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1. INTRODUCTION 
1.1. Best Unbiased Estimators of Fixed and Random Effects 
Most, if not all, linear statistical models that may be applied 
to a set of data are included in the formulation, 
y = Xa + Zb (1.1.1) 
where y is an n x 1 observable random vector, whose observed value is 
called the data vector; X and 2 are n x p and n x q matrices of known 
elements; a is a p x 1 vector of unknown and unobservable parameters, 
which are called fixed effects and b is a q x 1 unobservable random 
vector, whose components are called random effects and/or errors. The 
formulation (1.1.1) will be called a general mixed linear model. 
The usual mixed effects analysis of variance (ANOVA) model can be 
viewed as a special case of this general mixed linear model, if we 
write Z = (W:l) and b' = (d':e'), where 'd' is a vector of random effects 
and 'e' is the vector of error terms or residual terms. 
The fixed effects ANOVA model can be viewed as the further special 
case where Z = I and b = e. 
The random effects ANOVA model is that special case of the mixed 
effects ANOVA model, in which the matrix X, is a vector of unities. 
It is assumed that 'b' has a normal distribution with mean vector 
zero and dispersion matrix D(e), The elements of the matrix D(6) are 
assumed to be known functions of a certain m x 1 vector of parameters 
6 = (6p 0^, —, 0^) ' . The elements of 0-vector will be called variance 
components. The vector 0 is assumed to be a member of some given 
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subset 0 of the Euclidian m-space e"'. The elements of D(9) are assumed 
to have partial derivatives, with respect to the elements of 6, at 
least up to the first order, over the whole space 
It should be noted that our definition of variance components is 
more general than the commonly understood meaning of the word which 
typically means the variances associated with random effects and errors. 
It follows that 'y' has a normal distribution with mean vector Xa 
and variance matrix V(6) = Z D(6)Z'. It is assumed that V(8) is non-
singular for all 8 E 0. 
Let g be the realized or sample value of the random vector b, that 
is associated with the data vector y. The value g can be thought of as 
a parameter vector just as a is a parameter vector. The only distinc­
tion is that something is assumed to be known about the "origin" of 6-
The problem of estimating estimable functions of a is regarded as 
being of great practical importance and has been dealt with in very 
many articles. In contrast, the problem of estimating g or linear com­
binations of the components of g has not received much consideration 
(at least not from statisticians). Nevertheless, the latter problem 
arises in many applications as described, e.g., by Searle (1974), 
Henderson (1973) and Harville (1975). In particular, the problem of 
estimating or predicting a future data point from data to which model 
(1.1.1) applies can generally be formulated as a problem of estimating 
a linear combination of the components of a and g. This problem in 
the case of the variance matrix of y being known has been discussed by 
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Harville (1976) and in the special case of mixed ANOVA models by 
Henderson (1963, 1973 and 1975). 
DEFINITION 1.1 
An estimator (predictor) T(y) is said to be linear if T(y) is a 
linear function of the data vector y. In other words T(y) = c + &'y, 
where 'c' is a constant and is a vector of constants in e". 
DEFINITION 1.2 
An estimator (predictor) T(y) is said to be unbiased for estimating 
(predicting) X'a + y'g, where A e and y t E"^, if 
E(T(y)) = E(X'a + y'b) = X'a for all a e E^ 
DEFINITION 1.3 
A linear combination X'a + y'B is said to be estimable if it has 
a linear unbiased estimator. 
A linear combination X'a + y'B is estimable if and only if X' 
is a linear combination of the rows of the matrix X. We assume that 
X' = r'X for some r e e" so that X'a+y'2 is estimable. 
DEFINITION 1 .4 
If T(y) is an estimator of X'a + y'g then the quantity 
2 
E(T(y) - X'a - y'b) will be referred to as the mean squared error of 
the estimator T(y). 
Let 
T =X'a+ Y ' 6  , (1.1.2) 
and 
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t = X'a + y'b , (1.1.3) 
where X belongs to the row space of X. 
if T(y) is an unbiased estimator of x, then 
E(T(y) - t) = 0 , 
and the mean squared error of T(y) , 
E(T(y) - t)2 
is equal to the variance of the random variable (T(y) - t). 
if 0 e is known and hence 
v ( e )  =  Z  D ( e ) Z '  ,  ( 1 . 1 . 4 )  
is known and we define a(0) to be a vector such that 
X' v"'(6)Xa( e )  = X'V' ^ ( e)y , (1.1.5) 
and we let 
8(0) = D(8) Z ' v"^(0)(y - Xa( e ) )  ,  ( 1 . 1 . 6 )  
then the estimator, 
t(0) = X'a(6) + y'6( e )  ,  ( 1 . 1 . 7 )  
is the unique best unbiased estimator of t, in the sense of having 
smallest mean squared error within the class of all unbiased estimators 
of X. By uniqueness it is meant that if there is any other estimator 
S(y) which also minimizes the mean squared error E(T(y) - t) , then 
the probability Pr(y: t(0) ^  S(y)) is equal to zero (see Harville, 
1 9 7 6 ) .  
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If 8 E 0 is unknown one of the conventional methods is to first 
estimate 0, by using the data vector y and to then proceed as though 
the estimated values were the true values. We will call this a "two 
stage estimation routine". Properties of such two stage estimation 
routines are not wel1-documented in the literature. Evaluation of 
simple properties like expectation and variance of such two stage 
estimation routines for estimating linear combinations of fixed and 
random effects in general mixed linear models is the theme of this 
dissertation. 
1.2. Even Translation-Invariant Variance Component Estimators 
In practice the variance components 6, are often unknown. In 
such situations one of the traditional methods is to use a two stage 
estimation routine, which involves, first estimating 6 and then using 
the estimated values as if they were the true values. We restrict 
attention to those estimators of 0 which are translation invariant and 
also even functions of the data vector, in the sense of definitions 
1.5 and 1.6. 
DEFINITION 1.5 
With respect to the model (1.1.1), an estimator T(y) will be said 
to be translation invariant, iff 
T(y) = T(y - Xa) for all y e e" and for all a e E^ 
DEFINITION 1.6 
A statistic T(y) will be said to be an even function of y, for y 
in a set W, iff T(-y) = T(y) for all y e W and will be said to be an 
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odd function of y, for y in a set W, iff T(-y) = -T(y) for all y e W. 
An estimator which is translation invariant and also an even 
function of y for all y e e" will be said to be an "even translation-
invariant" estimator. 
The class of all even translation-invariant estimators of the 
variance components 9, is a very wide class of estimators. It includes 
most, if not all, of the variance component estimators used in practice. 
Thus the results of this dissertation are widely applicable. 
The most popular method of estimating the variance components from 
"balanced data" is the analysis of variance procedure. For unbalanced 
data the most commonly used methods are the methods 1, 2 and 3 set 
forth by Henderson (1953). In all of these procedures, mean squares 
associated with various ANOVA tables are set equal to their expected 
values and the estimates are obtained by solving the resulting 
equations, (in method 2, the data vector is adjusted for fixed effects 
before forming the ANOVA table. The adjusted data vector is a linear 
function of the original data vector.) It will be shown that all of 
the above procedures yield even translation-invariant estimators. All 
sums of squares associated with the ANOVA tables used in these procedures 
are quadratic forms in the data vector y, which clearly remain the same 
if y is replaced by (-y) and hence it immediately follows that all of 
the above procedures yield variance component estimators which are even 
functions of the data vector y for all ye e". 
The following Lemma, gives two necessary and sufficient conditions 
for a quadratic form in y to be translation invariant. 
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LEMMA 1.1 
A quadratic form y'Ay, for a symmetric matrix A, is translation 
invariant with respect to the model (1.1.1), iff AX = 0 or equivalently 
iff the variance of y'Ay is functionally free of the fixed effects a. 
The proof of this Lemma is easy and well-known (see,e.g., LaMotte, 
1973). 
In the case of the analysis of variance procedure for balanced data, 
the variance components are estimated from LliOîe mean squares whose 
expected values do not involve fixed effects. It follows from Searle 
(1971, Chapter 9) that all such mean squares are distributed as multiples 
of central chi-square variables, and the multipliers are in fact the 
corresponding expected mean squares, which do not involve any fixed 
effects. Hence the variances of the variance component estimators 
obtained through this method are functionally free of the fixed effects 
a. Thus from Lemma 1.1 it follows that the analysis of variance proce­
dure for balanced data provides even translation-invariant estimators 
of the variance components 6. 
Searle (1971) gives an excellent description of Henderson's methods 
for unbalanced data. In this section we conform to a notation which is 
consistent with Searle (1971). Henderson's method 1, applies to random 
effects models and it uses sums of squares which are analogous to the 
sums of squares of the corresponding ANOVA table for balanced data and 
hence this method is appropriately called "analysis of variance proce­
dure". Searle (1971, p. 435) gives the variances of these analogous 
sums of squares. The expressions do not involve the fixed effects and 
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hence in view of Lemma 1.1, Henderson's method 1 (which applies to 
random effects models) provides even translation-invariant estimators. 
Henderson's method 2, involves adjusting the data vector for the 
fixed effects in such a way that the model for the adjusted data vector 
is a random effects model. Henderson's method 1, is then applied to the 
adjusted data vector. In terms of the notation of Searle (1971) a 
mixed effects model can be written as 
y = yl + + X^b^ + e , (1.2.1) 
where all fixed effects other than 'y' are represented by b^, all random 
effects by b^ and '1' denotes a vector of unities. The adjustment 
involved is to subtract X^Ly from y, so as to get the adjusted data 
vector 
z = ( 1 - X^L)y , (1.2.2) 
where L is any matrix which satisfies 
X^LX^ = 0 , (1.2.3) 
X^Ll = kl (1.2.4) 
and 
X^ - X^LXf = U' , (1 .2.5) 
for some scalar constant k and some vector constant £. The model for 
the adjusted vector z is then given by 
z = y 1 + X^b^ + (l - X^L)e , (1.2.6) 
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where u will in general be different than y of (1.2.1). From (1.2.2), 
it follows that the sums of squares of the ANOVA table based on the 
adjusted data vector z, which are quadratic forms in z are also 
quadratic forms in y and hence even functions of y for all y e e". 
If z'Az denotes a sum of squares, which is used in estimating the 
variance components in method 2, then it follows from the arguments for 
Henderson's method 1, that z'Az is translation invariant with respect 
to the reduced model (1.2.6). It then follows from Lemma 1.1 that 
A1 = 0 . (1.2.7) 
In terms of the data vector y, z'Az = y'By, where 
B  =  ( I  -  X ^ L )  ' A ( l  -  X f L )  
We will show that 
B(1:X^) = 0 . (1.2.8) 
Since 
B1 = (I -X^D'Ad -XfLl)=(l - k)(l - XfL)'Al 
and 
BXf = (I - XpL)'A(Xf - X^LXf) = (I - X^D'AU' 
(1.2.8) follows from (1.2.7). 
Jn view of Lemma 1.1, (1.2.8) implies that Henderson's method 2 
also provides even translation-invariant variance component estimators. 
Henderson's method 3, which is also called "the fitting constants 
method" is suitable for mixed effects models. One can write a mixed 
1 0  
effects model as, 
y = Xa + + — + Z^b^ + e , (1.2.9) 
where a contains all fixed effects of the model and where the ith 'b' 
represents a set of random effects for the ith "factor" for 
i = 1, 2, ..., k. The sums of squares which are used in estimating the 
variance components can be written as 
y'Fol ... j? - ... / ('-2-'°) 
for i, j =0, 1, ..., k; j > i, where 
P., .(X:Z,: :Z.) = (X:Z,: Z.) (1.2.11) 
01 ... I I I I I 
for all i = 0, 1, , k. It follows, from (1.2.11) that if we write 
(1.2.10) as y'Aj.y then 
Aj.X = 0 , (1.2.12) 
for al1 i, j =0, 1, —, k; j > i. 
But in view of Lemma 1.1, (1.2.12) is a necessary and sufficient 
condition for the quadratic form (1.2.10) to be translation invariant 
for all i, j = 0, 1, —, k. We thus conclude that each of the 
Henderson's methods 1, 2 and 3 provides even translation-invariant 
variance component estimators. 
Other important sub-classes of variance component estimators, 
which belong to the class of even-translation invariant estimators are 
the sub-classes of the maximum likelihood (ML) and the restricted 
maximum likelihood (REML) estimators. The restricted maximum 
1  ]  
likelihood approach was developed for specific balanced ANOVA models 
by several researchers including Russell and Bradley (1958) and 
Anderson and Bancroft (1952). It was extended to all balanced ANOVA 
models by Thompson (1962) and was set forth in general form by 
Patterson and Thompson (1971 and 1974). ML and REML estimators of 
variance components will be introduced in chapter 3 and it will be 
shown that these estimators are also even translation-invariant 
estimators. 
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2. THE EXPECTED VALUE AND AN APPROXIMATE VARIANCE OF A 
CONVENTIONAL ESTIMATOR OF FIXED AND RANDOM EFFECTS 
In the first section of this chapter, it will be shown that the 
estimators of linear combinations of fixed and random effects in general 
mixed linear models, obtained through "two stage estimation routines" 
are unbiased, provided the variance component estimators are even 
translation-invariant estimators. We will write the true value of the 
variance component vector 6, as 0^. An even translation-invariant 
estimator 0 will be denoted by 6 and the corresponding estimator of 
T=A'A+Y'3wil] be denoted by T(0). (The linear combination T and 
its estimator t(0) were defined in section 1.1.) Whenever necessary we 
will use a more detailed notation, 0(y) to represent 0 as a function of 
y. It will thus be shown that E(T(0) - t) = 0. Except in some specific 
subcases the variance of (T(0) - t) is unknown. Thus we seek a variance 
approximation for (T(0) - t), which is intended to be applicable to all 
general mixed linear models. One of the difficulties in analytically 
evaluating the variance of (T(0) - t) is that T(0), considered as a 
function of 0 is a rather complicated function. To circumvent this 
difficulty we consider a linear approximation (T{0) - t)^ in place of 
(T(0) - t), where 
6 
o 
It will be shown in section 2.4. that the two terms of the function 
(T(0) - t)^ are uncorrelated, so that the variance of (T(0) - t)^ is 
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the sum of the variances of the two individual terms. The variance of 
(T(6 ) - t) was given by Harville (1976). The variance of 
( TF j (e  -  6^ )  
is not easily tractable and an approximation is contrived in section 2.5. 
The approximate variance of (t(6) - t)^ so obtained is considered as a 
variance approximation for (T(6) - t). In the last section of this 
chapter it is shown that this variance approximation remains invariant 
with respect to non-singular linear transformations of the variance 
components 6, provided the variance component estimators are obtained 
through a procedure which "preserves" those linear transformations. 
Estimates of the variance of (T(6) - t) can be obtained by replacing the 
true values of the variance components in the "variance approximation" 
by their estimates. 
Throughout this dissertation the following matrix notation is used. 
1. For an r X s matrix A, whose ijth element is a.j for 
i = 1, 2, , r and j = 1, 2, ..., s, we will write [a.^] to represent A. 
2. The ijth element of an arbitrary r x s matrix A will be denoted 
by A.j for i = 1, 2, ..., r and j = 1, 2, ..., s. 
2.1. The Expected Value of (T(0) - t) 
in this section it will be shown that if 9(y) denotes an even 
translation-invariant estimator of 6, then the estimator 
T( 9 ( y ) )  =  X ' a ( e ( y ) )  +  y ' B ( e ( y ) )  ( 2 . 1 . 1 )  
where 
X' = r'X ( 2 . 1 . 2 )  
for some r e e", a(0(y)) satisfies 
X'V"*(8(y))Xa(8(y)) = X'V~^(ê(y))y (2.1.3) 
and 
3(0(y)) =D( e(y))Z'V ^ ( e{y))(y - Xa( e(y))) ( 2 . 1 . 4 )  
is an unbiased estimator of T = X'a + Y'3 in the sense of 
definition 1.2. 
Kakwani (I967) proved unbiasedness of a "two-stage Aitken procedure" 
in a specific subcase of the fixed effects model (multi-regression 
system considered by Zellner, 1963) by assuming that the "disturbances" 
follow a continuous symmetric probability law. Kakwani's proof is 
based on the reasoning that his estimators of fixed effects are linear 
combinations of some "odd" functions of the "disturbances". Our proof 
involves an extension of this kind of reasoning, to all general mixed 
1inear models. 
First we reproduce a definition from Rao (1973) and then state 
three well-known Lemmas. 
DEF 2.1  
Consider an m x n matrix A of any rank- A generalized inverse of 
A is an n X m matrix, denoted by A , such that x = A z is a solution 
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of the equation Ax = z for every z in the column space of the matrix A. 
It is well-known that A is a generalized inverse of A if and only 
if AA A = A. 
LEMMA 2.1 
If (X 'V  ^ (8 )X)  is any generalized inverse of (X 'V  ^(6)X ) ,  then 
x (x ' v " ^ (e )x ) "x ' v " ^ (e )x  =  X .  (2.1.5) 
LEMMA 2.2 
If we define 
p(0) = v "^ (e )  -  v ' ' ( e )x (x ' v " ^ (e )x ) "x ' v " ^ (6 )  (2.1.6) 
then 
p(e )x  =  0 (2.1. 7 )  
and 
P(6)v (e )p (e )  =  p (0 )  .  (2 .1 .8 )  
LEMMA 2.3 
If Y is a random vector which has a symmetric distribution around 
zero, in the sense that Y and (-Y) are identically distributed and (j)(Y) 
is a measurable, odd function of Y in the sense that -#(Y) =<p(-Y), then 
(j)(Y) has a symmetric distribution around zero. 
PROOF:  
Let X be a point in the Euclidian space of the dimensionality of 
*(Y) 
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Pr(<j)(Y) ^  x) = Pr(-$(Y) _< -x) = Pr(o(-Y) £-x) (2.1.9) 
Since Y and -Y are identically distributed, therefore (j>(Y) and (j>(-Y) 
are identically distributed. This implies that 
Pr(*(-Y) <-x) = Pr(*(Y) < -x) . (2.1.10) 
The result follows from (2.1.9) and (2.1.10). 
THEOREM 2.1 
If 0(y) is an estimator of 6, which is (i) translation invariant 
with respect to the model (1.1.1) and (ii) is an even function of y 
for all y e e", then 
E(T(0(y)) - t) = 0 (2.1.11) 
for all a e E^. 
PROOF: 
Since 8(y) is translation invariant 
0 ( y )  =  8 ( y  -  X a )  ( 2 . 1 . 1 2 )  
for all a e and for all y e e". 
In particular, 
0 ( y )  =  0 ( y  - Xa) = 0(Zb) . (2.1.13) 
Since 6(y) is an even function of y, 
0 ( y )  =  0 ( - y )  ( 2 . 1 . 1 4 )  
for all y e e". in particular since Zb belongs to e'^ for all b e E*^, we 
have 
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ê(Zb) = ê(-Zb) . (2.1.15) 
From (2.1.13) and (2.1.15), 
0(y) = 9(Zb) = ê(-Zb) . (2.1.16) 
Now 
E(T( e ( y ) )  -  t )  =  E(T( e ( y ) )  -  X'a - Y' b )  
=  E ( T ( 6 ( y ) )  -  x ' a )  
=  E ( x ' a ( 0 ( y ) )  +  y ' B ( e ( y ) )  -  x 'a) 
=  E ( r ' x ( x ' v " ^ ( ê ( y ) ) x ) ' x ' v " ^ ê ( y ) ) y  
+  w ' D ( 8 ( y ) ) Z ' v " 1 ( ê ( y ) ) ( y  -  xâ ( ê ( y ) ) )  - r'Xa) 
= E(r'X(X'V"1(9(y))X)"X'V"^(0(y))y 
- r'X(X'V" ^ ê ( y))X)"X' v'^6( y))Xa 
+  V i ' D ( e ( y ) ) Z ' V  ^ ( e ( y ) ) ( y  - Xa ( e ( y ) ) ) )  
=  E(r' X ( X ' V " ^ ( ê ( y ) ) X ) " X ' v " ^ ( ê ( y ) ) ( y  -  X a )  
+  y ' D ( ê ( y ) ) Z ' P ( ê ( y ) ) y )  , (2.1.17) 
where 
p ( 8 ( y ) )  =  v " 1 ( ê ( y ) )  -  v ' ^ ( ê ( y ) ) x ( x ' v " ' ( 6 ( y ) ) x ) ' x ' v " ' ( ê ( y ) ) . ( 2 . l . l 8 )  
Substituting y = Xa + Zb and observing that P(6(y))X = 0, we get 
E ( T ( ê ( y ) )  -  t )  =  E ( x = ( x ' v " ^ 0 ( y ) ) x ) " x ' v " ^ e ( y ) ) z b  
+ y'D( 0(y))Z'P( ê(y))Zb) . (2.1.19) 
From (2.1.16) it follows that 
X'(X' V~^(0(y))X)"X' v ' ^(0(y))Zb + y'D(0(y))Z'P(0(y))Zb (2.1.20) 
1 8  
is an odd function of 2b in the sense of definition 1.6. But according 
to our hypothesis Zb 'v N(0, V(6)) and hence it follows from Lemma 2.3 
that the random vector (2.1.20) has a distribution which is symmetrically 
distributed around zero. Thus the expectation in (2.1.19) is zero for 
all o G E^. 
2.2. A Linear Approximation to (T(6) - t) 
One of the reasons that the variance of (T(e) - t) is difficult to 
evaluate analytically is that (T(6) - t), considered as a function of 
0, is a rather complicated function. To circumvent this difficulty we 
consider a linear approximation (T(0) - t)^ in place of (T(0) - t), 
where 
(T(0) - t )  ^  =  (T(8Q)  "  T) +  [  98" ^ (8) (e - ej (2 .2.1)  
To obtain an expression for 
0 
we need the following set of well-known Lemmas. 
LEMMA 2.4 
If A and B are two matrices whose elements are any differentiable 
functions of x, then 
AG = ( 'è'*)® + G )  
1 9  
LEMMA 2.5 
If the elements of B are any differentiable functions of x and B is 
non-singular for all x, then 
37 B ' = -B ^ 
From Lemnas 2.4 and 2.5, it follows that for all j = 1, 2, —, m, 
^V(e) =^ZD(6)Z' = z(^D(0))2. , (2.2.2) 
J  J  ^  J  '  
and 
v ' ^ (e )  = -v " ' (e )  v (e )  j  v ' ' ( e )  ,  (2 .2 .3 )  
j ^ j ' 
g 
where 0. is the jth component of 8 = (6,, 8_, ..., 6 )' and t^V(6) i 1 z m d u • 
J 
denotes the matrix whose elements are the partial derivatives of the 
corresponding elements of V(e), with respect to 0^ for j = 1, 2, ..., m. 
LEMMA 2.6 
Let X be an n x p matrix, whose columns are any p linearly 
independent columns of X, where p is the rank of X, and let 
(X'V '(0)X) be any generalized inverse of (X'V '(0)X). Then 
X(X'V"^(0)X)~X' = x""(x"'v"^ (0)X")'^X"' . (2.2.4) 
PROOF: 
Let T be a non-singular matrix such that 
XT = (X :0) or equivalently X = (X :0)T ^ , 
2 0  
where 0 is a null matrix of appropriate dimensions. Since 
A' -1 . . * 
x ' v ' ^ ( e ) x  =  ( T ' ) " ^  
X V •(e)x 0 
a generalized inverse of X'V '(6)X is 
( x " ' v ' ^ ( e ) x " ) ~ ^  0  
T '  
It is well-known that X(X'V ^(6)X) X' is unique, irrespective of which 
generalized inverse of X'V '(0)X is used. 
Substituting 
-•-1-1 • - 1 ( X  V  ( e ) x  )  0  
in place of (X'V" V e)X)", in X(X'v"'( e ) x ) " x ', we get 
x ( x ' v " ^ ( 0 ) x ) " x '  =  x " " ( x " ' v ~ ' ( 0 ) X " ) " ^ X " '  
LEMMA 2.7 
If (X'V ^(0)X) is a generalized inverse of X'V '(0)X, then for all • u"! 
J  T  *  ,  m ,  
X(X'V"^ (0)X) X' = X(X'V '(0)X) X'V '(0)(-^V(0) 
j ^ j 
_L_ \ l ( a \  j  
J 
v"^(0)X(X'V"^(0)X)"X' (2.2.5) 
The proof of this Lemma follows immediately from Lemmas 2.5 and 
2 . 6 .  
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LEMMA 2.8 
If P(6) is as defined by (2.1.6), then for all j = 1, 2, —, m, 
P(6) = - P(e )  V(e )  ] P(6) (2.2.6) 
j ^ j / 
The proof of this Lemma follows from Lemmas 2.5, 2.6 and 2.7. 
Since X a ( 0 )  =  X ( X ' V  ^ ( 0 ) X )  X ' V  ' (e)y, it follows from Lemma 2.7 and 
(2.2.3) that for all j = 1, 2, —, m. 
X a (e )  =  x (x ' v " ^ 6 ) x ) "x ' v " ' (e )  I  ^  v(e)  j  v"^  (e )x (x ' v " ^  ( 0 ) x ) "  
j ^ j ' 
. X'v" ' (e)y - x (x ' v " ^ (e )x ) "x ' v " ^ (e )  v (e )  j  v "^e)y 
=  -  X ( X ' V " ^ (e ) X ) " X ' V " ^ ( 0 )  V ( 0 ) j  V " 1 ( 0 ) ( y  -  X a ( 0 ) )  
=  -  X ( X ' V " ^ ( 0 ) X ) " X ' V " ^ 0 )  V ( 0 )  j  P ( 0 ) y  .  ( 2 . 2 . 7 )  
From (2.2.7), for all j = 1, 2, —, m, 
=^r.x;(e> 
= - X' ( X ' V "V0) X ) " X ' V "^(0) v(0) j  P (0) y  .  ( 2 . 2.8) 
Again since 3(0) = D(0)Z'V '( 0 )(y - X a ( 0 ) )  = D( 0)Z'P(0)y, for all 
J " •••» 
B (0) = (( si: D (0) j  Z '  -  D(0)z'p(0)^-^v(0))]p(0) y  . ( 2 . 2 . 9 )  
2 2  
From (2.2,8) and (2.2.9), for all j = 1, 2, m. 
•j|—T( e )  =-^|—( x 'a( e )  +  u ' B ( e ) )  
J 
=  ^ - x ' ( x ' v ' ^ e ) x ) " x ' v ' ^ ( 0 )  v ( e )  ^  v " ^ ( 6 )  
•  v " ^ ( 6 )  ]  v ( e ) p ( e)y 
Hence in (2.2.1), 
(2 .2.10)  
98 T( e )  
is given by 
96 T(8) 96, T(6) '  —  '  ^ ( 8 )  
m 
.  ( 2 . 2 . 1 1 )  
where 
90. 
J  
:(8) 
is the expression (2.2.10) evaluated at the true value 8 . 
2.3. The Expected Value and Variance of ( T(e) 
From (2.2.10), it follows that. 
96. 
J  
T(8) ) = ï'j(eo)V{6^)P(6^)y ( 2 . 3 . 1 )  
2 3  
where the vector function 
1 . [B )  =  x ' ( x ' v " ^e ) x ) " x ' v " \e ) f  ^ v ( 6 ) )  v " ' ( 0 )  
+ u' 
9 8 .  
J 
z '  -  D(e ) z 'P (e )  v (6 )  ) ]  v " ^e )  j  ,  
"* (2.3.2) 
for all j = 1, 2, —, m. 
Since y N(Xo, V(e  )), it follows from Lemma 2.2 that 
v ( e o ) p ( 0 o ) y  ~  N ( o ,  v { e ^ ) p ( 0 ^ ) v ( e j )  (2.3.3) 
From (2.2.11), (2.3.1), (2.3.2) and (2.3.3), it follows that 
{ À V 36, T ( e )  ' **•' 39 T(8) 
m 
has a normal distribution with 
V 30. 
^ J 
T(9) = 0 (2.3.4) 
for all j = 1, 2, m and 
cov 1  t(8) 
i ' 38: J 
] = Ji'i(e^)v(0^)p(e^)v(e^)î.(e_^) 
(2.3.5) 
for all i, j = 1, 2, —, m. 
2.4. Covariance of (T(e ) - t) and ( T(e) O o u  e ) 
. O 
In this section it will be shown that, since 0 is an even transla­
tion-invariant estimator of 0, (^(0^) - t) and 
2 4  
( •  V  
«0 
are distr ibuted independent ly-  F i rst  consider the fo l lowing Lemma. 
LEMMA 2.9 
(T(0 )  -  t )  and V(8 )P(9 )y are independent ly d istr ibuted, 
o o o 
PROOF: 
Since 
(T(9 ) - t) = X'A(0 ) + y'B(0 ) - Y'b - X'a 
O  G O  
= r 'X(X'V " ' ( e ^)X)"X'V " ' ( e ^)y + u'D ( e ^)Z'P ( e ^)y 
-  y 'b -  A 'a 
COV(T(0^) -  t ,  V ( e ^)P(6^)y) = r '  cov(X(X'V ' (0^)X) X'V ^(8^)y,  \ / (0^)P(6^)y) 
+ y '  cov (D ( 0 ^)Z'P ( e ^)y,  V ( 0 ^)P ( 0 ^)y) 
-  y '  cov (b,  V(8g^P(0g)y) 
= r 'X(X'V " ^ 0 ^)X)"X'P ( 0 ^)V (e^) 
+ y'D(0^)Z'P(0^)V(eQ)P(0Q)V(0^) 
-  y '  cov (b,  V(0^)P(0^)Zb) 
= y 'D (e  )Z 'P(0 )V(0 )  -  y 'D(0^)Z'P(0 )V(0 )  
o o o o o o 
= 0 
But (T(0 )  -  t )  and V(0 )P(0 )y are l inear funct ions of  b,  where 
o o o 
b ~ N(0, D(0^)) ,  and hence (t (6^) -  t )  and V(0^)P(9^)y have a jo int  
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multivariate normal distribution. Thus their zero covariance implies 
i ndependence-
Here it is instructive to observe that if the inner product between 
two vectors x and z in E" is defined as x'V ^(9^)z, then it follows from 
Rao (1973, p. 47) that V(e^)P(6^) is a projection operator onto the 
orthogonal complement of the column space of X. Thus V(e^)P(6^)y is 
the projection of y on the orthogonal complement of the column space of X. 
From (2.3-1), it follows that 
depends on y only through V(0^)P(6^)y. Thus whenever 6 depends on y 
only through V(e^)P(6^)y, 
(e  -  e^ )  
depends on y only through V(0^)P(0^)y. 
It thus follows from Lemma 2.9 that whenever 0 depends on y only 
through V(0^)P(0^)y, (t(0^) - t) and 
90 
t(0) (e  -  e^ )  
0 
will be distributed independently. 
The following Lemma, which gives a necessary and sufficient 
condition for an estimator to be translation invariant enables us to 
26 
conclude that 0 depends on y only through V(9^)P(6^)y. 
LEMMA 2.10 
An estimator T(y) is translation invariant with respect to the 
model (1.1.1) if and only if 
T(y) = T(V( e)P( e)y) ( 2 . 4 . 1 )  
for any 6 e Î2 and for all y e e". 
PROOF: 
Let T(y) be translation invariant, so that 
T(y) = T(y - Xa) , (2.4.2) 
for all y e e" and for all a e E^. 
In particular for each y, choose a, to be 
0 ( 8 )  =  ( X ' v " U 0 ) X ) " X ' v " ^ ( 0 )y 
where (X'V ^(0)X) is any generalized inverse of (X'V *(8)X). Note 
that Xa(0) is unique irrespective of which generalized inverse of 
(X'V ^(0)X) is used. Thus 
T(y) = T(y - Xa( e ) )  
for all y e. E". But 
y - XÔ(6) = (I - X(X'V"^(9)X)"X'V"^(0))y = V(9)P(0)y 
so that T(y) = T(V(6)P(0)y) for all y e E*^. Now suppose (2.4.1) is true 
for all y e E . Since for each y e E^ and a e E^, (y - Xa) belongs to 
E", therefore 
T(y - Xa) = T(v(0)p(0)(y - Xa)) 
for all y e e" and for all a e E^. 
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But P( e)X = 0, so that 
T(y - Xa) = T(V( e)P( e)y) (2.4.3) 
for all y E and for all a e 
From (2.4.1) and (2.4.3) we get 
T(y) = T(y - Xa) 
for all y £ e" and for all a e E^. 
Since according to our hypothesis 6 is an even translation-
invariant estimator of 8,Lemma 2,10 shows that 0 depends on y only 
through V(8)P(8)y, where 0 can be any arbitrary member of 0. 
In particular, 8 depends on y only through V(8^)P( e^)y, where 0^ 
is the true value of 0. Thus 
depends on y only through \/(0^)P(e^)y. Hence it follows from Lemma 2.9 
that (I^(0Q) " t) and 
o 
o 
are independently distributed. 
2.5. An Approximate Variance of ( ^  T(e) g ). (8 - 8^) 
o 
The variance of 
28 
is not easily tractable. In this section an approximation to the actual 
variance of 
! is  (e  -  e^)  
is proposed. First we obtain the expected value of 
)  -  V  
LEMMA 2.11 
(0 - 0^) 1 =0 (2.5.1) 
PROOF: 
From (2.1.16), 0 is an even function of Zb. From (2.3.1), 
= il'j(0Q)V(0^)F(0^)y 
for all j = 1, 2, ..., m, where P(0^)y = P(0^)(Xa + Zb) = P(0^)Zb, 
Hence 
(6 - e^) 
is an odd function of Zb. Since Zb N(0, \ l { Q ^ ) ) ,  it follows from 
Lemma 2.3 that 
29 
[(( :& (e - e^) I = 0 
e 
o 
The following Lemmas are universally applicable. 
LEMMA 2.12 
If U is a univariate random variable, Y is an m-dimensional random 
vector defined on the same sample space and 
E(U|Y) = k + 2'Y , (2-5.2) 
where k is a scalar constant and £ is a vector constant in E"^, then 
E(U|Y = E(Y)) = E(U) . (2.5.3) 
PROOF: 
E(U) = E(E(U|Y)) = E(k + £'Y) = k + £'E(Y) = E(U|Y = E(Y)) 
LEMMA 2.13 
Let W = (Wp W^, —, W^) ' and Y = (Y^, Y^, —, Y^) ' be two 
random vectors defined on the same sample space. If 
E(Y. - E(Y.))(Yj - E(Y.))(Y^^ - E(Y^)) = 0 (2.5.4) 
for all i, j, k = 1, 2, ..., m and the elements of the matrix 
E(WW'|Y) are linear functions of the elements of Y, then 
E(W'(Y- E(Y)))2 = tr(var(Y) • E(WW')) . (2.5.5) 
30 
PROOF: 
E(W'(Y - E(Y)))2 = E(W'(Y - E(Y))(Y - E(Y))'W) 
= E(tr(Y - E(Y))(Y - E(Y))'WW') 
= tr E((Y - E(Y))(Y - E(Y))'WW') 
= tr E{(Y - E(Y))(Y - E(Y))'E(WW'|Y)) (2.5.6) 
Let the ij-th element of the matrix E{WW' |Y) be written as f.j(Y) .  
Since by hypothesis f. j (Y) is a linear function of Y, for all 
i, j = 1, 2, m, we can write 
^ (Y - E(Y)) 
E(Y)  
Let 
(2.5.7) 
E(Y) 
then we can write 
m g  
f (Y)  = f (E(Y) )  +  I  (Y -  E(Y )) . (2.5-8) 
'  J  ' J  U  ^  & 
Substituting (2.5.8) in (2.5.6), we can write in matrix notation, 
E(W'(Y -  E(Y) ) )2  = tr EF (Y -  E(Y) ) (Y -  E(Y)) 'E(WW' |Y =  E(Y) )  
+ tr E( (Y - E(Y)) (Y -  E(Y) ) 'P  2  A* (Y - E(Y )) 
\ I- 2 J -
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= tr E ' (Y - E(Y))(Y - E(Y))'E(WW'|Y = E(Y))J 
+ tr E/i n (Y - E(Y ))(Y - E(Y )) 
\ ~ k  & ' ' K K 
Since A as defined by (2.5-7) is a constant for all 
i> j> ^ = U 2, —, m, it follows from (2.5.4) that the second term in 
(2.5-9) is zero. Again it follows from Lemma 2.12 that 
E(U'W' |Y = E(Y)) = E(WW') 
Thus 
E(W'(Y - E(Y)))2 = tr E((Y - E(Y))(Y - E(Y))'E(WW')) 
= tr(E(Y - E(Y))(Y - E(Y))') ' (E(WW')) 
= tr (Var(Y) • E(WW')) 
From Lemma 2.11, 
( e  -  6  )  =  0  
O 
SO that 
Var( ^  T( e )  ( 6  -
e  
(6 -
We do not have any analytical expression for 
2 
) ) ( 2 . 5 . 1 0 )  
6r 
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If we consider Lemma 2.13 with 
W = 
8 
and Y = 8, we realize that the hypotheses of the Lemma 2.13 are not true 
in general and therefore we cannot apply Lemma 2.13 as such. However, 
in the absence of an expression for 
2 
E :  i  T(e )  (8 - 8,; 
8 
one might consider the candidate 
tri Var(8) 
\ 38 
t(8) (2.5.11) 
From (2.3.4) 
= 0 (2.5.12) 
so that 
E l  (2.5.13) 
Hence (2.5.11) can be written as 
trf Var(8) • Varf ~ x ( 8 )  (2.5.14) 
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The expression (2.5.14) is the proposed approximation to the actual 
variance of 
(e  -  e j  
2.6. An Approximate Variance of (T(6) - t) 
Since the variance of (T(6) - t) is not available, as a second best 
practical alternative we seek an approximation to its variance. Con­
sider the linear approximation (T(6) - t) as given by (2.2.1). Since 
the covariance of (t(6^) - t) and 
38 
( 8 )  ) 
0 
is zero (see section 2.4), if we accept (2.5-14) as an approximation to 
the variance of 
(e - ej 
6 
then an approximate value for the variance of (T(0) - t) will be given 
by 
\/ar„(T(0) - t) = Var(T(8_) - t) + tr( Var(0) • Var^ T(0) .  ( 2 . 6 . 1 )  
We propose to consider \/ar^(T(0) - t) as an approximate value for the 
actual variance of (T(0) - t) . 
An expression for the variance of (I'(9Q) ~ t) was given by 
Harville (1976) and is reproduced here for sake of completeness. 
Var(T(9 ) - t) = X'(X'V'^e )X)~X + y'D(0 )y - p'D( e  )Z'P(e )ZD(e )u 
o o o o o o 
- 2A'(x'v"'(e )x)"x'v"^{e )ZD(e ) u  .  (2.6.2) 
o 00 
An estimate of the approximate variance (2.6.1) can be obtained 
by replacing the true value 6^, by its estimate 6. 
2.7. An Invariance Property of the Variance Approximation of (T(9) - t) 
In this section it will be shown that the variance approximation 
(2.6.1) is invariant with respect to non-singular linear transformations 
of the variance component vector 6, provided the variance component 
estimators are obtained through a procedure which "preserves" non-
singular linear transformations of the parameter vector. 
Suppose 'g' denotes a procedure for estimating 6. The estimators of 
0 obtained through the procedure 'Ç' will be called Ç-estimators of 6. 
Consider an arbitrary non-singular linear transformation W0 of the param­
eter vector 0. If for every Ç-estimator 0 of 0, W6 is a ^-estimator of 
W0 then the procedure Ç will be said to preserve the non-singular linear 
transformation W0. 
The ML estimators, the REML estimators and the analysis of variance 
estimators based on Henderson's methods 1, 2 and 3 preserve non-singular 
linear transformations of the parameter vector. 
In Henderson's analysis of variance procedures mean squares associated 
with various ANOVA tables are set equal to their expected values and esti­
mates are obtained by solving the resulting equations. (In method 2, the 
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data vector is adjusted for fixed effects before forming the ANOVA table. 
It should be noted that since our definition of variance components is mo 
general than the commonly understood meaning of the word, none of the 
Henderson's methods may be applicable with some specific parametrizations 
We will show that the analysis of variance estimators based 
on Henderson's methods preserve non-singular linear transforma­
tions of the 0 vector, for those parametrizations of the variance 
components for which one of the Henderson's methods is applicable. 
Suppose w is the vector of mean squares in the appropriate ANOVA 
table, which are used to estimate the variance components. Then 
E(w) = B0 , (2.7.0 
where B is non-singular. The equations w = 80 produce the estimator 
0 = 8 'w . (2.7.2) 
Consider a non-singular linear transformation of the 0 vector. Let 
0 = F0 , (2.7.3) 
where F is any non-singular matrix so that the inverse transformation is 
0 = . (2.7.4) 
From (2.7.1) and (2.7.4) 
E(w) = BF % . (2.7.5) 
From (2.7.5), the analysis of variance estimate of <j> is 
(j) = (BF ^ ^w = FB ^w = F0 . (2.7.6) 
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This proves that the analysis of variance estimators based on 
Henderson's methods preserve non-singular l inear transformations of 
the 0 vector, for those parametrizations of the variance components for 
which one of the Henderson's methods is applicable. 
It is well-known (see, e.g., Lindgren, 1968, p. 243) that if 6 is 
an ML estimate of 0 and <J) = g(0) is a one to one correspondence between 
0 and (j), then g(0) is an ML estimate of (j> = g(9). In particular ML 
estimates preserve non-singular l inear transformations of the parameter 
vector. REML estimates are in fact ML estimates based on a set 
of error contrasts, so that the same result applies to REML 
estimates. 
Let H be a non-singular matrix so that 
4)  =  H0 ,  (2 .7 .7)  
is a non-singular l inear transformation of the 0 vector, with the 
corresponding estimate 
(J) = H0 . (2.7.8) 
The elements of 0(6), the variance of the random effects b, can be 
considered as functions of 0 or of cj), with identical values at a 
particular value of 0, and the corresponding value of (|>. I f we define 
*0 = • 
where 0^ is the true value of 0, then 
D ( 0 o )  =  D ( < j > ^ )  . (2.7.9) 
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If we write 
V(*^) = ZD($^)Z' 
then 
V((j)^) = ZD(8^)Z' = V(e^) . (2.7.10) 
Since $ = H8 or equivalently 6 = H the estimator T(6) = X'a(9) 
+ vi'3{0), which depends on 6 only through D(6) , can be considered as 
a function of (J), with T(6) E ?($), where (2.7.7) defines the relation­
ship between 6 and (p. In particular, 
T(eo) = rUj 
so that 
Var(T(e^) - t) = \/ar(T((J)^ ) - t) . (2.7.11) 
Thus in order to show that the variance approximation of section 2.6. 
is invariant with respect to the transformation (2.7.7) it suffices to 
show that 
tr^Var(8) • \/ar^-^T(e)jj (2.7.12) 
remains invariant with respect to the linear transformation (2.7.7). 
In the expression (2.7.12) it is implicitly assumed that the partial 
dérivât i ves 
are evaluated at the true value of 9. 
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The ij-th element of the square matrix H, can be written as 
3*./38. (2.7.13) 
' J 
for i, j = 1, 2, —, m, so that we can write 
H = [34./a8j] . (2.7.14) 
From (2.7-8), 
Var($) = H Var(8)H' , (2.7-15) 
where H is given by (2.7.14). 
If we consider T(9) as a function of ((> with 
T(6 )  =  ?(?)  ,  (2 .7 .16)  
then for all i, j = 1, 2, —, m, 
97(4^/9#. =1 (9T(^)/96^) (96j./3(j>J) 
r 
= % (9T(8)/38pj (38^/3*.) , (2.7.17) 
r 
and 
9T (<j))/9(i). = % (3T((}))/96 ) (90 /3<J) •) 
J 5 = = J 
= I (9T(e)/90 )(90 /34.) . (2 .7 .18)  
s s s J 
From (2 .7 .17)  and (2.7.18) 
cov(9T((j>)/9<1)., 9t(({))/39.) = ^ I  (99 /94). ) (90 /9(j).) COV (9T (0 ) /90 , 
1 J r s - J 
9T(0)/90^) 
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= (38./a*., 06^34).)VarOT(6)/56) 
(38,/a*., 38^/34y)' (2.7.19) 
for all i, j = 1, 2, —, m. 
Thus 
Var(3t((j))/34)) = G' \/ar(3T(0)/30)G ( 2 . 7 . 2 0 )  
where 
G — [36. /3({*j ] ( 2 .7 .21 )  
From (2.7.15) and (2.7.20) 
tr[ Var($) • Varf 7(4) = t r  I  H • Var(8) * H' - G' 
tri Var(0) • (GH)' • Varl %(&) 
(GH) 
30 
(2.7.22) 
where 
GH = [a8./a*.][a*./a8j] 
I (30./a*,)(3*./as.)1 
^ ^ ^ J J 
= [36;/36.] (2.7.23) 
But 
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1 if i = j 
38./36. = 
' J \_ 0 if i f j 
(2.7.24) 
so that GH = I, where I is an identity matrix of dimension m. Hence 
This proves the assertion that the variance approximation (2.6.1), remains 
invariant with respect to the non-singular linear transformation (2.7.7) 
provided the variance component estimators are obtained through a procedure 
which preserves non-singular linear transformation of the parameter vector. 
The variance approximation (2.6.1) depends on the variances and 
the covariances of the variance component estimators. These variances 
and covariances are unknown in many specific cases as in the case of 
the maximum likelihood (ML) estimators of the variance components. One 
possible alternative in the case of the ML estimators is to use 
asymptotic variances (Asym • Var) and covariances in place of the true 
variances and covariances of the ML estimators- From Zacks (1971, p. 
226, Equation $.1.15) it follows that, if 6 denotes an ML estimator 
of 6 and (|) denotes the corresponding ML estimator of (p = HQ, then 
where the non-singular matrix H is given by (2.7-14). From (2.7-26), 
(2.7.20) and (2.7.23) it follows that 
I Asym • Var( ( j))j= H • I  Asym • Var( e)j • H ' (2 .7 .26)  
(2 .7 .27)  
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where 0 and 4) denote ML estimators of 6 and <j) respectively. Thus it 
follows that in the case of maximum likelihood variance component 
estimators, the variance approximation (2.6.1) remains invariant with 
respect to the non-singular linear transformation (2.7-7) even if we 
replace the true variances and covariances by the corresponding 
asymptotic variances and covariances. 
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3. ML AND REML ESTIMATORS OF VARIANCE COMPONENTS AND 
THEIR APPROXIMATE VARIANCES AND COVARIANCES 
In this chapter ML and REML estimators of 9 will be defined and it 
will be shown that these estimators are even translation-invariant 
estimators. Suppose 6 is either an ML or a REML estimator of 0. It 
follows from Theorem 2.1, that 
T { 6 )  = A'o( e )  +  y 'G ( 8 )  ,  
is an unbiased estimator of T = X'a + y'3, where A' = r'X for some 
r e E" and the functions a(0) and $(6) are defined by (1.1.5) and 
( 1 . 1 . 6 ) .  
Except in some specific cases the variance of (T(6) - t) is not 
available. One problem when using the variance approximation 
Var^Orfe) - t) as given by (2.6.1), is that we need Var(e), which is 
not available in general, except for some specific cases. One possible 
alternative is to either use the asymptotic variance of 6 or else use 
some other approximations to the variance of 0, if the true variance 
of 0 is not known. Two approximations to the mean squared error (MSE) 
of 0 and the bias of 0 are contrived, for each of the two cases of ML 
and REML estimators. Evaluations of these approximations require 
evaluating up to fourth order product moments of quadratic forms of 
normally distributed random vectors. These product moments can be 
obtained by successive partial differentiation of the moment generating 
function of the joint distribution of the relevant quadratic forms. 
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3.1. ML and REML Estimators of the Variance Components 
In this section the maximum likelihood (ML) and the restricted 
maximum likelihood (REML) estimators of the variance components 6 are 
defined. it will be shown that these are even translation-invariant 
estimators. 
The ML estimators are functions of every sufficient statistic and 
are consistent and asymptotically normal and efficient in the sense 
described by Miller (1973). 01 sen, Seely andBirkes (1976) proved that 
in certain situations there exist estimators of 8 in the class of 
locally best translation-invariant quadratic unbiased estimators that 
have uniformly smaller variance than the Henderson's method 3 
estimators. These locally best estimators are related closely to ML 
estimators (Hocking and Kutner, 1975). Hartley and Rao (19^7) and 
Miller (1973) have discussed conditions under which the parameter 
space ÏÏ contains an ML estimate of 9. 
For the general mixed linear model (1.1.1), the logarithm of 
the likelihood function differs by only an additive constant from the 
function, 
L(0, a; y) = (-i)(log(det(V(9))) + (y - Xa)'V ^(0)(y - Xa) ) (3.1.1) 
which is defined for all 0 and a such that 8 e 0. By definition ML 
estimates of 0 and a are the values satisfying 0 e Î2 and 
L(8, a; y) = Lg^pCy), where 
Lgyp(y) = Supremum L(0, a; y) 
( (0, a) :0 £ J2) 
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It is well known that for fixed 6, L(6, a; y) is maximized with respect 
to a, by taking a = a(0), where 
(X'V'^(e)X)a(e) = X' v " ^ ( 0)y 
Thus putting 
K(e; y) = L(e, a(e) ; y) 
6 is an ML estimate of 6 if and only i f 0 e Ji and 
K(8; y) = Lsup(y) 
In other words 6 is an ML estimate of 8 if and only if 8 s 0 and 
K(8; y) = (-2)(1og(det(V(0))) + (y - Xa(8))'V '(e)(y - Xa(0))) (3.1.2) 
assumes a maximum at 0 = 6. The function K(0; y) is not a likelihood 
function per se, and will be called a pseudo-likelihood function. 
Ordinarily, numerical procedures must be employed in order to find a 
point 0 in the set ÏÏ, at which K(0; y) attains a maximum. We assume 
that K(0; y) attains a maximum at at least one point in Q and 0 is any 
particular value at which K(0; y) attains a maximum. 
The restricted maximum likelihood approach to the estimation of 
variance components was set forth in general form by Patterson and 
Thompson (1971 and 1974). The REML approach to the estimation of 0 
takes into account the loss in the degrees of freedom that result from 
estimating a. In the REML approach, inferences for 0 are based on the 
likelihood function associated with any set of (n - p ) linearly 
independent error contrasts, rather than on that associated with the 
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full data vector y, where p is the rank of X. Error contrasts are 
linear combinations u y of the data vector y, such that E(u'y) = 0 
It makes no difference which (n - p ) linearly independent error con­
trasts are used because the likelihood function for any such set 
differs by no more than an additive constant (which varies with, which 
error contrasts are included, but does not depend on 9 and a) from the 
function 
L^(8; y) = K(6; y) + (-j) (log(det(X V ^(6)X ))) , (3-1-3) 
where K(8; y) is defined by (3-1-2) and X is an n x p matrix, whose 
columns are any p linearly independent columns of X (Harville, 1974). 
The function (0; y) is called a REML function and a REML estimate is 
any value of 0 in which maximizes L^(0; y) for 8 e 0. We assume 
that Lj(8; y) assumes a maximum at at least one point in As in the 
case of ML estimates, numerical procedures must ordinarily be employed 
in order to find any particular value in at which L^(0; y) attains a 
maximum. 
The pseudo-likelihood function (3.1.2) and the REML function 
(3.1.3) depend on the data vector y only through the quadratic form 
(y - Xa(0))'V ^(0)(y - Xa(0)) . (3-1-4) 
Since 
Xa(0) =X(X'V"^ (e)X)"X'V"^(0)y 
and 
V ^(0 )(y - Xa(0 )) = P(0)y , 
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(y - Xa(0))'V'^(0)(y - Xa(6)) = y'P(6)V(0)P(6)y ( 3 - 1 . 5 )  
where P(6) is defined by (2.1.6). 
From (2.1.8), P(9)V(0)P(6) = P(6), so that 
(y - Xo(8))'V ^(e)(y - Xa(e ) )  = y'P(6)y ( 3 .1 .6 )  
From (2.1.7), P(9)X = 0, so that it follows from (3.1.6) that the 
quadratic form (3.1.4) remains the same even if we replace the vector 
Thus the ML and the REML estimators of the variance components 0 
are even translation-invariant estimators. 
In this section, first and second order approximations to the 
mean squared error (MSE) and the bias of the ML and the REML estimators 
of 0 are defined. We need to assume that the elements of D(0) have 
partial derivatives, with respect to the elements of 0, at least up to 
the second order, over the whole space 0. If 0 is either an ML or a 
REML estimate of 0 then 0 maximizes L(0; y), where L(0; y) = K(8; y) in 
the case of the ML estimate and L(6; y) = L^(0; y) in the case of the 
REML estimate. The functions K(0; y) and L^(0; y) are defined in 
section 3.1. Thus,if 0 is not a boundary point of 0, then 
of the quadratic form y by (-y) or by (y - Xa) for any a e E*^. 
3.2. First and the Second Order Approximations to the 
Bias and the Mean Squared Error of 0 
Ik 
90 
= 0 ( 3 . 2 . 1 )  
0 
where either L = K(0; y) or L = L,(0; y) respectively. 
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To arrive at the proposed first and second order approximations to 
MSE(0), we consider approximating 
3L 
âêT 
by the first two terms of its Taylor series expansion about the true 
value of 6, for all j * 1, 2, —, m. We have 
0 = 9L 
30 . J 
m 
j k=l k j wA: - V 
( 3 . 2 . 2 )  
where all derivatives are evaluated at the true value of 0 and 0. is the 
J 
j-th component of 0 for all j = 1, 2, —, m. From (3.2.2) we get 
9L 
90j 
m 
3^L 
" j, ^
for all j = 1, 2, —, m. 
In matrix notation 
_3L 
30 =• T— L 36,", 
( 0  -  0 )  
or 
( 0 - 0 )  =  -3\ 
L ^ 
- 1  
Ik  
30 ( 3 . 2 . 3 )  
It is convenient to use the notation 
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] and A = E(C) ( 3 . 2 . 4 )  
where all derivatives are evaluated at the true value of 8. In terms 
of these symbols, a linear approximation to (9 - 9) is 
The elements of the matrix C and the components of the 
vector c are quadratic forms in the data vector y. Thus it 
is not feasible to obtain the expected value and the MSE of 0 
from (3.2.5). As an alternative, we replace C by E(C) = A, in order 
to obtain the proposed first order approximations, and replace the 
-] 
elements of C by their linear approximations around the elements of 
E(C) = A in order to obtain the proposed second order approximations. 
If L is a log-likelihood function, then E(C) = A is the corresponding 
information matrix. 
The proposed first order approximations to the bias and the mean 
squared error of 9 are thus obtained from 
It follows that the first order approximations to E(9 - 9) and MSE(6) 
are. 
(9 - 6) = C ^c (3.2.5) 
(9-9) = A ( 3 . 2 . 6 )  
E(E -  8)  3  A" 'E(C)  (3.2.7) 
and 
MSE(9) = E(e - 9) (9 - 9) ' = A~4(cc')A"^ ( 3 . 2 . 8 )  
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If L is a log-likelihood function and certain regularity con­
ditions, regarding differentiability of the corresponding probability 
density function under the integral sign, are satisfied as in the case 
of the REML function (3.1.3), then it is well-known (see, e.g., Zacks, 
1971) that 
E(||] = 0 . (3.2.9) 
and 
Thus if L is a log-likelihood function (and certain regularity 
conditions are satisfied) then the proposed first order approximation 
to E(e - 0) is zero and the proposed first order approximation to MSE(8) 
- 1  is A , which is in fact the asymptotic variance of 0. 
To obtain second order approximations to E(0 - 0) and MSE(6) we 
-] 
proceed as follows. Let f.. be the ij-th element of the matrix C 
U 
Since C is a symmetric matrix of dimension m, f.j can be considered as 
a function of m(m + I)/2 distinct elements of C. 
A linear approximation to f.j(C), around the elements of E(C) = A, 
i s 
f (C)=f (A)+5; ) . (3.2.11) 
'J 'J r s d^rs ^ 
where, in the second term of the right side of (3.2.11), the derivatives 
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are evaluated at the elements of A and the summation is over all 
m(m + l)/2 distinct elements of C, for all i, j = 1, 2, , m. 
In matrix notation (3-2.11) is equivalent to 
[ii^] ° in 5^': 
DEFINITION 3-1 
For any matri 
defined as 
Since the 
(3.2.12) denotes s 
of the vech-operator 
(vech C - vech A) 
( 3 . 2 . 1 2 )  
vec B = 
DEFINITION 
For ai 
operator i 
vech B 
(3-2.15) 
3 vech C 
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are evaluated at the elements of A and the summation is over all 
m(m + l)/2 distinct elements of C, for all i, j = 1, 2, , m. 
In matrix notation (3-2.11) is equivalent to 
[âi^] .  ( 3 - 2 . 1 2 )  
DEFINITION 3.1 
For any matrix B = [b.^] of dimension m, the vec-operator is 
defined as 
vec B = (b]], ..., , ..., b^J ' . (3-2.13) 
DEFINITION 3-2 
For any symmetric matrix B = [b.^] of dimension m, the vech-
operator is defined as 
vech B = (b^^, b^^' ' ^22' ^ 23' ^2m* * '^mm^ ' ' 
(3-2.14) 
Since the summation sign in the second term on the right side of 
(3.2.12) denotes sum over m(m + l)/2 terms, we can write it in terms 
of the vech-operator as 
fii 
3 vech C 
j (vech C - vech A)J (3.2.15) 
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^2m ^21 
' C,1 ' (,2 
12 3 f , ,  3 f , 2  3 f  
:Cmm ' aC,,' »Cmm' 
3f 22 9f2i 3^22 
9f 
Im 
2m 
» * • » 
C -A 
mm mm 
0 Cii'Aii 
0 C -A 
mm mm 
' 3C,, ' SClz' SClz' 
C12' 
0 • 
^12'^12 
0 
0 
3C 
' 9C 
mm 
'm 
^^12"^12^ 'm 
(C -A ) 1 
mm mm m 
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3C 
^ C \ — C ' ] [(vech C - vech A) a l^] ,(3.2. 
1 1  mm •71 
16) 
where a represents Kronecker product. 
From Lemma 2.5, it follows that (3-2.16) is equal to 
- C - 1  
9C 1 1  
] c - ' ,  - c - ' [  3C '  c lc " '  
mm 
[(vech C - vech A) a 1 ] 
m 
(3 .2 .17)  
where  the  der ivat ives  are  eva luated  a t  C =  E (C)  =  A.  Thus  (3 .2 .15)  i s  
equal  to  
. -1!  3C 3C 
L 3Cl 1 J 
9 • • • J 3C 
^ mm 
"m(m + l)/2 = A"') [(vech C - vech A) a IJ 
(3 .2 .18 )  
It is well-known that for conformable matrices R, S, T, U, 
(R a S)(T a U) = (RT) a (SU) . (3.2.19) 
Thus (3 .2 .18)  is equal to 
- A 
-1 3C 
3C 
11 -• 
r 
' ' ' 1 3C 
mm 
[(vech C - vech A) a A (3.2.20) 
A-'(C,, - A,,) 3C 
3C 11 -1 
A"' + ••• + |_ / 
L mm 
- 1  
•j>i -* •- ij -J 
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*"î — ] -"1 — 1 — 1 —1 — 1 
=-[ACA-AAA]=A'-A'CA . (3.2.21) 
It follows from (3.2.21) that in matrix notation, the linear approxi­
mation (3-2.12) can be written as 
"1 — 1 —1 —1 C = A + A - A ' C A '  
or 
C~^ = 2A"^ - A"^ C A"^ . (3.2.22) 
Hence to obtain the second order approximations to E(e - e) and MSE(e), 
we replace C ^ in (3-2.5) by 2A ^ - A ^ C A \ 
Substitution of (3-2.22) in (3.2.5) gives 
(8 - 8) = A"'(2c - C A"^ C) . (3-2.23) 
If we define 
d = 2c - C A"^ c , (3-2.24) 
then (3-2.23) reduces to 
(e - 8) = A"^ d . (3-2.25) 
Neudecker (1969) has shown that if R, S and T are conformable for 
multiplication then 
vec RST = (T' a R)vec S . (3.2.26) 
By using (3-2.26) with R = C, S = A ^ and T = c, 
d = 2c - (c' a C)vec A ^ . (3.2.27) 
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Applying (3-2.26) to (3-2.27), with R = I, S = c' a C and T = vec A ^ 
we get 
d = 2c - ((vec A ')' a l^)(vec(c' a C)) . (3-2.28) 
If we define, 
W = ((vec A ^)' a 1^) , (3-2.29) 
and 
V = vec(c' a C) , (3-2.30) 
then we can write 
d = 2c-Wv . (3-2.30 
Thus 
E(d) = 2E(c) - WE(v) (3-2.32) 
and 
E(dd') = 4E(cc') +WE(vv')W' - 2E(cv')W' - 2WE(vc') - (3-2.33) 
From (3-2.25), (3-2.32) and (3-2.33), it follows that the second order 
approximations to E(e - e) and MSE(0) are 
E (E  -  6) = 2A"^ E(c) - A" '  W E(V )  (3-2.34) 
MSE(ê) = E(ê - 8)(8 - 8)' = a"' E(dd')A"' 
or 
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MSE ( ê )  =  E(CC ' )A"^ + A" '  W E(VV ' )W'A"^ 
-  2A"^ E(CV ' )W'A"^ -  2A" '  W E(VC ' )A"^ ( 3 . 2 . 3 5 )  
3.3. The Case of REML Estimators 
In this section we will derive the specific expressions, that are 
needed to compute the first and the second order approximations to the 
bias and the mean squares error of the REML estimators of 6. For con­
venience of presentation, we will use the following notation in the 
rest of this chapter: 
V  =  v ( e )  
P  =  P ( e )  
= âë: v(6) 
(3.3.1)  
(3.3.2)  
(3.3.3)  
[V] kZ 30, 30, 
k Z 
V ( 0 )  
- [Vit f[V]k 
( 3 . 3 . 4 )  
(3.3.5) 
z = Py (3.3.6) 
For any quadratic form w'Mw of a symmetric matrix M, with finite 
expectation E(w'Mw), we will use the notation 
Q.(M, W) = w'Mw - E(w'Mw) (3.3.7) 
A restricted maximum likelihood estimate of 0 was defined in 
section 3.1 as a value 0 e Î2 at which = L^(0; y) attains a maximum, 
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where 
L](8; y) = (-è)(log(det(V)) +y'Py + 1og(det( x " ' v " ^x " ) ) )  . (3.3.8) 
LEMMA 3.1 
Let Y be a k X k non-singular matrix such that each element of Y 
is a real function of n independent real variables u^, u^, u^; 
then 
of the corresponding elements of the matrix Y. A proof of Lemma 3.1 
follows from Graybill (1969, P- 266, Theorem 10.8.6) and observing that 
Y"' = Y"'/det(Y). 
LEMMA 3.2 
Let Y be a k X k non-singular matrix such that each element of 
Y is a real function of n independent real variables Uj, u^, ., u^; 
then 
for any fixed j = 1, 2, 
• • • > n and where Y is the matrix of cofactors 
3 log(det(Y)) 
3Uj 
tr Y -1 . 
for any fixed j = 1, 2 
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PROOF: 
Since 
3 log(det(Y)) _ 3 log(det(Y)) ^ 3 det(Y) 
3Uj 3 det(Y) 3Uj 
_ 1 3 det(Y) 
det(Y) * 3Uj. 
the result follows from Lemma 3.1-
LEMMA 3.3 
For all j = 1, 2, —, m, 
^ V"^ = - V"^[V] V"' (3.3.9) 
j 
P = - P[V].P (3.3.10) 
j 
-g|— log(det(\/)) = tr V ^[V]. (3.3.11) 
j 
log(det(X"'v"^X")) = tr P[V]. - tr V"^[V]. .(3.3-12) 
dOj J J 
PROOF: 
The results (3-3.9) and (3.3.10) were proved in section 2.2 and 
(3.3.11) is an immediate application of Lemma 3.2. Again from (2.2.3) 
and Lemma 3.2, it follows that 
log(det(x""''v"'x")) =- tr(X*'v"^X")"^X"'v"^ [V]^.V"^X" 
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-1 -it  ,  '  -1 -1 i:  I -1 
- tr V X (X V ' x  )  ' x  V [ V ] .  
tr P[V]j - tr 
LEMMA 3.4 
For all j = 1, 2, —, m, 
â|- tr P[V]^  = tr P[V]^  ^- tr P[V]^ P[V]^  (3-3.13) 
âT- tr V"^[V]^ = tr - tr V"^V]^V'^ [V]^ (3-3-14) 
P[V),P = P[U]^^P , (3.3.15) 
where [U]^^ is defined by (3.3-5)• 
PROOF: 
From (2.2.3) and Lemmas 2.4 and 2.8 it follows that, 
^ tr P[V]„ = tr ^  P[V] 
98|^ " 38^ *• 
= tr P[V]^^ - tr P[V]^P[V]j^ 
^ P[V],P = - P[V]|^P[V]^P + P[V]^^P - P[V]^P[V]^P 
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From (3-3.8) and Lemma 3.3, 
= (-i)(tr V'^[V]. - y'P[V] Py + tr P[V]. - tr V"^IV] ) 
OOj J J J J 
= (&)(y'P[V]jPy - tr P[V]j) 
- 1  - 1  
(3-3-16) 
for all j = 1, 2, —, m. 
From (3-3-16) and Lemma 3-4, 
= (-i)(y'P[U]^^Py - tr P[U]^^ - tr P[V]^P[V]^) (3-3-17) 
for all k, 2 = 1, 2, —, m. 
Since 
y ~ N(Xa, V) 
it follows from Lemma 2.2, that 
z = Py 'v N(0, P) 
It is well-known (see, e.g., Searle, 1971, p. 5^) that if x is a 
random variable with E(x) = y and Var(x) = I then 
E(x'Mx) = tr MZ + ji'My (3-3-18) 
Thus 
E(z'[V]jZ) = tr P [ M ] .  (3.3-19) 
and 
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E(z'lU]j^^z) = tr P[U]^^ (3.3.20) 
Hence we can write 
3L 
c. = ^  = (&)G([V]., z) 
J o6j J 
(3.3.21) 
for all j = 1, 2, m, and 
-3^1 (3.3.22) 
for all k, 2 = 1, 2, ..., m. 
From (3.3.7), (3.3.21) and (3.3.22), 
E(Cj) = 0 (3.3.23) 
for all j = 1, 2, m and 
E(Ck%) = (l)tr P[\J]^P[\I]^ (3.3.24) 
for al1 k, 2 = 1, 2, —, m. 
In terms of matrix notation. 
E(c) = E 
36 
= 0 (3.3.25) 
and 
A = E(C) = 
L I 38^38* jj = [(a)tr P[V]^P[V]^] (3.3.26) 
Since L^(8; y) is a log likelihood function associated with a set of 
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(n - p ) linearly independent error contrasts u'y and y 'v N(Xa, V), 
U 30 /I 30 ; I . \ 36.38, J 
E(cc') = El -^T-
V / J 
. (3.3.27) 
From (3.2.7) ,  (3.2.8)  and (3.3-25) to (3.3.27), it follows that the 
first order approximations to E(6 - 0) and MSE(9) are 
E(8 - 8) = 0 (3.3.28) 
MSE(ê) = [(i)tr P[V]^P[V]^]"^ . (3.3.29) 
In order to obtain the second order approximations to E(6 - 0) and 
MSE(0), we need to calculate E(v), E(vv') and E(vc'), where 
V = vec(c' a C), which require evaluation of central product moments 
of quadratic forms up to the fourth order. 
3.4. The Case of ML Estimators 
In section 3.1 an ML estimator of 0 was defined as a value of 
8 G 0, which maximizes K = K(0; y), where 
K(0; y) = (-i)(log(det(V)) + y'Py) . (3.4.1) 
From (3.3.8)  and (3.4.1) it follows that 
K(0; y) = L^(0; y) + (z)(log(det(X V ^X'))) . (3.4.2) 
Thus from Lemma 3.3, 
c, = + (i)(tr P[V] - tr V ^[V] ) , (3.4.3) 
J ddj dUj J J 
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for all j = 1, 2, m, and from Lemma 3.4, 
2 2 
" 98.38, " 38.38 (i)((tr V - tr V [V]^V [V]^) 
k X. K X, 
- (tr P[V]^^ - tr P[V]^P[V]^)) (3.4.4) 
for all k, & = 1, 2, —, m, where 
38. 
J 
and 
are defined by (3.3-21) and (3.3-22) respectively for all 
j, k, & = 1, 2, ..., m. 
From (3-3-23), (3-3-24), (3.4.3) and (3-4.4) it follows that, 
E(Cj) = (è)(tr P[V]j - tr V"^V]^.) 
and 
E(C^P = (i)tr P[V]j^P[V]^ + (i)((tr v"'[V]^^ - tr 
- (tr P[V]^^ - tr P[V]^P[V]p) 
In terms of matrix notation 
E(c) = [(l)(tr P[V]j - tr V"^V]J] (3-4.5) 
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and 
A = E(C) = [(i)tr P[V]^P[V]^] + [(i)((tr V'^[V]^^ - tr v"^[VJ^V"^[V]^) 
- (tr P[V]^^ - tr P[V]^P[V]p)] . (3.4.6) 
From (3.4.3) 
M a r i e )  = V A R F - ^ )  ,  ( 3 . 4 . 7 )  38 
where 
Var' 30 
is given by (3.3-26). 
Thus, 
3L, \ 
E(CC') = Var I j + E(C)E(C' )  ,  (3-4.8)  
where E(c) is given by (3.4-5) and 
is given by (3-3-26). 
Hence the first order approximations to E(8 - 0) and MSE(8) are 
E(8 - 8) = a'^ E(C) 
and 
MSE(6) = A~^ E(CC')A"^ 
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where E(c) is given by (3.4.5), A is given by (3.4.6) and E(cc') is 
given by (3.4.8). 
As in the case of the REML estimators computations for the second 
order approximations to E(9 - 6) and MSE(6) involve evaluation of up to 
fourth order central product moments of quadratic forms, which will be 
discussed in the next section. 
3.5. Central-Product Moments of Quadratic Forms 
up to the Fourth Order 
In this section we will obtain central-product moments of the 
quadrati c forms x'M.x, i = 1 , 2, ...» h, (h ^  4) where x 'v- N(0, W) 
up to the fourth order. First the moment generating function (MGF) 
of the joint distribution of x'M.x, i =1, 2, ..., h, is obtained 
and then raw-product moments are obtained by evaluating the derivatives 
of the MGF at zero. For convenience of presentation we will obtain 
E(x'MjX - E(x'M^x))(x'M^x - E(x'M2x)) , 
E(x'M^x - E(X 'M^X))(x'M^x - E(x'M^x))(x'M^x - E(x'M^x)) , 
and 
E(x'M^x - E(x'M^x))(x'M^x - E(x'M2x)) 
• (x'MgX - E(x'M2x))(x'M^x - E(x'M^x)) , 
only. Moments for any product of two, three or four quadratic forms, 
not just the ones enumerated above can be easily obtained from these 
particular ones. 
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The moment generating function of a quadratic form is well-known 
(see, e.g., Searle, 1971, p. 55). The following Lemma provides the 
MGF of the joint distribution of any finite number of quadratic forms 
of normally distributed random vectors with zero means. 
LEMMA 3.5 
Let X N(0, W) , where W is positive definite and x'M^x, 
x'M^x, ..., x'M^x, be h quadratic forms. For values of t^, t^, ..., 
"sufficiently close" to zero, the moment generating function of the 
joint distribution of x'M^x, x'M2X, —, x'M^x is given by 
(J>(t) = (det(F)) ^  , (3.5.1) 
where t = (t^, t^, ., t^)' and 
h 
F = (1 - 2 I t.M.W) . (3.5.2) 
i=l ' ' 
We will say that t^, are "sufficiently close" to zero if 
tp t^, t^ are so small that w'Fw > 0 for all w ^  0. 
PROOF: 
By the definition of a moment generating function, 
$(t) = (2IT) "/^(det(W)) ^ / g(x)dx , (3-5.3) 
where the integrand 
g(x) = exp^ % t.x'M.xj • exp^-i(x'W ^x)j 
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= exp (-rx'((l - 2 ^ t.M.W)W ')xl 
\ i=l ' ' ' 
= exp(-ix'(FW ^ )X )  
For values of , t2, ••• sufficiently close to zero, the matrix 
F is positive definite and for t = 0, F reduces to 1. Thus for suf­
ficiently small values of t^, t^y ••• 
g(x) = exp(-2x'(WF ^x) 
Since 
r~') ' = (F')"'w = ^ ^ 
^ i = l 
(WF   W (1 - 2 I t.M.W) j W 
~1 / 1 h \ -1 
= ( w"'(l - 2 y t.WM.) ] =f w"' - 2 y t.M. 
V 1=1 ' ' / ^ i=i ' ' 
/ h , \-l , 
= (1 - 2 I t.M.W)W" = (WF ') 
V i=l ' ' ' 
for sufficiently small values of t^, —, tj^, (WF is a symmetric 
positive definite matrix. 
Hence from Searle (1971, p. 54), it follows that 
/ g(x)dx = / exp(-ix'(WF ') 'x)dx 
= (2ir)"^^(det(WF"^))^ 
= (2ir) "^^(det(W) ) ^(det(F) ) ^ . (3-5.4) 
Substituting (3-5.4) in (3.5.3), we get. 
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0(t) = (det(F)) ^  
LEMMA 3.6 
-^det(F) = (-2)det(F) • tr(F"^MjW)) . ( 3 - 5 . 5 )  
PROOF: 
F rom Lemma 3 -1 
det(F) = det(F) • tr(F ^ • -r|— F) 
] 
From 3 - 5 . 2 ,  
-G|— F = (-2)MJW (3-5.6) 
and hence, 
-g|—det(F) = (-2)det(F) • tr(F ^(M^W)) 
LEMMA 3.7 
^ tr(F " ^ ( M.W)) =  2  tr(F"^(M - W ) F " ^ ( M , W ) )  .  ( 3 - 5 . 7 )  
3t^ ' ' 1 " ' 2 ' ' 1 
PROOF: 
•jl" tr(F"'(M,W)) =tr^F"'(M,U) 
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= - tr(F"^(-2 (M^W)) 
= 2 tr(F"^(M2W)F"^{MjW)) 
LEMMA 3.8 
^ tr(F"^(M2W)F"^(M^W)) = 2(tr F"1(M2W)F"1(M2W)F"1(M,W) 
+ tr F''(M2W)F"^(M^W)F"^M^W)) .(3.5.8) 
PROOF: 
tr(F"T(M2W)F"1(M,W)) = tr ^  (f'^(M^W)f"^(M^W)) 
= tr( - F"^ ^   F ]f"^(M2W)f'^(M^W) 
- F'TfM^WjF'l I ^  F jF"1(M|W) j 
= - tr(F"^(-2 M2W)f'^(M^WjF"^(M^W)) 
- tr(F"T(M2W)F"T(-2 M^W)F"'(M^W)) 
= 2(tr F"^(M^W)F~^(M2W)F"^(M^W) 
+ tr f'^M2W)f"^ (MjW)r"^ (M^y)) 
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LEMMA 3.9 
^ tr (F"^(M^W)F"^(M2W)F"^(M^W)) = 2(tr f"'(M^W)F"^(M^W)F"^(M^W)f"^(M^W) 
+ tr F'^(M^W)F"^(M^W)F"^(M2W)F"^(M^W) 
+ tr F"^(M^W)F"^(M2W)F"^(M^W)F"^(M^W)) 
(3.5.9) 
PROOF: 
^ tr(F''(M-W)F'^(M-W)F"^(M,W))= tr ^  (f"^ (M W) f"^ (M W) f"^ (M W) ) 
ot^ j ^ I oZ^ J ^ I 
=  T R ^  -  ^  F  J F " ^ M ^ W ) F " ^ ( M 2 W )  
• F ' (M^W) - F ' (MjW) F ^ ^ -^— F j 
. F'TfM^WOF'TfM^W) - F"^ (M^W) F"^ (M^W) 
= 2(tr F"T(M^W)F"1(M2W)F"1(M2W)F"T(M,W) 
+ tr F"^M2W)F"^(M^W)F"^(M2W)F"^(M^W) 
+ tr F"^(M^W)F'^(M2W)F"^(M^W)F"^(M^W)) 
From Lemmas 3.5 to 3.9, it follows that 
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E(x'M^x) = 4(t) = tr(M^W) ( 3 - 5 . 1 0 )  
t=0 
E(x'H,x • x'H^x) = 
t=0 
= 2 trCM^WM^W) + tr(M^W) • tr(M^W) ,(3.5-11) 
E(x'M,x . x'M^x . x'MjX) 
t=0 
= tr(M^W) • tr(M2W) • tr(M^W) + 2(tr(M^W) 
• + trfMgV) • tr(M^WM^W) 
+ tr(M^W) • tr(MjWM2Wj + 4(tr(M^WM2WMjW) 
+ tr(M2WM^WM^W)) (3.5.12) 
E(x'H,x • x'M^x• x'HjX • x'M^x) = 
t=0 
= tr(M^W) . tr(M^W) • tr(M2W) • tr(M^W) + 2(tr(M^W) • tr(M2W) 
• tr(M^WM^W) + tr(M^W) • tr(M^W) • tr(M2WM^W) + tr(M^W) 
• tr(M^W) • tr(M2WM2W) + tr(M^W) • tr(M^W) • tr(M^WM^W) 
+ trfMgW) • tr(M^W) • tr(M^WM^W) + tr(M^W) • tr(M^W) 
• tr(M^WM2W)) + 4(tr(M^W)(tr(M^WM2WM^W) + tr(M^WM^WM^W)) 
+ tr(M2W)(tr(M^WM^WM^W) + tr(M^WM^WM^W)) + tr(M^W) 
.(trfM^WMjWMgW) + tr(M^WM^WM2W)) + tr(M^W)(tr(M2WM2WM,W) 
+ trCM^WM^WM^W))) + 4(tr(M^WM^W) • trfM^WM^W) + trCM^WM^W) 
. tr(M^WM^W) + trCM^WM^W) -trCM^WM^W)) + 8(tr(M^WM^WM^WM^) 
+ trCM^WM^WM^WM^W) + tr(M^WM^WM^WM^W) + trCM^WM^WM^WM^W) 
+ trCM^WM^WM^WM^W) + tr(M^WM^WM^WM^W)) . (3.5-13) 
From (3-5-10) to (3-5-13) it follows that 
E(x'M,x - E(x'M^x))(x'M^x) - [(x'Mgx)) = 2(tr(M^WM^W)) , (3-5-14) 
E(x'MjX - E(x'M^x))(x'M^x - E(x'M2x))(x'M^x - E(x'M2x)) 
= 4(tr(M^WM^WM^W) + tr(M^WM^WM^W)) , (3-5-15) 
and 
E(x'M^x - E(x'M^x))(x'M^x - E(x'M2x))(x'M^x - E(x'M2x))(x'M^x - E(x'M^x)) 
= 4(tr(M^WM^W) • tr(M2WM^W) + triMgWM^W) • 
+ tr(M^WM^W) • tr(M^WM2W))+ 8(tr(M^WM^WM2WM^W) 
+ tr(M^WM^WM2WM^W) + tr(M^WM2WM^WM^W) + tr(M^WM^WM^WM^W) 
+ tr(M2WM^WM2WM^W) + tr(M2WM^WM^WM^W)) . (3-5.16) 
The expression (3.5.14) is the well-known (see, e.g., Searle, 1971, 
p. 66) covariance of the two quadratic forms x'M^x and x'M^x. 
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k. SOME ESTIMATORS DEVELOPED THROUGH BAYES IAN CONCEPTS 
The linear model (1.1.1) can be written as 
y . (X:2)(°) . 
\ b / 
where b is assumed to be normally distributed with mean vector zero and 
dispersion matrix D(0). The elements of D(e) are assumed to be known 
functions of an m-dimensional vector 6, where 8 is a member of a given 
set 5. 
In this chapter, we consider a Bayesian setup where b is regarded 
as a "parameter" vector whose conditional (on 0) prior distribution is 
N(0, D(0)). First we consider the case where 0 is a known member of H 
and then we consider the case where 6 is a random vector taking values 
in according to a known prior distribution. We continue to refer to 
the elements of 9 as "variance components". 
If 0 is a known member of then we take the joint prior distribu­
tion on (a', b')' to be normal with mean vector zero and a dispersion 
matrix which is block diagonal with sub-matrices irl and D(6) respectively, 
where I T  is a given non-negative scalar and 0 is a given member of 0 .  
Such a prior distribution will be denoted by ^(ir, 0). Thus the prior 
distribution Ç(IT, 0) supplies the same "information" on b as the distri­
bution of b, associated with the (non-Bayesian) linear model (1.1.1). 
We are interested in Bayes estimators of t = X'a + y'b with 
respect to the prior distribution ç(ir, 0), where X and y are of 
appropriate dimensions. We intend to study the similarities between 
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the Bayes estimators of t with respect to the prior distribution C(r, 6) 
and the best unbiased estimator of the linear combination T  = X'a + Y'B, 
where x is estimable (see section 1.1). 
In addition some estimators for T=X'a+u'6will be developed 
for the case of unknown variance components, through Bayesian concepts. 
The loss function is assumed to be squared error. Thus the Bayes 
risk of an estimator (Decision rule) T(y), associated with the prior 
2 
distribution 5(17,6 ) is E(T(y) - t) , where the expectation is taken 
with respect to the joint distribution of (a', b')'. If 0 is not 
known but a prior distribution for 8 is available, then the Bayes risk 
of an estimator T(y), with respect to a prior distribution on a, will 
2 be E(T(y) - t) , where the expectation is taken with respect to the 
joint distribution of (a', b')' and 6. 
A Bayes estimator with respect to a prior distribution is that 
estimator which minimizes the associated Bayes risk. 
4 . 1 .  The Case of Known Variance Components 
If 6 is a given member of ÇI, then it is well-known (see, e.g., 
DeGroot , 1979, Chapter 11) that a Bayes estimate of t, with respect to 
the prior distribution %(%, 6) is given by the mean value 
E(t|y, ir, 6) of the posterior distribution of t given y. The 
associated Bayes risk can be evaluated from the unconditional distribu­
tion of y and the variance V(t|y, ir, 0) of the posterior distribution 
of t given y. 
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By the symbol t(n, 6), we will mean a Bayes estiamte of t = X'a + j^'b 
associated with the prior distribution 9). In other words 
t(-rr,  e) = E(t|y, 6) (4.1.1) 
where the expectation is taken with respect to the conditional dis­
tribution of t given y. 
Let us consider a sequence of prior distributions 
çCTT j, e), 6), Sfng, 9), ... (4.1.2) 
where 
0 £ 77^ £ 772 ^ £ — • (4.1.3) 
Along with this sequence of prior distributions we have a sequence of 
associated Bayes estimators 
t(n,, 9), t(n2, 8), 9), ... (4.1.4) 
and a sequence of associated variances of the posterior distributions 
V(t|y, TT^ , 0), V(t|y, TT^, 0), V(t|y, ir^, 9), ... . (4.1.5) 
Following Albert (1972) it is known that 
1 im(X'X + 6^i)~^X' = 1 im X'(XX' + 5^1)"^ = X"^ , (4.1.6) 
5->0 ô-*-0 
where X^ is the Moore-Penrose inverse of X. 
By using the result (4.1.6), it can be shown (Sal las, 1979) that 
1 im t(IT, 9) = X'a(9) +y'B(9) = T(9) , (4.1.7) 
ir-Hxj 
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where A(6), &(8 )  and T(0) are as defined in section 1.1. 
From (4.1.7) it follows that T (e )  is a limit of Bayes estimators 
t(%, 0) as Tr->®. If i{TT, 8) is the prior distribution on (a', b')', 
then the prior information on b is the same as the probability dis­
tribution of b associated with the model (1.1.1) and 
E(A) = 0 and Var(a) = TTI 
A larger value of I T  indicates a lesser amount of "information" on a. 
Hence a Bayes estimator of X'a + u'b in the case of 0 known, with only 
a small amount of prior "information" on a is "close" to the estimator 
T(0), which is the best unbiased estimator of the linear combination 
X'a + y'g of fixed effects a and realized values 3 of the random 
effects b, in the sense of the limit (4.1.7). 
Further from (4.1.6) it can be shown (Sal las, 1979) that 
limV(t|y, IT, 8) = \ J a r { r ( B )  -  t) (4.1.8) 
TT-X» 
where Var(T(0) - t) = E(t(9)  - t) , which is the mean squared error of 
the estimator T(9) as defined in section 1.1. 
The limit (4.1.8) indicates that the variance of the posterior 
distribution of t given y, for a "large value" of ir (a lesser amount of 
prior knowledge on a) is "close" to the mean squared error of the 
estimator T(0), in the sense of the limit (4.1.8). 
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4.2. The Case of Unknown Variance Components 
If 6 is not a given member of 0 but a random vector with a known 
prior distribution, then a Bayes estimator of t is given by the expected 
value E(t|y, ir) of the posterior distribution of t given y. We can 
wri te 
E(t|y, I T) = E' (E(t|y, ir ,  0 ) )  = E (t(ir,  6 ) )  (4.2.1) 
where E denotes expectation operator with respect to the posterior dis­
tribution of 6 given y. 
In particular cases E(t|y, TT) can be hard to evaluate analytically. 
However various numerical approximations to E(t|y, ir) can be considered. 
One approach to numerically approximating E(t|y, ir) is to substitute 
linear or quadratic approximations to E(t|y, TT, 0) around the value 
0" = E(0jy) in (4.2.1) . 
A linear approximation to E(t|y, ir ,  0) is E(t|y, tt, 0)^ where 
, I 
3 
E(t|y, TT ,  0)^ = E(t|y, ir, 0") + E(t|y, I T, 0) (8 - 0 ) , (4.2.2) 
0 
and a quadratic approximation to E(t|y, TT, 0) is E(t|y, ir ,  0) ^ where 
E(t|y, ir, 0)q = E(t|y, ir ,  0 ) + 
30 
E(t|y, IT, 0) ( 0  -  0 " )  
+  (  i K e  -  0 " )  30.90. 
I J 
E(t|y, IT, 0) ( 0  -  0 " )  
(4.2.3) 
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In (4.2.3) 
-  E( t|y, IT, e)  J 30.36 
1 J 
denotes a matrix whose ij-th element is 
36.36. 
I J 
E( t|y, TT,  e )  
for i, j = 1, 2, , m. Substituting (4.2.2) in (4.2.1) we get as a 
"linear approximation" to E(t|y, TT) , 
E(t|y, IT) = E (E(t|y, IT, 6) ) 
/ 3 
= E ( E(t|y, ® ^ Të E(t|y, IT, 9) J' (6 - 9") 
= E (E(tjy, TT, 6 )) = E(t|y, IT, 6 ) 
=  t ( i T ,  e  )  (4.2.4) 
Substituting (4.2.3) in (4.2.1) we get as a "quadratic approximation" 
to E(t|y, IT) 
E(tjy, IT) = E (E(t|y, IT, 8)q) 
I 
= E(t|y, TT, 6") + ^  E(t|y, TT, 6) j  (6 -  9  )  
e"  
+  Y  ( 8  -  8  ) '  30.30. 
» J 
E(t|y, TT, 0) (8 - 8") 
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where 
and 
E ( t | y ,  T T ,  9  ) + ( 5 ) E " ( t r ( e  -  6  )  ( e  -  0 )  '  
2 
L 38;98j 
E(t|y, T T ,  e )  
E ( t | y ,  T T ,  9  ) + ( z ) t r f ( E  ( 0 - 0  )  ( e  -  0  ) ' )  
-[liTSF: "• J) 
9 
30j38j 
= t(ir, 0 )+lz) tr (v (e) 
80 J 39j 
t(n, 0) J )  •  ( 4 . 2 . 5 )  
V ( 9 )  =  E ( 0 - 9 ) ( 0 - 0 ) '  ( 4 . 2 . 6 )  
[ 30j30j t ( T T  ,  0 )  
16 
denotes a matrix whose ij-th element is 
30j30j 
t ( T I  ,  0 )  
for I, j = 1, 2, ..., m. 
Still another possibility for approximating E(t|y, ir) would be to 
numerically integrate E(t|y, ir, 0 )  with respect to the weights determined 
from the posterior distribution of 0 given y. This integration involves 
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evaluating E(t|y, ir, 6) for various values of 6 and then averaging over 
these values with respect to the weights that are based on the posterior 
distribution of 0 given y. We can write this estimator as 
E( t|y, I T ,  e)  I = E|(E( t|y, I T ,  6 ) )  , (4.2.7) 
where Ej denotes expectation operator with respect to the weights as 
determined from the posterior distribution of 0 given y. 
For any prior distribution Ç(I T,0) and any conditional distribution 
of 0 given y, one can numerically compute the estimators (4.2.4), 
(4.2.5) and (4.2.7), which are various numerical approximations to 
the Bayes estimator E(t|y, TT) . The computations for the estimators 
(4.2.4) and (4.2.5) do not require a complete conditional distribution 
of 6 given y. Only the first two moments of the conditional distribu­
tion are enough to compute (4.2.4) and (4.2.5). 
Consider the estimator (4.2.4). From the limit (4.1.7), it follows 
that 
1 im t(N ,  0 ) =  T(0 ) , (4.2.8) 
TT-»<e 
where 0 is the expected value of some conditional distribution of 0 
given y. The limit (4.2.8) suggests that in a non-Bayesian setup with 
0 unknown, one can consider the estimator 
T(E(0|y)) 
which is in fact the estimator T(0) , as defined in section 1.1, 
evaluated at the expected value of E(0[y) of some conditional distribu­
tion of 0 given y. 
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Numerical computation of the estimator (4.2.7) involves evaluating 
E(t|y, IT, 6) for a number of values of 0 and then averaging these values 
with respect to the weights as determined from some conditional distribu­
tion of 9 given y. From (4.1.7) 
1 im t(?, 6) = 1 im E(t|y, ir, 0) = T(0) , 
TT-X» TT-X» 
Since Ej denotes an expectation operator with respect to a finite 
number of values of 0, it is clear that 
1im E|(E(t|y, n, 0)) = Ej(T(0)) . (4.2.9) 
The statistic E|(T (0)) ,  which is an average of the function T (6) ,  
evaluated at various values of 0, with respect to the weights as 
determined by some conditional distribution of 0 given y, can be con­
sidered as an estimator of T = X'A + y'S. 
4.3. A Linear Approximation to the Posterior Variance 
The variance of the posterior distribution of t given y, V(t|y, ir) 
can be written as 
V(t]y, I T) = V"(E(t|y, ir, 6)) + E' (V(t{y, ir, 0)) , (4.3.1) 
where by V we mean variance operator with respect to the conditional 
distribution of 0 given y. 
As in the case of E(t|y, ir), for particular cases V(t|y, TT) may be 
hard to evaluate analytically. We thus seek to approximate V(t|y, TT) 
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by substituting linear approximations for E(t|y, TT, 6)  and V(t|y, -, e)  
around the value 6 = E(8|y) In the expression (4.3.1). 
A linear approximation to E(t|y, ir ,  6) is given by (4.2.2) and a 
linear approximation to V(t|y, tï, 6) is given by V(t|y, ir, 8) ^ where 
V(t|y, TT, 8)^ = V(t]y, IT, s") + [ — V(t|y, ir ,  8) (0 - 8") .(4.3.2) 
An approximation to V(t|y, TT) which is derived from the linear 
approximations (4.2.2) and (4.3.2) is 
V(t|y, -n) ^  = E" (V(t|y, n, 8)^) + V (E(t|y, IT, 8)^) 
We will call V(t|y, ir)  ^  a linear approximation to V(t|y, IT). 
( 4 . 3 . 3 )  
We find 
V (E(t|y, TT, 8)^) = V ( E(t|y, IT, 8 ) + 
38 
E(t|y, IT, 8) ]  ( 0  -  0 " ) )  
= V 
98 
E(t|y, 71, 8) (8 - 8") 
V ( ( 2^ t(,, 8) (8 - 8l 
i d  
V (8) 1 t("ir, 0) 
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= tr[v"(6) t(., e) 
6 
aêT J \ l  
(4.3.4) 
where V (6) denotes the variance of the posterior distribution of 6 given 
y and 
E (V(t|y, IT, e)p) = E"( V(t|y, tt, e") ^ V(t|y, TT, 0) (e - e") 
= E (V(t|y, TT, 8')) 
= v(t|y, TT, e") (4.3.5) 
Substitution of (4.3.4) and (4.3.5) in (4.3-3) gives as "linear 
approximation" to V(t|y, IT). 
V(t|y, TT) p = V(t|y, ir, 6 ) + tr( V (S) ^|- t(ir, 8) 
397 G) J l l  
where 
(4.3.6) 
e" = E(8|y) = E"(0) and V"(0) = E(8 - S")(8 - 6")' 
It is instructive to observe similarities between the "linear 
approximation" to the posterior variance of t given y, which is given 
by (4,3.6) and the approximation to the variance of (7(8) - t) which is 
83 
Var^(T(8) - t) = Var(T(8g) - t) + trlVar(8) •Varf^T(e) 
where 0 is any even translation-invariant estimator of 6 and 0^ is the 
true value of 0. 
From (2.5.13), 
Varl •^T(e) 
Substituting (2.5-13) in (2.6.1) we get 
Var^(T(0) - t) = Var(T(0^) - t) + tr( Var(0) [ 38. T(0) 
98. 
J 
: ( 0 )  (4.3.7) 
The first term on the right side of (4.3-7) is the variance of 
(t(8^) - t), where 0^ is the true value of 8, whereas the first term on 
the right side of (4.3-6) is the posterior variance of t given y, 
evaluated at the "mean" of the posterior distribution of 0 given y. 
The second term on the right in either case consists of the trace 
of a product of two matrices, the first of which is the posterior 
variance of 0 given y in the case of (4.3-6) and the variance of 0 in 
the case of (4.3-7)• 
The elements of the second matrix in the case of (4.3-6) are 
squares and cross products of the first order partial derivatives of 
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the Bayes estimator t(ir, 6), with respect to the components of 6, 
evaluated at the "mean" of the posterior distribution of 6 given y and 
the elements of the second matrix in the case of (4.3-7) are expected 
values of squares and cross products of the first order partial 
derivatives of the best unbiased estimator T(6), with respect to the 
components of 6, evaluated at the true value 9^. 
A comparison of (4.3.6) and (4.3.7) thus reveals that the kind of 
variance approximations introduced in chapter 2 arise in the Bayesian 
framework as wel1. 
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5. APPROXIMATE CONFIDENCE INTERVALS FOR 
FIXED AND RANDOM EFFECTS 
In many situations where linear combinations of fixed and realized 
values of random effects are of interest, something more than just point 
estimates may be desired. In particular one might want to construct 
confidence intervals for these linear combinations. We seek an 
approximate confidence interval for x = A'a + u'B, when 0 is unknown and 
is estimated by an even translation-invariant estimator. 
If 8 were known then (T(6) - t) has a normal distribution with 
mean zero and variance given by (2.6.2) (Harville, 1976). It follows 
that if z(l - a/2) denotes the (1 - a/2)» 100th percentile of a standard 
normal distribution, then 
Pr(T(e) - z(l - a/2)(Var(T(8) - t))^ ^  t ^  t(9) + z(l - a/2) 
• (Var(T(6) - t))^)=l - a , (5.1.1) 
so that 
t(0) ± z(l - a/2)(Var( T(8) - t))^ (5.1.2) 
constitutes a (1 - a) • 100 percent confidence interval for T. 
For cases where 6 is unknown but estimates with "high precision" 
are available, one can proceed as if the estimated values of 0 were the 
true values. In some special cases this ad-hoc procedure might give 
satisfactory approximate confidence intervals, although in general this 
approach may produce confidence intervals that are too narrow, i.e., 
that have confidence coefficients lower than the specified values. 
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We propose using some multiple of the percentiles of a student's t-
distribution with a suitable number of degrees of freedom, instead of 
the percentiles of a standard normal distribution. The increase in the 
actual probability of coverage so obtained can be investigated by 
simulation work with some special cases of interest. 
This approach in the case of fixed effects model, 
y = Xa + e , (5-1.3) 
where e is assumed to be normally distributed with mean vector zero and 
2 2 2 dispersion matrix a I for some a > 0 (a unknown), leads to exact 
confidence intervals for estimable parametric functions X'a. 
A student's t-distribution is defined to be the distribution of the 
ratio of a standard normal variate to the square root of an independent 
chi-square variate divided by its degrees of freedom. 
We are concerned with the situation where 0 is estimated by an 
even translation-invariant estimator 0. Consider the statistic 
( T ( ê )  - t)/(Var^ ( ; { ê )  - t))^ , (5.1.4) 
where Var^(T(0) - t) is the function (2.6.1) evaluated at the point 
0=0, rather than at the true value of 0. The statistic (5.1.4) can 
be written as 
((T(6) - t)/(Var^(T(0) - t))^)/((Var^(T(0) - t)/Var^(T(0) - t))^) 
(5.1.5) 
A linear approximation to 
Var^(T(0) - t) = Var^(T(0) - t) 
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is given by, 
(Var^ ( T(0) - t)) ^ = Var^ ( T ( e )  - t) + ^ Var^(T(6) - t)j (6-6) 
( 5 . 1 . 6 )  
where the derivatives in (5.1.6) are evaluated at the true value of 6. 
From the section 2.1 it follows that the numerator of (5.1.5) has 
a distribution which is symmetric around zero. The variance of the 
numerator of (5.1-5) is 
Var(T(6) - t)/Var^ ( T(6) - t) , (5-1.7) 
which will be close to unity if the approximation - t) is 
"good". 
In general there is no assurance that the numerator of (5-1-5) will 
be distributed independently of the denominator, nor do we know the 
distribution of the denominator. However for purposes of approximating 
the percentiles of the distribution of the statistic (5-1-4), we shall 
act as if the numerator of (5-1-5) has a standard normal distribution, 
and the denominator is independently distributed as a multiple of a 
chi-squared distribution, so that the ratio (5-1-4) is distributed as a 
multiple of a student's t-distribution. 
Thus we consider the percentiles of a student's t-distribution 
with V degrees of freedom such that the expected values and the variances 
of the random variables (Var^(T(e) - t) ) j^/(\/ar^(T(0) - t) ) and 
2 2 (e/v)x (v) are equal, where % (v) represents a chi-squared random 
variable with v degrees of freedom and e is a suitable real number. 
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In the case of the fixed effects model (5-1.3), one is typically 
interested in confidence intervals for estimable parametric functions 
2 ^ 2  
X'a. If we consider t  = t = X 'a  and T(a  )  =  X 'a (a  ), where 
X'(a^l) 'xa(a^) = \ 
or 
X'Xaiah = X'y 
2 2 
then we observe that a(c ) does not depend on a , so that we may write 
r(a^) = X'a for all a^>0, where X'Xa = X'y. 
2 
The usual analysis of variance estimate of a , which is also the 
2 ^^2 
REML estimate (see Corbeil and Searle, 1976) of o , is a where, 
= (y - Xa) ' (y - Xa)/(n - p ) (5.1.8) 
and p is the rank of the matrix X. 
/\ 2 2 
Since %(o ) does not depend on a , it follows from (2.6.1) that 
Var^(T(a^) - t) = Variria^) - t) = Var( x'a, - X'a) = a^X'(X'X) X,  where 
(X'X) is any generalized inverse of X'X. 
Thus in the case of fixed effects model (5.1.3), the numerator of 
(5.1.5) reduces to 
( x'a - X'a)/(a^X'(X'X) x )^ , (5.1.9) 
which has a standard normal distribution. 
\ L  '  
of (5.1.5) reduces to 
If we write Var^(T(a ) - t) = a X (X'X) X , then the denominator 
«9 
(of/o^)* . (5.1.10) 
It is well-known (see, e.g., Scheffe, 1959) that (5.1.10) is 
distributed independently of (5.1.9) as the random variable 
J x^(n - p")/(n - p ) . 
Thus in the case of fixed effects model (5.1.3), the statistic 
(5.1.5) has an exact student's t-distribution with (n - p ) degrees of 
2 freedom if a is estimated by the usual analysis of variance estimator 
^2 
a , which is translation invariant and an even function of the data 
vector y as shown in section 1.2. 
W e  f i n d  
I 
( V a r  (xCe) -  t ) )  fV a r  ( T(S)  -  t )  ]  E (e - 9) 
E  ^ =  I  i  —  1 -  ,  ( 5 . 1 . 1 1 )  
(\/ar^(T(e) - t) ) (Var^(T(e) - t)) 
(Var^(T(e) - t)) I Var^(T(e) - t)j Var(e) ^ Var^(T(e) - t) 
Var . . ? 
(\/ar^(T(e) - t)) (Var^(T(0) - t) ) 
( 5 .1 .12 )  
E( (e/v)x^(v) ) = (e/v)v = e , (5-1.13) 
and 
\/ar((e/v)x^(v)) = 2(e/v)^v = 2e^/v . (5.1.14) 
Therefore by equating the expected values and variances of 
(Var^(T(8) - t))^ 
(Var^(T(6) - t)) 
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and 
fx^v) 
we get 
e = 
' W Var (T(e) - t) E(6 - e) 
(Var^ ( T(e) - t)) 
(5.1.15) 
and 
V = 
2 ( Var^(-(e) -
— Var^ ( T ( e )  - t) I  ( Var(6) — Var^(T(e) - t) 
. ( 5 .1 .16 )  
Since the degrees of freedom v, and the scalar e, as given in 
(5.1.15) and (5.1.16),  depend on the unknown parameter 0, we substitute 
0 in place of 6 in (5.1.15) and (5-1.16) and use the approximate degrees 
of freedom 
2 . . 
2j Var^(T(8) - t) 
6 
(e ) '  
V = 
( TF - t) 
,(5.1.17) 
Var(8) 
- / 
0 • 
/• _3_ 
38 
Var.(?(6) - t) 
where 
30 Varj,(T(e) - t) 
. J 
- 0) 
= 1 + 
Var^(T(0) - t) 
( 5 - 1 . 1 8 )  
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If the approximate value of e as given by (5-1.18) is positive, 
then we propose to consider the confidence interval 
(T(8) ± t(C, 1 - o/2)(2)"=(Var^(T(8) - t))=) , (5.1.19) 
where t(v, 1 - a/2) denotes the (1 - a/2) • 100th percentile of the 
student's t-distribution with v degrees of freedom. 
The actual probability of coverage by the confidence interval 
(5.1.19) can be investigated for particular applications by simulation 
studies. 
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6. VARIANCE APPROXIMATIONS IN THE CASE OF 
BALANCED INCOMPLETE BLOCK DESIGNS 
A balanced incomplete block (BIB) design (as defined by Raghavrao, 
1971, p. 54) is an arrangement of t-treatments in b-blocks each con­
taining k(< t) treatments, meeting the following conditions: 
(1) Every treatment occurs at most once in a block. 
(2)  Every treatment occurs in exactly r blocks. 
(3)  Every pair of treatments occurs together in X blocks. 
The integers t, b, k, r, A are called the parameters of the design. 
BIB designs are typically employed to compare a number of treatments. 
One source of information for estimating treatment contrasts, when 
using a BIB design is provided by the "intra-block analysis" of the 
data set. if the blocks are a random sample from a larger population, 
then BIB designs provide an additional source of information, which 
was first discovered by Yates (1940). This secondary source of informa­
tion is extracted through the "inter-block analysis" of the data set. 
In order to estimate a treatment contrast, the intra- and inter-block 
estimates can be combined. A combination consisting of the weighted 
average of intra- and inter-block estimators with the weights being 
inversely proportional to the corresponding variances is better than 
either of the two separate estimators in the sense of having no greater 
variance. It should be noted that this combination is an actual estima­
tor only if the ratio of the variances of the two separate estimators is 
known. Following Khatri and Shah (1975), such a combination will be 
called an "optimum estimator". The optimum estimator is a function of 
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the ratio of the "inter-block error variance per plot" to the "intra-
block error variance per plot". This ratio will be denoted by the Greek 
letter p. If the blocks are random and p is known then the optimum 
estimator is the best linear unbiased estimator of its expected value, 
in the sense of having the smallest variance within the class of all 
linear unbiased estimators of its expected value. 
The linear model associated with a BIB design with random blocks 
is the "two way mixed effects linear model". If the "block effects" and 
"within block errors" are assumed to be independently and normally 
distributed with zero means, then this "two way mixed effects model" 
can be viewed as a special case of the general mixed effects linear 
model (1.1.1). 
If we replace the random vector b' in (1.1.1) by (b', e'), where 
b denotes the "random block effects" and e denotes the "within block 
random errors" and correspondingly replace Z by (Z:l) then the general 
mixed linear model (1.1.1) reduces to 
y = Xa + Zb + e 
2 2 2 
It is assumed that b 'V/ N(0, a ^ J^) for some o ^  ^  0, e 'v N(0, a I) for 
2 
some a >0 and b and e are independently distributed. Suppose 
p = (o^ + 
2 2 2 
Since a is the "intra-block error variance per plot" and (a + ko y) 
is the "inter-block error variance per plot", the ratio p represents 
the ratio of the inter-block error variance per plot to the intra-
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block error variance per plot. In terms of the ratio p we can write, 
y 1, N(Xa, V(a^, p)) 
where 
V(a^, p) = Var(y) = ^ ^ jzz' + I j 
The bk X t matrix X and the bk x b matrix Z depend on the actual BJB 
design employed, but for all BIB designs with the same set of parameters 
(t, b, r, k. A) we have 
X'X = rl and Z'Z = kl. 
t D 
The b X t matrix Z'X is the incidence matrix of the BIB design and will 
be denoted by N. We can write 
Z'X = N = [njj] 
where n.. = 1 if the jth treatment occurs in the ith block, and n.. = 0, 
"J IJ 
otherwise, for all i = 1, 2, —, b and j = 1, 2, —, t. It should be 
noted that in most of the statistical literature, the incidence matrix 
of a BIB design is defined to be the transpose of the matrix N. The 
t X 1 vector a represents the "t-treatment means". In a BIB design 
it is the comparative values of these t-treatment means which are of 
primary interest. The "design matrix" X in a BIB design is such that 
all treatment contrasts are estimable. For convenience of presentation 
and without loss of generality we consider normalized treatment con­
trasts only. 
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A normalized treatment contrast C'a can be viewed as a special 
case of the linear combination x = X'a + y'S (see (1.1.2)) with u = 0 
and X - Ç where Ç is such that Ç'I =0 and Ç'Ç = 1. It can be proved 
by using the well-known "Henderson equations" (Searle, 1971, p. 460, 
Eq. 100) that for a given value of p the best unbiased estimator T(8) 
as defined by (1.1.7) reduces to the "optimum estimator". 
In most practical applications the value of the ratio p is unknown. 
A conventional procedure in such situations is to first estimate p and 
then use the optimum estimator, with the estimated value of p, sub­
stituted in place of the true value of p. 
Yates (1940) and Rao (1947) suggested using the mean square for 
blocks (adjusted for treatments) and the residual mean square in the 
associated ANOVA table, in order to construct a truncated estimate of p. 
These mean squares are equated to their expected values and the 
resulting equations are then solved for p. Since the numerical value 
of the block mean square can be smaller than that of the residual mean 
square, the estimate of p so obtained can be smaller than 1. Since p 
by its definition is known to be no smaller than 1, Yates (1940) and 
Rao (1947) suggested that the estimate be truncated at 1-
The truncated estimator of p obtained through this procedure will 
be called the ANOVA estimator of p and denoted by p^y. The optimum 
estimator of x evaluated at the ANOVA estimate of p will be called the 
Yates-Rao estimator and denoted by T(p^y). The Yates-Rao estimator is 
translation invariant and also an even function of the data vector in 
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the sense described in section 1.2. In view of Theorem 2.1, it follows 
that T(p^y) is an unbiased estimator. 
There are alternatives to using the ANOVA estimate of p, like 
using an ML or a REML estimate of p in place of the true value of p. 
These estimators will be denoted by p^^^ and p^^^ respectively. The 
optimum estimator of T evaluated at P^^ will be denoted by T(P^^) and 
the optimum estimator of T evaluated at pj^j^ will be denoted by T(P^^). 
It follows from section 3-1 that Pj^j^ and Pj^|^ are even translation-
invariant estimators. Thus it follows from Theorem 2.1 that, like 
ys a a a y». 
and T(p^^) are also unbiased estimators. 
Still another alternative to using the ANOVA estimate of p is 
suggested by the Bayesian ideas discussed in section 4.2 (see (4.2.8)). 
One can substitute the expected value E(p|y) of p given y (or an 
approximation to E(p|y) obtained by numerical integration) for the true 
value of p. We will denote E(pjy) by Pgg and the corresponding 
estimator of x by T(pg^). Suppose the posterior distribution of p given 
y, used to compute E(p|y), depends on the data vector y, only through 
even translation-invariant functions of y. It follows that in this 
case E(p|y), considered as an estimator of p, will be an even 
translation-invariant estimator. Thus, in view of Theorem 2.1 we can 
conclude that ^ (Pgg) is an unbiased estimator. 
The Bayesian concepts also suggest (see (4.2.9)) computing the 
optimum estimator at various values of p and then averaging these com­
puted values with respect to the weights that are based on some posterior 
distribution of p given y. We will denote such an estimator by T^|. 
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Suppose the posterior distribution of p given y, used to compute 
depends on the data vector y only through even translation-invariant 
functions of y. The kind of arguments that were used to prove 
Theorem 2.1 can then be used to prove that ^ is unbiased for 
estimating T. 
Thus we observe that each of the five estimators T(p^y), 
T(P|^L)» T(pgg) and j is unbiased for estimating T. Khatri and Shah 
(1975) derived a procedure for evaluating the variance of the Yates-
Rao estimator xCp^y), up to a desired accuracy level. The variances of 
T(P^L) 3nd T(p^^) are not available. We propose to use the variance 
approximation (2.6.1) to compute approximate values of the variances 
of the estimators T(p^^) and T(p^^). In the following sections, 
various specific formulas are derived to evaluate the performance of 
the variance approximation (2.6.1) when it is applied to BIB designs. 
These formulas are applicable to all BIB designs. The results of an 
actual numerical study with some BIB designs are presented in 
chapter 7-
Throughout this chapter we will use the following notation: the 
vector of treatment totals will be denoted by T = (T^, ..., T^)' and 
B = (B^, B^)' will denote the vector of block totals. Thus T = X'y 
and B = Z'y. The vector N'B will be denoted by G = (G^, —, G^)'. 
Thus G. is the sum of the block totals for those blocks which include 
J 
treatment j for j = 1, 2, —, t. The vector (T - (l/k)G) will be 
denoted by Q = (Q^ ..., Q^) ' • The grand total of the bk = rt 
elements of the data vector y will be denoted by Y. 
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6.1. The Variance Approximation of (TCs) - t) for BIB Designs 
The following relationships among the parameters (t, b, k, r, x) of 
a BIB design are used frequently in subsequent derivations: 
bk = rt , (6.1.1) 
X(t - 1) = r(k - 1) , (6.1.2) 
t - 1 = r(t - k)/(r - x) , (6.1.3) 
k - 1 = X(t - k)/(r - X) , (6.1.4) 
r - X = rk - xt . (6.1.5) 
The t-treatment means will be denoted by the components of the t x 1 
vector a = (o^, a2» » a^)'. A normalized treatment contrast is of 
the form ç'a, where Ç = (Çp ^2» , ~ ^  and Ç'Ç = 1. With 
a BIB design, all treatment contrasts are estimable. The intra-block 
estimator of ç'a, where 
S'a = I Çja- , (6.1.6) 
i=l 
is given by ç'a, where a = (a^, «2» •••> 
a. = kQ./Xt , (6.1.7) 
and 
Q.. = T. - G./k . (6.1.8) 
Since C'Ç = 1, the variance of the intra-block estimator Ç'a is 
ka^/Xt , (6.1.9) 
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2 
where a denotes the intra-block error variance per plot. 
The inter-block estimator of Ç'a is Ç'a, where a = (Oj, a^)' 
and 
a. = G./(r - X) , (6.1.10) 
(i = 1, 2, t). Its variance is given by 
k(a^ + kof^)/(r - A) , (6.1.11) 
2 2 
where (a + ko |^) is the inter-block error variance per plot. The 
optimum estimator of C'a Is Ç'a(p) where a(p) = (a^(p), —, a^(p))' and 
^ kQ. / At , / G. . r - A 
^ At / \ ko^ / i r - A n k(a^ + ka\) 
a.(p) = 
' At \ + / r - A 
ka^ ' ^ k(a^ + kc^^) 
kpQ.. + G. 
Atp + r - A 
wi th 
( 6 . 1 . 1 2 )  
P = 
2 ^ , 2  2  
G +  ka  ,  /  0  u \  
— = 1 + kf  —TT 1 •  (6.1.13) 
V ,2 
The variance of the optimum estimator (see Kempthorne, 1952) is 
-1  2  2  
At r - A ^ ! kAta ^  + o (At + r - A) 
ka^ k(a^ + ko^^) ^  ^ ka^(a^ + ko^^) 
100 
= a^(o^ + k c ^ ^ ) / ( r a ^  +  Àco^^) 
= pa^/(r + Xta^ /o^) 
D 
= po^/{r + Xt(p - l)/k) 
2 
= kpa /(rk - Xt + Atp) 
= kpa^/(Atp + r - A) . (6.1.14) 
2 
Thus in terms of the parameters a and p the variance of the intra-block 
estimator is 
ko^/At , 
the variance of the inter-block estimator is 
kpa^/(r - A) 
and the variance of the optimum estimator is 
kpa^/(Atp + r - A) 
Suppose p is an even translation-invariant estimator of p. The 
variance of the estimator of Ç'a obtained by replacing p in (6.1.12) by 
p is not known. Thus we propose to use the variance approximation 
(2.6.1) to obtain an approximate variance for such an estimator. From 
(2.6.1) it follows that an approximate variance for the optimum estimator 
evaluated at p is given by 
Var(optimum estimator) + tr(Var(p) • Var^' •^Ç'a(p)j ) , (6.1.15) 
where the derivative in (6.1.15) is evaluated at the true value of p. 
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From (6.1.12) it follows that 
9 ^ kQ.(Atp + r - A) - At(kpQ. + G.) 
— a,(p) = —! 5—i -
3p (Atp + r - X) 
Xt(r - A) f kQ. G. 
(Atp + r - A)^ ^ At r - A 
( 6 . 1 . 16 )  
Thus 
3 . At(r - A) t ; kQ. G. \ 
— Ç'a(p) = 2 I - J (6.1.17) 
3p (Atp + r - A) i=l ^ At r - A / 
= — — — Ç.(a. - a.) . (6.1.18) 
(Atp + r - A) i=l ' ' ' 
3 ^ 
It is interesting to note that Ç'a(p) is a multiple of the difference 
of intra- and inter-block estimators of Ç'a. 
It is well-known (see, e.g., Rao, 19^7) that the intra- and inter­
block estimators of Ç'a are distributed independently. Thus 
^ -w. 2 , 2 
r - A)) / ^ ^ 2W kg ^ kpg" 
3p / (Atp + r - A) M=1 ' a xt r - A 
ka^p ^(Atp(r - A))^(Atp + r - A) 
(Atp + r - A) At(r - A) 
^-2 Atp(r - A) . kpa^ 
(Atp + r - A)^ (Atp + r - A) 
^ _ • Var(optimum estimator) . (6.1 .19) 
(Atp + r - A) 
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From (6.1.19) and (6.1.15) it follows that an approximate value for 
a .1. 
the variance of Ç'a(p) is given by 
Var(optimum estimator) ( 1 +p ^ —^:tp(r \) \/ar(p) ^  . (6.1.20) 
^ (Xtp + r - X) / 
The variance approximation (6.1.20) can be used with any even translation-
invariant estimator p. The corresponding estimate of the variance can 
be obtained by replacing the true value of p by its estimate p in 
( 6 . 1 . 2 0 ) .  
Si nee 
Var(optimum estimator) = [ ^ , 
^ Xtp + r - X ' 
therefore (6.1.20) can be written as 
Xtp - X ] ( ' ^  ^w(] - w)Var(p) j , (6.1 .21) 
where w = Xtp/(Xtp + r - X). 
6.2. The Variance of the Truncated ANOVA Estimator of p 
The ANOVA estimate of p, can be defined as 
p = max(p, 1) , (6.2.1) 
where 
p = (k(b - 1)MSB - (t - k)MSR)/t(r - l)MSR , (6.2.2) 
MSB denotes the mean square for blocks adjusted for treatments and MSR 
denotes the residual mean square. If we define 
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a k(b - l)/t(r - 1) (6.2.3) 
then p can be written as 
p = a • (MSB/MSR) +(1 - a) 
We can wri te 
MSB = SSB/(b - 1) = (SST + SSE)/(b - 1) 
and 
MSR = SSR/(rt - t - b + 1) 
where SST is the treatment component and SSE is the remainder in the 
"inter-block analysis" of the sum of squares for blocks adjusted for 
treatments (SSB) and where SSR denotes the residual sum of squares 
corresponding to MSR. Thus p can be written as 
p = a(rt - t - b + 1)(SST + SSE)/((b - ])SSR) + (1 - a) . 
From Graybill and Weeks (1959, Section 5) it follows that 
1. SSR ~ (a^)x^(rt - t - b + 1) 
2.  
L (6.2.4) 
3. SSE 'I, (a^ + kof)x^(b - t) 
and 4. SSS, SST and SSE are mutually independently 
distributed. 
In terms of the parameters p and a we can write 
(6.2.5) 
and 
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(a^ + t(k - 1)o^^/(t - 1)) = + Xta^^/r = o^(Xtp + r - À)/rk 
( 6 . 2 . 6 )  
2 
Since a ^  0, 
p =  1 +  ka \ /a^  >  1  .  (6 .2 .7 )  
D — 
Since (Xtp + r - X)/rk = (1 + Xt(p - l)/rk) and p ^  1 
(Xtp + r - X)/rk _> 1 . (6.2.8) 
Again since r X and p 1 
p -  (x tp  + r-X)/rk = ((r- X ) p -(r-X))/rk>^0  
Hence 
p _> ( x tp  + r - X)/rk _> 1 . (6.2.9) 
If we define n^=t-l,n2=b-t and n^ = rt - t - b + 1, then 
we can write p as 
p = a n (SST + SSE)/((b - l)SSRj + ( 1 - a) 
Suppose 
= X^(t - 1) , = X^(b - t) and y^ = x^(rt - t - b + 1) 
It follows from (6.2.4), (6.2.5) and (6.2.6) that p and the random 
variable, 
a n^((Xtp + r - X)/rk) • + py^)/( (b - 1 )y^) + (1 -a) (6.2.10) 
are identically distributed. 
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If we defi ne 
d^ = n^ (x tp  + r - x)/(rk(b - 1)) 
and 
dg = n^p/fb - 1) 
then the random variable (6.2.10) can be written as 
a(d^y^ + d2y2)/y2 + (1 - a) . (6.2.11) 
It follows from (6.2.7), (6.2.8) and (6.2.9) that 
dj > 0 , dg > 0 and d^ ^  dg 
Let y g = d^y^ + <^2^2' follows from (6.2.4) that y^ and y^ are 
distributed independently. 
We can thus write the random variable (6.2.11) as 
+ (1 - a) . (6.2.12) 
If we represent the random variable (yg/y^) by x then it follows from 
(6.2.12) that p and the random variable 
ax + (1 - a) (6.2.13) 
are identically distributed. 
Since p = p if p > 1 and p = 1 if p _< 1, we have 
Var(p) = E(P^) - (E(p))^ , (6.2.14) 
where the quantity E(p) can be expressed as 
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E(p) = _/ IdF + _/ pdF (6.2.15) 
p_<l p>l 
= Pr(p <1) + E(p) - _/ PdF 
P<_1 
= E(p) + Pr(p <1) - (a • _/ xdF + (1 - a) • _/ dF) 
p_<l p^l 
= E(p) + a • Pr(p <1) - a • _/ xdF , 
p£l 
where F in (6.2.15) denotes the distribution function of the random 
variable x = (d^y^ + 
If we define 
$(u) = _/ x^dF (6.2.16) 
p_<l 
for u = 0, 1, 2 then we can write 
E(p) = E(p) + a(o(0) - 4)(1)) , (6.2.17) 
(E(J))2 = (E(p) + a(4(0) - *(1)))2 
= (E(p))^ + a^($(0) - cj)(l))^ + 2a($(0) - #(l))E(p) , 
and 
E(p) = aE(x) + (1 - a) 
Thus 
(E(P))^ = (E(p))^ + a^((J)(0) - <J)(l))^ + 2a(l - a)(4I(0) - *(l)) 
+ 2a^((j)(0) - *(l))E(x) , (6.2.18) 
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and 
E(p^) = Pr(p£l) + E(p^) - _/ dF 
p<l 
= E(p2) + Pr(p <1) - ( _/ x^dF + (1 - a)^ _/ dF 
\  p_<l p_<l 
+ 2a(1 - a) _/ xdF j 
p<l 
= E(p^) + Pr(p<J)(l - (1 - a)^) - a^$(2) - 2a(l - a)$(l) 
= E(p^) - a^ofO) + 2a*(0) - 3^4(2) - 2a(l - a)*(1) . (6.2.19) 
Thus, 
Var(p) = E(p^) - (E(p))^ 
= E(p^) - (E(p))^ - a^(j)(0) + 2a*(0) - a^<j)(2) - 2a(l - a)*(l) 
- a^($(0) - (j)(l))^ - 2a(l - a) ((j)(0) - $(1)) 
- 2a^(<))(0) - 4(1)) E(x) 
= Var(p) + $(0)(- a^ + 2a - 2a + 2a^) - a^$(2) - a^($(0) - $(1))^ 
- 2a^(<j)(0) - *(1))E(x) 
= a^ Var(x) + a^($(0) - (j)(2)) - a^($(0) - (j)(l))^ 
- 2a2(*(0) - *(I))E(x) 
= a^(E(x^) + (j)(0) - *(2)) - a^((E(x))^ + (4>(0) - $(1))^ 
+2($(0) - $(l))E(x)) 
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= A^{(E(X^) + $(0) - 4>(2}) - (E{X) + 4(0) - Ç(l))^} . (6.2.20) 
Thus in order to evaluate the variance of p we have to compute E(x), 
E(X^) and 4>(u), for u = 0, 1 and 2 where ^(u) is defined by (6.2.16). 
Since y^.y^ and y^ are mutually independently distributed as chi-
square random variables with n^, n^ and n^ degrees of freedoms 
respectively, 
E(x) = E(djy^ + <^2^2^ ^ ^^3 ^ ^ 
= (d^n^ + d2n2)/(n^ - 2) , (6.2.21) 
and 
E(x^) =E((djyj + d2y2)^(y3) 
= (d^^Efy^Z) + d2^E(y2^) + E(yp E(y2)) E(y^'^) 
= (d^^n^(n^ + 2) +d2^n2(n2+2) + S^^dg n^n2)/(n2 - 2) (n^ - 4) 
= ((d^n^ + d2n2)^ + 2(d^^n^ + d2^n2))/(r!^ - 2) (n^ - 4) . (6.2.22) 
Let f^y^,) be the density function of the chi-square random variable 
y^ with n^ degrees of freedom and let h^y^) be the density function of 
y^ = d^y^ + d^yg, then it follows from the independence of y^ and y^ 
that 
Pr(p£l) = _/ h(yQ)f (y^)dyQdy2 , (6.2.23) 
P£l 
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E(yQ/y^jp _< l)Pr(p j< 1) = _/ (yQ/y^) hCy^) f (y^) dy^dy^ , (6.2.24) 
and 
E( (70/73)^1p:S1)P''(P:SO = _/ (73/73)(y^) f(y^)dyQdy^ . (6.2.25) 
Pi.1 
The functions (j)(u) (see (6.2.16)) can be written as 
(j)(u) = _/ (73/73) "h(yQ) f(y^)dyQdy2 (6.2.26) 
Pjl' 
for u = 0, 1, 2. 
Ruben ( I962) gives various versions for the density of a finite 
linear combination of independent chi-square random variables with 
positive coefficients. One representation is as follows: 
" -y-/2p j-l+(n,+n_)/2 / j+(n.+n_)/2 
hfyg) = % C. e yg /(2p) r(j+(n^+n2)/2) 
j=0 •' / 
(6.2.27) 
where p is any real number satisfying 
0 < p ^ min(dp d^) = d^ (6.2.28) 
n,/2 n/2 
Cq  = (p/d,) . (p/dg) (6.2.29) 
C: = f C )/(2j) , j = 1, 2, ... (6.2.30) 
J \ r=0 / 
Sj = n^(l - p/dj)J + 0^(1 - p/dg)^ , j = 1, 2, ... .(6.2.31) 
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The restriction 0 < p ^  guarantees that the infinite series (6.2.27) 
(:) converges uniformly for all values of y^ on the real line and 
(ii) that it is a mixture representation (C. >_ 0 and Z C. = 1) 
If we define 
j=l J 
"4 = (6.2.32) 
and 
ng = (6.2.33) 
then we can write 
-Ym/Zp n.+j-l n.+j 
hfyg) = J C. e y^ /(2p) r(n^ + j) . (6.2.34) 
j=0 ^ 
Substituting (6.2.34) in (6.2.26) we get 
u -Yo/ZP V-j"^ 
where 
-y?/2 n^-l 
e y ,  
f^Yg) = (6.2.35) 
r(n^) 2 5 
Thus, 
u 
I ^ c : 10 
Yg/Zp n^+j-l -Yg/Z n^-1 
Ym \ , " e y. we y 
3 dYmdy. 
P-1^'^3 J 0 ^ r(n^ + j)(2p) ^  ^  r(n^) 2 ^ 
I l l  
To evaluate the above integral, we apply the transformation 
X = yg/yg and z = y^ 
The inverse transformations are 
yg = xz and y^ = z 
The Jacobian of the transformation is z. The range of integration 
(y^ _< y^) transforms to (x _< 1 and z > 0) . 
Hence, 
-xz/2p n^+j-1 -z/2 n^-l 
( 6 . 2 . 3 6 )  
Since the integrand in (6.2.36) is a product of two "densities" and a 
non-negative measurable function, it is a non-negative measurable 
function. Thus it follows from the "monotone convergence theorem" (see, 
e.g., Chung, 1974, p. 42) that we can interchange the order of integra­
tion and infinite summation in (6.2.36). Thus 
, vJ*""' , r -z(,+x/p)/2 
n/,+nr+j-l 
z dz ]dx . (6.2.37) 
First we evaluate 
1 1 2  
-z(l+x/p)/2 n,+n +j-1 
e z dz (6.2.38) 
If we put 
w = z(l + x/p)/2 , 
or 
z = 2w( l  + x/p) ^ 
or 
dz/dw = 2 ( 1  + x/p) ^ 
then the integral (6.2.38) can be written as 
0 
dw 
n.+n +j n.+n.+j 
= 2 r(n^ + n^ + j)/(l + x/p) . (6.2.39) 
Substituting (6.2.39) in (6.2.37), we get 
, n,+j+u-l u-1 
r(n. + nr + j) f (x/p) p 
= I C. j n.+n,+j • (6^2.40) 
r(n^ + j) r(n^) 0 (1 + x/p) 
To evaluate this integral we apply the following transformation, 
w = (x/p)/(I + x/p) 
or 
1 1 3  
or 
(1 + x/p)w = x/p 
w = (x/p)(1 - w) 
or 
or 
w/(l - w) = x/p 
(1 + x/p) = 1 + w/( l  -  w) = 1/(1 -  w) 
or 
X = pw/(l  -  w) 
or 
2 dx/dw = p/( l  -  w) 
The range of intégrât ion (0 _< x _< 1 ) is equivalent to (0 ^  w _< 1 / (1+p) ) 
Thus the integral in (6.2.40) is equal to 
l/(l+p) 
n^+j+u-1 n_-u+l -2 
w 
u 
= P 
(1 -  w) ^ (1 -  w) p" dw 
l / ( l+p) 
n,+j+u-l n + U-1 
w (1 - w) dw . (6.2.41) 
Substituting (6.2.41) in (6.2.40) we get 
ni.+ i+u-l n^-u-l 
-  dw 
^ _ S(VJ>U. nj-u) y 
^ j io ""j "5) .  6(nj j+j+u, t l j -u) 
0  
(6.2.42) 
1 1 4  
whe re 
6(m, n) = for m > 0, n > 0 
Suppose lg(m» n) denotes the value of the distribution function of a 
beta random variable with parameters m > 0 and n > 0 evaluated at the 
point a. In other words 
I (m, n) = —T I ^ ( 1 - x) " ^ dx for m, n > 0 and 0 < a < 1 
a pim, nj J — — 
Thus (6.2.42) can be written as 
u " 3(n^+j+u, nr-u) / 
= P _j£o 6(n^+j, n^) I '(1/(1+P))("4 + ^  "s " 
^  "  r(n^+j+u) r(n -u) / 
jo i '(,/(,+p))("4 + j + "5 -
(6.2.43) 
If we define q = 1/(l+p), then in terms of the degrees of freedoms 
n^, n^ and n^, (6.2.43) can be written as 
T"* -I j T ; (6.2.44) 
Thus we have 
00 . n,+n n- \ 
<f)(0) = I C I I + j' 2 (6.2.45) 
j=0 J ^ ^ ' 
1 1 5  
, n.+n. 
') .(6-2-46) 
and 
*(2) = I C (n. + n_ + 2j) (n, + n„ + 2j + 2) ("3*2) (ry-4) 1 ' '2 
n,+n 
I ; 
1 2 
q'V 2 + j + 2, — - 2 ( 6 . 2 . 4 7 )  
2 2 
The expected values E(x) = E{y^/y^) and E(x ) = ), as given 
by (6.2.21) and (6.2.22) respectively were derived by using the well-
known moments of chi square random variables. We need alternative 
representations of these expected values, derived by directly using the 
densities (6.2.27) and (6.2.35) as well. These alternative representa­
tions are needed to compute upper bounds for the remainder terms if the 
infinite series (6.2.46) and (6.2.47) are truncated for computational 
purposes. We have 
EivQ/y^) = 
0 0 
( 7^- )h(yo)f(y,)dyody2 
Yj ' h(yj)dyj 
n +n 
-yg/Zp —2— J ' ^ 
0 j V (n, - 2) 

1 1 7  
°( jlo + ( (n3-2Hn^-M ) 
° (03-2) (n^ -l.) Cj(n, + 2j)(n, +n2 + 2j+ 2) . (6.2.49) 
From (6.2.21), (6.2.22), (6.2.48) and (6.2.49) we get 
(6 .2 .50 )  
d.n, + d_n_ p 
° n, - 2 J. C («,+0, + 2j) 
3 3  j=0  
and 
- (d.n, + d,n,)^ + 2(d,^n, + d_ n_) 
W ' ' (I -2) —  
° (n--2)(n,-M I. C (n, +n2 + 2j)(n,+n2 + 2j+2).(6.2.5l) 
i  i  j-u  
Since (|)(0) , <j>(l) and (j)(2) involve infinite series, therefore for com­
putational purposes one has to truncate the infinite series after some 
terms. Let eQ(N), e^(N), egfN) be the remainders if the infinite series 
<{)(0), 4)(l) and <{>(2) are truncated after N terms (N = 1, 2, 3, •••)» then 
00 / n.+n_ n \ 
- .Z/j 
p ~ / n +n n \ 
j=N + --2-- + j + 1' IT - 1 I (6.2.53) 
1 1 8  
= (hj-2^(03-M Cj(n,+ "2 + 2j)(n, + n,» 2j +2) 
q ^ —2— •*• j "•• 2, "2— 2 j . (6.2.54) 
Since the remainder terms egCN), e^(N) and e2(N) involve infinite 
series, we seek "reasonable" upper bounds for these remainder terms that 
are numerically computable. One such set of upper bounds can be 
derived by using the fact that l^(m, n) is a non-increasing function of 
m for each x. The monotonicity of l^^m, n) is well-known but an 
explicit reference is not highly conspicuous in the literature. One 
can conjecture this by looking at Pearson's (1948) "Tables of the 
incomplete beta function". A simple proof of the monotonicity of 
I^(m, n) with respect to the parameter m follows by first observing 
that with respect to the parameter m > 0, the family of beta distribu­
tions with densities 
has a monotone likelihood ratio in x and then using Lemma 2 of Lehmann 
(1959, p. 74). 
Hence we have the following upper bounds for the remainder terms 
e^fN), e^ (N) and e2(N) . 
/ n,+n n., \ ~ 
^ 'q( --2-- + 
1 1 9  
. n +n n \ / « N-1 
N-1 
(6 .2 .55)  
(N) _< 
"l+"2 n? \ / P = \ 
2 + N + 1 , — - 1 ; j; C (n^+n2 + 2j) ^ 
j_N j 
/• n +n n \ ,,• d.n +dLn p N-1 \ 
" 3 - 2  '^jlo "Z  +  ZJ ' ;  •  
(6.2.56) 
2 
n +n n- . p 
^2<"' i 'q ( -V^+N + a, -1- I ) ( {„^-2)(n^-h) 'j'"l 
(hj + + 2 j + 2) 
2 
/ "i+n? n? \ / P " 
= ' q ( — +  -r-0((n3-2)(n3-4) C.(n,.n,.2j) 
•(n, +n2 + 2j+2) _2f(ry -4) Cj (n, + + 2J) (n, + + 2j + 2)) 
2 2 2 / n +n, n . / (d.n + d.n ) + 2(d, n. + d n_) 
f - 4 (  !4) 
1 2 0  
"TvâfepTT % C.(n, +0, + 2j)(n, tn, + 2j+2)) . (6.2.57) 
The inequalities (6.2.55), (6.2.56) and (6.2.57) provide upper bounds 
on the remainder terms eQ(N), e^(N) and e2(N) respectively. 
Finally we seek a value of p in its permissible range 0 < p ^  d^, 
which might be convenient for computational purposes. 
The upper bound on e^(N) is less than or equal to 
and the upper bound on e^fN) is less than or equal to 
, "3 . \ , (d,n, +d2n2)2+ 2(d,2n, + 
'(l/(l+p))l,^— + N + 2. —- 2j (nj-2)[nj-4) : 
2 
p (n^ + n^) (n^ + n^ + 2) 
(n^ - 2) (n^ - 4) (6.2.59) 
Since a distribution function is a non-decreasing function, the quan­
tities (6.2.58) and (6.2.59) are minimized by the largest possible 
value of p in the permissible range (0 < p _< dj). 
Although a value of p which minimizes (6.2.58) and (6.2.59) might 
not minimize the upper bounds (6.2.55), (6.2.56) and (6.2.57), still 
the choice d^, which is the largest value of p for which the density 
(6.2.27) is defined might be a good choice for p. Thus for computational 
purposes we propose to use the value d^ for p. 
1 2 1  
We can truncate the infinite series (6.2.4$), (6.2.46) and (6.2.47) 
after N terms if the upper bounds (6.2.55), (6.2.56) and (6.2.57) are 
less than or equal to an arbitrary number which can be chosen in 
advance. Hence <î>(0) , 4i(l) and 4>(2) can be computed to any desired 
level of accuracy. 
The variance of p can then be evaluated by substituting the com­
puted values of 4>(0), $(1), 4^2), E(x) and E(x^) in (6.2.20). 
By substituting the computed value of the variance of p, which is 
an even translation-invariant estimator, in (6.1.21) we get a variance 
approximation for the Yates-Rao estimator of (normalized) treatment 
contrasts. By evaluating the resulting expression at the estimated 
value p, we get an estimate of the variance of the Yates-Rao estimator. 
6.3. ML and REML Estimators of p 
The ML and the REML estimates of the variance components of the 
general mixed linear model (1.1.1) are the points at which the pseudo 
likelihood function (3.1.2) and the REML function (3-1.3) attain their 
respective maximums. In this section specific expressions for these 
"likelihood functions" are derived for the case of BIB designs. These 
derivations are similar to the derivations of Box and Tiao (1973, 
Section 7.4). 
Let M be a non-singular matrix of dimension bk = rt. A 
probability density function based on the transformed data "My" is a 
constant multiple of the density function based on the original data y. 
The constant is in fact the determinant of the "Jacobian" of the 
2 
transformation. Thus the likelihood function of a, a and p, based on 
1 2 2  
the transformed data "My" is proportional to the likelihood function of 
the same set of parameters based on the data vector y. 
Consider the non-singular linear transformation My where 
M = 
R,'(l -
Z(Z'Z)"^Z' 
and 
R = (R^iR^) 
is an orthogonal matrix where R^ is bk x b(k - 1) and R^ is bk x b, 
such that 
R'(l - P^)R = 
R,'(l - Pz)R, R^'d - P^lRz 
L *2'(' - Pz)*1 *2'(' - Pz)*2J 
'b(k-l) ^ 
0 0 
(6 .3 .1)  
The existence of a matrix R which satisfies (6.3-1) is guaranteed 
because (I - P^) is a symmetric idempotent matrix of rank b(k - 1). 
Since 
y ~ N(Xa, a (1 + ((p - l)/k)ZZ')) ( 6 . 3 . 2 )  
My ~ N 
f Z'Xa k 
, R,'(I - P,)Xa 
^ I z 
(pa /k) i 
0 0^1 
. (6.3.3) 
Thus the two vectors ^  Z'y and R^'(l - P^)y are distributed independ­
ently. Hence the likelihood of a, a and p is proportional to 
1 2 3  
L^fa, pl^Z'y) • L^fo, of|R,'(I - P^)y) , (6.3.4) 
where 
L. (a, o^, plr Z'y) = (pa^) exp[ ^ (B - Na) ' (B - Na) ] , 
^ < \ 2pc^k / 
B = Z'y is the vector of block totals, N = Z'X = [n.^] is the incidence 
matrix of dimensions b x t, and 
L (a, o^jR '(I - P )y) =(of)"b(k-1)/2 ^ (y - Xa) ' ( 1 - P ) 
e I z \ 2a 
' R,R, '(I - P^ify - Xa) j 
Since 
I = RR' = RjRj' + RgRg' or R^R,' = I - RgRg' 
and 
*2'(' " = *2'(' " = 0 R2'U - P;) = ° ' 
(y - Xa)'(I - P^)R]R^'(l - P^)(y - Xa) = (y - Xa)'(I - P^)(y - Xa) 
Thus 
L^(a, o^|R]'(l - P^)y) = (a^) ^^exp^—T ^e^'^O (&.3.5) 
where 
S^(a) = (y - Xa)'(1 - P^)(y - Xa) (6.3.6) 
and 
1 2 4  
L j j (a ,  p ,  a^ l - ^Z 'y )  =  (pa^ )  exp |^—T )  
where 
Sy(a) = ^ (B - Na) '(B - Na) 
6.3.1. Breakdown of S^(a) 
Let a be a solution to the (reduced) normal equations 
X'(l - P^)Xa = X'(l - P )y 
Then we can write 
Sg(a) = S^(a) + Qg(a) 
where 
Qg(a) = (a - a)X'(l - P^)X(a - a) 
Since 
X ' ( l - P ) X  =  - ^ l - f j  
z k k ' 
and 
X'(l - P^)y = T - ^  N'B = T - ^  G = Q. 
we have 
A1 so. 
1 2 5  
Q,g(a) = (a - a)'X'(l - P^)X(a - a) 
= - T .Ï, "i'  '"i 
If we define 
1 Y 
- = T J, ' 
and 
- 1 Y ^ 
» = T J, • 
then we can write 
(i^(a) = ((a - al) - (a - a1 ) ) ' ((a - al) -  (ot - ôl) ) , (6.3.13) 
where a satisfies the normal equations (6.3*9). The partitioning 
(6.3.10) is valid for all a and thus by taking a = 0 in (6.3-10) we get 
Se(a) = 5^(0) - Q^(0) 
= y(l - P^)y - (& - âl)'(a - al) 
= y'y~"^B'B- (a-al)'(a-al) 
From the normal equations (6.3.12) 
(a - al) = Q , 
so that 
- tJ,  ^ '>') 
1 2 6  
S^(a) = y'y - ^  B'B - O'Q. 16.3 .14)  
Thus  ( see ,  e .g . ,  John,  1971,  P-  237)  S^(a)  i s  the  res idual  sum of  
squares  (SSR) .  
I f  we wri te  SSR for  S^(a) ,  then S^(ct )  can be  wri t ten  as  
where  (%^(a)  i s  g iven by (6 .3 .13) .  
6 .3 .2 .  Breakdown of  S^(a)  
Let  à  be  a  so lut ion to  the  normal  equat ions  
X'ZZ'XÔ = X'ZB <H> N'N5 =  N'B =  G 
or  equivalent ly  
S (a) = SSR + Q (a) 
e  e  
(6 .3 .15 )  
a (6 .3 .16 )  
Then we can wri te  
S^(a) = S^(â) + Q|^(a) (6 .3 .17)  
where  
Q^(a) = (a - a)N'N(a - ct) 
Since  
N'N = (r - X)1 + XJ 
Qy (a) = (a ~ a) ' (a - a) + -^ (a - a) ' 11 ' (a - a) 
1 2 7  
( J, '(*! ,1^ à.)) rt: » " 7 i; ) 
I f  we wri  t e  
1 t : r 
a = - 2, a. 
^ i=l  '  
then 
Qy(a) = ((a -  otl)  -  (à -  àl)) ' ( (a -  al)  -  (o -  àl))  + rt (a -  à)^ 
(6 .3 .18 )  
The part i t ioning (6 .3 .17)  i s  val id  for  a l l  a .  Putt ing  a  =  0  in  (6 .3 .17)  
we get  
S|^(i) = s^(0) - Qj,(0) 
= -^ B ' B - ( a - à l ) ' ( à - à l ) - r t ( à ) ^  .  ( 6 . 3 . 1 9 )  
From (6.3.16) 
a= (N'N)"^G = (G - -p Y 1) , (6.3.20) 
where Y is the sum of the bk elements of y. Thus 
a = ^ ^ a .  =  - ^ Y  .  ( 6 . 3 . 2 1 )  
^ i=l ' 
In other words à is the average of all (bk = rt) observations. Thus 
1 2 8  
(à - âl) =-p^ (G - Y Y 1 ) ~ Y 1 
= (G - Y Y 1) . (6.3.22) 
Substituting (6.3.21) and (6.3.22) in (6.3-19) we get 
Sb(5) = ^ (B'B - G'G + r(r-x) ' (6.3.23) 
Thus S, (a) is the remainder sum of squares (SSE) with (b - t) d.f. in 
b 
the partitioning of the block (adjusted for treatments) sum of squares 
SSB (see, e.g., John, 1971, P- 243). If we write SSE for S^^a) then 
S (a) can be written as 
b 
S^(a) = SSE + Q^(a) , (6.3.24) 
where (a) is given by (6.3.18). 
2 
We thus conclude that the (full) likelihood function of a, a and 
p is proportional to (6.3-4) where 
L^(a, a^, pl-^Z'y) = (po^) exp | —^ (SSE + Q^(a)) j , (6.3-25) 
and 
Lg(a, o^|R, (I - P^)y) = (c2)-b(k-l) exp^ (SSR + Qg(a)) j . (6.3-26) 
6.3-3- Parameterizing in terms of treatment contrasts 
Since in a BIB design it is the comparative values of a. 
i = 1, 2, ..., t which are of primary interest, it is convenient to 
1 2 9  
work with contrasts of the a.'s for i = 1, 2, t. Let H be any 
t X t orthogonal matrix whose first row is (l//tl —, l//t). In partic­
ular one can take H to be the Helmert matrix. 
H = 
(l//t)l 
C 
( 6 . 3 . 2 7 )  
where 
t-l,t 
1/vT, ... ... 0, 0 
i//t(t-i), 1 //t(t-i), —, i//t(t-i), -(t-i)//t(t-i) 
( 6 . 3 . 2 8 )  
Let 
Y = Ha ( 6 . 3 . 2 9 )  
If we write Y' = (y^ , 5 ' ) where 6 ' = — , y^), then 6 is a set of 
(t-1) normalized linearly independent contrasts among the element of a, 
and 
^1 
We can thus write 
(l//t)l 
a = 
/ta 
Ca 
( 6 . 3 . 3 0 )  
a = H'Y = ( (l//t) 1,  C)  ^  ^ J  =  (  1  //t)Y^ 1 +  C '6  
This implies that 
(a - al) = C'5 and a = 
/t 
Y, ( 6 . 3 . 3 1 )  
1 3 0  
Similarly,if we define 
Y = Ha where y = (y|, 6') (6.3.32) 
and 
= Ha where y = (y^, 6') (6.3.33) 
then 
and 
(& - â1) = C'5 with â = 
/t 
(6.3.34) 
(à - §1) = C'ô with a = —- Yi 
/T 
(6.3.35) 
Since the matrix H is orthogonal 
\ 
I = HH' = [ /r 
C I 
-i- 1, C 
/F 
1  —  1  ' C  \  
/F 
— CI cc 
/F 
1 0 
0 I / 
(6.3.36) 
and 
I = H'H = f — 1, C 
/T 
-Li 
/T = Y J + c'c 
or 
C'C = (I - (l/t)J) (6.3.37) 
Thus Q^(a) as defined by (6.3.18) transforms to 
1 3 1  
QY (Y) = (C'(5 - Ô))'(C'(Ô - Ô)) + RT^ -P-
= I (YJ - Yj)^ + r(Yi - Y,)^ . (6.3.38) 
K 1=2 ' 
Similarly Q^Ca) as defined by (6.3.13) transforms to 
Qs*(Y) = IT (c'(a - s))'(c'(a - â)) 
= X ^ (Y: - Y;)^ • (6.3.39) 
K i=2 ' ' 
2 
Hence the (full) likelihood function of y, a and p is proportional to 
Lb(Y, o^, pj^Z'y) . L^(y, a^lR,'(I - P^)y) . (6.3.40) 
where 
Ly(Y, PI"^ Z'y) = (pof) EXP^—^ (SSE + (Y)) j , (6.3.41) 
L^(Y, R]'(l - P^)y) = (0^) exp^ —y (SSR + 0.^ (Y)) j 
(6.3.42) 
and Qj^ (Y) and (Y) are defined by (6.3.38) and (6.3.39) respectively. 
By the factorization theorem (see, e.g., Ferguson, 1967, P- 115), 
^ 2 it follows that 5, y, SSE and SSR are sufficient for estimating y, a 
and p. Since the density of the joint distribution of these sufficient 
statistics is proportional to (6.3.40), which is a product of non-
negative functions of these sufficient statistics and the ranges of the 
1 3 2  
values of these statistics are not interlinked, they are not only 
sufficient but also independently distributed (see, e.g., Hogg and 
Craig, 1970, p. 77, theorem 1). 
6.3.4. Representation in terms of the optimum estimators 
We seek a representation of the (full) likelihood function (6.3.40) 
in terms of the optimum estimators of the (normalized) treatment con­
trasts 6. Such a representation is needed to obtain the restricted 
2 
likelihood function of the variance components a and p. 
We can write 
(6.3.43) 
1 3 3  
where 
XtpY; + (r - \)y. 
^ Xtp + r - X ' (6.3.^^) 
is the optimum estimate of y. for i = 2, 3, —, t. If we define 
" ' xtp fr - X • (6'3'45) 
then we can write 
Y J(p) = wy. + (1 - w)y. (6.3.46) 
for all I =2, 3, —, t. 
The second term in (6.3.43) is equal to 
exp f ~ —f I—- ] ^ [ (y. - y.(p))^ + w(l - w) y. ^ + w(l -W)Y.^ 
\ 2\ kpa /i=2\ ' ' ' 
- 2w( 1 - w) y .y. 
exp ( - —( 2—~ ]l ((y--yj(p))^+w(l-w)(y. -y.)^ 
^ 2\ kpa /i=2\ ' 
exp( - -[ *2 ^ ) J ^^i - y;(p))^ jexpf - -f —j 
^ 2 ^ kpa ^1=2 ' \ 2 kpa 
i=2 
Since 
1 3 4  
and 
6  =  c (a- 51) =  c (  Tirr G  - ^ ' ) 
(*-5) = - k ) T - : ^ G + i ^ Y  , 
= CI 
x t ( t  - k) 
k 
x t ( t  - k) 
k 
O G M k -  i ) ï  I  
= C —7T—rr W 
where 
W = (W,, Wg, ..., Wj 
and 
W. = (t - k)T. - (t - 1)G. + (k - 1)Y , (i = 1, 2, ..., t) 
By using (6.3-37) we get 
But 
t 
I'W = ^ W. = (t - k)Y - k(t - l)Y + t(k - l)Y = 0 
i=l ' 
Hence 
It follows that 
1 3 5  
( - 4 - W  -  « ) ' ( «  -  « )  =  r k (  !  ] f  1 )  
\ kpo •'Wtp + r-X ' ^Xtp+r-A '  \ o  / 
I  W M .  (6 .3 .49)  
r t ( t  -  k)(k  -  1)  i= l  '  
I t  i s  wel l -known (see ,  e .g . ,  Cochran and Cox,  1957,  p .  448)  that  
r t ( t - k i ( k - l )  . 1  " i '  
I  — I  
i s  the  sum of  squares  for  the  treatment  component  SST of  the  b locks  
(adjusted for  treatments)  sum of  squares .  
By wri t ing  SST for  (6 .3 .50)  in  (6 .3 .49)  we get  
'  -L . ' l  X t p ( r - x )  W  _  ; ) ' ( «  -  I) = j ' -L V th jSST . (6 .3 .51)  
\  kpa /  V x tp  + r - X ^ ^ a ' ^  Atp + r - \ ' 
Subst i tut ing  (6 .3 .50  in  (6 .3 .4?)  we get  
. ^ ) . exp ( -  1 (  ^  )  (  )  
.  exp f - 2—~ ] I (Yj -  Y:  (p) )^  )  •  (6.3.52) 
\  2 \  kpa M=2 '  '  '  
From (6 .3 .40)  and (6 .3 .52)  we can conclude  that  the  ( fu l l )  l ike l ihood 
2 funct ion of  y»  cr and p  i s  proport ional  to  
1 3 6  
(po2)"b/2(o2)-b(k-l)/2 gxpf 1 ggg j exp| _ _L SSR 
V 2pa / \ 2G 
t _ V 
• exp f - —( "*"2—~ 1 I (Y- " T; (P))^ ] • {6.3.53) 
\ 2\ kpa / 1=2 ' ' 
6.3.5. Distributions of the sufficient statistics 
Before concluding the section 6.3 we need to find out the dis­
tributions of the sufficient statistics 6, y, SSE and SSR which are 
known to be distributed independently. We intend to investigate the 
performance of the variance approximation (6.1.21). To generate these 
sufficient statistics for a numerical study we need their probability 
distributions. Since 
G = N'B = kN'( Z'y 
and 
à = (N'N)"'G 
it follows from (6.3.3) that 
G 'V N(N'Na, kpo^N'N) 
and 
a 'u N(a, kpa^(N'N) ^ ) 
1 3 7  
But Y = Ha so that 
Y  N( Ha, HH' 
or 
kpg 
' r - X 
2 ,(r-X)/rk 0 
= N 
\ S 
2, 
pa /r ° \ 
kpg 
r - X 
I I 
Thus 
Y i  ~ N  
g ~ N 6 kpa^ , \ 
" ~ ' j 
(6.3.54) 
(6 .3 .55)  
and the components of y ~ (y^, 5') are mutually independently 
distributed. 
Again from (6.3.34) and (6.3.12) 
(a - 51) = C ' Ô , 
and 
(ct -  01 )  -  — Q. ,  
so that 
1 3 8  
Hence from (6.3.2) 
( w C X ' d  - P,)Xa, a 2 ( i )  
2 
Ô -v N CX'd - P^)XC 
-f c1 re K 
(6.3.56) 
This also shows that the components of ô are mutually Independently 
distributed. 
The distributions of SSE and SSR are well-known (see, e.g., 
Scheffe, 1959, p. 160): 
As pointed out earlier SSE and SSR are mutually independently dis­
tributed and also distributed independently of 6 and y. 
6.3.6. The pseudo-likelihood and the REML functions 
From (6.3.53) it follows that the log-likelihood function of y, 
2 
a and p is proportional to 
SSE 'V pa^ x^(b - t) (6.3.57) 
and 
SSR '\j x^(rt - t - b + 1) (6.3.58) 
1 3 9  
L(T, ply) = - — b log(pa^) - — b(k-l)log - —Wf SSR + — SSE 
9 2 2a V N 
+ ^SST - 1 -Jy -9 )2 
Atp + r - X ^ 2\pa / 2 V kpo / 
* I (Y; - Yj(p))^ - (6.3.59) 
i=2 ' 
If we define 
K(a , p|y) = Max L(y, a , p|y) 
Y 
then 
K(a^, p|y) = L(Y], Y2(p), , Y^(p)» o^, p|y) 
— - — bk log - — b log p - —SSR + — SSE + SSTj 
2 2 2o \ p Xtp + r-X 
(6.3.60) 
It should be noted that the coefficients of SSR, SSE and SST in (6.3.60) 
are (-r) times the inverses of the corresponding expected mean squares. 
Following the notation of section 3.1, (6.3.60) will be called the 
2 2 
pseudo-likelihood function of a and p. We seek Max K(a , p|y). Since 
2 
a 
K(a^, p|y) = (0^ - a^) 
2a 
where 
= FK(  SS*  +  F  SSE +  XTP-Jr- X SS?)  '  (6 -3 -6 , )  
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2  2 ^2 for a given value of  p,  K(o ,  p |y)  is  increasing for a  <  a  and 
2 '^2 decreasing for a > a . Thus for a given value of p, a ML estimate of 
2 . . -2 
a IS given by a . 
Thus if we define 
K(p|y) = Max K(a^, p|y) = K(cr^, p]y) 
2 
a 
then 
K(p|y) = (-5)(bk log + b log p + bk) (6.3-62) 
and a maximum likelihood estimate of p is a value at which K(pjy) attains 
a maximum. 
From Harville (1974, p. 38^, Eqn. 2) it follows that the restricted 
2 likelihood function of a and p is proportional to the integral of the 
(full) likelihood function (6.3-53) with respect to the components of 
Y = (ïp ..., Y^) ' • By integrating (6.3-53) with respect to the elements 
of Y, we get 
(po^)"^/^(a^)"b(^"^)/^ exp f Lf SSR + - SSE + — SST 
\ 2o \ p Xtp + r- X 
/ 2 \ 2 (t-l)/2 
2 
Thus the REML function (log-restricted likelihood function) of a and 
p is proportional to 
Lj(o^, p|y) = (-?) ^ (bk - t)log + (b - t)log p + (t - 1)log(Atp + r - A) 
+ S S R  +  -  S S E  +  —  S S T  ] ]  .  ( 6 . 3 - 6 4 )  
a ^ p Xtp + r - X ' ' 
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Since 
L,(o^, ply) = (a^ - a^) 
30^ 2a 
where 
= bk^( i SSE + Jr_x SST ) , (6.3-65) 
2 2 ~2 
for a given value of p, (a , pjy) is increasing for a < o and 
decreasing for > a^. Thus for a given value of p, a REML estimate 
of a is given by a . If we define 
L,(p|y) = Max L,(a^, p|y) = L,(5^, p|y) 
then 
L^(p|y) = (-j) ( (bk - t) log + (b-t)log p + (t - 1) log(Xtp + r - X) 
+ (bk -t)) (6.3.66) 
and a REML estimate of p is a value at which L^(ply) attains a maximum. 
6.4. Asymptotic Variances of ML and REML Estimators of p 
For the case of the general mixed linear model (1.1.1) the informa­
tion matrix associated with the (full) likelihood function (3.1.1), is 
a block diagonal matrix (Searle, 1970). The large sample or asymptotic 
variance covariance matrix of the ML estimators of a and 0 is the inverse 
of the corresponding information matrix. The inverse of a block 
diagonal matrix is also block diagonal and the non-null submatrices 
of the inverse are the inverses of the corresponding submatrices. Thus 
142 
the asymptotic variance covariance matrix of the ML estimator of 9, 
is the inverse of the part of the "full" information matrix that corre­
sponds to the variance components 0. The part of the "full" information 
matrix which corresponds to 0 is given by 
(i#:] • 
where L denotes the (full) likelihood function (3.1.1). It has been 
shown by Sear le (1970) that the ij-th element of the matrix (6.4.1) is 
equal to 
(iy j = 1, 2, —, m), where V = Vie) and V ' = V '(0). 
The information matrix associated with the REML function (3.1.3) is 
given by 
30.30j 
(6.4.3) 
where L^ denotes the REML function (3-1.3). It has been shown by 
Harville (1977) that the ij-th element of the information matrix (6.4.3) 
is equal to 
J 
(i, j = 1, 2 ,  ,.., m), whe re 
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P = v"^ -  v ~ ^ x (x ' v ~ ' x ) ' x ' v ~ '  
- ] 
If the number of columns of X is zero, the matrix P reduces to V 
Thus the part of the information matrix associated with the (full) 
likelihood function (3.1.1), that corresponds to the variance components 
0, can be obtained from the information matrix associated with the REML 
function (3.1.3) by taking the number of "fixed effects" to be zero. 
Thus we first seek the information matrix associated with the REML 
2 function L^(a , p|y) as given by (6.3.64). Since 
SSR + - SSE + SST j = - (p~^ SSE + (Xtp + r - X) (Xt) rk SST), 
dp \ p Xtp + r - X j  
2 
-—I SSR +  -  SSE +  — SST ]  =  2 (p"3  sSE +  (X tp  + r - X)~^  
9p \ p Xtp + r - X / 
• (Xt)^rk SST) 
log (Xtp + r - X) = (Xtp + r - X) \t , 
dp 
2 
log(Xtp + r - X) = - (Xtp + r - X) ^ (Xt)^ , 
Bp 
3  ,  - 1  
^log p = p 
3^ 1 -2 
—J log p = -p , 
Bp 
3 , 2  ,  2 \ - l  
—^ log a = (a ) , 
3a 
] k k  
log of  = -  (o^)"2 
3(0^ )2 
;M7) 
and 
'• (7) • 3(0^ )2\ a 
we find that 
, S^L > 1 / /Xtp 
= —s-( - (b - t) - (t - 1) 1 I 9 1 2 \ * • 
\ 3p / 2p \ ^ Xtp + r - X 
+ -%-[- SSE +( ^ ] ( — ISST 
a ^ p ^ Xtp + r -  \  '  V x tp  + r - X 
3^L, 1 / 2/1 / rk 
; I \ 
2 ^ 0  ° 7 ^ { "  ' 7 (  
^ 3(o ) / 2(a o ^ p \ Xtp + r- X 
and 
c^L, \ 1/1/1 ! Xtp , / rk 
' ^ - SSE + ISST 
SST 
2  2 \  2 .  3p3a ' 2pa ^ a ^ p ^ Xtp + r - X / ^  Xtp + r - X 
By using the result (6.2.4) it can be shown that, 
3^ L. \ 1 , 
E I ^ ] = —5- ( (b - t) + (t - l)w ) , ( 6 . 4 .5) 
3p^ •' 2p^ 
3^L, \ 1 
EI (bk-t) , (6.4.6) 
3(or)' / 2(0")2 
and 
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c^L. 
E -
9p 3o 2 p o  
( (b -  t)  + ( t  -  1 )w) (6 .4 .7)  
where w is defined by (6.3.45). Hence the information matrix associated 
with the REML function (6.3.64) is 
—U- (b - t + (t - l)w^) 
2p 
(b-t+(t-])w) 
1 
2pa 
2pa 
(b - t + (t - l)w) 
(bk - t) 
. (6.4.8) 
Thus the large sample variance of the REML estimator of p is given by 
A Var(p^^) = 2p^(bk - t)/{(bk-t)(b-t + (t - l)w^) - (b-t + (t-l)w)^} 
(6.4.9) 
where w is defined by (6.3-45), and p^^ denotes a REML estimate of p. 
The information matrix associated with the (full) likelihood function 
is obtained by substituting t = 0 in (6.4.8). Thus we get 
1 
2p' 
(b) 
(b) 
1 
2pa 
(b) 
_ 2po 2(a^ )^  
(bk) 
(6.4.10) 
It is easy to verify that by using (6.4.2) we get an identical expression 
for this information matrix. Hence the large sample variance of the 
maximum likelihood estimator of p is given by 
A Var(p^^) = 2p^(bk)/(b(bk - b)) = 2p^k/(bk-b) (6.4.11) 
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where p_,  denotes  a  maximum l ikel ihood est imator of  p.  It  i s  unclear 
ML 
whether one of the two asymptotic variances, A Var(p^^) and A 
is greater than the other for all values of p. 
In order to employ the variance approximation (6.1.21) for the case 
of ML and REML estimators of P, we consider substituting the asymptotic 
variances of the ML and the REML estimators in place of their true 
variances in the formula (6.1.21). 
By substituting the asymptotic variance (6.4.12) in (6.1.21) we 
get the variance approximation, for the case of ML estimators of p, 
+ p'^wd - w)2p^k/(bk-b)) 
= + r - A ) (1 + 2w(l -w)k/(bk-b)) (6.4.12) 
where w is given by (6.3-45). 
By substituting the asymptotic variance (6.4.9) in (6.1.21) we 
get the variance approximation, for the case of REML estimators of p, 
Xtp +^r - X ) + 2w(l - w)m^/(m^ (m^+m^w^) - (m^+m^w)^) (6.4.13) 
where w is given by (6.3-45) 
m^ = (bk - t) , m^ = (b - t) and m^ = (t - 1) 
6.5- A Posterior Distribution of p Given y 
Towards the beginning of this chapter, we introduced five estimators 
of treatment contrasts which can be employed when working with BIB 
designs. Two of these estimators, T(pgg) and were developed through 
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Bayesian ideas. The parametric function T, here represents any one of 
the (t- 1) treatment contrasts —, Y^, which were defined in 
section 6-3- It is instructive to investigate how these two estimators 
compare with the other estimators 
numerically compute T(pgg) and we employ a posterior distribution 
of p given y that is based on a non-informative prior distribution. 
Following Box and Tiao (1973, section 7-4.5), we start out with Jeffrey's 
2 (1961) non-informative prior distribution for a and p, which can be 
wri tten as 
g(a^, p) = (pa^) ^ 
In mathematically deriving a posterior distribution for p given y, 
we assume an "improper prior" distribution for the elements of 
Y = (Yp , Y^)• Thus we consider Lebesgue measure on the real line 
as an "improper prior" for each element of y- It follows from (6.3-53) 
2 
that the joint distribution of Y, o , P and the data vector y is propor­
tional to 
(p.2)-' (p.2)-^/2(^2)-b(k-0/2 . / 1 ssE ) . e.p( - -i. SSR ] 
\ 2pa ' \ 2o / 
• exp ( Kj-f — ) SST ] . exp ( (y, " Yi ) ^ 
^ + ; "'I 2p/"^ 
• exp [ - -[ I (Y; - Y|(p))^) - (6.5.1) 
^ 2^ kpa / i=2 ' 
The corresponding posterior distribution of p given y is proportional 
to the integral of (6.5-1) with respect to the elements of 
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2 
Y = (y^, Yg, •••. o , and that is equal to 
^ ^  - <isepTT)SST . 
( 6 . 5 . 2 )  
In order to numerically compute 
Pgg = E(p|y) , (6.5.3) 
and 
^Nl E(T(p)|y) , (6,5.4) 
at least approximately, we need to choose a finite subset of the set of 
all possible values of p, which is the interval [1, »). Then we 
employ (6.5-2) to compute the "weights" to be associated with the chosen 
values of p. Since no better guidelines for choosing a subset of the 
set of all possible values of p are available, we proceed as follows: 
For a given value of p the weight assigned by the optimum estimator to 
the intra-block estimator is equal to 
w = Xtp/(Xtp + r - X) . (6.5.5) 
Thus in terms of w, the ratio p can be written as 
p = (r - X)w/Xt(l - w) . (6.5.6) 
The range of the possible values of p is the interval, [1, <») and the 
corresponding range of the possible values of w is the finite interval 
iXt/rk, 1). 
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Suppose it is desired to choose r. possible values of p, for some 
positive integer n. By partitioning the range of w into (n + 1) equal 
parts we get (n + 1) intervals whose left end points are 
"(j) =  ^T' (^ ) 
for j = 1, 2, —, n + 1. 
The corresponding values of p are 
u(j) = (r- X)w(j)/At(l - w(j)) 
for j = ], 2, n+1. The (n + 1) intervals of the values of p formed 
by the points u(j) are of unequal length. The lengths of the first n 
intervals are 
i .  = u(j +1) - u(j) 
for j = 1, 2, ... n, and the (n+l)-th interval is infinitely long. The 
mid-points of the first n intervals form the chosen subset of the set 
of all possible values of p. We represent these n-values of p by 
p^, p^, p^. The "weights" to be associated with p .  for 
j = 1, 2, ..., n, that are based on the posterior distribution (6.5-2) 
can be taken as 
n 
f (p . | y )  =  h (p . )  .& . /  I  h(p . )  
J J J J J 
where h(pj) is the value of the function (6.5-2) corresponding to 
p = p. and a. is the length of the j-th interval for j = 1, 2, ... n. 
J J 
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We can thus numerical ly  compute approximate values of  (6.5-3)  and 
(6 .5 .4)  by using the formulas 
n 
Ppc = E(p|y) = I  p. f(pJy )  (6.5-7) 
j=l J J 
and 
TJ., = E(T(p)|y) = I  T(P ) • f(p ly) . (6.5-8) 
N' j=] J J 
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7. THE NUMERICAL RESULTS 
A numerical study was carried out with some BIB designs with 
the following objectives: 
(1) To compare the exact variances of the Yates-Rao estimators 
T(P^\^), that have been tabulated by Khatri and Shah (1975) and the 
corresponding variance approximations that are based on (6,1.21), 
(2) To investigate the errors in the approximate variances 
and the biases in the estimators of the variances of the estimators 
T(p^y), T(p^^) and i^(P[^i_) that are based on (6.1.21). 
(3) To compare simulated variances of the unbiased estimators 
i * 
C4) To compare simulated mean square errors of the estimators 
^AV ^ML' '^RL ^BS* 
/V  ^ /«.  ^  ^  ^ /N  ^
The estimators T(p^y), T(p^^), -(p^^), T(pgg) and estimate 
normalized treatment contrasts T, and were defined in the beginning 
of chapter 6. The estimators p^^, p^^, Pj^j^ and Pgg estimate p, where 
2 2 
p is the ratio of the inter-block error variance per plot Ca + ko^ ), 
2 
to the intra-block error variance per plot a , 
7.1. The Exact and the Approximate Variances of T(p^y) 
Khatri and Shah (1975) have tabulated the ratios of the variances 
of the Yates-Rao estimators to the corresponding variances of the 
intra-block estimators of "treatment differences" for four BIB 
designs for values of p = 1, 2, 3 and 5. The value p = 1, corresponds 
2 2 2 
to a. =0 and the value p = 1 + k, corresponds to a, = a where k 
D b 
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is  the number of  "plots" in each block.  The "ratios" tabulated by 
them are accurate at least up to the fourth decimal place. 
2 
For any given value of a , the variance of the intra-block 
estimator of any normalized treatment contrast is given by Cé.1.9). 
Thus numerical values for the variances of the Yates-Rao estimators 
for the designs considered by Khatri and Shah were obtained by 
multiplying the ratios tabulated by them, by the corresponding values 
of (6.1.9). 
The corresponding "variance approximations" that are based on 
(6.1.21) were then numerically evaluated by substituting the 
computed values for the variance of the truncated ANOVA estimator of 
P in (6.1.21). A procedure for computing the variance of the truncated 
ANOVA estimator of p to any desired accuracy level is described in 
section 6.2. 
We are primarily interested in comparing the results that are 
based on the variance approximation (6.1.21) with the exact results 
that are based on the ratios tabulated by Khatri and Shah. It follows 
from section 6.2 that the variance of the truncated ANOVA estimator of 
p depends of p but not on a^. Thus for a given value of p both (6.1.9) 
2 
and (6.1.21) are multiples of a . Hence we assumed without any loss 
2 
of generality that C7 was equal to unity. 
Table 1 presents the variances of the Yates-Rao estimators of 
normalized treatment differences based on the ratios tabulated by Khatri 
and Shah and the corresponding variances of the optimum estimators and 
the variance approximations that are based on (6.1.21). 
Table 1. The exact and the corresponding approximate variances of the Yates-Rao estimators 
Design 
Parameters P 
Exac% yar. 
of t(p^^) 
Var. of 
Opt. Estr. 
Approx. Var. 
of ffSav) 
Error in using 
Var. of Opt, Estr. 
Error 
the Approx. 
t = 9 1 .2578 .2500 .2734 -.0078 .0156 
b = 12 
k = 3 2 .2951 .2857 .3058 -.0094 .0107 
r = 4 3 .3098 .3000 .3152 -.0098 .0054 
X = 1 
5 .3202 .3125 .3224 -.0077 .0022 
t = 10 1 .1117 .1111 .1122 - .0006 .0005 
b = 18 
.1187 .1118 .1188 l< = 5 2 -.0069 .0001 
r = 9 3 .1208 .1200 .1208 -.0008 .0000 
X = 4 
-.0006 5 .1225 .1219 .1225 .0000 
t = 10 1 .1123 .1111 .1127 -.0012 .0004 
b = 30 
k = 3 2 .1294 .1277 .1298 -.0017 .0004 
r = 9 3 .1358 .1343 .1360 -.0015 .0002 
X = 2 
.1415 .1402 .1413 5 -.0013 .0002 
t = 9 1 .1119 .1111 .1119 -.0008 .0000 
b = 57 
k = 3 2 .1316 .1304 .1317 -.0012 .0001 
r = 9 3 .1394 .1385 .1394 -.0009 .0000 
X = 1 
5 .1465 .1456 .1463 -.0009 -.0002 
154 
One can observe that, except for the first tabulated design, the 
variance of the optimum estimator gives poorer approximations than the 
corresponding variance approximations based on (6.1.21). For the 
first design the variance of the optimum estimator gives better 
approximations for value of p =  1 and 2, but for larger values of p 
the variance approximations based on (6.1.21) are superior. Moreover 
except for the first design the variance approximations based on 
(6.1.21) are accurate up to the third decimal place. It seems that 
these variance approximations become progressively more accurate as the 
size (total number of observations) of the design increases. In addition 
it appears that the "variance approximations" are slightly better for 
larger values of p than for smaller values of p, for the designs 
considered here. 
7.2. The Simulation Study 
A simulation study was carried out with three BIB designs with 
the objectives 2, 3 and 4, that are described in the first paragraph 
of this chapter. These BIB designs were considered because it appeared 
on the basis of ad-hoc considerations that the variances of the optimum 
estimator may not be close to the exact variances of T(p^^) for these 
designs. Corresponding to a set of design parameters, let N be the 
number of sets of the sample statistics that were generated for the 
simulation study. For each set of design parameters, the number N was 
determined so that the simulated value of the variance of the Yates-Rao 
estimator differs by no more than .001 from its true value with 
a probability that exceeds .50. This choice of the accuracy level 
depended on financial constraints. 
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A preliminary simulation study indicated that for a given value of 
^ ^  /S /N /N yv. 
p, the variances of the estimators T(p^^), T(p^^), T(pg^) 
^ 2 
and were multiples of a . For a given value of , the approximate 
ys /\ /\ /\ •N. 
variances of T(p^y), and T(p^^) that are based on (6.1.21) are 
2 
also multiples of o . Thus, in view of the objectives 2, 3, and 4, 
2 
the value of a was assumed to be equal to unity. 
From sections 6,2 and 6.3 it follows that the truncated ANOVA 
estimator the ML estimator and the REML estimator depend 
on the data vector only through the sufficient statistics SSR, SSE, 
Y g ,  . a n d  7 2 '  ,  F r o m  ( 6 . 3 - 5 0 )  a n d  ( 6 . 5 . 2 )  i t  f o l l o w s  t h a t  
the posterior distribution of p given y also depends on the data vector 
y only through these sufficient statistics. The sufficient statistics 
SSR, SSE, y^, and are defined in section 6.3, 
These sufficient statistics are known to be independently distributed 
and their probability distributions are given in section 6.3.5. Thus 
corresponding to a set of design parameters, we were able to generate 
numerical values of these sufficient statistics. 
The formula (6.2.1) was then used to compute numerical values 
of p^y. The estimators Pj^j^ and are defined to be any values which 
maximize (6.3.62) and (6.3.66) respectively, Fletcher and Powell's 
(1963) "minimization procedure" was used to compute numerical values 
of p_, and p_, . The formula (6.5.7) was used (with n = 10) to 
ML KL 
compute numerical values of the estimator pgg. Thus corresponding to 
a set of sufficient statistics we were able to compute numerical 
values of the estimators p^^, p^^, pj^^^ and pgg. The corresponding 
156 
est imates  of  normalized treatment contrasts ,  
and T ( p _ _ )  were computed by using the formula (6.3.46) with p  replaced 
DO 
by the appropriate estimates. Finally the formula (6.5.8) was used 
(with n = 10) to compute numerical values of the estimator ^ 
It was argued in the beginning of chapter 6 that each of the five 
estimators T(p^^), Tip^^^, TtPp^), T(Pgg) and is unbiased for 
estimating treatment contrasts x. Since we are primarily interested 
in comparing various variances and various variance approximations 
with the objectives 2, 3 and 4 it was assumed that all "treatment 
means" are equal without any loss of generality. It follows that all 
treatment contrasts are identically equal to zero. Hence the expected 
/N •v. /\ /\ /^S 
value of each of the estimators T(p^y), T(p^^), T(p^^), '^(Pgg) and 
Tjjl is equal to zero. The parametric function T, here represents any 
normalized treatment contrast. Thus x can be viewed as a normalized 
linear combination of the (t-l) linearly independent treatment contrasts 
y^y which were defined in section 6.3. From (6.3.44), 
(6.3.55) and 6.3.56) it follows that the variance of each of the 
/\ /\ /\ /N 
estimators x(p^y), x(p^^), x(p^^), x(pgg) and Xj^j is the same no 
matter which normalized treatment contrast is represented by x. For 
each of the (t-l) independent normalized treatment contrasts the 
averages of the squares of the simulated values of the estimators 
/N /N /"S yN/N /%  ^
x ( p ^ y ) ,  x ( p ^ ^ ^ ^ ,  x ( p ^ ^ ) ,  x ( P g g )  and x^^j were taken to be the corre­
sponding simulated variances. The (t-l) simulated variances corre-
• s y s  / V  / \  / \  / s  / N  
sponding to each of the estimators x(p^^), x(p^^), x(p^^), x(pgg) and 
Xj^l so obtained were then averaged over. These averaged quantities were 
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taken to  be the s imulated variances of  the est imators ,  "(p^,  ) ,  
Aw ML 
/V /s /s /V 
T(Pgg) and where x represents any normalized treatment 
contrast. 
An approximate variance of T(p^y) for a given value of p was 
obtained by substituting the computed value of the variance of the 
truncated ANOVA estimator of p in (6.1.21). A procedure for computing 
the variance of the truncated ANOVA estimator of p to any desired 
accuracy level is described in section 6.2. The approximate variances 
of andxCpj^i^) for a given value of p were computed by using the 
formulas (6.4.13) and (6.4.14) respectively. 
Estimates of the variances of T(p^y), T(p^^) and xfp^^) were 
obtained by replacing the value of p in the corresponding approximate 
variance formulas by the appropriate estimates of p. 
The cnnplc means and the snrplc varlnnccs of the cinulntcd values 
of the estimators and Pg^ estimate their expected 
values and variances. Estimates of the mean squared errors of these 
estimators were computed from the sample means and sample variances. 
Tables 2, 3 and 4 present the simulated errors in the 
variance approximations and the estimated biases in the estimators 
 ^  ^  ^ A- /s 
of the variances of the estimators xfp^^) and T(p^^) 
respectively. 
From Table 2, one can observe that the biases in the estimators 
of the variances of the Yates-Rao estimators T(p^y) are positive for 
the cases considered here. Thus it appears that one would expect to 
somewhat over-estimate the variances of the Yates-Rao estimators if one 
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Table 2 .  The s imulated errors in the variance approximations and the 
s imulated biases  in the est imators of  the variances of  the 
est imators 
Simulated 
Expt. Var. 
Design Simulated Variance Error in of Estr. Simulated 
Parameters p Variance Approx. the Approx. of Var. Bias 
t = 9 1 .2592 .2734 .0142 .2848 .0256 
b = 12 
k = 3 3 .3082 .3152 .0070 .3103 .0021 
r = 4 
X = 1 5 .3186 .3224 .0038 .3193 .0007 
t = 5 1 .2533 .2674 .0141 .2677 .0144 
b = 5 
k = 4 3 .2631 .2687 .0056 .2679 .0048 
r = 4 
X = 3 5 .2658 .2680 .0022 .2678 .0020 
t = 6 1 .2099 .2414 .0315 .2617 .0518 
b = 15 
k = 2 3 .2849 .3097 .0248 .3024 .0175 
r = 5 
X = 1 5 .3054 .3211 .0157 .3163 .0109 
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Table 3 .  The s imulated errors in the variance approximations and the 
s imulated biases  in the est imators of  the variances of  the 
est imators 
Simulated 
Expt. Val. 
Design Simulated Variance Error in of Estr. Simulated 
Parameters p Variance Approx. the Approx. of Var. Bias 
t 
= 
9 1 .2623 .2617 -.0006 .2756 .0133 
b = 12 
k = 3 3 .3093 .3067 -.0026 .3063 -.0030 
r 
= 4 
X 1 5 .3182 .3171 -.0011 .3172 -.0010 
t — 5 1 .2535 .2578 .0043 .2595 .0060 
b = 5 
k = 4 3 .2631 .2638 .0007 .2625 -.0006 
r = 4 
X 
= 
3 5 .2658 .2650 -.0008 .2638 -.0020 
t 6 1 .2127 .2128 .0001 .2357 .0230 
b = 15 
k = 2 3 .2886 .2835 -.0051 .2857 -.0029 
r = 5 
X = 1 5 .3065 .3023 -.0042 .3042 -.0023 
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Table 4 .  The s imulated errors in the variance approximations and the 
s imulated biases  in the est imators of  the variances of  the 
est imators 
Simulated 
Expt, Val. 
Design Simulated Variance Error in of Estr. Simulated 
Parameters p Variance Approx. the Approx, of Var. Bias 
t = 9 1 .2590 .2708 .0118 .2806 .0216 
b = 12 
k = 3 3 .3085 .3096 .0011 .3053 -.0032 
r = 4 
X = 1 5 .3187 .3187 .0000 .3154 -.0033 
t = 5 1 .2533 .2614 .0081 .2621 .0088 
b = 5 
k = 4 3 .2631 .2648 .0017 .2639 .0008 
r = 4 
X = 3 5 .2658 .2656 -.0002 .2647 -.0011 
t = 6 1 .2087 .2200 .0113 .2388 .0301 
b = 15 
k = 2 3 .2866 .2883 .0017 .2827 -.0039 
r = 5 
X = 1 5 .3067 .3054 -.0013 .3007 -.0060 
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employs the estimators that are based on the variance approximation 
(6.1,21). A little over-estimation of variances is preferable to under­
estimation in the sense that it corresponds to "being more conservative". 
Thus in this sense it might be "reasonable" to use estimators of the 
variances of the Yates-Rao estimators, that are based on (6.1.21). 
From Table 3, it can be observed that the approximate variances 
of the estimators that are based on the formula (6.4.13) are 
accurate at least up to the second decimal place for the designs 
considered in this simulation study. 
From Table k, one can observe that except when p = 1 (or 
2 
equivalently = O) the simulated errors in the variance 
approximations and the simulated biases in the estimators of the 
variances of the estimators T(pp,^^ are significant in the third 
decimal place only. 
Table 5 presents simulated variances of the unbiased 
 ^ /X A  ^  ^ /s  ^
es t i ma tors X (py^^) > T Cp ^ ^^); T (p T(pg2) and T^j. 
The simulated variances of the estimators T(p^^) and T(p^^) are 
"not much different" for the three designs considered here. They 
agree up to four decimal places for the design with t = 5, up to 
three decimal places for the design with t =9 and up to two decimal 
places for the design with t = 6. The simulated variances of T(p^^) 
are mostly larger than the corresponding variances of However 
the difference is small, for larger values of p. Thus in this sense 
A A.  ^ ys 
T(p^y) may be slightly better than Tip^^). Moreover ^(p^^) has a 
computational advantage over 
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Table 5 .  The s imulated variances of  the unbiased est imators T ( P , , , ) ,  
^(v) ,  Î(5BS'  
simulated Simulated Simulated Simulated Simulated 
Design Var. of Var. of Var. of Var. of Var. of 
Parameters p ffPgg) 
t = 9 1 .2592 .2623 .2590 .2698 .2639 
b = 12 
k = 3 
L 
3 .3082 .3093 .3085 .3038 .3034 
r = 
X = 
H 
1 5 .3186 .3182 .3187 .3147 .3167 
t = 5 1 .2533 .2535 .2533 .2573 .2549 
b = 5 
k = 4 
f. 3 
.2631 .2631 .2631 .2612 .2609 
r = 
X = 
4 
3 5 .2658 .2658 .2658 .2636 .2643 
t = 6 1 .2099 .2127 .2087 .2213 .2145 
b = 15 
k = 2 3 .2849 .2886 .2866 .2799 .2782 
r = 5 
X = 1 5 .3054 .3065 .3067 .3003 .3027 
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Except when p = 1, for each of the three designs, the simulated 
variances of the estimators tCpg^) and are smaller than the 
corresponding variances of T(p^^J. Among "(Pgg) and the 
estimator seems to perform better for p = 1 and 3. However for 
p = 5, zCpgg) performs better than in the sense of having smaller 
variance. 
Table é presents simulated mean squared errors of the 
estimators p^^, p^j_' Prl ^BS" 
For each of the three designs and for each of the three values 
of p considered here the simulated mean squared error (MSE) of 
Pj^j^ is larger than the corresponding MSE of p^^. However the simulated 
MSE's of pj^i^ and p^^ are relatively "not much different". 
Except when p = 1, the simulated MSE's of pg^ are "much smaller" 
than the corresponding MSE's of Hence on the basis of MSE 
considerations, pg^ seems to be a better estimator of p than the more 
popular estimator p^^. 
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Table 6 .  The s imulated mean squared errors of  the est imators 
^ML' ^RL ^BS* 
Simulated Simulated Simulated Simulated 
Design MSF. of MSE of MSE of MSE of 
Parameters p p^y Pyi PRL ^BS 
t = 9 1 .6449 1.2964 .6453 1.6156 
b = 12 
k = 3 
u 
3 5.4407 12.2536 5.4958 4.1864 
1 
II 
—
 4 
1 5 14.1414 32.4228 14.0715 5.0410 
t = 5 1 1.3992 1.6710 1.3992 3-6551 
b = 5 
k = 4 
A 
3 12.8782 15.6773 12.8782 3.1336 
r = 
X = 
4 
3 5 34.5228 42.0864 34.5228 2.6227 
t = 6 1 1.3016 2.6160 1.3027 2.1497 
b = 15 
k = 2 3 8.7284 20.0271 8.8883 6.0997 
r = 5 
X = 1 5 23.0093 54.2406 23.4008 8.1056 
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