Abstract-This paper explores relay selection and selection diversity for coded cooperation in wireless sensor networks, with complexity constraints for the sensor nodes. In previous work, a relaying scheme based on repeat-accumulate (RA) codes was introduced, where it was assumed that the relay does not perform decoding and simply uses demodulated bits to form codewords. However, in a network setting with multiple potential relays where relays do not decode the source transmission, it is not obvious how to select the best relay. The optimal choice involves finding the best relay possibly using density evolution, but is quite complex and time-consuming. It is shown here that the mutual information of the equivalent relay channel, which is much simpler than using DE, is a good selection heuristic. With surprisingly poor performance when a naive selection scheme is used, the importance of a good relay selection scheme is emphasized.
I. INTRODUCTION
With the growing importance of sensor networks and an increasing interest in developing mesh networks to augment wireless systems with centralized base-stations, the number of studies on networks utilizing relays has increased dramatically. Figure 1 depicts a typical three-node relay channel, where S, R and D are the source, relay and destination nodes respectively. In relay channels, it is assumed that R has no data of its own to send and its sole purpose is to assist S. In [1] , the earliest work on relay channels, the achievable rates of decode-and-forward (DF) and compress-and-forward (CF) were presented. The concept of cooperative diversity, where mobile stations share resources to achieve spatial diversity by sharing antennas, was first presented in [2] , [3] . The diversity-multiplex tradeoff of DF and amplify-and-forward (AF) was studied in [4] , [5] . Some well-known cooperative diversity schemes based on DF include coded-cooperative diversity [6] , distributed turbo codes [7] and dynamic decode-and-forward [8] . These schemes provide excellent performance in fading channels, but the performance is limited by the S-R channel, as the relays only assist if the information bits from the source are decoded correctly. In addition, relays are expected to perform decoding, which increases the hardware complexity required at the relay.
In [9] , we presented an alternative approach wherein a relay demodulates (but does not decode) the source transmission and forwards parity bits from its hard decisions to the destination. The scheme was shown to provide a diversity order of 2 with 1 relay. In [10] and [11] , this scheme is extended to low-density generator matrix (LDGM) and repeat-accumulate (RA) codes respectively. These cooperative codes are more flexible than that of [9] , as the rate of the code from both the source and the relay can be easily adjusted. One advantage provided by this type of "demodulate-and-forward" scheme over AF is that the code rate, instead of the transmission power, can be changed to improve the performance, thus allowing constant transmission power. These coding schemes represent a type of CF. Another implementation of CF can be found in [12] . Real world networks, usually comprising many nodes, are clearly more complex than the simple 3-node model in Fig. 1 . In theory, more than one relay can be employed to increase the available diversity order of a S-D transmission. As synchronization is not required with the cooperative LDGM and RA codes, a transmission schedule must be coordinated by the relay to avoid conflict. Multiplexing schemes such as time-division multiple access (TDMA) or frequency-division multiple access (FDMA) can be used, but this would greatly reduce network capacity and increase power usage. One way to achieve full diversity without sacrificing network capacity or power efficiency is to select one best relay out of the available pool to transmit to the destination [13] , [14] , [15] . Relay selection also has the advantage of significantly simplifying code design. In networks using DF or AF, relay selection is relatively straightforward: in the case of DF, the optimal relay is the one that decodes correctly and has the best R-D channel [14] or, in the case of AF, has the best S-R-D compound channel [15] .
In our case of coded cooperation based on "demodulate-andforward", no method is available yet to select the optimal relay. Our contribution in this paper is to demonstrate the features of optimal relay selection for practical coded cooperation schemes, and show that it is very unrealistic to use it for relay selection. Also, we show that the mutual information of the equivalent relay channel is a good heuristic to approximate the optimal selection method, and is much easier to obtain. Furthermore, we illustrate the importance of a good relay selection method using a max-min selection technique, which is simple and seemingly reasonable, but results in a very poor performance.
This paper is organized as follows. Section II introduces the system model for the relay channel. Section III provides some background information on RA codes, and various parameters associated with the cooperative version of the code. In Section IV, the relay selection schemes based on maximum mutual information of the equivalent relay channel and maxmin S-R-D channel are described, followed by simulation results in Section V to illustrate the performance of each scheme. Some implementation issues are discussed in Section VI, and finally, we draw some conclusions from the simulation results in Section VII and point the way forward.
II. SYSTEM MODEL
The system model used, also known as the classical relay channel, is illustrated in Fig. 1 . The system model assumes: (i) the channels between the three nodes are quasi-static Rayleigh fading channels and a block fading model is used; (ii) at any instant each node can only either be transmitting or receiving; (iii) perfect channel state information (CSI) is available at all receiving nodes, and the instantaneous S-R signal-to-noise ratio (SNR) is available at D. In a network setting, the source has multiple relays to choose from.
The source first passes the binary codeword d s into the data modulator to produce the binary phase-shift keying (BPSK) symbol vector to be transmitted, c s , where the mapper function ξ(·) maps {0, 1} to {+1, −1}. The transmission is then divided into two phases. In the first phase, S "broadcasts" coded symbols. The discrete-time signals received at by R and D respectively are
where h SR and h SD are fading channel coefficients on the S-R and S-D channels respectively, E s is the transmitted symbol energy, and n R and n D are independent complex white Gaussian noise with variance N 0,R and N 0,D respectively. The average received symbol SNR of the S-D channel is
where E[·] represents statistical expectation. The average received symbol SNR of the S-R and R-D channel,γ SR and γ RD , are defined in a similar manner. At the relay, the received signals are demodulated, and the relay codeword d r is then formed based on the demodulated bits. The relay does not attempt to decode the source codeword. In the second phase, the relay symbol vector c r = ξ(d r ) is transmitted by R and received by D. The received signal is given by
where h RD is fading channel coefficient on the R-D channel. 
III. REPEAT-ACCUMULATE CODES
In [16] , a class of simple "turbo-like" codes, called repeataccumulate (RA) codes, was introduced. To generate the parity bits of a systematic RA codeword, the information bits are first repeated q times, then interleaved, and finally fed into a truncated rate-1 recursive convolutional encoder with transfer function 1/(1 + D). The rate of RA code can be changed easily by puncturing the parity bits. To ensure good performance, information bits must be included in a punctured RA codeword. The transmitted symbols are obtained by first concatenating the information bits with the punctured parity bits, and then performing the mapping using ξ(·). The main reason RA codes are chosen in the study here is because they are codes that are close to capacity-achieving, justifying our use of a mutual information heuristic for relay selection.
A. Cooperative RA Code
Let k s and l s be the number of information bits in the source codeword d s and its length, where the rate is given by r s = k s /l s . The relay chooses a fraction of the bits from the received source codeword, demodulates them, and uses them as information bits to form a new codeword d r . Let i,s and p,s be the fraction of source information and parity bits that are used to form the relay codeword. Hence, when the relay has no information of its own to transmit,
where k r is the number of relay "information" bits. The codeword formed by the relay has code rate r r = k r /l r , where l r is the length of the relay codeword d r . The cooperative RA code can also be represented by a factor graph, as illustrated in Fig. 2 . In the figure, the squares represent factor nodes, and the circles represent variable nodes. The nodes labeled v i,s , v p,s , v i,r and v p,r are the source and relay information and parity bits respectively. The shaded nodes represent bits that are discarded in the puncturing process and are therefore not transmitted. Throughout this paper, we set q = 3.
B. Decoding RA Codes
It is well known that decoding of RA codes can be performed using the sum-product algorithm (SPA), and adapting
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This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE GLOBECOM 2007 proceedings. this algorithm to the cooperative case is not difficult. Background information on the SPA can be found in [17] . When messages are passed between source and relay codewords, the errors that occur from the relay's estimation of source bits must be taken into account. More details on the calculation of the messages being passed between the source and relay bits can be found in [10] , [11] .
IV. RELAY SELECTION

A. Optimal relay selection
An optimal relay selection scheme selects the relay that minimizes the bit error rate (BER) in overall decoding. Equivalently, the frame error rate (FER) can be used as a criterion, but BER is used here as it can be easily obtained using density evolution (DE) [18] . As such, it is necessary to know the probability of symbol error in decoding for every possible coordinate of γ SD , γ SR , and γ RD .
Using DE, we have plotted the contours of various BERs of cooperative RA code with r s = r r = 1/2, i,s = 1 and p,s = 0 in Fig. 3 . These contours are as expected-the BER cannot go below some value when either the S-R or R-D channel qualities are poor. In the plot, the solid and dash-dot lines represent results for γ SD = −4 dB and γ SD = −6 dB respectively. Optimally, some network entity would use such a figure to determine the best relay given knowledge of γ SD , γ SR and γ RD for every available relay. Clearly such an optimal approach is highly impracticalthe function form of the contours are difficult to characterize, and while DE is far more computationally efficient than simulations, collecting a contour plot for every possible value of γ SD (or even maintaining such a contour plot in memory) would be impractically complex and time-consuming.
B. Maximum Mutual Information
The heuristic presented here uses the mutual information in the source-relay-destination compound channel. This is based on the notion that a "good" code is close to capacity achieving and the mutual information is a good measure of the information theoretic quality of any channel. Note that even though the mutual information is calculated below, we are not trying to achieve capacity; instead, we are using the calculations to find the best channel which, when the associated relay is used, can provide the best BER. It is not obvious that this would work well, since mutual information is a measure of achievable rate, rather than a measure of achievable bit error probability, but as illustrated in Sec. V, this heuristic for choosing the best relay provides good results.
Let p SR = 0.5 erfc( √ γ SR ) be the probability of bit error over the S-R channel, where erfc(·) is the complementary error function. Since hard decisions are formed on the received bits, the S-R channel can be modeled as a binary symmetric channel (BSC)
with prob. p SR , where φ(i) describes the mapping that the φ(i)th bit of c s is relayed as the ith bit of c r .
In the following analysis, for simplicity, we assume that k s = k r and φ(i) = i, and we will omit the index i from the following equations in this section. The joint distribution of the source bits, the relay bits and the signals received at the destination and relay is given by
as y SD and (c r , y RD ) are independent given c s . The mutual information of the relay channel is given by [19] 
where H(·) is the entropy function. After some manipulation, we have the following probability density functions
where
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Equations (7), (8), (10) are substituted into (5) to obtain the mutual information. Figure 4 plots the contours for various values of mutual information as functions of γ SR and γ RD . As shown, these contours have a close resemblance to the RA code contours at low BER in Fig. 3 . The differences are probably due to the fact that the codes are not exactly capacity-achieving. We will, however, find equivalent relay channels such that mutual information contours would line up with the RA code BER = 10 −4 contours of the equivalent relay channels. These parameters will then be used to perform mutual information calculations to find the best relay.
It seems slightly unnatural to use mutual information as a heuristic, since mutual information is a measure of rate, and we are seeking to optimize bit error probability. However, it is not difficult to find an intuitive explanation for the good performance of the mutual information heuristic. The mutual information contour for a fixed rate divides the space of SNRs into a region where communication is possible, and where communication is not possible. Furthermore, for some given acceptable bit error probability, the space of SNRs is also divided into regions where a given RA code performs better and worse than the acceptable probability. Since RA codes can achieve successful communication at rates close to the channel capacity, we would expect that the shape of the mutual information regions and the shape of the RA code's bit error regions to be similar.
C. Max-Min S-R-D Channel
As an alternative to the optimal and the maximum mutual information scheme, we present here a naive heuristic for comparison and to illustrate the importance of a good relay selection scheme. This is also one of the relay selection method suggested in [13] . The max-min criterion effectively assumes that the overall BER is limited by the worse of the S- R and R-D channels (since the S-D channel is common to all the relays). This is equivalent to approximating the contours in Fig 3 as a rectangle, with two lines at the SNR levels where the BER saturates.
For each relay i with S-R and R-D channel SNR γ SR,i and γ RD,i , the relay is chosen using the following formula:
where R represents the set of all available relays to assist the source in transmitting its data and R max-min is the relay with the max-min S-R-D channel and is chosen to relay the bits. The heuristic here is simple, and we expect it to be suboptimal. However, as shown in Sec. V, it provides surprisingly poor performance. It is presented here mainly to illustrate the importance of the relay selection problem and the need for good heuristics.
V. SIMULATION RESULTS
For the simulations, we have set k s = k r = 2000, l s = l r = 4000, and i,s = 1 and p,s = 0. In other words, we are using rate-1/2 RA codes at both the source and relay, and only the information bits from the source are used to form a new codeword at the relay. Also, it is assumed that the average received SNR across all the channels are the same. The simulation results for relay selection using maxmin S-R-D (dash-dot lines) and mutual information calculation (solid lines) are shown in Fig. 5 . The plots illustrates the BER performance when 1, 2, or 3 relays are available to assist the source.
As illustrated in the plot, where typical range of tolerable BER is shown, when max-min S-R-D relay selection is used, more available relays does not necessarily increase the diversity order. Here we made the assumption that the quality of the S-R and R-D channel has the same effect on the BER performance. Surprisingly, the performance is so poor that a full order of diversity is lost over a wide range of SNR. This shows that care must be taken in the relay selection in order to achieve the maximum diversity order. A more intelligent method of relay selection must be used to exploit the larger pool of available relays. On the other hand, when the mutual information of the equivalent relay channel calculation presented in Section IV-B is used to assist in the relay selection, the diversity order increases as the number of relays is increased.
VI. DISCUSSIONS
One of the requirements for implementing relay selection using mutual information calculations is that the S-D, S-R and R-D channel coefficients must be known. The real-time calculation can be performed at either S, R, or D nodes, as long as the required hardware is available at the nodes. Lookup tables are not suitable in this case as the range of the channel qualities is quite large, making it difficult to store all required values. For example, if the mutual information calculation were to be carried out at the relay nodes, then the S-D channel coefficients will be piggy-backed onto the source codeword packet. The communication of channel coefficients among the nodes will cause extra overhead. However, the advantages provided by using the scheme is more significant than the overhead incurred. In our study, we have assumed that the channel coefficients stay constant throughout the block. In the case where the channel coefficients change over the transmission block, they must be updated, or else penalties will be incurred. This, and the acquiring of accurate transmit and receive channel state information, however, is outside of the scope of this paper. After the mutual information had been found or collected by either the source or destination node, the relay with the maximum mutual information will be informed that it is chosen to assist the source.
Other work, which is excluded for reasons of space, indicates that the shape of the curves in Fig. 3 is sensitive to the code type. For instance, using an LDGM code (as suggested in [10] ), the contour plots have a significantly different shape. We conjecture that the mutual information heuristic is most appropriate for coded cooperation schemes using codes without error floors, such as the RA code, since these codes can be designed to approach capacity.
VII. CONCLUSION
In this paper, we have illustrated the importance of relay selection in network settings and shown that the mutual information of the relay channel is a good heuristic for this selection. The relay with the largest mutual information is chosen to assist the source node in transmitting data to the destination node. We have shown that the diversity order of the BER increases as the number of available relays is increased. This performance contrasts with that of a naive max-min criterion where increasing the number of available relays from two to three made minimal difference in the BER performance. This criterion is suggested here to illustrate the fact that an intelligent method of relay selection must be used to achieve the gains available via cooperative diversity. One drawback of the mutual information method of relay selection is that it is based on the assumption that the code used achieves capacity. Since the RA codes do not exactly achieve capacity, adjustments must be made such that the mutual information calculation can be used to assist in relay selection. Future work will take into account that codes that are being used when choosing the best relay to assist in transmission, such that this type of analysis is not limited to cooperation using RA codes. We will also extend this work to study the effects of changing i,s and p,s .
