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This paper examines algorithmic strategies relating to the formulation of Lagrangian duals, and 
their solution via subgradient optimization, in the context of solving linear programming relaxa- 
tions of mixed-integer programs. As is the current rend in integer programming, several resear- 
chers have found it beneficial to generate and add additional constraints to the model, prior to 
its solution, in order to tighten its linear programming relaxation. It becomes necessary, there- 
fore, to be able to efficiently derive strong surrogate constrants and bounds based on such refor- 
mulations. This paper addresses the design and testing of the most viable technique available for 
exploiting such tight reformulations, namely, using Lagrangian relaxation in coordination with 
subgradient optimization. A computational study is conducted to test the efficiency of various 
Lagrangian dual formulations, and to investigate in the context of using subgradient optimization 
the effects of step size choices, problem scaling, conducting pattern moves, and projecting dual 
solutions onto subsets of violated dual constraints. Based on this study, certain recommendations 
are made regarding the manr?er in which one should implement such an approach. 
1. Introduction 
This paper is, in part, motivated by the following considerations. It has become 
a current trend in integer programming, particularly in solving zero-one l
integer programming problems, of generating and adding to a model prior 
solution several additional constraints which are redundant in the integer program- 
ming sense but which tighten the linear programming relaxation. The recent papers 
of Crowder et al. [8] and Martin and Schrage [19], among others clearly demon- 
strate the worth of adopting such a technique. In the context of nonlinear zero-one 
(mixed-) integer programs, Adams and Sherali [ , 21 report considerable success in 
solving mixed-integer biiinear programming problems an 
gramming problems by deriving large, but tighter-than-usual, equivalent lineariza- 
tions of the problem, and then solving these resulting problems. The purpose here 
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is to provide the facility for deriving strong linear programming based bounds, and 
to derive strong surrogate constraints for performing more conclusive logical tests. 
Such surrogate constraints, as described in Rardiu and Unger [24], for example, are 
obtained by aggregating the constraints using optimal dual multipliers correspond- 
ing to the linear programming relaxation. However, a Straightforward simplex bas- 
ed approach for deriving such bounds and surrogate constraints, perhaps 
repetitively in a branch-and-bound context, can become prohibitively time consum- 
ing, and therefore impractical. Portunate!y, a set of near-optimal dual feasible 
multipliers can serve just as well in achieving this purpose, and a viable technique 
for efficiently obtaining such multipliers i  to solve a suitable Lagrangian relaxation 
of the problem via subgradient optimization. 
Over the past fifieen years, Lagrangian relaxation has been shown to be an effec- 
tive approach for solving several types of continuous and discrete optimization 
problems. Particularly in the discrete case, the dualizing of ‘complicating’ EZ= 
straints has allowed the efficient solution of problems previously considered quite 
difficult. The works of Held and Karp [13, I4] on the traveling salesman problem 
and &her’s [Ia scheduling algorithms provide classical examples of such instances. 
For an exposition on the theory and application of Lagrangian duality and methods 
for generating Lagrangian multipliers, the reader is referred to the following from 
a host of available papers: Bazaraa nd Goode 143, Camerini et al. [7], Fisher [JO], 
Gavish [ll], and Geoffrion [12]. 
In obtaining dual multipliers through Lagrangian relaxation, aprincipal difficulty 
encountered is that the Lagrangian function being optimized is generally nondif- 
ferentiable. By far, the most successful technique that has been used in this context 
is subgradient optimization. Held and Karp L ‘13,141, for example, attempted a
steepest ascent, a simplex based column generation procedure, and a subgradient 
approach for optimizing their Lagrangian function, and found the first two 
methods to be computationally slow, but the lattermost technique to be “highly ef- 
fective’. Rardin and Karwan [23] report a similar dominance of a subgradient based 
method over others in solving a surrogate relaxation and a composite surrogate and 
Lagrangian relaxation of a general mixed-integer linear program. Fisher [lo] also 
points out that simplex based methods are more difficult to implement and fail to 
produce solution times comparable with subgradient methods. Of course, for some 
specially structured problems, other techniques may be preferable for solving the 
Lagrangian relaxation. A classical example of this is the well known dual ascent 
method of Erlenkotter [9] for the plant location problem. 
It is important o note that, as pointed out by Adams and Sheraii /1,2] and by 
Fisher WI, the choice of the particular Lagrangian relaxation used in any applica- 
tion is itself a crucial factor in compromising between computational effort and the 
quality of solutions obtained. oreover, Adams and Sherali [l] discovered that a 
considerable amount of fine tu l was necessary beyond the standard su 
wder llS], in order to obtain reason 
ewe, the purpose of this study is to investigate 
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of the formulation of Lagrangian duals, and the effects of various strategies used 
in coordination with subgradient optimization, on the quality of, an.d the effort re- 
quired to produce, the dual solutions obtained by the above techt8iques. 
Toward this end, the following section decribes the choice and:! generation of 
suitable test problems to be used in this study. Thereafter, Sections 3through 6 pre- 
sent and test various dual formulations and algorithmic strategies. Finally, recom- 
mendations and guidelines are provided in Section 7, It is found that for problems 
which are not highly well structured, one needs to balance a combination of 
strategies in order to produce reasonably good results. 
2. Choice and generation of test problems 
The ~PCPZ& -G Held and Karp [13,14] and Bazaraa nd Sherali [S] indicates that --11----- - -_ 
for very special problems uch as the traveling salesman or assignment types of 
problems, the standard Held, Wolfe and Crowder [151 subgradient optimization ap- 
proach works quite well. However, for somewhat more general problems, although 
still specially structured, such as those studied by Adams and Sherali [1 ,2], the stan- 
dard approach turns out to be inadequate. In designing test problems for this study, 
it was desired to produce problems with a more general structure, but also to have 
an embedded spec ial structure which could be exploited via Lagrangian duality. This 
led to the construction of (mixed-integer) test problems having the following form: 
MIP: minimize C*X+d-y (2-l) 
subject o Ax+ By L 6, (2.2) 
XE X, y E Y, y integer (2.3) 
where A is p x n, B is pxm, and where the sets X and Y are given by 
Y= {yERm:EyIf, Orys 1). (2.5) 
Here, the constraints Ey 1 fare assumed to be set covering constraints, with f and 
1 both being appropriate vectors of ones, and with the zero-one matrix E having 
at least two ones in each row. We also chose E to be of size m x m. Of course, we 
are interested here in the linear programming relaxation L 9 SW of Iwhlem 
The constraint CXil a is assumed to be redundant for LP, and its principal func- 
tion is to ensure a dual feasible solution to LB, regardless of the dual multipliers 
chosen with respect o the constraints (2.2). 
The problems were enercd in the spirit of the method of 
51, so that they woul la 
r a chosen problem size governed by (n,m,p), this was 
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&*,y*) denote a primal optimal solution set, and let (u*, u*, IV*) denote a dual op- 
timal solution set, where the dual variables w, v and w are respectively associated 
with the constraints (2.2), the constraints Ey lfand the constraints -ye -1 in (2.5). 
First, X* and U* were selected with components uniformly distributed on the interval 
[0, lo], and with roughly 2OoIo f these variables being zero. Next, the set covering 
constraints Eyrfwere generated, with E’ being m x m and having a density of 0.25, 
but adjusted to contain at least two ones in each row. Thereafter, a random vector 
d’ E fRm was generated with components uniformly distributed on the interval 
[O, NO], and the problem min{d’b y: YE Y} was solved. The optimal primal and 
dual solutions of this problem were respectively chosen as y * and (v*, w *). Follow- 
ing this, the matrices A and B were generated having a density of OS%, and with 
coefficients distributed uniformly on the interval [-5,5]. Finally, the vectors b, c 
and d were chosen to satisfy primal and dual feasibility and complementary 
slackness conditions with respect o the foregoing parameters and the chosen op- 
timal solutions. Wherever the coefficients of b, c, and d were not already determin- 
ed by these conditions, a random quantity uniformly generated on the interval 
[0, IAx*+By*l] was subtracted from the corresponding component of b, and a 
quantity uniformly generated on [I, 6] was added to the corresponding component 
of c or d Incidentally, we attempted to vary the proportions of positive x and u 
variables at sptimality and the densities of the various matrices above. Whereas this 
had some effect on any given combination of strategies, the relative effects on the 
different strategy combinations remained unaffected. Hence, the above parameters 
were set fmed in the computational experiment . A total of 25 test problems were 
generated. Of these, Problems l-10 were smaller problems with p = 8, n = 10 and 
m = 5, These problems were used to evaluate a large number of detailed alternative 
strategies and their combinations as described in Section 4, and were hence main- 
tained reasonably small to avoid excessive computational costs. The remaining 15 
problems (1 l-25) were somewhat larger, having p = 200, ,r = 500 and m = 25. Fur- 
ther, in order to test the effect of problem structure, Problems &lo from among 
the 10 smaller problems, and Problems 14-20 from among the 15 larger problems, 
were chosen with coefficients of A and B being + 1, - 1 or 0, with the same density 
as above. 
3, Dual fommlations and the gene& subgradient algorithm 
Since different Lagrangian relaxations can be devised for any given problem, the 
first issue under discussion here is the choice of a proper relaxation. Namely, one 
needs to decide which constraints to dualize in the formulation of the Lagrangian 
objective. The idea here is to obtain subproblems which are relatively easy to solve, 
while bearing in mind that typically, the more the number of constraints dualized, 
the lesser is the resulti ontrol over the dual variable values, and the slower is the 
expected rate of conv rice. (Since we are addressin 
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solutions and bounds, we do not deal with Geoffrian”s 1121 “integrality condition’ 
issue here, and all the relaxations considered below have the same optimal value as 
the LP relaxation.) 
Toward this end, we examine three Lagrangian duals. The first two, called LDll 
and LD2 below, are derived by dualizing the constraints (2.2), or the constraints 
(2.2) along with the constraints E’y~f in (2.9, respectively. 
LDl: maximize (e(u): 24 E U} (3* 1) 
where 0(u)= u4+min{(c-u&x: XEX} 
+min{(&-uB)ay: YE Y), (3.2) 
and where U= {la: u 2 0). (3.3) 
LD2: maximize {@(u, v): (u, 0) E W ] (3.4) 
where ~(u,v)=u~b+v~f+min{(c-uA)mx: XEX} 
+min{(d-uB-wE)*y: Oryx l}, (3 5 . ;\ 
and where W = {(u, v): u 2 0, v r_ 0). (3.6) 
Note that for a chosen u E U, the subproblem of LDl which evaluates 19(u), deter- 
mines a corresponding optimal companion set of dual variables associated with the 
constraints in Y, including the dual variables vassociated with the constraints Ey 2 f. 
However, these dual variables vare ‘free’ in the formulation LD2, and hence, LD2 
provides lesser control than does LDl. However, LD2 has subproblems (3.5) which 
are far easier to solve than the subprobiems (3.2). This compromise between the two 
relaxations i  to be studied in this paper. Additionally, we consider the following 
Lagrangian relaxation. This relaxa*,lon provides additional control to the relaxation 
LD2 while adding a marginal level off difficulty in the subproblem. To derive this 
relaxation, we first solve the linear program: 
minimize (d-y: Eyzf, Oryx l> (3.7) 
via the simplex method, and determine an optimal set of dual variables v”, say, 
associated with the constraints Eyrf in (3.7). Then the (strongest) surrogate con- 
straint isEyz v’ l f is constructed and added to the subproblem in (3.5) to yield the 
following relaxation. 
LD2: maximize { &(u, v): (u, v) E W} (3.8) 
where @,(u,v)=u~b+v~f+min{(c- (3.9 
+min{(d-uB-vE)*y: 0Eyrbj~ 01y~l), 
and where W is defined in (3.6). 
The abo agrangian duals may all be solved us 
orithm A given below eric statement 
used by us. This procedure solves a problem of the form: 
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maximize {f(z): 2~2) (3. IO) 
where f: iRQ+R is a concave (nondifferentiable) function, and 2 is a nonempty, 
convex, closed subset of the nonnegative orthant of IF?? The objective function 
J( 0) in (3.10) may be directly identified with 0( a ), @( a, . ), or &( l , l ) above, and 
likewise, the variables z may be accordingly identified with the variables (u) or (u, o), 
and the feasible region 2 with the feasible regions U or W above. Furthermore, 
subgradients of the Lagrangian dual functions may be readily obtained upon solving 
the problems which evaluate them, as described in Bazaraa and Shetty [3]. 
Notationally, for any nonempty, closed set SE IW and a point p E lR9, let P&) 
denote the projection of p onto S, i.e., S= P&j satisfies ~S and I~~-JJ[ 5 Ils-pll 
for all s E S. 
Algorithm A 
Initrakation. Start with some z1 E 2. Compute F(z’) and a subgradient c1 off ( l ) 
at 2’. Put z$= 2’ and {*=t’. If lP E 15: t2ol (c*)[ c e, for some chosen small tolerance 
e, then terminate with z* as a (near-) optimal solution. Otherwise, set the iteration 
counter k = 1, and the number of consecutive failures counter t = 0. Also, select 
parameter values for Nl = maximum number of iterations allowed, NZ = number of 
iterations between each reset as defined in Step 5 below, and N3 = number of con- 
secutive failures permitted before resetting. 
Step 1. Calculate a step size Aa - &(k, t,zk, ck), which may depend on k, t,ak and 
Ck. (The choice of a suitable step size function is addressed subsequently.) 
Step 2. Compute 
zk+* = pz(zk+‘), where zk+l = [zk+A+ii]* (3.11) 
Evaluate f (zk+‘) and let { k+ 1 be a subgradient off (. ) at zk+ ‘. 
Step 3. If aP& k+ *)I< v’, then stop with z k+l as being a (near) optimal solution, 
where, 
S= {{:riZO for each isuch that zF+l =O}. (3.12) 
Otherwise, proceed to Step 4. 
Step, 4 If f (zk+ ‘)>f(z*) go to Step 6. Otherwise, this iteration has resulted in a 
‘failure’, and so, increment t by one. If k mod(-!VZ) = 0 or if t mod(N3) =0 and 
t >O, proceed to Step 5. Otherwise, go to Step 3. 
Step 5. Reset to the incumbent solution by setting zk+’ =z*, and rk+’ = {*. Put 
t ==O and go to Step 7. 
Step 6. The current iteration has resulted in a ‘success’. Set z* = zk+ *, {* = tk’ 1 and 
put the counter t=O. Attempt to improve the incumbent by performing any addi- 
tional local explorations if desk& Thereafter, proceed to Step 7. 
Step 7. Increment the iteration counter k by one !g ! 2 El1 .L then terminate. Other- 
wise, return to Step 1. 
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emarks. Several remarks are in order here. First, any convenient s arting solution 
may be used to initialize the algorithm. For convenience, we simply chose the origin 
as z’ 9 since it is feasible to our sets U and IV defined in (3.3) and (3.6) respectively. 
Second, the criterion of Step 3 generalizes the condition l~~“rl~ <e used for re- 
cognizing optimality in the unconstrained case. The validity of this criterion is pro- 
ven in Bazaraa and Sherali [5]. Third, note that the above algorithmic framework 
provides some additional facility beyond the widely used subgradient scheme of 
Held, Wolfe and Crowder [151, and also accomodates certain variations proposed 
in Bazaraa nd Sherali [S]. In particular, Step P ailudes to a variety of possible step 
size choices, and Step 6 alludes to the possibility of some local exploration as is 
typically used in derivative-free direct search methods of nonlinear programming 
(see Bazaraa nd Shetty [3]). The resetting performed at Step 5, as shown in Bazaraa 
and Sherali [S], prevents the algorithm from straying without improvements for 
several iterations while the step lengths are not sufficiently small. Also, at each reset 
triggered by NZ, one can readjust he step length as in Bazaraa nd Sherali [5] in 
order to prevent he algorithm from crawling because of very short step lengths. 
Fourth, deflections or rotations of the subgradient direction in the spirit of con- 
jugate subgradient methods as in Camerini et al. [7] and Wolfe [26], or as in the 
bundle or aggregate subgradient methods described in Lemarechal et al. 1181 and 
Kiwiel [17], are also viable strategies in the framework of Algorithm A. In this 
paper, we worked mainly with subgradient directions, since this is the most com- 
monly used strategy. However, some results using conjugate subgradients are also 
given in Section 5. Finally, it is worth noting that the above type of algorithm per- 
mits one to easily combine the strenghts of alternative dual formulations in a com- 
posite procedure. For example, one may use LD2S in Algorithm A for a few 
iterations and then use the u-portion of the resulting solution as a starting solution 
for LD1, and run Algorithm A on LD1 for some additional iterations. We now pro- 
ceed to investigate these various algorithmic strategies. 
4. Basic algorithmic strategies and results 
In this section, we address four basic strategies related to the choice of step 
lengths, problem scaling, performing local explorations and projecting dual vari- 
ables onto dual subspaces. These are discussed inturn below. Because of the number 
of’ combinations involved, and the detailed nature of fine tuning these strategies, on- 
ly the general outconrds of our investigations are mentioned herein. 
information, the interested reader is referred to Myers [20]. 
he choice of step sizes to be use e context of sub~radient optimization is 
a very crucial issue, Theoretically, Poljak 1211 has shown that a sequence (,I.,} -4 
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satisfying C Ak -+oo, guarantees convergence in Algorithm A, in that limsup f (zk) 
equals the optimal objective value in (3.10). However, practically speaking, the 
selection of proper step sizes & so that a near-optimal incumbent solution is ob- 
tained in a moderate number of iterations can be a formidable and sometimes 
elusive task. Poljak [22] showed that by selecting &=fl[f *-f(zk)]/lckj2, where 
f * is the optimal objective value in (3. lo), and where el c/3< 2 - e2, with cl > 0 and 
e2> 0 being suitable tolerances, a geometric convergence rate is obtained under the 
usual regularity assumptions. However, th,, I ie ‘5 icigain an asymptotic result as k+oo 
and is not obtained in practice. Besides, f * is generizlly unknown. Held, Wolfe and 
Crowder [151 reported that satisfactory convergence r sults were obtained by using 
where J was chosen as some ovxestimate off* and where the parameter #k was in- 
itialized as 2, and halved after prescribed numbers of iterations. A further investiga- 
tion into choosing Ak by Bazaraa and Sherali [S] led to computationally simpler 
strategies which yielded faster convergence rates. Among these, the most successful 
one used (4.1) with & = 2 everytime k mod(N2) = 0, but for other iterations, deter- 
mined Ak simply as 
&= c jlk_,/2 if t mod(N3) = 0, t > 0, ,Ak- I otherwise. 
The parameters N2 and Nj were respectively chosen as 75 and 5. Note that the basic 
Held, Wolfe and Crowder [15] method oes not reset as in Step 5 of Algorithm A. 
However, Bazaraa nd Sherali [5] discovered that some improvement intkris cheme 
occurs by resetting each time & is changed. 
Por our study, we investigated various combinations of the methods of Held, 
Wolfe and Crowder [151 and Bazaraa nd Sherali [S]. R&Z 1 employed the Held, 
Wolfe and Crowder (HWC) [15] step size formula (4.1) withfchosen as f * and with 
&=2 for k= l-150, &= 1 fork= 151-225, &0.5 for k=226-260, &=0.25 for 
k=261-290 and & halved every 10 iterations thereafter. This was run with reset- 
ting performed each time /?k was changed, as well as without resetting. (The pro- 
cedure is relatively insensitive to the choice of 7, and selecting f as some known 
primal solution value or some ad-hoc value such as twice the intial dual value f(z*) 
gives *?! similar performance,) Rarle 2 u3ed the HWC formula up to some N4 itera- 
tions, and then switched over to the Bazaraa and Sherali [5] choice mentioned 
above. Pinally, Rule 3 employed the Bazaraa nd Sher& f51 recommendation for L-~ -_-- --------- - ___~__ 
some Nd iterations, and then switched over to the HWC strategy. 
As far as Rule 1 was concerned, it performed somewhat better with resetting than 
without resetting, but its performance against he other rules was clearly inferior 
(see Table 3 ;m Qe&~m 4Cnr m pn-ma&anm\ Daala 3 A~~~~-~ +A S~SAV~ nesi, X:&L-_ 1’ fl 8~8 UWWC~V~~ J 8ua u WUA~~~UE muuf. nup1G L ayyfisarciu cu w WA ;h tm,r wmcm iv2 = 
75, Nj = 10 and N4= 5. (N, was set at 350 for all our computations.) For some 
specially structured problems, a value of Nj = 5 was recommended byBazaraa nd 
owever, due to the number of consecutive failures for the more general 
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types of prob&rs solved by us, this parameter choice reduced the step lengths to 
near zero rather quickly, and a value of Na = 10 appeared to work best from among 
tne &;;~~~_~+~~ ‘~1llPC cd 4 _ LG&,a PC+= .;I - _ p 5 and 110. For Rule 3, the best parameter choices appeared 
to be NZ = 75 and Ns = 10 for Ns = 200 iterations, and then upon switching over to 
the HWC choice for the remaining 150 iterations, to use & = 2 for k= 201-250, 
BI y: 1 for k=251-275; &=0.5 for k=276-300, &=0.25 for k=301-315 and & , 
halved every 10 iterations thereafter. 
As far as LDl was concerned, Rules 2 and 3 appeared to perform similarly, with 
Rule 3 seeming to be only slightly better among mixed results, both producing 
roughly lo-25% better lower bounds for LP than did Rule 1 upon termination at 
N, = 350 iterations. For LD2, Rule 2 produced roughly l-2% better bounds than 
Rule 3, giving again lo-25Vo better bounds than Rule 1. Hence, from the viewpoint 
of uniformity, we employed Rule 2 with Nr = 350, Nz= 75, N3 = 10, and N4 = 5. 
Based on these results and the success on specially structured problems in Bazaraa 
and Sherali [5], this appears to be a good choice quite consistently. 
4.2. Problem scaling 
The operation of scaling optimization problems prior to solution can have quite 
a beneficial effect on the performance of the algorithm. We attempted herein a stan- 
dard linear programming scaling technique. The rows of (2.2) were normalized by 
dividing with the average of the absolute values of the row entries, and the X- 
variable columns were also normalized similarly. Both the reltiictions LD1 and LD2 
were employed on the scaled problems. 
Interestingly, scaling uniformly improved the performance of LD2, producing 
bounds approximately -5% better in quality. However, mixed results were obtain- 
ed with LDI, with bounds being on the average 2.2010 worse with scaling than 
without scaling. Because of the relatively well-scaled test problems used, the effects 
of scaling are minimal here. However, it does appear that scaling is more beneficial 
when the Lagrangian dual provides lesser control over the dual variables. It should 
be noted that as reported in Adams and Sherali [ 11, scaling can have quite a pro- 
nounced effect even on problems with +l, -1 and 0 constraint coefficients, when 
there is a significant variance among the row densities. In our runs below, we have 
used the scaled version of LP for LD2, with the y-variable columns unscaled, while 
the original problem itself has been used on LU. 
4.3. Pattern-search local expbmtions 
In the spirit of the pattern moves employed by Hooke and Jeeves [ 161, we at- 
tempted the following local exploratory search in 
an iterate zk produced a new iterate zk+l satisfy 
a new point 
p+* =p&k+Q(Zk+l-Zk)] 
60 H.D. Sherali, D. C. Myers 
by taking a similar step along the recently discovered improving direction. If 
f(tk+ $sf(zk+‘), then the procedure was made to exit from this exploration. 
However, if f (2k+ 1 ) > f (Zk+ ’), then the incumbent was updated and (4.3) was used 
again with zk reset as zk+ ’ reset as 2k+ ‘. 
This strategy proved to be reasonably effective in aiding the convergence of the 
algorithm. Since improvements in the initial phases of the algorithm are quite likely, 
we discovered that the best way of implementing the pattern moves was to permit 
them when kr200, and disallow these explorations in later iterations for which it 
appears that for marginal gains in objective value, the iterates are not guided in the 
proper direction. A particularly striking case in point is a problem solved using LDl 
for which the pattern moves resulted in a bound which was 14% poorer than the 
one found without such local explorations. Noneb heless, this strategy implemented 
as above produced consistently better bounds otherwise, which were roughly 4% 
larger, and was therefore used in all our subsequent runs. 
4,4. Projection of dual variables 
Observe that at Step 2 of Algorithm A, in the context of solving any of the 
Lagrangian duals LDl, LD2 or LD2s, the u-variables are being projected simply on- 
to the nonnegative orthant. However, under the assumption that the constraint 
Cxil QT in X is redundant for LB, we know from dual feasibility that the U- 
variables hould satisfy the constraints UA s c. We could therefore choose to project 
the point $+ ’ obtained as 3’ ’ in (3.11) onto the set {M: UA SC, uz 0). If this were 
done, then the subproblems min{(c-uA)*x: XEX} in (3.2), (3.5) and (3.9) would 
have zero objective values, and in fact, one would not need the redundant constraint 
Cx+ a. Although this would be highly advantageous from the viewpoint of ob- 
taining good quality dual solutions, it would be a computationally prohibitive task. 
Alternatively, one could consider the set 
W(Y) = (~20: uAWrc?P} for some YEG?“,Y~O. (4.4) 
Then, instead of projecting tik+’ onto U as in (3.1 l), one could project it onto 
U(Y). This projection operation can be performed very efficiently by using the 
technique of Bitran and Hax [6]. 
We attempted the following projection strategies. Rule 1 projected the variables 
tlk+ ’ onto the set U of equation (3.3). Rule 2 projected tik+l onto the set U(Y ‘) 
defined in (4.4) where Y1 E ll?” was chosen to be a vector of zeroes, except for a 1 
in the position corresponding tothe most violated of the constraints in at..4 s c with 
respect to ti = ak+ l. (In case tl k+ ‘A s c, Y1 was chosen as a O-vector). This was con- 
secutively repeated some Ns times, as desired. Rule 3 was devised similar to Rule 
q except hat the vector Y was chosen as a vector Y2 whose nonzero components “9 
corresponded toviolated constraints, and were given by the ratio of the particular 
constraint violation to the sum of constraint violations. ( in, if #k+l/lsc, then 
we chose Y2 = 0.) Finally, Rule 4 used Rule 1 first, and used Rule 2 or 3 on 
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Among the preliminary problems that we ran with the above rules, by far the most 
consistently promising strategy turned out to be Rule 4 implemented by using Rule 
I first and then Rule 2 with N5 = 1. (Rule 2 almost uniformly dominated Rule 3, 
being better oughly 85Vo of the time.) Rule 1 by itself was fairly comparable with 
Rule 2. 
In fact, the different Lagrangian dual formulations preferred ifferent rules. For 
the Lagrangian dual LDl, the gap from optimality after 350 iterations was 
significantly reduced for 3 out of 10 problems using Rule 4, while being comparable 
with Rule 1 for the other 7 problems. The exact reverse situation was observed for 
the Lagrangian duals LD2 and LD2S. EIence, in all the runs reported below, unless 
otherwise stated, we have been using Rule 4 with the Lagrangian dual LDl, and 
Rule 1 with the Lagrangian duals LD2 and LD2S. 
Furthermore, the effect of the more elaborate projection Rule 4 appears to 
become relatively beneficial for the Lagrangian relaxations LD2 and LD2S as well 
when the set X is not tightly constraked, i.e., when a larger value of a is used in 
our case. This is intuitively appealing since these relaxations have lesser control over 
the dual variables, and because a more loosely constrained set X penalizes dual con- 
straint violations to a larger extent, the projection onto violated constraints results 
in improved solution values. For example, with the same 10 problems as above, but 
with a doubled to 3 & x,& Rule 4 benefited LD2S by significantly reducing the gap 
after 350 iterations over Rule 1 for 8 of these problems. Hence, a judicious choice 
of the projection scheme needs to be made. 
5. Computational experience with alternative dual formulations 
In this section, we provide computational results for the three Lagrangian duals 
LDl, LD2 and LD2S, and also on a particular composite dual called LD2S1, com- 
posed of LD2S and LDl as noted below. We emphasize here that all the runs 
reported here accomodate he best versions of the strategies discussed inthe forego- 
ing section. In particular, we are employing the step size choice Rule 2 of Section 
4.1 with N, = 350, N2 = 75, Nj = 10 and NJ= 5, we are performing the scaling 
operation of Section 4.2, and we are conducting local explorations as mentioned in 
Section 4.3 for k20, Furthermore, we are using the projection Rule 4 (Rule 1 
fol!~-~~~d by Ruk 2 with N5 = 1) for the Lagrangian dual LDl, and 
Lagrangian duals LD2 and LD2S as noted in Section 4.4. Without these options, 
we lose the computational dvantages mentioned in aggregate form in these sec- 
tions, and larger gaps from optimality result at termination after 350 iterations. 
(Table 2 gives some indication of this phenomenon.) 
Table 1 below presents the main comparative r sult 
e - Lagrangian 
e’ co1 
lems l- 10 and the batch processing time for Problems 11-15 in cpu seconds on an 
Table 1. Comparisons of alternative Lagrangian duals and a composite procedure. 
Problem3 LP Lagrangian dual formulations 
Dual LDI Dud- LD2 Dual LD2S Dual LD2S-1 
objective 
value % Gap Time % Gap 
Time % Gap Time Vo Gap Time 
(=s) (sets) (se=) (se=) 
1 17 66.1 4.81 83.8 2.06 146.5 1.86 2.4 2.95 
2 456 13.4 4.91 45.2 1.98 27.6 2.17 27.6 3.01 
a 
;; 
1232 3.8 4.70 37.1 1.78 9.3 1.81 2.4 3.04 
955 3.0 4.54 30.0 2.22 3.5 1.67 2.7 2.77 
5 1363 1.1 4.48 12.4 2.17 0.4 1.82 4.0 3.13 
6 996 0.04 4.50 29.7 2.12 1.3 1.70 1.0 2.45 
7 187 15.3 4.62 21.9 1.70 6.7 1.70 4.5 3.24 
ab 266 0.3 4.33 0.8 1.57 0.3 1.64 0.0 3.13 
gb 303 0.0 4.12 8.7 1.52 0.8 1.78 0.7 2.92 
lob 278 0.0 3.22 12.1 1.73 0.0 1.62 0.0 2.26 
11 
12 
13 
14b 
15b 
559188 13.7 299.50 14.3 169.84 11.3 227.98 
560828 14.4 338.50 
PROBLEMS 
419627 14.6 309.77 
NOT 15.1 179.67 14.5 244.67 
399603 22.9 273.67 RUN 
18.3 177.66 17.3 232.38 
6.5 154.73 5.2 216.95 
419212 25,2 238;M 54 159,62 4.6 201.96 
a Problems 1 - 10 are of size (p, n, m) = (8, IO, 15) and Problems 1 1 - 15 are of size (p, n, m) = (200,500,25). 
b Problems with +l, -1 and 0 coefficient matrices A and B. 
IBM 3031 Series D24 computer with coding in FORTRAN, and is inclusive of pro- 
blem generation and all input and output times. Hence, these time values are 
somewhat inflated, and should be used only to make rough comparisons between 
alternative strategies. 
Examining the overall results in Table 1, a particularly noteworthy observation 
is that the dual objective values obtained are not nearly as close to the optimal objec- 
tive values, as was the case for earlier studies. The absence of a very special structure 
in these p.-oblems appears to be the cause. Adding credence to this comment is the 
relative tightness of the bounds obtained for the ‘unity’ (+l, -1,O) coefficient prob- 
lems 8, 9, 10, 14 and 15, although for the last two larger sized problems, con- 
vergence difficulties are still evident. Hence, depending on the application, one may 
need to carefully design the strategies used in such a procedure in order to obtain 
reasonably good convergence r sults. 
Comparing the alternative Lagrangian dual formulations, the problema E-10 
(among others that we ran) seemed to indicate that the dual LD2S was clearly 
preferable to LD2. Hence, the additional control provided in LD2S via the surrogate 
constraint in (3.9) is quite evidently abeneficial strategy. As far as the comparison 
between LDl and LD2S is concerned, it appears that the Lagrangian dual LDl per- 
forms generally better than LD2S, although it consumes about 20% more time. This 
is to be expected because of the extra effort expended by L 1 in providing better 
control over the dual variables. That is, for each U, LDl derives an optimal 
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associated set of u and w-variables at every iteration. However, in a branch-and- 
bound context, if this additional effort produces better quality bounds, and helps 
to derive an improved strongest urrogate constraint particularly at node zero of the 
enumeration process, then this may still pay off by significantly reducing the total 
number of nodes generated, and hence curtailing the overall effort. 
The above observation regarding LDl and LDZS, combined with the fact that the 
gap at 200 iterations is not far from that at 350 iterations, prompted us to attempt 
the following combination approach, called LDZSl. This approach exploits the 
strengths of both the duals LDl and LD2S. It runs LD2S for the first 200 iterations, 
then inputs the u-portion of the resulting incumbent solution as a starting solution 
for LDl, and then runs LDl for the next 150 iterations. Examining the results in 
Table 1, it appears that from an overall viewpoint of compromising between solu- 
tion quality, consistency in performance and computational effort, this combina- 
tion strategy is the most favorable approach. A further improvement in this option 
may be realized by incorporating another strategy outlined in the following section. 
As a final note here, we attempted 10 additional larger problems of size (p, n, .P@ = 
(200,500,25) on this combination strategy LD2S-1. As a point of interest, we com- 
pared this to a ‘standard approach’ which still employs the strengthened version 
LD2S of the usua! 1. -agrangian dual LD2, i.n concert with the step size choice Rule 
1 (which is a fine-tuned version of the Held, Wolfe and Crowder [151 step size rule, 
along with the resetting option). We did not use problem scaling or local explora- 
tions, and we used the projection Rule 1 as noted in Sections 4.2,4.3 and 4.4 respec- 
tively. Both the algorithms were run for 350 iterations. Table 2 below summarizes 
the results obtained, and demonstrates a significant advantage for the proposed 
technique over this standard approach, particularly for the 0, +l, -1 coefficient 
problems 16-20. Incidentally, we also ran Camerini et al’s [7] conjugate subgra- 
dient approach on these ten problems with some improving modifications involving 
resetting as in Step 5 of Algorithm A of Section 3. The percentage gaps obtained 
in this case were: 8.29,8.25, 1&13,8,24,9.68,24.85,24.77,29.30,32J2, and26.93, 
respectively. Hence, the proposed approach exhibits a significant advantage over 
this method as well. 
Table 2. Comparison of LD2S-1 with a Standard Approach. 
Problema lab 17b 18b 19b 20b 21 22 23 24 25 
Vo Gaps 
for LDZS-1 4.67 6.67 5.33 6.22 4.95. 18.96 20.02 :&SJ 21.51 19.87 
% Gaps for the 
Standard Approach 88.89 65.79 69.71 96.84 82.78 24.49 24.49 29.83 33.24 28.14 
a All problems are of size (p, n, m) = (200,50& 251, 
b Problems with +I, -1, and 0 coefficient matrices A and B. 
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6. Computational experience with the manipulation 
constraint 
of the redundant bounding 
In all our computations thus far, we have been using a value of a= 1.5 & xr in 
(2.4). Note that the larger the value of a, the greater is the penalty imposed on the 
Lagrangian dual objective value for violations in the dual constraint UA s c. Hence, 
611 plays a role similar to that of the penalty parameter in penalty function ap- 
proaches. Based on the usual recommendations for such methods (see Bazaraa nd 
Shetty [3]), we attempted the following investigation. 
For each of the Lagrangian dual formulations LDl, LD2S and the combination 
LD2Sl, we ran two options. The first option uses a = 3 Ci x: and runs the algo- 
rithm for 350 iterations. The second option uses a! = Ci xr for the first 200 itera- 
tions, then uses (x= 1.5 Ci x: for the next 100 iterations, and for the final 50 
iterations, it uses a! = 3 Ci ~7. Of course, each time a is changed, the incumbent ob- 
jective value is recomputed with the revised set X. Hence, the final solution vake 
obtained corresponds to the same X as above, with a = 3 C xi”. For uniformity, the 
simple projection Rule 1 of Section 4.4 was used throughout for all the duals. Table 
3 gives the results obtained. 
Comparing Tables 1 and 3, one may observe that as expected, the larger value 
of a gives generally worse results. Evidently, dual constraint violations are being 
penalized to a considerable extent by the more loosely constrained set X. Hence, the 
procedure concentrates more on feasibility, and begins to crawl toward the optimum 
value while the gap is still significantly large. 
On the other hand, for the second option of starting with a smaller value of a 
and then gradually increasing it, the convergence obtained is quite favorable. Fur- 
thermore, in most instances, the gap at 200 iterations was almost identical to that 
at 350 iterations, even though the constraints in X were subsequently relaxed. This 
Table 3. Results on the variations of a in X. 
% Gaps using % Gaps using 
ar=3 CiX~ Q! ~ (ljl.5~3) Ci Xi* 
Problem LDl LD2S LDZS-I LDl LD2S LD2S-1 
1 235.3 342.2 22.8 0.0 0.0 
2 73.4 51.7 5.0 24.8 24.6 
3 14.6 i2.7 Approx. 3.7 12.1 4.6 
4 9.4 8.4 same as 0.2 3.0 3.0 
5 5.7 27.4 for 0.g 0.4 0.53 
6 20.7 28.8 LD2S 1.2 0.7 0.2 
.-Z / 46.5 32.6 29.7 3.8 1.5 
8 0.4 1.9 0.0 0.2 0.0 
9 1.4 5.7 1.9 6.9 2.5 
10 6.6 7.6 0.0 0.0 0.0 
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suggests that even if some known joint or individual bounds on the variables are 
available, it may be advisable to artificially tighten these constraints (in X) for the 
first several iterations, and then gradu lly increase these bounds to known, valid 
values. One word of caution, arising from some runs that we made, is that if the 
initial runs are made with a considerably overtight set of constraints in X, then the 
procedure tends to get superoptimal very soon, and then upon relaxing the con- 
straints in X back to valid bound levels, the benefits of the initial run are more or 
less lost. Hence, a carefully chosen sequence of bounds in X should be emp!oyed. 
We conclude this section by making a remark about cases wherein o bounding 
constraint of the type used in X is readily available or can be inexpensively com- 
puted. In this case, one can use some ad hoc value of a in the constraint C Xira 
of X in (2.4). For example, we attempted 
a=min 
(101~) max[l, min{dg y: ye Y}], 1oo 
maxII, -min{Ci,i=l, . . ..#I}] 
based on a heuristic notion concerned with the relative values of the two minimiza- 
tion problems in the Lagrangian dual subproblem (3.2). For the test problems 1 
through 10, these cr-values turned out to be 100, 46, 393, 208, 742, 37, 36, 1000, 
1000 and 1000 respectively, as compared with the values of 1 .S Ci x: which happen 
to be 54, 84, S2.5,63, 75,66, 33, 72,975 and 67.5 respectively. Using these values 
of a with LD1, for example, and doubling a after 250 iterations, we obtained the 
following percentage gaps for the first ten test problems: 
65.8, 23.17, 14, 3, 0.8, 0.7, 12.2, 0, 1.9, and 0 
respectively. Alternatively, one could have used logical tests on the constraints (2.2) 
and (2.3) to derive some bounds for use in X. These bounds could then be artificially 
tightened for some initial iterations, and later relaxed sufficiently to insure redun- 
dancy with respect o the original constraint set of LP. 
The goal of this paper has been to study the effects of Lagrangian relaxation for- 
mulations and various algorithmic strategies to be use in the context of a subgra- 
dient optimization technique. The motivation has been to exploit the recent rend 
of obtaining tight linear programming relaxations through the addition of extra con- 
straints and/or variables, by being able to provide strong surrogate constraints and 
tight bounds for use in a branch-and-bound procedure. As illu 
a proper design of both the Lagrangian dual and the subgradie 
deed needed to avoid a premature ter ination with a sig 
it 
a combination of iuals of the form d worked best. Generally speak- 
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ing, a dual with relatively simple bounding constraints in the subproblems may be 
used in the initial stages, and if possible, fewer constraints hould be dualized in 
later iterations while still maintaining some special structure in the subproblems. 
This provides additional control over the dual variables, and helps in the overall 
convergence. Furthermore, whenever the subproblems are constrained with only 
simple upper bounds, it is also significantly helpful to augment such subproblems 
with some appropriate surrogate constraint as in (3.9) of LD2S The findings in Sec- 
tion 6 with regard to the set X also suggests that whenever the subproblem con- 
straints are loose and are likely to be considerably redundant at optimality, it is 
helpful to artificially tighten such constraints im,ra., , .+’ 11~ and then gradually relax them 
in later iterations upto some original or verifiably valid levels. As pointed out, this 
is similar to the strategy used in penalty function approaches in nonlinear program- 
ming. 
As far as the setbgradient optimizatiorr scheme isconcerned, several design factors 
were studied. The most influential of these factors was the choice of step sizes. The 
most consistent and stable step size choice was discussed to be a combination of the 
Held, Wolfde and Crowder [1974] and the Bazaraa nd Sherali [5] step sizes, with 
parameter settings as given in Section 4.1. A second fairly influential factor was a 
local exploration strategy which was found to be beneficial when implemented over 
some initial (1200) iterations. Problem scaling was found to be only slightly in- 
fluential, being somewhat helpful for the more relaxed Lagrangian dual. Presum- 
ably, for more ill-structured problems, this factor would have had a far greater 
beneficial effect. The scaling we performed was static in nature, being done once 
at the beginning of the algorithm. Alternatively, one could attempt some dynamic 
scaling technique in which the current dual values are used to re-scale the problem 
at specified iteration frequencies as the algorithm proceeds. Of the projection 
strategies, the simpie Rule 1 of Section 4.4 proved to be usually adequate. However, 
for problems which possess little special structure or which have loosely constrained 
sets X, the combination strategy RuIe 4 seems omewhat preferable. 
Finally, about 300-358 iterations are sufficient for most problems, and typically, 
the gap closed during the last 100-150 iterations is not substantial. Hence, if one 
is using this scheme for computing bounds, the procedure may be halted after about 
200 iterations, On the other hand, if one is computing a strongest surrogate con- 
straint as a major tool for providing lower bounds in a branch-and-bound context, 
then obtaining even a somewhat better quality dual solution which provides a 
stronger fathoming machinery may well be worth the extra effort. 
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