Introduction
Differential privacy (DP) was introduced as a measure of confidentiality protection by Dwork et al. (2006b) and Dwork (2006) . Designed to guarantee confidentiality even in a worst-case scenario, differential privacy protects the information of any individual in the database even against an adversary with complete knowledge of the rest of the dataset. This strong guarantee is achieved by limiting the influence that any one respondent can have on the released information.
Differentially-private mechanisms for various statistical tasks may now be found in the literature; see for e.g. Chaudhuri and Monteleoni (2009) , Inan et al. (2010) , Dwork and Smith (2010) and Smith (2011) . However, the application of DP is rather complex for real datasets, as discussed (Dankar and El Emam, 2012) , and is limited in practice. Several relaxations of DP have been proposed, including ( , δ)-approximate differential privacy (Dwork et al., 2006a) , ( , δ)-probabilistic differential privacy (Machanavajjhala et al., 2008) and random differential privacy (Hall et al., 2011) . While these relaxations often provide higher utility than DP, they are not that different from DP in that their application to a new statistical task requires the creation of an appropriate protection mechanism and a proof that it satisfies the privacy definition. These two tasks may be hard to achieve for data disseminators.
A significantly different approach is proposed (Abowd et al., 2013) , where the goal is to conduct privacy-protected Bayesian mixed-effects modelling. Building on ideas presented in Abowd and Vilhuber (2008) and Machanavajjhala et al. (2008) , the authors use a prior distribution diffuse enough to offer privacy protection of the posterior distribution, but they do not provide a guarantee that the method strictly satisfies DP, or any of its relaxation. Instead, they offer a convenient way to obtain "an empirical analogue of ", an estimate of the DP protection of the statistical model used. The resulting privacy measure, termed Empirical Differential Privacy (EDP), is extremely attractive, as it can be computed easily for a large class of Bayesian models, even by users without the strong technical background required to produce DP mechanisms.
EDP has been applied to Bayesian linear mixed models in Abowd et al. (2013) , Bayesian generalized linear mixed models in Schneider and Abowd (2015) and zeroinflated Poisson models in Schneider and Abowd (2015) . However, little is known of its theoretical underpinnings. In this paper, we study carefully the meaning and limitations of EDP as a measure of privacy. We show that EDP is unfortunately not that related to the original DP, that it is not entirely well-defined and that it can be very computationally demanding.
The rest of the paper is organized as follows. We define DP and EDP formally in Section 2. Section 3 discusses the meaning of EDP and explains why EDP can not simply be considered an empirical version of DP. In particular, we highlight the implicit conditioning in EDP, reframe EDP as a sensitivity measure on posterior distributions, and show that the EDP depends crucially on the choice of discretization used in the procedure. Section 4 considers the practical implementation of EDP and gives results of numerical experiments for two conjugate Bayesian models. We discuss the results in the last section.
Empirical Differential Privacy
This section introduces Empirical Differential Privacy (EDP), as proposed in Abowd et al. (2013) . We first recall the definition of Differential Privacy (DP).
Differential Privacy: A randomized function κ is said to satisfy -differential privacy if and only if for all neighbouring datasets D 1 and D 2 , and for all S ⊆ range(κ),
For a matrix dataset, with rows associated to respondents and columns to variables, we usually consider two datasets to be neighbours if their entries are identical in all but one of the rows. Given an observed dataset D, one fixes a value of corresponding to the desired level of privacy, with smaller values of yielding greater privacy, and publishes the output κ(D). Note that differential privacy is the property of the randomized function κ itself, not of the published output.
As noted before, EDP is proposed by Abowd et al. (2013) as an alternative to DP due to the difficulties with implementing DP in practice. The EDP procedure is easily applicable to Bayesian modelling of a sensitive dataset, and requires less technical work from the part of the user. We describe it below.
Empirical Differential Privacy (EDP): Let D be the original dataset, and D −i be the same dataset without the i th observation. Consider a parameter θ and a discretization of its posterior distribution, meaning bins b 1 , . . . , b B such that P (θ ∈ b j |D) = 1/B, j = 1, . . . , B. Then, define
Finally, compute = max(| log(M 1 )|, | log(M 2 )|). This value is the level of EDP.
Note that the original definition actually considers several parameters simultaneously, and makes the implicit assumption that the domains of the posterior distributions of all these parameters are the same. For this paper, we will limit ourselves to a unique parameter of interest.
In practice, the EDP procedure is to compute the probabilities required to calculate M 1 and M 2 are estimated using samples from the appropriate posterior predictive distributions. Here are the details:
1. Obtain M draws from the posterior distribution of θ|D.
These are denoted θ Dm , m = 1, . . . , M .
2. Compute the B-quantiles from these draws so that we obtain bins b 1 , . . . , b B such that
An estimate for P (θ ∈ b j |D) is then 1/B.
3. For each observation i, obtain M draws from the posterior distribution of θ|D
Note that the analyst must pick values for M and B; the example in Abowd et al. (2013) uses M = 10, 000 and B = 20. We will discuss these choices in sections 3 and 4.
The proposed usage of EDP is to start with some prior for θ and compute the associated EDP-. Then, one may modify the prior for θ to reduce or increase , as desired. A more informative prior would reduce the impact of any single observation on the posterior distribution of θ, and thus lead to a higher degree of privacy as measured by EDP. Inversely,a less informative prior would lead to a smaller value of as measured by EDP. Through trial and error, one may obtain an output with the desired level of EDP.
Note that choosing the prior distribution in such a data-driven way goes against the philosophy of DP, and may leak some information about the dataset. In practice however, it may be a small enough risk for data providers to take.
The Meaning of EDP
EDP has been presented as an empirical version of DP. The term EDP itself is justified on page 89 of Abowd et al. (2013) : "Because this is done after model estimation instead of before, we use the term 'empirical differential privacy' ." EDP is presented throughout Abowd et al. (2013) as a convenient mechanism to estimate the DP protection of a Bayesian statistical model, with the value obtained from the EDP algorithm being interpreted as an approximate value of differential privacy for releasing a sample from the posterior distribution. Careful analysis of the proposed methodology however reveals that EDP is very different from the original DP definition.
The Implicit Conditioning of EDP
A first important characteristic of the EDP procedure is its implicit conditioning on the observed dataset. DP is well-known to be a worst-case scenario, designed to protect any possible dataset, even one which is very unlikely to occur in practice. However, in EDP, we only consider the datasets D, D −1 , . . . , D −n , and are thus implicitly conditioning on the observed dataset D when computing the empirical .
To understand the impact of this conditioning, suppose that we define a conditional version of DP as follows:
Conditional Differential Privacy (CDP): Let D be the original dataset, and D
−i
be the same dataset without the i th observation. Then, a randomized function κ is said to satisfy -CDP for dataset
We now illustrate the impact of this modification of DP in a simple setting.
Consider a dataset X = (x 1 , . . . , x n ), where x i ∈ {0, 1} for i = 1, . . . , n are dichotomous variables. To release x = n i=1 x i while protecting the confidentiality of the respondents, one can publish an differentially-private versionx of this statistic. A possible, but not optimal, way to do so is to samplẽ . This randomized function can be represented by an n + 1 by n + 1 transition matrix, as shown in Table 1 for n =ñ = 5 and α 1 = α 2 = 0.5, so that is log(11) ≈ 2.397.
One can verify the value of by computing the log ratios of posterior probabilities for neighbouring datasets. Indeed, the largest ratio is P (x = 0|x = 4) P (x = 0|x = 5) = 0.010742 0.000977 = 10.9948 ≈ 11 Table 1 also allows to compute the CDP-for all possible datasets. The DP and CDP values are indeed equal at 2.4 if x = 0, 1, 4 or 5. However, the CDP-is only 1.466 if x = 2 or x = 3, and is thus smaller than the DP of 2.4. The smaller value Table 1 : Transition probabilities for the beta-binomial synthesizer with n = 5 and α 1 = α 2 = 0.5, so that is log(11) ≈ 2.397. is caused by the fact that the impact of the change of one observation on the output is less important for less extreme datasets. By conditioning on an observed dataset when computing , one thus risks overestimating the DP level of privacy.
For n larger than 5, many more CDP values are possible. Figure 1 shows dotplots of all possible CDP-for various sample sizes when the DP-is set to 2.4 or 5, with superimposed boxplots and means. As expected, the maximum CDP-is the DP-. Also note that the distributions of the CDP-are very skewed to the right. The risk of underestimating the DP by conditioning on the observed dataset D is thus large. For example, if n = 200 and = 5 half of the possible datasets will lead to an estimate smaller than 1.60. This is more than 3 times smaller than the true DP-, corresponding to an estimated ratio of probabilities 30 times smaller than its true value.
EDP as a Measure of Sensitivity
Another crucial difference between DP and EDP is that while DP is a property of a randomized function, EDP is a property of a deterministic output. Indeed, EDP is concerned with a specific output, namely the posterior distribution of a parameter θ, and not a randomized function. In fact, it would be more appropriate to interpret EDP as a measure of sensitivity.
Consider a randomized function κ. Following the usual notation, the global sensitivity (Dwork et al., 2006b ) of that function is defined as
where D, D are neighboring datasets, and d is a distance measure between outputs of κ, often the Euclidean distance. Similarly, the local sensitivity (Nissim et al., 2007) for a specific dataset D is given by terior distributions is taken to be max(| log(M 1 )|, log(|M 2 )|), with M 1 and M 2 as defined in equation (2). A slight difference is that in EDP neighbours of D are datasets
. . , n, i.e. datasets with one observation removed from D, whereas in equation (4) neighbours consist of datasets of size n with all but one records identical to those of D. We could thus think of EDP a one-sided measure of local sensitivity of the posterior distribution of a Bayesian model.
Measures such as global and local sensitivity are used to calculate how much noise is needed in a randomized function to satisfy -DP, but do not themselves provide us with an estimate of the DP protection offered by a randomization function. This is a second reason why EDP can not be interpreted as an empirical estimate of DP. 
The Impact of the Posterior Discretization
Now, even if we consider EDP as a sensitivity measure and not an empirical estimate of DP, its interpretation is problematic because it is not a well-defined measure. Indeed, the value of the EDP-depends on the number of bins B used in the discretization of the posterior distribution of the parameter of interest θ. The value B = 20 was used without justification in Abowd et al. (2013) , but a different choice would have lead to a different estimate of . We illustrate the impact of B on two common conjugate models.
Beta-Binomial conjugate model
Consider data X ∼ Binomial(n,p). Suppose that we do not want to publish a private version of the observed data, but rather a sample from the posterior distribution of p. Given a prior distribution Beta(α 1 , α 2 ) for p, the posterior distribution for p given X = x is Beta(α 1 + x, α 2 + n − x). For fixed values of n,x,α 1 and α 2 , one may compute the EDP-by sampling from the posterior distribution of p, as described in Section 2. For this simple model however, exact values of M 1 and M 2 can also be calculated using the known posterior distribution, without having to sample from it. From these, one can easily obtain an exact value of the EDP-for a fixed B.
The exact EDP-are given in Table 2 for all possible true datasets and various B in the case where n = 5, α 1 = α 2 = 0.5. The EDP level clearly depends on the choice of B: as the number of bins increases, the associated EDP-increases. The difference in posterior distributions between two neighbouring datasets is more easily detected with finer bins. One might be tempted to compare the results from Table 2 to the value log(11) ≈ 2.4, the DP-for the Beta-Binomial synthesizer when n = 5 and α 1 = α 2 = 0.5, to see how well EDP estimates DP. However, recall that both measure different things: the DPcorresponds to the transition matrix in Table 1 , where we publish a confidential version of the original dataset, whereas the EDP-measures the sensitivity of the posterior distribution for p to a change in the true dataset.
Normal-Normal conjugate model
Let D = {y 1 , . . . , y n } be the observed dataset, and suppose a normal distribution with unknown mean µ and known variance σ 2 for y i , i = 1, . . . , n. Suppose a N (µ 0 , σ 2 0 ) prior for µ. The posterior distribution for µ given D is then a normal distribution with parameters
Once again, the posterior distribution of µ given D and D −i is known,. To compute the exact EDP-for a given value of B, we simply calculate the B quantiles of the posterior distribution for µ given the real dataset D then calculate the probability associated with each bin under the different posterior distributions µ|D −i , i = 1, . . . , n to get M 1 and M 2 , and infer the EDP-.
To test the impact of B, 100 datasets D were generated from a normal distribution with µ = 10 and σ 2 = 5, for each of n = 100, n = 1000 and n = 10, 000. The exact EDP-is was calculated with µ 0 = 10 and σ 2 0 = 3 and B ∈ {10, 20, 50, 100, 250} for each dataset. Figure 2 shows the distributions of the estimates in each case. Again, the EDP value increases with B. It also decreases with n, as expected since each observation then has a smaller impact on the posterior distributions. It is thus clear that the EDP-depends crucially on the discretization of the posterior distribution used in the procedure. Given the impact of B on the EDP value, we will for now on refer to the EDP for a given B as the B-EDP-.
EDP in Practice
In practice, EDP can be applied to more complicated Bayesian models, for which the posterior distribution may not have a closed form, but can be sampled from with an MCMC algorithm, as in Abowd et al. (2013) , Schneider and Abowd (2015) and Schneider and Abowd (2015) . The value of B-EDP-can then not be calculated exactly, but must then estimated using samples of size M from the posterior distributions of θ.
Using the Beta-Binomial and the Normal-Normal models, for which we can calculate the exact value of any B-EDP-, we now study the impact of the choice of M on the accuracy of the estimation of the B-EDP-.
Recall that Abowd et al. (2013) used M = 10, 000 draws from the posterior distribution. That choice was justified by computing an empirical measure of the imprecision of the estimate from the EDP procedure. This measure is obtained by applying the EDP procedure but using the original dataset D instead of D −i , i = 1, . . . , n. Since the posterior distributions are then equal, one should obtain M 1 = M 2 = 1, and thus zero as the estimate for . The authors obtained a value of 0.27, while their estimated EDP with B=20 was 3.27, and so the choice of M = 10, 000 was deemed sufficient. We will show here that this procedure may be misleading to pick an appropriate value for M , and that larger values of M may be needed to estimate properly the B-EDP-.
Note that in practice, some of the bins created by the discretization of the posterior distribution θ|D may not contain any draw from θ|D −i , for some or several i = 1, . . . , n. This potential problem was not discussed in the original EDP paper, but it happened frequently in our simulations, particularly for small M , large B and/or small values of B-EDP-. Simply using the maximum likelihood estimate of the probabilities for the bins would then lead to infinite estimates for B-EDP-. To alleviate this problem, we used additive smoothing (Johnson, 1932) with α = 0.01 to obtain non-zero probability estimates for all the bins. The choice of α was seen to have little impact on the results in our setting. The percent relative bias of the estimate in each case is given in Table 3 , under the heading RB(%). Table 3 also gives an empirical measure of imprecision of the EDP estimate. This measure is the average of the empirical measure computed as described above for 100 different samples from the posterior distribution given the original dataset D. It is clear that more than M = 10, 000 draws are necessary to correctly estimate the value of B-EDP-for B larger than 10. More importantly, small values of the Similar results for larger values of n and different choices of x were obtained and are not shown here. We note however that with larger n, the true B-EDP-tends to be smaller, and thus a larger M is required for accurate estimation.
Beta-Binomial model

Normal-Normal model
Corresponding results for the Normal-Normal model are given in Figure 4 and Table  4 . The same conclusions hold in this case, but an even larger M is required to get a relatively accurate of the B-EDP-.
Note that for large B the estimated relative bias for small M depends a lot on the details of the smoothing procedure. It is however clear that the bias of the estimate of the B-EDP-is very large. Also note that in some extreme cases the empirical measure of imprecision does indeed indicate that the value of M is not sufficient to estimate the B-EDP-, for example when M = 10, 000 and B = 100 or B = 250. 
Conclusion
EDP has been proposed as a relaxation of DP for applications to Bayesian modeling of confidential data. Its simplicity of use makes it very attractive for privacy protection in practice. While it has been applied to Bayesian linear mixed models in Abowd et al. (2013) , Bayesian generalized linear mixed models in Schneider and Abowd (2015) and zero-inflated Poisson models in Schneider and Abowd (2015) , this paper provides a first investigation of the meaning and limits of this relaxation of DP.
We showed in Section 3 that EDP can not simply be considered an empirical estimate of DP, in part because of the implicit conditioning in EDP, and that it should instead be considered a sensitivity measure on posterior distributions. Moreover, even when treated as such, EDP is not a well-defined criterion since its true value depends crucially on the number of bins used in the discretization part of the procedure, smaller bins leading to higher sensitivity measures.
By using simpler models for which the exact B-EDP-is known, we were also able to study the practical difficulty of estimating the EDP level from draws of the posterior distributions. We showed that to estimate accurately the exact B-EDP-many more random draws from posterior distributions are necessary than was previously thought. And note that both of our examples were conjugate models; even more draws may be needed when the posterior distribution itself is estimated using an MCMC algorithm. In addition, our results indicate that the tool proposed (Abowd et al., 2013) to choose the number of draws is not very effective.
Our results raise several questions about the future of EDP for privacy protection. We made it clear that EDP does not actually estimate DP, and should not be used as such for privacy protection. One may still want to use EDP as a measure of sensitivity with the goal of designing a randomized function κ which outputs a differentially-private posterior distribution. EDP could also be used directly as a sensitivity measure for statistical disclosure limitation, but it would need to be interpreted very differently than DP.
However, the dependence of the estimated value on the number of bins is problematic in any case, as a specific number of bins B will need to be chosen no matter how EDP is to be used. We know that larger B lead to larger measures of sensitivity, but more work will be needed to understand the meaning and consequences of any particular choice for B. The practical difficulties of estimating the B-EDP-also complicate the application of EDP in practice. If EDP is to continue to be used in practice, researchers will need to design better ways of estimating the probabilities involved in calculating . Since its value often depends crucially on the bins with smallest probabilities, importance sampling methods designed to estimate tail probabilities may be of use.
