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FACILITATED EXCLUSION PROCESS
JINHO BAIK, GUILLAUME BARRAQUAND, IVAN CORWIN, AND TOUFIC SUIDAN
Abstract. We study the Facilitated TASEP, an interacting particle system on the one dimensional
integer lattice. We prove that starting from step initial condition, the position of the rightmost
particle has Tracy Widom GSE statistics on a cube root time scale, while the statistics in the bulk
of the rarefaction fan are GUE. This uses a mapping with last-passage percolation in a half-quadrant
which is exactly solvable through Pfaffian Schur processes.
Our results further probe the question of how first particles fluctuate for exclusion processes with
downward jump discontinuities in their limiting density profiles. Through the Facilitated TASEP
and a previously studied MADM exclusion process we deduce that cube-root time fluctuations seem
to be a common feature of such systems. However, the statistics which arise are shown to be model
dependent (here they are GSE, whereas for the MADM exclusion process they are GUE).
We also discuss a two-dimensional crossover between GUE, GOE and GSE distribution by study-
ing the multipoint distribution of the first particles when the rate of the first one varies. In terms
of half-space last passage percolation, this corresponds to last passage times close to the boundary
when the size of the boundary weights is simultaneously scaled close to the critical point.
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1. Introduction
Exclusion processes on Z are expected, under mild hypotheses, to belong to the KPZ universality
class [Cor12, HHT15]. As a consequence, one expects that if particles start densely packed from
the negative integers – the step initial condition – the positions of particles in the bulk of the
rarefaction fan will fluctuate on a cube-root time scale with GUE Tracy-Widom statistics in the
large time limit. The motivation for this paper is to consider the fluctuations of the location of the
rightmost particle and probe its universality over different exclusion processes.
In the totally asymmetric simple exclusion process (TASEP) the first particle jumps by 1 after
an exponentially distributed waiting time of mean 1, independently of everything else. Hence
its location satisfies a classical Central Limit Theorem when time goes to infinity (i.e. square-
root time fluctuation with limiting Gaussian statistics). This is true for any totally asymmetric
exclusion process starting from step initial condition. However, in the asymmetric simple exclusion
process (ASEP), the trajectory of the first particle is affected by the behaviour of the next particles.
This results in a different limit theorem. Tracy and Widom showed [TW09, Theorem 2] that the
fluctuations still occur on the t1/2 scale, but the limiting distribution is different and depends on the
1
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Figure 1. The particles in black jump by 1 at rate 1 whereas particles in gray cannot.
strength of the asymmetry (see also [LW17] where the same distribution arises for the first particle’s
position in a certain zero-range process). In [BC16], another partially asymmetric process called
the MADM exclusion process was studied. The first particle there fluctuates on a t1/3 scale with
Tracy-Widom GUE limit distribution, as if it was in the bulk of the rarefaction fan. An explanation
for why the situation is so contrasted with ASEP (and other model where the first particle has
the same limit behaviour) is that the MADM, when started from step initial condition, develops a
downward jump discontinuity of its density profile around the first particle (see Figure 3 in [BC16]).
In this paper, we test the universality of the fluctuations of the first particle in the presence of
a jump discontinuity – does the t1/3 scale and GUE statistics survive over other models? We solve
this question for the Facilitated TASEP. Our results show that the GUE distribution does not seem
to survive in general, though we do still see the t1/3 scale.
1.1. The Facilitated TASEP. The Facilitated Totally Asymmetric Simple Exclusion Process
(abbreviated FTASEP in the following) was introduced in [BM09] and further studied in [GKR10,
GR11]. This is an interacting particle system on Z, satisfying the exclusion rule, which means that
each site is occupied by at most 1 particle. A particle sitting at site x jumps to the right by 1 after
an exponentially distributed waiting time of mean 1, provided that the target site (i.e. x + 1) is
empty and that the site x− 1 is occupied. Informally, the dynamics are very similar with TASEP,
with the only modification being particles need to wait to have a left neighbour (facilitation) before
moving (See Figure 1). It was introduced as a simplistic model for motion in glasses: particles move
faster in less crowded areas (modelled by the exclusion rule), but need a stimulus to move (modelled
by the facilitation rule). We focus here on the step initial condition: at time 0, the particles occupy
all negative sites, and the non-negative sites are empty.
Since the dynamics preserve the order between particles, we can describe the configuration of the
system by their ordered positions
· · · < x2 < x1 <∞.
Let us collect some (physics) results from [GKR10] which studies the hydrodynamic behaviour –
but not the fluctuations. Assume that the system is at equilibrium with an average density of
particles ρ. A family of translation invariant stationary measures indexed by the average density –
conjecturally unique – is described in the end of Section 3.1. Then the flux, i.e. the average number
of particles crossing a given bond per unit of time, is given by (see [GKR10, Eq. (3)] and (8) in the
present paper)
j(ρ) =
(1− ρ)(2ρ− 1)
ρ
. (1)
This is only valid when ρ > 1/2. When ρ < 1/2, [GKR10] argues that the system eventually reaches
a static state that consists of immobile single-particle clusters. One expects that the limiting density
profile, informally given by
ρ(x, t) := lim
T→∞
P
(∃ particle at site xT at time tT ),
exists and is a weak solution subject to the entropy condition of the conservation equation
∂
∂t
ρ(x, t) +
∂
∂x
j(ρ(x, t)) = 0. (2)
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1/4-1
Figure 2. Limiting density profile, i.e. graph of the function x 7→ ρ(x, 1) .
Solving this equation subject to the initial condition ρ(x, t) = 1{x<0} yields the density profile
(depicted in Figure 2)
∀t > 0, ρ(xt, t) =


1 if x < −1,
1√
2+x
if − 1 6 x 6 1/4
0 if x > 1/4.
See also [GKR10, Eq. (5)]. It is clear that there must be a jump discontinuity in the macroscopic
density profile since in FTASEP particles can travel only in regions where the density is larger than
1/2.
In general, the property of the flux which is responsible for the jump discontinuity is the fact that
j(ρ)/ρ, i.e. the drift of a tagged particle, is not decreasing as a function of ρ. The density around
the first particle will be precisely the value ρ0 that maximizes the drift. Let us explain why. On
one hand, the characteristics of PDEs such as (2) are straight lines ([Eva98, § 3.3.1.]), which means
in our case that for any density ρ¯ occurring in the rarefaction fan in the limit profile, there exists a
constant π(ρ¯) such that
ρ
(
π(ρ¯)t, t
)
= ρ¯. (3)
π(ρ¯) is the macroscopic position of particles around which the density is ρ¯. Differentiating (3) with
respect to t and using the conservation equation (2) yields π(ρ) = ∂j(ρ)∂ρ . If we call ρ0 the density
around the first particle, then the macroscopic position of the first particle should be π(ρ0). On the
other hand, the first particle has a constant drift, which is1 j(ρ0)/ρ0. Combining these observations
yields
∂j(ρ)
∂ρ
∣∣∣∣
ρ=ρ0
=
j(ρ0)
ρ0
i.e.
d
dρ
j(ρ)
ρ
∣∣∣∣
ρ=ρ0
= 0.
This implies that a discontinuity of the density profile at the first particle can occur only if the drift
is not strictly decreasing as a function of ρ, and it suggests that ρ0 is indeed the maximizer of the
drift (see also [BC16, Section 4] for a different justification). In the example of the FTASEP, the
maximum of
j(ρ)
ρ
=
(1− ρ)(2ρ− 1)
ρ2
is such that ρ0 = 2/3 and π(ρ0) = 1/4. In particular, this means that x1(t)/t should converge to
1/4 when t goes to infinity.
1assuming local equilibrium – which is not expected to be satisfied around the first particle but close to it– the drift
is given by j(ρ)/ρ when the density is ρ.
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The fluctuations of x1(t) around t/4 are not GUE distributed as for the MADM exclusion process
[BC16, Theorem 1.3], but rather follow the GSE Tracy-Widom distribution in the large time limit.
Theorem 1.1. For FTASEP with step initial data,
P
(
x1(t)− t4
2−4/3t1/3
> x
)
−−−→
t→∞ FGSE(−x),
where the GSE Tracy-Widom distribution function FGSE is defined in Definition 2.7.
In the bulk of the rarefaction fan, however, the locations of particles fluctuate as the KPZ scaling
theory predicts [KMHH92, Spo12].
Theorem 1.2. For FTASEP with step initial data, and for any r ∈ (0, 1),
P
(
x⌊rt⌋(t)− t1−6r+r
2
4
ςt1/3
> x
)
−−−→
t→∞ FGUE(−x),
where ς = 2−4/3 (1+r)
5/3
(1−r)1/3 and the GUE Tracy-Widom distribution function FGUE is defined in Section
2.3.
We now consider a slightly more general process depending on a parameter α > 0 that we denote
FTASEP(α), where the first particle jumps at rate α instead of 1. We already know the nature
of fluctuations of x1(t) when α = 1. It is natural to expect that fluctuations are still GSE Tracy-
Widom distributed on the t1/3 scale for α > 1. However, if α is very small, one expects that the first
particle jumps according to a Poisson point process with intensity α and thus x1(t) has Gaussian
fluctuations on the t1/2 scale. It turns out that the threshold between these regimes happen when
α = 1/2.
Theorem 1.3. Let ~x(t) = {xn(t)}n>1 be the particles positions in the FTASEP(α) started from
step initial condition, when the first particle jumps at rate α. Then,
(1) For α > 1/2 ,
P
(
x1(t)− t4
2−4/3t1/3
> x
)
−−−→
t→∞ FGSE(−x).
(2) For α = 1/2,
P
(
x1(t)− t4
2−4/3t1/3
> x
)
−−−→
t→∞ FGOE(−x).
(3) For α < 1/2,
P
(
x1(t)− tα(1 − α)
ςt1/2
> x
)
−−−→
t→∞ G(−x),
where G(x) is the standard Gaussian distribution function and ς = 1−2α√
α(1−α) .
It is also possible to characterize the joint distribution of several particles. An interesting case
arises when we scale α close to the critical point and we look at particles indexed by ηt2/3 for
different values of η > 0. More precisely, we scale
α =
1 + 24/3̟τ−1/3
2
,
where ̟ ∈ R is a free parameter and for any η > 0 consider the rescaled particle position at time t
Xt(η) :=
x21/3ηt2/3(t)− t4 + ηρ−10 21/3t2/3 − η22−4/3
t1/32−4/3
, (4)
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where ρ0 = 2/3 (This is the density near the first particles in FTASEP(1)).
Theorem 1.4. For any p1, . . . , pk ∈ R, and 0 6 η1 < · · · < ηk
lim
t→∞P
(
k⋂
i=1
{Xt(ηi) > pi}
)
= Pf(J − Kcross)L2(Dk(−p1,...,−pk)),
where the right hand side is the Fredholm Pfaffian (see Definition 2.4) of some kernel Kcross (de-
pending on ̟ and the ηi) introduced in [BBCS17, Section 2.5] (see also Section 5 of the present
paper) on the domain Dk(−p1, . . . ,−pk) where
Dk(x1, . . . , xk) = {(i, x) ∈ {1, . . . , k} × R : x > xi}.
For the FTASEP, that is when α = 1 we have
Theorem 1.5. For any p1, . . . , pk ∈ R, and 0 < η1 < · · · < ηk
lim
t→∞P
(
k⋂
i=1
{Xt(ηi) > pi}
)
= Pf(J − KSU)L2(Dk(−p1,...,−pk)),
where the right hand side is the Fredholm Pfaffian of some kernel KSU (depending on the ηi) intro-
duced in [BBCS17, Section 2.5] (see also Section 5).
1.2. Half-space last passage percolation. Our route to prove Theorems 1.1, 1.2, 1.3, 1.4 and
1.5 in Section 3 uses a mapping with Last Passage Percolation (LPP) on a half-quadrant.
Definition 1.6 (Half-space exponential weight LPP). Let
(
wn,m
)
n>m>0
be a sequence of i.i.d.
exponential random variables with rate 1 (see Definition 2.1) when n > m+1 and with rate α when
n = m. We define the exponential last passage percolation time on the half-quadrant, denoted
H(n,m), by the recurrence for n > m,
H(n,m) = wn,m +
{
max
{
H(n− 1,m);H(n,m − 1)
}
if n > m+ 1,
H(n,m− 1) if n = m
with the boundary condition H(n, 0) = 0.
We show in Proposition 3.7 that FTASEP is equivalent to a TASEP on the positive integers
with a source of particles at the origin. We call the latter model half-line TASEP. The mapping
between the two processes is the following: we match the gaps between consecutive particles in
the FTASEP with the occupation variables in the half-line TASEP. Otherwise said, we study how
the holes travel to the left in the FTASEP and prove that if one shrinks all distances between
consecutive holes by one, the dynamics of holes follow those of the half-line TASEP (see the proof
of Proposition 3.7, in particular Figure 6). In the case of full-space TASEP it is well-known that
the height function of TASEP has the same law as the border of the percolation cluster of the LPP
model with exponential weights (in a quadrant). This mapping remains true for half-line TASEP
and LPP on the half-quadrant (Lemma 3.8, see Figure 3).
The advantage of this mapping between FTASEP and half-space last-passage percolation is that
we can now use limit theorems proved for the latter (see [BBCS17] and references therein), which
we recall below.
Theorem 1.7 ([BBCS17, Theorem 1.4]). The last passage time on the diagonal H(n, n) satisfies
the following limit theorems, depending on the rate α of the weights on the diagonal.
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n
m
w11
w21
w22 w31
Figure 3. LPP on the half-quadrant. One admissible path from (1, 1) to (n,m)
is shown in dark gray. H(n,m) is the maximum over such paths of the sum of
the weights wij along the path. The light gray area corresponds to the percolation
cluster at some fixed time, and its border (shown in black) is associated with the
particle system depicted on the horizontal line.
(1) For α > 1/2,
lim
n→∞P
(
H(n, n)− 4n
24/3n1/3
< x
)
= FGSE (x) .
(2) For α = 1/2,
lim
n→∞P
(
H(n, n)− 4n
24/3n1/3
< x
)
= FGOE (x) ,
where the GOE Tracy-Widom distribution function FGOE is defined in Lemma 2.6.
(3) For α < 1/2,
lim
n→∞P
(
H(n, n)− nα(1−α)
σn1/2
< x
)
= G(x),
where G(x) is the probability distribution function of the standard Gaussian, and
σ2 =
1− 2α
α2(1− α)2 .
Away from the diagonal, the limit theorem satisfied by H(n,m) happens to be exactly the same
as in the unsymmetrized or full-space model.
Theorem 1.8 ([BBCS17, Theorem 1.5]). For any κ ∈ (0, 1) and α >
√
κ
1+
√
κ
, we have that when
m = κn+ sn2/3−ǫ, for any s ∈ R and ǫ > 0,
lim
n→∞P
(
H(n,m)− (1 +√κ)2n
σn1/3
< x
)
= FGUE(x),
where
σ =
(1 +
√
κ)4/3
√
κ
1/3
.
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α = 0
α = 1/2
α = +∞
n
m
= 1 n
m
= +∞
GSE
GUE
Gaussian
GOE2
α = 1+2
2/3̟k−1/3
2
n = k + 22/3k2/3η
m = k − 22/3k2/3η
η
̟
GSE
GOE
Gaussian
GUE
GOE2
Lcross(·;̟, η)
GUE
GUE
Figure 4. Phase diagram of the fluctuations of H(n,m) as n → ∞ when α and
the ratio n/m varies. The gray area corresponds to a region of the parameter space
where the fluctuations are on the scale n1/2 and Gaussian. The bounding GOE2 curve
asymptotes to zero as n/m goes to +∞. The crossover distribution Lcross(·;̟, η) is
defined in [BBCS17, Definition 2.9] and describes the fluctuations in the vicinity of
n/m = 1 and α = 1/2.
In [BBCS17], we also explained how to obtain a two dimensional crossover between all the above
cases by tuning the parameters α and κ close to their critical value in the scale n−1/3 (see Figure
4). The proofs of the following results were omitted in [BBCS17] (they were stated as Theorem 1.8
and 1.9 in [BBCS17]) and we include them in Section 5. Let us define
Hn(η) =
H
(
n+ n2/3ξη, n− n2/3ξη)− 4n+ n1/3ξ2η2
σn1/3
,
where η > 0, σ = 24/3 and ξ = 22/3. We scale α as
α =
1 + 2σ−1̟n−1/3
2
where ̟ ∈ R is a free parameter.
Theorem 1.9. For 0 6 η1 < · · · < ηk, ̟ ∈ R,
lim
n→∞P
(
k⋂
i=1
{Hn(ηi) < hi}
)
= Pf
(
J − Kcross)
L2(Dk(h1,...,hk))
,
where Kcross is defined in Section 5.
We refer to [BBCS17, Sections 1.5 and 2.5] for comments and explanations about this kernel and
its various degenerations. The phase diagram of one-point fluctuations is represented on Figure 4.
In the case when α > 1/2 is fixed, the joint distribution of passage-times is governed by the
so-called symplectic-unitary transition [FNH99].
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Theorem 1.10. For α > 1/2 and 0 < η1 < · · · < ηk, we have that
lim
n→∞P
(
k⋂
i=1
{Hn(ηi) < hi}
)
= Pf
(
J − KSU)
L2(Dk(h1,...,hk))
,
where KSU is a certain matrix kernel introduced in [BBCS17] (See also Section 5).
Theorem 1.10 corresponds to the ̟ → +∞ degeneration of Theorem 1.9.
Outline of the paper. In Section 2, we provide the precise definitions of all probability distribu-
tions arising in this paper. In Section 3, we explain the mapping between FTASEP and TASEP
on a half-space with a source, or equivalently exponential LPP on a half-space. We prove the limit
theorems for the fluctuations of particles positions in FTASEP(α) using the asymptotic results for
half-space LPP. In Section 4, we recall the k-point distribution along space-like paths in half-space
LPP with exponential weights (Proposition 4.1), derived in [BBCS17]. In Section 5, we provide a
rigorous derivation of Theorem 1.9 and 1.10 from Proposition 4.1. This boils down to an asymptotic
analysis of the correlation kernel that was omitted in [BBCS17].
Ackowledgements. G.B and I.C. would like to thank Sidney Redner for drawing their attention
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Kavli Institute of Theoretical Physics and supported by the National Science Foundation under
Grant No. NSF PHY11-25915. J.B. was supported in part by NSF grant DMS-1361782, DMS-
1664692 and DMS-1664531, and the Simons Fellows program. G.B. was partially supported by the
Laboratoire de Probabilite´s et Mode`les Ale´atoires UMR CNRS 7599, Universite´ Paris-Diderot–Paris
7 and the Packard Foundation through I.C.’s Packard Fellowship. I.C. was partially supported by
the NSF through DMS-1208998 and DMS-1664650, the Clay Mathematics Institute through a Clay
Research Fellowship, the Institute Henri Poincare´ through the Poincare´ Chair, and the Packard
Foundation through a Packard Fellowship for Science and Engineering.
2. Definitions of distribution functions
In this section, we provide definitions of the probability distributions arising in the paper.
Definition 2.1. The exponential distribution with rate α ∈ (0,+∞), denoted E(α), is the proba-
bility distribution on R>0 such that if X ∼ E(α),
∀x ∈ R>0, P(X > x) = e−αx.
Let us introduce a convenient notation that we use throughout the paper to specify integration
contours in the complex plane.
Definition 2.2. Let Cϕa be the union of two semi-infinite rays departing a ∈ C with angles ϕ and
−ϕ. We assume that the contour is oriented from a+∞e−iϕ to a+∞e+iϕ.
We recall that for an operator K defined by a kernel K : X × X → R, its Fredholm determinant
det(I +K)L2(X,µ) is given by the series expansion
det(I +K)L2(X,µ) = 1 +
∞∑
k=1
1
k!
∫
X
· · ·
∫
X
det
(
K(xi, xj)
)k
i,j=1
dµ⊗k(x1 . . . xk),
whenever it converges. Note that we will omit the measure µ in the notations and write simply
L
2(X) when the uniform or the Lebesgue measure is considered. With a slight abuse of notations,
we will also write det(I + K)L2(X) instead of det(I +K)L2(X).
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Definition 2.3. The GUE Tracy-Widom distribution, denoted LGUE is a probability distribution
on R such that if X ∼ LGUE,
P(X 6 x) = FGUE(x) = det(I − KAi)L2(x,+∞)
where KAi is the Airy kernel,
KAi(u, v) =
1
(2iπ)2
∫
C2π/3
−1
dw
∫
Cπ/31
dz
ez
3/3−zu
ew3/3−wv
1
z − w. (5)
In order to define the GOE and GSE distribution in a form which is convenient for later purposes,
we introduce the concept of Fredholm Pfaffian.
Definition 2.4 ([Rai00, Section8]). For a 2× 2-matrix valued skew-symmetric kernel,
K(x, y) =
(
K11(x, y) K12(x, y)
K21(x, y) K22(x, y)
)
, x, y ∈ X,
we define its Fredholm Pfaffian of K by the series expansion
Pf
(J +K)
L2(X,µ)
= 1 +
∞∑
k=1
1
k!
∫
X
· · ·
∫
X
Pf
(
K(xi, xj)
)k
i,j=1
dµ⊗k(x1 . . . xk), (6)
provided the series converges, and we recall that for an skew-symmetric 2k × 2k matrix A, its
Pfaffian is defined by
Pf(A) =
1
2kk!
∑
σ∈S2k
sign(σ)aσ(1)σ(2)aσ(3)σ(4) . . . aσ(2k−1)σ(2k). (7)
The operator J is defined by its correlation kernel J , where
J(x, y) =


(
0 1
−1 0
)
if x = y,
0 if x 6= y.
As for Fredholm determinants, we simply write Pf
(
J +K
)
instead of Pf
(J +K). In Sections 5,
we will need to control the convergence of Fredholm Pfaffian series expansions. This can be done
using Hadamard’s bound.
Lemma 2.5 ([BBCS17, Lemma 2.5]). Let K(x, y) be a 2× 2 matrix valued skew symmetric kernel.
Assume that there exist constants C > 0 and constants a > b > 0 such that
|K11(x, y)| < Ce−ax−ay, |K12(x, y)| = |K21(y, x)| < Ce−ax+by, |K22(x, y)| < Cebx+by.
Then, for all k ∈ Z>0, ∣∣∣Pf[K(xi, xj)]ki,j=1
∣∣∣ < (2k)k/2Ck k∏
i=1
e−(a−b)xi .
Definition 2.6. The GOE Tracy-Widom distribution, denoted LGOE, is a continuous probability
distribution on R whose cumulative distribution function FGOE(x) (i.e. P(X 6 x) whereX ∼ LGOE)
is given by
FGOE(x) = Pf
(
J − KGOE)
L2(x,∞),
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where KGOE is the 2× 2 matrix valued kernel defined by
K
GOE
11 (x, y) =
1
(2iπ)2
∫
Cπ/31
dz
∫
Cπ/31
dw
z − w
z + w
ez
3/3+w3/3−xz−yw,
K
GOE
12 (x, y) = −KGOE21 (x, y) =
1
(2iπ)2
∫
Cπ/31
dz
∫
Cπ/3
−1/2
dw
w − z
2w(z +w)
ez
3/3+w3/3−xz−yw,
K
GOE
22 (x, y) =
1
(2iπ)2
∫
Cπ/31
dz
∫
Cπ/31
dw
z − w
4zw(z + w)
ez
3/3+w3/3−xz−yw
+
1
2iπ
∫
Cπ/31
ez
3/3−zxdz
4z
− 1
2iπ
∫
Cπ/31
ez
3/3−zy dz
4z
− sgn(x− y)
4
,
where sgn(x) = 1x>0 − 1x<0.
Definition 2.7. The GSE Tracy-Widom distribution, denoted LGSE, is a continuous probability
distribution on R whose cumulative distribution function FGOE is given by
FGSE (x) = Pf
(
J − KGSE)
L2(x,∞),
where KGSE is a 2× 2-matrix valued kernel defined by
K
GSE
11 (x, y) =
1
(2iπ)2
∫
Cπ/31
dz
∫
Cπ/31
dw
z − w
4zw(z + w)
ez
3/3+w3/3−xz−yw,
K
GSE
12 (x, y) = −KGSE21 (x, y) =
1
(2iπ)2
∫
Cπ/31
dz
∫
Cπ/31
dw
z − w
4z(z + w)
ez
3/3+w3/3−xz−yw,
K
GSE
22 (x, y) =
1
(2iπ)2
∫
Cπ/31
dz
∫
Cπ/31
dw
z − w
4(z + w)
ez
3/3+w3/3−xz−ywdzdw.
3. Facilitated totally asymmetric simple exclusion process
3.1. Definition and coupling. A configuration of particles on a subset X of Z can be described
either by occupation variables, i.e. a collection ~η = (ηx)x∈X where ηx = 1 if the site x is occupied
and ηx = 0 else, or a vector of particle positions ~x = (xi)i∈I where the particles are indexed by
some set I. We will use both notations.
Definition 3.1. The FTASEP is a continuous-time Markov process defined on the state space
{0, 1}Z via its Markov generator, acting on local functions f : {0, 1}Z → R by
Lf(~η) =
∑
x∈Z
ηx−1ηx(1− ηx+1)
(
f(~ηx,x+1)− f(~η)
)
,
where the state ~ηx,x+1 is obtained from ~η by exchanging occupation variables at sites x and x+ 1.
That this generator defines a Markov process corresponding to the particle dynamics described
in the introduction can be justified, for instance, by checking the conditions of [Lig05, Theorem
3.9].
We will be mostly interested in initial configuration that are right-finite, which means that there
exists a right-most particle. Since the dynamics preserve the order between particles, it is convenient
to alternatively describe the configuration of particles by their positions
· · · < x2 < x1 <∞.
We also consider a more general version of the process where the first particle jumps at rate α, while
all other particles jump at rate 1, and denote this process FTASEP(α). Let us define state spaces
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Figure 5. Illustration of the half-line TASEP. The particles in gray cannot move
because of the exclusion rule.
corresponding to configuration of particles in FTASEP(α) where the distance between consecutive
particles is at most 2:
X>0 :=
{
(xi)i∈Z>0 ∈ ZZ>0 : ∀i ∈ Z>0, xi − xi+1 − 1 ∈ {0, 1}
}
,
and
X :=
{
(xi)i∈Z ∈ ZZ : ∀i ∈ Z, xi − xi+1 − 1 ∈ {0, 1}
}
.
Because of the facilitation rule, it is clear that the FTASEP(α) dynamics preserve both state spaces.
Definition 3.2. For α > 0, the FTASEP(α) is a continuous-time Markov process defined on the
state space X>0 via its Markov generator, acting on local functions f : X>0 → R by
LFTASEPα f(~x) = α1x1−x2=1
(
f(~x+1 )− f(~x)
)
+
∑
i>2
1xi−xi+1=11xi−1−xi=2
(
f(~x+i )− f(~x)
)
,
where we use the convention that the state ~x+i is obtained from ~x by incrementing by one the
coordinate xi.
Remark 3.3. One may similarly define FTASEP(α) on the state space X instead of X>0, in order
to allow initial conditions without a rightmost particle.
In order to study FTASEP(α), we use a coupling with another interacting particle system: a
TASEP with a source at the origin that injects particles at exponential rate α. We consider con-
figurations of particles on Z>0 where each site can be occupied by at most one particle, and each
particle jumps to the right by one at exponential rate 1, provided the target site is empty. At site 0
sits an infinite source of particles, which means that a particle always jumps to site 1 at exponential
rate α when the site 1 is empty (See Figure 5). We will denote the occupation variables in half-line
TASEP by gi(t) (equals 1 if site i is occupied, 0 else), and define the integrated current Nx(t) as
the number of particles on the right of site x (or at site x) at time t.
Definition 3.4. The half-line TASEP with open boundary condition is a continuous-time Markov
process defined on the state space {0, 1}Z>0 via its Markov generator, acting on local functions
f : {0, 1}Z>0 → R by
Lhalfα f(~g) = α
(
f(1, g2, g3, . . . )− f(g1, g2, . . . )
)
+
∑
x∈Z>0
gx(1− gx+1)
(
f(~gx,x+1)− f(~g)
)
,
where the state ~gx,x+1 is obtained from ~g by exchanging occupation variables at sites x and x+ 1.
Define maps
Φ>0 : X>0 −→ {0, 1}Z>0
(xi)i∈Z>0 7−→
(
xi − xi+1 − 1
)
i∈Z>0 ,
and
Φ : X −→ {0, 1}Z
(xi)i∈Z 7−→
(
xi − xi+1 − 1
)
i∈Z.
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Figure 6. Illustration of the coupling. The dynamics of particles in the bottom
picture is nothing else but the dynamics of the holes in the top picture. In order to
see it more precisely, consider the holes in the top picture and shrink the distances
so that the distance between two consecutive holes decreases by 1; one gets exactly
the bottom picture with the corresponding dynamics.
Proposition 3.5. Let ~x(t) = (xn(t))n>1 be the particles positions in the FTASEP(α) started from
some initial condition ~x(0) ∈ X>0 (resp. X). Then denoting ~g(t) = {gi(t)}Z>0 = Φ(~x(t)), the
dynamics of ~g(t) are those of half-line TASEP (resp. TASEP) starting from the initial configuration
Φ>0(~x(0)) (resp. Φ(~x(0))).
Proof. We explain how the mapping between the two processes works in the half-space case (which
corresponds to the FTASEP(α) defined on the space of configurations X>0), since this is the case
we will be most interested in this paper, and the full space case is very similar.
Assume that particles at positions (xi)i∈Z>0 follow the FTASEP(α) dynamics, starting from some
initial condition ~x(0) ∈ X>0, and let us show that the gi = xi− xi+1− 1 follow the dynamics of the
half-line TASEP occupation variables.
If x1 = x2 + 1 (i.e. g1 = 0), the first particle in FTASEP(α) jumps at rate α. After it has
jumped, x1 = x2 + 2 (i.e. g1 = 1). This corresponds to a particle arriving from the source to site 1
in the half-line TASEP. After this jump, x1 = x2 + 2 (i.e. g1 = 1), so that the first particle cannot
move in the FTASEP(α) because of the facilitation rule and no particle can jump from the source
in half-line TASEP. More generally, because of the exclusion and facilitation rules, the (i + 1)th
particle in FTASEP(α) can move only if gi = 1 and gi+1 = 0 and does so at rate 1. After the move,
xi+1 has increased by one so that gi = 0 and gi+1 = 1. This exactly corresponds to the half-line
TASEP dynamics. 
Remark 3.6. Formally, Proposition 3.5 means that for any ~x ∈ X>0 and local function f :
{0, 1}Z>0 → R,
Lhalfα f(Φ(~x)) = LFTASEPα
(
f ◦Φ)(~x).
In the following, we are mainly interested in FTASEP(α) starting from the step initial condition,
or equivalently the half-line TASEP started from a configuration where all sites are initially empty.
Proposition 3.7. Let ~x(t) = (xn(t))}n>1 be the particles positions in the FTASEP(α) started from
step initial condition. Let (Nx(t))x∈Z>0 be the currents in the half-line TASEP started from empty
initial configuration. Then we have the equality in law of the processes(
xn(t) + n
)
n>1,t>0
=
(
Nn(t)
)
n>1,t>0
.
Proof. Because we start from step initial condition, xn(t) + n in FTASEP(α) equals the number
of holes (empty sites) on the left of the nth particle. Using Proposition 3.5, and denoting the
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occupation variables in half-line TASEP by gi, we have
xn + n
(d)
=
∑
i>n
gi = Nn,
jointly for all n as claimed. 
Let us explain how Proposition 3.7 enables us to quickly recover the results from [GKR10]. We
later provide rigorous results substantiating many of these claims, but for the moment just proceed
heuristically. Consider the case α = 1. One expects (and we prove in the next Section 3.2) that the
law of large numbers for the current of particles in the half-line TASEP is the same as in TASEP.
Intuitively, this is because we expect that the law of large numbers is determined by a conservation
PDE (of the form (2)) which is simply the restriction to a half-space of the conservation PDE
governing the hydrodynamics of TASEP on the full line. Thus,
Nκt(t)
t
a.s.−−−→
t→∞
1
4
(1− κ)2.
Then, Proposition 3.7 implies that for FTASEP,
xκt
t
a.s.−−−→
t→∞
1
4
(1− κ)2 − κ = 1− 6κ+ κ
2
4
.
One can deduce the shape of the limiting density profile from the law of large numbers of particles
positions. Let π(κ) be the macroscopic position of the particle indexed by κt, i.e.
π(κ) =
1− 6κ+ κ2
4
.
This yields κ = 3− 2√2 + π (which can be interpreted as the limit of the integrated current in the
FTASEP at site πt, rescaled by t). The density profile is obtained by differentiating κ with respect
to π, and we get (as in [GKR10, Equation (5)])
ρ(πt, t) =
1√
2 + π
.
In light of the mapping between FTASEP and half-line TASEP from Proposition 3.5, it is possible
to write down a family of translation invariant stationary measures in the FTASEP. They are given
by choosing gaps between consecutive particles as i.i.d Bernoulli random variables. From these, we
may also deduce the expression for the flux from (1). Assume that the system is at equilibrium, such
that the gaps between consecutive particles are i.i.d. and distributed according to the Bernoulli(p)
distribution. Let us call νp this measure on {0, 1}Z. Then, by the renewal theorem, the average
density ρ is related to p via
ρ =
1
1 + E[gap]
=
1
1 + p
.
The flux j(ρ) is the product of the density times the drift of one particle, and since particles jump
by 1, the drift is given by the probability of a jump for a tagged particle, i.e. p(1 − p). Indeed,
considering a tagged particle in the stationary distribution, then its right neighbour has a probability
p of being empty and its left neighbour has a probability 1− p of being occupied. This yields
j(ρ) = ρ(1− p)p = (1− ρ)(2ρ− 1)
ρ
. (8)
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3.2. Proofs of limit theorems. We use now the coupling from Proposition 3.7 to translate the
asymptotic results about last passage percolation from Theorems 1.7, 1.8, 1.9 and 1.10 into limit
theorems for the FTASEP(α).
Let ~x(t) = {xn(t)}n>1 be the particles positions in the FTASEP(α) started from step initial
condition. Using Proposition 3.7, we have that for any y ∈ R
P
(
xn(t) 6 y
)
= P
(
xn(t) 6 ⌊y⌋
)
= P
(
Nn(t) 6 ⌊y⌋+ n
)
.
In order to connect the problem with half-space last passage percolation, we use the next result.
Lemma 3.8. Consider the exponential LPP model in a half-quadrant where the weights on the
diagonal have parameter α, and recall the definition of last passage times H(n,m) from Definition
1.6. Consider the half-line TASEP where the source injects particles at rate α with empty initial
configuration and recall Nx(t), the current at site x. Then for any t > 0 and n, y ∈ Z>0 we have
that
P
(
Nn(t) 6 y
)
= P
(
H(n + y − 1, y) > t).
Proof. This is due to a standard mapping [Ros81] between exclusion processes and last passage
percolation, where the border of the percolation cluster can be interpreted as a height function for
the exclusion process. More precisely, the processes have to be coupled in such a way that the
weight wij in the LPP model is the (i − j + 1)th waiting time of the jth particle in the half-line
TASEP – the waiting time is counted from the moment when it can jump, and by convention the
first waiting time is when it jumps from the source into the system. 
3.2.1. GSE (α > 1/2) and GOE (α = 1/2) cases: By Theorems 1.7 we have that
H(n, n) = 4n+ σn1/3χn,
where σ = 24/3 and χn is a sequence of random variables weakly converging to the GSE (divided
by
√
2 according to the convention chosen in Definition 2.7) distribution when α > 1/2 and to the
GOE distribution when α = 1/2. Let y ∈ R be fixed and ς > 0 be a coefficient to specify later. For
t > 0, we have
P
(
x1(t) 6
t
4
+ t1/3ςy
)
= P
(
H
(⌊ t
4
+ t1/3ςy
⌋
,
⌊ t
4
+ t1/3ςy
⌋)
> t
)
= P
(
4
(⌊ t
4
+ t1/3ςy
⌋)
+ σ
⌊ t
4
+ t1/3ςy
⌋1/3
χ⌊ t
4
+t1/3ςy
⌋ > t)
= P
(
4ςyt1/3 +
(
σ(t/4)1/3 + o(t1/3
)
χ⌊ t
4
+t1/3ςy
⌋ > o(t1/3))
where the o(t1/3) errors are deterministic. Thus, if we set ς = 2−4/3, we obtain that
lim
t→∞P
(
x1(t) >
t
4
+ t1/3ςy
)
= lim
t→∞P
(
χ⌊ t
4
+t1/3ςy
⌋ 6 −y) = FGSE(−√2y)
when α > 1/2 and
lim
t→∞P
(
x1(t) >
t
4
+ t1/3y
)
= FGOE(−y)
when α = 1/2.
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3.2.2. Gaussian case: By Theorem 1.7 we have that
H(n, n) = h(α)n + σn1/2Gn,
where h(α) = 1α(1−α) , σ =
1−2α
α2(1−α)2 and Gn is a sequence of random variables weakly converging to
the standard Gaussian when α < 1/2. As in the previous case, let y ∈ R be fixed and ς > 0 be a
coefficient to specify later. For t > 0, we have
P
(
x1(t) 6 t/h(α) + t
1/2ςy
)
= P
(
H
(⌊ t
h(α)
+ t1/2ςy
⌋
,
⌊ t
h(α)
+ t1/2ςy
⌋)
> t
)
= P
(
h(α)
(⌊ t
h(α)
+ t1/2ςy
⌋)
+ σ
⌊ t
h(α)
+ t1/2ςy
⌋1/2
G⌊ t
h(α)
+t1/2ςy
⌋ > t)
= P
(
h(α)ςyt1/2 + σ(t/h(α))1/2G⌊ t
4
+t1/3ςy
⌋ > o(t1/2)) .
Thus, if we set ς = 1−2α√
α(1−α) , we obtain that
lim
t→∞P
(
x1(t) >
t
h(α)
+ t1/2ςy
)
= lim
t→∞P
(
G⌊ t
h(α)
+t1/2ςy
⌋ 6 −y) = G(−y).
3.2.3. GUE case: We have
P
(
x⌊rt⌋(t) 6 πt+ ςt1/3y
)
= P
(
H
(
2
⌊
rt
⌋
+
⌊
πt+ ςt1/3y
⌋− 1, ⌊rt⌋+ ⌊πt+ ςt1/3y⌋) > t) . (9)
By Theorem 1.8 we have that for m = κn +O(n1/3),
H(n,m) = (1 +
√
κ)2n+ σn1/3χn,
where
σ =
(1 +
√
κ)4/3
√
κ
1/3
and χn is a sequence of random variables weakly converging to the GUE distribution, for α >
√
κ
1+
√
κ
.
Hence
(9) = P
((
1 +
√
π
r + π
)2
n+ σn1/3χn > t
)
where n = 2
⌊
rt
⌋
+
⌊
πt+ ςt1/3y
⌋− 1. Choosing π such that (1 +√ r+π2r+π)2 (2r + π) = 1, i.e.
π =
1− 6r + r2
4
,
we get that
(9) = P
((
1 +
√
r + π
2r + π
)2
ςt1/3y + σ
(
(2r + π)t
)1/3
χn > o(t
1/3)
)
.
Hence, letting
ς = σ(2r + π)4/3 = 2−4/3
(1 + r)5/3
(1− r)1/3 ,
yields
lim
t→∞ (9) = limn→∞P
(
χn > −y + o(1)
)
,
16 J. BAIK, G. BARRAQUAND, I. CORWIN, AND T. SUIDAN
so that
lim
t→∞P
(
x⌊rt⌋(t) >
(1− 6r + r2)t
4
+ t1/3yς
)
= FGUE(−y),
for α > 1−r2 (This condition comes from the condition α >
√
κ
1+
√
κ
in Theorem 1.8).
3.2.4. Crossover case: For the sake of clarity, we explain how the proof works in the one-point case.
The multipoint case is similar. Assume
α =
1 + 2σ−1̟n−1/3
2
.
Combining Lemma 3.8 and Proposition 3.7 as before,
P (Hn(η) 6 p) = P
(
x2n2/3ξη+1(4n + (pσ − ξ2η2)n1/3) > n− 3n2/3ξη
)
,
where ξ = 22/3. Letting
t = 4n+ (pσ − ξ2η2)n1/3,
we have that
α =
1 + 24/3̟t−1/3
2
+ o(t−1/3),
2n2/3ξη + 1 = 21/3ηt2/3 + o(t1/3),
n− 3n2/3ξ = t
4
− 3ηξ
221/3
t2/3 +
η2ξ2 − σp
28/3
t1/3 + o(t1/3).
Hence, under this matching of parameters
lim
n→∞P (Hn(η) 6 p) = limt→∞P (Xt(η) > p) ,
where the rescaled position Xn(η) is defined in (4).
Remark 3.9. Although we do not attempt in this paper to make an exhaustive analysis of the
FTASEP with respect to varying initial conditions or parameters, such further analysis is allowed
by our framework in several directions. In terms of initial condition, Proposition 3.5 allows to study
the process starting form combinations of the wedge, flat or stationary initial data and translate to
FTASEP some of the results known from TASEP [PS02, BAC11]. In terms of varying parameters,
one could study the effect of varying α or the speed of the next few particles and one should observe
the BBP transition [BBAP05] when considering fluctuations of xrt for r > 0 (See Remark 1.6 in
[BBCS17]).
4. Fredholm Pfaffian formulas for k-point distributions
We recall in this Section a result from [BBCS17] which characterizes the joint probability distri-
bution of passage times in the half-space exponential LPP model.
Proposition 4.1 ([BBCS17, Proposition 1.7]). For any h1, . . . , hk > 0 and integers 0 < n1 < n2 <
· · · < nk and m1 > m2 > · · · > mk such that ni > mi for all i, we have that
P
(
H(n1,m1) < h1, . . . ,H(nk,mk) < hk
)
= Pf
(
J − Kexp)
L2
(
Dk(h1,...,hk)
),
where J is the matrix kernel
J(i, u; j, v) = 1(i,u)=(j,v)
(
0 1
−1 0
)
, (10)
and
Dk(g1, . . . , gk) = {(i, x) ∈ {1, . . . , k} ×R : x > gi}.
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The kernel Kexp was introduced in [BBCS17] in Section 4.4. It is defined on the state-space
({1, . . . , k} × R)2 and takes values in the space of skew-symmetric 2× 2 real matrices. The entries
are given by
K
exp(i, x; j, y) = Iexp(i, x; j, y) +


R
exp(i, x; j, y) when α > 1/2,
Rˆexp(i, x; j, y) when α < 1/2,
R¯exp(i, x; j, y) when α = 1/2.
Recalling the Definition 2.2 for integration contours in the complex plane, we define Iexp by the
following formulas.
I
exp
11 (i, x; j, y) :=
1
(2iπ)2
∫
Cπ/3
1/4
dz
∫
Cπ/3
1/4
dw
z − w
4zw(z +w)
e−xz−yw
(1 + 2z)ni(1 + 2w)nj
(1− 2z)mi(1− 2w)mj (2z + 2α− 1)(2w + 2α− 1).
I
exp
12 (i, x; j, y) :=
1
(2iπ)2
∫
Cπ/3az
dz
∫
Cπ/3aw
dw
z − w
2z(z + w)
e−xz−yw
(1 + 2z)ni
(1− 2w)nj
(1 + 2w)mj
(1− 2z)mi
2α− 1 + 2z
2α− 1− 2w,
(11)
where in the definition of the contours Cπ/3az and Cπ/3aw , the constants az, aw ∈ R are chosen so that
0 < az < 1/2, az + aw > 0 and aw < (2α − 1)/2.
I
exp
22 (i, x; j, y) :=
1
(2iπ)2
∫
Cπ/3bz
dz
∫
Cπ/3bw
dw
z − w
z + w
e−xz−yw
(1 + 2z)mi(1 + 2w)mj
(1− 2z)ni(1− 2w)nj
1
2α− 1− 2z
1
2α− 1− 2w, (12)
where in the definition of the contours Cπ/3bz and C
π/3
bw
, the constants bz, bw ∈ R are chosen so that
0 < bz, bw < (2α − 1)/2 when α > 1/2, while we impose only bz, bw > 0 when α 6 1/2.
We set Rexp11 (i, x; j, y) = 0, and R
exp
12 (i, x; j, y) = 0 when i > j, and likewise for Rˆ
exp and R¯exp.
The other entries depend on the value of α and the sign of x− y.
Case α > 1/2: When x > y,
R
exp
22 (i, x; j, y) =
−1
2iπ
∫
Cπ/3az
(1 + 2z)mi(1− 2z)mj
(1− 2z)ni(1 + 2z)nj
1
2α− 1− 2z
1
2α− 1 + 2z 2ze
−|x−y|zdz,
and when x < y
R
exp
22 (i, x; j, y) =
1
2iπ
∫
Cπ/3az
(1 + 2z)mj (1− 2z)mi
(1− 2z)nj (1 + 2z)ni
1
2α− 1− 2z
1
2α− 1 + 2z 2ze
−|x−y|zdz,
where (1 − 2α)/2 < az < (2α − 1)/2. One immediately checks that Rexp22 is antisymmetric as we
expect. When i < j and x > y
R
exp
12 (i, x; j, y) = −
1
2iπ
∫
Cπ/3
1/4
(1 + 2z)ni
(1 + 2z)nj
(1− 2z)mj
(1− 2z)mi e
−|x−y|zdz,
while if x < y, Rexp12 (i, x; j, y) = R
exp
12 (i, y; j, x). Note that R12 is not antisymmetric nor symmetric
(except when k = 1, i.e. for the one point distribution).
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Case α < 1/2: When x > y, we have
Rˆ
exp
22 (i, x; j, y) =
−e 1−2α2 y
2
1
2iπ
∫
(1 + 2z)mi(2α)mj
(1− 2z)ni(2− 2α)nj
e−xz
2α− 1 + 2zdz
+
e
1−2α
2
x
2
1
2iπ
∫
(1 + 2z)mj (2α)mi
(1− 2z)nj (2− 2α)ni
e−yz
2α− 1 + 2zdz
− 1
2iπ
∫
Cπ/3az
(1 + 2z)mi(1− 2z)mj
(1− 2z)ni(1 + 2z)nj
1
2α− 1− 2z
1
2α− 1 + 2z 2ze
−|x−y|zdz
− e
(x−y) 1−2α
2
4
(2α)mi(2− 2α)mj
(2− 2α)ni(2α)nj +
e(y−x)
1−2α
2
4
(2α)mj (2− 2α)mi
(2− 2α)nj (2α)ni , (13)
where the contours in the two first integrals pass to the right of (1− 2α)/2. When x < y, the sign
of the third term is flipped so that Rˆexp22 (i, x; j, y) = −Rˆexp22 (j, y; i, x). One can write slightly simpler
formulas by reincorporating residues in the first two integrals: thus, when x > y,
Rˆ
exp
22 (i, x; j, y) =
−e 1−2α2 y
2
1
2iπ
∫
Cπ/3az
(1 + 2z)mi(2α)mj
(1− 2z)ni(2− 2α)nj
e−xz
2α− 1 + 2zdz
+
e
1−2α
2
x
2
1
2iπ
∫
Cπ/3az
(1 + 2z)mj (2α)mi
(1− 2z)nj (2− 2α)ni
e−yz
2α− 1 + 2zdz
− 1
2iπ
∫
Cπ/3az
(1 + 2z)mi(1− 2z)mj
(1− 2z)ni(1 + 2z)nj
1
2α − 1− 2z
1
2α− 1 + 2z 2ze
−|x−y|zdz, (14)
where 2α−12 < az <
1−2α
2 . When i < j, if x > y
Rˆ
exp
12 (i, x; j, y) =
−1
2iπ
∫
Cπ/3
1/4
(1 + 2z)ni
(1 + 2z)nj
(1− 2z)mj
(1− 2z)mi e
−|x−y|zdz, (15)
while if x < y, Rˆexp12 (i, x; j, y) = Rˆ
exp
12 (i, y; j, x).
Case α = 1/2: When x > y,
R¯
exp
22 (i, x; j, y) =
−1
2iπ
∫
Cπ/3
1/4
(1 + 2z)mi
(1− 2z)ni
e−xz
4z
dz +
1
2iπ
∫
Cπ/3
1/4
(1 + 2z)mj
(1− 2z)nj
e−yz
4z
dz
+
1
2iπ
∫
Cπ/3
1/4
(1 + 2z)mi(1− 2z)mj
(1− 2z)ni(1 + 2z)nj
e−|x−y|zdz
2z
− 1
4
,
(16)
with a modification of the last two terms when x < y so that R¯exp22 (i, x; j, y) = −R¯exp22 (j, y; i, x).
When i < j, if x > y
R¯
exp
12 (i, x; j, y) =
−1
2iπ
∫
Cπ/3
1/4
(1 + 2z)ni
(1 + 2z)nj
(1− 2z)mj
(1− 2z)mi e
−|x−y|zdz,
while if x < y, R¯exp12 (i, x; j, y) = R¯
exp
12 (i, y; j, x).
Remark 4.2. It may be possible to write simpler integral formulas for Kexp by changing the contours
used in the definition of Iexp and identifying certain terms of Rexp as residues of the integrand in Iexp.
The reason why we have written the kernel Iexp as above is mostly technical. For the asymptotic
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analysis of these formulas, it is convenient that all contours may be deformed so that they approach
0 without encountering any singularity, as will be explained in Section 5.
5. Asymptotic analysis in the crossover regime
This section is devoted to the proofs of Theorems 1.9 and 1.10. We start by providing formulas
for the correlation kernels Kcross and KSU used in the statements of both theorems.
5.1. Formulas for Kcross. The kernel Kcross introduced in [BBCS17, Section 2.5] can be written as
K
cross(i, x; j, y) = Icross(i, x; j, y) + Rcross(i, x; j, y),
where we have
I
cross
11 (i, x; j, y) =
1
(2iπ)2
∫
Cπ/31
dz
∫
Cπ/31
dw
z + ηi − w − ηj
z + w + ηi + ηj
z +̟ + ηi
z + ηi
w +̟ + ηj
w + ηj
ez
3/3+w3/3−xz−yw,
I
cross
12 (i, x; j, y) =
1
(2iπ)2
∫
Cπ/3az
dz
∫
Cπ/3aw
dw
z + ηi − w + ηj
2(z + ηi)(z + ηi + w − ηj)
z +̟ + ηi
−w +̟ + ηj e
z3/3+w3/3−xz−yw,
I
cross
21 (i, x; j, y) =− Icross12 (y, x),
I
cross
22 (i, x; j, y) =
1
(2iπ)2
∫
Cπ/3bz
dz
∫
Cπ/3bw
dw
z − ηi − w + ηj
4(z − ηi + w − ηj)
ez
3/3+w3/3−xz−yw
(z −̟ − ηi)(w −̟ − ηj) .
The contours in Icross12 are chosen so that az > −ηi, az+aw > ηj−ηi and aw < ̟+ηj . The contours
in Icross22 are chosen so that bz > ηi, bz > ηi +̟ and bw > ηj , bw > ηj +̟.
We have Rcross11 (i, x; j, y) = 0, and R
cross
12 (i, x; j, y) = 0 when i > j. When i < j,
R
cross
12 (i, x; j, y) =
− exp
(−(ηi−ηj)4+6(x+y)(ηi−ηj)2+3(x−y)2
12(ηi−ηj)
)
√
4π(ηj − ηi)
,
which may also be written as
R
cross
12 (i, x; j, y) = −
∫ +∞
−∞
dλe−λ(ηi−ηj)Ai(xi + λ)Ai(xj + λ).
The kernel Rcross22 is antisymmetric, and when x− ηi > y − ηj we have
R
cross
22 (i, x; j, y) =
−1
4
1
2iπ
∫
Cπ/3cz
dz
exp
(
(z + ηi)
3/3 + (̟ + ηj)
3/3− x(z + ηi)− y(̟ + ηj)
)
̟ + z
+
1
4
1
2iπ
∫
Cπ/3cz
dz
exp
(
(z + ηj)
3/3 + (̟ + ηi)
3/3− y(z + ηj)− x(̟ + ηi)
)
̟ + z
− 1
2
1
2iπ
∫
Cπ/3dz
dz
z exp
(
(z + ηi)
3/3 + (−z + ηj)3/3− x(z + ηi)− y(−z + ηj)
)
(̟ + z)(̟ − z) ,
where the contours are chosen so that cz < −̟ and dz is between −̟ and ̟.
20 J. BAIK, G. BARRAQUAND, I. CORWIN, AND T. SUIDAN
5.2. Formulas for KSU. The kernel KSU introduced in [BBCS17, Section 2.5] decomposes as
K
SU(i, x; j, y) = ISU(i, x; j, y) + RSU(i, x; j, y),
where we have
I
SU
11 (i, x; j, y) =
1
(2iπ)2
∫
Cπ/31
dz
∫
Cπ/31
dw
(z + ηi − w − ηj)ez3/3+w3/3−xz−yw
4(z + ηi)(w + ηj)(z + w + ηi + ηj)
,
I
SU
12 (i, x; j, y) =
1
(2iπ)2
∫
Cπ/3az
dz
∫
Cπ/3aw
dw
z + ηi − w + ηj
2(z + ηi)(z + w + ηi − ηj)e
z3/3+w3/3−xz−yw,
I
SU
21 (i, x; j, y) = −ISU12 (j, xj ; i, yi)
I
SU
22 (i, x; j, y) =
1
(2iπ)2
∫
Cπ/3bz
dz
∫
Cπ/3bw
dw
z − ηi − w + ηj
z − ηi + w − ηj e
z3/3+w3/3−xz−yw.
The contours in ISU12 are chosen so that az > −ηi, az + aw > ηj − ηi. The contours in ISU22 are chosen
so that bz > ηi and bw > ηj .
We have RSU11 (i, x; j, y) = 0, and R
SU
12 (i, x; j, y) = 0 when i > j. When i < j,
R
SU
12 (i, x; j, y) = R
cross
12 (i, x; j, y) =
− exp
(−(ηi−ηj)4+6(x+y)(ηi−ηj)2+3(x−y)2
12(ηi−ηj)
)
√
4π(ηj − ηi)
.
The kernel RSU22 is antisymmetric, and when x− ηi > y − ηj we have
R
SU
22 (i, x; j, y) = −
1
2
1
2iπ
∫
Cπ/30
dzz exp
(
(z + ηi)
3/3 + (−z + ηj)3/3− x(z + ηi)− y(−z + ηj)
)
where the contours are chosen so that az > −̟ and bz is between −̟ and ̟.
5.3. Proof of Theorem 1.9. Recall that we scale α as
α =
1 + 2σ−1̟n−1/3
2
.
The proof of Theorem 1.9 follows the same lines as that of Theorems 1.4 and 1.5 in Sections 5 and
6 of [BBCS17] (corresponding to Theorems 1.7 and 1.8 in the present paper). We introduce the
rescaled correlation kernel
K
exp,n(i, xi; j, xj) :=(
σ2n2/3eηixi+ηjxj−η
3
i /3−η3j /3Kexp11
(
i,Xi; j,Xj
)
σn1/3eηixi−ηjxj−η
3
i /3+η
3
j /3K
exp
12
(
i,Xi; j,Xj
)
σn1/3e−ηixi+ηjxj+η
3
i /3−η3j /3Kexp21
(
i,Xi; j,Xj
)
e−ηixi−ηjxj+η
3
i /3+η
3
j /3K
exp
22
(
i,Xi; j,Xj
)
)
,
where
Xi = 4n+ n
1/3(σxi − ξ2η2i ),
so that we have
P (Hn(η1) < x1, . . . ,Hn(ηk) < xk) = Pf
(
J − Kexp,n)
L2(Dk(x1,...,xk))
,
where the quantityHn(η) is defined in Section 1.2. We will decompose the kernel as K
exp,n(i, xi; j, xj) =
I
exp,n(i, xi; j, xj) + R
exp,n(i, xi; j, xj) according to the formulas in Section 4. The parameter α can
be greater or smaller than 1/2 depending on the sign of ̟, so that we will need to be careful with
the choice of contours.
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π/3
C[r]
rn
−1/3
0
π/3
C[r]
−rn
−1/3
0
Figure 7. The contours C[r] when r > 0 (left) and C[r] when r < 0 (right).
In order to prove Theorem 1.9, we need to show that
lim
n→∞Pf
(
J − Kexp,n)
L2(Dk(x1,...,xk))
= Pf
(
J − Kcross)
L2(Dk(x1,...,xk))
. (17)
We will first show that the kernel Kexp,n(i, x; j, y) converges to Kcross(i, x; j, y) for fixed (i, x; j, y).
Then, we will prove uniform bounds on the kernel Kexp,n so that the Fredholm Pfaffian is an
absolutely convergent series of integrals and hence the pointwise convergence of kernels implies the
convergence of Fredholm Pfaffians.
We introduce two types of modifications of the contour Cπ/30 . For a parameter r > 0, we denote
by C[r] the contour formed by the union of an arc of circle around 0 of radius rn−1/3, between −π/3
and π/3, and two semi-infinite rays in directions ±π/3 that connect the extremities of the arc to ∞
(see Figure 7, left). With this definition 0 is on the left of the contour C[r]. For a parameter r < 0,
we denote by C[r] a similar contour where the arc of circle has radius −r and is now between angles
from π/3 to 5π/3 so that 0 is on the right of C[r] (see Figure 7, right).
Thanks to Cauchy’s theorem, we have some freedom to deform the contours used in the definition
of Kexp in Section 4, as long as we do not cross any pole. Thus we can write
K
exp,n
11 (i, x; j, y) = e
ηix+ηjy−η3i /3−η3j /3σ
2n2/3
(2iπ)2
∫
C[1]
dz
∫
C[1]
dw
z − w
4zw(z + w)
(2z + 2σ−1̟n−1/3)(2w + 2σ−1̟n−1/3) exp
(
n(f(z) + f(w))
+ n2/3(ξηi log(1− 4z2) + ξηj log(1− 4w2)) + n1/3ξ2η2i z + n1/3ξ2η2jw − n1/3σ(xz + yw)
)
, (18)
where the function f is
f(z) = −4z + log(1 + 2z)− log(1− 2z).
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To take asymptotics of this expression, we use Laplace’s method. The function f has a double
critical point at 0. We have
f(z) =
σ3
3
z3 +O(z4), (19)
where σ = 24/3 and we know from Lemma 5.9 in [BBCS17] that the contour Cπ/30 is steep-descent
for Re[f ] (which shows that the main contribution to the integral comes from integration in a
neighborhood of 0, see the proof of Theorem 1.7 in Section 5 of [BBCS17]). Let us make the change
of variables z = n−1/3z˜/σ and likewise for w, and use Taylor expansions of all terms in the integrand.
Using the same kind of estimates (to control the error made when approximating the integrand) as
in Proposition 5.8 in [BBCS17], we arrive at
K
exp,n
11 (i, x; j, y) −−−→n→∞ e
ηix+ηjy−η3i /3−η3j /3 1
(2iπ)2
∫
Cπ/31
dz
∫
Cπ/31
dw
z − w
z + w
z +̟
z
w +̟
w
exp
(
z3/3 + w3/3− 4ξηiz2/σ2 − 4ξηjw2/σ2 + ξ2ηiz/σ + ξ2ηjw/σ − xz − yw
)
.
With our choice of σ and ξ, we have that 4ξ/σ2 = ξ2/σ = 1, so that after a change of variables (a
simple translation where z becomes z + ηi and w becomes w + ηj),
K
exp,n
11 (i, x; j, y) −−−→n→∞ K
cross
11 (i, x; j, y) =
1
(2iπ)2
∫
Cπ/31
dz
∫
Cπ/31
dw
z + ηi −w − ηj
(z + ηi)(w + ηj)
z +̟ + ηi
z + ηi
w +̟ + ηj
w + ηj
ez
3/3+w3/3−xz−yw.
Regarding K12, we write K
exp,n
12 = I
exp,n
12 + R
exp,n
12 where
I
exp,n
12 (i, x; j, y) = e
ηix−ηjy−η3i /3+η3j /3 σn
1/3
(2iπ)2
∫
C[az ]
dz
∫
C[aw]
dw
z − w
2z(z + w)
2z + 2σ−1̟n−1/3
−2w + 2σ−1̟n−1/3
exp
(
n(f(z)+f(w))+n2/3(ξηi log(1−4z2)−ξηj log(1−4w2))+n1/3ξ2η2i z+n1/3ξ2η2jw−n1/3σ(xz+yw)
)
,
(20)
where the contours are chosen so that az > 0, az + aw > 0 and aw < ̟. Applying Laplace method
as for K11, we arrive at
I
exp,n
12 (i, x; j, y) −−−→n→∞ e
ηix−ηjy−η3i /3+η3j /3 1
(2iπ)2
∫
Cπ/3az
dz
∫
Cπ/3aw
dw
z − w
2z(z + w)
z +̟
−w +̟
exp
(
z3/3 + w3/3− 4ξηiz2/σ2 + 4ξηjw2/σ2 + ξ2ηiz/σ + ξ2ηjw/σ − xz − yw
)
.
Thus, we find that after a change of variables
I
exp,n
12 (i, x; j, y) −−−→n→∞ I
cross
12 (i, x; j, y) =
1
(2iπ)2
∫
Cπ/3az
dz
∫
Cπ/3aw
dw
z + ηi − w + ηj
2(z + ηi)(z + ηi + w − ηj)
z +̟ + ηi
−w +̟ + ηj e
z3/3+w3/3−xz−yw,
where the contours in the last equation are now chosen so that az > −ηi, az + aw > ηj − ηi and
aw < ̟ + ηj. When i < j (and consequently ηi < ηj), and for x, y such that σx− ξ2ηi > σy − ξ2ηj
(which is equivalent to x− ηi > y − ηj), we use equation (15) for R12 and find
R
exp,n
12 (i, x; j, y) −−−→n→∞
−1
2iπ
∫
Cπ/3
1/4
dz exp
(
(z − ηi)3/3− (z − ηj)3/3− x(z − ηi) + y(z − ηj)
)
.
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One can check that with x − ηi > y − ηj , the integrand is integrable on the contour Cπ/31/4 . When
x− ηi < y − ηj however, we have
R
exp,n
12 (i, x; j, y) −−−→n→∞
−1
2iπ
∫
Cπ/3
1/4
dz exp
(
(z + ηj)
3/3− (z + ηi)3/3 + x(z + ηi)− y(z + ηj)
)
.
One can evaluate the integrals above, and we find that in both cases
R
exp,n
12 (i, x; j, y) −−−→n→∞ R
cross
12 (i, x; j, y) =
− exp
(−(ηi−ηj)4+6(x+y)(ηi−ηj)2+3(x−y)2
12(ηi−ηj)
)
√
4π(ηj − ηi)
.
As for K22, we again decompose the kernel as K
exp,n
22 = I
exp,n
22 +R
exp,n
22 . For I
exp,n
22 , we chose contours
that pass to the right of all poles except 1/2, as in the case α = 1/2 of Section 4. We can write
I
exp,n
22 (i, x; j, y) = e
−ηix−ηjy+η3i /3+η3j /3 1
(2iπ)2
∫
C[bz]
dz
∫
C[bw]
dw
z − w
z + w
1
(−2z + 2σ−1̟n−1/3)(−2w + 2σ−1̟n−1/3) exp
(
n(f(z) + f(w))
+ n2/3(−ξηi log(1− 4z2)− ξηj log(1− 4w2)) + n1/3ξ2η2i z + n1/3ξ2η2jw − n1/3σ(xz + yw)
)
, (21)
where bz and bw are positive and greater that ̟. Again, by Laplace’s method we obtain
I
exp,n
22 (i, x; j, y) −−−→n→∞ e
−ηix−ηjy+η3i /3+η3j /3 1
(2iπ)2
∫
Cπ/3bz
dz
∫
Cπ/3bw
dw
z − w
z + w
1
(2z − 2̟)(2w − 2̟)
exp
(
z3/3 + w3/3 + 4ξηiz
2/σ2 + 4ξηjw
2/σ2 + ξ2ηiz/σ + ξ
2ηjw/σ − xz − yw
)
.
Thus,
I
exp,n
22 (i, x; j, y) −−−→n→∞ I
cross
12 (i, x; j, y) =
1
(2iπ)2
∫
Cπ/3bz
dz
∫
Cπ/3bw
dw
z − ηi − w + ηj
4(z − ηi + w − ηj)
ez
3/3+w3/3−xz−yw
(z −̟ − ηi)(w −̟ − ηj) ,
where the contours are chosen so that bz > ηi, bz > ηi + ̟ and bw > ηj , bw > ηj + ̟. For R22
we use (13). Note that the form of the expression does not depend on whether ̟ is positive or
negative, because of our choice of contours for Iexp,n22 in (21). We find for xi − ηi > xj − ηj
R
exp,n
22 (i, x; j, y) −−−→n→∞
−1
4
1
2iπ
∫
Cπ/3cz
dz
exp
(
(z + ηi)
3/3 + (̟ + ηj)
3/3− x(z + ηi)− y(̟ + ηj)
)
̟ + z
+
1
4
1
2iπ
∫
Cπ/3cz
dz
exp
(
(z + ηj)
3/3 + (̟ + ηi)
3/3− y(z + ηj)− x(̟ + ηi)
)
̟ + z
− 1
2
1
2iπ
∫
Cπ/3dz
dz
z exp
(
(z + ηi)
3/3 + (−z + ηj)3/3− x(z + ηi)− y(−z + ηj)
)
(̟ + z)(̟ − z)
− 1
4
exp
(
(−̟ + ηj)3/3 + (̟ + ηi)3/3− y(−̟ + ηj)− x(̟ + ηi)
)
+
1
4
exp
(
(−̟ + ηi)3/3 + (̟ + ηj)3/3− x(−̟ + ηi)− y(̟ + ηj)
)
,
where the contours are chosen so that cz > −̟ and dz is between −̟ and ̟. When x−ηi < y−ηj,
R
exp,n
22 is determined by antisymmetry.
24 J. BAIK, G. BARRAQUAND, I. CORWIN, AND T. SUIDAN
At this point, we have shown that when α = 1/2 and for any set of points {ir, xir ; js, xjs}16r,s6k ∈
{1, . . . , k} × R,
Pf
(
K
exp,n
(
ir, xir ; js, xjs
))k
r,s=1
−−−→
q→1
Pf
(
Kcross
(
ir, xir ; js, xjs
))k
r,s=1
.
In order to conclude that the Fredholm Pfaffian likewise has the desired limit, one needs a control
on the entries of the kernel Kexp,n, in order to apply dominated convergence.
Lemma 5.1. Let a ∈ R and 0 > η1 < · · · < ηk be fixed. There exist positive constants C, c,m for
n > m and x, y > a, ∣∣∣Kexp,n11 (i, x; j, y)∣∣∣ < C exp (− cx− cy),∣∣∣Kexp,n12 (i, x; j, y)∣∣∣ < C exp (− cx),∣∣∣Kexp,n22 (i, x; j, y)∣∣∣ < C.
Proof. The proof is very similar to that of Lemmas 5.11 and 6.4 in [BBCS17]. Indeed, using the
same approach as in the proof of these lemmas, we obtain that∣∣∣Iexp,n11 (i, x; j, y)∣∣∣ < C exp (− cx− cy),∣∣∣Iexp,n12 (i, x; j, y)∣∣∣ < C exp (− cx),∣∣∣Iexp,n22 (i, x; j, y)∣∣∣ < C exp (− cx− cy),
and ∣∣∣Rexp,n11 (i, x; j, y)∣∣∣ = 0,∣∣∣Rexp,n12 (i, x; j, y)∣∣∣ 6 C1i<j exp ((x+ y)(ηi − ηj)),∣∣∣Rexp,n22 (i, x; j, y)∣∣∣ < C.
Recall that when i < j, ηi− ηj < 0, so that the bounds on Iexp,n and Rexp,n combine together to the
statement of Lemma 5.1. 
The bounds from Lemma 5.1 are such that the hypotheses in Lemma 2.5 are satisfied. We
conclude, applying dominated convergence in the Pfaffian series expansion, that
lim
n→∞P
(
k⋂
i=1
{Hn(ηi) < xi}
)
= Pf
(
J− Kcross)
L2(Dk(x1,...,xk))
.
5.4. Proof of Theorem 1.10. The proof is very similar as that of Theorem 1.9. We use a similar
rescaling of the kernel: we define the rescaled kernel
K
exp,n(i, xi; j, xj) :=(
̟−2σ2n2/3eηixi+ηjxj−η
3
i /3−η3j /3Kexp11
(
i,Xi; j,Xj
)
̟−1σn1/3eηixi−ηjxj−η
3
i /3+η
3
j /3K
exp
12
(
i,Xi; j,Xj
)
̟−1σn1/3e−ηixi+ηjxj+η
3
i /3−η3j /3Kexp21
(
i,Xi; j,Xj
)
̟2e−ηixi−ηjxj+η
3
i /3+η
3
j /3K
exp
22
(
i,Xi; j,Xj
)
)
,
Then, we decompose the kernel as Kexp,n(i, xi; j, xj) = I
exp,n(i, xi; j, xj)+R
exp,n(i, xi; j, xj) using the
formulas (and choice of contours) of Section 4 in the case α > 1/2. Thus, the formulas are slightly
simpler than in the proof of Theorem 1.9. To show that the kernel Kexp,n converges pointwise
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to KSU , we follow the same steps as in the proof of Theorem 1.9 as if ̟ = +∞ and contours
C[az], C[aw], C[bz], C[bw] are chosen to be consistent with the constraints on contours in the case
α > 1/2 of Section 4. Finally, the kernel satisfies the same uniform bounds as in Lemma 5.1, so
that we conclude the proof by dominated convergence as above.
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