Bilinear estimates in the presence of a large potential and a critical
  NLS in 3d by Pusateri, Fabio & Soffer, Avy
ar
X
iv
:2
00
3.
00
31
2v
1 
 [m
ath
.A
P]
  2
9 F
eb
 20
20
BILINEAR ESTIMATES IN THE PRESENCE OF A LARGE POTENTIAL
AND A CRITICAL NLS IN 3D
FABIO PUSATERI AND AVY SOFFER
Abstract. We propose an approach to nonlinear evolution equations with large and de-
caying external potentials that addresses the question of controlling globally-in-time the
nonlinear interactions of localized waves in this setting. This problem arises when studying
localized perturbations around (possibly non-decaying) special solutions of evolution PDEs,
and trying to control the projection onto the continuous spectrum of the nonlinear radiative
interactions.
One of our main tools is the Fourier transform adapted to the Schro¨dinger operator
H = −∆+ V , which we employ at a nonlinear level. As a first step we analyze the spatial
integral of the product of three generalized eigenfunctions of H , and determine the precise
structure of its singularities. This leads to study bilinear operators with certain singular
kernels, for which we derive product estimates of Coifman-Meyer type. This analysis can
then be combined with multilinear harmonic analysis tools and the study of oscillations to
obtain (distorted Fourier space analogues of) weighted estimates for dispersive and wave
equations.
As a first application we consider the nonlinear Schro¨dinger equation in 3d in the pres-
ence of large decaying potential with no bound states, and with a u2 non-linearity. The
main difficulty is that a quadratic nonlinearity in 3d is critical with respect to the Strauss
exponent; moreover, this nonlinearity has non-trivial fully coherent interactions even when
V = 0. We prove quantitative global-in-time bounds and scattering for small solutions.
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1. Introduction
This work is motivated by questions on the long-time stability of large, and possibly
non-localized, special solutions of nonlinear evolution equations. We propose a systematic
approach to the study of equations of the form
i∂tu+ L(D)u+ V (x)u = N (u), u(t = 0) = u0, (1.1)
1
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where u : (t, x) ∈ R× Rd → C, d > 1, L(D) = L(−i∇x) is a real-valued dispersion relation,
N is a nonlinear term in (u, u), and V is a large real-valued decaying potential. The initial
data is assumed to be sufficiently regular, small and localized, and we are interested in the
global existence and quantitative estimates of solutions. Typical examples are nonlinear
Schro¨dinger equations (L(D) = −|D|2 = ∆), nonlinear Klein-Gordon (L = √m2 + |D|2)
and wave equations (L = |D|).
The methods we develop are intended to be most relevant for the stability of special
solutions in the following contexts:
(1) localized special solutions (solitons and solitary waves) for equations with nonlinearities
of low degree of homogeneity, e.g. quadratic nonlinearities in dimensions 2 and 3, such
as those appearing in water waves and plasma models;
(2) non-localized solutions (e.g. topological solitons) for equations with nonlinearities of
higher degree; examples here include field theories in dimensions 2 or higher, such as
Ginzburg-Landau-type theories and their vortices solutions, and generalizations of φ4-
type field theories with ‘domain walls’ solutions (see [34]).
Linearized dynamics. To explain the relevance of (1.1) consider a special solution of a nonlin-
ear evolution equation, such as, for the sake of concreteness, a stationary soliton, Q = Q(x).
The basic strategy to investigate its stability is to look at solutions of the full nonlinear
problem in the form Q(x) + v(t, x), where v is small (and localized) at the initial time
t = 0. Disregarding for the sake of exposition the issue of modulating Q by the symmetries
of the equation (such as translations and phase rotations), one can immediately see that
understanding the stability for Q amounts to studying the long-time behavior of v.
The equation for the evolution of the perturbation v presents two fundamental difficulties:
(A) The linear part of the equation involves an added effective potential coming from Q; we
refer to this as the perturbed linear operator, as opposed to the “unperturbed” or “flat”
operator, which is one with no potential term. A basic example of such an operator is
the operator1 LV := L(D) + V from (1.1).
(B) The equation for the perturbation will typically contain ‘pure’ quadratic nonlinear terms
without additional localization, in both scenarios (1) and (2) above.
In many relevant applications the potential part in the perturbed operator is smooth and
decaying, so we assume this to be the case in our discussion. Then, it is well established that
many quantitative properties of linear homogeneous solutions, such as for example time-decay
and Strichartz estimates for solutions of i∂tu+Lu = 0, still hold for solutions of i∂tu+LV u =
0, when one projects onto the continuous spectrum of LV . However, applications of classical
nonlinear tools such as commuting vectorfields and normal forms transformations are almost
immediately ruled out by the presence of the inhomogeneous potential term; Furthermore,
the perturbed operator may have eigenvalues below the continuous spectrum, or resonances
at the edge. This is an important aspect to consider, but it is not the main focus of the
present paper.
The second main difficulty is the presence of quadratic nonlinear terms in the equation for
v. Quadratic nonlinearities are the most difficult to control due to the slow decay. Moreover,
in both cases (1) and (2) one does not expect localized coefficients in front of these quadratic
1In many cases the operators obtained upon linearization are more complicated than LV and are not
necessarily scalar or self-adjoint.
BILINEAR ESTIMATES WITH POTENTIALS AND QUADRATIC NLS IN 3D 3
terms - unlike in the case of solitons for models with nonlinearities which are at least cubic -
that can be leveraged through improved local decay. As a result, tools from the linear theory
of perturbed operators and energy methods are ineffective to treat these equations.
In the unperturbed case, V = 0, quadratic models like (1.1) present similar issues. Starting
with seminal works by various authors in the ‘80s, including [6, 28, 38, 26], many techniques
have been developed for the study of these classes of weakly nonlinear equations. Roughly
speaking, when dispersive effects are weak, one needs a refined analysis of the nonlinear
interactions; this can be done in various ways, including normal form analysis, commuting
vectorfields methods, harmonic analysis tools and more. However, these techniques are hard
to adapt to the perturbed case V 6= 0, and, to our knowledge, alternative systematic and
robust approaches have not been developed so far. In fact, very little is known about the long-
time behavior of nonlinear equations with external potentials and low power nonlinearities
(e.g. at or below the Strauss exponent), especially in comparison to the very rich theory for
higher power nonlinearities, or the unperturbed cases. Recently, there have been some results
in this direction in particular cases, such as the case of one spatial dimension [36, 9, 15, 5],
the case of small potentials [30, 31], and the case of non-resonant nonlinearities [14]; see
below for more on [30] and [14].
Nonlinear evolution with a potential. The aim of this paper is to initiate a refined study
of nonlinear interactions in the perturbed setting, for models like (1.1). In particular, the
method developed here addresses the combination of (A) and (B) in the simplest case of
a potential such that LV has no eigenvalues or resonances. The understanding is that
the analysis can be used in the cases (1) and (2) above, when one restricts the nonlinear
interactions to the continuous spectrum of the relevant operator. The additional interplay
with the discrete modes, if any are present, needs to be dealt with separately.
One of the main difficulties in treating problems like (1.1) is to understand how two (or
more) localized waves interact in the presence of an external potential. As we will see more
in details below, the potential, although smooth and localized, has a “delocalizing” effect:
waves moving under its influence have a higher degree of uncertainty compared to ‘flat’
waves and therefore are harder to control precisely. Moreover, the potential “decorrelates”
frequencies: the sum of the frequencies of two interacting waves is not the frequency of the
product, as it is in the unperturbed case. The method that we are proposing here deals with
these issues.
More precisely, Sections 3–6 and Section 8 contain results that are generally applicable to
Schro¨dinger operators H = −∆+V , for a real, regular and decaying potential V . In essence,
we show how to use the Fourier transform adapted to H - the so-called distorted/perturbed
Fourier transform - to write in a fairly explicit way the product of two functions in dis-
torted frequency space. The key is to identify the singular structure of the product, which
then permits a precise analysis of nonlinear oscillations; see Section 2 for a more detailed
explanation. These results can in principle be applied as a black-box, or with some modifi-
cations, to tackle the nonlinear analysis on the continuous spectrum for several problems in
the categories (1) and (2) above.
In Sections 7 and 9 we give a first application of our general approach and study in detail
the quadratic nonlinear Schro¨dinger equation
i∂tu+ (−∆+ V )u = u2, u(t = 0) = u0, x ∈ R3. (1.2)
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This is a prototypical model for a nonlinear equation with a potential; we have chosen the
Schro¨dinger equation for the simplicity of its dispersion relation, but our analysis could
extend to the Klein-Gordon equation, or the wave equation under some additional null form
assumptions. Note that a quadratic nonlinearity in 3d is critical with respect to the Strauss
exponent. The choice of the nonlinearity u2, as opposed to u2 or |u|2 is relevant. The u2
nonlinearity was treated in [14], and we can easily included it in our analysis. The important
difference is that u2 admits a global normal form transformation which effectively makes the
equation sub-critical relative to the Strauss exponent. In particular, one does not need a
precise analysis of spatially localized interactions. For the |u|2 nonlinearity the existence of
global solutions is still open even for V = 0. For V = 0 the other nonlinearities au2 + bu2
have been treated in [20] and [12].
Distorted Fourier Transform (dFT) and Nonlinear Spectral Distribution (NSD). Our gen-
eral set-up is based on the use of the distorted Fourier Transform (dFT) adapted to the
Schro¨dinger operator H = −∆ + V . For the moment, it suffices to say that under suitable
decay and generic spectral assumptions on V , the familiar formulas relating the Fourier trans-
form and its inverse (in dimension d = 3) hold if one replaces (up to constants) eik·x by the
generalized eigenfunctions ψ(k, x), which solve Hψ(x, k) = |k|2ψ(x, k), for all k ∈ R3 r {0}.
That is, for any g ∈ L2, there exists a unitary operator F˜ defined by
F˜g(k) := g˜(k) = 1
(2π)3/2
∫
R3
ψ(x, k)g(x) dx,
with F˜−1g(x) := 1
(2π)3/2
∫
R3
ψ(x, k)g(k) dk,
(1.3)
that diagonalizes the Schro¨dinger operator: F˜H = |k|2F˜ . See Theorem 3.1.
For a solution u of (1.2) - with the obvious modifications in the case of other dispersion
relations or other nonlinearities - we look at the ‘profile’ or ‘interaction variable’
f(t, x) :=
(
e−it(−∆+V )u(t, ·))(x), f˜(t, k) = e−it|k|2u˜(t, k), (1.4)
which satisfies the equation f˜(t, k) = u˜0(k)− iD(t)(f, f) where
D(t)(f, f) :=
∫ t
0
∫∫
R3×R3
eis(−|k|
2+|ℓ|2+|m|2)f˜(s, ℓ)f˜(s,m)µ(k, ℓ,m) dℓdm ds, (1.5)
with
µ(k, ℓ,m) :=
1
(2π)9/2
∫
R3
ψ(x, k)ψ(x, ℓ)ψ(x,m) dx. (1.6)
(1.5) is Duhamel’s formula for (1.2) in distorted Fourier space. The distribution µ charac-
terizes the interaction between the generalized eigenfunctions, and we call it the “Nonlinear
Spectral Distribution” (NSD).
Note that in the unperturbed case V = 0 the NSD is just a delta function δ(k− ℓ−m). In
contrast with this, in equations (1.5)-(1.6) all frequencies interact with each other without
any a priori constraint. Looking at (1.5) we see that the set where the integral has no
oscillations in time s is always larger than in the case V = 0; this implies that time averaging
and the standard theory of normal forms transformations are less efficient. At the same time,
as we shall see, µ(k, ℓ,m) is singular on a much larger set compared to δ(k − ℓ − m); for
example, it is singular when |k − ℓ| = |m| (see (2.9)) or when |k| = |ℓ| + |m|. Then, even
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when the oscillatory exponential factor in (1.5) is non-stationary one cannot directly obtain
cancellations; these are only possible if non-stationarity holds in the directions where µ
is regular. The singular behavior of µ is another manifestation of both the ‘uncertainty’
and the ‘loss of invariance properties’ caused by the external potential, and leads to the
ineffectiveness of a direct application of methods based on vectorfields.
One of our main ideas is to study precisely the structure of µ and its singularities as a
distribution of R9. After identifying all the singularities, we are naturally led to look at
bilinear operators with kernels that are singular on certain annuli in frequency space. For all
the relevant operators that appear we prove suitable bilinear estimates of Ho¨lder (Coifman-
Meyer) type. See for example (2.10)-(2.11) for an informal statement of this type. In the
specific case of the NLS equation (1.2) we can then proceed to analyze in detail the integral
(1.5). We point out that the general analysis of the NSD can be used for other equations as
a black-box. The ideas for the analysis of the nonlinear model (1.2) are also quite general,
and in particular the integration by parts using “good vectorfields” that are tangential to the
singularities of µ; see (2.16)-(2.17) and the last part of 2.1 and for more on this.
Overall, the present approach can be seen as an extension of the analysis put forward
by [19, 12, 13] for the case V = 0, where one uses the regular Fourier transform (in which
case, recall, the NSD is a delta) and analyzes the corresponding oscillatory integral (1.5).
In recent years, some deep advancements have been made starting from these types of basic
ideas, and the resulting methods have been quite successful in the study of global regularity
and asymptotics for small solutions of dispersive and wave equations. See for example [22,
23, 17, 10] and references therein where the authors study the stability of ‘trivial’ equilibria
(e.g. a flat and still sea in the context of the free-boundary Euler equations, or a neutral
plasma in the context of the Euler-Maxwell system). Our long-term hope is that, following
the approach in this paper, parallel developments can be made in the context of nonlinear
equations with potentials, leading to advances in the study of the long-time dynamics around
non-trivial equilibria.
More background and related works. The first question one asks when studying equations
with potentials such as (1.1), is how much of the linear theory for solutions of i∂tu+L(D)u =
0 can be carried onto perturbed/inhomogeneous linear solutions. As an example, classical
results for linear Schro¨dinger operators [24, 16], guarantee that pointwise decay estimates
like
‖eitHPcf‖L1 7→L∞ . |t|−d/2, x ∈ Rd,
hold under mild assumption on the decay of V (here Pc is the projection onto the continuous
spectrum). Generalizations to other dispersive and wave equations are also known. For more
on dispersive estimates, see the survey of Schlag [37], the book [29] and references therein.
Strichartz estimates can also be derived for solutions of the perturbed linear problem under
fairly general assumptions on V .
For nonlinear problems such as (1.1), the first attempt is to use linear estimates (and energy
estimates) to control the flow for long times. This is in parallel to the classical strategy that
one would use without the potential; see the seminal work of Strauss [44] and [45] and
references therein. Even in the absence of discrete spectrum this approach works only when
the spatial dimension and homogeneity of the nonlinearity are high enough, so that dispersive
effects are sufficiently strong. If the perturbed operator has discrete spectrum the situation
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is more delicate. The main issue is the presence of linear and nonlinear bound states (time-
periodic localized structures), and their interaction with the radiative/dispersive part of the
solution. Among the many important works in this direction, we mention Soffer-Weinstein
[41, 42] Tsai-Yau [46], Gustafson-Nakanishi-Tsai [18], Bambusi-Cuccagna [3], Kirr-Zarnescu
[27]. For more general overviews we refer the reader to the surveys [40, 47] and reference
therein.
The works cited above are characterized by strong dispersive effects due to the combination
of the large spatial dimension and/or a high power (or highly localized) nonlinearity. The
situation is quite different, and much less is known, when one cannot get global existence by
means of dispersive estimates or energy methods, even if the perturbed operator has only
continuous spectrum.
An interesting work in this direction is the paper of Germain-Hani-Walsh [14] who treated
an NLS equation like (1.2) with a large, generic, and decaying potential, and with a u2
nonlinearity. In [14] the authors use the dFT and lay some groundwork for understanding the
NSD (1.6). In particular, they establish Coifman-Meyer type bilinear estimates for operators
whose kernel is given by µ times a Coifman-Meyer-type symbol, as well as estimate for their
bilinear commutator with ∂k. Since the u
2 nonlinearity leads to a factor of−(|k|2+|ℓ|2+|m|2)
in the exponential phase in (1.5), in [14] the authors can directly exploit time oscillations
and do not need to analyze µ and its structure and regularity in further details, nor need
to exploit oscillations in distorted frequency space. In general one does not expect a typical
scenario to be as favorable and, indeed, this is not the case for (1.2). More recently, Le´ger
[30] was able to treat (1.1) under the assumption that the potential, which can also be mildly
time-dependent, is small. The smallness of V permits a more ‘perturbative’ approach using
the regular Fourier transform but the problem is still hard due to the presence of coherent
resonant interactions (which are absent for u2). We also mention the recent work of Kenig
and Mendelson [25] where the authors obtain a soliton stability result with high probability
for the focusing energy critical 3d wave using a randomization procedure through distorted
Fourier projections.
Finally, we point out that in the one dimensional case the distorted Fourier transform
has already been used fairly effectively. Indeed, in 1d the generalized eigenfunctions of H
satisfy ODEs and are given as solutions of much simpler Volterra-type integral equations, as
opposed to solutions of the Lippmann-Schwinger integral equation (2.1); in particular, their
difference with the standard exponentials decays to zero at infinity as fast as the potential,
and the structure of the NSD is more explicit. For the 1d cubic NLS this approach has been
used by the author with Germain and Rousset [15] and by the author and Chen [5]. See also
the related earlier works by Naumkin [36] and Delort [9] on the same problem, of Cuccagna-
Georgiev-Visciglia [8] in the subcritical case; other related works in 1d include [11] on wave
equations, [32, 33] on certain Klein-Gordon equations with non-constant coefficients, and
[35] on the stability of the φ4 kink.
Main result for quadratic NLS. We consider the equation
i∂tu+ (−∆+ V )u = u2 (1.7)
with an initial data u(t = 0) = u0. Under suitable assumptions on V and u0, our main
result is the global-in-time existence of solutions, together with quantitative pointwise decay
estimates and global bounds on certain weighted-type norms of the solution. More precisely,
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let
N = 2000, N1 = 200, (1.8)
and assume that
V ∈ HN ,
∫
R3
(1 + |x|)N1+10|∇αxV (x)| dx <∞, 0 ≤ |α| ≤ N1 + 10, (1.9)
and that
H = −∆+ V has no eigenvalues or resonances. (1.10)
This is our main result for (1.7).
Theorem 1.1. Consider (1.7) under the assumption (1.8)-(1.9). Consider an initial data
u0 satisfying
‖u0‖HN + ‖∇ku˜0‖L2 + ‖∇2ku˜0‖L2 ≤ ε0, (1.11)
where g˜ = F˜(g) denotes the distorted Fourier transform of g as defined in Theorem 3.1.
Then, there exists ε small enough such that, for all ε0 ≤ ε, the equation (1.7) admits a
unique global solution u ∈ C(R;HN(R3)) with u(t = 0) = u0, satisfying
‖u(t)‖HN + 〈t〉1+α‖u(t)‖L∞ . ε0 (1.12)
for some α > 0.
Here is a few comments about the statement
− High regularity: We consider very smooth solutions in a high Sobolev space HN (and
therefore require the same amount of regularity for the potential). Although (1.7) is a
semilinear equation we find it useful to control a large number derivatives in many parts
of our analysis; for example, when we perform various expansions that lose derivatives or
want to deal with non-standard symbols of multilinear operators that have some losses
at high frequencies. Thanks to the HN bound we can think of frequencies as being
effectively bounded from above by a small power of time, and thus having minimal
impact on all our estimates for the evolution. These smoothness and decay hypotheses
are clearly not optimal, and the values of N and N1 can certainly be improved.
− Distorted weighted norm: The last two norms in (1.11) are distorted Fourier analogues
of the more standard L2(〈x〉4dx) norms which are found in the literature on this and
similar types of problems.
− Decay and scattering: Part of the conclusion of our nonlinear analysis, see the bootstrap
Proposition 2.1, is that we can control, up to some small power of time, distorted Fourier
analogues of weighted norms along the evolution. In particular we can prove that, for
f = e−itHu, ∂kf˜(t) is uniformly bounded in L
2
k, and ∂
2
k f˜(t) grows in L
2
k at most like
〈t〉1/2+δ for δ > 0 small. These bounds, combined with standard linear decay estimates,
interpolation, and the boundedness of wave operators, then imply that u(t) decays
pointwise at an integrable rate of 〈t〉−1−α for some α > 0. In particular the solution
scatters to a (perturbed) linear solution as |t| → ∞.
Acknowledgments. F.P. is supported in part by a startup grant from the University of
Toronto, a Connaught Fund New Researcher grant, and NSERC grant RGPIN-2018-06487.
A.S. is supported by in part by NSF grant DMS-160074.
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2. Main ideas and strategy
In this section we first give a summary of our strategy pointing out some important
elements in our proofs. Then we introduce the necessary notation, define the functional
space in which we will work to prove global existence for (1.7), and state the main bootstrap
proposition which will imply Theorem 1.1.
2.1. Main steps.
Step 1: Distorted Fourier Transform and the Nonlinear Spectral Distribution. Under our
assumptions on the potential V we can define, for k ∈ R3 r {0}, a family of generalized
eigenfunctions associated to H = −∆+ V as the unique solutions of the problem
(−∆+ V )ψ(x, k) = |k|2ψ(x, k), k ∈ R3 r {0},
with the asymptotic condition v(x, k) := ψ(x, k) − eix·k = O(|x|−1) and verifying the Som-
merfeld radiation condition r(∂r − i|k|)v(x, k) → 0, for r = |x| → ∞. These satisfy the
integral equation
ψ(x, k) = eix·k − 1
4π
∫
R3
ei|k||x−y|
|x− y| V (y)ψ(y, k) dy. (2.1)
The family {ψ(·, k)} forms a basis for the absolutely continuous spectrum of H and thanks
to classical results (see Theorem 3.1) the familiar formulas relating the Fourier transform
and its inverse in dimension d = 3 hold if one replaces (up to constants) eik·x by ψ(k, x).
Recall that, given u solution of (1.7), one has the distorted Duhamel’s formula for the
profile (1.4)-(1.5) with the nonlinear spectral distribution (NSD) defined by (1.6).
Step 2: Expansion of the generalized eigenfunctions. To understand the global-in-time prop-
erties of solutions through (1.5), one needs a very precise understanding of the NSD, and the
ability to exploit generalized frequencies oscillations. We begin by separating the flat and
the potential contributions to the generalized eigenfunction by setting
ψ(x, k) = eix·k − ei|k||x| 1
4π|x|ψ1(x, k),
ψ1(x, k) :=
∫
R3
ei|k|[|x−y|−|x|]
|x|
|x− y|V (y)ψ(y, k) dy,
(2.2)
and then expanding ψ1 in negative powers of |x|:
ψ1(x, k) =
n∑
j=0
gj(ω, k) r
−j〈k〉j +R(x, k), r := |x|, ω := x|x| , (2.3)
where R is a sufficiently regular remainder that decays faster than r−n with n large enough,
and the coefficients gj(ω, k) belong to a suitably defined symbol class whose prototypical
element has the form
g(ω, k) =
∫
R3
e−i|k|ω·yf(y) dy, (2.4)
for a fast decaying f . In particular, these are smooth functions of ω with some singularity in
k. For full details on the expansion (2.3) see Subsection 3.3, and in particular the statement
of Lemma 3.4. Notice that ω-derivatives of (2.4) grow with |k|; this causes some technical
difficulties in dealing with high frequencies. We resolve this by restricting the nonlinear
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analysis for the evolution to frequencies |k| ≤ 〈t〉δ for a small δ > 0, and treating high
frequencies |k| ≥ 〈t〉δ by leveraging the high HN smoothness of solutions. We do not discuss
the estimate for high frequencies in this explanation, but refer the reader to 4.3.
Step 3: Asymptotics for the NSD. The next step consists of plugging-in the (linear) expan-
sions (2.2)-(2.3) into the expression (1.6) for µ to obtain an expansion of the NSD. We see
that for large |x|
ψ(x, k)ψ(x, ℓ)ψ(x,m) = eix·(−k+ℓ+m) − 1
4π|x|e
i|m||x|eix·(−k+ℓ)g0(ω,m)
− 1
4π|x|e
i|ℓ||x|eix·(−k+m)g0(ω, ℓ)− 1
4π|x|e
−i|k||x|eix·(ℓ+m)g0(ω, k) +O(|x|−2),
(2.5)
so that (up to irrelevant constants)
µ(k, ℓ,m) ≈ δ(k − ℓ−m) +
∫
R3
1
|x|e
i|m||x|eix·(−k+ℓ)g0(ω,m) dx
+ “similar or better terms”.
(2.6)
This leads us to study the behavior of oscillatory integrals of the form
ν(p, q) :=
∫
R3
1
|x|e
i|p||x|eix·qg0(ω, p) dx. (2.7)
In Proposition 5.1 we give an expansion for this integral and, in particular, establish that
ν(p, q) ≈ 1|q|
(
δ(|p| − |q|) + p.v. 1|p| − |q|
)
+ “better terms” (2.8)
up to some coefficient involving g0(±q/|q|, p). This gives an explicit expression for the leading
order in the expansion of µ: we can essentially think that
µ(k, ℓ,m) ≈ 1|ℓ− k|p.v.
1
|ℓ− k| − |m| + “similar or better terms”. (2.9)
Step 4: Multiplier estimates. Next, we are going to establish some multiplier estimates for
the terms in the expansion of µ. The typical statement will be an Ho¨lder/Coifman-Meyer
type estimate for the multiplier appearing on the right-hand side of (2.9). More precisely, if
we define non-standard pseudo-product operators of the form
B(g, h)(k) =
∫∫
R3×R3
g˜(ℓ)h˜(m) b(k, ℓ,m)
1
|ℓ− k|p.v.
1
|ℓ− k| − |m| dmdℓ, (2.10)
where b belongs to a suitable symbol class, then, up to some small losses and some less
important factors which we do not detail here,
‖B(g, h)‖L2 . ‖W∗g‖Lp‖W∗h‖Lq ,
1
p
+
1
q
=
1
2
, (2.11)
where W = F̂−1F˜ is the wave operator, see (3.5). We refer the reader to Section 6 and
Theorem 6.1 for precise statements. Similar estimates are also needed for all the other
bilinear operators associated to the other terms in the expansion of (2.9). An interesting
aspect is how these estimates are obtained by establishing results on bilinear pseudo-product
operators supported on thin annuli (see Lemmas 6.4 also 8.5).
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Step 5: Set up for the nonlinear analysis. With the precise information obtained on µ, we
can proceed to study our nonlinear equation through the distorted Duhamel’s formula. From
(1.5) and (2.6)-(2.9) we see that f˜(t) = u˜0 +D(t)(f, f) where, at leading order, we have
D(t)(f, f) ≈
∫ t
0
∫∫
eis(−|k|
2+|ℓ|2+|m|2)f˜(s, ℓ)f˜(s,m)
1
|ℓ− k|p.v.
1
|ℓ− k| − |m| dℓdm ds,
(2.12)
Our aim is to estimate globally-in-time the solution u through its representation via f˜ above.
To do this we devise a proper functional framework and place the evolution in a space that is
strong enough to guarantee global decay, but also sufficiently weak to allow us the possibility
of closing the estimates.
As mentioned after Theorem 1.1, we will prove the following bounds:
‖u(t)‖HN . ε, ‖∂kf˜(t)‖L2 . ε, ‖∂2k f˜(t)‖L2 . ε〈t〉1/2+δ, (2.13)
for some small δ > 0, and all t ∈ R; see also the bootstrap Proposition 2.1.
The remaining part of the argument is dedicated to estimating a priori the nonlinear
expressions in the right-hand side of (2.12) according to (2.13). The most difficult estimate
is the one for ∂2k f˜ , for which we have to allow a certain growth in time. This is ultimately
due to the lack of invariances (such as scaling and gauge-invariance) of the equation.
Step 6: Nonlinear estimates and “good directions”. For simplicity, let us concentrate on the
leading order term in (2.12), that is
B(f, f)(t, k) :=
∫ t
0
∫∫
eisΦ(k,ℓ,m)f˜(s, ℓ+ k)f˜(s,m)
1
|ℓ|p.v.
1
|ℓ| − |m| dℓdm ds,
Φ(k, ℓ,m) := |ℓ|2 + 2ℓ · k + |m|2.
(2.14)
Φ is the so-called ‘phase’ or ‘modulation’. Recall that we have Ho¨lder-type bilinear estimates
for such expressions, see (2.5)-(2.6), and that we may restrict to frequencies |k|+|ℓ|+|m| . 1.
Moreover, we may restrict our attention to the case∣∣|ℓ| − |m|∣∣≪ |ℓ| ≈ |m| (2.15)
where the p.v. is indeed singular.
The main difficulty is that an application of ∂jk, j = 1, 2, to (2.14) leads to terms like∫ t
0
∫∫
(−2isℓ)j eisΦ(k,ℓ,m)f˜(s, ℓ+ k)f˜(s,m) 1|ℓ|p.v.
1
|ℓ| − |m| dℓdm ds (2.16)
which contain powers of s in the integrand. To obtain good bounds on expressions like (2.16)
it is necessary to exploit oscillations through integration by parts arguments. This leads to
several difficulties:
(1) the amplitudes, i.e. the profiles f˜ , have limited smoothness, according to the a priori
assumptions (see (2.13)),
(2) the oscillating factor sΦ(k, ℓ,m) is stationary in many directions, and
(3) the integral is taken with respect to a singular kernel.
We note that issues similar to (1) and (2) have been handled in various problems for equations
without external potential. The third issue, and its combination with (2), is however a new
difficulty and, to our knowledge, appears here for the first time.
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Due to the singularity of the kernel, several directions of integrations are forbidden, such
as, for example, ∂ℓ and ∂m. However, there is a natural choice of direction along which we
are allowed to integrate, that is, the “good direction”
X := ∂|ℓ| + ∂|m| (2.17)
which is tangential to the singularity. A calculations gives
Φ(k, ℓ,m) = (|m| − |ℓ|)2 + |ℓ|XΦ(k, ℓ,m)− 2|ℓ|2,
and it follows that, close to the singularity of the kernel,
|XΦ(k, ℓ,m)| 6≈ |ℓ| =⇒ |Φ| & |ℓ|max(|ℓ|, |XΦ|). (2.18)
In other words, one of the following three things happens: either (a) the kernel is not very
singular, or (b) the phase is non-stationary in the X direction (more precisely, |XΦ| & |ℓ|) or
(c) the integrand of (2.16) is non-stationary in the s direction, (more precisely, |Φ| & |ℓ|2).
These facts turn out sufficient to obtain the desired weighted L2 bounds.
We refer the reader to Section 7 for details of these weighted estimates for the main term
(2.14). The lower order terms corresponding to the “similar and better terms” in (2.6) are
estimated in Section 9.
Notation. We fix ϕ : R → [0, 1] an even smooth function supported in [−8/5, 8/5] and
equal to 1 in [−5/4, 5/4]. For simplicity of notation, we also let ϕ : Rn → [0, 1] denote the
corresponding radial function on Rn. Let
ϕK(x) := ϕ(|x|/2K)− ϕ(|x|/2K−1) for any K ∈ Z, ϕI :=
∑
M∈I∩Z
ϕM for any I ⊆ R,
ϕ≤B := ϕ(−∞,B], ϕ≥B := ϕ[B,∞), ϕ<B := ϕ(−∞,B), ϕ>B := ϕ(B,∞).
(2.19)
For any A < B ∈ Z and J ∈ [A,B] ∩ Z we let
ϕ
[A,B]
J :=

ϕJ if A < J < B,
ϕ≤A if J = A,
ϕ≥B if J = B,
ϕ
(A)
J :=
{
ϕJ if A < J,
ϕ≤A if J = A.
(2.20)
For simplicity of notation, we will also use ϕ∼K to denote a generic smooth cutoff function
which is one on the support of ϕK and is supported in [c12
K , c22
K ] for some absolute constants
c1 < 1 < c2. We will also sometimes denote with ϕ
′ a generic cutoff function with support
properties similar to those of ϕ, such as derivatives of ϕ.
PK , K ∈ Z, denotes the Littlewood–Paley projection operator defined by the (flat) Fourier
multiplier ξ → ϕK(ξ). P≤B denotes the operator defined by the Fourier multiplier ξ →
ϕ≤B(ξ). Similarly we define P<B, P≥B and so on.
For any x ∈ Z let x+ = max(x, 0) and x− := min(x, 0). For any number p ∈ R we will
denote with p+, resp. p−, a number which is larger, resp. smaller, than p but can be chosen
arbitrarily close to p.
We use standard notation for functional spaces such as Lp, W s,p and Hs. S denotes the
Schwartz class.
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2.2. The main bootstrap argument. We place our evolution in the space X = A ∩W
defined by the following norms:
‖u(t)‖A := ‖〈k〉N f˜(t)‖L2 + ‖∂kf˜(t)‖L2 ,
‖u(t)‖W := ‖∂2k f˜(t)‖L2 ,
(2.21)
where we recall that u and f are related by u = eitHf .
The first norm ‖〈k〉N f˜(t)‖L2 is the equivalent of the Sobolev norm ‖u(t)‖HN . Since we will
be able to prove integrable-in-time decay for u the norm ‖u(t)‖A can be uniformly bounded
in t. On the contrary, the highest weighted-type norm ‖u(t)‖W is allowed to grow at a certain
(quite fast) rate of 〈t〉1/2+. This is still sufficient to obtain a certain control (with growth) of
the L1x-norm of Wf , and infer pointwise-in-x time decay via a standard dispersive estimate.
The proof of Theorem 1.1 relies on the following bootstrap estimates.
Proposition 2.1 (Main Bootstrap). Let u be a solution of (1.7) on a time interval [0, T ],
with initial data satisfying
‖u0‖HN + ‖∂ku˜0‖L2 + ‖∂2ku˜0‖L2 ≤ ε0. (2.22)
With the definitions (2.21) assume the a priori bounds
sup
t∈[0,T ]
(
‖u(t)‖A + 〈t〉−1/2−δ‖u(t)‖W
)
≤ ε ≤ ε2/30 , (2.23)
for some properly chosen2 δ ∈ (0, 1/4). Then, we have the improved bounds
sup
t∈[0,T ]
(
‖u(t)‖A + 〈t〉−1/2−δ‖u(t)‖W
)
≤ ε
2
. (2.24)
Through a standard bootstrap argument this proposition gives us global solutions for (1.7).
The Sobolev bound in (1.12) follows from ‖〈k〉N f˜‖L2 = ‖〈k〉N u˜‖L2 ≈ ‖u‖HN . The bounds
(2.24) imply the poitnwise decay estimate stated in (1.12) with α = 1/4− δ/2, via the linear
estimate (4.1) and the interpolation ‖f˜‖2L∞ . ‖∂kf˜‖L2‖∂2k f˜‖L2.
The proof of Proposition 2.1 is performed in 7 (for the leading order terms) and 9 (for all
the lower order terms).
3. Linear Spectral Theory
3.1. Generalized eigenfunctions and distorted Fourier transform. Given a potential
V : R3 → R, consider the Schro¨dinger operator H = −∆ + V associated to it. If V
decays fast enough (e.g. it is ‘short range’ in the sense of Agmon [1]) the spectrum of H
consists of the absolutely continuous spectrum [0,∞) and a countable number of negative
eigenvalues 0 > λ1 > λ2 > . . . with finite multiplicity. One has the orthogonal decomposition
L2(R3) = L2ac(R
3)⊕ L2p(R3) where L2ac(R3) is the absolutely continuous subspace for H and
L2p(R
3) is the span of the eigenfunctions corresponding to the negative eigenvalues.
For any k ∈ R3 r {0} we have that |k|2 is in the continuous spectrum of H and the
associated (generalized) eigenfunctions ψ(x, k) are defined as solutions of
(−∆+ V )ψ(x, k) = |k|2ψ(x, k), ∀ k ∈ R3 r {0}, (3.1)
2We can choose δ = 240/(N − 5) for example.
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with the asymptotic condition ψ(x, k) − eix·k = O(|x|−1) for |x| → ∞, and the Sommerfeld
radiation condition
r(∂r − i|k|)v(x, k) −→ 0,
as r = |x| → ∞. The functions ψ(x, k) are ‘distorted’ version of the plane waves eik·x. They
satisfy the so-called Lippmann-Schwinger equation
ψ(x, k) = eix·k − RV (|k|2)(V eix·k),
where RV (λ) = (H − λ)−1 is3 the (perturbed) resolvent. For our analysis it will actually be
more convenient to write ψ as a solution of the integral equation
ψ(x, k) = eix·k −R0(|k|2)
(
V ψ(·, k)),
where R0(λ) = (−∆− λ)−1 is the flat/unperturbed resolvent; more explicitly,
ψ(x, k) = eix·k − 1
4π
∫
R3
ei|k||x−y|
|x− y| V (y)ψ(y, k) dy. (3.2)
The following Theorem guarantees the existence of the Distorted Fourier Transform and
its inverse, under suitable assumptions on the potential.
Theorem 3.1 (Distorted Fourier Transform). Consider the Schro¨dinger operator H = −∆+
V with a fast decaying potential V = O(|x|−1−) in dimension d = 3, and assume (1.10). For
g ∈ S define the distorted Fourier Transform (dFT) by
(F˜g)(k) := g˜(k) := 1
(2π)3/2
lim
R→∞
∫
|x|≤R
ψ(x, k) g(x) dx. (3.3)
Then, F˜ extends to an isometric isomorphism of L2(R3) with inverse
(F˜−1g)(x) := 1
(2π)3/2
lim
R→∞
∫
|x|≤R
ψ(x, k) g(k) dk. (3.4)
Moreover, F˜ diagonalizes the Schro¨dinger operator: F˜HF˜−1 = |k|2.
This theorem is due to several authors including Ikebe [21], Alsholm-Schmidt [2], and Ag-
mon [1]. We refer the interested reader to Section 2 of [14] for a more extensive presentation
of this topic, and a discussion about the validity of Theorem 3.1 under weaker assumptions
on the potential, such as those made in the references cited above. In the case that (1.10)
does not hold and HV has discrete spectrum in (−∞, 0), then the generalized eigenfucntions
will diagonalize HV restricted to the absolutely continuous subspace L
2
ac, and the dFT is
well-defined and invertible there.
An important object in the study of the flow associated to H is the wave operator defined
by
W = s− limt→∞eitHeit∆, (3.5)
where the limit is in the strong operator topology. The wave operator is unitary on L2 and
is connected to the dFT by the formula
W = F˜−1F̂ , (3.6)
3This can be formally understood as RV (λ) := limǫ→0+(H − λ + iǫ)−1, where the limit is taken with
respect to a proper operator norm topology, say from 〈x〉−sL2 to 〈x〉sH2 for some s > 1/2.
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where F̂ is the regular/flat Fourier transform. In particular, W−1 = W∗ = F̂−1F˜ , and one
has the following intertwining formulas for H and H0 = −∆:
a(H) =Wa(H0)W∗. (3.7)
Under relatively mild decay and regularity assumptions on V (much weaker than our as-
sumption (1.9)) and provided that V is generic, that is, there are no solutions of Hψ = 0 in
〈x〉1/2+L2 (no resonances), we have that W and W∗ are bounded on W k,p. See Yajima [48]
and the discussion in [14] and reference therein.
It is worth pointing out that while we use standard results on the Lp boundedness of wave
operators, we do not rely on any specific structural property about them, such as those found
in the literature4, see for example [48, 14, 4]. On the other hand, our approach does rely on
analyzing the structure of ‘wave operator’- like quantities at a nonlinear level.
3.2. Bounds on ψ(x, k). We begin our analysis by establishing some basic estimates on ψ
and its derivatives in x and k.
Lemma 3.2 (Basic properties of ψ). Let ψ be defined as in (3.2) with V satisfying (1.9).
Then:
|∂αx∂βkψ(x, k)| . (〈k〉|α| + (|k|/〈k〉)1−|β|)〈x〉|β| 0 ≤ |α|, |β| ≤ N1 (3.8)
Proof. For f ∈ L∞x,k let us define the operator(
Tkf(·, k)
)
(x) := − 1
4π
∫
R3
ei|k||x−y|
|x− y| V (y)f(y, k) dy. (3.9)
Let us write
v(x, k) := ψ(x, k)− eix·k, (3.10)
so that (3.2) implies
v(x, k) = (Tkv(·, k))(x) + (Tkeix·k)(x). (3.11)
Note that Tk is a compact operator from L
∞ to C0, where C0 is the space of bounded
continuous functions decaying to 0 at infinity. In particular, for any g ∈ C0 there exists a
unique C0 solution to the integral equation f = g+Tkf if and only if f = Tkf admits only the
trivial solution; this is indeed the case since Tkf = −R0(V f), where R0 is the flat resolvent
(−∆−|k|2)−1 and we are assuming absence of eigenvalues and resonances for −∆+V . This
and (3.11) imply (3.8) for α = β = 0.
Let us define
vαβ := 〈k〉−|α|
(|k|/〈k〉)|β|−1〈x〉−|β|∂αx ∂βk v, |β| ≥ 1. (3.12)
The conclusion (3.8) will follow from uniform bounds on vαβ. To obtain these bounds we
will show, by induction, that vαβ satisfies an integral equation similar to the one satisfied v
(3.11), up to lower order terms.
4For convenience we use a result of [14], Proposition 4.5 below, which relies on the structure of W ; but it
is should be possible to use our approach to obtain this independently.
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To formalize this, let us define the class T N of k dependent operators as follows:
Tk ∈ T N def⇐⇒ Tkf :=
∫
R3
ei|k||x−y|
|x− y| a(x, y)f(y) dy,
with
∫
R3
〈y〉N(〈∂x〉N + 〈∂y〉N)|a(x, y)| dy . 1. (3.13)
We think of operators in T N as acting on function f = f(x, k). The operator Tk in (3.9)
belongs to T N1 by the assumption (1.9). The following properties hold:
(i) For N > 3, operators in T N are compact from L∞ to C0.
(ii) We have
T N ⊂ T N ′ , N ′ ≤ N,
〈x〉−ℓT N ⊂ T N , ∀ ℓ ≥ 0,
T N(〈y〉·), T N(y·) ⊂ T N−1,
〈x〉−1∂kT N ⊂ k|k|T
N−1.
(3.14)
Here, for Tk ∈ Tk we denote ∂kTk the operator obtained by differentiating in k the term
ei|k||x−y| in (3.13).
(iii) We have
[∂x, Tk] := ∂xTk − Tk∂x ⊂ T N−1. (3.15)
This can be seen by applying directly ∂x to (3.13), converting it into −∂y and integrating
by parts.
Claim. Let vαβ be defined as in (3.12) for |α| + |β| = N ≤ N1. The following identity
holds true:
vαβ + T0,β(vαβ) = Gαβ (3.16)
where
T0,β(f) :=
1
〈x〉|β|
1
4π
∫
R3
ei|k||x−y|
|x− y| V (y)〈y〉
|β|f(y) dy, (3.17)
and Gαβ is a linear combination of the form
Gαβ =
∑
aℓ(k)Tℓ(vγδ) +
∑
a′ℓ(k)T
′
ℓ(e
ix·k), Tℓ, T
′
ℓ ∈ T N1−N−1, (3.18)
where the sums run over finitely many indexes ℓ and
|γ| ≤ |α|, |δ| ≤ |β|, |γ|+ |δ| ≤ N − 1, (3.19)
and with coefficients aℓ(k), a
′
ℓ(k) that are either (a) smooth and bounded with all their
derivatives, or (b) 0-homogeneous for |k| ≪ 1 and otherwise smooth and bounded with all
their derivatives.
Proof of the Claim. We proceed by induction on N . The case N = 0 is given by (3.11).
Let us assume that the claimed identity is true for vαβ with |α|+ |β| = N . In order to prove
it for N + 1 we derive the corresponding identity for vαβ′ with β
′ = β + β0, |β0| = 1. This
will suffice since the case of vα′β with α
′ = α + α0, |α0| = 1, is simpler and follows more
directly by applying (3.15).
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Assuming without loss of generality β ′ = β + (1, 0, 0), from (3.12) and (3.16), denoting
T = T0,β, we have
vαβ′ =
1
〈x〉
|k|
〈k〉∂k1vαβ = −
1
〈x〉
|k|
〈k〉∂k1T (vαβ) +
1
〈x〉
|k|
〈k〉∂k1G. (3.20)
First we calculate
1
〈x〉
|k|
〈k〉∂k1T (vαβ) =
1
〈x〉T
( |k|
〈k〉∂k1vαβ
)
+
1
〈x〉
|k|
〈k〉(∂k1T )(vαβ)
=
1
〈x〉T
(〈y〉 vαβ′)+ 1〈x〉 |k|〈k〉(∂k1T )(vαβ).
Since T ∈ T N1−N , in view of the properties (3.14), this is of the form
T1(vαβ′) +
k1
〈k〉T2(vαβ), T1, T2 ∈ T
N1−(N+1),
which is consistent with (3.16)-(3.19).
Next, we look at the second term in (3.20), and consider the first contribution to G from
(3.18). For |γ|+ |δ| ≤ N − 1 and δ′ = δ + (1, 0, 0), proceeding similarly as above we have
1
〈x〉
|k|
〈k〉∂k1
[
aℓ(k)Tℓ(vγδ)
]
= aℓ(k)
1
〈x〉Tℓ
(〈y〉vγδ′)+ ( |k|〈k〉∂k1aℓ(k)) 1〈x〉Tℓ(vγδ) + |k|〈k〉aℓ(k) 1〈x〉(∂k1Tℓ)(vγδ)
which, using the properties (3.14), is of the form
a(k)T1(vγδ′) + b(k)T2(vγδ) + c(k)T3(vγδ) T1, T2, T3 ∈ T N1−(N+1),
for some coefficients a, b, c with the same properties of aℓ. This is consistent with (3.18)-
(3.19) with N and β replaced by N + 1 and β ′ as desired. We can deal similarly with the
second sum in (3.18), thus obtaining our induction step.
Conclusion. From (3.16)-(3.20) we can deduce inductively that vαβ is the unique bounded
solution of the equation (3.16). Indeed, the existence of vαβ ∈ L∞x,k is given by the fact that
T0,β is compact, and Gαβ ∈ C0. Moreover, vαβ is the unique solution of (3.16) if and only
if the equation f + T0,βf = 0 admits only the trivial solution f ≡ 0. To verify that this is
the case, we notice that if f + T0,βf = 0 for a bounded f , then g = 〈x〉|β|f is a polynomially
bounded solution of g = Tkg; this means that g is in the spectrum of −∆+ V and thus has
to be trivial [39].
From (3.10) we see that
|∂αx ∂βkψ(x, k)| . |∂αx∂βk eix·k|+ 〈k〉|α|
(|k|/〈k〉)1−|β|〈x〉|β|
.
(〈k〉|α| + (|k|/〈k〉)1−|β|)〈x〉|β|
which proves the estimates (3.8). 
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3.3. Expansion of ψ. From the formula (3.2) we write
ψ(x, k) = eix·k − ei|k||x| 1
4π|x|ψ1(x, k),
ψ1(x, k) :=
∫
R3
ei|k|[|x−y|−|x|]
|x|
|x− y|V (y)ψ(y, k) dy.
(3.21)
ψ1 is the key linear object that we want to study, and for which we want to obtain precise
asymptotic expansions.
In the following Lemma we summarize some basic properties of ψ1.
Lemma 3.3 (Basic properties of ψ1). Under the assumption (1.9), the function ψ1 defined
by (3.21) satisfies, for |x| & 1,∣∣〈k〉−|α||x||α|∇αxψ1(x, k)∣∣ ≤ cα, |α| ≤ N1,∣∣〈k〉−|α||x||α|∇αx∇βkψ1(x, k)∣∣ ≤ cα,β max (1, |k|1−|β|), |α|+ |β| ≤ N1, β 6= 0. (3.22)
In particular , if we define the angular derivative vectorfields
Ωx := x ∧∇x = (x2∂x3 − x3∂x2 , x3∂x1 − x1∂x3 , x1∂x2 − x2∂x1) =: (Ω1,Ω2,Ω3) (3.23)
one has∣∣〈k〉−|α|Ωαxψ1(x, k)∣∣ ≤ cα, |α| ≤ N1,∣∣〈k〉−|α|Ωαx∇βkψ1(x, k)∣∣ ≤ cαmax(1, |k|)1−|β|, |α|+ |β| ≤ N1, β 6= 0. (3.24)
Proof. Let us decompose
ψ1(x, k) = ψ
−
1 (x, k) + ψ
+
1 (x, k),
ψ−1 (x, k) :=
∫
R3
ei|k|[|x−y|−|x|]
|x|
|x− y|V (y)ψ(y, k)ϕ≤−10(|y|/|x|) dy,
ψ+1 (x, k) :=
∫
R3
ei|k|[|x−y|−|x|]
|x|
|x− y|V (y)ψ(y, k)ϕ>−10(|y|/|x|) dy;
(3.25)
recall the notation for cutoffs from (2.19).
Estimate of ψ−1 . From Faa´-di Bruno’s formula we see that ∂
α1
x1
ei|k|[|x−y|−|x|] is bounded by
a linear combination of terms of the form
sup
(p1,...,pa) : pi≥0∑
a≥1 apa=α1
α1∏
b=1
(|k|∂bx1(|x− y| − |x|))pb. (3.26)
On the support of ψ−1 we have |∂bx1(|x− y| − |x|)| . |y||x|−b and therefore we see that∣∣∂α1x1 ei|k|[|x−y|−|x|]∣∣ . (|k|+ |k|α1) · (|y|+ |y|α1)|x|−α1 . (3.27)
Since we also have ∣∣∣∂α1x1 |x||x− y|∣∣∣+ |∂α1x1 ϕ≤−10(|y|/|x|)| . |x|−α1
the first inequality in (3.22) follows for the term ψ−1 .
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To deal with derivatives in k we apply again Faa´-di Bruno and estimate
∣∣∂β1k1 ei|k|[|x−y|−|x|]∣∣ . sup
(p1,...,pb) : pi≥0∑
b≥1 bpb=β1
β1∏
b=1
∣∣(∂bk1 |k|)(|x− y| − |x|)∣∣pb . (1 + |k|1−β1) · |y|/|x|
(3.28)
Arguing as before for the x-derivatives, and using the estimates (3.8) to bound ∂β1k1ψ, with
the assumptions on V , we obtain the second inequality in (3.22).
Estimate of ψ+1 . First notice that since the potential satisfies (1.9), ψ
+
1 decays very fast
in x:
|ψ+1 (x, k)| . |x|−N1−5
∫
R3
|x|
|x− y| |y|
N1+5|V (y)|ϕ>−10(|y|/|x|) dy
. |x|−N1−5 ∥∥〈x〉N1+6V ∥∥
L∞∩L1
.
To prove estimates on several x derivatives however we need to take care of the singularity
arising when differentiating the integrand. Let us write
ψ+1 (x, k) = a(x, k) + b(x, k),
a(x, k) =
∫
R3
ei|k|[|x−y|−|x|]
|x|
|x− y|V (y)ψ(y, k)ϕ>−10(|y|/|x|)ϕ>0(|x− y|) dy,
b(x, k) =
∫
R3
ei|k|[|x−y|−|x|]
|x|
|x− y|V (y)ψ(y, k)ϕ>−10(|y|/|x|)ϕ≤0(|x− y|) dy.
(3.29)
Arguing as in the proof of (3.27) above, on the support of a(x, k), where |y| & |x| & 1 and
|y − x| & 1, we have ∣∣∂αx1ei|k|[|x−y|−|x|]∣∣ . |k|+ |k|α, (3.30)
as well as ∣∣∣∂αx1 |x||x− y|∣∣∣ . 1 + |y|. (3.31)
Then we can estimate |∂α1x1 a(x, k)| by a linear combination of terms of the form
Iα2α3 =
∣∣∣ ∫
R3
[
∂α2x1 e
i|k|[|x−y|−|x|]
][
∂α3x1
|x|
|x− y|
]
V (y)ψ(y, k)ϕ>−10(|y|/|x|)ϕ>0(|x− y|) dy
∣∣∣
(3.32)
with α2 + α3 = α1, plus easier terms arising when derivatives hit the cutoffs, which we
disregard. We then see that
Iα2α3 . (|k|+ |k|α2)
∫
R3
(1 + |y|)|V (y)|ϕ>−10(|y|/|x|) dy . (1 + |k|)α1(1 + |x|)−N1
which is consistent with the right-hand side of (3.22). To deal with the derivatives in k we
use ∣∣∂β1k1 ei|k|[|x−y|−|x|]∣∣ . (1 + |k|1−β1)(1 + |y|)β,
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see (3.28), and obtain that ∂β1k1 a(x, k) is bounded by a linear combination of terms of the
form
Jβ2β3 =
∫
R3
∣∣∂β2k1 ei|k|[|x−y|−|x|]∣∣ |x||x− y|∣∣V (y)∣∣ ∣∣∂β3k1ψ(y, k)∣∣ϕ>−10(|y|/|x|) dy∣∣∣
.
∫
R3
(1 + |k|1−β2)(1 + |y|)β2(1 + |y|) |V (y)| (1 + |y|)β3(1 + |k|1−β3)ϕ>−10(|y|/|x|) dy
for β2 + β3 = β1, having used (3.8). In view of (1.9) and β1 ≤ N1, we have
|Jβ2β3 | . (1 + |x|)−N1+1(1 + |k|1−β1)
which is sufficient for the second inequality in (3.22) when α = 0. The same arguments can
be used to obtain the full bound for (x, k)-derivatives.
To estimate the term b(x, k) in (3.29) we need to take care of the singularity of high
derivatives of |x− y|−1. We first rewrite
b(x, k) = E−1k (x)
∫
R3
Ek(x− y)V (y)ψ(y, k)ϕ>−10(|y|/|x|) dy, Ek(z) = e
i|k||z|
|z| ϕ≤0(z).
(3.33)
When applying k derivatives we can use the same arguments as above. For the spatial
derivatives instead, the desired estimates can be easily seen to hold when derivatives hit
E−1k (x). We may then just look at the cases when derivatives hit the integrand. For such
terms we convert ∂x hitting Ek(x− y) into −∂y and integrate by parts onto V ψ. Using the
assumptions (1.9) and (3.8) we arrive at (3.22). 
The next lemma gives an expansion for ψ1 in powers of |x|−1.
Lemma 3.4. Let N2 ∈ [1, N1]∩Z where N1 is as in (1.9). Denoting r = |x| and ω = x/|x|,
we have the expansion
ψ1(x, k) =
N2−1∑
j=0
gj(ω, k) r
−j〈k〉j +RN2(x, k), (3.34)
for r ≥ 1, where
g0(ω, k) := − 1
4π
∫
R3
e−i|k|ω·yV (y)ψ(y, k) dy, (3.35)
the coefficients gj, j = 0, 1, . . . , N2 − 1, satisfy∣∣∂αω∂βk gj(ω, k)∣∣ . 〈k〉|α| + (|k|/〈k〉)1−|β|, |α|+ |β| ≤ N1 −N2, (3.36)
and ∣∣∂βkRN2(x, k)∣∣ . r−N2(〈k〉N2 + (|k|/〈k〉)(1−|β|)), |β| ≤ N1 −N2 − 1. (3.37)
Proof. From the definition (3.21), writing x = rω, r = |x|, we have
ψ1(rω, k) = − 1
4π
∫
R3
ei|k|r(|ω−y/r|−1)
1
|ω − y/r|V (y)ψ(y, k) dy
= g0(ω, k) + I1(x, k) + I2(x, k) + I3(x, k),
(3.38)
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where g0 is defined in (3.35) and
I1 := − 1
4π
∫
R3
[
ei|k|r(|ω−y/r|−1) − e−i|k|ω·y
] 1
|ω − y/r|V (y)ψ(y, k)ϕ≤−10(y/|x|) dy, (3.39)
I2 := − 1
4π
∫
R3
e−i|k|ω·y
[ 1
|ω − y/r| − 1
]
V (y)ψ(y, k)ϕ≤−10(y/|x|) dy, (3.40)
I3 := − 1
4π
∫
R3
[ei|k|r(|ω−y/r|−1)
|ω − y/r| − e
−i|k|ω·y
]
V (y)ψ(y, k)ϕ>−10(y/|x|) dy. (3.41)
We will expand the integrands in the first two terms in powers of y/r, while the third term
is a remainder that can be absorbed into RN2 directly.
Estimate of (3.39). Observe that, for |y| ≤ r/2 and arbitrary n we can expand
|ω − y/r| =
√
1 + |y|2r−2 − 2ω · y/r
= 1− ω · y/r +
n−1∑
j=2
r−j
∑
j1+j2=j
aj1j2|y|j1(ω · y)j2 +Rn(x, y),
(3.42)
for some coefficients aj1j2 ∈ C, with
Rn(x, y) = (|y|/r)n(1 + a(ω, y)), |∂αωa(ω, y)| . 1. (3.43)
A similar expansion holds for |ω − y/r|−1. Then, we can write
X := r(|ω − y/r| − 1) + ω · y =
n−1∑
j=1
r−jaj(ω, y) +Rn(x, y),
with |∂αωaj(ω, y)| . 〈y〉j+1, |∂αωRn(x, y)| . 〈y〉n+1r−n.
(3.44)
We look at the factor in the integrand of (3.39) and write[
ei|k|r(|ω−y/r|−1) − e−i|k|ω·y
] 1
|ω − y/r| = e
−i|k|ω·y 1
|ω − y/r|
[
ei|k|X − 1]
= e−i|k|ω·y
[ n−1∑
j=1
r−j
∑
1≤ℓ≤j
|k|ℓaj,ℓ(ω, y) +
∑
1≤ℓ≤n
|k|ℓRn,ℓ(x, y)
]
,
(3.45)
where the coefficients and remainder terms satisfy
|∂αωaj,ℓ(ω, y)| . 〈y〉j+1, |Rn,ℓ(x, y)| . 〈y〉n+1r−n. (3.46)
Using the definition (3.39) and the expansion (3.45) we have
I1(x, k) =
N2−1∑
j=1
bj(ω, k)〈k〉jr−j +R1N2(x, k), (3.47)
having defined
bj(ω, k) :=
∫
R3
e−i|k|ω·y
1
〈k〉j
∑
1≤ℓ≤j
|k|ℓaj,ℓ(ω, y) V (y)ψ(y, k) dy,
R1N2(x, k) :=
∫
R3
e−i|k|ω·y
∑
1≤ℓ≤N2
|k|ℓRN2,ℓ(x, y) V (y)ψ(y, k) dy.
(3.48)
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In view of the first estimate of (3.46), the integrability assumptions on V from (1.9), the
constraints |α|+|β| ≤ N1−N2, and the estimates (3.8) giving |∂βkψ(y, k)| . 〈y〉|β|(|k|/〈k〉)1−|β|
for β 6= 0, we see that the coefficients bj satisfy estimates as in (3.36). Similarly the remainder
R1N2 satisfies estimates as in (3.37). This gives an expansion of the desired form (3.34) for
I1.
Estimate of (3.40). The term I2 is similar to (3.39) so we can skip the details.
Estimate of (3.41). Since on the support of I3 we have |y| & |x|, we can use the weighted
integrability of V in (1.9) to show that this term is a remainder as in (3.37). Using that for
|x| . |y|, β 6= 0, we have the bounds∣∣∂βk ei|k|r(|ω−y/r|−1)∣∣ + ∣∣∂βk e−i|k|ω·y∣∣+ |∂βkψ(y, k)| . 〈y〉|β|(|k|/〈k〉)1−|β|),
see (3.8), we have, for |β| ≤ N1 −N2 − 1
|∂βk I3(x, k)| . (|k|/〈k〉)1−|β|)
∫
R3
|x|
|x− y| 〈y〉
|β|V (y)ϕ>−10(y/r) dy,
. (|k|/〈k〉)1−|β|) r−N2 · ∥∥〈x〉N1V ∥∥
L∞∩L1
.
This concludes the proof of the Lemma. 
Motivated by (3.22) and the expansion (3.34) we define the following classes of symbols:
Definition 3.5. For N ∈ Z+ we let GN be the class of L∞x,k functions f : S2 ×R3 7→ C such
that ∣∣∇αω∇βkf(ω, k)∣∣ ≤ cα,β(〈k〉|α| + (|k|/〈k〉)1−|β|) 1 ≤ |α|+ |β| ≤ N. (3.49)
To fix ideas one can think of functions in GN as functions of the form exp(i|k|x1/|x|). This
is essentially how ψ1 looks like, with the exception that its differentiability in k, is limited
by the integrability of V . More precisely, one should think of the class GN as functions of
the form ∫
R3
ei|k|
x
|x|
·yf(y) dy, (1 + |y|)Nf(y) ∈ L1. (3.50)
Compare this with the formula for g0 in 3.35. Functions in GN will often appear in the
expressions for symbols of bilinear operators in our applications. As symbols these are not
standard ones (e.g., of bilinear Mihlin-Ho¨rmander type), for example because of losses when
k is large.
4. Preliminary bounds: Linear estimates and high frequencies
In this section we first state some decay estimates for the linear evolution and then show
how to obtain the bootstrap estimate on the standard Sobolev norms in (2.24) using the
decay and the a priori assumptions. The rest of the section is then dedicated to a priori
bounds for the nonlinear evolution when one restricts the analysis to high frequencies that
are large compared to time.
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4.1. Linear Estimates. We start by collecting some dispersive estimates for Schro¨dinger
operators.
Lemma 4.1. Under the assumptions (1.8)-(1.9) on the potential V , with f˜ defined as in
Theorem 3.1, we have
‖eit(−∆+V )f‖L∞ .
1
|t|3/2‖f˜‖L∞ +
1
|t|7/4‖∂
2
k f˜‖L2, (4.1)
and
‖eit(−∆+V )f‖L6 .
1
|t|‖∂kf˜‖L2 . (4.2)
Interpolating (4.2) with the L2 conservation we have
‖eit(−∆+V )f‖Lp .
1
|t|(3/2)(1−2/p) ‖f˜‖H1k , 2 ≤ p ≤ 6. (4.3)
Moreover, for all 6 < p <∞,
‖eit(−∆+V )f‖Lp .
1
|t|3/2(1−2/p)
∥∥∂kf˜∥∥1−θL2 ‖∂2k f˜‖θL2 , θ = 12 − 3p. (4.4)
Proof. All these linear estimates can be deduced from the corresponding estimates involving
the flat Fourier transform, and using the boundedness of the wave operator. We recall
that, under our assumptions, the wave operators, defined by W± := limt→±∞ eit(−∆+V )eit∆
are bounded on Sobolev spaces; see for example Yajima [48]. Moreover, as in see (3.5),
W :=W+ = F˜−1F̂ .
To prove (4.1), recall first that
‖e−it∆f‖L∞ .
1
|t|3/2‖f̂‖L∞ +
1
|t|7/4‖∂
2
k f̂‖L2 , (4.5)
see, for example, [13]. Then it suffices to write
eit(−∆+V )f =We−it∆W∗f (4.6)
and, by the boundedness of W on Lp spaces, (4.5), and the fact that F̂ and F˜ are unitary
on L2, we obtain (4.1).
Similarly, (4.2) can be obtained using the standard Klainerman-Sobolev type embedding
‖e−it∆f‖L6 .
1
|t|‖xf‖L2 .
1
|t|‖∂kf̂‖L2
and (4.4) using, for q > 6 with 1/q + 1/q′ = 1, and θ = 1/2− 3/p, that
‖e−it∆f‖Lq .
1
|t|(3/2)(1−2/q) ‖f‖Lq′ .
1
|t|(3/2)(1−2/q) ‖xf‖
1−θ
L2 ‖x2f‖θL2 .

Next, we use Lemma 4.1 to obtain some a priori decay bounds as direct consequences of
the a priori assumptions (2.23).
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Lemma 4.2. Let u = eit(−∆+V )f and assume the bounds (2.23) hold with the definitions in
(2.21). Then,
‖eit(−∆+V )f‖Lp . ε〈t〉−3/2(1−2/p), 2 ≤ p ≤ 6, (4.7)
‖eit(−∆+V )f‖Lp . ε〈t〉−5/4+3/(2p)+δθ , p > 6, θ =
1
2
− 3
p
. (4.8)
Proof. For |t| ≤ 1 the estimates follow from the boundedness of wave operators, Sobolev’s
embedding, and the a priori bound (2.23):
‖eit(−∆+V )f‖Lp . ‖e−it∆W∗f‖Lp . ‖e−it∆W∗f‖H2
. ‖W∗f‖H2 . ‖〈k〉2F˜f‖L2 . ε.
For |t| ≥ 1 the estimate (4.7), resp. (4.8), is a direct consequences of (4.3), resp. (4.4), and
the bounds on the weighted norms in (2.23). 
4.2. Sobolev estimates. We now prove the bootstrap estimate (2.24) for the Sobolev-type
norm using energy estimates and the pointwise decay from Lemma 4.2.
Proposition 4.3. Under the a priori assumptions (2.23) we have
‖u(t)‖HN + ‖〈k〉N f˜‖L2 ≤ ε0 + Cε2. (4.9)
Proof. First notice that
‖|k|jf˜‖L2 = ‖|k|ju˜‖L2 = c‖(−∆+ V )j/2u‖L2. (4.10)
Moreover, by direct estimates (or also using the boundedness of wave operators) for any
j ≤ N/2
‖(−∆+ V )jg‖L2 . ‖g‖H2j .
j∑
ℓ=0
‖(−∆+ V )ℓg‖L2. (4.11)
In particular, the two norms in (4.9) are equivalent so it suffices to bound the first one. We
use a standard energy estimate. We let
uj := (−∆+ V )ju,
for j = 0, . . . , N , and differentiate the equation (1.7) using −∆+ V to obtain
i∂tu
j + (−∆+ V )uj = (−∆+ V )ju2.
Therefore, using (4.11) and standard product estimates,
d
dt
‖uj‖L2 .
∥∥(−∆+ V )ju2∥∥
L2
. ‖u‖H2j‖u‖L∞ .
Using the apriori assumption (2.23) and the decay estimate (4.8) we get
‖uj(t)‖L2 − ‖uj(0)‖L2 .
∫ t
0
‖u(s)‖H2j‖u(s)‖L∞ ds .
∫ t
0
ε · ε〈s〉−5/4+δ/2 ds . ε2.
Summing over j ≤ N/2 gives the desired conclusion. 
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4.3. Weighted estimates for high frequencies. Recall that we define the profile of a
solution u of (1.7) by
f(t, x) :=
(
e−it(−∆+V )u(t, ·))(x), f˜(t, k) = e−it|k|2u˜(t, k). (4.12)
and that this satisfies the equation
f˜(t, k) = u˜0(k)− iD(t)(f, f)
D(t)(f, f) :=
∫ t
0
∫∫
eis(−|k|
2+|ℓ|2+|m|2)f˜(s, ℓ)f˜(s,m)µ(k, ℓ,m) dℓdm ds,
(4.13)
where
µ(k, ℓ,m) := (2π)−9/2
∫
ψ(x, k)ψ(x, ℓ)ψ(x,m) dx (4.14)
We want to estimate the weighted norms in (2.21) as in Proposition 2.1 when frequencies
are large relative to a (small) power of time. This will be helpful later on in the analysis
of the nonlinear spectral distribution and its asymptotic expansion. More precisely, let us
restrict (4.13) to high frequencies by considering
DHF (t)(f, f) :=
∫ t
0
∫∫
eis(−|k|
2+|ℓ|2+|m|2)f˜(s, ℓ)f˜(s,m)µ(k, ℓ,m)
×ϕ≥0((|ℓ|2 + |m|2 + |k|2)〈s〉−2δN ) dℓdm ds,
(4.15)
where
δN :=
3
N − 5 (4.16)
with N the Sobolev regularity of our solution, see (1.8) and (2.21)-(2.23). This is our main
Proposition in this section:
Proposition 4.4 (High frequencies estimates). Under the a priori assumptions (2.23) we
have
‖∂kDHF (t)(f, f)‖L2 + 〈t〉−1/2−δ‖∂2kDHF (t)(f, f)‖L2 ≤ ε0 + Cε2. (4.17)
To prove Proposition 4.4 we are going to make use, among other things, of Proposition
4.5 below, which can be deduced from [14]. For convenience, and only for the purpose of
stating Proposition 4.5 below and applying it to the proof of Proposition 4.4, we introduce
a Coifman-Meyer type norm for symbols as in [14]:
‖n‖CMδ := sup
0≤|a|≤10
∣∣(|k|+ |ℓ|+ |m|)δ+|a|∇an(k, ℓ,m)∣∣, δ > 0. (4.18)
Proposition 4.5 (Germain-Hani-Walsh [14]). Consider the bilinear operator
Bn(g, h)(k) :=
∫∫
g˜(ℓ)h˜(m)n(k, ℓ,m) µ(k, ℓ,m) dℓdm, (4.19)
where n is a symbol verifying the estimate
‖n‖CMδ ≤ A, (4.20)
for some δ > 0. Then:
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(i) (Ho¨lder estimates) For any 1 < p, q, r, p′, q′ <∞, the following estimate holds
‖F˜−1Bn(g, h)‖Lr . A
(‖g‖Lp‖h‖Lq + ‖g‖Lp′‖h‖Lq′), 1p + 1q = 1r < 1p′ + 1q′ . (4.21)
In particular, for p′ ∈ (1, p), we have
‖F˜−1Bn(g, h)‖Lr . A‖g‖Lp∩Lp′‖h‖Lq ,
1
p
+
1
q
=
1
r
, (4.22)
and a similar estimate exchanging the roles of g and h.
(ii) (Algebraic identity for the weights) The following identities hold:
∂kBn(g, h)(k)
= B∂kn(g, h)(k) + B′n
(F˜−1∂ℓg˜, h)(k) + B′∂ℓn(g, h)(k) + B′n(g, h)(k)
= B∂kn(g, h)(k) + B′n
(
g, F˜−1∂mh˜
)
(k) + B′∂mn(g, h)(k) + B′n(g, h)(k),
(4.23)
where we use the ‘prime’ notation B′n to denote a generic operator of the form (4.19),
with µ replaced by a slightly different expression µ′, and which satisfy the same Ho¨lder
bounds (4.21)-(4.22) satisfied by Bn.
Moreover, one can iterate formula (4.23) to obtain
∂2kBn(g, h)(k) =
∑
a,b≥0, a+b≤2
B′∂a
(k,ℓ)
n
(F˜−1∂bℓ g˜, h)(k) = ∑
a,b≥0, a+b≤2
B′∂a
(k,m)
n
(
g, F˜−1∂bmh˜
)
(k),
(4.24)
where B′ are operators as above, and where we denote ∂(k,ℓ) a generic derivative in k
and/or ℓ, and similarly for ∂(k,m).
Let us make a few remarks:
• Proposition 4.5 is contained in [14]. Below we give some more precise references and a
few elements of the proof for completeness. In [14] the analysis is actually carried out
for a slightly different µ, with ψ(x, k) instead of ψ(x, k) in (4.14). However, this has no
impact on the structure of µ that is used in the proofs and on the final estimates stated
in the theorem.
• Part (i) gives product Ho¨lder-type estimates for F˜−1Bn(g, h). When µ(k, ℓ,m) = δ(k −
ℓ−m) the expression F̂−1Bn(g, h) is usually called a pseudo-product, and Ho¨lder-type
estimates under conditions similar to (4.20) (with δ = 0) are due to Coifman-Meyer [7].
• Part (ii) is a commutation formula which essentially states that the bilinear commutator
between Bn(g, h)(k) and ∂k is given by pseudo-products of the same form as Bn and
where the symbol gets differentiated.
• The assumption on the symbols (4.20) is probably not optimal, but it suffices for our
purposes.
Proof of Proposition 4.5. (i) The estimate (4.21) is the content of Theorem 1.1 in [14].
(ii) To explain (4.23), let us first introduce some notation. Let W = F˜−1F̂ be the
wave operator as in (4.6), let Rki := ∂ki/|∇k|, i = 1, 2, 3, be the standard Euclidean Riesz
transform and denote
E := F˜ [|x|,W]W∗F˜−1. (4.25)
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Ek will be used to denote the operator E acting on the variable k. With our notation (4.14)
for µ, the formula (3.57) derived on pages 8523-8524 of [14], to be understood in the sense
of distributions, reads
∂kiµ(k, ℓ,m) = RkiRℓ · ∂ℓµ(k, ℓ,m) +RkiE∗ℓµ(k, ℓ,m)− RkiE∗kµ(k, ℓ,m), (4.26)
or, equivalently,
|∇k|µ(k, ℓ,m) = |∇ℓ|µ(k, ℓ,m) + E∗ℓµ(k, ℓ,m)− E∗kµ(k, ℓ,m)
= |∇m|µ(k, ℓ,m) + E∗mµ(k, ℓ,m)− E∗kµ(k, ℓ,m).
(4.27)
Applying (4.26) to an expression like (4.19) and integrating by parts in ℓ gives
∂kBn(g, h) = B∂kn(g, h) + A+B + C +D,
A := −
∫∫
g˜(ℓ)h˜(m) ∂ℓn(k, ℓ,m) · RℓRkµ(k, ℓ,m) dℓdm,
B := −
∫∫
∂ℓg˜(ℓ)h˜(m)n(k, ℓ,m) · RℓRkµ(k, ℓ,m) dℓdm,
C :=
∫∫
g˜(ℓ)h˜(m)n(k, ℓ,m) RkE
∗
ℓµ(k, ℓ,m) dℓdm,
D := −
∫∫
g˜(ℓ)h˜(m)n(k, ℓ,m) RkE
∗
kµ(k, ℓ,m) dℓdm.
(4.28)
One is then led to study the operators
Λ1(g, h) :=
∫∫
g˜(ℓ)h˜(m)n(k, ℓ,m)RℓiRkµ(k, ℓ,m) dℓdm,
Λ2(g, h) :=
∫∫
g˜(ℓ)h˜(m)n(k, ℓ,m) RkE
∗
ℓµ(k, ℓ,m) dℓdm,
Λ3(g, h) :=
∫∫
g˜(ℓ)h˜(m)n(k, ℓ,m) RkE
∗
kµ(k, ℓ,m) dℓdm,
(4.29)
corresponding to the three different bilinear operators in (4.28), where n denotes a generic
symbol. Theorem 3.13 of [14], gives Ho¨lder estimates, with small losses in the Lebesgue
exponents as in (4.21), on the operators (4.29); more precisely, under the assumption (4.20)
on the symbol n, one has, for j = 1, 2, 3,
‖F˜−1Λj(g, h)‖Lr . ‖g‖Lp‖h‖Lq + ‖g‖Lp′‖h‖Lq′ ,
1
p
+
1
q
=
1
r
<
1
p′
+
1
q′
. (4.30)
This estimate and (4.28) give the claimed identity (4.23).
By iterating the application of (4.26) to the expressions in (4.28), we can derive the second
identity (4.24). 
Proof of Proposition 4.4. By symmetry we may assume |m| ≥ |ℓ| on the support of (4.15).
Case |k| . |m|. In this case we have |m| ≈ |m|+ |ℓ|+ |k| & 〈s〉δN on the support of DHF .
We want to apply the identity (4.23) to (4.15). To shorten our formulas we will often omit
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the argument of the cutoff ϕ≥0 or the measure µ, or other arguments when there is no risk
of confusion. Formula (4.23) applied to (4.15) gives
∂kDHF = DHF,1 +DHF,2 +DHF,3,
DHF,1(f, f)(t) =
∫ t
0
∫∫
eisΦ(k,ℓ,m)f˜(s, ℓ)f˜(s,m)ϕ≥0
(− iskµ+ isℓµ′ + µ′) dℓdm ds,
DHF,2(f, f)(t) =
∫ t
0
∫∫
eisΦ(k,ℓ,m)∂ℓf˜(s, ℓ)f˜(s,m)ϕ≥0 µ
′ dℓdm ds,
DHF,3(f, f)(t) =
∫ t
0
∫∫
eisΦ(k,ℓ,m)f˜(s, ℓ)f˜(s,m)
(
∂kϕ≥0 µ+ ∂ℓϕ≥0 µ
′
)
dℓdm ds,
(4.31)
where µ′ is as in the statement of Proposition 4.5(ii). Notice that thanks to the two iden-
tities in (4.23) the above expressions do not involve ∂mf˜ , which is the function with largest
frequency.
For the first term in (4.31) it suffices to show how to estimate the contribution involving
µ, since the other two contributions involving µ′ are similar. We rewrite it as
D′HF,1 :=
∫ t
0
is eis|k|
2
∫∫
〈ℓ〉−2u˜(s, ℓ) eis|m|2|m|4f˜(s,m)n1(k, ℓ,m)µ(k, ℓ,m) dℓdm ds,
n1(k, ℓ,m) :=
−k〈ℓ〉2
|m|4 ϕ≥0((|ℓ|
2 + |m|2 + |k|2)〈s〉−2δN ) .
(4.32)
It is easy to check that since |m| & max(〈s〉δN , |ℓ|, |k|), we have, see (4.18),
‖n1‖CMδ . 1.
The assumptions (4.20) is then verified with A . 1. For small γ we let
2+ := (1/2− γ)−1, M := γ−1,
and apply (4.22) to estimate
‖D′HF,1(f, f)(t)‖L2 .
∫ t
0
s · ‖(−∆+ V + 1)−1u(s)‖LM∩LM−γ
· ‖F˜−1(|m|4ϕ≥−10(|m|〈s〉−δN )u˜(s))‖L2+ ds.
Using Sobolev’s embeddings, and the apriori Sobolev bound (2.23) we deduce
‖(−∆+ V + 1)−1u(s)‖LM∩LM−γ . ‖u(s)‖L2 . ε,
and, using also the boundedness of F˜−1F̂ and see (4.16),
‖F˜−1(|m|4ϕ≥0(|m|〈s〉−δN )u˜(s))‖L2+ . ‖|m|5ϕ≥0(|m|〈s〉−δN )f˜(s)‖L2
. ‖|m|N f˜(s)‖L2〈s〉−δN (N−5) . ε〈s〉−3.
It follows that
‖DHF,1(f, f)(t)‖L2 .
∫ t
0
s · ε · ε〈s〉−3 ds . ε2.
The terms DHF,2 and DHF,3 are easier and can be dealt with similarly, using also the a priori
bound (2.23) for ∂ℓf˜ .
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To estimate ∂2kDHF we use the identity (4.24). This leads to many terms, but since all
of them can be treated similarly, we only give details for some. Among the many terms
generated by applying (4.24) the main ones are
DHF,4(f, f)(t) =
∫ t
0
∫∫
s2ℓ2 eisΦ(k,ℓ,m)f˜(s, ℓ)f˜(s,m)ϕ≥0 µ
′(k, ℓ,m) dℓdm ds,
DHF,5(f, f)(t) =
∫ t
0
∫∫
sℓ eisΦ(k,ℓ,m)∂ℓf˜(s, ℓ)f˜(s,m)ϕ≥0 µ
′(k, ℓ,m) dℓdm ds,
DHF,6(f, f)(t) =
∫ t
0
∫∫
eisΦ(k,ℓ,m)∂2ℓ f˜(s, ℓ)f˜(s,m)ϕ≥0 µ
′(k, ℓ,m) dℓdm ds.
(4.33)
Similarly to (4.32) we rewrite
DHF,4 :=
∫ t
0
s2 eis|k|
2
∫∫
〈ℓ〉−2u˜(s, ℓ) |m|5u˜(s,m)n4(k, ℓ,m)µ′(k, ℓ,m) dℓdm ds,
n4(k, ℓ,m) :=
−ℓ2〈ℓ〉2
|m|5 ϕ≥0((|ℓ|
2 + |m|2 + |k|2)〈s〉−2δN ),
and, using ‖n4‖CMδ . 1 and the same notation above for the indexes, we can estimate
‖DHF,4(f, f)(t)‖L2 .
∫ t
0
s2 · ‖(−∆+ V + 1)−1u(s)‖LM∩LM−
· ‖F˜−1(|m|5ϕ≥0(|m|〈s〉−δN )u˜(s))‖L2+ ds
.
∫ t
0
s2 · ε · ε〈s〉−δN(N−6) ds . ε2〈s〉1/2.
Similarly, using the apriori bounds (2.23)
‖DHF,5(f, f)(t)‖L2 .
∫ t
0
s · ‖(−∆+ V + 1)−1F˜−1eit|ℓ|2∂ℓf˜(s)‖LM∩LM−
· ‖F˜−1(|m|4ϕ≥0(|m|〈s〉−δN )u˜(s))‖L2+ ds
.
∫ t
0
s · ‖∂ℓf˜(s)‖L2 · 〈s〉−δN (N−5)‖|m|N u˜(s))‖L2 ds
.
∫ t
0
s · ε · ε〈s〉−3 ds . ε2,
and
‖DHF,6(f, f)(t)‖L2 .
∫ t
0
‖(−∆+ V + 1)−1F˜−1eit|ℓ|2∂2ℓ f˜(s)‖LM∩LM−
· ‖F˜−1(|m|3ϕ≥0(|m|〈s〉−δN )u˜(s))‖L2+ ds
.
∫ t
0
‖∂2ℓ f˜(s)‖L2 · 〈s〉−5‖|m|N u˜(s))‖L2 ds
.
∫ t
0
ε〈s〉1/2+δ · ε〈s〉−3 ds . ε2.
Case |k| ≫ |m|. In this case |k| ≫ |m| + |ℓ| and |k| & 〈s〉δN on the support of DHF .
Our strategy is to first integrate by parts in s and then estimate the weighted norms of the
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resulting expression. More precisely, we use eisΦ = (iΦ)−1∂se
isΦ and write
DHF (t)(f, f) = AHF (t)(f, f)− AHF (t)(f, f)(0)−
∫ t
0
AHF (s)(∂sf, f) ds
−
∫ t
0
AHF (s)(f, ∂sf) ds+ easier terms
(4.34)
where
AHF (s)(g, h) :=
∫∫
eisΦ(k,ℓ,m)g˜(s, ℓ)h˜(s,m)
1
iΦ(k, ℓ,m)
µ(k, ℓ,m)ϕ≥0 dℓdm (4.35)
and the “easier terms” are those where ∂s hits the cutoff which gives ∂sϕ≥0 = s
−1ϕ∼0 and
an easier term to treat.
We apply ∂k and ∂
2
k to the terms in (4.34) using the identities (4.23)-(4.24) obtaining many
different contributions. In the case of one derivative, we have (omitting irrelevant constants)
∂kDHF (f, f) = A1 + A2 + A3 + easier terms
A1 := tk
∫∫
eitΦ(k,ℓ,m)f˜(t, ℓ)f˜(t,m)
1
Φ(k, ℓ,m)
µ(k, ℓ,m)ϕ≥0 dℓdm,
A2 :=
∫ t
0
sk
∫∫
eisΦ(k,ℓ,m)∂sf˜(s, ℓ)f˜(s,m)
1
Φ(k, ℓ,m)
µ(k, ℓ,m)ϕ≥0 dℓdm ds,
A3 :=
∫ t
0
∫∫
eisΦ(k,ℓ,m)∂sf˜(s, ℓ) ∂mf˜(s,m)
1
Φ(k, ℓ,m)
µ(k, ℓ,m)ϕ≥0 dℓdm ds.
(4.36)
To estimate these terms we can use that ‖k/Φ‖CMδ . 1, and
F˜−1eis|k|2∂sf˜(s) = u2(s). (4.37)
Using the Ho¨lder estimate (4.22), and the decay estimate (4.7) in Lemma 4.2, we can bound
‖A1‖L2 . t‖u(t)‖L6∩L6−‖u(t)‖L3 . t · ε〈t〉−(1−) · ε〈t〉−1/2 . ε2.
Similarly, using also (4.37) above, we can estimate
‖A2‖L2 .
∫ t
0
s · ‖u2(s)‖L3‖u(s)‖L6∩L6− ds .
∫ t
0
s · ε2〈s〉−2 · ε〈s〉−(1−) ds . ε2,
and
‖A3‖L2 .
∫ t
0
s · ‖u2(s)‖L3∩L3−‖F˜−1eis|m|
2
∂mf˜(s)‖L6 ds
.
∫ t
0
s · ε2〈s〉−(2−) · εs−1〈s〉1/2+δ ds . ε2
having used also (4.2) for the second inequality.
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When applying ∂2k we again obtain several terms. Omitting irrelevant constants, we can
write schematically
∂2kDHF (f, f) = B1 +B2 +B3 + easier terms
B1 = t
2
∫∫
eitΦ(k,ℓ,m)f˜(t, ℓ)f˜(t,m)
k2
Φ(k, ℓ,m)
µ(k, ℓ,m)ϕ≥0 dℓdm,
B2 = t
∫∫
eitΦ(k,ℓ,m)f˜(t, ℓ) ∂mf˜(t,m)
k
Φ(k, ℓ,m)
µ(k, ℓ,m)ϕ≥0 dℓdm,
B3 =
∫ t
0
s2
∫∫
eisΦ(k,ℓ,m)∂sf˜(s, ℓ)f˜(s,m)
k2
Φ(k, ℓ,m)
µ(k, ℓ,m)ϕ≥0 dℓdm ds,
B4 =
∫ t
0
s
∫∫
eisΦ(k,ℓ,m)∂sf˜(s, ℓ)∂mf˜(s,m)
k
Φ(k, ℓ,m)
µ(k, ℓ,m)ϕ≥0 dℓdm ds.
(4.38)
The “easier terms” contain those terms where two derivatives fall on the profile f , which
can be treated by an Ho¨lder type inequality using the integrable-in-time Lp decay, p > 6,
and other terms where derivatives hit the cutoff.
In B1 we write k
2/Φ(k, ℓ,m) = −1+(|ℓ|2+|m|2)/Φ(k, ℓ,m) The contribution corresponding
to the symbol −1 is estimated using (4.22):
t2‖u(t)‖L6∩L6−‖u(t)‖L3 . t2 · ε〈t〉−(1−) · ε〈t〉−1/2 . ε2〈t〉1/2+,
where 1/2+ denotes here a number larger, but arbitrarily close to, 1/2. This is consistent
with (4.17). For the other contribution we note that ‖1/Φ(k, ℓ,m)‖CMβ . 1, β > 0, and
estimate the bilinear term by
t2‖u(t)‖L6∩L6−‖∆u(t)‖L3 . t2 · ε〈t〉−(1−) · ε|t|−1/2〈t〉ρ . ε2〈t〉1/2+ρ+ (4.39)
having used
‖∆u(t)‖L3 . ‖P≤K0∆u(t)‖L3 + ‖P>K0∆u(t)‖L3
. 22K0‖u(t)‖L3 + ‖u(t)‖HN2−K0(N−3) . ε
(
22K0|t|−1/2 + 2−K0(N−3))
with 2K0 = |t|ρ/2 and ρ = 1/(N − 3). Imposing that ρ < δ, the bound (4.39) is consistent
with the desired (4.17).
For the second term in (4.38) we use ‖k/Φ(k, ℓ,m)‖CMδ . 1, the decay estimate (4.2), and
the apriori bounds, to obtain
‖B2‖L2 . t‖u(t)‖L3∩L3−‖F˜−1eit|m|
2
∂mf˜(t)‖L6
. t · ε〈t〉−(1/2−) · |t|−1‖∂2mf˜(t)‖L2
. t · ε〈t〉−(1/2−) · ε|t|−1〈t〉1/2+δ . ε2〈t〉2δ.
The term B3 is similar to the term B1 as it contains a time integration but one profile is
differentiated in time. One can then proceed similarly with an L3 × L6− estimate using, see
(4.37),
‖F˜−1eit|k|2∂sf˜(s)‖L3 . ‖u(s)‖2L6 . ε2〈s〉−2.
The term B4 is easier and can be treated similarly to the previous ones by an L
3 ∩L3−×L6
estimate, so we skip it. 
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5. Analysis of the NSD I: structure of the leading order
5.1. Expansion of µ and leading order nonlinear terms. We expand the integrand in
(4.14) in negative powers of |x| according to the relation between ψ and ψ1 in (3.21), and
write
(2π)9/2µ(k, ℓ,m) = (2π)3/2δ0(k − ℓ−m)
− 1
4π
µ1(k, ℓ,m) +
1
(4π)2
µ2(k, ℓ,m)− 1
(4π)3
µ3(k, ℓ,m),
(5.1)
where the integrand in µρ is O(|x|−ρ); more precisely
• The distribution µ1 is given by
µ1(k, ℓ,m) = ν1(−k + ℓ,m) + ν1(−k +m, ℓ) + ν1(−ℓ−m, k) (5.2)
where
ν1(p, q) :=
∫
eix·p
ei|q||x|
|x| ψ1(x, q) dx; (5.3)
• The measure µ2 is given by
µ2(k, ℓ,m) = ν
1
2(k, ℓ,m) + ν
2
2(k, ℓ,m) + ν
2
2(k,m, ℓ) (5.4)
where
ν12(k, ℓ,m) :=
∫
e−ix·k
ei(|ℓ|+|m|)|x|
|x|2 ψ1(x, ℓ)ψ1(x,m) dx,
ν22(k, a, b) :=
∫
eix·a
ei|x|(−|k|+|b|)
|x|2 ψ1(x, k)ψ1(x, b) dx;
(5.5)
• The measure µ3 is given by
µ3(k, ℓ,m) =
∫
ei(−|k|+|ℓ|+|m|)|x|
|x|3 ψ1(x, k)ψ1(x, ℓ)ψ1(x,m) dx. (5.6)
We are interested in the regularity of these distributions, and therefore are mostly con-
cerned with the behavior for large |x| of the integrands.
According to (5.1) we decompose the nonlinear interaction in Duhamel’s formula (4.13)
as
(2π)9/2D(t)(f, f) = (2π)3/2D0(t)(f, f)
− 1
4π
D1(t)(f, f) + 1
(4π)2
D2(t)(f, f)− 1
(4π)3
D3(t)(f, f),
D0(t)(f, f) :=
∫ t
0
∫∫
eis(−|k|
2+|ℓ|2+|k−ℓ|2)f˜(s, ℓ)f˜(s, k − ℓ) dℓ ds,
D∗(t)(f, f) :=
∫ t
0
∫∫
eis(−|k|
2+|ℓ|2+|m|2)f˜(s, ℓ)f˜(s,m)µ∗(k, ℓ,m) dℓdm ds.
(5.7)
In this section we will analyze in details µ1, and postpone the analysis of the lower order
terms (5.4)-(5.6) to Subsection 8.1 and 8.3. We write more explicitly the leading order terms
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in (5.7) using (5.2)
D1(t)(f, f) =
∫ t
0
∫∫
eis(−|k|
2+|ℓ|2+|m|2)f˜(s, ℓ)f˜(s,m) ν1(−k +m, ℓ) dℓdm ds
+
∫ t
0
∫∫
eis(−|k|
2+|ℓ|2+|m|2)f˜(s, ℓ)f˜(s,m) ν1(−k + ℓ,m) dℓdm ds
+
∫ t
0
∫∫
eis(−|k|
2+|ℓ|2+|m|2)f˜(s, ℓ)f˜(s,m) ν1(−ℓ−m, k) dℓdm ds
(5.8)
which, using the symmetry in ℓ and m and changing variables, we may rewrite as
D1(t)(f, f) = 2
∫ t
0
∫∫
eis(|ℓ|
2+2k·ℓ+|m|2)f˜(s, ℓ+ k)f˜(s,m) ν1(ℓ,m) dℓdm ds
+
∫ t
0
∫∫
eis(−|k|
2+|ℓ|2+2ℓ·m+2|m|2)f˜(s,−ℓ−m)f˜(s,m) ν1(ℓ, k) dℓdm ds.
(5.9)
Note that the two integrals in (5.9) are somewhat similar but have slightly different structure
as, for example, the measure in the second one is k dependent. This will require a slightly
different treatment in some of the estimates that will follow in Sections 6 and 7.
5.2. Structure and properties of ν1. Motivated by (5.9) we need to study ν1 as in (5.3).
Our main aim in this section is to prove that a precise version of the following approximate
identity:
ν1(p, q) =
1
|p|
[
δ(|p| − |q|) + p.v. 1|p| − |q|
]
m0(p, q) +R(p, q)
where m0 is a “nice” symbol of Coifman-Meyer type up to some losses, and R is a better
behaved remainder. This is the content of the following main proposition:
Proposition 5.1 (Structure of ν1). Let ν1 be the distribution defined in (5.3), with ψ1 defined
by (3.21). Fix N2 ∈ [5, N1/4] ∩ Z. Let p, q ∈ R3 with |p| ≈ 2P , |q| ≈ 2Q, and assume that
P,Q ≤ A for some A > 0. Then we can write
ν1(p, q) = ν0(p, q) + νL(p, q) + νR(p, q), (5.10)
where:
(1) The leading order is
ν0(p, q) :=
b0(p, q)
|p|
[
iπ δ(|p| − |q|) + p.v. 1|p| − |q|
]
(5.11)
with b0 satisfying the bounds∣∣ϕP (p)ϕQ(q)∇αp∇βq b0(p, q)∣∣ . 2−|α|P(2|α|Q + 2(1−|β|)Q−) · 1{|P−Q|<5}, (5.12)
for all P,Q ≤ A, |α|+ |β| ≤ N1. Recall our notation Q− = min(Q, 0).
(2) The lower order terms νL(p, q) can be written as
νL(p, q) =
1
|p|
N2∑
a=1
∑
J∈Z
ba,J (p, q) · 2JKa
(
2J(|p| − |q|)) (5.13)
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with Ka ∈ S and ba,J satisfying∑
J∈Z
∣∣ϕP (p)ϕQ(q)∇αp∇βq ba,J (p, q)∣∣ . 2−|α|P(2|α|Q + 2(1−|β|)Q−) · 1{|P−Q|<5}, (5.14)
for all P,Q ≤ A, |α|+ |β| ≤ N2.
(3) The remainder term νR satisfies the estimates∣∣ϕP (p)ϕQ(q)∇αp∇βq νR(p, q)∣∣ . 2−2max(P,Q) · 2−(|α|+|β|)max(P,Q) · 2(|α|+|β|+2)5A (5.15)
for |P −Q| < 5, and∣∣ϕP (p)ϕQ(q)∇αp∇βq νR(p, q)∣∣ . 2−2max(P,Q) · 2−|α|max(P,Q)max(0, 2(1−|β|)Q−) · 2(|α|+|β|+2)5A
(5.16)
for |P −Q| ≥ 5, for all |α|+ |β| ≤ N2/2− 3.
Here are some comments
• One should think of Proposition 5.1 as the statement that
µ(p, q) ≈ ν1(p, q) ≈ 1|p|δ(|p| − |q|) +
1
|p| p.v.
1
|p| − |q| , (5.17)
up to small losses. This is clearly most relevant when ||p| − |q|| ≪ |p| ≈ |q| (note the
indicator functions in (5.12) and (5.14)) and is essentially exact when |p| ≈ |q| . 1. It
is important to notice how Proposition 5.1 singles out the singularity of ν1, its strength
and its structure up to a sufficiently high order, after which the measure is essentially
smooth.
• There are some losses in our estimates when frequencies are large, see the factors of
2A in (5.15)-(5.16). These are coming from the various expansions, such as the one in
(3.34), where we allow growing factors of the frequency. In the evolution problem we
will handle these by comparing the size of frequencies and time, using the high Sobolev
regularity; see Proposition 4.4 where ‘large’ frequencies are treated, leaving us only with
frequencies of size . 〈s〉δN , see (4.16), in the integrals in (5.9).
• In the estimates (5.12) and (5.14) we have |p| ≈ |q| so the factors on the right-hand sides
could be simplified a bit. Nevertheless, we have decided to leave the explicit dependence
on 2P and 2Q to highlight the different roles played by the two variables, such as the
fact that the integrand in ν1 is smooth in p but not in q.
Proposition 5.1 is proven in Subsection 5.4 using as key step Lemma 5.2 below, which
gives asymptotics for a basic “building block” (5.19).
Lemma 5.2 (Asymptotic expansion for the “building block”). Let p, q ∈ R3 with |p| ≈
2P , |q| ≈ 2Q and |P −Q| < 5. Assume that for some for some A > 0 we have P,Q ≤ A, and
let
J (A, P,Q) := J := {J ≥ −min(P,Q, 0) + 4A}. (5.18)
Consider the function
KJ(p, q) :=
∫
R3
eix·p
ei|x||q|
|x| g(ω, q)ϕ(x2
−J) dx, J ∈ J , (5.19)
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where ω := x/|x|, with g ∈ GN (see Definition 3.5) and some smooth compactly supported ϕ.
Then, for any fixed M ∈ (10, N) ∩ Z we have the expansion
KJ(p, q) = a0(p, q)|p| 2
Jχ0(2
J(|p| − |q|))
+
M−1∑
ℓ=1
aℓ(p, q)
|p| · 2
Jχℓ(2
J(|p| − |q|)) · CJ +RJ,M(p, q) · CRJ ,
(5.20)
where:
• χℓ are Schwartz functions;
• a0, a1, . . . are smooth functions of (p, q) 6= (0, 0) with
a0 := 2πig(−p/|p|, q), (5.21)
and satisfying
|∇αp∇βq aℓ(p, q)| . 2−|α|P
(
2Q|α| + 2(1−|β|)Q−
) · 1{|P−Q|<5} (5.22)
for |α|+ |β| ≤ N − ℓ.
• The remainder satisfies
|∇αp∇βqRJ,M(p, q)| . 2−2max(P,Q) · 2−(|α|+|β|)max(P,Q) · 2A(|α|+|β|+2) (5.23)
for |α|+ |β| ≤ min(N −M − 1,M/4− 2);
• The coefficients CJ , CRJ ≥ 0 satisfy∑
J∈J
CJ + C
R
J ≤ 1. (5.24)
Remark 5.3. Notice that (5.22) implies the symbol-type bound (with losses)∣∣ϕP (p)ϕQ(q)∇αp∇βq [∇qaℓ(p, q)]∣∣ . 2−|α|P2−|β|Q2A(|α|+|β|), (5.25)
|α|+ |β| ≤ N − ℓ− 1. This is an estimate for ∇qaℓ as well. This symbol-type bounds will be
more convenient to use in some cases than (5.22).
5.3. Proof of Lemma 5.2. Recall that by Definition 3.5 we have
‖∂αω∂βq g(·, q)‖L∞ω .|α|,|β| 〈q〉
|α| + (|q|/〈q〉)1−|β| (5.26)
for all 1 ≤ |α| + |β| ≤ N . Note that, using the assumption |q| ≈ 2Q . 2A, A > 0 we also
have the (slightly less precise) bound
‖∂αω∂βq g(·, q)‖L∞ . 2−Q|β|2A(|α|+|β|). (5.27)
We write in polar coordinates, x = rω,
4πKJ(p, q) =
∫ ∞
0
(∫
S2
eirω·pg(ω, q)dω
)
eir|q|ϕ(r2−J) rdr. (5.28)
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Asymptotics in the angular variable. We look at the spherical integral in (5.28) and, using
the rotation invariance, without loss of generality we reduce matters to considering p = |p|e3
and the integral
I(X ; q) :=
∫
S2
eiXω·e3g(ω, q)dω, X := r|p|, (5.29)
where X ≈ 2J |p| ≫ 1 by assumption. Writing in standard spherical coordinates θ ∈
[0, 2π], φ ∈ [0, π], ω = (cos θ sin φ, sin θ sin φ, cosφ), we see that
I =
∫ 2π
0
∫ π
0
eiX cosφg(ω, q) sinφ dφdθ = I0 + II
I0 =
2π
iX
[
eiXg(e3, q)− e−iXg(−e3, q)
]
II =
1
iX
∫ 2π
0
∫ π
0
eiX cosφ∂φg(ω, q) dφdθ.
(5.30)
The contribution of the leading order term I0 to (5.28) is∫ ∞
0
2π
iX
[
eiXg(e3, q)− e−iXg(−e3, q)
]
eir|q|ϕ(r2−J) rdr
=
2π
i|p|g(p/|p|, q)
∫ ∞
0
eir(|q|+|p|)ϕ(r2−J) dr − 2π
i|p|g(−p/|p|, q)
∫ ∞
0
eir(|q|−|p|)ϕ(r2−J) dr
=
2π
i|p|g(p/|p|, q) 2
Jϕˇ(2J(|q|+ |p|))− 2π
i|p|g(−p/|p|, q) 2
Jϕˇ(2J(|q| − |p|)). (5.31)
The second term in (5.31) coincides with the first term on the right-hand side of (5.20) with
a0 in (5.21). The first term of (5.31) can instead be absorbed into the remainder RJ,M as we
explain below. In view of (5.26), we have
|∂αp ∂βq g(p/|p|, q)| .α,β |p|−|α|(〈q〉|α| + (|q|/〈q〉)1−|β|)
. 2−P |α|2−Q|β|2A(|α|+|β|).
(5.32)
Given our localization of the variables and (5.18) we have 2−min(P,Q) . 2J , so that for
arbitrarily large ρ,(
2J(|p|+ |q|))ρ |∂αp ∂βq 2Jϕˇ(2J(|p|+ |q|))| .α,β 2−max(P,Q)(1+|α|+|β|). (5.33)
Together with (5.32) this gives∣∣∣∂αp ∂βq ( 1|p|g(p/|p|, q)2Jϕˇ(2J(|p|+ |q|)))∣∣∣
. 2−2max(P,Q) · 2−max(P,Q)(|α|+|β|)2A(|α|+|β|) · cJ
(5.34)
with cJ := 2
−(P+J). Thus the property (5.23) with (5.24) holds true for this term.
Next we analyze the contribution from the lower order term II in (5.30), that is,∫ ∞
0
II(X ; q)eir|q|ϕ(r2−J) rdr
=
1
i|p|
∫ ∞
0
(∫ 2π
0
∫ π
0
eiX cosφ∂φg(ω, q) dφdθ
)
eir|q|ϕ(r2−J) dr.
(5.35)
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To deal with the innermost integral we want to apply the following stationary phase expan-
sion:
Claim: Suppose f is a smooth function with f(x0) = f
′(x0) = 0 and f
′′(x0) 6= 0, and let
F be a function supported in a sufficiently small neighborhood of x0 where f does not have
any other critical point. Define
I(λ) :=
∫
eiλf(x)F (x) dx. (5.36)
Then, for λ & 1, there exist coefficients aℓ such that∣∣∣( d
dλ
)r[
I(λ)− λ−1/2
M∑
ℓ=0
aℓ λ
−ℓ/2
]∣∣∣ . λ−r−(M+1)/2. (5.37)
The coefficients aℓ depend linearly on the first ℓ derivatives of F at the point x0; they also
depend on a lower bound for f ′ on the support of F , and on higher-order derivatives of f .
In our application, we will have that all the quantities involving the phase f are uniformly
bounded by some absolute constant. Then, we slightly abuse notation and let aℓ = cℓ∂
ℓ
xF (x0),
for some cℓ ∈ R, while this coefficient should technically be of the form
∑ℓ
k=0 ck∂
k
xF (x0).
Finally, the implicit constant in (5.37) is upperbounded by the L∞ norm of at most M + 1
derivatives of F ; we will similarly abuse notation and assume the constant is C‖∂M+1x F‖L∞ .
The above claim is a classical statement, see for example Stein’s book [43, Proposition 3,
p. 334].
We isolate the stationary points x0 = 0 and π in the dφ integral in (5.35) by defining
2
∫ π
0
eiX cosφ∂φg(ω, q) dφ = J+(X, θ, q) + J−(X, θ, q),
J+ :=
∫ π
−π
eiX cos φ∂φg(ω, q)ϕ1(φ) dφ,
J− :=
∫ π
−π
eiX cos φ∂φg(ω, q)ϕ2(φ) dφ,
where 0 ≤ ϕ1 ≤ 1 is a smooth cutoff around φ = 0 and ϕ2 = 1− ϕ1.
With λ = X ≫ 1, the non-degenerate phase cosφ − 1, the stationary point x0 = 0, we
deduce from the claim above and (5.37) that∣∣∣( d
dX
)α
∂βq
[
J+(X)− eiXX−1/2
M−1∑
ℓ=0
b+ℓ X
−ℓ/2
]∣∣∣ . X−M/2−α sup
φ
|∂M+1φ ∂βq g(ω, q)| (5.38)
and, similarly, with the phase cos φ+ 1 and the stationary point x0 = π, we get∣∣∣( d
dX
)α
∂βq
[
J−(X)− e−iXX−1/2
M−1∑
ℓ=0
b−ℓ X
−ℓ/2
]∣∣∣ . X−M/2−α sup
φ
|∂M+1φ ∂βq g(ω, q)| (5.39)
where we have defined
b±ℓ (p, q) := cℓ∂
ℓ+1
φ g(±p/|p|, q), (5.40)
for some absolute constants cℓ.
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Plugging the asymptotics (5.38)-(5.39) into (5.35) we see that∫ ∞
0
II(X ; q)eir|q|ϕ(r2−J) rdr
=
M−1∑
ℓ=0
2πb−ℓ (p, q)
i|p|3/2+ℓ/2
∫ ∞
0
e−ir|p| eir|q| r−(ℓ+1)/2ϕ(r2−J) dr (5.41)
+
M−1∑
ℓ=0
2πb+ℓ (p, q)
i|p|3/2+ℓ/2
∫ ∞
0
eir|p| eir|q| r−(ℓ+1)/2ϕ(r2−J) dr (5.42)
+
1
|p|R
−
J,M(p, q) +
1
|p|R
+
J,M(p, q) (5.43)
with
R±J,M(p, q) =
∫ ∞
0
e±ir|p| eir|q| ϕ(r2−J)B±(r|p|; q) dr, (5.44)
where
B±(X ; q) := J±(X)− e±iXX−1/2
M−1∑
ℓ=0
b±ℓ X
−ℓ/2 (5.45)
satisfies ∣∣∣( d
dX
)α
∂βqB
±(X ; q)
∣∣∣ . X−M/2−α sup
ω∈S2
|∂M+1φ ∂βq g(ω, q)|. (5.46)
Moreover, we can see that∣∣∣∂αp ∂βq B(r|p|; q)∣∣∣ . sup
α1+α2=α
X−M/2−|α1|r|α1| · |p|−|α2| sup
|α′|≤|α2|, ω∈S2
|∂M+1φ ∂α
′
ω ∂
β
q g(ω, q)|
. X−M/22−P |α| · (2Q(M+1+|α|) + 2−(|β|−1)Q).
(5.47)
Contribution of (5.41). The sum in (5.20), with the claimed properties, arises from the
sum in (5.41). To see this we write it as
M∑
ℓ=1
b−ℓ−1(p, q)
i|p|1+ℓ/2
∫ ∞
0
e−ir|p| eir|q| r−ℓ/2ϕJ(r) dr
=
M∑
ℓ=1
b−ℓ−1(p, q)
i|p| (2
J |p|)−ℓ/2 · 2J ̂(r−ℓ/2ϕ)(2J(|p| − |q|))
=
M∑
ℓ=1
aℓ(p, q)
|p| CJ 2
J χ̂ℓ(2
J(|q| − |p|))
(5.48)
where we define, according to the notation in (5.20) (see also (5.40))
aℓ(p, q) := (2
J+P )−ℓ/2+δ(2−P |p|)−ℓ/2 cℓ−1∂ℓφg(−p/|p|, q),
χℓ := r̂−ℓ/2ϕ,
CJ := (2
J+P )−δ,
(5.49)
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for some small fixed δ > 0. To verify the estimates (5.22) on the coefficients aℓ we use the
fact that our parameters satisfy J + P ≥ 4A ≥ 4Q, see (5.18), and the estimates (5.26) on
g: for |p| ≈ 2P , |q| ≈ 2Q
|∇αp∇βq aℓ(p, q)| . (2J+P )−ℓ/2+δ sup
α1+α2=α
|p|−|α2|∣∣∇α1p ∇βq ∂ℓφg(−p/|p|, q)∣∣
. (24A)−ℓ/2+δ sup
α1+α2=α
2−|α2|P2−|α1|P sup
ρ≤|α1|+ℓ
∥∥∇βq∇ρωg(·, q)∥∥L∞
. (24A)−ℓ/2+δ2−|α|P (〈q〉|α|+ℓ + (|q|/〈q〉)1−|β|).
For Q ≥ 0 this gives the bound 2−|α|P 〈q〉|α| . 2−|α|P2A|α| while for Q ≤ 0 it implies a bound
of 2−|α|P (1 + 2(1−|β|)Q−); these are consistent with the desired bounds (5.22). The definition
of CJ in (5.49) gives the property (5.24), since J + P ≫ 1 in the set J .
To complete the proof of the lemma it suffices to show how the three remaining terms in
(5.42)-(5.43) satisfy the estimates (5.23) and can therefore be absorbed into the remainder
RJ,M .
Contribution of (5.42). Similar to (5.48), the sum in (5.42) is given by
M∑
ℓ=1
b+ℓ−1(p, q)
i|p|1+ℓ/2
∫ ∞
0
eir|p| eir|q| r−ℓ/2ϕ(r2−J) dr
=
1
i|p|(|p|+ |q|)
M∑
ℓ=1
dℓ(p, q) 2
J(|q|+ |p|) ̂(r−ℓ/2ϕ)(2J(|q|+ |p|) · CJ
(5.50)
having defined dℓ := (2
P+J)−ℓ/2+δ(2−P |p|)ℓ/2cℓ−1∂ℓφg(p/|p|, q), similarly to aℓ, and CJ as in
(5.49). Since 2P+J & 24A, and r−ℓ/2ϕ is a Schwartz function, it follows that∣∣∣ M∑
ℓ=1
b+ℓ−1(p, q)
i|p|1+ℓ/2
∫ ∞
0
eir|p| eir|q| r−ℓ/2ϕ(r2−J) dr
∣∣∣
.
1
(|p|+ |q|)2 · supℓ=1,...,M ‖dℓ‖L∞ · CJ
.
1
22max(P,Q)
· 23A(−ℓ/2+δ) sup
ℓ=1,...,M
sup
ω
∣∣∂ℓωg(ω, q)∣∣ · CJ ,
(5.51)
having used the definitions (5.40). In view of the inequality (5.26) and |q| . 2A, we see
the validity of (5.23) for α = β = 0. The general estimate (5.23) for |α| + |β| ≥ 1 follows
similarly after differentiating the first line of (5.50) and using as before (5.40), the estimate
(5.26), and our localization and restrictions on the parameters (5.18). Note in particular
how each differentiation of the integral in p or q can cost a potentially dangerous factor of
2J , which can be traded for a factor of (|p|+ |q|)−1 since ϕ is Schwartz.
Contribution of the remainders (5.43). Since |P − Q| ≤ 5, we see from (5.44) and (5.46)
that
1
|p| |R
±
J,M(p, q)| . 2−P sup
ω∈S2
|∂M+1φ g(ω, q)|
∫ ∞
0
ϕ(r2−J)(r|p|)−M/2 dr
. 2−2P (1 + 2(M+1)Q) · 2−(J+P )(M/2−1)
. 2−2P2−δ(P+J),
(5.52)
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for δ > 0 small enough, since P + J ≥ 4A ≥ 4Q and M > 5. This is consistent with (5.23)
when α = β = 0. The general estimate (5.23) follows by differentiating the formula (5.44):
1
|p|
∣∣∇αp∇βqR±J,M(p, q)∣∣
. sup
α1+α2=α
β1+β2=β
∣∣∣ ∫ ∞
0
∇α1p e±ir|p|∇β1q eir|q|∇α2p ∇β2q B(r|p|; q)ϕ(r2−J) dr
∣∣∣.
On the support of the integral, since r ≈ 2J & 2−P ≈ 2−Q, we have∣∣∇α1p e±ir|p|∇β1q eir|q|∣∣ . 2(|α1|+|β1|)J .
Using (5.47) we obtain
1
|p|
∣∣∇αp∇βqR±J,M(p, q)∣∣
. 2−2P sup
α1+α2=α
β1+β2=β
2(|α1|+|β1|)J · (2J+P )−M/2+12−P |α2| · (2Q(M+1+|α2|) + 2−(|β2|−1)Q) (5.53)
If Q ≤ 0 for each term above we have a bound of
2−2P2−(J+P )(M/2−1−|α1|−|β1|) · 2−(|α|+|β1|)P2−|β2|Q
which is consistent with (5.23). For Q ≥ 0 instead each term in (5.53) is bounded by
2−2P · 2(|α1|+|β1|)J · (2J+P )−M/2+12−P |α2| · 2Q(M+1+|α2|)
. 2−2P · (2J+P )−M/2+1+|α1|+|β1| · 2Q(M+1)2|α1|A · 2−|β1|Q2−P (|α1|+|α2|)
. 2−2P · 2−P |α|2−Q|β| · 2A(|α|+|β|) · 2−δ(J+P )
having used J +min(P,Q) ≥ 4A ≥ 4Q and |α|+ |β| ≤ M/4 − 2. This concludes the proof
of (5.23) and the Lemma. ✷
We now combine Lemma 5.2 and the asymptotic expansion (3.34) for ψ1 in Lemma 3.4 to
prove Proposition 5.1.
5.4. Proof of Proposition 5.1. We consider |p| ≈ 2P and |q| ≈ 2Q with P,Q ≤ A, A≫ 1
and write
ν(p, q) = ν+(p, q)1{|P−Q|<5} + ν
−(p, q), ν+(p, q) :=
∑
J∈J
νJ(p, q),
νJ (p, q) :=
∫
eix·p
ei|q||x|
|x| ψ1(x, q)ϕ
(0)
J (x) dx,
(5.54)
where the cutoff ϕ
(0)
J is defined in (2.19)-(2.20) and we recall
J := {J ≥ 4A, J ≥ −min(P,Q) + 4A}. (5.55)
The term ν+1{|P−Q|<5} will give rise to the leading order terms (and some remainder terms),
while all the terms in ν− are lower order remainders.
Analysis of ν+1{|P−Q|≤5}. For g ∈ GN , N > N2, see (3.49), let us denote
KJ,n(p, q)[g] :=
∫
R3
eix·p
ei|x||q|
|x| g(ω, q) (| · |
−nϕ)(x/2J)dx. (5.56)
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From the definition of ν+ in (5.54), and using the expansion (3.34) from Lemma 3.4, we can
write
ν+(p, q) =
∑
J∈J
N2−1∑
n=0
KJ,n(p, q)[gn] 2−Jn〈q〉n +R(p, q) (5.57)
where
R(p, q) =
∑
J∈J
∫
R3
eix·p
ei|x||q|
|x| RN2(x, q)ϕ(x/2
J) dx (5.58)
for RN2(x, q) satisfying estimates as in (3.37).
Leading order contribution. Let us look first at the term with n = 0 in (5.57), that is∑
J∈J KJ,0(p, q)[g0]. Since |P − Q| < 5, in view of the result of Lemma 5.2, and adopting
the same notation, we have that∑
J∈J
KJ,0(p, q)[g0] = A+
M−1∑
ℓ=1
Bℓ + C, (5.59)
A :=
a0(p, q)
|p|
∑
J∈J
2J ϕ̂(2J(|p| − |q|)), (5.60)
Bℓ :=
aℓ(p, q)
|p|
∑
J∈J
2Jχℓ(2
J(|p| − |q|)) · CJ (5.61)
C :=
∑
J∈J
RJ,M(p, q) · CRJ , (5.62)
where the coefficients aℓ satisfy the estimates (5.22),
∑
J∈J |CJ | + |CRJ | < ∞, and the esti-
mates (5.23) hold for the remainder RJ,M .
Using the properties of the standard cutoff ϕ, see (2.19), we can define
J0 := max(4A,−min(P,Q) + 4A) = 4A−min(0, P, Q) (5.63)
and rewrite the term (5.60) as
A =
a0(p, q)
|p|
∑
J≥J0
ϕ̂(· 2−J)(|p| − |q|) = a0(p, q)|p|
̂ϕ≥1(· 2−J0)(|p| − |q|). (5.64)
Writing ϕ≥1(x) =
∫ x
−∞
ψ(y) dy = 1{x>0}∗ψ, for a smooth ψ ≥ 0 which is compactly supported
in [1/8, 2] and with integral 1, we deduce the formula
ϕ̂≥1(ξ) = F
(
(1 + signx)/2 ∗ ψ)(ξ) = √2πF((1 + signx)/2)(ξ) · ψ̂(ξ)
=
√
π
2
δ0(ξ) + p.v.
ψ̂(ξ)
iξ
.
It follows that
A =
a0(p, q)
|p| 2
J0ϕ̂≥1((|p| − |q|)2J0)
=
a0(p, q)
|p|
1
i
√
2π
[
iπδ(|p| − |q|) +
√
2π p.v.
ψ̂(2J0(|p| − |q|)
|p| − |q|
]
.
(5.65)
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Up to slightly redefining a0, this gives us the first terms in the right hand-side of (5.10) with
(5.11)-(5.12), provided we show that the term (we use that ψ̂(0) = 1/
√
2π)
AR :=
a0(p, q)
|p| p.v.
√
2π ψ̂(2J0(|p| − |q|))− 1
|p| − |q|
=
a0(p, q)
|p|
√
2π 2J0
∫ 1
0
ψ̂′(2J0(|p| − |q|)t) dt
(5.66)
satisfies estimates as in (5.15). To see that this is the case, let us consider first the case
J0 = 4A, min(P,Q) ≥ 0. It is not hard to see, using the estimates for a0 from (5.24), and
2max(P,Q) ≤ 2A ≤ 2J0, that
|∇αp∇βqAR| . 2J02−P · 2J0(|α|+|β|)
. 2−2max(P,Q)22A · 2−|α|P2(|α|−1)A · 24A(|α|+|β|+1)
which is acceptable. The case J0 = 4A − min(P,Q) (i.e. min(P,Q) ≤ 0) is similar, using
again that ψ̂′ is Schwartz, and that 2P ≈ 2Q.
To verify that the terms Bℓ in (5.61) are of the form (5.13)-(5.14), it suffices to recall that
aℓ satisfies (5.22) for 1 ≤ ℓ < M , and M ≤ N2.
For the term in (5.62) we can use directly the estimate (5.23)-(5.24), to see that this
satisfies bounds like those in (5.15).
Lower order contributions. Let us consider the contribution to the sums in (5.57) with
n = 1, . . . , N2. We consider a term of the form
In =
∑
J∈J
KJ,n(p, q)[gn] · 2−Jn〈q〉n, gn ∈ GN1−n,
and want to apply Lemma 5.2 with M ≤ N1 − n. Since |q| ≈ 2Q . 2A and for J ∈ J we
must have (1 + |q|)2−J ≤ 2−J/2, the conclusion of Lemma 5.2 gives
In =
M−1∑
ℓ=0
B
(n)
ℓ + C
(n),
where
B
(n)
ℓ :=
∑
J∈J
a
(n)
ℓ (p, q)
|p| · 2
J χ̂
(n)
ℓ (2
J(|p| − |q|)) · 2−Jn/2, (5.67)
C(n) :=
∑
J∈J
R
(n)
J,M(p, q) · 2−Jn/2, (5.68)
and we have that
(1) a
(n)
ℓ (p, q) ∈ GN1−n−ℓ ⊂ GN1−N2−M , for 0 ≤ ℓ < M , and
(2) R
(n)
j,M(p, q) satisfy estimates like those in (5.23) with |α| + |β| ≤ min(N1 − n − M −
1,M/4− 2).
In particular, we see that the terms B
(n)
ℓ are of the form (5.13)-(5.14). The remainder
term (5.68) satisfies estimates which are consistent with (5.15) since we can choose M =
N1 −N2 − n,
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The remainder R in (5.58). From (3.37) we know that, for |x| ≈ 2J and |q| ≈ 2Q
|∇βqRN2(x, q)| . 2−N2J
(
2N2Q + 2(1−|β|)Q−
)
(5.69)
for all |β| ≤ N1−N2. Differentiating (5.58), using (5.69), and Q ≤ J/4, we see that, as long
as |α|+ |β| ≤ N2/2− 3,
|∇αp∇βqR(p, q)| . 2(1−|β|)Q−. (5.70)
This is upper bounded by the right-hand side of (5.15). We can therefore absorb the term
R into νR.
The remainder ν− in (5.54). Finally we show that the term ν− can also be absorbed into
the remainder νR. We look at the case min(P,Q) ≤ 0, since the other case is easier. By
definition
ν−(p, q) =
∑
J∈J c
νJ (p, q)1{|P−Q|<5} +
∑
J∈Z+
νJ(p, q)1{|P−Q|≥5},
J c = {J ∈ Z+ : J < −min(P,Q) + 4A}.
(5.71)
Let us look first at the term with |P −Q| < 5 and J ∈ J c. We inspect the formula (5.54)
for νJ to see that ∂
α
p ∂
β
q ν
−(p, q) is a linear combination of terms of the form
Iα,β1,β2 :=
∫
R3
(ix)αeix·p ∂β2q
(
ei|x||q|
) 1
|x| ∂
β1
q ψ1(x, q)ϕ(x/2
J) dx (5.72)
for β1 + β2 = β. The estimates (3.22) for ψ1 give us∣∣∇β1q ψ1(x, q)∣∣ . 1 + 2(1−|β1|)Q−. (5.73)
Since we also have ∣∣∇β2q ei|x||q|∣∣ . ∑
a+b=|β2|−1
2J · 2Ja · 2−bQ
. 2J2(1−|β2|)Q− + 2J |β2|
(5.74)
we see that
|Iα,β1,β2| . 22J · 2J |α| ·
(
2J2(1−|β2|)Q− + 2J |β2|
) · (1 + 2(1−|β1|)Q−) (5.75)
. 2−2max(P,Q) · 2−max(P,Q)(|α|+|β|) · 24A(|α|+|β|+2),
since J ≤ −max(P,Q) + 4A+ 5. This is consistent with the desired bound (5.15).
For the elements in the second sum in (5.71) we can resort to an integration by parts
argument using that ||p| − |q|| & max(|p|, |q|). Notice that, for any integer ρ > 0, we can
write
ei(x·p+|x||q|) = T ρei(x·p+|x||q|), T :=
p+ (x/|x|)|q|
i
∣∣p+ (x/|x|)|q|∣∣2 · ∇x. (5.76)
Since |p+ (x/|x|)|q|| & 2max(P,Q), and for any |γ| ≥ 1 we have |∇γx(p+ (x/|x|)|q|)| . 2−|γ|J2Q
and ∣∣∇γxψ1(x, q)∣∣ . 2−|γ|J2|γ|Q+,
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see (3.22), we obtain
|νJ(p, q)| =
∣∣∣ ∫ ei(x·p+|q||x|)(T ∗)ρ[ 1|x|ψ1(x, q)ϕ(0)J (x)] dx∣∣∣
. 22J2−Jρ2−max(P,Q)ρ2Aρ.
(5.77)
With ρ = 2 this gives us (5.15) for α = β = 0. For |α| + |β| ≥ 1 we apply derivatives
obtaining terms as in (5.72) and then use integration by parts as above. Using also the first
line of (5.74), we get the following improvement of (5.75): |Iα,β1,β2| is bounded by a linear
combination of terms of the form
22J · 2−Jρ2−max(P,Q)ρ2Aρ · 2J |α| · (2J2Ja2−bQ) · (1 + 2(1−|β1|)Q−). (5.78)
for a+ b = |β2| − 1 (with the understanding that if |β2| = 0, 1 then the whole term involving
a and b is absent). We then use (5.78) with ρ = |α|+ a+ 3 to get that |Iα,β1,β2| is bounded
by a linear combination of factors
2−2max(P,Q)2−|α|max(P,Q) · 2−max(P,Q)(a+1)2−bQ · 2(1−|β1|)Q− · 2A(|α|+a+3)
. 2−2max(P,Q)2−|α|max(P,Q) · 2−Q(a+b+1) · 2(1−|β1|)Q− · 2A(|α|+a+3)
. 2−2max(P,Q)2−|α|max(P,Q) · 2(1−|β|)Q− · 2A(|α|+|β|+3)
consistently with (5.16). ✷
6. Bilinear estimates for the leading order of the NSD
In this section we prove several bilinear estimate for the (singular) multipliers appearing
in our problem, such as those arising from the asymptotic formulas of Proposition 5.1. The
bilinear operators that we need to look at have the form
Tµj (g, h)(x) := F−1k→x
∫∫
R3×R3
g(ℓ)h(m)µj(k, ℓ,m) dℓdm, j = 1, 2, 3, (6.1)
see (5.1). We will often need to consider these operators with additional symbols b with
suitable properties to be specified below, that is, we will look at
Tµj [b](g, h)(x) := F−1k→x
∫∫
R3×R3
g(ℓ)h(m) b(k, ℓ,m)µj(k, ℓ,m) dℓdm, j = 1, 2, 3. (6.2)
Our results will be a series of Ho¨lder type estimates with some (small) losses and up to
suitable remainders. These estimates will then be used to establish the nonlinear bounds of
Section 7.
6.1. Bilinear estimates for µ1. The most important operator is the one corresponding to
the leading order term µ1, see (5.1)-(5.2). Using the notation (6.1), the formula (5.2), and
the symmetry in exchanging ℓ and m, we see that,
Tµ1(g, h) = 2T1(g, h)(k) + T2(g, h)(k), (6.3)
where
T1(g, h)(x) := F−1k→x
∫∫
R3×R3
g(k − ℓ)h(m) ν1(ℓ,m) dℓdm, (6.4)
T2(g, h)(x) := F−1k→x
∫∫
R3×R3
g(−m− ℓ)h(m) ν1(ℓ, k) dℓdm, (6.5)
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where ν1 is defined in (5.3) and satisfies the formulas of Proposition 5.1. To allow for
additional symbols we define
T1[b](g, h)(x) := F−1k→x
∫∫
R3×R3
g(k − ℓ)h(m) b(k, ℓ,m) ν1(ℓ,m) dℓdm, (6.6)
T2[b](g, h)(x) := F−1k→x
∫∫
R3×R3
g(−ℓ−m)h(m) b(k, ℓ,m) ν1(ℓ, k) dℓdm. (6.7)
Theorem 6.1 (Bilinear bounds 1). Let T1[b] and T2[b] be the bilinear operators defined in
(6.6) and (6.7). Assume that:
• The symbol b is such that
supp (b) ⊆ {(k, ℓ,m) ∈ R9 : |k|+ |ℓ|+ |m| ≤ 2A, |ℓ| ≈ 2L, |m| ≈ 2M}, (6.8)
for some A ≥ 1.
• For all |k| ≈ 2K, |ℓ| ≈ 2L and |m| ≈ 2M
|∇ak∇αℓ∇βmb(k, ℓ,m)| . 2−K|a|2−|α|L2−|β|M · 2(|a|+|α|+|β|)A, |a|, |α|, |β| ≤ 5. (6.9)
• There is 10A ≤ D ≤ 2A/10 such that
D(g, h) := ‖g‖L2‖h‖L2 +min
(‖∂kg‖L2‖h‖L2 , ‖g‖L2‖∂kh‖L2) ≤ 2D. (6.10)
Then, the following estimates hold:
(i) For any p, q ∈ (1,∞) and r > 1 with
1
p
+
1
q
>
1
r
, (6.11)
we have ∥∥T1[b](g, h)∥∥Lr . ∥∥ĝ∥∥Lp∥∥ĥ∥∥Lq · 2max(L,M) · 2C0A + 2−DD(g, h), (6.12)
and ∥∥PKT2[b](g, h)∥∥Lr . ∥∥ĝ∥∥Lp∥∥ĥ∥∥Lq · 2max(L,K) · 2C0A + 2−DD(g, h), (6.13)
where5 C0 := 65. Recall the notation after (2.20) for the projection PK.
(ii) Define the “good vector-field”
X = ∂|ℓ| + ∂|m| (6.14)
and, for a ≤ 2, define the operators
TXa [b](g, h)(k) := F−1k 7→x
∫∫
R3×R3
g(k − ℓ)h(m) b(k, ℓ,m)Xaν1(ℓ,m) dℓdm. (6.15)
Then∥∥TXa [b](g, h)∥∥Lr . ∥∥ĝ∥∥Lp∥∥ĥ∥∥Lq · 2−amin(L,M) · 2max(L,M) · 2(C0+12)A + 2−DD(g, h). (6.16)
5This is a convenient value of the absolute constant C0 that we can choose in our proof, but it can certainly
be improved. In the nonlinear estimates for the evolution equation (Sections 7 and 9) we are going to impose
conditions on the smallness of C0δN (or similar quantities), see the condition (7.11) for example, and recall
the definition (4.16). Then, a smaller value of C0 would reduce the total number of derivatives N required
for our initial data.
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Let us make a few comments about the statement of the theorem and its uses:
• Note that our operators are localized according to (6.8) and that factors of 2max(L,M) and
2A enter the final bound (6.12). The power of 2A represents a loss for high frequencies,
due to the fact that we allow multipliers b which are not standard ones, and satisfies
estimates with losses (6.9). Even when b = 1, our proof would give similar types of losses
coming from the contribution of large frequencies. The factor of 2max(L,M) is consistent
with the homogeneity of ν1 and gives a useful gain for small frequencies.
• The choice ofD and A: in our application of the bilinear estimate (6.12) to the nonlinear
evolution, a typical choice of the parameters will be, see (4.16),
2A ≈ 〈t〉6/N , 2D ≈ 〈t〉3. (6.17)
With this choice of A, there are only very small losses in the estimate (6.12), The choice
of D allows us to: (a) comfortably verify (6.10) for the various arguments g and h that
we will encounter, (b) treat the 2−D factor in (6.12) as a remainder which decays fast
in time and can always be disregarded. Moreover, with the choice (6.17) the technical
restriction D ≤ 2A is clearly satisfied.
• Note the compatibility of (6.9) with the properties of the coefficients b0 and ba,J in (5.12)
and (5.14).
• The estimates for the operators TXa where the good vectorfield (6.14) is applied to ν1
follow from the structural Proposition 5.1, and the proof for the case a = 0. The key
point is that Xf(|ℓ| − |m|) = 0 for all f .
• The analogue of the good vectorfield (6.14) for the operator T2, is the derivative ∂m, so
this does not require a separate estimate as (6.15)-(6.16).
Theorem 6.1 is proved in Subsection 6.3. Its proof will be done in several steps using as
key ingredients the decomposition and the asymptotic formulas for ν1 in Proposition 5.1,
and Lemma 6.4 below.
In certain frequency configuration we will need to differentiate ν1 in directions other than
X. The next Theorem establishes bilinear bounds for the relevant operators that will appear
in the nonlinear analysis in Section 7.
Theorem 6.2 (Bilinear bounds with vectorfields 1). Under the assumption and notation of
Theorem 6.1 the following additional bilinear estimates hold:
(i) For a = (a1, a2), 1 ≤ |a| ≤ 2 define the operators
T∇a [b](g, h)(k) := F−1k 7→x
∫∫
R3×R3
g(k − ℓ)h(m) b(k, ℓ,m)
×∇a1ℓ ∇a2m
[
ν1(ℓ,m)χ+(ℓ,m)
]
dℓdm
(6.18)
where
χ+(ℓ,m) := ϕ≥max(L,M)−10(|ℓ| − |m|); (6.19)
recall the notation (2.19) for the cutoffs.
• Then ∥∥T∇a [b](g, h)∥∥Lr . ∥∥ĝ∥∥Lp∥∥ĥ∥∥Lq · 2(1−|a|)M2(C0+12)A + 2−DD(g, h). (6.20)
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(ii) For 1 ≤ |a| ≤ 2 as above, and K ∈ Z, define the operators (we omit the K dependence)
T∂a [b](g, h)(k) := F−1k 7→x
∫∫
R3×R3
g(−m− ℓ)h(m) b(k, ℓ,m)
× [ϕK(k)∇a1k ∇a2ℓ ν1(ℓ, k)χ+(ℓ, k)] dℓdm, with ∂ ∈ {∂ℓ, ∂k}, (6.21)
where (with a slight abuse of notation)
χ+(ℓ, k) := ϕ≥max(L,K)−10(|ℓ| − |k|). (6.22)
Then ∥∥T∂a [b](g, h)∥∥Lr . ∥∥ĝ∥∥Lp∥∥ĥ∥∥Lq · 2(1−|a|)K · 2(C0+12)A + 2−DD(g, h). (6.23)
(iii) Let
Y = ∂k +
k
|k|
( ℓ
|ℓ| · ∂ℓ
)
(6.24)
and, for a = 1, 2, K ∈ Z, define the operators
TYa [b](g, h)(k) := F−1k 7→x
∫∫
R3×R3
g(−m− ℓ)h(m) b(k, ℓ,m)
×[ϕK(k)Yaν1(ℓ, k)] dℓdm. (6.25)
Then ∥∥TYa [b](g, h)∥∥Lr . ∥∥ĝ∥∥Lp∥∥ĥ∥∥Lq · 2(1−a)K · 2(C0+12)A + 2−DD(g, h). (6.26)
Theorem 6.2 is proved in Subsection 6.4. Let us explain how we are going to use these
estimates:
• Part (i) is used to prove bilinear bounds for operators of the T1-type when the support
is restricted away from the singularity of ν1(ℓ,m); see 7.1.4.
• Part (ii) is used similarly to (i) when dealing with operators of T2-type away from the
singularity of ν1(ℓ, k); see 7.3.1.
• The bounds in part (iii) are used to estimate ∂akT2; see Subsection 7.3. In particular,
we are going to use (6.24)-(6.26) to transform k derivatives of ν1(ℓ, k) into TY operators
plus operators involving more manageable ℓ derivatives. Notice that the operator in
(6.25) has no restriction on the support in terms of (|ℓ| − |k|)−1, so we are dealing with
the full singular kernel. The main point of (6.26) is that using the vectorfield Y does
not increase the singularity in terms of the size of |ℓ| − |k|.
• Note how the bounds (6.20) and (6.26) have a certain gain in terms of factors of 2−K :
the application of Ya only gives a factor 2−(a−1)K instead of a more singular 2−aK . This
type of gain is consistent with the estimate (5.16), where a∇βq -derivative costs 2(1−|β|)Q−.
These bounds will be helpful in the nonlinear estimates of Section 7.
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6.2. Bilinear operators supported on thin annuli. Let us first state a Lemma for
bilinear operators with “regular” symbols.
Lemma 6.3 (Bounds for regular symbols). For L,M ∈ Z, consider the bilinear operator
B[b](g, h)(x) = F−1k 7→x
∫∫
R3×R3
g(ℓ− k)h(m) b(k, ℓ,m) dℓdm, (6.27)
under the assumptions
• For some A ≥ 1
supp (b) ⊆ {(k, ℓ,m) ∈ R9 : |k|+ |ℓ|+ |m| . 2A, |k| ≈ 2K , |ℓ| ≈ 2L, |m| ≈ 2M}; (6.28)
• The following estimate holds
|∇ak∇αℓ∇βmb(k, ℓ,m)| . 2−|a|K−|α|L−|β|M · 2(|a|+|α|+|β|)A, |a|, |α|, |β| ≤ 4. (6.29)
Then, for p, q, r ∈ [1,∞], we have
‖B[b](g, h)‖Lr . 23max(L,M) · 28A · ‖ĝ‖Lp‖ĥ‖Lq ,
1
p
+
1
q
=
1
r
. (6.30)
The proof of Lemma 6.3, which is more standard than that of Lemma 6.4 below, is given
at the end of the section.
Lemma 6.4 (Bilinear operators restricted to small annuli 1). Let j ≥ 1, consider the bilinear
operator
Bj [b](g, h)(x) = F−1k 7→x
∫∫
R3×R3
g(ℓ− k)h(m) b(k, ℓ,m)χ(2j(|ℓ| − |m|)) dℓdm, (6.31)
where χ is a Schwartz function. Assume:
• For some A ≥ 1 and L≫ −j we have
supp (b) ⊆ {(k, ℓ,m) ∈ R9 : |k|+ |ℓ|+ |m| . 2A, |k| ≈ 2K , |ℓ| ≈ 2L}; (6.32)
• The following estimate holds
|∇ak∇αℓ∇βmb(k, ℓ,m)| . 2−|a|K−|α|L−|β|M · 2(|a|+|α|+|β|)A, |a|, |α|, |β| ≤ 4. (6.33)
Then, for p, q, r ∈ [1,∞], we have
‖Bj [b](g, h)‖Lr . 2−j · 22L · 28A · ‖ĝ‖Lp‖ĥ‖Lq ,
1
p
+
1
q
=
1
r
. (6.34)
The main conclusion of Lemma 6.4 in the final bound (6.34) is the 2−j+2L factor which
gives a gain proportional to the volume of the annulus in which the support of the operator
lies, up to some small losses due to the presence of the multiplier b. The proof of Lemma
6.4 is given in Subsection 6.5.
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6.3. Proof of Theorem 6.1. Let us begin by estimating the operator T1 in (6.4).
Frequency localized estimate. We first claim that we can reduce the proof of the main
conclusion (6.12) to the following slightly stronger localized version:∥∥PKT1[b](g, h)∥∥Lr . ∥∥ĝ∥∥Lp∥∥ĥ∥∥Lq · 2max(L,M) · 2(C0−1)A + 2−D′,
1
p
+
1
q
=
1
r
, r ≥ 1, D′ := D + δA, δ ≪ 1, (6.35)
where A,L,M,D are as in the statement of the theorem. Assume (6.35), let (p, q, r) be
such that 1/p + 1/q > 1/r and, for δ ≪ 1 as above, let 1 < r − δ < r′ < r be such that
1/p + 1/q = 1/r′. Using Bernstein’s inequality, and (6.35) with exponents r′, p and q, we
have ∥∥T1[b](g, h)∥∥Lr . ∑
K≤A
∥∥PKT1[b](g, h)∥∥Lr . ∑
K≤A
23(
1
r′
− 1
r
)K
∥∥PKT1[b](g, h)∥∥Lr′
.
∑
K≤A
23(
1
r′
− 1
r
)K
(∥∥ĝ∥∥
Lp
· ∥∥ĥ∥∥
Lq
· 2max(L,M) · 2(C0−1)A + 2−D′
)
. 2δA‖ĝ‖Lp
∥∥ĥ∥∥
Lq
· 2max(L,M) · 2(C0−1)A + 2−D.
This implies the main estimate (6.12). In the rest of the proof we then concentrate on the
estimate (6.35).
Decomposition of T1. Using the decomposition (5.10) and defining
νδ(ℓ,m) =
b0(ℓ,m)
|ℓ| δ0(|ℓ| − |m|), νp.v.(ℓ,m) =
b0(ℓ,m)
|ℓ| p.v.
1
|ℓ| − |m| , (6.36)
we reduce to proving the desired bound (6.35) for the operators
Tν [b](g, h)(x) := F−1k 7→x
∫∫
R3×R3
g(k − ℓ)h(m) b(k, ℓ,m) ν(ℓ,m) dℓdm,
ν ∈ {νδ, νp.v., νL, νR}.
(6.37)
Recall that, in view of the support restrictions on b, we have |ℓ| ≈ 2L and |m| ≈ 2M , and
that νδ, νp.v. and
6 νL are non-zero only when |L−M | < 5.
Estimate of Tνδ . By definition
F̂(Tνδ [b](g, h))(k) = limǫ→0 1ǫ Tǫ(g, h)(k),
Tǫ(g, h)(k) :=
∫∫
R3×R3
g(k − ℓ)h(m) b(k, ℓ,m)b0(ℓ,m)|ℓ| ϕ
( |ℓ| − |m|
ǫ
)
dℓdm,
(6.38)
where ϕ is a smooth, even, positive and radially decreasing cutoff which equals 1 close to the
origin, and whose integral is 1. In view of the properties of b, see (6.6)-(6.7) and of b0, see
(5.12), we may let b0 ≡ 1. Moreover, we may consider ǫ≪ 2L and write (recall the notation
for ϕ∼ after (2.20))
Tǫ(g, h) =
∫∫
R3×R3
g(k − ℓ)h(m)b(k, ℓ,m)|ℓ| ϕ∼L(ℓ)ϕ∼L(m)ϕ
( |ℓ| − |m|
ǫ
)
dℓdm. (6.39)
6Please note that this index L has no relation with the size of ℓ.
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Using the notation of Lemma 6.4, and changing slightly the definition of ϕ∼L(ℓ), we have,
for K ∈ Z,
F̂−1(ϕK(k) Tǫ(g, h)) = 2−L Tj[c](g, h), 2j = ǫ−1,
with
c(k, ℓ,m) := ϕK(k)ϕ∼L(ℓ)ϕ∼L(m)b(k,m, ℓ)
The assumptions (6.32)-(6.33) of Lemma 6.4 hold true for such c, and applying the conclusion
(6.34) we obtain
1
ǫ
‖F̂−1(ϕK(k)Tǫ(g, h))‖Lr . 2L · ‖ĝ‖Lp‖ĥ‖Lq · 212A. (6.40)
This gives the desired bound (6.35) for ‖PKTνδ [b](g, ϕMh)‖Lr .
Estimate of Tp.v.. Recall the definition (6.36)-(6.37). As above we may disregard the symbol
b0. We define (omitting the dependence on fixed K,L and M)
Tǫ,B(g, h) := F̂−1k 7→x
∫∫
||ℓ|−|m||≥ǫ
g(k − ℓ)h(m) b(k, ℓ,m) 1|ℓ|
ϕB(|ℓ| − |m|)
|ℓ| − |m| dℓdm,
b(k, ℓ,m) := ϕK(k)ϕM(m)ϕ∼L(ℓ)b(k, ℓ,m).
(6.41)
Note that these are trivial if B > L + 10. We then decompose according to the size of the
singularity:
PKTp.v.(g, ϕMh) = lim
ǫ→0
[
Tǫ,low(g, h) + Tǫ,med(g, h) + Tǫ,high(g, h)
]
, (6.42)
Tǫ,low :=
∑
B≤B0
Tǫ,B, B0 := min(−50(D′ + 10A), L− 10, 0) (6.43)
Tǫ,med :=
∑
B0<B<L−10
Tǫ,B, (6.44)
Tǫ,high :=
∑
B≥L−10
Tǫ,B. (6.45)
Estimate of (6.43). On the support of (6.43) we have ||ℓ| − |m|| . 2B0 ≪ min(2−D′, 2L)
and we estimate it using the principal value and the regularity of the inputs. In particular,
let us assume that the assumption (6.10) is fulfilled by
D(g, h) = (‖g‖L2 + ‖∂kg‖L2)‖h‖L2 ≤ 2D. (6.46)
We split the function g which appears as an argument in each term Tǫ,B(g, h) of the sum
(6.43) as
g = g1 + g2, g1 := P>Xg, g2 := P≤Xg, X := 2D
′ + 20A− (1/100)B. (6.47)
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The pieces corresponding to the high frequency part of g are estimated using Lemma 6.4:∑
B≤B0
‖Tǫ,B(g1, h)‖L1 .
∑
B≤B0
2L · ‖ĝ1‖L2‖ĥ‖L2 · 212A
.
∑
B≤B0
2L · 2−X‖∇g1‖L2‖ĥ‖L2 · 212A
.
∑
B≤B0
2−2D
′+(1/100)B · 2D
. 2−D
′
.
The estimate for Lr, r > 1, instead of L1, is obtained by first applying Bernstein and then
estimating as above.
The contribution with g2, see (6.47), is handled using the principal value. We begin by
writing
Tǫ,B(g2, h) = T
(1)
B (g2, h) + T
(2)
B (g2, h) + T
(3)
B (g2, h), (6.48)
where
T̂
(1)
B (g, h)(k) :=
∫∫
||ℓ|−|m||≥ǫ
g(k − ℓ)h(m)b(k, ℓ,m)|ℓ|2 ϕB(|ℓ| − |m|) dℓdm,
T̂
(2)
B (g, h)(k) :=
∫∫
||ℓ|−|m||≥ǫ
g(k − ℓ)[b(k, ℓ,m)− b(k, |m|ℓ/|ℓ|, m)]
× h(m) |m||ℓ|2
1
|ℓ| − |m|ϕB(|ℓ| − |m|) dℓdm,
T̂
(3)
B (g, h)(k) :=
∫∫
||ℓ|−|m||≥ǫ
[
g(k − ℓ)− g(k − |m|ℓ/|ℓ|)] b(k, |m|ℓ/|ℓ|, m)
× h(m) |m||ℓ|2
1
|ℓ| − |m|ϕB(|ℓ| − |m|) dℓdm,
(6.49)
having used that∫∫
||ℓ|−|m||≥ǫ
g2(k − ℓ|m|/|ℓ|)h(m) |m||ℓ|2
b(k, |m|ℓ/|ℓ|, m)
|ℓ| − |m| ϕB(|ℓ| − |m|) dℓdm
=
∫
R3m
h(m)|m|
∫
S2θ
g2(k − θ|m|)b
(
k, |m|θ,m)
×
[ ∫
|ρ−|m||≥ǫ
1
ρ− |m|ϕB(ρ− |m|) dρ
]
dθdm = 0.
(6.50)
For the first term in (6.49) we use Lemma 6.4 to estimate
‖T (1)B (g2, h)‖Lr . ‖ĝ‖Lp‖ĥ‖Lq · 212A · 2B
Summing this bound over B ≤ B0 ≤ L suffices.
The term T
(2)
B (g2, h) is similar by noticing that∣∣∣ |m||ℓ| − |m|[b(k, ℓ,m)− b(k, |m|ℓ/|ℓ|, m)]∣∣∣ . min( |m||ℓ| , |m|||ℓ| − |m||) . 1,
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with estimates for the derivatives matching the assumption (6.33) of Lemma 6.4, see (6.9),
so that the same argument above applies.
To estimate the contribution from the last term in (6.49) we take advantage of the restric-
tion of g2 to “not too large” frequencies. Again, it suffices to prove a (slightly stronger) L
1
bound and the Lr bounds follow similarly. We first rewrite
T̂
(3)
B (g2, h)(k) =
∑
N∈Z
∫∫
||ℓ|−|m||≥ǫ
ϕN(k − ℓ)h(m) c(k, ℓ,m) 1|ℓ|
ϕB(|ℓ| − |m|)
|ℓ| − |m| dℓdm, (6.51)
where the symbol, which now involves g2, is given by
c(k, ℓ,m) :=
[
g2(k − ℓ)− g2
(
k − |m|ℓ/|ℓ|)] b(k, |m|ℓ/|ℓ|, m). (6.52)
The key observation is that c satisfies good symbol bounds, up to the usual small losses,
plus losses in terms of the parameter X defined in (6.47). More precisely, using that, with
θ := ℓ/|ℓ|,
g2(k − ℓ)− g2
(
k − |m|θ) = ∫ 1
0
∇g2(k − tℓ− (1− t)|m|θ) dt · θ (|ℓ| − |m|),
we can rewrite
T̂
(3)
B (g2, h)(k) =
∑
N∈Z
∫∫
||ℓ|−|m||≥ǫ
ϕN(k − ℓ)h(m) d(k, ℓ,m) 1|ℓ|ϕB(|ℓ| − |m|) dℓdm,
d(k, ℓ,m) :=
∫ 1
0
∇g2(k − tℓ+ (1− t)|m|θ) dt · ℓ/|ℓ| b
(
k, |m|ℓ/|ℓ|, m) (6.53)
In view of the assumptions on b, see (6.8)-(6.9) and g2 = P≤Xg, we can see that
|∇ak∇αℓ∇βmd(k, ℓ,m)| . 2−K|a|2−|α|L2−|β|M · 2(|a|+|α|+|β|)A · 2(|a|+|α|+|β|+2)X‖∇g‖L2 (6.54)
for |a|, |α|, |β| ≤ 4. Using (6.54) to apply Lemma 6.4 to (6.53), we obtain
‖T (3)B (g2, h)‖L1 .
∑
N∈Z
215X‖∇g‖L2 · 2B212A2L · ‖ϕN‖L2‖h‖L2
. 215X · 2B · 2D · 214A
having used the assumption (6.46), ‖ϕN‖L2 ≈ 23N/2 and N ≤ A+5. Recalling the definition
of X from (6.47), and summing over B ≤ B0, where B0 is given in (6.43), we get∑
B≤B0
‖T (3)B (g2, h)‖L1 . 2D · 214A
∑
B≤B0
215X · 2B
. 2D+30D
′+320A · 25B0/6
. 2−D
′
.
This bound completes the estimate for the term (6.43) provided (6.46) holds. If the as-
sumption (6.10) is fulfilled with ‖g‖L2(‖h‖L2 + ‖∂kh‖L2) ≤ 2−D instead, we can use a similar
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argument exchanging the roles of g and h and using the following replacement of (6.50):∫∫
||ℓ|−|m||≥ǫ
g(k − ℓ)h(m|ℓ|/|m|) |ℓ||m|2
b
(
k, ℓ,m|ℓ|/|m|)
|ℓ| − |m| ϕ≤B0(|ℓ| − |m|) dℓdm
=
∫
R3ℓ
g(k − ℓ)|ℓ|
∫
S2θ
h(θ|ℓ|)b(k, ℓ, |ℓ|θ)
×
[ ∫
||ℓ|−ρ|≥ǫ
1
|ℓ| − ρϕ≤B0(|ℓ| − ρ) dρ
]
dθdℓ = 0.
Estimate of (6.44). For this term we can use directly Lemma 6.4. Since by assumption
2B0 . ||ℓ| − |m|| ≈ 2B ≪ |ℓ| ≈ 2L ≈ |m| . 2A on the support of the integral, there are at
most ∼ (A+D) possible indexes B, see (6.43). Using (6.34) we can estimate∑
B0≤B≤L−10
‖Tǫ,B(g, h)‖Lr . (|A|+ |D|) · 2L · 212A · ‖ĝ‖Lp‖ĥ‖Lq
. 2L · 213A · ‖ĝ‖Lp‖ĥ‖Lq
having used also D . 2A/10.
Estimate of (6.45). To estimate this term we notice that on the support of the integral
we have 2B ≈ ||ℓ| − |m|| & |ℓ| ≈ 2L so that the kernel is not singular. In particular, we have
Tǫ,B(g, h) = 2
−L2−max(L,M)
∫∫
||ℓ|−|m||≥ǫ
g(k − ℓ)h(m) c(k, ℓ,m) dℓdm, (6.55)
with
c(k, ℓ,m) := b(k, ℓ,m)ϕK(k)ϕM(m)ϕ∼L(ℓ)
2max(L,M)
|ℓ| − |m| ϕ∼B(|ℓ| − |m|), B ≥ L− 10.
(6.56)
We verify that for all |k| ≈ 2K , and |M − L| < 5
|∇ak∇αℓ∇βmc(k, ℓ,m)| . 2−K|a|2−L|α|2−M |β|2(|a|+|α|+|β|)A, |a|, |α|, |β| ≤ 4. (6.57)
Using Lemma 6.3 we can then estimate, for each fixed B ∈ [L− 10, L+ 10],
‖Tǫ,B(g, h)‖Lr . 2−2max(L,M) · ‖ĝ‖Lp‖ϕ̂∼Mh‖Lq · 23max(L,M) · 212A. (6.58)
which gives the desired (6.35).
Estimate of TνL. We now want to estimate by the right hand-side of (6.12) the term TνL,
see (6.37). Since νL satisfies (5.13)–(5.14), we can write TνL [b](g, h) as a finite sum of terms
of the form∑
J∈J
TJ(g, h)[b](k),
F̂(TJ(g, h)[b])(k) :=
∫∫
R3×R3
g(k − ℓ)h(m) b(k, ℓ,m) 1|ℓ|bJ(ℓ,m) · 2
JK
(
2J(|ℓ| − |m|)) dℓdm
(6.59)
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where K is a Schwartz function and, for all |ℓ| ≈ 2L and |m| ≈ 2M , the symbols satisfy∣∣∇αℓ∇βmbJ(ℓ,m)∣∣ . 2−|α|L2−|β|M · 2(|α|+|β|)A · CJ , |α|, |β| ≤ 5,∑
J∈J
CJ ≤ 1. (6.60)
For each term TJ in (6.59) we can apply the same arguments used to estimate Tp.v., see
(6.36)-(6.37), based on Lemma 6.4 and, in view of the bounds on the symbols in (6.60), we
can obtain
‖TJ(g, h)[b]‖Lr . 2L · ‖ĝ‖Lp‖ĥ‖Lq · 212A · CJ .
Summing over J using (6.60) we obtain (6.12).
Estimate of TνR. Recall the notation (6.36)-(6.37) and the definition and properties of νR
in Proposition 5.1. In both cases |L −M | < 5 and |L −M | ≥ 5, we use (5.15) and (5.16)
respectively, to write
F̂(TνR [b](g, h))(k) = 2−2max(L,M)
∫∫
R3×R3
g(k − ℓ)h(m) b(k, ℓ,m)d(ℓ,m) dℓdm (6.61)
with ∣∣∇αℓ∇βb d(ℓ,m)∣∣ . 2−|α|L2−|β|M · 2(|α|+|β|+2)5A2A, |α|, |β| ≤ 4,
for |ℓ| ≈ 2L and |m| ≈ 2M . Then, the bilinear term in (6.61) is similar to the one in (6.55)-
(6.57), up to the different power of 2A. From the same argument above, using Lemma 6.3,
it then follows that
‖TνR[b](g, h)‖Lr . ·‖ĝ‖Lp‖ĥ‖Lq · 2max(L,M) · 260A (6.62)
which gives (6.12).
Estimate of T2. To prove that the operator T2 defined in (6.7) also satisfies the bound (6.12),
one can use a similar proof to the one above done for T1. The main ingredient needed is a
version of Lemma 6.4 and the main bound (6.34) adapted to the kernel in the operator T2.
This can be seen by duality. More precisely, in analogy with the notation for the operator
Bj [b](g, h)(x) in (6.31) we can define
Bj,2[b](g, h)(x) = F−1k 7→x
∫∫
R3×R3
g(−m− ℓ)h(m) b(k, ℓ,m)χ(2j(|ℓ| − |k|)) dℓdm. (6.63)
Using Plancharel (omitting the irrelevant factors of π), we have the following identities
〈Bj,2[b](g, h), f〉L2(Rd) =
∫
R3
∫∫
R3×R3
g(−m− ℓ)h(m) b(k, ℓ,m)χ(2j(|ℓ| − |k|)) dℓdm f̂(k) dk
=
∫
R3
[ ∫∫
R3×R3
g(k − ℓ)f̂(−m) b(m, ℓ,−k)χ(2j(|ℓ| − |m|)) dℓdm
]
h(−k) dk
= 〈F̂Bj
[
b′
](
g, f̂
)
, h(−·)〉L2 = 〈Bj
[
b′
](
g, f̂
)
, ĥ〉L2
(6.64)
where, according to the notation (6.31), b′(k, ℓ,m) := b(m, ℓ,−k). Then, assumptions anal-
ogous to (6.32)-(6.33) hold for b′. From (6.34) it follows that for any 1/r = 1/p + 1/q,
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g ∈ Lp, h ∈ Lq and f ∈ Lr′∣∣〈Bj,2[b](g, h), f〉L2(Rd)∣∣ . ‖hˇ‖Lq‖Bj[b′](g, f̂)‖Lq′
. ‖hˇ‖Lq · 2−j22L28A‖ĝ‖Lp‖f‖Lr′ .
This give the desired bound by the right-hand side of (6.34) for the operator Bj,2.
Proof of (6.16). To conclude we show how to estimate the operators (6.15), where the
“good vectorfield” (6.14) acts on the measure ν1. By the statement of Proposition 5.1, and
since Xℓ,mf(|ℓ| − |m|) = 0 for any f , an application of Xa to ν1 gives:
Xaν1(ℓ,m) = X
aν0(ℓ,m) +X
aνL(ℓ,m) +X
aνR(ℓ,m)
= ν0,a(ℓ,m) + νL,a(ℓ,m) + νR,a(ℓ,m),
(6.65)
where:
(1) The leading order has the form
ν0,a(ℓ,m) =
b0,a(ℓ,m)
|ℓ|
[
δ(|ℓ| − |m|) + p.v. 1|ℓ| − |m|
]
with ∣∣∇αℓ∇βm(ϕL(ℓ)ϕM(m)b0,a(ℓ,m))∣∣ . 2−amin(L,M) · 2−|α|L2−|β|M
·2(|α|+|β|+a)A · 1{|L−M |<5}
(6.66)
for all L,M ≤ A, |α|+ |β|+ a ≤ N1.
(2) νL,a(ℓ,m) can be written as
νL,a(ℓ,m) =
1
|ℓ|
N2∑
i=1
∑
J∈J
bai,J(ℓ,m) · 2JKi
(
2J(|ℓ| − |m|))
with Ki ∈ S and∑
J∈J
∣∣∇αℓ∇βm(ϕL(ℓ)ϕM(m)bai,J(ℓ,m))∣∣ . 2−amin(L,M)2−|α|L2−|β|M
·2(|α|+|β|+a)A · 1{|L−M |<5},
(6.67)
for all L,M ≤ A, |α|+ |β|+ a ≤ N1 −N2.
(3) The remainder term satisfies∣∣∇αℓ∇βm(ϕL(ℓ)ϕM(m)νR,a(ℓ,m))∣∣ . 2−amin(L,M) · 2−2max(L,M) · 2−|α|L2−|β|M
·2(|α|+|β|+2+a)5A22A (6.68)
for all L,M ≤ A and |α| + |β| + a ≤ N2/2 − 3. Note how we do not use here the
improvement of (5.15) given by (5.16) here.
Therefore the components of Xaν1 in (6.65) have the same structure of the components
of ν1, where the bounds (6.66)-(6.68) on the coefficients are like the bounds in the case of
ν1 times a factor of 2
−amin(L,M). Then, the same proof used to obtain (6.12) can be applied
and (6.16) follows. ✷
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6.4. Proof of Theorem 6.2. Proof of (i). To prove (6.20) it suffices to examine the struc-
ture and bounds satisfied by ∇a1ℓ ∇a2m [ν1(ℓ,m)χ−(ℓ,m)]. First note that when we differentiate
the cutoff the behavior is
∇b1ℓ ∇b2mχ−(ℓ,m) ≈ 2−(b1+b2)max(L,M)ϕ′max(L,M)−10(|ℓ| − |m|).
The bilinear terms corresponding to these symbols are easier to treat than those where the
derivatives hit ν1, so we concentrate on these latter ones. According to the decomposition
(5.10) from Proposition 5.1 we write
2−2A2(|a|−1)M∇a1ℓ ∇a2m ν1(ℓ,m)χ−(ℓ,m)
=
[
νa0 (ℓ,m) + ν
a
1 (ℓ,m) + ν
a
2 (ℓ,m)
]
χ−(ℓ,m)
(6.69)
with
νa0 (ℓ,m) := 2
−2A2(|a|−1)M∇a1ℓ ∇a2m
(b0(ℓ,m)
|ℓ|
1
|ℓ| − |m|
)
1{|L−M |<5},
νa1 (ℓ,m) := 2
−2A2(|a|−1)M∇a1ℓ ∇a2mνL(ℓ,m)1{|L−M |<5},
νa2 (ℓ,m) := 2
−2A2(|a|−1)M∇a1ℓ ∇a2mνR(ℓ,m).
(6.70)
It will suffices to show that the terms in (6.70) satisfy
|∇αℓ∇βmνa∗ (ℓ,m)| . 2−3max(L,M) · 2−|α|L2−|α|M25A(|α|+|β|+4), ∗ ∈ {0, 1, 2}, (6.71)
and then apply Lemma 6.3 to get the desired bound (6.20).
To verify (6.71) for ∗ = 0, we recall the estimates (5.12) for the coefficient b0, which in
particular imply
|∇αℓ∇βmb0(ℓ,m)| . 2−|α|L2−|β|M2A(|α|+|β|).
Moreover, since on the support of νa0 we have ||ℓ| − |m|| ≈ max(|m|, |ℓ|), it follows that
|∇αℓ∇βm
1
|ℓ|
1
|ℓ| − |m| | . 2
−L2−max(L,M) · 2−|α|L2−max(L,M)2−|β|M .
Combining the last two inequalities, the estimate (6.71) for νa0 follows.
The case of νaL can be treated similarly by differentiating the formula for νL in (5.13), using
the symbol bounds (5.14) in the form used just above, and the fact that for any Schwartz
function K we have, on the support of χ−(ℓ,m),∣∣∇αℓ∇βm2JK(2J(|ℓ| − |m|))∣∣ . 2−max(L,M) · 2−|α|L · 2−|β|M .
The bound (6.71) for νa2 follows from the estimates (5.15) and (5.16) for νR.
Proof of (ii). The proof of (6.23) can be done similarly to part (i) above, so we skip it.
Proof of (iii). Our aim is to prove thatYaν1(ℓ, k) has a similar structure and enjoys similar
bilinear estimates as those satisfied by ν1 multiplied by a factor of 2
12A2−(a−1)K2−max(K,L).
This will then imply the desired bilinear bound (6.26) by means of an application of the es-
timate 6.13 to 2−12A2(a−1)K2max(K,L)Yaν1; compare the right-hand sides of (6.12) and (6.26).
To prove the desired property we again look at the decomposition of ν1 in Proposition 5.1.
The point of using the vectorfield Y is that for any function f we have Yf(|ℓ| − |k|) = 0.
In particular we have, for |a| = 1, 2,
Yaν0(ℓ, k) = Y
a
[b0(ℓ, k)
|ℓ|
][
iπδ(|ℓ| − |k|) + p.v. 1|ℓ| − |k|
]
. (6.72)
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We now want to argue that the differentiated coefficient Yab0(ℓ, k) behave like b0 up to
the correct factor. In view of the estimates (5.12), and treating Ya as a regular ∇a1ℓ ∇a1k -
derivative, we have
|Yab0(ℓ, k)| . sup
a1+a2=|a|
2−a1L(2a1K+ + 2−(a2−1)K−)
so that (recall that |K − L| < 5) we have |Yb0(ℓ, k)| . 2−L2A, and for |a| = 2
|Yab0(ℓ, k)| . 2−2L22A + 2−K . 2−2max(L,K)22A.
These bounds are consistent with the desired factor of 212A2−(a−1)K2−max(L,K).
The term YaνL(ℓ, k), where νL is given by (5.13)–(5.14), can be treated similarly to show
that, up to the proper factor, YaνL(ℓ, k) has the same structure of νL.
For the remainder term νR we treat the application of Y as a general derivative ∇(ℓ,k),
and distinguish two cases. When |L − K| < 5, (5.15) gives immediately that the ∇a1ℓ ∇a2k -
derivatives of νR(ℓ, k) behave like those of νR times a factor of 2
−a1L2−a2K210A which is more
than sufficient when applying Lemma 6.3 to bound the associated bilinear operator.
When |K − L| ≥ 5 we use instead (5.16). Writing Ya as a combination of ∇a1ℓ ∇a2k gives
the bound
|∇αℓ∇βkYaνR| . 2−2max(K,L) · 2−|α|max(L,K)2−|β|K · 2(|α|+|β|+2)5A
× sup
a1+a2=a
2−a1 max(L,K)max(0, 2−(a2−1)K−)25Aa.
The first line gives bounds of a regular symbol type times 2−2max(K,L); the second line is a
factor that, in the worst case a1 = 0, a2 = 2, is bounded by 2
−K−210A. This is consistent
with what we want and completes the proof of (6.26). ✷
6.5. Proof of Lemma 6.4. In view of the assumption (6.32) we have
Bj[b](g, h)(x) = F̂−1k 7→x
∫∫
R3×R3
g(ℓ− k)h(m)ϕ∼L(ℓ)ϕ∼L(m)b(k, ℓ,m)
×χ(2j(|ℓ| − |m|)) dℓdm,
(6.73)
having used |ℓ| ≈ 2L ≈ |m| ≫ 2−j to insert the cutoffs for ℓ and m. Upon taking the inverse
Fourier transform (disregarding factor of 2π) we may rewrite (6.73) as
B(x) =
∫∫
R3k×R
3
z
e−i(z−x)·kH(z, k)ĝ(z) dzdk (6.74)
where (we omit the dependence on L)
H(z, k) :=
∫
R3
Aj(z, y, k)ĥ(y) dy
Aj(z, y, k) :=
∫∫
R3ℓ×R
3
m
eiz·ℓeiy·m b(k, ℓ,m)ϕ∼L(ℓ)ϕ∼L(m)χ(2
j(|ℓ| − |m|)) dℓdm.
(6.75)
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As a first step we integrate by parts in k in the first formula of (6.74):
B(x) =
∫∫
R3k×R
3
z
1
(1 + 22K |x− z|2)2 (1− 2
2K∆k)
2e−i(z−x)·k ϕK(k)H(z, k) ĝ(z) dzdk
=
∫∫
R3k×R
3
z
1
(1 + 22K |x− z|2)2 e
−i(z−x)·k(1− 22K∆k)2
(
ϕK(k)H(z, k)
)
ĝ(z) dzdk
and deduce, using Ho¨lder’s and Haussdorf-Young’s inequalities, that
‖B(x)‖Lr .
∥∥∥ ∫
R3z
23K
(1 + 22K |x− z|2)2 supk
∣∣∣(1− 22K∆k)2(ϕK(k)H(z, k))∣∣∣ |ĝ(z)| dz∥∥∥
Lrx
.
∥∥∥ sup
k
∣∣∣(1− 22K∆k)2(ϕK(k)H(z, k))∣∣∣ |ĝ(z)|∥∥∥
Lrz
.
∥∥∥ sup
k
∣∣∣(1− 22K∆k)2(ϕK(k)H(z, k))∣∣∣∥∥∥
Lqz
∥∥ĝ∥∥
Lp
.
From the definition (6.75) we see that it suffices to prove that∥∥∥ ∫
R3
sup
k
∣∣A′j(z, y, k)∣∣|ĥ(y)| dy∥∥∥
Lqz
. 22L · 2−j · 28A · ∥∥ĥ∥∥
Lq
(6.76)
where A′j is defined in the same way as Aj in (6.75) but with the symbol
b′(k, ℓ,m) := (1− 22K∆k)2
(
ϕK(k)b(k, ℓ,m)
)
instead of b:
A′j(z, y, k) :=
∫∫
R3ℓ×R
3
m
eiz·ℓeiy·m b′(k, ℓ,m)ϕ∼L(ℓ)ϕ∼L(m)χ(2
j(|ℓ| − |m|)) dℓdm.
To estimate this kernel we observe that for fixed m, the integral over ℓ is supported on an
annular region Cj,m = {ℓ : ||ℓ| − |m|| . 2−j}, which has volume ≈ 22L2−j . We then pick
points pr, r = 1, . . . , 2
2(j+L) , uniformly distributed on the sphere of radius |m|, of the form
pr = Rrm for suitable rotations Rr, with R1 = id . We cover the annular region by 2
2(j+L)
balls or radius ≈ 2−j centered at the points pr, and, with a partition of unity, write
1Cj,m =
22(j+L)∑
r=1
χr(2
j(ℓ− pr)), pr = Rrm, (6.77)
for smooth compactly supported radial functions χr. We then write
A′j(z, y, k) =
22(j+L)∑
r=1
Aj,r(z, y, k). (6.78)
Aj,r(z, y, k) :=
∫∫
R3ℓ×R
3
m
eiz·ℓeiy·m ϕ∼L(ℓ)ϕ∼L(m) b
′(k, ℓ,m)
× χ(2j(|ℓ| − |m|))χr
(
2j(ℓ− pr)
)
dℓdm.
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We bound the term with r = 1, that is pr = m. After changing variables ℓ to ℓ+m, we write
(1 + 22L|z + y|2)2|Aj,1(z, y, k)| =
∣∣∣ ∫∫
R3ℓ×R
3
m
eix·ℓ(1− 22L∆m)2ei(z+y)·m ϕ∼L(ℓ+m)ϕ∼L(m)
× b′(k, ℓ+m,m)χ(2j(|ℓ+m| − |m|))χr(2jℓ) dℓdm
∣∣∣
.
∫∫
R3ℓ×R
3
m
∣∣∣(1− 22L∆m)2[ϕ∼L(ℓ+m)ϕ∼L(m) b′(k, ℓ+m,m)
×χ(2j(|ℓ+m| − |m|))]∣∣∣χr(2jℓ) dℓdm.
Using the hypothesis (6.33) we see that, on the support of the integral,
|∂am[ϕ∼L(ℓ+m)ϕ∼L(m)]| . 2−L|a|,
|∂amχ(2j(|ℓ+m| − |m|))| . 2−L|a|,
|∂amb′(k, ℓ+m, ℓ)| . 2−L|a|2|a|A, |a| ≤ 4.
Thus, we obtain
|Aj,1(z, y, k)| . 2
3L
(1 + 22L|z + y|2)2 · 2
−3j · 28A. (6.79)
Note that by changing variables ℓ 7→ Rrℓ in the integral in (6.78), the same argument above
shows that, for any r = 1, . . . , 22(j+L),
|Aj,r(z, y, k)| . 2
3L
(1 + 22L|z +Rry|2)2 · 2
−3j · 28A. (6.80)
Going back to the left-hand side of (6.76) and using (6.78) and (6.80) we can estimate∥∥∥ ∫
R3
sup
k
∣∣A′j(z, y, k)∣∣|ĥ(y)| dy∥∥∥
Lqz
. 22(j+L)
∥∥∥ ∫
R3y
sup
k
sup
r=1,...22(j+L)
∣∣Aj,r(z, y, k)∣∣|ĥ(y)| dy∥∥∥
Lqz
. 22(j+L) · 2−3j · 28A sup
r=1,...22(j+L)
∥∥∥ ∫
R3y
23L
(1 + 22L|z + y|2)2
∣∣ĥ(R−1r y)∣∣dy∥∥∥
Lqz
. 22L · 2−j · 28A · ∥∥ĥ∥∥
Lq
.
This gives (6.76) and concludes the proof. ✷
Proof of Lemma 6.3. We insert frequency localization according to (6.28) and the notation
after (2.20), and write
B[b](g, h)(x) =
∫∫
R3y×R
3
z
A(x, y, z)ĝ(y)ĥ(z) dydz (6.81)
A(x, y, z) :=
∫∫
R3k×R
3
ℓ×R
3
m
eik·(x−y)eiz·ℓeiy·m b(k, ℓ,m)ϕ∼K(k)ϕ∼L(ℓ)ϕ∼M(m) dkdℓdm.
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Assume without loss of generality that L ≥ M . changing variables ℓ 7→ ℓ+m and integrating
by parts in k and m we get(
1 + 22K |x− y|2)2(1 + 22M |y + z|2)2∣∣A(x, y, z)∣∣
.
∣∣∣ ∫∫
R3k×R
3
ℓ×R
3
m
(
1− 22K∆k
)2(
1− 22M∆m
)2[
b(k, ℓ+m,m)
× ϕ∼K(k)ϕ∼L(ℓ+m)ϕ∼M(m)
]
dkdℓdm
∣∣∣
. 28A · 23(K+L+M),
having used the estimates (6.29) for the symbol. The conclusion follows from (6.81) and the
Hausdorff-Young inequality. 
7. Weighted estimates for leading order terms
Recall Duhamel’s formula (5.7) according to the decomposition (5.1)-(5.6). Our main aim
in this section is to estimate the weighted norms of the leading order term D1 as written in
(5.9).
For convenience we first localize the integrals dyadically in time s ≈ 2S by introducing a
partition of [0, t] associated to cutoff functions τS, S = 0, . . . log2 t, with
∫ t
0
|τ ′S(s)| ds . 1.
More precisely we write
D1(t)(f, f) =
log2 t∑
S=0
N1,S(t)(f, f) + 2N2,S(t)(f, f),
N1,S(t)(f, f) :=
∫ t
0
∫∫
eis(|ℓ|
2+2k·ℓ+|m|2)f˜(s, ℓ+ k)f˜(s,m) ν1(ℓ,m) dℓdmτS(s)ds,
N2,S(t)(f, f) =
∫ t
0
∫∫
eis(−|k|
2+|ℓ|2−2ℓ·m+2|m|2)f˜(s,m− ℓ)f˜(s,m) ν1(ℓ, k) dℓdmτS(s)ds.
(7.1)
For lighter notation, we will often omit the dependence on S in what follows; see for example
(7.5) where we omit the dependence on S of the terms NL,M .
In view of Proposition 4.4, see (4.15)–(4.16), we assume that on the support of the integral
in (7.1) we have
|ℓ|+ |m|+ |k| . 2A := 2δNS, δN = 3
N − 5 . (7.2)
This is our main Proposition:
Proposition 7.1. With the definitions (7.1)-(7.2), under the apriori assumptions (2.23),
we have
‖∂kN1,S(t)(f, f)‖L2 . ε22−δ
′S, (7.3)
for some δ′ > 0, and
‖∂2kN1,S(t)(f, f)‖L2 . 2(1/2+δ)Sε2. (7.4)
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The estimate (7.3) is proven in Subsection 7.1 while (7.4) is proven in Subsection 7.2. In
Subsection 7.3 we discuss how to obtain the same bounds for N2,S, and therefore conclude
the desired bootstrap estimate for D1 upon summing over S.
7.1. Proof of (7.3). In order to apply Theorem 6.1 we begin by localizing to |ℓ| ≈ 2L and
|m| ≈ 2M , and write
N1,S(f, f) =
∑
L,M∈(−∞,A]∩Z
NL,M(f, f),
NL,M(g, h) :=
∫ t
0
∫∫
eisΦ(k,ℓ,m)g˜(s, ℓ+ k)h˜(s,m)ϕL(ℓ)ϕM(m)ν1(ℓ,m) dℓdmτS(s)ds,
Φ(k, ℓ,m) := |ℓ|2 + 2k · ℓ+ |m|2.
(7.5)
Taking ∂k we get
∂kNL,M(f, f) =M1,L,M(f, f) + 2M2,L,M(f, f), (7.6)
where
M1,L,M(f, f) =
∫ t
0
∫∫
eisΦ(k,ℓ,m) ∂kf˜(s, ℓ+ k)f˜(s,m)ϕL(ℓ)ϕM(m)ν1(ℓ,m) dℓdmτS(s)ds,
(7.7)
M2,L,M(f, f) =
∫ t
0
∫∫
isℓ eisΦ(k,ℓ,m)f˜(s, ℓ+ k)f˜(s,m)ϕL(ℓ)ϕM(m)ν1(ℓ,m) dℓdmτS(s)ds.
(7.8)
We proceed to estimate the terms above with the understanding that all the bounds will
need to be summed over L,M ∈ (−∞, A] ∩ Z.
7.1.1. Estimate of (7.7). This term can be treated almost directly by applying the bilinear
estimate (6.12) from Theorem 6.1. Define the distorted Littlewood-Paley projection gM :=
F˜−1ϕM(m)g˜, and let
b = ϕ∼L(ℓ)ϕ∼M(m),
(recall the notation for ϕ∼ after (2.20)). Using the notation in (6.6), we can write
M1,L,M(f, f)(t) =
∫ t
0
e−is|k|
2F̂x 7→kT1[b]
(
eis|k|
2
∂kf˜(s), F˜uM(s)
)
τS(s)ds. (7.9)
In view of the apriori assumptions (2.23) we have ‖∂kf˜‖L2‖f˜‖L2 . ε2, so that, choosing
2D = 〈s〉2 ≈ 22S, the hypothesis (6.10) is verified. Let us assume that M ≤ L. An
application of (6.12) then gives, for arbitrary large q,
‖M1,L,M(f, f)(t)‖L2 .
∫ t
0
∥∥T1[b](eis|k|2∂kf˜(s), F˜uM(s))∥∥L2 τS(s)ds
.
∫ t
0
[‖F̂∂kf˜(s)‖L2 · 2(0+)M‖u(s)‖Lq− · 2max(L,M) · 2C0A + 〈s〉−2ε2 ]τS(s)ds. (7.10)
For the second inequality we have used
‖F̂F˜uM(s)‖Lq . 2(0+)M · ‖F̂ u˜(s)‖Lq−,
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which follows from Bernstein’s inequality (for flat Littlewood-Paley projections) and the
boundedness of wave operators. If we have L ≤ M , a similar L2+ × Lq application of (6.12)
would give the same conclusion (7.10) with a factor of 2(0+)L instead of 2(0+)M .
Using that 2A ≈ 2δNS and the a priori dispersive estimate (4.8), we obtain∑
L,M≤A
‖M1,L,M(t)‖L2 .
∑
L,M≤A
∫ t
0
ε · ε〈s〉−5/4+δ · 2(0+)min(L,M) · 〈s〉(C0+1)δN τS(s)ds+ ε22−S
. ε22−Sδ
′
provided
δ + (C0 + 1)δN ≤ 1/4− δ′; (7.11)
this last inequality holds with our choice of δN in (7.2), N in (1.8), and C0 = 65.
7.1.2. Estimate of (7.8): Set-up. This is the main term in the estimate of the first weight
(7.3). Here we need to exploit the oscillations given by eisΦ, by integrating by parts in the
distorted frequency space and in time. Due to the singularity of ν1 we can only integrate by
parts in the direction of the “good vectorfield”
X := ∂|ℓ| + ∂|m|. (7.12)
In order to be able to exploit the oscillations efficiently, we first split (7.8) into a region
where ||ℓ| − |m|| ≪ |ℓ| and the complement one, by defining:
χ+(ℓ,m) := ϕ>−10
( |m| − |ℓ|
|m|+ |ℓ|
)
, χ−(ℓ,m) := ϕ≤−10
( |m| − |ℓ|
|m|+ |ℓ|
)
= 1− χ+(ℓ,m), (7.13)
and the corresponding terms
M−2 :=
∫ t
0
∫∫
isℓ eisΦf˜(s, ℓ+ k)f˜(s,m)ϕL(ℓ)ϕ∼L(m)χ−(ℓ,m) ν1(ℓ,m) dℓdmτS(s)ds,
(7.14)
M+2 :=
∫ t
0
∫∫
isℓ eisΦf˜(s, ℓ+ k)f˜(s,m)ϕL(ℓ)ϕM(m)χ+(ℓ,m) ν1(ℓ,m) dℓdmτS(s)ds.
(7.15)
Notice how we have dropped the dependence on the indexes L,M for brevity, and replaced
ϕM(m) with ϕ∼L(m) since on the support of χ−, |m| and |ℓ| are comparable.
For (7.3) it will suffice to prove the following bounds:∑
L≤A
‖M−2 (t)‖L2 . ε22−Sδ
′
, (7.16)∑
L,M≤A
‖M+2 (t)‖L2 . ε22−Sδ
′
. (7.17)
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7.1.3. Proof of (7.16). We calculate
XΦ := 2k · ℓ|ℓ| + 2|ℓ|+ 2|m|, Φ(k, ℓ,m) = |ℓ|
2 + 2k · ℓ+ |m|2 (7.18)
and see that the following identity holds:
|ℓ|XΦ(k, ℓ,m)− Φ(k, ℓ,m) = |ℓ|2 + 2|m||ℓ| − |m|2
= |m|2 + |ℓ|2 − 2|m|(|m| − |ℓ|) =: c(ℓ,m). (7.19)
This implies
1
c(ℓ,m)
( 1
is
|ℓ|X+ i∂s
)
eisΦ(k,ℓ,m) = eisΦ(k,ℓ,m), (7.20)
which we can use to integrate by parts in (7.14). Note that, since ||ℓ| − |m|| ≪ |ℓ| ≈ |m|,
then 1/c(ℓ,m) behaves like a multiplier of the form 1/(|m|2 + |ℓ|2): for all α, β ∈ Z3∣∣∇αℓ∇βm 1c(ℓ,m) ∣∣ . 1|ℓ|2 + |m|2 |ℓ|−|α||m|−|β|. (7.21)
Also, we can freely insert a cutoff in the size of |m| ≈ 2L in (7.14). We then have to estimate
the L2-norm of the term
ML(f, g)(t) :=
∫ t
0
∫∫
sℓ eisΦf˜(s, ℓ+ k)f˜(s,m) aL(ℓ,m) ν1(ℓ,m) dℓdmτS(s)ds,
aL(ℓ,m) := ϕ∼L(m)ϕL(ℓ)χ−(ℓ,m).
(7.22)
− The case L ≤ L0 := −S/3. First, we show that when L is sufficiently small we can obtain
(7.16) directly using the bilinear estimates (6.12) of Theorem 6.1: with
b = 2−Lℓϕ∼L(m)ϕ∼L(ℓ)χ−(ℓ,m)
and using the a priori decay estimates (4.7), we have
‖ML(t)‖L2 .
∫ t
0
s 2L
∥∥T1[b](F˜u(s), F˜u(s))∥∥L2 τS(s)ds
.
∫ t
0
[‖F̂ u˜(s)‖L3‖F̂ u˜(s)‖L6− · 2L · 2C0A + 〈s〉−3ε2 ]2L2S τS(s)ds.
.
∫ t
0
ε2−S/2 · ε2−(1−)S · 22L · 2C0A · 2SτS(s)ds+ ε22−S
. ε22(1/2+(C0+1)δN )S · 22L + ε22−S
Since L ≤ L0 := −S/3, and our choice of parameters guarantees (C0 + 1)δN + δ′ ≤ 1/6 (see
(4.16) and (1.8)), we have ∑
L≤L0
‖ML(t)‖L2 . ε22−Sδ
′
(7.23)
consistently with (7.16). Note that, similarly to the estimate of M1 above, we have used
that the assumption (6.10) is fulfilled by choosing 2D = 〈s〉3 ≈ 23S.
Notation. For simplicity, in what follows we will often disregard the extra lower order
terms coming from the 2−D factor on the right-hand side of (6.12), since we will always be
able to guarantee (6.10) with large enough 2D of the form 〈s〉n, under the apriori assumptions
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(2.23). Also, often times we will not fully detail how to write our bilinear terms as operators
of the form T1[b] when this will be clear from the context.
− Integration by parts. For L > L0, using (7.20), we write ML in (7.22) as:
ML = AL +BL, (7.24)
AL =
∫ t
0
∫∫
ℓ|ℓ|
c(ℓ,m)
(
XeisΦ
)
f˜(s, ℓ+ k)f˜(s,m) aL(ℓ,m) ν1(ℓ,m) dℓdmτS(s)ds, (7.25)
BL =
∫ t
0
∫∫ −ℓ
c(ℓ,m)
s
(
∂se
isΦ
)
f˜(s, ℓ+ k)f˜(s,m) aL(ℓ,m) ν1(ℓ,m) dℓdmτS(s)ds. (7.26)
Integrating by parts in X we get
−AL =
∫ t
0
∫∫
eisΦX
[ ℓ|ℓ|
c(ℓ,m)
aL(ℓ,m) f˜(s, ℓ+ k)f˜(s,m) ν1(ℓ,m)
]
dℓdmτS(s)ds
= A1L + A
2
L + A
3
L,
(7.27)
where
A1L =
∫ t
0
∫∫
eisΦX
[ ℓ|ℓ|
c(ℓ,m)
aL(ℓ,m)
]
f˜(s, ℓ+ k)f˜(s,m) ν1(ℓ,m) dℓdmτS(s)ds, (7.28)
A2L =
∫ t
0
∫∫
eisΦ
ℓ|ℓ|
c(ℓ,m)
aL(ℓ,m)X
[
f˜(s, ℓ+ k)f˜(s,m)
]
ν1(ℓ,m) dℓdmτS(s)ds, (7.29)
A3L =
∫ t
0
∫∫
eisΦ
ℓ|ℓ|
c(ℓ,m)
aL(ℓ,m) f˜(s, ℓ+ k)f˜(s,m)X
[
ν1(ℓ,m)
]
dℓdmτS(s)ds. (7.30)
Integrating by parts in s instead we can write
BL(t) = −B1L +B2L +B3L +B4L, (7.31)
where
B1L = t
∫∫
eitΦ
ℓ
c(ℓ,m)
aL(ℓ,m) f˜(t, ℓ+ k)f˜(t,m) τS(t)ν1(ℓ,m) dℓdmτS(t), (7.32)
B2L =
∫ t
0
∫∫
eisΦ
ℓ
c(ℓ,m)
aL(ℓ,m)
(
∂sf˜(s, ℓ+ k)
)
f˜(s,m)ν1(ℓ,m) dℓdmsτS(s)ds, (7.33)
B3L =
∫ t
0
∫∫
eisΦ
ℓ
c(ℓ,m)
aL(ℓ,m) f˜(s, ℓ+ k)
(
∂sf˜(s,m)
)
ν1(ℓ,m) dℓdmsτS(s)ds, (7.34)
B4L =
∫ t
0
∫∫
eisΦ
ℓ
c(ℓ,m)
aL(ℓ,m) f˜(s, ℓ+ k)f˜(s,m)ν1(ℓ,m) dℓdm∂s
(
sτS(s)
)
ds. (7.35)
Estimate of (7.28). With the notation of Theorem 6.1 we have
‖A1L‖L2k .
∫ t
0
2−L‖T1[b]
(F˜u(s), F˜u(s))‖
L2
τS(s)ds
with b(ℓ,m) := 2LX
[ ℓ|ℓ|
c(ℓ,m)
aL(ℓ,m)
] (7.36)
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Since ||m| − |ℓ|| ≪ |ℓ| on the support of the integral (7.28), it is easy to check that b satisfies
the symbol bounds (6.8)-(6.9). Using the bilinear estimate (6.12), and the apriori decay
estimates (4.7), we have
‖A1L‖L2k .
∫ t
0
2−L
[‖F̂ u˜(s)‖L3‖F̂ u˜(s)‖L6− · 2L · 2C0A + 〈s〉−3ε2 ] τS(s)ds
.
∫ t
0
ε2−S/2 · ε2−(1−)S · 2C0AτS(s)ds+ ε22−S
. ε22−S/4.
Summing over L ∈ [−L0, A] ∩ Z at the expense of an O(S) factor gives the desired bound
on the right-hand side of (7.16).
Estimate of (7.29). This term consists of two similar terms (corresponding to one of the two
profiles being hit by X), so we only estimate one of them. We denote
A2L =
∫ t
0
∫∫
eisΦb(ℓ,m)ϕL(ℓ) ∂|ℓ|f˜(s, ℓ+ k)f˜(s,m) ν1(ℓ,m) dℓdmτS(s)ds
b = (ℓ|ℓ|/c(ℓ,m))aL(ℓ,m),
and estimate
‖A2L‖L2k .
∫ t
0
‖T1[b]
(
eis|k|
2
∂kf˜(s), F˜u(s)
)‖
L2
τS(s)ds.
Note that we have made a little abuse of notation converting ∂|ℓ| into ∂ℓ; this can be done
without loss of generality by slightly redefining the symbol b. Using that b satisfies the
hypotheses (6.8)-(6.9), and applying (6.12) together with the apriori bound (4.8), we obtain
‖A2L‖L2k .
∫ t
0
‖F̂eis|k|2∂kf˜(s)‖L2‖F̂ u˜(s)‖L∞− · 2L · 2C0A τS(s)ds
.
∫ t
0
ε · ε2−(5/4−δ)S · 2(C0+1)AτS(s)ds . ε22−2δ′S,
see (7.11), and note that we have now disregarded the fast decaying remainder term from
2−DD.
Estimate of (7.30). Using the notation (6.15) we see that
A3L =
∫ t
0
e−is|k|
2Fx 7→k
(
TX[b](u˜, u˜)
)
τS(s)ds
where b = (ℓ|ℓ|/c(ℓ,m))aL(ℓ,m). Using the bounds (6.16) from Theorem 6.1 we see that
(7.30) enjoys a similar bound (up a different power of 2A) to that of (7.28). We skip the
details.
Estimate of (7.32). With the notation of Theorem 6.1 we have
‖B1L‖L2k . t 2
−L‖T1[b]
(F˜u(s), F˜u(s))‖
L2
, b(ℓ,m) =
ℓ2LaL(ℓ,m)
c(ℓ,m)
(7.37)
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Similarly to before we can apply (6.12) (again disregarding the remainder term on the right-
hand side of the inequality)
‖B1L‖L2k . t 2
−L‖F̂ u˜(t)‖L3‖F̂ u˜(t)‖L6− · 2L · 2C0AτS(t)
. 2S · ε2−S/2 · ε2−(1−)S · 2C0A
. ε22−S/22(C0+1)δN
which is more than sufficient.
Estimate of (7.33) and (7.34). The terms (7.33) and (7.34) are similar to each other, so it
suffices to show how to estimate the first one. With the usual notation we have
‖B2L‖L2k .
∫ t
0
2−L‖T1[b]
(
eis|k|
2
∂sf˜(s), F˜u(s)
)‖
L2
τS(s)ds,
b = 2LℓaL(ℓ,m)/c(ℓ,m).
Recall that eis|k|
2
∂sf˜ = F˜(u2), see (4.37), and therefore
‖F̂−1eis|k|2∂sf˜‖Lp . ‖u‖2L2p. (7.38)
Applying (6.12), (7.38) with p = 3, the apriori decay estimates (4.7), we obtain
‖B2L‖L2k .
∫ t
0
2−L‖F̂eis|k|2∂sf˜‖L3‖F̂ u˜(s)‖L6− · 2L · 2C0A 2SτS(s)ds
.
∫ t
0
(ε2−S)2 · ε2−(1−)S · 2C0A · 2SτS(s)ds
. ε22−2S/3
provided δN is small enough as usual.
Estimate of (7.35). This term is almost identical to (7.32) by noticing that ∂s(sτS(s)) ≈
τS(s), and that the time integration is equivalent to the factor of t in front of the expression
in (7.32). We can then skip the details. This concludes the estimate of BL, hence of ML,
see (7.24), and gives us (7.16).
7.1.4. Proof of (7.17). We now look at the term (7.15). In this case, the integrals are
supported on a region where ||ℓ| − |m|| & |m| + |ℓ| so that ν1 is not really singular. In
particular, we can differentiate it in other directions besides the direction of X and use the
bilinear bounds from Theorem 6.2(i). This makes the estimates more straightforward.
More precisely, we have the identity√
|ℓ|2 + |m|2X+Φ = Φ + |ℓ|2 + |m|2, X+ := (ℓ,m)√|ℓ|2 + |m|2 · ∇(ℓ,m), (7.39)
and, consequently,
1
|ℓ|2 + |m|2
( 1
is
√
|ℓ|2 + |m|2X+ + i∂s
)
eisΦ(k,ℓ,m) = eisΦ(k,ℓ,m). (7.40)
Note how (a)
√|ℓ|2 + |m|2X+ plays the role of |ℓ|X in (7.19), (b) the identity (7.40) is
analogous to the identity (7.20), and (c) integration by parts in the X+ direction is possible
thanks to the bilinear estimates (6.20), which are analogous to the estimate (6.16) that we
have used before when we integrated by parts in the X direction. Then, the terms M+2 in
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(7.15) have the same structure of the terms M−2 in (7.3). We can then skip the details for
the proof of (7.17).
7.2. Proof of (7.4). We now estimate the highest weighted norm. Recall the notation (7.5)
and the formulas (7.6)-(7.8) for the first weight. Taking an extra derivative gives:
‖∂2kNL(f, f)‖ .
3∑
j=1
‖Aj(f, f)‖L2 (7.41)
where
A1(f, f) =
∫ t
0
∫∫
eisΦ(k,ℓ,m) ∂2k f˜(s, ℓ+ k)f˜(s,m)ϕL(ℓ)ν1(ℓ,m) dℓdmτS(s)ds, (7.42)
A2(f, f) =
∫ t
0
∫∫
s2|ℓ|2 eisΦ(k,ℓ,m) f˜(s, ℓ+ k)f˜(s,m)ϕ∼L(ℓ)ν1(ℓ,m) dℓdmτS(s)ds, (7.43)
A3(f, f) =
∫ t
0
∫∫
isℓ eisΦ(k,ℓ,m) ∂kf˜(s, ℓ+ k)f˜(s,m)ϕL(ℓ)ν1(ℓ,m) dℓdmτS(s)ds. (7.44)
Note that in (7.43) we have used the shorthand notation |ℓ|2 in place of the expressions
ℓiℓj = ∂ki(k · ℓ)∂kj (k · ℓ).
7.2.1. Estimate of (7.42). This term can be treated with a direct application of Theorem
6.1 with an L2 × L∞− estimate, and using the decay estimate from (4.8), in the same way
that we estimated (7.7) in 7.1.1.
7.2.2. Estimate of (7.43). This is the most complicated term due to the presence of an s2
factor. Similarly to (7.14)-(7.15), and using the notation
aL(ℓ,m) := a(ℓ,m) = ϕ∼L(m)ϕL(ℓ)χ−(ℓ,m)
from (7.22) and (7.13), we split the integral in two pieces by defining
A−2 :=
∫ t
0
∫∫
s2|ℓ|2 eisΦ f˜(s, ℓ+ k)f˜(s,m) a(ℓ,m)ν1(ℓ,m) dℓdmτS(s)ds. (7.45)
and
A+2 =
∫ t
0
∫∫
s2|ℓ|2 eisΦ f˜(s, ℓ+ k)f˜(s,m)ϕL(ℓ)χ+(ℓ,m)ν1(ℓ,m) dℓdmτS(s)ds. (7.46)
As before, the most difficult term will be (7.45).
To start, note that we may again assume L ≥ L0 := −S/3 by an L6×L3− estimate similar
to the one that led to (7.23). Next, recall the identity (7.20)
1
c(ℓ,m)
( 1
is
|ℓ|X+ i∂s
)
eisΦ = eisΦ, |∇αℓ∇βmc(ℓ,m)| . |ℓ|−2−|α|−|β|, (7.47)
where the estimates hold on the support of A−2 where 2L ≈ |ℓ| ≈ |m| ≫ ||ℓ| − |m||. The
general idea is similar to the one used before, based on integration by parts using (7.47).
This procedure will generate many terms. We will give full details for the ones that need to
be analyzed more carefully, and skip some details for the easier ones.
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Using (7.47) in (7.45) and doing some algebra one sees that
‖A−2 ‖L2k . ‖B1‖L2 + ‖B2‖L2 + ‖C1‖L2 + ‖C2‖L2 + ‖D‖L2 + · · · (7.48)
where the first terms are those obtained integrating by parts in s:
B1 = t
2
∫∫
eitΦ
|ℓ|2
c(ℓ,m)
f˜(t, ℓ+ k)f˜(t,m) a(ℓ,m)ν1(ℓ,m) dℓdmτS(t), (7.49)
B2 =
∫ t
0
s2
∫∫ |ℓ|2
c(ℓ,m)
eisΦ
(
∂sf˜(s, ℓ+ k)
)
f˜(s,m) a(ℓ,m)ν1(ℓ,m) dℓdmτS(s)ds; (7.50)
other terms arise when integrating by parts in the X direction without hitting one of the
profiles
C1 =
∫ t
0
s
∫∫
eisΦX
( |ℓ|3
c(ℓ,m)
a(ℓ,m)
)
f˜(s, ℓ+ k) f˜(s,m) ν1(ℓ,m) dℓdmτS(s)ds, (7.51)
C2 =
∫ t
0
s
∫∫
eisΦ
|ℓ|3
c(ℓ,m)
a(ℓ,m) f˜(s, ℓ+ k) f˜(s,m)
(
Xν1(ℓ,m)
)
dℓdmτS(s)ds; (7.52)
and
D :=
∫ t
0
s
∫∫
eisΦ
|ℓ|3
c(ℓ,m)
a(ℓ,m)
(
∂|ℓ|f˜(s, ℓ+ k)
)
f˜(s,m) ν1(ℓ,m) dℓdmτS(s)ds; (7.53)
in (7.48) the “· · · ” denote all the other terms that are similar or easier to treat than those
in (7.49)–(7.53). The term (7.53) requires a further use of (7.47), which gives
‖D‖L2 . ‖D1‖L2 + ‖D2‖L2 + ‖D3‖L2 + ‖D4‖L2 + · · · (7.54)
where
D1 :=
∫ t
0
∫∫
eisΦ
|ℓ|4
c2(ℓ,m)
a(ℓ,m)
(
∂2|ℓ|f˜(s, ℓ+ k)
)
f˜(s,m) ν1(ℓ,m) dℓdmτS(s)ds, (7.55)
D2 :=
∫ t
0
∫∫
eisΦ
|ℓ|4
c2(ℓ,m)
a(ℓ,m)
(
∂|ℓ|f˜(s, ℓ+ k)
) (
∂|m|f˜(s,m)
)
ν1(ℓ,m) dℓdmτS(s)ds,
(7.56)
D3 :=
∫ t
0
s
∫∫
eisΦ
|ℓ|3
c2(ℓ,m)
a(ℓ,m)
(
∂|ℓ|f˜(s, ℓ+ k)
) (
∂sf˜(s,m)
)
ν1(ℓ,m) dℓdmτS(s)ds,
(7.57)
D4 :=
∫ t
0
s
∫∫
eisΦ
|ℓ|3
c2(ℓ,m)
a(ℓ,m)
(
∂s∂|ℓ|f˜(s, ℓ+ k)
)
f˜(s,m) ν1(ℓ,m) dℓdmτS(s)ds. (7.58)
and “· · ·” denote terms that are easier to estimate.
Estimate of (7.49)–(7.50). The boundary integral B1 is the term that causes the growth in
time of the weighted norm (7.4). With the notation of Theorem 6.1 we have
‖B1‖L2k . t
2 · ‖T1[b]
(F˜u(t), F˜u(t))‖
L2
, b(ℓ,m) =
|ℓ|2a(ℓ,m)
c(ℓ,m)
.
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Applying (6.12) (disregarding the remainder term on the right-hand side as usual), and the
decay estimates (4.7), we get, for t ≈ 2S,
‖B1‖L2k . t
2 · [‖F̂ u˜(t)‖L3‖F̂ u˜(t)‖L6− · 2L · 2C0A
. 22S · ε2−S/2 · ε2−(1−)S · 2(C0+1)A
. ε22S/2−2(C0+1)δN .
This is bounded as in (7.4) provided we choose δ depending on N so that (C0 + 1)δN < δ,
see (4.16).
The term (7.50) can be seen to satisfy an even stronger bound with a similar application
of (6.12) and using (7.38).
Estimate of (7.51)–(7.52). We have
‖C1‖L2k .
∫ t
0
s ‖T1[b]
(F˜u(s), F˜u(s))‖
L2
τS(s)ds, b(ℓ,m) = X
( |ℓ|3
c(ℓ,m)
a(ℓ,m)
)
so that (6.12) and (4.7) give us
‖C1‖L2k .
∫ t
0
2S · ‖F̂ u˜(s)‖L3‖F̂ u˜(s)‖L6− · 2L · 2C0A τS(s)ds
.
∫ t
0
2S · ε2−S/2 · ε2−(1−)S · 2(C0+1)AτS(s)ds
. ε22S/22(C0+2)δNS
which suffices. The term (7.52) can be estimated similarly using the bilinear estimate (6.16).
Estimate of (7.55)–(7.57). The first term (7.55) can be handled directly with an L2 × L∞−
estimate, using that the symbol satisfies the hypothesis (6.9) of Theorem 6.1, and the L∞−
decay from (4.8).
For the second term we have
‖D2‖L2k .
∫ t
0
‖T1[b]
(
eis|k|
2
∂|k|f˜(s), e
is|k|2∂|k|f˜(s)
)‖
L2
τS(s)ds, b(ℓ,m) =
|ℓ|4a(ℓ,m)
c2(ℓ,m)
.
We then use (6.12) with an L6− × L3 estimate, and interpolation, to get
‖D2‖L2k .
∫ t
0
‖F̂eis|k|2∂|k|f˜(s)‖L6‖F̂eis|k|
2
∂|k|f˜(s)‖L3− · 2L · 2C0AτS(s)ds
.
∫ t
0
2−(1−(C0+1)δN )S‖∂2k f˜(s)‖L2 · ‖F̂eis|k|
2
∂|k|f˜(s)‖
1/2−
L6
‖∂|k|f˜(s)‖
1/2+
L2
τS(s)ds
.
∫ t
0
2−(1−(C0+1)δN )S‖∂2k f˜(s)‖L2 · 2−(1/2−)S‖∂2k f˜(s)‖
1/2−
L2 ‖∂kf˜(s)‖
1/2+
L2 τS(s)ds
.
∫ t
0
2−(1−(C0+1)δN )Sε2(1/2+δ)S · 2−(1/2−)Sε2(1/2−)(1/2+δ)S τS(s)ds
. ε22S/2,
having used, see (4.2), that ‖F̂eis|k|2 g˜(s)‖L6 . 2−S‖∂kg˜(s)‖L2 in the second and third in-
equalities.
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The term (7.57) can be treated similarly with an L6×L3− estimate and using (7.38). We
skip the details.
Estimate of (7.58). This is the last term arising from the double integration by parts ar-
gument in the main term (7.45). To bound it we need an additional bound for ∂|k|∂sf˜ . In
particular, let us assume for the moment that
‖ϕ≤A(k)∂k∂tf˜(t)‖L2k . 2
−S/222δNS, t ≈ 2S. (7.59)
Then we can bound
‖D4‖L2k .
∫ t
0
s 2−L‖T1[b]
(
eis|k|
2
∂|k|∂sf˜(s), u˜(s)
)‖
L2
τS(s)ds, b(ℓ,m) = 2
L |ℓ|3a(ℓ,m)
c2(ℓ,m)
,
and using (6.12) for an L2 × L∞− estimate, with the decay bound (4.8) and (7.59), we get:
‖D4‖L2k .
∫ t
0
2S · ‖F̂eis|k|2∂|k|∂sf˜(s)‖L2‖F̂ u˜(s)‖L∞− · 2C0AτS(s)ds
.
∫ t
0
2S · 2−S/2+2δNS · ε2−(5/4−δ)S · 2C0δNSτS(s)ds
. ε22S/2
since we have (C0+2)δN + δ ≤ 1/4. The desired estimate (7.17) for (7.45) is concluded once
we verify (7.59).
To prove (7.59) we start from (4.13) in the form
∂tf˜(t, k) =
∫∫
eit(−|k|
2+|ℓ|2+|m|2)f˜(t, ℓ)f˜(t,m)µ(k, ℓ,m) dℓdm,
and look back at the “commutation formula” (4.23) for ∂k and the operator (4.19) in Propo-
sition 4.5. Using this and the same notation in that proposition, we obtain (compare with
the similar terms obtained in (4.31)):
∂k∂tf˜ = E1 + E2 + E3,
E1(f, f)(t, k) =
∫∫
eitΦ(k,ℓ,m)f˜(t, ℓ)f˜(t,m)
(− itkµ+ µ′) dℓdm, (7.60)
E2(f, f)(t, k) =
∫∫
eitΦ(k,ℓ,m)f˜(t, ℓ)f˜(t,m) itℓ µ′(k, ℓ,m) dℓdm, (7.61)
E3(f, f)(t, k) =
∫∫
eitΦ(k,ℓ,m)∂ℓf˜(t, ℓ)f˜(t,m)µ
′(k, ℓ,m) dℓdm. (7.62)
Notice that since E3(f, f) = B′(∂kf, f) this term can be easily bounded using an L2 × L∞−
Ho¨lder estimate (which holds for the bilinear operator B′).
For the term (7.60) we have, for t ≈ 2S,
‖ϕ≤A(·)E1(t, ·)‖L2k . 2
A · 2S · ‖F̂ u˜(t)‖L3‖F̂ u˜(s)‖L6− . ε222δNS2−S/2
which is more than sufficient. For the remaining term we can use a similar estimate when
|ℓ| ≤ 2A. If instead |ℓ| ≥ 2A we can use an L2 × L∞− bound and the control on the high
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Sobolev norm:
‖E2(t)‖L2 . 2S · ‖F̂ϕ≥Au˜(t)‖H1‖F̂ u˜(s)‖L∞−
. 2S · 2−A(N−1)‖F̂ u˜(t)‖HN · ε2−S . ε22−S.
Estimate of (7.46). This term is easier to treat than the previous one (7.45). We can proceed
similarly to the case of the corresponding term (7.15) in the estimate of the first weight, see
7.1.4. In particular, we can use the identities (7.39)-(7.40) as explained before, to integrate
by parts (once or twice) as done for the term (7.45) just above.
7.2.3. Estimate of (7.44). By using the same splitting depending on the size of |ℓ| − |m|
relative to |ℓ| as before, and integrating by parts once using the same formula (7.47) (and
(7.39)) above, we can see that (7.44) gives rise to terms of the same form as those treated
before. We can therefore skip the details. The proof of (7.4) and Proposition 7.1 is concluded.
7.3. Estimates for N2,S. We now prove the weighted bounds (7.3)-(7.4) for the term N2,S,
see (7.1). We can use a similar strategy to the one used for N1,S. To implement such a
strategy we will need: (1) a similar structure including a “good vectorfield” and algebraic
relations like (7.20), and (2) proper multiplier estimates, like those of Theorem 6.1(i) and
Theorem 6.2(ii)-(iii).
As before we will sometimes drop some of the indexes (for example the index S in N2,S)
when this causes no confusion. For convenience let us recall the definition from (7.1) here:
N2,S(t)(f, f) =
∫ t
0
∫∫
eisΨ(k,ℓ,m)f˜(s,−ℓ−m)f˜(s,m) ν1(ℓ, k) dℓdmτS(s)ds,
Ψ(k, ℓ,m) := −|k|2 + |ℓ|2 + 2ℓ ·m+ 2|m|2.
(7.63)
We want to estimate ∂kN2 and ∂2kN2 as in Proposition 7.1 and show that, under the apriori
assumptions (2.23), we have
‖∂kN2,S(t)(f, f)‖L2 . ε22−δ
′S, δ′ > 0 (7.64)
‖∂2kN2,S(t)(f, f)‖L2 . 2(1/2+δ)Sε2. (7.65)
7.3.1. Proof of (7.64). We concentrate only on the singular region where ||ℓ| − |k|| ≪ |ℓ| ≈
|k|. The non-singular region can be treated more easily as in the case of ν1(ℓ,m) in Subsection
7.1.4, and using part (ii) of Theorem 6.2 to absorb derivatives in k and integrate by parts
in ℓ; also notice that ∂m is also always a “good direction” for integration since ν1(ℓ, k) is
independent of m.
We restrict close to the singularity of ν1(ℓ, k) by inserting localization in |ℓ| ≈ 2L, |k| ≈ 2K
and a cutoff χ+(ℓ, k) as in (6.22). For lighter notation, we do not display the cutoff and
assume that ν1 = ν1χ+ (plus we disregard terms where derivatives hit the cutoff).
We recall the definition of Y from (6.24),
Y = ∂k +
k
|k|
( ℓ
|ℓ| · ∂ℓ
)
, (7.66)
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and use this to compute
∂kN2(f, f) =
∫ t
0
∫∫
(is∂kΨ) e
isΨ(k,ℓ,m)f˜(s,−ℓ−m)f˜(s,m) ν1(ℓ, k) dℓdmτS(s)ds
+
∫ t
0
∫∫
eisΨ(k,ℓ,m)f˜(s,−ℓ−m)f˜(s,m)Yν1(ℓ, k) dℓdmτS(s)ds
+
∫ t
0
∫∫
k
|k| divℓ
( ℓ
|ℓ|e
isΨ(k,ℓ,m)f˜(s,−ℓ−m)f˜(s,m)
)
ν1(ℓ, k) dℓdmτS(s)ds
=M3(f, f) +M4(f, f) +M5(f, f)
(7.67)
where
M3(f, f) :=
∫ t
0
∫∫
k
|k|e
isΨ(k,ℓ,m)∂|ℓ|f˜(s,−ℓ−m)f˜(s,m) ν1(ℓ, k) dℓdmτS(s) ds, (7.68)
M4(f, f) :=
∫ t
0
∫∫
is ZΨ(k, ℓ,m) eisΨ(k,ℓ,m)f˜(s,−ℓ−m)f˜(s,m) ν1(ℓ, k) dℓdmτS(s) ds,
ZΨ :=
(
∂k +
k
|k|
ℓ
|ℓ| · ∂ℓ
)
Ψ = 2
[
− k + k|k|(|ℓ|+
ℓ
|ℓ| ·m)
]
,
(7.69)
and
M5(f, f) :=
∫ t
0
∫∫
eisΨ(k,ℓ,m)f˜(s,−ℓ−m)f˜(s,m)Y′ν1(ℓ, k) dℓdmτS(s) ds.
Y′ := ∂k +
k
|k|divℓ
ℓ
|ℓ| .
(7.70)
We discuss briefly the (7.68) and (7.70) and give full details for the treatment of the harder
term (7.69).
Notice that (7.68) is essentially the same as (7.7), and therefore can be estimated in the
same way as we did in 7.1.1, with a direct application of the bilinear bound for the T2-type
operator in Theorem 6.1.
In (7.70) note that Y′ = Y+(k/|k|)divℓ(ℓ/|ℓ|). The piece with Yν1(ℓ, k) is an operator of
the form (6.25) with a = 1, and applying (6.26) (after localization) for an L6−×L3 estimate is
more than sufficient. Let us callM′5 the piece in (7.70) with symbol (k/|k|)divℓ(ℓ/|ℓ|)ν1(ℓ, k).
After being localized to |ℓ| ≈ 2L and |k| ≈ 2K , we see that, as a bilinear operator, it satisfies
the same estimates of the bilinear operator with symbol 2−Lb(k, ℓ,m)ν1(ℓ, k), for a standard
b as in Theorem 6.1. Then we can bound it using (6.13):
‖PKF̂−1M′5(f, f)‖L2 . 2S · 2−L · ‖ϕKT2[b](f, f)‖L2
. 2S · 2C0A · ‖F̂ u˜(t)‖L6−‖F̂ u˜(s)‖L3 . ε2 · 2−S/4.
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Estimate of (7.69). We now show
‖M4(t)(f, f)‖L2 . ε22−δ
′S, δ′ > 0. (7.71)
This term is similar to (7.8) (it has a growing factor of s and no differentiation of the profiles
f˜). We will need to distinguish different cases depending on whether we are close to the
singularity of ν1(ℓ, k) or not (see 7.1.2 for the similar splitting in the case of (7.8)) and use
a good vectorfield to integrate by parts (see the relations at the beginning of 7.1.3).
First of all, notice that the singular kernel ν1(ℓ, k) does not depend on m, so that one can
use X := ∂m as a “good direction” here. We then calculate
XΨ := 2ℓ+ 4m, X := ∂m,
Ψ(k, ℓ,m)−m ·XΨ = (|ℓ| − |k|)(|ℓ|+ |k|)− 2|m|2 (7.72)
This last identity is the analogue of (7.19), and an identity similar to (7.20), see (7.78) below,
follows from it.
To obtain (7.71) it suffices to show that
‖MK,L,M(t)(f, f)‖L2 . ε22−2δ
′S, δ′ > 0 (7.73)
where
MK,L,M(f, f) := ϕK(k)
∫ t
0
∫∫
s ZΨ eisΨϕL(ℓ)ϕM(m)
× f˜(s,−ℓ−m)f˜(s,m) ν1(ℓ, k) dℓdmτS(s) ds,
(7.74)
is a localized version of (7.69) at scales |ℓ| ≈ 2L, |m| ≈ 2M and |k| ≈ 2K . The reduction to
(7.73) can be done without loss of generality by estimating the contribution of very small
frequencies first, say for example min(K,L,M) ≤ −10S, using Bernstein and Theorem
6.1(i); summing over the remaining dyadic scales can be done at the expense of a small loss
of O(S3) + (A3).
In order to use efficiently (7.72) we need to further split (we omit the dependence on the
indexes K,L,M)
MK,L,M = I1 + I2 + I3
where the following conditions on the support are imposed by inserting smooth cutoffs:
I1 is supported on |ℓ+ 2m| ≥ 2max(L,M)−10
I2 is supported on |ℓ+ 2m| ≤ 2max(L,M)−9 and ||ℓ| − |k|| ≤ 2max(L,K)−9
I3 is supported on |ℓ+ 2m| ≤ 2max(L,M)−9 and ||ℓ| − |k|| ≥ 2max(L,K)−10
(7.75)
Estimate of I1. Here we have |ℓ+2m| ≥ 2max(L,M)−10 and therefore |XΨ| & 2max(L,M)−10. In
particular we can use the identity
1
is
XΨ
|XΨ|2 ·Xe
isΨ = eisΨ (7.76)
to recover the factor of s in (7.74). Also notice that XΨ/|XΨ|2 behaves like the symbol
1/|ℓ+ 2m| which, on the support of I1, gives∣∣∇αℓ∇βm XΨ|XΨ|2 ∣∣ . 1√|ℓ|2 + |m|2 |ℓ|−|α||m|−|β|. (7.77)
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Then, when multiplied by 2max(M,L) this is a symbol like those allowed by (6.9) in the as-
sumptions of Theorem 6.1. An L6− × L3 application of (6.13) to (7.74) gives a bound of
ε22−S/2 up to powers of 2A.
Estimate of I2. In this case we have
(19/20)|m| ≤ |ℓ| ≤ (21/20)|m|, (19/20)|k| ≤ |ℓ| ≤ (21/20)|k|
and we can use efficiently the identity (7.72). We write
1
d(k, ℓ,m)
( 1
is
m ·X + i∂s
)
eisΨ(k,ℓ,m) = eisΨ(k,ℓ,m),
d(k, ℓ,m) := −(|ℓ| − |k|)(|ℓ|+ |k|) + 2|m|2,
(7.78)
and notice that, thanks to the current frequency restrictions, we have∣∣∇ak∇αℓ∇βm 1d(k, ℓ,m)∣∣ . 1|ℓ|2 + |m|2 + |k|2 |k|−|a||ℓ|−|α||m|−|β|, (7.79)
consistently with the assumption (6.9). One can then use (7.78) to integrate by parts in
(7.69), and arrive at the estimate (7.73) through applications of the bilinear estimate (6.13).
Since this arugment is similar to what was done before for the term (7.8) in 7.1.2-7.1.3, we
can skip the details.
Estimate of I3. In this last case ν1(ℓ, k) is not singular and we can integrate by parts also in
ℓ through the identity
1
is
∇ℓΨ
|∇ℓΨ|2 · ∇ℓe
isΨ = eisΨ (7.80)
and then make use of Theorem 6.2(ii). Notice in particular that since ∂ℓΨ = 2(ℓ+m), then
∇ℓΨ/|∇ℓΨ|2 has the behavior of the symbol 1/|m+ ℓ| which is the same as 1/
√|ℓ|2 + |m|2
in the region under consideration:∣∣∇αℓ∇βm ∇ℓΨ|∇ℓΨ|2 ∣∣ . 1√|ℓ|2 + |m|2 |ℓ|−|α||m|−|β|. (7.81)
7.3.2. Proof of (7.65). To complete the bounds on D1, see (7.1), we are left with showing
that the second derivative of N2,S, see (7.63), can be estimated as in (7.65). Once again we
restrict our analysis to the singular region ||k| − |ℓ|| ≪ |ℓ| ≈ |k|. Applying ∂k to (7.67) we
obtain
∂2kN2(f, f) = ∂kM3(f, f) + ∂kM4(f, f) + ∂kM5(f, f)
see (7.68)–(7.70). As in the analysis of ∂2kN1 in Subsection 7.2, this generates a large number
of terms. It is not hard to see that many of them will be similar to those treated previously
and can be handled by similar arguments, through the apposite bilinear estimates for ν1(ℓ, k)
in (6.13) and in Theorem 6.2(ii)-(iii), and the identities (7.76) with (7.77), and (7.78) with
(7.79), and (7.80) with (7.81). Notice that the factors of k/|k| in (7.68) and (7.70) do not
constitute any additional difficulty since ‖∂k(k/|k|)F‖L2 . ‖∂kF‖L2 by Hardy’s inequality.
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For completeness we discuss the details for the hardest terms which are coming from
∂kM4(f, f). Applying ∂k to the formula (7.69), and the same algebra used to obtain (7.67),
we get
‖∂kM4(f, f)‖ .
4∑
j=1
‖M4,j(f, f)‖L2 (7.82)
where
M4,1 :=
∫ t
0
∫∫
s ZΨ eisΨf˜(s, ℓ−m)f˜(s,m)Y′ν1(ℓ, k) dℓdmτS(s) ds, (7.83)
M4,2 :=
∫ t
0
∫∫
s Z2Ψ eisΨf˜(s, ℓ−m)f˜(s,m) ν1(ℓ, k) dℓdmτS(s) ds, (7.84)
M4,3 :=
∫ t
0
∫∫
s ZΨ eisΨ ∂|ℓ|f˜(s, ℓ−m)f˜(s,m) ν1(ℓ, k) dℓdmτS(s) ds, (7.85)
M4,4 :=
∫ t
0
∫∫
s2 (ZΨ)2 eisΨf˜(s, ℓ−m)f˜(s,m) ν1(ℓ, k) dℓdmτS(s) ds. (7.86)
Recall that the goal is to bound the L2-norms of these terms by ε2s(1/2+δ)S .
The first two terms are relatively easy to handle. (7.83) can be bounded with an L6−×L3
estimates using (6.13) and (6.26) with a = 1. For (7.84) some attention needs to be paid to
the fact that Z2Ψ has a 1/|k| type singularity. More precisely, from (7.69) we see that Z2Ψ
is made of harmless terms plus the symbol
z(k, ℓ,m) := ∂k(k/|k|)(ℓ/|ℓ|) · (ℓ+m). (7.87)
The 1/|k| factor is only problematic away from the singularity of ν1(ℓ, k) when |k| ≪ |ℓ|. But
in this case we can integrate by parts in ℓ using that z(k, ℓ,m) = (1/2)∂k(k/|k|)(ℓ/|ℓ|) · ∂ℓΨ.
This gains back a factor of s−1. With Hardy’s inequality ‖|k|−1F‖L2 . ‖F‖L6/5 and an
L2×L3− application of (6.13) (when ∂ℓ hits the profile) or (6.23) (when ∂ℓ hits ν1(ℓ, k)), we
get the desired bound.
The remaining two terms (7.85)–(7.86) are similar to (7.43)–(7.44) and require integration
by parts arguments using a splitting similar to (7.75) and the formulas (7.76)-(7.81). We
concentrate on the hardest contribution, which is (7.86).
Estimate of (7.86). As before, without loss of generality we may assume that the integral
(7.86) is localized to |ℓ| ≈ 2L, |m| ≈ 2M , and |k| ≈ 2K . Moreover, we may reduce to the case
K ≤ max(L,M)+10. Indeed, if |k| ≫ |ℓ|, |m| we have that |Ψ| & |k|2 ≈ (|k|+ |ℓ|+ |m|)2 and
an integration by parts in s will give us the desired bound; a similar argument was already
used in the proof of Proposition 4.4, see (4.34) and the arguments that follow.
We then split
M4,4 = J1 + J2 + J3
where we may assume that
J1 is supported on |ℓ+ 2m| ≥ 2max(L,M)−10
J2 is supported on |ℓ+ 2m| ≤ 2max(L,M)−9 and ||ℓ| − |k|| ≤ 2max(L,K)−9
J3 is supported on |ℓ+ 2m| ≤ 2max(L,M)−9 and ||ℓ| − |k|| ≥ 2max(L,K)−10
(7.88)
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To estimate J1 we integrates by parts twice in m using (7.76)-(7.77). Notice how the factor
ZΨ helps canceling the mild singularity introduced by the symbol XΨ/|XΨ|2.
The term J2 in (7.88) is the one which requires the most algebraic manipulations to
integrate by parts using (7.78)-(7.79). However this term is almost identical to (7.45), so the
estimates can be done as in 7.2.2. Notice that since |ℓ| ≈ |m| ≈ |k| on the support of J2,
then the term (ZΨ)2 plays a role analogous to the factor |ℓ|2 in (7.45), and helps to cancel
the mild singularities introduced by the division by d, see (7.79).
Finally, for J3 we can use integration in ℓ through (7.80)-(7.81), and applications of The-
orem 6.2(ii). This concludes the proof of (7.65) and the weighted estimates of D1.
8. Analysis of the NSD II: Lower order terms
In this section we analyze all remaining terms in the nonlinear equations. We begin by
studying the lower order terms µ2 and µ3 from the expansion of the distribution µ, defined
in (5.4)-(5.6). We will make use of the “building block” Lemma 5.2, and establish:
(1) structural propositions for µ2 and µ3 analogous to Proposition 5.1 for µ1 (in fact ν1,
see (5.2)), and
(2) bilinear multiplier estimates for µ2 and µ3 which are the analogues of Theorem 6.1. We
will then show how to use these in Subsection 9 to establish the desired a priori bounds on
the nonlinear terms from (5.7) corresponding to µ2 and µ3. We conclude with a discussion
of the nonlinear estimates for the “flat” nonlinear part D0, see (5.7).
Recall from (5.4)–(5.7) the nonlinear contribution to Duhamel’s formula (4.13):
D(t)(f, f) = D0(t)(f, f) +D1(t)(f, f) +D2(t)(f, f) +D3(t)(f, f),
D0(t)(f, f) :=
∫ t
0
∫∫
eis(−|k|
2+|ℓ|2+|k−ℓ|2)f˜(s, ℓ)f˜(s, k − ℓ) dℓ ds,
D∗(t)(f, f) :=
∫ t
0
∫∫
eis(−|k|
2+|ℓ|2+|m|2)f˜(s, ℓ)f˜(s,m)µ∗(k, ℓ,m) dℓdm ds,
(8.1)
where µ1 is given in (5.2)-(5.3), and, as in (5.4)-(5.6),
µ2(k, ℓ,m) := ν
1
2(k, ℓ,m) + ν
2
2(k, ℓ,m) + ν
2
2(k,m, ℓ)
ν12(k, ℓ,m) :=
∫
e−ix·k
ei(|ℓ|+|m|)|x|
|x|2 ψ1(x, ℓ)ψ1(x,m) dx,
ν22(k, a, b) :=
∫
eix·a
ei|x|(−|k|+|b|)
|x|2 ψ1(x, k)ψ1(x, b) dx,
(8.2)
and
µ3(k, ℓ,m) :=
∫
ei(−|k|+|ℓ|+|m|)|x|
|x|3 ψ1(x, k)ψ1(x, ℓ)ψ1(x,m) dx. (8.3)
8.1. Analysis of µ2: Structure. Let us begin by looking at ν
1
2(k, ℓ,m). We have the
following analogue of Proposition 5.1:
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Proposition 8.1 (Structure of ν12). Let ν
1
2 be the measure defined in (8.2), with ψ1 defined
by (3.21). Fix N2 ∈ [5, N1/4] ∩ Z. Let k, ℓ,m ∈ R3 with |k| ≈ 2K , |ℓ| ≈ 2L and |m| ≈ 2M ,
and assume that K,L,M ≤ A for some A > 0. Then we can write
ν12(k, ℓ,m) = ν
1
2,0(k, ℓ,m) + ν
1
2,R(k, ℓ,m), (8.4)
where:
(1) ν12,0(k, ℓ,m) can be written as
ν12,0(k, ℓ,m) =
1
|k|
N2∑
i=1
∑
J∈Z
bi,J(k, ℓ,m) ·Ki
(
2J(|k| − |ℓ| − |m|)) (8.5)
with Ki ∈ S and the symbols bi,J satisfy∣∣ϕK(k)ϕL(ℓ)ϕM(m)∇ak∇αℓ∇βmbi,J(k, ℓ,m)∣∣
. 2−|a|K · (2|a|max(L,M) + 2(1−|α|)L2(1−|β|)M)1{|K−max(L,M)|<5}, (8.6)
for all K,L,M ≤ A, and |a|+ |α|+ |β| ≤ N2.
(2) For M ≤ L, the remainder term ν12,R satisfies∣∣∇ak∇αℓ∇βmν12,R(k, ℓ,m)∣∣ . 2−2max(K,L) · 2−|a|max(K,L)
× 2−|α|max(K,L)max(1, 2−(|β|−1)M) · 2(|a|+|α|+|β|+2)5A (8.7)
for all K,L,M ≤ A and |a| + |α| + |β| ≤ N2/2 − 2. A similar statement holds when
L ≤M exchanging the roles of L and M (and α and β).
Proof. We proceed in two main steps. In the first step we analyze a building block analogous
to the one in (5.19) of Lemma 5.2; the second step uses the first step, the expansion of ψ
from Lemma 3.4, and arguments similar to those in the proof of Proposition 5.1 to obtain
the final statement.
With |k| ≈ 2K , |ℓ| ≈ 2L and |m| ≈ 2M , we assume without loss of generality L ≥ M and
write
ν12(k, ℓ,m) =
(
ν+(k, ℓ,m) + ν−(k, ℓ,m)
)
1{|K−L|<5},+ν
1
2(k, ℓ,m)1{|K−L|≥5}
ν+(k, ℓ,m) :=
∑
J∈J
νJ(k, ℓ,m)
νJ(k, ℓ,m) :=
∫
R3
e−ix·k
ei(|ℓ|+|m|)|x|
|x|2 ψ1(x, ℓ)ψ1(x,m)ϕJ(x) dx,
(8.8)
where
J := {J +min(K, 0) ≥ 4A}. (8.9)
The “building block”. Similarly to (5.19) we can define
KJ(k, ℓ,m) :=
∫
R3
e−ix·k
ei|x|(|ℓ|+|m|)
|x|2 g1(ω, ℓ)g2(ω,m)ϕ(x2
−J) dx,
J ∈ J , gi ∈ Gsi
(8.10)
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as our building block, for some N2 ≤ si ≤ N1, and a generic compactly supported function
ϕ. We then write the integrand in polar coordinates x = rω
KJ(k, ℓ,m) =
∫ ∞
0
eir(|ℓ|+|m|)
(∫
S2
e−irω·kg1(ω, ℓ)g2(ω,m) dω
)
ϕ(r2−J) dr,
=
∫ ∞
0
eir(|ℓ|+|m|)
(
I0 + II
)
ϕ(r2−J) dr,
(8.11)
where, with X := r|k|, we define
I0 :=
2π
iX
[
e−iXg1(k/|k|, ℓ)g2(k/|k|, m)− eiXg1(−k/|k|, ℓ)g2(−k/|k|, m)
]
(8.12)
and
II :=
1
iX
∫ 2π
0
∫ π
0
e−iX cosφ∂φ
(
g1(ω, ℓ)g2(ω,m)
)
dφdθ. (8.13)
Compare with (5.28)–(5.30). The contribution to (8.11) from I0 is, up to omitting irrelevant
constants, a sum of the terms
I±0 :=
∫ ∞
0
1
r|k|e
ir(|ℓ|+|m|±|k|))g1(∓k/|k|, ℓ)g2(∓k/|k|, m)ϕ(r2−J) dr
=
1
|k| g1(∓k/|k|, ℓ)g2(∓k/|k|, m)χ
(
2J(|ℓ|+ |m| ± |k|)) (8.14)
where χ := ϕ̂/r.
For the term (8.13) we want apply the stationary phase estimates (5.36)-(5.37) to the
integral in dφ (recall 2J |k| ≫ 1) as we did for (5.35) in the proof of Lemma 5.2. We can
use the same arguments there and obtain analogous formulas by replacing the quantities in
(5.35) as follows:
g(ω, q) 7→ g1(ω, ℓ)g2(ω,m), eir|q| 7→ eir(|ℓ|+|m|), |p| 7→ |k|, ϕ 7→ 2−J(ϕ/r). (8.15)
This gives an expansion with properties similar to (5.41)-(5.46) as follows:∫ ∞
0
eir(|ℓ|+|m|)II(X ; ℓ,m)ϕ(r2−J) dr
=
M ′−1∑
j=0
b−j (k, ℓ,m)
|k|3/2+j/2
∫ ∞
0
eir(−|k|+|ℓ|+|m|)r−(j+1)/2 2−J(ϕ/r)(r2−J) dr (8.16)
+
M ′−1∑
j=0
b+j (k, ℓ,m)
|k|3/2+j/2
∫ ∞
0
eir(|k|+|ℓ|+|m|) r−(j+1)/22−J(ϕ/r)(r2−J) dr (8.17)
+
1
|k|R
−
J,M ′(k, ℓ,m) +
1
|k|R
+
J,M ′(k, ℓ,m), (8.18)
where
b±j (k, ℓ,m) := cj∂
j+1
φ
(
g1(ω, ℓ)g2(ω,m)
)∣∣
ω=±k/|k|
, (8.19)
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for some constants cℓ (we are using here the same convention adopted in the proof of Lemma
5.2 as per the discussion following (5.37)) and
R±J,M ′(k, ℓ,m) :=
∫ ∞
0
e±ir|k| eir(|ℓ|+|m|) 2−J(ϕ/r)(r2−J)B±(r|k|; ℓ,m) dr, (8.20)
where B±(X ; ℓ,m) satisfy∣∣∣( d
dX
)a
∂αℓ ∂
β
mB
±(X ; ℓ,m)
∣∣∣ . X−M ′/2−a sup
ω∈S2
∣∣∂M ′+1φ (∂αℓ g1(ω, ℓ)∂βmg2(ω,m))∣∣. (8.21)
Expansion of ν12 . From the definition (8.8) and using the expansion of ψ1 from Lemma
3.4, we can write (omitting the dependence on some of the indexes)
νJ (k, ℓ,m) =
N2−1∑
j1,j2=0
νJj1j2(k, ℓ,m) +R1(k, ℓ,m) +R2(k, ℓ,m), (8.22)
where
νJj1j2(k, ℓ,m) :=
∫
R3
e−ix·k
ei(|ℓ|+|m|)|x|
|x|2 gj1(x, ℓ)gj2(x,m) |x|
−j1−j2〈ℓ〉j1〈m〉j2 ϕJ(x) dx,
gji ∈ GN1−ji,
(8.23)
and
R1(k, ℓ,m) :=
∫
R3
e−ix·k
ei(|ℓ|+|m|)|x|
|x|2
(
ψ1(x, ℓ)−RN2(x, ℓ)
)
RN2(x,m)ϕJ(x) dx, (8.24)
R2(k, ℓ,m) :=
∫
R3
e−ix·k
ei(|ℓ|+|m|)|x|
|x|2 RN2(x, ℓ)ψ1(x,m)ϕJ(x) dx. (8.25)
For each of the terms in (8.23) we use the result in the first step above. Indeed we can
write
νJj1j2(k, ℓ,m) =
〈ℓ〉j1〈m〉j2
2J(j1+j2)
KJ(k, ℓ,m) (8.26)
where KJ(k, ℓ,m) is a building block as in (8.10) with gji ∈ GN1−ji. Then, each one of the
terms νJj1j2 admits an expansion as in (8.11)–(8.21), up to a multiplication by the factor
〈ℓ〉j1〈m〉j22−J(j1+j2). We now analyze the terms in such expansions.
The leading order terms (8.5)-(8.6). According to (8.14), the first term in the expansion
of νJj1j2(k, ℓ,m) has the form
〈ℓ〉j1〈m〉j2
2J(j1+j2)
1
|k|gj1(∓k/|k|, ℓ)gj2(∓k/|k|, m)χ
(
2J(|ℓ|+ |m| ± |k|)) (8.27)
With the choice of the − in the argument of χ this is a term as in (8.5)-(8.6). When the
argument of χ is 2J(|k|+ |ℓ|+ |m|) we obtain a remainder term that can be absorbed in ν12,R
consistently with (8.7).
The next terms in the expansion, corresponding to (8.16)-(8.17) have the form
M ′−1∑
j=0
b±j (k, ℓ,m)
|k|3/2+j/2 2
−J(j+3/2)χ̂j
(
2J(±|k|+ |ℓ|+ |m|)) (8.28)
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for some Schwartz functions χj, and with coefficients of the form, see (8.19),
b±j (k, ℓ,m) =
〈ℓ〉j1〈m〉j2
2J(j1+j2)
cj∂
j+1
φ
(
gj1(ω, ℓ)gj2(ω,m)
)∣∣
ω=±k/|k|
.
When the choice of the sign is ‘−’ in the argument of χ̂j , these terms belong to the sum in
(8.5)-(8.6), provided we impose |a|, |α|, |β| ≤ N1−N2−M ′. With the opposite choice of the
sign we obtain smooth remainder terms satisfying the bounds (8.7).
Remainder terms. We have several types of remainders: those coming from the “building
block” expansion of (8.23), the remainders (8.24)–(8.25), the measure ν− in (8.8), and the
full ν12 when |K − L| ≥ 5.
According to (8.18) and (8.20)-(8.21) in the expansion of the building block, each of the
terms νJj1j2(k, ℓ,m) in (8.23) has a remainder of the form
R±J,M ′,j1,j2(k, ℓ,m) :=
1
|k|
∫ ∞
0
e±ir|k| eir(|ℓ|+|m|) 2−J(ϕ/r)(r2−J)B±(r|k|; ℓ,m) dr, (8.29)∣∣∣( d
dX
)a
∂αℓ ∂
β
mB
±(X ; ℓ,m)
∣∣∣ . X−M ′/2−a sup
ω∈S2
∣∣∂M ′+1φ (∂αℓ gj1(ω, ℓ)∂βmgj2(ω,m))∣∣. (8.30)
To see how these terms satisfy the desired estimate (8.7), we can use arguments similar to
those given at the end of the proof of Lemma 5.2, see (5.52), so we will only give some of
the details.
Using (8.29)-(8.30) we see that∣∣∣R±J,M ′,j1,j2(k, ℓ,m)∣∣∣ . 2−K · 2(J+K)(−M ′/2) · 2(M ′+1)A . 2−K · 2(J+K)(−M ′/4), (8.31)
which gives (8.7) with a = α = β = 0 since K ≥ max(K,L,M)− 10 and J +K ≥ 4A. For
the general estimates we apply derivatives and notice that, compared to the right-hand side
of (8.29), each ∇(k,ℓ)-derivative is going to cost an additional factor of ≈ 2−K +2J . 2J , and
each ∇m-derivative is going to cost 2J + 2−M . Then, for |β| ≥ 1, we get∣∣∣∇ak∇αℓ∇βmR±J,M ′,j1,j2(k, ℓ,m)∣∣∣
. 2−K · 2(J+K)(−M ′/2) · 2(M ′+1)A · 2J(|a|+|α|) · 2J(2(|β|−1)J + 2(1−|β|)M).
(8.32)
When J ≤ −M we get (8.7) since J +K ≥ 4A, |K − L| < 5, and we can choose M ′ large
enough. For J ≥ −M , and |a|+ |α|+ |β| ≤M ′/4− 2 we get an even better bound∣∣∣∇ak∇αℓ∇βmR±J,M ′,j1,j2(k, ℓ,m)∣∣∣ . 2−K · 2−K(|a|+|α|+|β|).
Next, we analyze the remainders (8.24)-(8.25). These are similar to the remainder (5.58)
in the proof of Proposition 5.1. The argument are similar to those given after (5.69). We
only analyze (8.25), because (8.24) can be handled in the same way since each term in the
expansion of ψ1 − RN2 has properties similar to ψ1. We calculate
∇ak∇αℓ∇βmR2(k, ℓ,m) =
∫
R3
(−ix)a
|x|2 e
−ix·k∇αℓ
(
ei|x||ℓ|RN2(x, ℓ)
)
×∇βm
(
ei|x||m|ψ1(x,m)
)
ϕJ(x) dx,
(8.33)
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and use the estimate (3.22) for ψ1 and (3.37) for RN2 to see that
|∇ak∇αℓ∇βmR2(k, ℓ,m)| . 2J · 2J |a| · 2|α|J · 2−N2J2N2L+ · 2J
(
2(|β|−1)J + 2(1−|β|)M
)
. (8.34)
In the case J ≤ −M , |β| ≥ 1, this gives
|∇ak∇αℓ∇βmR2(k, ℓ,m)| . 2J · 2J(|a|+|α|+1−N2) · 2N2A · 2(1−|β|)M
which is better than (8.7) since we are considering J ≥ 4A, max(K,L,M) ≤ A, and |a| +
|α|+ |β| ≤ N2/2− 2.
Let us now look at ν−. From (8.8)-(8.9), and looking at K ≤ 0 (the other case is similar),
we write
ν−(k, ℓ,m) =
∑
J∈J c
νJ(k, ℓ,m), J c = {J < −K + 4A}
The arguments here are similar to the ones that follow (5.72). Using the estimates (3.22) we
can see that, for J ∈ J c∣∣∣∇ak∇αℓ∇βmνJ (k, ℓ,m)∣∣∣ = ∣∣∣ ∫
R3
xae−ix·k
1
|x|2∇
α
ℓ
(
ei|ℓ||x|ψ1(x, ℓ)
)∇βm(ei|m||x|ψ1(x,m))ϕJ(x) dx∣∣∣
. 2J · 2|a|J · (2|α|J + 2J2(1−|α|)L) · (2|β|J + 2J2(1−|β|)M) (8.35)
. 2−K24A · 2−|a|K · 2−|α|L · 2−K · (1 + 2(1−|β|)M) · 24A(|a|+|α|+|β|+2),
having used J ≤ −K + 4A ≤ −M + 4A+ 5; this is consistent with (8.7) since |K − L| ≤ 5.
Finally, we analyze the case |K − L| ≥ 5. Similarly to (5.76), we can use integration by
parts through the identity
ei(−x·k+|x|(|ℓ|+|m|)) = T ρei(−x·k+|x|(|ℓ|+|m|)), T :=
k − (x/|x|)(|ℓ|+ |m|)
|k − (x/|x|)(|ℓ|+ |m|)|2 · i∇x,
since |k+(x/|x|)(|ℓ|+|m|)| & 2max(K,L). Using also the estimates |∇γx(k+(x/|x|)(|ℓ|+|m|))| .
2−|γ|J2L for |γ| ≥ 1, and, see (3.22),∣∣∇γx(ψ1(x, ℓ)ψ1(x,m))∣∣ . 2−|γ|J2|γ|L+,
(with the proper version of the estimates for the derivatives in ℓ and m), we see that each
integration by parts through T gives a gain of 2−J · 2−max(K,L)2A. Applying derivatives as in
(8.35) and then integrating by parts leads to the bound∣∣∣∇ak∇αℓ∇βmνJ (k, ℓ,m)∣∣∣ . 2J · 2|a|J · (2|α|J + 2J2(1−|α|)L)
× (2|β|J + 2J2(1−|β|)M) · 2−ρJ2−ρmax(K,L)2Aρ.
(8.36)
In the case J ≤ −L we can use (8.36) with ρ = |a|+3 to obtain (8.7). If −L < J ≤ −M we
take instead ρ = |a|+ |α|+ 2. When J > −M is suffices to let ρ = |a|+ |α|+ |β|+ 1. This
concludes the proof of the Proposition. 
We also have the following analogue of Proposition 8.1 for the measure ν22 .
Proposition 8.2 (Structure of ν22). Let ν
2
2 be the measure defined in (8.2), with ψ1 defined
by (3.21). Fix N2 ∈ (5, N1/4]∩Z and let k, ℓ,m ∈ R3 with |k| ≈ 2K , |ℓ| ≈ 2L and |m| ≈ 2M ,
and K,L,M ≤ A for some A > 0. Then we can write
ν22(k, ℓ,m) = ν
2
2,+(k, ℓ,m) + ν
2
2,−(k, ℓ,m) + ν
2
2,R(k, ℓ,m), (8.37)
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where:
• The leading order is
ν22,±(k, ℓ,m) =
1
|ℓ|
N2∑
i=1
∑
J∈Z
b±i,J(k, ℓ,m) ·Ki
(
2J(|k| ± |ℓ| − |m|)) (8.38)
with∣∣ϕK(k)ϕL(ℓ)ϕM(m)∇ak∇αℓ∇βmb±i,J(k, ℓ,m)∣∣
. 2−|α|L · (2|α|max(K,M) + 2(1−|a|)K2(1−|β|)M)1{max(K,L,M)−med(K,L,M)<5}, (8.39)
for all K,L,M ≤ A, and |a|+ |α|+ |β| ≤ N2.
• The remainder term satisfies, for K ≤ M ,∣∣∇ak∇αℓ∇βmν22,R(k, ℓ,m)∣∣ . 2−2max(L,M,K) · 2−(|α|+|β|)max(L,M,K)
×max(1, 2−(|a|−1)K) · 2(|a|+|α|+|β|+2)5A (8.40)
for all K,L,M ≤ A and |a| + |α| + |β| ≤ N2/2 − 2. A similar estimate holds when
M ≤ K by exchanging the roles of M and K (and a, β).
A similar statement holds for ν22(k,m, ℓ) by exchanging the roles of ℓ and m. Notice how
this leaves unchanged the structure of the singularities in (8.38).
Since the proof is similar to the ones above we can skip the details.
8.2. Analysis of µ2: Bilinear estimates. Let us define, for a general measure ν and
symbol b,
Tν [b](g, h)(x) = T [ν; b](g, h)(x) := F−1k→x
∫∫
R3×R3
g(ℓ)h(m) b(k, ℓ,m) ν(k, ℓ,m) dℓdm.
(8.41)
Using Proposition 8.2 and Lemma 8.5 we can establish Ho¨der-type bilinear bounds for
pseudo-products involving the measure µ2 in (8.2) (Theorem 8.3) and vectorfields acting
on its components (Theorem 8.4).
Theorem 8.3 (Bilinear bounds 2). Consider the operator Tµ2 [b], defined according to (8.41)
and (8.2), and assume that:
• The symbol b is such that
supp (b) ⊆ {(k, ℓ,m) ∈ R9 : |k|+ |ℓ|+ |m| ≤ 2A, |ℓ| ≈ 2L, |m| ≈ 2M}, (8.42)
for some A ≥ 1.
• For all |k| ≈ 2K, |ℓ| ≈ 2L and |m| ≈ 2M
|∇ak∇αℓ∇βmb(k, ℓ,m)| . 2−K|a|2−|α|L2−|β|M · 2(|a|+|α|+|β|)A, |a|, |α|, |β| ≤ 5. (8.43)
Then, for any p, q ∈ [2,∞)
1
p
+
1
q
>
1
2
, (8.44)
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the following estimate holds:∥∥PKTµ2 [b](g, h)∥∥L2 . ∥∥ĝ∥∥Lp∥∥ĥ∥∥Lq · 2max(K,L,M) · 2C0A (8.45)
for some sufficiently large C0.
Theorem 8.4 (Bilinear bounds with vectorfields 2). Let ν12 be given as in Proposition 8.1
and ν22±, ν
2
2,R as in Proposition 8.2. With the same notation and assumptions on b and (p, q)
as in Theorem 8.3, the following hold:
(i) Let
X± = ±∂|ℓ| + ∂|m|, (8.46)
Then, for a = 1, 2,∥∥PKT [Xa−ν12 ; b](g, h)∥∥L2 . ∥∥ĝ∥∥Lp∥∥ĥ∥∥Lq · 2(1−a)max(K,L,M) · 2(C0+12)A, (8.47)
and∥∥PKT [Xa±ν22,±; b](g, h)∥∥L2
+
∥∥PKT [Xa±ν22,R; b](g, h)∥∥L2 . ∥∥ĝ∥∥Lp∥∥ĥ∥∥Lq2−amin(L,M)2med(K,L,M) · 2(C0+12)A. (8.48)
(ii) Let
Y± = ∂k ± k|k|
( ℓ
|ℓ| · ∂ℓ
)
. (8.49)
Then, for a = 1, 2, we have∥∥T [Ya+ν12 ; b](g, h)∥∥L2 . ∥∥ĝ∥∥Lp∥∥ĥ∥∥Lq · 2(1−a)max(K,L,M) · 2(C0+12)A; (8.50)
The same estimate holds for T [Ya+ν
1
2,R; b].
Moreover, we have∥∥T [Ya∓ν22,±; b](g, h)∥∥L2 . ∥∥ĝ∥∥Lp∥∥ĥ∥∥Lq · 2−aL2max(K,L,M) · 2(C0+12)A; (8.51)
the same estimate holds for T [Ya∓ν
2
2,R; b].
(iii) Define the cutoffs
χ±(k, ℓ,m) := ϕ≥−10
( |k| ± |ℓ| − |m|
|k|+ |ℓ|+ |m|
)
. (8.52)
Then, for a = (a1, a2) with 1 ≤ |a| ≤ 2, we have∥∥T [∇a(ℓ,m)(νχ−); b](g, h)∥∥L2 . ∥∥ĝ∥∥Lp∥∥ĥ∥∥Lq · 2−|a1|L2−|a2|M · 2max(K,L,M)2(C0+12)A,
for ν ∈ {ν12 , ν22},
(8.53)
Theorem 8.3 gives bilinear estimates for operators involving µ2 which are analogous to the
estimates of Theorems 6.1 and 6.2 for µ1.
To prove Theorem 8.3 the key ingredient is the following:
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Lemma 8.5 (Bilinear operators restricted to small annuli 2). Let j ≥ 1, σ1, σ2 ∈ {+,−}
and consider the bilinear operator
Bσ1σ2j [b](g, h)(x) = F−1k 7→x
∫∫
R3×R3
ĝ(ℓ)ĥ(m) b(k, ℓ,m)χ
(
2j(|k|+ σ1|ℓ|+ σ2|m|)
)
dℓdm,
(8.54)
where χ is a Schwartz function and
• The support of b satisfies
supp (b) ⊆ {(k, ℓ,m) ∈ R9 : |k| ≈ 2K , |ℓ| ≈ 2L, |m| ≈ 2M}, (8.55)
with −j ≪ max(K,L,M) ≤ A for some A ≥ 1;
• The following estimates hold
|∇ak∇αℓ∇βmb(k, ℓ,m)| . 2−K|a|2−|α|L2−|β|M · 2(|a|+|α|+|β|)A, |a|, |α|, |β| ≤ 4. (8.56)
Then
‖Bσ1σ2j [b](g, h)‖L2 . 2−j · 2min(K,L,M)+med(K,L,M) · 216A · ‖g‖L2‖h‖L∞ , (8.57)
where f̂ = F̂(f) denotes the (flat) Fourier transform of f . Moreover, for all p, q ∈ [2,∞]
with 1/p+ 1/q = 1/2,
‖Bσ1σ2j [b](g, h)‖L2 . 2−j/2 · 2min(K,L,M)+(3/2)med(K,L,M) · 216A · ‖g‖Lp‖h‖Lq . (8.58)
Lemma 8.5 is the analogue of Lemma 6.4 which was used to prove the bilinear estimates
for µ1 in Theorems 6.1 and 6.2. The proof is in a similar spirit as the one of Subsection 6.5
but it is more involved, so we give the details below.
Note how, exactly as in (6.34), we gain a factor of 2−j in (8.57). However, in this case,
such a gain is not necessary to obtain the boundedness of the bilinear operator associated to
µ2, see (8.1)-(8.2). Indeed, from (8.5) in Proposition 8.1 (and (8.38) in Proposition 8.2) we
see that µ2 is a linear combination of operators like those in Lemma 8.5 with coefficients that
are uniformly controlled independently of j, in contrast with the case of the more singular
distribution µ1, see (5.2) and (5.13).
The estimate (8.57) is sharp relative to the dependence on j but we only allow the pair of
Ho¨lder exponents (2,∞) there. Since in the nonlinear estimates for the evolution equation
we also need different Ho¨lder pairs (p, q), we will end up using only (8.58) in the proof of
Theorems 8.3, 8.4, and 8.7. The smaller gain of 2−j/2 is still more than sufficient to deal
with µ2 and µ3.
Proof of Lemma 8.5. We only consider the case σ1 = σ2 = −, since the cases σ1σ2 = − are
similar, and the case σ1 = σ2 = + is empty. We denote Bj [b](g, h)(x) = B
−−
j [b](g, h)(x),
insert cutoffs according to the support restriction (8.55) and write
〈Bj[b](g, h)(x), f〉 =
∫∫∫
R3x×R
3
y×R
3
z
A(x, y, z) f(x)g(y)h(z) dxdydz
A(x, y, z) :=
∫∫∫
R3k×R
3
ℓ×R
3
m
eix·ke−iy·ℓe−iz·mϕK(k)ϕL(ℓ)ϕM(m)b(k, ℓ,m)
× χ(2j(|k| − |ℓ| − |m|)) dℓdmdk.
(8.59)
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Without loss of generality, by symmetry we may assume |ℓ| ≥ |m| (or L ≥ M). In view of
−j ≤ max(K,L) − 10 and the fact that χ is Schwartz, we may also assume |K − L| ≤ 5,
for otherwise the kernel is a regular one and the desired bound follows more easily. We
also set b ≡ 1 for convenience; it will be clear to the reader what minor modification in the
arguments are needed for a general b satisfying the assumptions in the statement.
Given a parameter λ, we introduce an angular partition of unity of S2 adapted to polar
caps of aperture λ. We consider a family Eλ of unit vectors {ei}i=1,...N , N ≈ λ−2, uniformly
spaced, and associated cutoffs
qe,λ(k) :=
1∑
e′ ϕ≤0
(∣∣ k
|k|
− e′∣∣2 1
λ2
)ϕ≤0(∣∣ k|k| − e∣∣2 1λ2 ), e ∈ Eλ
and projections given by
Q̂e,λf(k) := qe,λ(k)f̂(k).
Let
λB := 2
−j/22−B/2 (8.60)
for B = L,M or K, and define Eλ,L,M,K := EλK × EλL × EλM . We write
〈Bj [1](g, h)(x), f〉 =
∑
(e0,e1,e2)∈Eλ,L,M,K
〈Bj,e0,e1,e2
(
Qe1,5λLg,Qe2,5λMh
)
(x), Qe0,5λKf〉 (8.61)
where
〈Bj,e0,e1,e2(f1, f2), f0〉 =
∫∫∫
R3x×R
3
y×R
3
z
Ae0,e1,e2(x, y, z) f0(x)f1(y)f2(z) dxdydz,
Ae0,e1,e2(x, y, z) :=
∫∫∫
R3k×R
3
ℓ×R
3
m
eix·ke−iy·ℓe−iz·mϕK(k)ϕL(ℓ)ϕM(m)
× qe0,λK (k)qe1,λL(ℓ)qe2,λM (m)χ(2j(|k| − |ℓ| − |m|)) dℓdmdk.
(8.62)
Note that there are ≈ λ−2M ·λ−2K elements in the sum over the parameters e0, e2, and therefore∣∣〈Bj [1](g, h)(x), f〉∣∣ . 22j2K+M
× sup
e0∈EλK , e2∈EλM
∑
e1∈EλL
∣∣〈Bj,e0,e1,e2(Qe1,5λLg,Qe2,5λMh)(x), Qe0,5λKf〉∣∣
(8.63)
We thus fix e0, e2 and claim that it suffices to prove that the kernel satisfies∣∣Ae0,e1,e2(x, y, z)∣∣ . 2−j+L(1 + 2−j+L|x− y|2)2 2−j+M(1 + 2−j+M |x− z|2)2
· 2
L
1 + (2Le1 · (x− y))2
2M
1 + (2Me2 · (x− z))2 · 2
−3j .
(8.64)
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Let us assume (8.64) and show how it implies the desired conclusions. Up to rotating the
variables k (and x) in (8.62) we may assume that e0 = e1. Then we estimate∣∣〈Bj,e1,e1,e2(Qe1,5λg,Qe2,5λh)(x), Qe1,5λf〉∣∣
. 2−3j
∫∫∫
R3x×R
3
y×R
3
z
∣∣Qe1,5λf(x)∣∣∣∣Qe1,5λg(y + x)∣∣∣∣Qe2,5λh(z + x)∣∣
× 2
−j+L
(1 + 2−j+L|y|2)2
2−j+M
(1 + 2−j+M |z|2)2
2L
1 + (2Le1 · y)2
2M
1 + (2Me2 · z)2 dxdydz
. 2−3j
∥∥Qe1,5λf∥∥L2∥∥Qe1,5λg∥∥Lp∥∥Qe2,5λh∥∥Lq ,
for 1/p + 1/q = 1/2. Summing over e1 ∈ Eλ, using Cauchy-Schwartz and orthogonality, we
have ∑
e1∈Eλ
∣∣〈Bj,e1,e1,e2(Qe1,5λg,Qe2,5λh)(x), Qe1,5λf〉∣∣
. 2−3j
[ ∑
e∈Eλ
∥∥Qe,5λf∥∥2L2]1/2[ ∑
e∈Eλ
∥∥Qe,5λg∥∥2L2]1/2‖h‖L∞
. 2−3j · ‖f‖L2‖g‖L2‖h‖L∞ .
Together with (8.63) which gives a 22j2L+M factor we obtain (8.57). For (8.58) we only need
to slightly modify the last estimate above using∑
e1∈Eλ
∥∥Qe1,5λf∥∥L2∥∥Qe1,5λg∥∥Lp∥∥Qe2,5λh∥∥Lq
.
[ ∑
e∈Eλ
∥∥Qe,5λKf∥∥2L2]1/2[ ∑
e∈Eλ
∥∥Qe,5λLg∥∥2Lp]1/2‖h‖Lq
. ‖f‖L2
∥∥g∥∥
Lp
∣∣EλL∣∣1/2‖h‖Lq . 2j/22L/2 · ‖f‖L2‖g‖Lp‖h‖Lq .
Proof of (8.64). Rotating k and m, we may assume e0 = e1 = e2. Changing variables
k 7→ k + ℓ+m, it suffices to look at
Ae1,e1,e1(x, Y, Z) =
∫∫∫
R3k×R
3
ℓ×R
3
m
eix·ke−iY ·ℓe−iZ·mϕK(k + ℓ+m)ϕL(ℓ)ϕM(m)
× qe1,λK (k + ℓ+m)qe1,λL(ℓ)qe1,λM (m)χ(2j(|k + ℓ+m| − |ℓ| − |m|)) dℓdmdk
(8.65)
and prove ∣∣Ae1,e1,e1(x, Y, Z)∣∣ . 2−j+L(1 + 2−j+LY 2)2 2−j+M(1 + 2−j+MZ2)2
× 2
L
1 + (2Le1 · Y )2
2M
1 + (2Me1 · Z)2 · 2
−3j.
(8.66)
The idea is to integrate by parts using the vectorfields 2−j∆ℓ and 2
−j∆m as well as the
scaling vectorfields ℓ ·∇ℓ and m ·∇m, taking advantage of the fact that the three frequencies
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ℓ,m and k + ℓ+m are essentially aligned. Observe that∣∣∣2−j∆ℓ[qe1,λK(k + ℓ+m)qe1,λL(ℓ)χ(2j(|k + ℓ+m| − |ℓ| − |m|))]∣∣∣
. 2−j2−2Kλ−2K + 2
−j2−2Lλ−2L + 2
j(λ2K + λ
2
L)
≈ 2−L,
(8.67)
having used that, on the support of the integral,
|(k + ℓ+m)i/|k + ℓ+m| − ℓi/|ℓ|| . λK + λL
and that −j/2 ≤ K,L. A similar estimate holds replacing ℓ by m and L by M .
We also have
ℓ · ∇ℓ qe1,λL(ℓ) = 0,∣∣∣ℓ · ∇ℓ[qe1,λK (k + ℓ+m)χ(2j(|k + ℓ+m| − |ℓ| − |m|))]∣∣∣ . 1, (8.68)
with similar estimates for m · ∇m. To see this last inequality, recall the definition qe,λ and
calculate
ℓ · ∇ℓ (k + ℓ+m)a|k + ℓ+m| = ℓ
i δia
|k + ℓ+m| − ℓ
i (k + ℓ+m)a(k + ℓ+m)i
|k + ℓ+m|3
=
ℓa
|k + ℓ+m| −
ℓiℓaℓi
|k + ℓ+m||ℓ|2 +O
(
(λK + λL) · 2L−K
)
,
Therefore ∣∣ℓ · ∇ℓqe1,λK (k + ℓ+m)∣∣ . 1 + λLλ−1K ≈ 1.
Similarly, we calculate
ℓ · ∇ℓ(|k + ℓ+m| − |ℓ| − |m|) = |ℓ|
[ ℓ
|ℓ| ·
k + ℓ+m
|k + ℓ+m| − 1
]
=
= O(2L) sin2∠(k + ℓ +m, ℓ) = O
(
2L(λK + λL)
2
)
= O(λK),
and see that
|ℓ · ∇ℓχ(2j(|k + ℓ+m| − |ℓ| − |m|)| . 2j · 2L(λK + λL)2 ≈ 1.
Using integration by parts through the identities (1−2−j2L∆ℓ)eiY ·ℓ = (1+2−j+L|Y |2)eiY ·ℓ
and [1 − (2Le1 · ∇ℓ)2]eiY ·ℓ = [1 + (2Le1 · Y )2]eiY ·ℓ (and similarly for eiZ·m) together with
(8.67)-(8.68), we obtain∣∣Ae1,e1,e1(x, Y, Z)∣∣ . 1(1 + 2−j+L|Y |2)2 1(1 + 2−j+M |Z|2)2 11 + (2Le1 · Y )2 11 + (2Me1 · Z)2
×
∫∫∫
R3k×R
3
ℓ×R
3
m
ϕK(k + ℓ+m)ϕL(ℓ)ϕM(m)qe1,λ(k + ℓ+m)qe1,λ(ℓ)qe1,λ(m)
×χ(2j(|k + ℓ+m| − |ℓ| − |m|)) dℓdmdk.
(8.69)
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We then notice that, at fixed ℓ and m, the integral over k is taken over a region where
|k| . 2−j, since ∣∣|ℓ|+ |m| − |ℓ+m|∣∣ = O((λM + λL)22M) . 2−j,∣∣|k + ℓ+m| − |ℓ+m| − |k|∣∣ = O((λL + λK)2)2K) . 2−j.
Finally, since the integrals in ℓ and m contribute the volumes of integration λ2L2
3L = 2−j22L
and λ2M2
3M = 2−j22M respectively, we arrive at (8.66). 
Proof of Theorems 8.3 and 8.4. The proof of Theorem 8.3 follows from the structural Propo-
sitions 8.1 and 8.2 and Lemma 8.5. We can use the same arguments as those in Subsections
6.3 and 6.4; note that, actually, the situation here is substantially better since (8.4) and (8.37)
do not contain any singular contribution like ν0 in (5.10)-(5.12); moreover, the summations
in (8.5) and (8.38) have coefficients uniformly bounded in J , unlike (5.13). 
8.3. Analysis of µ3: structure and bilinear estimates. Recall the definition
µ3(k, ℓ,m) =
∫
ei(−|k|+|ℓ|+|m|)|x|
|x|3 ψ1(x, k)ψ1(x, ℓ)ψ1(x,m) dx. (8.70)
We have the following analogues of Propositions 5.1 and 8.1:
Proposition 8.6 (Structure of µ3). Let µ3 be defined as in (8.70) with ψ1 defined by (3.21).
Fix an integer N2 ∈ [10, N1/4]. Let k, ℓ,m ∈ R3 with |k| ≈ 2K , |ℓ| ≈ 2L and |m| ≈ 2M , and
assume that K,L,M ≤ A for some A > 0. Then we can write
µ3(k, ℓ,m) = µ3,0(k, ℓ,m) + µ3,R(k, ℓ,m), (8.71)
where:
(1) The leading order has the form
µ3,0(k, ℓ,m) =
N2∑
i=0
∑
J∈Z
bi,J(k, ℓ,m) ·Ki
(
2J(|k| − |ℓ| − |m|)) (8.72)
with Ki ∈ S, and∣∣ϕK(k)ϕL(ℓ)ϕM(m)∇ak∇αℓ∇βmbi,J(k, ℓ,m)∣∣
. max(1, 2−(|a|−1)K)max(1, 2−(|α|−1)L)max(1, 2−(|β|−1)M)1{|K−max(L,M)|<5}
(8.73)
for all K,L,M ≤ A, and |a|+ |α|+ |β| ≤ N2/2.
(2) The remainder term satisfies∣∣∇ak∇αℓ∇βmµ3,R(k, ℓ,m)∣∣ . max(1, 2−(|a|−1)K)max(1, 2−(|α|−1)L)
·max(1, 2−(|β|−1)M) · 24A(|a|+|α|+|β|+1) (8.74)
for all K,L,M ≤ A and |a|+ |α|+ |β| ≤ N2/2.
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Proof. Notice how (8.70) is easier to treat than µ1 and µ2 since the exponential factor is just
a radial function and there is no need to apply stationary phase arguments on the sphere.
We let µ3 = µ
+
3 + µ
−
3 , where
µ+3 (k, ℓ,m) :=
∑
J∈[4A,∞)∩Z
µ3,J(k, ℓ,m), µ
−
3 (k, ℓ,m) :=
∑
J∈[0,4A)∩Z
µ3,J(k, ℓ,m),
µ3,J(k, ℓ,m) :=
∫ ∞
0
ei(−|k|+|ℓ|+|m|)r
(∫
S2
ψ1(rω, k)ψ1(rω, ℓ)ψ1(rω,m) dω
)
ϕ
(0)
J (r)r
−1 dr.
To isolate the leading order µ3,0(k, ℓ,m) within µ
+
3 , we expand the three ψ1 functions in
negative powers of r through Lemma 3.4, writing, according to (3.34),
ψ1 = ψN2 +RN2 .
All the contributions that do not contain a reminder term RN2 , give rise to linear combina-
tions of terms of the form
〈k〉j1〈ℓ〉j2〈m〉j3
∫ ∞
0
ei(−|k|+|ℓ|+|m|)r
(∫
S2
gj1(ω, k)gj2(ω, ℓ)gj3(ω,m) dω
)
r−j1−j2−j3−1ϕ(r2−J) dr
=
(∫
S2
gj1(ω, k)gj2(ω, ℓ)gj3(ω,m) dω
)〈k〉j1〈ℓ〉j2〈m〉j3
2J(j1+j2+j3)
· χ(2J(|k| − |ℓ| − |m|))
(8.75)
where gji ∈ GN1−ji and χ = χj1+j2+j3 = F(r−j1−j2−j3−1ϕ) is a Schwartz function. We then
let
bi(k, ℓ,m) =
∑
j1+j2+j3=i
〈k〉j1〈ℓ〉j2〈m〉j3
2J(j1+j2+j3)
∫
S2
gj1(ω, k)gj2(ω, ℓ)gj3(ω,m) dω (8.76)
for i = 0, . . . , N2, recall that K,L,M ≤ A ≤ J/4, and use the estimate (3.36) for the gj
factors, to obtain (8.72) and (8.73). All the terms of the form (8.75) with j1 + j2 + j3 >
N2 can be absorbed into the remainder terms, since the losses of 2
J factors coming from
differentiating χ can be compensated by the factor 2−J(j1+j2+j3).
The other terms remaining in µ+3 are those containing at least an RN2(x, ·) function, such
as ∫
ei(−|k|+|ℓ|+|m|)|x|
|x|3 RN2(x, k)ψ1(x, ℓ)ψ1(x,m)ϕ(2
−Jx) dx, (8.77)
and similar terms obtained by exchanging the role of the frequencies, or putting ψN2 instead
of ψ1. Using the estimate for RN2 in (3.37), and the estimates for ψ1 in (3.22), we can directly
see that (8.77) satisfies the bounds (8.74).
Finally, we look at µ−3 . The estimate for a = α = β = 0 is obvious since |µ3,J | . 1. The
estimates with derivatives follow directly from the estimates (3.22) for ψ1 and the bound
|∇ρqeir|q|| . 24A(24A(|ρ|−1) + |q|−|ρ|+1), which holds for |r| . 24A. 
Using Proposition 8.6 and Lemma 8.5 we can obtain:
Theorem 8.7 (Bilinear bounds for µ3). Let T [µ3; b] be the operator defined according to
the notation (8.41), with b satisfying the same assumptions in Theorem 8.3. Then, with the
same assumptions and notation of Theorem 8.3, we have∥∥T [µ3; b](g, h)∥∥Lr . ∥∥ĝ∥∥Lp∥∥ĥ∥∥Lq · 2C0A. (8.78)
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Moreover, T [µ3; b] satisfies the same estimates satisfied by ν
1
2 in Theorem 8.4, namely,
the bound (8.47) for T [Xa−µ3; b], the bound (8.50) for T [Y
a
+µ3; b], and the bound (8.53) for
T [∇aℓ,m(χ−µ3); b].
The proof Theorem 8.7 is essentially the same of Theorem 8.3, so we can skip it.
9. Weighted estimates for lower order terms
In this last section we establish a priori nonlinear estimate for the components of Duhamel’s
formula involving µ2 and µ3, that is D2 and D3 as defined by (8.1)-(8.3); at the end we also
discuss the estimates for D0. We want to show that, under the a priori assumptions (2.23),
‖∂kDi(t)‖L2k . ε
2
1, i = 0, 2, 3, (9.1)
and
‖∂2kDi(t)‖L2k . ε
2
1〈t〉1/2+δ, i = 0, 2, 3. (9.2)
In view of the bilinear bounds from Theorems (8.3) and (8.7), to treat D2 and D3 we can
use arguments similar to those we have used in Section 7 for the leading order term D1. It
also suffices to highlight the key steps for D2.
9.1. Estimates for D2. We write
D2(t)(f, f) = D2,1(t)(f, f) +D2,2(t)(f, f)
D12(t)(f, f) :=
∫ t
0
∫∫
eisΦ(k,ℓ,m)f˜(s, ℓ)f˜(s,m) ν12(k, ℓ,m) dℓdm ds, (9.3)
D22(t)(f, f) := 2
∫ t
0
∫∫
eisΦ(k,ℓ,m)f˜(s, ℓ)f˜(s,m) ν22(k, ℓ,m) dℓdm ds, (9.4)
Φ(k, ℓ,m) := −|k|2 + |ℓ|2 + |m|2.
9.1.1. Estimates for (9.3). Proposition 8.1 and Theorem 8.4 show that ν12(k, ℓ,m) is regular
in the direction ∂|ℓ| − ∂|m|. We then let X1 := (1/2)(∂|ℓ| − ∂|m|) and calculate
(|ℓ| − |m|)X1Φ = (|ℓ| − |m|)2 = Φ + |k|2 − 2|m||ℓ|
= Φ+ |ℓ|2 + |m|2 + (|k| − |ℓ| − |m|)(|k|+ |ℓ|+ |m|) (9.5)
This identity allows us to integrate by parts in (9.4) close to the singularity of the kernel
when ||k| − |ℓ| − |m|| ≪ |ℓ|+ |m| ≈ |k| using
1
c1(k, ℓ,m)
( 1
is
(|ℓ| − |m|)X1 + i∂s
)
eisΦ(k,ℓ,m) = eisΦ(k,ℓ,m),
c1(k, ℓ,m) := |k|2 − 2|ℓ||m|,
(9.6)
which is analogous to (7.20) with the estimates (7.21) replaced by∣∣∇ak∇αℓ∇αℓ∇βm 1c1(ℓ,m) ∣∣ . 1|ℓ|2 + |m|2 + |k|2 |k|−|a||ℓ|−|α||m|−|β|. (9.7)
We can then proceed similarly to in 7.1.3 after observing that: (1) the factor |∇kΦ| = |2k| ≈
|ℓ|+ |m| can be used to cancel part of the mild singularities introduced by the 1/c1 factors,
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and (2) ∂kν
1
2 can be handled through the estimates of part (ii) in Theorem 8.4 using the
vectorfield Y+, similarly to how this was handled in 7.3.1 using Y
′.
Next, we look at the region away from the singularity, that is, we analyze (9.3) after
inserting the cutoff χ+ defined in (8.52). Recall that, without loss of generality, we may
assume |ℓ| ≥ |m|, and note that if |k| 6≈ |ℓ| then |Φ| & max(|k|2, |ℓ|2), with 1/Φ a nice
symbol; then integration by parts in time suffices. For |k| ≈ |ℓ| & 〈s〉−1/2+, instead we can
integrate by parts in ∇ℓ using
eisΦ =
1
2is
ℓ
|ℓ|2 · ∇ℓe
isΦ. (9.8)
With the Ho¨lder estimates in part (iii) of Theorem 8.4, and using that ∂kiΦ ℓ/|ℓ|2 is a bounded
admissible symbol, we can close our estimates. When instead |k| ≈ |ℓ| . 〈s〉−1/2+ we can
use an L6− × L3 bound, and the smallness of |∂kiΦ| . |k| to obtain the bound (9.2) for D12.
9.1.2. Estimates for (9.4). Recall that we split ν22 = ν
2
2,+ + ν
2
2,− + ν2,R; see Proposition 8.1.
It suffices to treat the leading orders ν22,+ and ν
2
2,−.
The case of ν22,−. When we consider ν
2
2,− the singularity is relative to |ℓ| + |m| − |k|, see
(8.38), and we would like proceed as in the case of ν12 above. We need however to be more
careful to treat some of the terms coming from the integration by parts using (9.6) because
of the less effective bilinear estimates that involve derivatives of ν22,−, see (8.48) and (8.51),
compared to those for derivatives of ν12 , see (6.16) and (6.26).
More precisely, let us look at D22,−, defined in the natural way similarly to (9.4). Applying
∂2k to it, using (9.6) to integrate by parts, and X1 = −(1/2)X−, see (8.46), gives
‖D22,−(t)‖L2k . ‖A1(t)‖L2k + ‖A2(t)‖L2k + ‖A3(t)‖L2k + · · · (9.9)
with
A1(t)(f, f) :=
∫ t
0
∫∫
eisΦ(k,ℓ,m) b(k, ℓ,m) ∂|ℓ|f˜(s, ℓ)f˜(s,m)X−ν
2
2,−(k, ℓ,m) dℓdm ds, (9.10)
A2(t)(f, f) :=
∫ t
0
∫∫
eisΦ(k,ℓ,m) b(k, ℓ,m) f˜(s, ℓ) ∂|m|f˜(s,m)X−ν
2
2,−(k, ℓ,m) dℓdm ds, (9.11)
A3(t)(f, f) :=
∫ t
0
∫∫
eisΦ(k,ℓ,m) b(k, ℓ,m) f˜(s, ℓ)f˜(s,m)X2−ν
2
2,−(k, ℓ,m) dℓdm ds, (9.12)
where
b(k, ℓ,m) :=
|k|2(|ℓ| − |m|)2
c21(k, ℓ,m)
.
The ‘· · · ’ in (9.9) are terms easier to bound or similar to the ones obtained when dealing
with D12 and D1 before. Note how we have included in the ‘· · · ’ also bilinear terms with
kernel measure Y 2+ν
2
2,−, that are coming from ∂k hitting ν
2
2,−; comparing the estimates (8.51)
and (8.48) we see that these are not worse than (9.10)-(9.12). Moreover, note that ‘· · · ’ do
not contain terms with a measure Y+X−ν
2
2,−.
Since b is an admissible symbol, we may disregard it in what follows and just assume b ≡ 1
for convenience. We may also assume that the integrals (9.10)-(9.12) are localized as usual
to |k| ≈ 2K , |ℓ| ≈ 2L, |m| ≈ 2M and s ≈ 2S (omitting some of these localization for lighter
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notation) and show a slightly stronger bound than (9.2) with a δ− factor instead of δ. Let
us also assume that L ≤M , the other case being similar.
With the same notation of Theorem 8.3 we write
‖A1(t)(f, f)‖L2k .
∫ t
0
∥∥PKT [X−ν22,−, b](eis|k|2∂|k|f˜(s), F˜u(s))∥∥L2 τS(s)ds.
Applying (8.48), followed by Bernstein, together with the a priori decay bound (4.7), we
obtain
‖A1(t)(f, f)‖L2k .
∫ t
0
‖P∼LF̂eis|k|2∂kf˜(s)‖L6‖F̂ u˜(s)‖L3− · 2−L · 2(C0+13)A τS(s)ds
.
∫ t
0
‖P∼LF̂eis|k|2∂kf˜(s)‖L2 · ε2−S/2 · 2(C0+14)A τS(s)ds
. ε22S/2+δ−
having used 2A ≤ 2δNS with (C0 + 14)δN < δ.
The term (9.11) is estimated using again (8.48), and then Bernstein followed by (4.7) on
the same input function:
‖A2(t)(f, f)‖L2k .
∫ t
0
‖P∼LF̂ u˜(s)‖L∞−‖F̂eis|k|
2
∂kf˜(s)‖L2 · 2−L · 2(C0+13)A τS(s)ds
.
∫ t
0
‖P∼LF̂ u˜(s)‖L3− · ε · 2(C0+13)A τS(s)ds
.
∫ t
0
ε2−S/2 · ε · 2(C0+14)A τS(s)ds . ε22S/2+δ−.
The last term can be bounded using (8.48), Hardy’s inequality 2−L‖P∼Lg‖L2 . ‖∂ℓF̂−1g‖L2
and the usual a priori bounds:
‖A3(t)(f, f)‖L2k .
∫ t
0
‖P∼LF̂ u˜(s)‖L6‖F̂ u˜(s)‖L3− · 2−2L · 2(C0+13)A τS(s)ds
.
∫ t
0
2−L‖P∼LF̂ u˜(s)‖L2 · ε2−S/2 · 2(C0+14)A τS(s)ds
. ε22S/2+δ−.
The case of ν22,+. Finally, we consider ν
2
2,+ whose kernel is singular relative to −|ℓ|+ |m|−|k|.
We observe that the following analogue of (9.5) holds: let the “good direction” be X2 :=
(1/2)(∂|ℓ| + ∂|m|), then
1
2
(|ℓ|+ |m|)X2Φ = Φ+ |k|2 + 2|ℓ||m|
= Φ+ |ℓ|2 + |m|2 + (|k|+ |ℓ| − |m|)(|k| − (|ℓ| − |m|)). (9.13)
This gives us an identity as in (9.6) with the slightly different coefficient c2(k, ℓ,m) :=
|k|2+2|ℓ||m|, which still satisfies proper symbol estimates as in (9.7) in the region ||k|+ |ℓ|−
|m|| ≪ |m| ≈ |k|+ |ℓ|. We may again assume |k| . max(|ℓ|, |m|) for otherwise integration by
parts in s suffices; then, the factor ∇kΦ = 2k which appears when we differentiate in k the
exponential eisΦ, can again be used to cancel part of the singularities introduced by factors
of 1/c2 ≈ max(|ℓ|, |m|)−2. This takes care of the singular region.
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In the region away from the singularity of ν22,+, when ||k|+ |ℓ| − |m|| & max(|m|, |k|+ |ℓ|),
we can proceed exactly as in the case of ν12 above, relying on (9.8) with m instead of ℓ, and
the bilinear estimate (8.53) of Theorem 8.4.
9.2. Nonlinear Estimates for D0. At last, we discuss how to estimate the nonlinear term
D0 corresponding to the δ interaction in the expansion (5.1) of µ. This is the nonlinearity
in the “flat” equation, that is, (1.7) with V = 0, which has been treated in the works [20]
and [13]. We want to show that, under the a a priori assumptions (2.23),
‖∂kD0(t)‖L2k + 〈t〉
−1/2−δ‖∂2kD2(t)‖L2k . ε
2
1. (9.14)
These bounds are obviously easier than those for the other terms we have analyzed. How-
ever, we cannot directly utilize the bounds of [20] and [13] because of the different functional
spaces we are considering here, and, more precisely, the different time decay rate of our
solution (which is weaker) and time growth rates of our norms. Nevertheless, bounds for D0
follow from simple adaptations of the arguments in Section 7, so we just give a sketch of the
proof.
Let us look at the bounds for the highest weighted norm. Applying ∆2k to the expression
for D0 in (5.7) gives the term∫ t
0
∫∫
4s2|ℓ|2 eisΦ(k,ℓ)f˜(s, ℓ)f˜(s, k − ℓ) dℓ ds,
Φ(k, ℓ) := −|k|2 + |ℓ|2 + |k − ℓ|2 = −2k · ℓ+ 2|ℓ|2,
(9.15)
up to simpler terms where the derivatives hit the profile f˜ . We notice that (3ℓ− k) · ∇ℓΦ =
2(|ℓ|2 + |k|2) + 5Φ, and therefore
eisΦ(k,ℓ) =
1
2(|ℓ|2 + |k|2)
( 1
is
(3ℓ− k) · ∇ℓ + 5i∂s
)
eisΦ(k,ℓ). (9.16)
This identity plays the same role as the identity (7.20) or (9.6) and allows us to integrate
by parts in ℓ or s. With this, the proof can proceed as for the term (7.45) in 7.2.2, with the
distribution ν1 substituted by a delta measure. We first integrate by parts to obtain terms
similar to (7.48)-(7.58) and then estimate all these through standard product estimate of
Coifman-Meyer type (see for example Proposition (4.5)) in place of the bilinear estimates
for ν1.
This concludes the proof of the a priori bounds (9.1)-(9.2) and gives us the main Propo-
sition 2.1 which implies Theorem 1.1.
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