Abstract. It seems likely that improvements in arithmetic speed will continue to outpace advances in communications bandwidth. Furthermore, as more and more problems are working on huge datasets, it is becoming increasingly likely that data will be distributed across many processors because one processor does not have su cient storage capacity. For these reasons, we propose that an inexact DFT such as an approximate matrix-vector approach based on singular values or a variation of the Dutt{Rokhlin fast-multipole-based algorithm may outperform any exact parallel FFT. The speedup may be as large as a factor of three in situations where FFT run time is dominated by communication. For the multipole idea we further propose that a method of \virtual charges" may improve accuracy, and we provide an analysis of the singular values that are needed for the approximate matrix-vector approaches.
1. Introduction. In future high-performance parallel computers, improvements in oating-point performance are likely to continue to outpace improvements in communication bandwidth. Therefore important algorithms for the future may trade o arithmetic for reduced communication. Indeed, with the increasing popularity of networks of workstations and clusters of symmetric multiprocessors, even on present machines it may be worthwhile to make this tradeo .
Traditional research into algorithmic design for the Fast Fourier Transform focuses on memory and cache management and organization. All such algorithms are in e ect variations of the original algorithm of Cooley and Tukey 7] . A few important variants are the Stockham framework 6], which reorders data at each step, the Bailey method 4], which minimizes the number of passes through external data sets, Swarztrauber's method 19] for hypercubes and vector supercomputers, and the recent algorithm by Cormen and Nicol 8] which reorganizes data for out-of-core algorithms. Many other important references may be found in Van Loan 20] . In this paper, we believe that we are rst to propose a parallel Fourier transform algorithm that would not be exact in the absence of roundo error.
In our distributed-memory model, we assume that the input vector is stored in natural order, with each processor holding a contiguous portion of the data. The output vector should be distributed the same way. In this model, the standard approach to the parallel FFT is known as the \six-step framework" 20, pages 173{174], consisting of: (1) a global bit reversal or shu e, (2) local FFTs, (3) a global transpose, (4) multiplication by twiddle factors, (5) reversal. The global shu es in steps (1) and (6) each require an amount of communication equivalent to the transpose in step (3). They may be saved if the order is not important. The communication pattern is as indicated in Figure 1 , which is based on Gupta et al. 15] . This paper presents a method which can save up to a factor of three in communication cost, by using an approximate algorithm that essentially combines the three global transposes into one. Accuracy can be extended to full machine precision with negligible e ect on communication complexity.
The paper is organized as follows. Section 2 contains a mathematical discussion of the singular value ideas that explain \why" a reduction in communication is possible. Section 3 introduces a matrix-vector multiply algorithm that uses an o -line singular value analysis. Section 4 introduces our parallel fast multipole algorithm, an equispaced variation of the non-equispaced Fourier transform proposed by Dutt and Rokhlin 10] . Section 5 discusses the results of numerical experiments.
The main contributions of this work are: the proposal that these algorithms in the parallel context may in fact be faster than the traditional algorithms; a mathematical analysis of why these methods work in terms of singular values and their connection to the prolate matrix; a portable prototype MPI code that demonstrates the accuracy of the algorithm; an improvement of the Dutt{Rokhlin algorithm that our experiments show often yields two additional digits of accuracy in the equispaced case. We conclude the introduction by pointing out an interesting fact about all exact Fourier transforms that became clear to one of us while he was working at Thinking THE FUTURE FAST FOURIER TRANSFORM?   3 Machines Corporation. The fast Fourier transform always starts with long-distance butter y moves. To be precise, assuming the data is stored in standard (serial) order, and needs to end up that way (often this can be avoided!), then to perform the rst set of butter ies, communication with long strides must occur. This is true no matter whether one uses decimation in time, decimation in frequency, or any inverse fast Fourier transform.
2. Mathematical Insights. In this section, we do not yet present our algorithms, but rather provide mathematical explanations as to why one expects that more communication-e cient algorithms may be found. The most important underlying critical idea is the notion of near-rank de ciency. The operators that represent the relationship between the input on one processor and the output on another processor are nearly rank-de cient. Therefore, as is well known to those who wish to compress images 3], this represents an opportunity to replace the operator with its more economical rank-de cient cousin, thereby gaining speedups on parallel supercomputers. We shall see later that the existence of a multipole algorithm is really a way of taking advantage of this fact.
One can mathematically press further and ask for an explanation of why we are lucky enough to be in this near-rank situation at all. The answer to such a question may be found in an understanding of the link between our linear operator and its continuous limiting form. Such an understanding is closely related to the mathematics of prolate functions which we shall explain in this section.
The DFT of x 2 C n is y = F n x, where If 1 p n F n is split into four blocks, then all four blocks di er from F nj2 by a diagonal unitary matrix, and hence they have the same singular values. Then the CS decomposition shows that the singular values must occur in sine-cosine pairs.
For any p, the singular values of F njp have an interesting property suggested by the plot in Figure 2 : a fraction 1=p of them are close to 1, and the rest are close to 0. This is a remarkable property of sections of the Fourier matrix. By contrast, if one takes a random unitary matrix (with Haar measure) and plots the singular values of a section, one nds that for p = 4 the singular values appear to be uniformly distributed on the interval (0; p 3=2), as shown in Figure 3 . A discussion of the behavior of singular values of a section with p 6 = 4 is beyond the scope of this paper. log(8mj sin( =p)j) + and = 0:5772156649 is the Euler-Mascheroni constant. Table 1 shows that approximation (5) is a good predictor of the eigenvalues of the prolate matrix, W p , which are also close to the eigenvalues of G njp .
These results on the eigenvalue distribution of the prolate matrix come from nding the asymptotics of discrete prolate spheroidal functions, which are solutions of a di erential equation with a di erential operator related to a tridiagonal matrix that commutes with the prolate matrix. A similar analysis may, in principle, be applicable to G njp . Gr unbaum 14] makes the rst step in this direction by nding a tridiagonal matrix that commutes with G njp .
3. Algorithm 1: A Matrix-Vector Algorithm. Given that the sections F njp are nearly rank-de cient, we may borrow an idea from image compression 3] and take a singular-value decomposition. Our rst algorithm for the DFT involves nothing more than matrix-vector multiplication by SVD matrices. In the equation y = F n x, if we write F n as p 2 3.1. Accuracy. Let e F n denote an approximation to F n obtained by replacing F njp in equation (6) by U k k V from approximation (7). Lemma 4. For all x 2 C n , kF n x ? e F n xk 2 =kF n xk 2 p(
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and for x 2 C n , kF n xk 2 = p nkxk 2 . Table 2 shows k, the number of signi cant singular values, that must be used with several choices of n and p in order to obtain selected values of relative accuracy. These results were computed on a Sun Ultra Enterprise 5000 with the SunSoft Performance Library. Table 2 Number of signi cant singular values required for given relative accuracy.
Size
Relative 1=p) scalars but uses only 5m lg n ops. The matrix-vector multiplication algorithm using the SVD saves as much as a factor of 3 in communication at the cost of greater arithmetic. In the next section, we show how a di erent algorithm using the fast multipole method can reduce the arithmetic but maintain this saving in communication. 4 . Algorithm 2: Fast Multipole Approach. The near-rank de ciency shown in x2, together with the understanding that the Fourier transform is a highly structured problem, leads to the suggestion that a multipole-based algorithm may be appropriate. The suggestion is subtle, for it is the converse that is really correct. It is well known that one can cluster charges or particles when evaluating potential elds far away. In the language of linear algebra, the linear operator that transforms charge or mass to faraway potentials is approximately low-rank. It is therefore intuitively reasonable to attempt to identify nearly low-rank matrices that arise from highly structured mathematical problems with the evaluation of some sort of potential eld. We shall see that commuting the so-called \twiddle factor" matrix through the \butter y" operations, leads to just this sort of identi cation. We use an alternative approach that avoids performing the distributed permutation directly. Instead, we combine steps 1 and 2, doing each of the p multiplications by C (s) matrices in parallel. In terms of total number of scalars sent, the communication requirements are reduced by nearly half. In the description of the algorithm below, each of the vectors v (s) , of length m, is distributed blockwise across the p processors, as are x and y, which are of length n. 1) fevaluated as local FFT of length m in Proc( )g 4.3. The Fast Multipole Method. The heart of Algorithm 2 consists of the distributed matrix multiplications of Step 2. We view each of these p ? 1 transformations as a mapping of m charges on a circle to values of the potential due to these charges, at points on the circle. The potential due to a charge of strength q, at a point separated from it by a clockwise arc subtended by an angle , is given by q cot( =2). Here the charges and potential evaluation points are both spaced equally along the circumference of the circle. In the s-th potential mapping, the charge locations and evaluation points are o set from each other by an arc of length 2 s=n.
Dutt and Rokhlin 10] showed how the non-equispaced Fourier transform can be computed using the FMM. In this article, we are restricted to an equispaced DFT but we use a di erent set of interpolating functions that o er greater accuracy in this restricted case. We also compute it in parallel, using the method of Greengard and Gropp 12] and Katzenelson 16] .
We divide the input, m particles, into 2 h boxes, each containing b = m=2 h particles. In the tree code for the 1-dimensional FMM, there will be h ? 1 levels in the tree. At level h, the lowest level, the number of boxes, 2 h , is not necessarily equal to the number of processors, p, but 2 h should be a multiple of p. The number of boxes at the lowest level is chosen so as to minimize the total amount of arithmetic to be performed. At higher levels, numbered h ? 1 l 2, the number of boxes at level l is 2 l , and each box is formed by combining two boxes at the level immediately below it. There are four boxes at the top level, level 2. The number of interpolation coe cients, t, must also be chosen high enough to obtain su cient accuracy. In general, t will depend on the size of the problem and the number of particles in each box. Finite machine precision, however, will also provide an upper limit on t beyond which improvements in accuracy are not obtained.
In the following code, we may assume that each box is in a separate processor, although the communication we are concerned about is that between boxes in di erent processors. Each box B is adjacent to two other boxes, labelled n1(B) and n2(B), and if B is below level 2 it has a parent labelled p(B). A box B at level 2 is opposite to a box labelled op(B).
The interaction list of box B is the set of boxes that are children of neighbors of For each box k at level l, the algorithm calculates l;k , a far-eld expansion containing t interpolation coe cients, representing the potential due to particles inside box k. The algorithm also calculates l;k , a local expansion containing t interpolation coe cients, representing the potential due to particles outside box k and its immediate neighbors.
Algorithm 3. Fast multipole potential solver (Dutt, Gu, Rokhlin) When using the virtual-charge approach, the shift and ip matrices in the multipole algorithm will depend on the level of the tree, but greater accuracy is obtained with the same number of coe cients.
Using the proof methods as Dutt and Rokhlin 10], one can show that the the relative error with the new interpolation functions is O((3=5) t ). This theoretical bound compares unfavorably with the error bound of O((1=5) t ) using Chebyshev polynomials. However, in practice, the virtual-charge approximation is found to be more accurate.
If e C (s) denotes an approximation to C (s) in equation (10) and e F n is the resulting approximation to F n from equation (9) Therefore the maximum relative 2-norm error in computation of F n x is max s fkC (s) ? e C (s) k 2 g; (13) which is plotted in Figure 5 for a problem of size n = 32768 with p = 4. These results were obtained by computing the matrix norms with a power method using Matlab, With both the Chebyshev polynomial and virtual-charge interpolation schemes, using an even number of coe cients, t, the error actually increases over using t ? 1 coe cients. Hence odd t is recommended. The authors have also found that when using double-precision arithmetic, accuracy is not improved for increasing t above 15, because of the e ects of roundo error. In fact, with t = 15 for virtual charges or t = 17 for Chebyshev, the computed maximum error for a problem of this size is less than the error of 3 10 ?13 that one obtains using random data in Matlab. 
Arithmetic Complexity. We rst analyze the arithmetic complexity of
Algorithm 3 by itself. The algorithm is based on multiplications of vectors of complex numbers by real matrices. To multiply a real matrix by a complex vector of length requires 4 ops. Here is a step-by-step analysis of the number of ops used by each processor in Algorithm 3.
1 Step 2. Here is a step-by-step analysis of the number of ops used by each processor in Algorithm 2. Step 2. Here is a step-by-step analysis of the maximum number of scalars sent by each processor in The total number of messages required to be sent from each processor is at most 2p + 5 lgp ? 8. 5. Experimental Results. We have implemented both our new algorithm and a conventional high-performance parallel FFT algorithm in order to assess the accuracy and performance of the new algorithm. We use our implementation to show below that the new algorithm is accurate and that it can outperform the performance of conventional FFT algorithms. Before we proceed to present our experimental results, we would like to state the precise goal of our performance experiments. The experiments are intended to show that the performance of the two algorithms is within a small factor of each other, and that the relative speed of the two algorithms is determined by the communication-tocomputation-rates ratio of the parallel computer on which they are executed. When the ratio is high, the conventional algorithm is faster. When the ratio is low, the new algorithm is faster.
Our experiments are not intended to show that either of our implementations is a state-of-the-art code that is better than other parallel FFT codes. We do believe, however, that if both implementations are improved to a state-of-the-art level, our new algorithm would still prove faster on machines with fast processors and relatively slow communication network.
5.1. Performance Results. This section compares the performance of our implementations of the new algorithm and a conventional high-performance FFT algorithm. Both algorithms are coded in Fortran 77. We use a publicly available FFT package, FFTPACK 18] , for performing local FFTs on individual processors, and the Message Passing Interface (MPI) for interprocessor communication. The software is portable and runs without modi cations on both the IBM SP2 scalable parallel computer and a cluster of Sun UltraSparc symmetric multiprocessors (SMPs).
The rst set of experiments were conducted on an IBM SP2 parallel computer 2]. The machine was con gured with so-called thin nodes with 128 Mbytes of main memory. Thin nodes have a 66.7 MHz POWER2 processor 22], 64 Kbytes 4-way set associative level-1 data-cache, no level-2 cache, and a 64-bit-wide main memory bus. They have smaller data paths between the cache and the oating-point units than all other POWER2-based SP2 nodes. The system software that we used includes the AIX version 4.1.3 operating system, Parallel Environment version 2.1 (this includes the message passing library), and the XLF version 3.2.5 Fortran compiler.
The computation-to-communication balance of the SP2 can be summarized as follows. The peak oating-point performance of POWER2-based nodes is 266 million operations per seconds (M ops), thanks to two oating-point functional units that can each execute a multiply-add operation in every cycle. While many dense matrix operations run on these nodes at close to peak performance 1], FFT codes run at lower rates. Large power-of-two one-dimensional FFTs from FFTPACK run at 20{ 30 M ops, and similar routines from IBM's Engineering and Scienti c Subroutine Table 3 A comparison of the performance of the two algorithms on an SP2 parallel computer using three communication mechanisms. The table compares the running time of a standard parallel FFT with the running time of the new approximate DFT algorithm. Running times are in seconds. The three communication mechanisms that were used are user-space communication over the HighPerformance Switch (US-HPS), internet protocol over the High-Performance Switch (IP-HPS), and internet protocol over Ethernet (IP-EN) . The last two rows give the minimum and maximum ratios of the timings reported in the table to what one would expect from the sum of Equations (16) Library (ESSL) run at 75{100 M ops. When the message passing libraries use the SP2's High-Performance Switch (a specialized interconnection network) using the socalled user-space communication protocol, which bypasses the operating system, the communication bandwidth they can achieve is at most 41 Mbytes per second per node. When the libraries use the High-Performance Switch using the internet protocol (IP), which does not bypass the operating system, the communication bandwidth is at most 13 Mbytes per second per node. When the libraries use IP over Ethernet rather than over the High-Performance switch, the bandwidth is even lower, 1:25 Mbytes per second for all the nodes combined. The running times that are reported here are averages of 10 runs. We ran each experiment 11 times, always discarding the rst run, which incurs various startup costs. We also discarded runs in which the running time was more than twice than the smallest running time for that experiment, which happened only once. We averaged the other 10 runs (9 in one case). The relative standard deviations were less than 3% when we used user-space communication over the High-Performance Switch, less than 9% when we used internet protocol over the High-Performance Switch, and less than 20% when we used internet protocol over Ethernet.
The results of our experiments are summarized in Table 3 . The results show that the conventional algorithm is faster when we use the two faster communication mechanisms, and that the new algorithm is faster with the slowest communication mechanism, IP over Ethernet. The absolute running times using Ethernet are very Table 4 A comparison of the performance of the two algorithms on an SP2 parallel computer. The communication software used the High-Performance Switch without operating system overhead (US-HPS). Mean times are reported in seconds. The total time is divided into three parts: T slow. Ethernet is also the only communication mechanism that does not allow additional processors to reduce the absolute running times, since it is a broadcast mechanism in which the total bandwidth does not grow with the number of processors. The High-Performance Switch allows additional processors to decrease the absolute running times of both algorithms. Table 3 also shows that the conventional algorithm is more sensitive to degradation in communication bandwidth. For example, on an FFT of 1048576 points on 4 processors, the running time of the conventional algorithm increased by 0:932 seconds when we switched from user-space to IP communication over the HPS, but the running time of the new algorithm increased by only 0:423 seconds. The relative increases are 36% and 8%, respectively. Table 4 describes the experiments with the best communication mechanism in more detail. The table shows that the conventional FFT achieves good speedups. The speedups for the largest problems on 2, 4, and 8 processors are 1.45, 2.66, and 4.77 respectively (where the speedup is de ned as p T t =T). The volume of communication and the time spent in communication in the new algorithm are smaller by a factor of 2{3 than the volume and time spent by the conventional algorithm. The part spent in computations other than local FFTs is much larger, however, in the new algorithm.
With a op rate of FR (in ops per second) and a communications bandwidth of BW (in bytes per second), the times we should expect for the the conventional parallel FFT are:
T tloc = (5 n p lg n)=FR (16) T arith = (6 n p )=FR (17) T comm = 3 n p (1 ? 1 p )] (16 bytes)=BW (18) The last two rows of Table 4 show the minimum and maximum ratio of the actual times recorded to the times expected with FR = 266 M ops/sec and BW = 41 Mbytes/sec.
For the new parallel approximate DFT, Equations (14) and (15) 
As with the conventional parallel FFT, the last two rows of Table 4 show the minimum and maximum ratios of actual to expected times with FR = 266 M ops/sec and BW = 41 Mbytes/sec. We have also conducted experiments on a cluster of nine Sun Ultra Enterprise 5000 servers connected by an Ethernet switch. These servers use UltraSPARC processors with a peak oating-point performance of 333 M ops. Although each server contains eight UltraSPARC processors, our experiments used only one processor per server. The maximum observed bandwidth of the Ethernet switch was approximately 1:25 Mbytes/second for all nodes. Table 5 summarizes the results of our experiments on the Sun Ultra cluster. As on the SP2, we ran each experiment 11 times, discarding the rst run, and averaged the other 10 runs. Relative standard deviations for the arithmetic portions were less than 15% in all but four cases, which ran as high as 30%. Because of uctuations in tra c on the cluster, relative standard deviations in communication time were as high as 53%.
Extrapolation to Other Machines. Our results have shown that when
we use Ethernet as an interconnect for SP2 nodes or UltraSPARC processor servers, our new algorithm outperforms a conventional FFT. While Ethernet cannot be considered an appropriate communication medium for high-performance scienti c computing, high-performance machines with similar communication-to-computation-rates ratio do exist and are likely to be popular platforms in the future. Equations (16){ (21) show that the cuto ratio is 0.036 bytes/ op.
Let us consider a cluster of symmetric multiprocessors connected with a fast commodity network. Such a con guration might consist, for example, of several Sun Ultra Enterprise servers using 8 UltraSparc processors each, connected by an ATM switch. The peak oating-point performance of each node (if all processors are used) is about 2.5 G ops. Measurements made by Bobby Blumofe with Sun Sparc workstations connected by a Fore ATM switch have shown that the application-to-application communication bandwidth of the switch is about 5 Mbytes per second per node in one direction (the nominal peak bandwidth of this network is 155 Mbits per second). Even if the network can support 5 Mbytes/sec in both directions, the communicationto-computation-rates ratio is only 0:002 bytes/ op. Since the new algorithm outperformed the conventional FFT by a large margin even on two processors on the SP2, when the ratio is 0:0022 bytes/ op, it seems safe to predict that the new algorithm would outperform a conventional FFT on the above-mentioned clusters whose ratios are even lower.
If we assume that tuning both algorithms would improve the performance of their local computations by a factor of 3, say, then the new algorithm would outperform a conventional FFT even if the networks of the clusters improved by a similar factor. This assumption is supported by the fact that a tuned high-performance local FFT routine (in ESSL) is about 3:75 times faster than the publicly available package that we used (FFTPACK). ter have shown that when the communication-to-computation-rates ratio is low, the new algorithm outperforms a conventional parallel FFT by more than a factor of 2. Quantitative performance extrapolation indicates that the new algorithm would also be faster on state-of-the art clusters of symmetric multiprocessors.
The new algorithm is faster when communication dominates the running time of conventional parallel FFTs. When communication is so expensive, both conventional and the new algorithms are not likely to be very e cient when compared to a uniprocessor FFT. That is, their speedups are likely to be modest. There are at least two reasons to believe that the new algorithm would prove itself useful even when speedups are modest. First, in many applications the main motivation to use parallel machines is the availability of large memories, and not necessarily parallel speedups. In other words, it may be necessary to compute FFTs on multiple nodes because the data does not t within the main memory of one node. Second, an FFT with a small or no speedup can be a part of a larger application which exhibits a good overall speedup. The application might include, for example, FFTs as well as grid computations, which require less communication per oating-point operation than the FFTs. In both cases, accelerating the parallel FFTs contributes to the performance of the application, whereas switching to a single-node FFT is not a viable option.
We believe that improvements in the new algorithms that would reduce the amount of local arithmetic it performs are possible. Such improvements would make the new algorithm faster than a conventional parallel FFT on machines with higher communication-to-computation-rates ratio than the ratios that we have indicated in this paper.
