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ABSTRACT
A description of my works in the field of wind turbine aerodynamic analysis and design is
given in this dissertation. My main focus has been on analyzing and suggesting novel ideas to
enhance energy capture by wind turbines and windfarms. Based on the problems I have solved
throughout my research, I have classified my contributions in three chapters.
First, I analyzed the aerodynamic performance of dual rotor wind turbines (DRWTs) and
compared it to the traditional single rotor wind turbines (SRWTs). There are multiple forms
of aerodynamic loss that hinder energy capture by wind turbines from reaching the Betz limit
(59.3%). DRWTs were suggested as a new concept to get more power from windfarms and wind
turbines operating in isolation by mitigating blade root loss and wake loss. In my research, I
used a high-fidelity solver (large eddy simulation, LES) to analyze the aerodynamic performance
and loads on DRWTs under different stability conditions of the turbulent atmospheric boundary
layer (ABL). The actuator line method (ALM) was used to model the rotating turbine blades.
Moeng wall model was applied to obviate a high resolution mesh in the high gradient regions
near the ground. The mixing length model by Smagorinsky was used to model eddy viscosity.
Aerodynamic analysis was quantified by the mean velocity and turbulent intensity at different
axial locations in the wake of wind turbine. In addition, the effect of using a secondary rotor on
wake loss mitigation was checked by computing the momentum entrainment into the turbine
wake layer. Moreover, the changes in loading (specifically, out-of-plane blade moment) and
mechanical power of wind turbines were computed both in time and spectral domains. My
findings confirm that the DRWT can improve the aerodynamic performance (CP ) by 5-6% for
all ABL conditions compared to the corresponding SRWT. The DRWT also enhanced wake
mixing and entrainment of higher momentum fluid from outside the wake layer for moderately
high atmospheric turbulence (such as in the neutral stability ABL).
Results of the first investigation led me to the second part of this thesis. There was room for
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improvement in energy capture by using DRWT instead of SRWT. However, neither SRWTs,
nor DRWTs were particularly designed to give the best aerodynamic performance; and that’s
what I focused on. The aerodynamic performance of a wind turbine is strongly dependent on
its blade geometry. In my work, I measured the angle of attack and axial induction factor
to quantify the aerodynamic behavior. Then, the design problem is posed as follows: what
should the blade chord and twist distribution be to achieve the preferred (desired) values of
angle of attack and axial induction factor along the blade? This is an inverse problem, be-
cause technically it is needed to find the causes (i.e. the blade geometry) of some system
behavior (i.e. the turbine aerodynamic response). I used the trust region reflective (TRF)
method, which is an iterative method, to find the optimal blade geometry that produces the
desired aerodynamic behavior along the blades. For iterative design processes, high-fidelity
aerodynamic models (such as LES) are usually not suitable as the computational cost becomes
prohibitive. Therefore, the medium-fidelity Reynolds Averaged Navier-Stokes (RANS) is em-
ployed as the aerodynamic model. The effect of rotating blades was modeled by the actuator
disk method (ADM). Prandtl’s tip loss correction was applied to account for the finite length
of the blades. Based on the choices for the direct (i.e. aerodynamic) and inverse solvers, a
design algorithm was proposed to find the blade geometry. The goals were twofold: 1) to make
sure that the algorithm was capable of providing the desired aerodynamic features and 2) to
extend the design process to DRWTs. The design algorithm was tested on different single-
and dual-rotor turbines. The desired aerodynamic behavior and the airfoils constituting the
blade varied from case to case to verify the robustness of the algorithm. It was found that
the proposed algorithm could give blade geometries that resulted in the desired aerodynamic
behavior. Moreover, the TRF method was compared to the multi-dimensional Newton method,
which is a commonly-used inverse solver. The extension of the design algorithm to DRWTs
was successful.
While my results demonstrated improvements in performance and design of isolated wind
turbines, the ultimate goal of my research was to get maximum power from windfarms where
multiple turbines, as opposed to an isolated turbine, are placed to capture wind energy. Design
of windfarms is different than the design of isolated turbines because turbines in a farm face
xv
different inflow conditions depending on their location in the windfarm. The downstream
turbines may operate in the wake of upstream turbines under certain flow conditions (direction).
Employing RANS and ADM enabled me to simulate the turbine wake flow and extend the
blade design to windfarms. My objective was to find an answer to this question: what should
the blade geometry be to maximize total power output from a windfarm with n in-line wind
turbines? In addition, from previous experience in blade design, it was found that calculation of
Jacobian matrix with a finite difference scheme took majority of the total computational time.
Therefore, I added the Broyden’s method, which is a quasi-Newton method that recursively
approximates the Jacobian matrix, to the proposed algorithm. First, design of isolated SRWTs
and DRWTs wind turbines was tested using the proposed method. Difference between the
blades that were specifically designed for maximum power and those that were not (such as
Betz’ optimal turbine) were analyzed. For three in-line turbines, it was demonstrated that if
turbines could have different individual blade designs, a higher total power could be achieved.
However, we proposed a unique blade design for all turbines which resulted in slightly less total
power but avoided extra costs of manufacturing different blades. For the case of ten in-line
turbines, remarkable gain in power achieved by considereng all the turbines into the design
process.
1CHAPTER 1. INTRODUCTION AND BACKGROUND
1.1 Background
Power has been extracted from wind for more than a couple of centuries with notable designs
of windmills. Initial windmills were usually built from wood, fabric, and stone. The end goal
of using windmills were pumping water or to grinding grains. Windmills were typically large,
isolated and not very efficient. They were supplanted in the nineteenth century by fossil-fuel
powered machines. However, burning of fossil fuels has undesireable environmental effects and
has raisen worldwide interest in clean energy. In the last half of the twentieth century, improved
understanding of aerodynamic features and advences in material science have prompted the
arrival of a new generation of devices for extracting wind energy. Wind energy machines are
now primarily used to generate power, and often referred to as wind turbines [2]. Wind energy
is now established as a modern well-developed industry. Today, the advancement, make and
operation of wind turbines are not limited to small laboratory scales anymore.
In the last two decades, wind turbines have become the preferred source of sustainable power
in the world. By late 2016, the total capacity of wind turbines around the world achieved about
500 GW of electrical power[3]. In 2016, renewable energy in the United States reached 609.44
GkW-h (giga kilowatt hours) and was responsible for generating 14.94% of the local electricity,
and 11.1% of total energy. In 2016, wind energy in the United States came to 226.5 GkW-h, or
5.55% of total generated electrical energy and 37.1% of the renewable energy [4]. Wind energy
systems also improve local economies and create jobs, and attract diverse interested sectors,
from private people to large enterprises. This remarkable interest has led to significant and
constant advances in turbines. Wind-driven electricity has experienced a tremendous rise in
the last two decades and it is predicted to continue to grow. As Global Wind Energy Council
2indicated, by 2020 aggregate worldwide wind capacity could supply 17-19% of the world’s power
needs [3].
Continuation of such trmendous development in wind turbines depends on improved under-
standing of wind turbine aerodynamics. Wind turbines are now found everywhere, even in the
most remote areas throughout the world. They experience unique environmental conditions
and corresponding aeromechanical loads, and are usually expected to last for more than 120,000
working hours over their lifetime. Turbines are designed to work at their best in different con-
ditions, for example in low or high wind speeds, offshore or onshore locations, etc. Therefore,
accurate predictions are needed to design wind turbines for persistent ideal performance dur-
ing their lifetime. Future challenges can be foreseen and overcome through advancements and
innovation in experiments and simulations of wind turbines in action[5].
Wind turbines are classified based on the variations in turbine operating condition, turbine
setup, output power, etc. Besides the general operating conditions, such as working onshore or
offshore, the configuration of the shaft and rotational axis decides the principal grouping of wind
turbines. A turbine with a shaft mounted parallel to the ground is known as a horizontal axis
wind turbine (HAWT), while a vertical axis wind turbine (VAWT) has its shaft perpendicular
to the ground. The two setups have immediately discernable rotor configurations, each with
its own positive and negative attributes. In general, a typical VAWT can accept the wind from
any direction and does not need a complicated yawing algorithm. VAWTs also use a vertical
shaft; so overwhelming generator and gearbox can be mounted on the ground to diminish tower
loads. On the other hand, VAWTS are known to have a low tip speed ratio and troubles in
controlling rotor speed. Also until not long ago, it was incorrectly believed that VAWTs are not
capable of a self-start. All these drawbacks have hindered advancement of VAWTs. However,
to harness their good qualities, VAWTs are not totally neglected for future improvement. A
novel V-formed VAWT rotor configuration is currently under investigation [6, 7]. This turbine
is as of now doubtful on a megawatt scale, requiring advancements in design and analysis before
it can be considered for commercial usage. Meanwhile, HAWTs typically have tall towers and
expanded rotor control through handling pitch and yaw. Tall towers of HAWTs lead to some
major disadvantages. Towers have to support heavy forces and moments. These loads consist
3of aerodynamic forces on the blades as well as gravitational loads of each part. Extraordinary
heights of turbine towers also pose additional installation and maintenance challenges. However,
HAWTs benefit from tall towers by having access to higher speed wind in the upper atmosphere.
Increasing wind speed enhances the aerodynamic loads on blades and eventually on tower. This
is an undesireable effect from structural point of view. However, higher wind speed also leads
to more power generation by wind turbine. Wind speed usually increases with going up in the
atmosphere. At each point, vertical atmospheric wind shear is the difference in wind speed over
a relatively short distance from that point in the atmosphere. In some regions with high wind
shear, every ten meters above the ground the wind speed increases by 20% and the generated
power by 34% [8]. Besides, HAWTs have generally higher efficiency than VAWTs, because
the blades face the wind and generate power in their entire 360◦ of rotation. These positive
attributes have made HAWT the more accepted design and has been promoted by the most of
the current large-scale turbine manufacturers [9].
Like most large energy systems, wind turbines are installed in a group and work in a
same location to capture the wind energy with a higher overall efficiency and less effort [10]. A
windfarm, also known as wind plant, is where a group of turbines are installed. Power extraction
from wind turbines and windfarms is not without its difficulties. Distinctive areas, situations,
and national and local regulations have to be considered when arranging and executing a wind
energy project. The following elements are possibly the most relevant factors: how is the
nearby network grid? Are there political confinements or district laws that could confuse the
improvement?, etc. Likewise, limited ecological limitations, for example, turbine height, noise
level, and wildlife threats all need to be considered. Furthermore, some areas have higher
fluctuations in wind, which should be taken into the account [11, 12].
Nonetheless, power generation is still the main purpose of utility-scale wind turbines and
farms. Power is generated by the interaction of wind and wind turbine blades. Therefore, from
an aero/mechanical engineer’s point of view, one of the most important tasks is to investigate
this interaction and its effect on the generated power. Wind flow and turbine blades both affect
one another. While the wind make the turbine blades rotate which eventually transforms into
the electrical energy; the rotation of blades influences the airflow as well. The airflow upstream
4and downstream of a wind turbine are very different in terms of circulation, velocity, pressure,
turbulent intensity and even temperature. To understand this mutual impact, corresponding
equations that govern airflow and motion of turbine blades need to be solved.
1.2 Aerodynamic analysis of single- and dual rotor wind turbines
In 1919, physicist Albert Betz demonstrated that for a hypothetically perfect wind energy
capturing machine, the basic laws of continuity and energy conservation allow up to 16/27
(59.3%) of the energy in the wind to be captured [13]. Modern wind turbines can achieve 70
to 80% of this theoretical cutoff [14].
In practice, wind turbines face several complications (or as known in wind energy commu-
nity, losses) that hinder them from reaching the Betz’ limit. Two major losses are blade root
loss and wake loss. Wind turbine rotor blades are made by stacking airfoils along the blade
span. The main impetus of blade rotation is the lift force created due to a pressure difference
in the flow over of airfoils. The blade root area is the closest to the hub and comprises 20-25%
of the total blade length. The rest of the blade is the outboard region. Present-day utility-scale
HAWT rotor blades are aerodynamically optimized in the outboard region, though the blade
root area is designed essentially to withstand structural loads. Generally, airfoils with high
thickness-to-chord ratio are not very preferred for wind turbines because they do not have high
lift-to-drag ratio. However, they are used in large wind tubine blades as a part of the blade root
area so that it has structural integrity. Studies show that in some cases, the blade root region
not only does not contribute to the overall power generation from a wind turbine, but instead
it generates negative torque that opposes the generation of power [15, 16, 17]. Because of blade
root loss, each turbine loses up to 5% of its ability to capture wind energy. It happens even in
turbines that work in isolation, i.e., with no other turbine close-by. However, most utility-scale
turbines are installed in windfarms, with various turbines working in the vicinity of each other.
Because turbines are tightly-spaced in a windfarm, cluster interference (wake) loss occurs. This
loss occurs because of the aerodynamic interplay between turbines in windfarms and has been
measured to be in the range of 8% and 40% relying upon windfarm location, farm design,
atmospheric stability condition as well as wind speed and direction [18, 19, 20].
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theoretical studies in the 80s on the performance of wind turbines with more than one ro-
tor [21, 22, 23]. They used several simplifying assumptions (uniform flow, no turbulence, 1-D
momentum, etc.) to be able to present an analytical solution. Recently proposed wind turbines
with two rotors (commonly organized as two rotors in tandem so that the incoming stream area
is unaltered) are known as dual rotor wind turbines (DRWTs). DRWT innovation has been
shown to diminish blade root and wake losses in wind turbines and windfarms [24, 25, 26]. It
uses an auxiliary, smaller, co-axial rotor to mitigate the wake- and blade root losses.
One idea is to reduce the blade root loss through the use of a smaller aerodynamically tai-
lored rotor in front (or in the back) of the large main rotor. Power generation and aerodynamic
loads on blades are directly dependent on rotor size. Considering failure of wind-turbine rotor
blades due to aerodynamic and gravitational loads is an integral part of blade/rotor/tower
design process. In general, aerodynamic loads are larger in magnitude than the gravitational
loads. Bending of the rotor blades exhibits a periodic behavior, and so does the stress response
in the rotor blades. Also, normal stresses in blades caused by gravity fluctuate twice in each
blade rotation. Loads generated everywhere on the blade pass through the blade root region,
into the nacelle, through the tower, and ultimately to the ground. This load acts as a constraint
in the design of large blades. The reason that large blades do not generate much power in the
root region is because they should be able to resist the loads in the blade root region rather
than being aerodynamically optimized. Having a secondary rotor of a smaller size covering the
root region of the main rotor allows the DRWT to make up for the negative torque in root
region of the main rotor. This is done when airflow reaches the smaller rotor that has been
aerodynamically optimized all along its blade span and does not endure any blade root loss.
In addition, previous studies have suggested that the use of secondary rotor can potentially
be effective in reducing the wake loss through increasing the momentum entrainment in the
turbine wake [16]. Undisturbed airflow possesses a specific level of kinetic energy based on its
velocity, turbulent intensity, etc. When it passes through a wind turbine, its mean energy level
drops right after the turbine. However, it can re-reach its original kinetic energy content if
there is not further disturbance in the wake of the turbine. It is believed that the prominent
6mode of re-energizing the airflow is the turbulent momentum transport from free stream into
the wake layer [27]. It is shown that even after 20D (D=turbine diameter) behind the turbine,
the velocity deficit in the flow still exists [28]. However in practice, windfarms are consist of
closely spaced individual wind turbines, with inter-turbine separation distance of less than 10D
[29, 19]. Wake loss occurs because flow passing through the first row of a turbine array is not
given enough space to fully recover its original energy level before reaching to the second row
of turbine. This loss cascades down in a large array of turbines.
Another idea behind using a smaller, aerodynamically optimized secondary rotor in DRWTs
is that circulations of the two rotors in the wake of wind turbine pair up. This pairing intensifies
drawing the flow with higher turbulence momentum from the free stream into the wake layer and
have a flow with higher energy level for the turbines sitting in the next row. Preliminary studies
have shown the potential of the DRWT to overcome the blade root losses and enhance the
aerodynamic efficiency of the turbine [15]. Those examinations demonstrated an improvement
in power generation by around 7% with using the DRWT. However, there are some simplifying
assumptions in those studies that do not perfectly reflect the real-world application of wind
turbines; for example the wind was considered to be uniform with zero turbulent inflow and
no atmospheric boundary layer. One objective of this study is to extend numerical analysis of
DRWTs to conditions exprienced by a real wind turbine in the field. Aerodynamic response and
loads on blades of DRWTs under different atmospheric stability conditions and comparisons to
SRWTs are discussed in this study.
In solving the governing equations of airflow, the blade rotation and forces from the blades on
the flow should be assessed exactly or with reasonable approximations. In one computationally
efficient yet simplified approach, the blade geometry is not resolved in the simulation. Instead,
the forces exerted by the blades on the flow are simulated using source terms (commonly as a
body force) in the Navier-Stokes equations. The Actuator Line Method (ALM) [30, 31] and
the Actuator Disk Method (ADM) [32] are two common strategies employed to evaluate and
apply the blade body forces in numerical models. Both techniques utilize look-up tables for
2-D lift and drag polars (acquired through earlier tests or simulations) with the local relative
velocity to compute the net sectional force at each radially discretized component of the blade.
7The net force is then applied as a spatially distributied (usually with a Gaussian distribution)
source around the component. ALM and ADM can model the blade forces with a reasonable
accuracy if a fine enough mesh is used with a suitable spatioal distribution [33]. While more
computationally involved, these methods are able to capture turbulent wake mixing, which is
an advantage over potential flow techniques, such as the vortex lattice method (VLM) [34, 35].
Therefore, ALM and ADM are suitable for problems that involve investigations of turbine
wakes and/or require the accurate assessment of aerodynamic loads.
In this study, the conceptual 5-MW turbine by the National Renewable Energy Laboratory
(NREL) is utilized as the standard single-rotor design and also as the main rotor for the
DRWT [36]. The secondary rotor was designed utilizing an inverse approach based on the
blade element momentum (BEM) theory [15]. Preliminary studies on this DRWT utilized
Reynolds Averaged Navier-Stokes (RANS) CFD simulations with an actuator disk model of
turbine rotors [15, 1]. In this work, we broaden the analysis of DRWT by including the impact
of the atmospheric boundary layer and analyze turbine aerodynamics performance and loads,
in addition to wake mixing. High-fidelity Large Eddy Simulation (LES) [37] is used as the
mathematical model of the turbulence. Comparative aerodynamic investigations between dual
and single rotor wind turbines are performed in uniform inflow with no turbulence, and two
atmospheric stability conditions: unstable and stable. One of the concerns with the DRWT
innovation is the potential increase in unsteady loads on the main rotor because of its proximity
with the secondary rotor. Therefore, unsteady loads and their spectral density are monitored
in DRWTs and are compared to SRWTs under the same atmospheric conditions. In our
investigation, these loads are assessed numerically by joining LES and ALM and presented as
power spectral densities of out-of-plane blade root moment.
1.3 Design of wind turbine blades
Power generation from wind turbines ranges from a couple of kilowatts to 8 MW, as of
now the largest active turbine. Producers are targeting turbines of around 10 MW for offshore
windfarms [38, 39]. They are attempting to lessen the Cost of Energy (CoE) by expanding
turbine dimensions, and eventually decreasing the quantity of turbines in a farm (bringing down
8the Cost of Installation and Transportation, CoI), and furthermore by diminishing the aggregate
Cost of Operation and Maintenance (CoM) [3]. Power generated is also being augmented
through enhanced control, incorporated plan, and site assessments.
In the last 30 years, wind turbine blades have grown 15 times in size, ready to reap more
energy from the wind than any other time in the history [40, 41]. The first commercial wind
turbines had a limit of 30 kW with a 10 m rotor diameter. Comparing that to the current 8
MW wind turbine by Siemens, which has a rotor diameter of 150 m, examplifies the push in
the direction of larger-size turbines. The rotor of a Siemens 8 MW turbine is almost the same
size as the wingspan of an A380 plane which makes it the world’s biggest rotor in operation
today. As the blades increment in size, researchers look for ways to bring the weight down,
enhance stability, reduce expenses, facilitate transportation, and expand safety.
In addition, as power generation strongly depends on the design of the wind turbine blades,
significant amount of research has concentrated on developing strategies to imorove the blade
design [42, 43, 44, 45]. The primary cause of blade rotation is the lift force prompted by
the pressure difference on airfoil-shaped cross sections of blades. Lift force is normal to the
relative velocity vector and is dependent on the magnitude of relative speed and angle of
attack. As a rule of thumb lift and drag forces increments with the angle of attack, before
stull happens. While tangential component of the lift force bolsters the blade rotation, the
drag force contradicts it. Therefore for a wind turbine, it is desireable to have the highest
lift-to-drag ratio on each section of blade. For a given airfoil, lift-to-drag ratio is a function of
angle of attack. Airfoil cross sections are adjusted to work at ideal angle of attack in which
lift-to-drag ratio is the highest or close to it. For a given flow over an airfoil, angle of attack is
a function of the airfoil geometry (chord, twist, etc.).
Geometric design of wind turbine blades has been an active field of research for many years
and the design techniques have been evolving ever since. Parametric sweep is arguably the
most common traditional design approach. It is quite an easy and straightforward approach.
It is still implemented and used in very simple design problems. However, this approach is
not effective because it is extremely time-consuming in problems with multiple dependent- and
independent design variables. Geometric design of wind turbine blades is a multi-dimensional
9problem. Each blade cross section is a 2-D airfoil. Wind turbine blades usually have different
airfoils at different radii from hub height. Chord and twist of the airfoils at each section affect
the turbine’s aerodynamic response as well as sectional and overall power extraction. A recent
trend in wind turbine design is the use of multi-dimensional optimization techniques as design
tools [43, 45]. Generally, in an optimization problem the goal is to maximize or minimize a
target function. Iterative inverse/optimization techniques have recently been implemented for
solving blade design problems [45, 46, 47]. Technically, an inverse problem is defined as finding
the cause of a specific result. As an instance, we are interested in finding a blade geometry that
maximizes the turbine power coefficient or the lift-to-drag ratio along the blade. The solution
to an inverse problem usually starts with an initial estimate for design variables. Initial design
variables can be found either randomly or by an educated estimate, based on the designer’s
expertise. Then the target function is assessed. Assessing the target function requires the
direct (also known as forward) problem to be solved. In our case for example, the direct
problem is to solve the governing equations of aerodynamics and loads of a wind turbine, i.e.
Navier Stokes and actuator disk/line models. Solution to the direct problem provides values of
the power extraction and lift-to-drag ratio along the blade. Oftentimes when starting with a
random initial guess, or even an educated one, calculated target function is not at the optimal
point. An inverse solver is then employed to find a new estimation for the design variables.
This estimation is done by finding how much and in which direction in design space should the
initial estimate change in order to approach the optimum point of target function. The new
design variables are inputted in the direct solver and the target function is estimated. In this
study, trust region reflective (TRF) method [48, 49] is used to update the design variable at
each iteration of the inverse solver. This procedure continues until the target function reaches
its optimum point.
For numerical simulation of the direct (aerodynamic) problem, models that solve the Navier-
Stokes equations, rather than simplified potential flow solvers such as BEM theory [50] and
vortex lattice method (VLM) [51], offer higher fidelity in analyzing wind turbine aerodynam-
ics. The Navier-Stokes equations are usually solved with some assumptions about the flow.
In particular for wind turbine aerodynamics, the flow is assumed to be turbulent and incom-
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pressible. Turbulence (at least turbulence at high wavenumbers) is modeled, e.g. by utilizing
eddy-viscosity based turbulence models. When the interest is just in mean quantities, time
variation is disregarded and Reynolds Averaged Navier-Stokes (RANS) equations are solved
with turbulence closure models that cover the whole turbulence spectra.
The output power from a wind turbine depends strongly on the turbine blade geometry.
Another objective of this study is then to find the turbine blade geometries that result in the
maximum output power from isolated wind turbines and windfarms. Reducing levelized cost
of energy (LOCE) by designing the turbine blades for maximum turbine power has recently
become an interesting topic for researchers in wind energy [52, 53]. However, blade design for
windfarm applications has not been investigated. In previous studies, solution of the aerody-
namic problem has been found by computationally cheap potential flow solvers such as BEM.
The main reason for not using a high- or medium-fidelity aerodynamic model is to keep the
computational cost low, especially when the aerodynamic solver is getting called multiple times
in an iterative inverse/optimization algorithm. While simple potential flow solvers (like BEM)
are typically fast in assessing the wind turbine aerodynamic behavior, they are not well suited
for windfarm applications as they cannot model/predict properties of wake flows [54, 55]. There
are usually multiple rows of turbines in a windfarm. Turbines in rear rows may have to operate
in the wake of turbines in front rows. RANS/ADM has this capability to model the far wake
and hence is suitable for windfarm design problems [56]. In this work, the RANS/ADM is
utilized with the TRF method to maximize the total power from isolated SRWTs and DRWTs
as well as windfarms. To reduce the computational costs, the Broyden method [57] is employed
in the proposed algorithm to update the sensitivity matrix recursively.
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Abstract
The objective of this paper is to numerically investigate the effects of the atmospheric
boundary layer on the aerodynamic performance and loads of a novel dual-rotor wind turbine
(DRWT). Large eddy simulations are carried out with the turbines operating in the atmospheric
boundary layer (ABL) and in a uniform inflow. Two stability conditions corresponding to
neutral and slightly stable atmospheres are investigated. The turbines are modeled using the
actuator line method where the rotor blades are modeled as body forces. Comparisons are
drawn between the DRWT and a comparable conventional single-rotor wind turbine (SRWT)
to assess changes in aerodynamic efficiency and loads, as well as wake mixing, and momentum
and kinetic energy entrainment into the turbine wake layer. The results show that the DRWT
improves isolated turbine aerodynamic performance by about 5-6%. The DRWT also enhances
turbulent axial momentum entrainment by about 3.3%. Highest entrainment is observed in the
neutral stability case when the turbulence in the ABL is moderately high. Aerodynamic loads
for the DRWT, measured as out-of-plane blade root bending moment, are marginally reduced.
Spectral analyses of ABL cases show peaks in unsteady loads at the rotor passing frequency
and its harmonics for both rotors of the DRWT.
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2.1 Introduction
Modern utility-scale horizontal axis wind turbine (HAWT) rotor blades are aerodynami-
cally optimized in the outboard region, whereas the blade root region is designed primarily
to withstand structural loads. Therefore, very high thickness-to-chord ratio airfoils, which are
aerodynamically poor, are used in the blade root region to provide structural integrity. Up
to 5% loss in wind energy extraction capability is estimated to occur per turbine due to this
compromise [58]. This “root loss” occurs even in turbines that operate in isolation, i.e., with
no other turbine nearby. Most utility-scale turbines are deployed in clusters, with multiple
turbines operating in proximity of each other. Array interference (wake) losses resulting from
aerodynamic interaction between turbines in wind farms have been measured to range between
8 - 40% depending on wind farm location, farm layout/wind direction, and atmospheric stability
condition [59].
Flatback airfoils [60] and vortex generators [61] have been used in the blade root region
to mitigate root losses. Improvements in windfarm efficiency have been sought by optimizing
windfarm layout so as to minimize wake interference between turbines [62, 63, 64]. Ideas for
windfarm efficiency improvement include the use of counter rotating vertical axis wind turbines
(VAWTs) for large-area wind farms to increase power production per unit land area [65]. Other
ideas have been pursued for horizontal axis wind turbines in windfarms with set turbine layout.
Redirecting the wakes of upstream turbines through yaw misalignment [66, 67] is one such
concept. By yawing an upstream turbine, the force exerted by the turbine on the flow (reaction
to the thrust force) is turned slightly in the cross-flow direction. A component of this force then
acts in a direction perpendicular to the flow velocity, serving as a centripetal force to curve the
mean flow and divert the flow/wake away from the turbines immediately downstream. Another
idea [68] aims to reduce wake loss through manipulation of the turbulence in the turbine wake
by changing the induction factor for the turbine rotor. This can be achieved by various means
such as altering the pitch of the blades, the RPM of the rotor, or the yaw of the nacelle.
Wind turbines with two rotors (typically arranged in tandem so that the incoming flow
stream area is unchanged) are known as dual rotor wind turbines (DRWTs). Newman [69]
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developed a multi-rotor actuator disk theory and demonstrated that a turbine with two equal-
size rotors, could capture up to 8% more energy than a corresponding SRWT. Previous research
on DRWTs has been focused on increasing wind energy capture by harvesting the kinetic energy
left in the wind after it passes through the turbine rotor. Jung et al. [70] explored a 30 kW
counter-rotating dual-rotor wind turbine. It featured an eleven-meter diameter main rotor
with a 5.5 meter auxiliary rotor located upwind of the main rotor. This DRWT uses a bevel
gear to couple the counter-rotating shafts. The authors used quasi-steady strip theory and a
wake model to predict the performance of several DRWT configurations. They predicted a
9% increase in turbine power coefficient (CP ) when compared with a single-rotor configuration.
Other studies have led to patents including Kanemoto and Galal [71, 72] who propose a DRWT
with two different sized upwind rotors driving a generator with two rotating armatures.
The DRWT technology by Rosenberg et al. [1, 73] (see Fig. 2.1) takes a different approach
- it aims at reducing losses (blade root and wake losses) in wind turbines and windfarms. It
utilizes a secondary, smaller, co-axial rotor to mitigate root losses and to enhance mixing of
the turbine wake. Rosenberg et al. [1] and Selvaraj [74] introduced this turbine technology
and presented preliminary aerodynamic analyses of a DRWT design. The conceptual 5 MW
offshore turbine by NREL [75] was used as the baseline single-rotor design and also as the
main rotor for the DRWT. The secondary rotor was designed using an inverse design approach
based on the blade element momentum theory. The design and optimization approach used
Reynolds Averaged Navier-Stokes (RANS) computational fluid dynamics (CFD) simulations
with an actuator disk representation [76] of turbine rotors. RANS CFD analyses showed an
increase in CP of around 7% with the DRWT.
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Primary (main) rotor
Secondary rotor
Figure 2.1: A cartoon of the DRWT technology proposed by Rosenberg et al. [1].
In this paper, we extend the analyses of Refs. [1], [73] and [74] by including the effect of the
atmospheric boundary layer, and investigate turbine aerodynamic performance and loads, as
well as wake mixing. We present comparative (between DRWT and SRWT) isolated turbine
aerodynamic analyses for uniform inflow with no incoming turbulence, and two atmospheric
stability conditions - neutral and stable. An improvement of about 6% in CP through root
loss reduction is demonstrated. Analysis of turbine wake shows increased momentum and
kinetic energy entrainment in the wake layer of the DRWT. One of the concerns with the
DRWT technology is the potential of increased unsteady loads on the primary rotor due to
its proximity with the secondary rotor. These loads are computed numerically using LES and
reported as power spectral densities of out-of-plane blade root moment. No significant increase
in loads is observed for the DRWT.
The remainder of the paper is laid out as follows. A summary of the numerical method uti-
lized in this study and its validation against experimental data are presented first. Code valida-
tion and parallel scalability results are also presented in this section. Section 3.2.2 summarizes
the computational setup, grids, and simulation details, including the assumptions made in the
present calculations. Aerodynamic performance results are described in section 4.3 wherein
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comparisons are drawn between a SRWT and a DRWT operating in uniform inflow and in
neutral- and stable atmospheric boundary layer (ABL) flow. Section 4.3 also investigates the
aerodynamic loads on the two rotors of the DRWT for the different inflow conditions. The
conclusions are presented in the final section.
2.2 Numerical Method
A wide range of methods can be used to model wind turbine and wind farm aerodynamics.
Analytical models [77, 78] and semi-analytical models, such as blade element momentum the-
ory, vortex lattice methods, etc. [79] have been extensively used for design and analysis of wind
turbines operating in isolation. Wind turbine wake dynamics and windfarm aerodynamics have
been investigated using parabolic methods [80] and computational fluid dynamics (CFD) meth-
ods. CFD methods can range from time-averaged Reynolds Averaged Navier-Stokes (RANS)
simulations [81] to large eddy simulations (LES) [82] that resolve energy containing turbulence
in the atmosphere and turbine wakes. Vermeer [83] provides an overview of aerodynamics of
wind turbine aerodynamics as well as wind farm aerodynamics through a survey of existing
numerical as well as experimental work. Sanderse [84] reviews different numerical methods
currently being used for aerodynamic analysis of wind turbines and wind farms.
Recent research on numerical modeling of wind turbine and windfarm aerodynamics has
largely focused on using LES (see e.g., Refs. [85, 86, 87, 88, 89, 90, 91] ). Jimenez et al. [85,
86] used incompressible LES to model the aerodynamics of a single wind turbine (modeled
as an actuator disk) in an atmospheric boundary layer. Troldborg et al. [89] investigated
aerodynamic interaction between two turbines using an actuator line model coupled with an
LES flow solver. Aerodynamic interaction between the turbines was simulated for varying
atmospheric turbulence intensity, distance between the turbines, and partial and full-wake
operation of the downstream turbine. Porte-Agel et al.[90] investigated wake losses in an
offshore windfarm with varying wind direction using LES. Stevens et al. [91] investigated effects
of alignment of turbines in a windfarm and identified optimal staggering angles to use for
micrositing (windfarm layout).
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The Simulator fOr Wind Farm Application (SOWFA) [92, 93] software is the LES flow
solver used in this work. SOWFA solves spatially filtered, incompressible forms of continuity
and Navier-Stokes equations (see Eq. 2.1). The grid-filter width, computed as cube-root of
the cell volume ∆ = (∆x∆y∆z)
1/3, is used as the spatial filter width. Unresolved, sub-filter
(or subgrid) scale stresses introduced by spatial filtering are modeled using a subgrid model.
Turbine rotor blades are parameterized using the actuator line model (ALM); blade geometry is
not resolved. The actuator line model uses lookup tables for airfoil polars to compute sectional
lift and drag forces and applies them as body forces. The governing equations are written in
spatially-filtered quantities (denoted by overhead (˜ )) as
∂u˜i
∂xi
= 0,
∂u˜i
∂t
+ u˜j
(
∂u˜i
∂xj
− ∂u˜j
∂xi
)
= −∂p˜
∗
∂xi
− ∂τij
∂xj
+ ν
∂2u˜i
∂x2j
− fi/ρ0︸ ︷︷ ︸
turbine force
+ δi1FP︸ ︷︷ ︸
driving pressure
+ δi3g0(θ˜ − 〈θ˜〉)/θ0︸ ︷︷ ︸
buoyancy force
+ Fcij3u˜j︸ ︷︷ ︸
coriolis force
,
∂θ˜
∂t
+ u˜j
∂θ˜
∂xj
= − ∂qj
∂xj
+ α
∂2θ˜
∂x2j
. (2.1)
In the above, θ is potential temperature, α is thermal diffusivity of the fluid, and fi is the
force exerted by turbine rotor blades computed using lookup tables for airfoil lift and drag
polars; p˜∗ = p˜/ρ0 + u˜j u˜j/2 is modified kinematic pressure, τij = u˜iuj − u˜iu˜j , is subgrid scale
(SGS) stress tensor, and qj = u˜jθ− u˜j θ˜ is SGS heat flux; ρ0 and θ0 are constants based on the
Boussinesq approximation. For simulating the atmospheric boundary layer, the flow is driven
by a pressure gradient, δi1FP ; the coordinate system is such that index ‘1’ corresponds to the
streamwise direction, ‘3’ points up and normal to the ground, and ‘2’ is determined by the right
hand rule. The DRWT is modeled in SOWFA by simulating the two rotors of the DRWT as
two single-rotor turbines operating in tandem.
The deviatoric part of the SGS stress tensor (τij) is modeled using an eddy-viscosity model,
τij−δijτkk/3 = −2νsgsS˜ij and the SGS heat flux with an eddy-diffusivity model qj = u˜jθ−u˜j θ˜ =
−(νsgs/Prsgs)∂θ˜/∂xj , where, S˜ij = 1/2 (∂u˜i/∂xj + ∂u˜j/∂xi) is the resolved strain-rate tensor
and Prsgs is the SGS Prandtl number. The mixing length model by Smagorinsky [94] is used
to model eddy viscosity as νsgs = (CS∆)
2|S˜|. In the original model, CS was assumed to be
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a constant, but dynamic calculation of this coefficient has been used in recent years [95, 96].
Improved, tuning-free, scale-dependent SGS models have also been developed (see e.g., Ref. [87])
and used for atmospheric flow and windfarm simulations. The standard Smagorinsky model
with CS = 0.135 is used here.
SOWFA uses a finite volume formulation and the discretization is second order accurate
in space (central) and time (backward). Details about the SOWFA software can be found in
Ref. [97]. A two-step solution procedure is used. In the first (precursor) step, the turbines are
removed and turbulent flow in the domain (the ABL) is simulated using periodic boundary
conditions in the streamwise and cross-stream directions; the flow is driven by an adjustable
pressure gradient. After the solution reaches a statistically stationary state, time-accurate data
is sampled at every time step on the inlet plane(s) of the computational domain and stored.
This data is specified as a boundary condition for the subsequent windfarm calculations.
Viscous effects are negligible everywhere except near surfaces (ground, in the present case)
due to the high Reynolds number in ABL flows. Energy containing eddies near the ground can
become very small, and resolving such small scales can lead to exorbitant grid sizes. Surface
flux models for stress and heat (see e.g., Moeng [98]) are therefore usually used in wind-
farm computations. Moeng’s models require as input the surface roughness height, h0, the
horizontally-averaged surface heat flux, qs, and a measure of the horizontally-averaged shear
stress specified as friction velocity, u∗. While h0 and qs are directly specified (from estimates
in literature for different surfaces - sea, grasslands, forest, etc.), u∗ is approximated using the
Monin-Obhukhov similarity theory [99].
Lee et al. [100] coupled the LES solver for windfarm aerodynamics, SOWFA with the
structural dynamics solver in the FAST (Fatigue, Aerodynamics, Structures, and Turbulence)
code [101] to enable calculation of fatigue loads due to atmospheric and wake turbulence.
Through this coupling, the simplified aerodynamics module (including the turbulent inflow
model) in FAST is replaced by LES, which provides much higher fidelity in resolving the
flow. Since the focus of this paper is limited to aerodynamic performance and loads, and
not aeroelasiticity, the turbine is idealized by assuming the rotor blades to be infinitely stiff.
Structural dynamics can have a significant effect on blade/turbine/tower loads and hence the
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present loads analysis is only a preliminary investigation. In order to avoid confounding effects
from the controller, the turbine is assumed to operate at a fixed, user-specified rotation rate.
The turbine RPM and incoming mean wind speed are set to achieve the design tip speed ratio.
The instantaneous tip speed ratio fluctuates with the incoming turbulent wind.
2.2.1 Validation
The SOWFA solver is first validated against experimental data for the three-bladed, stall-
controlled, 100 kW Tellus turbine (measurement data from Ref. [102]). This turbine is referred
to as Risø turbine in Ref. [102]. The turbine rotor diameter is 19 m and its blade chord
and twist distributions are shown in Fig. 2.2 (a). Figure 2.2 (b) compares LES predictions of
the power curve against measured data as well as against blade element momentum (BEM)
theory predictions. Stall-controlled turbines run at a fixed rotational velocity. Above a certain
wind speed corresponding to rated power, they begin to stall to reduce power generation.
This turbine stalls for wind speeds greater than 12 m/s. It is well known that spanwise flow
alleviates stall in 3D blades and allows the blade to operate at higher angles of attack than a
2D blade would. This alleviation of stall cannot be simulated with the actuator line method.
Stall-corrected 2-D polars can be used to partly address this weakness of the model, but it was
not pursued here as the focus is on evaluating DRWT performance at the design condition.
Therefore, the comparison in Fig. 2.2 (b) is limited to pre-stall operation.
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Figure 2.2: Verification of LES predicted results for the Tellus (Risø) turbine. (a) non-
dimensional rotor blade chord and twist variation, and (b) power curve variation with wind
speed compared against data and BEM.
Comparisons of radial distributions of sectional torque (tangential) force coefficient, cτF
between the predictions made by LES and BEM theory methods for two rotor tip speed ratios,
λ = Ω rtip/u∞ = 6.0 and 7.0, (close to the design λ) are presented in Fig. 2.3. cτF is the
non-dimensional aerodynamic force on a blade section that generates torque and is defined as
cτF =
Fτ
0.5 ρ u2rel c
= cl sin(φ)− cd cos(φ), (2.2)
where Fτ is the component of the net aerodynamic force (per unit length) in the plane of rotor
rotation, ρ is the fluid density, urel is blade relative flow velocity, c is section blade chord,
cl and cd are section lift and drag coefficients respectively, and φ is the angle that the blade
relative velocity vector makes with the plane of rotor rotation. The agreement between the
two solvers is very good except very near the point where the blade cross-section abruptly
transitions from an airfoil shape to a cylinder (around 0.3× the tip radius). The differences
between the two models emanate from the different blade discretization and interpolation used
to calculate sectional airfoil properties (chord, twist, and polars), and are magnified at the
geometric transition point.
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Figure 2.3: Radial variation of sectional torque force coefficient, cτF compared between LES
and BEM theory predictions at (a) λ = 6.0 and (b) λ = 7.0.
2.3 Computational Setup
A two-step approach is used for the numerical predictions. The atmospheric boundary layer
(ABL) flow is computed first on one grid and then the flow around the wind turbine is com-
puted on another, more refined grid. Investigations are conducted for uniform inflow and two
atmospheric stability conditions: (1) neutral, and (2) stable. In the simulations presented here,
the wind blows from the South-West; the wind direction is 240 degrees (measured clockwise)
from the North such that the West and the South boundaries of the computational domains
are inlet while the East and the North boundaries are outlet (see Fig. 3.1).
Three coordinate systems are utilized in this study. A frame of reference attached to the
ground, described by unit vectors eˆx˜, eˆy˜, eˆz, is utilized for the CFD calculations. The freestream
wind blows at an angle φ = 30o to eˆx˜. A new coordinate system with its x-axis aligned with the
flow direction is therefore defined by the unit vectors eˆx, eˆy, eˆz, where eˆx˜.eˆx = cos(30
o). Lastly,
a cylindrical coordinate system, with its axis aligned with eˆx is used to compute momentum and
energy entrainment into the turbine wake layer (see Section 2.4.2.3). This coordinate system
is defined by the unit vectors eˆr, eˆθ, eˆx. The details are provided in Appendix A.
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(a) CFD domain for precursor simulations
(b) CFD domain for wind turbine simulations
Figure 2.4: A schematic showing the computational domains for the atmospheric boundary
layer (precursor) and the main (wind turbine) simulations. The entire box in (a) is the domain
for precursor calculations; shaded are shows the smaller domain for wind turbine calculations.
In (b), points A-D are lateral midpoints of the rectangular refinement zones.
The atmospheric boundary layer (ABL) is developed in a computational domain by per-
forming “precursor” simulations. A precursor calculation simulates an infinitely long domain
in the horizontal directions (the Earth surface) by using cyclic boundary conditions. The in-
tent here is to create steady state ABLs under different stability conditions and not to capture
the transient effect caused by the diurnal or seasonal variation of the ABL. Wall models by
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Moeng [98] are used to estimate the surface stresses (viscous and SGS) and temperature flux
at the bottom boundary. The aerodynamic surface roughness is h0 = 0.1 m, which is a typical
value for a terrain with low crops and occasional large obstacles [103]. The top boundary is at
1 km, which is many diameters away from the turbine. The velocity normal to the boundary
is set to zero. The pressure boundary condition is zero-gradient and temperature gradient is
specified to be 0.003 K/m at the top boundary. Temperature inversion is applied in the domain
with the width of 100 m. The temperature at the bottom of the inversion layer is 300 K and at
its top is 308 K. Above the inversion layer, the temperature gradient is 0.003 K/m. The inlet
is on the South and the West boundaries and a zero pressure gradient boundary condition to
simulate outlet conditions is applied on the North and the East boundaries.
Since the objective of the precursor simulations is to establish a fully-developed atmospheric
boundary layer flow, wind turbines are excluded from these simulations. The flow is driven by a
pressure gradient which is adjusted to achieve the desired flow speed at the turbine hub height.
Random perturbations are applied to the flow initially to trip the boundary layer. Precursor
simulations are carried out for a long enough time (5 hours of simulation time) to achieve
statistical stationarity. With the mean flow speed at the turbine hub height set at 8 m/s, it
takes about 9 minutes of simulation time for the flow to cross the computational domain from
the inlet to the exit. In 5 hours of simulation time, the flow cycles the domain approximately
34 times, which is sufficient to achieve a fully developed ABL.
Time accurate flow data sampling is initiated at the inlet boundaries after reaching a statis-
tical stationary state (at t = 5.0 hours). Sampling is performed for 1, 000 seconds of simulation
time, which is the total simulation time for the wind turbine calculations. This time-accurate
flow data is prescribed as an inflow boundary condition in the wind turbine simulation. This is
one approach to prescribe time-accurate inflow boundary conditions. Another approach is to
use synthesized turbulence, where the time-accurate flow information can be constructed using
analytical models of turbulence spectra (e.g., Kaimal, von Karman, etc.) [104]. Once statistical
stationarity is reached (at t = 5.0 hours), the entire flow field from the precursor simulation is
also stored and used to initialize the flow in the wind turbine simulations.
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Each wind turbine simulation starts at t = 5.0 hours and a total of 1, 000 seconds of
flow is simulated. The initial and inlet boundary conditions are prescribed using the precursor
simulation data as described above. The computational domains for precursor and wind turbine
simulations need not be identical. On the contrary, it is desirable to make the domain of the
precursor calculation considerably larger than the domain for the wind turbine simulation to
account for the length scale disparity between the physical phenomena of interest in these
simulations. In the precursor simulations, the energy containing turbulent eddy size can be of
the order of a kilometer (planetary boundary layer height), while in the wind turbine simulation,
the flow physics of interest is turbine wake for which the relevant length scale is of the order of
the turbine diameter (∼ 100 m for utility scale turbines).
A shorter domain is used for wind turbine simulations in comparison with precursor sim-
ulations to allow for higher spatial resolution of the turbine wakes. As seen in Fig. 3.1, the
precursor runs are performed on a computational domain with dimensions 3 km × 3 km × 1
km. The domain is discretized into 288×288×100 hexahedral cells. The precursor simulations
are performed in parallel on 128 cores and each run takes about 50 hours of wall-clock time.
The wind turbine runs are performed on a domain of size 2.2 km × 1.5 km × 1 km that is
discretized into 220×150×100 hexahedral cells. Two levels of mesh refinement are used in the
vicinity of- and downstream of the wind turbine. Each grid cell in a refinement block is split
into half along each direction (i.e., it is divided into 8 cells). In the refined block, the cell size is
2.5 m in each direction. The final mesh has a total of about 14 M cells. The blockMesh utility
in OpenFoam is used to generate the computational meshes. It takes approximately 120 hours
of wall-clock time to simulate 1, 000 seconds of flow in each wind turbine simulation using 128
cores in parallel. Figure 3.1 (b) shows the turbine location in the computational domain as
well as the topology of the refinement zones.
LES simulations are carried out using the optimum DRWT identified in Rosenberg et al.[1].
The non-dimensional chord and twist distributions of the main and secondary rotors of the
DRWT are shown in Fig. 2.5. The blade chord (c) and radius (r) are nondimensionalized by
the respective rotor tip radii. To enable direct comparisons, simulations are also performed
for a conventional single rotor wind turbine (SRWT), which is the conceptual NREL 5MW
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offshore reference turbine [75]. The NREL 5 MW turbine rotor is used as the primary rotor of
the DRWT.
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Figure 2.5: Radial distributions of the (a) primary and (b) secondary rotor blade chord and
twist of the DRWT configuration analyzed here.
2.4 Results and Discussion
The objectives of the DRWT technology by Rosenberg et al. [1] are twofold: (1) minimize
root losses, and (2) increase entrainment from the upper atmosphere into the turbine wake.
An increase in CP between 5-7% through root loss mitigation was already demonstrated for
uniform inflow calculations in Rosenberg et al. [1]. Here we analyze the effect of the atmospheric
boundary layer (ABL) on blade root loss, wake mixing, and aerodynamic loads.
2.4.1 Atmospheric Boundary Layer
The precursor (ABL) simulations are analyzed first. The simulated flow data is averaged in
time and space (along the horizontal directions) to obtain mean velocity profiles for both the
neutral and stable ABL conditions. A pressure gradient along the flow direction is imposed and
is continually adjusted until the desired mean flow speed (u∞,h = 8 m/s for the simulations here)
is achieved at the turbine hub height. The atmospheric stability is varied between different
simulations by changing the heat flux through the bottom boundary. Zero net heat flux is
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prescribed for the neutral ABL simulation, while a value of −0.4 K.m/s is used to simulate the
stable ABL condition. A negative value implies heat flux out of the computational domain.
Figure 2.6 (a) plots the normalized mean velocity profiles for two ABL simulations; the
freestream mean wind speed at the turbine hub height (u¯∞,h) is used for the normalization. The
uniform flow case does not require a precursor simulation - a uniform wind speed of 8 m/s with
zero inflow turbulence is used for that case. As expected, the vertical shear in the mean wind
speed near the ground in the stable case is much higher than in the neutral case. Figure 2.6 (b)
compares the streamwise turbulence intensity, defined as σux/u∞,h = (u2x−u¯2x)
1
2 /u¯∞,h, where ux
is the streamwise component of the wind velocity. Equation A.1 is used to calculate streamwise
turbulence intensity from the computed Reynolds stress. In both ABL cases, the streamwise
turbulence intensity decreases with height across the turbine rotor. At the hub height, the
streamwise turbulence intensity (σux/u∞,h) is about 6% for the stable ABL case and about
10% for the neutral ABL case. Note that these values would be higher if the local mean wind
speed at the turbine hub height was used rather than the corresponding freestream value.
Stable stratification suppresses atmospheric turbulence and hence the streamwise turbulence
intensity is less for the stable ABL case compared to the neutral case.
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Figure 2.6: Time averaged streamwise wind speed and streamwise turbulence intensity profiles
for the two ABL conditions simulated. The mean wind speed is u¯∞,h = 8 m/s. The turbulence
intensity is zero for the uniform inflow case.
Atmospheric boundary layer stability is characterized by the Richardson number, which
can be written as
Ri =
g
T
(∆θ/∆z)
(∆u/∆z)2
=
z/Lφh
φ2m
, (2.3)
where z is height from the ground, θ is potential temperature, u is flow speed, L is the Obukhov
Length and φm and φh are nondimensional temperature and wind profiles, respectively. For
z/L ≥ 0, φh = 0.74 + 4.7z/L and φm = 1 + 4.7z/L. z is set as 50 m for the ABL calculation
of the Richardson number [105, 106]. For neutral stability, L→∞ and Ri→ 0. For the stable
condition simulated, Ri = 0.125, which falls in the “slightly stable” category according to the
classification of atmospheric stability by Sedefian and Bennett [105]. They collected meteoro-
logical data over a year at a site in Staten Island, NY. They categorized all the possible ABL
stability conditions into seven groups, ranging from strongly unstable to strongly stable ABL.
As they reported, neutral- and slightly stable atmosphere (as characterized by Ri using Eq. 2.3)
were observed for 31.1% and 12.3% of the time respectively. Due to their high probability of
occurrence in the field, these two stability conditions were selected for the simulations.
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2.4.2 Aerodynamic Performance
The aerodynamic performance of the DRWT design is analyzed and compared against
the corresponding SRWT. Analysis is presented for the three inflow conditions described in
Section 3.2.2: (a) uniform inflow, (b) slightly stable ABL, and (c) neutral ABL. The emphasis
is on evaluating the ability of the DRWT to mitigate blade root loss and wake loss.
Figure 2.7 visualizes the flow field downstream of the SRWT turbine operating in a neutral
ABL. The figure is an iso-surface plot, showing surfaces with a constant value of Q-criterion.
In a vortex, Q = 0.5(|Ω|2 − |S|2) is greater than 0, where Ω and S are vorticity and rate-of-
strain tensors respectively, and |T | denotes the Euclidean norm of the tensor T . The tip and
hub vortices can be seen in the near-wake region, but quickly disintegrate in one to two rotor
revolutions due to the high atmospheric turbulence. Some structures can be seen underneath
the turbine, which correspond to the ABL turbulence near the ground.
Figure 2.7: Iso-surfaces of Q-criterion of the SRWT operating in a neutral ABL. The contours
are colored by streamwise turbulence intensity - red and blue showing high and low turbulence
intensity levels respectively.
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2.4.2.1 Root Loss Mitigation
Airfoils in the root region (approximately inner 25%) of conventional turbine blades have
very high thickness-to-chord ratio and thus have poor aerodynamic performance. The smaller
secondary rotor in the DRWT proposed by Rosenberg et al. [1] aims to mitigate the losses due
to the aerodynamically non-optimum root region of the larger primary rotor blades. Since the
secondary rotor is much smaller in size compared to the primary rotor, it has significantly lower
loads; loads increase in proportion with the cube of rotor diameter. The secondary rotor can
therefore be designed using relatively thin, aerodynamically optimized airfoils that are efficient
at extracting wind energy passing through the main rotor blade root region.
The CP of the DRWT is computed as the sum of the powers generated by the two rotors,
normalized by the power in the wind going through the main rotor disk area. RANS calculations
by Rosenberg et al. [1] showed an increase in CP of about 7% with the DRWT. The results
from the LES simulations for the three inflow conditions, conducted as a part of this study,
corroborate the findings of Rosenberg et al. [1]. The DRWT outperforms the conventional
SRWT for all inflow conditions in terms of time-averaged power produced, demonstrating the
‘root loss mitigation’ ability of the DRWT. There is also a marginal reduction in the time-
averaged out-of-plane blade root bending moment (MOOP ) of the primary rotor of the DRWT.
A summary of these results is presented in Table 2.1. The percentage differences in the table
are calculated as 100×(DRWT-SRWT)/SRWT. The largest increase in power is observed for
the neutral ABL condition and smallest for the uniform inflow case.
Table 2.1: Percentage difference in time-averaged turbine CP and MOOP .
Case %∆Power %∆MOOP
Uniform inflow 5.0 -0.39
Stable ABL 5.4 -0.29
Neutral ABL 6.1 -0.07
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2.4.2.2 Turbine Wake Mixing
Comparative wake mixing analyses are performed for the DRWT and SRWT to investigate
the ability of the DRWT to reduce wake loss. The setup and inflow boundary condition for
the neutral and stable cases are described in Section 3.2.2. For the uniform inflow simulation,
the precursor run is not required and a uniform wind velocity and zero turbulence intensity are
specified at the inlet boundaries. The flow angle is kept the same (30 degrees w.r.t. eˆx˜) as for
the two ABL cases.
Meanflow Time-averaged velocities in turbine wakes are compared first. Averaging is
performed over 110 revolutions of the main rotor. Large scale eddies in atmospheric turbulence
contain significant energy at frequencies much lower than rotor passing frequency, hence aver-
aging over a long time (in comparison with the rotor rotation period) is required. Contours of
mean streamwise velocity are plotted on an x-z plane in the streamwise direction (see subplots
‘a’ and ‘b’ in Figs. 2.8, 2.9, & 2.10), and on y − z planes in the cross-stream direction at four
downstream locations: 2D, 4D, 6D, and 8D, where D is the main rotor diameter (see subplots
‘c’ and ‘d’ in Figs. 2.8, 2.9, & 2.10). The cross-stream contour plots are drawn over disks of
diameter 1.4 times the turbine rotor diameter such that the top of each disk corresponds to the
12 o’clock position of the rotor and the bottom to the 6 o’clock position; the view is looking
from downstream (but at an angle, so the disks look oval and not circular) and the main turbine
rotor is rotating in the counter-clockwise in the figures. The path traced by the rotor tip is
marked with the dashed curves. For a more quantitative comparison, streamwise velocity is
azimuthally (circumferentially) averaged; averaging denoted by angle brackets as 〈u¯x〉. Radial
profiles of 〈u¯x〉, normalized by u¯∞,h, are compared between the SRWT and the DRWT in the
wake region (see e.g., Fig. 2.8 e).
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(a) SRWT: ux/u¯∞,h contours (Uniform)
(b) DRWT: ux/u¯∞,h contours (Uniform)
(c) SRWT: ux/u¯∞,h contours (Uniform)
(d) DRWT: ux/u¯∞,h contours (Uniform)
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Figure 2.8: Comparison between SRWT and DRWT of normalized mean streamwise velocity,
ux/u∞,h: (a,b) on the x-z plane passing through the rotor hub, and (c,d) on cross-stream
(y-z) planes, and (e) circumferentially averaged values at four downstream locations (x/D =
2, 4, 6, & 8) for the uniform inflow condition.
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Figure 2.8 compares the SRWT and DRWT designs for the uniform inflow case. Large
differences in mean velocities near the center of the disks are evident up to 8D downstream
of the rotor. The SRWT is not effective at extracting energy from the wind in the blade
root region, and hence the wind flows through there unharvested. In contrast, the secondary
rotor of the DRWT efficiently extracts the energy from this streamtube and hence leaves a
larger momentum (velocity) deficit in the wake. Reduced values of 〈u¯x〉/u∞,h are therefore
observed in the wake of the DRWT as compared to SRWT for r/rtip < 0.4. This deficit reduces
with downstream distance due to enhanced wake mixing in the DRWT. The circumferentially
averaged plots show that by 8D downstream, the difference in the velocity (and hence kinetic
energy) deficit between the DRWT and SRWT is considerably reduced. Also noted in the
uniform inflow case is the slight flow acceleration near the ground under the turbines, which
occurs due to the contraction of the streamtube caused by the slip wall boundary condition
imposed on the ground. As a result, the wake deficit shifts up and away from the ground as it
convects downstream (see Fig. 2.8).
The addition of the atmospheric boundary layer (ABL) considerably changes the turbine
performance and wake dynamics. The wall shear reduces the velocity near the ground. Hence,
the acceleration effect observed in the uniform inflow case – due to streamtube contraction –
is not observed in the ABL cases. The effect of wake rotation is evident in the ABL cases as
seen by the azimuthal locations of highest mean velocity in subplots (c) and (d) of Figs. 2.9
and 2.10. The main rotors of the turbines are rotating in the counter-clockwise direction as
seen from downstream and the turbine wake rotates in the opposite (clockwise) direction. As
the wake rotates, it pulls the higher momentum fluid from above (12 o’clock position) down
and to the right in the figure (clockwise). Wake rotation also pulls the low momentum fluid in
the boundary layer near the ground, up and to the left in the figures.
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(a) SRWT: ux/u¯∞,h contours (Stable)
(b) DRWT: ux/u¯∞,h contours (Stable)
(c) SRWT: ux/u¯∞,h contours (Stable)
(d) DRWT: ux/u¯∞,h contours (Stable)
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Figure 2.9: Comparison between SRWT and DRWT of normalized mean streamwise velocity,
ux/u∞,h: (a,b) on the x-z plane passing through the rotor hub, and (c,d) on cross-stream
(y-z) planes, and (e) circumferentially averaged values at four downstream locations (x/D =
2, 4, 6, & 8) for the stable ABL condition.
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(a) SRWT: ux/u¯∞,h contours (Neutral)
(b) DRWT: ux/u¯∞,h contours (Neutral)
(c) SRWT: ux/u¯∞,h contours (Neutral)
(d) DRWT: ux/u¯∞,h contours (Neutral)
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Figure 2.10: Comparison between SRWT and DRWT of normalized mean streamwise velocity,
ux/u∞,h: (a,b) on the x-z plane passing through the rotor hub, and (c,d) on cross-stream
(y-z) planes, and (e) circumferentially averaged values at four downstream locations (x/D =
2, 4, 6, & 8) for the neutral ABL condition.
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The primary mechanism of wake mixing is turbulent momentum transport across the tur-
bine wake layer, which is proportional to the turbulence level in the incoming wind. Higher
turbulence intensity in incoming flow therefore leads to higher wake mixing rate. The turbu-
lence in the ABL enhances wake mixing and hence the velocity deficits in the wakes are reduced
for the two ABL cases in comparison with the uniform inflow case. The wake deficit for ei-
ther turbine is highest for the uniform flow case and smallest for the neutral ABL case. This
behavior of turbine wake mixing rate increasing with inflow turbulence intensity, has been pre-
viously observed both experimentally [107] and numerically [108] for conventional, single-rotor
turbines.
The interesting observation in the present study is that the difference in the velocity deficits
between the SRWT and DRWT also reduces faster for the ABL cases when compared to the
uniform flow case; the difference is negligible by 8D downstream (compare subplot ‘e’ in Figs. 2.9
& 2.10 with Fig. 2.8). This suggests that the presence of atmospheric turbulence enhances the
wake mixing rate of the DRWT more than that of the SRWT. The increase in wake mixing
rate is due to the ABL turbulence augmenting the interaction between the trailing wake/vortex
systems of the two rotors of the DRWT; this interaction leads to increased turbulent momentum
transport into the turbine wake layer, as shown later in Section 2.4.2.3. The largest increase in
wake mixing rate is observed for the neutral ABL case (Fig. 2.10).
It should be noted that the secondary rotor of the DRWT used here is not specifically
designed or operated to target wake mixing. The results obtained here, of enhanced wake
mixing rate with a DRWT, indicate that the technology has potential to reduce wake losses if
its design and operation are optimized for that purpose. Also, it is observed that even with the
de facto design/operation of the DRWT, the additional wake deficit due to the secondary rotor
of the DRWT is sufficiently mixed out such that it will not adversely impact the performance
of the immediately downstream turbine if it is placed at least 8D away. Therefore the gains
achieved by mitigating root losses for isolated turbines will be realized in array configurations
(windfarms) as well.
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Turbulence Intensity Mechanical turbulence, generated due to mean velocity shear
in turbine wake and tip vortices, is an important contributor to wake mixing. Streamwise
turbulence intensities in the wakes are therefore compared between the DRWT and SRWT
configurations for the three inflow conditions in Figs. 2.11, 2.12, and 2.13. In all three cases,
streamwise turbulence intensity near the turbine hub height is higher for the SRWT until about
4D downstream of the turbine. This is because of two reasons: (1) due to the “leakage” of
high-momentum fluid through the blade root region, a higher velocity shear is present in the
wake of the SRWT than that of the DRWT; compare e.g., subplots (a) and (b) in Fig. 2.8.
Mean velocity shear is a source of turbulence. Hence, there is higher shear-generated turbulence
in the wake of the SRWT near the turbine hub height up to 4D downstream of the turbine, and
(2) the secondary rotor of the DRWT dampens the large-scale eddies in the incoming ABL flow.
This phenomenon of a turbine rotor acting as a damper / high-pass filter has been reported by
Chamorro [109] for conventional single rotor wind turbines.
While the SRWT shows higher turbulence intensity in the wake up to about 4D, the tur-
bulence intensity for the DRWT is higher further downstream for all inflow conditions. This
increase in turbulence production in the DRWT for x > 4D is due to the interaction be-
tween the trailing wake/vortex systems of the primary and the secondary rotors of the DRWT.
The turbulence production mechanism is velocity shear, which is increased by this interaction.
Higher turbulence intensity in the wake explains the higher wake mixing rate for the DRWT
noted in the previous section. The difference in turbulence intensities between the DRWT and
the SRWT is highest for the neutral ABL case (which has the highest ABL turbulence of all
the cases simulated), re-emphasizing that atmospheric turbulence promotes interaction of the
wake/vortex systems of the two rotors.
While increased turbulence intensity enhances wake mixing rate and therefore boosts wind-
farm efficiency, it does have a potential to increase fatigue loading on downstream turbines.
This potential issue with the DRWT technology will be addressed in the future. Aerodynamic
loads for a DRWT operating in “clean” flow however, are analyzed in Section 2.4.3.
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(a) SRWT: σux/u¯∞,h contours (Uniform)
(b) DRWT: σux/u¯∞,h contours (Uniform)
(c) SRWT: σux/u¯∞,h contours (Uniform)
(d) DRWT: σux/u¯∞,h contours (Uniform)
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Figure 2.11: Comparison between SRWT and DRWT of normalized streamwise turbulence
intensity, σux/u¯∞,h: (a,b) on the x-z plane passing through the rotor hub, and (c,d) on cross-
stream (y-z) planes, and (e) circumferentially averaged values at four downstream locations
(x/D = 2, 4, 6, & 8) for the uniform inflow condition.
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(a) SRWT: σux/u¯∞,h contours (Stable)
(b) DRWT: σux/u¯∞,h contours (Stable)
(c) SRWT: σux/u¯∞,h contours (Stable)
(d) DRWT: σux/u¯∞,h contours (Stable)
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Figure 2.12: Comparison between SRWT and DRWT of normalized streamwise turbulence
intensity, σux/u¯∞,h: (a,b) on the x-z plane passing through the rotor hub, and (c,d) on cross-
stream (y-z) planes, and (e) circumferentially averaged values at four downstream locations
(x/D = 2, 4, 6, & 8) for the stable ABL condition.
38
(a) SRWT: σux/u¯∞,h contours (Neutral)
(b) DRWT: σux/u¯∞,h contours (Neutral)
(c) SRWT: σux/u¯∞,h contours (Neutral)
(d) DRWT: σux/u¯∞,h contours (Neutral)
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Figure 2.13: Comparison between SRWT and DRWT of normalized streamwise turbulence
intensity, σux/u¯∞,h: (a,b) on the x-z plane passing through the rotor hub, and (c,d) on cross-
stream (y-z) planes, and (e) circumferentially averaged values at four downstream locations
(x/D = 2, 4, 6, & 8) for the neutral ABL condition.
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2.4.2.3 Momentum Entrainment
Utility scale turbines in windfarms are typically installed in systematic arrangements (ar-
rays). Wake losses in a windfarm are most severe when the wind direction is aligned with
the turbine rows. In such extreme cases, it is meaningful to look into entrainment of high-
momentum fluid into the turbine wake layer. For a very large, closely-packed turbine array,
the turbine wake layer would be horizontal, stretching vertically from H − rtip to H + rtip,
where H is the turbine hub height and rtip is the rotor tip radius. For an isolated turbine
analysis however, the turbine wake layer is cylindrical, co-axial with the rotor, and has the
same diameter as that of the turbine rotor (see Fig. 2.14).
Turbulent transport of momentum from outside the turbine layer has been identified to be
the dominant mechanism for re-energizing the flow in large wind turbine arrays [27]. Turbulent
momentum flux through the cylindrical turbine wake layer (see Fig. 2.14), is analyzed to com-
pute turbulent momentum and energy transport and investigate wake recharging. The present
analysis is performed for a turbine wake layer that extends from the turbine rotor location to
8D downstream. Time averaged velocity and Reynolds stress tensor (u′iu
′
j) are interpolated
onto this cylindrical surface using the Tecplot 360 software (www.tecplot.com).
Turbine wake layer
(a) Schematic (b) Turbine wake layer (cylindrical
surface)
Figure 2.14: Investigation of turbulent momentum transport into the turbine wake layer: (a) a
schematic and (b) cylindrical surface showing the turbine wake layer through which turbulent
momentum flux is computed to quantify entrainment in turbine wake.
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Entrainment of high momentum fluid into this cylinder is induced by turbulent stresses,
particularly the stress term u′ru′x, where the subscript ‘r’ denotes the radial component, the
prime denotes a perturbation quantity, and the overline denotes a time-averaged quantity. A
cylindrical coordinate system (eˆr, eˆθ, eˆx) with its axis aligned with the freestream flow direction
eˆx is used (see Appendix A). Equation A.3 relates u′ru′x to the Reynolds stress tensor computed
in the ground frame of reference (eˆx˜, eˆy˜, eˆz). Since eˆr points radially outward, a negative value
of u′ru′x implies transport into the cylinder (turbine wake layer).
Figure 2.15 (a-f) plot the Reynolds stress term u′ru′x normalized by u2∞,h on the unwrapped
cylindrical surface that defines the turbine layer. The colormap in the figure is reversed to
make intuitive sense - negative values indicate net flux into the cylinder. In the figure, θ = 0o
corresponds to the 12 o’clock position and ±180o correspond to the 6 o’clock position. It
can be noticed that the highest value of −u′ru′x is not at the 12 o’clock position but skewed
about it. This behavior has been noted previously by Wu and Porte´ Agel [110] although for
the stress term u′xu′z. A clear trend of increasing momentum entrainment with increasing
ABL turbulence is seen in the figure for both SRWT and DRWT. The x-location where peak
entrainment occurs varies both with atmospheric turbulence intensity and azimuthal location.
The peak values occur closer to the turbine as inflow turbulence intensity increases (compare
subplot ‘a’ with ‘b’ & ‘c’ of Fig. 2.15). This is because the incoming turbulence disintegrates
the tip vortex system quickly. For ABL cases, peak −u′ru′x occurs around 1 rotor diameter
downstream of the turbine near the ground (θ = ±180o), while near the 12 o’clock position,
the peak values occur further downstream.
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(a) SRWT Uniform (b) SRWT Stable (c) SRWT Neutral
(d) DRWT Uniform (e) DRWT Stable (f) DRWT Neutral
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Figure 2.15: Radial transport of streamwise momentum into the turbine wake layer. Color
contours show u′ru′x/u2∞,h on the cylindrical surface of Fig. 2.14 that has been cut at θ = ±180o
and unwrapped.
While there is a significant difference in the spatial distribution and magnitudes of u′ru′x
between the three inflow conditions considered, the differences between the SRWT and DRWT
are subtle. The DRWT shows a higher level of momentum entrainment, especially for x > 5D.
To calculate net entrainment from all around the cylinder, u′ru′x is further averaged azimuthally.
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The azimuthal averaging operation is denoted by angle brackets, thus the quantity 〈u′ru′x〉 rep-
resents temporally and spatially averaged value of u′ru′x. 〈u′ru′x〉 multiplied by the circumference
of the cylinder (2pirtip) is the turbulent momentum entrainment per unit length into the cylin-
der. Subplots (g-i) in Fig. 2.15 show the variation of 〈u′ru′x〉 (normalized by u2∞,h) with distance
from the turbine rotor location. The y−axis is reversed in the plots as negative values imply
positive entrainment. Variation is plotted on the same scale to contrast the mixing rates be-
tween the different inflow conditions. The neutral ABL case shows highest entrainment while
the uniform inflow case shows the lowest entrainment. The increase in entrainment for the
DRWT over the SRWT is also highest for the neutral ABL case and lowest (indeed there is
a slight reduction) for the uniform inflow case. The plots for turbulent flux of kinetic energy
(ux×u′ru′x) are very similar to those for momentum flux and hence are not shown. The overall
percentage change in turbulent flux of axial momentum and kinetic energy due to the DRWT
are provided in Table 2.2.
A modest 3.29% increase in momentum entrainment is observed. The reader is reminded
that in these simulations, the secondary rotor is operated at the tip speed ratio that gives
maximum aerodynamic performance for isolated turbine operation in uniform inflow conditions.
No attempt is made here to optimize the secondary rotor design/operation to enhance wake
mixing. Notwithstanding the sub-optimal design/operation, the DRWT still shows higher
levels of entrainment than the SRWT for the two ABL cases. These results demonstrate that
in a windfarm, the turbines operating in wake flow can benefit from enhanced entrainment
provided by the DRWT. Additionally, the fact that the turbine operation and the geometry
of the secondary rotor, can be optimized to actively target wake mixing, leaves potential for
further improvement in windfarm efficiency from the DRWT technology.
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Table 2.2: Percent change (DRWT-SRWT) in cumulative streamwise momentum and kinetic
energy for the three inflow conditions.
Inflow condition %∆(u′ru′x) %∆(ux × u′ru′x)
Uniform -1.17% -2.30%
Stable +1.78% +1.63%
Neutral +3.29% +2.54%
2.4.3 Aerodynamic Loads
Aerodynamic loads in terms of blade root bending moments are analyzed in this section.
The approximations made to carry out this analysis are: (1) the rotor blades are assumed to
be infinitely rigid (i.e., no deformation in turbine geometry is permitted), (2) the turbine is
operated at a fixed rotation rate irrespective of the incoming wind speed (hence the tip speed
ratio is fluctuating due to inflow turbulence), and (3) the blade geometry is not resolved in the
simulations and hence the potential interaction between the rotors due to blade thickness is
not captured.
Figures 2.16 and 2.17 compare the turbine power and out-of-plane blade root bending
moment (MOOP ) in the time and frequency domains for the two ABL cases simulated. The
dynamic loads in the uniform flow case are very small compared to the ABL cases and hence
those results are not presented. For the DRWT, turbine power is the sum of powers from the
two rotors; blade root moment however is only compared for the main rotor unless otherwise
stated. Figure 2.16 compares the DRWT and SRWT power and loads for the stable ABL
condition. The secondary rotor in the DRWT efficiently extracts power near the main rotor
blade root region and hence the DRWT produces higher net power than the SRWT (see subplot
‘a’ in Figs. 2.16 and 2.17). In the plots, power is normalized by 1/2ρu¯3∞,hAd and blade root
bending moments by 1/2ρu¯2∞,hAd rt, where Ad = pir
2
t and rt is the main rotor tip radius.
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Figure 2.16: Stable ABL simulation results. Turbine power and out-of-plane blade root bend-
ing moment (MOOP ) compared in time and frequency domains.
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Figure 2.17: Neutral ABL simulation results. Turbine power and out-of-plane blade root
bending moment (MOOP ) compared in time and frequency domains.
Fluctuations in power output are caused by spatial and temporal variations of the incoming
wind. While the temporal variations are only due to turbulence, spatial variations also occur
in the mean wind speed in the ABL; the mean wind speed varies monotonically with height
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from the ground in the area swept by the turbine rotor (see Fig. 2.6a). Each blade of the
turbine rotor(s) experiences a one per revolution variation/excitation because of this spatial
variation of the mean wind speed - highest wind at the 12 o’clock position and lowest at the
6 o’clock position. This periodic (since the rotor rotation speed is fixed) excitation results in
deterministic fluctuations in turbine power and blade loads. The torque contribution from each
blade of a turbine rotor adds linearly (scalar addition) to give the net rotor torque (and power);
blade root bending moments however are about different axes for each blade, so they need to
be added as vectors in order to compute the moment on the turbine shaft. In here we analyze
blade root moments. Since the turbine blades are assumed to be identical, one-per-revolution
fluctuation in the torque/power for each blade causes a one-per-BPF variation in torque/power
for the rotor, where BPF stands for blade passing frequency. Blade root bending moments
however are for each rotor blade, which therefore fluctuate at the fundamental frequency of one
per turbine revolution, or 1/rev.
Deterministic power fluctuations at the BPF and its harmonics are observed in the power
spectral density (PSD) plots (see subplot ‘c’ in Figs. 2.16 and 2.17) due to the variation of
mean wind speed with height as discussed above. In these figures, the main rotor passing fre-
quency is used to normalize frequency. Power fluctuations at secondary rotor passing frequency
and its harmonics are also present but they are much smaller in magnitude and are therefore
inconspicuous in the figure. While the increase in mean power from the DRWT is measurable
(between 5-6%), the change (reduction) in power fluctuations observed is insignificant. Power
fluctuations are not desirable, and hence no increase in such fluctuations with the DRWT is
beneficial. The difference in out-of-plane blade root bending moment (MOOP ) is also insignifi-
cant; the DRWT showing a very small reduction at high harmonics of rotor passing frequency
(see Fig. 2.17). The reduction is expected to be small since the contribution to root bending
moment from the blade root region, where the blade relative flow velocity and the moment
arm are both small, is insignificant. The results suggest that the aerodynamic interaction be-
tween the main rotor and the secondary rotor has little impact on unsteady aerodynamic loads
experienced by the main rotor.
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Figure 2.18 compares the MOOP for the SRWT operating in the stable and neutral ABL
conditions. The PSD of the MOOP is higher for the stable case at the fundamental rotor passing
frequency because the vertical shear in the mean wind speed is higher for the stable case (see
Fig. 2.6 (a)). Vertical shear in mean wind results in a 1/rev variation in angle-of-attack, and
hence loads, on the rotor blades. At frequencies greater than the fundamental rotor passing
frequency, the neutral case shows higher values ofMOOP than the stable case. This behavior can
be explained by the difference in the size of the turbulent eddies in the two ABL cases. A wind
turbine rotor can ‘chop’ through a large, slow-moving turbulent eddy multiple times, resulting
in blade loads at the rotor passing frequency and its harmonics. Integral length scale represents
the size of the largest eddies in a turbulent flow. In the present problem, the integral length
scale is computed at the hub height using a two-point correlation of streamwise wind velocity,
defined as Ruu(r) = 〈u(x)u(x + r eˆx)〉, where the angle brackets denote spatial averaging over
the horizontal plane at the turbine hub height (x.eˆz = h), and the overline denotes time
averaging. The two-point correlations are computed using the precursor simulations for the
two ABL cases and are compared in Fig 2.18 (b). The integral length scale (L) is computed
as L =
∫ Rmax
0 Ruu(r) dr, where the upper limit of the integral, Rmax = 3 km. The integral
lengths are found to be approximately 24 m and 130 m for the stable and neutral ABL cases
respectively. The higher values of MOOP at frequencies greater than the fundamental rotor
passing frequency can be attributed to the larger eddy sizes (higher integral length scale) in
the neutral ABL case.
2.4.3.1 Secondary Rotor
Figure 2.19 presents the power spectral densities of the secondary rotor MOOP for neutral
and stable conditions. Contrasting the magnitudes in Fig. 2.19 with those in Figs. 2.16 & 2.17
elucidates that the mean and the fluctuating loads on the secondary rotor are in fact orders
of magnitude smaller than those on the main rotor. Therefore, the secondary rotor can be
designed with relatively thin airfoils. The abscissa in Fig. 2.19 is normalized by the secondary
rotor blade passing frequency. While the decay in power spectral density with frequency is
monotonic for the main rotor, that is not the case with the secondary rotor. The MOOP at
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the fourth harmonic of rotor passing frequency is higher than the second and third harmonics.
This is likely an effect of the aerodynamic interaction between the main and the secondary
rotors.
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Figure 2.18: Autocorrelation of velocity fluctuation as a function of distance.
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Figure 2.19: Secondary rotor simulation results
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2.5 Conclusions
A numerical study is conducted using large eddy simulations to investigate aerodynamic
performance and loads for the dual rotor wind turbine (DRWT) technology proposed by Rosen-
berg et al. [1]. The LES solver is first validated against experimental data as well as blade ele-
ment momentum theory results for a conventional, single-rotor turbine. A two-step procedure
is used to first simulate the atmospheric boundary layer and then wind turbine aerodynam-
ics. The DRWT is analyzed for three different inflow conditions - uniform inflow, stable-, and
neutral- atmospheric boundary layer. The following conclusions are drawn from the results of
this study.
1. The DRWT operating in isolation shows aerodynamic performance (CP ) improvement
of about 5-6% for all inflow conditions. The performance benefit is obtained due to
efficient extraction of energy (using the smaller secondary rotor) from the streamtube
going through the blade root region.
2. The DRWT enhances wake mixing and entrainment of higher momentum fluid from out-
side the wake layer when the atmospheric (freestream) turbulence is moderately high (as
in the neutral stability case simulated here). A modest (≈ 3.2%) increase in momentum
entrainment is observed with the de facto DRWT design.
3. The enhancement in wake mixing is associated with the increased turbulence intensity in
the wake. This could potentially increase fatigue loads on the downstream turbines.
4. Spectral analysis of aerodynamic loads (measured as rotor power and out-of-plane blade
root moment) show negligible reduction for the main rotor in the DRWT. Unsteady
fluctuations in rotor power are observed at blade passing frequency while fluctuations
in blade root moments are at the rotor passing frequency and its harmonics. These
fluctuations occur because of the azimuthal variation (due to the ABL) in the incoming
mean wind as well as turbulence in the wind.
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The enhanced wake mixing rate observed with the DRWT is promising. It proves that the
technology has the potential to improve windfarm efficiency if the secondary rotor is optimally
designed and/or operated for that purpose.
2.6 Acknowledgement
Funding for this work was provided by the National Science Foundation under grant num-
ber NSF/CBET-1438099 and the Iowa Energy Center under grant number 14-008-OG. The
numerical simulations reported here were performed using the NSF XSEDE resources available
to the authors under grant number TG-CTS130004 and partly through the HPC equipment
at ISU some of which has been purchased through funding provided by NSF under MRI grant
number CNS 1229081.
51
CHAPTER 3. INVERSE DESIGN OF SINGLE- AND MULTI-ROTOR
HORIZONTAL AXIS WIND TURBINE BLADES USING
COMPUTATIONAL FLUID DYNAMICS
A paper accepted for publication in the Journal of Solar Energy Engineering, 2017
Behnam Moghadassian and Anupam Sharma
Abstract
A method for inverse design of horizontal axis wind turbine (HAWT) is presented in this
paper. The direct solver for aerodynamic analysis solves the Reynolds Averaged Navier Stokes
(RANS) equations, where the effect of the turbine rotor is modeled as momentum sources using
the actuator disk model (ADM); this computational fluid dynamics (CFD) approach is referred
to as RANS/ADM. The inverse problem is posed as follows: for a given selection of airfoils,
the objective is to find the blade geometry (described as blade twist and chord distributions)
which realizes the desired turbine aerodynamic performance at the design point; the desired
performance is prescribed as angle of attack (α) and axial induction factor (a) distributions
along the blade. An iterative approach is used. An initial estimate of blade geometry is used
with the direct solver (RANS/ADM) to obtain α and a. The differences between the calculated
and desired values of α and a are computed and a new estimate for the blade geometry (chord
and twist) is obtained via nonlinear least squares regression using the Trust-Region-Reflective
(TRF) method. This procedure is continued until the difference between the calculated and the
desired values is within acceptable tolerance. The method is demonstrated for conventional,
single-rotor HAWTs and then extended to multi-rotor, specifically dual-rotor wind turbines.
The TRF method is also compared with the multi-dimensional Newton iteration method and
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found to provide better convergence when constraints are imposed in blade design, even though
faster convergence is obtained with the Newton method for unconstrained optimization.
3.1 Introduction
Rapid increase in utilization of turbines to harvest clean and renewable wind energy resource
has introduced new challenges for researchers. As power production is directly dependent on
the design of the wind turbine blades, considerable research studies have focused on developing
methods to improve blade design in order to increase the output power. One approach to
blade design is to use direct analysis codes and perform parametric sweeps to identify highest-
performing blade design. However, this approach is computationally demanding and does not
guarantee that the optimum design will be reached [45]. More recently, researchers have started
using optimization algorithms in the blade design process. For example, Chattot [111] used
the Lagrange multiplier optimization method to maximize power while constraining thrust at a
given tip speed ratio. The inputs to the optimization algorithm were blade twist and chord. A
prescribed-wake vortex line method (VLM) was used that consisted of the Goldstein model [112]
to analyze the trailing wake vortex structure behind the rotor blades and used the Biot-Savart
formula to calculate the induction.
Inverse algorithms were introduced in wind turbine blade design process by Selig and Tan-
gler [47]. They combined the multi-dimensional Newton method with the Blade Element Mo-
mentum (BEM) theory to perform inverse blade design. This method is implemented in the
software PROPID which can perform inverse design in a variety of ways. One way is to pre-
scribe the desired distributions of axial induction factor (a) and lift coefficient (Cl) along the
blade, and the inverse design gives the blade geometry (blade twist and chord distributions)
that would yield the prescribed a and Cl distributions. The desired radial distributions of a
and Cl are carefully selected based on prior experience of the designer but with the general aim
of maximizing annual energy production (AEP). Any combination of aerodynamic quantities,
e.g., angle of attack (α), lift coefficient (cl), circulation (Γ), axial induction (a), etc. can be
prescribed as desired distributions that the final blade design is required to satisfy.
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Lee [45] proposed the use of VLM over the BEM theory as the direct solver in inverse design
of HAWT blades to model the effects of the three dimensional aerodynamic features of modern
turbine blades, such as sweep, pre-bend, non-planar wing tips, etc. The VLM allows for partial
coupling of the different radial sections of the blade through induced velocity computed via Biot
Savart’s law. Note that the coupling is partial because the method still uses 2-D airfoil polars
and cannot account for spanwise flow over the blade. Radial distributions of a and cl were used
to prescribe the desired blade aerodynamics. The multi-dimensional Newton method was used
to iterate on blade geometry (twist and chord) to obtain the prescribed a and cl distributions.
Selig and Coverstone-Carroll [113] and Giguere and Selig [114] merged the optimization
techniques with inverse design approaches to find the blade geometry that would maximize
AEP. They utilized the BEM theory along with a genetic algorithm to reach their goal of
maximizing AEP through blade design. If blade design is sought with the sole objective of
maximizing the AEP without any constraints, the final blade design would have extremely
high solidity inboard. The inboard cl and a distributions are therefore tailored during inverse
design procedure to yield a practical blade design that would satisfy design-, manufacturing-,
and transportation constraints. Lee et al. [115] used this idea to determine the blade shape by
considering a target function that includes the AEP as well as the costs for blade masters, mold
sets, tooling and blade production. They used the strip theory [116] to perform the inverse
design, while their target was to minimize energy loss at the Betz optimum condition. The
inverse blade design was a part of a global optimization algorithm which aimed to maximize
power production and simultaneously minimize blade cost.
Aerodynamics models that solve the Navier-Stokes equations offer higher fidelity in analysis
and design of wind turbine blades in comparison with models based on solving the simplified
potential flow equations (e.g., BEM and VLM). The Navier-Stokes equations are usually solved
with some simplifying assumptions. For wind turbine aerodynamics application, the incom-
pressible turbulent flow (at least turbulence at high wavenumbers) is modeled (e.g., using eddy-
viscosity based turbulence models), rather than directly solved. If the interest is only in mean
quantities, time variation is ignored and Reynolds Averaged Navier-Stokes (RANS) equations
are used with appropriate turbulence models that present the entire turbulence spectra. Many
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researchers [117, 118, 119, 120, 121] have utilized different forms of the RANS model to inves-
tigate wind turbines aerodynamics. In one computationally efficient but simplified approach,
the blade geometry is not resolved in the simulation, instead, the effect of the spinning blades
on the air flow is introduced as source terms (typically as body forces) in the Navier-Stokes
equations.
The Actuator Line Method (ALM) [122] and the Actuator Disk Method (ADM) [123] are
the most commonly used methods to simulate the effect of rotor blades using body forces
without resolving the blade geometry. Both methods use look-up tables for 2-D lift and drag
polars (obtained via prior experiments or simulations) with the local flow velocity vector to
calculate the net sectional force at each radially discretized element of the blade. The net
force is then applied as a spatially distributed (typically a Gaussian distribution is used) source
around the radial element. Even though these methods use the strip theory approach with
2-D airfoil polars, they are still advantageous over potential flow methods in that they can, to
some degree, simulate turbulent wake mixing. Inverse design approaches that use such CFD
techniques then have the potential to explore designs that maximize wake mixing, and hence
minimize wake losses in wind farms. This paper presents a methodology to use RANS CFD
to perform inverse design of HAWT blades. The approach adopted here for inverse design is
to specify the desired α and a distributions and let the inverse design compute the blade twist
and chord. The trust-region-reflective method [48, 124] is used as the optimization algorithm.
The proposed inverse design procedure is first demonstrated for conventional, single rotor wind
turbines (SRWTs) and then extended to multi-rotor wind turbines, e.g., the dual-rotor wind
turbine (DRWT) proposed by Rosenberg et al. [16].
Manufacturing and transportation constraints on rotor blades of conventional, utility scale
wind turbines result in aerodynamically sub-optimal design in the blade root region (inner
25%) [16]. This results in inefficient extraction of energy by the rotor in this region. The
dual rotor wind turbine [16, 125, 126] uses a secondary smaller rotor in front of the main
rotor to efficiently harness the energy from the airflow passing through the blade root region.
Additionally, the DRWT can enhance flow entrainment in the turbine wake, leading to faster
wake mixing and reduced wake losses [127, 125, 128]. It should be emphasized that the inverse
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design methodology presented in this paper is general enough to readily work for turbines with
arbitrary number of rotor disks and is not limited to DRWTs.
3.2 Computational Model
3.2.1 Flow Solver
The incompressible, Reynolds Averaged Navier-Stokes (RANS) equations are solved us-
ing the semi-implicit method for pressure linked equations (SIMPLE) algorithm [129]. The
governing equations are
∂u¯i
∂xi
= 0, and,
u¯j
∂u¯i
∂xj
= −1
ρ
∂p¯
∂xi
− ν ∂
2u¯i
∂xj2
− ∂u
′
iu
′
j
∂xj
+
fi
ρ
. (3.1)
The two-equation k −  turbulence model by Launder and Spalding[130], with modifications
suggested in Hargreaves and Wright[131], is used for turbulence closure. The source term fi
in the momentum equation, Eq. (4.1) is used to model the force exerted by the turbine rotor
blades on the fluid. This force is determined using the blade element theory, which requires local
flow velocity at turbine location, geometric information about rotor blades such as chord and
twist, and blade aerodynamic characteristics. Blade aerodynamic characteristics are specified
as sectional lift and drag coefficients and are provided by the user as look-up tables. The airfoil
polars may be corrected for rotational and dynamic stall effects. The body force, fi is calculated
using the Actuator Disk Method (ADM) by distributing the force over a disk surrounding the
turbine rotor using a Gaussian distribution [32]. The numerical analysis procedure has been
implemented in the unstructured, finite volume solver simpleFOAM (part of OpenFOAM) and
has been previously validated against experimental data [16, 121, 132].
3.2.2 Simulation Set-up
The objective of the paper is to demonstrate an inverse blade design procedure that uses
CFD to perform aerodynamic analysis. To minimize design time, a cost-effective computational
setup is selected that is consistent with traditional inverse design methods. Specifically, a
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uniform, smooth inflow is considered, all rotor blades are assumed to be identical, and only
mean (time-steady) performance is investigated. With these approximations, the problem
becomes axisymmetric and makes the large number of calculations, as required by inverse
design procedures, conducive.
Figure 3.1 shows an isometric view of an example axisymmetric mesh used in the study
with the x axis as the symmetry axis. The radius of the disk is along the z-direction. The
lengths are nondimensionalized by the tip radius of the turbine rotor, R. The domain is 20R in
x direction and 6R in z direction. It is one cell thick in the y direction and the angle between
the side planes is selected to be 1◦. The turbine rotor (or the two rotors for a DRWT) is
located around x = 0 and the mesh is refined in the region of the rotor disk to capture the
large gradients expected there; the mesh is also refined at the radial location corresponding to
the blade tip location (z = 1).
Figure 3.1: Isometric view of the computational mesh used for the proposed inverse design.
The inflow is in the positive x direction and the force exerted by the turbine on the fluid is
applied in the negative x-direction. For a rotor spinning in the clockwise direction, as viewed
from upstream, the torque force on the fluid is applied in the positive y direction. Axisymmetry
boundary condition is applied on the side planes. Zero gradient is imposed for pressure and
velocity at the outlet boundary. At the inlet, a zero-gradient pressure and a fixed-value velocity
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boundary conditions are prescribed. The same setup was used in previous studies [16, 121, 132]
where the methodology was verified against experimental data for aerodynamic performance
prediction.
3.2.2.1 Mesh Sensitivity Study
Sensitivity of the RANS/ADM solver to mesh size is investigated with four different meshes.
Table 3.1 lists the mesh dimensions and the corresponding computed turbine power coefficient,
CP . Variation with mesh size of radial distributions of angle of attack (α) and axial induction
factor (a) are plotted in Fig. 3.2. As seen in the figure, refining the grid beyond Nx × Nz =
101×229 (mesh 2) does not adversely impact the results; the CP value becomes constant and the
variations in radial distributions are minimal. Hence, the grid resolution of mesh 2 is selected
to obtain the results presented in this paper. This study is conducted for a conventional single-
rotor wind turbine and grids for mulit-rotor wind turbined are deduced from this assessment.
A detailed mesh sensistivity study for this solver has been reported previously in Ref. [133].
Table 3.1: Mesh sensitivity study: grid dimensions and aerodynamic power coefficient.
Mesh # Nx ×Nz CP
1 79× 141 0.483
2 101× 229 0.485
3 117× 279 0.485
4 136× 329 0.485
3.2.3 Solution Algorithm
The purpose of using an inverse scheme in a wind turbine blade design process is to directly
compute blade geometries which give the desired aerodynamic performance. The designer can
choose the target aerodynamic performance parameters and prescribe their desired values (dis-
tributions). If the prescribed values of the aerodynamic performance parameters are physically
consistent and achievable, the inverse design process should give the turbine blade geometry
that meets the desired performance.
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Figure 3.2: Results of mesh sensitivity study. RANS/ADM predicted distributions of angle of
attack and axial induction factor are compared between four different mesh sizes.
While there are multiple ways in which the inverse design problem can be posed, we choose
to prescribe distributions of axial induction factor (a), and angle of attack (α) as desired
outcomes. As an example, in an ideal single-rotor turbine, the desired a could be 1/3 based
on the 1-D momentum theory, and the target α values could be selected to give the highest
lift-to-drag ratio for the airfoil at that radial location. In other studies, Cl distributions, as
opposed to α distributions have been prescribed [45]. There is one potential problem with that
choice – the α−Cl curve is multi-valued, i.e., a given value of Cl can occur for multiple α values
(pre- and post-stall). While at a typical design point, all radial locations are in the pre-stall
region, an iterative design procedure can have transients in the post-stall region and hence the
duality of α−Cl curve can pose problems. Prescription of α is still based on the desired Cl/Cd
(presumably where it is maximum), but it ensures that the turbine is not designed to operate
in the post-stall regime of that airfoil. Therefore, in this study the desired parameters are set
to be α and a. The inverse design algorithm then proceeds as follows:
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1. The blade is discretized along the span into m segments and the desired values of α and
a are prescribed for each segment j as a 1-D vector b = {αj , aj}T .
2. For the first iteration (n = 0), an initial guess of the blade geometry is provided as a 1-D
vector, x0 = {cj , θj}T of length 2m, where cj and θj are the blade chord and twist angle
at segment j.
3. The inverse subroutine is invoked (details provided in Sec. 3.2.4):
(a) With xn as the baseline design, the direct solver is called 2m+ 1 times, to measure
the effect of perturbing (by an infinitesimal amount) each element of xn on bn
(distributions of α and a at iteration n). The Jacobian (sensitivity) matrix (=
∂{α, a}/∂{θ, c}, see Fig. 3.4) is calculated using first order, forward finite differences.
(b) A new estimate of the blade geometry xn+1 is computed using the Jacobian matrix
and the Trust-region-reflective method (described in Sec. 3.2.4) with the aim of
minimizing the difference between the desired and the computed distributions of α
and a.
(c) The direct solver (RANS/ADM) is used to evaluate the aerodynamic performance
of the new turbine geometry (xn+1) and obtain bn+1 = {αj , aj}T .
(d) If the l2 norm of the difference between the desired and computed aerodynamic
performance b (= {αj , aj}T ) is within the desired tolerance (this is just one of many
stopping criteria), the algorithm is terminated and the current blade geometry xn+1
is output as the final blade design. Otherwise, the algorithm returns to step 3(a)
and the iterations continue with the iteration counter n incremented to n+ 1.
The algorithm is presented as a flowchart in Fig. 3.3.
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Start
Desired b = {αj, aj}T
Initial guess for x0 = {cj, θj}T0
Direct solver
(RANS/ADM): xn → xn+1
‖b − bn‖ < tol?Inverse solver: up-date xn to xn+1
Output xn = {cj, θj}Tn
Stop
Figure 3.3: Flowchart of the inverse design algorithm.
3.2.4 Inverse Solver
This section provides a brief introduction to the selected inverse solver, the trust-region-
reflective (TRF) method. Suppose the minimum of a function f is sought in a bounded or
unbounded domain. As a first guess, a point x0 in the domain is randomly picked and the
function f is evaluated at x0. The essential idea behind this method is to approximate f with
a simpler function q (see Eq. 4.2) that behaves similarly to f in the vicinity (trust region, N) of
x0 and find a new point x1 in N where q is minimum. Now if the reduction in the approximated
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function (q) is also inherited by the original function f , x1 is accepted as an updated estimate
of the location of minimum value of f , and the procedure is repeated. Otherwise the trust
region (N) is reduced in size and the search for minimum q is repeated. In order to reduce the
computational time, the trust-region sub-problems are confined to two dimensional sub-spaces
S. In fact, the sub-problem is defined as
arg min{q(s)}, subject to ||Ds|| ≤ ∆ and s ∈ span[sUk , sFSk ], (3.2)
where q(s) = f(xk) + s
T g + 12s
THs is the approximation for f around xk, g is the gradient
of f at xk, and H is the Hessian matrix (symmetric matrix of second derivatives of f), D
is the diagonal scaling matrix, ∆ is the radius of the trust region, sUk is the steepest descent
direction given by sUk = −g (gT g)/(gTHg), and sFSk is either an approximate Newton direction,
H · sFSk = −g, or a direction of negative curvature, (sFS)Tk · H · sFSk < 0. This formulation
results in global convergence through the steepest descent or negative curvature direction while
achieving a fast local convergence, when it exists, using the Newton step[134, 48] in each trust
region.
In this study, the multi-dimensional function F is defined as
F(x) = bd − bcn =

F1(x)
F2(x)
...
Fm(x)
Fm+1(x)
...
F2m(x)

=

αd1 − αc1
αd2 − αc2
...
αdm − αcm
ad1 − ac1
...
adm − acm

, (3.3)
where superscripts d and c stand for the desired and calculated values respectively, and b is the
vector of design parameters. There are multiple stopping criteria for this algorithm: maximum
number of inverse iterations, minimum values of the target function, magnitude of change in
the independent variables, and norm of gradient of the target function. The algorithm stops
when any of these criteria is met. Based on the preliminary tests, the maximum number of
inverse iterations is set to 30 and the minimum values of ‖F‖, ‖∆x‖ and ‖∆g‖ are set to 10−8.
The discussions on the merits of the TRF method over the other optimization schemes as well
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as details of how the algorithm proceeds under different circumstances and determining the
size of the domain N for the trust-region-reflective algorithm can be found in Refs. [134, 48].
The interested reader is referred to Refs. [124, 48, 134] for a detailed description of the method.
3.3 Verification of Inverse Design Methodology
The proposed inverse design procedure is tested for three conventional, single rotor wind
turbines (SRWTs) and two dual rotor wind turbines (DRWTs). A description of these test
cases and the performance of the inverse design procedure are presented in this section. The
purpose of these tests is to ensure that the algorithm is capable of obtaining blade designs
which satisfy different design target values for blades made of different airfoils. It should be
noted that the direct solver (RANS/ADM model) utilized in this study has been validated
previously [16, 121] for wind turbine aerodynamic performance prediction. For optimization,
the nonlinear least-square solver package scipy.optimize, available with the Python scripting
language is employed.
3.3.1 Test Case 1: Single-Rotor Betz Optimum Turbine
As a first test case, we attempt to design the Betz optimum rotor. Per the 1-D momentum
theory, the axial induction factor should be 1/3 over the entire rotor disk to achieve maximum
CP . The turbine blade is desired to be designed using one airfoil (the 18% thick DU-96-W180
airfoil) for the entire blade span. This airfoil has a high lift-to-drag ratio and typically is
deployed for tip sections of long blades[16]. To achieve the best performance, the desired α
is selected to be 10 degrees, which is where Cl/Cd is maximum for the DU-96-W180 airfoil.
Therefore, αj = 10
◦, aj = 1/3 is specified for all radial segments ∀j ∈ [1,m]. The design tip
speed ratio, λ = ΩR/u∞ is set to be 7.0.
The design algorithm needs to compute the Jacobian matrix (= ∂{αj , aj}/∂{θk, ck}) in
order to find the new minimum point at each iteration [134]. Information about the Jacobian
matrix is also useful to understand how output variables, {αj , aj} at the jth radial segment of
the blade, are influenced by change in input variables {ck, θk} at the kth radial location on the
blade; ∀j, k ∈ [1,m].
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The elements of the Jacobian matrix are calculated using a forward finite difference formula.
Figure 3.4 plots the Jacobian matrix, split in four blocks. The blade is discretized into m = 10
segments, hence each block has 10×10 elements. Each block of the Jacobian matrix in Fig. 3.4
is expected to be diagonally dominant, as a change in geometry at a given radial location has
maximum effect on the aerodynamic performance at the same radial location. The effect can
be felt at other radial stations as well (off-diagonal terms), but it is much smaller than the
diagonal terms. The results in Fig. 3.4 validate this hypothesis. It should be noted that due to
the non-linearity of the function F(x) in Eq. (3.3), the Jacobian matrix needs to be updated
at each optimization iteration. Figure. 3.4 plots the Jacobian matrix at the last iteration when
convergence is achieved.
(a) Schematic of the Jacobian matrix (b) The Jacobian matrix
Figure 3.4: Visualization of the Jacobian matrix: (a) a schematic showing the arrangement of
the four different blocks in the Jacobian matrix, (b) contour plots for each of the four blocks
of the matrix.
Figure 3.5 shows the input and output of the optimization algorithm. Radius and chord
are non-dimensionalized by the tip radius (R). The initial estimates for both chord and twist
are uniform everywhere and are far from the final distribution. The method converges to the
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desired values of α and a. The c and θ distributions of the converged result (see Fig. 3.5 (c,d))
are typical of wind turbine blades and the calculated values of a and α are almost identical to
the desired (prescribed) values (Fig. 3.5 (a,b)).
Figure 3.5: Results for test case 1, input (chord and twist distribution) and output (angle of
attack and induction factor) for the first and last iterations.
The algorithm was tested with various initial input distributions of c and θ and was found to
always converge, demonstrating that the method is robust and insensitive to initial estimates.
This test case validates the capability of the algorithm to perform inverse design of single rotor
wind turbines.
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3.3.2 Test Case 2: SRWT with {α, a} Prescribed using RANS/ADM
The objective of this test case is to verify the inverse algorithm for a turbine blade that
is made of different airfoils along its span. The NREL 5 MW wind turbine [36] is considered
for this test. This turbine rotor blade has cylindrical cross-section at its root and the rest of
the blade is made of seven different airfoils. For this test case, the turbine geometry as given
in Ref. [36] is used with the RANS/ADM solver to obtain α and a distributions. These dis-
tributions are then prescribed as the desired values for the inverse design algorithm. Constant
c and θ along the blade are used as the initial guess of the blade geometry. The test of the
inverse algorithm is in obtaining the original c and θ distributions of Ref. [36]. The inverse
algorithm can successfully reproduce the c and θ distributions with less than 1% error in l2
norm after only 21 iterations. Figure 3.6 shows the original c and θ distributions as well as the
converged results, which are nearly overlaid. The initial guess of uniform c and θ distributions
are omitted from Fig. 3.6 for clarity.
Figure 3.6: Results for test case 2. Converged input (chord and twist distribution) and outpput
(angle of attack and induction factor) at the last iteration.
3.3.3 Test Case 3: SRWT with {α, a} Prescribed using BEM
Inverse design process is applied to a conventional SRWT made entirely from a single airfoil
(DU-96-W180). The test is similar to test case 2 with the exception that BEM is used as
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the direct solver instead of RANS/ADM to obtain the desired distributions of α and a. Note
that the inverse design algorithm remains unchanged and it still uses RANS/ADM as its direct
solver.
Due to the differences between RANS/ADM and BEM algorithms, the blade design obtained
using the inverse method cannot be expected to yield exactly the original geometry (c and θ
distributions) as was the case in test case 2. The purpose of this test is to ensure the capability
of the presented inverse design algorithm to yield a geometric design that is consistent with the
direct solver used; in this case RANS/ADM when the desired output is prescribed by another
direct solver.
Figure 3.7 shows the final results for this test. While the uniform initial distributions for c
and θ are far from the final design, the inverse design algorithm can successfully yield a blade
geometry (c and θ distributions) that results in the desired distributions of α and a over the
blade span.
Figure 3.7: Results for test case 3. Converged input (chord and twist distribution) and outpput
(angle of attack and induction factor) at the last iteration.
3.3.4 Trust-Region-Reflective Method versus Multi-dimensional Newton Itera-
tion
The trust-region-reflective (TRF) method is compared against the multi-dimensional New-
ton iteration method for test cases 1 and 3. The multi-dimensional Newton iteration method
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is a standard optimization method that has been used in other wind turbine inverse design
approaches (see e.g., Refs. [47, 45]). The variation with iteration number of the l2 norm of
the objective function F , which is representative of residual error, is compared between the
two methods. It should be noted that in order to ensure a physically realistic blade shape, the
blade chord is constrained to have a value between 0.01R to 0.2R.
As demonstrated in Fig. 3.8, the decrease in the norm of F for test case 1 is much faster with
the TRF method than with the multi-dimensional Newton iteration method. In this case, the
Newton method is trying to push the blade chord at some radial stations beyond the specified
constraint of 0.2R. To impose the constraint, the chord is limited to 0.2R at each iteration.
This results in oscillations in the l2 norm of F .
When the chord values do not hit a constraint during convergence, as is the case in test
case 3, the Newton method converges faster than the TRF method. In general, the Newton
method converges faster for unconstrained problems while the TRF method is found to be more
stable in constrained blade design problems. The reason for this additional stability of the TRF
method can be attributed to the gradual expansion of the trusted region in which the solution
to the sub-problem is sought (see Section 3.2.4). Nonetheless, both methods converge, and
ultimately yield identical c and θ distributions.
3.4 Extension to Multi-Rotor Wind Turbines
This section presents the extension of the inverse blade design process to dual-rotor wind
turbines (DRWTs). The procedure can be easily extended to multi-rotor turbines with more
than two rotors by applying the same idea presented here.
For inverse design of DRWTs, modifications in computational set-up as well as arrangement
of the Jacobian matrix are made. As mentioned in Section 4.1, DRWTs use a smaller, secondary
rotor upstream of the main rotor in order to reduce blade root loss and enhance momentum
entrainment. Two cases of DRWTs with different blades and rotor radius ratio, Ru/Rd are
presented in this section where subscripts u and d stand for upstream and downstream rotors,
respectively. Upstream rotor sits at xu = −Sep/2 and downstream rotor is located at xd =
+Sep/2 where Sep is the rotor-rotor separation distance between the two rotors. Both rotors
68
0 5 10 15 20 25 3010
−6
10−4
10−2
100
102
iteration number
||F
||
 
 
test #1, TRF
test #3, TRF
test #1, Newton
test #3, Newton
Figure 3.8: Comparison between multi-dimensional Newton iteration and trust-region-reflective
optimization methods.
are modeled as actuator disks and the mesh is refined in the vicinity of the two rotor disk
locations in both x and z directions. Independent variables are θ and c distributions, and
target parameters are radial profiles of α and a for both rotors. For DRWTs, the Jacobian
(sensitivity) matrix not only includes the effects of changing design variables of each rotor on
its own target variables, but also interaction effects between the rotors. A schematic of the
Jacobian matrix is shown in Fig. 3.9. For DRWT cases, it has 4 quadrants and each quadrant
has 4 blocks. The diagonal quadrants model self-influence of each rotor, while the off-diagonal
quadrants model rotor-rotor interaction effects.
Aerodynamic interactions (coupling) between the two rotors of a DRWT makes the design
process more complicated. The main interaction between the two rotors is due to the fact
that a part of the downstream rotor operates in the wake of the upstream rotor. A change in
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Figure 3.9: Schematic of the Jacobian for DRWT cases.
the geometry of the upstream rotor affects its wake, and for practical rotor-rotor separation
distances (small compared to rotor radius), the aerodynamic response of the downstream rotor.
The downstream rotor also has a potential field which affects the aerodynamics of the upstream
rotor, although this effect is expected to be much smaller compared to that due to the wake.
The Jacobian matrix is helpful in visualizing, understanding, and quantifying such interaction
effects.
To verify the extension of the inverse design algorithm to DRWTs, several cases corre-
sponding to the SRWT test cases 2 and 3 were attempted. The inverse algorithm was able to
successfully obtain the original distributions of c and θ in all cases. Only two of these cases are
reported here for brevity.
3.4.1 Test Case 4: Inverse Design of DRWTs
The DRWT considered here has two equal-size rotors (Ru/Rd = 1), both made entirely
of the DU-96-W180 airfoil with rotor-rotor separation of 0.3Rd and tip speed ratio λ = 7.0.
Similar to test case 3, a different aerodynamic analysis solver is used to obtain radial profiles
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of α and a, which are then prescribed as the desired performance outcomes. The vortex lattice
method (VLM) proposed by Rosenberg and Sharma [126] is selected as the direct solver to
analyze the DRWT. The objective is to see if the inverse solver is able to obtain a design that
gives the desired aerodynamic performance (in this case, obtained using another wind turbine
analysis software). The final results of the inverse design are shown in Fig. 3.10. The inverse
design algorithm is able to obtain geometries for both rotors of the DRWT that satisfy the
prescribed aerodynamic performance. As can be seen, there is a mismatch between desired and
calculated output values at the last iteration of the inverse algorithm. As stated, to achieve a
more realistic blade design, chord values are confined to the range of 0.01R to 0.2R. In this
test case, chord values at the tip region of downstream rotor have reached to the lowest limit
(0.01Rd in Fig. 3.10, bottom left) and this hinders the optimization algorithm to reproduce the
target values.
3.4.2 Test Case 5: Inverse Design of DRWTs
The aim of this test case is to design a more realistic DRWT which has two rotors of different
sizes, and the downstream rotor has different airfoils along its span. The upstream rotor is a
Betz-optimum rotor, which uses only the DU-96-W180 airfoil and the downstream rotor uses
the NREL Phase VI turbine rotor blades [135]. The NREL Phase VI turbine rotor uses the S809
airfoil from r/R ≥ 0.25 to the tip, and cylinder at its blade root region; transition sections
are not included. The 2D polar data of the S809 airfoil at chord-based Reynolds number,
Rec = 5× 105 were obtained using XFOIL [136]. Separation between the rotors is 0.3Rd with
Ru/Rd = 0.3 and the tip speed ratio of either rotor, defined using its tip rotor radius, is 7.0. A
test case similar to test case 2 is performed, in which the direct solver (RANS/ADM) is evoked
with a known geometry (c and θ distributions for both rotors). The RANS/ADM computed α
and a distributions for both rotor blades are then set as target values in the design process.
Initial estimates of c and θ for both rotors are constant values (cu = 0.03Rd, cd = 0.07Rd
and θu = θd = 35
◦) along the span. The converged geometry (c and θ) and aerodynamic perfor-
mance (α and a) are presented in Fig. 3.11. The desired distributions of α and a are achieved
through inverse design, and the converged geometry is identical to the originial geometry.
71
Figure 3.10: Results for test case 4. Input (chord and twist distribution) and outpput (angle
of attack and induction factor) for upstream and downstream rotors at the last iteration.
The Jacobian at the last iteration is shown in Fig. 3.12. As expected, the blocks in the
diagonal (upper left and bottom right) quadrants are strongly diagonal because they represent
the sensitivity of output parameters to the inputs of the same rotor (refer to the schematic in
Fig. 3.9). The upper right quadrant shows the effect of input parameters of the downstream
rotor on the output of the upstream rotor. This effect is almost negligible because the rotor-
rotor separation distance (= 0.3Rd) is too large for the potential field of the downstream
rotor to substantially influence the upstream rotor aerodynamics. It should be noted that the
only potential field captured here is due to the aerodynamic pressure; thickness effects are not
modeled. Rosenberg and Sharma [126] has shown that thickness effects can be neglected at
such separation distances.
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Figure 3.11: Results for test case 5. Converged input (chord and twist distribution) and outpput
(angle of attack and induction factor) for upstream and downstream rotors at the last iteration.
Lastly, the bottom left quadrant has non-zero components up to the tip radius of the
upstream rotor (Ru/Rd = 0.3) since any change in the shape of the smaller upstream rotor
will change the flow speed and angle in its wake and eventually the downstream rotor will be
affected over a partial span. The downstream blade sections with r > Ru (= 0.3Rd here) will
not experience much difference by changing the geometry of the upstream rotor.
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Figure 3.12: Blocks of the Jacobian matrix for test case 5
3.5 Conclusion
An inverse design algorithm for wind turbine blade design is presented in this paper. The
goal is to realize the desired aerodynamic performance along the turbine blade by iteratively
changing the blade geometry until convergence. The design parameters are axial induction
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factor and angle of attack, while the independent variables are dimensionless chord and twist
distributions along the blades. The inverse design procedure requires the flow field to be solved
around the wind turbine blades. In this study, RANS/ADM is chosen as the direct solver to
compute wind turbine aerodynamic performance. The design process involves minimizing a
target function which is defined as the difference between the calculated and desired design
parameters. The process starts with a user-provided initial estimate of independent variables
and then it iteratively tries to improve this guess, based on the value of the target function.
The trust-region-reflective is selected as the iterative searching method.
The design algorithm is tested with different single- and dual-rotor turbines. The purpose
of each case is discussed and then the algorithm is put to the test to demonstrate its ability
for accomplishing the design goal. In order to achieve a realistic design, constraints are applied
to chord values. It’s seen that when this constraint is not active (i.e. all the cases except test
case 4), the proposed inverse design algorithm converges to the blade geometry that yields the
desired aerodynamic performance. However, in test case 4 there is a small difference between
desired and calculated values because of the active constraint.
Moreover, the trust-region-reflective (TRF) method is compared to the multi-dimensional
Newton iteration method. It’s found that while both methods are capable of handling the
inverse problem and converge to the same input distributions, they have different convergence
rates in differenet test cases. When the chord values met the constraint, Newton method
exhibited oscillations before starting to decrease the target function. But when the constraints
were not active, as in test case 3, the Newton method showed a faster convergence than the
TRF. The TRF was more stable in constrained problems due to its gradual increase of the
trust region.
Another objective of this study is to extend the blade design process to multi-rotor wind
turbines. The analysis presented in this paper showed the ability of the design algorithm in
obtaining the desired goal in DRWT cases. In addition, differences in SRWT and DRWT
Jacobian matrices were discussed. Jacobian matrix quantifies the sensitivity of the output to
the input parameters. For DRWT cases, it also demonstrates the interplay between the two
rotors. It’s seen that the geometry of the downstream rotor blade has a negligible effect on the
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aerodynamic behavior of the upstream rotor for a relatively large rotor-rotor separation. The
effect of upstream rotor blade shape on the aerodynamic response of the downstream rotor is
remarkable up to the size of the upstream rotor.
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CHAPTER 4. ON DESIGNING WIND TURBINE ROTOR BLADES TO
ENHANCE ENERGY CAPTURE IN WINDFARMS
Behnam Moghadassian and Anupam Sharma
Abstract
A method for inverse design of horizontal axis wind turbine (HAWT) blades is presented.
The goal is to find turbine blade geometries that results in maximum output power from isolated
wind turbines and wind farms. An iterative inverse algorithm is proposed to solve the design
problem. The algorithm needs an initial guess for the blade geometry, a target function and
two solvers: a direct solver to compute the target function, and an inverse solver to update
the blade geometry in each iteration. The target function is defined as f = −CP,tot, where
CP,tot is the overall wind farm capacity. To calculate CP values, the Reynolds Averaged Navier
Stokes (RANS) equations in the domain are solved. The effect of turbine rotors is modeled as
momentum sources using the actuator disk model (ADM). This computational fluid dynamics
(CFD) approach is referred to as RANS/ADM and provides a good combination of the high
fidelity offered by CFD at a relatively low cost. A previously validated implementation of
this RANS/ADM in OpenFOAM is used to simulate wind turbine aerodynamics. The inverse
solver in the design algorithm is the nonlinear least squares regression solver, trust-region-
reflective (TRF) method. The Broyden method is used to reduce the computational time by
approximating the Jacobian matrix instead of computing it. The inverse algorithm stops when
the minimum of target function is reached. For manufacturability purpose, the distribution of
chord and twist is smoothed out at each iteration. The method is first applied to conventional,
single-rotor wind turbines (SRWTs) and then extended to multi-rotor, specifically dual-rotor
wind turbines (DRWTs).
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4.1 Introduction
In recent decades, wind turbine and wind industry has become an important part of the
sustainable energy resources in the world. The goal of using a wind turbine is to transform the
wind power into electrical power. Wind turbines have many common essential parts which have
been improved throughout history in order to excel the performance of wind turbines [5]. For
power transformation, wind causes rotation of turbine blades and this rotation is transferred
via shaft to a gear box and eventually to a generator. So, the process of energy extraction starts
when airflow reaches the blades. Blades of a typical horizontal axes wind turbine (HAWT) has
airfoil cross-sections from root to tip. Lift force is generated along the blade when airflow passes
airfoil shaped cross-sections. This lift force is the cause of blade rotation and eventually power
generation.
Power generation from a wind turbine is strongly dependent on its blade geometry. Param-
eters such as size (length) of blades and radial distribution of chord and twist of the airfoils
affect the wind turbine performance and aerodynamic behavior. Optimizing wind turbine aero-
dynamics and power extraction through blade shape design has attracted many researchers.
Lee [45] employed an inverse approach to optimize the angle of attack and lift coefficient along
the blade by changing the radial distribution of chord and twist. He used Blade Element
Momentum Theory (BEMT) to find the aerodynamic parameters on turbine blades. He also
applied Newton’s method to search iteratively for the optimum blade design. Tahani et al. [53]
used BEMT to find the optimal chord and twist distribution of blades of a 1 mega-Watt wind
turbine that leads to the maximum power coefficient (CP ). They tested various airfoils and
pointed out the differences in power extraction characteristics of each airfoil. They also lin-
earized the chord and twist profiles to increase the manufacturability of their design. Liu et
al. [52] investigated the blade design of a fixed-pitch fixed-speed (FPFS) horizontal-axis wind
turbine to maximize the Annual Energy Production (AEP) for a wind turbine that works in
wind sources with a known wind speed Weibull distribution. They linearized the chord and
twist distribution on a heuristic basis to facilitate the blade manufacturing process.
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In all the above works, the idea was to design an isolated wind turbine. However, wind
turbines are usually working in wind farms with other turbines in the same location to capitalize
the energy extraction. Large wind farms usually consist of multiple arrays of wind turbines.
In this configuration, downstream turbines work partially/totally in the wake of upstream
turbines. Wind turbines capture less energy when they work in the wake flow instead of an
undisturbed inflow. Wake loss in wind farms is estimated to reduce the overall wind farm
power capacity by 8 − 40% and is one of the major reasons for deficit in the overall energy
capture [137, 20]. Therefore, proper modeling of wake flow is needed to analyze wind farms. In
practice, the accepted blade design of a wind turbine that works in isolation cannot be used for
all turbines in a wind farm. It is because each row of turbines experiences a different incoming
flow and should be designed accordingly.
The idea of this work is to design blades of wind turbines (working in isolation with undis-
turbed airflow or in the wake of upstream turbines) to maximize the total power of an array
of turbines. To the authors’ best knowledge, blade design of wind turbines to maximize the
net power of a set of in-line turbines has not been studied before. Computationally cheap
aerodynamic solvers, such as BEMT, are very popular in blade design of isolated wind tur-
bines. However, they cannot be used in wind farms because they are unable to model the
wake flow [54, 55]. In order to analyze aerodynamics of wind farms, one needs more complex
methods that can model the wake. Computational cost of these methods is typically medium to
high [56]. An efficient way to analyze the wake is to solve the Reynolds Averaged Navier Stokes
(RANS) equations to calculate flow variables such as mean velocity and pressure. Reynolds
stresses are found by various methods such as the k − ω [138] or the k −  [139]. Resolving
the turbine blades requires a very fine mesh and increases the computational cost drastically.
A more affordable and favorite method among researchers is to represent the effect of rotating
blades as body forces in the RANS momentum equation. This body force is estimated by Actu-
ator Disk Model (ADM) [123] or Actuator Line Model (ALM) [122]. A combination of RANS
with ADM or ALM can predict the far wake as well as mean loads on the wind turbine. It also
models the wake rotation [56]. Researches have shown that RANS/ADM is computationally
not very demanding and performs well in simulation of wake flow. Masters et al. [140] analyzed
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the turbine wake dynamics in a tidal stream using RANS/ADM and found a good agreement
between their predicted mid- to far wake velocity structures and experimental data. Van der
Laan et al. [141] studied the turbine wake modeling for different arrays of wind turbines un-
der neutral atmospheric stability. They used RANS/ADM simulation with an improved k − 
model and compared it to field measurements. They found a good agreement between their
velocity profiles and turbulent intensities in turbine wakes and field data. When there were no
field data, they compared RANS/ADM results to the Large Eddy Simulation (LES) with an
ADM representation of blades (LES/ADM). These comparisons were also in very good agree-
ment. They reported the computational costs of two simulation techniques (RANS/ADM and
LES/ADM) and it clearly demonstrated the benefit of RANS/ADM by being much cheaper
than LES/ADM. Shives and Crawford [142] analyzed the wake flow of different cases of side-
by-side and in-line turbines. They noted a similar agreement between experimental data and
RANS/ADM with k − ω turbulence closure model.
The objective of this paper is to develop and demonstrate a framework to design wind
turbine blades so as to maximize the aggregate power capture in a wind farm. In order to
demonstrate the concept, the worst-case scenario with the turbines in a row in perfect alignment
with the freestream wind, is considered. A practical application would require consideration
of the entire wind rose and optimization of turbine blades to maximize the annual energy
production (AEP) of the wind farm.
Multiple cases with different number of in-line turbines are considered to demonstrate the
capability of the proposed design process. An iterative inverse approach is used to perform
the design. A user-defied initial guess for the geometry (i.e., chord and twist) of wind turbine
blades is made. The RANS/ADM equations with the k −  turbulence closure are solved to
find the flow field and total power (algebraic sum of power from all turbines in the domain).
If the total power is not at its maximum, a new blade geometry is calculated. Calculation of
the new geometry is carried out by finding how much and in which direction the initial guess
should change in order to have the maximum total power. The RANS/ADM then uses the new
blade geometry to assess the flow parameters and total power. This process continues until
the maximum of the total power is reached. In this work, the trust-region-reflective (TRF)
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method is selected to prepare the new geometry at each iteration. TRF is a gradient-based
nonlinear least squares minimization scheme that is suitable for bounded multi-variable and
multi-objective optimization problems [48, 49]. Our inverse problem is bounded and multi-
variable. The blades are divided into several sections with input variables as chord and twist of
each section. In addition, to achieve a physically possible design, top and bottom constraints are
placed on chord and twist values. As a common step in gradient-based searching algorithms,
the Jacobian matrix is calculated. This matrix demonstrates the sensitivity of the output
variable (here, total power) to all the input variables (chord and twist at different sections).
It reveals useful information to the designer by providing an estimate of which input variables
have the largest impact on the output. The distribution of chord and twist is smoothed out at
each iteration of the inverse procedure in order to keep the manufacturability of the proposed
final design.
4.2 Computational Model
An inverse approach has been used to numerically perform wind turbine blade design.
Generally, the solution to an inverse problem requires two solvers: a direct solver (or model) to
find the value of target function at any design point; and an inverse solver to find the optimum
point of the target function iteratively. The definition of the target function and explanation
of how direct and inverse solvers work are presented in this section.
4.2.1 Direct Solver
The direct solver in this study simulates the turbulent flow in a computational domain where
in-line wind turbines are operating in full wake of the upstream rows. For flow simulation, the
semi-implicit method for pressure linked equations (SIMPLE) algorithm [129] is used to solve
the incompressible RANS equations. These equations are:
∂u¯i
∂xi
= 0, and,
u¯j
∂u¯i
∂xj
= −1
ρ
∂p¯
∂xi
− ν ∂
2u¯i
∂xj2
− ∂u
′
iu
′
j
∂xj
+
fi
ρ
. (4.1)
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Reynolds stresses are obtained using the two-equation k −  turbulence closure model sug-
gested by Launder and Spalding [130] and modified by Hargreaves and Wright [131]. The effect
of rotating turbine blades on the flow is represented by the momentum sinks (fi) in the RANS
equations. The actuator disk model (ADM) is used to estimate fi. In the ADM, the effect
of the rotor blades is modeled by a disk over which a body force is applied. This disk is dis-
cretized into several annular elements. Based on the ADM formulation, the fi at each element
of the disk is a function of the local flow velocity vector, the number of blades, the turbine
rotational speed, the chord and twist distributions along the blade and the airfoil polars (Cl
and Cd versus angle of attack). The finite blade length effects are modeled using Prandtl’s
tip loss correction [143]. The body force fi is distributed over the disk with a Gaussian distri-
bution [32]. A numerical code to perform ADM calculations was developed and implemented
in the unstructured, finite volume solver simpleFOAM (part of OpenFOAM) and has been
previously validated against experimental measurements [16, 121, 132]. for wind turbine power
and aerodynamic performance prediction.
4.2.2 Inverse Solver
The trust-region-reflective (TRF) is selected as the inverse solver. TRF is a non-linear least
squares method to minimize a multi-variable and multi-objective target function in a bounded
or unbounded domain. The goal of our study is to maximize the total power from a set of wind
turbines. Therefore, the target function is defined as f = −CP,tot. Minimizing this function
means CP,tot is at its maximum. f is a function of different parameters such as tip speed
ratios of different turbines, geometry of each blade, distance between turbines, yaw angle. etc.
The focus of this study is to minimize F through changing the geometry of blades. So, other
involving parameters are kept constant. Blade geometry consists of radial distribution of chord
and twist of each blade. Blades are divided into multiple elements and chord and twist of each
element is found to maximize the total power from the wind farm. A brief introduction of TRF
in a 1-D problem is given below. The algorithm remains the same for higher dimensions (like
in our case).
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Suppose the minimum of a function f is sought in a bounded or unbounded domain. As
a first guess, a point x0 in the domain is randomly picked and the function f is evaluated at
x0. The essential idea behind this method is to approximate f with a simpler function q (see
Eq. 4.2) that behaves similarly to f in the vicinity (trust region, N) of x0 and find a new point
x1 in N where q is minimum. Now if the reduction in the approximated function (q) is also
inherited by the original function f , x1 is accepted as an updated estimate of the location of
minimum value of f , and the procedure is repeated. Otherwise the trust region (N) is reduced
in size and the search for minimum q is repeated. In order to reduce the computational time,
the trust-region sub-problems are confined to two dimensional sub-spaces S. In fact, the sub-
problem is defined as
arg min{q(s)}, subject to ||Ds|| ≤ ∆ and s ∈ span[sUk , sFSk ], (4.2)
where, q(s) = f(xk) + s
T g + 12s
THs, is the approximation for f around xk, g is the gradient
of f at xk, and H is the Hessian matrix (symmetric matrix of second derivatives of f), D
is the diagonal scaling matrix, ∆ is the radius of the trust region, sUk is the steepest descent
direction given by sUk = −g (gT g)/(gTHg), and sFSk is either an approximate Newton direction,
H · sFSk = −g, or a direction of negative curvature, (sFS)Tk · H · sFSk < 0. This formulation
results in global convergence through the steepest descent or negative curvature direction while
achieving a fast local convergence, when it exists, using the Newton step [48, 134] in each trust
region.
4.2.3 Jacobian Update Scheme
A required step in gradient-based optimization methods (such as TRF) is to compute the
Jacobian, J = ∂f/∂x, which shows the sensitivity of the target function to the input arguments.
The Jacobian is needed by the algorithm at each iteration of the inverse solver, and is typically
evaluated numerically using a finite difference scheme with multiple runs of the direct solver.
For a multi-variable problem, calculation of the Jacobian can become very computationally
expensive, particularly when a higher fidelity direct solver is used. To find each element of J,
using finite differencing method (FDM) for example, the direct solver has to be called twice
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(for xi+  for a forward differencing scheme). Therefore, the direct solver has to be called n+1
times to calculate all elements of J, where n is the length of x. In this work, n = 20 for the
least computationally demanding case study (design of a SRWT) as the blades are discretized
into ten elements and chord and twist on each element form the x vector. Therefore, the direct
solver needs to be run 21 times in each iteration of the inverse solver.
One approach to reducing the computational cost is to use a quasi-Newton scheme [144] to
update the Jacobian. The idea of quasi-Newton methods is to approximate the Jacobian, as
opposed to computing it precisely [145]. In many methods, simple recursive formulae are used
to relate B−1k+1 to B
−1
k , where Bk is an approximation for the Jk (Jacobian at k-th iteration).
These formulae typically do not involve finding derivatives at all [146]. In this study, we have
used Broyden’s method [57]. The idea is to calculate the Jacobian at the first iteration of
the inverse solver (J0) using the forward finite difference formula and approximate it for later
iterations using the following algorithm.
Jn = Jn−1 +
(fn − fn−1)− Jn−1(xn − xn−1)
||xn − xn−1||2 (xn − xn−1)
T (4.3)
Using this method, the direct solver needs to be called just once to calculate the target
function at each iteration of the inverse solver, except for the first iteration. To make sure
that the search for the optimum point of f is carried out accurately, in this study the Jacobian
matrix is computed by the forward finite difference formula every 5 iterations of the inverse
solver.
4.3 Results and Discussions
The proposed inverse design procedure is tested for conventional, single rotor wind turbines
(SRWTs) and the novel dual rotor wind turbine (DRWT) proposed in Ref.[16]. A total of
four turbine/windfarm design problems (Test Cases) are investigated. The purpose of these
tests is to verify that the algorithm is capable of obtaining blade geometries which enhance
wind turbine or wind farm power output in comparison to the baseline. A description of the
test cases and the performance of the proposed inverse design technique are presented in this
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section. Grid independence has been already been established for direct solver with the same
computational set-up in Ref. [147], and hence is not repeated here.
By using the RANS/ADM method for the direct solver, designers can model the wake flow
and are able to design the turbines in the wake and extend blade design approaches beyond
the design of isolated wind turbines only. For optimization, the nonlinear least-square solver
package scipy.optimize, available with the Python scripting language is employed. The proposed
inverse algorithm requires the designer to input an initial guess for the blade shape. In this
study, initial guesses are either arbitrary or have been obtained from previous cases. To achieve
manufacturable and realistic blade designs, top and bottom limits are set for chord and twist
values. In addition, chord and twist profiles are smoothed out prior to each iteration of the
inverse loop.
4.3.1 Inverse Design of a Turbine Operating in Isolation
4.3.1.1 Isolated Single Rotor Wind Turbine
The inverse design procedure is first verified for a conventional, single-rotor wind turbine
(SRWT) operating in isolation in uniform inflow. The inverse algorithm seeks to find the tur-
bine rotor blade geometry (chord and twist distributions) that maximizes the power extracted
(measured with the nondimensional power coefficient, CP ) by the turbine. For simplicity, the
turbine blade is desired to be designed using one airfoil (DU-96-W180) for the entire blade
span. The DU-96-W180 airfoil has a high lift-to-drag ratio and is typically used in the out-
board region of long turbine blades [16]. The design tip speed ratio, λ = ΩR/u∞ is set to be
7.0.
Figure 4.1 (a) shows the axisymmetric grid (one-cell thick in the circumferential direction)
used for the simulations. The blade chord and twist distributions are assumed to be uniform
everywhere along the entire blade as the initial guess for the first iteration: (c/R)(0) = 0.08
and θ(0) = 60◦; the initial guess is far from the final distributions. The procedure converges
in 17 iterations of the inverse solver. Figure 4.1 (b) shows the converged chord and twist
distributions.
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The 1-D momentum theory, credited to Albert Betz, suggests that an axial induction of
1/3 gives the maximum CP . A Betz optimum rotor was designed using the inverse design
procedure described in Refs. [147, 148], which utilizes the same RANS/ADM solver as used
here, however that design procedure aims to achieve a constant a = 1/3 throughout the blade
span rather than maximizing CP . The aerodynamic performance, measured as CP gives the
following result: CP,Betz = 0.524 and CP,max(CP ) = 0.572. An increase of about 9% in CP is
observed with the new design obtained using the proposed inverse design procedure. Figure 4.1
(b) compares the chord and twist distributions of the blades of the two turbines. Figure 4.1 (c)
compares the a distribution between the two rotors. The largest differences are found to be in
the blade root and the blade tip regions, where finite-span effects, unaccounted for in the 1D
momentum theory, are in play.
4.3.1.2 Isolated Dual Rotor Wind Turbine
One of the objectives of the DRWT technology is to mitigate blade root loss. The bending
moment loads of utility-scale, multi-megawatt turbine blades is very high; these blades are
therefore designed for structural integrity rather than for high aerodynamic performance in
the blade root region. Furthermore, blades of utility-scale turbines, such as the NREL 5 MW
conceptual turbine, utilize different airfoils along thei span. In some cases, up to around 10%
of the inner blade region has a cylindrical cross section, which does not contribute to power
production; in fact it generates negative torque and hence negates the power produced in the
outboard region.
The idea of the DRWT technology [16] is to use a small, secondary rotor upstream of
the large, main rotor. The secondary rotor of the DRWT efficiently captures the energy in
the wind flowing through the root region (inner 25%) of the main rotor blades. The DRWT
technology has been numerically demonstrated to increase energy capture by up to 5% when
in realistic, atmospheric boundary layer operation; the percentage increase is dependent on the
atmospheric stability condition [25]. The main rotor of the DRWT considered here is the same
as the NREL 5 MW conceptual turbine [36] rotor, and the secondary rotor is designed using
only the DU-96-W180 airfoil along its entire blade span. The rotor-rotor separation distance is
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Figure 4.1: Inverse design of a SRWT: (a) computational mesh (mesh density is reduced for
clarity), (b) geometry of the blade obtained using the proposed inverse design compared with
Betz optimum rotor design, and (c) comparison of axial induction factor (a) distribution be-
tween the two designs.
30% of the main rotor tip radius. Both rotors are modeled as actuator disks and their design
tip speed ratio is set to be 7.0.
The mesh is modified to carry out the inverse design analysis for DRWTs and finer mesh is
used around both rotors. The inverse design is carried out in three stages: First, the aerody-
namic performance of the baseline, NREL 5 MW turbine (referred to as baseline) is analyzed
using the RANS/ADM direct solver. The RANS/ADM analysis predicts the baseline turbine
power coefficient, CPBase = 0.52.
In the next step, the turbine blades are redesigned to maximize CP for the NREL 5 MW
turbine (SRWT) operating in isolation; the process is exactly the same as in Sec. 4.3.1.1, but is
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performed for the NREL 5 MW turbine blades, which use different airfoils along the span. The
independent variables for this problem are the radial distributions of θ and c of the turbine
rotor blades, and the target is to maximize the CP of the turbine. The redesigned turbine
yields a 13% increase in performance with power coefficient, CPRedesigned = 0.588. Figure 4.2
compares the chord and twist distributions for the baseline and the redesigned DRWT.
In the final step, a DRWT is designed so as to maximize the aggregate power captured by
the main and the secondary rotors of the DRWT. The independent variables for this problem
are the θ and c distributions for both the main and secondary rotors. The objective of the
inverse design is to maximize the turbine power coefficient (CPDRWT), which is defined as the
total power extracted by the two rotors of the DRWT normalized by the power in the air stream
that passes through the area swept by the main rotor. Note that CPDRWT is equivalent to the
area weighted sum of the CP of the individual rotors.
CPDRWT =
2 (Pm + Ps)
ρ∞u3∞Am
=
AmCPm +AsCPs
Am
, (4.4)
where the subscripts m and s denote that the quantity corresponds to the main rotor and
the secondary rotor respectively. The converged values of CP in each case can be found in
Table 4.1. The optimized DRWT gives a CPDRWT of 0.604, which is an increase in CP of 16.2%
over the baseline SRWT and a 2.7% over the redesigned SRWT.
For redesigning the baseline turbine and designing DRWT, the inverse algorithm converged
to the same blade geometries with and without the Broyden method for updating the Jacobian
matrix. However, approximating the Jacobian matrix by Broyden method is less computation-
ally demanding, according to Table 4.1.
Table 4.1: Aerodynamic power coefficients, number of iterations to converge (N), and relative
computational costs of the different turbine designs.
Turbine type
Power
coeffi-
cient
%
increase
over
baseline
N
(FDM)
N
(Broyden)
relative costs
(Broyden:FDM)
Baseline 0.520 - - - -
Redesigned baseline 0.588 13 16 28 1:3.2
DRWT design 0.604 16.2 19 27 1:3.8
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Figure 4.2: Comparisons of the chord and twist distributions between: (a) the baseline (NREL
5MW conceputal turbine) and the redesigned SRWT, and (b) between the DRWT and the
redesigned SRWT.
4.3.2 Turbine Design for Maximizing Windfarm Power Output
As discussed in Section 4.1, the primary reason for using a higher fidelity and a compu-
tationally demanding method such as the RANS/ADM, as opposed to the commonly used
BEMT based methods, is to extend the blade design methodology to wind farm applications.
In other words, the objective is to design turbine blades such that the wind farm power output,
as opposed to individual turbine output, is maximized. For the purposes of demonstrating
the concept, only the configuration with the turbines directly in the wake of each other is
considered. This simplification allows makes the problem axisymmetric, and dramatically re-
duces the required computing time. Extension to staggered turbines is straightforward but
computationally expensive.
There are at least two different ways to pose the blade design problem for an array of
turbines. One is to design each turbine separately, i.e., every turbine in the windfarm can have
a different geometric design. We will call is Approach 1. However, this is undesirable from
manufacturing cost and complexity perspectives; it is much more cost effective and simpler to
have one geometry for all the turbines in a windfarm. The second way to approach the blade
design problem is to impose the constraint that all turbines should have the same geometry.
The objective then is to find this one blade geometry that would maximize the power output
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from a windfarm. This will be referred to as Apprach 2. Results from both design approaches
are compared in the following sections.
4.3.2.1 Windfarm with Three In-line SRWTs
Three in-line turbines (SRWTs) aligned with the incoming wind are considered. All turbines
have the same tip speed ratio, λ = 7 and use one airfoil (DU-96-W180) throughout the blade
span. The initial guess of the blade geometry for the inverse algorithm is taken to be the
geometry that gives maximum CP when operating in isolation (design procedure presented in
Sec. 4.3.1.1).
The objective is to improve the total power captured in windfarms. In order to compare
windfarm performance between different design approaches, a farm-averaged turbine aerody-
namic power coefficient is defined,
CPav =
2
ρu3∞A
1
N
N∑
i=1
Pi, (4.5)
where the Pi denotes the power output of each of the N turbines in the farm, and A is the
area swept by a turbine rotor (rotor diameter is maintained across turbines). This definition
is equivalent to the average CP of all the turbines in a windfarm if the freestream wind speed
(far upstream of the windfarm) is used for power normalization.
Turbine rotor blade design is carried out for this three-turbine windfarm using Approaches
1 and 2 described earlier (see Fig. 4.3 (a)). Table 4.2 lists the CPav for each case. As expected,
when each turbine rotor geometry is allowed to vary independent of the other turbines, the
increase in wind farm energy capture is highest (about 9.7%). When all the turbines are
required to have the same geometry, there is still a substantial (5.3%) increase in windfarm
energy capture. While the first approach leads to a higher farm output, the difference may
not justify the added cost and complexity associated with manufacturing three different blade
designs.
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Table 4.2: Windfarm average turbine power coefficients for the two different design approaches
compared against the baseline.
Windfarm type CPav % increase over baseline
CP max for isolated turbine operation 0.340 -
Different geometry for each turbine 0.373 9.7%
One geometry for all turbines 0.358 5.3%
Figure 4.3 (b) compares the individual turbine CP (note that CP = P/0.5ρu
3∞A where u∞
is the flow speed far upstream of the windfarm. In general the two windfarm design approaches
suggest lowering the power capture from the first turbine to enhance power capture from the
downstream turbines. In doing so, the overall windfarm energy capture is enhanced.
(a) Contours of axial velocity
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Figure 4.3: Design of a three-turbine wind farm using multiple design approaches. (a) Con-
tours of axial velocity from a windfarm simulation with three in-line wind turbines, and (b)
normalized individual turbine power compared between three cases: (1) turbines optimized
for isolated operation, and (2 & 3) optimized for max windfarm power using Approach A and
Approach B respectively.
Figure 4.4 shows the geometry of each of the three turbines in the windfarm obtained using
Approach 1. It is interesting to note that the inverse design procedure suggests larger changes
in the blade root region compared to the blade outboard region. Figure 4.5 shows the radial
profiles of blade shapes obtained for the same three-turbine wind farm using Approach 2.
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Figure 4.4: Chord and twist distributions of each turbine in the three-turbine windfarm ob-
tained using Approach 1 to maximize windfarm power output.
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Figure 4.5: Chord and twist distributions of the turbines in the three-turbine windfarm obtained
using Appraoch 2 to maximize windfarm power output. All turbines have the same geometry.
4.3.2.2 Windfarm with Ten In-line SRWTs
Modern windfarms consists of hundreds of turbines arranged in arrays, where deep array
effects play a dominant role. Deep array effect are typically observed beyond (downstream
of) the first 3-5 rows of turbines. A ten-array windfarm is considered, which is representative
of large wind farms with multiple rows of turbines experiencing deep array effects. As in the
previous example, all turbines are co-linear and aligned with the wind direction. The objective
in this case is still the same: to design turbine rotor blades to maximize total energy capture
from the windfarm. However, only Approch 2 is used for inverse design, as it is unreasonable to
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expect 10 different blades designs in a windfarm. Furthermore, the turbines experiencing deep
array effects are expected to have a similar design as the flow becomes statistically stationally
in deep arrays. As in the case of the three-turbine farm, the initial guess for rotor blade
geometry is taken to be the one that gives maximum CP in isolated operation (result presented
in Sec. 4.3.1.1).
With design Approach 2, the increase in farm-averaged power coefficient, CPav is predicted
to be approximately 47%, which is a huge improvement in energy capture. It should be noted
however that this anlaysis is limited to the case of in-line turbines, which is the worst-case
scenario of operation of a windfarm. Actual benefits realized in a real windfarm are therefore
expected to be smaller, but still substantial.
Figure 4.6 (a) shows the convergence history of CPav through the inverse design procedure.
Windfarm energy capture monotonically increases as the inverse algorithm proceeds, and con-
verges to the final solution in 12 iterations. Figure 4.6 (b) shows the CP of each turbine in the
wind farm scaled by the CP of the first (most upstream) turbine. Results are shown for the first
and last iteration of the inverse cycle. The initial design of turbines (aimed at maximizing CP
in isolated operation) extract more energy with the first few turbines but the power extraction
then drops substantially for downstream turbines. The final design however, sacrifices energy
capture in the upstream turbines to increase the total energy capture from the windfarm. Note
that CP in Fig. 4.6 (b) is scaled by the CP of the first turbine (CP,Turb#1), which changes as
the design algorithm proceeds. For the first iteration is CP,Turb#1 = 0.572, and for the last
iteration it is 0.503.
Figure 4.7 shows the converged blade geometry. The chord distribution of the converged
design is highly unconventional, which much smaller chord values in the blade root region.
This distribution allows high-momentum fluid to slip through the blade root region and allow
higher momentum extraction from the downstream turbines. Blade twist is increased, likely to
ensure that the turbines operate close to the angle of attack where the airfoil has the highest
lift-to-drag ratio.
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Figure 4.6: Results of inverse design of the ten-turbine windfarm: (a) convergence history of
CPav , (b) CP of each turbine in the farm normalized by CP,Turb#1.
4.4 Conclusions
An inverse algorithm for geometric blade design of horizontal axis wind turbine (HAWT)
is presented in this study. The goal is to maximize energy capture from isolated HAWTs and
the overall windfarm capacity by finding turbine blade geometries. Design of single rotor wind
turbines (SRWTs) as well as dual rotor wind turbines (DRWTs) are considered. To perform
the the aerodynamic analysis in the design procedure, the Reynolds Averaged Navier Stokes
(RANS) equations are solved. Turbine rotors being modeled by the actuator disk method
(ADM). The trust region reflective (TRF) is employed to perform the iterative search for the
optimal blade geometry. The TRF is combined with the Broyden method which saves up
to almost 75% of computational time by recursively updating the Jacobian matrix instead of
computing the entire matrix.
The algorithm is first tested for isolated wind turbines. Blades of a wind turbine that has
DU-96-W180 airfoil throughout the blade span are designed for maximum energy capture. The
dimensionless power coefficient (CP ) of this design is about 9% higher than the CP obtained
from the Betz optimal design of the same blade (that has the axial induction of 1/3 along the
blade). The largest difference between the two designs is observed at the blade root and the
blade tip.
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Figure 4.7: Radial profiles of chord and twist of optimized turbines for the ten-turbine windfarm
case.
Redesigning the blades of the NREL 5MW turbine to achieve maximum power shows 13%
increase in CP compared to its original (baseline) design. Then blade design of a DRWT
is considered. This DRWT has the NREL 5MW turbine rotor as the main rotor; and the
secondary rotor has DU-96-W180 airfoil along its entire blade span. When both rotors of the
DRWT are designed, the increase in energy capture reaches to 16.2% compared to the baseline
NREL 5MW turbine rotor design.
Solving RANS/ADM equations instead of using methods that are based on the blade el-
ement momentum theory has made the design algorithm suitable for windfarm applications,
where the wake flow modeling/prediction is required. Two approaches are considered in design-
ing turbine blades for windfarms: 1) to design each turbine separately and 2) to have the same
blade geometry for all turbines. For a case of three in-line SRWTs, it is found that the first
approach results in higher farm-averaged power coefficient (CPav) than the second approach.
However, the difference may not justify the added cost and complexity of manufacturing three
different blade designs.
To examine the inverse algorithm in a windfarm with deep array effects, design of ten in-
line SRWTs using the second approach is considered. The remarkable gain in CPav by this
approach compared to the baseline blade geometry (SRWTs designed without the wake effect)
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is achieved by diminishing energy capture from upstream turbines, but increasing the energy
capture from the downstream turbines.
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CHAPTER 5. CONCLUSIONS
Different numerical techniques were employed to analyze aerodynamic performance and
loads of horizontal axis wind turbines (HAWTs) as well as to design turbine blades. The ulti-
mate goal of this research was to evaluate novel ideas to enhance energy capture in windfarms
and examine the recently proposed concept of dual rotor wind turbine (DRWT) that was aimed
at mitigating blade root and wake losses.
Analysis of DRWTs and comparisons to single rotor wind turbines (SRWTs) were discussed
in Chapter 2. For analysis purposes, a high-fidelity model (Large Eddy Simulation, LES) was
employed to perform numerical simulations of wind turbines operating in the atmospheric
boundary layer (ABL). A two-step procedure was used for the simulations. These two steps
were the precursor run, which simulated the ABL in a large domain without the turbines,
followed by the main run, that simulated the turbine operating in the ABL. Uniform flow as
well as neutral and stable ABL conditions were investigated. Effect of the rotating turbine
blades on the airflow was estimated by the Actuator Line Model (ALM). In the DRWT cases,
the main rotor was chosen to be the rotor of the conceptual NREL 5 MW turbine and the
secondary rotor was designed using the DU-96 airfoil along the entire blade span. The solver was
first validated against experimental data for the three-bladed, stall-controlled, 100 kW Tellus
(Riso) turbine. Improvements in power extraction (CP ) of 5 to 6% for all inflow conditions were
observed for the DRWT compared to the SRWTs. The enhancement in CP was obtained due
to efficient extraction of energy from the streamtube going through the blade root region. The
DRWT also enhanced wake mixing and entrainment of higher momentum fluid from outside the
wake layer when the atmospheric turbulence was moderately high (as in the neutral stability
case). A modest increase (up to 3.2%) in momentum entrainment was observed for DRWTs.
Unsteady aerodynamic loads (measured as rotor power and out-of-plane blade root moment)
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showed negligible reduction for the main rotor in the DRWT. Spectral analysis demonstrated
that unsteady fluctuations in rotor power happened at the blade passing frequency, while
fluctuations in blade root moments were at the rotor passing frequency and its harmonics.
These fluctuations were attributed to the turbulence in the wind and variations with hight
(due to the ABL) in the incoming mean wind.
In Chapter 3, the focus is on the inverse design of wind turbine blades and extension
of the inverse design methodology to DRWTs. The inverse design problem was to find the
turbine blade geometry that resulted in the desired (prescribed) aerodynamic behavior of the
wind turbine. Blade geometry was defined by radial distributions of chord and twist while
aerodynamic behavior was quantified by distributions of angle of attack and axial induction
factor along the blade. A new algorithm for solving the design problem was proposed. The
aerodynamic (direct) problem was solved by combining the Reynolds Averaged Navier Stokes
(RANS) equations with the Actuator Disk Model (ADM). The inverse problem was solved using
the trust region reflective (TRF) method, which is an iterative method to solve the constrained
nonlinear least square curve fitting problems. The Jacobian (sensitivity) matrix was computed
by a forward finite difference formula. The design algorithm was tested with different single-
and dual-rotor wind turbines. The TRF method was compared to the commonly-used multi-
dimensional Newton iteration method. Both methods were capable of handling the inverse
problem, and converged to the same blade geometry. However, they had different convergence
rates depending on whether or not the constraints on blade chord were imposed. In general, the
TRF method was found to be more stable in constrained problems. The differences in SRWT
and DRWT Jacobian matrices were remarkable. For DRWTs, the Jacobian also demonstrated
the aerodynamic coupling between the two rotors. The geometry of the downstream main rotor
blade was found to have a negligible effect on the aerodynamics of the upstream secondary rotor
for relatively large rotor-rotor separation distances. However, the upstream secondary rotor
had a considerable effect on the aerodynamic performance of the main rotor.
Reducing the levelized cost of energy (LOCE) is the ultimate goal of wind energy industry.
Capturing more energy in windfarms is a way to reduce the LOCE. The goal of the work
presented in Chapter 4 was to find the blade geometry that leads to the maximum energy
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capture in windfarms. This is done by modifying the algorithm proposed in Chapter 3 to
accept a new target function, f = −CP,tot. The RANS/ADM method can predict far wake
flow and therefore it is suitable for windfarm design purpose. To decrease the computational
time, the Jacobian matrix is updated by Broydens method instead of actually calculating the
entire matrix at each iteration. This idea was demonstrated to be very effective and saved
up to 75% of computational time. For isolated wind turbines, increase in power capture by
redesigning the available turbines was substantial. The total power of a windfarm was shown
to be remarkably higher when the blade design of turbines operating in the wake were included
in the design process. As an instance, for the case of ten in-line turbines the difference between
the total power with and without including the downstream turbines in the design process was
around 47%. This difference was achieved by a blade design that captures slightly less energy
from the turbines in upstream rows but considerably more energy from the turbines operating
in deep wake.
In summary, from the analysis I did in my research it can be deduced that DRWTs are
able to capture more energy from the wind, especially through blade root loss mitigation.
However, the focus of this research has been on aerodynamic analysis only. A more detailed
study, especially from an economics point of view, is still needed to decide whether or not
to use DRWTs instead of SRWTs. The benefits of using a relatively complex aerodynamic
solver (i.e. RANS/ADM) in lieu of traditionally simple design methods (such as BEM) were
remarkable as I could carry out design of windfarms, instead of being limited to design of
isolated turbines. In addition, the design algorithm proposed in this thesis can technically be
extended to include any other factor that influences the aerodynamic response of wind turbines
and farms. The proposed algorithm is also not limited to work with any specific direct or
inverse solvers. Depending on the designers' needs and computational resources, higher- or
lower-fidelity solvers can be implemented into the algorithm.
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APPENDIX . ADDITIONAL MATERIAL
A Coordinate Systems
Three coordinate systems are used: (1) attached to the ground in which the CFD simulations
are performed, which is specified by the unit vectors (eˆx˜, eˆy˜, eˆz); eˆx˜ points East, eˆy˜ points North,
and eˆz points up and away from the ground (Earth), (2) the coordinate system aligned with
the freestream flow direction given by the unit vectors (eˆx, eˆy, eˆz), where eˆx makes an angle
φ with eˆx˜, and (3) a cylindrical coordinate system given by (eˆr, eˆθ, eˆz) is used to compute
turbulent momentum and energy flux into a cylindrical region behind the turbine rotor. These
coordinates and their inter-relationships are shown in Fig. A.1.
(a) (eˆx˜, eˆy˜) → (eˆx, eˆy) (b) (eˆx, eˆy) → (eˆr, eˆθ)
Figure A.1: The three coordinate systems used and their interrelationships. The CFD simula-
tions are performed in (eˆx˜, eˆy˜, eˆz); meanflow is along the eˆx direction.
A.1 Streamwise Turbulence Intensity
Streamwise turbulence intensity is σux/u∞,h, where ux denotes the wind velocity component
in the eˆx direction.
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The following relates the desired streamwise turbulence intensity to Reynolds stresses com-
puted in the (eˆx˜, eˆy˜, eˆz) coordinate system.
σ2u′x = u
′2
x =
(
u′x˜ cosφ+ u
′
y˜ sinφ
)2
= u′2x˜ cos
2 φ+ u′2y˜ sin
2 φ+ u′x˜u
′
y˜ sin(2φ) (A.1)
A.2 Streamwise Turbulent Momentum and Energy Flux
Streamwise turbulent momentum flux through the circular cylinder in Fig. 2.14 is deter-
mined by integrating the Reynolds stress term u′ru′x over the cylinder surface. u′ru′x is related
to the Reynolds stress defined in the (eˆx˜, eˆy˜, eˆz) coordinate system as follows:
u′ru′x = (u′z cos θ + u′y sin θ)× (u′x˜ cosφ+ u′y˜ sinφ)
=
(
u′x˜u′z cosφ+ u
′
y˜u
′
z sinφ
)
cos θ +
(
u′x˜u′y cosφ+ u
′
y˜u
′
y sinφ
)
sin θ, (A.2)
where,
u′x˜u′y = u
′
x˜u
′
y˜ cosφ− u′2x˜ sinφ, and
u′y˜u′y = u
′2
y˜ cosφ− u′x˜u′y˜ sinφ.
Using these in Eq. A.2 gives
u′ru′x =
(
u′x˜u′z cosφ+ u
′
y˜u
′
z sinφ
)
cos θ
+
(
u′x˜u
′
y˜ cos
2 φ− u′x˜u′y˜ sin2 φ+ u′2y˜
sin(2φ)
2
− u′2x˜
sin(2φ)
2
)
sin θ,
or, u′ru′x =
(
u′x˜u′z cosφ+ u
′
y˜u
′
z sinφ
)
cos θ
+
(
u′x˜u
′
y˜ cos(2φ) + (u
′2
y˜ − u′2x˜ )
sin(2φ)
2
)
sin θ. (A.3)
The turbulent energy flux is obtained by integrating the following over the surface.
ux × u′ru′x = u′x˜ cosφ+ u′y˜ sinφ× u′ru′x (A.4)
