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ABSTRACT
Audio signals, such as speech and ambient sounds convey rich information pertaining
to a user's activity, mood or intent. Enabling machines to understand this contextual
information is necessary to bridge the gap in human-machine interaction. This is
challenging due to its subjective nature, hence, requiring sophisticated techniques.
This dissertation presents a set of computational methods, that generalize well across
dierent conditions, for speech-based applications involving emotion recognition and
keyword detection, and ambient sounds-based applications such as lifelogging.
The expression and perception of emotions varies across speakers and cultures,
thus, determining features and classication methods that generalize well to dierent
conditions is strongly desired. A latent topic models-based method is proposed to
learn supra-segmental features from low-level acoustic descriptors. The derived fea-
tures outperform state-of-the-art approaches over multiple databases. Cross-corpus
studies are conducted to determine the ability of these features to generalize well
across dierent databases. The proposed method is also applied to derive features
from facial expressions; a multi-modal fusion overcomes the deciencies of a speech-
only approach and further improves the recognition performance.
Besides aecting the acoustic properties of speech, emotions have a strong inu-
ence over speech articulation kinematics. A learning approach, which constrains a
classier trained over acoustic descriptors, to also model articulatory data is proposed
here. This method requires articulatory information only during the training stage,
thus overcoming the challenges inherent to large-scale data collection, while simul-
taneously exploiting the correlations between articulation kinematics and acoustic
descriptors to improve the accuracy of emotion recognition systems.
Identifying context from ambient sounds in a lifelogging scenario requires feature
extraction, segmentation and annotation techniques capable of eciently handling
i
long duration audio recordings; a complete framework for such applications is pre-
sented. The performance is evaluated on real-world data and accompanied by a
prototypical Android-based user interface.
The proposed methods are also assessed in terms of computation and implementa-
tion complexity. Software and eld programmable gate array based implementations
are considered for emotion recognition, while virtual platforms are used to model the
complexities of lifelogging. The derived metrics are used to determine the feasibil-
ity of these methods for applications requiring real-time capabilities and low power
consumption.
ii
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Chapter 1
INTRODUCTION
The creation of articially intelligent machines or agents is one of the most actively
studied and dicult problems of the past fty years. A machine is considered truly
intelligent if humans are unable to discern whether they are interacting with a real
human being or a machine based on the responses provided by the latter, i.e. a
Turing test [1]. This problem is far from being solved completely, yet, this pur-
suit has received a tremendous boost in recent years, mainly due to - (i) growth in
availability of portable devices, and (ii) advances in computational methods for data
analysis. The rst has led to a widespread use of smartphones, tablets or wearables,
each equipped with a plethora of sensors for data collection on a large scale. The
second has demonstrated the usefulness of machine learning algorithms and proba-
bilistic modeling frameworks towards the extraction and analysis of patterns which
are relevant to human beings in their daily interactions.
The gap in human-machine interaction has narrowed signicantly; commercial ap-
plications show that machines are quite capable of engaging humans to a considerable
extent. For instance, applications such as Siri and Google Voice respond to phrases
or questions uttered by human beings. Similarly, advances in computer vision have
enabled machines to identify what human beings see through image-based object and
face recognition techniques. A majority of the research is devoted to understand what
is being said or seen as opposed to how it is said or seen. Understanding the latter is
quite dicult owing to its subjective nature, yet, it is very essential towards creating
articially intelligent machines.
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1.1 Context-Aware Systems
This process of understanding how, or context recognition, typically requires ma-
chines to extract and analyze the current situation or circumstances surrounding
human beings. It is worthwhile to consider a few scenarios to understand the impor-
tance of such information. A few examples are provided below - Call centers routinely
employ automated voice response systems to deal with customers. These systems can
be augmented by identifying whether the customer is angry or nervous based their
voice characteristics, information that can be used to promptly alert the supervisor.
A smartphone can automatically decide to switch to silent mode if it learns that the
user is in a meeting, or alternatively turn up the volume in crowded areas like restau-
rants and markets. Wearables, such as Google Glass [2], or autonomous vehicles and
robots can be congured to provide detailed information and recommendations based
on the user's environment. Numerous prototypes of context-aware devices and ap-
plications have been demonstrated over the last few decades [3, 4, 5, 6, 7]. Various
sensors such as accelerometers, temperature sensors, microphones and touch sensors
were used in these systems.
This dissertation focuses on context recognition using audio signals, such as speech
and ambient sounds. These signals convey rich information pertaining to a user's
plans, behavior and environment, which is often not available (occlusions in images)
or dicult to capture from other sources (location or movement). Interaction between
humans and machines is considered under dierent scenarios and applications - (i)
active interaction between humans and machines, central to emotion recognition and
keyword detection, and (ii) passive interaction, where the machine assumes the role of
an always-on, passive listener, as observed in a lifelogging application. Computational
methods, based on machine learning and probabilistic frameworks, are presented for
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learning robust features and classiers. Performance evaluations are accompanied by
hardware/software implementations, wherever applicable, in order to determine their
feasibility for real-time recognition and low-power consumption.
1.2 Supra-Segmental Features for Emotion Recognition
Emotions constitute a fundamental aspect of human-human communication. They
either motivate human actions and decision-making, or enrich the meaning of human
communication. Traditional speech interfaces, ignore a speaker's emotions, conse-
quently, ignoring highly important information available in the interaction process.
Such interactions are frequently perceived as cold, incompetent, and socially inept.
Human-centered interfaces must have the ability to detect subtle changes in the speak-
ers' behaviors, especially related to their emotional state, and to appropriately modify
their responses. The mapping of an utterance to an emotion is a multi-stage pro-
cess, involving the extraction of acoustic, low-level descriptors (LLD), representation,
and classication. The expression and perception of emotions is highly subjective
and varies across languages, and cultures, hence, determining the appropriate set of
features and representation methods that generalize well across such conditions is
considered quite challenging [8].
Previously, studies have found high-level, supra-segmental representations [9, 10,
11, 12] extracted from low-level descriptors (LLD) to be more successful than seg-
mental methods based on hidden Markov models (HMM) [13, 14]. Typically, such
features are extracted by performing a brute-force collection of statistics over LLDs.
Yet, this approach does not oer a generative explanation of how emotions aect the
observed acoustic characteristics of speech. Furthermore, these features cannot dis-
criminate well between emotions with similar arousal patterns, such as happy-angry
or neutral-sad.
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1.2.1 Contributions
In this dissertation, a novel feature extraction method using latent topic models
(LTM) [15, 16] is proposed. Originally intended for categorization of text documents
based on their underlying topics, LTMs are extended to learn supra-segmental fea-
tures from emotional speech. Topics, in this case, capture emotionally salient infor-
mation from the the co-occurrence behavior of LLDs. The proposed approach oers a
generative model-based explanation of how emotions inuence the observed acoustic
characteristics of speech, while, overcoming the need for popular, brute-force based
feature extraction methods. Experiments are performed over multiple databases with
dierent languages, accents and varying emotion expressions. In each case, the pro-
posed features outperform existing state-of-the-art features. The performance gains
are even signicant for valence-based classication and longer duration turns, both,
considered challenging tasks in the eld of acoustic emotion recognition.
The key contributions are as follows:
 An unsupervised learning method based on replicated softmax models (RSM)
is extended to a supervised model, leading to more discriminative features and
improved performance.
 A point-wise mutual information-based measure is proposed to qualitatively
assess the relationship between the derived features, emotions, and low-level
acoustic descriptors.
 Cross-corpus studies are conducted to assess the generalization ability of these
features. The bias specic to each database due to their respective annotation
procedures is identied. Two strategies, instance selection and weight regular-
ization, are proposed to eliminate this bias and improve performance.
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 The proposed feature extraction methodology is extended to multiple modalities
including facial expressions and spoken content. Individually, the 3 modalities
are shown to perform best at recognizing sadness (speech), happiness (face) and
neutral (language) emotions, while their combination retains these properties
and improves the performance signicantly.
 An FPGA-based implementation of LDA is presented; a parallel architecture
is devised, which provides speed-up by a factor of 200 over optimized software
implementations, while simultaneously satisfying real-time constraints.
 The software implementation complexity of a multi-modal emotion recognition
system is assessed to determine its feasibility for real-time applications; a turn
of 1 s duration can be processed in 666:65 ms.
The work related to this topic is reported in [17, 18, 19].
1.3 Articulation Constrained Learning
In addition to the acoustic properties of speech, it is commonly understood that
speech articulation also exhibits a strong correlation with the emotional state of a
speaker. The kinematics associated with tongue, jaw or lips are modulated accord-
ing to the emotion. Hence, methods that combine both acoustic and articulation
descriptors would potentially yield more accurate and reliable emotion recognition
systems.
There are relatively very few attempts to characterize emotions using articula-
tory information. In [20], it was shown that the degree of jaw opening increased
signicantly as subjects became annoyed (or irritated), while, in [21], the lateral lip
distance between the corners of the mouth was shown to be strongly inuenced by
the emotional state. In [22], the authors showed that articulation-based features
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achieved a much better classication rate compared to acoustic features for a single
male subject. These studies are mostly limited to single subjects, or multiple speakers
recorded under similar conditions. However, more importantly, these methods require
articulatory data to be available during the recognition step in order to perform re-
liably. Acquisition of such data on a large scale is dicult and time-consuming due
to its invasive and highly sensitive recording procedure, which limits the scope and
application of these methods to only laboratory environments.
1.3.1 Contributions
In this dissertation, an articulation constrained learning approach, that requires
articulatory data only during training, is proposed to overcome the aforementioned
limitations. Specically, a traditional, L1-regularized logistic regression cost function
is extended to include constraints that enforce articulatory reconstruction. Thus, in-
formation from acoustic features and articulatory data is jointly captured, which is
expected to lead to improved emotion recognition. Multiple databases, providing ar-
ticulatory information in the form of electromagnetic sensors attached to a speaker's
tongue, jaw and lip, or in the form of motion capture markers located at various
points on a speaker's face, are used for evaluating this method. Results show a sig-
nicant improvement for both, speaker-dependent and speaker-independent, emotion
recognition tasks on peripheral vowels including /AA/, /AE/, /IY/ and /UW/.
The key contributions are as follows:
 A constrained learning method, that requires articulatory data only during
training and generalizes well to unseen samples, is presented.
 A single objective function that combines multiple articulatory targets and mul-
tiple emotion classes is proposed.
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 Cross-corpus studies are conducted to evaluate the generalization property of
this method across databases with dierent types of expressions and recording
conditions.
1.4 Low-Memory Architectures for Keyword Detection
Keyword detection aims at identifying keywords of interest embedded in a con-
tinuous speech stream. By using keywords to initiate voice input, this feature enable
users to have a fully hands-free interaction with their mobile devices. Such a voice
trigger system needs to be in a continuously listening mode. This has serious impli-
cations on the battery life of mobile devices, hence, methods that facilitate keyword
detection with minimal power consumption and resource usage are strongly desired
for practical applications.
Keyword detection has been studied extensively in prior works [23, 24, 25, 26,
27, 28, 29, 30]. Recently, neural network based methods, inspired from deep learning,
have shown tremendous success on speech recognition tasks compared to GMM-HMM
systems [31, 32]. An extension of this approach for keyword detection was presented in
[32]. The resulting network is quite large, requiring upto a few million multiplications
every few milliseconds as well as large memory banks for storing these weights. Mobile
devices are often constrained in the amount of available hardware resources, thus
requiring further optimizations before being deployed on actual hardware.
1.4.1 Contributions
In this dissertation, a neural network-based architecture, followed by techniques
to identify and eliminate the redundancy among the network weights, is proposed to
address such constraints. The trade-o between detection accuracy and memory is
assessed to evaluate performance.
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The key contributions are as follows:
 A post-processing method to determine if a keyword is present in the phase,
thus returning a global phrase-level prediction.
 An aggressive, xed-point implementation scheme, which is shown to yield a
comparable detection accuracy to a oating-point implementation, while, re-
ducing the memory to as few as 200 KBs.
1.5 Ambient Sounds-based Lifelogging
Preservation and recollection of facts and events are central to human experience
and culture, yet our individual capacity to recall, while astonishing, is also famously
fallible [33]. As a result, technological memory aids date back to cave paintings and
beyond. More recent trends include the shift from specic, active records (such as
making notes) to transparent, comprehensive archives (such as the sent box of an
email application) which become increasingly valuable as the tools for retrieving the
contents improve [34].
To illustrate the concept of lifelogging and the challenges it may pose, consider
the following scenario. A user, equipped with a wearable audio recorder or using
his/her smartphone, is able to record audio for a single or multiple days. During
this period, the user has a conversation with a friend, sees an interesting police car
chase and hears some new piece of music on the radio. At some later point, the
user wishes to share these events with a friend or simply wishes to recall what exactly
happened. Manually browsing or searching for specic events through a long recording
can be a time-consuming task. Hence, there is a strong requirement for computational
techniques and frameworks that can perform automatic logging and the multiple sub-
tasks [35]. Currently available techniques for various aspects of lifelogging, such as
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feature extraction, segmentation and annotation, are individually mature enough for
real-world applications [36, 37, 35], yet their evaluation on long duration recordings,
as found in lifelogging, is quite limited.
1.5.1 Contributions
In this dissertation, a complete framework for archival and retrieval of long dura-
tion recordings in a lifelogging scenario is presented. Experiments are conducted over
data collected from a single subject to evaluate the proposed framework. The im-
plementation aspects and complexities of a lifelogging application are modeled using
a virtual platforms-based, top-down design methodology. Tools such as QEMU [38]
and SystemC [39] are used to create such platforms. Optimizations are performed in
an iterative fashion to address various design and system constraints such as power,
speed, bandwidth, storage and accuracy.
The key contributions are as follows:
 Indexing and retrieval methods for long duration audio recordings are presented.
Taking into consideration the nature of daily lifelogs, an augmented feature set
is proposed to further improve the performance.
 A prototypical Android-based application, SoundBlogs, is presented to demon-
strate important aspects of lifelogging.
 Using virtual platforms, a top-down design methodology is proposed. This al-
lows hardware/software developers to gradually iterate from a high-abstraction,
functional level towards a low-abstraction, rened hardware and software archi-
tecture, while, optimizing for system constraints at each iteration.
 A concept development kit (CDK), a packaging of the aforementioned tools, is
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presented, thus, allowing designers to extend this methodology to their custom
applications and develop prototypes rapidly.
The work related to this topic is reported in [40, 41].
1.6 Thesis Organization
The remainder of this dissertation is organized as follows: Latent topic model-
based features for acoustic emotion recognition are described in Chapter 2. An ex-
tension of this method to multiple modalities is presented in Chapter 3. An artic-
ulation constrained learning approach is described in Chapter 4. Neural network
optimizations for keyword detection on resource constrained hardware are presented
in Chapter 5. A framework for indexing and retrieval of ambient sounds for lifelogging
is described in Chapter 6, followed by virtual platform models in Chapter 7. Finally,
summary and conclusions are outlined in Chapter 8.
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Chapter 2
ACOUSTIC EMOTION RECOGNITION
Commercial applications of automatic emotion recognition include systems for cus-
tomer services [42], call centers [43], intelligent automobile systems, and game and
entertainment industries [44, 45]. Research disciplines, such as psychology, psychi-
atry, behavioral science, and neuroscience can benet greatly from such systems.
For example, they can help improve the quality of research by improving the relia-
bility of measurements and speeding up the tedious and manual task of processing
data [46, 47]. Other research areas that would reap substantial benets from emo-
tion recognition include studies related to social and emotional development research
[48], mother-infant interaction [49], psychiatric disorders [47]. Automatic detection
of emotional states and moods, including fatigue, depression, and anxiety, constitutes
an important step toward personal wellness and assistive technologies [50].
At a high level, the problem of acoustic emotion recognition can be dened as the
task of nding a mapping from input (speech) to output (emotions). Acoustic features
extracted from speech can be examined at dierent resolution levels - frame, phoneme,
syllable, word, sentence or even at the dialog level [51]. Similarly, various possibilities
exist for representing emotions. Broadly, they can be described as (i) categorical,
or, (ii) dimensional attributes [52]. In a categorical representation, emotions are
described by discrete labels, such as happy, sad or angry. Whereas, in a dimensional
representation, emotions are treated as points in a continuous, 2-D space comprising
of arousal and valence. Here, arousal refers to the intensity level, valence refers to the
pleasantness of the emotional state. Typically, the mapping is a multi-stage process
that involves (i) extraction of emotionally relevant features, (ii) representation, and
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(iii) classication/regression. The goal is to nd a mapping which maximizes the
performance according to pre-dened metrics, such as average recall or class-wise
accuracies for classication, and, mean squared error or correlation coecient in case
of regression.
Although research on acoustic emotion recognition is progressing rapidly, most
of the studies focus on only acted and prototypical emotions, demonstrating reason-
able success [53]. Such studies are denitely important in order to identify and build
generic templates of emotions, however, real-world applications require exhaustive
evaluations under dierent criteria such as speaker independence, spontaneously ex-
pressed emotions and cultural or linguistic variations [54]. This task is challenging
and dicult due to the varying degree and expression of emotions across speakers,
moods, personalities, languages and cultures. Consequently, determining the appro-
priate set of features, representation and classication methods bear a strong impact
on performance.
2.1 Background
2.1.1 Low-Level Descriptors
Low-level descriptors (LLD) or features that efciently characterize the emotional
content of speech can be grouped into four types: prosodic, voice quality, spectral
and custom. Prosodic features include pitch or fundamental frequency, energy-related
features such as log energy or intensity and duration-related features such as zero-
crossing rate and the voiced-to-unvoiced duration ratio [8, 55]. Voice quality features
include jitter, shimmer which characterize the harshness, breath and tension related
aspects of speech [56, 57]. Spectral features include formant-based features such as
linear prediction coecients (LPC), the energy of spectral sub-bands such as log
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frequency power coecients (LFPC) [13], Mel terbanks (MFB) [10, 11] and Mel
frequency cepstral coecients (MFCC) [51]. Custom features include the Teager
energy operator (TEO), which models the non-linear airow patterns in the vocal
system and its modulation under stressful conditions [58, 59]. In spite of the numerous
choices, there is no clear winner; most approaches rely on a combination of dierent
features. Prior research works [51, 60] have identied pitch, energy, duration, MFBs
and MFCCs to be the most successful features.
2.1.2 Representation
The LLDs are extracted over the chosen unit of analysis (syllables, words or turns)
using sliding and overlapping windows. This results in a continuous-valued, multi-
dimensional trajectory of LLDs, say [f1; ::; fn; ::fN ]. Here, n = 1; ::; N denotes the
length of the unit, fn 2 Rp and p refers to the number of LLDs. Based on the
method used to model the trajectory, representation methods can be broadly classied
in two categories: segmental [13, 14] and supra-segmental [9, 10, 11, 12]. The former
method attempts to directly model each frame fn or the temporal information in the
trajectory, i.e. transitions from fn to fn+l, where l is the order or range of the model.
A higher l is usually required to capture the long range dependencies in emotional
speech, which in turn, increases the training complexity.
Supra-segmental representations overcome this dependency limitation by nding
global descriptors that characterize the long-term behavior [51]. Since this method
aligns well with the way human beings perceive emotions, they have also shown to
yield a better performance than segmental methods. Specically, each turn is repre-
sented by a single, multi-dimensional vector F 2 Rq, where q refers to the dimension
of the global descriptor and q  p. The global descriptors are found by extracting
various statistics over the LLD trajectory. Common statistical functions include mo-
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Table 2.1: A Typical Supra-Segmental Feature Set as Described in the 2009 Inter-
Speech Emotion Recognition Challenge. 12 Functionals Applied over 16 LLDs and
Their First-Order Derivatives Result in a Total of 384 Global Descriptors.
LLDs (16  2) Functionals (12)
Zero Crossing Rate (ZCR) Mean
Harmonic Noise Ratio (HNR) Standard Deviation
RMS Energy Kurtosis, Skewness
Pitch (F0) Extremes: value, position, range
MFCC 1-12 Linear regression: oset, slope, MSE
ments, extremes, percentiles, ranges, slope, linear regression coecients, and many
more. Emotion recognition challenges such as the 2009 InterSpeech Emotion Recogni-
tion Challenge [61] and the 2011/2012 Audio-Visual Emotion Recognition Challenge
[62, 63] have provided an exhaustive set of global descriptors by performing a brute-
force collection of such statistics. A typical feature set is shown in Table 2.1.
2.1.3 Classication
The methods used for classication or regression are dependent on the underly-
ing representation. Classication over segmental representations is performed using
generative models such as Gaussian mixture models (GMM) [64], hidden Markov
models (HMM) [13] and their variants, e.g. Gaussian mixture vector autoregres-
sive (GMVAR) models [14] and switching linear dynamical models [65]. A separate
model is trained for each emotion category; class label is assigned based on the model
for which the test instance achieves maximum likelihood (ML). Other dynamic ap-
proaches that are better at modeling long-term dependencies such as long short-term
memory (LSTM) networks [66] and conditional random elds (CRF) [67] have also
been used for segmental representations.
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Discriminative classication/regression techniques have been found to combine
well with supra-segmental representations. Typically, unsupervised or supervised
feature selection is applied over the large feature sets to reduce their dimensional-
ity. Few select methods include information gain [68], principal feature analysis [69],
and deep belief networks [70]. Classication techniques include but are not limited
to linear discriminant analysis or k-nearest neighbor [71], articial neural networks
(ANN) [72], decision trees [9], random forests [73] or support vector machines (SVM)
[43, 12, 51, 64, 61]. In some cases boosting methods such as AdaBoosting have
also shown to be successful [51, 74]. The ease of training combined with its reliable
performance have made SVMs the ideal choice for classication. Continuous value
prediction, i.e. regression is performed using linear or support vector regression [63].
Previous studies have shown that discriminative techniques combined with supra-
segmental representations clearly outperform segmental approaches, making the for-
mer the de facto choice [12, 51, 62, 63, 64, 61]. Yet, the discriminative approach does
not provide a clear, generative explanation of how emotions inuence the perceived
acoustic properties of speech. Brute-force collection of statistics works well as a data-
driven approach, but it provides limited insight into the relationship between speech
and emotions. On the other hand, segmental approaches are capable of providing
generative explanations, yet, their inability to capture long-range dependencies leads
to poor recognition performance.
2.2 Latent Topic Models
With an aim to address the aforementioned limitations, a novel method, based
on latent topic models (LTM), is presented for the extraction of supra-segmental
representations. Inspired by natural language processing, an alternative perspective
towards emotion recognition is oered. Similar to contemporary supra-segmental
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methods, sequential or time-related information is ignored here, but, long term be-
havior is captured from the co-occurrence patterns among LLDs. This property is
particularly useful for emotional speech as it often consists of multiple emotions ex-
pressed with varying degrees of strength and in an irregular temporal structure. More
importantly, LTMs operate directly on LLDs and automatically learn features without
requiring a brute-force collection.
In a typical LTM for text collections, each text document is assumed to comprise of
a mixture of multiple topics [15]. And, each topic denes a discrete distribution over
all the possible words in a dictionary. Given the observed words of a document, the
latent topics are inferred from the co-occurring, repetitive patterns between words.
Semantically similar documents are expected to exhibit a similar distribution over
the latent topics, information that is used for categorizing or classifying documents.
Apart from their obvious application in natural language processing, LTMs have been
used for human activity recognition [75], image annotation and segmentation [76, 77],
image-based object recognition [78] and acoustic scene analysis [79].
Latent semantic analysis (LSA) [80] and its stochastic counterpart, probabilistic
LSA (pLSA) [81], are two of the earliest topic models. Latent Dirichlet allocation
(LDA) [15] is an extension of pLSA to a Bayesian framework by placing a Dirichlet
prior over the topics. Although LDA is quite useful for unsupervised topic discov-
ery and qualitative interpretation, its performance in classication-related tasks is
limited. Recently, undirected graphical models, based on the idea of distributed rep-
resentations, have shown to perform better than LDA. These models are variants
of the energy-based restricted Boltzmann machines [82, 83], such as replicated soft-
max model [16] or the constrained Poisson model [84]. Due to their popularity and
performance, LDA and RSM are considered in this study.
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Figure 2.1: Block Diagram of the Proposed Feature Extraction and Classication
Framework Using LTMs for Acoustic Emotion Recognition.
2.2.1 Notation
A document d is a sequence of N words such that d = (v1; :::; vN). A corpus is
a collection of D such documents, d1; :::; dD. Each word vn is dened to be an item
from a dictionary indexed by f1; :::; Kg. Words are represented as unit vectors, where
vnk = 1 if the n
th word belongs to the kth dictionary element. h is the J-dimensional
latent topic vector inferred from the observed words in a document. The distribution
of words over topics is denoted by the J K parameter matrix W .
2.2.2 Overview of Proposed Approach
A block diagram overview of the proposed framework is shown in Figure 2.1.
The LLDs are extracted over the entire duration of the turn using the following
procedure: Raw speech is high-pass ltered with a pre-emphasis coecient of 0.97.
Hamming windows of duration 25 ms are used to extract features at a rate of one
feature vector every 10 ms. LLDs such as energy, fundamental frequency (F0), and
17
the rst 12 MFCCs (ignoring the 0th coecient) are extracted. The rst and second-
order dierences are appended to obtain a 42-D feature vector per frame. Energy
and MFCCs are extracted using the HTK Toolkit [85], while the F0 estimates are
extracted using the OpenEar Aect Recognition Toolkit [12]. Principal component
analysis (PCA) is further applied to reduce the dimensionality to 13 features.
Each turn is represented as a multi-dimensional, continuous-valued trajectory of
low-level acoustic descriptors, f 2 RNp. Here N is the number of frames and p refers
to the dimensionality of the feature vector. Topic models require these features to be
converted to discrete values or symbols, analogous to words in a text document. A
dictionary of K candidate feature vectors, ff 1 ; :::; f Kg, is constructed using the LBG-
VQ algorithm. Each frame is then mapped to the the dictionary element f k it is
closest to in terms of the Euclidean distance and denoted by the corresponding index
k. As a result, each turn or document d in a collection of D documents is represented
as a stream of words v1; :::; vN corresponding to the feature trajectory f1; :::; fN . Each
word, vn, is a sizeK vector, where vnk = 1, if the n
th word belongs to the kth dictionary
element. The choice of the dictionary size is K 2 f64; 128; 256; 512g.
During the recognition phase, latent topics are inferred from the observed words
in a turn. Using these topics as features, the classier produces a binary, categorical
or continuous response depending on the application.
2.2.3 Latent Dirichlet Allocation
LDA [15] is a generative probabilistic model for a corpus. A graphical model for
the same is shown in Figure 2.2 (a). The generative process for each document d in
a corpus is as follows.
 Choose h  Dirichlet()
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Figure 2.2: Graphical Model Representation of (a) LDA, and (B) sLDA. Plates
(Rectangular) Drawn Around Nodes Indicate Replication, Which Corresponds to the
Number of Input Observations or Words in a Document i.e. N .
 For each word vn in the document -
{ Choose a topic xn Multinomial(h)
{ Choose a word vn  p(vnjxn;W )
Here, xn is a J-dimensional unit-basis vector indicating the topic active for the
currently observed word vn.  is a corpus-level hyperparameter sampled once for the
entire collection of documents. Parameters , W , the dictionary size K and number
of topics J are estimated and xed during training. During inference, the latent
variables h and x are estimated given the observed words for each document as given
in Eq (2.1).
p(h; xjv; ;W ) = p(h; x; v; ;W )
p(vj;W ) (2.1)
Exact inference in LDA being intractable as it involves marginalization over latent
variables, dierent techniques based on Markov Chain Monte Carlo (MCMC) sam-
pling or variational approximation have been proposed in literature [86]. The latter
approach is used here as it allows for faster inference [15]. Briey, the posterior is
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1: Initialize nj = 1=K for all j and n.
2: Initialize j = +N=J for all j.
3: repeat
4: for n = 1 : N do
5: for j = 1 : J do
6: nj =Wjvnexp(	(j))
7: end for
8: Normalize n.
9: end for
10:  =  +
PN
n=1 n
11: until convergence
Figure 2.3: A Variational Approximation Algorithm for Inference in LDA.
modeled by a variational distribution q(h; xj; ).  and  are free variational pa-
rameters, iteratively used to minimize the Kullback-Leibler (KL) divergence between
q and the posterior, as in Eq (2.2).
(?; ?) = argmin
(;)
D(q(h; xj; )jjp(h; xjv; ;W )) (2.2)
An outline of the algorithm to infer (, ) and consequently (h,x) is described in
Figure 2.3. Here, 	 denotes the digamma function obtained by taking the rst-
derivative of a log-gamma function, i.e. d ln( ())
d
. Learning of parameters  and
W from training examples is performed using the Expectation-Maximization (EM)
algorithm.
In order to perform binary or multi-class, categorical emotion recognition, a soft-
max regression-based classier is trained over the posterior topics h inferred from
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the training examples. The classier parameters, , are estimated by minimizing the
cross-entropy error with standard L2 regularization, as per Eq (2.3) -
L() =   1
S
"
SX
s=1
CX
c=1
1ft(s) = cg log p(y(s) = cjh(s); )
#
+

2
kk22 (2.3)
Here, 1fg is the indicator function, S denotes the number of training examples,
C denotes the number of classes, t(s) denotes the ground truth for example s, and
 denotes the regularization parameter. Iterative minimization is performed using
mini-batch stochastic gradient descent with a batchsize of 100, and a learning rate and
momentum of 0.005 and 0.8, respectively. The output, y(s), dened by the softmax
function in Eq (2.4) -
p(y(s) = cjh(s); ) = exp(
T
c h
(s))PC
l=1 exp(
T
l h
(s))
(2.4)
This returns the posterior probability for each class. The label is then predicted
by evaluating argmax p(y(s) = cjh(s); ). Similar expressions can be derived for the
case of predicting real-valued outputs using linear regression.
2.2.4 Replicated Softmax Models
RSM belongs to the family of undirected, energy-based models known as restricted
Boltzmann machines (RBM) [82]. The visible unit is modeled as a softmax variable
instead of a Bernoulli variable as in RBM [16]. A graphical representation of this
model is shown in Figure 2.4 (a). For a turn with N words, the observation v forms
an N K binary matrix, and hj 2 f0; 1g are the binary stochastic latent topics. The
energy of this conguration is dened as in Eq (2.5).
E(v; h) =  
NX
n=1
JX
j=1
KX
k=1
Wnjkhjvnk  
NX
n=1
KX
k=1
vnkank  
JX
j=1
hjbj (2.5)
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Figure 2.4: Graphical Model Representation of (a) RSM Without Weight-sharing,
(b) RSM after Weight-sharing, and (c) sRSM. In (a), the Weights Are Only Shown
for the nth Word. Plates (Rectangular) Drawn Around Nodes in (b) and (b) Indicate
Replication, Which Corresponds to the Number of Input Observations or Words in a
Document, i.e. N .
Wnjk is a symmetric interaction term between visible unit n that takes on value
k, and hidden topic j; bj is the bias of hidden topic j and ank is the bias of visible
unit n that takes on value k. In addition to the energy of the joint conguration, a
RSM is fully dened by the conditional probabilities of the visible and hidden units
with respect to each other, i.e. Eqs (2.6) and (2.7). Here, (x) = 1=(1 + exp( x)) is
the logistic function.
p(vnk = 1jh) =
exp(ank +
PJ
j=1 hjWnjk)PK
q=1 exp(anq +
PJ
j=1 hjWnjq)
(2.6)
p(hj = 1jv) = (bj +
NX
n=1
KX
k=1
vnkWnjk) (2.7)
Ignoring the sequence in which words arrive, if the kth unit for each word vn is
forced to share its weight with the kth unit of all the other words in the turn, then
Wnjk can be written simply as Wjk. This allows the model to account for turns of
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dierent durations, which is crucial for turn-based practices. The energy in Eq (2.5)
can now be rewritten as in Eq (2.8) -
E(v; h) =  
JX
j=1
KX
k=1
Wjkhj v^k  
KX
k=1
v^kak  N
JX
j=1
hjbj (2.8)
Here, v^k =
PN
n=1 vnk denotes the frequency with which the k
th dictionary element
appears in the turn. Exact maximum likelihood-based learning of parameters W , a
and b is intractable in this case, hence, an approximate technique called contrastive
divergence (CD) algorithm is used. Further details on this technique and its conver-
gence properties can be found in [82]. Using CD, the update equation for the weights
W is given in Eq (2.9). Similar update equations can be derived for the bias terms.
Wjk = (Edata[v^khj]  EmodelT [v^khj]) (2.9)
Here,  is the learning rate and EmodelT represents the expectation with respect
to the distribution after running a Gibbs chain for T steps. T = 1 is equivalent to
maximum likelihood learning. Usually, a small value of T (1, in this case) is adequate
for generating abstract features [16].
So far, the LTM-based features are derived in a completely unsupervised manner.
Consequently, the inferred topics or features are not naturally suited for discriminative
tasks. Supervised learning via a supervised LDA (sLDA) model and a supervised RSM
(sRSM) is presented below to further improve the performance.
2.2.5 Supervised Latent Dirichlet Allocation
Supervised LDA (sLDA) [77] diers from its unsupervised counterpart in the fol-
lowing aspect: an additional node y, the class label or output, is introduced as shown
in Figure 2.2 (b). The output is predicted according to Eq (2.10) -
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ym  exp(
T
mx)PC
l exp(
T
l x)
(2.10)
Here, x =
PN
n=1 xn represents the empirical topic frequencies. The variable ,
which parametrizes the relationship between the topic indicators and the output
label, is estimated in an iterative manner along with the topics. As a result, class-
specic information is considered while learning topics, thereby leading to better
discrimination in comparison to LDA. Variational approximation is used to infer
the latent variables as described in [77]. The class label is predicted by evaluating
argmax Tmx. Eq (2.10) is specic to binary or categorical classication; a similar
expression can be derived for regression.
2.2.6 Supervised Replicated Softmax Models
In order to extend an RSM for supervised learning, an sRSM is proposed. This is
essentially a feed-forward neural network with its initial weights obtained from an un-
supervised RSM. The weights are then ne-tuned for discrimination using backprop-
agation. As opposed to random initialization, the RSM is treated as a pre-training
stage, which learns topics that initially capture properties of the underlying input
only. Backpropagation then serves to slightly perturb and rene these topics with re-
spect to the output labels. This process facilitates the extraction of topic-features that
are optimal for discriminative tasks. RBMs for learning discriminative features have
been previously described in [87, 88], where, a deep neural network-based generalized
discriminant analysis (DNN-GerDA) was used to learn emotion-specic, turn-level
features. The proposed sRSM is fundamentally dierent in the following key aspects:
(i) DNN-GerDA employs the Fisher discriminant criterion, which maximizes the ratio
of between-class variance to within-class variance, while sRSM directly minimizes the
cross-entropy error, which is more appropriate for classication-related tasks [89, 90],
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(ii) DNN-GerDA assumes that the extracted features are drawn from Gaussian class-
conditional distributions, while sRSM makes no assumptions regarding the statistical
properties of the inferred topics, (iii) DNN-GerDA accepts arbitrarily distributed,
real-valued observations as input, whereas, sRSM models discrete, count-like obser-
vations commonly found in text collections, and (iv) the discriminative features in
[88] are learnt over turn-level statistics extracted via brute-force as opposed to the
acoustic bag-of-words used in this work.
An sRSM is depicted as a graphical model in Figure 2.4 (c). The input and
hidden layer are the same as that of an RSM, while the topmost layer performs
output prediction. For C-class, categorical recognition, the top layer is a softmax
layer and the output is computed via Eq (2.11) -
p(ymjh) = exp(
T
mh)PC
l=1 exp(
T
l h)
(2.11)
For backpropagation, the cross entropy error is used as the cost function for classi-
cation, and the mean squared error (MSE) for linear regression. Stochastic gradient
descent is used to update the parameters with a learning rate and momentum of 0.005
and 0.8, respectively.
The advantage of using pre-trained weights as opposed to random initialization is
shown in Figure 2.5, which shows the classication error across epochs, averaged over
100 runs. The results are displayed for the task of arousal-based, binary classication
on two databases, SEMAINE and USC IEMOCAP. It is clearly evident that back-
propagation over randomly initialized weights is prone to get stuck at a bad local
optima and yield a higher classication error. On the contrary, pre-training using
an RSM, rst models the observations in an unsupervised manner and nds a good
starting point for the weights, which leads to a lower classication error.
It is important to note that the impact of pre-training is usually higher for smaller
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Figure 2.5: A Comparison of the Classication Error (%) Between an sRSM with
Pre-trained and Randomly Initialized Weights on SEMAINE and USC IEMOCAP.
The Higher Error Achieved in the Latter Case Is Due to the Parameters Getting
Stuck at a Bad Local Optima. Pre-training Overcomes This Limitation and Provides
a Better Starting Point Using the Input Observations Only.
databases. Here, the SEMAINE and USC IEMOCAP databases consist of approx-
imately 1000 and 5000 training examples, respectively. From Figure 2.5, one can
observe that there is a slight decrease in the eectiveness of pre-training from SE-
MAINE to USC IEMOCAP. To further investigate this behavior, the number of
training examples used for ne-tuning the sRSM was gradually increased. Using the
same database, USC IEMOCAP, Figure 2.6 shows that the dierence in classication
error between pre-trained and randomly initialized sRSM gradually declines as the
training examples increase from 500 to 5000.
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Figure 2.6: Impact of Pre-training Using Training Sets of Dierent Sizes. The Dif-
ference in Classication Error (%) Between an sRSM with Pre-trained and Randomly
Initialized Weights on USC IEMOCAP. Note the Gradual Decline in the Dierence
as the Number of Examples Available for Fine-tuning the sRSM Is Increased.
2.3 Qualitative Interpretation
It is worthwhile to investigate and provide a physical interpretation of topics in
terms of their relationship with emotions and the underlying acoustic words. Ideally,
one would expect to have as many topics as emotion categories, but, variations across
speakers, spoken content and mannerisms cause the number of topics, J , to usually
lie between the number of emotions, C, and the dictionary size, K. Among these
topics, only a few may convey emotion-specic information, while certain topics may
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Figure 2.7: Qualitative Interpretation of Emotions and Topics Using (a) LDA, and
(b) RSM. The Normalized PMI Between 64 Topics and 4 Emotions Reveals That
Individual Topics Capture Emotion-Specic Information.
be present across all emotions and can be considered uninformative or irrelevant.
In order to identify such topics, a normalized point-wise mutual information (PMI)
measure between the individual topics h and emotions y is proposed. This measure
quanties the discrepancy between the joint probability of h and y and their marginal
distributions under the assumption of independence. The PMI is computed as per
Eq (2.12), where 1  j  J and 1  c  C.
pmi(hj; yc) = log
p(hj; yc)
p(hj)p(yc)
(2.12)
The values are further normalized to a range of [ 1;+1] as described in [91] using
Eq (2.13).
npmi(hj; yc) =
pmi(hj; yc)
 logp(hj; yc) (2.13)
Here,  1 indicates never co-occurring, +1 indicates always occurring together,
and 0 indicates independence. The most informative topics for each emotion are then
identied and ranked by the decreasing order of their normalized PMI values.
In Figure 2.7, the normalized PMI values for 64 topics, extracted using unsuper-
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vised LDA and RSM, for a single male speaker across the four emotions (neutral,
sad, happy, angry) of USC IEMOCAP are displayed. Topics that exhibit a high
co-occurrence with sadness are found to occur never or rarely with angry or happy
emotions. Similar observations can be made for the vice versa case. Hence, even
without using any label information while learning topics, one can observe that the
emotions are nicely separated in the topic space, with sad and happy topics being the
most easily distinguishable from each other. The only exception is neutral; very few
topics show a high co-occurrence with only neutral emotions, with a majority of them
also co-occurring with the other three emotions. Between LDA and RSM, one can
observe that the topics obtained via LDA capture neutral emotions slightly better
than RSM, i.e. the highly ranked topics for neutral emotions co-occur less with other
emotions. On the other hand, RSM represents the remaining emotions such as sad,
happy and angry better than LDA.
Taking further advantage of the generative mechanism of topic models, an inter-
pretation of the relationship between topics and the underlying acoustic words can
also be provided. Using the weight matrixW characterizing p(vjh), the most probable
words under the highest ranked topic for each emotion are extracted. The spectro-
grams, reconstructed from the MFCCs, for the top 3 words are shown in Figure 2.8.
For acoustic words grouped under sad or neutral topics, most of the energy is concen-
trated at lower frequencies (<2000Hz). In comparison, words grouped under happy
or angry topics show that the energy is more spread out across frequency. Thus, it
can be said that the individual topics induce a natural grouping over acoustic words
primarily based on their energy distribution across dierent frequencies.
Evident from the normalized PMI values and the most likely words for individual
topics, there is a strong overlap between happy-angry and neutral-sad emotions. The
inability to visualize distinguishable characteristics across valence is a well-known
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Figure 2.8: The Top 3 Probable Acoustic Words for the Highest Ranked Emotion-
specic Topics Obtained Using RSM. Individual Topics Induce a Natural Grouping
over Acoustic Words Based on Their Underlying Distribution of Energy Across Fre-
quency.
limitation of speech, which is more reactive to changes along the arousal dimension.
Experiments described in the subsequent sections will highlight the importance of
LTMs, which allow us to represent each turn as a mixture of multiple emotion-specic
topics, towards classication, especially along the valence dimension.
2.4 Databases
An important issue to be considered in the evaluation of an emotional speech
recognizer is the degree of naturalness of the database used to assess its performance.
Databases available for emotion recognition studies can be broadly classied in two
categories based on the manner in which emotions are elicited from the speakers. The
rst category includes acted and prototypical emotions performed by professional ac-
tors or non-expert human beings. Select examples of such databases include EMO-DB
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Table 2.2: Distribution of Emotions in EMO-DB.
Emotion neu ang hap fea sad bor dis Total Speakers
# Turns 78 127 64 55 53 38 79 494 10
[92], DES [93] and eNTERFACE [60]. The goal of such databases is mainly to ob-
tain generic denitions of emotions and to study their modulation eects on speech.
The second category includes articially induced emotions through human-machine
or human-human interaction or spontaneously expressed emotions as in typical con-
versations. Such emotions exhibit a high degree of naturalness (realistic) but are
hard to characterize and classify. Select examples of such databases include VAM
[94], SEMAINE [95] and FAU AIBO [96]. USC IEMOCAP [97] is a unique database
which covers both types of emotions. Although most of the databases are for pri-
vate or commercial use, there is a growing number of freely and publicly available
databases. Taking into consideration the types of emotions along with the number of
speakers, size and quality of annotations, EMO-DB, USC IEMOCAP and SEMAINE
are chosen for our experiments. Details of each database are provided below.
2.4.1 EMO-DB
The German language-based emotional speech database (EMO-DB) [92] consists
of non-spontaneous, acted emotions by 10 speakers, 5 male and 5 female. Each
utterance is labeled by a single emotion belonging to one of seven categories - neutral
(N), happiness (H), anger (A), fear (F), sadness (S), boredom (B) or disgust (D).
Only 494 utterances with a minimum of 80% human recognition accuracy and 60%
naturalness are selected for our experiments. They are distributed across 7 emotions
as shown in Table 2.2.
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Table 2.3: Distribution of Emotions in USC IEMOCAP.
Emotion neu sad hap ang Total Speakers
# Turns 1708 1084 1636 1103 5531 10
2.4.2 USC IEMOCAP
The USC IEMOCAP [97] corpus was created by selecting 5 pairs of male-female
actors to elicit emotions either by reading from a script or via improvisation in a
conversational setting. There are a total of 151 dialogs which, after turn-based seg-
mentation, yield a total of 10039 turns (5255 scripted, 4784 improvised). At least
three evaluators assigned a categorical and a dimensional attribute to each turn.
Categorical emotions include neutral, sad, happy, excited, angry, frustrated, surprised,
disgusted, afraid or xxx (unknown). Dimensional attributes include arousal, valence
and dominance-based continuous values.
Only the prototypical turns of USC IEMOCAP are selected for our experiments.
Here, prototypical turns are those for which a majority consensus was obtained among
evaluators. The goal is to evaluate the performance of a multi-class recognition system
with a categorical output. Following the selection criteria outlined in [11, 9], turns
labeled as neutral, sad, happy, excited and angry are only selected, while happy and
excited are treated as the same emotion and merged as one class [9]. This results in
a total of 5531 turns distributed across 4 emotions as shown in Table 2.3.
2.4.3 SEMAINE
The SEMAINE [95] corpus, intended for the study of interaction between humans
and articial agents, is recorded by engaging speakers in conversations with human
operators. The latter are supposed to role-play characters with specic emotional
traits. The four characters are Poppy (Happy), Prudence (Neutral), Spike (Angry)
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Table 2.4: Distribution of Emotions in SEMAINE.
Task Train Set Dev. Set Test Set
Arousal 1185 960 673
Valence 1129 936 673
# Speakers 8 7 6
and Obadiah (Sad). The emotions in this case are elicited spontaneously from speak-
ers, who react to the operator's behavior. There are 24 speakers in the set, and each
speaker interacts with almost all four characters, resulting in a total of 95 sessions.
Of these, only 82 sessions include a force aligned transcript necessary for turn-based
segmentation. Our experiments are designed according to the Audio-Visual Emo-
tion Challenges held in 2011 [62] and 2012 [63], except for a few dierences. First,
emotions in these challenges were studied at the word-level contrary to the turn-level
granularity adopted in this work. Second, only arousal and valence attributes are
used here, while ignoring dominance and expectation. Each interaction is annotated
by 2 to 8 evaluators at the frame-level (every 20ms). For each attribute - rst, the
average value across all evaluators is calculated for each frame. This is followed by
an average of the values over all the frames in a turn to yield a single value. For
continuous regression, these values are considered as ground truth, while for binary
classication, the mean and thresholding process for USC IEMOCAP is followed here.
Closely resembling AVEC 2011 and 2012, the 82 sessions and the corresponding 2818
turns are partitioned into 3 speaker-disjoint sets: train (1185), development (960)
and test (673). Due to the unavailability of valence attributes for some turns, the
training partition for valence-related experiments consists of 1129 turns.
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2.5 Baseline and Metrics
In addition to comparison between dierent LTMs (LDA, sLDA, RSM and sRSM),
two baseline feature sets are considered - IS09 and VQ. The former comprises of a
set of 384 brute-force based statistical features and is the popular choice among
researchers as evident from its use in the 2009 InterSpeech and 2011/2012 AVEC
challenges [61, 62, 63]. These features were extracted using the openEAR Aect
Recognition toolkit [12]. Classication is performed via a linear kernel SVM/SVR
trained using the WEKA toolkit [98]. Results for the second baseline approach, VQ,
are obtained via a linear kernel SVM/SVR trained directly over the acoustic word
occurrences, i.e. bag-of-words representations.
The weighted average (WA) and unweighted average (UA) recall, dened in [61],
are used as metrics to evaluate binary or categorical recognition performance. The
former is dened as the average classication accuracy, while the latter is dened as
the average of the class-wise accuracies. These metrics are calculated using Eq (2.14).
WA = 100  m
M
UA = 100  1
C
CX
c=1
mc
Mc
(2.14)
Here, m denotes the number of examples correctly classied, and M denotes the
total number of examples. Similarly, mc and Mc denote the number of examples
correctly classied and total number of examples, respectively, for a specic class c.
Since UA recall is more appropriate for unbalanced datasets, statistical signicance
over the baseline is determined using a one-tailed test (dierence of proportions) over
the UA recall values. Unless mentioned otherwise, the signicance level is at  = 0:05.
The correlation coecient (COR) is used to evaluate performance for regression tasks.
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Figure 2.9: WA Recall for Emotion Recognition on EMO-DB and Its Variation with
the Number of Topics and Dictionary Size.
2.6 Within-Corpus Evaluations
2.6.1 EMO-DB
The 494 turns of EMO-DB are split into two partitions, train and test, with
speaker overlap between the two sets. 70% of the turns are used for training, while
the remaining 30% are used for testing or evaluation. As shown in Figure 2.9, for a
small-sized vocabulary, K = 64, LDA performs worse than HMM for most values of
J , while approaching the baseline accuracy in certain cases. For a larger dictionary,
K = 512, LDA always performs better than HMM once J exceeds 50 topics. For J
less than 50, the topics fail to eciently capture the statistical information between
features. As the dictionary size K increases, VQ distortion reduces, thus, leading to
improved partitioning and a better dictionary. This is evident from the improvement
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in recognition performance as K increases from 64 to 512. Specically, for K = 64,
a maximum classication accuracy of 74.1% is achieved with J = 130. While for
K = 512, the accuracy is signicantly higher at 80.7%. In this case, the number
of topics is also fewer, J = 60. A relative improvement of 10.54% is obtained over
HMM-based recognition methods. By ignoring the temporal structure, LDA is able
to model higher-order dependencies in data compared to HMMs and yield a better
recognition accuracy.
Classication performed directly over words obtained after VQ yields a WA recall
of 65.2% for a dictionary of size K = 512. Recall purely based on chance is 25.70%.
This further demonstrates the feasibility of a simple bag-of-words representation as
well as the importance of extracting intermediate-level features via LTMs for emotion
recognition.
Table 2.6.1 describes the confusion matrix between dierent emotions using LDA.
If emotions are grouped into two distinct categories based on high (A, H, F) and
low (N, S, B, D) arousal, it can be observed that misclassication is more prominent
within a group than across groups. For example, 30% of happiness-related utterances
are classied as anger and fear, whereas only 10% of the utterances are classied as
low-arousal emotions such as neutral or disgust. These results are consistent with
ndings in previous works [13].
2.6.2 USC IEMOCAP
To ensure speaker independence, experiments were performed using a Leave-One-
Speaker-Out (LOSO) strategy, resulting in a 10-fold process corresponding to the
10 speakers. For each fold, the LLDs are normalized such that the test partition
has the same mean as that of the training partition. Dictionaries of multiple sizes,
K 2 f64; 128; 256; 512g, are learnt, while the number of topics J 2 [K=4; K=2]. The
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Table 2.5: Normalized Confusion Matrix for LDA on EMO-DB.
N A H F S B D
N 0.64 0 0 0 0.13 0.23 0
A 0 1.00 0 0 0 0 0
H 0.05 0.25 0.60 0.05 0 0 0.05
F 0.12 0.12 0 0.70 0 0.06 0
S 0.06 0 0 0 0.94 0 0
B 0.18 0 0 0 0.05 0.77 0
D 0 0 0 0 0 0 1.00
Table 2.6: Recall Values (%) for Categorical Recognition on USC IEMOCAP. Sym-
bols  and y Indicate Statistical Signicance over IS09 and VQ, Respectively.
Metric IS09 VQ LDA sLDA RSM sRSM
neu 53.62 39.64 51.70 52.46 49.88 56.38
sad 62.45 71.31 66.79 67.34 74.72 70.39
hap 47.00 54.10 50.37 51.53 54.77 54.76
ang 57.57 49.95 52.04 52.95 52.31 54.58
WA 54.17 52.18 54.33 55.20 56.68 58.29
UA 55.14 51.94 55.22y 56.07y 57.92y 59.03y
optimal values of K and J are highly dependent on the training examples and vary for
each fold. Cross-validation over the training set was used to determine their optimal
values.
The WA and UA recall values are presented in Table 2.6. Classication over
acoustic words, i.e. VQ, yields a reasonable performance of 52.18%. LDA and RSM
show a relative increase of 6.31% and 11.51%, respectively, over VQ. Supervised
learning leads to further improvements as demonstrated by the better recall obtained
using sLDA and sRSM over their respective unsupervised counterparts.
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Compared to IS09, LDA shows a marginal improvement, however, RSM and sRSM
demonstrate signicant improvements with a recall of 57.92% and 59.03%, respec-
tively. Relatively, RSM and sRSM oer gains of 5% and 7% over IS09, respectively.
Compared to previous works, the proposed method clearly outperforms the UA recall
of 50.69% achieved using HMMs in Metallinou et al. [11]. It also compares well
with the previous best result of Lee et al. [9], where a recall of 58.46% was achieved
using the IS09 feature set combined with a hierarchical decision-tree based classier.
Since the train and test partitions in these works dier slightly from the experiments
described in this work, an exact comparison is not feasible.
Further inferences can be drawn from the class-wise accuracies provided in Table
2.6. It can be seen that speech-based methods are best at recognizing sadness. In
case of neutral emotions, sRSM shows a 56.38% accuracy, which is better than the
previous best of 54.54% obtained by Lee et. al [9] and 35.23% of Metallinou et.
al [11]. The diculty in recognizing neutral emotions is also evident from the inter-
evaluator agreement - of the 1708 neutral turns in this set, evaluators were in complete
agreement for only 340 turns, i.e. 19.9%. Whereas, across all emotions, human
evaluators were in complete agreement with each other for only 2040 out of 5531
turns (36.88%). Given such ambiguity inherent in perceiving even acted expressions,
the overall improvement in recall achieved here is of signicant value.
Compared to IS09, RSM/sRSM performs slightly worse at recognizing anger. This
can probably be attributed to the dierent frame-level features used across the two
approaches. In this work, bag-of-words features are constructed from F0, energy and
MFCCs. In contrast, the IS09 feature set uses two additional frame-level features:
zero crossing rate (ZCR) and harmonic-to-noise (HNR) ratio. In [9], the same feature
set combined with a tree-based classication scheme provided a similar recall for anger
as IS09. This further suggests that the higher recall achieved on anger is mainly due
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Figure 2.10: WA Recall vs. Dictionary Size for EMO-DB and USC IEMOCAP.
to the dierences in LLDs and not due to dierent representations.
From an unsupervised RSM to an sRSM, a slight deterioration towards recogniz-
ing sadness is observed. This eect can be explained by the imbalance across dierent
classes in the training examples. The cross-entropy error loss function aims to maxi-
mize the average classication accuracy, i.e. WA recall. Owing to the higher number
of neutral and happy utterances, the topics learnt during the ne-tuning stage of
sRSM are slightly biased towards these emotions. In order to address this issue, each
class can be restricted to have the same number of examples during training, i.e. a
balanced dataset. Alternatively, the loss function in Eq (2.3) can be modied to Eq
(2.15), where, the training examples are individually weighted, w(s).
L() =   1
S
"
SX
s=1
CX
c=1
w(s)1ft(s) = cg log p(y(s) = cjh(s); )
#
+

2
kk22 (2.15)
Classication performed directly over words obtained after VQ yields a WA re-
call of 51% for a dictionary of size K = 512. Recall purely based on chance is
30.88% for USC IEMOCAP, thus demonstrating the feasibility of a simple bag-of-
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words representation. Learning latent topics via LDA or RSM improves the perfor-
mance signicantly, as shown in Figure 2.10, mainly because they are able to identify
repetitive, co-occurring patterns of words and yield a much simpler representation. In
this regard, topic models can be viewed as an unsupervised dimensionality reduction
technique applied over word counts [15].
2.6.3 SEMAINE
Cross-validation was not required for this database, since the training, develop-
ment and test partitions, as specied in [62, 63], do not overlap in the speakers.
The frame-level features are normalized as per the method outlined earlier for USC
IEMOCAP. The development set was used to select the model parameters, i.e. the
dictionary size, K 2 f64; 128; 256g, and number of topics, J 2 [K=4; K=2]. Results
are reported for both partitions, development and test.
The results for arousal-based, binary classication and regression are shown in
Table 2.7. As observed for the USC IEMOCAP database, LTMs outperform simple
VQ-based features. Specically, LDA and RSM achieve relative gains of 1.5% and
13.7%, respectively. Topics learnt in a supervised manner, as expected, lead to even
further improvements; 7.6% and 14.6% for sLDA and sRSM, respectively. Compared
to IS09, the proposed features demonstrate a signicant improvement on the devel-
opment set. Whereas on the test set, LDA and sLDA perform worse than IS09. RSM
and sRSM are marginally better with relative gains of 0.7% and 1.4%, respectively.
In case of regression, however, LTMs outperform IS09 on both the sets. Once again,
sRSM yields the best performance with a COR of 0.384 and 0.444, compared to 0.238
and 0.288 using IS09, on the development and test sets respectively.
Table 2.8 shows a comparison for the case of valence-based, binary classication
and regression. Compared to VQ, LDA and RSM demonstrate an improvement of
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Table 2.7: Results for Arousal-Based Classication and Regression on SEMAINE.
Classication Results are Expressed in Percentage (%). Symbols  and y Indicate
Statistical Signicance over IS09 and VQ, Respectively.
Metric IS09 VQ LDA sLDA RSM sRSM
Development Set
WA 60.73 60.72 63.85 65.31 66.04 66.35
UA 61.08 60.81 64.03 65.39y 66.02y 66.38y
COR 0.238 0.325 0.350 0.364 0.357 0.384
Test Set
WA 67.16 66.86 67.90 71.03 71.47 72.66
UA 63.46 56.17 57.05 60.49 63.90y 64.38y
COR 0.288 0.255 0.312 0.322 0.430 0.444
8.8% and 10.3%, respectively. Once again, supervised learning via sLDA or sRSM
improves upon its unsupervised counterparts. Unlike arousal, LTM-based features
comprehensively outperform IS09 features. The latter, in this case, performs slightly
worse than chance. Again, the best recall is obtained using sRSM - relative gains of
12.1% and 16.75% over IS09 on the development and test sets, respectively. In case
of regression, sRSM obtains a COR of 0.349 and 0.171 on the development and test
sets respectively, which is clearly better than 0.191 and 0.007 obtained using IS09.
The results obtained on SEMAINE are comparable to earlier works; in [74], a WA
recall of 64.98% (arousal) and 63.51% (valence) was achieved using SVM and Ad-
aBoost over statistics-based features. While, in [99], an UA recall of 65.7% (arousal)
and 65.4% (valence) was achieved using a bag of HMMs approach. In each of these
studies, the features were extracted over individual spoken words as opposed to turns,
hence, a direct comparison is not feasible.
Based on the above experimental results on USC IEMOCAP and SEMAINE, the
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Table 2.8: Results for Valence-Based Classication and Regression on SEMAINE.
Classication Results are Expressed in Percentage (%). Symbols  and y Indicate
Statistical Signicance over IS09 and VQ, Respectively.
Metric IS09 VQ LDA sLDA RSM sRSM
Development Set
WA 59.61 58.33 63.03 64.10 65.50 66.45
UA 57.64 56.51 58.86 61.96y 63.53y 64.62y
COR 0.191 0.191 0.330 0.332 0.327 0.349
Test Set
WA 49.93 51.56 55.13 57.21 56.32 57.80
UA 49.68 51.54 56.12 57.63y 56.88y 58.00y
COR 0.007 0.045 0.128 0.154 0.127 0.171
following observations can be made. Firstly, LTMs learn simplied, yet better, rep-
resentations over acoustic words and their co-occurrences as demonstrated by the
clearly higher recall obtained over VQ. Secondly, the performance dierence between
LDA and RSM can be attributed to the latter's distributed representations. In LDA,
each word in a turn is assigned to a single topic, while, in RSM, each word is modeled
by multiple topics. This allows each topic in the latter to dene elementary features
and their combination to give rise to more complex and richer representations. Com-
bined with a lower complexity of inference, RSM-based approaches are more suited for
tasks involving real-time recognition. Thirdly, learning topics in a supervised man-
ner is highly benecial, as evident from the improvements obtained using sRSM over
competing LTMs on both databases. Finally, except for arousal-based binary clas-
sication on the test set of SEMAINE, each LTM outperforms turn-level statistics,
i.e. IS09. These improvements are signicantly higher for regression and valence-
based classication over the spontaneous expressions of SEMAINE, suggesting that
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Figure 2.11: A Comparison Between the Recall Obtained Using IS09 and sRSM for
Turns of Dierent Durations in USC IEMOCAP. Note the Increase and Relatively
Better Performance of sRSM as the Duration of a Turn Increases from Less than 1.5s
to Greater than 6s.
the co-occurrence information captured by the topics is highly representative of the
underlying emotional content.
2.6.4 Eect of Turn Duration
As a result of the turn-based segmentation procedure, the duration of a turn
varies depending on the speaker's activity. Turns are often long and and may consist
of multiple emotions expressed in varying degrees and no seemingly regular structure.
Consider, for example, neutral speech with occasional bursts of emotional activity.
Experiments conducted to examine the behavior of LTM features with respect to the
turn duration are presented below. First, all the turns are divided in three categories
based on their duration: <1.5s, 1.5-6s and >6s. The UA recall over each category is
used to compare the behavior of IS09 and sRSM-based features.
For USC IEMOCAP, there are 408, 3832 and 1291 turns in each category, respec-
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Figure 2.12: Error Analysis of Neutral Utterances Across Dierent Duration Cate-
gories Using sRSM. The Average Posterior Probability Estimates for All Misclassied
Neutral Utterances in USC IEMOCAP Are Shown Here to Highlight the Ambiguity
as the Turns Become Longer in Duration.
tively. The class-wise accuracy across the four emotion categories and their average is
shown in Figure 2.11. The relative improvement from the shortest to the longest du-
ration is 7.87% for IS09, while 14.38% for sRSM. The absolute dierence in UA recall
between sRSM and IS09 for turns less than 1.5s is -0.04%, whereas the dierence for
turns longer than 6s is 6.4%. Emotions such as sad, happy and angry are recognized
with a higher accuracy as the duration increases, yet their accuracy is surprisingly
low for shorter duration turns. This is probably due to the unavailability of enough
sad/happy/angry examples with shorter durations. For instance, of the 408 turns
with duration less than 1.5s, 47% are neutral.
The decline in recall rate of neutral speech, for either feature set, as the dura-
tion increases is particularly interesting, since a similar trend is not evident from
the ground truth labels provided by human evaluators. The percentage of turns for
which there is complete agreement for the three duration categories shows an increas-
ing trend - 15.10%, 18.63% and 28.42%. Figure 2.12 shows the average posterior
probability for all the misclassied, neutral utterances in USC IEMOCAP across the
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Table 2.9: Eect of Turn Duration for Arousal-Based Classication on SEMAINE.
Results are Expressed in Percentage (%). Symbol  Indicates Statistical Signicance
over IS09.
Features <1.5 1.5-6 >6
Development Set
IS09 54.78 51.41 62.85
sRSM 70.32 63.46 65.72
Test Set
IS09 54.93 60.65 76.31
sRSM 64.92 56.52 73.01
three duration categories. Such utterances tend to be misclassied as either happy
or sad. Yet, the neutral content is captured as a secondary or minor emotion with
slightly lower probability estimates. The emotional prole (EP) framework presented
in [10] can be considered as a possible solution, which captures the major-minor emo-
tions in order to resolve ambiguity. This framework is independent of the type of
features or classiers used and can be easily combined with the proposed approach.
For SEMAINE, there are 350, 373 and 237 turns in each duration category for the
development set and 347, 219 and 107 for the test set. The results for arousal and
valence classication are shown in Tables 2.9 and 2.10, respectively. For arousal, IS09
and sRSM are quite similar as one outperforms the other, either on the development
set or the test set. On the other hand, sRSM achieves a signicant gain over IS09 for
valence discrimination - 26.9% and 35% on the development and test set, respectively.
Experimental results on both, USC IEMOCAP and SEMAINE, indicate that
sRSM, and in general, LTMs are better suited to handle turns of longer durations.
The extraction of turn-level statistics loses important local information, such as bursts
of emotional activity, as the frame-level features are normalized over the turn. LTMs,
45
Table 2.10: Eect of Turn Duration for Valence-Based Classication on SEMAINE.
Results are Expressed in Percentage (%). Symbol  Indicates Statistical Signicance
over IS09.
Features <1.5 1.5-6 >6
Development Set
IS09 53.56 52.53 52.74
sRSM 58.26 67.93 66.95
Test Set
IS09 50.50 53.09 43.96
sRSM 57.75 55.29 59.36
in spite of generating turn-level descriptors, capture some local information from
the word occurrences. The necessity for retaining such information is particularly
relevant for valence-based discrimination, where sRSM demonstrates a signicantly
better recall over all turns and an even further improvement over turns longer than
6 seconds.
2.7 Cross-Corpus Evaluations
Speaker-independent, within-corpus evaluations are useful to provide a prelimi-
nary validation. However, real-world scenarios involve cases where the data does not
belong to the same domain as the one used for training the system. For example,
changes in elicitation techniques (acted vs. spontaneous), language, culture, accent,
etc. are quite common. Cross-corpus evaluations, in such cases, can provide a more
reliable measure of how well the approach generalizes across such dierences.
The same databases, USC IEMOCAP and SEMAINE, are used. The data is rst
preprocessed to compensate for dierences in recording conditions. Various methods,
such as z-normalization [100] or min-max normalization [101] have been applied at the
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speaker and corpus level for this purpose. A corpus normalization approach is adopted
in this work. Accordingly, the frame-level features of the training and test corpus are
normalized to have the same mean. Accordingly, ifMtrain andMtest are the respective
mean vectors of the training and test corpus, then each frame of the test corpus
is multiplied by Mtrain=Mtest. After normalization, acoustic words and topics are
extracted using the dictionary and topic models estimated over the training corpus.
Secondly, to ensure a valid comparison, the labels must be the same across each
corpus. As described earlier, the turns of USC IEMOCAP were labeled categorically,
while those of SEMAINE were labeled with binary arousal/valence attributes. The
four categories of USC IEMOCAP are converted to binary, arousal (low - neutral/sad,
high - happy/angry) and valence (negative - sad/angry, positive - neutral/happy)
attributes.
The topics extracted over all turns of the training and test corpus are denoted
as htrn and htst, respectively. The rows of h correspond to turns, while the columns
to topics. For the test corpus, htst is further split in two disjoint partitions - (1)
htst;l, a set of turns with labels ytst;l, and (2) htst;u, the set of unlabeled turns used for
evaluation. When SEMAINE is designated as the test corpus, htst;l corresponds to the
features extracted from the training set of SEMAINE, while htst;u corresponds to the
test set. Alternatively, when USC IEMOCAP is designated as the test corpus, htst;l
corresponds to a set comprising of 9 out of 10 speakers, while htst;u corresponds to
the remaining speaker. This process is repeated for each of the 10 speakers, resulting
in a 10-fold process.
According to conventional cross-corpus experiments conducted earlier [100, 102],
the test corpus is evaluated using the parameters, ?, of the classier learnt over the
training corpus as per Eq (2.16), where L is the cost function.
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These works do not account for the fact that emotions are perceived dierently
across geographical regions or cultures causing the annotations to be biased to their
respective databases. In other words, even if the denition of labels are same across
corpora, there is a signicant dierence between p(ytrnjhtrn) and p(ytstjhtst). Hence,
the decision boundary learnt over the training corpus is no longer optimal for the test
corpus. The results obtained in this case also indicate the joint performance loss due
to both, the features and the classier.
In order to improve the cross-corpus performance and determine the generalization
of solely the topic features, two strategies are proposed to compensate for this bias.
In each of these strategies, it is assumed that a few labeled turns from the test corpus
are available, i.e. htst;l, and that parameters ^ characterizing p(ytst;ljhtst;l) can be
learnt. Using ^ as a guide, new parameters are estimated from the training corpus
such that the decision boundary changes to reect the distribution of the test corpus.
2.7.1 Instance Selection
According to this strategy, instances in the training corpus that are not modeled
well according to p(ytst;ljhtst;l; ^) are identied. Such instances can be viewed as
misleading or confusing, hence removing them would serve to bring p(ytrnjhtrn; )
closer to p(ytst;ljhtst;l; ^). Accordingly, htrn is rst evaluated on ^. The the top k
or all instances that are correctly classied are then selected and assigned a large
weight, while a smaller weight is assigned to the wrongly classied instances. The
new parameters ? are now estimated via Eq (2.17).
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Here, i indicates the weight assigned to each instance. A simple rule is followed
to set the weights: i = 1 if correct, else i = 0.
2.7.2 Weight Regularization
The dierences between p(ytrnjhtrn; ) and p(ytst;ljhtst;l; ^) can alternatively be
explained by the dierence in their weights  and ^. In traditional L2-norm regular-
ization, i.e Eqs (2.16) and (2.17), the weights are penalized from becoming too large.
If instead, the dierence, k^ k22, is penalized from being large, then the new weights
will be such that  ! ^. Parameters ?, in this case, are learnt as per Eq (2.18).
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2.7.3 Experimental Results
The best within-corpus (WC) results are obtained from the experiments described
earlier. In addition to dierent methods used to elicit emotions, USC IEMOCAP
and SEMAINE are also recorded using subjects belonging to dierent cultures. The
former comprises of American speakers, while the latter comprises of speakers from
8 countries across Europe. These factors aect the performance such that the cross-
corpus recall will, in general, be lower than under a within-corpus setting [100].
The UA recall obtained using a conventional cross-corpus strategy without adap-
tation for dierent LTMs and train/test scenarios are shown in Figure 2.13. For
LDA, sLDA, RSM and sRSM, the average deterioration across all the scenarios is
11.13.3%, 6.63.1%, 8.73.3% and 5.23.4%, respectively. The recall values for
cross-corpus using instance selection are presented in Figure 2.14. In this case, the
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Figure 2.13: Cross-Corpus Recall Without Adaptation. Horizontal Axis Indicates
the Classication Task and Test Corpus. The Figure Shows a Detailed Comparison
Between Four Dierent LTMs along with the Best Within-corpus (WC) Recall in
Each Case.
average deterioration across all the scenarios is 8.11.7%, 5.11.7%, 5.32.4% and
2.61.8% for LDA, sLDA, RSM and sRSM, respectively. Similar results for cross-
corpus using weight regularization are shown in Figure 2.15. The average deterio-
ration across all the scenarios is 7.54.1%, 5.83.6%, 5.33.9% and 2.72.3% for
LDA, sLDA, RSM and sRSM, respectively.
The improvements demonstrated by either adaptation strategy over a conventional
approach conrm the existence of a classier-specic bias due to varying perceptions
across corpora. Adaptation successfully reduces this bias by using parameters (^)
as a reference during learning. Between the two approaches, the mean deterioration
is almost similar for both instance selection and weight regularization, however, the
latter has a comparatively larger standard deviation, thus making the former a more
suitable approach. Experiments were conducted to combine the two strategies, which
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Figure 2.14: Cross-Corpus Recall with Instance Selection. Horizontal Axis Indicates
the Classication Task and Test Corpus. The Figure Shows a Detailed Comparison
Between Four Dierent LTMs along with the Best Within-corpus (WC) Recall in
Each Case. There Is a Signicant Improvement in Performance as Opposed to a
Conventional Approach Without Instance Selection, i.e. Figure 2.13.
did not yield any signicant improvements.
When the spontaneous expressions of SEMAINE are evaluated over the acted ex-
pressions of USC IEMOCAP, the relative deterioration using sRSM with instance
selection and weight regularization is 1.00.5% and 1.10.8%, respectively, com-
pared to 4.21.1% and 4.41.9%, respectively, for the vice versa case. This can
mainly be attributed to the number of examples available for training the classier;
USC IEMOCAP is approximately 5 times larger than SEMAINE. Between arousal
and valence-based classication, the deterioration is more severe for the latter case.
Using sRSM with weight regularization and instance selection, a relative deterioration
of 1.81.3% and 1.41.1%, respectively, is obtained for arousal. Whereas, a relative
deterioration of 3.51.9% and 4.22.3%, respectively, is obtained for valence. Again,
the inherent limitations of speech coupled with the diering perceptions of valence
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Figure 2.15: Cross-Corpus Recall with Weight Regularization. Horizontal Axis
Indicates the Classication Task and Test Corpus. The Figure Shows a Detailed
Comparison Between Four Dierent LTMs along with the Best Within-corpus (WC)
Recall in Each Case. There Is a Signicant Improvement in Performance as Opposed
to a Conventional Approach with Standard L2-Regularization, i.e. Figure 2.13.
across cultures and geographical regions possibly account for this loss. This phe-
nomenon was also observed in a previous cross-corpus study conducted over dierent
databases [100]. There are no previous reports of cross-corpus studies over the two
databases used in this study.
Between dierent LTMs, the supervised LTMs outperform their unsupervised
counterparts as observed in a within-corpus setting. sRSM, once again, achieves
the least deterioration across all train/test scenarios and adaptation approaches. In
case of LDA and RSM, the topics learnt initially over the training corpus remain
unchanged and only the top-level classier is modied. Although the results show
a relatively higher deterioration compared to sRSM or sLDA, they single out the
performance loss due to the topic-based features alone and are indeed promising.
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Table 2.11: Comparison of Software Implementation for Dierent Approaches.
Technique
Computation time (ms)
Feature
Classication
Extraction
HMM 61.56 2.14
IS09 81.06 0.03
LDA, K=64 63.44 1.13
LDA, K=512 64.98 6.16
RSM, K=64 63.44 0.02
RSM, K=512 64.98 0.17
2.8 Software Implementation
The feature extraction, post-processing, LDA and RSM routines are implemented
on a Lenovo laptop with an Intel i7 2.7 GHz quad-core processor and 4 GB RAM.
OpenMP [103], a freely available software for parallel computing, is used to optimize
LDA and achieve speed-up by a factor of 10. Table 2.11 highlights the implementation
complexity measured by the time taken to process a turn of 1 second duration. Infer-
ence in LDA requires O(NJ) operations per iteration, which accounts for the higher
recognition time in comparison to RSM, where topics are inferred in a single pass,
i.e. a total complexity of O(KJ). Either topic model requires less time compared
to the IS09 approach, where the extraction of statistical features incurs additional
complexity.
2.9 FPGA Implementation
As the size of a database grows, K and J will grow accordingly, thus increasing the
processing time. An FPGA-based parallel implementation for LDA is considered in
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order to improve the real-time performance. The hardware architecture for the pro-
posed algorithm consists of two main blocks: feature extraction and LDA inference.
Both blocks are implemented using Verilog HDL and synthesized on Xilinx Virtex-5
device (XC5VSX240T). The design is veried using Modelsim. For word lengths of
16, 20 and 24 bits, the corresponding classication error rates are 2%, 0.5% and 0%
respectively. Based on these results, a 24-bit xed-point representation is chosen for
the FPGA implementation.
A summary of the FPGA resource utilization for feature extraction is presented
in Table 2.12. The FIR lter and FFT routines are implemented using Xilinx IP
cores. The Mel-bank transform and DCT multiplications are implemented using
DSP slices. The utilization is fairly low (8%). A pipelined implementation of feature
extraction for 25ms of speech (1 word) takes 841 cycles, while post-processing takes
265 cycles. With a system clock rate of 100 MHz, the total processing period for
feature extraction from 1.5s of speech (150 words) is Tfe=8.41s150 = 1.261ms and
that of post-processing is Tpp=2.65s150 = 0.397ms.
The LDA inference algorithm described in Figure 2.3 is implemented by a multiple
processing element (PE) architecture, where each PE is assigned to one topic. For the
60-topic system studied here, there are 60 PEs. The critical step of LDA inference is
to obtain the digamma factor 	(). One straightforward method is to use a look up
table (LUT). In this study,  2 [0.0001, 500] and for a resolution of 2 14(<0.0001),
the size of LUT is 500214=8MB. This exceeds the storage space available on the
FPGA chip. Alternatively, a Taylor series approximation can also be used. Since the
digamma computations are identical for all topics, only one such calculation engine
is implemented and placed in a central unit (CU). To avoid access conicts, the PEs
implemented in a staggered fashion. The other computations in each PE, such as
division and exponential functions, are implemented using Xilinx CORDIC IP core
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Table 2.12: Resource Utilization for Feature Extraction.
Unit Occupied slices Slice Reg. Slice LUTs Block RAM DSP
FIR 153 163 111 0 1
Ham 0 0 1 1 1
FFT 1729 1854 1723 3 10
Mel 897 960 6400 1 40
DCT 268 288 1920 1 12
Total 3047 (8%) 3265 (2%) 10155 (6%) 6 (1%) 64 (6%)
Table 2.13: Resource Utilization for LDA Inference Engine.
Unit Occupied slices Slice Reg. Slice LUTs Block RAM DSP
PE 317 1057 977 1 1
CU 4183 13925 7468 1 9
Total 23203 (62%) 77345 (52%) 66088 (44%) 61 (12%) 69 (7%)
and multiplications are implemented using DSP slices.
FPGA resource utilization for the LDA inference engine is presented in Table 2.13.
Each PE occupies 317 (0.8%) slices and CU occupies 4,183 (11%) slices, thus the total
occupied slices is 23,203 (62%). For an utterance with 150 words, one LDA iteration
takes 295 cycles. Thus, the total processing period for LDA inference (50 iterations)
is TLDA=2.95s50=0.147ms. Finally, the total processing time for an utterance of
duration 1.5s is Tfe + Tpp + TLDA=1.805ms.
While post-processing is relatively higher compared to the software counterpart,
the time complexity for LDA is reduced due to implementation of topic-level par-
allelization. Similarly, the time complexity of feature extraction is reduced because
FPGA eciently utilizes the parallelism in the component algorithms. For large
databases, K and J will be larger. While the feature extraction time will remain the
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same, the classication time will increase linearly. For xed J , as K increases, the
time for post-processing and LDA will increase linearly. For xed K, as J increases,
only the LDA processing time increases linearly, others are unchanged. Finally, even
for large K=1024 and J=180, the processing time of the FPGA based system is
estimated to be only 2.65ms.
2.10 Summary
In this work, a novel approach for the extraction of turn-level features using LTMs
was presented. Parallels are drawn between text documents and emotional speech;
the latter can be viewed as a mixture of multiple emotion-specic topics, where, the
topics captures salient information from the co-occurrence patterns of LLDs. Two
fundamentally dierent models, LDA and RSM, and their supervised counterparts
were considered for the purpose of learning features. Furthermore, sRSM, which
treats the RSM as a pre-training stage followed by ne-tuning via backpropagation,
was proposed to learn features that are optimal for discriminative tasks.
The derived features were evaluated on dierent types of emotional expressions
and output representations and were shown to outperform state-of-the-art methods
in each case. On the acted emotions of USC IEMOCAP, sRSM obtained a rela-
tive improvement of 7% compared to turn-level statistics collected by a brute-force
methods. Whereas on the spontaneous expressions of SEMAINE, sRSM obtained
an improvement of 16.75% for valence-based classication, which is quite signicant
considering the well-known diculty of valence discrimination using only speech infor-
mation. With respect to the turn duration, sRSM and in general, LTMs, were shown
to be better suited for longer turns (>6s), which is strongly desirable for current
turn-based practices. The improvement over turn-level statistics for valence-based
classication is particularly signicant, 26% and 35% on the development and test
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sets of SEMAINE, respectively.
In a cross-corpus setting, it was shown that classiers are inherently biased be-
cause of the annotation procedures and cultural perceptions specic to each corpus,
which leads to poor generalization. To compensate for this bias and improve cross-
corpus performance, two novel adaptation strategies were proposed. Compared to
the best within-corpus performance, sRSM showed the least relative deterioration of
only 2.6% and 2.7% using instance selection and weight regularization, respectively.
This further highlights that the proposed approach can eciently generalize across
dierent accents, speakers and elicitation types (acted vs. spontaneous).
Qualitative aspects of the features were investigated using a normalized point-
wise mutual information measure between topics and emotions. Analyses revealed
the emotions to be naturally and well separated in the topic space. This shows that
the co-occurrence information captured by topics is strongly related to the underlying
emotion, thus oering a novel, generative-model based interpretation of how emotions
inuence the observed speech characteristics.
Software implementation complexity was assessed to determine the feasibility for
real-time emotion recognition. Furthermore, an FPGA-based implementation of an
LDA-based framework with a dictionary size of 512 and 60 topics was developed and
was able to identify emotions in an utterance of duration 1.5s in 1.8ms.
Finally, a short comment on the exibility of the proposed approach. Although
energy, F0 and MFCCs were used as frame-level features in this work, words and
topics can be derived from other frame-level features or modalities and be combined
to decrease the confusion between happy-angry and neutral-sad emotions, and lead
to further improvements. Similarly, a simple logistic/softmax regression classier can
be replaced by more sophisticated classiers [73] or alternative tree-based schemes [9]
to achieve even better discrimination.
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Chapter 3
MULTI-MODAL EMOTION RECOGNITION
In Chapter 2, an LTM-based approach was presented for speech-based emotion recog-
nition. Features were extracted from low-level, acoustic descriptors. Other sources
including facial expressions, language or physiological processes have also been con-
sidered for interpreting human emotions [104, 105]. Individually, the sources oer
limited insight, but, their combination provides a better understanding of the con-
text, and, consequently the speaker's emotional state [8].
In this chapter, a multi-modal emotion recognition framework using undirected
topic models is proposed. The model, RSM [16], described in Chapter 2 is extended
to perform feature extraction from multiple modalities - facial expressions, speech and
language. Recall that, according to RSM, each document (turn) is represented as a
mixture of topics (emotions), and each emotion-specic topic is a discrete distribution
over words (low-level descriptors) in a dictionary. Classication is then performed over
latent topics inferred from the observed words. In addition to RSM, LDA was also
shown to yield reasonable success. However, the recognition and training process was
very slow, which makes RSM a more viable alternative. In a topic model, temporal
information is ignored, similar to conventional supra-segmental methods. Yet, unlike
them, it successfully captures the complex variations without resorting to a brute-
force collection of statistical features.
3.1 Proposed Approach
The proposed approach, starting from low-level feature extraction to inferring
latent topics and classication, is described in this section.
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Figure 3.1: Arrangement of Face Markers in the USC IEMOCAP Database.
3.1.1 Bag-of-Words Features
Acoustic, low-level descriptors include prosodic and spectral features, such as
pitch, energy and Mel frequency cepstral coecients (MFCCs). These descriptors are
extracted on a frame basis, at a rate of 100 frames/second. A turn is thus represented
by a sequence of multi-dimensional, real-valued features. In order to be relevant for
topic models, these features are transformed to discrete symbols, analogous to words
in a document. Hence, a dictionary of candidate feature vectors is learnt via VQ.
Each vector is mapped to the index of the dictionary vector it is closest to based
on the Euclidean distance. The size of a dictionary is dependent on the data and it
ranges from 64 to 512. Further details of this extraction procedure were presented in
Chapter 2.
Facial expressions are characterized using multiple facial markers, an example
arrangement of which is shown in Figure 3.1. Each marker is denoted by its (x; y; z)
co-ordinates and the nose marker is dened as the local co-ordinate center of each
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frame. Excluding the nose, head and hand markers, the remaining 46 markers (138
co-ordinates) are divided into 3 distinct regions - lower, middle and upper. The
lower region includes 11 chin and mouth markers, the middle region comprises of 16
left/right cheek markers, and the upper region includes 19 left/right eyebrow and
forehead markers. Face normalization is performed as per the method outlined in
[11]. Region-specic principal component analyses (PCA) is further applied and the
top 13, 16 and 20 eigenvectors are retained for the lower, middle and upper regions,
respectively. Similar to the process carried out for acoustic descriptors, VQ is applied
to generate bag-of-words features with the dictionary size ranging from 32 to 128 for
each region.
Language-specic features can be constructed using the results obtained from a
speech recognition system. In this study, a perfect speech recognizer is assumed
and transcripts provided with the database are used to extract word information.
Stemming and stop-word removal techniques are used to preprocess the transcripts,
resulting in a dictionary with 2500 distinct words. Of these, only the 500 most
frequently occurring words are retained.
3.1.2 Classication
A topic model learnt for each source of information results in a set of 5 models
corresponding to the 3 visual regions, 1 speech and 1 language features. The latent
topics h are inferred from the observations v in a single pass via Eq (2.7). The
expectation is that turns with dierent emotions will have a dissimilar distribution of
topics in contrast to the scenario where they belong to the same class. In this regard,
the purpose of a topic model is to learn a simplied, intermediate representation over
noisy, low-level bag-of-words features in an unsupervised fashion. An SVM classier
trained over the topics is then used to perform classication and to assign a label.
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Figure 3.2: Feature-Level Fusion for Combining Features from 3 Face Regions.
Figure 3.3: Decision-Level Fusion for Combining Features from 3 Face Regions.
Multiple strategies are considered for the fusion of facial, region-specic topics.
Feature-level fusion is shown in Figure 3.2. An additional layer of features is learnt
over the topics combined from the 3 face regions using a simple RBM. Alternatively,
as shown in Figure 3.3, a decision-level fusion approach arrives at a nal decision by
weighting the outcome from classiers trained separately over each region.
For multi-modal classication, a decision-level fusion approach is employed, where
the classier estimates from the face, speech and language topics are weighted equally.
Feature-level fusion is ill-suited here since the number of weights to be learnt increases
signicantly (from 0.1 million to 1 million), requiring more training data.
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3.2 Database
The USC IEMOCAP [97] database, also described earlier in Chapter 2, comprises
of acted conversations between 5 male-female actor pairs. Facial expressions captured
in the form of motion markers placed at dierent points on a speaker's face are
provided with the database. Following the procedure described in Chapter 2, only
prototypical turns that receive majority consensus among evaluators, are selected.
Furthermore, turns labeled as neutral, sad, happy or angry are retained. Following
earlier approaches [9, 10], happy and excitement are treated as the same emotion. Of
the 5531 turns, facial marker information is provided for approximately half of the
turns. The distribution of turns for the database is as follows: 606 neutral (N), 653
sad (S), 882 happy (H), 621 angry (A), i.e. a total of 2762 turns.
3.3 Experimental Results
In order to ensure speaker independence, experiments are performed using a Leave-
One-Speaker-Out (LOSO) strategy. This results in a 10-fold process, with a separate
RSM and SVM classier trained for each fold. Unweighted average recall (UA), as
dened in the InterSpeech Emotion Recognition challenge [61] and Chapter 2, denotes
the average class-wise accuracy and is used as the metric to evaluate performance.
Each source and region-specic RSM is trained using stochastic gradient descent
with a batchsize of 100 samples. The learning rate and momentum are xed at 0.002
and 0.8 respectively. The number of hidden topics being dependent on the data,
vary for each fold and a search is through [K=4,K], combined with cross-validation
over the training set, is used to empirically determine the optimal value. A similar
procedure is followed for determining the optimal dictionary size for each modality.
A linear kernel, multi-class SVM is used for classication over the inferred topics.
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Among the 3 face regions, the lower region of the face shows the best results with
an UA recall of 59.43%. The middle and upper regions yield a recall of 53.05% and
51.52%, respectively. The superior performance of the lower region can be attributed
to the strong correlation that exists between the expression of emotions and lip/mouth
movements. Between a feature-level and decision-level fusion of these regions, the
former shows a slightly better performance with a recall of 60.71% compared to
59.11% for the latter. Either approach comprehensively outperforms the best-known
result of 55.74% in [11], which uses emotion-specic HMMs.
Further inferences can be drawn from the confusion matrix shown in Table 3.1. It
is evident that face expressions are particularly suited for recognizing happy emotions
at a high rate, i.e. 81.85%. The respective accuracies for neutral, sad and angry are
38.94%, 53.44% and 68.59%. In contrast, the approach in [11] reports a class-wise
accuracy of 34.79% (N), 53.68% (S), 76.98% (H) and 57.52% (A), which is clearly
inferior to the proposed approach. The problem of recognizing neutral emotions
is challenging since multiple denitions of neutrality exist based on the speaker's
context.
From Table 3.1 (b), it is clear that speech is strong at recognizing sadness, with
an accuracy of 77.64%. Similarly, from Table 3.1 (c), language is best at classify-
ing neutral emotions, with an accuracy of 68.48%. Thus, when considering diverse
sources, it is expected that the best characteristics of each source will be retained.
The confusion matrix for multi-modal fusion, Table 3.1 (d), demonstrates a class-wise
accuracy of 64.52% (N), 68.75% (S), 78.79% (H) and 63.60% (A). The UA recall is
68.92% for this combination; there is no previous work that reports results for a com-
bination of these sources on this database. Furthermore, fusion also compensates for
the deciencies of each source. For example, face or language features exhibit a high
confusion between sad and neutral emotions, which is better discriminated by con-
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Table 3.1: Confusion Matrix for Dierent Sources.
N S H A
N 236 141 94 135
S 132 349 90 82
H 25 31 722 104
A 69 41 85 426
(a) Face, Feature-level fusion
N S H A
N 255 151 147 53
S 63 507 59 24
H 147 123 486 126
A 87 44 150 340
(b) Speech
N S H A
N 415 46 91 54
S 198 282 111 62
H 251 71 524 36
A 207 48 86 280
(c) Language
N S H A
N 391 79 80 56
S 124 449 54 26
H 109 37 695 41
A 116 20 90 395
(d) Multi-Modal
sidering speech features; or, the high misclassication rate between happy and angry
emotions in speech is compensated by the considering face or language information.
The performance for each source and their combination is summarized in Table
3.2. Recall for speech is 57.39%, compared to a decision tree based performance of
58.46% reported in [9], while a combination of face and speech yields a recall of 66.05%
compared to the deep belief network performance of 66.17% reported in [10]. These
methods followed a conventional supra-segmental approach based on a brute-force
collection of statistics. Although the size of the dataset used here is slightly dierent
from these methods, these comparisons indicate that LTM-based features can yield
comparable results.
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Table 3.2: Recognition Performance for Each Source and Their Combinations.
Source UA Recall (%)
Face 60.71
Speech 57.39
Language 54.04
Face + Speech 66.05
Face + Language 64.24
Speech + Language 61.96
Face + Speech + Language 68.92
3.4 Software Implementation
The feasibility of this multi-modal approach for real-time emotion recognition
is determined by proling its software implementation. Each source is processed
sequentially on a Lenovo laptop with an Intel i7 2.7 GHz quad-core processor and 4
GB RAM. The average classication time for a turn of 1 second duration is shown in
Table 3.3.
Results indicate that for a combination of all 3 sources, the classication time is
approximately 666.65ms. It is also evident that most of the time is spent in prepro-
cessing and feature extraction. In case of speech, the computation of MFCCs via
FFT accounts for most of the time [17]; in case of facial expressions, the transla-
tion and rotation operations applied to the markers accounts for most of the time
[97]. The estimates presented here also include the time taken for speech recognition,
which is necessary to perform language-based recognition and takes approximately
600ms. Although, an implementation of the same is not openly available, the re-
sults are obtained from recently published benchmarks [83], which uses the popular
DBN/HMM based framework. Furthermore, in this study, the facial expression infor-
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Table 3.3: Implementation Time (ms) for Each Source.
Face Speech Language Multi-Modal
Preprocessing +
26:46 64:98 600 665:44
Feature Extraction
RSM + SVM 0:67 0:20 0:34 1:21
Total 27:13 65:18 600:34 666:65
mation is readily available via markers; an extraction of this information in real-world
scenarios would require computationally intensive image processing techniques [8].
3.5 Summary
In this chapter, LTM-based features were extended to perform emotion recogni-
tion from multiple modalities. Results indicate that topic models are well-suited to
capture the complex variations exhibited in speech, language and facial expressions.
Multiple strategies, feature and decision-level fusion, were presented to classify facial
expressions. Using the former, a relative improvement of 8.89% was achieved over
state-of-the-art methods. A comparable performance was also achieved for speech-
only or a combination of both facial and speech information. The 3 sources were
individually identied to perform best at recognizing happy (face), sad (speech) and
neutral (language) emotions, while their fusion was shown to retain these character-
istics and increase the average class-wise accuracy by a signicant margin to 68.92%.
Via software implementation, the classication time for a turn of 1 second duration
was estimated to be 666.65ms, which ensures that the proposed framework satises
real-time requirements.
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Chapter 4
ARTICULATION CONSTRAINED LEARNING
Besides the acoustic characteristics and spoken content, emotional speech can also be
characterized by articulatory kinematics. A majority of the research in this area is
focussed on using the acoustic properties of speech, owing to their strong correlations
with emotion and simple recording procedures. However, it is commonly understood
that speech articulation also exhibits a strong correlation with emotion. One such
example highlighting this relationship between emotions, articulatory movement and
acoustic characteristics is depicted in Figure 4.1. Here, for the vowel /AE/ in the word
compare, anger forces a larger opening of the jaw as opposed to sadness. Similarly, the
lip protrusion is more towards the outside for the vowel /IY/ in the word me under
anger. The dierences in articulatory movement correspond to distinct behaviors in
the frequency domain between anger and sadness for these particular vowel segments.
Hence, methods that exploit this strong correlation between acoustic and articulatory
data could potentially yield more accurate and reliable emotion recognition systems.
There are relatively very few studies that attempt to characterize emotions us-
ing articulatory information. In [20], it was shown that the degree of jaw opening
increased signicantly as subjects became annoyed (or irritated), while, in [21], the
lateral lip distance between the corners of the mouth was shown to be strongly in-
uenced by the emotional state. In [22], the authors showed that articulation-based
features achieved a much better classication rate compared to acoustic features for a
single male subject. Articulatory data in each of the above works was collected using
an electromagnetic articulography (EMA) system consisting of sensors attached to
various locations on a subject's mouth. Alternatively, articulatory data captured us-
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Figure 4.1: Relationship Between Emotions, Acoustic Characteristics and Artic-
ulatory Information for an Utterance "compare me to" by a Male Speaker. (Top)
Spectrogram and Formant Tracks, (Middle) Position of the Jaw along Y -axis, and
(Bottom) Position of the Lip along Y -axis. Note the Dierences in Articulatory Po-
sition and Frequency Response for Vowels /AE/ and /IY/ of Words "compare" and
"me", Respectively. Negative Axis Corresponds to Downward Movement along the
Y -axis.
ing facial markers, have been applied in a multi-modal framework [11, 18]. In [18], the
authors showed that the lower region of the face (chin and lips) was the best indicator
of emotion. These studies are mostly limited to single subjects, or multiple speakers
recorded under similar conditions. However, more importantly, these methods require
articulatory data to be available during the recognition step in order to perform re-
liably. Acquisition of such data on a large scale is dicult and time-consuming due
to its invasive and highly sensitive recording procedure, which limits the scope and
application of these methods to only laboratory environments.
In this chapter, a novel, discriminative learning method for emotion recognition us-
ing articulatory and acoustic information is proposed. The advantage of this method
is that articulatory data is required only during the training step, thus overcom-
ing the limitations of aforementioned studies. The proposed articulation constrained
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learning (ACL) method is set up to jointly minimize emotion classication error and
articulatory reconstruction error, using acoustic features from the same or dierent
domains. Specically, a conventional logistic regression cost function is extended to
include additional constraints that enforce the model to also reconstruct articulatory
data. The classier weights are constrained to be sparse via L1-regularization, which
leads to a shared and interpretable representation. The proposed method improves
the generalization ability of the classier to work better on unseen samples. Further-
more, ACL is well suited for databases with high dimensional feature sets and limited
articulatory data, as commonly found in emotion recognition studies.
The remainder of this chapter is organized as follows: The databases used in this
work are described in Section 4.1. The proposed ACL method is described in Section
4.2. Experiments and results for within and cross-corpus scenarios are presented in
Sections 4.3 and 4.4, respectively.
4.1 Data Preparation
A brief overview of the two databases, USC EMA and USC IEMOCAP, and the
respective articulatory information is described in this section.
4.1.1 USC EMA
This database [22] comprises of scripted and acted emotions by three (1 male, 2
female) speakers. A set of 14 sentences, mostly neutral in emotional content, were
used. Four dierent emotions, i.e., neutral, angry, sad and happy, were simulated
by each speaker. The male speaker recorded each sentence 5 times for each emo-
tion, resulting in a total of 280 utterances. The female speakers performed the same
exercise, with only 10 out of 14 sentences, resulting in 200 utterances per speaker.
From a total of 680 utterances, only those utterances were chosen for which external
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evaluators were in consensus with regards to the perceived emotion, resulting in a set
of 503 utterances.
Articulatory data was collected using an EMA system. The positions of three
sensors attached to the tongue tip, the lower maxilla (for the jaw movement) and the
lower lip were tracked. Each sensor trajectory (target) was recorded in the x-direction
(forward-backward movement) and the y-direction (vertical movement). Along with
the position, velocity and acceleration of each trajectory are also included. This
resulted in a total of 18 articulatory targets, as shown in Table 4.1. Articulatory data
was recorded at a sampling rate of 200 Hz, while speech was recorded at a sampling
rate of 16 KHz.
Figure 4.2 shows the mean value of theX; Y coordinates for the tongue, jaw and lip
positions for dierent vowels and emotions. Angry utterances show the most distinct
characteristics compared to other emotions. This eect is prominent especially for the
vowels /AE/ and /AA/. Previously, researchers studied these aspects in detail and
showed that such dierences are statistically signicant [22]. This further highlights
the dependence between emotions and articulatory kinematics.
4.1.2 USC IEMOCAP
The USC IEMOCAP database [97] was collected by asking ve pairs of male-
female actors to elicit emotions either by reading from a script or via improvisation
in a conversational setting. This database consists of a total of of 10,039 utterances.
Categorical attributes, including neutral, sad, happy, angry, frustrated, surprised, dis-
gust, fear, and unknown, are assigned to each utterance. Only scripted utterances for
which a majority consensus was reached among external evaluators are considered in
this study. Further, utterances labeled as neutral, sad, happy, and angry are selected,
while the remaining attributes are not considered as they are under-represented. This
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Figure 4.2: Mean Position of Select Articulatory Targets Across Dierent Vowels and
Emotions in USC EMA. (Top) Tongue, (Middle) Jaw, and (Bottom) Lip. Negative
Axis Corresponds to Forward Movement along X-axis and Downward Movement
along Y -axis.
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Figure 4.3: Arrangement of Facial Markers in USC IEMOCAP. The Markers Used
in This Study Are Numbered from 1 to 7.
results in a total of 1262 utterances distributed across ten speakers and four emotions.
Here, articulatory information is available in the form of motion capture markers
located at dierent points on a speaker's face. An example arrangement showing
53 facial markers is shown in Figure 4.3. These markers were originally intended
for studying facial expressions, hence, not all markers contain information relevant
to articulation. Markers located in the chin and lip areas are considered in this
study. Specically, the chin position (6), width of the chin (dierence between 5
and 7), lower lip position (4), lip height (dierence between 2 and 4), and lip width
(dierence between 1 and 3) are considered. Each marker is represented by its (x; y; z)
co-ordinates, resulting in a total of 15 articulatory targets, as described in Table 4.1.
Figure 4.4 shows the mean value of the X; Y; Z coordinates for the chin and lower
lip positions for dierent vowels and emotions in the USC IEMOCAP database. There
is a strong correlation between the chip and lip positions along the Y; Z axes. Similar
to USC EMA, the articulatory behavior is dierent across emotions for the same
vowel. For instance, observe the chin movement along the Y axis for the vowel /UW/.
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Figure 4.4: Mean Position of Select Articulatory Targets across Dierent Vowels and
Emotions in USC IEMOCAP. (Top) X, (Middle) Y , and (Bottom) Z Coordinates.
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Table 4.1: Articulatory Targets for USC EMA and USC IEMOCAP.
Location Attributes Axes Total
USC EMA
Tongue (TNG) Position (POS)
Jaw (JAW) Velocity (VEL) (X;Y ) 18
Lip (LIP) Acceleration (ACC)
USC IEMOCAP
Chin (CHN)
Chin Width (CHW)
(X; Y; Z) 15
Chin Position (CHP)
Lip (LIP)
Lip Width (LPW)
Lip Height (LPH)
Lip Position (LPP)
The position is distinctly dierent for sadness compared to happiness or anger. The
eectiveness of these markers towards emotion recognition was studied in [18].
4.2 Proposed Approach
In this section, the preprocessing and feature extraction routines are rst pre-
sented, followed by a detailed description of the proposed ACL method.
4.2.1 Preprocessing
The focus of this work is on studying peripheral vowels, /AA/, /AE/, /IY/,
and /UW/. Hence, vowel duration is appropriately chosen as the unit of analysis.
The utterances are forced-aligned to obtain the vowel boundaries. For USC EMA,
SailAlign [106] tool was used to perform this task. Forced alignment was not necessary
for USC IEMOCAP as boundary information was already provided with the database.
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Acoustic, low-level descriptors (LLD) such as energy of 26 MFBs, pitch, rst two
formants and overall intensity (30 LLDs) are extracted using sliding and overlapping
windows over the vowel segments with a frame rate of 200 frames/second. Energy
and MFBs were extracted using the openEAR toolkit [12], while pitch and formants
were calculated using the Praat software [107]. Five statistics including the mean,
standard deviation, minimum, maximum and range are from each LLD trajectory.
This process results in a 150-dimensional feature vector for each vowel segment. The
supra-segmental, acoustic features for the ith vowel segment is denoted by xi.
A supra-segmental representation, similar to the acoustic features, must be ex-
tracted from the articulatory targets. Dierent statistics can be used for this purpose;
the mean value of each articulatory target calculated over the vowel segment is used
in this study. The kth articulatory target of the ith vowel segment is denoted by aki .
Each vowel segment is assigned the same emotion that external evaluators assigned
to the complete utterance. In case of binary classication, the four emotions are split
in two categories depending on the task under consideration - Arousal (happy/angry
vs. neutral/sad), and Valence (happy/neutral vs. angry/sad). The emotion label for
the ith vowel segment is denoted by yi.
4.2.2 L1-Regularized Logistic Regression
A traditional, cross-entropy error based cost function for logistic regression over
the acoustic features x and binary emotion labels y of N segments is dened by Eq
(4.1).
f(w) =   1
N
[
NX
i=1
yi log (w
Txi) + (1  yi) log(1  (wTxi))] (4.1)
The logistic or sigmoid function, (), is given by Eq (4.2).
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(wTxi) =
1
1 + e wT xi
(4.2)
Training involves the learning of optimal weights w?, by minimizing the given
cost function. Recognition involves calculating the posterior probability and label
assignment as per Eq (4.3).
p(y = 1jx;w) = (wTx) (4.3)
To prevent overtting and learn a sparse weight vector, it is common practice to
modify the cost function to include an additional L1-regularization term, as given in
Eq (4.4).
fL1(w; 1) = f(w) + 1kwk1 (4.4)
This regularization has the added benet of making this method suitable for train-
ing sets with fewer samples and relatively larger (high-dimensional) feature sets [108].
The above problem is convex and a number of fast techniques have been proposed in
literature [109, 110, 111].
4.2.3 Articulation Constrained Learning
In order to improve emotion recognition performance using acoustic and articu-
latory information, the proposed articulation constrained learning method is devised
by further modifying Eq (4.4) to Eq (4.5).
fACL(w; 1; 2) = fL1(w; 1) +
2
M
MX
j=1
(aj   wTxj)2 (4.5)
Here, an additional regularization term is included to minimize the mean squared
error over articulatory target reconstruction. 1 controls the sparsity of the solution,
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Figure 4.5: A Comparison of Weight Vectors Learnt from Dierent Training Criteria.
(Top) ACO: Emotion Recognition Using Only Logistic Regression, (Middle) Proposed
ACL Method, and (Bottom) AR: Least Squares Regression over the Articulatory
Target Only.
while 2 controls the importance given to articulatory target reconstruction relative
to classication. Thus, the optimal weight vector is learnt by jointly optimizing over
two tasks: (i) articulatory target reconstruction, and (ii) emotion recognition. The
hypothesis is that the correlation between the two tasks is expected to reect in
the weights and lead to an improvement in classication accuracy. Additionally, the
proposed ACL cost function has the following important properties:
Firstly, note that the term related to articulatory target reconstruction is not re-
quired to operate on the acoustic features belonging to the same database as used for
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emotion classication. This allows for the exibility to jointly optimize over features
corresponding to dierent speakers belonging to the same or dierent database. Con-
sequently, ACL is applicable in scenarios where limited articulatory data is available,
but, acoustic data is available in abundance. Secondly, in spite of the additional reg-
ularization term, the posterior probability calculation remains the same as Eq (4.3).
Hence, articulatory data is not required during the recognition step, which is an
appealing property, owing to the dicult and time-consuming procedures for articu-
latory data collection. Lastly, the L1-regularization term enforces the weight vector
to be sparse, thus, providing a shared and interpretable representation of features
that contribute towards both tasks.
A particular example highlighting the last aspect is shown in Figure 4.5 and
Table 4.2. Figure 4.5 shows a comparison of weights learnt under dierent objective
functions - (i) only emotion recognition or ACO, (ii) ACL, and (iii) least squares
regression over articulatory targets or AR. Whereas, Table 4.2 displays the 5 features
for each model, ranked on the basis of the magnitude of their weights. One can
observe that ACL is able to learn features from multiple tasks, while simultaneously
improving the recognition accuracy.
4.2.4 Extension to Multiple Targets
The ACL cost function given in Eq (4.5) is suitable for learning from a single
articulatory target. As described in Section 4.1, databases often include articulatory
information captured from sensors across multiple locations and axes. The proposed
modication to ACL for K targets is given by a single cost function in Eq (4.6).
fACL(w; 
k
1; 
k
2) =
KX
k=1
[fL1(wk; 
k
1) +
k2
M
MX
j=1
(akj   wTk xj)2] (4.6)
Here, the nal weight matrix is dened as w = [w1; ::; wk; :::wK ]. Eectively, the
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Table 4.2: Example Comparison of Top Ranked Features for Dierent Training
Objective Functions. Results are for Valence Classication for Male Speaker and
Vowel /IY/. Learning is Constrained Using Jaw Position along the Y -axis, with 1 =
0:5 and 2 = 0:1. UAR: Unweighted Average Recall, CC: Correlation Coecient,
MFB: Mel Filter Bank.
ACO ACL AR
Rank Top Features
1 MFB 18, MIN MFB 18, MIN MFB 19, MIN
2 MFB 15, MIN MFB 19, MAX MFB 19, MEAN
3 MFB 16, RNG MFB 19, MEAN MFB 19, MAX
4 MFB 26, MIN MFB 15, MEAN MFB 11, MEAN
5 MFB 22, MIN MFB 21, MEAN MFB 15, MEAN
UAR (%) 80.1 83.2 -
CC -0.42 0.78 0.90
function fACL;M(w; ) is a summation of fACL(wk; ) over K targets. Hence, the learn-
ing from each target is considered independently from other targets, i.e. fACL(wk; )
is solved independently for each of the K targets. During recognition, the poste-
rior probability estimates from the targets are combined as per Eq (4.7) to yield an
average estimate.
p(y = 1jx;w) = 1
K
KX
k=1
(wTk x) (4.7)
An important benet of this strategy is that it allows for one to separately measure
or investigate the contribution of each target or a group of targets to the overall
classication without requiring additional training.
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4.2.5 Extension to Multiple Classes
So far, the emotion labels were assumed to be binary, arousal or valence based
attributes. An alternative and intuitive representation for emotions is in terms of
discrete or categorical attributes such as happy, sad, angry, etc. Popular strategies,
such as one-vs-one or one-vs-rest, are suitable for discriminating between multiple
classes of emotions. The latter method is adopted here owing to its lower complexity
during training. Accordingly, a one-vs-rest classier is trained for each emotion,
i.e. happy vs not happy, and so on. In this case, ACL yields a set of C posterior
probabilities corresponding to each of the C emotion categories. The output label is
assigned as per Eq (4.8).
y^ = argmax
c
p(y = 1jx;wc) (4.8)
4.2.6 Optimization
Keeping the regularization coecients k1 and 
k
2 xed, the cost functions specied
in Eqs (4.4), (4.5) and (4.6) are convex in w. Fast solvers described in literature either
support logistic regression or linear regression individually, but not jointly [111]. In
this work, a generic, o-the-shelf toolbox, CVX [112], was used. Optimization is
performed using a splitting conic solver (SCS), which yields slightly less accurate
estimates, but are considerably faster.
4.2.7 Choosing Regularization Coecients
Dierent methods including Bayesian optimization or cross-validation are avail-
able to estimate suitable values for k1 and 
k
2. Here, an exhaustive search across
discrete combinations of k1 and 
k
2 is combined with cross-validation. The search is
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restricted to k1 2 f0:1; 0:5; 1:0g and k2 2 f0:001; 0:005; 0:01; 0:05; 0:1g. Further de-
tails regarding the cross-validation procedures specic to each database are described
in Section 4.3.
4.3 Experimental Results: Within-Corpus
Experiments are conducted to evaluate performance in a within-corpus scenario.
Here, the articulatory and acoustic data belong to the same database. The constraints
involving articulatory target reconstruction are speaker-independent, while speaker-
dependent and speaker-independent emotion classication are considered. A purely
acoustic features-based logistic regression, i.e. Eq 4.4, is considered as the baseline.
The unweighted average recall (UAR), which is the same as the average of class-wise
accuracies, is a reliable metric for unbalanced datasets. Hence, this metric is used
to draw comparisons between dierent methods. Statistical signicance is calculated
using a dierence of proportions test, with a signicance level of  = 0:05.
4.3.1 EMA (Binary Classication)
Experiments are conducted using a Leave-One-Speaker-Out (LOSO) strategy for
the 3 speakers in this database. Speaker-dependent acoustic features are used for
training logistic regression; the acoustic features used for the articulatory reconstruc-
tion part are speaker-independent. Furthermore, a separate model is learnt for each
speaker and vowel. A random subset of all the utterances belonging to the test speaker
is used for training logistic regression, while the remaining utterances belonging to
the same speaker are used for evaluation. The train/test ratio is kept xed at 0.5 for
all speakers and vowels.
Due to the limited amount of data, cross-validation for choosing regularization
coecients k1 and 
k
2 is performed as follows: The process outlined above is per-
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Table 4.3: Within-Corpus Results for Binary Classication on USC EMA. The UAR
is Expressed in %.
Vowel ACO ACL Best Target Best Group
Arousal
/AA/ 95.12 93.46 93.84 (JAW, VEL, Y) 93.51 (JAW)
/AE/ 91.47 91.88 91.74 (LIP, POS, X) 92.01 (LIP)
/IY/ 95.59 95.74 95.57 (JAW, POS, X) 95.80 (JAW)
/UW/ 93.64 93.85 93.64 (TNG, ACC, X) 94.41 (LIP)
Valence
/AA/ 77.89 79.46 79.38 (JAW, ACC, Y) 79.34 (LIP)
/AE/ 78.40 78.34 78.26 (TNG, VEL, X) 78.20 (JAW)
/IY/ 69.45 73.04 73.90 (LIP, VEL, Y) 73.01 (LIP)
/UW/ 72.01 76.13 77.63 (JAW, ACC, X) 76.30 (LIP)
formed 15 times with dierent train/test partitions. A discrete combinatorial search
is performed to nd the coecients that achieve the best average performance over
these runs. The training process is then repeated an additional 10 times over dier-
ent train/test partitions with the selected coecients only. The recall performance
achieved over the test set of each of the 10 runs is averaged. The entire process is
repeated for each vowel and speaker in the database. The nal results are presented
separately for each vowel, but aggregated across all speakers.
The UA recall for binary, arousal and valence classication tasks are presented in
Table 4.3. The average recall is generally quite high for arousal classication. For this
task, the proposed ACL method does not yield any signicant improvements, partly
due to this saturation in performance. On the other hand, for valence classication,
the importance of ACL can be clearly observed. For all vowels except /AE/, there
is an improvement in recall performance. Especially for vowels /IY/ and /UW/,
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this improvement is statistically signicant. A relative increase of 5.1% and 5.7% is
observed for /IY/ and /UW/, respectively, over an acoustic-only approach. Previous
studies have shown that acoustic features are, in general, better suited for arousal than
valence classication. Information from alternative sources, such as facial expressions,
is found to be more suitable for the latter task. Thus, articulatory information, which
can be regarded to be closely related to facial expressions, probably accounts for its
stronger impact on valence discrimination.
The aforementioned results were observed for the case where the posterior esti-
mates from all the articulatory targets are combined. Table 4.3 also shows the best
individual target or group of targets (Table 4.1) for each vowel and task. Of all the
groups, the jaw or lip is more useful than tongue information. For instance, marginal
improvements are observed for arousal and valence classication of /UW/ if only the
information pertaining to lip is used for learning.
4.3.2 EMA (Multi-class Classication)
The results for multi-class or categorical emotion recognition are shown in Table
4.4. The overall performance shown by ACL is better compared to an acoustic-only
approach for all vowels. Specically, emotions in /IY/ are relatively hard to recognize
across all vowels. The results obtained here are similar to a previous study on the
same database [22]. A direct comparison is not feasible as experiments in the latter
study were performed on a single subject and the partitioning strategy for training
was not clearly specied.
Once again, observing the performance using individual or a group of targets, it
can be seen that the jaw and lip sensors are more valuable for categorical classication
as well. The recall performance on vowel /IY/ increases from 72.89% to 74.66% if
learning is performed using only the velocity of the jaw along the x-axis.
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Table 4.4: Within-Corpus Results for Categorical Classication on USC EMA. The
UAR is Expressed in %.
Vowel ACO ACL Best Target Best Group
/AA/ 79.97 81.55 81.17 (TNG, ACC, X) 81.75 (JAW)
/AE/ 78.20 79.02 78.55 (LIP, VEL, X) 79.17 (LIP)
/IY/ 71.15 72.89 74.66 (JAW, VEL, X) 73.14 (LIP)
/UW/ 75.17 77.50 76.31 (JAW, ACC, X) 77.80 (LIP)
Further inferences regarding the performance can be drawn from the confusion
matrices shown in Tables 4.5, 4.6, 4.7 and 4.8. Using articulatory information, the
accuracy of recognizing happiness across all vowels increases signicantly, i.e. from
63.2% to 70.5%. This improvement comes at the expense of a marginal deterioration
in recognizing the remaining emotions. For neutral, anger and sadness, the accuracy
using ACL is 80.8%, 73.4% and 81.3%, respectively, compared to 82.4%, 74.3% and
81.8%, respectively, using the baseline approach. It can also be observed that artic-
ulatory information serves to reduce the confusion in discriminating emotions across
the valence axis, i.e. between happy-angry or neutral-sad. Here, the rate of mis-
classifying neutral as sadness is 11.7% for ACL compared to 14.5% for the baseline.
Similarly, the rate of misclassifying happy as angry is 16.1% for ACL compared to
the baseline 20.4%.
Previous studies on multi-modal emotion recognition also showed that facial ex-
pressions, especially those captured from the lower portion of the face, i.e. mouth and
chin, are better at recognizing happiness compared to other emotions. Once again,
the strong relation between articulatory information and facial expressions, probably
explain the similar performance results obtained in this work.
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Table 4.5: Confusion Matrix for /AA/ in USC EMA. Rows Represent the Ground
Truth, While, Columns Indicate the Recognized Emotion. Results are in %.
N A S H
N 81.4 1.9 11.4 5.3
A 8 75.5 1.3 15.2
S 13.3 0 85.5 1.2
H 3.8 20.2 5.9 70
(a) /AA/ (ACO)
N A S H
N 89.6 3.1 4.6 2.7
A 8.8 72.5 1.6 17.1
S 12.6 1 85 1.4
H 5.2 15.7 7.3 71.8
(b) /AA/ (ACL)
Table 4.6: Confusion Matrix for /AE/ in USC EMA. Rows Represent the Ground
Truth, While, Columns Indicate the Recognized Emotion. Results are in %.
N A S H
N 83.9 1.6 10.8 3.7
A 7.5 77.6 4.6 10.3
S 12.3 0.7 81.4 5.6
H 6.7 16.8 9.7 66.9
(a) /AE/ (ACO)
N A S H
N 84.7 3.1 10.2 1.9
A 7.7 75 3.4 14
S 11.2 0.9 80.8 7.2
H 5.2 12.7 10.1 71.9
(b) /AE/ (ACL)
4.3.3 USC IEMOCAP (Binary Classication)
Experiments are conducted using a Leave-One-Speaker-Out (LOSO) strategy for
the 10 speakers in this database. Speaker-independent acoustic features are used for
training both, logistic regression and articulatory reconstruction. Separate models
are learnt for each speaker and vowel. The regularization coecients, k1 and 
k
2,
are chosen on the basis of the best average recall over all speakers. Similar to the
experiments carried out on the USC EMA database, separate models are learnt for
each speaker and vowel. The nal results are presented separately for each vowel, but
aggregated across all speakers.
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Table 4.7: Confusion Matrix for /IY/ in USC EMA. Rows Represent the Ground
Truth, While, Columns Indicate the Recognized Emotion. Results are in %.
N A S H
N 77.2 1.8 18.3 2.8
A 4 63.1 4 28.9
S 15.6 0.5 81 2.9
H 8.8 27.7 6.7 56.8
(a) /IY/ (ACO)
N A S H
N 70.8 1.8 18.3 9.1
A 2.2 71.6 3.5 22.7
S 12.4 2.4 80.7 4.4
H 5.6 27.4 4.6 62.5
(b) /IY/ (ACL)
Table 4.8: Confusion Matrix for /UW/ in USC EMA. Rows Represent the Ground
Truth, While, Columns Indicate the Recognized Emotion. Results are in %.
N A S H
N 77.2 2.3 17.3 3.3
A 5.2 80.8 6.6 7.4
S 16.4 0.6 79.5 3.5
H 13.2 17 10.6 59.1
(a) /UW/ (ACO)
N A S H
N 77.9 2.9 13.7 5.5
A 5.9 74.5 7.7 11.8
S 15.9 0.9 78.7 4.6
H 8.1 8.9 7.2 75.7
(b) /UW/ (ACL)
The UA recall for binary, arousal and valence classication tasks are presented in
Table 4.9. For the former task, the proposed ACL method performs slightly worse
or better depending on the vowel. The best improvement is achieved for the vowel
/AA/, a relative increase of 2.6% over the baseline. For valence classication, ACL
outperforms the baseline for each vowel, yet, the results are not statistically signi-
cant. Here, the best improvement is achieved for the vowel /AE/, a relative increase
of 2.5% over the baseline.
The results above are for the case where the posterior estimates from all the artic-
ulatory targets are combined. Table 4.9 also shows the best individual target or group
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Table 4.9: Within-Corpus Results for Binary Classication on USC IEMOCAP. The
UAR is Expressed in %.
Vowel ACO ACL Best Target Best Group
Arousal
/AA/ 67.43 69.18 72.60 (LPH, Z) 70.28 (LPH)
/AE/ 64.24 65.40 66.95 (LPH, X) 65.74 (LPH)
/IY/ 66.36 65.85 67.90 (LIP, Y) 67.70 (LIP)
/UW/ 63.90 64.44 67.60 (LPH, Z) 66.50 (LIP)
Valence
/AA/ 60.47 60.68 64.69 (LIP, Z) 63.01 (CHW)
/AE/ 57.61 59.06 61.49 (LPW, X) 60.02 (CHW)
/IY/ 60.36 61.34 62.85 (CHN, Y) 61.85 (LPW)
/UW/ 63.17 63.62 64.42 (CHW, X) 63.95 (LIP)
of targets (Table 4.1) for each vowel and task. Among the dierent groups of tar-
gets or markers, the lip markers are more useful than the chin markers. Articulation
constraints using only a single target yields a better performance in comparison to
learning from all available targets. For instance, using only the lip height data along
the z-axis, statistically signicant improvements are obtained for arousal and valence
classication over /AA/. The relative improvement over the baseline is 7.6% and
6.9%, respectively. Similarly, a recall of 61.49% is obtained for valence classication
over /AE/, a relative improvement of 6.7% over the baseline.
Once again, the recall performance for arousal classication is higher than its va-
lence counterpart. However, the performance is lower relative to USC EMA database.
This can mainly be attributed to emotions being more naturally expressed in USC
IEMOCAP. The inter-evaluator agreement for this database, measured using the
kappa statistic is 0.4 [97]. This low value suggests the diculty evaluators experi-
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enced in labeling these utterances. Secondly, the logistic regression term for emotion
classication is completely speaker-independent, which is also known to aect the
performance.
4.3.4 Discussion
Experiments over multiple databases show that the proposed ACL method is
indeed eective towards improving emotion recognition performance. The impact on
arousal classication is lesser compared to valence classication. Performing the latter
using only acoustic features is known to be quite dicult; hence, the results obtained
in this work are of importance. The expectation here is that via ACL, a shared
representation can be learnt that would not only lead to reliable emotion recognition,
but also be able to reconstruct articulatory targets based on the constraints.
This property is veried here and the results are shown in Figures 4.6 and 4.7.
The correlation coecient is calculated between the ground truth and reconstructed
articulatory targets over all the utterances used during training. This coecient is
calculated for each articulatory target and speaker and the averaged results for each
phoneme are presented. The reconstructions obtained via three models are compared:
(i) ACO, or Eq (4.4), (ii) ACL or Eq (4.6), and (iii) AR, which is a least squares
regression over articulatory targets.
As expected, the AR method shows the maximum CC for all vowels, since it is
optimized for a single task; i.e. articulatory target reconstruction. At the opposite
end, the ACO method is bound to perform the worst as articulatory data is not
considered at all. The ACL method, which learns both tasks simultaneously, shows a
higher CC than ACO. For the same weights, the emotion recognition performance is
also better than a purely acoustics driven methods such as ACO. From Figure 4.6 and
4.7, a few dierences between USC EMA and USC IEMOCAP can also be observed.
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Figure 4.6: A Comparison of the Average Correlation Coecient over All Articula-
tory Targets and Speakers under Dierent Training Criteria for USC EMA.
The overall CC on the former is relatively higher compared to the latter. This can
probably be attributed to the manner in which articulatory data was collected. For
USC EMA, the sensors are directly attached to the places of articulation such as lip
or jaw. On the contrary, for USC IEMOCAP, this data was collected in the form of
motion capture markers, which were originally intended for facial expressions analysis.
4.4 Experimental Results: Cross-Corpus
Here, cross-corpus is with reference to the sources of data for emotion recognition
and articulatory reconstruction, i.e. the acoustic data used for articulatory target
reconstruction belongs to a dierent corpus from the one used for training the logistic
regression classier. Experiments are conducted using the same databases, USC EMA
and USC IEMOCAP. Recognition performance is evaluated in terms of the UA recall
and the within-corpus results obtained in Section 4.3 serve as the baseline.
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Figure 4.7: A Comparison of the Average Correlation Coecient over All Articula-
tory Targets and Speakers under Dierent Training Criteria for USC IEMOCAP.
4.4.1 USC EMA
In the rst experiment, USC EMA is designated as the test corpus, hence, acoustic
features from this database are used to train the logistic regression function in a
speaker-dependent manner. Acoustic features and articulatory targets, available from
15 facial markers (Table 4.1) and the 10 speakers of USC IEMOCAP, are used for
the constraints forcing articulatory reconstruction. The training and cross-validation
procedure is the same as the one outlined in Section 4.3.
The recall performance for arousal and valence classication tasks is presented
in Table 4.10. Overall, there is no signicant impact on recall performance in spite
of the data being collected from dierent sources. The deterioration relative to the
baseline, within-corpus performance is severe only for select cases: arousal classica-
tion of vowel /IY/ and valence classication of vowel /UW/. The relative drop in
performance is 5% in the former case, and 3.4% in the latter case. In a few case, an
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Table 4.10: Cross-Corpus, Binary Classication, Test on USC EMA.
Vowel ACL (WC) ACL (CC) Best Group
Arousal
AA 93.46 93.85 93.99 (LPP)
AE 91.88 89.59 90.39 (LPH)
IY 95.74 90.89 89.90 (LPH)
UW 93.85 91.04 90.40 (LPH)
Valence
AA 79.46 79.65 80.32 (LPW)
AE 78.34 79.50 79.62 (LPW)
IY 73.04 73.16 73.42 (CHW)
UW 76.13 73.51 74.39 (LPH)
improvement in performance is also observed; for instance, valence classication over
vowel /AE/.
4.4.2 USC IEMOCAP
In the second experiment, USC IEMOCAP is designated as the test corpus. Here,
acoustic features from this database are used to train the logistic regression function
in a speaker-independent manner. Acoustic features and articulatory targets from all
the 18 targets (Table 4.1) and 3 speakers of USC EMA are used for the term involving
articulatory reconstruction constraints. The training and cross-validation procedure
is similar to the one outlined in Section 4.3.
The recall performance for arousal and valence classication is presented in Table
4.11. The impact of cross-corpus training is minimal on recall performance. Similar
to USC EMA, there is an improvement in recall for select cases: arousal classication
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Table 4.11: Cross-Corpus, Binary Classication, Test on USC IEMOCAP.
Vowel ACL (WC) ACL (CC) Best Group
Arousal
AA 69.18 68.71 70.11 (TNG)
AE 65.40 65.01 66.02 (TNG)
IY 65.85 66.96 67.59 (JAW)
UW 64.44 63.55 65.57 (TNG)
Valence
AA 60.68 62.41 62.80 (TNG)
AE 59.06 60.83 61.92 (TNG)
IY 61.34 61.27 61.28 (JAW)
UW 63.62 63.02 63.23 (JAW)
for vowel /IY/ and valence classication for vowels /AA/ and /AE/.
The results above show that cross-corpus training is not severely detrimental to
the performance. Marginal deteriorations are expected in certain cases as there are
notable dierences across corpora [100, 113, 19, 101]. These dierences exist among
the selection of speakers, recording conditions and types of emotional expressions.
Considering these aspects, the cross-corpus performance obtained using the proposed
ACL approach is quite promising and allows for better generalization and exibility
to large scale, real-world studies.
4.5 Summary
An articulation constrained learning method was proposed to perform emotion
recognition using both acoustic and articulatory information. A conventional L1-
regularized logistic regression cost function was extended to jointly optimize two tasks
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- (i) emotion classication via logistic regression, and (ii) articulatory reconstruction
via least squares regression. The proposed method was extended to consider con-
straints from multiple articulatory targets as well as categorical emotion recognition.
A strong advantage oered by ACL is the inherent exibility to combine data from
dierent domains without requiring large-scale articulatory data collection.
Experiments were performed to evaluate speaker dependent as well as independent
emotion recognition performance on two databases, USC EMA and USC IEMOCAP,
providing articulatory information in dierent manners. On USC EMA, signicant
improvements of 5.1% and 5.7% were obtained for valence classication of vowels /IY/
and /UW/, respectively. In comparison, on USC IEMOCAP, an improvement of 2.5%
was obtained for the same task on vowel /AE/. Discriminating across the valence axis
is quite challenging using speech, hence, the results obtained in this work demonstrate
the importance of articulatory information towards improving the performance on this
task. The performance using individual targets was also presented. In this case, an
improvement of 6.9% and 6.7% was obtained for valence discrimination of vowels
/AA/ and /AE/, respectively, on USC IEMOCAP. These results show that domain
knowledge can be incorporated to improve the performance, i.e. if the relationship
between articulatory target behaviors and vowels is known beforehand, then other
targets can be given relatively lower importance during the decision-making process.
For categorical emotion recognition on USC EMA, ACL was found to improve the
overall performance across all four vowels. Incorporating articulatory constraints was
shown to signicantly improve the rate of recognizing happy emotions; an 11.55%
improvement relative to the baseline was observed. An analysis of the confusion ma-
trices showed that ACL tends to decrease the misclassication rate between emotions
with similar arousal characteristics, i.e. happy-angry or neutral-sad. This observation
is also supported by the improvement in valence discrimination described above.
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Cross-corpus studies were conducted to evaluate generalization ability across dif-
ferent recording conditions, speakers and expression types. Articulatory data avail-
able from one database was used to constrain emotion classication over acoustic
features belonging to another database. The performance in this scenario was ob-
served to be almost similar to the within-corpus scenario, except for select cases. The
deterioration observed in these cases is a commonly expected behavior inherent to
cross-corpus studies.
94
Chapter 5
ARCHITECTURES FOR SPOKEN KEYWORD DETECTION
A keyword detection system acting as the front-end for a speech recognition engine
needs to be always on, i.e. continuously listening. As a result, there is a strong need
to develop an architectural framework for keyword detection with minimal power
consumption.
There is a vast amount of literature identifying various methods for keyword de-
tection. Existing methods can be broadly classied as follows - (i) perform complete
speech recognition over the phrase and then detect the keyword by looking at the
transcriptions provided [23, 24, 25], (ii) train separate models for the keyword and
out-of-vocabulary (OOV) words, and detect keywords based on the likelihood over
each model. The rst method requires the entire phrase to be uttered completely,
i.e. oine. It also requires a complete ASR system, which is computationally inten-
sive because of the exhaustive search required to perform transcription. The second
method is relatively simple and can be performed in an online setting. It is more
suited for applications where the set of keywords to be detected is known beforehand.
Until recently, techniques based on GMMs for acoustic modeling and HMMs for
modeling the sequence of words were quite common [26, 27, 28, 29, 30]. The OOV
words were modeled using a garbage or a ller model, while a separate GMM-HMM
was trained for each keyword. The most likely state sequence was then identied
using the Viterbi algorithm. GMMs can be easily implemented in a parallel fashion,
however, the Viterbi step is inherently sequential, which increases the computational
latency.
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Recently, neural network (NN) based methods have shown tremendous success
on speech recognition tasks. This success has come after advances made in the eld
of deep learning, which allows for ecient training of a network with many hidden
layers and a large number of neurons (nodes) per layer [31, 32]. These networks are
well-suited to capture the complex, non-linear patterns from the acoustic properties
of speech. Detection is again straightforward; a matrix-vector multiplication step fol-
lowed by a non-linear operation at each layer. Such operations can be easily extended
for parallel implementations, thus oering a lower latency and a uniform architecture
compared to the aforementioned HMM-based methods. One such approach for key-
word detection was presented in [32]. In spite of the low-latency algorithm and highly
accurate detection performance, the network is quite large, requiring upto a few mil-
lion multiplications every few milliseconds as well as large memory banks for storing
these weights. Mobile devices are often constrained in the amount of available hard-
ware resources, making this approach less suited for practical applications. In this
chapter, a NN-based architecture is presented for keyword detection. Special em-
phasis is placed on reducing the memory and computational overhead using dierent
techniques.
5.1 Proposed Approach
5.1.1 Preprocessing
The Resource Management (RM) database [114] consists of phrases recorded for
scenarios pertaining to the naval forces. Speech is processed at a frame rate of 100
frames/second, i.e. a window size of 25ms and step size of 10ms. The rst 13 MFCCs
are extracted for each frame. These features are augmented with MFCCs of the
15 previous frames and 15 future frames to form a 403-D feature vector per frame.
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Figure 5.1: A Neural Network Architecture for Keyword Detection.
This corresponds to 31 frames of 310ms of speech; the average word duration for this
database was 300ms, hence, this choice was deemed to be appropriate for modeling
words or sub-word units. Ten keywords - ships, list, chart, display, fuel, show, track,
submarine, latitude and longitude were selected in this work. Forced-alignment is
performed using the Kaldi speech recognition toolkit [115] in order to obtain the
word boundaries. Each frame is labeled as either one of the 10 keywords or OOV or
silence. The speaker-independent train and test partitions are already specied with
the database; there are 109 and 59 speakers in the training and test set, respectively.
The speech features are z-normalized to zero mean and unit variance for each speaker.
5.1.2 Neural Network
The feedforward neural network is shown in Figure 5.1. The network consists of
an input layer, two hidden layers and an output layer. The input layer consists of
403 nodes corresponding to the MFCCs extracted above. Denoting the input layer as
xi, where i = 1; 2; :::; N is the number of nodes in the input layer, the computations
involved for the input layer to the rst hidden layer (h1) are given as -
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z1j =
NX
i=1
W 1ijxi + b
1
j (5.1)
Here W 1 and b1 refer to the weights and biases of this layer. A non-linear, rec-
tied linear operation [116] is then applied over these intermediate values. Rectied
linear (ReLU) units have attained popularity as opposed to the conventional sig-
moid/logistic function as they capture more detailed information. Furthermore, they
are relatively straightforward to implement in hardware as they require only a compar-
ison operation, according to Eq (5.2). In comparison, a sigmoid operation is typically
implemented using a Taylor series expansion and is costly.
h1j = max(0; z
1
j ) (5.2)
The computations from the rst hidden layer to the second hidden layer are the
same as Eqs (5.1) and (5.2). The output layer is modeled as a softmax layer with
K + 2 nodes. Out of these, K nodes correspond to the K pre-dened keywords that
are to be detected and the remaining 2 nodes correspond to OOV and silence. The
softmax output yields a probability estimate for each of the K possible outputs for
the current frame.
Training is performed by minimizing the cross-entropy error cost function. Back-
propagation is applied to iteratively update the weights and biases of each layer.
Mini-batch stochastic gradient with a batchsize of 500 samples is used for optimiza-
tion. The network is trained for a total of 10 epochs with a learning rate of 0.001 and
a momentum of 0.8. The number of layers vary from 1 to 3, while the number of nodes
for each hidden layer range from 256 to 512. The optimal values were determined via
validation on a randomly selected subset of the training set.
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5.1.3 Post-Processing
The output layer returns a posterior probability estimate for each frame, i.e. every
10ms. To reduce the inherent noise in such estimates, the latter are smoothed using a
symmetrical moving average window of W frames centered around the current frame.
This helps eliminate noisy bursts and reduce the false alarm rate. The window size is
chosen from W 2 f23; 27; 31; 35; 39g. The best window size was found to be W = 31
in our experiments. The overall goal is to determine whether a specic keyword is
present in the entire phrase, hence, the output should either be 1, if the keyword
is present, and 0 otherwise. To obtain this phrase-level decision, an additional post-
processing step is applied over the smoothed estimates. Using a sliding window of size
C frames, if the average probability estimate within this window exceeds a certain
threshold, then a keyword is said to be present in the phrase. This window size C is
dependent on the length of the keyword and is chosen from C 2 f35; 39; 43; 47; 51g.
The best window size was found to be C = 51 in our experiments.
5.1.4 Fixed-Point Implementation
The aforementioned training procedure is implemented using a oating-point rep-
resentation. The optimized weights, when stored in oating point require a lot of
memory. For instance, storing each weight in 32-bit oating-point format would re-
quire 2 MBs for a network with 512 nodes per hidden layer. Often, hardware on
mobile devices is constrained in the amount of memory available, such as a few KBs
only. Hence, a xed point implementation is necessary to reduce the memory foot-
print. A histogram of the weights for each layer is shown in Figure 5.2. The weights
are normally distributed, and so we can use dierent linear or non-linear quantiza-
tion schemes. We follow a simple linear quantization scheme owing to its simplicity
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Figure 5.2: Histogram of Weights for (a) Input to Hidden Layer 1, and (b) Hidden
Layer 1 to Hidden Layer 2.
and generalizability. Throughout the paper, we denote xed-point using a QA.B for-
mat, where A denotes the number of bits assigned to the integer part and B denotes
the number of bits assigned to the fractional part. Unless mentioned otherwise, an
additional sign bit is assumed.
The input nodes and intermediate hidden layers are also stored in a xed-point
format to further reduce the accumulator size during multiplication operations. The
former are represented using 16 bits in a Q2.13 format. The latter are represented
using 24 or 32 bits, i.e. a Q8.16 or Q16.16 format. The hidden layer nodes are always
positive, hence, a sign bit is not required.
5.1.5 Node Pruning
Depending on the size of the neural network, there may be a few nodes in the
hidden layers that are rarely or never active. If such nodes can be identied, then
they can be pruned away, thus reducing both memory and multiplications. Here,
we propose one such approach to identify inactive nodes, which is described below.
First, we evaluate the network on the training data and the weights learnt from
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Figure 5.3: Number of Nodes Pruned for Dierent Threshold Values (a) First Hidden
Layer, and (b) Second Hidden Layer.
backpropagation during training. For each node in the hidden layers, we identify
the nodes which are zero and maintain a count. This count is averaged over all the
training examples to yield a probability estimate for each node, i.e. p(node is zero).
Using a threshold value t 2 (0; 1), we remove the nodes that have p > t. The number
of nodes pruned for dierent threshold values t, and for both hidden layers is shown
in Figure 5.3. Here, we can observe that for the rst hidden layer, there is a sharp
change in the number of nodes pruned at t = 0:5. For t < 0:5, all nodes are pruned
away, while for t > 0:5, all nodes are retained. In this case, all nodes in the rst hidden
layer are equally informative and node pruning is not helpful. On the other hand,
for the second hidden layer, we can see that the transition is smoother, especially for
0:7 < t < 1. If we set the threshold in this range, we can expect to prune nodes for
only a marginal loss in performance.
Besides node pruning, singular value decomposition (SVD) was also considered for
reducing the memory footprint as described in [117]. Accordingly, the weight matrix
is represented as a product of two low-rank matrices. This technique helps lowers
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Figure 5.4: Eect of Dierent Fixed-Point Representations for Weights on the Over-
all AUC Performance. The Input Is Represented Using 16 Bits. Hidden Layer Nodes
Are Represented Using (a) 24 Bits, and (b) 32 Bits.
the memory, however, at the cost of increasing the number of multiplications. In our
experiments, a signicant drop in performance was observed using this technique,
possibly owing to the relatively smaller network compared to [117]. The degradation
was even higher when SVD is combined with a xed-point representation.
5.2 Experimental Results
The experiments and results for xed-point keyword detection using the RM
database are described in this section. For the baseline, we consider the performance
obtained using a simple oating-point representation for all nodes and weights. The
area under the curve (AUC), which calculates the area under the receiver operating
characteristics (ROC) curve of true positives vs. false positives, is considered as the
metric.
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Table 5.1: Comparison of AUC and Memory Requirements Between Floating and
Fixed Point Implementations for Networks with Dierent Hidden Layer Congura-
tions.
Hidden Layer AUC AUC # of Weights Memory
Width Floating-Point Fixed-Point KB
256 0.8520 0.8038 172300 102.7
350 0.8960 0.8428 268462 160.1
400 0.9201 0.9098 326812 194.8
512 0.9321 0.9153 475660 283.6
5.2.1 Floating-Point vs. Fixed-Point
A comparison between oating and xed-point implementations is shown in Figure
5.4. For xed-point implementation, the input is represented using 16 bits (Q2.13).
Figure 5.4 (a) and (b) show the performance with 24 bits (Q8.16) and 32 bits (Q16.16),
respectively, for hidden layer nodes. For the weights stored in a QA.B format, here,
A 2 f1; 2g and B 2 f1; 2; 3; 4; 5; 6g. First, we can see that the performance is signi-
cantly better when using 32 bits for the hidden layer nodes. Secondly, reserving 2 bits
for the integer part yields a better AUC compared to just 1 bit. For the fractional
part, we observe that increasing the resolution beyond 2 bits does not lead to any
signicant increase.
A summary of the memory requirements is shown in Table 5.1. The input, hidden
layer nodes and weights are stored in Q2.13, Q16.16 and Q2.2 formats, respectively.
The best performance is shown for hidden layers with 512 nodes per layer. The
memory required in this case is 283.6 KB. For 400 nodes per layer, we can see that
there is only a marginal loss in performance; an AUC of 0.9098 compared to a oating
point representation of 0.9201, while requiring only 195 KBs of memory. Our results
are not directly comparable with the results reported in earlier works [32, 118] since
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Figure 5.5: A Performance Comparison Between Floating and Fixed-point Imple-
mentations for Dierent Pruning Thresholds.
the databases are completely dierent. An AUC performance of 0.90 to 0.95 is quite
commonly observed for small to medium sized databases. In this aspect, the detection
performance obtained here is within an acceptable range.
5.2.2 Node Pruning
The performance after node pruning is shown in Figure 5.5. In this case, only
the nodes of the second hidden layer were pruned, as per the procedure described
earlier. The performance is analysed for dierent threshold values t 2 [0:75; 1:0].
We observe that as the threshold increases, the number of nodes pruned decreases
and the performance improves. Furthermore, the gure also shows a comparison
between dierent xed-point and oating-point representations for the weights. For
weights represented in a Q2.2 format, and t 2 [0:95; 1:0], the loss in performance is
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Table 5.2: Memory Requirements after Pruning for Weights in Q2.2 Format.
Threshold AUC # of Weights Memory (KB)
0.95 0.8438 249581 152.3
0.96 0.8669 257428 157.1
0.97 0.8816 269818 164.6
0.98 0.8962 282621 172.5
0.99 0.9060 301206 183.8
No pruning 0.9098 326812 194.8
not signicant. The memory requirements for a network with 400 nodes per hidden
layer and a threshold t 0:7 are shown in Table 5.2. For t = 0:99, the AUC is 0.9060
compared to 0.9098 obtained without pruning. The memory, in this case, reduces by
a relative factor of 5%. Similarly, for t = 0:98, the AUC is 0.8962 with a relative
decrease of 11.4% in memory. Hence, node pruning can be a useful technique to
further optimize the neural network and reduce its on-board memory requirements.
5.3 Summary
A fully connected, feedforward neural architecture for spoken keyword detection
was proposed in this work. A post-processing method to obtain phrase-level metrics
using a sliding window approach was also described. To reduce the memory foot-
print for network weights, the latter were stored using a xed-point representation.
Experiments were conducted on 10 keywords selected from the RM corpus, and re-
sults show that there is only a marginal loss in performance when the weights are
stored in a Q2.2 format, i.e. only 5 bits. The total memory required in this case is
approximately 200 KBs, making it highly suitable for resource constrained hardware
devices. A node pruning technique was also presented to identify and remove the
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least active nodes in a neural network, thus, decreasing the memory requirements
even further. For an acceptable loss in performance, an 11.4% reduction in memory
is obtained after combining this technique with a xed-point representation. These
results demonstrate the applicability of the proposed approach for implementations
with limited hardware resources.
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Chapter 6
LIFELOGGING: INDEXING AND RETRIEVAL OF AMBIENT SOUNDS
The idea of lifelogging is not particularly new and its rst appearance in literature
was recorded in 1945 [33]. A hypothetical system that would serve as an extension
to human memory (Memex) by continuously logging data using wearable devices
was described by the author. Recently, MyLifeBits, a lifelogging application using a
wearable camera, was developed by Microsoft [119]. The underlying algorithm relied
heavily on human intervention to annotate dierent events. Lifelogging specic to
ambient sounds was proposed in [35]. A set of tools to achieve automatic segmentation
and classication along with a prototype browser for visualization was presented.
Although the tools were not fully mature at the time, their research provides good
insight into the nature and complexities involved in this problem. Recent advances in
the eld of audio content analysis can be used to build upon the ideas presented in [35]
and make lifelogging with minimal human input a reality. Taking into account the the
widespread availability and use of smartphones and tablets, a seamless and intuitive
user-interface is strongly desired compared to the interfaces proposed in [119, 35].
A lifelogging application assumes that a wearable device is continuously recording
audio for long durations, i.e. upto a few hours in a day. Hence, the most important
task here is to devise techniques to break down this long duration recording into dis-
crete events. The goal is to reliably identify when a change of event occurs, commonly
known as segmentation. Following this process, an indexing mechanism must exist
such that it automatically annotates these individual events with relevant semantic
and acoustic tags. This process serves to build an archive of events along with the rel-
evant tags. Lastly, users must be provided with means to search or navigate through
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Figure 6.1: Block Diagram of a Typical Lifelogging Application.
their archives and retrieve specic events and information using keywords, tags or
examples related to their query.
6.1 Proposed Approach
A complete framework for feature extraction, segmentation, annotation and re-
trieval of sound events specic to lifelogging is shown in Figure 6.1. Each component
in this block diagram is described in detail in the rest of this section.
6.1.1 Feature Extraction
A good set of features must ideally satisfy the following criteria: (i) provide a
high-level description of the underlying acoustic content, (ii) work well on dierent
kinds of sound events, including speech and ambient sounds, and (iii) show distinct
responses to dierent events, i.e. encode information suitable for discrimination.
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Following these guidelines, a set of spectral and temporal features, as proposed in
[36], is used in this work. Features are extracted at dierent time-scales: (i) short-term
features, which include spectral sparsity, spectral centroid and loudness calculated
over individual frames of duration 25-50 ms. (ii) long-term features, which include
harmonicity, transient index and temporal sparsity calculated over a longer duration
of 1-2 s. The features are appropriately synchronized to obtain a 6-dimensional feature
vector at every time step. Each clip, T frames long, is described as a feature trajectory,
Y1:T , where Yi, 1it is a 6-D vector. A detailed analysis on the specic properties
of each feature and their extraction procedure can be found in [36].
An example depicting select temporal and spectral features and their responses
to dierent sound events is shown in Figures 6.2 and 6.3, respectively.
6.1.2 Segmentation
There exist a number of approaches to perform segmentation based on event-
change detection. Of these, algorithms based on Bayesian Information Criterion
(BIC) or a Dynamic Bayesian Network (DBN) have been widely used. In this study,
a Switching Linear Dynamical System (SLDS) method is used. This method falls
under the general DBN framework. The choice of DBN over BIC is governed by
the better performance and lower complexity as demonstrated in [37]. Additionally,
this framework is robust; features that are not responsive to certain event changes
can be accounted for appropriately. Compared to the BIC approach, DBNs are ca-
pable of detecting events of shorter duration, thereby increasing the granularity of
segmentation.
The directed acyclic graph (DAG) model employed for segmentation is shown in
Figure 6.4. M is the hidden global mode of the frame. It is discrete-valued and
can have either of the 3 values - (ON,OFF,CONT ). Here, ON indicates that a new
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Figure 6.2: A Comparison of Loudness and Temporal Sparsity Features Between 3
Sounds - a Male Speaker, City Noise and Cars.
event has started, OFF indicates that the event has ended and CONT indicates
the continuation of an event from the past frame to the current frame. The hidden
nodes, 1:K , model the responsiveness or delay of each feature (here, K = 6) to an
event change.  is discrete-valued and has the same possible values as M . S1:K are
continuous-valued, Gaussian, hidden nodes mediating the eect of onsets/end times
of individual features on the actual feature observation Y 1:K .
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Figure 6.3: A Comparison of Spectral Centroid and Spectral Sparsity Features
Between 3 Sounds - a Male Speaker, City Noise and Cars.
M^1:T = argmax
M1:T
P (M1:T jY 1:K1:T ) (6.1)
The goal of segmentation is then to infer the hidden nodesM1:T from the observed
feature trajectory Y 1:K1:T , using a maximum a posteriori (MAP) criterion dened in
Eq 6.1. A depiction of the segmentation process is shown via an example in Figure
6.5. Unfortunately, exact inference requires exponential-time complexity. However, a
linear-time approximate Viterbi inference scheme exists as described in [37].
111
Mt-1 Mt Mt+1
μt-1 μt μt+1
St-1 St St+1
Yt-1 Yt Yt+1
Figure 6.4: SLDS Graph Model for Segmentation. Square and Circular Nodes
Represent Discrete and Continuous-Valued Nodes Respectively.
6.1.3 Annotation and Retrieval
Once segmentation returns individual events or clips, they must be automatically
annotated with relevant semantic tags and archived to a database for future retrieval.
Hence, a technique that facilitates a comparison between dierent sounds and returns
a suitable metric is required. A Query-By-Example (QBE) strategy, described in [37],
is adopted here for this purpose. Query behavior is modeled using a likelihood-based
strategy; the likelihood is calculated over all possible queries that arise as a result of
each sound in the database. To perform annotation, the joint probability P (X; Y )
is to be maximized, where query Y is the observation and X is a hidden variable
that models the database sound that generated the query. The observed query Y
is the feature trajectory of the test sound event. The feature set X also represents
a trajectory, however, each individual feature trajectory is a hidden Markov Model
(HMM) that approximates the behavior of the trajectory using zero, rst and second
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Figure 6.5: A Particular Example Describing the Segmentation Procedure.
order polynomial ts. This behavior models the increasing or decreasing nature of
the trajectory. Assuming all database sounds are equally likely, i.e P (X) is uniform,
all sounds in the database can be ranked with respect to the likelihood P (Y jX).
This rank is represented in the form of sound-sound weights in the network shown in
Figure 6.6.
The sound-tag weights are learnt by performing training on a diverse set of sounds
and labeling them individually. The higher the association of a tag to a sound by
users, the higher the weight between the two nodes. The tag-tag weights represent
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Figure 6.6: A Sound-Sound, Sound-Tag, Tag-Tag Network Used for Annotation and
Retrieval.
the semantic similarity between two dierent tags. To perform automatic annotation,
the paths from the query sound to all the tags are evaluated based on the weights
between the nodes in Figure 6.6. The path with the highest weight (shortest path)
is considered to be the best match and a tag is automatically assigned. In a similar
fashion, each sound can be assigned the n highest-ranked tags.
Retrieval is performed in a similar manner, except, the query is now a keyword
and the top-ranked sounds associated with that keyword are returned based on the
weights between the corresponding nodes in Figure 6.6.
6.2 Experimental Results
All sounds were captured, uncompressed, at a sampling rate of 44100 Hz with
16-bits precision. A training set comprising of diverse sound events and activities
was rst created. The events are selected in a manner so as to include mundane
sounds from conversations, vehicles, workplaces and restaurants as well as rare and
interesting sounds like reworks, alarms and vehicle accidents. A total of 208 sounds
selected from the BBC Sound Eects Library, and manually captured using a eld
recorder, are used for training. A dictionary comprising of 84 dierent acoustic and
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Table 6.1: Performance of QBE-based Annotation.
Tag Rank Original Feature Set Enhanced Feature Set
1 64.51% 72.58%
2 59.67% 67.74%
3 54.83% 62.90%
semantic tags such as crowd, talking, machine, explosion, and so on, is created for
annotation. Finally, each sound event is labeled with the appropriate tags to build a
sound-sound, sound-tag and tag-tag network as described in the earlier section.
To evaluate the performance of the proposed system for audio lifelogging, 16
hours of audio was recorded continuously each day by a single subject using a lapel
microphone attached to a recorder. This process is repeated for 3 days, resulting in
a total of 48 hours of test data. Eorts were made to cover diverse sounds, ranging
from indoor to outdoor activities. Each 16-hour audio recording is rst fed to the
feature extraction engine, followed by segmentation for event-boundary detection.
Segmentation is performed using only three features - loudness, spectral centroid and
spectral sparsity. This process results in a total of 2760 discrete events. To test
annotation and retrieval performance, these segments were rst manually annotated
to obtain a ground truth. However, among these segments, most of the sounds are
repetitive (for example, conversations taking place every few intervals or sounds of a
car engine while going out multiple times in a day). In order to reduce the burden of
annotation, the test dataset is trimmed to 62 distinct sounds, which were then tagged
manually and compared to the automatically generated annotations.
The performance results for the tagging mechanism are documented in Table
6.1. The 3 highest-ranked tags obtained after automatic annotation are respectively
compared to the tags assigned manually. One reason behind the relatively low per-
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Figure 6.7: A Screenshot of the User Interface on an Android-Powered Smartphone.
formance is due to limitations of the current feature set in its inability to correctly
identify male/female speakers as well as general speech conversations. To overcome
this, the feature set used for annotation was augmented to include the rst 15 MFCCs.
The latter are routinely used in speech-related applications, justifying their choice in
this study. The algorithm performs relatively better on this augmented feature set as
evident from the results in Table 6.1. Since annotation and retrieval are two aspects
of the same algorithm, the performance evaluation of the former can be extended to
the latter, hence, no extra attempts are made to outline the retrieval performance
separately.
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6.2.1 Smartphone/Tablet-based User Interface
In order to create an intuitive and easy-to-use interface for lifelogging, a prototyp-
ical Android-based application, SoundBlogs, was developed. This application allows
the user to either choose to continuously record audio for long durations (hours) or
record short, interesting events (seconds). In the former case, at the end of the day,
the user can plug his/her smartphone to a desktop computer application that auto-
matically segments, annotates and archives this long recording to memory. While in
the latter case, the application can be used for instant blogging and sharing interest-
ing incidents or sounds with friends and colleagues. The user-interface is enhanced by
capturing the current location of the user and displaying it as an icon on an interac-
tive map. Selecting the icon prompts the user to listen to, provide a brief description,
and nally archive or share the event.
Search or retrieval is enabled by prompting the user to enter a keyword related
to the event. The application not only returns the event that matches the keyword,
but also displays other events recorded on the same day along with their respective
locations on a map. An example of search is shown in Figure 6.7. The yellow icon
on the map indicates the event for which a match is obtained with the corresponding
query keyword. Black icons represent other sound events not related to the keyword
but recorded on the same day. Such an interface is reminiscent of, and aligns smoothly
with, the concept of keeping a diary of personal information, which is one of the core
aspects of any lifelogging application.
6.3 Summary
A complete framework covering feature extraction, segmentation, annotation and
retrieval of long duration audio recordings in a lifelogging scenario was presented in
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this chapter. A conventional feature set was augmented with the MFCCs to account
for the frequently occurring speech activities in the subject's daily life; and naturally
led to a better performance. A prototype user-interface on an Android platform for
smartphones or tablets showed how newer platforms and devices can be exploited to
bring forth novel ways of lifelogging and visualization.
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Chapter 7
LIFELOGGING: VIRTUAL PLATFORM MODELING TECHNIQUES
Virtual platforms (VP) allow software to be tested prior to silicon availability which
reduces Time-To-Market (TTM) for a new product launch. Several products such as
Synopsys Platform Architect [120], Bochs [121] and QEMU [122] are commonly used
for this purpose. A virtual platform is typically created after the product architec-
ture is fairly stable, which means limited time to use it prior to silicon availability.
This design ow is better explained in Figure 7.1. The idea of starting virtual plat-
form development right from the time when product concepts are being formed and
architecture details are not fully available is explored in this chapter. This allows
product ideas to be fully studied before key decisions are made, and enables this rst
virtual platform to gradually be used for product development. This can be seen in
the apparent left-shift of the design ow in Figure 7.2, reducing the TTM even more.
SystemC/TLM2.0 or C/C++ based virtual platforms have been used extensively
for modeling embedded devices [123, 124]. In [125], an MPEG-decoder was modeled
using a modied version of QEMU [38], known as QEMU-SystemC. QEMU, along
with QEMU-SystemC, provides a exible and easy-to-use environment for instantiat-
ing virtual models of various devices and processors. In existing works, the primary
focus has been on constructing virtual platforms for single devices such as an ASIC
or an embedded mobile platform [126]. However, most of the present applications in-
clude interactions between multiple devices connected via the Internet, or commonly
referred to as the Internet-of-Things (IOT). For example, a video tracking application
involves a sensor for video capture, a server for analysis and communication between
the two devices for complete operation. In addition, the devices are tightly coupled
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Figure 7.1: Current HW/SW Design Flow.
Figure 7.2: HW/SW Design Flow Using Virtual Platforms.
such that the design constraints and objectives of one device might aect the per-
formance of the other. Hence, a joint optimization needs to be performed across all
devices to ensure better overall performance.
7.1 Tools
The design of devices such as sensors or smartphones generally involves a main
processor for generic tasks and a set of peripheral coprocessors to handle the com-
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Figure 7.3: Architecture of a QEMU-SystemC Emulator.
putationally intensive tasks. The main processor runs an operating system such as
GNU/Linux or Android, while device drivers are written to access the peripheral co-
processors. QEMU [122] is an open-source virtualization and emulation tool. It can
emulate entire systems based on x86, ARM, SPARC and other platforms along with
their peripheral devices. It also allows for designers to write their own virtual devices,
plug them in QEMU and evaluate their performance. Due to these features, QEMU
is chosen here as the basic building block for creating virtual platforms.
SystemC and TLM2.0 [39] are two widely used industry standards for model-
ing hardware devices and communication interfaces in complex systems. Multiple
levels of abstraction are oered, allowing designers to model abstractions ranging
from a functional-level and blocking transport mechanism to a register-accurate,
cycle-approximate and non-blocking mechanism. Although it is possible to model
x86 and ARM instruction sets, the computational overhead of SystemC tremen-
dously slows down the simulation (relative to QEMU). A variation of QEMU called
QEMU-SystemC [125] is capable of running virtual hardware devices written in Sys-
temC/TLM2.0 within QEMU. This combination enables high speed CPU modeling
with SystemC accuracy for peripheral models.
The architecture for QEMU-SystemC is shown in Figure 7.3. At the base level, a
SystemC link acts as a bridge attached to the PCI, AMBA or IO bus of the platform.
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Figure 7.4: Components of the Virtual System.
The designers device is attached to this SystemC link. A read or write instruction
to the virtual device is rst transferred to the bridge, which further translates this
instruction into a TLM2.0 compliant instruction and forwards it to the virtual de-
vice. This infrastructure is quite useful since it retains the fast execution speeds of
QEMU as well as the design abstraction levels oered by SystemC/TLM2.0. QEMU-
SystemC is well suited for sensor design, since sensors often involve the design of
custom peripheral blocks or coprocessors. QEMU-SystemC facilitate the testing of
such complex systems. Similarly, the Android emulator is another stable variation
of QEMU capable of emulating a full-edged Android smartphone. The three vari-
ants, QEMU, QEMU-SystemC and Android emulator are used in this study to create
virtual platform models specic to a lifelogging application.
7.2 Virtual System Design
The virtual system includes a wearable recording device or sensor, a smartphone
and a server, shown in Figure 7.4. Each component is assigned a set of specic tasks
to be performed and design constraints it must satisfy. In this case, the sensor is re-
sponsible for continuous audio recording and compression. Likewise, the smartphone
is responsible for providing the user with an intuitive user interface. The server is
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required to analyze the user-uploaded sound events and automatically annotate and
archive them to a database. These individual components are modeled and instanti-
ated using the aforementioned variants of QEMU on a single host machine. The host
machine provides the interface for communication between these components. The
implementation details for each of these components are addressed below.
The sensor is modeled as an x86 system running a GNU/Linux operating system
on top of QEMU. Functionally, the sensor is responsible for compressing the incoming
raw audio data and storing it. Here, the Ogg/Vorbis [127] standard is chosen as the
compression algorithm due to its royalty and patent-free nature. Source code for
such an encoder is freely available and is run on this virtual device without any
modications and additional coprocessors. Once compressed, the audio is stored in
memory and the sensor awaits further instructions from the smartphone device for
data transfer.
An Android emulator is used to model a smartphone capable of emulating GPS-
based locations and wireless data transfer. Functionally, the smartphone must provide
a smooth and intuitive user-interface for the audio blogging application. A user should
be able to upload the recorded, compressed and stored audio clip in the sensor to
his/her personal archive or publicly blog about it. It should allow the user to search
through his/her archives for past recordings, thereby serving as a useful memory
extension. Location plays an important role in categorizing these memories (clips),
since sounds are often inuenced by the surrounding environment.
A full-edged GNU/Linux server on QEMU emulating an x86 platform is used for
the server. This device is responsible for serving up web pages as well as performing a
set of classication and retrieval algorithms on the user uploaded recordings. As is the
case with the development of algorithms, they are rst written in a high-level language
such as Matlab for simulation and testing purposes and then ported to C/C++ for
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Figure 7.5: Screenshot of the Virtual System Framework on QEMU.
better speed and memory performance during production. To illustrate the ability of
QEMU in handling this aspect, GNU/Octave is used on the server model to simulate
these algorithms.
The virtual system comprising of the three devices instantiated separately on a
single host machine is shown in Figure 7.5. The sequence of actions to perform
blogging using this framework can be outlined as follows: (i) An audio clip is recorded
in to the virtual sensor using an external or the host's in-built microphone. (ii)
The Ogg/Vorbis encoder program is called to compress the clip and store it. (iii)
This clip is then simultaneously uploaded to the virtual smartphone and the virtual
server. (iv) The Android application on the smartphone displays this clip along
with ad-hoc GPS coordinates as an icon on the map. (v) The server processes the
data and automatically annotates it with relevant tags. (vi) Once the user decides
to archive/publish this event, all the details, including the audio clip, GPS-based
coordinates, date, time, tags, description, are packaged in to a single le and uploaded
to the users blog website or personal archive.
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Figure 7.6: Time Prole of an Ogg/Vorbis Software Encoder.
7.3 Top-Down Design Methodology
7.3.1 Sensor
For the sensor, the objective is to build a non-obstructive, wearable device that
can be attached to the lapel. This objective restricts the size of the device and
consequently the size of the battery. The device is also required to record, compress
and store audio for up to 24 hours without having to recharge the batteries. In order
to satisfy this requirement, the device must operate at ultra-low power. This requires
signicant changes to be made to the compression algorithm in order to reduce the
computational complexity as much as possible.
In order to perform such optimizations, rst, the computationally intensive rou-
tines of an Ogg/Vorbis encoder must be identied. A time prole of the Ogg/Vorbis
encoder and the sub-routines is shown in Figure 7.6. These routines include the
Fast Fourier Transform (FFT), Modied Discrete Cosine Transform (MDCT), Tone-
Masking Threshold (TMT), Noise-Masking Threshold (NMT) and miscellaneous op-
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Figure 7.7: Lattice Structure for Complex Multiplications.
erations related to Human encoding and packing the encoded data. Although TMT
and NMT constitute 54.1% of the total time, they involve a large number of compar-
ison and threshold operations which are inherently simple to implement and cannot
be optimized further. The FFT and MDCT routines, taking 30% of the total time,
rely on a signicant amount of costly real or complex multiplication operations.
Based on this information, the next step is aimed at modifying the FFT and
MDCT routines to reduce the overall complexity. The multiplication operations in-
volved in computing the MDCT and FFT are based on the popular buttery unit.
In [128], a lifting-based method was derived to convert these buttery units to lattice
structures, as shown in Figure 7.7. This transformation allows for quantization and
perfect reconstruction without considerable loss of precision. The trigonometric co-
ecients employed in these computations can be stored as dyadic rational numbers
[129]. As a result, multiplications can now be implemented as a series of shift-add
operations. The precision of raw audio samples and coecients are set to 16-bit and
10-bit signed integers respectively. The reconstruction error based on these specica-
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Figure 7.8: QEMU-SystemC Architecture for the Rened Sensor Model.
tions, as given in [128], is approximately -100 dB. This error is low enough to preserve
the quality of recorded audio and not aect the quality of sound recognition.
Virtual hardware devices or coprocessors using SystemC/TLM2.0 were then de-
veloped to perform MDCT, FFT, TMT and NMT. The MDCT and FFT are imple-
mented using integer-point arithmetic. The TMT and NMT combine to form the Psy-
choacoustic Model (PAM) and are implemented in mixed integer and oating-point
arithmetic. At rst, these devices are tested in a pure SystemC/TLM2.0 simulation
environment. A trac generator sends bursts of data to a generic router. The data
is routed to the proper device, either one from FFT, MDCT or PAM, for further
computations. A virtual device emulating a ROM is also designed to store sets of
coecients used in FFT and MDCT operations. These blocks are then plugged into
QEMU-SystemC through the SystemC interface. The Ogg/Vorbis application code
is modied to transfer these operations to the peripheral blocks. For this purpose,
special device drivers are written on top of the GNU/Linux operating system. The
QEMU-SystemC architecture is shown in Figure 7.8.
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Table 7.1: Time Taken to Encode 25 Seconds of Raw Audio on Dierent Platforms.
Platform Type (x86-based) Time (seconds)
Real PC 1.3
QEMU 2.1
QEMU-SystemC 20.4
To evaluate the eciency of QEMU-SystemC in running complex applications,
the Ogg/Vorbis encoder application is run on three dierent platforms a real PC,
QEMU and QEMU-SystemC with coprocessors for FFT, MDCT and PAM. The time
taken by each platform to encode 25 seconds of audio data at a rate of 64kbps is
documented in Table 7.1. The time increases approximately by a factor of 15 on
a QEMU-SystemC platform compared to a real PC. This can be attributed to the
additional number of instructions required for the transfer of data between QEMU and
the peripheral devices across the SystemC interface. However, the simulation time is
still considerably low compared to simulating the entire system at cycle-accurate level
on an FPGA. Thus, QEMU-SystemC facilitates rapid prototyping and validation at
the cost of increasing the level of abstraction.
7.3.2 Smartphone
Location information available from the onboard GPS hardware is used in the
Android application to enhance the interface. The application is ported from the
QEMU-based Android emulator to an actual smartphone to enable real-time location
capture. The application is also tested by various users and their feedback was used
to further rene the interface and make it more user-friendly.
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7.3.3 Server
The server model includes a fully functioning algorithm for automatic annotation
and retrieval written in GNU/Octave. However, there is a large overhead in using such
simulation tools in terms of speed and memory performance. Hence, the algorithms
are ported to C++. The modied server model now closely resembles a real-world
server. The algorithms are then deployed on an Amazon EC2 cloud-based server.
This allows the actual smartphone application universal data access using its wireless
capabilities. The system is updated with these rened models and the performance
is evaluated again. The projected nal system could be an implementation of the
sensor on an FPGA device, a user application on a smartphone and the algorithms
deployed on an actual server.
7.4 Concept Development Kit
Although the methods and results have been discussed specically with respect to
lifelogging using ambient sounds, the same framework can be extended towards the
development of any application that involves multiple devices arranged in a similar
conguration, i.e. a sensor or an array of sensors, a smartphone/PC and a server.
Example applications include a medical device for continuously monitoring a users
health or building a gesture recognition controller for mobile devices. The medical
device or gesture recognition controllers stated here are essentially data acquisition
devices and can be modeled as sensors. Coprocessors for acquiring and storing data
can be modeled using SystemC/TLM2.0 and then plugged in to QEMU-SystemC.
Similarly, a smartphone or a PC to present results to the user can be modeled using
QEMU or the Android emulator. Finally, computationally intensive algorithms for
analysis can be deployed on a server modeled using QEMU. Hence, using the same
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tools and framework presented here, one can model a variety of applications right at
the concept stage.
Exploiting this similarity across dierent applications, a generic framework, Con-
cept Development Kit (CDK), is proposed. The CDK includes SystemC and TLM2.0
for the design of custom hardware and QEMU-SystemC to evaluate their performance
when integrated into a complex system. It also includes the Android emulator, along
with templates and documentation, for designing user applications and interfaces.
To model data processing servers with QEMU, the kit includes a number of dier-
ent tools such as GNU/Octave and Python for deploying algorithms; Linux, Apache,
MySQL and PHP (LAMP) for server administration and designing web applications
such as blog websites or social media networks. The transfer and communication of
data between these dierent QEMU instances is handled by an easy-to-use program
based on the SSH protocol, also provided with the kit. Once the concept prototype
is tested, the existing virtual platform can be further rened to become the main
platform during production.
7.5 Summary
Using QEMU and QEMU-SystemC, virtual platform models were developed to
simplify the design and implementation of a novel concept such as lifelogging. A top-
down, iterative design methodology facilitated design in a rapid and parallel fashion.
By taking the design objectives and constraints of dierent devices into considera-
tion, the virtual platform model was jointly optimized for a better overall system
performance. The possibility of rening and using the same virtual platforms at
a later stage, during production, for example, eectively helps to reduce the TTM
signicantly. A CDK was proposed; this collection of tools provides an easy-to-use
framework for design and development using this top-down methodology.
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Chapter 8
SUMMARY
In this dissertation, context recognition using audio signals was studied for the pur-
pose of improving human-machine interaction. Two scenarios were considered - (i)
active interaction in emotion recognition and keyword detection, and (ii) passive
interaction for lifelogging. Identifying contextual information, such as emotions or
ambient sounds, is quite challenging owing to the numerous dierences across speak-
ers, environments and recording conditions. As a result, there is a strong requirement
for ecient computational methods for feature extraction, representation and clas-
sication that can provide highly accurate estimates in real-time and across varying
conditions.
A novel supervised method for feature extraction using LTMs was proposed for
acoustic emotion recognition in Chapter 2. The proposed method, sRSM, learns
discriminative, high-level features from the co-occurrence patterns among low-level
descriptors. Experiments were conducted on multiple databases recorded across dif-
ferent languages, accents and cultures. Results show a signicant improvement for
categorical emotion recognition and valence discrimination. The latter is identied
to be a hard task using only acoustic features, hence, the improvements obtained in
this research are noteworthy. Based on further experiments, the proposed method
was found to be highly suitable for long duration turns, which is a highly desirable
property for current turn-based practices. Cross-corpus studies were conducted to
evaluate the generalization ability of these features and the results were found to be
quite promising. Software and FPGA implementations were provided to determine
the feasibility for real-time applications.
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The feature extraction framework was extended to multiple modalities in Chapter
3. Specically, high-level features were extracted from facial expressions and spoken
content. Individually, each source was identied to perform best at recognizing happy
(face), sad (speech), and neutral (language). A multi-modal fusion was shown to
retain these individual characteristics and improve the overall performance.
An articulation constrained learning method was proposed to perform emotion
recognition using both acoustic and articulatory information in Chapter 4. A con-
ventional L1-regularized logistic regression cost function was extended to jointly opti-
mize two tasks - (i) emotion classication via logistic regression, and (ii) articulatory
reconstruction via least squares regression. Experiments were performed to evalu-
ate speaker dependent as well as independent emotion recognition performance on
multiple databases.Signicant improvements were obtained for valence classication
of vowels /AA/, /AE/,/IY/ and /UW/. Incorporating articulatory constraints was
shown to signicantly improve the rate of recognizing happy emotions and decrease
the misclassication rate between emotions with similar arousal characteristics, i.e.
happy-angry or neutral-sad. The performance in a cross-corpus setting was observed
to be almost similar to the within-corpus scenario.
A complete framework covering feature extraction, segmentation, annotation and
retrieval of long duration audio recordings in a lifelogging scenario was presented
Chapter 6. A conventional feature set was augmented with the MFCCs to account
for the frequently occurring speech activities in the subject's daily life and improve
the performance. Virtual platform models were developed to simplify the design and
implementation of a novel concept such as lifelogging in Chapter 7. By taking the
design objectives and constraints of dierent devices into consideration, the virtual
platform model was jointly optimized for a better overall system performance.
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The proposed LTM-based method for feature extraction ignored the temporal
information in the process of extracting high-level topics. As shown by the limited
success of HMM-based methods, there is still relevant information in the temporal
domain, which if considered, could be helpful towards improving the performance.
A possible direction for future work could involve combining the RSM and HMM in
a single learning framework in order to model the temporal dependencies between
acoustic words. Additionally, the unsupervised dictionary learning process could be
extended to account for label information and obtain more discriminative bag-of-
words representations. Related to the eects of articulation on emotion recognition,
the experiments conducted in this dissertation were limited to peripheral vowels,
however, the ACL method itself is not restricted to vowels. Future work could be
directed towards evaluating the performance on other vowels and consonants, and,
build a generic learning framework that can readily combine with existing real-world
applications.
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