The role that thermo-viscous effects play in the propagation of finite level sound in a waveguide has been reexamined from a fundamental perspective. In the past, nonlinear acoustic interactions have been described by energy conserving modulation of spectral amplitudes as wave packets travel axially down the waveguide. To account for thermo-viscous effects in this modulation, investigators have included without formal justification into the modulation equations dissipative terms with a magnitude corresponding to the Kirchhoff rate of attenuation encountered in linear theory. In this investigation, the problem of the propagation of finite magnitude p, lane waves is analyzed in a different manner. As opposed to previous investigations, all three modes (acoustic, vorticity, and entropy) are considered from the outset. The boundary conditions are extended to 'include vanishing normal and tangential fluid velocity, as well as vanishing fluid temperature perturbations. A new solution at second order is presented (second order being the first correction due to nonlinearity), which is uniform in the spatial variables. As a consequence, it is shown that the thermo-viscous effects are incorporated into the spectral amplitude modulation equations through one of the boundary conditions. These modulation equations apply to both plane and higher-order modes, including the region arbitrarily near the cutoff frequency for the higher-order modes. It is shown that the small parameter 1/x/•, where N = poDc/p (the acoustic Reynolds number), is a special scale for analysis of nonlinear interactions in a waveguide. In particular, the relative magnitude of the sound source and l/f•-is a determining factor that predicts whether nonlinear interactions will be significant. 
INTRODUCTION
The behavior of finite level sound propagating in a waveguide has been the object of several investigations. These investigations have shown that when sound levels become finite (say greater than 125 dB re: 20pPa in air at 200 Hz), the effects of nonlinearity under quite general circumstances become measurably significant. Because of this fact, the prediction of the qualities of the nonlinear effects are of practical engineering importance.
It has been known for some time that finite level plane waves at all frequencies will mutually interact in a rectangular waveguide, generating sum and difference harmonics as a result of their interaction.
•'• Using various techniques, it was shown that the interactions are described by an infinite set of bilinear first-order differential equations governing the amplitude of each plane wave, • or a similar nonlinear coordinate transformation, 2 each dependent upon the axial distance traveled by the waves. In this theory, the interaction of plane waves is energy conserving, and therefore identical with the behavior associated with the Earnshaw solution)
Furthermore, the behavior of finite level higher-order modes has also been investigated using the same methodologies as for the plane modes. Vaidya and Wang 4 and Ginsberg 2 have shown that a particular subset of higher-order modes will interact, this subset being those higher-order modes having equal phase velocity. The amplitudes of these modes were also observed to modulate as the waves travel axially down the waveguide, the modulation being determined by bilinear first-order differential equations or equivalent nonlinear coordinate transformations. Again, this theory predicted energy conservant nonlinear interactions.
In all of the preceding investigations, the fluctuations occurring in the waveguide were presumed to be governed by a nonlinear wave equation that includes the effect of quadratic nonlinearity originating from the continuum equations but ignores dissipation and requires that the velocity fluctuations be isentropic and irrotational. In effect, these methodologies neglected the presence of the vorticity and entropy modes. As a consequence, the boundary condition applied at the waveguide walls is vanishing normal velocity. This means that the viscous and thermal boundary layer processes are not included in the problem solving philosophy from the beginning. To achieve practical results, however,
Vaidya and Wang 4 and Hamilton and TenCate 5 have ac-
counted for the boundary layer processes by incorporating dissipative terms in the first-order differential equations that model the attenuation presumed to effect the nonlinear modu!ation of the interacting higher-order modes.
An exception to the methodologies adopted in the previously described work is the investigation undertaken by Burns In the present investigation, we will reexamine the problem of finite level sound propagation in a waveguide from a fundamental perspective. This perspective will incorporate the viscous and thermal boundary layer processes directly into the development of the equations that describe the nonlinear interaction of plane waves by including the vorticity and entropy modes in the analysis. Inclusion of the entropy and vorticity modes will require that the boundary conditions at the waveguide wall are vanishing normal and tangential velocity, and continuity of temperature (in this case, we will consider the waveguide wall material to be a much better conductor of heat than the medium inside the waveguide). The new perspective is made possible by a discovery ? in the application of the method of multiple scales to the corresponding problem of the propagation of linear sound in the same waveguide. The main results of the subsequently described work have been presented in a separate document. s
I. PROBLEM DEFINITION AND GOVERNING

EQUATIONS
To analyze finite level sound propagation, we choose the two-dimensional waveguide shown in Fig. 1 . A sound source is specified at x* = 0 (we will use the superscript asterisk to indicate dimensional field variables), and the duct is unbounded as x*--, oo. To simplify further computations, the medium inside the waveguide is assumed to be air, but in principle could be any other fluid. The waveguide walls are assumed to be made of a solid material similar to metal, glass, or some kind of plastic, in order that the shear vibrations of the medium do not cause like vibrations in the boundary material of significant magnitude.
In addition to specifying a sound source at x* = 0 and requiring that the radiation be bounded as x*-• 0o, boundary conditions must also be applied to the fluctuations of the medium at the waveguide walls aty* = 0 andy* = D. In the present investigation, we will require that the following boundary conditions are to be maintained at the waveguide walls:
v,=0, v,*=0, and T*=0, In the subsequent analysis, the set [(6)-(9)] will be analyzed using the perturbation method of multiple scales. In this context, nonlinear terms will be retained only through quadratic order. In general, the dependent variables will be expanded in a sequence similar to 
Ot
In the temperature boundary condition (17), only the leading-order terms in the decomposition (11) have been retained. The higher-order terms do not contribute to the problem solution because of the nature of the perturbation expansion to be described in the subsequent section.
II. PERTURBATION ANALYSIS OF THE FINITE LEVEL FLUCTUATIONS
The boundary value problem will be solved first for plane-wave sources with the perturbation method of multiple scales. ø Solutions for higher-order modes will then be stated. For the higher-order modes, it will be seen that the results will apply even in the case that the frequency is arbitrarily near the cutoff frequency. In both cases, a special expansion of the independent and dependent variables using the acoustic Reynolds number Nasa scale will be used. This expansion was applied successfully to the associated linear problem. ? The expansion used for the perturbation analysis is qSa = 1 qS•, (x,g,y,t) + ½•2 (x,g,y,t) 
III. DISCUSSION OF THE RESULTS
We have seen that the nonlinear modulation of a source spectrum is governed by Eqs. (37) for plane modes and (45) for higher-order modes. In general, these equations are similar in behavior, so the properties of these modulation equations will be discussed from the perspective of the plane modes, with the exception of the behavior of the higher-order modes near the cutoff frequency. The bilinear equations governing the amplitudes of acoustic modes derived in the present investigation are different than those obtained in the past in that they account for viscous and thermal boundary layer processes. As such, the equations ( This computation shows that the distance of the state from the equilibrium at Ai = 0 is always shrinking, and will asymptotically approach this equilibrium as •-, oo. This behavior is as expected, because energy is always physically lost by the sound wave as it travels down the waveguide. In addition to assessing the stability of the equilibrium point at Ai = 0, we can also argue that Ai = 0 is the only equilibrium present in this dynamic model via contradiction. Suppose, for example, that an equilibrium existed at A• %0. which time an anomaly in the waveform is observed.
In an attempt to discover the reason for the lapse in validity of the previous spectral evolution for •> 0.08, we have recorded the spread of energy into higher frequency ranges as the wave travels axially down the waveguide. Shown in Fig. 3 is a measure of the spread of energy into higher frequencies as the integration is carried out with varying number of modes. We observe that for •<0.8, the spread of energy into higher frequency modes is moderate for all cases (and in fact is independent of the number of modes retained in the integration), but as • exceeds 0.08, the spread of energy into high-frequency harmonics rapidly accelerates. This spread into the high-frequency range is prevented by the integration of a truncated set of modes, and presumably leads to the anomaly observed in the waveforms shown in Fig. 2 .
The anomaly observed in the waveform shown in Fig. 2 indicates that the modulation predicted by Eqs. (37) and (45) is invalidated by the spread of energy into higher frequency ranges as the wave travels axially down the waveguide. Although this is an apparent cause and effect observation, we can speculate further among two underlying reasons that are associated with the spread of energy. In effect, the spread of energy into higher frequency ranges is a symptom of more fundamental reasons why the modulation equations have a limited range in validity. These reasons are the existence of frequency-dependent small signal attenuation, and an upper limit on frequency due to the effect of"near resonance" of higher-order modes with plane modes.
The spread of energy into the high-frequency range seems to invalidate an integration of a finite set of plane modes. The authors believe, however, that even if one were able to integrate an infinite set of modes, the modulation predicted by the equations (37) could still suffer from the same problem for a different reason. A clue for this predicted breakdown is given by the correction (38) observed at second order for plane modes. These second-order corrections 400 -
•300
•_200 Use of the modulation equations derived in this paper has limitations in the axial distance to which they can be applied. The limitation is thought to result from the type of perturbation expansion chosen, which does not allow for the encroachment of frequency-dependent attenuation as shock is approached. This limitation then predicates the question of whether a new expansion scale can be chosen that will allow these effects to be included as their magnitude becomes large enough to manifest themselves at first order.
The methodology presented in this paper can be used to determine the nature of the finite level sound field for higher- At this point it is evident that the momentum equation can be split into two parts, each of which controls an independent velocity partition. One of the partitions is the gradient of a scalar potential function, and the other is an incompressible vector function. These velocity partitions can be shown to be mutually exclusive. Any arbitrary vector field can be decomposed into a sum of these partitions, so that the vector field F• can be symbolically decomposed into
where G is the scalar function and H is the vector potential. Although a general decomposition is always possible, the convective acceleration terms v. Vv must be decomposed with spectral methods if a symbolic decomposition of the rotational part of the velocity field is desired. To split the momentum equation into its potential and incompressible parts, the velocity is decomposed according 
