The work described in this paper is undertaken with the purpose of providing a detailed assessment of the current modelling capabilities of the effects of fire suppression systems (e.g., sprinklers) in fire-driven flows. Such assessment will allow identifying key modelling issues and, ultimately, improving the reliability of the numerical tools in fire safety design studies. More specifically, we studied herein the heating and evaporation of a single water droplet. This rather 'simple' configuration represents the first step in a tedious and rigorous verification and validation process, as advocated in the MaCFP (Measurement and Computation of Fire Phenomena) working group (see https://iafss.org/macfp/). Such a process starts ideally with single-physics 'unit tests' and then more elaborate benchmark cases and sub-systems, before addressing 'real-life' application tests. In this paper, we are considering the recently published comprehensive and well-documented experimental data of Volkov and Strizhak (Applied Thermal Engineering, 2017) where a single suspended water droplet of initial diameter between 2.6 and 3.4 mm is heated up by a convective hot air flow with a velocity between 3 and 4.5 m/ s and a temperature between 100 and 800°C. In the present numerical study, 36 experimental tests have been simulated with the Fire Dynamics Simulator (FDS 6.7.0) as well as with an in-house code. The results show that the droplet lifetime is overpredicted with an overall deviation between 26 and 31%. The deviation in the range 300-800°C is even better, i.e., 5-8%, whilst the cases of 200 and, more so 100°C, showed much stronger deviations. The measured droplet saturation temperatures did not exceed 70°C, even for high air temperatures of around 800°C, whereas the predicted values approached 100°C. A detailed analysis shows that the standard Ranz & Marshall modelling of the non-dimensional Nusselt and Sherwood numbers may not be appropriate in order to obtain a simultaneous good agreement for both the droplet lifetime and temperature. More specifically, the heat-mass transfer analogy (i.e., Nu = Sh) appears to be not always valid.
Introduction
An accurate water heating and evaporation model is essential for the assessment of the effectiveness of active fire protection measures that are based on, for example, Early Fire Suppression Response (EFSR) sprinklers or water mist. In most of the Computational Fluid Dynamics (CFD) codes, droplet evaporation modelling is based on the so-called 'film theory' [1] . The film is a very thin layer at the interface between the liquid and the surrounding environment where heat and mass exchange as well as phase transformation occur. The thickness of the film is generally significantly (sometimes orders of magnitude) smaller than typical cell sizes used in fire dynamics (or combustion) simulations, except if Direct Numerical Simulations (DNS) are carried out, which could not be afforded for practical fire scenarios. Consequently, several correlations have been developed in the literature to estimate the convective heat and mass transfer film coefficients around droplets. These correlations are based on single suspended water droplet experiments where the droplet is subjected to a convective air flow (natural or forced) with a fixed velocity and temperature. The most widely used correlations date back to the early work of Ranz and Marshall for a forced convection flow [2] where the evaporation of water droplets in air is examined for a room temperature up to 220°C, a droplet diameter between 0.6 and 1.1 mm and a droplet Reynolds number, Re d , between 2 and 200. Thanks to the significant advances in measuring technologies that could be used to characterize in detail the heating and evaporation process of a water droplet, more accurate data is available for model validation. For example, very recently, Volkov and Strizhak [3] published a very interesting set of data for the heating and evaporation of a water droplet with an initial diameter between 2.6 and 3.4 mm in a hot environment with free stream temperatures https://doi.org/10.1016/j.firesaf.2019.04.012 Received 18 December 2018;  Received in revised form 15 April 2019; Accepted 18 April 2019 between 100 and 800°C and velocities between 3 and 4.5 m/s. The first objective of this paper is to rely on this dataset to assess the capabilities of a CFD code widely used in the fire safety community, namely the Fire Dynamics Simulator (FDS 6.7.0), in the modelling of the heat up and evaporation process of single suspended water droplets [5] [6] [7] . The second objective of the paper is to develop an in-house code that allows to focus on the heat and mass transfer aspects of the problem (the momentum equation is not solved) and more particularly, study the influence of the correlations used for the Sherwood (Sh) and the Nusselt (Nu) numbers.
Numerical modelling

The fire dynamics simulator
A detailed description of the mathematical modelling for droplet evaporation in FDS 6.7.0 is provided in Refs. [4] [5] [6] . Only the main equations for the case at hand are recalled herein for the sake of clarity.
Mass transfer
The mass transfer between the gas and a single liquid droplet, assumed to be spherical (in the absence of interaction with solid boundaries), is described in Refs. [5, 6] by the following set of equations:
where m d and A d are respectively the mass and area of the droplet, h m is a mass transfer coefficient, ρ g and V are respectively the gas phase density and volume (i.e., volume of the cell in a CFD calculation), t is the time and Y g and Y are respectively the local gas phase and the liquid equilibrium vapor mass fractions.
Note that the evaporation model displayed in Eq. (1) is a simplified model that does not take into account Stefan's flux. The influence of this aspect will be studied using the in-house code.
The liquid equilibrium vapor mass fraction, Y , is related to its molar fraction counterpart, X , through:
where MW g and MW are the molecular weights of respectively the surrounding air and the liquid vapor. The liquid equilibrium vapor molar fraction is obtained from the Clausius-Clapeyron equation:
where L v is the latent heat of vaporization of the liquid, R is the universal gas constant, T d,s is the droplet surface temperature and T b is the boiling temperature of the liquid at standard atmospheric pressure.
Heat transfer
The heat transfer between the gas and a single spherical liquid droplet (in the absence of interaction with solid boundaries) is described in Refs. [5, 6] by the following set of equations:
where m g is the mass of the gas phase (within a CFD cell), c p and c g are the specific heats of respectively the liquid and the gas, T d and T g are the temperatures of respectively the droplet (assumed to be isothermal, i.e., T d = T d,s ) and the surrounding gas, h is the convective heat transfer coefficient, q r is a radiative source term and h is the liquid specific enthalpy. The radiative source term, q r , in Eq. (5) is computed as [6] :
where d is the total density of droplets in the CFD cell, d is the absorption coefficient of a droplet, U is the total intensity integrated over the unit sphere and I b d , is the emission term of a droplet. The variable x denotes the position vector. More details are provided in Ref. [6] .
Heat and mass transfer correlations
The mass transfer coefficient, h m , is calculated as:
where D g is the binary diffusion of water vapor in the surrounding gas (i.e., air), d d is the droplet diameter and Sh is the Sherwood number. Equation (1), for a spherical droplet, becomes:
The Sherwood number, Sh, is modeled in FDS using a correlation for a forced flow around a spherical particle, namely the Ranz & Marshall (R&M) correlation [2] which reads:
where K 1 is a constant that takes the value of 0.6, Re d is the droplet Reynolds number and Sc is the Schmidt number (taken as 0.6 in FDS). The droplet Reynolds number, Re d , is calculated as:
where u d and u g are respectively the droplet and gas velocity vectors, ρ is the gas density, and µ Film is the dynamic viscosity of air at the film temperature (which is calculated using the one-third rule, see Refs. [5, 6] ).
The convective heat transfer coefficient, h, is calculated as:
where k is the thermal conductivity of the surrounding gas and Nu is the Nusselt number which, according to the R&M correlation for a forced flow around a spherical particle, is expressed as:
where K 2 is a constant that takes the value of 0.6 and Pr is the Prandtl number (taken as 0.7 in FDS).
Solution procedure
Equations (1) and (5) , which are coupled to the equations for the gas temperature and the rate of change of vapor mass in the gas, are solved semi-implicitly over the course of a gas phase time step [6] .
In-house code
The main reason behind the development of an in-house code is not to propose a modelling approach that is fundamentally different from the Fire Dynamics Simulator (or any other CFD code). It is rather to use it as a support tool where the complexity level is reduced to its minimum. For example, for the case at hand, there is no need to build a gas phase mesh in the in-house code because the gas phase properties could be assumed to be constant (as described in the experiments). This allows to by-pass numerical complexities related to the two-way coupling (an example of which is provided later in the paper) and focus on the heat and mass transfer problem. Furthermore, the in-house code will be used as a research tool that will incorporate gradually more and more physics (for example by adding the momentum equation for the droplets and then considering the interaction between several droplets) using the stepwise approach advocated in the MaCFP (Measurement and Computation of Fire Phenomena) working group (see https://iafss.org/macfp/).
In this section the governing equations for mass and heat transfer are described along with the solution procedure that is used in the development of the in-house code.
Mass transfer
The evaporation rate of a spherical liquid droplet is expressed according to the Stefan-Fuchs model [2] as:
where Le is the Lewis number (taken as Le = 1), k Film is the mass weighted thermal conductivity of the mixture of water vapor and air at the film temperature and c p,Film is the specific heat capacity of water vapor at constant pressure and film temperature. Details about the calculations of the thermal properties k Film and c p,Film are provided in appendices 1 and 2.
There are two main differences between Eq. (14) and Eq. (1). The first one lies in the thermodynamic properties that are used and which are related according to:
The main reason for using the thermal diffusion parameters in Eq. (14) instead of the mass diffusion parameters (as in Eq. (1)) is to derive a 'temperature relaxation time inside the droplet', which yields a simplified form of the energy equation (see Eqs. (19) and (20) ).
The second difference between Eq. (14) and Eq. (1) lies in the use of the logarithmic term where the Spalding mass transfer number:
indicates that Stefan's flux (which accounts for the advection of water vapor from the droplet surface) is considered in the mass transfer model, in addition to the 'dominant' diffusion term.
Heat transfer
Based on the assumption of uniform temperature, T d , across the droplet diameter, the energy conservation equation for the spherical liquid droplet reads:
The rate, q r , at which heat is transferred to the droplet by radiation is estimated using the following equation (see for example [8, 9] ):
where is the Stefan-Boltzmann constant and is the liquid emissivity (taken as = 0.95). Note that a view factor of 0.5 has been considered in Eq. (18) in Ref. [10] but not in the calculations undertaken in the present paper. The radiation model displayed in Eq. (18) should be considered as an upper bound for the radiative heating of a droplet, yielding to an overestimation of the radiative source term, especially because the actual radiative temperature is lower than the gas temperature. It is clearly a very 'simplistic' model because 'water droplets attenuate radiation by absorption and scattering [and] the relative importance of these mechanisms depends on the droplet size and the wavelength of the radiation' [11] . Furthermore, 'the optical properties of the droplets are generally calculated using the Mie theory' [11] . Given these limitations, the influence of Eq. (18) will be assessed against the more sophisticated FDS sub-model described in Eq. (7) . Furthermore, there is clearly more work to be undertaken regarding the radiative heating of droplets.
Introducing Eqs. ((12), (14) , (16) and (18) into Eq. (17) gives:
is a convective heating time (that is similar to the 'temperature relaxation time inside the droplet' derived in Ref. [12] and where the product k Film Nu is replaced by an effective liquid thermal conductivity, k eff , ). The parameters α 1 and α 2 are expressed as:
Heat and mass transfer correlations
Expressions (10) and (13) (which are implemented in FDS as well as in the in-house code) are the most widely used functional forms of Nu and Sh in the modelling of heat and mass transfer around water droplets. However, depending on the experimental set-up and conditions, several values of the constants K 1 and K 2 have been reported in the literature (e.g. Refs. [8, 13, 14] ). Alternatively, correction factors have been proposed in order to take into account the 'blowing effect' on heat and mass transfer around the droplet. In this paper we will make a sensitivity analysis on K 1 and K 2. The theoretical values of Nu = 2 and Sh = 2 in the limit Re d 0, which correspond to heat transfer by conduction from a spherical surface to a stationary infinite medium around the surface [15] , will not be modified in order to remain consistent with the theory.
Solution procedure
Similarly to Ref. [5] , the heat transfer equation, i.e., Eq. (19), in combination with Eq. (14) for mass transfer, is discretized in time using a Crank-Nicolson scheme, along with a linearization of the radiation and natural logarithm terms using Taylor series. Note that the linearization of the radiative term becomes inaccurate as the temperature difference increases. Details of the solution procedure are provided in Appendix 3.
Experimental setup and computational tests
Experimental setup and measurements
The experimental dataset relied upon herein for validation purposes has been obtained by Volkov and Strizhak [3] . The experimental configuration consists of a single water droplet (with an initial diameter, d d,0 , between 2.67 and 3.37 mm) suspended in the middle of a hollow and transparent silica-glass cylinder of 0.1 m inner diameter. A hot air blower positioned below the cylinder blows hot air upwards with temperatures, T a , between 100 and 800°C and velocities, U a , between 3 and 4.5 m/s. The air temperatures are measured with a fast chromelalumel (type K) thermocouple with an accuracy of ± 1°C and a thermal lag of 0.1 s. The air velocity is controlled with the PIV technique with systematic errors that did not exceed 3% [4] . The random errors in the air velocity have not been reported explicitly. Nevertheless the overall error displayed in Ref. [4] did not exceed 0.15 m/s (i.e., less than 5%).
The time evolution of the droplet diameter is monitored until its complete evaporation (i.e., over the full droplet lifetime, t d ) by analyzing CCD images of the droplet during the heating process. This allowed providing estimates of the time evolution of droplet evaporation rates per unit area calculated as:
where tis the time interval over which the droplet diameter is monitored. The analysis of the experimental findings shows a satisfactory repeatability of the calculated evaporation rates. The disagreement of mean evaporation rate values for identical heating conditions does not exceed 10% [3] . An example of transient droplet evaporation rate profiles is given in Fig. 1a for two cases. The time evolution of the droplet diameter is not provided in Ref. [3] but can be 'easily' recovered (see Fig. 1b ) by using Eq. (23). Unfortunately, the transient evaporation profiles (such as in Fig. 1a ) are available in Ref. [3] for only a selection of the test cases. Therefore, the assessment of the modelling is limited in this respect. However, the time-averaged evaporation rate, m" d , over the droplet lifetime, t d , is available for all the cases. The relation between the two variables is expressed as:
The reported values of t d for all the test conditions are displayed in Table 1 .
It is stated in Ref. [3] that the material of the holder by which the water droplet is suspended does have an influence on the conditions of heating and thus t d . In Ref. [3] , the water droplet is held by a hollow metal rod. Nevertheless, two other types of material have been tested with a higher and a lower thermal conductivity. The hollow metal rod provided the medium droplet lifetime. The difference in the droplet lifetimes did not exceed 15%.
The time history of the droplet temperature field is obtained using the PLIF (Planar Laser-Induced Fluorescence) technique with an error that does not exceed 1°C. Fig. 2 shows the time-evolution of the temperature on the surface and inside the droplet at 400 and 800°C for d d,0 = 3.06 mm and U a = 3 m/s. Temperature measurements at intermediate positions between the droplet surface and centerline are also available in Ref. [3] . At the moment of droplet placement on the symmetry axis of the glass cylinder, there exists already a temperature difference between the surface and the inside of the droplet (as shown in Fig. 2 at t = 0 s), because the hot air flow is generated before the droplet placement. The time movement of the drop from the edge of the cylinder to its center is about 1.25s. Over this time period, the evaporation at air temperatures below 400°C can be neglected. However, for higher temperatures the evaporation process induces uncertainties in the initial droplet radius that could reach 7.5%. Based on the available information regarding the uncertainties in the measurements, we have set the total expanded uncertainty in the droplet lifetimes to 7.5%.
Furthermore, it is interesting to note that the measured droplet temperatures, even at high ambient temperatures (e.g., T a = 800°C), remain significantly below the boiling temperature of water, i.e.,
From a modelling perspective, since a uniform droplet temperature is assumed, a 'rough' estimate of the average initial temperature field (between 25 and 40°C) is taken, based on the information provided in Ref. [3] . For the cases where such information is not available in Ref. [3] , a default value of 30°C is taken. The effect of the prescribed initial droplet temperature is quite marginal on the predicted droplet lifetimes and saturation temperatures. The estimated values of the droplet saturation temperature, T d,sat , for all the test conditions are displayed in Table 1 .
Computational tests
The fire dynamics simulator
The setup of the computational tests described in Table 1 is similar to the verification 1 test case water_evaporation_5 2 described in Ref. [5] where stratification and noise (in the flow field) are turned off and the ambient pressure and temperature are fixed. For the case at hand, p amb = 101325 Pa and T a is fixed based on the values displayed in Table 1 . Note also that the default radiation settings are turned off in the test case water_evaporation_5, whereas the influence of radiation modelling is examined herein.
An additional aspect that has been considered for the tests carried out herein and not for the test case water_evaporation_5 is the setup of a uniform velocity field using specific options available in FDS and which allows 'forcing' the gas velocity field within the computational domain and 'freezing' that field throughout the calculation [7] (see Fig. 3 ). In other words, the flow field is not solved but imposed.
Furthermore, the effect of turbulent fluctuations (by setting a velocity 'noise' of up to 20%) is examined in this paper. Besides, a sensitivity analysis is carried out on the humidity because the latter has not been specified in the experimental paper. Finally, the effects of the number of cells and the cell size are examined in this paper. The dimensions of the computational domain are set fixed to 0.1 × 0.1 × 0.1 m 3 . Table 2 1 It is important to note that the simulations carried out in this paper should be considered as validation (or, more precisely, assessment) tests rather than verification tests because they allow examining the capabilities and limitations in the modelling of physical phenomena, namely heating and evaporation of water droplets. 2 
In-house code
The full set of experimental test cases displayed in Table 1 is simulated with the in-house code. Moreover, the effect of taking or not Stefan's flux into account will be examined for a specific test case. Finally, additional simulations will be carried out to examine the sensitivity of the results to several values of K 1 and K 2 and the dependence of the 'optimum' values of the latter to the surrounding gas temperature.
Results
Standard Ranz and Marshall (R&M) model
Preliminary FDS simulations
Generally speaking, a mesh sensitivity analysis in gas phase simulations leads to convergence of the results when the cell size is sufficiently fine. However, the results displayed in Fig. 4c show that the more refined the grid is, the longer the droplet lifetime. This rather 'counter-intuitive' behaviour, which is also encountered in the simulation of sprays using Lagrangian particles, is well explained in Refs. [16, 17] . In Ref. [16] , three sources of error have been identified: (1) the statistical estimation error, (2) the bias error and (3) the discretization error. The first two errors stem from the reduced number of computational particles in comparison to the actual number of particles in a spray and are thus not related to the case at hand, i.e., a single droplet. Therefore, the 'errors' displayed in Fig. 4c are identified as discretization errors that are, according to Ref. [16] , inversely proportional to the cell size:
where c is a constant and p is an exponent that depends on the order of convergence of the numerical scheme. Fig. 4a and b shows that when refining the mesh from 3 × 3 × 3 cells (where the cell size is about 10 droplet diameters) to 32 × 32 × 32 cells, the cell size becomes of the same order of magnitude as the droplet diameter, which induces the discretization errors mentioned above. In order to 'verify' expression (25), we plotted the error in the droplet lifetime (in Fig. 4c ) as a function of the cell size, using a power law. We took the result of the coarsest mesh as reference, i.e., ε = 0. Fig. 5 shows that for the case at hand p = 2 and c = 1 mm 2 .
Based on the results discussed above, the remaining simulations will be conducted using the coarsest mesh, i.e., 3 × 3 × 3 cells. Note that this problem does not exist in the in-house code because it is one way coupling and not two-way coupling (as in the CFD simulations).
The results displayed in Table 2 show that, for the case at hand (i.e., T a = 400°C, U a = 3 m/s and d d,0 = 3.06 mm), turning off the radiation increases the droplet lifetime by 22.5% and reduces the droplet saturation temperature by about 5°C, highlighting thus the need to take into account thermal radiation effects, especially at high ambient temperatures. The effect of the velocity noise on the results is much less pronounced. A 20% noise in the velocity field reduced the droplet lifetime by less than 2% and the droplet saturation temperature remained the same. Finally, increasing the humidity rate from 0% to 40% (resp. 100%) resulted in an increase of the droplet lifetime by about 11% (resp. 22%) and an increase of the droplet saturation temperature by about 20°C (resp. 26°C). Unfortunately, given that there are no measurements of the humidity rate in the experiments, in the remainder of the simulations dry air conditions are considered.
Preliminary in-house code simulations
The main preliminary simulations undertaken with the in-house code were devoted to the analysis of the effect of Stefan's flux modelling on the heating up and evaporation of a single-suspended water droplet.
We recall here that the evaporation model used in FDS does not take into account Stefan's flux and thus, the evaporation rate is proportional to the difference in water vapor mass fraction, see Eq. (1). Taking into account Stefan's flux leads to the logarithmic expression in Eq. (14) . Both expressions have been implemented in the in-house code and tested for the case where T a = 400°C, U a = 3 m/s and d d,0 = 3.06 mm. The results displayed in Fig. 6 show that the influence of Stefan's flux is quite small on both the droplet lifetime and saturation temperature. A similar conclusion is obtained for the full range of ambient temperatures. Note that at the end of the droplet lifetime (i.e., the droplet has completely evaporated) the temperature is set to its initial value. Fig. 7 shows a comparison between the measured droplet lifetimes and the droplet lifetimes predicted with both FDS and the in-house code. Both sets of numerical predictions show the same trend. The differences could be attributed to, for example, differences in the calculation of the thermodynamic properties, as well as the fact that FDS considers a two-way coupling between the gas phase and the liquid phase, whereas only one-way coupling is considered in the in-house code. Based on the methodology proposed in Ref. [18] for the quantification of the predictive uncertainty of complex models, the overall FDS (resp. in-house code) model uncertainty over the full range of T a [100-800°C] is about 31% (resp. 26%) with a bias factor of about 1.69 (resp. 1.25). Furthermore, one can clearly visualize in Fig. 7 that the agreement is even better if the results for the low air temperatures are discarded. This is quantified in Table 3 which indicates that the FDS (resp. in-house code) model uncertainty reduces to 16% (resp. 14%) for the range [200-800°C] and 8% (resp. 5%) for the range [300-800°C] (see Table 3 ). For the cases of T a = 200°C, and even more so for T a = 100°C, the droplet lifetimes are significantly overestimated, indicating an underestimation of the mass transfer process. This aspect has been discussed in Ref. [8] where an alternative to the Ranz & Marshall expression has been proposed, based on single droplet drying experiments over an air temperature range of 23-200°C and with Re d from 30 to 100. The expression proposed in Ref. [8] for heat transfer reads: = + Nu 6.4 0.8 Re Pr
Main simulations
The significantly higher value of 6.4 for the natural convection regime (and obtained after extrapolation), in comparison to the theoretical value of 2, is attributed in Ref. [8] to (1) a thermal gradient within the medium surrounding the droplet, induced by molecular diffusion, and (2) localized convection currents that increase heat and mass transfer. Implementing Eq. (26) (and using the same expression for Sh) for the case where T a = 100°C, U a = 3 m/s and d d,0 = 3.06 mm yielded a decrease in the relative deviation with the experimental measurement of the droplet lifetime from 148% to 44%. For the case where T a = 200°C, the relative deviation becomes −22% (instead of 36% with the R&M model). The negative sign indicates that, with Eq. (26), the evaporation rate is overestimated (equivalent to an underestimated droplet lifetime). Equation (26) is therefore not 'appropriate' for high ambient air temperature.
Regarding the droplet saturation temperature, there is, unfortunately, not enough data reported in Ref. [3] to undertake a statistical analysis similar to the droplet lifetimes, using the methodology developed in Ref. [18] . However, the results reported in Fig. 8 clearly show that the predicted saturation temperatures are generally higher than the measured values. This is particularly the case when the air temperature is high, as shown in Fig. 9b , where the measured droplet saturation temperatures did not exceed 60°C whereas the predicted values approached 100°C. This demonstrates the need to undertake a detailed analysis on the coupled processes of heat and mass transfer around the droplets in order to achieve good agreement for the droplet lifetime and saturation temperature simultaneously. Furthermore, the present results may imply that the problems of potential numerical instability and super-saturation that have been addressed in Ref. [5] can be due (in some cases and to some extent) to the physical model of heat transfer around the droplet, and which makes the droplet reach a 'too high' saturation temperature.
Modified Ranz and Marshall (R&M) model
In this paper, instead of examining the myriad of correlations proposed in the literature (see e.g. Ref. [13] ), we have chosen to perform a sensitivity analysis on K 1 and K 2 (an alternative could have been an inverse modelling procedure) and remain consistent with the theoretical requirement of Nu = 2 and Sh = 2 at Re d = 0. The purpose is not to propose a new correlation, but rather discuss the significance of the values in Table 4 that have been found to give a very good agreement for both the droplet lifetime and saturation temperature. It is important to note that the sensitivity analysis is focused on K 1 and K 2 because preliminary simulations (not discussed here) showed that the choice of the set of thermophysical properties or the mixing rules does not explain the substantial deviations reported above.
The results (for the modified R&M simulations) displayed in Fig. 10a show a good agreement with the experimental data for the droplet lifetimes, including cases with air temperatures of 100 and 200°C. The overall model uncertainty, in this regard, has been reduced from 30% in the standard R&M model to 7% in the modified model. Furthermore, Fig. 10b shows a good agreement for the droplet saturation temperatures. Displaying these improved results is, per se, not the main goal of the paper. What is more interesting to discuss is the selection procedure of the coefficients K 1 and K 2 .
For T a = 100°C, the high value of K 1 = 1.8 in comparison to the standard value of 0.6 can be easily explained by the need to increase mass transfer in order to reduce the overpredicted droplet lifetimes with the standard R&M model. However, for the same case, the need to substantially increase K 2 to 1.8 is not obvious. In fact, when only K 1 (and thus Sh) is increased, the coefficient α 2 (see Eq. (22)) increases and leads to a significantly slower temperature rise due to evaporation-induced cooling (see Eq. (19) ). The reduced droplet temperature results in a reduced concentration of water vapor at the droplet surface (by virtue of the Clausius-Clapeyron equation, Eq. (4)) and thus, a reduced driving force for evaporation. Consequently, the droplet lifetimes remain overestimated. Therefore, in the case of T a = 100°C, in order to keep the influence of an increased K 1 , the value of K 2 had to be increased simultaneously, maintaining the evaporation-induced cooling (see Eq.
(19)) to the same level as for the case Sh = Nu. For the other end of air temperature range, i.e., T a between 700 and 790°C, there is a different dynamics in the heat and mass transfer coupling. Based on the initial results with the standard R&M model, one would think that since the droplet lifetimes are well predicted and the droplet saturation temperatures are not, only the Nusselt number, and thus K 2 , should be reduced and K 1 could be kept equal to 0.6. This 'optimization' strategy was not fruitful because a reduction in Nu yielded a strong reduction in the droplet temperature (see Eqs. (19), (20) and (22)) and thus, the droplet evaporation rate (the droplet lifetimes were then overestimated). However, by setting K 2 = 0.6 and increasing the value of K 1 to 4.0, the evaporation-induced cooling was increased so that the droplet saturation temperatures are reduced to values that are closer to the experimental estimates. An increase of K 1 to 4.0 did not deteriorate the good predictions of the droplet lifetimes with the standard R&M model because at high ambient temperatures the droplet Reynolds numbers are reduced (due to the reduced gas density) and hence the influence of K 1 on the Sh is reduced. Consequently, the evaporation rates do not change substantially. The choice of the K 1 and K 2 values for the intermediate air temperatures between 100 and 790°C was based on a tradeoff between the two selection strategies explained above (for the two bounds of the air temperature range).
Conclusions
In this paper we assessed the capabilities of the Fire Dynamics Simulator (FDS 6.7.0) in the modelling of the heat up and evaporation of a water droplets based on the experiments carried out by Volkov and Strizhak (Applied Thermal Engineering, 2017). In these experiments, a single suspended water droplet of a diameter between 2.6 and 3.4 mm is heated up by a convective hot air flow with a velocity between 3 and 4.5 m/s and a temperature between 100 and 800°C. The results, based on the simulation of 36 tests, show that the droplet lifetime is predicted with an overall deviation of 31%. The accuracy in the range 300-800°C is even better, i.e., 8%, whilst the cases of 200 and, more so 100°C, showed much stronger deviations that indicate an underestimation in the mass transfer rate for these moderate temperatures. Furthermore, the measured droplet saturation temperatures did not exceed 70°C, even for high air temperatures of around 800°C, whereas the predicted values approached 100°C. A code developed in-house showed very similar results to FDS 6.7.0. Using this in-house code, a detailed sensitivity analysis has been carried out on the constant K 1 , respectively K 2 , prescribed in the sub-model for the Sherwood, respectively the Nusselt, number. The latter analysis shows that K 1 and K 2 should be only equated for T a = 100°C but with a higher value of 1.8. For higher air temperatures, a high value of K 1 promotes evaporation-induced cooling (and thus, reduced droplet saturation temperatures) without significantly affecting evaporation rates (and thus, the droplet lifetimes). In the light of the present results, the 'classical' Ranz-Marshall approach with K 1 = K 2 = 0.6 is clearly not optimal. A more thorough analysis, considering for instance the thermal gradient within the droplet (including the effect of internal convection via an effective conductivity) is underway. Additional experimental data (based for instance on less intrusive techniques) are also required in order to consolidate the present results.
where T g is the gas temperature in the surroundings of the liquid surface. The dynamic viscosity of the film is calculated as:
Film is the dynamic viscosity of the water vapor at the film temperature and µ g is the dynamic viscosity of the dry air at the film temperature.
The thermal conductivity of the film is calculated as: where T is in degrees Celsius and the coefficients α i are provided in Tables T2. 
Properties of water vapor
The temperature-dependent specific heat capacity of water vapor is calculated using a fourth-order polynomial [20] : 0  1  2  2  3  3  4  4  1   (A2.2) where T is the temperature in Kelvin, R is the ideal gas constant, MW w is the molecular weight of water and the values for the coefficients α i are as follows: α 0 = 2.67703787, α 1 = 2.97318329E-3, α 2 = −7.73769690E-7, α 3 = 9.44336689E-11, α 4 = −4.26900959E-15. The temperature-dependent thermal conductivity (in kW.m −1 .K −1 ) and dynamic viscosity (in kg.m −2 .s −1 ) of water vapor are calculated according to the following equation [20] :
where is either k v or μ v , T is the temperature in K and the coefficients α i are provided in Table T1 . Table T1 Coefficients in Eq. (A2.3) for the thermal conductivity and dynamic viscosity of water vapor [20] . 
