We consider models defined by a set of moment restrictions that may be subject to weak identification. More specifically, we study the asymptotic properties of the standard GMM estimator and the Hansen J-test when additional moment restrictions that are weaker than the original ones are available. We show that the consistency of the GMM estimator is not affected by such restrictions even when they are invalid.
Introduction
The weakness of instruments is generally seen as a problem the econometrician has "to cope with" (see e.g. Murray (2006) ). We argue in this paper that in some circumstances, weakness of instruments may instead be an advantage. Roughly speaking, their weakness may allow the econometrician to use them as relevant additional information whose use is riskless, precisely because they have not much impact on identification.
To see this, it may be useful to relate the weak instruments set up to a seemingly unrelated strand of literature, namely estimation of volatility of financial asset returns from high frequency data. It has been well-known since Merton (1980) that the use of infill asymptotics (asymptotic theory when the time interval between observations goes to zero, while the total time span is invariant) is useless regarding the estimation of the drift of a diffusion process. However, it has been also known since Barndorff-Nielsen and Shephard (2002) that realized variance computed from high frequency data allows one to perform inference on the diffusion term without paying attention to the drift term. Lack of identification becomes an advantage: since the instantaneous expectation is not consistently estimated by infill asymptotics, its presence can be overlooked when estimating volatility. Li et al. (2014) go even further. They consider a context where instantaneous returns are skewed due to endogenous sampling times. Then returns can be used as control variables to reduce the variance of the volatility estimator without taking care of the possible bias term due to a non-zero drift.
Similar ideas are put forward in this paper in the more general context of weak instruments.
While it is well-known that, as put by Murray (2006) "adding valid instruments can reduce the variance of the two-stage least squares estimator, which makes adding such instruments appealing", we argue that instruments weakness makes it even safer to add them. Even if they are not valid, the simple fact that they are weaker than some valid instruments (sufficient to identify the true unknown value of the parameters) makes them innocuous in terms of probability limit of the estimators. In terms of asymptotic distribution, a local bias may be accommodated, leading to a bias-variance tradeoff. The key point is that additional moment conditions, even provided by weak instruments, may still be relevant in the sense of Breusch, Qian, Schmidt, and Wyhowski (1999) . Although, by definition, weaker instruments do not directly bring additional information about unknown parameters, they may be useful control variables to reduce the asymptotic variance of the GMM estimators of parameters of interest. They just need to be correlated with the initial set of moment conditions. This variance reduction may be of the same order of magnitude as the one provided by additional strong and relevant instruments. This opportunity seems to have been often overlooked in the literature, in particular because, as stressed by Murray (2006) , "adding valid instruments can have a down-side: adding instruments (...) can increase the finite-sample bias". It must be acknowledged that our point of view is purely asymptotic, even though we provide some reassuring Monte-Carlo evidence.
As far as numerical evidence is concerned, we actually set the focus on implications of the above remarks for the performance of overidentification tests. We consider the global J-test of overidentification that involves all the moment conditions together, some strong ones that are sufficient for identification and some weaker ones. In particular, we have in mind cases where the strong instruments actually identify a pseudo-true value, different from the true value, because they are not valid. Our theoretical characterization of the J-test reveals that the overidentification test clearly checks whether the weakest moment conditions are consistent (or compatible) with the strongest ones. Therefore, it is not necessary to resort to procedures such as Eichenbaum, Hansen and Singleton (1988) , or Hausman (1978) to have good power properties. It is actually a case where the heterogeneity in the quality of the instruments is an asset for powerful testing of strong instruments' validity. Our simulation results confirm that the issue with the J-test is not its power but rather its size. We also show that the power of the J-test increases with the degree of weakness. The intuition is as follows. When the weakness of the set of additional restrictions increases, less and less weight is given to the set of additional restrictions for estimation purposes. As a result, the identified space (or space used for estimation purposes) is more and more the space identified by the first (strong) set of restrictions, while the suridentified space (or space used for testing purposes) is more and more the space defined by the set of additional (weaker) restrictions.
Other test procedures have been proposed in the literature to detect invalid instruments in linear settings. Hahn, Ham and Moon (2011) proposed a version of the Hausman test that is valid in the presence of weak instruments and heteroskedasticity. The standard J-test compares favorably to it. Our simulations show that, overall, the J-test is more powerful, especially with small sample sizes and very weak instruments.
The paper is organized as follows. In section 2, we discuss the properties of global identification and we show that, when additional moment restrictions that are weaker than the original ones are available, the consistency of GMM estimators is not affected, even when such restrictions are invalid. In section 3, we discuss the properties of local identification and show how they relate to global identification. In section 4, we show that these additional (weaker) restrictions can be informative. As far as variance reduction for GMM estimators is concerned, there is no reason to be sure that additional weak instruments are less relevant than additional strong instruments. In section 5, we study the (standard) J-test of overidentification to detect spurious regression. We provide a theoretical characterization of the J-test. For our Monte-Carlo analysis, we consider the linear IV regression model and a (persistent) AR(1) model calibrated to interest rate data. The latter example precisely shows that weak identification of the drift of a diffusion process by high frequency data is germane to a weak instrument problem. Some concluding remarks are provided in section 6.
The following notation is used throughout the paper. The symbols " p →" and d →" denote convergence in probability and in distribution, while "Plim" denotes the probability limit of a random expression. o p (1) denotes a random variable that converges to 0 in probability, whereas O p (1) denotes a random variable that is bounded in probability. For any (k, p)-matrix M, "M ′ " denotes the transpose matrix of M, and M ≡ max{ √ λ , λ is an eigenvalue of M ′ M }. I q denotes the identity matrix of size q. χ 2 (k) denotes the central chi-square random variable with k degrees of freedom.
Global identification
We consider the true unknown value θ 0 of the parameter θ ∈ Θ ⊂ R p defined as the solution of the moment conditions,
We are interested in studying asymptotic properties of GMM estimators when K 2 additional moment restrictions (or instruments) are available. More specifically, the original set of moment restrictions φ 1,t (.) is augmented with the additional restrictions φ 2,t (.) to create the joint set of
The sample counterparts of the joint set of restrictions are given by the vector
Throughout the paper, we assume that the original restrictions φ 1,t (.) identify θ 0 which may either be the true value of θ (valid restrictions), or a pseudo-true value of θ (invalid restrictions). We also assume that the additional restrictions φ 2,t (.) are always weaker than the original ones.
Assumption 1. (Global identification)
(i) There exists a continuous deterministic vectorial function d of size K and a sequence of deterministic nonsingular diagonal matrices Λ T of size K such that the empirical process
for θ ∈ Θ weakly converges for the sup-norm on Θ toward a gaussian process on Θ with mean zero and covariance S(θ) with
(ii) θ 0 is a well-separated zero of the vectorial function d 1 , that is
.
Comments:
Condition (i) is a standard functional CLT. Matrices Λ 1T and Λ 2T characterize the degree of global identification weakness of each group of restrictions. The faster the sequence of matrices Λ T diverges to infinity, the lesser θ is identified. It is actually strongly identified when Λ T can be taken as the identity matrix. The original restrictions cannot be genuinely
, while the additional restrictions may be weak (when
In the next section, we explain how the degree of global identification weakness relates to the local identification strength characterized by the Jacobian of the moment restrictions.
Condition (ii) is an identification assumption that ensures that the first group of restrictions φ 1t (.) is sufficient to identify the parameter θ. It is worth pointing out that the additional restrictions may be misspecified (since we do not assume d 2 (θ 0 ) = 0).
Condition (iii) requires the additional restrictions to be strictly weaker than the original ones. Note that we always have:
and thus, (iii) implies in particular:
Properties (iii) and (2.2) are actually equivalent in the common case where the matrix Λ 2T is proportional to the identity matrix, as in the weak identification case (when
In the latter case, (iii) is also implied by condition (i).
More generally, condition (iii) aims at ensuring that additional restrictions are sufficiently weak (with respect to identifying conditions (2.1)) to have no impact on the probability limit of the GMM estimator. It says that, asymptotically, the largest diagonal coefficient of Λ 1T is negligible in front of the smallest diagonal coefficient of Λ 2T . As shown in theorem 1 below, additional moment restrictions that are weaker, in this sense, than the initial ones do no affect the consistency of GMM estimators even when they are misspecified.
The next theorem shows that, under regularity assumption 1, the additional moment restrictions that are weaker than the original ones do not affect the consistency of GMM estimators even when they are invalid. In other words, the probability limit of the augmented GMM estimator is the same as the one obtained without the additional restrictions.
Consider the GMM-estimatorsθ
T andθ T associated with the initial set of restrictions, φ 1,t , and the joint set of restrictions, φ t , respectively,
where Ω T and Ω 1T are two sequences of symmetric positive definite random matrices of sizes K and K 1 converging towards positive definite matrices Ω and Ω 1 , respectively.
Under assumption 1,
Therefore, as long as the additional restrictions are weaker, the fact that they may be biased (E [φ 2,t (θ 0 )] = 0 with θ 0 the true value) has no impact on the limit value of the GMM estimator. The flip side of this robustness result is that these conditions cannot help get a less biased estimator when initial (stronger) conditions are actually impaired by invalid instruments, that is when the true value θ true of the structural parameters differs from the pseudo-true value θ 0 identified by the first set of moment conditions:
Irrespective of the value of E [φ 2,t (θ true )] and of E [φ 2,t (θ 0 )] , we still have in this case:
As an illustration, we recall the framework considered in Hahn, Ham and Moon (2011), namely a linear regression model with endogenous explanatory variables: these variables deliver the (biased) OLS estimator which converges (strongly) at rate √ T towards θ 0 which is different from the true parameter value θ true . Consider now some (valid) instrumental variables which are exogenous, but potentially weakly correlated to the explanatory variables: the associated IV-estimator converges towards θ true , but at a slower rate. Finally, consider jointly the two above sets of moment restrictions and the associated (overidentified) GMM estimator: according to Theorem 1, this estimator always converges to θ 0 , the "wrong" parameter value.
In section 5, we study the behavior of the standard Hansen J-test to test the validity (or compatibility) of additional moment restrictions.
Local identification
Given the consistency result of section 2, the asymptotic distribution of the augmented GMM estimatorθ T (and the characterization of the redundancy of additional restrictions) relies on local identification properties -as defined through the Jacobian of the moment restrictions -rather than global identification properties -as defined through the moment restrictions.
In the literature, the identification strength 1 of parameter θ has often been defined through the following rank assumption of the jacobian matrix of moment restrictions.
Definition 1. (Identification strength of θ)
The identification strength of θ is characterized by a sequence M T of deterministic nonsingular matrices of size p such that
exists and is full-column rank.
We now explain how the (K, K)-matrix Λ T (see assumption 1(i)) that characterizes the degree of global identification is used to define the local identification strength of the moment restrictions φ t (.).
Assumption 2. (Regularity conditions 2)
(i) d and φ t for all t are continuously differentiable on Θ.
(
denotes the k-th row of matrix A.
The above assumption basically ensures that the properties maintained by assumption 1 can be written locally.
Under assumptions 1 and 2, we can show that there exists a matrix M T such that:
is full column rank with M T = O( Λ T ) (see the general result in Antoine and Renault (2011), Theorem 2.3. p 40, and the associated proof). This result bridges the gap between the global identification property as described by assumption 1 and the local one of assumption 2. The proof is not repeated here but we now provide some intuition.
• First, we assume wlog that the restrictions φ t are ordered from the strongest to the weakest (according to the associated diagonal coefficients of Λ T ) such that matrix Λ T writes
The corresponding decomposition of the full-rank matrix J ≡ [∂d(θ 0 )/∂θ ′ ] yields
• Let E l stands for the subspace of R p spanned by the columns of J l . The main idea of the proof is to introduce an orthogonal decomposition of R p by orthogonalizing subspaces E l . Let us introduce the following orthogonalization of the subspaces E l , through subspacesẼ l ,
We can then define an orthogonal matrix R of size p such that
with R l a matrix of size (p, s l ) whose columns provide an orthogonal basis ofẼ l . The
Identification assumptions via matrix Λ T (see assumptions 1(i) and (ii)) can now be reinterpreted for matrix M T introduced in definition 1 (see also (3.2)). Specifically, the next assumption ensures that: (i) our first group of moment restrictions φ 1,t (.) cannot be weak and identifies θ; (ii) our second group of moment restrictions may be genuinely weak; and (iii) the second group of moment restrictions is always strictly weaker than the first one.
Assumption 3. (Local identification)
M T = λ 1T R 1 . . . · · · . . . λ L,T R L , with R = R 1 . . . · · · . . . · · · R L orthogonal matrix of size (p, p) , Plim ∂φ 1T (θ 0 ) ∂θ ′ M T is full column rank, Plim ∂φ 2T (θ 0 ) ∂θ ′ M T = 0 , and M T = o( √ T ) .
Moment redundancy
In this section, we show that additional instruments that are weaker can be informative. Let θ denote the unknown parameter of interest, and consider two groups of moment restrictions: the first group φ 1,t only depends on θ, while the second group φ 2,t introduces some nuisance parameter α.
2
The joint group of restrictions φ t satisfies regularity assumptions 1, 2, and 3 -up to the 2 Note that φ 2,t may or may not depend on θ.
adjustment for the presence of α. More specifically, the CLT at (θ 0 , α 0 ) writes:
The presence of d 2 in the above CLT allows the second group of restrictions to be locally misspecified in the sense of Hall (2005) . However, GMM estimators can always be seen as a linear combination of moment restrictions; if some of these restrictions are misspecified and do not disappear fast enough, they may deteriorate the asymptotic distribution of the estimator. This explains why we need to maintain a slightly stronger assumption than in
(see also related results and discussions in Antoine and
Renault (2012)). The last condition ensures that every moment condition in the second group is strictly weaker than the weakest moment restriction of the first group for the identification of θ.
We consider two estimators of θ:θ
T , the GMM estimator based on restrictions φ 1,t , and θ T , the GMM estimator based on the joint set of restrictions φ t = (φ
′ , that is:
where the weighting matrix S T consistently estimates S(θ 0 , α 0 ).
From Theorem 1, we know thatθ
T andθ T have the same probability limit. The comparison between their asymptotic covariance matrices leads to the following result.
Theorem 2. (Additional information at a slower rate)
Under assumptions 1, 2, and 3:
T (θ T − θ 0 ) are asymptotically normal. While the former has mean zero, the second may display a non-zero mean (that is an asymptotic bias) equal to
where
and
(ii) The asymptotic variance ofθ
T is always larger or equal to the asymptotic variance of θ T . There is a non-zero efficiency gain (in terms of asymptotic variance) if and only if the following matrix is non-zero:
with
The tradeoff in terms of mean squared error between the efficiency gain in variance and the possible non-zero bias is beyond the scope of this paper. Some necessary conditions forθ T to be more efficient in variance thanθ (1) T are: (i) The two groups of moment conditions are correlated (that is S 12 = 0).
(ii) For given θ, the second group of moment conditions overidentifies the additional (nuisance) parameter α (that is X is not a square matrix).
(iii) The long-term affine regression [
information about θ, through the columns of the Jacobian S 21 S −1 1 Γ 1,θ which is not already included in the range space of the Jacobian matrix
Ironically, the needed non-zero correlation S 12 for variance reduction is also a possible channel for bias transmission. Identification of nuisance parameter α through the second set of moment conditions (Γ 2,α = 0) is the second channel of bias transmission. 
where P and M X are defined in Theorem 2, and Γ 2 (θ 0 , α 0 ) in (4.1). The important difference is the following: the additional moment restrictions may be non-redundant even with blockdiagonal covariance matrix (S 21 = 0). In fact, the second set of moment conditions may bring non-redundant information about θ through the Jacobian matrix Γ 2 (θ 0 , α 0 ). By contrast, in case of slower rate of identification in the second set of moment conditions, Theorem 2 states that this second set can only be used as a set of control variables: it is non-redundant only when it is correlated with the first one (S 21 = 0), and not degenerated when it overidentifies additional (nuisance) parameter α. Once θ has been estimated from the fast identifying equations (first group) we can treat the second group as if θ were known. This explains why the dependence of φ 2 (.) on θ (as captured by the above Jacobian matrix) does not show up anymore.
Finally, one may want to consider the mirrored case of the framework considered in Theorem 2: namely, additional information now comes at a faster rate. We focus here on the case where the additional (fast) restrictions φ 2,t do not depend on the parameters of interest θ. Otherwise, they would likely allow to improve the rate of convergence of θ since they overidentify α. As a result, θ would not stand anymore for the set of slow directions. Here again, as far as accurate estimation of θ is concerned, the condition for non-redundancy of additional moment restrictions emphasizes their usefulness as control variables. It can be written as:
J-test of overidentification
In this section, we are concerned with "spurious identification", or identification that may come from invalid moments. More specifically, we are interested in testing whether additional moment restrictions are compatible with existing ones. We study the behavior of the standard J-test. First, we characterize the power of the J-test theoretically. Second, our
Monte-Carlo analysis illustrates the performance of the J-test to detect incompatibilities between the two sets of restrictions.
We consider two groups of moment restrictions, φ 1,t and φ 2,t . The joint group of restrictions φ t satisfies regularity assumptions 1 and 2. We test whether the additional restrictions φ 2,t are compatible with the original ones. The null hypothesis writes:
The test procedure relies on the standard J-test on the entire set of moment conditions, φ t , introduced next.
Theorem 3. (J-test of overidentification)
Consider the GMM-estimatorθ T associated with the joint set of restrictions, φ t ,
where S T denote a consistent estimator of S(θ 0 ). Under assumptions 1, 2, and 3,
While staying in the framework of the former sections, we wonder whether the value θ 0 of θ identified by the "strong" set of moment conditions, namely φ 1t (θ), is consistent with the second set of moments, namely φ 2t (θ). We have in mind common circumstances where the instruments we trust in terms of exogeneity are rather weak (corresponding to moments φ 2t (θ)) while the strong instruments (associated with moments φ 1t (θ)) may be invalid such that the identified value θ 0 is flawed by some simultaneity bias. The standard J-test of overidentification is a natural way to check whether the seemingly strong, but possibly inaccurate, information provided by the first set of moments is compatible with the valid, albeit weak, information provided by the second set. Interestingly enough, we point out that in such circumstances, the J-test of overidentification may not suffer from the common lack of power when many moments are under test. Ironically, the heterogeneity of the identification strength appears to be an advantage in this case. Since the first set of moment conditions is obviously stronger, it drives the GMM estimation, allowing the second set of moment conditions to take the lead at the testing stage. This intuition is confirmed both by the theoretical analysis and the Monte-Carlo experiments.
Theoretical characterization of the J-test
Following the discussion of section 3, we have:
The standard interpretation of the J-test statistic as the squared norm of a projection of the moment conditions on the range of the Jacobian matrix can be extended in our framework.
Theorem 4. (Characterization of the J-test)
Letb denote the infeasible GLS estimator computed in the infeasible model:
denote the sphericized residuals of the above model.
Under assumptions 1, 2, and 3, the J-test statistic J T is such that
It is worth noting that:
group of moment conditions is just-identified,
This will be the case if, for instance, the strong moment conditions simply correspond to OLS. More generally, we expect that the most important part of û comes from φ 2T (θ 0 ). In other words, as expected, the J-test is approximately akin to checking whether the value of the parameter θ 0 identified by the strong (but potentially invalid) instruments is conformable to the information provided by the valid, albeit weak, instruments. It is the reason why the J-test may have good power properties.
We now turn to a Monte-Carlo analysis to illustrate the performance of the standard J-test to detect incompatibilities between the two sets of restrictions. We consider a standard linear IV regression model without intercept, as well as a (non-linear) diffusion process with continuous record and increasing time span asymptotic. Our study shows that the power of the standard J-test increases as the difference between the identification strength of the first set of (misspecified) restrictions and the identification strength of the additional (wellspecified) restrictions increases. The intuition corresponds to the above interpretation of Theorem 4. When the weakness of the set of additional restrictions increases, the difference between the identifying power of both sets of restrictions increases. This means that in the estimation process less and less "weight" is given to the set of additional restrictions. As a result, following the terminology introduced by Sowell (1996) , the identified space is more and more the space identified by the first set of restrictions only, while the suridentified space, or space used to test, is more and more the space defined by the set of additional restrictions.
Linear IV regression model
• Model setup
Consider the following standard homoskedastic linear IV regression model without intercept.
. y t and Y 1t are scalars. The (partial)
s is fixed at 0.2 throughout the simulations, whereas R 2 x take values from 0.01 to 0.2. S t typically collects the strong instruments while the instruments in X t are more or less weak.
The J-test is based on the following moment restrictions,
In other words, the strong moment conditions identify a value of γ equal to zero. For a Monte-Carlo study on the power of overidentification test when strong instruments are invalid, we will consider a case where the true value of γ is not zero: its first component will typically be equal to 1. Note that the weak instruments X are always valid since they are not correlated with regressors S. The dimensions of X t and S t are respectively L x and L s .
• Results Tables 1 to 3 . In all cases, the nominal size of the test is 0.05.
We
First, we consider the case where the degree of endogeneity of the model is relatively small, and the model is exactly identified using the weak instruments. More specifically, Table 1 looks at the size of the tests when there is one weak instrument (L Second, we consider the case where the degree of endogeneity is considerably higher, and the model is over-identified under the weak instruments. More specifically, Table 2 looks at the size of the tests when there are five weak instruments (L x = 5) and ρ = 0.75. Now the three tests are oversized, but less so when either the sample size or R 2 x increases. For small sample sizes, or small R 2 x , H 3 seems to be the least oversized, while the standard J-test is usually less oversized than H 4 .
Finally, we consider the power properties of the tests when there is one weak IV (L x = 1), five strong instruments (L s = 5) and γ s = (1, 0, 0, 0, 0) ′ which means that only one strong instrument is invalid. Note that it is a conservative example in that it will be harder to reject the null when it is false than if all the strong instruments were invalid. The results are reported in Table 3 . For smaller sample sizes, the standard J-test strongly outperforms H 3 and H 4 . For larger sample sizes (especially with larger values of R 2 x ), the power properties of all tests are comparable.
To conclude, the standard J-test performs very well. It is only when the instruments are very weak, or the sample size quite small, that it is slightly oversized. In all other cases, its size and power properties are excellent. Our simulation results confirm that with weaker identification the issue with the J-test is not its power but rather its size (see e.g. Hahn and Hausman (2003, p119-120)).
Diffusion process with continuous record and increasing time span asymptotic
• Model setup Consider the following continuous time Ornstein-Uhlenbeck process
where θ 0 /θ 1 > 0 represents the long run (unconditional) mean, θ 1 > 0 captures the speed of the mean reversion, and θ 2 > 0 gives the constant volatility of the process. It is well-known that its exact solution is the following discrete time AR(1) process
It is well-known that only the estimation of θ 1 may be problematic in finite sample. As a result, the parameters θ 0 and θ 2 are assumed to be known throughout, and are fixed at their true values in the structural model, while only the parameter θ 1 is estimated 4 .
Suppose that n observations of (5.2) are available for t = ∆, · · · , n∆ with T ≡ n∆. Define the associated OLS estimators of the three parameters, a, b, and c, respectivelyâ n,ols ,b n,ols , andĉ n,ols . For fixed ∆, the usual asymptotic result for OLS estimators holds, and we have
where X ′ i represents the i-th row of the matrix X. Our estimation procedure for θ 1 relies on the (overidentified) GMM estimation with three moment conditions,
where Ω n is a sequence of symmetric positive definite random matrices of size 3 converging towards a positive definite matrix Ω. In Appendix B.1, we show that each moment condition has a different identification strength controlled by ∆. More precisely, if we consider the three (just-identified) estimators obtained from the GMM estimation based on each moment condition separately, we get that, when ∆ → 0 and T → ∞:
-the estimator based on condition 2 converges at rate √ T ;
-the estimator based on condition 3 converges at rate
-the estimator based on condition 1 converges at rate ∆ √ T , with
We rely on the following notations to distinguish the different estimators of θ 1 we consider:
-θ all refers to the (overidentified) GMM estimator based on the three moment conditions; -θ \j refers to the (overidentified) GMM estimator based on two moment conditions only, after condition j has been removed.
• Detecting identification coming from invalid restrictions
In this experiment, we consider the estimatorθ \1 based on conditions 2 and 3 only. In order to introduce some misspecification, we consider two designs. In design 1, the weakest moment condition 3 is misspecified, while in design 2 the strongest moment condition is misspecified.
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The misspecified moment conditions, respectively condition 3 m (design 1) and condition 2 m (design 2), are defined as follows:
where κ is a constant (close to 1) that controls the degree of misspecification.
First, we are interested in detecting misspecification in the weakest moment condition. Our GMM estimation of parameter θ 1 is based on the above misspecified moment condition 3 m and on the stronger well-specified moment condition 2. Given Theorem 2, this estimator converges at standard rate √ T to the true parameter value θ 0 1 . Second, we are interested in detecting misspecification in the strongest moment condition. Our GMM estimation of parameter θ 1 is based on the above misspecified moment condition 2 m and on the weaker well-specified moment condition 3. Given Theorem 2, this estimator converges at standard rate √ T to the (wrong) parameter value θ * 1 = θ 0 1 that solves condition 2 m . For both designs, we perform the usual J-test to detect the misspecification with nominal size 5%. The results are collected in Table 4 for design 1, and in Table 5 for design 2. We provide the rejection probabilities for different strengths of identification and different degrees of misspecification. The first column displays the size of the test, and ideally each entry should be 0.05. The remaining columns display the power of the test. The misspecification is less severe in the most right column, and therefore harder to detect.
For both designs, the size of the test is well-controlled for all strengths of identification.
As expected, less severe cases of misspecification are harder to detect, and the powers are relatively small in the last column. In addition, it is interesting to point out that the power of the test increases as the strength of identification diminishes. The reason is the following.
When the weakness increases, the difference between the identifying power of conditions 2 and 3 increases, and we know that less and less weight is given to condition 3. As a result, the identified space is more and more the space identified by condition 2 only, while the suridentified space, or space used to test, is more and more the space defined by condition 3.
Conclusion
While the econometric literature over the last twenty years has provided a rich set of warnings for the perverse effects of instruments weakness and a large variety of inference tools robust to these effects, this paper is a reminder that any observed variable, irrespective of its weakness as an instrument, may convey some relevant information.
The core idea of this paper is that, when the implications of weak identification are properly taken into account, a clever use of weak instruments can be made, precisely because they have no impact on identification. Moreover, we show that this remark is more general than the strict setup of weak instruments. There are other contexts in econometrics where some estimating equations have less identifying power than some others and similar strategies can be fruitfully applied. We point out as an additional example the Merton's (1980) problem of estimating expected returns with infill asymptotics. Dufour (1997) provides a variety of additional examples germane to weak identification.
The two main results of this paper regarding what we call a clever use of weak instruments are the followings. On the one hand, weak instruments, when seen as complementary information with respect to already available strong instruments, may be as relevant as other ones for asymptotic variance reduction. On the other hand, since weak instruments do not modify the probability limit of the GMM estimator implied by strong instruments, they are powerful to detect invalid strong instruments through a global overidentification test.
Additional work would still be worthwhile for a better characterization of the bias-variance tradeoff that may be at stake when adding weak instruments. However, it should not invalidate the general message of this paper. Additional statistical information, even when it is dubbed weak, may still be relevant.
A Proofs of the main results

Proof of Theorem 1 (Augmented GMM estimator):
The proof is decomposed into the following four steps:
(1) we show that
(1) By definition,θ
T minimizes the criterion function Q 1T (θ). Hence,
Let µ T be the smallest eigenvalue of Ω 1T . Then we have:
This implies that
To show that x T = O p (1), we need to show that
Since:
we just need to show that: Ω 1T = O(µ T ). Since all the eigenvalues of Ω 1T have positive limits (they converge to the eigenvalues of Ω 1 (see Lemma 2.1 in Tyler (1981)), we have:
The last equality holds since µ T is the smallest eigenvalue of Ω 1T that remains bounded away from zero (since it converges to a positive limit as mentioned above).
(2) We first show thatθ
is a consistent estimator of θ 0 by a contradiction argument.
Suppose thatθ
T is not a consistent estimator of θ 0 . Then there exists ǫ > 0 such that
does not converge to zero. This means that we can define a subsequenceθ
Tn such that for some η > 0,
From assumption 1 (ii), we know that:
This means that:
As a result, we have:
Tn ) does not converge to zero in probability. This is a contradiction since
with Λ 1T / √ T = o(1) (from assumption 1 (ii)) and
To show (3) and (4), we assume that the weighting matrices Ω T , Ω 1T , Ω and Ω 1 are all identity matrices.
The first two terms are
from the result of step (1) above. We now study the last term:
since the continuous function d 2 is bounded on the compact set Θ.
(4) We show that Plim[θ T ] = θ 0 by using a contradiction argument. By definition of the GMM estimatorθ T , we have:
T ). Combined with the result of step (3) above, we get:
2 ). However, since
we have:
Note that:
and the diagonal terms of
2T are bounded away from zero for large T since Λ 2T = O( √ T ). We can then deduce from (A.1) that:
Therefore:
by virtue of Assumption 1(iii). Hence, we must have:
since otherwise we could reproduce an argument similar to the proof of (2) above: we could find a subsequenceθ Tn such that d 1 (θ Tn ) does not converge to zero in probability.
Proof of Theorem 2 (Additional information at a slower rate):
The proof is decomposed into the following steps:
(1) we show that θ (1)
exists and is full rank.
(4) we show that
11 with [A] 11 the north-west block of matrix A;
(6) we show that V << V 1 .
(1) Recall that d 1 (θ 0 ) = 0. A mean-value expansion of d 1 (.) around θ 0 gives:
withθ T some sequence betweenθ 
Then, we have:
from step (1) in the proof of Theorem 1.
withη T some sequence betweenη T and η 0 (where the usual disclaimer about abuse of
It remains to show that:
This proof is very similar to step (1) in the proof of Theorem 1 where we show that d 1 (θ
The only difference comes from the fact that d(η 0 ) is not necessarily zero (because d 2 (η 0 ) is not necessarily zero). By definition,η T minimizes Q T . Hence, we have:
since by assumption 1(iii) d 1 (θ 0 ) = 0 and
. The rest of the proof is similar after replacing h 1T by h T − ν T as defined above.
. We now show that:
A mean-value expansion of the k-th row of ∂φ T (.)/∂θ ′ around η 0 forη T between η T and η 0 gives:
Under assumption 2(iv), we have:
Hence, we have:
To conclude, we distinguish 2 cases:
-for 1 ≤ i ≤ k: we have λ i,T = o(λ k,T ) and the result holds (A.2).
-for i > k: we have (4) We now show that
A mean-value expansion of the joint set of restrictions combined with the first-order conditions yields to:
We have:
Hence:
And, we get the expected result:
We now show that
Following the same steps as forθ T , we can show that:
T . This yields to:
(θ 
We now use the inverse matrix formula (A.3) to get S −1 (θ 0 , α 0 ) and,
We now use the inverse matrix formula (A.4) to get:
Consequently, we have:
where M X is the projection matrix defined as
Proof of Theorem 3 (J-test):
From step (4) in the proof of Theorem 2, we have:
And we get the expected result.
Proof of Theorem 4 (Characterization of J-test):
By definition, we have:
From the proof of Theorem 3.1, we have:
A Taylor expansion combined with the above result gives:
with A the (K, K 1 )-matrix defined as follows:
In addition, we have:
whereb is the Generalized Least Squares estimator of the coefficient of the regression of φ T (θ 0 ) on X. As a result, we have:
withû defined as the residual in the sphericized model, that iŝ
B Monte-Carlo study B.1 Diffusion process with continuous record and increasing time span asymptotic
• Asymptotic distribution of OLS estimators for fixed ∆:
Define X the (n, 2)-matrix of regressors, Y and U the (n, 1)-vector of regressand and errors respectively as follows:
The OLS estimators are:
For fixed ∆, the usual asymptotic result for OLS estimators holds:
We useΣ to estimate Σ(∆) wherê
• Identification strength of the three moment conditions:
We now study the asymptotic properties of the three estimators of θ 1 and show that each estimator converges at a different rate.
(1)θ 1,b denotes the estimator of θ 1 based on the moment condition 2. There is a one-to-one relationship between θ 1 and b. Its mean-value expansion gives:
Recall that
In addition, when ∆ is small enough, we have: 
