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We calculate the electric charge current flowing through a vibrating molecular nanojunction,
which is driven by an ac voltage, in its regime of nonlinear oscillations. Without loss of generality,
we model the junction by a vibrating molecule which is doubly clamped to two metallic leads
which are biased by time-periodic ac voltages. Dressed-electron tunneling between the leads and
the molecule drives the mechanical degree of freedom out of equilibrium. In the deep quantum
regime, where only a few vibrational quanta are excited, the formation of coherent vibrational
resonances affects the dressed-electron tunneling. In turn, back action modifies the electronic ac
current passing through the junction. The concert of nonlinear vibrations and ac driving induces
quantum transport currents which are antiresonant to the applied ac voltage. Quantum back action
on the flowing nonequilibriun current allows us to obtain rather sharp spectroscopic information on
the population of the mechanical vibrational states.
PACS numbers: 71.38.-k, 73.63.-b, 78.47.-p, 73.63.Kv, 85.85.+j, 42.50.Hz
I. INTRODUCTION
Fascinating progress has been achieved in downsizing
artifically made condensed-matter devices. The study of
micromechanical systems has evolved towards nanoelec-
tromechanical systems (NEMS) that are at the core of
molecular scale electronics1. Thereby, the fundamental
physical limits set by the laws of quantum mechanics are
rapidly approached. The ultimate potential for nano-
electromechanical devices is governed by the ability to
detect motional response to various external stimuli giv-
ing a variety of physical phenomena including electronic
correlations2 as well as magnetism and other spin-related
effects3,4. Molecular vibrations5 and junction mechanics6
are also under consideration in view of their thermal
properties7,8.
Several experimental realizations of nanoscale systems
exist which display mechanical vibrations, such as, for in-
stance, transversely vibrating nanobeams or lithographi-
cally patterned doubly clamped suspended beams9. Also
suspended doubly clamped carbon nanotubes exhibit a
rich mechanical vibrational spectrum10. Applications
as electrometers11,12 for detecting ultrasmall forces and
displacements9,13 have been reported. Also NEMS are
used for radio-frequency signal processing14 and chemical
sensoring15,16. Other NEMS application include signal
amplification in ultrasmall devices17,18 and spin readout
techniques19. Fundamental physical phenomena emerge
in NEMS due to the interplay of electronic and mechan-
ical degrees of freedom, often immersed into a nonequi-
librium environment20–22.
Due to their size, NEMS are of interest when studying
the crossover from the classical to the quantum regime,
where quantum fluctuations in transverse vibrations may
drastically influence the dynamics23–25. The possibil-
ity of observing macroscopic quantum coherence is vi-
able, since the quantized mechanical motion (phonons)
involves a macroscopic number of particles forming the
nanobeam. Yet, coherence is significantly disturbed by
the interaction with the environment resulting in damp-
ing and decoherence26. Experiments have reported mea-
surements of the nonlinear response of a radiofrequency
mechanical resonator which allows to obtain precise val-
ues of relevant mechanical parameters of the resonator27,
as well as the cooling of the resonator motion by para-
metric coupling to a driven microwave-frequency super-
conducting resonator28.
Most techniques used to detect and actuate NEMS
in view of the quantum behavior of their motion ad-
dress linear response properties of transverse vibrations
around their eigenfrequencies. In order to measure the
response to various external stimuli, experiments require
an increased resolution of the position measurement to
the sub-thermal state9,10,13,29,30. As the response of
a damped linear quantum oscillator has a Lorentzian
shape, similar to a damped linear classical oscillator31,32,
a unique identification of the quantum behavior of a
nanoresonator in the regime of linear vibrations is some-
times hard to perform.
Interestingly, pronounced quantum features arise when
driven damped nonlinear quantum resonators are con-
sidered. These are typically induced by the interplay of
the nonlinearity and the external periodic driving33–39.
In the case of a driven dissipative quantum oscillator
with a quartic nonlinearity, the oscillation amplitude in
the steady state shows distinct quantum antiresonances
for particular values of the driving frequencies33–35. At
those values, multiphoton transitions occur which are ac-
companied by a phase slip of the response relative to
the excitation, such that an antiresonant line shape of
the response and a driving induced dynamical bistability
arise. Similar response characteristics is generated in a
quantum mechanical two-level system which is coupled
to a harmonic oscillator in the presence of driving (ei-
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2ther of the two-level system or the oscillator)36,37. This
driven dissipative Jaynes-Cummings model is also intrin-
sically nonlinear, leading to a comparable response in
terms of quantum antiresonances. Since these antires-
onances are associated to multiphoton transitions, they
are in general very sharp. Hence, it has been proposed
to use them for the state detection of quantum bits38.
In fact, the sharpness of the antiresonances also leads to
interesting quantum noise properties of the multiphoton
transitions39. Yet, the detection of the sharp antireso-
nances remains difficult experimentally. This motivates
the study of these effects in quantum transport setups,
as suggested in the present work.
Further reduction in size from NEMS to molecular elec-
tronics has been pursued during recent years. From the
experimental point of view, transport setups have the
advantage that the current-voltage characteristics is ac-
cessible. Thus, it is an interesting question to search
for nonlinear features in the mechanical motion of vi-
brating molecules. Important vibrational effects in the
quantum transport in molecules concern phonon-assisted
transport or non-linear vibrations40–44, for a comprehen-
sive review of vibrational effects in molecular transport,
see Ref. 43. Cizek, Thoss, and Domcke45 treat the in-
elastic regime by an electron-molecule scattering theory.
In Ref. 46, one vibrational mode has been investigated
under the assumption of a strong electron-phonon cou-
pling, which gives rise to rather strong tunneling broad-
ening of the vibrational sidebands. A subsequent work47
included additional damping of the vibrational mode. Vi-
brational effects in molecular transistors in the regime of
sequential electron tunneling have also been investigated
in Ref. 48. Recently, implicit driving of the mechan-
ical degrees of freedom induced by the electronic cur-
rent has been revealed49. The electrons which tunnel
through a voltage-biased tunnel junction drive a trans-
mission line resonator out of equilibrium. Further, an
external periodic bias voltage can modify the distribu-
tion of molecular vibrations and the fluctuations of the
molecular displacement50. Moreover, the emission noise
of a conductor can drive the state of a single-mode cav-
ity coupled to a voltage-biased quantum point contact51.
When the molecular bridge has a permanent magnetic
moment and a sizable magneto-mechanical coupling, the
concept of nanocooling has been developed recently52,53,
in which a spin-polarized electronic current is used to lo-
cally control the magnetic moment which may reduce the
thermal population of the mechanical vibrational mode
and thus cool it.
Current-induced non-equilibrium vibrations in single
molecule devices have been investigated in Refs. 50, 54,
and 55, again in the incoherent regime. The impact of
external light fields on electronic transport has been anal-
ysed in detail in Ref. 56. Moreover, charge transport
through a vibrating molecule has been studied in terms of
Keldysh Green’s function perturbatively in the electron-
phonon coupling50,57. Also nonequilibrium phonon dy-
namics in nanobeams and the related phonon-assisted
losses have been investigated in Ref. 58.
Antiresonances in quantum transport set-ups do not
only occur when mechanical vibrations are present. In
general, they can arise whenever nonlinear elements in a
transport geometry occur. For instance, antiresonances
in the conductance of a ferromagnetic lead with a side-
coupled quantum dot can occur on the level of a treat-
ment in terms of the Landauer formula due to inter-
ference of a resonant and a nonresonant transport path
through the system59. Likewise, when several quantum
dots are arranged in different geometries (in series, in
parallel, etc.), the intrinsic transport features also be-
come nonlinear and resonances and antiresonances arise
the current-voltage spectrum60. Also, Fano-type antires-
onances occur in the linear conductance as a function
of the gate voltage in a multi-dot set-up when the tun-
neling coupling between the dot system and the leads is
asymetric61. Yet, the occurrence of antiresonances in a
mechanically vibrating nanojunction has not been dis-
cussed so far in the literature.
In this work, we are interested in the interplay of non-
linear molecular vibrations and an external ac driving,
in particular in the deep quantum regime. We shall con-
sider a molecular junction where its mechanical degree of
freedom is described by a monostable nonlinear oscilla-
tor with a Kerr nonlinearity, while its electronic degree of
freedom is modelled as a single electronic level (quantum
dot approximation). This carries the electrons tunnel-
ing through the system to two noninteracting electronic
leads. In addition, a periodically modulated bias voltage
in the leads is considered in order to drive the system
out of equilibrium, [cf. Fig. 1]. We consider the regime of
weak electromechanical interaction in which independent
single-electron tunneling processes between the leads and
the junction modulate the junction’s mechanical motion
and may induce few-phonon transitions. We in particular
identify the signatures of the nonlinear vibrations in the
charge current flowing through the nanobeam. Moreover,
we find Fano-shaped resonances in the current, which are,
in fact, antiresonances and which can be traced back to
nonlinear resonances in the mechanical quantum dynam-
ics.
In Sec. II, we introduce the Hamiltonian model. The
rotating wave approximation is invoked and a time-
dependent effective Hamiltonian is derived in Sec. II B.
Within a quantum master equation approach, discussed
in Sec. III, we evaluate the current in the rotating as
well as in the laboratory frame. We present our results
in Sec. IV. Finally we conclude our findings in Sec. V.
II. MODEL OF AN AC-DRIVEN NONLINEAR
NANOJUNCTION
The setup of the molecular nanojunction depicted in
Fig. 1 includes a suspended nanobeam of length l, dou-
bly clamped to normal conducting leads in the presence
of a time-dependent electrostatic potential V (t). An ex-
3FIG. 1. Sketch of a suspended nanobeam of length l clamped
between two metallic leads. We consider a constant external
force F, applied in the longitudinal direction of the nanobeam
(along the x-axis). Additionally, in order to control the
electromechanical coupling, we assume a transversal exter-
nal magnetic field B = B0eˆz. The system is driven out of
equilibrium by a time-dependent bias voltage V (t).
ternal magnetic field B is applied perpendicular to the
longitudinal axis of nanobeam to couple the mechanical
motion to the electronic degrees of freedom. Electrons
can tunnel from the leads into a single electronic level of
the nanobeam, which is assumed to form a quantum dot.
The Hamiltonian is
H(t) = He +Hem +Hm +Ht +Hleads(t) . (1)
Here, He is the Hamiltonian for the electrons passing
through the nanobeam, Hem describes the coupling be-
tween the electronic and the mechanical degree of free-
dom, and Hm contains the mechanical degree of freedom
with nonlinear bending deflections induced by an exter-
nal force F = F eˆx in longitudinal direction. The tunnel-
ing of electrons from (to) the leads is accounted for by
Ht and Hleads(t) covers the dynamics of noninteracting
electrons in the leads.
For the electron dynamics, we consider only one longi-
tudinal energy state with energy E, associated with the
motion of electrons along the nanobeam, yielding
He = E dˆ
†dˆ , (2)
where d† (d) creates (destroys) an electron on the
nanobeam.
For the mechanical dynamics, we want to consider the
effect of a nonlinear vibrational mode of the nanojunc-
tion. The nonlinearity stems from the double clamp-
ing to the mechanical oscillator. To illustrate this in
principle, we may consider a doubly clamped mechanical
nanobeam. A nonlinear term can be easily obtained25
by a constant longitudinal external force F = F eˆx with
F being close to the Euler buckling instability Fc =
EI(pi/l)2, with E being Young’s modulus of elasticity and
I the area momentum of inertia. Close to this unstable
point, the fundamental mode vanishes and higher modes
and nonlinear effects become relevant. Then, the bending
deflections can be modeled by a single nonlinear vibra-
tional mode25 (we set } = 1)
Hm = ω0 nˆ+ ν (bˆ
† + bˆ)4/12 , (3)
where
ω0 = 4
(pi
l
)2 [ EI
3ρb
· Fc − F
Fc
]1/2
, (4)
ν =
4Fc − F
EIρb l ·
Fc
Fc − F , (5)
are the fundamental frequency of the bending mode and
the Kerr nonlinearity, respectively. Above, we have de-
noted by nˆ = bˆ† b the phonon number operator. Intrinsi-
cally, the bending deflections affect the electronic dynam-
ics through a very weak electromechanical coupling that
depends on an even power of the nanobeam’s deflection
amplitude62,63. This coupling is enhanced by the applica-
tion of an external magnetic field. Hence, the electrome-
chanical coupling is tunable, where the electromagnetic
force exerting on the electrons depends on the bending
of the nanobeam. For the sake of simplicity, we consider
the magnetic field applied in the z-direction perpendic-
ular to the nanobeam’s longitudinal axis [cf. Fig. 1]. It
has been shown in Ref. 63 that the resulting electrome-
chanical coupling might be written as
Hem = iω0φ(bˆ
† − bˆ)dˆ†dˆ , (6)
where the dimensionless coupling constant is given by
φ =
piB0Y0l
Φ0
∫ l
0
ds
u0(s)
l
. (7)
Here, the magnitude of the external magnetic field is
denoted by B0, Y0 is the amplitude of the zero point
motion of the oscillator, the magnetic flux Φ0 = 2pi/e
and u0(s) is the profile of the fundamental bending mode
normalized63 according to
∫ l
0
dsu20(s)/l = 1.
Instead of considering a nanobeam, a linear molecule,
e.g., a carbon nanotube, can be used in a doubly clamped
configuration and excited to its nonlinear regime. For
specific molecules, the mechanical modes can be deter-
mined numerically, but eventually lead to a model in the
form discussed above.
The tunneling coupling between the system’s electronic
state and the conducting leads is provided by the tunnel-
ing Hamiltonian
Ht =
∑
p= l, r
H+p +H
−
p , (8)
with H−p =
∑
k
Tp,k dˆ cˆ
†
p,k, H
+
p = (H
−
p )
†.
Here, cˆ†p,k, (cˆp,k) creates (annihilates) an electron in the
lead p = l, r. The coupling strengths are characterized
by Tp,k, which induce a finite lifetime τ for electrons in
the nanobeam. Hence, a broadening of width Γ = 1/τ is
generated for the electronic level of the nanobeam. In the
standard wide-band limit approximation, one can neglect
the energy dependence of the tunneling constants, i.e.,
Tp,k → Tp, and assumes a constant level broadening Γ ∝
4∑
p |Tp|2. Later on, we study the weak coupling limit
where Γ  ∆E,ω0, with ∆E being the spacing of the
quantized energies in the beam.
The leads are described by noninteracting electrons in
the presence of an ac voltage V (t) = V0 cos(ωext). Here,
V0 is the magnitude of the ac-driving voltage and ωex
the corresponding driving frequency. The resulting elec-
trostatic potential difference renders the single-particle
electronic energies in each lead time-dependent, accord-
ing to Ep,k(t) = Ep,k + eVp(t), with Vp=r,l(t) = ±V (t)/2
and Ep,k being the electronic energies in each lead p. This
results in the Hamiltonian
Hleads(t) =
∑
p,k
Ep,k(t)cˆ
†
p,k cˆp,k. (9)
A. Time-dependent transformation of the
Hamiltonian
It is convenient to transform the time depen-
dence in Eq. (9) together with the coupling term
Eq. (6) to the tunneling term Eq. (8) by a unitary
transformation20,63,64
U(t) = exp
∑
k,p
ϕp(t)cˆ
†
p,k cˆp,k + iφ(bˆ
† + bˆ)dˆ†dˆ
 . (10)
Here, ϕp(t) = e
∫ t
0
ds Vp(s) = (vp/ωex) sin(ωext) is the
phase accumulated by the bias voltage with vp = ±eV0.
The result of the transformed tunneling term Eq. (8)
reads
H ′t(t) =
∑
p
exp[−ieϕp(t) + iφ(bˆ† + bˆ)]H−p + h.c. , (11)
and, for Eq. (9) we find
H ′leads =
∑
p,k
Ep,k cˆ
†
p,k cˆp,k . (12)
Note that after the transformation, all time-dependent
interactions, which influence the resonator externally, are
shifted to the time-dependent tunneling term Eq. (11).
The Hamiltonian can thus be rewritten as
H(t) = He +Hm +H
′
t(t) +H
′
leads. (13)
It is convenient to rewrite Eq. (11) as an expansion in
orthogonal polynomials
H ′t(t) =
∑
p
∑
nmm′
[
Jn(vp/ωex)e
inωext
] [
e−φ
2/2 (iφ)
m+m′
m!m′!
(b†)mbm
′
]
H−p + h.c. ,
(14)
where we have used the Jacobi-Anger identity
exp[i(vp/ωex) sin(ωext)] =
∑
n Jn(vp/ωex)e
inωext for the
accumulated phase ϕp(t) with Jn(z) being the nth ordi-
nary Bessel function of the first kind. In addition, we
have used the identity eiφ(bˆ
†+bˆ) = e−φ
2/2eiφbˆ
†
eiφb. With
these expansions, we define a new tunneling operator
Tˆp,n(vp, φ) = e−φ2/2Jn(vp/ωex)eiφbˆ†eiφbˆ dˆ. (15)
In order to illustrate the relevance of this term in the
dynamics of the system, we project the above expression
onto the basis {|k, q〉}, with |k〉 and |q〉 being the eigen-
states of the bosonic and the fermionic number operators,
respectively. This means nˆ = bˆ†bˆ and and nˆ|k〉 = k|k〉,
and likewise, nˆe = dˆ
†dˆ, and nˆe|q〉 = ne|q〉. Note that
ne = 0 or 1 for |q〉 = |−〉(unoccupied) or |+〉(occupied),
respectively. Thus, the non-vanishing matrix elements of
the projected tunneling operator read
〈k − |Tˆp,n(vp, φ)|l+〉 = Jn(vp/ωex)
(√
hk,l!
hl,k!
e−φ
2/2 (iφ)|k−l| L|k−l|hk,l (φ
2)
)
,
(16)
with Lαn(z) denoting the generalized Laguerre polynomi- als of degree n, and
hk,l = k + (l − k) Θ(k − l).
5The magnitude of the tunneling matrix elements in
Eq. (16) are limited by the bounds of the Bessel func-
tions |Jk(vp/ωex)| ≤ c/vp1/3 with c = 0, 7853...67, and
∣∣∣∣∣
√
hk,l!
hl,k!
e−φ
2/2 (iφ)|k−l| L|k−l|hk,l (φ
2)
∣∣∣∣∣ ≤ 1.
We emphasize that under these conditions, the weak
coupling limit is valid also in the laboratory frame.
Note that the structure of the projected tunneling term
Eq. (16) is not in conflict with the assumption of the
electronic lifetimes in the beam τ ′ to be longer than the
typical time scale 2pi/ω0. Hence, the level broadening
Γn ∝
∑
p |Tˆn,p|2 is still small and the weak coupling
regime Γ  ω0 is realized for even moderate values of
V0 and φ.
B. Rotating wave approximation
The quantum dynamics of the nanobeam for the choice
of parameters vl/r  ω0, φ  1, ν  ω0, and small
detuning δω  ω0, with
δω ≡ ω0 − ωex , (17)
is most conveniently described in the co-rotating frame
of reference, for which we apply a further unitary trans-
formation
R(t) = exp[−i (nˆ+ dˆ†dˆ)ωext] . (18)
In this rotating frame, the typical time scale of the sys-
tem dynamics is given by δω−1, such that terms oscillat-
ing with frequencies ±nωex for n ≥ 1 are averaged out
and may be neglected in the transformed Hamiltonian
H ′(t) = R(t)H(t)R†(t) − iR(t)R˙†(t). For instance, ap-
plying the transformation of Eq. (18) to the quartic term
in Eq. (3), we obtain R(t)(bˆ + bˆ†)4R†(t) = 6nˆ(nˆ + 1) +
O(bˆ2 exp[−2iωext])+O(bˆ†2 exp[2iωext])+3, and in an ap-
preciable amount of time, the terms ∝ exp[±inωext] for
n = 2 and 4 will quickly average to zero, such that the
relevant term in the quartic potential is 6nˆ(nˆ+ 1) + 3.
Within this rotating wave approximation (RWA), we
find the Hamiltonian
H ′ = H ′e +H
′
m +H
′
t +H
′
leads, (19)
where
H ′e = δω dˆ
†dˆ (20)
H ′m = δω nˆ+ ν nˆ(nˆ+ 1)/2, (21)
H ′t =
∑
p,k
Tˆ ′p (vp, φ) cˆ†k,p + h.c. (22)
Here, the tunneling operator
Tˆ ′p (vp, φ) = Tpe−φ
2/2
∑
nm
Jn(vp/ωex)
(i φ)2m+n−1
m!(n+m− 1)! (bˆ
†)m bˆn+m−1dˆ, (23)
has the matrix elements 〈k − |Tˆ ′p (vp, φ)|l+〉 = 〈k −
|Tˆp,l−k+1(vp, φ)|l+〉 (cf. Eq. (16)). In passing, we note
that both unitary transformations given in Eqs. (10)
and (18) commute with each other in the weak coupling
regime in which the sequential tunneling approximation
made below holds. Clearly, R(t) as well as U(t) induce
higher-order coupling terms within the transformed tun-
neling Hamiltonian which are beyond the sequential tun-
neling approximation used here. Moreover, for the tun-
neling term, the criteria of fast oscillating terms used in
the rotating wave approximation is not sufficient to state
that the contribution given in Eq. (23) is dominant over
the neglected counter-propagating terms, and so the va-
lidity of the approximation needs to be verified. In the
rotating frame, the tunneling term can be written as
Tˆ rp (vp, φ, t) =
∑
n
tˆn,p(vp, φ) e
inωext , (24)
where 〈k − |tˆn,p(vp, φ)|l+〉 = 〈k − |Tˆp,l−k+1+n(vp, φ)|l+〉.
Thus for a small bias voltage, characterized by vp/ωex 
1, the ratio between the matrix elements of the counter-
propagating terms (for n > 0 in Eq. (24)) and the co-
propagating ones (n = 0) reads as
〈k − |tˆn,p(vp, φ)|l+〉
〈k − |tˆ0,p(vp, φ)|l+〉
∼ Γ(l − k + 1)
Γ(l − k + 1 + n)
(
vp
2ωex
)n
 1 .
(25)
Consequently, the contribution of the counter-
propagating terms is negligible in the solution of the
system dynamics, and the rotating-wave approximation,
in which Tˆ ′p (vp, φ) ≡ tˆ0,p(vp, φ), is justified.
III. QUANTUM MASTER EQUATION
The dynamics of the system described by the Hamil-
tonian (19) is fully characterized by the statistical op-
erator W (t), whose time evolution is governed by the
von-Neumann equation
d
dt
W (t) = −i[H(t),W (t)] . (26)
6After tracing out the degrees of freedom of the leads, we
obtain the reduced system, represented by the density
operator ρ ≡ Trleads[W ]. In addition, in the weak cou-
pling regime considered throughout this work, Γ  ω0,
it is possible to express the evolution of the reduced den-
sity operator in terms of a diagrammatic expansion in
the tunneling terms H±p
48,68. We use the standard Born-
Markov approximation (for a recent discussion, see Ref.
69) and, furthermore, exploit a high-frequency approxi-
mation which is valid when the ac-voltage drive is much
faster than the mechanical oscillations. Then, the master
equation for the reduced density operator reads
d
dt
ρ(t) = −i[H0, ρ(t)] + Σ · ρ(t) , (27)
in which the first term on the right hand size represents
the nanobeam coherent dynamics, with
H0 = δω d
†d+ δω nˆ+ ν nˆ (nˆ+ 1)/2 , (28)
and the second term represents dissipation and deco-
herence induced by tunneling events between leads and
the beam. This part is covered by the self-energy Σ =
Σr + Σl, therein Σp is the contribution from lead p. In
leading order in Γ, the self energy Σp is composed by
eight terms corresponding to different tunneling events
Σp =
∑8
n=1 Σ
(n)
p (see Appendix A for details).
A. Electron current in the rotating frame
The electronic current operator Iˆp from the lead p to
the nanobeam is given by the charge in the number of
electrons in lead p over time. We use the number operator
of lead p as nˆp =
∑
k cˆ
†
k cˆk and find
Iˆ ′p(t) = −e ˙ˆnp = −e[H ′t(t), nˆp]
=
∑
k
(
Tˆ ′p (vp, φ)cˆ†p,k(t) − h.c.
)
. (29)
The net current passing through the nanobeam is
Iˆ ′rwa(t) ≡ Iˆ ′l(t)− Iˆ ′r(t) . (30)
We are left with calculating the expectation value I ′p(t) =
〈Iˆp〉t ≡ Tr[ρ(t)Iˆp], which is determined from the self-
energies and for which we find
I ′p(t) = −ie
〈
Σ(5)p (t) + Σ
(8)
p (t)− Σ(6)p (t)− Σ(7)p (t)
〉
.
(31)
B. Electron current in the laboratory frame
In the previous section, the electron current has been
expressed in terms of the self-energies Σ
(5),(8)
p (t) and
Σ
(6),(7)
p (t) in the rotating frame. For a better interpreta-
tion, we consider in this section the current in the labo-
ratory frame.
Since the Hamiltonian is periodic in time, we can
expand the diagrams in terms of Fourier vectors |fm〉,
m ∈ Z, such that 〈t|m〉 = e−imωext. With this, the ex-
pectation value of the current becomes
I(t) =
∞∑
m=−∞
Im e
−imωext (32)
with the Fourier coefficients Im = Il,m − Ir,m, where
Ip,m = −ie
〈
Σ(5)p,m(ωex) + Σ
(8)
p,m(ωex)
−Σ(6)p,m(ωex)− Σ(7)p,m(ωex)
〉
. (33)
Here, Σ
(i)
p,m(ωex) denotes the m-th Fourier component of
Σ
(i)
p (t), i.e., Σ
(i)
p (t) =
∑∞
m=−∞ Σ
(i)
p,m(ωex)e
−imωext.
The stationary value for m = 0 and the higher har-
monics (m 6= 0) of the current are associated to different
single-electron tunneling processes. The modulation in
the bias voltage splits the energy levels of the leads into
sidebands separated by ωex.
70 Thus, a lead state |k〉p, on
lead p and with energy Ek,p, is split into a set of states
{|kn〉p} with energies Enk,p = Ek,p +nωex, where n is an
integer and determines the order of the sideband.
In the undriven case, the transfer of an electron from
the left to right lead occurs via an energy level E in
the corresponding transport window characterized by
µr < E < µl, where µp is the corresponding electro-
chemical potential of the lead p. On the other hand,
for the driven case, the condition for sequential trans-
port is not straightforward, since the occupied states on
the right lead can be above the Fermi level, i.e., there
exists an n such that Enk,r > µr although Ek,r < µr
and a reduction of the electronic current is generated.
Another interesting mechanism occurs when an occupied
sideband level on the left lead can reach the level energy
of the central system. This occurs when Enk,l = E for
Ek,l 6= E, and the electron can tunnel to the right lead
to a sideband level of energy Ekn′,r = E for Ek,r > µr.
There, an electron can transport |n−n′| quanta of energy
absorbed from the external modulation. The current Ip
is given by the sum over all the possible tunneling events
from sidebands on the left lead to sidebands on the right
lead. If we denote by Pnn′ the probability of a tunneling
event from the sideband |kn〉l to the sideband |kn′〉r, the
current can be rewritten in the form
Ip = e
∑
nn′
Pnn′ =
∞∑
j=−∞
 ∑
n−n′=j
ePn,n−j
 . (34)
This sum can be reordered according to the number of
quanta of energy exchange between the leads. Then,∑
n−n′=m ePnn−m resembles the aforementioned com-
ponent Ip,m and the stationary current corresponds to∑
n−n′=0 ePnn.
7We are interested in the current for one-phonon pro-
cesses characterized by
Irwa(t) = I−1 exp[iωext] + I1 exp[−iωext] , (35)
whose oscillation amplitude in leading order of vp and φ
corresponds to the current in the rotating frame, i.e.,
Irwa ≡ maxt Irwa(t) = 2|I1| . (36)
IV. QUANTUM ANTIRESONANCES
In general, switching off adiabatically the electrome-
chanical coupling φ→ 0, mechanical and electronic sub-
system decouple and the energy levels of the nanaobeam
increase by multiples of the mechanical nonlinear
strength ν according to Eq. (28) as
εn+1,q − εn,q′ = δω(1 + nq − nq′) + ν(n+ 1) . (37)
We label the eigenstates by |n, q〉, where n = 0, 1, 2, . . .
denotes the quantum number of the vibrational state and
q = +,− refers to the quantum number of the electronic
state, respectively. Since we use a spinless model, we
have two possible electronic eigenstates of the dot, either
the occupied or the unoccupied state for the occupation
number operator nq = d
†d. Suppose that N quanta of
energy have been exchanged between the two subsystems,
then several non-equidistant resonances will appear in
the spectrum. They are quantified by the quasienergy
εN−n,q = εn,q′ , i.e., the detuning should be chosen as
δω = −ν
2
N(N + 1)
N + nq − nq′ . (38)
Note that for the nontrivial case N > 0, the detuning is
always negative δω < 0. In Fig. 2(a), the quasi-energy
spectrum, for φ = 0, as a function of the ratio δω/ν
is shown. Exact crossings occur whenever the condition
of Eq. (38) is met, indicating a degeneracy between two
quasienergies. Note that for the linear Holstein model48,
when ν = 0, all degeneracies are absent. For φ 6= 0, the
degeneracy is lifted and the states |N − n, q〉 and |n, q′〉
are mixed by the interaction terms, see Eq. (22). They
generate the anticrossings of the quasienergy levels in the
spectum. Around a given (anti-)resonance, the states
|N −n, q〉 and |n, q′〉 are mixed strongest (see Fig. 2(b)).
The mixing results in the corresponding dressed states
|ϕn〉 and |ϕN−n〉, which are superpositions of the two lo-
calized states |N − n, q〉 and |n, q′〉. As an analogy, one
might think of a static double-well potential, where for a
finite overlap between the two degenerate states (referred
to as tunneling), the left and right energy eigenstates are
mixed and the spectrum forms an anticrossing when the
bias between the two wells is changed. Here, we would
identify the left and right localized states with the pair-
wise resonant states |N −n, q〉 and |n, q′〉. Naturally, the
role of the ’tunneling’ is played by the electromechanical
coupling φ, which induces a coupling between the two
states and thus generates transitions.
In the laboratory frame, the electrons couple to the
mechanical motion via the operator bˆ† − bˆ, see Eq. (6).
This means that the mechanical degree of freedom re-
ceives or releases energy, once the electronic state is oc-
cupied. Therefore, the most populated states are formed
by the pair |N − n,+〉 and |n,+〉. This behavior is
in analogy to the Duffing oscillator33–35, where at res-
onance the population is concentrated on those states,
i.e., ρN−n,+ = ρN,+ = 1/2.
On the other hand, the expansion used here, in leading
order of Γ, considers transitions between nearest neighbor
states. The transition dynamics between states of the vi-
brating nanojunction affects the sequential tunneling cur-
rent when N is an odd integer. In the picture of a bistable
quasienergy surface35, this amounts to a single phonon
inter-well transition. The nearest-neighbor condition on
|ϕ(N−n)+〉 and |ϕn+〉 requires that (N −n)−n = 1, such
that N is an odd number. Thus, in the case of the N -
th resonance with N being odd, the relevant states are
|N∗ + 1,+〉 and |N∗,+〉 with N∗ = (N − 1)/2.
Below, we aim at obtaining an approximate and sim-
ple expression for the line shape of the antiresonance in
the current. For this, we need the approximate solution
of the quantum master equation in the vicinity of an
avoided crossing of a pair of quasienergy states. In lead-
ing order of the voltage, i.e., of the ratio vp/ωex, and of φ,
we keep the terms for (n,m) = (0, 1) and (n,m) = (1, 0)
in the tunneling operator in Eq. (23), which yields to a
simplified expression in the form
Tˆ ′p (vp, φ) ≈
vp
2ωex
Imechdˆ+ i φ bˆ†dˆ . (39)
We used J1(vp/ωex) ≈ vp/(2ωex) and J0(vp/ωex) ≈ 1.
Above, Imech =
∑
n |n〉〈n| is the identity operator in
the Hilbert subspace of the mechanical degrees of free-
dom with the basis {|n〉}. The above expression Eq. (39)
yields the self-energies
n+
n+
[
Σ(5)p + Σ
(8)
p
]m−
m−
≈ (n+ 1)φ2 Γp f−p [−ν(n+ 1)] δm,n+1
(40)
m−
m−
[
Σ(6)p + Σ
(7)
p
]n+
n+
≈ (n+ 1)φ2 Γpf+p [−ν(n+ 1)] δm,n+1
(41)
where f±p () = {exp[±( − µp)] + 1}−1 is the prob-
ability distribution of an occupied (+) or an unoccu-
pied (−) electronic state in the lead p. The self-energies
Eqs. (40) and (41) represent transition rates between dif-
ferent mechanical states which are relevant for the cur-
rent calculation. It follows that the coupling with the
leads only induces transitions between nearby mechani-
cal states within this single-phonon approximation.
The external bias voltage modulation induces a transi-
tion from |N∗,+〉 to |N∗+1,+〉, while electron tunneling
generates transitions between nearby mechanical states.
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FIG. 2. (a) Quasienergy spectrum for φ = 0 and (b) state populations (diagonal elements of the reduced density operator)
for φ = 5 × 10−2 as a function of the detuning frequency. The labels 0−, 1−, 2−, ..., 6− (dashed lines) mark the states for
the electronically unoccupied nanobeam corresponding to the quasienergies εn− in (a) and the populations ρn−n− in (b) for
n = 0, 1, ..., 6. Likewise, the labels 0+, 1+, 2+, ..., 6+ (continuous lines) mark the electronically occupied nanobeam corresponding
to the quasienergies εn+ in (a) and the populations ρn+;n+ in (b) for n = 0, 1, 2, ..., 6. The parameters used in these simulations
are Γ = 10−3ω0, ν = 10−2ω0, E = ω0, Vl = −Vr = 10−2ω0, µl − µr = 10ω0, and kBT = 5× 10−3ω0.
As a consequence, the ratio ρn+;n+/ρn+1,+;n+1,+ is given
by the ratio of the corresponding transition rates as
ρn+;n+
ρn+1,+;n+1,+
=
n+
n+
[
Σ
(5)
p + Σ
(8)
p
](n+1)−
(n+1)−
(n+1)+
(n+1)+
[
Σ
(5)
p + Σ
(8)
p
]n−
n−
≈ n+ 1
n+ 2
.
(42)
Taking into account that ρN∗+;N∗+ = ρN∗+1,+;N∗+1,+,
the states |ϕN∗+〉 and |ϕN∗+1,+〉 are the states with the
largest occupation probability.
To summarize, the electrons on the leads exchange
energy with the external modulation, thereby getting
dressed. Then, a dressed electron tunnels to the central
system sending the mechanical motion out of equilibrium
due to the electromechanical coupling. Depending on the
external frequency, the mechanical motion can exchange
energy with the electrons affecting the amplitude of the
electronic current. This provides feedback to the cur-
rent. This process is similar to controling the thermal
occupation of the vibrational mode of magnetic52,53 and
non-magnetic48 molecular junctions by an external spin
current. There, the magnetic moment and the vibra-
tional mode interact via a magnetomechanical coupling,
yielding to an exchange of energy in the way that the vi-
brational energy can be transferred to the magnetic de-
gree of freedom, which overall implies vibrational cooling
of the nanojunction.
In panel (b) of Fig. 2, the steady-state populations
of the system are depicted as a function of the ex-
ternal frequency. The most populated states corre-
spond to ρN∗+1,+;N∗+1,+ and ρN∗+;N∗+. Out of reso-
nance, all the states are equally populated and ρnq;nq =
1/(2N¯), with N¯ being the number of states covered
within the bias window µl − µr. For the Nth res-
onance when N is even, the most populated state is
ρN/2,+;N/2,+ and ρN/2+1,+;N/2+1,+ = ρN/2−1,+;N/2−1,+
due to the single excitation process induced by the
current. Those states are dominant. Therefore,
ρN/2,+;N/2,+ + ρN/2+1,+;N/2+1,+ + ρN/2−1,+;N/2−1,+ ≈ 1
as it is shown in the panel (b) of Fig. 2.
A. Signatures in the electronic current
From Eqs. (40) and (41), we obtain directly an analytic
approximation for the electronic current in the rotating
frame (cf. Eq. (31))
I ′p(vp, φ) ≈ φ2 Γp
∑
n
(n+ 1)
(
f−p [−ν(n+ 1)]ρn+;n+ − f+p [−ν(n+ 1)]ρn−;n−
)
. (43)
9The first (second) term on the right hand side in Eq. (43)
corresponds to the current of out-coming (incoming)
electrons from (into) the central system, respectively.
Around the Nth resonance when N is odd, the popu-
lations ρN∗+;N∗+ and ρN∗+1,+;N∗+1,+ are dominant and
the current simplifies to
I ′p(vp, φ) ≈ φ2 Γp (N∗ + 1)f−p [−ν(N∗ + 1)]
× (ρN∗+;N∗+ + ρN∗+1,+;N∗+1,+) .
(44)
With this at hand, we can calculate the current ampli-
tude Irwa = 2|I1| of Eq. (36) in the laboratory frame.
Following a similar procedure used for the calcula-
tion of the current (44), we write the tunneling oper-
ator tˆn,p(vp, φ) in leading order of vp and φ and cal-
culate the relevant self-energies Σ5,8p and Σ
6,7
p . Then,
the current amplitude for the n-phonon process, for
n > 1, is given by In = J
2
n−1(vp/ωex)Irwa. Consequently,
In/Irwa < (vp/ωex)
2n−2  1, which shows that the con-
tribution from the co-rotating terms are also dominant
for the current. The amplitude Irwa of the current flow-
ing through the central system is shown in panel (b) of
Fig. 3 as a function of the detuning of the external driv-
ing frequency (blue continuous line). The blue solid lines
indicate the calculated full mean value Eq. (30) with-
out further approximation. We find pronounced antires-
onances at particular values of the detuning. The cur-
rent describes an asymmetric line-shape resonance deter-
mined by the resonance condition established in Eq. (38)
for N odd. Inside panel (b), a zoom of the current be-
havior around the antiresonance is shown. In addition,
we also show the current calculated using the approxima-
tion Eq. (44) (orange dots). Both results agree well which
underlines that the argumentation yielding us to the ap-
proximation is correct. The antiresonances are similar
to those obtained for the dissipative quantum Duffing
oscillator33–35 and those of the driven dissipative Jaynes-
Cummings model36,37 and they have a Fano-type form
due to the fact that a discrete quantum level interacts
with a continuum of electronic energy levels.
In this regime, in which vp/ωex  φ, the time-averaged
input-output power P (ωex) = ωex〈dnˆ/dt〉 is proportional
to the electron current (44), i.e.,
P (ωex) = −iωex〈[H ′t, nˆ]〉
≈ −iωex
∑
p
p〈Σ(5)p + Σ(8)p − Σ(6)p + Σ(7)p 〉.
(45)
This means in turn that measuring the electrical cur-
rent gives insight into the population of the mechanical
states and the flux of excitations put into the motion of
the clamped beam.
B. Antiresonant mechanical nonlinear response
According to Eq. (45), the electronic current drives the
mechanical degree of freedom out of equilibrium. An in-
teresting consequence for the mechanical motion is the
nonlinear response of the nonlinear nanobeam to the ex-
ternal ac driving of the bias voltage. We are thus inter-
ested in the nonlinear response of the mechanical motion
characterized by the mean value A of the position oper-
ator in the steady state, defined by
A =
Y0√
2
Tr[(bˆ+ bˆ†)ρ] . (46)
Here, Y0 is the amplitude of the zero point fluctuations in
the nanobeam’s fundamental bending mode. Note that
this mean value corresponds to the oscillation amplitude
of the expectation value of the position operator in the
laboratory reference frame. Therefore, we denote A as
the amplitude of the nonlinear response.
Around the Nth resonance (N odd), the quasi-
energy difference between |ϕN∗,+〉 and |ϕN∗+1,+〉 be-
comes smaller than Γ. We can consider |ϕN∗,+〉 ≈
(|N∗,+〉+ |N∗ + 1,+〉)/√2 and |ϕN∗+1,+〉 ≈ (|N∗,+〉 −
|N∗ + 1,+〉)/√2. With this, we find
A ≈ Y0√
2
√
N∗ + 1 (ρN∗,+;N∗,+ − ρN∗+1,+;N∗+1,+) .
(47)
The contribution from off-diagonal elements add up to
zero due to ρN∗,+;N∗+1,+ = ρ
∗
N∗,+;N∗+1,+.
At resonance, each state of the corresponding pair
has the same occupation probability, ρN∗,+;N∗,+ =
ρN∗+1,+;N∗+1,+, and the nonlinear response amplitude
vanishes A = 0. Away from resonance the pair-wise
states are localized, |ϕN∗,+〉 = |N∗,+〉 and |ϕN∗+1,+〉 =
|N∗ + 1,+〉, and their quasi-energy difference is larger
than the tunneling constant Γ. Therefore, the off-
diagonal elements of the density matrix are negligible,
yielding A = 0. In Fig. 3 (a), the amplitude of the non-
linear response is depicted as a function of the external
frequency. Again, the amplitude exhibits quantum an-
tiresonances around the Nth resonance (N odd). Since
this antiresonance appears in the current spectrum, it
should in principle be directly measurable.
V. CONCLUSIONS
The interplay of a dissipative nonlinear quantum me-
chanical resonator with an external periodic driving is
known to generate nontrivial response properties of the
resonator in the form pronounced and rather sharp quan-
tum antiresonances. The detection of those is non-trivial.
In this work, we proposed to use a molecular nanojunc-
tion (or, a nanobeam) in its regime of nonlinear mechan-
ical oscillations and clamped to conducting leads. This
junction carries electronic current when an ac driving
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FIG. 3. (a) Amplitude of the mechanical vibration, and, (b) the amplitude of the first harmonic of the ac current Irwa = 2|I1|,
Eq. (36), as a function of the detuning frequency δω. The parameters used in these simulations are φ = 5× 10−2, Γ = 10−3ω0,
ν = 10−2ω0, E = ω0, Vl = −Vr = 10−2ω0, µl − µr = 10ω0, kBT = 5× 10−3ω0.
voltage is applied. An applied static magnetic field con-
trols the electromechanical coupling of the flowing elec-
tron current and the mechanical oscillation. A static lon-
gitudinal compression force close to the Euler buckling
instability may be used to tune the nonlinearity. Then,
the mechanical oscillation amplitude can be described by
an effective single particle quantum harmonic oscillator
Hamiltonian with a weak Kerr nonlinearity. For the elec-
tronic part, we consider weak tunneling contact between
the junction and the lead. The first longitudinal energy
eigenstate is associated with the motion of the electrons
along the nanobeam, such that a quantum dot is formed.
In the regime of weak electromechanical coupling, and
considering a finite lifetime of the electrons in the nano-
junction being longer than the typical time scale of intrin-
sic junction dynamics, the non-equilibrium dynamics is
captured by a Born-Markov master equation. It has been
formulated in a frame rotating with the ac driving fre-
quency, in which the fast oscillating terms were average
out. The effective model Hamiltonian of the molecule
shows non-equidistant quasi-energy levels which define
several resonant conditions which corresponds to mul-
tiquantum transitions in the nanobeam mechanical mo-
tion. In particular, the mechanical response reveals strik-
ing quantum antiresonances between pairs of quasienergy
levels which for an anticrossing when, for instance, the
driving frequency is varied. For modulation frequencies
around the defined resonance conditions, the dynamics
can be simplified by restricting to a two quasi-energy
levels only. The solution may be used to determine the
flowing electron current which is the observable being
directly accessible in an experiment. The approximate
picture is confirmed by solving the full master equation
numerically and by calculating the net current passing
through the nanobeam. Although we have presented re-
sults for a specific set of parameters in this work, espe-
cially the quantum master equation allows one to explore
further regions of the parameter space. The observed ef-
fects will also survive in the regime of strong nonequi-
librium quantum transport, where higher order phonon
processes become important. We find that the feature of
the quantum antiresonances in the mechanical response
of the junction translates into antisymmetric line shape
resonances in the electric charge current located at fre-
quencies where the multiple transition in the mechanical
motion takes place.
For very weak driving amplitudes of the ac voltage, we
find a simple expression for the current which shows its
direct dependence on the occupation probability of the
mechanical antiresonant states. Along with the electronic
11
current, a flux of energy into or out of the nanojunction
can be determined, which drives the mechanical degree
of freedom out of equilibrium. We find a similar struc-
ture of the nonlinear response of the nanojunction with
that calculated for the quantum Duffing oscillator33–35.
Moreover, the response is also similar to the driven dis-
sipative Jaynes-Cummings model36,37. Yet, the impor-
tant difference in the present quantum transport set-up
is that the quantum antiresonances are directly measur-
able in the current which renders the effect interesting
for experimental observation.
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Appendix A: Quantum master equation approach
To obtain the dynamics of the central nanojunction
only, it is convenient to trace out the electrodes’ degrees
of freedom in the full density operator W (t) of leads plus
junction. In doing so in the interaction picture, the re-
duced density operator reads
ρI(t) = Trl, r{W I(t)}
= ρ(t0)− i
∫ t
t0
dt1Trl, r[H
I
T (t1),W
I(t1)] ,
(A1)
where Trl, r denotes the trace over the degrees of freedom
of the right and left lead. Differentiating with respect to
t, we obtain the quantum master equation for the reduced
density operator,
d
dt
ρI(t) = −
∫ t
t0
dt1 Trl, r
{
[HIT (t), [H
I
T (t1),W
I(t1)]]
}
,
(A2)
where, for simplicity, we have eliminated the term
−iTrl, r
{
[HIT (t),W
I(t0)]
}
with the assumption
Trl, r
{
HIT (t)ρl ⊗ ρr
}
= 0. This is equivalent to
consider ρl ⊗ ρr as diagonal in energy basis, in other
words, it is equivalent to the assumption that the
leads are at their respective thermal equilibrium. W I
factorizes at t = t0, and at later times correlations
between leads and the central system arise due to the
tunneling term HT . However, for a very weak coupling,
at all times W (t) should only show deviations of order
HT from an uncorrelated state. Thus, in this regime
of sequential electron tunneling, we can formulate a
quantum master equation for ρ in the form
d
dt
ρ(t) = −i[H0, ρ(t)] +
∫ t
t0
dt1 Σ(t, t1) · ρ(t1) . (A3)
in the Scho¨dinger picture. The first term on the right
hand side in Eq. (A3) governs the coherent dynamics,
whereas the second term encloses all the effects of the
fermionic bath covered by the kernel Σ(t, t1). It includes
self-energies, which are induced by the leads, in arbitrary
orders in the tunneling. In a diagrammatic expansion
of Eq. (A3)68, the selfenergy Σ(t, t1) encloses only irre-
ducible terms.
To calculate these irreducible diagrams, it is conve-
nient to split the tunneling term Ht into two parts, ac-
cording to Eq. 8. In order to simplify the notation, we
omit here the superscript for the interaction picture for
the creation and annihilation operators. It is implicitly
assumed unless stated otherwise. Then, the lowest order
of the expansion of Σ can be written as
12∫ t
t0
dt1Σ(t, t1)ρ(t) = Σ(t)ρ(t)
= −TK
∫
K
ds
〈H+t (t)H−t (s) ρ(t)〉lr︸ ︷︷ ︸
Σ(1)(t,s)·ρ(t)
+
〈
H−t (t)H
+
t (s)ρ(t)
〉
lr︸ ︷︷ ︸
Σ(2)(t,s)·ρ(t)
+
〈
ρ(t)H+t (s)H
−
t (t)
〉
lr︸ ︷︷ ︸
Σ(3)(t)·ρ(t)
+
〈
ρ(t)H−t (s)H
+
t (t)
〉
lr︸ ︷︷ ︸
Σ(4)(t,s)·ρ(t)
− 〈H+t (t)ρ(t)H−t (s)〉lr︸ ︷︷ ︸
Σ(5)(t,s)·ρ(t)
− 〈H−t (t)ρ(t)H+t (s)〉lr︸ ︷︷ ︸
Σ(6)(t,s)·ρ(t)
− 〈H+t (s)ρ(t)H−t (t)〉lr︸ ︷︷ ︸
Σ(7)(t,s)·ρ(t)
− 〈H−t (t1)ρI(t)H+t (t)〉lr︸ ︷︷ ︸
Σ(8)(t,s)·ρ(t)
 ,
(A4)
where 〈· · · 〉lr = Trl, r{(· · · )ρl⊗ρr}. K denotes the closed
Keldysh contour which runs from t0 to t on the real axis
and then back again from t to t0. Moreover, TK denotes
the corresponding time ordering operator on the Keldysh
contour.
The formal solution of the quantum master equation
Eq. (27) can be cast into the form
ρ(t) = eL tρ(0) =
∑
k
Tr
{
ρ†kρ(0)
}
eΓkt ρk , (A5)
where Lρ(t) ≡ −i[H0, ρ(t)] + Σρ(t), ρk (ρk) are the right
(left) eigenoperators of L with eigenvalue Γk. The steady
state is determined by the right eigenoperator ρk
′ ≡ ρ∞
with the eigenvalue Γk′ = 0. Therefore, the solution of
the master equation is linked to the solution of a eigen-
value problem for a singular matrix.
Appendix B: Charge current in the laboratory frame
We may use the expansion of the quantum master
equation to derive an expression for the electric charge
current. By definition, the current is given by the time
derivative of the electron number nˆp =
∑
k c
†
k,pck,p on
lead p, i.e., by
Ip(t) = −e d
dt
〈nˆp(t)〉 = −ie
〈[
H(t), nˆp(t)
]〉
= −ie (〈H+t,p(t)〉 − 〈H−t,p(t)〉) . (B1)
In leading order of Γ, the current is determined by the
components of the self energy, Σ
(5...8)
p ,
Ip(t) =
∑
m
Ip,m e
imωex t with (B2)
Ip,m = −ie
〈
Σ(5)p,m(ωex) + Σ
(8)
p,m(ωex)− Σ(6)p,m(ωex)− Σ(7)p,m(ωex)
〉
,
where, in order to calculate the current, we fix48 one
tunneling vertex in each of the diagrams at the measure-
ment time t. Here, Σ
(i)
p,m is the mth Fourier component
of Σ
(i)
p . We symmetrize with respect to the leads, such
that we compute the current I(t) = Il(t)− Ir(t). In the
rotating frame of reference, after neglecting the fast os-
cillating terms, the calculated current correspond to the
amplitude of the first mode in Eq. (B2).
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