Abstract. About 6 years ago, semitoric systems were classified by Pelayo & Vũ Ngo . c by means of five invariants. Standard examples are the coupled spin oscillator on S 2 × R 2 and coupled angular momenta on S 2 × S 2 , both having exactly one focus-focus singularity. But so far there were no explicit examples of systems with more than one focus-focus singularity which are semitoric in the sense of that classification. This paper introduces a 6-parameter family of integrable systems on S 2 × S 2 and proves that, for certain ranges of the parameters, it is a compact semitoric system with precisely two focus-focus singularities. Since the twisting index (one of the semitoric invariants) is related to the relationship between different focus-focus points, this paper provides systems for the future study of the -so far unexplored -twisting index.
Introduction
An integrable system is a triple (M, ω, F) where (M, ω) is a 2n-dimensional symplectic manifold and F : M → R n is a smooth function, known as the momentum map, whose components Poisson commute and are linearly independent almost everywhere. The points at which the linear independence fails are known as singular points. An integrable system is toric if M is compact and the Hamiltonian vector fields of the components all have periodic flow of the same period; in this case the image of the momentum map F(M) is a convex n-dimensional polytope (a special case of the Atiyah-GuilleminSternberg Theorem [Ati82, GS82] ) and additionally, by the work of Delzant [Del88] , F(M) completely determines the system (M, ω, F) up to equivariant symplectomorphism.
So-called semitoric integrable systems are a special class of integrable systems on 4-manifolds for which one of the two components of its momentum map has a Hamiltonian vector field with periodic flow. Specifically, a semitoric integrable system is an integrable system (M, ω, F = (J, H)) such that J is proper with periodic flow and every singular point is nondegenerate with no hyperbolic blocks (see Section 2 for a discussion of types of singular points). Semitoric integrable systems can have singular points of focus-focus type that do not occur in toric integrable systems and are an example of almost toric manifolds which were introduced by Symington [Sym03] .
Semitoric integrable systems were studied and classified by Pelayo & Vũ Ngo . c [PVuN09, PVuN11] . The classification is in terms of five invariants: the number of focus-focus points (which is finite according to Vũ Ngo . c [VuN07] ); an infinite family of polygons known as a semitoric polygon; a Taylor series on two variables for each focus-focus point; the height of the focus-focus value in the semitoric polygon; and the twisting index, which roughly is an integer for each pair of focus-focus points describing the 'twist' of the singular Lagrangian fibration between them. Semitoric systems are rigid enough to admit a classification, but flexible enough to appear more frequently in physical examples and to admit more interesting dynamics. The main reason semitoric systems exhibit more interesting behavior than toric systems is the presence of the focusfocus points and the monodromy that these singularities can produce in the integral affine structure of the momentum map image F(M).
While the Pelayo-Vũ Ngo . c classification predicts many systems and gives certain properties of those systems, one thing that has thus far been lacking are explicit examples of semitoric systems giving the symplectic manifold (M, ω) and the momentum map F. Le Floch & Pelayo [LFP] explicitly describe the coupled angular momenta system (originally described in [SZ99] , see Example 2.12) and details of the coupled spin oscillator (see Example 2.13) are spread over several papers. These systems each have exactly one focus-focus singularity. In the present work we describe semitoric systems on M = S 2 ×S 2 which have two focus-focus singular points. More precisely, the main result of this paper is the following.
Theorem 1.1. Let M = S 2 × S 2 be equipped with the symplectic form ω = −(R 1 ω S 2 ⊕ R 2 ω S 2 ) where ω S 2 is the standard volume form on the sphere and 0 < R 1 < R 2 are real numbers. For R := (R 1 , R 2 ) and t := (t 1 , t 2 , t 3 , t 4 ) ∈ R 4 define J R , H t : M → R by
(1)
J R (x 1 , y 1 , z 1 , x 2 , y 2 , z 2 ) := R 1 z 1 + R 2 z 2 , H t (x 1 , y 1 , z 1 , x 2 , y 2 , z 2 ) := t 1 z 1 + t 2 z 2 + t 3 (x 1 x 2 + y 1 y 2 ) + t 4 z 1 z 2
where (x i , y i , z i ) are Cartesian coordinates on S 2 ⊂ R 3 for i = 1, 2. Then there exist choices of t 1 , t 2 , t 3 , t 4 , R 1 , R 2 such that (M, ω, (J R , H t )) is a semitoric system with exactly two focus-focus points.
Theorem 1.1 is restated in more detail in Section 3 as Theorem 3.1. The coupled angular momenta system with coupling parameter t ∈ ]0, 1[ is the special case of Equation (1) with t 1 = t, t 3 = t 4 = 1 − t, and t 2 = 0. The coupled angular momenta system describes the rotation of two vectors (with magnitudes R 1 and R 2 ) about the z-axis and has as a second integral a linear combination of the z-component of the first vector and the inner produce of the two vectors, while the system in Equation (1) includes additionally the z-component of the second vector and also breaks the inner product into two components, namely the projection to the z-axis and the projection to the xy-plane.
The system in Equation (1) is studied from a different point of view in mathematical physics, where it is a special case of a generalized Gaudin model. We refer the interested reader to Petrera's PhD thesis [Pet07] and the references therein for the development since Gaudin's original work [Gau76] .
To the authors' knowledge the system in Theorem 1.1 is the first explicit example of a semitoric system with more than one focus-focus point. The twisting index invariant is related to the relationship between different focus-focus singular points, so having an example with multiple focus-focus points will help in understanding this invariant (though it does actually appear in a more subtle way for systems with only one focus-focus point).
Additionally, not only the system itself, but also the method by which we produce this system is of interest. We construct it as a linear combination of four different systems of toric type (semitoric systems with no focus-focus points) and in this way one can see how it deforms into each of these four systems (see Figure 3 ) which correspond to four elements of the associated semitoric polygon. The next theorem follows from Theorem 4.4 in Section 4, in which we take R 1 = 1 and R 2 = 2 for simplicity. s 2 ) ) denote the system (J R , H t ) where
Then (J (1,2) , H (s 1 ,s 2 ) ) has the following properties:
(1) it is an integrable system for all (s 1 , s 2 ) ∈ [0, 1] 2 ; (2) it is a semitoric system when (s 1 , s 2 ) ∈ [0, 1] 2 \ γ where γ ⊂ [0, 1] 2 is the union of four smooth curves; (3) there are two points in S 2 × S 2 which transition between being elliptic-elliptic, focus-focus, and degenerate depending on the value of (s 1 , s 2 ). In particular, if (s 1 , s 2 ) ∈ {(0, 0), (0, 1), (1, 0), (1, 1)} then (J (1,2) , H (s 1 ,s 2 ) ) is a semitoric system with no focus-focus points and (J (1,2) , H ( 1 2 , 1 2 ) ) is a semitoric system with exactly two focus-focus points.
The set γ represents the moment at which singular points become degenerate while the change between focus-focus and elliptic-elliptic type, γ is given in Equation (25) and plotted in Figure 4 . In Proposition 2.8 we show that a singular point must become degenerate to change from focus-focus to elliptic-elliptic -a fact that may be known to experts, but we could not find in the literature.
Recently there has been a lot of activity relating to semitoric integrable systems, which we review briefly now. There has been work regarding quantizations of semitoric integrable systems, specifically related to the problem of recovering the classical system from the quantum one (see for instance Le [HSSS] . Additionally, work has begun to extend the theory of semitoric systems to higher dimensional manifolds in Wacheux [Wac13] . Surgery techniques for semitoric systems are an ongoing project by Hohloch & Sabatini & Sepe & Symington. Presently, hyperbolic singularities are excluded from semitoric integrable systems, but Dullin & Pelayo [DP16] have produced a smooth family of systems with transition from being semitoric to having a family of hyperbolic singular points.
Structure of the article: In Section 2 we review the required background, including integrable systems, singular points, and semitoric integrable systems. In Section 3 we introduce the new system and prove Theorem 1.1. In Section 4 we discuss the choice of parameters for which the system can be seen as a linear combination of four systems of toric type, and prove Theorem 1.2.
Figures: All figures and associated numerical computations in this article were made with the computer program Mathematica.
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Fundamental definitions
2.1. Integrable systems and non-degenerate singular points.
2.1.1. Integrable systems. Given a symplectic manifold (M, ω) recall that associated to any function f ∈ C ∞ (M) there is a vector field denoted by X f , called the Hamiltonian vector field associated to f , and defined by
Moreover, recall the Poisson bracket {·, ·} :
). An integrable system is a symplectic 2n-manifold (M, ω) along with a collection of functions f 1 , . . . , f n which Poisson commute (i.e. { f i , f j } = 0 for all i, j) and for which the associated Hamiltonian vector fields X f 1 , . . . , X f n are linearly independent almost everywhere. The function F = ( f 1 , . . . , f n ) : M → R n is known as the momentum map of this system.
In this article, we will focus on the case n = 2, so an integrable system will be a 4-dimensional symplectic manifold (M, ω) with a pair of functions F = (J, H) : (M, ω) → R 2 such that {J, H} = 0 and X J (p) and X H (p) are linearly independent for almost all p ∈ M.
The points at which linear independence of the components of the momentum map fails are known as the singular points of the system and the rank of a singular point is the rank of the differential of the momentum map dF at that point. There is a natural notion of non-degeneracy for such singular points which we review now. Rank 0 singular points are known as fixed points since they are fixed under the flow of the Hamiltonian vector fields of the components of the momentum map; we will start with the classification of those.
2.1.2. Rank 0 singular points, i.e., fixed points. Let p ∈ M be a fixed point and let Q(T p M) denote the vector space of quadratic forms on T p M. The symplectic form on M gives Q(T p M) the structure of a Lie algebra which is isomorphic to sp(4, R), see Bolsinov & Fomenko [BF04] . Recall that a Cartan subalgebra is a nilpotent and self-normalizing subalgebra. 
. Furthermore, L is the tangent space to the orbit of the 
The classification of a non-degenerate singular point can be detected by computing the eigenvalues of any associated regular element.
Proposition 2.7 (Vũ Ngo . c [VuN06, Chapter 3] ). If A is a regular element in the Cartan subalgebra generated by the Hessians of the components of the momentum map (i.e., A has 2n distinct eigenvalues) at a fixed point then the eigenvalues of A come in three distinct types of groups:
(1) a pair of imaginary roots ±iβ, called an elliptic block, (2) a pair of real roots ±α, called a hyperbolic block, (3) a quadruple of complex roots ±α ± iβ, called a focus-focus block, where α, β ∈ R.
The types of the groups of eigenvalues of A agree with the classification of the Cartan subalgebra in Theorem 2.6. Thus they do not depend on the choice of the regular element A, they only depend on the Cartan subalgebra.
2.1.5. Degenerate points. Changing the integrable system on a fixed symplectic manifold cannot cause a rank 0 point to transition from being focus-focus type to being ellipticelliptic type without passing through a degeneracy.
Proposition 2.8. Fix a 4-dimensional symplectic manifold (M, ω). Let t 0 ∈ R and let J t , H t : M → R be smooth functions which depend smoothly on t ∈ R. Suppose (J t , H t ) is an integrable system for all t ∈ R in an open interval around t 0 and p ∈ M is a rank 0 fixed point of (J t , H t ) for all t ∈ R which is of type elliptic-elliptic for t > t 0 and type focus-focus for t < t 0 . Then (J t 0 , H t 0 ) has a degenerate fixed point at p.
Proof. Suppose that p is a non-degenerate fixed point of (J t 0 , H t 0 ). Then there exists some γ, δ ∈ R such that ω −1 (γd 2 H t 0 + δd 2 J t 0 ) has four distinct eigenvalues at p. Fix such γ and δ. Since γd 2 H t + δd 2 J t is symmetric we see that the characteristic polynomial of ω −1 (γd 2 H t 0 + δd 2 J) is a constant multiple of a polynomial of the form
where b t , c t ∈ R depend continuously on t. The zeros of g t are given by ± √ κ ± where
t − 4c t 2 and since there are four distinct eigenvalues when t = t 0 we see that b 2 t 0 − 4c t 0 0. Thus we see that g t has four distinct eigenvalues for all t in a neighborhood of t 0 . Since the Williamson type of a fixed point does not depend on the choice of linear combination as long as one with four distinct eigenvalues is chosen we see that g t has zeros of the form ±iα, ±iβ for t > t 0 which means that b 2 t − 4c t > 0. Similarly, we see that g t has zeros of the form α ± iβ for t < t 0 which means that b 2 t − 4c t < 0. Thus, since b t − 4c t varies continuously with t, we see that b t 0 − 4c t 0 = 0 contradicting our original claim. Definition 2.9. A semitoric system is a 4-dimensional integrable system (M, ω, (J, H)) such that:
(1) J is proper, (2) the Hamiltonian flow of J (i.e. the flow of X J ) is 2π-periodic where 2π is the minimal period, (3) all singular points of (J, H) are non-degenerate and have no hyperbolic blocks. A semitoric system is simple if there is at most one critical point in J −1 (x) for all x ∈ R.
Note that J is automatically proper in the case that M is compact. Concerning item (2), here we mean that X J is not also periodic with a period smaller than 2π, this assumption is necessary so the associated S 1 -action is faithful.
Remark 2.10. Throughout this paper we will assume all semitoric systems to be simple.
If (M, ω, (J, H)) is a semitoric integrable system and p ∈ M is a rank zero singular point then there are exactly two possibilities for p: either p is elliptic-elliptic or focus-focus. Thus, if A is a regular element in the associated Cartan subalgebra then the eigenvalues of A must either come in two pairs ±iα, ±iβ in which case p is elliptic-elliptic or come in one quadruple ±α ± iβ in which case p is focus-focus, where α, β ∈ R in each case. If p is non-degenerate of rank 1 then it must be of elliptic type.
The Pelayo-Vũ Ngo . c classification of semitoric integrable systems is in terms of five invariants, which we briefly describe now:
(1) the number of focus-focus points invariant: m f ∈ Z ≥0 denotes the number of focusfocus singular points (which is finite by Vũ Ngo . c [VuN07] ), (2) the semitoric polygon: a family of polygons (analogous to the Delzant polygon of a toric integrable system) which encode information about the integral-affine structure of the system. Each element is the image of a toric momentum map defined on all of M except certain 2-dimensional submanifolds related to the focusfocus points, (3) the Taylor series invariant: a Taylor series in two variables for each focus-focus point, which encodes the dynamics of the flow of the Hamiltonian vector fields as they approach the focus-focus fiber (originally introduced and described in Vũ Ngo . c [VuN03] ), (4) the volume or height invariant: a real number for each focus-focus point which encodes the height of the focus-focus value in semitoric polygon, (5) the twisting index: an integer assigned to each focus-focus point for each element of the semitoric polygon, which encodes the relationship between the toric momentum map used to produce the element of the semitoric polygon and a preferred local momentum map around the focus-focus point.
An abstract list of such datas is known as a list of semitoric ingredients. Given semitoric (1) Two semitoric systems are isomorphic if and only if they have the same five semitoric invariants, (2) Given a list of semitoric ingredients there exists a semitoric system which has those as its five invariants.
For examples standard of semitoric systems, we refer to Section 2.4.
2.3. The symplectic structure on S 2 and S 2 × S 2 . In order to avoid, on the one hand, confusion concerning the various conventions in the literature and, on the other hand, to provide a precise and complete reference for the future, we decided to write the following calculations down in full.
We consider the 4-dimensional manifold M := S 2 × S 2 with Cartesian coordinates (x 1 , y 1 , z 1 , x 2 , y 2 , z 2 ) induced by the inclusion S 2 × S 2 ⊂ R 3 × R 3 and the symplectic form
where R 1 , R 2 ∈ R >0 and ω S 2 is the standard symplectic form on S 2 . Geometrically, the symplectic form ω S 2 on S 2 is given in p ∈ S 2 by
where ·, · is the Euclidean scalar product in R 3 , p = (p 1 , p 2 , p 3 ) ∈ S 2 the basepoint and
This implies
We want to use charts on S 2 that parametrise the upper and lower hemisphere as graphs over the 2-dimensional unit disk D 2 . To keep track of signs, we use e ∈ {+1, −1} in the charts
ϕ e (x, y) := (x, y, z e (x, y)) := x, y, e 1 − x 2 − y 2 such that ϕ +1 covers the northern hemisphere and ϕ −1 the southern one. Denoting the north and south pole of S 2 by N and S , we get charts for the 'double hemispheres' around (N, N), (N, S ), (S , N), (S , S ) ∈ S 2 × S 2 via choosing e 1 , e 2 ∈ {+1, −1} accordingly and setting
For better readability, let us drop the subscripts e, e 1 , and e 2 whenever the context allows, i.e., we write
whenever possible. Now we express ω S 2 in the new coordinates ϕ e . We compute
Subsequently we get for ω in coordinates ϕ = ϕ e 1 e 2 the expression
what is represented in matrix form by
In order to compute Hamiltonian vector fields, we need also its inverse ω −1 which is given by
Using the charts ϕ e 1 e 2 , we compute for h := f • ϕ e 1 e 2 :
2.4.
Explicit examples of semitoric systems. Consider the manifold S 2 × S 2 with symplectic form ω := −(R 1 ω S 2 ⊕ R 2 ω S 2 ) where ω S 2 is the standard volume form on S 2 and 0 < R 1 < R 2 are real numbers.
Example 2.12 (Coupled angular momenta). The coupled angular momenta system is given by J R , H t : S 2 × S 2 → R with
where (x i , y i , z i ) are Cartesian coordinates on S 2 ⊂ R 3 for i = 1, 2, t ∈ [0, 1] is the coupling parameter, and R = (R 1 , R 2 ) ∈ R 2 with 0 < R 1 < R 2 .
This system was originally introduced in Sadovskií & Zĥilinskií [SZ99] and studied in detail in Le Floch & Pelayo [LFP] , where it is shown that there exist two fixed values t − , t + ∈ (0, 1) with t − < t + which depend on R 1 , R 2 such that (1) if t − < t < t + then (J R , H t ) is a semitoric system with exactly one focus-focus point, (2) if t > t + or t < t − the (J R , H t ) is a semitoric system with exactly zero focusfocus points (these are known as systems of toric type, see Section 2 of Vũ Ngo . c [VuN07] ), (3) if t = t − or t = t + then (J R , H t ) has a degenerate singular point, and thus is not a semitoric system.
The image of the momentum map for Example 2.12 with varying values of t is shown in Figure 1 . Remark 2.14. The spherical pendulum consists of J, H : T * S 2 → R with
and satisfies nearly all of the requirements to be semitoric, but the J is not proper since the momentum map image contains unbounded vertical lines. However, the spherical pendulum is a so-called generalized semitoric system, as discussed in 
A family of systems with two focus-focus points
In this section we introduce the system which is the subject of this paper and prove Theorem 1.1, our main result. This system is minimal in the sense of Kane & Palmer & Pelayo [KPPb] , i.e., it is not possible to perform a blowdown of toric type on the system (see Kane [KPPb] and the system discussed in the present paper is minimal of type (2), using the terminology of that paper.
3.1. The system. Consider R 1 , R 2 ∈ R >0 as scaling of radii with R 1 < R 2 and endow S 2 × S 2 with the symplectic form ω = ω R 1 R 2 . Let t := (t 1 , t 2 , t 3 , t 4 ) ∈ R 4 be parameters, let R = (R 1 , R 2 ), and define Φ := (J R , H t ) : S 2 × S 2 → R 2 in Cartesian coordinates by
Unless we explicitly need the parameters we often write J := J R and H := H t for brevity. The main result of this section is Theorem 3.1. The following hold:
1) The system (7) is a compact integrable system for all choices of parameters with t 3 0, 2) The system (7) is semitoric and has two focus-focus points for parameters in a neighborhood of
Theorem 3.1 is a combination of Propositions 3.9 and 3.13 and Corollary 3.15 which we prove in the remainder of this section.
Remark 3.2. At the parameters for which the system in Equation (7) is has two focusfocus points it enjoys a certain sense of uniqueness. As shown in [KPPb, Theorem 2.5], up to scaling the lengths of the sides, there is only one semitoric polygon for which the corresponding system is compact with two focus-focus points such that J has isolated fixed points. Thus, this semitoric polygon is the one associated to the system in Equation (7). By evaluating J on the rank zero points (see Lemma 3.4) we can easily find the semitoric polygon for the system (7), as shown in Figure 2 . Figure 2 . Four semitoric polygons associated to the system (7). The slanted edges all have slope ±1 and the vertices appear at points with xcoordinates −R 1 − R 2 , R 1 − R 2 , −R 1 + R 2 , and R 1 + R 2 .
Remark 3.3. At first, we considered the system
where each z i = z i (x i , y i ) is a function of x i and y i for i = 1, 2. We find
and, using (5), the Hamiltonian vector fields are given by
Recall that N denotes the north pole of S 2 and S the south pole.
Lemma 3.4. The set of rank 0 points of (J, H), i.e., the set of fixed points, is given by
Proof. Geometrically, J is the sum of the height function on each factor of the product S 2 × S 2 scaled by R 1 and R 2 respectively. Thus J gives rise to horizontal rotations on each of the two spheres and its Hamiltonian flow has fixed points exactly at {(N, N), (N, S ), (S , N), (S , S )}. The function J reaches its global maximum R 1 + R 2 at (N, N) and its global minimum −(R 1 + R 2 ) at (S , S ). The corresponding fibers J −1 (R 1 + R 2 ) and J −1 (−(R 1 + R 2 )) consist exactly of the singletons {(N, N)} and {(S , S )}. Fixed points of (J, H) : S 2 × S 2 → R require rk D(J, H) = 0. Therefore they must have DJ = 0 which is equivalent to X J = 0, i.e., when we look for fixed points of (J, H), the only candidates are the points (N, N), (N, S ), (S , N) , and (S , S ) for which we have to check if additionally DH = 0 or equivalently X H = 0 holds. Since all possible fixed points lie in the range of the charts ϕ e 1 e 2 we can check the values of X H by using formula (13), (10), and (11). The corresponding point in the domain is in all cases (x 1 , y 1 , x 2 , y 2 ) = (0, 0, 0, 0) and we compute
and thus {(N, N), (N, S ), (S , N), (S , S )} is indeed the fixed point set of (J, H).
Keep in mind from the above proof that the rank 0 points correspond to the origin in the charts in (2).
Lemma 3.5. At the origin p = (0, 0, 0, 0) in the charts in (2), we find
Proof. We compute the Hessians of J and H using (8) and (9). Since derivatives are additive we can first calculate the Hessians of their components seperately. We deduce from (3) that
, and ∂ 2 y i
Since z 1 does not depend on x 2 , y 2 and z 2 does not depend on x 1 and y 1 we obtain for the Hessian of z i w.r.t. the variables x 1 , y 1 , x 2 , y 2 in p 
Next we consider the term x 1 x 2 + y 1 y 2 and get ∂ x 1 (x 1 x 2 + y 1 y 2 ) = x 2 , ∂ y 1 (x 1 x 2 + y 1 y 2 ) = y 2 , ∂ x 2 (x 1 x 2 + y 1 y 2 ) = x 1 , ∂ y 2 (x 1 x 2 + y 1 y 2 ) = y 1 so that
For z 1 z 2 , we get
so that we get
The equations (8) and (9) together with the above calculations yield 
Evaluating ω −1 from (4) at p yields
and therefore, using e Now we want to determine the type of the rank 0 points located at (N, N), (N, S ), (S , N), (S , S ), i.e., if they are nondegenerate or not and, in case they are nondegenerate, if they are focus-focus or elliptic-elliptic or something else. We will see that the type of the rank 0 points highly depends on the choice of parameters R and t.
Proposition 3.7 (Rank 0 Criterion). Suppose p ∈ S 2 × S 2 has z-coordinates (e 1 , e 2 ) ∈ {−1, 1} 2 . Then p is a rank 0 singular point of (J R , H t ). If R, t,e 1 ,e 2 < 0 then p is nondegenerate of focus-focus type, and if R, t,e 1 ,e 2 > 0 then p is non-degenerate and is of type elliptic-elliptic, elliptic-hyperbolic, or hyperbolic-hyperbolic.
Proof. We already know that the set of rank 0 point are exactly those with z-coordinates ±1 by Lemma 3.4. Note that the characteristic polynomial of ω
R 2 1 (t 2 + e 1 t 4 ) 2 + 2e 1 e 2 R 1 R 2 t 2 3 + R 2 2 (t 1 + e 2 t 4 ) 2 ± √ 2 where := R, t,e 1 ,e 2 is as in Equation (16). If < 0 then there are four eigenvalues which take the form α ± iβ for α, β ∈ R, and thus p is focus-focus by Proposition 2.7. If, > 0 then p is a non-degenerate fixed point which is not focus-focus, so it is either elliptic-elliptic, hyperbolic-hyperbolic, or hyperbolic-elliptic.
Note that in the case = 0 the point can still be non-degenerate, but Proposition 3.7 does not give us any information in this case. The following statement shows that there exist parameter values for which the system has four nondegenerate rank 0 points, two of them elliptic-elliptic and two focus-focus, and is proved by plugging the values into the criterion in Proposition 3.7.
Corollary 3.8. For the parameter values
and thus p is a nondegenerate fixed point according to Lemma 2.2. In particular, (N, N) and (S , S ) are elliptic-elliptic and (N, S ) and (S , N) are focus-focus.
Since nonvanishing and noncoinciding are open conditions, there exist in fact intervals around the parameters (17) where the systems continues to have two focus-focus and two elliptic-elliptic points. , 0) such that for all (R 1 , R 2 , t 1 , t 2 , t 3 , t 4 ) ∈ U the system given in Equation (7) has ellipticelliptic points at (N, N) and (S , S ) and focus-focus points at (N, S ) and (S , N).
3.3. Rank 1 points. We want to study rank 1 points by means of cylindrical coordinates.
To avoid the problems with cylindrical coordinates near poles we state the following observation.
Lemma 3.10. Let t 1 , t 2 , t 3 , t 4 ∈ R, t 3 0 and
is a critical point of rank 1 of (7) then z 1 , z 2 {±1}.
Proof. Critical points of (J, H) from (7) are those p ∈ S 2 × S 2 such that dH(p) and dJ(p) are linearly dependent, which is equivalent to the existence of a nonzero λ ∈ R such that d(H − λJ)(p) = 0 since dJ = 0 only occurs at the rank 0 points. Defining f 1 , f 2 : R 6 → R by f i (x 1 , y 1 , z 1 , x 2 , y 2 , z 2 ) := x 2 i + y 2 i + z 2 i for i = 1, 2, this is equivalent to looking for critical points of H − λJ : R 6 → R on the set f
2 (1), i.e., critical points can be computed by means of Lagrangian multipliers, i.e., a critical point p := (x 1 , y 1 , z 1 , x 1 , y 2 , z 2 ) satisfies the equations
Using the gradient w.r.t. the Euclidean metric, we obtain
Recall that the rank 0 points are precisely those with z 1 ∈ {±1} and z 2 ∈ {±1} simultaneously. Suppose that z 1 ∈ {±1} which implies x 1 = y 1 = 0 since (x 1 , y 2 , z 1 ) ∈ S 2 . Then, recalling that t 3 0, we see that Equation (18) implies x 2 = y 2 = 0 which in turn implies z 2 ∈ {±1} so the only solution is in fact a rank 0 point. The same argument works if we assume z 2 ∈ {±1}.
We now introduce cylindrical coordinates on S 2 × S 2 via
, z i where i ∈ {1, 2} and θ i is the counterclockwise angle between the x i -axis and (x i , y i ) in R 2 . In these coordinates, the system (7) becomes
2 ) cos(θ 1 − θ 2 ) + t 4 z 1 z 2 and the symplectic form is
According to Lemma 3.10 these coordinates are valid where rank 1 points may occur (if necessary adjust the domain of definition of θ i ). We compute the derivative
which never vanishes. Therefore we have Corollary 2.5 at our disposal.
Let us compute the symplectic quotient (S 2 × S 2 ) S 1 where the S 1 -action is induced by J. Given c ∈ ] − (R 1 + R 2 ), (R 1 + R 2 )[, which is the set of regular values of J, we can solve on the level set J −1 (c) for
By Equations (20) and (19) we see that X J = ∂ z 1 + ∂ z 2 so the flow of J rotates θ 1 and θ 2 by a common angle. Thus, the S 1 -action produced by the flow of X J preserves the angle difference θ 1 −θ 2 . Now consider the chart on the quotient J −1 (c)/S 1 with coordinates (ζ, ϑ) given by ζ := z 1 and ϑ := θ 1 − θ 2 where
All rank 1 critical points occur in this chart since by Lemma 3.10 rank 1 points do not occur when z 1 = ±1 or z 2 = ±1. We now let H descend to the symplectic quotient (S 2 × S 2 ) S 1 where it reads
We abbreviate the term under the last root by
and its derivatives with respect to ζ by
We note A(ζ) ≥ 0 with A(ζ) = 0 if and only if ζ = ±1 or ζ = c±R 2 R 1
. Because of the bounds on ζ we always have A(ζ) > 0. In order to find the critical points of H on the symplectic quotient we calculate the partial derivatives
Lemma 3.11. (ζ, ϑ) is a critical point of H on the symplectic quotient if and only if
Proof. The point (ζ, ϑ) is critical if and only if ∂ ϑ H(ζ, ϑ) = 0 = ∂ ζ H(ζ, ϑ). Since A(ζ) and t 3 are nonzero ∂ ζ H(ζ, ϑ) = 0 is equivalent to sin(ϑ) = 0 meaning ϑ ∈ πZ and cos(ϑ) = ±1. Together with ∂ ϑ H(ζ, ϑ) = 0 we get the desired result.
3.4. Integrability. We consider the system (7) in the chart ϕ = ϕ e 1 e 2 defined in (2). By means of (5), we obtain as Hamiltonian vector fields in these coordinates
for i ∈ {1, 2}. Moreover, we deduce from (3)
This yields
Now we are ready to show Lemma 3.12. {J, H} = 0 for all R 1 , R 2 ∈ R >0 and all t = (t 1 , t 2 , t 3 , t 4 ) ∈ R 4 .
Proof. We recall that the Poisson bracket is linear and that we have the identities in (21). Then we compute in the coordinates given in (2)
{J, H} = {R 1 z 1 + R 2 z 2 , t 1 z 1 + t 2 z 2 + t 3 (x 1 x 2 + y 1 y 2 ) + t 4 z 1 z 2 } = R 1 (t 1 {z 1 , z 1 } + t 2 {z 1 , z 2 } + t 3 {z 1 , x 1 x 2 } + t 3 {z 1 , y 1 y 2 } + t 4 {z 1 , z 1 z 2 }) + R 2 (t 1 {z 2 , z 1 } + t 2 {z 2 , z 2 } + t 3 {z 2 , x 1 x 2 } + t 3 {z 2 , y 1 y 2 } + t 4 {z 2 , z 1 z 2 })
= R 1 (t 3 {z 1 , x 1 x 2 } + t 3 {z 1 , y 1 , y 2 } + t 4 {z 1 , z 1 z 2 }) + R 2 (t 3 {z 2 , x 1 x 2 } + t 3 {z 2 , y 1 y 2 } + t 4 {z 2 , z 1 z 2 }).
Since the Poisson bracket satisfies the product rule {a, bc} = {a, b}c + {a, c}b it follows = R 1 t 3 ({z 1 , x 1 }x 2 + {z 1 , x 2 }x 1 + {z 1 , y 1 , }y 2 + {z 1 , y 2 }y 1 ) + t 4 ({z 1 , z 1 }z 2 + {z 1 , z 2 }z 1 )
+ R 2 t 3 ({z 2 , x 1 }x 2 + {z 2 , x 2 }x 1 + {z 2 , y 1 }y 2 + {z 2 , y 2 }y 1 ) + t 4 ({z 2 , z 1 }z 2 + {z 2 , z 2 }z 1 )
The charts in (2) are not defined for z i = 0. To show {J, H} = 0 there, consider Cartesian coordinates (x 1 , y 1 , z 1 , x 2 , y 2 , z 2 ) and choose charts given by
, z 2 etc. The calculations are completely analogous.
Proposition 3.13. The system (S 2 × S 2 , ω, (J R , H t )) given in Equation (7) is integrable for all parameter values with 0 < R 1 < R 2 and t 1 , t 2 , t 3 , t 4 ∈ R with t 3 0.
Proof. Fix parameter values and let J = J (R 1 ,R 2 ) and H = H (t 1 ,t 2 ,t 3 ,t 4 ) with t 3 0. In Lemma 3.12 we showed that {J, H} = 0. It follows from Lemma 3.11 and the fact that t 3 0 that the rank 1 critical points occupy a set of measure zero since there are only finitely many on each symplectic quotient. By Lemma 3.4 there are only finitely many rank 0 points and thus J and H are linearly independent almost everywhere.
3.5. Nondegeneracy of rank 1 points. Now we want to study nondegeneracy of the rank 1 critical points. Therefore we have to compute the Hessian of H on the symplectic quotient. We get
Now we come to a criterion for nondegeneracy. Let pr c :
Proposition 3.14 (Rank 1 Criterion). Suppose p ∈ S 2 × S 2 is a rank 1 critical point and denote c = J(p) and pr c (p) = (ζ, ϑ). Then p is non-degenerate if and only if ∂ 2 ζ H(ζ, ϑ) 0. In particular, p is non-degenerate and of elliptic-regular type if
, non-degenerate and of hyperbolic-regular type if
, and degenerate otherwise.
Proof. We start by computing the symplectic form on the symplectic quotient. Let
and thus on the reduced space S 2 ×S 2 S 1 in the coordinates (ζ, ϑ) we have the symplectic form ω red = R 1 dζ ∧ dϑ with matrix ω red = R 1 0 1 −1 0 Since (ζ, ϑ) is a critical point Lemma 3.11 implies that sin(ϑ) = 0, so ∂ ϑζ H(ζ, ϑ) = 0 and thus
which has eigenvalues 0, establishing the first part of the claim. To complete the proof we notice that λ ± are purely imaginary if ∂ 2 ζ H(ζ, ϑ)∂ 2 ϑ H(ζ, ϑ) > 0, which implies that p is elliptic-regular, and purely real otherwise, implying that p is hyperbolic-regular. We compute
, and the result follows because A(ζ) > 0 for the bounds on ζ.
The following is established by plugging the specific values into the inequality from Proposition 3.14. 
all rank 1 points are non-degenerate.
A linear combination of systems of toric type
In this section we apply the results of the previous section to a special choice of parameters of the system. Let s := (s 1 , s 2 ) ∈ [0, 1] 2 and consider the system (J R , H s ) on S 2 × S 2 using the same J R as before but using H s := H t where
i.e., we consider Figure 1 is the bottom row of the system shown in this figure since the coupled angular momenta is the special case for which s 2 = 0.
Thinking of R 1 and R 2 as fixed, this produces a two parameter family of systems {(J R , H (s 1 ,s 2 ) ) | s 1 , s 2 ∈ [0, 1]}. This family is of interest because it shows the system (J R , H ( 1 2 , 1 2 ) ), which is a semitoric integrable system with exactly two focus-focus points by Theorem 3.1, as a linear combination of systems of toric type. The systems (J R , H (0,0) ), (J R , H (0,1) ), (J R , H (1,0) ), and (J R , H (1,1) ) are systems of toric type whose associated polygons agree (as subsets of R 2 ) with four elements of the semitoric polygon of the semitoric system (J R , H ( In the following series of lemmas we apply the various general results developed in Section 3 to the special case of the system (23).
Lemma 4.1. For any choice of parameters s 1 , s 2 ∈ [0, 1] the system in Equation (23) is integrable.
Proof. Recall that (23) is a special case of (7) with t 3 = s 1 + s 2 − 2s 1 s 2 , so by Proposition 3.13 we know the result holds for all s 1 , s 2 ∈ [0, 1] such that s 1 + s 2 − 2s 1 s 2 0. This only leaves the cases of s 1 = s 2 = 0 and s 1 = s 2 = 1. The case s 1 = s 2 = 0 leads to the system J (1,2) (x 1 , y 1 , z 1 , x 2 , y 2 , z 2 ) = z 1 + 2z 2 , H (0,0) (x 1 , y 1 , z 1 , x 2 , y 2 , z 2 ) = z 1 and the case s 1 = s 2 = 1 to the system
which are each known to be toric integrable systems.
Lemma 4.2. For any choice of parameters s 1 , s 2 ∈ [0, 1], all rank 1 critical points of (J (1,2) , H (s 1 ,s 2 ) ) are nondegenerate and of elliptic-regular type.
Proof. The cases of s 1 = s 2 = 0 and s 1 = s 2 = 1 produce toric systems as described in the proof of Lemma 4.1, so all rank 1 points in these systems are non-degenerate and of elliptic-regular type. Now consider (s 1 , s 2 ) ∈ [0, 1] 2 \ {(0, 0), (1, 1)} which implies s 1 + s 2 − 2s 1 s 2 > 0. Substituting R 1 = 1, R 2 = 2, t 3 = s 1 + s 2 − 2s 1 s 2 and t 4 = s 1 − s 2 into the criterion in Proposition 3.14 we see that it is sufficient to show
Standard calculus shows that the value of the left-hand-side of Equation (24) Figure 5. This figure analyses the right hand side of Equation (24): The plot on the left shows the graph of the right hand side of Equation (24) which is always below −1.06066. The contour plot on the right displays the associated level sets.
For R 1 = 1, R 2 = 2, s = (s 1 , s 2 ) ∈ [0, 1] 2 and e = (e 1 , e 2 ) ∈ {0, 1} 2 consider the discriminant from (16) The point (N, S ) is nondegenerate except when (s 1 , s 2 ) ∈ γ (N,S ) and the point (S , N) is non-degenerate except when (s 1 , s 2 ) ∈ γ (S ,N) . In particular, for s 1 , s 2 ∈ {0, 1}, all four points are elliptic-elliptic and for s 1 = s 2 = 1 2 the points (N, S ) and (S , N) are both focus-focus.
Proof. Using Corollary 3.6, we study the behaviour of the discriminant ( s, e) for the parameter values in question. If (e 1 , e 2 ) ∈ {(1, 1), (−1, −1)}, we are in the chart around (N, N) and (S , S ) and ( s, e) is positive as Figure 6 shows where we plotted the case (e 1 , e 2 ) = (1, 1). If (e 1 , e 2 ) ∈ {(1, −1), (−1, 1)}, we are in the chart around (N, S ) and (S , N) and ( s, e) vanishes along two curves as Figure 7 shows where we plotted the case (e 1 , e 2 ) = (1, −1). Figure 6. Case (e 1 , e 2 ) = (1, 1): on the left, the graph of (s 1 , s 2 ) → ((s 1 ,s 2 ),(1,1)) (orange) and a plane through zero (blue) are displayed. On the right, the associated level sets of (s 1 , s 2 ) → ((s 1 ,s 2 ),(1,1)) are shown. s 2 ) ) has the following properties:
(1) for all s 1 , s 2 ∈ [0, 1] 2 it is an integrable system such that, with the possible exception of (N, S ) and (S , N) (depending on s 1 and s 2 ), all of the singular points are non-degenerate of type elliptic-elliptic or elliptic-regular; (2) the points (N, S ) and (S , N) are rank 0 singular points which transition between being of focus-focus, elliptic-elliptic, and degenerate as (s 1 , s 2 ) varies, and they are only degenerate on a set γ ⊂ [0, 1] 2 which is the union of four smooth curves. Figure 7. Case (e 1 , e 2 ) = (1, −1): on the left, the graph of (s 1 , s 2 ) → ((s 1 ,s 2 ),(1,−1)) (orange) and a plane through zero (blue) are displayed. On the right, the associated level sets of (s 1 , s 2 ) → ((s 1 ,s 2 ),(1,−1)) are shown.
Thus, (J (1,2) , H (s 1 ,s 2 ) ) is a semitoric system for all (s 1 , s 2 ) ∈ [0, 1] 2 \ γ. In particular, if (s 1 , s 2 ) ∈ {(0, 0), (0, 1), (1, 0), (1, 1)} then (J (1,2) , H (s 1 ,s 2 ) ) is a semitoric system with no focus-focus points and the system (J (1,2) , H ( 1 2 , 1 2 ) ) is a semitoric system with exactly two focus-focus points.
Note that the set γ is given in Equation (25) and is plotted in Figure 4 4.1. A degenerate point. By Proposition 2.8 we know that for each R there exist some values of s 1 , s 2 ∈ [0, 1] such that (J R , H (s 1 ,s 2 ) ) is a degenerate system because the points (N, S ) and (S , N) transition between being focus-focus and being elliptic-elliptic. and s + ≈ 0.856953, s − ≈ 0.250291. Since there must be at least two degenerate points and these are the only points for which ω −1 p d 2 H has less than four distinct eigenvalues we conclude that (J (1,2) , H (s + ,s + ) ) and (J (1,2) , H (s − ,s − ) ) have a degenerate point at (S , N).
