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RATLIFF-RUSH FILTRATION, REGULARITY AND
DEPTH OF HIGHER ASSOCIATED GRADED MODULES
PART II
TONY J. PUTHENPURAKAL
Abstract. Let (A,m) be a Noetherian local ring, let M be a finitely gener-
ated Cohen-Macaulay A-module of dimension r ≥ 2 and let I be an ideal of
definition for M . Set LI(M) =
L
n≥0 M/I
n+1M . In part one of this paper we
showed that LI(M) is a module over R(I), the Rees algebra of I and we gave
many applications of LI(M) to study the associated graded module, GI(M).
In this paper we give many further applications of our technique; most notable
is a reformulation of a classical result due to Narita in terms of the Ratliff-Rush
filtration. This reformulation can be extended to all dimensions ≥ 2.
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Introduction
Dear Reader; while reading this paper it is a good idea to have part 1 of this
paper [11]. Let (A,m) be a Noetherian local ring with residue field k = A/m. Let
M be a finitely generated Cohen-Macaulay A-module of dimension r ≥ 2 and let I
be an ideal of definition for M i.e., λ(M/IM) is finite. Here λ(−) denotes length.
Let GI(A) =
⊕
n≥0 I
n/In+1 be the associated graded ring of A with respect to I
and let GI(M) =
⊕
n≥0 I
nM/In+1M be the associated graded module of M with
respect to I.
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Set LI(M) =
⊕
n≥0M/I
n+1M . In part one of this paper we showed that LI(M)
is a module over R(I); the Rees-algebra of I. It is not finitely generated as a R(I)-
module. In part 1 we gave applications of LI(M) in the study of associated graded
modules. We have collected these properties in section 2.
Applications
In part 1 of this paper we gave five applications of the technique of LI(M) in the
study of GI(M). In part 2 we give six more applications of our technique.
VI. Let x be M -superficial with respect to I. Set N =M/xM and u = xt ∈ R(I).
We say the Ratliff-Rush filtration on M with respect to I behaves well mod x if
I˜nM = I˜nN for all n ≥ 1.
We prove that the Ratliff-Rush filtration on M with respect to I behaves well mod
x if and only if H1(LI(M)) = 0; see Theorem 3.3. In particular our result proves
that if Ratliff-Rush filtration behaves well mod one superficial element then it does
so with any superficial element.
We then relate vanishing of Hi(LI(M)) for i = 1, . . . , s to good behavior of
Ratliff-Rush filtration mod a superficial sequence of length s; see Theorem 5.5.
Thus good behavior of the Ratliff-Rush filtration mod a superficial sequence is a
cohomological property.
VII. minimal I- invariant :
Recall that we say GI(M) is generalized Cohen-Macaulay module if
λ(Hi(GI(M))) <∞ for i = 0, 1, · · · , r − 1.
For generalized Cohen-Macaulay module the Stu¨ckrad-Vogel invariant
I(GI(M)) =
r−1∑
i=0
(
r − 1
i
)
λ(Hi(GI(M)))
plays a crucial role. If x∗ ∈ GI(A)1 is GI(M)- regular then one can verify
I(GI(M/xM)) ≤ I(GI(M)).
So in some sense if we have to study minimal I- invariant then we have to first
consider the case when depthGI(M) = 0. In Theorem 6.4 we prove that if GI(M)
is generalized Cohen-Macaulay and depthGI(M) = 0 then
I(GI(M)) ≥ r • λ
(
H0(GI(M))
)
.
We also prove that the following are equivalent
(i) I(GI(M)) = r • λ(H0(GI(M)))
(ii) Hi(LI(M)) = 0 for i = 1, 2, · · · , r − 1.
(iii) The Ratliff-Rush filtration on M behaves well mod superficial sequences (of
length r − 1).
VIII. A classical result, due to Narita [9] states that if (A,m) is Cohen-Macaulay
of dim 2 then
eI2(A) = 0 iff red(I
n) = 1 for all n≫ 0.
This can be easily extended to Cohen-Macaulaymodules of dimension two. However
Narita’s result fails (even for Cohen-Macaulay rings) in dimension ≥ 3; see 7.3. We
first reformulate Narita’s result in dimension 2.
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Let G˜I(M) =
⊕
n≥0 I˜
nM/˜In+1M be the associated graded module of the Ratliff-
Rush filtration. We prove
eI2(M) = 0⇐⇒ G˜I(M) has minimal multiplicity.
This reformulation can be generalized. We prove that if dimM ≥ 2 then
eIi (M) = 0 for i = 2, . . . , r ⇐⇒ G˜I(M) has minimal multiplicity.
IX. Assume GI(M) is Generalized Cohen-Macaulay. In Theorem 8.1 we give an
explicit computation of Hi(GIn(M)) for n≫ 0. This is in terms of H
i(LI(M))−1
for i = 1, . . . , r − 1.
X. Set
ξI(M) = lim
n→∞
depthGIn(M).
By a result of Elias, for the case M = A, this limit exists. In part 1 of the paper
we proved that this limit also exists for Cohen-Macaulay modules. In this paper
we prove, see Theorem 8.4, that if x is M -superficial with respect to I then
ξI(M/x
sM) ≥ ξI(M)− 1 for all s≫ 0.
We also give an example which shows that strict inequality can occur above. We
do not know whether ξI(M/xM) ≥ ξI(M)− 1.
XI. Let M be a Cohen-Macaulay module of dimension 3 and let redI(M) = 2. In
Theorem 9.1 we prove eI3(M) ≤ 0. We also show that
eI3(M) = 0⇐⇒ ξI(M) ≥ 2.
1. Notation and Preliminaries
In this section we introduce some notation and discuss a few preliminaries which
will be used in this paper. In this paper all rings are commutative Noetherian
and all modules (unless stated otherwise) are assumed finitely generated. We use
terminology from [1]. Let (A,m) be a local ring of dimension d with residue field
k = A/m. Let M be Cohen-Macaulay A-module of dimension r. Let I be an ideal
ideal of definition for M .
1.1. If p ∈ M is non-zero and j is the largest integer such that p ∈ IjM , then we
let p∗ denote the image of p in IjM/Ij+1M .
1.2. The Hilbert function of M with respect to I is the function
HI(M,n) = λ(I
nM/In+1M) for all n ≥ 0.
It is well known that the formal power series
∑
n≥0HI(M,n)z
n represents a rational
function of a special type:∑
n≥0
HI(M,n)z
n =
hI(M, z)
(1− z)r
where r = dimM and hI(M, z) ∈ Z[z].
Set eIi (M) = (hI(M, z))
(i)(1)/i! for all i ≥ 0. The integers eIi (M) are called Hilbert
coefficients ofM with respect to I. The number eI0(M) is also called the multiplicity
of M with respect to I. Set χI1(M) = e
I
1(M)− e
I
0(M) + λ(M/IM).
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1.3. Assume r = dimM > 0. Since M is Cohen-Macaulay we give the following
equivalent definition of superficial elements and superficial sequences. Let x ∈ I.
We say x is M -superficial with respect to I if (In+1M : Mx) = I
nM for all n≫ 0.
Assume i ≤ r. Let x = x1, . . . , xi ∈ I \I
2. We say x is anM -superficial sequence
with respect to I; if x1 is M -superficial with respect to I, x2 is M/x1M -superficial
with respect to I,· · · , xr is M/(x1, . . . , xr−1)M -superficial with respect to I.
1.4. The advantage of dealing of working with modules is that we do not have
to change rings while going mod superficial elements. This we do. However the
following remark is relevant.
Remark 1.5. Let x1, ..., xs be a sequence in I and set J = (x1, ..., xs). Set B =
A/J , K = I/J and N =M/JM . Notice
GI(N) = GK(N) and depthGI (A)GI(N) = depthGK(B)GK(N).
1.6. Associated graded module and Hilbert function mod a superficial
element:
Let x ∈ I be M -superficial. Set N =M/xM . The following is well-known cf., [10].
(1) Set bI(M, z) =
∑
i≥0 ℓ
(
(In+1M : Mx)/I
nM
)
zn. Since x is M -superficial we
have bI(M, z) ∈ Z[z].
(2) hI(M, z) = hI(N, z)− (1− z)
rbI(M, z); cf., [10, Corollary 10 ].
(3) So we have
(a) ei(M) = ei(N) for i = 0, . . . , r − 1.
(b) er(M) = er(N)− (−1)
rbI(M, 1).
(4) The following are equivalent
(a) x∗ is GI(M)-regular.
(b) GI(N) = GI(M)/x
∗GI(M)
(c) bI(M, z) = 0
(d) er(M) = er(N).
(5) (Sally descent) If depthGI(N) > 0 then x
∗ is GI(M)-regular.
1.7. The Ratliff-Rush filtration and its Hilbert function: For definition of
Ratliff-Rush filtration and some basic properties see [11, section 2]. We assume
dimM > 0. Since I˜nM = InM for all n≫ 0 we get that the function H˜I(M,n) =
λ(I˜nM/˜In+1M) is a polynomial function. This is the Hilbert function of G˜I(M) =⊕
n≥0 I˜
nM/˜In+1M ; the associated graded module of the Ratliff-Rush filtration on
M . As usual set∑
n≥0
λ(I˜nM/˜In+1M)zn =
h˜I(M, z)
(1− z)r
; where h˜I(M, z) ∈ Z[z].
Set e˜Ii (M) = (h˜I(M, z))
(i)(1)/i! the Hilbert coefficients of the Ratliff-Rush filtration
of M with respect to I.
1.8. Relation between Hilbert coefficients of Ratliff-Rush filtration and the usual
I-adic filtration on M
For all n ≥ 0 we have the following exact sequence
(1.8.1) 0 −→
˜In+1M
In+1M
−→
M
In+1M
−→
M
˜In+1M
−→ 0
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Set rI(M, z) =
⊕
n≥0
λ
(
˜In+1M
In+1M
)
zn.
Notice rI(M, z) ∈ Z[z]. Using 1.8.1 we get
hI(M, z) = h˜I(M, z) + (1− z)
r+1rI(M, z).
Therefore we have
(a) eIi (M) = e˜
I
i (M) for 0 ≤ i ≤ r.
(b) eIr+1(M) = e˜
I
r+1(M) + (−1)
r+1rI(M, 1).
(c) The following are equivalent
(i) depthGI(M) > 0.
(ii) rI(M, z) = 0.
(iii) er+1(M) = e˜r+1(M).
1.9. Base change: In our arguments we do use a few base changes. See [11, 1.4]
for details.
2. Some Properties of LI(M)
In this section we collect all the properties of LI(M) which we proved in [11].
Throughout thus section (A,m) is a Noetherian local ring with infinite residue field,
M is a Cohen-Macaulay module of dimension r ≥ 1 and I is an ideal of definition
for M .
2.1. Set R(I) = A[It]; the Rees Algebra of I. In [11, 4.2] we proved that
LI(M) =
⊕
n≥0M/I
nM is a R(I)-module.
2.2. Set M = m ⊕ R(I)+. Let H
i(−) = Hi
M
denote the ith-local cohomology
functor with respect to M. Recall a graded R(I)-module L is said to be *-Artinian
if every descending chain of graded submodules of L terminates. For example if E
is a finitely generated R(I)-module then Hi(E) is *-Artinian for all i ≥ 0.
2.3. In [11, 4.7] we proved that
H0(LI(M)) =
⊕
n≥0
˜In+1M
In+1M
.
2.4. For LI(M) we proved that for 0 ≤ i ≤ r − 1
(a) Hi(LI(M)) are *-Artinian; see [11, 4.4].
(b) Hi(LI(M))n = 0 for all n≫ 0; see [11, 1.10 ].
(c) Hi(LI(M))n has finite length for all n ∈ Z; see [11, 6.4].
(d) λ(Hi(LI(M))n) coincides with a polynomial for all n≪ 0; see [11, 6.4].
2.5. The natural maps 0 → InM/In+1M → M/In+1M → M/InM → 0 induce
an exact sequence of R(I)-modules
(2.5.1) 0 −→ GI(M) −→ L
I(M)
Π
−→ LI(M)(−1) −→ 0.
We call (2.5.1) the first fundamental exact sequence. We use (2.5.1) also to relate
the local cohomology of GI(M) and L
I(M).
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2.6. Let x be M -superficial with respect to I and set N = M/xM and u = xt ∈
R(I)1. Notice L
I(M)/uLI(M) = LI(N). Let I = (x1, . . . , xm). There exists
ci ∈ A such that x =
∑s
i=1 cixi. Set X =
∑l
i=s ciXi. For each n ≥ 1 we have the
following exact sequence of A-modules:
0 −→
In+1M : x
InM
−→
M
InM
ψn
−−→
M
In+1M
−→
N
In+1N
−→ 0,
where ψn(m+ I
nM) = xm+ In+1M.
This sequence induces the following exact sequence of R(I)-modules:
(2.6.1) 0 −→ BI(x,M) −→ LI(M)(−1)
ΨX−−→ LI(M)
ρx
−→ LI(N) −→ 0,
where ΨX is left multiplication by X and
BI(x,M) =
⊕
n≥0
(In+1M : Mx)
InM
.
We call (2.6.1) the second fundamental exact sequence.
2.7. Notice λ
(
BI(x,M)
)
< ∞. A standard trick yields the following long exact
sequence connecting the local cohomology of LI(M) and LI(N):
0 −→ BI(x,M) −→ H0(LI(M))(−1) −→ H0(LI(M)) −→ H0(LI(N))
−→ H1(LI(M))(−1) −→ H1(LI(M)) −→ H1(LI(N))
· · · · · ·
(2.7.1)
2.8. We will use the following well-known result regarding *-Artinian modules quite
often:
Let L be a *-Artinian R(I)-module.
(a) If ψ : L(−1)→ L is a monomorphism then L = 0.
(b) If φ : L→ L(−1) is a monomorphism then L = 0.
2.9. A criterion for the vanishing of Hi(LI(M))n, the n
th-graded component of
Hi(LI(M)) is the following (see [11, 8.3]): Suppose for some n and some i with
0 ≤ i ≤ r − 1 the maps
Hi(Π)n : H
i
(
LI(M)
)
n
−→ Hi
(
LI(M)
)
n−1
and
Hi(ΨX)n : H
i
(
LI(M)
)
n−1
−→ Hi
(
LI(M)
)
n
are injective.
Then Hi(LI(M))n = 0.
2.10. Set
ξI(M) := min
0≤i≤r−1
{ i | Hi(L)−1 6= 0 or ℓ(H
i(L)) =∞}.
ampI(M) := max{ |n| | H
i(L)n−1 6= 0 for i = 0, . . . , ξI(M)− 1}.
In [11, 7.5] we showed that
depthGIl(M) = ξI(M) for all l > ampI(M).
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3. Ratliff-Rush filtration mod a superficial element
Let M be an A-module with grade(I,M) ≥ 2. Let x ∈ I \ I2 is an M -superficial
with respect to I. Set N = M/xM . Let ρx : M → N be the natural map. Notice
ρx
(
I˜nM
)
⊆
(
I˜nN
)
for all n ≥ 1. We say the Ratliff-Rush filtration on M with
respect to I behaves well mod x if ρx
(
I˜nM
)
=
(
I˜nN
)
for all n ≥ 1. In this
section we show that this is equivalent to H1(LI(M)) = 0. Thus if the Ratliff-Rush
filtration behaves well with respect to one superficial element then it behaves well
with respect to any superficial element.
3.1. Notice ρx induces the maps
ρxn :
I˜nM
InM
−→
I˜nN
InN
for all n ≥ 1.
Fix n ≥ 1. It can be easily checked that ρx
(
I˜nM
)
=
(
I˜nN
)
if and only if ρxn is
surjective. The map ρx induces a natural R(I)-linear map LI(M)→ LI(N) which
we also denote by ρx. Consider the induced map
H0(ρx) : H0(LI(M)) −→ H0(LI(N))(3.1.1)
Notice H0(ρx)n = ρ
x
n for all n ∈ Z; (use 2.3).(3.1.2)
3.2. Let x be an M -superficial element with respect to I and set N =M/xM . We
have the following exact sequence
(3.2.1) 0 −→
(In+1M : Mx)
InM
−→
I˜nM
InM
αxn−1
−−−→
˜In+1M
In+1M
ρn
−→
I˜n+1N
In+1N
;
Here ρn is the natural quotient map (defined since I˜nM ⊆ I˜nN for all n ≥ 0.)
(3.2.2) In particular ρ0 :
I˜M
IM
−→
I˜N
IN
is injective.
The following result shows that if Ratliff-Rush filtration behaves well mod one
superficial element then it does so with any superficial element.
Theorem 3.3. Let (A,m) be local with an infinite residue field and let M be a
Cohen-Macaulay A-module of dimension r ≥ 2. Let I be an ideal of definition
for M . Let x be M -superficial with respect to I. The following conditions are
equivalent:
(i) The Ratliff-Rush filtration on M with respect to I behaves well mod x.
(ii) H1(LI(M)) = 0.
Proof. (=⇒) By hypothesis and 3.1 we get that ρxn is surjective for all n ≥ 1. Using
3.1.2 we get that the R(I)-linear map
H0(ρx) : H0(LI(M))→ H0(LI(M1)) is surjective.
Using 2.7.1 we get that the R(I)-linear map
H1(Ψx) : H1(LI(M))(−1)→ H1(LI(M)) is injective.
As H1(LI(M)) is ∗-Artinian we get H1(LI(M)) = 0; see (2.8).
(⇐=) If H1(LI(M)) = 0 then the map H0(ρx) is surjective. Using 3.1.2 we
get that ρxn is surjective for all n ≥ 1. So by 3.1 it follows that the Ratliff-Rush
filtration on M with respect to I behaves well mod x. 
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As an immediate corollary we get
Corollary 3.4. [with hypothesis as in 3.3] Suppose x, y ∈ I are two distinct
elements which are M -superficial with respect to I. The following conditions are
equivalent:
(i) The Ratliff-Rush filtration on M with respect to I behaves well mod x.
(ii) The Ratliff-Rush filtration on M with respect to I behaves well mod y.

4. Two Examples
In this section we discuss two examples in detail. The examples are
(1) A Cohen-Macaulay module M of dimension 2 with eI2(M) = 0.
(2) M = A has dimension 2, the ideal I is integrally closed and eI2(A) =
eI1(A)− e
I
0(A) + ℓ(A/I).
We prove that in both these cases H1(LI(M)) = 0. So by 3.3 the module M
behaves well with respect to a superficial element. By 2.10 we also have that
GI(M) is generalized Cohen-Macaulay. We compute the Stu¨ckrad-Vogel invariant
I(GI(M)) for these two examples. We also prove many preliminary results which
we need. These preliminary results are ”well known” when M = A. Lack of a
suitable reference has compelled me to include it here.
The following proposition gives a convenient representation of the Hilbert coef-
ficients of the Ratliff-Rush filtration when M is Cohen-Macaulay with dimM = 1
or 2. It is a generalization of the corresponding ring case; see [7, Theorem 3], [13,
p. 300], [14, Equation 11] and [3, 1.9].
Proposition 4.1. Let (A,m) be a local ring, M a Cohen-Macaulay A-module of
dimension r = 1 or 2 and let I be an ideal of definition of M . Let J = (x1, xdimM )
be a minimal reduction of M with respect to I. Set σIi (M) = λ(I˜
j+1M/JI˜jM).
We have
(1) ∆r−1
(
H˜I(M,n)
)
= eI0(M)− σ
I
n(M).
(2) h˜IM (z) = (e
I
0(M)− σ
I
0(M)) +
∑
i≥1
(
σIi−1(M)− σ
I
i (M)
)
zi.
(3) e˜Ik(M) =
∑
j≥k−1
(
j
k−1
)
σIj (M) for each k ≥ 1.
Proof. Clearly (2) follows from (1) and (3) follows from (2). When dimM = 1 the
proof given in [15, Equation 2] for M = A can be easily generalized.
When dimM = 2 we use a technique due to Huneke [6, 2.4]. Consider the exact
sequence:
0 −→
M
I˜nM : (x1, x2)
α
−→
(
M
I˜nM
)2
β
−→
JM
JI˜nM
−→ 0,
where
α(m+ I˜nM : (x1, x2) = (−x2m+ I˜nM,x1m+ I˜nM) and
β(m1 + I˜nM,m2 + I˜nM) = x1m1 + x2m2 + JI˜nM.
Notice that
I˜nM : (x1, x2) = ˜In−1M, and λ(JM/JI˜nM) = λ(M/JI˜nM)− e
I
0(M).
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So by using the exact sequence above we get that
2λ(M/I˜nM) = λ(M/˜In−1M) + λ(M/JI˜nM)− eI0(M)
= λ(M/˜In−1M) + λ(M/I˜nM) + σIn(M)− e
I
0(M).
So it follows that eI0(M) = H˜I(M,n)− H˜I(M,n−1)+σ
I
n(M). This proves (1). 
An easy consequence of the previous proposition is the following:
Corollary 4.2. (With the same hypothesis as above) We have
(1) χI1(M) ≥ λ(I˜M/IM) with equality if and only if I˜
j+1M = JI˜jM for all j ≥ 1.
(2) When M = A and I is integrally closed then e˜2
I(A) ≥ χI1(A).
Proof. Both the assertions follow from Proposition 4.1 and the fact σI0(M) =
eI0(M)− λ(M/IM) + λ(I˜M/IM). 
Proposition 4.3. Let (A,m) be a Noetherian local ring with infinite residue field,
M a 2-dimensional Cohen-Macaulay A-module and let I be an m-primary ideal. Let
x, y be an M -superficial sequence with respect to I. Set J = (x, y) and N =M/xM .
If eI2(M) = 0 then
(i) I˜i+1M = JI˜iM for all i ≥ 1.
(ii) I˜i+1M ⊆ IiM for all i ≥ 1.
(iii) I˜iM = I˜iN for all i ≥ 1.
Proof. Set σi = λ
(
I˜i+1M/JI˜iM
)
for i ≥ 0. Since
∑
i≥1 iσi = e
I
2(M) we get that
σi = 0 for all i ≥ 1. Therefore
(4.3.1) I˜i+1M = JI˜iM for all i ≥ 1.
This proves (i). The assertion (ii) follows easily from (i).
(iii) Using Corollary 4.2(1) we get
(4.3.2) χI1(M) = λ
(
I˜M/IM
)
.
Using 1.6(3), 4.2(1) and (3.2.2) we get the following inequalities:
(4.3.3) χI1(M) = χ
I
1(N) ≥ λ
(
I˜N/IN
)
≥ λ
(
I˜M/IM
)
.
Therefore by equations (4.3.2) and (4.3.3) we have
(a) λ
(
I˜M/IM
)
= λ
(
I˜N/IN
)
.
(b) χI1(N) = λ
(
I˜N/IN
)
.
(c) From (a) and (3.2.2) we get that I˜M = I˜N .
(d) From (b) and 4.2(1) we get that I˜i+1N = yI˜iN for all i ≥ 1.
We get the required result from (4.3.1), (c), and (d). 
Proposition 4.4. Let (A,m) be a 2-dimensional Cohen-Macaulay local ring with
infinite residue field and let I be an m-primary integrally closed ideal. Let x be A-
superficial with respect to I such that I/(x) is integrally closed ideal in B = A/(x).
If eI2(A) = e
I
1(A)− e
I
0(A) + λ(A/I) then
(i) I˜i+1 = JI˜i for all i ≥ 2.
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(ii) I˜i+1 ⊆ Ii for all i ≥ 1.
(iii) I˜iA = I˜iB for all i ≥ 1.
Proof. The first assertion follows from the expression of eI1(A) and e
I
2(A) as given
in 4.1.
(ii) We prove this by induction. First note that I˜2 ⊆ I˜. Since I is integrally
closed we have I˜ = I. So the result holds for i = 1. We assume it for i = l − 1
and prove for i = l (here l ≥ 2). For l ≥ 2 by (i) we have I˜ l+1 = JI˜ l. Since by
induction hypothesis I˜ l ⊆ I l−1 we get that I˜ l+1 ⊆ I l. This proves (ii).
(iii) We use part of (2.7.1)
0 −→ BI(x,A) −→ H0(LI(A))(−1) −→ H0(LI(A)) −→ H0(LI(B)).
Therefore we have that
(4.4.1) b = λ
(
BI(x,A)
)
≤ λ
(
H0(LI(B))
)
= r.
Note that if b = r the natural map H0(LI(A)) −→ H0(LI(B) is surjective and this
will imply I˜iA = I˜iB for all i ≥ 1.
Using 1.6(3) we have
eI2(B) = e
I
2(A) + b
= eI1(A) − e
I
0(A) + λ(A/I) + b
= eI1(B) − e
I
0(B) + λ(B/IB) + b.
Note that eI2(B) = e˜2
I(B) + r. Therefore
e˜2
I(B) = eI1(B)− e
I
0(B) + λ(B/IB) + b− r.
Since I/(x) is integrally closed ideal of B we get from Corollary 4.2(2) that e˜2
I(B) ≥
eI1(B) − e
I
0(B) + λ(B/IB). Therefore b ≥ r. Using this and (4.4.1) we conclude
that b = r and so the result follows. 
Theorem 4.5. Let A be local and let M be a finite Cohen-Macaulay A-module of
dimension r = 2. Let I be an ideal of definition for M . Assume any one of the
following conditions hold
(1) eI2(M) = 0
(2) M = A, the ideal I is integrally closed and eI2(A) = e
I
1(A)− e
I
0(A) + ℓ(A/I).
Then
(a) H1(LI(M)) = 0.
(b) GIn(M) is Cohen-Macaulay for all n≫ 0.
(c) GI(M) is generalized Cohen-Macaulay with I(GI(M)) = −2eI3(M).
(d) If I = m then Gm(M) is a quasi-Buchsbaum Gm(A)-module.
Proof. By using [11, 1.4], we may pass to ring A′ = A[X ]mA[X]. This we do. So
we may assume that the residue field of A is infinite and that if K is an m-primary
integrally closed ideal in A then there exists an element x ∈ I which is A-superficial
with respect to I such that, the A/(x) ideal I/(x) is integrally closed.
The case when eI2(M) = 0 :
Let x, y be an M -superficial sequence with respect to I. Set J = (x, y) and N =
M/xM .
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(a) By Proposition 4.3(iii) we have that I˜jM = I˜jN for each j ≥ 1. So by 3.3;
we get H1(LI(M)) = 0.
(b) Using (a) and 2.10 we get GIn(M) is Cohen-Macaulay for all n≫ 0.
(c) From (b) and 2.5.1 (and corresponding long exact sequence in cohomology)
it follows that GI(M) is generalized Cohen-Macaulay. To compute the I-invariant
of GI(M), note that from Proposition 4.3(ii) we get that I˜i+1M ⊆ I
iM for each
i ≥ 1. Therefore note that
(4.5.1) H0
M
(GI(M)) =
⊕
i≥0
(I˜i+1M ∩ IiM)
Ii+1M
=
⊕
i≥0
I˜i+1M
Ii+1M
= H0(LI(M)).
So using the long exact sequence of cohomology corresponding to first fundamental
exact sequence and the fact that H1(LI(M)) = 0 we get
(4.5.2) H1
M
(GI(M)) ∼= H
0(LI(M))(−1).
Therefore I(GI(M)) = 2λ
(
H0(LI(M))
)
.
Since I˜i+1M = JI˜iM for all i ≥ 1 it follows that G˜I(M) has minimal multiplicity.
In particular e˜I3(M) = 0. Using 1.8(b) we get λ
(
H0(LI(M))
)
= −eI3(M). The
result follows.
(d) Since I˜i+1M ⊆ IiM for each i ≥ 1 we get that GI(A)+ kills H
0(LI(M)).
Using 4.5.1 and 4.5.2 we get that GI(A)+ also annihilates the local cohomology
modules Hi
M
(GI(M)) for i = 0, 1. In particular when I = m we get that G(M) is
a quasi-Buchsbaum G(A)-module.
The case when M = A, the ideal A is integrally closed and eI2(A) = e
I
1(A) −
eI0(A) + λ(A/I).
The proof of this can be given on exactly the same lines as the previous case (we
have to use Proposition 4.4). The only thing to notice throughout is that I˜ = I
since I is integrally closed. 
5. Ratliff-Rush filtration mod a superficial sequence
Let (A,m) be a Noetherian local ring of dimension d with infinite residue field
k and let M is a Cohen-Macaulay A-module of dimension r ≥ 2. Let I be an ideal
of definition for M. In this section we study vanishing of Hi(LI(M)) for 1 ≤ i ≤ s
where s ≤ r − 1 and relate it to behavior of Ratliff-Rush filtration mod superficial
sequences (of length ≤ s); see Theorem 5.5. The easiest case to handle is when
s = 1 and we took care of it in section 3.
5.1. Notation
Let x = x1, · · · , xi ∈ I \ I
2 be a M -superficial sequence with respect to I. We
assume s ≤ r − 1 and as always r ≥ 2. Set
M0 =M, and Mi =
M
(x1, . . . , xi)M
for 1 ≤ i ≤ s.
5.2. For 0 ≤ i < j ≤ s let ρi,j : Mi →Mj be the natural map. Clearly
ρi,j
(
I˜nMi
)
⊆ I˜nMj for all n ≥ 1.
So ρi,j induces
ρi,jn :
I˜nMi
InMi
−→
I˜nMj
InMj
for all n ≥ 1.
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Fix n ≥ 1. It can be easily checked that ρi,j
(
I˜nMi
)
=
(
I˜nMj
)
if and only if ρi,jn
is surjective.
5.3. Fix n ≥ 1. For 0 ≤ i < j < t ≤ s we have a commutative diagram
I˜nMi/I
nMi
ρi,tn
%%K
K
K
K
K
K
K
K
K
K
K
K
K
K
ρi,jn

I˜nMj/I
nMj
ρj,tn
// I˜nMt/I
nMt
It follows that if ρi,jn and ρ
j,t
n is surjective then ρ
i,t
n is surjective.
Definition 5.4. We say the Ratliff-Rush filtration on M with respect to I behaves
well mod x = x1, . . . , xs if ρ
0,s
(
I˜nM
)
=
(
I˜nMs
)
for all n ≥ 1 (equivalently ρ0,sn
is surjective for all n ≥ 1).
Next we state the following generalization of Theorem 3.3.
Theorem 5.5. Let (A,m) be local with an infinite residue field and let M be a
Cohen-Macaulay A-module of dimension r ≥ 2. Let I be an ideal of definition for
M . Let x = x1, . . . xs be M -superficial with respect to I and assume s ≤ r− 1. The
following conditions are equivalent:
(i) The Ratliff-Rush filtration on M with respect to I behaves well mod x.
(ii) Hi(LI(M)) = 0 for i = 1, . . . , s.
Remark 5.6. If the Ratliff-Rush filtration ofM with respect to I, behaves well mod
x then G˜I(M)/xG˜I(M) = G˜I(Ms). Since dimMs ≥ 1 we get depth G˜I(Ms) ≥ 1.
So depth G˜I(M) ≥ s+ 1, by [5, 2.2]. It follows that
(a) depthGIn(M) ≥ s+ 1 for all n≫ 0.
(b) λ(Hi(LI(M))) is finite for i = 0, . . . , s; see 2.10.
Proof of Theorem 5.5. We prove this result by induction on s.
s = 1 : This we proved in Theorem 3.3.
s ≥ 2 : We assume the result for s− 1 and prove it for s.
If Hi(LI(M)) = 0 for i = 1, 2, · · · , s then
(a) by s = 1 case if follows that ρ0,1n is surjective for all n ≥ 1.
(b) Using 2.7.1 it follows that Hi(LI(M1)) = 0 for i = 1, · · · , s− 1.
By induction hypothesis it follows that Ratliff-Rush filtration of M1 behaves well
mod x2, · · · , xs. So ρ
1,s
n is surjective for all n ≥ 1. Using (a) and 5.3 we get that
the Ratliff-Rush filtration on M behaves well mod x.
Conversely if the Ratliff-Rush filtration on M behaves well mod x then by Re-
mark 5.6 we have λ(Hi(LI(M))) < ∞ for i = 0, 1, · · · , s. Using 2.7.1 inductively
we can prove
(*) λ
(
Hi(LI(Mj))
)
<∞ for i = 0, . . . , s− j.
We prove by downward induction on j = s− 1, . . . , 0 that
(†) Hi(LI(Mj)) = 0 for i = 1, 2, . . . , s− j.
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j = s− 1 :
As ρ0,s = ρs−1,s ◦ ρ0,s−1; for all n ≥ 1 we have
I˜nMs = ρ
0,s(I˜nM) = ρs−1,s
(
ρ0,s−1(I˜nM)
)
⊆ ρs−1,s( ˜InMs−1)
⊆ I˜nMs.
Therefore ρs−1,s( ˜InMs−1) = I˜nMs for all n ≥ 1. Thus the Ratliff-Rush filtration of
Ms−1 behaves well mod xs. It follows from Theorem 3.3 that H
1(LI(Ms−1)) = 0.
We assume the result for j = t and we prove to it for j = t− 1.
By hypothesis Hi(LI(Mt)) = 0 for i = 1, . . . , s − t. Using 2.4(a), 2.7.1 and 2.8
we get that Hi(LI(Mt−1)) = 0 for i = 2, . . . , s− t+ 1.
By 2.7.1 we also have
H1(LI(Mt−1))(−1)
H1(Ψx)
−−−−−→ H1(LI(Mt−1))→ H
1(LI(Mt)) = 0.
As λ(H1(LI(Mt−1))) <∞ we get that H
1(Ψx) is an isomorphism. So
H1(LI(Mt−1))(−1) ∼= H
1(LI(Mt−1)).
This implies that H1(LI(Mt−1)) = 0; (use 2.8).
Thus by downward induction it follows that Hi(LI(M)) = 0 for i = 1, 2, . . . , s.

An easy consequence to the above theorem is
Corollary 5.7. [with hypothesis as in 5.5] Suppose x = x1, . . . xs ∈ I and y =
y1, . . . , ys ∈ I are two distinct M -superficial sequences with respect to I. Here
s ≤ dimM − 1. The following conditions are equivalent:
(i) The Ratliff-Rush filtration on M with respect to I behaves well mod x.
(ii) The Ratliff-Rush filtration on M with respect to I behaves well mod y.

6. Finite local cohomology and minimal I-invariant
We relate the finite generation of local cohomologies of GI(M) and L
I(M). Set
fgI(M) = max{j | λ(H
i(GI(M))) <∞ for i = 0, 1, · · · , j − 1} and
αI(M) = max{j | j ≤ r − 1 and λ(H
i(LI(M))) <∞ for i = 0, 1, · · · , j − 1}.
Using 2.5.1 and the corresponding the long exact sequence in cohomology we get
fgI(M) ≥ αI(M). We prove that
fgI(M) = αI(M).
An application of our result is the notion of generalized Cohen-Macaulay modules
with depth zero having minimal I-invariant. This notion also relates to Ratliff-Rush
filtration on M behaving well mod superficial sequences.
Let r = dimM. Clearly 0 ≤ fgI(M) ≤ r − 1. The following proposition is easy
to prove. So we omit the proof.
14 TONY J. PUTHENPURAKAL
Proposition 6.1. Let M be a CM A-module of dimension r and I is an ideal of
definition for M . Let x = x1, · · · , xs be an M -superficial sequence with respect to
I. Then
fgI(M/xM) ≥ fgI(M)− s and αI(M/xM) ≥ αI(M)− s.

We now prove the main theorem of this section.
Theorem 6.2. fgI(M) = αI(M).
Proof. We first prove fgI(M) ≥ s ⇒ αI(M) ≥ s by induction on s. There is
nothing to show when s = 1. For convenience of the reader we will explicitly write
out the proof in the case s = 2. We claim that in this case λ(H1(LI(M))) <∞. As
λ(H1(GI(M))) <∞ it follow that the map
H1(Π)n : H
1(LI(M))n → H
1(LI(M))(n−1) is injective for n≪ 0.
Set N = M/xM where x ∈ I \ I2 is M -superficial with respect to I. Using 2.7.1
and since H0(LI(N)) has finite length we get that
H1(Ψx)n : H
1(LI(M))(n−1) → H
1(LI(M))n is injective for n < 0.
Using 2.9 we get H1(LI(M))n = 0 for all n≪ 0. The result follows.
Suppose fgI(M) = s ≥ 2. Let x ∈ I \ I
2 be Msuperficial with respect to I. Set
N =M/xM. Then fgI(N) ≥ s−1. by 6.1. By induction hypotheses αI(N) ≥ s−1.
We claim λ(Hi(LI(M))) <∞ for i = 0, 1, · · · , s.
λ(H0(LI(M))) <∞ by 2.3.
Since λ(Hi(LI(N))) <∞ for i = 0, 1, · · · , s− 1 it follows from 2.7.1 that the map
H1(Ψx)n : H
i(LI(M))(n−1) → H
i(LI(M))n
is injective for all n≪ 0. and all i = 1, 2, · · · , s.
Also since λ(Hi(G)) < ∞ for i = 0, 1, · · · , s it follows from the first fundamental
exact sequence, 2.5.1, that
H1(Π)n : H
i(LI(M))n → H
i(LI(M))(n−1) is injective
for all n≪ 0 and all i = 1, 2, · · · , s.
Using 2.9 we get
Hi(LI(M))n = 0 for all n≪ 0.
Thus λ(Hi(LI(M))) <∞ for i = 1, 2, · · · , s.
The result follows. 
6.3. Minimal I-invariant:
Recall that we say GI(M) is generalized Cohen-Macaulay module if
λ(Hi(GI(M))) <∞ for i = 0, 1, · · · , r − 1.
For generalized Cohen-Macaulay module the Stu¨ckrad-Vogel invariant
I(GI(M)) =
r−1∑
i=0
(
r − 1
i
)
λ(Hi(GI(M)))
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plays a crucial role.
If x∗ ∈ GI(A)1 is GI(M)- regular and N =M/xM then we can easily verify that
I(GI(N)) ≤ I(GI(M)).
So in some sense if we have to study minimal I- invariant then we have to first
consider the case when depthGI(M) = 0. We prove
Theorem 6.4. Let M be a Cohen-Macaulay A-module of dimension r ≥ 2. Assume
GI(M) is generalized CM and depthGI(M) = 0. Then
I(GI(M)) ≥ r • λ
(
H0(GI(M))
)
.
Furthermore the following are equivalent
(i) I(GI(M)) = r • λ(H0(GI(M)))
(ii) Hi(LI(M)) = 0 for i = 1, 2, · · · , r − 1.
(iii) The Ratliff-Rush filtration on M behaves well mod superficial sequences.
Proof. By Theorem 6.2 it follows that λ(Hi(LI(M))) is finite for i = 0, 1, · · · , r−1.
Using 2.5.1 and the corresponding long exact sequence in local cohomologies we get
an exact sequence
0→ H0(GI(M))→ H
0(LI(M))→ H0(LI(M))(−1)
→ H1(GI(M))→ H
1(LI(M))
H1(Π)
−−−−→ H1(LI(M))(−1)
Let K = kerH1(Π). It follows that
λ(H1(GI(M))) = λ(H
0(GI(M))) + λ(K) ≥ λ(H
0(GI(M)))
Thus
I(GI(M)) ≥ λ(H
0(GI(M))) +
(
r − 1
1
)
λ(H0(GI(M))) = rλ(H
0(GI(M))).
Furthermore equality holds if and only if λ(Hi(GI(M))) = 0 for i = 2, · · · , r − 1
and K = 0.
Its clear that this holds if and only if Hi(LI(M)) = 0 for 1 ≤ i ≤ r − 1. Thus
(1)⇔ (2) holds.
The equivalence (2)⇔ (3) follows from Theorem 5.5. 
7. Generalization of a result due to Narita.
A classical result, due to Narita [9] states that if (A,m) is Cohen-Macaulay of
dim 2 then
eI2(A) = 0 iff red(I
n) = 1 for all n≫ 0.
This result can be easily extended to Cohen-Macaulay modules of dimension two.
However Narita’s result fails (even for Cohen-Macaulay rings) in dimension ≥ 3;
see 7.3.
To motivate our generalization we will first reformulate Narita’s result in dimen-
sion two. Our reformulation is
Theorem 7.1. Let M be CM of dimension two. Then the following conditions
are equivalent:
(i) eI2(M) = 0.
(ii) G˜I(M); the associated graded module of the Ratliff-Rush filtration has minimal
multiplicity.
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Recall that we say gradedGI(A)-module E =
⊕
n≥0En has minimal multiplicity
if it is Cohen-Macaulay and deg hE(z) ≤ 1.
We give
Proof of Theorem 7.1. The assertion (2) ⇒ (1) is clear. Conversely note that by
4.3 we get that
if eI2(M) = 0 then I˜
j+1M = JI˜jM for j ≥ 1.
By [12, 1.2] it follows that G˜I(M) has minimal multiplicity 
Theorem 7.1 enables us to generalize Narita’s result as follows:
Theorem 7.2. Let M be CM of dimension r ≥ 2. Then the following conditions
are equivalent:
(i) eI2(M) = · · · = e
I
r(M) = 0.
(ii) G˜I(M); the associated graded module of the Ratliff-Rush filtration has minimal
multiplicity.
Furthermore if these condition hold then
(a) Hi(LI(M)) = 0 for i = 1, . . . , r − 1.
(b) GI(A) is generalized Cohen-Macaulay with
I(GI(M)) = (−1)
r+1r • eIr+1(M)
Proof. (ii) =⇒ (i). This is clear.
(i) =⇒ (ii) We prove following assertion by induction on r where r ≥ 2.
eIi (M) = 0 for i = 2, · · · , r ⇒
{
(a) Hi(LI(M)) = 0 for i = 1, 2, · · · , r − 1
(b) G˜I(M) has minimal multiplicity.
For r = 2, this follows from Theorem 4.5. We assume r ≥ 3 and that the result
holds for r − 1.
Let x ∈ I be M -superficial with respect to I. Set N =M/xM. By 1.6(3) we get
ei(N) = 0 for i = 2, · · · , r − 1. So by induction hypothesis; we get H
i(LI(N)) = 0
for i = 1, 2, . . . , r − 2 and G˜I(N) has minimal multiplicity.
By 2.7.1 and 2.8 we get Hi(LI(M)) = 0 for i = 2, · · · , r − 1. Let K = ker(Ψx :
H1(LI(M)))(−1)→ H1(LI(M)). We use the following part of 2.7.1
(†) 0→ B → H0(LI(M))(−1)→ H0(LI(M))→ H0(LI(N))→ K → 0
Notice dimN = r− 1 ≥ 2. By 1.8 and the fact G˜I(N) has minimal multiplicity we
get
(*) eIr(N) = (−1)
r
∑
r≥1
λ
(
I˜jN
IjN
)
= (−1)rλ(H0(LI(N)))
By 1.6(3) we also have
eIr(M) = e
I
r(N)− (−1)
rλ(B).
Since eIr(M) = 0. we get
(**) λ(B) = (−1)rer(N).
By computing lengths from (†) and using (**) we get
(−1)rer(N)− λ(H
0(LI(N))) + λ(K) = 0.
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Using (*) it follows that K = 0; i.e., the natural map H0(LI(M)) → H0(LI(N))
is surjective. By Theorem 3.3 we get H1(LI(M)) = 0. Thus we have proved
Hi(LI(M)) = 0 for 1 ≤ i ≤ r − 1.
Since H1(LI(M)) = 0 the Ratliff-Rush filtration onM with respect to I behaves
well mod a superficial element. So
G˜I(M)
x∗G˜I(M)
∼= G˜I(N).
Thus G˜I(M) is Cohen-Macaulay and h˜N (z) = h˜M (z). It follows that G˜I(M) has
minimal multiplicity.
We now prove the other assertions.
(a): This was proved while showing (ii) implies (i).
(b): Using the first fundamental exact sequence 2.5.1 and the corresponding long
exact sequence in cohomology we get Hi(GI(M)) = 0 for i ≥ 2. Furthermore we
have an exact sequence
0→ H0(GI(M))→ H
0(LI(M))→ H0(LI(M))(−1)→ H1(GI(M))→ 0
Since G˜I(M) has minimal multiplicity it follows that I˜nM ⊆ JM for all n ≥ 1; [3,
1.9]. It follows that
H0(GI(M)) ∼= H
0(LI(M)). So H0(LI(M))(−1) ∼= H1(GI(M)) also.
It follows that I(GI(M)) = rλ(H0(LI(M))). The result follows by 1.8(b). 
Let I be an ideal which satisfies generalized Narita’s theorem. It is possible to
have depthGI(A) = 0 as shown by the following example taken from [2, 3.8] shows
Example 7.3. Let A = Q[[x, y, z]]. Let I = (x2 − y2, y2 − z2, xy, xz, yz). Set
m = (x, y, z). It can be verified that I2 = m4. So red(In) = 2 for all n≫ 0. Using
COCOA we get hI(A, z) = 5 + 6z
2 − 4z3 + z4. So eIj (A) = 0 for j = 2, 3. In [2] it
is proved that depthGI(A) = 0.
Recall that
ξI(M) = lim
n→∞
depthGIn(M).
When eI2(M) = 0 and dimension M = 3 we prove that either fgI(M) = 1 or = 3.
This example will illustrate some of the techniques developed in this paper.
Example 7.4. Let A be local and let M be a finite Cohen-Macaulay A-module of
dimension r = 3. Let I be an ideal of definition for M . Assume eI2(M) = 0. then
eI3(M) ≤ 0. Furthermore we have
(a) The following conditions are equivalent:
(i) eI3(M) < 0
(ii) ξI(M) = 1.
(iii) fgI(M) = 1.
(b) The following conditions are equivalent:
(i) eI3(M) = 0
(ii) ξ(M) = 3.
(iii) fgI(M) = 3.
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Proof. We first prove that eI3(M) ≤ 0.
Let x be M -superficial with respect to I. Set N = M/xM . Then by Theorem
4.5 we have H1(LI(N)) = 0. Since H1(LI(N)) = 0 and H2(LI(M)) is *-Artinian,
using (2.7.1) we get
(†) H2(LI(M)) = 0.
We also use the following part of (2.7.1)
0 −→ BI(x,M) −→ H0(LI(M))(−1) −→ H0(LI(M)) −→ H0(LI(N)).
Therefore we have
(7.4.1) b := λ
(
BI(x,M)
)
≤ λ
(
H0(LI(N))
)
=: r.
Since eIi (N) = e
I
i (M) for i = 0, 1, 2, we get by using Propositions 4.3.(i), 4.4.(i)
and 4.1 that e˜3
I(N) = 0. Using 1.8 we get that eI3(N) = −r. So we have
(*) b ≤ −eI3(N).
By 1.6.3(b) we get that eI3(M) = e
I
3(N) + b. Using (*) we get e
I
3(M) ≤ 0 with
equality if and only if b = r.
Notice if b = r then the map H0(LI(M)) → H0(LI(N)) is surjective. Using
3.3 we get H1(LI(M)) = 0. Since H0(LI(M))−1 = 0 it follows from 2.10 that
ξI(M) = 3.
We also note that
(7.4.2) eI
n
3 (M) = e
I
3(M) for all n≫ 0.
We now prove our assertions
(b) (i) =⇒ (ii)
This follows from the fact that eI3(M) = 0 if and only if b = r. We have shown
above that if b = r then ξI(M) = 3.
(b) (ii) =⇒ (i)
If ξI(M) = 3; say GIr (M) is Cohen-Macaulay. Then clearly all Hilbert coefficients
of M is non-negative. Using 7.4.2 we get eI3(M) ≥ 0. But we have shown earlier
that in general if eI2(M) = 0 then e
I
3(M) ≤ 0. So we have e
I
3(M) = 0.
We now prove
(a) (i) =⇒ (ii)
If eI3(M) < 0 then it follows from 7.4.2 and [8, Corollary 2] that ξI(M) = 1.
(a) (ii) =⇒ (i)
This follows from (b) (i) =⇒ (ii) and the fact that eI3(M) ≤ 0 always when
eI2(M) = 0.
Before proving the remaining assertions let us note the following
3 ≥ fgI(M) ≥ ξI(M) ≥ 1
So (b)(ii) =⇒ (iii) and (a) (iii) =⇒ (i)
To prove the rest note that it suffices to show that if eI2(M) = 0 then
fgI(M) ≥ 2 =⇒ ξI(M) = 3.
If fgI(M) ≥ 2 then note that λ(H
1(LI(M))) is finite. Since H2(LI(M)) = 0, we
get from 2.7.1 an exact sequence
H0(LI(N))→ H1(LI(M))(−1)→ H1(LI(M))→ 0
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Therefore H1(LI(M)) = 0. The result follows from 2.10. 
8. Asymptotic invariants.
Throughout M is Cohen-Macaulay A-module of dimension r and I is an ideal
of definition for M . Suppose fgI(M) = s. We compute H
i(GIn(M)) for n≫ 0 and
0 ≤ i ≤ s−1. The basic idea is to use is that LI(M)(−1) behaves well with respect
to the Veronese functor. We have(
LI(M)(−1)
)<l>
= LI
l
(M)(−1) for l ≥ 1.
We also prove that if x is M -superficial with respect to I then
ξI(M/x
sM) ≥ ξI(M)− 1 for all s≫ 0.
Theorem 8.1. Let (A,m) be Noetherian local and let M be a CM A-module of
dimension r ≥ 1. Let I be an ideal for definition of M . Let fgI(M) = s. Then for
n≫ 0 we have
(a) H0(GIn(M)) = 0.
(b)
H1(GIn(M))j =
{
0 for j 6= −1
H1(LI(M))−1 for j = −1
(c) For 2 ≤ i ≤ s− 1 we have
Hi(GIn(M))j =

0 for j 6= 0,−1
Hi(LI(M))−1 for j = −1
Hi−1(LI(M))−1 for j = 0.
Proof. By Theorem 5 it follows that αI(M) = s. Fix i with 0 ≤ i ≤ s− 1.
Since Hi(LI
n
(M)(−1)) ≃ Hi(L1(M)(−1))<n> for all n; it follows that for n≫ 0
we have
(*) Hi(LI
n
(M))j = 0 for j 6= −1.
Assume that for n ≥ n0 the assertion (∗) holds for all i = 0, 1, . . . , s − 1 and that
H0(LI
n
(M)) = 0. Fix n ≥ n0. Set K = I
n.
(a) This holds by construction.
(b) Set G = GK(M) and L = L
K(M) By the first fundamental sequence 2.5.1
and the corresponding long exact sequence in cohomology we obtain for all j ∈ Z
(†) 0→ H1(G)j → H
1(L)j−1 → H
1(L)j → H
2(G)j → H
2(L)j → H
2(L)j−1
Using the above exact sequence we get (b).
(c) Also note that (†) also implies
H2(G)j = 0 for j 6= 0,−1
H2(G)0 ∼= H
1(L)−1
H2(G)−1 ∼= H
2(L)−1.
Thus we have proved (c) when i = 2. For i ≥ 3 the proof is similar to the case
i = 2. 
Definition 8.2. We call the A-modules Hi(LI(M))−1 for i = 1, · · · , r − 1 the
asymptotic invariants of GI(M)
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8.3. Recall ξI(M) = depthGIn(M) for all n≫ 0. Notice that ξIr (M) = ξI(M) for
any r ≥ 1.
Let x ∈ I be M -superficial with respect to I. One of question that we want to
answer is whether
ξI(M/xM) ≥ ξI(M)− 1?
Although we have not been able to answer the question above in general we prove
Theorem 8.4. ξI(M/x
nM) ≥ ξI(M)− 1 for all n≫ 0.
Proof. Notice fgI(M) ≥ ξI(M). Assume for all n ≥ n0, we have H
i(LI
n
(M))n = 0
for all n 6= −1 and for i = 0, . . . , fgI(M)− 1. Fix n ≥ n0.
Set L = LI
n
(M), L¯ = LI
n
(M/xnM). By 2.7.1 we have that for all i ≥ 0 and
j ∈ Z;
Hi(L)(j−1) → H
i(L)j → H
i(L¯)j → H
i+1(L)j−1 → H
i+1(L)j
Set c = ξI(M). Then H
i(L¯)−1 = 0 for i < c− 1. Clearly fgI(M/x
nM) ≥ fgI(M)−
1 ≥ c− 1.
It follows from 2.10 that
ξIn(M/x
nM) ≥ c− 1.
Since ξI(M/x
nM) = ξIn(M/x
nM) the result follows. 
The following example shows that strict inequality can occur in Theorem 8.4.
Example 8.5. Let (B, n) be a two dimensional CM local ring with an n-primary
ideal J such that e2(J) = 0 and GJ(B) has depth zero. It can be easily checked
that this is equivalent to J˜ 6= J . For a specific example of this kind we use an
example from [8]:
R = K[X,Y ], I = (X7, X6Y,XY 6, Y 7).
It is proved in [8, page 8] that depthGI(A) = 0 and that e
I
2(A) = 0. It is easily
shown that this implies I˜ 6= I.
Notice by 4.5 that H1(LJ(B)) = 0 and eI3(B) < 0.
Set A = B[X ](n,x) and I = (J,X). Then GI(A) ∼= GJ (B)[X
∗]. We claim
(1) ξI(A) = 1.
(2) fgI(A) = 1.
(3) ξI(A/(X
n)) ≥ 2 for all n ≥ 1.
Proof of Claim:
Notice eI3(A) = e
3
I(B) < 0. So (1) and (2) follow from 7.4(a).
(3). Since H0(LI(B))n = 0 for n < 0 and H
1(LI(B)) = 0; by 2.7.1 we get
λ(H1(LI(A))n) = λ(H
1(LI(A))−1) for all n < 0. So
Fix n ≥ 1 Set K = In. Notice
H0(LK(A))(−1) = H2(LK(A)) = 0.
Set N = A/(xn). Using 2.7.1 we get
0→ H0(LK(N))n → H
1(LK(A))n−1 → H
1(LK(A))n → H
1(LK(N))n → 0
At any rate H0(LK(N))j = 0 for j < 0. Also H
1(LK(A))j ∼= H
1(LK(A))−1∀j < 0.
It follows that H1(LK(N))j = 0 for j < 0. Therefore ξK(A/(X
n)) ≥ 2. It follows
that ξI(A/(X
n)) ≥ 2.
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9. m-primary ideals with reduction number 2
To give bounds on ξI(M) in terms of Hilbert coefficients is in general a difficult
task. Surprisingly the following holds
Theorem 9.1. Let M be a Cohen-Macaulay module of dimension 3 and let I be
an ideal of definition for M with redI(M) = 2. Then e
I
3(M) ≤ 0. Furthermore
eI3(M) = 0 if and only if ξI(M) ≥ 2.
Proof. We first prove eI3(M) ≤ 0. We may choose n0-such that for all n ≥ n0
H0(LI
n
(M)) = 0
Hi(LI
n
(M))j = 0 for j ≥ 0.
This is so since LI(M)(−1) =
⊕
n≥0M/I
nM .
By [4, 2.4] we may choose n1 such that for all n ≥ n1
Hi(GIn(M))j = 0 for j ≥ 1 and i = 0, 1, 2
and since redI(M) = 2 we get by [16, 3.2] and [4, 2.4] that
H3(GIn(M))j = 0 for j ≥ 0.
Let φM (I, z) be the shifted Hilbert-Samuel polynomial of M with respect to I
i.e., φM (I, n) = λ (M/I
nM) for n≫ 0.
φM (I, z) = e
I
0(M)
(
z + 2
3
)
− eI1(M)
(
z + 1
2
)
+ eI2(M)
(
z
1
)
− eI3(M).
Let n2 = postulation number of φM (I, z) i.e.
φM (I, n) = λ (M/I
nM) for n ≥ n2.
Fix r ≥ max{n0, n1, n2}.
Set K = Ir.
Claim 1: H2(LK(M))−1 = 0.
Set G = GK(M), L = L
K(M). Using the first fundamental exact sequence and
the corresponding long exact sequence in cohomology we get
(*) H2(G)j → H
2(L)j → H
2(L)j−1 → H
3(G)j
As H2(L)0 = H
3(G)0 = 0 we obtain H
2(L)−1 = 0.
Set hi = λ
(
Hi(G)0
)
for i = 0, 1, 2, 3.
Then h0 = h3 = 0.
Claim 2: h1 = 0 and h2 = λ(H
1(L)1).
Using the first fundamental exact sequence and the corresponding long exact se-
quence in cohomology we get
H0(L)n−1 → H
1(G)n → H
1(L)n → H
1(L)n−1 → H
2(G)n → H
2(L)n
Therefore h1 = 0 and h2 = λ(H
1(L)−1).
Claim 3: eI3(M) = −λ(H
1(LI(M))−1).
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Let
PKM (Z) = c0
(
z + 2
2
)
− c1
(
c+ 1
1
)
+ c2
be the Hilbert polynomial of GK(M) i.e.
PKM (n) = λ
(
KnM/Kn+1M
)
for n≫ 0.
By Grothendieck-Serre formula [1, 4.4.3] we get
HK(M,n)− PKM (n) =
3∑
i=0
(−1)2λ(Hi(GK(M))n)
Sot for n = 0 we get
(†) λ (M/IrM)− [c0 − c1 + c2] = h0 − h1 + h2 − h3 = h2.
Write
φM (I
r, z) = c0
(
z + 2
3
)
− c1
(
z + 1
2
)
+ c2
(
z
1
)
− c3.
Clearly φM (I
r, z) = φM (I, rz). In particular c3 = e
I
3(M)
Also notice that
φM (I
r, 1) = c0 − c1 + c2 − c3 = φM (I, r) = λ (M/I
rM)
(the last equality holds since r ≥ n2).
So by (†) we get
h2 = −c3 = −e
I
3(M).
Thus eI3(M) = −λ(H
1(LI(M))−1) ≤ 0.
By Proposition 9.2 in Part 1 it follows that eI3(M) = 0 if and only if
depthGIn(M) ≥ 2.
Otherwise note that H1(LI(M))−1 6= 0. So ξI(M) = 1, by 2.10. 
Remark 9.2. If depthGI(A) ≥ d − 1 then by a result of Marley [8, Corollary 2],
all Hilbert coefficients of A with respect to I are non-negative. Since
eI
n
3 (M) = e
I
3(A) for all n ≥ 1
we get that if eI3(A) < 0 then depthGIn(M) ≤ 1 for all n ≫ 0. It follows that
ξI(M) = 1.
We give the following example due to Marley [8, page 8]
Example 9.3. Let A = Q[x, y, x] and let I = (x3, y3, z3, x2y, xy2, yz2, xyz). Then
J = (x3, y3, z3) is a minimal reduction of I. Furthermore redI(J) = 2. Using
COCOA one can check that e3(I) = −1. By above remark ξI(M) = 1. Notice
red(I) 6= 1 So it is 2 since redI(J) = 2.
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