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Abstract
We study the Cauchy problem of the Ostrovsky equation ∂tu−β∂3xu−γ ∂−1x u+u∂xu = 0, with βγ < 0.
By establishing a bilinear estimate on the anisotropic Bourgain space Xs,ω,b, we prove that the Cauchy
problem of this equation is locally well-posed in the anisotropic Sobolev space H(s,ω)(R) for any s > − 58
and some ω ∈ (0, 12 ). Using this result and conservation laws of this equation, we also prove that the Cauchy
problem of this equation is globally well-posed in H(s,ω)(R) for s  0.
© 2006 Elsevier Inc. All rights reserved.
Keywords: Ostrovsky equation; Cauchy problem; Well-posedness; Bilinear estimate; Anisotropic Sobolev space
1. Introduction
This paper is concerned with the following partial differential equation:
∂x
(
∂tu− β∂3xu+ u∂xu
)− γ u = 0 in R2, (1.1)
where β , γ are nonzero real constants.
The above equation is a mathematical model of the propagation of weakly nonlinear long
waves in a rotating liquid [1,7,8,16,17]. It was first introduced by Ostrovsky [16] in 1978 to model
the propagation of surface waves in the ocean, and has also been used to model the propagation of
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β reflects dispersion of the medium, and γ measures the effect of rotation. Thus this equation
comprises three essential factors: dispersion, rotation, and nonlinearity. Note that if γ = 0 then
this equation becomes the KdV equation. Thus it can be regarded either as a perturbation or as a
modification of the KdV equation, with the effect of rotation of the medium being considered. We
refer the reader to see the above-mentioned references for more physically interesting materials
concerning this equation.
We are interested in well-posedness of the IVP of Eq. (1.1). For this purpose we use the
antiderivative operator ∂−1x , which is defined by
∂−1x f (x) = F−1
(
(iξ)−1fˆ (ξ)
)= 1
2
( x∫
−∞
f (y)dy −
∞∫
x
f (y) dy
)
,
to act the left-hand side of (1.1), transforming (1.1) into the following equation:
∂tu− β∂3xu− γ ∂−1x u+ u∂xu = 0. (1.2)
Later on we shall consider this transformed equation.
In the case γ = 0, i.e., for the KdV equation, the IVP has been intensively studied by many au-
thors. In particular, Kenig, Ponce and Vega [13,14] established local well-posedness in Hs(R) for
any s > − 34 . They obtained this result by making a sharp bilinear estimate in the Bourgain spaces
related to the KdV equation. This local result has been successfully improved into a global one
by Colliander et al. [5]. They proved, by considering some almost conserved quantities related to
Hs -norms of the solution, that IVP of the KdV equation [2] is globally well-posed in Hs(R) for
any s > − 34 . In the case γ = 0 (and also β = 0), Linares and Milanés [15] recently obtained lo-
cal well-posedness of the IVP of Eq. (1.2) in the space Xs = {f ∈ Hs(R), ∂−1x f ∈ L2(R)}, with
s > 34 . Using this local result and the first and the second conservation laws of Eq. (1.1), they
also established global well-posedness in X1 for the case βγ > 0. However, since if βγ < 0 then
the second conservation law cannot ensure H 1 conservativeness of the solution, they failed to
get global well-posedness for the case βγ < 0. The method of establishing local well-posedness
is inherited from that of [13,14].
The aim of this paper is first to improve the local result of Linares and Milanés [15], and
next establish a global well-posedness result for the case βγ < 0. We shall still follow the
bilinear estimate method of [13,14], but instead of the standard Sobolev spaces Hs and the
Bourgain spaces Xs,b, we shall use an anisotropic Sobolev spaces H(s,ω) and correspondingly
an anisotropic Bourgain spaces Xs,ω,b as our working spaces. The idea of using such spaces
is inspired by the work of Herr [11]. We give the definition of these spaces in the following
paragraphs.
We denote by W(t) the solution operator of the linear Cauchy problem associated to Eq. (1.2),
i.e.,
W(t)u0(x) =
∫
R
ei(xξ+tφ(ξ))uˆ0(ξ) dξ,
where φ(ξ) = −βξ3 − γ ξ−1 is the dispersive function of Eq. (1.2). For s ∈ R and ω  0, we
define the anisotropic Sobolev space H(s,ω)(R) by
f ∈ H(s,ω)(R) ⇔ ‖f ‖H(s,ω) :=
∥∥〈ξ 〉s+ω|ξ |−ωfˆ (ξ)∥∥
L2(R) < ∞,ξ
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Clearly, if ω = 0 then H(s,0)(R) is the standard Sobolev space Hs(R). Accordingly, we define
the anisotropic Bourgain space Xs,ω,b(R2) by
u(x, t) ∈ Xs,ω,b
(
R2
) ⇔ ‖f ‖Xs,ω,b := ∥∥〈ξ 〉s+ω|ξ |−ω〈λ− φ(ξ)〉bu˜(ξ, λ)∥∥L2ξ,λ(R2) < ∞,
where ˜ represents the Fourier transformation in (t, x) variables, which will also be denoted as F
later on. If ω = 0 then clearly Xs,0,b is the usual Bourgain space Xs,b . For a given interval I , we
define the space Xs,ω,b(I × R) to be the restriction of Xs,ω,b(R2) on I × R, with norm
‖u‖Xs,ω,b(I×R) = inf
{‖U‖Xs,ω,b(R2): U |I×R = u}.
In particular, if I = [−δ, δ] then we use Xδs,ω,b to abbreviate Xs,ω,b(I × R). Relations between
H(s,ω) and the usual Sobolev spaces and between H(s,ω) and Xs,ω,b are given in the following
preliminary result, proof of which is routine and is therefore omitted.
Lemma 1.1.
(i) For any s ∈ R and ω 0 there holds
Hs(R)∩ H˙−ω(R) ↪→ H(s,ω)(R).
If further s −ω then
Hs(R)∩ H˙−ω(R) = H(s,ω)(R).
(ii) If b > 12 then there hold
Xs,ω,b
(
R2
)
↪→ C(R,H(s,ω)(R)) and Xδs,ω,b ↪→ C([−δ, δ],H (s,ω)(R)).
Finally, for a given a ∈ R, we denote by a+ and a− respectively expressions of forms a + ε
and a − ε with a sufficiently small quantity ε > 0, in case this small quantity plays a much less
important role than the quantity a.
The main results of this paper are as follows.
Theorem 1.2. Assume that βγ < 0, b > 12 and s  s0 = − 58+. Then for any u0 ∈ H(s,ω), where
ω = 12−, there exists δ = δ(‖u0‖H(s0,ω) ) such that Eq. (1.2) with the initial condition u|t=0 = u0
has a solution u in [−δ, δ] × R, satisfying
u ∈ Xδs,ω,b ⊆ C
([−δ, δ],H (s,ω)).
Moreover, this solution is unique in the class of Xδs,ω,b, and the mapping
f : H(s,ω) → Xδs,ω,b, u0 → u,
is Lipschitz continuous.
Theorem 1.3. Assume that βγ < 0 and s  0. Then the assertion of Theorem 1.1 holds for
arbitrarily large δ > 0.
Note that for the case βγ < 0 considered here, φ′′(ξ) has two nonzero roots, which implies
that certain Strichartz estimates (e.g., [15, Lemma 3.1]) are not global in time, and, consequently,
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overcome this difficulty, we shall make suitable decomposition in the frequency space; see (2.2)
and (2.6) in the succeeding section.
In the next section we present some basic linear estimates. The crucial bilinear estimate will
be stated and proved in Section 3. Proofs of the above theorems are given in Section 4.
2. Linear estimates
In this section we establish some basic estimates for the operator W(t). Without loss of gen-
erality, later on we always assume that β = −1 and γ = 1, so that
φ(ξ) = ξ3 − ξ−1.
Arguments for the general case β < 0, γ > 0 are similar, and the case β > 0, γ < 0 can be con-
verted into this case by making the variable transformation t → −t . We begin by two Strichartz
estimates, in one of which we shall use the following notation:
PNf (x) = 12π
∫
|ξ |N
eixξ fˆ (ξ) dξ.
Lemma 2.1. Let N  1 and u0 ∈ L2(R). Then∥∥W(t)u0∥∥L8t L8x  C‖u0‖L2x , (2.1)∥∥D 14x PNW(t)u0∥∥L4t L∞x  C‖u0‖L2x . (2.2)
Proof. First, since |φ′′′(ξ)| 6 for all ξ = 0, by the Van der Corput lemma (see [12, Lemma 2.8])
we have∣∣∣∣∣
∞∫
−∞
ei(xξ+tφ(ξ)) dξ
∣∣∣∣∣ C|t |− 13
for any t = 0. This yields, by the Young inequality, that∥∥W(t)u0∥∥L∞x  C|t |− 13 ‖u0‖L1x
for any t = 0. Since clearly∥∥W(t)u0∥∥L2x = ‖u0‖L2x (2.3)
for any t = 0, by interpolation we get∥∥W(t)u0∥∥Lpx  C|t |− 13 (1− 2p )‖u0‖Lp′x
for any t = 0 and 2 p ∞, where p′ denotes the dual exponent to p. This estimate allows us to
prove, in a standard manner (see, e.g., the proof of [12, Theorem 2.1]), the following inequality:∥∥W(t)u0∥∥Lqt Lpx  C‖u0‖L2x ,
where 2 p ∞ and 2 = 1 (1 − 2 ). Taking p = q = 8, we get (2.1).q 3 p
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zero, by [12, Theorem 2.1] we have∥∥∥∥ ∫
|ξ |N
ei(xξ+tφ(ξ))
∣∣φ′′(ξ)∣∣ θ4 uˆ0(ξ) dξ∥∥∥∥
L
q
t L
p
x
C‖u0‖L2x
for any t = 0, where (p, q) = ( 21−θ , 4θ ), 1 θ  1. Using this inequality with θ = 1, we get∥∥D 14x PNW(t)u0∥∥L4t L∞x = C
∥∥∥∥ ∫
|ξ |N
ei(xξ+tφ(ξ))|ξ | 14 uˆ0(ξ) dξ
∥∥∥∥
L4t L
∞
x
= C
∥∥∥∥ ∫
|ξ |N
ei(xξ+tφ(ξ))
∣∣φ′′(ξ)∣∣ 14 · |ξ | 14 ∣∣φ′′(ξ)∣∣− 14 uˆ0(ξ) dξ∥∥∥∥
L4t L
∞
x
 C
∥∥F−1(χ|ξ |N |ξ | 14 ∣∣φ′′(ξ)∣∣− 14 uˆ0(ξ))‖L2x C‖u0‖L2x ,
where χ|ξ |N denotes the characteristic function of the set {ξ ∈ R: |ξ |N}. This proves (2.2).
Lemma 2.2. Let b > 12 and N  1. Then
‖u‖L4t L4x  C‖u‖X0, 23 b , (2.4)
‖u‖L4t L2x  C‖u‖X0, 12 b , (2.5)∥∥D 14x PNu∥∥L4t L∞x  C‖u‖X0,b . (2.6)
Proof. First, by the Plancherel identity we have
‖u‖L2t L2x = ‖u‖X0,0 . (2.7)
Next, for u ∈ S(R2) we have
u(x, t) = C
∫
R
eitλW(t)uλ(x) dλ,
where uˆλ(ξ) = u˜(ξ, λ+ φ(ξ)). Hence, by (2.1) and the fact that b > 12 we have
‖u‖L8t L8x  C
∫
R
∥∥W(t)uλ∥∥L8t L8x dλ C
∫
R
‖uλ‖L2x dλ
= C
∫
R
‖uˆλ‖L2ξ dλ C
∥∥〈λ〉buˆλ(ξ)∥∥L2λL2ξ = C‖u‖X0,b . (2.8)
Interpolating (2.8) with (2.7), we get (2.4).
The proof of (2.6) follows from (2.2) and a similar argument.
To prove (2.5) we rewrite (2.3) as follows:∥∥W(t)u0∥∥ ∞ 2 = ‖u0‖L2 .Lt Lx
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‖u‖L∞t L2x  C‖u‖X0,b . (2.9)
Interpolating (2.9) with (2.7) we obtain (2.5). 
In the sequel, we always assume that ψ is a nonnegative smooth function, satisfying ψ = 1 in
[−1,1] and suppψ ⊆ [−2,2]. We denote ψδ(t) = ψ( tδ ).
Lemma 2.3. Let 0 <ω < 1 and s, b ∈ R. For any δ > 0 we have the following assertions:
(i) If b 0 then∥∥ψδ(t)W(t)u0∥∥Xs,ω,b Cδ 12 −b‖u0‖H(s,ω) . (2.10)
(ii) If − 12 < b′  0 b b′ + 1 then∥∥∥∥∥ψδ(t)
t∫
0
W(t − t ′)f (t ′) dt ′
∥∥∥∥∥
Xs,ω,b
 Cδ1+b′−b‖f ‖Xs,ω,b′ . (2.11)
Proof. We denote v0 = F−1(|ξ |−ω〈ξ 〉s+ωuˆ0(ξ)) and g(t) = F−1(|ξ |−ω〈ξ 〉s+ωf̂ (t)(ξ)). Then
(2.10) and (2.11) follow readily from, respectively,∥∥ψδ(t)W(t)v0∥∥X0,b  Cδ 12 −b‖v0‖L2
and ∥∥∥∥∥ψδ(t)
t∫
0
W(t − t ′)g(t ′) dt ′
∥∥∥∥∥
X0,b
 Cδ1+b′−b‖g‖X0,b′ .
The proofs of these inequalities follow from standard arguments (cf., e.g., [6,9,10,13,14]) and
hence are omitted. 
3. The bilinear estimate
In this section we establish a bilinear estimate related to the nonlinear term of Eq. (1.2), which
is the main part of this paper.
Theorem 3.1. Let s  s0 = − 58+. Then for ω = 12−, b′ = − 12+ and some b > 12 , there holds∥∥∂x(u1u2)∥∥Xs,ω,b′ C(‖u1‖Xs,ω,b‖u2‖Xs0,ω,b + ‖u1‖Xs0,ω,b‖u2‖Xs,ω,b). (3.1)
Proof. Let s0 = − 58 + ε and, accordingly, b′ = − 12 + ε and ω = 12 − ε, where 0 < ε  1. We
denote
σ = λ− φ(ξ), σj = λj − φ(ξj ) (j = 1,2),
fj (λ, ξ) = |ξj |−ω〈ξj 〉s+ω〈σj 〉bu˜j (ξj , λj ) (j = 1,2),
f (λ, ξ) = |ξ |ω−1〈ξ 〉−(s+ω)〈σ 〉−b′ u˜(ξ, λ), (3.2)
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we prove that∫
R2
∫
∗
|ξ |1−ω|ξ1|ω|ξ2|ω〈ξ 〉s+ω〈σ 〉b′
〈ξ1〉s+ω〈ξ2〉s+ω〈σ1〉b〈σ2〉b
∣∣f1(ξ1, λ1)∣∣∣∣f2(ξ2, λ2)∣∣∣∣f (ξ,λ)∣∣dξ1 dλ1 dξ dλ
 C
(‖f1‖L2ξ,λ∥∥〈ξ2〉s0−sf2∥∥L2ξ,λ + ∥∥〈ξ1〉s0−sf1∥∥L2ξ,λ‖f2‖L2ξ,λ)‖f ‖L2ξ,λ , (3.3)
where
∫
∗ denotes the integration over the set ξ = ξ1 + ξ2, λ = λ1 + λ2. To prove (3.3), it is
sufficient to consider only the case s = s0:
K ≡
∫
R2
∫
∗
|ξ |1−ω|ξ1|ω|ξ2|ω〈ξ 〉s0+ω〈σ 〉b′
〈ξ1〉s0+ω〈ξ2〉s0+ω〈σ1〉b〈σ2〉b
∣∣f1(ξ1, λ1)∣∣∣∣f2(ξ2, λ2)∣∣∣∣f (ξ,λ)∣∣dξ1 dλ1 dξ dλ
 C‖f1‖L2ξ,λ‖f2‖L2ξ,λ‖f ‖L2ξ,λ , (3.4)
because if (3.4) is proved then for any s > s0, (3.3) easily follows by using the inequality
〈ξ1 + ξ2〉s−s0  C
(〈ξ1〉s−s0 + 〈ξ2〉s−s0) for s > s0.
In the sequel, for simplicity of notations we denote
Δ = |ξ |
1−ω|ξ1|ω|ξ2|ω〈ξ 〉s0+ω〈σ 〉b′
〈ξ1〉s0+ω〈ξ2〉s0+ω〈σ1〉b〈σ2〉b ,
and we assume that f1, f2, f in (3.4) are arbitrary nonnegative functions in L2(R2). We shall
frequently use the following inequality: for ξ = ξ1 + ξ2 and λ = λ1 + λ2,
|σ − σ1 − σ2| =
∣∣∣∣3ξξ1ξ2 + ξ2 + ξξ2 + ξ22ξξ1ξ2
∣∣∣∣ 3|ξ ||ξ1||ξ2|. (3.5)
By symmetry between ξ1 and ξ2, to prove (3.4) we only need to consider the part of the integral
over the region |ξ1| |ξ2|. In the sequel we further split this region into three smaller subregions:
D1 =
{|ξ1| |ξ2| < 2}, D2 = {|ξ2| 2, 2|ξ1| < |ξ2|},
D3 =
{|ξ2| 2, |ξ1| |ξ2| 2|ξ1|}.
Integrals over these three subregions will be respectively denoted as K1, K2 and K3.
1◦ The subregion D1. In this region there holds max{|ξ1|, |ξ2|, |ξ |} 4, so that
Δ C〈σ 〉
b′
〈σ1〉b〈σ2〉b 
C
〈σ1〉b〈σ2〉b (because b
′ < 0).
It follows that
K1  C
∫
R2
∫
∗
f1(ξ1, λ1)f2(ξ2, λ2)
〈σ1〉b〈σ2〉b f (ξ, λ) dξ1 dλ1 dξ dλ
 C
∥∥∥∥F( f1〈σ1〉b
)∥∥∥∥
L4x,t
∥∥∥∥F( f2〈σ2〉b
)∥∥∥∥
L4x,t
‖f ‖L2ξ,λ (by Cauchy, Plancherel and Hölder)
 C‖f1‖L2ξ,λ‖f2‖L2ξ,λ‖f ‖L2ξ,λ
(
by (2.4) and the fact that 2
3
b − b = −1
3
b < 0
)
.
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smaller subregions: D2 ∩ {|ξ1|  1} and D2 ∩ {|ξ1| > 1}. We denote integrals over these two
smaller subregions respectively as K21 and K22.
2.1◦ D2 ∩ {|ξ1| 1}. In this region we have
ΔC |ξ1|
ω|ξ |〈σ 〉b′
〈σ1〉b〈σ2〉b . (3.6)
(1) Consider first the case |σ | = max{|σ |, |σ1|, |σ2|}. In this case |σ |  12 |ξ1||ξ |2 (by (3.5)).
Since b′ < 0, 1 + 2b′ = 2ε < 14 and b′ +ω = 0, we have
ΔC |ξ1|
b′+ω|ξ |1+2b′
〈σ1〉b〈σ2〉b C
|ξ2| 14
〈σ1〉b〈σ2〉b .
It follows that
K21  C
∫
R2
∫
∗
f1(ξ1, λ1)χ{|ξ2|2}|ξ2|
1
4 f2(ξ2, λ2)
〈σ1〉b〈σ2〉b f (ξ, λ) dξ1 dλ1 dξ dλ
 C
∥∥∥∥F( f1〈σ1〉b
)∥∥∥∥
L4t L
2
x
∥∥∥∥D 14x P2F( f2〈σ2〉b
)∥∥∥∥
L4t L
∞
x
‖f ‖L2ξ,λ
(by Cauchy, Plancherel and Hölder)
 C‖f1‖L2ξ,λ‖f2‖L2ξ,λ‖f ‖L2ξ,λ(
by (2.5), (2.6) and the fact that 1
2
b − b = −1
2
b < 0
)
.
(2) Consider next the case |σ1| = max{|σ |, |σ1|, |σ2|}. In this case we have 〈σ 〉  〈σ1〉. This
implies that 〈σ1〉−b〈σ 〉b′  〈σ1〉b′ 〈σ 〉−b , because b + b′ > ε > 0. Moreover, by (3.5) we have
|σ1| 12 |ξ1||ξ |2. Hence
ΔC |ξ1|
ω|ξ |〈σ1〉b′
〈σ 〉b〈σ2〉b C
|ξ1|b′+ω|ξ |1+2b′
〈σ 〉b〈σ2〉b  C
|ξ | 14
〈σ 〉b〈σ2〉b .
It follows, by a similar argument as before, that
K21  C
∫
R2
∫
∗
χ{|ξ |1}|ξ | 14 f (ξ,λ)f2(ξ2, λ2)
〈σ 〉b〈σ2〉b f1(ξ1, λ1) dξ1 dλ1 dξ dλ
 C‖f1‖L2ξ,λ‖f2‖L2ξ,λ‖f ‖L2ξ,λ .
(3) For the remaining case |σ2| = max{|σ |, |σ1|, |σ2|} we have, similarly as in case (2),
ΔC |ξ1|
ω|ξ |〈σ2〉b′
〈σ1〉b〈σ 〉b C
|ξ1|b′+ω|ξ |1+2b′
〈σ1〉b〈σ 〉b  C
|ξ | 14
〈σ1〉b〈σ 〉b ,
so that similarly as before,
K21  C‖f1‖L2ξ,λ‖f2‖L2ξ,λ‖f ‖L2ξ,λ .
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Δ C |ξ1|
−s0 |ξ |〈σ 〉b′
〈σ1〉b〈σ2〉b . (3.7)
(1) Consider first the case |σ | = max{|σ |, |σ1|, |σ2|}. In this case as before we have |σ | 
1
2 |ξ1||ξ |2, so that
Δ C |ξ1|
−s0+b′ |ξ |1+2b′
〈σ1〉b〈σ2〉b  C
|ξ2|1−s0+3b′
〈σ1〉b〈σ2〉b  C
|ξ2| 14
〈σ1〉b〈σ2〉b .
In getting the second inequality we used the facts that |ξ1| |ξ2|, |ξ | 2|ξ2|, −s0 + b′ = 18 > 0,
and 1 + 2b′ = 2ε > 0, and the last inequality follows from the facts that |ξ2|  2 and 1 − s0 +
3b′ = 18 + 2ε < 14 . Hence, by a similar argument as in case (1) of 2.1◦, we have
K22  C‖f1‖L2ξ,λ‖f2‖L2ξ,λ‖f ‖L2ξ,λ . (3.8)
(2) Consider next the case |σ1| = max{|σ |, |σ1|, |σ2|}. By a similar argument as in case (2)
of 2.1◦, we have
Δ C |ξ1|
−s0 |ξ |〈σ1〉b′
〈σ 〉b〈σ2〉b  C
|ξ1|−s0+b′ |ξ |1+2b′
〈σ 〉b〈σ2〉b  C
|ξ | 14
〈σ 〉b〈σ2〉b .
In getting the last inequality we used the facts that |ξ1|  |ξ2|  43 |ξ |, −s0 + b′ = 18 > 0, and
1 − s0 + 3b′ = 18 + 2ε < 14 . Hence, by a similar argument as in case (2) of 2.1◦ we get (3.8).(3) For the remaining case |σ2| = max{|σ |, |σ1|, |σ2|} we have, similarly as in case (2),
Δ C |ξ1|
−s0 |ξ |〈σ2〉b′
〈σ1〉b〈σ 〉b  C
|ξ1|−s0+b′ |ξ |1+2b′
〈σ1〉b〈σ 〉b  C
|ξ | 14
〈σ1〉b〈σ 〉b ,
which still ensures (3.8).
3◦ The subregion D3. In this region we have
Δ C |ξ1|
−2s0 |ξ |1−ω〈ξ 〉s+ω〈σ 〉b′
〈σ1〉b〈σ2〉b .
Similarly as before, we split D3 into two subregions: D3 ∩ {|ξ |  1} and D3 ∩ {|ξ |  1}, and
denote by K31 and K32 respectively integrals over these two subregions.
3.1◦ D3 ∩ {|ξ | 1}. In this subregion we have
Δ C |ξ1|
−2s0 |ξ |1−ω〈σ 〉b′
〈σ1〉b〈σ2〉b .
(1) First we assume that |σ | = max{|σ |, |σ1|, |σ2|}. Then 〈σ 〉 |ξ ||ξ1|2, which implies
Δ C |ξ1|
−2s0+2b′ |ξ |1−ω+b′
〈σ1〉b〈σ2〉b = C
|ξ1| 14
〈σ1〉b〈σ2〉b .
Hence, by a similar argument as before we have
K31  C‖f1‖L2 ‖f2‖L2 ‖f ‖L2 . (3.9)ξ,λ ξ,λ ξ,λ
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〈σ1〉 |ξ ||ξ1|2, so that
ΔC |ξ1|
−2s0 |ξ |1−ω〈σ1〉b′
〈σ 〉b〈σ2〉b  C
|ξ1| 14
〈σ 〉b〈σ2〉b  C
|ξ2| 14
〈σ 〉b〈σ2〉b .
Hence, by a similar argument as before we have (3.9).
(3) Finally we consider the case |σ2| = max{|σ |, |σ1|, |σ2|}. Then 〈σ 〉b′ 〈σ2〉−b  〈σ2〉b′ 〈σ 〉−b
and 〈σ2〉 |ξ ||ξ1|2, so that
ΔC |ξ1|
−2s0 |ξ |1−ω〈σ2〉b′
〈σ1〉b〈σ 〉b  C
|ξ1| 14
〈σ1〉b〈σ 〉b .
Hence, by a similar argument as before we still get (3.9).
3.2◦ D3 ∩ {|ξ | 1}. In this subregion we have
ΔC |ξ1|
−2s0 |ξ |1+s0〈σ 〉b′
〈σ1〉b〈σ2〉b .
If |σ | = max{|σ |, |σ1|, |σ2|} then 〈σ 〉 |ξ ||ξ1|2, which implies
ΔC |ξ1|
−2s0+2b′ |ξ |1+s0+b′
〈σ1〉b〈σ2〉b  C
|ξ1| 14
〈σ1〉b〈σ2〉b .
The last inequality follows from the facts that |ξ | 1 and 1 + s0 + b′ = − 18 + 2ε < 0. It follows
that
K32  C‖f1‖L2ξ,λ‖f2‖L2ξ,λ‖f ‖L2ξ,λ . (3.10)
The remaining two cases can be treated similarly, showing that (3.10) still holds. 
4. Proofs of the main results
We shall use the following lemma to prove Theorem 1.2:
Lemma 4.1. Let X, Y be two Banach spaces, X reflexive and continuously embedded in Y .
Let M , M ′ be two positive numbers. Consider two metric spaces (B1, d) and (B2, d) as follows:
B1 =
{
x ∈ X: ‖x‖X M, ‖x‖Y M ′
}
, B2 =
{
x ∈ X: ‖x‖X M
}
,
d(x, y) = ‖x − y‖Y .
Then both of them are complete.
The proof is an easy exercise of basic functional analysis, so that is omitted (cf. the proof of
[3, Theorem 4.4.1]).
Proof of Theorem 1.2. Let s0 = − 58 +ε, where 0 < ε  1, and let s  s0, ω = 12 −ε, b = 12 + ε2 ,
b′ = − 12 + ε. For two positive numbers R, r to be specified later, we introduce a metric space
(B,d) as follows: The set
B = {u ∈ Xs,ω,b: ‖u‖Xs,ω,b R and ‖u‖Xs ,ω,b  r}.0
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d(u, v) = ‖u− v‖Xs0,ω,b for u,v ∈ B.
Since both Xs,ω,b and Xs0,ω,b are Hilbert spaces and Xs,ω,b is continuously embedded in Xs0,ω,b ,
by Lemma 4.1 we know that (B,d) is a complete metric space.
Let ψ and ψδ be as in Section 2, where δ is a positive number to be specified later. Given
u0 ∈ H(s,ω), we define a mapping Φ : S(R2) → S′(R2) as follows: For any u ∈ S(R2),
Φ(u) = ψ(t)W(t)u0 − 12ψδ(t)
t∫
0
W(t − t ′)∂x
(
u2(t ′)
)
dt ′.
By Lemma 2.3 and Theorem 3.1 we have, for any u ∈ B ,∥∥Φ(u)∥∥
Xs,ω,b
 C‖u0‖H(s,ω) +Cδ1+b
′−b∥∥∂x(u2(t ′))∥∥Xs,ω,b′
 C‖u0‖H(s,ω) +Cδ1+b
′−b‖u‖Xs,ω,b‖u‖Xs0,ω,b
 C‖u0‖H(s,ω) +Cδ1+b
′−bRr. (4.1)
In particular, for s = s0 we have∥∥Φ(u)∥∥
Xs0,ω,b
 C‖u0‖H(s0,ω) +Cδ1+b
′−br2. (4.2)
Now we let r = 2C‖u0‖H(s0,ω) , and arbitrarily take R sufficiently large such that R 
2C‖u0‖H(s,ω) . Meanwhile, we take δ > 0 sufficiently small such that
2C2δ1+b′−b‖u0‖H(s0,ω) = Cδ1+b
′−br  1
2
.
Then by (4.1) and (4.2), it is clear that Φ maps B into to B . Next, by using Lemma 2.3 and
Theorem 3.1 with s = s0 we get, for any u,v ∈ B ,∥∥Φ(u)−Φ(v)∥∥
Xs0,ω,b
 Cδ1+b′−b
∥∥∂x(u2 − v2)∥∥Xs0,ω,b′
 Cδ1+b′−b
(‖u‖Xs0,ω,b + ‖v‖Xs0,ω,b)‖u− v‖Xs0,ω,b
 2Cδ1+b′−br‖u− v‖Xs0,ω,b .
It follows that by taking δ further small such that 2Cδ1+b′−br  12 , we have∥∥Φ(u)−Φ(v)∥∥
Xs0,ω,b
 1
2
‖u− v‖Xs0,ω,b . (4.3)
Hence, Φ is a contraction mapping. By the Banach fixed point theorem, existence of a solution
immediately follows. Next, if u, v are solutions corresponding to the initial data u0 and v0,
respectively, then by the fact that Xs,ω,b ↪→ Xs0,ω,b and a similar argument as in the proof of
(4.3) we have∥∥Φ(u)−Φ(v)∥∥
Xs,ω,b
 C‖u0 − v0‖H(s,ω) +
1
2
‖u− v‖Xs,ω,b .
Since Φ(u) = u and Φ(v) = v, this implies that
‖u− v‖Xs,ω,b  C‖u0 − v0‖H(s,ω) , (4.4)
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of the solution follows from (4.4) and the fact that R can be arbitrarily large. 
Proof of Theorem 1.3. We first prove the assertion for the case s = 0. Observe that the solution
of initial value problem (1.1) is L2 conserved, i.e.,
∥∥u(x, t)∥∥
L2x
≡
∞∫
−∞
∣∣u(x, t)∣∣2 dx = ‖u0‖L2x (4.5)
for any t ∈ R such that the solution exists. Therefore, by the equality H 0,ω(R) = L2(R) ∩
H˙−ω(R), we only need to get a priori estimate for the low frequency component in H˙−ω. To
this end we consider the pseudo-differential operator Φ(D) defined by
Φ(D)u(x) = F−1(χ(ξ)|ξ |−ωuˆ(ξ))
and its approximation Φε(D) defined by
Φε(D)u(x) = F−1
((
1 − χ
(
ξ
ε
))
χ(ξ)|ξ |−ωuˆ(ξ)
)
,
where χ is a smooth function, satisfying: 0 χ  1, χ = 1 in [−1,1] and suppχ ⊂ [−2,2]. Ap-
plying Φε(D) to both sides of (1.2), multiplying with Φε(D)u and then integrating with respect
to x, we finally get
d
dt
∥∥Φε(D)u∥∥2L2x  C‖u‖L2x∥∥Φε(D)2∂x(u2)∥∥L2x
= C‖u0‖L2x
∥∥∥∥(1 − χ(ξε
))2
χ(ξ)2|ξ |−2ω+1(̂u2)
∥∥∥∥
L2ξ(
by (4.5) and Plancherel)
 C‖u0‖L2x
∥∥(̂u2)∥∥
L∞ξ
· ∥∥χ(ξ)2|ξ |−2ω+1∥∥
L2ξ
 C‖u0‖L2x
∥∥u2∥∥
L1x
(by Hausdorff–Young and the fact − 2ω + 1 > 0)
= C‖u0‖L2x‖u‖2L2x = C‖u0‖
3
L2x
(
by (4.5)).
Hence, for any finite T > 0 we have
sup
t∈(−T ,T )
∥∥Φε(D)u(t)∥∥2L2x  ∥∥Φε(D)u0∥∥2L2x + 2CT ‖u0‖3L2x ,
where C is independent of ε. Letting ε → 0+ we obtain
sup
t∈(−T ,T )
∥∥Φ(D)u(t)∥∥2
L2x

∥∥Φ(D)u0∥∥2L2x + 2CT ‖u0‖3L2x . (4.6)
Since clearly,∥∥Φ(D)u∥∥
L2x
 ‖u‖H˙−ω 
∥∥Φ(D)u∥∥
L2x
+C‖u‖L2x ,
from (4.6) and (4.5) we get
sup
∥∥u(t)∥∥
H˙−ω  ‖u0‖H˙−ω +C‖u0‖L2x +C(T )‖u0‖
3
2
L2x
. (4.7)
t∈(−T ,T )
100 H. Wang, S. Cui / J. Math. Anal. Appl. 327 (2007) 88–100By (4.5) and (4.7), the assertion of Theorem 1.3 immediately follows for the case s = 0. For the
general case s > 0, the desired assertion follows from the assertion for s = 0 and the fact that the
number δ obtained in Theorem 1.2 depends not on the norm ‖u0‖Hs,ω , but only on upper bound
of the norm ‖u0‖Hs0,ω , which is dominated by ‖u0‖H 0,ω ≈ ‖u0‖L2x + ‖u0‖H˙−ω . 
Acknowledgment
After completing this work, we became aware of a recent work (preprint) by Pedro Isaza and Jorge Mejias entitled
“Cauchy problem for the Ostrovsky equation in space of low regularity.” We are grateful to the anonymous referee for
providing us with this information.
References
[1] E.S. Benilov, On the surface waves in a shallow channel with an uneven bottom, Stud. Appl. Math. 87 (1992) 1–14.
[2] J. Bourgain, Fourier transform restriction phenomena for certain lattice subsets and applications to nonlinear evolu-
tion equations, part I: Schrödinger equation, Geom. Funct. Anal. 3 (1993) 107–156;
J. Bourgain, Fourier transform restriction phenomena for certain lattice subsets and applications to nonlinear evolu-
tion equations, part II: The KdV-equation, Geom. Funct. Anal. 3 (1993) 209–262.
[3] T. Cazenave, Semilinear Schrödinger Equation, Amer. Math. Soc., Providence, RI, 2003.
[4] G. Chen, J.P. Boyd, Analytical and numerical studies of weakly nonlocal solitary waves of the rotation-modified
Korteweg–de Vries equation, Phys. D 155 (2001) 201–222.
[5] J. Colliander, M. Kell, G. Stafillani, H. Takaoka, T. Tao, Sharp global well-posedness for KdV and modified KdV
on R and T, J. Amer. Math. Soc. 16 (2003) 705–749.
[6] S. Cui, D. Deng, S. Tao, Global existence of solutions for the Cauchy problem of the Kawahara equation with L2
initial data, Acta Math. Sin. Engl. Ser., in press.
[7] V.N. Galkin, Yu.A. Stepanyants, On the existence of stationary solitary waves in a rotating fluid, J. Appl. Math.
Mech. 55 (1991) 939–943.
[8] O.A. Gilman, R. Grimshaw, Yu.A. Stepanyants, Approximate and numerical solutions of the stationary Ostrovsky
equation, Stud. Appl. Math. 95 (1995) 115–126.
[9] J. Ginibre, Y. Tsutsumi, On the Cauchy problem for the Zakharov system, J. Funct. Anal. 151 (1971) 384–436.
[10] C. Guo, S. Cui, Global existence for 2D nonlinear Schrödinger equations via high–low frequency decomposition
method, J. Math. Anal. Appl., in press.
[11] S. Herr, Well-posedness for equations of Benjamin–Ono type, http://www.mathematik.uni-dortmund.de/heer, 2005.
[12] C.E. Kenig, G. Ponce, L. Vega, Oscillatory integrals and regularity of dispersive equations, Indiana Univ. Math. J. 40
(1991) 33–69.
[13] C.E. Kenig, G. Ponce, L. Vega, The Cauchy problem for the Korteweg–de Vries equation in Sobolev spaces of
negative indices, Duke Math. J. 71 (1993) 1–21.
[14] C.E. Kenig, G. Ponce, L. Vega, A bilinear estimate with applications to the KdV equation, J. Amer. Math. Soc. 9
(1996) 573–603.
[15] F. Linares, A. Milanés, Local and global well-posedness for the Ostrovsky equation, J. Differential Equations 222
(2006) 325–340.
[16] L.A. Ostrovsky, Nonlinear internal waves in a rotation ocean, Okeanologia 18 (1978) 181–191.
[17] L.G. Redekopp, Nonlinear waves in geophysics: Long internal waves, Lectures in Appl. Math. 20 (1983) 59–78.
[18] V. Varlamov, Y. Liu, Cauchy problem for the Ostrovsky equation, Discrete Contin. Dyn. Syst. 10 (2004) 731–753.
[19] V. Varlamov, Y. Liu, Stability of solitary waves and weak rotation limit for the Ostrovsky equation, J. Differential
Equations 203 (2004) 159–183.
