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The Banco de España disseminates its main reports and most of its publications via the INTERNET at the following website: http://www.bde.es. Evidence on volume cycles and the earlier warning signal nature of real housing developments is considerably scanter than for price cycles. 1 Recently, Leamer (2007 Leamer ( , 2009 ) has stressed the substantial effects on United States activity of volume changes in home building. Indeed, 8 out of the last 10 recessions in the US have been preceded by contractions in residential investment. For European countries, evidence for France, Germany, Italy and Spain has been recently made available in a joint project on housing to which this paper belongs-by the 4 major euro area central banks. 2 The analysis of housing volume cycles in Spain is particularly relevant, given the strong investment in residential construction in the decade prior to 2006, against a background of low interest rates and sizable migration inflows. Real average annual growth of housing investment in this period exceeded 8% and its share in GDP reached record high levels in 2007 (9.3%), almost 5 pp. above 1996 and substantially above that in the euro area or the United States. The marked expansion of housing supply did not prevent a period of soaring house prices, but had a highly beneficial impact on employment in the construction sector: its share in total employment reached 13 .8% in 2007, almost 5 pp. above 1996.
Introduction
The protracted period of sharp house price increases and booming investment in residential construction in most advanced economies has motivated an explosion of papers analysing the housing market. This interest is even stronger at present, as the boom has come to an end: house prices have rapidly decreased in a number of countries and residential investment is dragging down GDP.
Housing markets have multiple interactions with the rest of the economy, so a number of different issues have been addressed in the literature. For instance, a strand of research has analysed to which extent price levels are consistent with economic fun- 1 The leading role of residential construction in the United States with respect to GDP has been stressed in Greene (1997) , Stock and Watson (1999) and Coulson and Kim (2000) 2 The aim of this paper is twofold. First, we analyse wheter residential investment fluctuations in Spain lead those of GDP (section 2). With respect to other literature, we consider a much wider set of real and nominal construction variables. Robustness of results is analysed using several different estimation procedures. Second, assymetries in the behaviour of housing related variables in expansions and contractions are analysed (section 3). Concluding remarks are presented in section 4.
The leading nature of housing
The aim of this section is to determine whether residential investment cycles in Spain tend to precede those in GDP, as in the United States, as well as to characterize the cyclical features of housing related variables in Spain. where possible we make a comparison with available international evidence.
We consider a sample period that starts in 1980:Q1 and ends in 2008:Q4, thus including the last minimum turning point. The choice of starting in 1980 tries to strike a balance between having the longest available time series and avoiding substantial changes in the definition of the variables. However, seasonally adjusted quarterly national account estimates prior to 1995 are too noisy, reflecting the fact that the National Institute of Statistics used to pay close attention to trend estimates, rather than to seasonally adjusted series. This has led us to pre-filter (the logs of) all data using the methodology in Gómez and Maravall (2001) . This procedure has the advantage that it provides a clearer signal that helps improve the dating of turning points. Prior to the pre-filtering stage, we have also extended the series with forecasts to obtain an accurate assessment of the cyclical component at the end of the sample (and minimise revisions).
Data sources of series used appear in appendix 1, year-on-year growth rates of the variables are plotted in appendix 2.
Housing and other expenditure side GDP components
In this subsection, we focus on the cyclical behaviour of expenditure side GDP components. To that end, we estimate cyclical components mainly using Butterworth and kernel methodologies. We also analyse the robustness of our results by considering alternative estimates of cyclical components. The methodology used is presented in appendix 3.
Results using the Butterworth filter and the Epanichnekov kernel are reported in table 1 and estimates of the cyclical components are plotted in appendix 4. The first column refers to the volatility of the component, as measured by the ratio of the standard definition of a variable 3 to the standard deviation of GDP. The remaining columns report the cross correlation coefficient 4 (ρ j ) between each variable at time t and GDP at t + j. We say that a variable leads (lags) GDP if (absolute value) cross correlation is highest with respect to future (past) GDP. We say that a variable is pro-cyclical (counter-cyclical) if the maximum cross-correlation is positive (negative).
The table shows that residential investment leads GDP, is pro-cyclical and is considerably more variable than total output or consumption (standard errors of estimates 3 For clarity of exposition, we refer to the cyclical component as variable X, simply as variable X. 4 Standard errors of correlation coefficients are reported in appendices 4 and 5. Despite the anticipatory nature of residential investment fluctuations with respect to those in GDP found in the data, attempts in the existing theoretical literature have 5 The leading nature of housing is also found using year on year growth rates. From a historical perspctive, annual data for the 1850-2009 period, also confirm this result. representative agents react to a positive technology shock by increasing business investment at the expense of residential investment, thus generating a negative co-movement between residential and business investment, at odds with the data. David and Heathcote (2005) obtain a positive comovement between both variables in a model with multiple sectors. In their model, positive technology shocks drive down house prices, allowing consumers to buy more houses. This view of supply driven residential cycles is inconsistent with the positive comovement of house prices and residential investment, typically found in the data. Fisher (2007) succeeds in explaining the leadership of residential over business investment, but not with respect to GDP. The idea is that by increasing the size of the house families increase their labour productivity. As a response to a positive productivity shock in the market sector, households first increase their residential investment at the expense of business investment, which allows them to increase their productivity in periods following the shock. Recently, Yuan (2009) has developed a model in which residential investment leads GDP. In his model, agents face collateral constraints and receive a signal about future productivity one period in advance. A good signal about future productivity makes household spend more to intertemporally smooth consumption. Increased expenditures are financed up to a fraction of the value of the house by borrowing at mortgage interest rates, which are lower that for unsecured consumer loans. As a result, agents buy more housing relative to other goods. Though the model is able to account for the leading nature of housing, the way the financial market is modelled is not completely satisfactory. In particular, households typically do not continuously vary the size of mortgages, according to fluctuations in total spending. 
Additional real and nominal construction variables
The leading nature of housing is considerably clearer when using some indicators, such as housing starts and building permits, instead of residential investment. Indeed, Butterworth and Epanichnekov kernel procedures show that both variables lead GDP by 4 quarters (see table 4 ). This is explained by the fact that residential investment in the national accounts refers to the value of the work of houses in progress. There is, thus, a time lag between the start of a house (or the time a building is authorised to start) and the national account magnitude. As expected, indicators constructed on the basis of housing starts or building permits and a time to build hypothesis lead to a smaller lead with respect to GDP. Building permits and housing starts in France and Germany are also found to lead GDP (Table 3 ), a result also found for France by Ferrara and Vigna (2009).
The leading nature of residential investment with respect to GDP is not shared by Gross Value Added in construction. This variable also includes non-residential construction, which is either synchronous or lags GDP. The maximum GVA-GDP correlation is considerably lower than the maximum residential investment GDP correlation, probably reflecting the discretionary nature of public construction. Even though at present public construction is being used to stabilize the economy through a fiscal stimulus package, this has not been always the case within the sample period. In Spain, public construction by regional governments and city councils typically is more closely linked to the electoral cycle rather than to the business cycle.
Labour input in the construction sector, both in terms of number of workers and full time equivalent workers, is pro-cyclical and lags residential investment using both filters: the Butterworth filter shows a lead of 1 quarter and Epanechnikov kernel of three quarters. The lag of the labour input probably reflects the fact that firms face costs in adjusting the size of their workforce. Material input indicators, such as concrete consumption and production, are pro-cyclical and coincident with GDP.
Nominal house prices and residential investment are pro-cyclical. The examination of the maximum cross correlation coefficient between residential investment and house prices (0.72 with the Butterworth filter and 0.74 with the Epanechnikov kernel) shows positive comovement. This result is also robust to the use of other filters (Table 2 ). This suggests that demand factors (e.g. demographics or interest rates) appear to have been more important than supply considerations (e.g. technological progress). This is in line with González and Ortega (2009) who find that immigration has played a major role in the recent housing market boom in Spain. Our evidence (table 4) also points out that price cycles lag volume cycles (1 quarter with the Butterworth filter and 4 quarters with the Epanechnikov kernel), reflecting price 
Brevity and violence of expansions and contractions
A recurring theme in discussions about business cycle fluctuations is their asymmetric nature: are contractions of economic activity briefer than expansions? Are contractions more violent than expansions? A number of authors have developed theoretical models than allow for such asymmetries. For instance, in Hansen and Prescott (2005) asymmetries are due to capacity constraints: production takes place at individual plants that may or may not be operated in a given period. In recessions, some plants simply are not used, whereas in booms firms hit capacity constraints. In Kocherlakota (2000) asymmetric business cycles are the results of credit constraints. In contractions, agents would like to borrow, but are unable to obtain the amount they would like, as they have credit constraints. As a result, they have to cut down production. Other authors, such as McKay and Reis (2008), put the emphasis on the labour market: In contractions, firms can quickly dismiss workers, but in booms they need time to find and train workers.
In our empirical analysis, we first determine the turning points of the different variables, so as to segment the sample into periods of expansions and contractions. Specifically, we identify these periods with a binary random variable (S t ) that takes the value unity in expansions and zero in contractions. Then, we consider a number of statistics to characterise the brevity and violence of the cycles.
Turning points are dated non-parametrically, using a variant of the Bry and Boschan (1971) methodology proposed by Harding and Pagan (2002) . The method first determines peaks (troughs) as the local maxima (minima) in the series. Second, it eliminates some of these preliminary turning points, so as to ensure that expansion (trough to peak) and contraction (peak to trough) phases exceed a pre-specified number of quarters, while completed cycles have a duration of at least a given number of quarters. We consider durations of 5 quarters for expansions and contractions and 10 quarters for full cycles. Third, it ensures that peaks and troughs alternate. Table 5 presents statistics on the number of peaks, troughs, as well as mean durations and amplitudes of full cycles. In our sample period, we detect around 5 peaks and 4 troughs for the majority of variables. The mean duration of a full cycle (i.e. the time from peak to the next peak) is around 6 years, with a quite homogeneous distribution across variables. There are very marked differences, though, in terms of the amplitude of fluctuations. As expected, fluctuations in GDP are less marked than in residential investment, reflecting the smoothness of household consumption. Moreover, fluctuations in short-term indicators, such as housing starts and building permits, are considerably larger than for other variables. Fluctuations in real variables are generally larger than for prices.
To focus on asymmetries, we compute measures of brevity, violence and steepness of variables. Brevity is measured in terms of average duration of expansions (D E ) and contractions (D C ) 
where n e and n c refer, respectively, to the number of expansions and contractions and T is the sample size.
We find that GDP contractions are substantially briefer than GDP expansions. Depending on the filter, contractions tend to last slightly above 2 years, whereas expansions last close to 4 years. 6 Asymmetry is less clear for residential investment: using the Epanechnikov kernel contractions are briefer, but the opposite result is found with the Butterworth filter. In contrast, other real indicators, such as housing starts or building permits share the asymmetric pattern. Employment in construction tends to show higher asymmetry than GDP, as in McKay and Reis (2008): contractions last between 2 or 3 years, but expansions typically last close to 5 years. Asymmetry in terms of nominal and real house prices is found to be much less relevant.
Asymmetry may also refer to the violence of the change. Violence of expansions (A e ) is measured in terms of the change in the series (Δ y t ) from a trough to the next peak and violence of contractions (A c ) as the change of the series from the peak to the following trough. Formally,
Having estimated the cycles for the different variables, a question that arises is whether booms or busts in two series go in tandem. Harding and Pagan (2002) define a coincidence indicator (CI) that measures the fraction of time that two series are in the same (expansionary or contractionary) phase. Formally,
where S 1t and S 2t are binary variables, defined analogously to S t , that capture if series 1 and 2 are either in expansion or contraction. This measure provides additional information to the standard linear correlation coefficient.
GDP does not show a clear asymmetry in terms of violence: troughs do not appear to be deeper than peaks are tall and the main two filters we use give conflicting signals. Residential investment also does not present a clear pattern: the Epanechnikov kernel shows asymmetry, but this is not shared by the Butterworth filter. There is no consistent evidence of asymmetry for the rest of variables. Statistics of steepness of expansions and contractions which measure the average gain (loss) per unit of time in an expansion (contraction)-also do not show interesting asymmetric patterns for the different variables.
Regarding cyclical classification, table 5 reports the coincidence index for the different construction variables. It is seen that there is substantial comovement of these variables with GDP. Around 70% of the time each variable is in the same expansionary or contractionary phase as GDP. The table also reports the median lead of the turning points in each variable with respect to those in GDP. Results of mean lags confirm those of the previous cross-correlation analysis: housing leads GDP. This is particularly true for housing starts and building permits indicators and somewhat less clear for residential investment. Results for nominal and real prices are not conclusive: the Butterworth filter suggests a coincident role with respect to GDP, but linear kernels show some lead.
In section 2 we have emphasized the leading nature of housing with respect to GDP: housing related variables show a higher correlation with future output than with current or past output. An alternative approach is to analyse whether the turning point in a given variable precedes or not that of GDP. Table 5 also reports median lead for all turning points, peaks and troughs. This allows us to check for asymmetries in the lead-lag relationship. We find that the lead of residential investment with respect to GDP in expansions is larger than in contractions.
Concluding remarks
This paper analyses housing volume and price cycles in Spain. We find that residential investment is linked to a higher extent with future output than with contemporaneous or past output and thus serves as a leading indicator of GDP, as found with US data. Earlier signals of future changes in GDP are given by housing starts or building permits. These empirical regularities deserve close attention and more theoretical work is needed to further understand them.
The recent experience of the Spanish economy has shown a marked expansion of housing supply that has not prevented a protracted period of sharp house price rises. It is, therefore, not surprising that we find that fluctuations in home prices have been positively linked to those of residential construction. This supports a view of mainly demand driven housing volume cycles, in line with the observed increase in immigrants and the number of single person households, as well as the drop in interest rates. Among supply factors, technological progress in home building is likely to have played a minor role, but land use constraints probably less so. Moreover, price cycles tend to lag volume cycles, reflecting price stickiness or the fact that building firms may anticipate future prices changes.
Third, there are interesting asymmetries in cyclical fluctuations: contractions in GDP and housing real variables appear to be briefer than expansions. Further, we find that the lead of residential investment with respect to GDP in expansions is larger than the lead in contractions. 
Appendix 3: Estimating cycles: methodological considerations
Decomposing aggregate output into a trend which accounts for long term growth-, a cyclical component which measures deviations from this trend corresponding to business cycle frequencies-and an irregular component -which accounts for very short-term fluctuations-have been made using a large number of procedures, each with different properties [Canova (1998) or Mills (2003) ]. In this context, it is crucial to define beforehand the business cycle concept the researcher is interested in, so as to avoid conceptual confusions.
We consider procedures that eliminate trend and irregular components, while retaining intermediate (business cycles) components. Our desired filter is what is known in the literature as an ideal band-pass filter. This definition is conceptually different from the one used in other approaches, such as DSGE models, production function approaches or Markov switcjing models.
The ideal band-pass filter
The aim of an ideal band-pass filter is to pass through components of a time series belonging to a pre-specified band of frequencies (pass band), while removing components at higher and lower frequencies. The gain function G(p) of a filter determines how the different cyclical fluctuations contribute to the signal. If G(p 0 ) = 1 cyclical fluctuations with period p 0 are fully passed by the filter, whereas if G(p 0 ) = 0 they are fully suppressed. In formal terms, the ideal band-pass filter G BP i (p) has a gain function (Figure 1) given by
which means that cyclical fluctuations belonging to the interval [p 1 , p 2 ] pass through the filter untouched, but all other fluctuations are completely removed.
Butterworth filters
Butterworth filters [Butterworth (1930) ] are low-pass or band-pass filters widely used in electrical engineering in their one-sided form. In business cycle analysis, two-sided versions are to be preferred, to avoid phase shifts that would distort the timing of turning points. There are two families of Butterworth filters, which are based on the sine function (BFS) and the tangent function (BFT), respectively. Interestingly, the Hodrick Prescott filter is a particular low pass BFS [Gómez (2001) ], so that Butterworth filters are more flexible than the HP filter, suggesting that there may be gains from their use. BFT filters fully suppress high frequency fluctuations, in contrast with BFS, so they are more appropriate for cycle estimation.
Butterworth band-pass filters in the time domain are symmetric, two sided filters in the lag and forward operator given by
where d is an integer parameter, α = cos((ω p2 +ω p1 )/2)/ cos((ω p2 −ω p1 )/2), ω p1 , and ω p2 are the lower and upper limits of the band-pass, respectively, and λ is a parameter to ensure that the gain of the filter at a pre-specified period equals one-half. Note that larger values of d produce sharper filters, so there is better approximation to the ideal filter ( Figure 1 ). Approximations to the ideal filter are quite good for moderate values of d.
Gómez (2001) suggests a model-based two-stage procedure to obtain the cyclical component based on Butterworth filters, which can be shown to be identical to joint estimation of all components. In the first stage, the series is extended with ARIMA forecasts and backcasts to minimise the size of revisions and then a model-based trend-cycle component is obtained following the methodology in Gómez and Maravall (2001). Second, the band-pass BFT is applied. This method presents several advantages. First, the identification of a model for the first stage decreases the risk of inducing spurious results. For instance, if one tries to obtain a trend from a white noise series, the first stage will lead to the conclusion that no such a trend exists. Second, since optimal forecasts are used, revisions in preliminary estimates are re- duced and an earlier detection of turning points is allowed for. Third, use of trends instead of seasonally-adjusted series or raw data leads to less noisy cycles, so the detection of turning points is easier.
Kernel regressions
Kernel regression is a well known method in the statistical literature, which has recently been used by Leamer (2007) for business cycle analysis. The underlying idea of this nonparametric method is that, under suitable regularity conditions, any function can be well approximated by a Taylor series expansion in the neighbourhood of any point. The approach provides a method for obtaining pointwise estimates. That is, an arbitrary point is chosen and then a local polynomial regression provides an estimate of the trend at that point. The procedure is then repeated for all data points, so to obtain an estimate of the entire trend it is required to fit as many regressions as the number of observations.
Specifically, to estimate the trend for a given date (t 0 ) a linear regression is fit using only the data in an interval around t 0 . The width of the interval used the bandwidth is a fixed number (h) chosen by the analyst. As h gets large, the local polynomial fit approaches the polynomial fit using the whole sample. Specifically,
Each of these regressions is fit using weighted least squares (WLS), solving the following minimization problem over a and b.
The trend estimate is then obtained as the fitted value of the above regression.
In our empirical application, we considerer kernel regression using an Epanechnikov kernel. 7
where u is the argument of the kernel function and I(|u| ≤ 1) is an indicator function that takes a value of one if its argument is true, and zero otherwise. The window width (h), which determines the number of points used in each regression. Increasing (decreasing) h involves using a wider (narrower) interval, which tends to increase (decrease) the smoothness of the trend. We have considered a bandwidth equal to 10.
Alvarez and Cabrero (2009) provide a frequency domain interpretation of kernel regressions. Figure 1 plots the gain function of a linear Epanechnikov kernel with different bandwidths. It is seen that the kernel method provides a reasonable approximation to the ideal filter, except for short-run fluctuations, where it performs quite badly. To avoid this problem and make comparisons with results of the Butterworth filter easier, we do not employ original series in our empirical application, but rather the trend-cycle component using Gómez and Maravall (2001) procedure. This method eliminates very short-run fluctuations, so kernel results that we present do not suffer from their general limitation.
Comparisons with other filters
In this section, we briefly review some widely used non-parametric procedures to obtain business cycles. 
Hodrick and Prescott filter
The underlying assumptions of the Hodrick and Prescott (1997) filter are that the trend is stochastic and it varies smoothly over time. The original motivation of the procedure is to obtain a trend balancing its smoothness and the fit to the original series. The parameter λ that characterises the filter determines to which extent fit is traded-off by smoothness. Interestingly, the HP estimator of the cycle may be considered as a high-pass filter [Prescott (1986) ]. The cyclical HP filter damps cyclical fluctuations with high periods and leaves short-run cycles barely untouched. The higher the value of lambda the more attention is paid to longterm cycles (figure 2).
Hodrick and Prescott bandpass filter
Given the frequency domain interpretation of the Hodrick-Prescott filter, it is natural to design a band pass filter as the difference of two HP filters [Artis et al. (2003) ], the first working on short run fluctuations (e.g. less than six quarters) and the second one on long run movements (e.g. fluctuations with periods over 8 years). However, as stressed by Iacobucci and Noullez (2005) , the bandpass version of the Hodrick Prescott filter cumulates the compression of two standard HP filters and is thus a poor approximation of the ideal bandpass filter (figure 2) Baxter and King bandpass filter It is well known that the ideal band-pass filter requires an infinite-order moving average. Since series are of finite length in empirical applications, Baxter and King (1999) derive an approximation of the ideal band-pass filter with a symmetric moving average of 2k + 1 terms. The approximation error (figure 2) diminishes by increasing k, but this leads to a loss of 2k observations (k leads and k lags). In practice, with quarterly data, k is equal to 12, which entails losing information for the first and last 12 quarters, a great loss for policymakers. Moreover, the gain of the BK filter oscillates around the gain of the ideal filter. Christiano and Fitzgerald (2003) provide an alternative band pass filter. Their optimal filter depends on the data generating process, but they find that weights under the assumption that the series is a random walk provide a reasonable approximation. Weights are not symmetric in terms of past and future observations, except in the middle of the data set, so that for each date a different filter is used.
Christiano and Fitzgerald (2003) filter
The asymmetry of the filter causes a nonzero phase, which distorts the timing of the different frequency components and the nonstationarity causes the gain and the phase to depend on time. Iacobucci and Noullez (2005) stress the spurious shifts induced in the signal by the Christiano and Fitzgerald filter and show that distortions can be large: some cyclical fluctuations can be shifted up to plus or minus 5 months. Another limitation of this procedure is that the gain can be negative, so peaks (troughs) associated with some cyclical fluctuations could be turned into troughs (peaks). Mortgage credit
