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Instantaneous normal mode analysis of hydrated electron
solvation dynamics
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University of Texas at Austin, Austin, Texas 78712-1167
~Received 21 September 2000; accepted 4 December 2000!
The instantaneous normal mode~INM ! method is implemented in the context of mixed
quantum-classical molecular dynamics~MD! simulations and applied to the analysis of the
short-time solvation dynamics of the hydrated electron. Numerically suitable equations for
computing the solvent dynamical matrix~Hessian! for both ground and excited adiabatic electronic
states are derived using analytical derivative methods of quantum chemistry. Standard
diagonalization of the Hessian leads to the sets of eigenfrequencies and eigenvectors that underlie
the INM theory. Comparison of the hydrated electron and pure water INM spectra and the
corresponding mode participation ratios shows that the quantum solute enhances the participation of
collective low-frequency unstable modes~imaginary frequencies! at the expenses of stable ones.
Distinct differential INM spectra, involving distinct solvent configurational averages, are introduced
to describe the changes experienced by the solvent INMs upon the vertical excitation of the electron.
The overall picture is that the INMs associated with lower frequency translational and rotational
motions, as well as fast librational reorientations are markedly affected by the photoexcitation, as
opposed to the localized internal vibrations of the individual water molecules. The INM solvation
response for the upward transition calculated from the real modes agrees with the response obtained
directly from the energy gap time correlation up to approximately 100 fs. The agreement extends
over much longer times for downward transitions. The INM analysis of the solvation responses
following vertical upward and downward transitions reveals that diffusive translationala d
librational motions are both important mechanisms for the early stages (&50 fs! of the solvent
response, with the latter dominating the first half of this time period. It is also shown that the
short-time solvent relaxation involves the combined motion of molecules from the first and second
hydration shells. In addition, the linearized INM solvation response calculated for D2O indicates a
significant (;36%! solvent isotope effect in the first 25 fs of the response, where the decay is
Gaussian. These results are compared with previous studies of the hydrated electron solvation
dynamics. ©2001 American Institute of Physics.@DOI: 10.1063/1.1343871#
I. INTRODUCTION
The instantaneous normal mode~INM ! theory is an in-
creasingly popular view of the dynamics of liquids1,2 that has
been explored and productively implemented in a variety of
contexts, notably solvation dynamics,3–6 diffusion and con-
figurational relaxation,2,7,8 and more recently
spectroscopy.9–14 From a computational perspective, the
INM approach is appealing not only because it allows for
determining distinct dynamical properties from suitably
weighted averages of time-independent equilibrium quanti-
ties, but also because it provides a means to investigate sepa-
rately rotational, translational, and possibly other elementary
processes that contribute to the dynamics of interest.15 Al-
though rigorously valid only at the shortest time scales of a
particular system, when the dynamics about a given solvent
configuration is still largely harmonic, INM predictions are
seen to be accurate for much longer times~of the order of a
few hundred femtoseconds in aprotic polar solvents,3 or a
fraction of that in aqueous environments16,17!.
In solvation dynamics particularly, the INM approach
has offered new insights into the way the solvent rotational
and translational motions influence the early stages of the
solvation processes. By means of a scaling argument within
the INM perspective, Ladanyi and Stratt4 have shown that
the primary short-time solvation mechanism may shift from
the commonly observed librational motion to center-of-mass
translation depending on the symmetry properties of the dif-
ferential solute–solvent interactions being probed. Similarly,
the mechanisms governing vibrational relaxation in atomic
or molecular liquids are also shown to depend largely on the
general properties of the solute–solvent interactions that are
relevant to the particular experimental observable, rather
than on bulk properties such as the polarity of the solvent
itself.18 These examples are among the few solute–solvent
systems for which the INM formalism has been imple-
mented. It is, therefore, highly desirable to complement and
extend these developments by exploring the dynamics of
more complex systems within the INM prescription.
a!On leave from Instituto de Quı´mica, Universidade Estadual de Campinas,
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Mixed quantum-classical condensed phase systems, in
which quantum degrees of freedom are coupled to a many-
body classical bath, may provide an interesting venue for the
application of INMs for several reasons. First, the time scale
involved in the description of quantum decoherence and
other dynamics affecting the nonadiabatic, radiationless de-
cay from excited states is of the order of a few to tens of
femtoseconds. At such short times, the INMs are expected to
be very accurate. Second, both decoherence and nonadiabatic
couplings are sensitive to microscopic modes of the solvent
bath characterized by spatial delocalization and collective
motions, thus making further analysis appealing in the INM
framework. In addition, the time-independent averages enter-
ing the INM’s analytical dynamics are statistically far better
behaved than averages obtained from the computationally
more demanding individual trajectories. Finally, INMs pro-
vide the potential to treat solute intramolecular and solvent
coordinates within a single theoretical framework. Here, we
consider only the solvent, and treat it classically.
As a first application of the INM formalism to mixed
quantum-classical~MQC! molecular dynamics~MD! simula-
tions, we have chosen to further investigate the early stages
of the adiabatic solvation dynamics of the hydrated electron.
The solvated electron is the prototype system for MQC simu-
lations and has been extensively used in the development of
new computational methodologies and for the exploration of
a variety of electronic dynamics in condensed media.19,20
From the experimental viewpoint, the hydrated electron is
also an excellent probe for time-dependent spectroscopies
because of its large optical cross section and well-defined
and characterized first excited state.21 Previous simulation
studies of the nonadiabatic relaxation from excited states22
and of the dynamics of solvent reorganization in response to
the photoexcitation of a self-trapped electron in aqueous
solution23,24 have revealed that the dynamical behavior of
this system is extremely rich. In summary, the solvation dy-
namics response resembles that of classical solutes in polar
liquids, with an initial Gaussian decay of the photoexcited
state characterized by a;17 fs decay time, followed by a
slower ~250 fs! exponential decay comprising roughly 60%
of the relaxation.25 However, unlike most classical perturba-
tions, the solvation mechanisms involve considerable solvent
translational motions in order to accommodate the changes
in shape and size of the electronic wave function upon pho-
toexcitation ~from an s-like ground state to ap-like first
excited state! or after a nonadiabatic transition~from p- to
s-like states!.26 The relative importance of fast solvent libra-
tions in comparison with translational motions and the atten-
dant impact of isotope substitution~or lack thereof! on the
early stages of solvation process is not entirely clear for the
hydrated electron. Recent experimental data show a typical
isotope effect (A2) in the initial Gaussian component of sol-
vation dynamics of the photoexcited electron,27,28 whereas
simulations seem to indicate considerably smaller increase in
the Gaussian time for deuterated water.24 For nonradiative
decay, the nonadiabatic coupling is dominated by proton mo-
tions ~i.e., internal vibrations and molecular librations!.
However, the net effect is spatially delocalized, with consid-
erable interference among contributions from distinct mol-
ecules, and with the dissipated energy diffusing out into the
bulk on a subpicosecond time scale.22 We shall see that the
analysis presented in the present work corroborates many of
these views.
In this paper, Pulay’s analytical derivative method29 is
used to derive the Hessian or dynamical matrix necessary for
the calculation of the INMs for the solvated electron in the
Born–Oppenheimer approximation. The INM density of
states~DOS! and solvation spectra for both adiabatic ground
and first excited states are then computed from quantum-
classical adiabatic molecular dynamics simulations using a
water model with internal degrees of freedom. A comparison
of the ground-state hydrated electron and pure water INM
DOS spectra indicates the frequency range of the INMs af-
fected by the presence of the electron, which in turn suggests
the types of molecular motions most likely affected immedi-
ately after electronic transition. Moreover, the INM spectra
for the ground and excited electronic states differ as a result
of the difference in the electron–solvent interactions between
the two states for a given solvent configuration. Thus, by
examining the ground-to-excited-state differential INM spec-
tra averaged over different initial ground-state solvent con-
figurations, we are able to characterize the mode displace-
ments associated with the photoexcitation of the probe. As
mentioned, such information is also of interest in broader
contexts of MQC simulations such as decoherence phenom-
ena, and nonadiabatic coupling and relaxation.
The calculated INM frequencies for equilibrium ground
and first excited states are used to obtain solvation responses
for ‘‘upward’’ and ‘‘downward’’ transitions within the stan-
dard INM linear approximation. These results are then com-
pared with the standard solvent response calculated from the
time-dependent electronic energy gaps. The contributions
from different solvation shells to the solvation response are
also analyzed within the INM framework. In addition, by
summing the INMs over distinct frequency ranges we are
able to distinguish the contributions from internal molecular
modes, librations, and diffusive motions to the different
stages of the solvation process. The aforementioned isotope
effects have also been investigated from a vantage point us-
ing the INM prescription, which enables a direct calculation
of the Gaussian decay time.30
In Sec. II we derive the set of INM equations suitable to
the wave function description of the hydrated electron sys-
tem. We note at the outset that the equations derived are not
restricted to the solvated electron, but can be easily general-
ized to other MQC problems with conventional Born–
Oppenheimer states, in which the quantum energies depend
parametrically on the nuclei classical coordinates. In Sec. III
we present details of the adiabatic molecular dynamics simu-
lation. The results related to the various aspects of the INM
spectra per se are presented and discussed in Sec. IV A,
while the INM analysis of the solvation dynamics is pre-
sented in Sec. IV B. Finally, our concluding remarks are pre-
sented in Sec. V.
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II. INM THEORY FOR MIXED QUANTUM-CLASSICAL
SYSTEMS
In the standard INM theory, the Hessian or dynamical
matrix of the total Hamiltonian computed at a given solvent
configuration is diagonalized to obtain a set of eigenvalues
and eigenvectors that specifies the system’s~short-time! dy-
namics about that point.1 In MQC problems, the presence of
explicitly quantized degrees of freedom introduces additional
complexity in the calculation of the Hessian, compared to
that for conventional model potentials.
The total Hamiltonian of the hydrated electron system










where Vss(R), Ve2s(r ;R) are the solvent–solvent and
electron–solvent interactions, respectively.P, R, andM are,
respectively, the momenta, position, and mass of the~classi-
cal! solvent particles, whereas the corresponding lower-case
variables are attributes of the electron. By invoking the
Born–Oppenheimer approximation, one can write the time-
independent Schro¨dinger equation
ĥ~R!ucn~r ;R!&5F p̂22m1Ve2s~r ;R!G ucn~r ;R!&
5en~R!ucn~r ;R!&, ~2!
where ucn(r ;R)& and en(R) are, respectively, thenth elec-
tronic eigenfunction and eigenvalue, which depend para-
metrically on the nuclear positions$R%. By denoting
Veff
n ~R!5Vss~R!1en~R!, ~3!
and integrating Eq.~1! over the quantum degrees of freedom,
we obtain the MQC adiabatic Hamiltonian for the solvent








Note thatH tot has 9N13 degrees of freedom whileHMQC
has only 9N. The corresponding Hessian matrix ofHMQC at
solvent configurationR0 is
Dim, j n5~¹ im ^ ¹ j nVeff
n ~R!!R0
5~¹ im ^ ¹ j nVss~R!!R01~¹ im ^ ¹ j nen~R!!R0 , ~5!
where Roman subscriptsi 51, . . . ,N index individual sol-
vent molecules and Greekm51, . . . ,9 refers to the mass-
weighted Cartesian coordinates of the atoms on a given mol-
ecule. Equation~5! differs from the standard INM dynamical
matrix through the second derivative of the adiabatic elec-
tron potentialen(R). Standard diagonalization of the Hessian
can be performed once a computationally efficient procedure
is implemented to compute¹ im ^ ¹ j nen(R) at any givenR0.
In this work, we use Pulay’s analytical derivative method29
in order to calculate such derivatives. The derivation corre-
sponding to the ground and excited state of the electron dif-
fer. We will start with the ground-state case.
A. Dynamical matrix for the ground state
Following Pulay’s notation, we express the energy func-
tional of the quantum particle in the ground state as
e0~C0a~R!,R!5^c0~r ;R!uĥ~R!uc0~r ;R!&, ~6!




The C0a(R) are the ground-state coefficients of the basis
function, uxa(r )&, andR denotes the collection of the Carte-
sian coordinates of the nuclei. Note thatC0a(R) and ĥ(R)
are explicit functions ofR, while uc0& depends explicitly on
C0a(R) ~and parametrically onR). In our implementation,
C0a(R) are real functions obtained from the Lanczos algo-
rithm used in our MQC simulations~see Sec. III!.
The first derivative ofe0 with respect to an atomic dis-












whereRim is themth degree of freedom in theith molecule
andC0a



















is used. Equation~9! is a simple mathematical expression for
the total second derivative of the ground state energy. How-
ever, its numerical implementation is somewhat impaired be-
cause the derivatives of the wave function expansion coeffi-
cients,C0a
im 5]C0a /]Rim , are not very efficiently computed
quantities. Equation~9!, therefore, has to be cast in a numeri-
cally more convenient form. The derivative of Eq.~10! with










This expression can be cast in matrix form
A•x5y, ~12!
where we have definedAa,b5]








uc0&Y ]C0a . ~13!
SinceA is real and symmetric@cf. Eq.~18! below#, the linear
matrix equation can be solved asx5A21y. Finally, combin-
ing Eqs.~5!, ~9!, and~12!, the Hessian matrix for the ground
state hydrated electron becomes
D5M†•@x†•y1B#•M , ~14!
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The matrixMim, j n5Mim
21/2d im, j n is used to convert the Hes-
sian into a mass-weighted dynamical matrix.
We now write the matrix elements entering Eq.~14! in a
more explicit form. Starting from
^c0uĥuc0&5(
a,b






HC0bE d rxa* ĥxb1C0b* E d rxb* ĥxaJ
52 Rê xauĥuc0&, ~17!




52 Rê xauĥuxb& ~18!


















The matrix elements defined in Eqs.~18!, ~19!, and~20!
are readily computed from the adiabatic MQC simulations,
yielding the desired Hessian matrix through Eq.~14!, with x
the solution to Eq.~12!.
B. Dynamical matrix for excited states
In order to derive the Hessian matrix for an excited elec-
tronic state, one has to take into consideration the constraint
imposed on the variational principle due to the orthogonality
between ground- and excited-state electronic wave functions.
Let us define the energy functional for the first excited state
E1@C1a~R!,l~R!;R#
5e1@C1a~R!,R#2l~R! f @C1a~R!,R#, ~21!
wherel is a Lagrangian multiplier,C1a are the expansion
coefficients of the excited state wave function in the same
basis set used for the ground state (uc1&5(aC1auxa&), and
f @C1a(R),R#5^c1uc0& is the orthogonality between ground



















By taking derivatives of Eqs.~23! and ~24! with respect to
Rim , we have, respectively,
(
b

















S ] f]C1a ]C1a]Rim 1 ] f]C0a ]C0a]Rim D50. ~26!
Using Eq.~26! and the relation
dS ] f]C1(0)aD Y dRim5]S d fdRimD Y ]C1(0)a50, ~27!
Eq. ~25! reduces to
(
b









Note that we have replaceddl/dRim by ]l/]Rim sincel is
a simple multivariate function ofRim . Equations~26! and
~28! can be combined into a single linear matrix equation of
the form
S A11 A12 ••• A1Nb 2C01A A A A AANb1 ANb2 ••• ANbNb 2C0Nb




5S 2 ỹ1imA2 ỹNbim
2zim
D , ~29!
where we have used the fact that] f /]C1a5C0a @cf. Eq.


























In order to solve Eq.~29! for x̃b
im andl im, we note the matrix
elementsAab are identical to those obtained from Eq.~18!,
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and thatỹa
im is calculated from Eq.~19! with uc0& replaced
by uc1&. The quantitieszim are obtained from the solution to
Eq. ~12! (zim5(gC1gxg
im).













































where Eq.~27! and the relationC1(0)a5] f /]C0(1)a are used.
The last term in this equation can be readily computed in our







Finally, the Hessian matrix for the first excited state electron
is
D5M†•@L†•z1 x̃†• ỹ1B#•M , ~35!
with
~L! im52l







C. Linearized solvent response function in INM
Within the linear response regime, the solvation dynam-






where dDE(t)5DE(t)2^DE&, and DE is the energy gap
between the pair of states involved in the transition. In the
linearized INM theory of solvation dynamics,30 the response


















where U is the transformation matrix between mass-
weighted Cartesian coordinates and the INMs calculated
from diagonalization of the dynamical matrix.Fim
0 and Fim
1
are the quantum forces on individual solvent molecules in
mass-weighted Cartesian coordinates for the ground and first
excited states electronic potential surfaces, respectively. The
brackets^•••& denote ensemble average over solvent con-
figurations R0. The C
INM(t) function agrees exactly with
C(t) up to t2 in a Taylor expansion.30,3 If higher order terms
are included beyond the approximation defined by Eq.~38!,
one can reproduceC(t) accurately up tot4. However, this
involves a third derivative term ofDE. For short-time dy-
namics considered in this work, we shall focus only on the
linear INM solvation theory.
III. SIMULATION DETAILS
The MQC adiabatic molecular dynamics simulations
performed here are largely equivalent to those that have been
described in detail in previous publications.31,32 Briefly, our
system consists of a quantum-mechanical electron and a col-
lection of 200 flexible SPC32 water molecules placed in a
cubic box with periodic boundary conditions at room tem-
perature. An efficient Lanczos algorithm is used to diagonal-
ize the pseudopotential describing the electron–solvent
interaction.33 In the Lanczos scheme, we have used plane
wave basis with 163 and 243 grid points for the representa-
tion in the ground and excited states, respectively. For adia-
batic dynamics, the electron is kept on a given adiabatic
eigenstate throughout the course of the simulation. The des-
ignated state’s eigenfunction is used to calculate the quantum
forces acting on the solvent molecules via the Hellmann–
Feynman theorem. The quantum forces are then combined
with the classical solvent forces in the Verlet algorithm34 to
generate molecular trajectories.
A modification introduced in this work with respect to
our previous simulations of the hydrated electron is the in-
clusion of a more elaborate treatment of the long-ranged
solvent–solvent and electron–solvent Coulomb interactions
via Ewald sums.34,35 By introducing Ewald sums in addition
to enlarging the number of grid points for the excited state in
the Lanczos algorithm, we have been able to generate stable
adiabatic excited state trajectories for much longer periods of
time ~'30 ps! than using the previous method. We find that
the boundary effects on the elongated excited state wave
function are considerably reduced when Ewald sums are ap-
plied. The interactions in the primary cell~Ewald’s real
space part! are handled in standard fashion. The reciprocal
space terms, however, are complicated by the interactions of
the electron with its images. As pointed out by Staib and
Borgis,36 a self-consistent procedure would have to be imple-
mented for this quantum–quantum interaction. Instead, the
electron in the image cells are treated here as classical point
charges interacting exclusively with the solvent molecules.
This is a reasonable approximation to be used here since the
hydrated electron is fairly localized.23,22The solvent–solvent
terms in reciprocal space are computed under conducting
boundaries. In this way, the long-ranged portion of the elec-
3602 J. Chem. Phys., Vol. 114, No. 8, 22 February 2001 Yang et al.
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trostatic potential on the solvent molecules can be approxi-
mately accounted for.
With a time step of 1 fs, the total energy of the system
was conserved within 0.2% during the entire length of the
simulation. The shape and size of the ground-state electron
density and the electron–water radial distribution functions
are practically the same as those reported previously.22,23For
simulations along the adiabatic ground state the energies are
somewhat shifted downwards to approximately23.2,
21.0, 20.7, and20.4 eV for the ground- and the first three
excited states, respectively. However, the energy gap be-
tween ground and first excited states in this case, remained
close to the value obtained without Ewald sums~2.2 eV!.23,32
As for the trajectory along the first excited state, the
energies of the four lowest eigenstates during the course of a
simulation are displayed in Fig. 1~a!, indicating the stability
of the energy eigenvalues. The thick line corresponds to the
occupied state. The average energy values for the ground and
first two excited states are22.5, 21.7, and20.5 eV, re-
spectively. Figure 1~b! shows the fluctuations of energy gap
between the ground and first excited states around the aver-
age value 0.8 eV. This gap is somewhat larger than the cor-
responding value without corrections for long-range
forces.23,32These results indicate that the hydrated electron is
trapped somewhat deeper by including such corrections, as
expected.
IV. RESULTS AND DISCUSSION
A. INM spectra for the hydrated electron system
The INM spectra reported in this work were calculated
from an ensemble average consisting approximately of 60
statistically uncorrelated solvent configurations in each case.
The INM density of states~DOS!
D~v!5K 19N (a51
9N
d@v2va~R0!#L 5 K r~v;R0!9N L , ~41!
for the equilibrium ground-state hydrated electron is shown
in Fig. 2~a! ~solid line! along with the spectrum for the flex-
ible water model in the absence of the electron~circles!.
Following the usual convention, imaginary modes are dis-
played on the negative side of the frequency scale. The INM
spectrum for the adiabatic first excited-state hydrated elec-
tron is practically indistinguishable from the ground-state
one. Both solution and neat liquid DOS spectra exhibit fea-
tures that are readily interpreted in light of the well-known
frequency ranges of intra- and intermolecular motions of wa-
ter @see Eq.~45! below#. Qualitatively, the internal high-
frequency stretching and bending modes of individual mol-
ecules are placed in the range 5200–2400 and 2200–1400
cm21, respectively. The shoulder peak around 700 cm21
stems from water’s characteristic librational motions, which
are modulated by the inertia tensor and torques from neigh-
boring molecules, and, hence, involve more than one mol-
ecule. The peak at lower frequencies (;180 cm21) corre-
sponds to translational–rotational diffusion motions. For the
imaginary frequencies, the spectra exhibit single peaks that
tail off rapidly for uvu*500 cm21. The high-frequency end
of the imaginary frequency branch is ascribed to anharmo-
nicities of the internal modes, as we shall show shortly.
It has been pointed out recently that INM calculations
based on atomic Cartesian coordinates may be problematic,
especially for flexible molecules because of the mixing of
intra- and intermolecular motions that may eventually occur
in atomic coordinates, leading to spurious INM results.13 For
molecules whose intramolecular vibrational frequencies are
of the order of the thermal energies (;200 cm21 at 298 K!,
the choice of coordinates may be particularly important. In
water, the intra- and intermolecular modes are well separated
in frequency and the use of atomic Cartesian coordinates
may not be so critical. In fact, the INM density of states for
pure water calculated using internal coordinates37 turns out
similar to the spectra shown in Fig. 2~a!, with slight redshifts
FIG. 1. ~a! Energies of the first four
electronic states for the trajectory
propagated along the first excited po-
tential energy surface~solid line indi-
cates the occupied state!. ~b! Energy
gap between the first excited and
ground state along the first excited
state.
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of the bending and librational peaks, accompanied by a more
intense translational band and a shorter imaginary frequency
tail. Details of the coordinate system dependence of the INM
spectra for the hydrated electron will be presented
elsewhere.37 With this caveat, we proceed with our discus-
sion using the INM spectra calculated with atomic Cartesian
coordinates.
Focusing more specifically on the differences between
the neat water and hydrated electron INM spectra, it can be
seen from Fig. 2~a! that the INM modes associated with the
internal motions of the solvent are little affected by the pres-
ence of the electron. In the librational frequency range the
differences are also minor. However, below 400 cm21 a por-
tion of the solvent diffusive modes changes from real to
imaginary frequencies when the electron is introduced, indi-
cating a change in the curvature of the global interaction
potential for some of these modes. Whether the shift from
real to imaginary modes is associated with an increase of
potential anharmonicity or creation of potential barriers8 de-
serves further investigation. Interestingly, the relative effect
of the solvated electron on this part of the INM spectrum of
water is considerably larger than that found by Choet al.16
for the solvation of a classical neutral species.
In the INM prescription, the degree of localization of
each mode can be estimated by means of suitably defined





with respect to the INM frequencies for pure water and the










a D 2G21, ~43!
where ea is the normalizedath INM eigenvector in each
solvent configuration of the ensemble. The quantitypa var-
ies from 1 toN, indicating the number of water molecules
participating in theath mode.pa'1 indicates that theath
mode involves roughly a single molecule, whereas large val-
ues ofpa indicate the delocalization of that particular mode
over several molecules. The quantity defined by Eq.~43! is
closely related to the inverse participation ratio 1/Ra
II of Cho
t al.16
The results for pure water~dotted line!, adiabatic ground
state ~solid line!, and adiabatic first excited state~dashed
line! are shown in Fig. 2~b!. The fact that the INM DOS and
participation ratios for the ground and first excited states hy-
drated electron are very similar suggests that the wave func-
tion’s size and shape differences do not greatly affect the
general equilibrium distribution of the INMs in this system.
For all three cases, the positive high frequency (v.1400
cm21) INMs are seen to be very localized as they corre-
spond to single-molecule internal motions. The average val-
ues for p(v) in the v.2200 cm21 and 1400,v,2200
cm21 frequency ranges are 1.2 and 2.6, respectively. For the
imaginary modes, we find thatp(v)&3 for uvu.400 cm21,
thus indicating that the high-frequency imaginary modes are
likely associated with anharmonicities of water’s internal
motions rather than with movements across barrier~unstable
modes!. In contrast, modes in the2400 to 500 cm21 fre-
quency range are highly delocalized. More importantly, Fig.
2~b! shows that the presence of the electron in either adia-
batic state induces a degree of localization of thev.0 sol-
vent INM modes in the frequency range typically associated
with diffusive motions, accompanied by a delocalization of
imaginary modes. This effect is more clearly seen in the
insert, which shows the relative difference between the hy-
drated electron and pure water INM participation ratios,
(pw1e2pw)/pw . The data indicate that the electron en-
hances the relative participation of unstable modes (v,0) at
FIG. 2. ~a! INM spectra for neat water
~filled circles! and hydrated electron in
its ground- ~solid line! and excited
states~dashed line!. ~b! Participation
ratios for neat water~dotted line!, and
hydrated electron in the ground~solid
line! and first excited states~long
dashed line!. The insert depicts the
relative difference between the hy-
drated electron~ground state! and pure
water participation ratios.
3604 J. Chem. Phys., Vol. 114, No. 8, 22 February 2001 Yang et al.
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
143.106.108.133 On: Fri, 12 Jun 2015 18:20:42
the expense of stable ones (v.0), predominantly in the fre-
quency rangeuvu,300 cm21. The observed localization of
real solvent modes and the concomitant delocalization of
imaginary modes can be understood in terms of the primarily
electrostatic solute–solvent interactions within the first two
solvation shells. These molecules tend to couple more
strongly to the solute electric field than to other water mol-
ecules; thus, they enhance the relative localization of real
frequency ~stable! modes. Unstable modes, on the other
hand, such as those ultimately leading to rearrangements of
the first two hydration shells, would involve the cooperation
of a larger number of solvent molecules in the vicinity of the
solute. Hence, unstable modes in the presence of the electron
tend to be more delocalized in comparison to the pure sol-
vent. We believe that this effect is not particular to quantum
solutes and could be expected for classical ions as well.
Analysis of the solvation spectrumrsolv(v) is also illus-
trative since it provides a measure of the influence of the
INM of frequencyv upon the differential solute–solvent in-
teractions that are probed in solvation dynamics. In Fig. 3,
the solvation spectra for the upward~solid line! and down-
ward ~dotted line! transitions are displayed along with the
ground-state DOSD(v) ~dashed line!. Bothrsolv(v) spectra
were normalized so that area ofrsolv(v) for 1500,v
,2200 cm21 is the same as that ofD(v). The solvation
spectra may not provide the most direct access to detailed
mechanisms of solvation since the response functionCINM(t)
incorporates the effects of other weighting factors into
rsolv(v) @cf. Eq. ~38!#. Nevertheless, the data show several
important features worth highlighting here: First, the libra-
tional and bending bands for the upward transition are very
similar to their downward counterparts, indicating that these
types of motion contribute to both transitions nearly equally.
Second, the peaks in the high frequency end of the solvation
spectra are slightly blueshifted in comparison withD(v),
indicating that the single-molecule antisymmetric stretching
modes~higher frequency part of the vibrational band! are
somewhat more strongly coupled to the energy gap than the
symmetric ones~lower frequency vibration!.38 This corre-
lates well with the observation that single-molecule antisym-
metric modes are important in promoting nonadiabatic tran-
sitions to the ground state for the hydrated electron system.22
Moreover, the antisymmetric stretching peak of the solvation
spectrum is more intense for the photoexcitation, suggesting
that this mode couples more strongly with the electron in the
excited state.
Differential INM spectra
Upon photoexcitation, the hydrated electron is suddenly
promoted from the ground state to the first excited state. The
differences in the solute–solvent interactions between the
two states lead the solvation dynamics, as is well known. If
the perturbation were sufficiently weak, most of the INMs
would be preserved immediately after the transition. How-
ever, this is unlikely the case in most situations, and the
questions are then raised as to how the INM eigenvectors and
eigenvalues change upon the sudden excitation of the elec-
tron, and how these changes evolve in time, ultimately lead-
ing to full solvent reorganization dynamics. To be able to
address these points, an elaborated analysis would be re-
quired involving specific mode-to-mode matching and track-
ing the time evolution of the INMs individually.39 Here in-
stead we consider only the shortest time viewpoint, by
considering the changes evidenced by the INM spectra fol-
lowing the electronic excitation.
For that purpose, consider the set of INM frequencies
and ~normalized! eigenvectors,$va , ea% based on the equi-
librium ground state trajectory, and the set$vb* , eb* %, corre-
sponding to the vertical excitation, where the solvent con-
figurations are in equilibrium with the ground state, but the
electron is assigned to the first excited state. The ensemble of
solvent configurations is the same for both sets, but the INMs
differ due to the differences in the second derivatives¹ im
^ ¹ j nen(R). The overlap between$eb% and $ea* % is a mea-
sure of the mode perturbation caused by the excitation. One
way to quantify such an eigenvector displacement is to con-
struct a subset$ea%Q consisting of modesea such that the
scalar product with a modeb* is greater than an arbitrary
valueQ ~i.e., ea•eb* >Q). Let us denote byDQ(v) the INM
density of states corresponding to this subset.DQ(v) thus
portrays the spectrum of solvent motions which are not in-
stantaneously affected by the solute’s perturbation within the
criterion specified by the value ofQ. With Q;1, only es-
sentially unperturbed modesea will enter DQ(v). Here, we
FIG. 3. Densities of states and INM solvation spectra. Dashed line is the
INM DOS spectrum,D(v). Solid and dotted lines are the solvation spectra,
rsolv(v) for upward and downward transitions, respectively. For clarity pur-
poses, the solvation spectra have been scaled by a factor so that the area
under the band associated with the bending motions inrsolv(v) equals the
corresponding peak inD(v).
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have chosenQ50.7 ~0.9!, indicating that the$ea%Q subset is
built from the ground-state INMs that retain at least 70%
~90%! of their ‘‘direction’’ right after the excitation.40
The result forDQ50.7(v) and DQ50.9(v) are shown in
Fig. 4~a! by solid and dotted lines, respectively, along with
the full INM spectrum for ground-state~dashed line!. For
Q50.7, we have found that on the average 77% of all INMs
for the ground state hydrated electron retain their initial di-
rection upon the photoexcitation. The modes most affected
are precisely those associated with the diffusive molecular
motions (uvu,400 cm21), followed by librational ones
(400,v,1200 cm21). The high-frequency modes associ-
ated with the internal motions of individual water molecules
are hardly affected by the sudden electronic perturbation.
This description remains unaltered by choosing a somewhat
more stringent (Q50.9) mode-matching criterion. In this
case, only about 50% of all ground-state INMs can be con-
sidered as unchanged. Similarly, the changes lie in the less
localized, diffusive, and librational INMs.
To close this section, we would like to examine the con-
figurational dependence of the~instantaneous! changes in the
INM spectral distribution caused by the photoexcitation of
the electron. In order to do so, we compute the DOS from
$va% and$vb* % as separate ensemble averages and calculate
the absolute differenceDD(v)5uD* (v)2D(v)u. This dif-
ference simply mirrors the average change in the INM dis-
tribution due to the sudden jump in the solute state, irrespec-
tive of the particular solvent configuration at the instant the




which consists of computing the difference between the
single-configuration DOS before and after the excitation
(r(v;R0)5(ad@v2va(R0)# and r* (v;R0)5(ad@v
2va* (R0)#) and taking the ensemble average of the magni-
tude of the change over different solvent configurationsR0
afterwards. The difference betweenD* D(v) and DD(v)
reflects the fluctuations in the differential INM spectra with
variation in solvent configuration. Note that solvent–solvent
interactions do not contribute explicitly toD* D(v).
D* r(v;R0) carries the dependence on solvent configura-
tional inhomogeneity for any spectral functionD* A(v) one
wishes to characterize through the INM prescription~i.e.,
D* A(v)5^A(R0)D* r(v;R0)&). This corresponds to the
physical situation in which individual electrons, being dis-
tributed over the solution, experience different solvent mi-
croenvironments at the instant they are photoexcited.
The difference of averaged INM spectra@DD(v)# and
the averaged differential INM spectrum@D* D(v)# are plot-
ted in Fig. 4~b!. The amplitudes of both spectra are small
compared to the amplitude of the full INM spectrum@cf. Fig.
4~a!#, but significant. Overall, the intensities ofD* D(v) are
roughly 8% of those ofD(v). The key feature of these data,
however, is that the shape ofDD(v) mimicsD(v) over the
entire frequency range, reflecting statistical fluctuations be-
tween theD* (v) and D(v) spectra.D* D(v) is consider-
ably more selective toward the low-frequency modes com-
prising collective intermolecular motions. These results
reinforce, albeit from a different perspective, the distin-
guished impact of the vertical electronic excitation upon the
translational–rotational diffusion and librational motions of
the surrounding solvent.
B. Adiabatic solvation dynamics
We now focus more specifically on the solvation dynam-
ics of the hydrated electron within the framework of the INM
theory. The linear response functionsCMD(t) for upward and
downward transitions calculated from the energy gap fluc-
FIG. 4. ~a! Mode matching between
adiabatic ground state hydrated elec-
tron and vertically excited hydrated
electron.~b! Differential INM spectra.
See the text for definitions. Note that
the y axis for both panels is scaled
by 103.
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tuations along the MD trajectory are depicted by solid lines
in Figs. 5~a! and 5~b!, respectively. The corresponding sol-
vent response functions from the linear solvation INM theory
including only real frequencies modesCr
INM(t) are depicted
by dashed lines, while the INM solvation responses with all
modes includedCINM(t) are shown by dashed-dotted lines.
For the upward transition, the agreement betweenCr
INM(t)
and CMD(t) is very good up to about 100 fs, after which
Cr
INM(t) decays at a slower rate thanCMD(t). The time in-
terval over which INM and full MD solvation responses
agree is found to be similar to that observed for the solvation
dynamics of a classical solute in aqueous solution. For the
downward transition, however, the INM theory is capable of
reproducing very well the linear response solvation dynamics
for much longer times. For both types of transition, however,
the librational rebound at;30– 40 fs is more prominent in
the INM-based solvation responses. The inclusion of the
imaginary modes leads to a rapid divergence of theCINM(t)
responses with time. For times up to approximately 10 fs, the
curves all agree very well~see the insert!. This behavior sets
the time window for which the full INM prescription is ex-
pected to be accurate in this system. For the downward tran-
sition, we have also computed the nonequilibrium solvation
response@dotted line, Fig. 5~b!#. The data show that the sol-
vation dynamics in this case falls into the linear response
regime.
At a given solvent configuration, the molecules can be
labeled as belonging to the first, second, or outer solvation
shells according to their distance from the solute~taken here
to be the electron center of mass!. Separate contributions to
the INM solvation response from different shells can be ob-
tained from Eq.~38!.3,4 In our calculations, the radii of the
first and second shells are, respectively, 4 and 6.5 Å , defined
according to the position of the first and second minima of
the electron–oxygen radial distribution function for the
ground state.23,22 These values are also used for the excited
state, although spherically symmetric shells are somewhat
less well-defined in this case because of the shape of the
excited state wave function. The coordination numbers for
the first and second shells are'6.7 and 30.2 for the ground
state, and 6.3 and 27.7 for the excited state.
The results for the upward and downward transitions are
shown in the upper and lower panels of Fig. 6, respectively.
The partial responses have all been normalized to unity at
50. The striking feature of these results is that first~dashed
lines! and second~dashed-dotted lines! shell contributions
are equally important to the total responses~solid lines! on
nearly all time scales, with the second shell contribution de-
caying somewhat faster than the first shell counterpart for
both transitions. We note that exchange times for molecules
in individual shells are expected to be considerably longer
than the relaxation times in Fig. 6. Hence, the results are
correctly characterized by separate shells. Interestingly, the
second shell plays an important role in relaxing the solvent
response even in the early stages of solvation (t&25 fs!. This
contrasts the behavior commonly found for classical solutes
in which the early stages of the solvation dynamics are found
to be largely dominated by the first solvation shell.3,41 As
noted elsewhere,24 the sudden variation of shape and size of
the electronic wave function in going from ans-like to a
p-like state~photoexcitation! and vice versa~downward tran-
sition!, introduce a mechanical perturbation on the solvent
molecules through the repulsive part of the pseudopotential,
and, at the same time, give rise to a dielectric perturbation
due to the different charge distribution of the electron in
these two states. Under such perturbations, the solvent mol-
ecules experience translational and rotational motions in-
volving the concomitant accommodation of both first and
second shell molecules. Previous analyses based on the time
evolution of the solvent structure surrounding the newly ex-
cited electron24 and Fourier spectral decomposition of the
corresponding energy gap42 have revealed the importance of
translational motions as well as rotation in the solvent reor-
ganization within the first;100 fs of the solvation process.
FIG. 5. Linearized INM and MD sol-
vation response functions for upward
~a! and downward~b! transitions. The
solid lines are the MD results obtained
from the fluctuations of the energy
gap, the dashed lines areCr
INM(t), and
dash-dotted lines stand forCINM(t),
where all modes are included. The
dotted line in the lower panel is the
nonequilibrium MD solvent response
function.
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The results shown in Fig. 6 add to this physical picture by
showing that the underlying solvation mechanism at early
times involves the concerted motion of molecules nearly
equally from the first and second shells.
As mentioned earlier, the INM approach provides a con-
venient way to compute the contributions from distinct types
of motion to dynamical quantities such as the solvent re-
sponse function. The atomic Cartesian coordinate system is
not quite suitable for projecting out molecular translational,
rotational, or internal motions from the set of INM
eigenvectors.15 Nonetheless, the Cartesian INM DOS spectra
D(v) for the solvated electron and pure solvent~cf. Fig. 2!
exhibit well-resolved bands allowing for an approximate, but
physically sensible separation of the distinct types of motion
by summing the normal modes over the pertinent frequency
range according to Eq.~38!. The contributions from the dif-
ferent motions were calculated according to the following
classification for the real frequency modes~cf. Fig. 2!:
0 – 400 cm21→diffusive,




This classification is consistent with a variety of spectro-
scopic measurements on liquid water. It is well-known that
in such a liquid, the rotational and translational dynamics are
strongly coupled in the rotational–diffusion regime, espe-
cially in the 150– 400 cm21 range.16 Therefore, the dynam-
ics classified as diffusive above includes not only center-of-
mass translation but also molecular reorientational motions
that are coupled to it. These rotations are differentiated from
the fast, hindered rotations or librations through the charac-
teristics of their dynamics. In a dielectric language, the dif-
fusive rotational motions lead to slow exponential-like decay
of the fluctuations of the polarization. Librations are respon-
sible for a short-time Gaussian-type component, often super-
imposed with damped oscillations strongly modulated by
short-ranged interactions,43 which in the present case are as-
sociated with hydrogen bonds.
Figure 7 shows the normalized partial responses from
the four frequency ranges defined in Eq.~45! for the upward
~panel a! and downward~panel b! transitions. The partial
responses exhibit similar features for both cases. The internal
bending and stretching motions are seen to contribute to the
solvation responses only at very early times, typically below
5–10 fs. The fast librational motions dominate most of the
response in the first 25 fs and are also the cause of the re-
currence in the total response functions at;40 fs. Diffusive
motions also come in at early stages of the solvation process,
being the predominant relaxation channel from about 50 fs
and on. This result is in agreement with previous analyses
indicating the importance of translational dynamics to the
solvation response in these systems.23,42 However, the com-
bination of librational and diffusive motions at such an early
stages of the solvation response of the hydrated electron is a
feature that was not fully appreciated, but is evident from the
present INM analysis.
The characteristics of the diffusive contributions are dis-
tinct from those of the librational and single-molecule inter-
nal modes. In the phenomenological Brownian oscillator pic-
ture, the diffusive component behaves like an overdamped
oscillator, whereas the librations and intramolecular vibra-
tions are typically underdamped.44 From the viewpoint of the
INM theory, these features stem from the different degrees of
localization of the diffusive, librational, and internal mo-
tions, as discussed above. Further comparison of panels~a!
and ~b! of Fig. 7 suggests that both librational and diffusive
contributions are slightly larger at a given time for the down-
ward than for the upward transition. This difference is clearly
associated with the spatial shrinkage of the electron wave
function for the downward transition which creates a void
FIG. 6. Different shell contributions to
the linearized INM solvent response
functions for upward~a! and down-
ward ~b! transitions. Only real fre-
quency modes were included.
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readily occupied by the neighboring solvent molecules,26
starting with the rapid response of the light hydrogen atoms.
In purely classical model descriptions of solvation dy-
namics, the inertial character of the response at short times
has been demonstrated by numerous molecular dynamics
simulations and theoretical approaches as well. Evidence of
early inertial behavior is also compelling from ultrafast spec-
troscopic measurements employing different organic dyes as
molecular probes. In these systems, the origin of the inertial
decay of the solvation response is clearly librational. The
early-time response of isotopically substituted solvents such
as deuterated water and methanol exhibit the expected in-
crease in the Gaussian time~ .g., tg
D2O;A2tg
H2O). For the
hydrated electron system, however, the scenario is less clear-
cut because of the intervening effects of diffusive motions in
this time frame, as mentioned above. Previous MQC simula-
tions of the hydrated electron did find a rapid Gaussian iner-
tial response withtg'17 fs,
23 but only a small (;8%! in-
crease intg was observed for D2O.
24 In contrast, recent
transient pump–probe27 and photon echo45 experiments ob-
served the typical isotope effect for the photoexcited electron
in water. Within the INM framework, it is a simple matter to
investigate the effects of deuteration and to determine the
Gaussian component of the different kinds of molecular
motions.4
The initial decay of the solvation response is usually
expressed by a Gaussian function
C~ t !;exp~2 12t
2/tg
2!. ~46!
For sufficiently short times,tg can be rigorously obtained







E dv rsolv~v!, ~47!
with rsolv(v), DE, andDEa8 defined in Sec. II. Integrating
the solvation spectra over all INM frequencies, we obtain the
Gaussian decay time for the complete system. It is evident
from Eq.~47! that any subset of INMs yields a larger Gauss-
ian time. For upward and downward transitions, we find 11.6
and 11.0 fs, respectively. Excluding the imaginary modes,
these values change very mildly to 11.8 and 11.4 fs. These
Gaussian times evidently reflect the internal vibrational
modes of the individual molecules; usingtg511 fs in Eq.
~46! reproduces the solvation responses~Fig. 5! only for
times not greater than 5 fs or so. On the other hand, an
estimate for the Gaussian component from the cooperative
motions can be obtained from the area under the solvation
spectrum for frequencies up to 1200 cm21 @see Fig. 2~b!#.
The decay times are 21.7 and 19.0 fs for the upward and
downward transitions, respectively. These values are similar
to those obtained from fits to the solvation response
functions,23 but somewhat larger than that of Staib and
Borgis36 ('14 fs!. However, both the water model and
electron–solvent pseudopotential used in Ref. 36 differ from
the ones used here.
Since, classically, deuteration has no impact on the sol-
vent structure46 and hence on the average energy gap, the
effects of deuteration on the solvation response within the
INM approximation are obtained by simply replacing the
hydrogen mass in the mass-weighted coordinates. The result-
ing INM DOS spectra for the hydrated electron in D2O and
in normal water are displayed in the upper panel of Fig. 8 for
comparison. As expected, the librational and intramolecular
modes for D2O ~line with filled circles! are frequency shifted
by a factor of approximately 1/A2, whereas the position of
the translational band remains practically unaltered. Figure
8~a! also shows that the clear separation in frequency of li-
bration and diffusive modes seen in normal water is less
distinct in D2O.
The lower panel of Fig. 8 displays the linearized INM
FIG. 7. Partial linearized INM solvent
response functions for upward~a! and
downward~b! transitions according to
the frequency ranges defined by Eq.
~45!. Only real frequency modes were
included. Solid, dashed, and dotted
lines correspond roughly to the inter-
nal stretching, internal bending, and li-
brational contributions, respectively.
The solid lines with symbols corre-
spond to translational–rotational diffu-
sion contributions.
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solvent response functions of D2O ~line with filled circles!
and normal water~solid line! computed for the upward tran-
sition, where only real frequency modes are included
@Cr
INM(t)#. The slowing down of the response upon deutera-
tion is clearly seen. In order to compare deuterated and nor-
mal water results more closely, we have rescaled the time
axis for the D2O response function by a factor of 1/A2
~dashed line! to compare to the H2O response. The time-
rescaled D2O response is brought into very close agreement
with the H2O response. This result, combined with the fact
thatCr
INM(t) in normal water agrees reasonably with the MD
solvation response up to;100 fs, indicates the existence of
typical isotope effect in the initial stages of the solvation
dynamics following photoexcitation of the hydrated electron.
This result may seem contradictory to those reported previ-
ously by Schwartz and Rossky.24 However, the apparently
small isotope effect found in Ref. 24 can be traced to the
nonlinear least squares fits used to estimatetg in that work.
Reexamining their original data, we find that the Gaussian
plus biexponential fit~five adjustable parameters! to the sol-
vation response of D2O may be very good, but degenerate —
different sets of parameters may lead to equally good fits. In
fact, rescaling the time axis of the earlier D2O data by a
factor of;1/1.32, we find that the normal and time-rescaled
deuterated water solvation responses of Ref. 24 match each
other very well for times up to'25 fs. Such an isotope
effect (;32%! agrees well with the present results and also
with available experimental data.
V. CONCLUDING REMARKS
In this work we have implemented the INM formalism
for the hydrated electron using mixed quantum-classical
adiabatic MD simulations, and studied the solvation dynam-
ics. The equations for the solvent dynamical matrix were
derived by considering the effective solvent potential formed
by the purely classical solvent–solvent interactions and the
adiabatic potential energy surfaceen(R) for the nth elec-
tronic state. Pulay’s analytical derivative method is used for
this part of the effective potential. The dynamical matrix
equations obtained for the ground- and excited electronic
states are shown to be very suitable for numerical implemen-
tations and can be readily generalized to treat other mixed
quantum-classical problems such as molecular electronic de-
grees of freedom coupled to a bath of classical nuclei.47
Our analyses of the INM spectra and participation ratios
indicate that the presence of the electronic solute has very
little effect on the vibrational modes of the individual water
molecules. However, at low frequencies (uvu&300 cm21),
where the INMs are associated with the translational–
rotational diffusion of the solvent, a fraction of the modes
changes from being stable~real! to unstable~imaginary! in
the presence of the electron. The quantum solute is also seen
to enhance the delocalization of unstable modes while de-
creasing the participation ratio of low-frequency stable
modes. By examining the instantaneous changes in the dis-
tribution of the INMs following the electron vertical photo-
excitation for each solvent configuration, we were able to
show that the diffusive and librational modes are most
strongly coupled to the solute perturbation, whereas the in-
tramolecular modes are hardly affected. In order to explore
the changes in the INMs associated with the photoexcitation
process, it is important to perform configurational averages
after computing the differences in the single-configuration
densities of states,r(v;R0).
The solvent response functions based on the INM linear
approximation are shown to accurately describe the short-
time solvation dynamics for upward and downward transi-
tions. When only real frequency modes are included, the
INM-based solvation responses are shown to reproduce the
full MD linear response functions up to approximately 100 fs
for the upward transition, and for much longer times for
downward transitions. However, the librational recurrence at
FIG. 8. ~a! Comparison between the
hydrated electron in normal and deu-
terated water INM spectra. Solid line
is for H2O and solid line with filled
circles is for D2O. ~b! Linearized INM
solvent response functions for D2O
~line with symbols! and normal water
~solid line!. The dashed line is the
INM solvation response for D2O with
time scaled by 1/A2.
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;30 fs seen in the INM predictions is barely apparent in the
MD solvation responses. The INM analysis shows that libra-
tions as well as molecular translational motions govern the
early stages of the solvation dynamics, and that molecules
belonging to both the first and second solvation shells par-
ticipate together in the early stages of the relaxation. Most of
the initial Gaussian decay for the first 25 fs of the response,
however, is shown to be librational, and hence exhibits a
typical isotope substitution effect consisting of approxi-
mately a 36% increase in the Gaussian decay time.
Finally, we have also seen that the INM solvation dy-
namics for the hydrated electron is very accurate for times of
the order of 10 fs, whether imaginary modes are included or
not. This time window is of the order of the decoherence
times found in this system.20,48 The validity of the INM
theory in this time frame motivates future work in this direc-
tion.
ACKNOWLEDGMENTS
This work was supported by a grant from the National
Science Foundation. C.-Y.Y. acknowledges support by an
NSF-CISE postdoctoral grant. M.S. thanks the Brazilian
agency FAPESP~No. 99/09879-6! for support and the UT
Institute for Theoretical Chemistry for its hospitality. We
thank Dr. A. Mosyak for his initial development of the for-
malism, and Dr. R. Westacott for useful discussions.
1R. M. Stratt, Acc. Chem. Res.28, 201 ~1995!.
2T. Keyes, J. Phys. Chem. A101, 2921~1997!.
3B. M. Ladanyi and R. M. Stratt, J. Phys. Chem.99, 2502~1995!.
4B. M. Ladanyi and R. M. Stratt, J. Phys. Chem.100, 1266~1996!.
5R. M. Stratt and M. Maroncelli, J. Phys. Chem.100, 12981~1996!.
6G. R. Fleming and M. Cho, Annu. Rev. Phys. Chem.47, 109 ~1996!.
7T. Keyes, J. Chem. Phys.101, 5081~1994!.
8S. D. Bembenek and B. B. Laird, Phys. Rev. Lett.74, 936 ~1995!; J.
Chem. Phys.104, 5199~1996!.
9B. M. Ladanyi and S. Klein, J. Chem. Phys.105, 1552~1996!.
10T. Keyes, J. Chem. Phys.106, 46 ~1997!.
11P. Moore and B. Space, J. Chem. Phys.107, 5635~1997!.
12J. T. Kindt and C. A. Schmuttenmaer, J. Chem. Phys.106, 4389~1997!.
13R. L. Murry, J. T. Fourkas, W.-X. Li, and T. Keyes, J. Chem. Phys.110,
10410~1999!; 110, 10423~1999!.
14M. C. C. Ribeiro, M. Wilson, and P. A. Madden, J. Chem. Phys.110,
4803 ~1999!.
15M. Buchner, B. M. Ladanyi, and R. M. Stratt, J. Chem. Phys.97, 8522
~1992!.
16M. Cho, G. R. Fleming, S. Saito, I. Ohmine, and R. M. Stratt, J. Chem.
Phys.100, 6672~1994!.
17M. Re and D. Laria, J. Phys. Chem. B101, 10494~1997!.
18B. M. Ladanyi and R. M. Stratt, J. Phys. Chem. A102, 1068~1998!.
19P. J. Rossky, inClassical and Quantum Dynamics in Condensed Phase
Simulations, edited by B. J. Berne, G. Cicotti, and D. F. Coker~World
Scientific, Singapore, 1998!, p. 515.
20B. J. Schwartz, E. R. Bittner, O. V. Prezhdo, and P. J. Rossky, J. Chem.
Phys.104, 5942~1996!.
21P. J. Rossky and J. D. Simon, Nature~London! 370, 263 ~1994!.
22O. V. Prezhdo and P. J. Rossky, J. Phys. Chem.100, 17094~1996!.
23B. J. Schwartz and P. J. Rossky, J. Chem. Phys.101, 6902~1994!.
24B. J. Schwartz and P. J. Rossky, J. Chem. Phys.105, 6997~1996!.
25The Gaussian decay times reported in Refs. 23 and 24 correspond to the
function exp@2t2/tg
2#. Using the more conventional form of the Gaussian
exp@2t2/2tg
2#, the inertial decay times of that work~24 fs for H2O and 26
fs for D2O! should be divided byA2. Therefore, the values to be com-
pared here are 17 and 18 fs for normal and deuterated water, respectively.
26B. J. Schwartz and P. J. Rossky, J. Mol. Liq.65Õ66, 23 ~1995!.
27K. Yokoyama, C. Silva, D. H. Son, P. K. Walhout, and P. F. Barbara, J.
Phys. Chem. A102, 6957~1998!.
28A. Kummrow, M. F. Emde, A. Baltuska, M. S. Pshenichnikov, and D. A.
Wiersma, J. Phys. Chem. A102, 4172~1998!.
29P. Pulay, Adv. Chem. Phys.69, 241 ~1987!.
30R. M. Stratt and M. Cho, J. Chem. Phys.100, 6700~1994!.
31F. Webster, P. J. Rossky, and R. A. Friesner, Comput. Phys. Commun.63,
494 ~1991!.
32T. Murphy and P. J. Rossky, J. Chem. Phys.99, 515 ~1993!.
33J. Schnitker and P. J. Rossky, J. Chem. Phys.86, 3462~1987!.
34M. P. Allen and D. J. Tildesley,Computer Simulation of Liquids~Claren-
don, Oxford, 1987!.
35J. W. Perram, S. V. de Leeuw, and E. R. Smith, Annu. Rev. Phys. Chem.
37, 245 ~1986!; Proc. R. Soc. London, Ser. A373, 27 ~1980!; 373, 57
~1980!.
36A. Staib and D. Borgis, J. Chem. Phys.103, 2642~1995!.
37C.-Y. Yang and P. J. Rossky~unpublished!.
38H. Ahlborn, X. Ji, B. Space, and P. B. Moore, J. Chem. Phys.111, 10622
~1999!.
39E. F. David and R. M. Stratt, J. Chem. Phys.109, 1375~1998!.
40The INM ea is a vector of the 9N-dimensional mass-weighted Cartesian
hyperspace.
41M. Maroncelli and G. R. Fleming, J. Chem. Phys.89, 5044~1988!.
42A. A. Mosyak, O. V. Prezhdo, and P. J. Rossky, J. Chem. Phys.109, 6390
~1998!.
43P. A. Madden and D. Kivelson, Adv. Chem. Phys.56, 467 ~1984!.
44B. Bagchi and R. Biswas, Adv. Chem. Phys.109, 207 ~1999!.
45A. Baltuska, M. F. Emde, M. S. Pshenichnikov, and D. A. Wiersma, J.
Phys. Chem. A103, 10065~1999!.
46When quantum effect is included, the radial distribution function of D2O
is seen to be slightly different from H2O in SPC water. See G. S. Del
Buono, P. J. Rossky, and J. Schnitker, J. Chem. Phys.95, 3728~1991!.
47J. Lobaugh and P. J. Rossky, J. Phys. Chem. A103, 9432 ~1999!; ibid.
104, 899 ~2000!.
48O. V. Prezhdo and P. J. Rossky, J. Chem. Phys.107, 5863~1997!.
3611J. Chem. Phys., Vol. 114, No. 8, 22 February 2001 Hydrated electron solvation dynamics
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
143.106.108.133 On: Fri, 12 Jun 2015 18:20:42
