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“When you are face to face with a difficulty, you are up against a 
discovery.” 
 
—  Lord Kelvin (William Thomson) 


































The body of this thesis comprises seven chapters, including four research chapters (Chapters 3–6) which 
are preceded by a chapter of background and a chapter of physical principles of experimental techniques 
and are followed by a concluding chapter which provides a perspective that contextualizes all of this 
submitted work. 
 
The first substantive part of this thesis consists of Chapter 3. This detailed work is concerned with Raman 
spectra of Aerographite, graphite oxide, kish graphite and graphite flakes, investigated with different laser 
excitation energies. The Raman spectra all exhibit the typical graphitic features of the G, D, Dʹ and 2D 
bands. The D and 2D bands show a “blue-shift” with laser excitation energy, EL, while the G bands are 
invariant. The dependence of the intensity ratio ID/IG on λ𝐿𝐿
4 is linear for graphite flakes and kish graphite, 
while it saturates at the longest λL for Aerographite and graphite oxide. An explanation of this unexpected 
behavior is sought within the double resonant Raman scattering model, considering the disorder-induced 
broadening of peaks in the phonon density of states. 
 
The second part of this thesis appears in Chapter 4. This is concerned with the investigation of the 
temperature dependence of synchrotron THz/Far-IR and Raman scattering spectra of Aerographite and 
SWCNT aerogel. Specifically, the THz/Far-IR spectra were acquired in the energy range of 7–1000 cm-1 
from 6–300 K. Raman spectra were measured in the frequency range of 100–4000 cm-1 using a 514 nm 
laser over the temperature range 80–300 K. The positions of the main Raman features (D and G) in both 
Aerographite and SWCNT aerogel display the behavior of “red-shifting” with increasing temperature. 
This is attributed to the C-C bond stretching, which is due to thermal expansion of the lattice and 
anharmonic couplings of phonon modes. The 2D peak of both Aerographite and SWCNT aerogel shows a 
“blue-shifting” effect with increasing temperature. The explanation of this is proposed to be either 
through an increase of the distance between covalently bonded C structures and related charge 
redistribution, or through the double resonant Raman scattering mechanism. In addition, multiple low 
frequency Raman peaks (that is, in the THz region) are also identified and assigned. 
 
The third part of this thesis comprises Chapter 5. This details the temperature dependent electrical 
transport properties of Aerographite and SWCNT aerogel over the temperature range 2–300 K with 
different magnetic field strengths (in the range 0–9 T, in steps of 2 T). The experimental results show that 
the resistance falls as the temperature increases as an exponential function. Such strong temperature 
dependence is characteristic of some form of hopping or tunneling conduction behavior. Two physical 
models, fluctuation-induced tunneling conduction (FITC) and variable range hopping (VRH), are 
employed to explicate the possible electrical conduction mechanisms occurring in Aerographite and 
SWCNT aerogel, respectively. It is found that structural disorder and the charge carrier density of 
electrons, which are modified by their structural symmetries and electronic band structures, both play 





The fourth and final part of this thesis appears in Chapter 6. This details an investigation on designing a 
novel double-network hydrogel network. The basis is of PDOPA–PAM hydrogel which exhibits 
autonomous self-healing properties. This is then infiltrated with SWCNT hydrogel precursor. The result is 
a L-DOPA-PAM-SWCNT hydrogel hybrid network. The double-network hydrogel has improved 
mechanical robustness and electrical properties which exhibit sensitivity to pressure. The piezoresistive 
effect of the resultant L-DOPA-PAM hydrogel was studied under ambient conditions. A physical 
explanation is proposed to describe the observed pressure- and time-sensitive electrical properties of the 
L-DOPA-PAM hydrogel. It is suggested the dominant mechanisms responsible for the remarkable 
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1.1 Outline of Thesis 
 
Chapter 1 introduces background information on carbon aerogels and THz techniques. In the 
Chapters 3 to 5, Raman scattering results of Aerographite and graphitic materials at different 
excitation energies, synchrotron THz/Far-IR and temperature dependent Raman scattering spectral 
studies, and electrical transport properties of Aerographite and SWCNT aerogel are presented, 
respectively. Application work related to the novel polymer and SWCNT hydrogel network, and is 
electrical and mechanical properties, are reported in Chapter 6. 
 
Chapter 2 explains the physical principles of experimental techniques, covering physical 
phenomena of electronic materials in the THz region, phonon modes of sp2 carbon materials, 
quantum tunneling, electron transport and mesoscopic quantum transport. A brief introduction to 
characterization methods is also included: Raman spectroscopy, Synchrotron THz/Far-IR 
spectroscopy, PPMS, PXRD, FESEM, AFM, and DMA. 
 
Chapter 3 reports an investigation of room temperature Raman scattering results and disorder-
induced bands dispersion for Aerographite and graphitic materials at different excitation energies. 
Raman spectra exhibit typical graphitic features with the G, D, Dʹ and 2D bands. D and 2D bands 
show “blue-shift”, while G bands are invariant with laser excitation energy. The dependence of the 
intensity ratio ID/IG varies with λ𝐿𝐿
4 (where λL is the excitation laser wavelength) for graphite flakes 
and kish graphite, while it saturates at greatest λL for Aerographite and graphite oxide. A physical 
model based on the double resonant scattering, which considers the disorder-induced broadening 
of Raman peaks in the phonon density of states, is proposed to explain this behavior. 
 
Chapter 4 presents an investigation of the temperature dependence of synchrotron THz/Far-IR and 
Raman spectra of Aerographite and SWCNT aerogel. New IR absorption bands of Aerographite 
and SWCNT aerogel were observed in the temperature range from 6 K to 300 K. Variable 
temperature Raman results reveal frequency shifts of phonon modes with the change of 
temperature over this range. Raman peak positions of Aerographite and SWCNT aerogel show a 
“red-shift” with increasing temperature. In contrast, the 2D peak of Aerographite and SWCNT 
aerogel show a “blue-shift” with temperature. The results are explained by a model invoking van 
der Waals bonding. 
 
Chapter 5 reports the temperature dependent resistance and electrical transport properties of 
Aerographite and SWCNT aerogel in the temperature range from 2–300 K under different 
magnetic field strengths. The experimental results show that the resistance falls as temperature 
increases according to an exponential function. Strong temperature dependence is characteristic of 
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some form of hopping or tunneling conduction behavior. Two physical models are employed to 
understand the possible electrical conduction mechanisms in Aerographite and SWCNT aerogel.  
 
Chapter 6 focuses on an investigation on designing and producing a novel double-network 
functional hydrogel network, which exhibits self-healing properties, then further infiltrating with 
SWCNT hydrogel precursor to form L-DOPA-PAM-SWCNT hydrogel hybrid network. The final 
product has useful electrical properties. 
             




Aerogels were firstly created in 1931 by S. S. Kistler, an American scientist and chemical 
engineer [1]. There are also referred to as “frozen smoke” or “solid smoke”. They are composed of 
up to 99.8% air with the remainder being a solid polymer network. Aerogels have a large surface-
area-to-volume ratio (500–1,500 m-1), low density (as low as 0.001 g/cm3), low mean free path for 
diffusion, low refractive index (n = 1.02), low thermal conductivity (as low as 0.015 W/mK), low 
dielectric constant and low acoustic velocity (as low as 100 m/s) [2,3]. 
             
1.2.1 Overview of Aerogels 
          
Aerogels are a kind of materials with ultralight and highly porous characters. Usually they can be 
fabricated through making wet gels dry to remove the background liquid, but keep the network. 
Microscopically, aerogels are made of tenuous networks of clustered nanoparticles. Because of the 
unique properties, aerogels can be used in versatile and tailorable 3D architectures to enable the 
advantageous technologies, that is the combination of nano scale, high surface area, and inclusion 
of multiple functionalities. Various aerogels have been confirmed to have excellent performance 
in various applications, such as aerospace engineering, thermal insulation, energy storage and 
conversion, catalysis, and supercapacitor, etc. Fig. 1.1 (b) shows a 2.5 kg brick supported on a 2.0 
g aerogel block with excellent mechanical properties [4]. 
 
Figure 1.1: (a) Aerogel in hand. (b) Aerogel supporting a brick [4]. 
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1.2.2 Physical and Chemical Properties 
 
Due to their microstructure, aerogels have many excellent physical and chemical properties that 
may be used in various applications [2,3,5]. Generally, a two-step preparation method will be 
employed to prepare various aerogels: first a sol-gel process and second a drying step under 
special conditions (e.g. a high temperature environment). In more detail, firstly, a solution is used 
to create the gel, and then the liquid component is removed via critical point drying, which 
removes the liquid slowly to maintain the structural shape. In this step, the liquid component is 
replaced by air. The drying process is controlled by permeability and capillary stress, which are 
controlled by Darcy’s law and Laplace’s law, respectively [2]. 
 
Sol: “Liquid solution” – a colloidal system of liquid character in which the dispersed particles are 
either solids or large molecules with sizes in the colloidal range (1 – 1,000 nm) [6]. 
 
Gel: “Nanostructured material” – a colloidal system of solid character in which the dispersed 
substance forms a continuous, coherent framework that is interpenetrated by a system consisting 
of kinetic units smaller than colloids [6]. Usually a gel contains a small amount of the dispersed 
phase (1 – 3 wt %) and exhibits the properties of rigidity and elasticity. The assembly of several 
units into junction results, in different cases, from the effects of valence bonds, hydrogen bonds, 
dipole forces, van der Waals forces, and surfactants. According to the different media containing 
the dispersed phase, gels may be classified into hydrogels and aerogels (for water and air, 
respectively) [2]. Fig. 1.2 shows the differences between a sol, a gel, and an aerogel [6]. 
\  
Figure 1.2: The differences between sol, gel, and aerogel [6]. 
             
Hydrogels are formed through the cross-linking of hydrophilic polymer chains within an aqueous 
environment. They hold a large amount of water while maintaining their structure [7,8]. This 
gelation can be achieved through a variety of mechanisms, such as physical entanglement of 
polymer chains, electrostatic interactions, and covalent chemical cross-linking [7,8]. The 
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hydrophilicity of the network exists due to the presence of functional groups, e.g. -NH2, -COOH, -
OH, -CONH2, - CONH, and -SO3H [7]. Aerogels are obtained when the liquid within the hydrogel 
is removed above its critical temperature and pressure [2]. In this process, the liquid is transformed 
at its critical temperature into a fluid without liquid-vapor phases being present as the pressure is 
raised [2]. The fluid within the gel can be slowly extracted at temperatures and pressures above the 
critical conditions to obtain an air-filled gel structure [2]. Because there is no distinction between 
the liquid and the vapor, there is no surface tension or capillary pressure developed during drying 
[2]. This enables the gel to be dried with very little shrinkage and the gel matrix to remain nearly 
intact [2]. Aerogels also contain large amounts of homogeneous dispersed air within their structure. 
 
1.3 Carbon Aerogels 
 
Carbon aerogels hold a unique combination of ultralow density, large surface area, high electrical 
conductivity, thermal and chemical robustness, and good mechanical properties [9,10]. The 
discovery of carbon allotropes, such as graphite, graphene, carbon nanotubes and nanodiamond, 
has provided a further opportunity to develop novel aerogels based on carbon allotrope materials. 
The properties relate directly from the assembly of amorphous sp2 carbons into a highly porous, 
low-density aerogel. Carbon aerogels have been shown to have advantages in hydrogen and 
energy storage, supercapacitors and batteries, capacitive desalination, and electro-catalysis [11]. 
          
1.3.1 Aerographite (Graphite Aerogel) 
 
Mecklenburg et al. firstly developed an ultra-light weight graphite aerogel based on a single-step 
chemical vapor deposition (CVD) synthesis method for the fabrication from a freely adjustable 
zinc oxide (ZnO) tubular network [12,13]. Fig.1.3 shows a transmission electron microscope (TEM) 
image of Aerographite, which is a fine mesh with an ultra-low density of 0.18 mg/cm3 [14]. It is 
produced through following steps: 
(1) The ZnO networks are fabricated by using a flame transport synthesis (FTS) approach. A 
mixture of Zn and polyvinyl butyral (PVB) powder is rapidly heated in a muffle-type furnace 
to 900 °C in ambient air. The mixture ignites causing Zn to travel and react with ZnO 
nanostructures along the way inside the flame. The product of the FTS is a white powder of 
ZnO tetrapod material. As a 3D interconnected network, the ZnO powder is compressed into a 
well-defined volume and re-heated for 5 h at 1,150 °C.  
(2) ZnO networks mixed with metal micro particles are fabricated by homogenously mixing 
metal micro particles (Al, Bi, Cu, Fe and Sn) with ZnO tetrapod powder before compressing 
and re-heating. The weight ratio between the ZnO tetrapod powder and the metal micro 
particles is 20:1. The volume and density of the ZnO networks is 1 cm³ and 0.3 g/cm³, 
respectively.  
(3) Aerographite is fabricated by template-based CVD growth. Graphitic carbon is grown at 
760°C on top of the ZnO network while simultaneously removing the ZnO template. Toluene 
is used as the carbon source, and hydrogen gas is used for ZnO reduction. The porous ZnO 
24 
 
network acts as sacrificial template, and thus, the architecture of Aerographite material is 
mainly decided by the structural morphology of the sacrificial ZnO template.  
 
Figure 1.3: TEM image of Aerographite - with its a fine mesh structure [14].         
  
1.3.2 Graphene and Graphene-inspired Aerogel 
 
Graphite oxide is widely used to prepare graphene aerogels because its affordability and ease of 
processing. Several groups have reported different synthesis strategies for graphene aerogels based 
on graphite oxide. Xu et al. reported a hydrothermal method in which an aqueous graphite oxide 
suspension is heated to 180 °C in a pressure vessel for 12 h to simultaneously reduce and gel the 
graphene oxide [15]. Graphene aerogels have also been produced via a freeze-drying method [15]. 
Worsley et al. used a resorcinol and formaldehyde (RF) sol–gel process to form a carbonaceous 
“glue” between the graphene sheets in the aerogel. Thermal treatment at 1050 °C under inert gas 
converted both the RF and the graphite oxide to sp2 carbon [15]. H. Hu et al. introduced 
ethylenediamine (EDA) into the graphite oxide colloidal solution. After the graphite oxide 
dispersion was transformed into graphene hydrogel, the solvent was removed from the graphene 
hydrogel to produce a graphene aerogel [15]. Worsley et al. also developed methods to synthesize 
highly crystalline graphene oxide-based graphene aerogels via high-temperature processing, as is 
common in commercial graphite production [15]. 
 
Gao et al. prepared graphene-inspired aerogels via freeze-drying aqueous solutions of multi-
walled carbon nanotubes (MWCNTs) and giant graphene oxide sheets, followed by the chemical 
reduction of giant graphene oxide sheets into graphene using hydrazine vapor [16]. They also 
developed highly stretchable neat carbon aerogels with a retractable 200% elongation through 
hierarchical synergistic assembly [16]. Worsley et al. produced periodic graphene aerogel micro-
lattices, possessing an architecture acquired via a 3D printing technique [16]. 
 




Bryning et al. firstly reported the creation of SWCNT aerogel from aqueous gel precursors by 
critical point drying and freeze-drying approaches [17]. They used a surfactant to disperse 
SWCNTs, and then washed them in water to remove the surfactant [17]. This resulted in 3D 
SWCNTs with superior mechanical properties. Fig.1.4 shows scanning and transmission electron 
microscope (SEM and TEM) images of SWCNT aerogel with a mass concentration of 7.5 mg/mL 
[17]. The density of SWCNT aerogel is low, 2.3 mg/cm3, measured from the final mass and 
dimensions of the aerogel. 
(1) SWCNT powders were suspended in deionized water using surfactant at a concentration of 1 
mg/mL; the mass ratio of SWCNTs with sodium dodecylbenzene sulfonate (SDBS) surfactant 
was 1:10. The solution was then tip-sonicated for 1 h at 100 W. The SWCNTs dispersion was 
centrifuged at 1,500 rpm for 30 min [17].  
(2) SWCNTs suspensions were concentrated by evaporating and then pouring them into circular 
molds, then the surfactant was removed [17]. Different concentrations of ethanol solutions 
were used to replace the water in the samples.  
(3) SWCNT hydrogel was dried by the critical-point dryer to obtain the SWCNT aerogel.  
 
                                             (a) SEM                                                               (b) TEM 
Figure 1.4: SEM and TEM images of SWCNT aerogel [17]. 
 
SWCNT aerogel prepared by this method could support thousands of times its own weight after 
polyvinyl alcohol (PVA) reinforcement, depending on the processing conditions. Its electrical 
conductivity was as high as 1 S/cm [17]. Kim et al. further investigated the mechanical and 
thermal characteristics of SWCNT aerogel. The specific surface area (SSA) of the SWCNT 
aerogel is 1,291 m2/g at a density of 7.3 mg/mL. The compressive and tensile moduli of SWCNT 
aerogel with a density of 9.9 mg/mL are 0.22 MPa and 0.21 MPa, respectively. The thermal 
properties are also greatly enhanced [18]. Zou et al. prepared ultralight multi-walled carbon 
nanotube (MWCNT) aerogel from a wet gel of dispersed pristine MWCNTs [19]. 
 




Pauzauskie et al. firstly reported high pressure, high temperature (HPHT) synthesis to form a 
nanodiamond aerogel from an amorphous carbon precursor [20]. Phase transition from 
amorphous-to-crystalline is achieved by subjecting the amorphous precursor aerogel of density 
0.04 g/cm3 to a high pressure until it reaches the diamond state in the phase diagram [20]. 
Materials are heated to temperatures around 1,580 K through a laser-heated diamond anvil cell to 
overcome the kinetic barriers [20]. Manandhar et al. also proposed the rapid sol–gel synthesis of 
nanodiamond aerogel at standard temperature and pressure [20]. The surface areas of 
nanodiamond aerogel cross-linked with resorcinol and formaldehyde (RF) was larger than 589 
m2/g [20]. 
 
1.4 Terahertz Techniques 
             
Since the 1970s, developments in electronics and photonics have provided new materials and 
techniques that can access the THz spectrum. THz spectroscopy provides a powerful method to 
study vibrational modes and validate theoretical molecular structures in semiconductors. It allows 
the measurement of the lifetime of carriers and doping concentrations. Its use in plasmas provides 
a better understanding of electron ionization and collision processes on the picosecond (ps) time 
scale. 
             
            1.4.1 Terahertz Radiation in the Electromagnetic Spectrum 
         
Terahertz (THz) radiation is electromagnetic radiation in a frequency interval from 0.1 to 10 THz 
(0.03 mm to 3 mm wavelength, 3 to 300 cm-1), a frequency range lies between the microwave and 
infrared (IR) regions of the electromagnetic spectrum [21-23]. The lack of suitable technologies 
for THz sources and detectors led to the THz band being called the “THz gap” [21-23]. As part of 
the electromagnetic spectrum, radiation at 1 THz radiation has a period of 1 ps, an angular 
frequency of 6.28 × 1012 rad/s, a wavelength of 300 μm, a wavenumber of 33 cm–1, a photon 
energy of 4.1 meV, and an equivalent temperature of 47.6 K [24-26].  
 
Figure 1.5: The THz band in the electromagnetic spectrum [25]. 
 
The “THz gap” arises from the nature of sources and detectors both on the optical (high frequency) 
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side and the electronic (low frequency) side [22]. THz radiation is now available in both 
continuous wave (CW) and pulsed (or time-domain) forms, down to single-cycles or less, with 
peak power up to 10 MW [24]. The unique nature of THz waves has triggered the development of 
THz technology for various applications [24]: 
• THz waves have low photon energies and cannot lead to photoionization in biological tissues. 
THz waves are considered safe for both samples and operator [24]. 
• THz waves have longer wavelengths than visible and IR waves. This means THz waves are less 
affected by Mie scattering [24]. Most dry dielectric materials are transparent to THz waves [24]. 
THz waves are considered very promising for non-destructive evaluation applications.  
• Many molecules exhibit strong absorption and dispersion in the THz region due to dipole-
allowed vibrational transitions, which are specific to the molecule and enable THz spectral 
fingerprints [24]. 
• Coherent THz signals can be detected in the time domain by mapping transient electric fields for 
amplitude and phase, which provides access to THz spectroscopy [24]. 
 
1.4.2 Synchrotron Radiation as a THz Source Based on Relativistic Electrons 
 
A synchrotron is a vacuum electronic radiation source based on electric charges moving freely 
[27]. Whenever relativistic light charged particles are bent in a magnetic field, synchrotron 
radiation is emitted with very bright light across the electromagnetic spectrum from X-rays to IR. 
Synchrotron radiation has several unique properties: a wide spectral coverage (energies ranging 
from IR to hard X-rays), extremely intense and highly collimated, highly polarized, and emitted in 
very short pulses for enabling time-resolved studies [28-30]. This highly collimated and intense 
synchrotron source provides an ideal setup to study thin samples in transmission or reflection in 
the THz region. Fig. 1.6 (a–c) shows an outline of the principle of synchrotron radiation [28-30], 
and (d) is a photo of the THz/Far-IR hutch at the Australian Synchrotron. 
  
Figure 1.6: (a) Electron beam travelling through a magnet emitting synchrotron radiation 
collected at the beam line detector. (b) An electron travelling in an arc “sees” an electrical field 
pulse. (c) Power spectrum given by Fourier transform of electrical field pulse. (d) The THz/Far-IR 
Hutch at the Australian Synchrotron [29]. 
 




THz detection schemes are classified into coherent and incoherent techniques [22]. The main 
difference is coherent detection could measure the amplitude and phase of the electrical field, 
whereas incoherent detection measures intensity [22,31].  
             
           1.4.3.1 Photoconductive (PC) Antenna 
             
A PC antenna can be used not only for THz generation, but also for broadband THz pulse 
detection in the time domain. The THz field induces photocurrent in a PC gap when an optical 
probe pulse injects photo carriers [22]. The induced photocurrent is proportional to the amplitude 
of the THz field. The voltage between the two electrodes of the PC antenna will be proportional to 
the electric field of the THz wave at the time of arrival of the optical probe pulse [22]. 
 
            1.4.3.2 Electro-optic Sampling 
            
Electric-optic (EO) sampling measures the actual electrical field in the time domain based on the 
Pockels effect, which is a linear electro-optic effect [22]. A THz field induces birefringence in a 
nonlinear optical crystal, which is proportional to the field amplitude. This effect can be used for 
the detection of THz waves [22]. 
 
            1.4.3.3 Thermal Detectors 
             
Inherent THz detectors are thermal detectors, such as bolometers, Golay cells, and pyroelectric 
detectors. In these thermal detectors, electromagnetic radiation is absorbed and produces heat. A 
change in temperature produces a change in some physical quantity, which could be measured. 
The most widely used thermal detector is the bolometer, which measures heat by a change in its 
electrical resistance and operates in the cryogenic temperature range [21-23]. A bolometer is 
equipped with an electrical resistance thermometer with heavily doped semiconductor elements 
(e.g. carbon, silicon, and germanium) [32,33]. A liquid helium cooled silicon-based bolometer is 
employed to detect signals in the 300-700 cm−1 region. This detector comes with an IR light 
collecting cone assembly, vacuum-sealed wedged window, field of view baffling, and low noise 
electronics [21]. Fig. 1.7 demonstrates the operation principle of a bolometer [21]. 
29 
 
            
(a)                                                               (b) 
Figure 1.7: The operation principle of a bolometer.  
(a) Schematic diagram of a composite bolometer [21].  
(b) The liquid helium cooled silicon bolometer at the UOW THz Science Laboratory. 
             
1.4.4 Terahertz Spectroscopy 
            
One of the primary research motivations to develop THz science and technology is to extract the 
characteristics of materials (rich physical and chemical phenomena) [34] and their spectral 
properties in the THz regime. THz spectroscopy is a powerful tool to detect amplitude and phase 
information simultaneously from coherent electromagnetic radiation in the THz range [21]. 
Because its broadband capability, unique time-resolved feature, and strong immunity to 
background noise in its observation of THz material interactions, THz spectroscopy is widely used 
on a huge variety of materials to aid our understanding of materials, identify chemical compounds, 
and demonstrate applications for THz sensing and imaging [35]. 
 
Other common vibrational spectroscopic methods are Raman spectroscopy and Fourier-transform 
infrared spectroscopy (FTIR). Raman spectroscopy employs a laser to excite samples and collects 
the Raman scattering (inelastic scattering) light to analyze in the Raman spectrometer [25]. Raman 
scattering effect causes a shift of the excitation frequency that can be associated with vibrational 
modes of samples [25]. FTIR measures indirectly in time domain interferometry in the IR band. In 
a typical FTIR measurement, a broadband source illuminates the sample. The light then passes to a 
far-IR beam splitter and focusing and collimating form optical parts for far-IR. Light returning 
from the sample is mixed with a reference beam in an interferometer (typically a Michelson 
interferometer) [25]. An interferogram is obtained by scanning the length of one optical arm, from 
which a spectrum can be obtained through Fourier transformation (FT) [25,36].  
 
One of the main differences between FTIR and Raman spectroscopy with respect to THz time-
domain spectroscopy (THz-TDS) is both Raman and FTIR spectroscopy measure energy whereas 
THz-TDS measures electric field [25]. On the other hand, FTIR and Raman require the use of 
models and indirect computation, such as the Kramers-Kronig (K-K) transformation, to retrieve 
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the complex dielectric constant [25]. A brief summary of the differences between THz-TDS, FTIR 
and Raman spectroscopy is shown in Table 1.1 [25]. 
 
  Advantages Disadvantages 
FTIR 
High frequency resolution (∼cm-1) 
High sensitivity 
Broadband (up to 100 THz) 
No coherent detection 
Need cryogenic conditions for high sensitivity 
No real-time data rate  
   
Raman 
High frequency resolution (∼cm-1) 
Room temperature operation 
High sensitivity 
High selectivity 
No coherent detection  
   
THZ-TDS 
Room temperature operation 
Coherent detection (amplitude and phase) 
High selectivity 
Real-time data rate 
Low frequency resolution than FTIR (∼10 cm-1) 
Narrow bandwidth than FTIR 
 
           Table 1.1: A brief summary of THz-TDS, FTIR, and Raman spectroscopy, adapted from [25]. 
 
Zhang et al. compared THz-TDS with FTIR from the aspects of radiation source, detector, signal 
to noise ratio (SNR), dynamic range of power, bandwidth, frequency resolution, peak power, 
source stability, data acquisition time, availability, and uniqueness [36]. The SNR values 
suggested that THz-TDS is advantageous at low frequencies under 3 THz (100 cm-1), while FTIR 
works better at frequencies above 5 THz (167 cm-1). Table 1.2 shows a detailed comparison 
between the THz-TDS and FTIR systems [36]. 
          THz-TDS FTIR 
Dynamic Range of Power (< 3THz) >108 ~300 
Bandwidth Far IR Far IR-Visible 
Frequency Resolution ~ 0.1 cm-1 ~ 0.1 cm-1 
Peak Power e-3 W e-7 W 
Source Stability Good Not Good 
NEP < 3 THz ~10-16 W•Hz1/2 ~8×10-16 W•Hz1/2 
Data Acquisition Time minutes minutes 
Uniqueness Coherent pulse Broader spectrum 
Availability Initial stage Mature, easy 
Table 1.2: The detailed comparison between THz-TDS and FTIR systems [36]. 
           
          
           
           
           
           
           
           




Physical Principles of Experimental Techniques 
 
2.1 Terahertz Spectroscopy of Condensed Matter 
 
2.1.1 Physical Phenomena in Electronic Materials in the THz Region 
 
1. Boltzmann Energy 
The Boltzmann energy is defined as 
                                                                      𝐸𝐸 = 𝑘𝑘𝐵𝐵𝑇𝑇                                                                  (2.1) 
where 𝑘𝑘𝐵𝐵 is the Boltzmann constant.     
 Temperature (K) Frequency (THz) Energy (meV) 
One Kelvin 1 0.020836644 0.08617343 
He boils 4.2 0.088 0.36 
10 0.20836644 0.8617343 
One meV 11.60451 0.24179894 1 
20 0.41673288 1.723469 
One THz 47.992373 1 4.135667 
50 1.0418322 4.308672 
Nitrogen boils 77.4 1.61 6.67 
100 2.0836644 8.617343 
Water melts 273.15 5.6915 23.538 
Triple point 273.16 5.6917 23.539 
Room 
temperature 
293.15 6.1083 25.262 
300 6.2509932 25.85203 
Table 2.1: Frequency of a photon of Boltzmann energy at different temperatures [34]. 
The equivalent photon energy is found from f = E/h. 
 
                   
2. Phonon Energies 
Assume a harmonic electric field variation is described using a time dependence of the form exp(-
iωt). The harmonic oscillator dielectric function combined with the free-carrier term is [34]: 
𝜖𝜖(𝜔𝜔) = 𝜖𝜖(∞) +
𝜔𝜔𝑡𝑡2[𝜖𝜖(0) − 𝜖𝜖(∞)]





                                                = 𝜖𝜖1(𝜔𝜔) + 𝑖𝑖𝜖𝜖2(𝜔𝜔) 
                                                = (n+iκ)2                                                                                                      (2.2) 
where 𝜔𝜔𝑡𝑡  is the transverse optical (TO) phonon frequency, 𝑖𝑖  is the damping term, 𝜔𝜔𝑝𝑝  is the 
plasma frequency, and 𝑖𝑖𝑝𝑝 is the plasma damping term [34].  
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According to the real part of the refractive index n and the extinction coefficient κ, we could 
calculate the reflectance R [34]: 
                                                              𝑅𝑅 = (𝑛𝑛−1)
2−𝜅𝜅2
(𝑛𝑛+1)2+𝜅𝜅2
                                                                  (2.3) 




where is m* the effective mass of the charge carrier. The THz reflectivity spectra of undoped polar 
materials yield the TO and longitudinal optical (LO) phonon energies [34]. 
 
3. Electron-Phonon Interactions 
THz spectroscopy provides information on electron-phonon interactions and ultrafast carrier 
dynamics of electrons and phonons in semiconductors and low-dimensional materials [37-41]. 
THz-TDS is employed to determine a function 𝛼𝛼2𝐹𝐹(𝜔𝜔), which characterizes the electron-phonon 
coupling and the phonon density of states (PDOS), the transport-weighted electron-phonon 
coupling constant λtr, the temperature dependence of the electron-phonon mass enhancement, T0, 
and the electronic degrees of freedom related to the plasma frequency 𝜔𝜔𝑝𝑝 [39]. The coupling of a 
zone-center phonon with a bound-state to bound-state transition results in a “Fano resonance”, 
which is a discrete state in resonance with a continuum state [42]. 
             
2.1.2 Absorption and Dispersion 
 
Frequency dispersion behavior could be described by the Lorentzian oscillator model, which is 
based on the classical theory of light-matter interaction and is used to describe frequency 
dependent polarization due to bond charge [22]. The binding force behaves like a mass-spring 
system, given the displacement is small enough [22]. Electrons react to an electromagnetic field by 
vibrating like damped harmonic oscillators. Fig. 2.1 describes the Lorentzian oscillator model [22]. 
 
Figure 2.1: The Lorentzian oscillator model [22]. 
 
The equation of motion could be expressed as: 





+ 𝑚𝑚𝜔𝜔02𝑥𝑥 = 𝑞𝑞𝐸𝐸(𝑡𝑡) = 𝑞𝑞𝐸𝐸0exp(−𝑖𝑖𝜔𝜔𝑡𝑡)                          (2.4) 
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 is the acceleration force; 𝑚𝑚𝑖𝑖 𝑑𝑑𝑥𝑥
𝑑𝑑𝑡𝑡
 is the viscous force; 𝑚𝑚𝜔𝜔02𝑥𝑥 is the Hooke’s force; and 𝑞𝑞𝐸𝐸(𝑡𝑡) 
is the electrical driving force. The solution to the equation of motion (2.4) yields the expression 
for the amplitude of oscillation, depending on photon energy ω:       
                                                      𝑥𝑥(𝑡𝑡) = 𝑥𝑥0exp (−𝑖𝑖𝜔𝜔𝑡𝑡)                                                            (2.5) 
                                                                     𝑥𝑥0 =
𝑞𝑞𝑞𝑞
�𝜔𝜔02−𝜔𝜔2�+𝑖𝑖𝑖𝑖𝜔𝜔
                                                                (2.6)                           
                                                          𝑥𝑥(𝜔𝜔) = 𝑞𝑞/𝑚𝑚
𝜔𝜔02−𝜔𝜔2−𝑖𝑖𝑖𝑖𝜔𝜔
𝐸𝐸0𝑒𝑒𝑥𝑥𝑒𝑒 (−𝑖𝑖𝜔𝜔𝑡𝑡)                                                (2.7) 
             
According to Maxwell’s equations, the dispersion relation is [22] 
                                                                          𝑘𝑘2 = 𝜀𝜀𝜀𝜀𝜔𝜔2                                                                     (2.8) 
            where 𝜀𝜀 is the total permittivity, which is 𝜀𝜀0𝜀𝜀𝑟𝑟, where 𝜀𝜀0 is the absolute permittivity and 𝜀𝜀𝑟𝑟 is the 
relative permittivity (or the dielectric constant); 𝜀𝜀 is the magnetic permeability. 
             
            The complex amplitude of the wave vector: 
                                                        𝑘𝑘(𝜔𝜔) = 𝑘𝑘𝑅𝑅(𝜔𝜔) + 𝑖𝑖𝑘𝑘𝐼𝐼(𝜔𝜔) = �𝜖𝜖𝑟𝑟(𝜔𝜔)
𝜔𝜔
𝑐𝑐
                                            (2.9) 
            The plane wave propagating along the z-axis: 
                                             𝐸𝐸�⃗ (𝑧𝑧, 𝑡𝑡) = 𝐸𝐸�⃗ 0𝑒𝑒𝑥𝑥𝑒𝑒 [𝑖𝑖(𝑘𝑘𝑧𝑧 − 𝜔𝜔𝑡𝑡)] = 𝐸𝐸�⃗ 0𝑒𝑒
−𝛼𝛼2𝑧𝑧𝑒𝑒−𝑖𝑖𝜔𝜔(𝑡𝑡−
𝑛𝑛
𝑐𝑐𝑧𝑧)                                  (2.10) 
            The absorption coefficient α (ω) is the imaginary part of the dielectric constant: 




                                                 (2.11) 
 
2.2 Phonon Modes and Symmetry 
 
2.2.1 Phonons and Phonon Modes 
 
A phonon is a quantized vibration mode, which is an elementary excitation can be treated as a 
quasiparticle in a solid. The phonon modes are subdivided into two categories (according to 
whether their vibrations are perpendicular or parallel to the propagating direction of the wave, as 
specified by the wave vector ?⃗?𝑞) [44]: acoustic (A) or optical (O); transverse (T) or longitudinal (L). 
             
            The energy of the phonon is given by          𝜀𝜀 = ℏ𝜔𝜔                                                                  (2.12) 
The momentum of the phonon is                   𝑒𝑒 = ℎ
λ
                                                                    (2.13) 
                                                                      ?⃗?𝑒 = ℏ?⃗?𝑞                                                                  (2.14) 
where λ is the wavelength, λ = 2𝜋𝜋
𝑞𝑞
, where ?⃗?𝑞 is the wave vector.     
   
The average number of phonons in a mode at thermal equilibrium is  




                                                                (2.15) 
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Average number of phonons depends on the temperature: 𝑇𝑇 = 0 , 𝑛𝑛� = 0;  so 𝑛𝑛�  increases with 
increasing T. Phonons can be created by raising temperatures, and average number of phonons in 
the system is not conserved [43]. A phonon mode is defined by the displacements of atoms inside 
the unit cell. The symmetry of a phonon belongs to the irreducible representation in direct product 
of a vector and the representation generated by a permutation of the equivalent atom positions in 
the unit cell [43]. 
             
2.2.2 Infrared and Raman Activity 
 
When phonons have resonant frequencies in the IR region, the modes that interact directly with 
light are IR active. Phonon modes that are IR active can be derived by group theory and selection 
rules. In general, it is the optical modes rather than the acoustic modes that are IR active. These 
optically active phonons can absorb light at their resonant frequency. Conservation laws require 
that photons and phonons have the same energy and momentum [44]: 
                                                                   𝜔𝜔 = 𝑐𝑐𝑘𝑘                                                                     (2.16) 
                                                                𝑘𝑘�⃗ = ?⃗?𝑞 + 𝑄𝑄�⃗                                                                    (2.17) 
where ω is the phonon angular frequency, 𝑘𝑘�⃗  is the photon wave vector, ?⃗?𝑞 is the phonon wave 
vector, and 𝑄𝑄�⃗  is a reciprocal lattice vector.  
 
Acoustic phonon modes have zero energy at the center of the Brillouin zone, and do not contribute 
to IR absorption. Optical modes have some energy at ?⃗?𝑞=0, decreasing with increasing ?⃗?𝑞 , and 
become flat near the surface of the Brillouin zone. Only the optical modes at or near the center of 
the Brillouin zone could contribute to IR absorption or emission [44]. Selection rules govern 
whether a certain transition is allowed or forbidden, depending on whether the transition matrix 
element is non-vanishing or vanishing respectively. Fig. 2.2 shows the dispersion curves for 
acoustic and optical phonons. Angular frequency ω of acoustic and optical phonons is plotted with 
the wave vector ?⃗?𝑞  in the first Brillouin zone. Resonant absorption take place when phonon 
frequency ω and wave vector ?⃗?𝑞 match. Phonons and photons have the same frequency, and ?⃗?𝑞 is 
satisfied when the dispersion curves intersect [44]. 
 
Figure 2.2: Dispersion curves for the acoustic and optical phonon branches [44]. 
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Electromagnetic waves are transverse and can only apply driving forces to transverse vibrations. 
They can only couple to the TO phonon modes. The LO phonon modes are important to the IR 
properties. Solids have some ionic character to their TO phonons to be optically active because 
phonons and electron-phonon couplings through the driving force provided by the light wave. 
Because there is ionicity generated from the bonding, bonds with an ionic character are polar 
bands. The asymmetric electron cloud between atoms creates a dipole that can interact with 
electric fields. IR activity induces an electric dipole moment due to the change in atomic positions. 
Table 2.2 summarizes the IR activity of phonon modes in polar and non-polar solids. 
Mode Polar Solid Non-polar Solid 
Longitudinal Acoustic (LA) NO NO 
Transverse Acoustic (TA) NO NO 
Longitudinal Optic (LO) NO NO 
Transverse Optic (TO) YES NO 
Table 2.2: IR activity of phonon modes in polar and non-polar solids [44]. 
 
Raman scattering is an inelastic light scattering process under emission or absorption from optical 
phonons [44]. Energy and momentum must be conserved in the scattering process. Because optical 
phonons have less dispersion near ?⃗?𝑞 = 0, inelastic light scattering can only probe the phonon 
modes with ?⃗?𝑞 ≈ 0. Raman scattering gives little information on the dispersion of optical phonons, 
and its main use is to determine the frequencies of the LO and TO modes near the Brillouin zone 
center [44]. Scattered light is examined for the presence of Stokes scattering (phonon emission) at 
frequency (𝜔𝜔 − 𝜔𝜔𝑣𝑣) and of anti-Stokes scattering (phonon absorption) at frequency (𝜔𝜔 + 𝜔𝜔𝑣𝑣).  
 
2.2.3 Selection Rules 
 
Selection rules are used to determine whether an optical phonon is Raman active, IR active or not. 
A vibrational mode is Raman active or not, which depends on whether the electron-phonon matrix 
element between the initial and final states for the Raman perturbation vanishes [45]: 
                                                             �𝛹𝛹𝑓𝑓�|𝐻𝐻𝑅𝑅𝑅𝑅𝑚𝑚𝑅𝑅𝑛𝑛′ |𝛹𝛹𝑖𝑖�                                                           (2.18) 
where 𝛹𝛹𝑓𝑓 is the final state corresponding to the normal mode that we are trying to excite, 𝐻𝐻𝑅𝑅𝑅𝑅𝑚𝑚𝑅𝑅𝑛𝑛′  
is the Raman perturbation energy operator, which has the transformation properties of a symmetric 
second rank tensor, and 𝛹𝛹𝑖𝑖 is the initial state, generally taken as the ground state which has the full 
symmetry of the Schrödinger equation group. A mode will be Raman active if the direct product 
(𝛹𝛹𝑖𝑖 ⊕𝛹𝛹𝑓𝑓), where 𝐻𝐻𝑅𝑅𝑅𝑅𝑚𝑚𝑅𝑅𝑛𝑛′ transforms as a second rank symmetric tensor, contains the irreducible 
representation for the final state 𝛹𝛹𝑓𝑓. 
 
Crystals have long range order and can be categorized into 32 classes according to their point 
group symmetry [44]. Neumann’s principle (or the principle of symmetry), which is any 
macroscopic physical property must have at least the symmetry of the crystal structure, is used to 
interpret the link between physical properties and point group symmetry [44]. The rule of mutual 
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exclusion means that crystals possesses inversion symmetry. In the centrosymmetric crystals, the 
vibrational modes must either have even or odd parity under inversion symmetry. The odd parity 
modes are IR active, while the even parity modes are Raman active [44]. In the non-
centrosymmetric crystals, some vibrational modes are both IR and Raman active, and others can 
be neither IR active nor Raman active [44]. The interaction of light with lattice vibrations 
demonstrates IR active modes cause a change in the local dipole moment while Raman active 
modes cause a change in the local polarizability [45].  
 
2.2.4 Phonon Modes in sp2 Carbon Materials 
 
Carbon-based materials are found in variety of allotropes, e.g. fullerenes (0D), carbon nanotubes 
(1D), graphene (2D), and graphite (3D) [46]. It is because a carbon atom can form several distinct 
types of valence bonds, where the chemical bonds refer to the hybridization of atomic orbitals. 
Each carbon atom has six electrons, which occupy 1s2, 2s2 and 2p2 atomic orbitals. Mixing of 2s 
and 2p atomic orbitals is called hybridization, whereas the mixing of a single 2s electron with n = 
1, 2, 3, 2p electrons is called spn hybridization [46]. Three possible hybridizations occur in carbon: 
sp (two-fold), sp2 (three-fold) and sp3 (four-fold) [46]. 
 
Graphite is a layered material with individual graphene layers, which are the 3-D interlayer AB 
stacking order (the Bernal structure) in the most common form of graphite. Each unit cell of 
graphite has four carbon atoms, so there are twelve zone center lattice modes, and it belongs to the 
𝐷𝐷6ℎ4  group. Phonon modes of graphite at the Γ point can be expressed as [47]: 
                                     𝛤𝛤Graphite = 𝐴𝐴2u(𝐼𝐼𝑅𝑅) + 2𝐵𝐵2g + 𝐸𝐸1u(𝐼𝐼𝑅𝑅) + 2𝐸𝐸2g(𝑅𝑅)                          (2.19) 
where the A2u and E1u representations are the translations of the plane; the B2g mode is an optical 
mode where the carbon atoms move perpendicular to the plane; and E2g is the in-plane optical 
mode. Phonon modes are two double degenerate Raman active E2g modes (1582 and 47 cm-1); two 
IR active A2u and E1u modes (868 and 1588 cm-1); and the other two are "silent" B2g modes 
(neither Raman active nor IR active, one is at 127 cm-1 and another occurs at 870 cm-1) [48]. 
 
         Figure 2.3: The phonon modes in 3D graphite at zone center ?⃗?𝑞=0 [48]. 
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A SWCNT could be viewed as a graphene sheet rolled up into a seamless cylinder with one 
atomic layer in thickness, and microns in length along the cylinder axis. Physical properties of 
carbon nanotubes depend on how the graphene sheet is rolled up [45,46]. The structure of carbon 
nanotube is uniquely determined by the chiral vector 𝐶𝐶ℎ����⃗  which spans the circumference of the 
cylinder when the graphene layer is rolled up into a tube [45]. 
                                                      𝐶𝐶ℎ����⃗ = 𝑛𝑛𝑎𝑎1����⃗ + 𝑚𝑚𝑎𝑎2����⃗ ≡ (𝑛𝑛,𝑚𝑚)                                                   (2.20) 
where the vectors 𝑎𝑎1����⃗  and 𝑎𝑎2����⃗   are lattice vectors of the unit cell of the graphene layer, which 
contains two distinct carbon atom sites, while n and m are arbitrary integer numbers. The carbon 
nanotube can also be characterized by its diameter dt and chiral angle θ, which determine the 
length Ch = |𝐶𝐶ℎ����⃗ | = πdt of the chiral vector and its orientation on the graphene layer [46],  
                                                     𝑑𝑑𝑡𝑡 = 𝑎𝑎√𝑛𝑛2 + 𝑛𝑛𝑚𝑚 + 𝑚𝑚2/𝜋𝜋                                                    (2.21) 
                                                                  tan𝜃𝜃 = √3𝑚𝑚/(2𝑛𝑛 + 𝑚𝑚)                                                      (2.22)      
Because of the six-fold symmetry of the graphene layer, all nonequivalent CNTs can be 
characterized by the (n, m) pairs of integers where 0 ≤ m ≤ n [46]. The notation (n, m) defines the 
atomic coordination for the 1D unit cell of carbon nanotubes [49]. The carbon nanotubes are 
classified as achiral carbon nanotubes (m = 0 or m = n), which are known as armchair carbon 
nanotubes (m = n) (Fig. 2.4 (a)), zig-zag carbon nanotubes (m = 0) (Fig. 2.5 (b)) and chiral carbon 
nanotubes (0 < m < n) (Fig. 2.4 (c)), respectively. 
 
Figure 2.4: Schematic diagram of three types of SWCNTs:  
(a) “armchair”. (b) “zig-zag” and (c) “chiral” [46]. 
 
Number of the Raman active and IR active vibrational modes for carbon nanotubes could be 
predicted by group theory based on the lattice structure and its symmetry [50]. Table 2.3 
summarizes number and symmetries of the Raman active lattice vibrational modes for different 




 Nanotube Structure Point Group Raman Active IR Active 
Armchair armchair (n; n) n: even 𝐷𝐷nh 4𝐴𝐴1g + 4𝐸𝐸1g + 8𝐸𝐸2g 𝐴𝐴2u + 7𝐸𝐸1u 
armchair (n; n) n: odd 𝐷𝐷nd 3𝐴𝐴1g + 6𝐸𝐸1g + 6𝐸𝐸2g 2𝐴𝐴2u + 5𝐸𝐸1u 
Zigzag zigzag (n; 0) n: even 𝐷𝐷nh 3𝐴𝐴1g + 6𝐸𝐸1g + 6𝐸𝐸2g 2𝐴𝐴2u + 5𝐸𝐸1u 
zigzag (n; 0) n: odd 𝐷𝐷nd 3𝐴𝐴1g + 6𝐸𝐸1g + 6𝐸𝐸2g 2𝐴𝐴2u + 5𝐸𝐸1u 
Chiral chiral (n; m)  𝑛𝑛 ≠ 𝑚𝑚 ≠ 0 𝐶𝐶N 4𝐴𝐴 + 5𝐸𝐸1 + 6𝐸𝐸2 4𝐴𝐴 + 5𝐸𝐸1 
         Table 2.3: Raman active and IR active modes of carbon nanotubes [51]. 
 
Phonon modes of SWCNTs can be expressed as [51]: 
                                       𝛤𝛤SWCNTs = 𝐴𝐴2M(𝐼𝐼𝑅𝑅) + 2𝐵𝐵2g + 2𝐸𝐸1M(𝐼𝐼𝑅𝑅) + 2𝐸𝐸2g(𝑅𝑅)                         (2.23) 
 
For armchair SWCNTs (with even n = 2j having 𝐷𝐷nh symmetry), 
𝛤𝛤armchair SWCNTs−2j = 4𝐴𝐴1g + 2𝐴𝐴1u + 4𝐴𝐴2g + 2𝐴𝐴2u + 2𝐵𝐵1g + 4𝐵𝐵1u + 2𝐵𝐵2g + 4𝐵𝐵2u + 4𝐸𝐸1g +
8𝐸𝐸1u + 8𝐸𝐸2g + 4𝐸𝐸2u + ⋯+ 4𝐸𝐸(j−1)g + 8𝐸𝐸(j−1)u                                                                        (2.24)  
 
For zigzag SWCNTs (with even n = 2j having 𝐷𝐷nh symmetry), 
 𝛤𝛤zig−zag SWCNTs−2j = 3𝐴𝐴1g + 3𝐴𝐴1u + 3𝐴𝐴2g + 3𝐴𝐴2u + 3𝐵𝐵1g + 3𝐵𝐵1u + 3𝐵𝐵2g + 3𝐵𝐵2u + 6𝐸𝐸1g +
6𝐸𝐸1u + 6𝐸𝐸2g + 6𝐸𝐸2u + ⋯+ 3𝐸𝐸(j−1)g + 6𝐸𝐸(j−1)u                                                                        (2.25)                                                                                                     
 
For armchair and zigzag SWCNTs (with odd n = 2j+1 having 𝐷𝐷nd symmetry), 
𝛤𝛤armchair and zig−zag SWCNTs−2j+1 = 3𝐴𝐴1g + 3𝐴𝐴1u + 3𝐴𝐴2g + 3𝐴𝐴2u + 6𝐸𝐸1g + 6𝐸𝐸1u + 6𝐸𝐸2g + 6𝐸𝐸2u +
⋯+ 6𝐸𝐸jg + 6𝐸𝐸ju                                                                                                                          (2.26)                                                                                                    
 
For chiral SWCNTs (with even n = 2j having 𝐷𝐷nh symmetry), 
                                  𝛤𝛤chiral SWCNTs−N = 6𝐴𝐴 + 6𝐵𝐵 + 6𝐸𝐸1 + 6𝐸𝐸2 … + 6𝐸𝐸�N2�−1
                          (2.27)     
 
According to Table 2.3, the Raman and IR selection rules for SWCNT imply the numbers of 
Raman and IR active modes do not depend on the carbon nanotube diameter and chirality, though 
the total number of finite frequency phonon modes …(6N-4) is different, depending on the 
chirality and diameter [51]. Selection rules indicate there are only 15 or 16 Raman active modes 
and 6 to 9 IR active modes for SWCNT, despite the large number of vibrational modes [51]. 
 
2.2.5 Phonon Dispersion of sp2 Carbon Materials 
 
Phonon dispersion curves are the frequency versus wave vector plots for lattice vibrations in the 
crystal. Phonon dispersion curves in crystals along the high-symmetry direction of the Brillouin 
zone can be measured by neutron scattering and high-resolution X-ray scattering techniques [43]. 
Fig. 2.5 shows the phonon dispersion curves in graphite and graphene [47,52]. At the zone center 
(Γ point), the in-plane iTO and LO optic modes are degenerate at the Γ point [47,52]. The 
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degenerate zone-center LO and iTO phonon modes belong to the E2g representation and are 
Raman active modes. The phonon comes from the iTO branch is nondegenerate at the K point 
[47,52]. The LO and LA phonon branches meet each other at the K point in the Brillouin zone, 
resulting in a doubly degenerate phonon mode [47,52]. 
 (a) Phonon dispersion in graphite. 
 
 (b) Phonon dispersion in graphene. 
 
                  Figure 2.5: Phonon dispersion in graphite and graphene [47,52]. 
                   
2.2.6 Raman Spectroscopy of sp2 Carbon Materials 
 
Raman spectroscopy is a powerful tool to provide information on crystallite size, chemical 
impurities, optical energy gap, elastic constants, defects and other disorder, edge structure, 
chirality, curvature, metallic or semiconducting behavior [53,54]. Raman spectroscopy measures 
phonon frequencies through the shift in the wavelength of inelastically scattered photons. Raman 




In general, typical Raman features in sp2 carbon materials include the G band around 1580 cm-1, 
which is common to all sp2 carbon materials. The radial breathing mode (RBM) makes the 
diameter and optical transition energy analysis of CNTs possible, and the D and G′ bands are 
significant for providing information on electronic and geometrical structures through the double 
resonance Raman scattering process [53].  
 
1. Tangential Mode - G band.  
Stretching of the C-C bonds in sp2 carbon materials gives rise to the tangential G band Raman 
feature (with A1g, E1g, and E2g symmetry) [53]. The multi-peak Lorentzian features are associated 
with the doubly degenerate (iTO and LO) phonon mode at the Brillouin zone center that is Raman 
active in the range of 1530-1620 cm-1 for sp2 carbon structures. The G band is sensitive to strain 
effects and could be used to probe modification roles in the flat structure in sp2 carbon systems. 
The G band could be used for (1) diameter characterization; (2) to distinguish between metallic 
and semiconducting SWCNTs, through differences in their Raman line shapes; (3) to probe the 
charge transfer arising from doping a SWCNT; and (4) to study selection rules in the Raman 
scattering processes and geometries [54-57]. 
 
2. Disorder Induced Mode - D Band. 
Disorder and defects (such as hetero-atom, vacancies, impurities, etc.) in sp2-hybridized carbon 
systems leads to the appearance of the D peak in the range of 1280-1350 cm-1, which is a 
dispersion effect of the incident laser energy (1.0 eV< 𝐸𝐸𝑙𝑙𝑅𝑅𝑙𝑙𝑒𝑒𝑟𝑟 < 4.5 eV) [53,58-60]. The relative 
intensity of the D band to the G band provides a probe to determine the in-plane crystallite size or 
the disorder amount. Both the D and the G′ bands are related to non-zone center phonons, and the 
dispersive behavior in a double resonance Raman process [53]. The intensity ratio ID/IG for the D 
band and G band is used to characterize the defect quality in sp2 carbon materials. 
 
3. Dispersive Mode - G′ (2D, overtone of D) Band: Double Resonance Process. 
A strong Raman features appears in the range of 2500-2800 cm-1 in sp2 carbon materials. It is the 
G′ (2D) Band, which is a second-order Raman process (overtone of the D band) and exhibits a 
strong frequency dependence (highly dispersive) on the excitation laser energy, EL. An isolated 
SWCNT shows different G′ (2D) features, where the number of peaks and their frequencies 
depend on (n, m) because of both curvature-induced strain and quantum confinement effects 
[52,59].  For SWCNT bundles, the D band shows an overlap of many peaks from different (n, m) 
carbon nanotubes in resonance with EL, and a step or oscillatory behavior superimposed on the 
linear EL dependence of both ω𝐷𝐷 and ω𝐺𝐺′ in graphite [53,55]. 
 
4. Radial Breathing Mode (RBM). 
Radial breathing mode (RBM) (appearing at 120 cm-1 < ωRBM < 350 cm-1 for SWCNTs within 
0.7 nm < dt < 2 nm) results in vibrations of each carbon atom in the radial direction. The RBM 
frequency (𝜔𝜔RBM) is inversely proportional to the CNT diameter [53],      
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                                                    𝜔𝜔RBM =
𝐴𝐴
𝑑𝑑t
+ 𝐵𝐵 = 227
𝑑𝑑t
�1 + 𝐶𝐶e𝑑𝑑t2                                          (2.28) 
Where 𝐶𝐶e represents effects of the environment and has values from 0.05 to 0.07; and A and B are 
parameters determined experimentally.  
 
For SWCNT bundles, dt = 1.5 ± 0.2nm, A = 234 cm−1 nm, and B = 10 cm−1 (where B is an upshift 
in 𝜔𝜔RBM assigned to tube-tube interactions). For isolated SWCNT, A = 248 cm−1 nm and B = 0 
[50]. The RBM is used to determine nanotube diameters and probe electronic structures through 
its intensity (IRBM). Moreover, the (n, m) indices and optical transition energies (Eii) of an 
individual SWCNT will be assigned when considering resonance conditions [53,55]. 
 
2.2.7 Double Resonant Raman Scattering Process 
 
The Double resonance Raman scattering arises from the intervalley or intra-valley scattering who 
one or two phonons and one defect play role in the scattering of the excited electron [61-64]. The 
double resonant Raman scattering consists of four steps [62,63]: (a) an electron-hole pair 
excitation; (b) inelastic scattering of the electron (or the hole) by a phonon; (c) elastic scattering of 
the electron (or hole) by a defect; and (d) recombination of the excited electron and hole. In the 
defect-induced double resonance Raman scattering process, two of three intermediate states in the 
conduction band which are visited by the electron are real electronic state, and sattisfied by 
resonance of an electronic state with either the incident or scatted photons, give raise to a double 
resonant Raman process (electron-photon and electron-phonon scattering) [62,63]. The electronic 
state are visited in the conduction band, which are determined by the energy diffrence between the 
electronic bands by the conservation of momentum and by obeying selection rules [61,64,65].  
              
(a)                                                                             (b) 
         Figure 2.6: The Double resonant Raman scattering process [61].  
(a) Light-induced electron-hole formation and one electron-one phonon scattering process in the 
double resonant Raman process. (b) Double resonance with the incident and scattered light. 
             
Fig. 2.6 shows the schematic diagram of the double resonant Raman scattering process, which is 
near the Fermi level at the K and K′ points in the Brioullin zone. The first step is an electron with 
momentum 𝑘𝑘�⃗  and energy Ei (𝑘𝑘�⃗ ) is excited by an incident photon with excitation energy Ei from the 
valence band state a to a conduction band sate b, which is results in an electron-hole pair creation 
at the 𝑘𝑘�⃗  point matching the energy diffrence between a and b (a→b). A photon will interact with 
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an electron, whose energy will increase up to the high avablible energy level. Because photon 
carries a little momutum, the momentum of an electron remains almost unchanged. In this process, 
the scattering probaility is proportional to the electron DOS, and the resonant condition is that 
                                                                     Ei (𝑘𝑘�⃗ ) = Elaser,                                                         (2.29) 
                                                          E (𝑘𝑘�⃗ + ?⃗?𝑞) = Ei (𝑘𝑘�⃗ )-ℏ𝜔𝜔ph(?⃗?𝑞), 
The second step is an electron inelastic scattering process by emitting a phonon with momentum ?⃗?𝑞 
and energy E(?⃗?𝑞) from state b to an intermediate state c (b→c). The electron-phonon interaction 
will change momentum 𝑘𝑘�⃗ and energy E(𝑘𝑘�⃗ ) to momentum 𝑘𝑘�⃗ + ?⃗?𝑞 and energy E(𝑘𝑘�⃗ + ?⃗?𝑞), respectively. 
The scattering probability is proportional to the PDOS, and the resonant condition is that 
                                                                   Ei (𝑘𝑘�⃗ ) = Elaser,                                                           (2.30) 
                                                          E (𝑘𝑘�⃗ + ?⃗?𝑞)= Ei (𝑘𝑘�⃗ )-ℏ𝜔𝜔ph(?⃗?𝑞), 
In the elastic scattering process from sate c to virtrual state d (c→d), an electron will be mediated 
and modified by a lattice defect. Due to the size of a lattice defect is larger than that of an electron, 
the change of enery can be negliable while the change of mometum will play the main role. The 
subsequent recombination by an electron-hole will be taken place if the momutum of state d is 
equal and opposite wave vector ?⃗?𝑞  to the momutum of the hole. The scattering probablity is 
proportional to the defects DOS, and the resonant condition is that 
                                                                  Ei (𝑘𝑘�⃗ )= Elaser,                                                             (2.31) 
                                                              E (𝑘𝑘�⃗ + ?⃗?𝑞)= Ei (𝑘𝑘�⃗ ), 
In the process of virtural state d to a (d→a), an electron is scatted back to the same initial sate in 
the conduction band with momentum 𝑘𝑘�⃗  and energy Eis ( 𝑘𝑘�⃗ ) to satisfy the conservation of 
monmutum and selection rules. A photon is emitted by an electron and recombine with the photo-
induced hole. The total scattering probility is proportional to the probability of electron DOS and 
phonon DOS due to the defect DOS is smaller. The resonant condition is that 
                                                                 Ei (𝑘𝑘�⃗ )= Elaser,                                                              (2.32) 
                                                             E (𝑘𝑘�⃗ + ?⃗?𝑞)= Ei (𝑘𝑘�⃗ ). 
                                                      Eis (𝑘𝑘�⃗ ) = E (𝑘𝑘�⃗ + ?⃗?𝑞)- ℏ𝜔𝜔ph(?⃗?𝑞). 
 
2.3 Quantum Transport in Mesoscopic Systems 
 
2.3.1 Temperature Dependence of the Electrical Conductivity 
 
In the view of phonons, the electrical conductivity is primarily controlled by electrons scattering 





2 and momentum of 𝑚𝑚𝑒𝑒𝑉𝑉𝐹𝐹. The electrical 
conductivity σ is proportional to the mean collision time, τ, of the electrons, 𝜎𝜎 ∝ 𝜏𝜏. If we take on 
average N collisions to randomize the electron’s momentum, and τ is the mean time between the 




For the electrical conductivity at low temperature, defect and boundary scattering play the 
dominate role, and σ is independent of temperature. At high temperatures above the Debye 
temperature (𝑇𝑇 > 𝑇𝑇𝐷𝐷), phonon concentration 𝑛𝑛𝑝𝑝ℎ𝑜𝑜𝑛𝑛𝑜𝑜𝑛𝑛increase with T [48,66]: 




                                                      (2.33) 
At a higher temperature but still below the Debye temperature (𝑇𝑇 < 𝑇𝑇𝐷𝐷), phonon concentration 
𝑛𝑛phonon  follows 𝑛𝑛phonon ∝ 𝑇𝑇5 , and the mean phonon energy 𝐸𝐸�phonon ∝ 𝑇𝑇 . Average phonon 
momentum ℏK is proportional to temperature. N times collisions will take place with momentum 
of electrons changing by 2𝑚𝑚𝑒𝑒𝑉𝑉𝐹𝐹 from -𝑚𝑚𝑒𝑒𝑉𝑉𝐹𝐹 to 𝑚𝑚𝑒𝑒𝑉𝑉𝐹𝐹, the electrical conductivity is [48,66] 




                                                     (2.34) 





                                                         (2.35) 
 
2.3.2 Quantum Tunneling 
            
2.3.2.1 Barrier Transmission and Tunneling 
 
Quantum tunneling is the penetration of a particle through a potential energy barrier by virtue of 
the particle’s wave-like behavior. Considering that an electron moves with a mass m and 
energy 𝐸𝐸 = ℏ
2𝑘𝑘2
2𝑚𝑚
, if it encounters a potential barrier:    
  𝑉𝑉(𝑥𝑥) = �0,   𝑥𝑥 < 0, 𝑥𝑥 > 𝑎𝑎 𝑉𝑉0,     0 ≤ 𝑥𝑥 ≤ 𝑎𝑎 
                                                  (2.36) 
And if the energy of the electron is less than the potential barrier (𝑉𝑉0 > 𝐸𝐸), the electron will tunnel 
through the barrier to appear on the other side. The probability of tunneling depends on the height 
and width of the potential barrier. The wave function could be expressed as          
                                                            𝛹𝛹(𝑥𝑥, 𝑡𝑡) = 𝛹𝛹(𝑥𝑥)𝑒𝑒−
𝑖𝑖𝐸𝐸𝑡𝑡
ℏ                                                        (2.37) 
This wave function is the solution of the Schrödinger equation [67]: 
                                                         − ℏ
2
2𝑚𝑚
𝛹𝛹′′ + 𝑉𝑉(𝑥𝑥)𝛹𝛹 = 𝐸𝐸𝛹𝛹                                                   (2.38) 
                                                      �𝛹𝛹
′′ + 𝑘𝑘2𝛹𝛹 = 0, 𝑥𝑥 < 0, 𝑥𝑥 > 𝑎𝑎
𝛹𝛹′′ − 𝛽𝛽2𝛹𝛹 = 0,    0 ≤ 𝑥𝑥 ≤ 𝑎𝑎                                               (2.39) 
In combination with the boundary condition, the solution of the equation (2.38) is 
                                                      𝛹𝛹 (x)= �𝐴𝐴𝑒𝑒
𝑖𝑖𝑘𝑘𝑥𝑥 + 𝑅𝑅𝑒𝑒−𝑖𝑖𝑘𝑘𝑥𝑥, 𝑥𝑥 < 0
𝐷𝐷𝑒𝑒𝑖𝑖𝑘𝑘𝑥𝑥, 𝑥𝑥 > 𝑎𝑎
                                             (2.40) 
                                                   𝛹𝛹(𝑥𝑥) = 𝐵𝐵𝑒𝑒𝛽𝛽𝑥𝑥 + 𝐶𝐶𝑒𝑒−𝛽𝛽𝑥𝑥, 0 < 𝑥𝑥 < 𝑎𝑎                                          (2.41) 
where the A item is the incident wave, the R is the reflected wave, and the D item is the 






The transmission coefficient T (the probability of tunneling) and the reflection coefficient R (the 
probability of reflection) are defined as [67] 
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                                             (2.42) 







                                              (2.43) 








= 1                                                           (2.44) 
where 𝑖𝑖 = 𝛽𝛽+𝑖𝑖𝑘𝑘
𝛽𝛽−𝑖𝑖𝑘𝑘




, |𝑖𝑖| = 1. In practice, 𝑒𝑒2𝛽𝛽𝑅𝑅 ≫ 1, (2.42) could be simplified to 








ℏ                         (2.45) 





= 𝑖𝑖𝛼𝛼                                           (2.46) 
                                                       𝑖𝑖 = 𝛼𝛼+𝑘𝑘
𝛼𝛼−𝑘𝑘
, 𝑖𝑖∗ = 𝛼𝛼−𝑘𝑘
𝛼𝛼+𝑘𝑘
, 𝑖𝑖𝑖𝑖∗ = 1                                               (2.47) 
                                                            (𝑖𝑖 − 𝑖𝑖∗)2 = ( 4𝛼𝛼𝑘𝑘
𝛼𝛼2−𝑘𝑘2
)2                                                     (2.48) 
When an electron encounters a potential energy barrier of height 𝑉𝑉0 greater than its energy E, the 
electron will tunnel through the barrier with a certain probability, which depends on the energy 
and width of the barrier. For a wide potential barrier, the probability of tunneling is proportional to 
exp(-2αa). This means that the wider or higher the potential barrier, the smaller the probability of 
the electron tunneling will be [66,67]. 
 
2.3.3 Hopping Conduction 
 
Anderson reported that all electron states will be localized in the system if disorder is strong 
enough, and the wave function envelop will exponentially decay with increasing distance [68], 
                                                                                          |𝜓𝜓(𝑟𝑟)| ∝ exp(−|𝑟𝑟 − 𝑟𝑟0|/𝜉𝜉)                                                         (2.49) 
where 𝑟𝑟0  is the central position of local states; and 𝜉𝜉  is the localization length. In a strongly 
disordered system, active electron states are all localized states. At 𝑇𝑇 = 0, electrons are non-
mobile and cannot contribute to current transport beyond the localized length. At 𝑇𝑇 ≠ 0, electrons 
will “hop” from one localized state to another to generate hopping conduction based on two 
mechanisms of thermal activation (up in energy) and tunneling (across in space) [69,70]. 
 
2.3.3.1 Hopping Probabilities 
 
We consider two electrons located at 𝑅𝑅�⃗ 𝑖𝑖 and 𝑅𝑅�⃗𝑗𝑗 with energy of ε𝑖𝑖 and ε𝑗𝑗, respectively. If 𝜀𝜀𝑖𝑖 > 𝜀𝜀𝑗𝑗, 
the energy difference between the two localized states is 𝜀𝜀𝑖𝑖𝑗𝑗 = 𝜀𝜀𝑗𝑗 − 𝜀𝜀𝑖𝑖, and the distance between 
the two localized states 𝑟𝑟𝑖𝑖𝑗𝑗 = � 𝑅𝑅�⃗𝑗𝑗 − 𝑅𝑅�⃗ 𝑖𝑖�.  
 
Hopping is a quantum process in which the electron travels from one local state to another with 
phonon assistance. According to the energy conservation law, the probability of hopping is 
proportional to the number of phonons at energy 𝜀𝜀𝑖𝑖𝑗𝑗; and to the probability of tunneling between 
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these two states. If we assume that all localized states have the same localization length 𝜉𝜉, the 
probability of hopping between the i and j states is: 
                                                𝑖𝑖𝑖𝑖𝑗𝑗 = 𝑖𝑖0 exp �−
2𝑟𝑟𝑖𝑖𝑖𝑖
𝜉𝜉
� 𝑛𝑛(𝜀𝜀𝑖𝑖𝑗𝑗), 𝜀𝜀𝑖𝑖𝑗𝑗 > 0                                        (2.50) 





                                                           (2.51) 
where 𝑖𝑖0 is related to 𝜀𝜀𝑖𝑖𝑗𝑗 and 𝑟𝑟𝑖𝑖𝑗𝑗, and 𝑛𝑛(𝜀𝜀𝑖𝑖𝑗𝑗) is the distribution of phonons, the Planck distribution.  
 
If 𝑘𝑘𝐵𝐵𝑇𝑇 ≪ 𝜀𝜀𝑖𝑖𝑗𝑗 , this will be simplified to the Boltzmann distribution: exp (-
𝜀𝜀𝑖𝑖𝑖𝑖
𝑘𝑘𝐵𝐵𝑇𝑇
). The hopping 
process will take place only if there are electrons located in the i state and the j state is empty. The 
number of electrons hopping from i to j per unit time is 






)𝑓𝑓𝑖𝑖(1 − 𝑓𝑓𝑗𝑗)                                      (2.52) 





                                                                    (2.53) 
where  𝑓𝑓𝑖𝑖 is the Fermi-Dirac distribution function and μ is the mobility of electrons. 
 
2.3.3.2 Variable Range Hopping Conduction 
 
Mott reported that, in the low temperature range, hopping conduction mainly takes place in the 
local states around the Fermi energy 𝜀𝜀𝐹𝐹  [71,72]. According to (2.65), the number of electrons 
hopping from i to j per unit time will be determined by the distance in space between the i and j 
states, 𝑟𝑟𝑖𝑖𝑗𝑗 = 𝑟𝑟 , and the energy difference 𝜀𝜀𝑖𝑖𝑗𝑗 = ∆𝜀𝜀  in the low temperature range. When the 
phonons cannot provide enough energy as the temperature decreases, the probability of hopping in 
the states that have a longer distance between the electrons and smaller energy difference between 
them ∆𝜀𝜀, will be larger than for the others. The average energy differences can be estimated by 
                                                                     ∆𝜀𝜀~ 1
𝑔𝑔(𝜀𝜀)𝑟𝑟𝑑𝑑
                                                              (2.54) 
where g (ε) is the DOS, and d is the system dimensionality. 
 
According to (2.56) and (2.58), the characteristic parameters in the hopping process will vary with 
the temperature. The phonon factor with increased the thermal activation exp(− ∆𝜀𝜀
𝑘𝑘𝐵𝐵𝑇𝑇
) will provide 
larger contribution than with a decreased overlap factor of the wave function, exp(−2r
ξ
). This 
means that electrons will select the final states that hold similar energies over a large range to 
increase the probability of hopping. The most probable hopping range 𝑟𝑟0 could be found from 






� = 0                                                 (2.55) 
where 𝑔𝑔(ε𝐹𝐹) is the DOS at ε𝐹𝐹, and d is the system dimensionality. 
 
The approximate solution of (2.55) is 





𝑑𝑑+1                                                     (2.56) 
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This process is the variable range hopping (VRH) because hopping range varies with temperatures. 
The electrical resistivity for hopping is determined by the overlap factor of the electron wave 
function at 𝑟𝑟0. Assuming the hopping conductivity corresponds to the most probable hopping,  




𝑑𝑑+1                                                          (2.57) 
                                                             𝑘𝑘𝐵𝐵𝑇𝑇0~
1
𝑔𝑔(𝜀𝜀)𝜉𝜉𝑑𝑑
,𝑇𝑇 ≪ 𝑇𝑇0                                                    (2.58) 
where C is a constant for a 1D system.  
 









4                                                       (2.59) 
                                                                 𝑇𝑇0 =
𝛽𝛽
𝑘𝑘𝐵𝐵𝑔𝑔(𝜀𝜀𝐹𝐹)𝜉𝜉3
                                                            (2.60) 
According to the percolation theory [73], the hopping process is mapped onto a random-resistor 
network. Values of resistors are changed randomly, and it considers electrical percolation 
thresholds and percolation possibilities in strongly disordered systems with local states are then 
considered. This will be used in Chapter 5 and we describe it in more detail here. In the random-
resistor network, the hopping resistance between two local states 𝑅𝑅𝑖𝑖𝑗𝑗 is related to the distance and 
energy differences between the local states by exponential relationships. Total resistance will be 
determined by smallest resistance branches in this percolation network. This process can be 
repeated until the resistance percolation threshold, Rc, is reached since only the resistance paths 
below Rc are considered in the random-resistor network: 






≤ 𝜂𝜂                                                              (2.61)  
                                                       𝑟𝑟𝑚𝑚𝑅𝑅𝑥𝑥 =
1
2
𝜉𝜉𝜂𝜂, 𝜀𝜀𝑚𝑚𝑅𝑅𝑥𝑥 = 𝑘𝑘𝐵𝐵𝑇𝑇                                                    (2.62) 
Hopping will take place in the local states from 𝜀𝜀𝐹𝐹 − 𝜀𝜀𝑚𝑚𝑅𝑅𝑥𝑥 to 𝜀𝜀𝐹𝐹 + 𝜀𝜀𝑚𝑚𝑅𝑅𝑥𝑥, and the number of local 
states around 𝑟𝑟𝑚𝑚𝑅𝑅𝑥𝑥 is [74] 
                                     𝑛𝑛(𝜂𝜂) = 2𝑔𝑔(𝜀𝜀𝐹𝐹)𝜀𝜀𝑚𝑚𝑅𝑅𝑥𝑥𝑟𝑟𝑚𝑚𝑅𝑅𝑥𝑥𝑑𝑑 =
1
2𝑑𝑑−1
𝑔𝑔(𝜀𝜀𝐹𝐹)𝑘𝑘𝐵𝐵𝑇𝑇𝜉𝜉𝑑𝑑𝜂𝜂𝑑𝑑+1.                             (2.63) 
The hopping electrical resistivity is [74]    
 𝜌𝜌 = 𝜌𝜌0𝑒𝑒𝜂𝜂𝑐𝑐,                                                               (2.64) 





𝑑𝑑+1, 𝛽𝛽 = 4𝑛𝑛𝑐𝑐. 
 










The hopping process is related to two processes: the thermal activation, which change the energies 
of local electron states, and the quantum tunneling, which changes the mobility. At low 
temperature (𝑇𝑇 < 𝑇𝑇0), the number of thermally accessible states becomes smaller, and it forces the 
tunneling distances to become larger. Since the tunneling distance could be continuously increased 
as temperature decreases, this conduction is “variable range hopping”. In the high temperature 
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range (𝑇𝑇 > 𝑇𝑇0), variable range hopping undergoes a transition to fixed range hopping, and the 
electrical resistivity is mainly determined by the thermal activation of phonons (with the limiting 
factor the tunneling distance) [74], 
                                                                     𝜌𝜌 ∝ 𝑒𝑒
−∆𝜀𝜀𝜉𝜉
𝑘𝑘𝐵𝐵𝑘𝑘                                                                (2.65) 
The energy difference between two close local states ∆𝜀𝜀𝜉𝜉 is [74] 
                                                                   ∆𝜀𝜀𝜉𝜉~
1
𝑔𝑔(𝜀𝜀)𝑟𝑟𝑑𝑑
                                                               (2.66) 
When the Fermi energy ε𝐹𝐹 is close to the mobility edge, 𝜀𝜀𝑐𝑐, (𝜀𝜀𝑐𝑐 − 𝜀𝜀𝐹𝐹) < ∆𝜀𝜀𝜉𝜉,  
                                                                   𝜌𝜌 ∝ 𝑒𝑒−
(𝜀𝜀𝑐𝑐−𝜀𝜀𝐹𝐹)
𝑘𝑘𝐵𝐵𝑘𝑘                                                             (2.67) 
At T=0, the quantum tunneling will play the main role in the mobility between local states. If the 
sample size L ≫ 𝜉𝜉, the electrical resistance is [74] 
                                                                        𝑅𝑅 ∝ 𝑒𝑒
𝐿𝐿
𝜉𝜉                                                                 (2.68) 
 
2.3.4 Landauer-Büttiker Formula 
 
The Landauer-Büttiker (L-B) formula describes the electrical conductance in mesoscopic systems 
based on transport properties that are results of carrier interaction with the sample edges, and the 
electrical conductivity is expressed by transmittance T and reflectivity R [75-77]. It is used in 
Chapter 5 to get the relationship between voltage and current through the SWCNT aerogel. 
 
The mesoscopic system has a size of 𝐿𝐿 ≤ 𝐿𝐿𝜑𝜑 between the microscopic and the macroscopic sizes 
[78]. The main characteristic of a mesoscopic system is the preservation of wave characteristics, 
e.g. interference and phase memory. There are two important length scales in the transport 
properties of mesoscopic systems: 1) the dephasing time, 𝜏𝜏𝜑𝜑, which is determined by electron-
dopant scattering; and 2) the dephasing length, 𝐿𝐿𝜑𝜑 , which is determined by electron-phonon 
scattering (0.1− 1 μm). The relationship between the dephasing lengths 𝐿𝐿𝜑𝜑 and dephasing time 𝜏𝜏𝜑𝜑 
is [74] 
                                                                𝐿𝐿𝜑𝜑 = (𝐷𝐷𝜏𝜏𝜑𝜑)
1
2                                                               (2.69) 
For the 3D system, diffusion coefficient is 𝐷𝐷 = 𝑣𝑣𝐹𝐹𝑙𝑙
3
, where l is the elastic scattering mean free path.  
 
The L-B formula describes the electrical conductance in mesoscopic systems based on transport 
properties resulting in the interaction of carriers with the sample edges, and the electrical 
conductivity is expressed by the transmittance T and the reflectivity R [75-77]. 
 
In a coherent system with a size smaller than 𝐿𝐿𝜑𝜑, two terminals are connected two ideals lead on 
two sides to electron reservoirs with chemical potentials 𝜀𝜀1 and 𝜀𝜀2, and the relationship between 
voltage and chemical potential is 𝑉𝑉 = 𝜇𝜇
−𝑒𝑒
. If the width of the conductive area is w, the electron 
energy is [74] 
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)2                                                         (2.70) 
The wave function in the direction of x is 
                                                            𝛹𝛹𝑛𝑛(𝑥𝑥) = 𝐴𝐴𝑒𝑒𝑖𝑖𝑘𝑘𝑥𝑥 + 𝐵𝐵𝑒𝑒−𝑖𝑖𝑘𝑘𝑥𝑥                                               (2.71) 
Total energy of electrons is     








𝑘𝑘2                                                  (2.72) 
When the Fermi energy of the electrons is larger than 𝐸𝐸𝑛𝑛, there are n sub-energy levels, namely, n 
channels. 
 
When there is a small difference between chemical potentials 𝜀𝜀1 and 𝜀𝜀2 , ∆𝜀𝜀 = 𝜀𝜀1 − 𝜀𝜀2 ≪ 𝜀𝜀1 , 
current will be generated by electrons in motion from 𝜀𝜀1 to 𝜀𝜀2 [74]: 






𝑇𝑇 = − 𝑒𝑒
ℎ
[(1 − 𝑅𝑅)𝜀𝜀1 − 𝑇𝑇𝜀𝜀2] =
𝑒𝑒2
ℎ








quantization is seen to arise directly from the finite width of the conduction channel, which acts as 
an electronic waveguide [70]. 
 
For multi-channel conductance, the L-B formula is [78-80] 
                                                       𝐼𝐼𝑖𝑖 =
2𝑒𝑒
ℎ
[(1 − 𝑅𝑅𝑖𝑖𝑖𝑖)𝜀𝜀𝑖𝑖 − ∑ 𝑇𝑇𝑗𝑗𝑖𝑖𝜀𝜀𝑗𝑗𝑗𝑗≠𝑖𝑖 ]                                        (2.74)      
where 𝐼𝐼𝑖𝑖  is the outgoing current in the ith channel; 𝑅𝑅𝑖𝑖𝑖𝑖 = ∑ 𝑅𝑅𝑖𝑖𝑖𝑖,𝑚𝑚𝑛𝑛𝑛𝑛,𝑚𝑚  is the probability of an 
incoming electron in the ith channel; 𝑇𝑇𝑗𝑗𝑖𝑖 = ∑ 𝑇𝑇𝑖𝑖𝑗𝑗,𝑚𝑚𝑛𝑛𝑛𝑛,𝑚𝑚  is the probability of an incoming electron 
from the ith channel being transmitted into the jth channel. If 𝜀𝜀0 = 𝜀𝜀𝐹𝐹 , 𝜀𝜀𝑖𝑖 = 𝑒𝑒𝑉𝑉𝑖𝑖 , the Landauer-
Büttiker formula is expressed in terms of the voltage 𝑉𝑉𝑖𝑖: 
                                                     𝐼𝐼𝑖𝑖 =
2𝑒𝑒2
ℎ
[(𝑁𝑁𝑖𝑖 − 𝑅𝑅𝑖𝑖𝑖𝑖)𝑉𝑉𝑖𝑖 − ∑ 𝑇𝑇𝑖𝑖𝑗𝑗𝑉𝑉𝑗𝑗𝑖𝑖≠𝑗𝑗 ]                                       (2.75) 
             
2.4 Experimental Methods 
             
2.4.1 Fourier Transform Infrared Spectroscopy 
 
IR spectroscopy measures the absorption of IR light by vibrations and can provide a “chemical 
fingerprint” with absorption peaks which correspond to the frequencies of vibrations involving the 
bonds of atoms in materials [81]. Fourier Transform Infrared (FTIR) spectroscopy is based on 
interference of radiation between two beams to yield an interferogram. Basic components of an 
FTIR spectrometer are the source, interferometer, detector, amplifier, and analog-to-digital 
convertor [82]. The most common interferometer used in an FTIR spectrometer is a Michelson 
interferometer, which consists of two perpendicular plane mirrors, one of which can travel in a 




 Figure 2.7: Schematic illustration of a FTIR Spectrometer [82]. 
 
In general, the FTIR spectrometer uses a Globar source and a pyroelectric detector incorporating 
deuterium triglycine sulfate (DTGS) in a temperature-resistant alkali halide window for the mid-
IR region (400-4000 cm-1). Mercury cadmium telluride (MCT), which is operating at liquid 
nitrogen temperatures, is used for especially the sensitive detection in mid-IR range. In the far-IR 
range (below 400 cm-1), a high-pressure mercury lamp can be used as the light source, and Ge or 
InSb detectors, operating at liquid helium temperature, are employed [82]. 
The essential equations for FTIR spectroscopy are [82] 
                                                𝐼𝐼(𝛿𝛿) = ∫ 𝐵𝐵(?̅?𝜈)cos(2𝜋𝜋?̅?𝜈𝛿𝛿)+∞0 𝑑𝑑?̅?𝜈                                               (2.76) 
                                                           𝐵𝐵(?̅?𝜈) = ∫ 𝐼𝐼(𝛿𝛿)cos(2𝜋𝜋?̅?𝜈𝛿𝛿)𝑑𝑑𝛿𝛿+∞−∞                                                  (2.77) 
where 𝐼𝐼(𝛿𝛿) is the intensity received at the detector; 𝐵𝐵(?̅?𝜈) is the spectral irradiance (in W m-1). 
Equation (2.76) shows the variation in power intensity as a function of the difference in path 
length, 𝛿𝛿, which is an interference pattern; and equation (2.81) shows the variation in intensity as a 
function of wavenumber [82].  
 
The most important type of experiment to obtain an FTIR spectrum is producing an interferogram 
with and without a sample in the beam and transforming the interferogram into spectra of (a) the 
signal pass with a sample and (b) the signal pass without a sample. The ratio of (a) to (b) is the 
transmittance of the sample in the IR range. The resolution of a FTIR is determined by the 
maximum path difference between two arms. 
            
2.4.2 THz/Far-IR Beamline in the Australian Synchrotron 
 
THz/Far-IR beamline at the Australian Synchrotron covers the spectral range from THz to mid-IR 
regions. The Australian Synchrotron is an advanced third-generation accelerator with a 3 GeV 
storage ring with a horizontal emittance of 10.4 nm rad-1 [83]. A combination of radially polarized 
edge radiation and linearly polarized light is coupled to a Brüker IFS125HR FTIR spectrometer 




Figure 2.8: The Brüker IFS125HR FTIR spectrometer at 
the THz/Far-IR Beamline, Australian Synchrotron. 
 
The optical layout of the Brüker IFS125HR FTIR spectrometer is shown in Fig. 2.9. There are 
four different components in this spectrometer: the source, the interferometer, the sample chamber, 
and the detector. Experiments conducted at the Australian Synchrotron consist of phase transitions 
from 6 to 300 K. A spectral range of 25 to 700 cm-1 is achieved using 6 μm and 75 μm beam 
splitters. A helium cooled silicon-based thermo-electronic bolometer detector is employed to 
detect the THz/Far-IR signals. The NEP (noise equivalent power, W/Hz1/2) of the detector is ∼1.2 
x 10-13 [33]. Low temperature experiments are conducted in a He closed-loop cryostat with a 
variable temperature insert (Cryo Industries of America, Inc., Manchester, NH, USA), equipped 
with diamond windows from 5 to 300 μm. Fig. 2.10 shows a schematic illustration of this closed-
loop cryostat [84]. Sample chamber is filled with helium gas as a working medium for heat 
exchange. High precision target temperatures as low as 6 K are achieved by stepping by 10 K 
from 300 K. 
 




 Figure 2.10: Schematic illustration of the closed-loop cryostat  
with a variable temperature insert [84]. 
 
2.4.3 Raman Spectroscopy 
 
Raman scattering effect is inelastic scattering of excitation light by molecules. Interaction of a 
molecule with photons causes vibrations of its chemical bonds, leading to specific energy shifts in 
the scattered light can be identified in its Raman feature. Changes in molecular polarizability are 
required during the vibration for the Raman scattering effect to occur. Raman spectroscopy 
measures the wavelength shift of light due to vibrations. It provides information on peak intensity 
to quantity of a specific compound, peak shift to identify stress and strain states, peak width to 
reflect the degree of crystallinity, and polarization state (crystal symmetry and orientation). 
Typically, the components of a Raman spectrometer system are [85]: 
• single and multi-wavelengths laser; 
• lenses to focus the light onto samples and to collect the scattered light; 
• filters to purify the reflected and scattered light so that only the Raman light is collected; 
• diffraction gratings or prisms; 
• sensitive detector. 
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The inViaTM confocal Raman microscope (Renishaw plc, Gloucestershire, UK) is a Raman 
spectrometer coupled to a microscope (Fig. 2.11), which focuses a laser source onto specific areas, 
and then collects the light scattered off the sample surface and directs it through a Raman 
spectrometer. The capabilities of the Renishaw inViaTM Raman microscope are: 
• Standard modes: 514 nm Argon ion laser and 532 nm diode laser with 1,800 l/mm gratings. 
• Standard mode laser spot size is 1.5 microns at 50× magnification.  
• 325 nm, 442 nm, 633 nm, 785 nm, and 830 nm wavelength options. 
 
      Figure 2.11: The Renishaw inViaTM Raman microscope at  
        The Mark Wainwright Analytical Centre, UNSW. 
 
2.4.4 Physical Properties Measurement System 
 
The Physical Properties Measurement System (PPMS) DynaCoolTM is a multi-functional, and 
variable temperature control system that is optimized to perform a variety of physical properties 
measurements (Fig. 2.12). The DynaCoolTM PPMS is equipped with a 4He-based temperature 
control system and gas flow technology [86]. 
 
Main Features [86]: 
• Magnetic Field Range: 9 T and 14 T magnets available (-90,000 to 90,000 Oe for 9 T magnet; -
140,000 to 140,000 Oe for 14 T magnet); 
• Temperature range: No use of cryogenic liquids. 1.8 to 400 K (No overshoot, fast and sweep 
modes); 
• Pressure: High vacuum (<10-4 torr); 
• 25 mm diameter sample space; 
• Electrical Transport Option (ETO): Resistance, Hall Effect, I-V Curves, Electrical Resistivity, 
Magnetoresistance, Critical Current, Differential Resistance 𝑑𝑑𝑉𝑉
𝑑𝑑𝐼𝐼
 vs. Ibias and 
𝑑𝑑𝐼𝐼
𝑑𝑑𝑉𝑉
 vs. Vbias; 





Figure 2.12: The Quantum Design PPMS DynaCoolTM System at the ISEM, UOW. 
 
Fig. 2.13 schematically illustrates the inside workings of the Quantum Design PPMS DynaCoolTM, 
including the cryostat control system, the chamber temperature control system, and the magnetic 
field control system [86]. Resistance measurements can be made with both in the ETO and the 
Resistivity options, respectively. In the ETO, measurements are performed using a 4-wire 
configuration with 2 channels at a time. The sample puck includes pre-mapped pads I+, I-, VA+, 
VB+, and V- on both channel 1 and channel 2 (Fig. 2.14). Electrical contact with the sample and the 
channel input pads is provided via wire bonding and soldered and silver-painted wires. The 
resistivity option enables a 4-wire resistance measurement with 3 channels at a time. The sample 
puck includes pre-mapped pads for + and – current and voltage channels 1-3 [86]. 
 
Figure 2.13: Inside view of the Quantum Design PPMS DynaCoolTM [86]. 
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             Figure 2.14: (a) Sample pucks (2.4 cm in diameter) for different measurements. 
             (b) Sample mounted on pucks which inserts in the sample chamber [86]. 
 
 
        Figure 2.15: (a) PPMS probe. (b) PPMS probe which inserts into the sample chamber [86]. 
 
(a)                                                                                (b) 
          
Figure 2.16: (a) Schematic diagram of a four-wire probe circuit [86]. 
(b) Equivalent circuit diagram of a four-wire probe, showing the wire resistances (RW),  




Using a four-wire method to connect a sample to the puck greatly reduces the contribution of leads 
and joints. The sample is then “mounted” on the puck and attached to the PPMS probe, which is 
inserted into the sample chamber, as shown in Fig. 2.15. In a four-wire resistance measurement, 
current is passed through the sample via two current leads, and two separate voltage leads measure 
the potential difference across the sample. Fig. 2.16 shows the schematic diagram of the four-wire 
method, and the equivalent circuit diagram. 
             
2.4.5 X-ray Diffraction 
 
X-ray diffraction (XRD) is the elastic scattering of x-ray photons by atoms in a periodic lattice, 
which is a rapid, non-destructive analytical technique to analyze materials properties, e.g. phase 
identification and structure. The main aims of X-ray diffraction are: 
• Qualitative and quantitative phase analysis of pure substances and mixtures; 
• Analysis of the influence of temperature and other non-ambient variables; 
• Analysis of material micro-structures. 
 
Miller indices (hkl) are used to identify different planes of atoms, which cut the axis lengths a, b, c 






, respectively. Observed diffraction peaks 
can be related to planes of atoms to assist in analyzing the atomic structure and microstructure. A 
powder X-ray diffractogram displays the scattered intensity versus the Bragg angle (2θ). It 
contains a few peaks, which are characterized by their position, intensity, and profile. Bragg’s law 
describes the diffraction and interactions of X-rays in crystals as reflections from the atomic 
planes of the crystal lattice:  
                                                                    2𝑑𝑑sinθ = 𝑛𝑛𝑛𝑛                                                          (2.82) 
where d is the interplanar spacing of lattice planes 𝑑𝑑ℎ𝑘𝑘𝑙𝑙, 𝜃𝜃 is the Bragg angle 𝜃𝜃𝐵𝐵, 2𝜃𝜃 is the angle 
between incident and reflected beam, n is the reflection order, and 𝑛𝑛 is the wavelength [87]. 
 
The intensity of peaks is mainly determined by the symmetry of crystals, the position of atoms in 
the unit cell, the number of electrons in atoms, the amount, and the absorption in materials. The 
shape of peaks is influenced by the diffractometer geometry, the X-ray components and their 
settings, the average crystal size, and defects in the crystal lattice [87]. The powder X-Ray 
diffractometer (GBC Scientific Equipment LLC, Hampshire, IL, USA) generates X-rays with Cu-
Kα radiation (λ = 1.54 Å) working at the voltage and current of −40 kV and 25 mA, respectively. 
This setup permits peaks to be acquired throughout the range from 0 - 90 degrees. It uses the 
Bragg-Brentano reflection geometry, in which the diffraction vector is always normal to the 




             Figure 2.17: The GBC Powder X-ray Diffractometer at the ISEM, UOW. 
 
2.4.6 Scanning Electron Microscope 
 
The JSM-7500FA (JEOL, Tokyo, Japan) is a 30-kV high resolution analytical field emission 
scanning electron microscope (FE-SEM) equipped with a high brightness conical field emission 
gun and a low aberration conical objective lens [88]. The gentle beam irradiation technique 
combination with the JSM-7500FA, and the improved overall stability of the JSM-7500FA makes 
it possible to observe specimen with resolution of 1 nm (Fig. 2.18). 
 
             Figure 2.18: The FESEM-JSM 7500FA at the UOW Electron Microscopy Centre. 
 
2.4.7 Atomic Force Microscopy 
 
Atomic force microscopy (AFM) is a type of high-resolution scanning probe microscopy, where a 
small probe with a sharp tip is scanned across a sample to measure the surface topography. The 
MFP-3D™ AFM (Asylum Research, Santa Barbara, CA, USA) that was used in this work is 
shown in Fig. 2.19. There is a head and an XY scanner to provide the cantilever position for 
accurate forces and topography measurements, measure exact position of each axis (X-Y). It holds 
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the cantilever chip, optical lever detection system, and vertical motion piezoelectric actuator and 
sensor, as well as the metal plate on which the head and scanner sit [89]. Its capabilities include 
the contact mode and tapping mode. 
 
    Figure 2.19: The MFP-3D™ AFM at the ISEM, UOW. 
             
2.4.8 Dynamic Mechanical Analysis 
 
The Dynamic Mechanical Analysis (DMA) is a powerful tool for determining viscoelastic 
properties and enable compression and tensile testing of soft materials [90].  
 
                 Figure 2.20: The physical principle of DMA measurement [90]. 
             
The viscos-elastic properties cause shifting of the corresponding stress and stain curves, with the 
phase shift δ (Fig. 2.20). The strain ε will be split into “in-phase” and “out-phase” parts via Fourier 
transformation. The real and imagery components of the complex modulus 𝐺𝐺∗  (measure of 
resistance to deformation) are the storage modulus 𝐺𝐺′ (“in-phase” response, or the ability to store 
energy) and the loss modulus 𝐺𝐺′′ (“out-phase” response, or the ability to lose energy), respectively. 
The loss factor tan𝛿𝛿 is the ratio of the loss modulus 𝐺𝐺′′ to the storage modulus 𝐺𝐺′, which reflects 
the mechanical damping or internal friction of materials [90]: 
                                                                𝐺𝐺∗ = 𝐺𝐺′ + 𝑖𝑖𝐺𝐺′′                                                          (2.83)                                                                 
                                                                  tan 𝛿𝛿 = 𝐺𝐺
′′
𝐺𝐺′
                                                              (2.84) 
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                                                              𝐺𝐺′ = 𝑆𝑆𝑡𝑡𝑟𝑟𝑒𝑒𝑙𝑙𝑙𝑙
𝑆𝑆𝑡𝑡𝑟𝑟𝑅𝑅𝑖𝑖𝑛𝑛
∗ cos𝛿𝛿                                                       (2.85) 
                                                              𝐺𝐺" = 𝑆𝑆𝑡𝑡𝑟𝑟𝑒𝑒𝑙𝑙𝑙𝑙
𝑆𝑆𝑡𝑡𝑟𝑟𝑅𝑅𝑖𝑖𝑛𝑛
∗ sin𝛿𝛿                                                       (2.86) 
The storage modulus 𝐺𝐺′ (elastic response) refers to the stiffness and the loss modulus 𝐺𝐺′′ (viscous 
response) is related to the oscillation energy transformed into heat. Fig. 2.21 is an image of the 
DMA 242 E Artemis (NETZSCH, Germany) at the Intelligent Polymer Research Institute (IPRI), 
UOW. This system can set the sweep frequency range from 0.01-100 Hz with the temperature 
range from -170 °C to 600 °C. The moduli range from 10-3 to 106 MPa with damping rates from 
0.005 to 100. This DMA operates in bending, shearing, tension, and compression modes. 
 
           Figure 2.21: The NETZSCH DMA 242 E Artemis at the IPRI, UOW. 
 
2.4.9 Uncertainty of Measurements 
 
Measurement uncertainties can come from the measuring instruments, from the item being 
measured, the environment, the operator, and other sources. Such uncertainties can be estimated 
using statistical analysis of a set of measurements and using other kinds of information about the 
measurement process. Specifically, 
• Measurement uncertainties in FTIR spectroscopy arise from several sources of random or 
symmetric errors, e.g. signal noise, sample alignment, and thickness measurement variation, etc. 
The Brüker IFS125HR FTIR spectrometer gives high quality spectra at a resolution of up to 
0.0024 cm-1. (However, such high resolution was not used for this thesis). 
• Measurement uncertainties in Raman spectroscopy are mainly due to the calibration and the 
fitting error. Error comes from the pixel size of CCD detector, laser wavelength accuracy, and so 
on. When we record the Raman spectrum for some unknown sample, its peak position is extracted 
by fitting using a Lorentzian function, which also gives a fitting error. Optical repeatability of the 
inViaTM confocal Raman microscope is smaller than 0.5 mm, and optical stability is smaller than 2 
mm in 8 hours.  
• Measurement uncertainties of the PPMS are produced by the accuracy of temperature controllers, 
bias, changes due to drift, poor readability, noise for electrical instruments. 
• The source of measurement uncertainty of a DMA comes from computer error due to data 




Double Resonant Raman Scattering and Disorder-induced Band 




          
Carbon is a fantastically versatile element, owing to its three different hybridization states, sp1, sp2, 
and sp3. Diverse carbon allotropes, such as carbene (sp1 hybridization, linear), graphene/carbon 
nanotubes (sp2 hybridization, plane trigonal), and diamond (sp3 hybridization, tetrahedral) are 
formed from carbon atoms according to their different spn hybridizations. The focus in this chapter 
is on graphite and Aerographite. Graphite is a three-dimensional layered material formed by 
stacking single graphene sheets with honeycomb structures made up of carbon atoms in sp2 
hybridization, and features covalent σ and π bonds that are held together by weak interlayer van 
der Waals forces [47,61]. Aerographite is an ultralight weight porous graphite aerogel, which 
consists of an interconnected network of tubular carbon forms, resulting in an ultra-low density of 
0.18 mg/cm3 and a large specific surface area of 210 m2/g. It has numerous potential applications 
in supercapacitors, lightweight batteries, water purification and so on [12,13]. 
 
Raman spectroscopy is a non-destructive experimental technique used to investigate lattice 
dynamics, structural, electronic, and vibrational properties, electron-phonon interactions, disorder, 
defects, and quantum confinement of sp2 carbon materials. Raman sharp spectral lines exhibit a 
wide variety of features corresponding to carbon allotropes and reflect fine structural information 
[47,91-101]. Raman spectra of “plain” graphite and graphene are well understood from both 
theoretical and experimental aspects. Raman spectra of Aerographite at different excitation 
energies at the visible range have not been reported in detail, however. This results in an obstacle 
to our understanding and application of Aerographite. Systematic investigations of the Raman 
spectra of Aerographite and relatively new graphitic systems at different excitation energies are 
therefore highly desirable. 
 
In this chapter, the Raman spectra of Aerographite and “plain” graphitic systems, i.e. graphite 
flakes, graphite oxide, and kish graphite, are investigated. The intensity ratio between the 
graphitic-feature (G) and the disorder-induced (D and 2D) bands are studied using different 
excitation energies. Single-peak fitting and deconvolution techniques are employed to interpret the 
properties of Aerographite and graphitic systems. Such study is important for further 
understanding the fine structures and physical properties of Aerographite using Raman scattering 
spectral studies and band assignments. The main question is: what makes Aerographite superior to 
“plain” graphite systems and how are its properties are related to its unique microstructure? In this 
chapter, I endeavor to reveal how disorder, defects, and symmetry breaking affect vibrational 
modes in sp2 carbon systems and demonstrate the usefulness of Raman spectroscopy in identifying 
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various microstructures of these systems; how to relate specific defects to their corresponding 
disordering processes; and how to obtain quantitative information on the number of defects in the 
lattice. 
 
3.2 Experimental Details 
 
3.2.1 Sample Preparation 
 
Aerographite was prepared and provided by the collaborator-Professor Yogendra K. Mishra (Keil 
University, Germany), which was synthesized by a single-step CVD method, as described in 
references [12,13]. Firstly, ZnO tetrapods were fabricated using an FTS approach. A mixture of 
Zn metal micro particles and PVB powder was rapidly heated in a muffle-type furnace to 900 °C 
under ambient air. Then, ZnO networks mixed with the metal micro particles were fabricated by 
homogenously mixing metal micro particles (Al, Bi, Cu, Fe, Sn) with the ZnO tetrapod powder 
before compressing and re-heating. The weight ratio between the ZnO tetrapod powder and the 
metal micro particles was 20:1. The volume and density of the ZnO networks were 1 cm³ and 0.3 
g/cm³, respectively. Then Aerographite was fabricated by the direct conversion of ZnO networks 
in a CVD process. Graphitic carbon was grown at 760 °C on the top of the ZnO network while 
simultaneously removing the ZnO template. Toluene was used as the carbon source, and H2 was 
used for ZnO reduction. The porous ZnO network acts as sacrificial template for Aerographite and 
its architecture is mainly decided by the structural morphology of the sacrificial ZnO template. 
The carbon-feeding rate is the key to adjusting the density of Aerographite. 
 
Graphite flakes (with 99% carbon basis, and particle size of 300 μm) were purchased from Sigma-
Aldrich (St. Louis, MO, USA). Graphite oxide powder (with a diameter of 0.5–5 μm, thickness of 
1–3 nm) was supplied by ACS Material LLC (Pasadena, CA, USA). Kish graphite (Grade 200 
with flake size: 0.7–2 mm, ultrapure: carbon > 99.2%, moisture < 0.35%) was supplied by 
Graphene Supermarket (Calverton, NY, USA). Graphite flakes, graphite oxide, and kish graphite 
were pressed into pellets using a laboratory press (International Crystal Laboratories, Garfield, NJ, 
USA) at the pressure of 4000 psi. 
        
3.2.2 Sample Characterization Methods 
 
Phase structures of samples were investigated using a powder X-ray diffractometer (GBC 
Scientific Equipment LLC, Hampshire, IL, USA), which generates X-rays with Cu-Kα radiation 
(λ=0.154 nm) working at an acceleration voltage and current of −40 kV and 25 mA, respectively. 
The diffraction patterns were collected at room temperature in the 2θ range from 10 to 80° with a 
step size of 0.02° and scan speed of 1°/min. Field emission scanning electron microscopy (FE-
SEM, JEOL JSM-7500FA, Tokyo, Japan) was employed to study the morphology of the products.  
 
Raman spectra were collected on a confocal Raman microscope (Renishaw plc, Gloucestershire, 
UK) in an ambient environment using a backscattering geometry with four different excitation 
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lasers: a 442 nm (excitation energy EL = 2.80 eV, source power 19.5 mW) Hg-Cd laser with a 
2400 1/nm grating; a 514 nm (EL = 2.41 eV, source power 73.8 mW) Ar ion laser; a 532 nm (EL = 
2.33 eV, source power 33.6 mW) diode laser; and a 633 nm (EL = 1.96 eV, source power 13.0 mW) 
He-Ne laser with a 1800 1/nm grating. The laser was focused on the sample via a Leica 50× 
magnification objective (Numerical aperture, N.A. = 0.75), using an exposure time of 10 s, and 1-
10 accumulations in extended mode. Microscope optics were used to focus the laser beam onto the 
sample and to collect the backscattered light. The laser beam power was adjustable from 10% to 
100% of the source power. The power was adjusted to prevent sample damage but to ensure the 
best SNR. Detection was achieved with an air-cooled charge-coupled device (CCD) camera. 
Raman shifts of the excitation frequency can be measured for visible wavelengths of 442 nm, 514 
nm, 532 nm, and 633 nm with a spectral resolution of ~1 cm-1. Spectra were recorded by spanning 
the regions 100-4000 cm−1 for the wavelengths of 442 and 514 nm and then 60-4000 cm-1 for the 
wavelengths of 532 and 633 nm. The calibration of this spectrometer was checked by using the 
line at 521 cm-1 of a silicon sample. 
 
3.3 Results and Discussion 
 
3.3.1 FE-SEM 
             
FE-SEM images of Aerographite are shown in Fig. 3.1. Aerographite appears to have a random 
and disordered three-dimensional porous architecture. The open porous structure consists of an 
interconnected network of hollow, graphitic tubes of ∼μm-sized diameter and ∼nm-sized wall 
thicknesses (Fig. 3.1 (a)) [12,13]. They form a hollow network, which consists of a transition state 
between amorphous carbons and those ordered graphitic carbons with sp2 hybridization in the 
hollow tube, as shown in the Fig. 3.1 (b). 
 
Figure 3.1: FE-SEM images of Aerographite. 
(a) Shell-graphitic Aerographite. (b) Aerographite with porous graphite architectures. 
There are the scale bars (1 μm) in the SEM images. 
 
3.3.2 X-ray Diffraction (XRD) 




The powder XRD patterns of Aerographite and graphite oxide are shown in Fig. 3.2 (a). There are 
several sharp peaks for Aerographite sample in the 2θ range of 10 to 80°, which can be identified 
as peaks of residual ZnO at: 32.3° (100), 36.8° (002), 40.2° (101), 48.0° (102), 57.1° (110), 63.3° 
(103), 66.8° (200), 68.3° (112) and 69.5° (201) [131]. A broad peak is also observed at 18°. It is 
possible that the background of the XRD spectrometer and Kapton tape contributes to this peak 
[102]. 
 
There are three broad peaks in the XRD reflection of graphite oxide, i.e., 11.4° (001), 22.6° (002), 
and 43.1° (100) [128]. The diffraction intensity is known to be strongly modified by the thermal 
vibrations of carbon atoms, and the lattice spacing, d002, increases from 0.20 nm (for graphite) to 
0.25 nm (for graphite oxide produced by the Hummers method, which is used to oxidize graphite 
into graphite oxide) [102]. Only (00l) and (hk0) patterns are present in the XRD patterns of 
graphite oxide because its tubularly stacked structure [102]. 
 
The XRD patterns of graphite flakes and kish graphite are compared in Fig. 3.2 (b). These patterns 
feature sharp peaks, indicating that the samples have no significant structural disorder. Their XRD 
reflections are identical in the 2θ range of 10 to 80°, i.e. 27.5° (002), 49.9° (102), 55.5° (004), 60.6° 
(103), and 72.1° (104). This indicates that graphite flakes and kish graphite are c-axis aligned. It 
corresponds to the XRD pattern of graphite, which represents the perpendicular direction (c-axis) 
to the graphite hexagonal planes [102]. No impurity-related phases or inclusions were observed. 
 
In summary, the XRD patterns show that Aerographite and graphite oxide are structurally highly 
disordered, showing only broad XRD features. Kish graphite and graphite flakes, on the other 
hand, give sharp XRD peaks corresponding to a graphitic structure. Therefore, they are 
structurally highly ordered. The difference in XRD patterns between these two groups of the 
samples will also be reflected in their Raman spectra. 
   
      Figure 3.2: XRD spectra of Aerographite and Graphitic Materials.  
(a) Aerographite and graphite oxide. (b) Graphite flakes and kish graphite. 
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3.3.3      Raman Scattering Spectra 
 
Graphite has four carbon atoms in the unit cell, resulting in twelve phonon modes at the Γ point, 
and it belongs to the 𝐷𝐷6ℎ4  point group (P63/mmc space group). The phonon modes of graphite at the 
Γ point can be expressed as [47,61,92-100]: 
                                 𝛤𝛤𝐺𝐺𝑟𝑟𝑅𝑅𝑝𝑝ℎ𝑖𝑖𝑡𝑡𝑒𝑒 = 𝐴𝐴2𝑢𝑢(𝐼𝐼𝑅𝑅) + 2𝐵𝐵2𝑔𝑔 + 𝐸𝐸1𝑢𝑢(𝐼𝐼𝑅𝑅) + 2𝐸𝐸2𝑔𝑔(𝑅𝑅)                                  (3.1) 
where the A2u and E1u representations are the translations of the plane; the B2g mode is an optical 
phonon for vibrations where carbon atoms move perpendicular to the plane; and E2g is the in-plane 
optical mode. The phonon modes are thus: two double degenerate Raman active E2g modes (1580 
and 42 cm-1); two IR active A2u and E1u modes (868 and 1588 cm-1); and the other two are "silent" 
B2g modes (neither Raman active nor IR active, one is at 127 cm-1 and another one occurs at 870 
cm-1). 
 
The main features in the Raman spectra of graphitic materials are the G (∼1580 cm-1) and D 
(∼1350 cm-1) bands [47,61,92-100]. The G band (∼1580 cm-1, E2g symmetry) corresponds to the 
double degenerate LO and TO phonon modes at the first Brillouin zone center, originating from 
the in-plane stretching vibrations of the C–C bonds. The G band is the only Raman active band 
due to a first-order Raman scattering process. It is sensitive to strain effects and external 
perturbations, which cause symmetry breaking of the hexagonal structure and modifications of the 
planar surface. The disorder induced D band (∼1350 cm-1) arises from a second-order double 
resonant Raman scattering process, which is due to the A1g breathing mode of sp2 rings. It involves 
an elastic scattering of the excited electrons by a defect followed by an inelastic scattering of 
electrons by TO phonons near the K point of the Brillouin zone. It requires a defect for its 
activation and is visible only with structural defects or at edges of the crystallites [47,92,93]. The 
activation process in the intervalley region involves: (1) a photon to produce an electron-hole pair; 
(2) electron-phonon scattering with a momentum exchange q∼k; (3) defect scattering; and (4) 
electron-hole recombination [104]. Momentum conservation in the Raman scattering process will 
be satisfied where defects provide the missing momentum, and phonon will make a transition from 
the “silent” to the Raman active mode through symmetry breaking and a relaxation of wave-vector 
selection rule (due to finite crystal size effects), giving rise to the D band, which appears in the 
range from 1280 to 1350 cm-1. This band exhibits dispersion behavior regarding the laser 
excitation energy (1.0 eV< 𝐸𝐸𝐿𝐿 < 4.5 eV) under resonant conditions [47,61,92,93,103,104]. 
 
Graphite with significant defects shows additional disorder related peaks, the D′ (∼1620 cm−1), 2D 
(also called G′, ∼2710 cm-1), and (D+D′) (∼2970 cm−1) peaks, originating from intravalley double 
resonance Raman scattering and a combination mode, respectively. The second-order Raman 
scattering process will generate the 2D (overtone of the D peak, arising from iTO phonons at the K 
point, ∼2710 cm−1) and 2D′ (overtone of the D′ peak, arising from LO phonons at the Γ point, 
∼3240 cm−1) peaks due to the intravalley double resonance Raman scattering process 
[47,61,92,105]. These 2D and 2D′ bands are sensitive to small changes in both electronic and 
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vibrational structures, and act as a probe for electrons and phonons in sp2 carbon systems. The 
inter-plane “shear” mode (C peak, E2g symmetry) in graphitic materials is also observed at ∼42 
cm−1 due to the relative motion of the planes [106]. All the bands that are observed in the graphitic 
materials are due to in-plane vibrations of the graphitic layers, and the evolution of the spectra 
depends on the dimensions and structural perfection of the layers [60].  
 
Raman spectra of graphite flakes, graphite oxide and kish graphite are displayed in the Fig. 3.3 for 
different excitation energies. Kish graphite and graphite flakes have very similar Raman spectra, 
with well-defined sharp peaks. Graphite oxide, however, gives broader Raman peaks which are 
not completely separated from each other. This is consistent with XRD data, where graphite oxide 
gave only broad features implying strong structural disorder, while kish graphite and graphite 
flakes gave sharp XRD peaks (see Fig. 3.2). Regardless of these differences, all three samples 
exhibit the G band, the disorder-induced D band, the overtone 2D band and other combination 
modes. Vibrational modes are assigned, and summarized band information is given in Table 3.1, 




Figure 3.3:  Raman spectra of graphitic materials excited by different photon energies  
from 1.96 eV to 2.81 eV. 
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TABLE 3.1. Raman band positions of graphitic materials  
by different photon energies from 1.96 eV to 2.81 eV. 
Wavelength (nm) Graphite Flakes Graphite Oxide Kish Graphite 
442 
1371 cm-1    D 
1578 cm-1    G 
2424 cm-1    T+D 
2756 cm-1    G' (2D) 
1351 cm-1    D 
1580 cm-1    G 
2452 cm-1    T+D 
2719 cm-1    G' (2D)  
1351 cm-1    D 
1581 cm-1    G 
2453 cm-1    T+D 
2717 cm-1    G' (2D) 
    
514 
1365 cm-1    D 
1596 cm-1    G 
2715 cm-1    G' (2D) 
2944 cm-1    D+G 
1353 cm-1     D 
1581 cm-1     G 
2677 cm-1     G' (2D) 
1346 cm-1    D 
1580 cm-1    G 
2680 cm-1    G' (2D) 
2920 cm-1    D+G 
    
532  
1368 cm-1    D 
1578 cm-1    G 
2429 cm-1    T+D 
2755 cm-1    G' (2D)  
1352 cm-1      D 
1582 cm-1      G 
2464 cm-1      T+D 
2727 cm-1      G' (2D) 
2948 cm-1      D+G 
1349 cm-1    D 
1578 cm-1    G 
2457 cm-1    T+D 
2710 cm-1    G' (2D) 
2941 cm-1    D+G 
    
633 
1325 cm-1    D 
1581 cm-1    G 
2687 cm-1    G' (2D) 
 
1333 cm-1      D 
1588 cm-1      G 
2653 cm-1      G' (2D) 
2887 cm-1      D+G 
1336 cm-1    D 
1580 cm-1    G 
2677 cm-1    G' (2D) 
 
a T means the phonon vibrational modes that is triply degenerate [61]. 
 
Raman spectra of Aerographite excited by four excitation energies in the visible range, namely 
2.81 eV (442 nm), 2.41 eV (514 nm), 2.33 eV (532 nm) and 1.96 eV (633 nm) are shown in Fig. 
3.4. Its Raman spectra exhibit typical spectral features of graphitic materials. The D and G peaks 
are the first-order Raman modes, which are located at 1366 and 1597 cm-1 when excited by the 
442 nm laser, at 1342 and 1590 cm-1 when excited by the 514 nm laser, at 1339 and 1592 cm-1 
when excited by the 532 nm laser, and at 1330 and 1594 cm-1 when excited by the 633 nm laser. 
The second-order Raman modes, the 2D and the (D+G) modes, are present at the positions of 
2710 and 2922 cm-1 for 442 nm excitation, 2675 and 2917 cm-1 for 514 nm excitation, 2688 and 
2890 cm-1 for 532 nm excitation, and 2728 and 2894 cm-1 for 633 nm excitation.  
 
Figure 3. 4:  Raman spectra of Aerographite excited by 
different photon energies from 1.96 eV to 2.81 eV. 
66 
 
The G band of Aerographite originates from a single resonance Raman scattering process 
associated with a doubly degenerate mode, which splits into LO and in-plane TO phonon modes at 
the Brillouin zone center [107,108]. It is due to the phonon softening and coupling with π 
electrons, which implies a softening of the Raman frequency near the Γ point. The presence of the 
G peak is related to the existence of structures similar to graphite in Aerographite, which contains 
sp2 carbon networks. It also corresponds to the E2g Raman active phonons at the Γ point in the 
Brillouin zone of graphite. The G mode is a zone-center optical mode (k = 0) in graphite materials, 
while the D and D′ modes are not zone-center optical modes (k ≠ 0); they become Raman active 
due to double resonance scattering, as described later in this chapter [109,110]. The linewidth of 
the G mode in Aerographite is larger than that of graphite flakes and kish graphite, mainly due to 
the crystal disorder. 
 
The D (A1g symmetry) and D′ (E2g symmetry) peaks in Aerographite are due to defect-induced 
Raman features and breathing modes of six-atom rings, which originate from a double resonance 
Raman process involving inter-valley scattering of TO phonons near the K point. The D′ peak is 
joined with the G peak; it appears at the right flank of G peak, as seen in Raman spectrum of 
graphite flakes (Fig. 3.7.b). These two peaks are strongly dispersive with excitation energies due 
to a Kohn anomaly at the K point [64,111]. This arises because of the existence of non-equivalent 
C-C bands, which is a consequence of the coupling of π-𝜋𝜋∗ electronic transitions with phonons 
near the K point in this disordered structure. Totally symmetric phonons at the K point are affected 
by interactions with π electrons, which leads to the selective and strong activation of D and D′ 
peaks in Raman spectra of Aerographite and graphitic materials containing structural and 
electronic modifications, i.e. disorder, defects (laser damage, or ion implantation), symmetry 
breaking and quantum confinement. Because of disorder effects in the FTS approach and the 
resulting unique shell structure of Aerographite, the degree of graphitization will be altered by 
amorphous sp2 carbons generated by defects, which is reflected by different spectral profiles of 
Aerographite compared to those of other graphitic materials with their edge effects [96,112-114]. 
 
The 2D peak in Aerographite is the second-order mode of the D peak, which is associated with 
two-phonon inter-valley double resonance Raman scattering, with the two phonons having 
opposite momentum in the highest optical branch near the K point of the Brillouin zone. It splits 
into multiple peaks as the layer numbers increase, which reflects the evolution of electronic 
structures. The (D+G) combination mode in Aerographite is observed due to the disorder-induced 
scattering, edge functionalization, and defects formed during the FTS growth method of 
Aerographite. It is an optical response dominated by exciton effects, especially for excitation 
energies close to the optical gap [115,116]. There is a “blue-shift” (shift to higher frequency) with 
increasing laser excitation energy observed for the D and 2D bands, whereas the position of the G 
band is essentially invariant. The phonon energies (band positions) of the D and 2D bands are 
plotted against excitation energy in Fig. 3.5.  
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Both the D and the 2D bands show a down-shift in frequency with increasing wavelength (i.e. 
from ∼1366 cm-1 at 442 nm (2.81 eV) to ∼1330 cm-1 at 633 nm (1.96 eV) for D; and from ∼2710 
cm-1 at 442 nm (2.81 eV) to ∼2728 cm-1 at 633 nm (1.96 eV) for 2D). The magnitude of the 2D 
shift (∼98 cm-1/eV) from 442 nm (2.81 eV) to 633 nm (1.96 eV) is approximately twice that of the 
D shift (∼46 cm-1/eV). This is assigned to the fact that the 2D band is the overtone of the D band. 
The variation in the D and 2D bands with excitation energy reflects the microstructure of 
Aerographite, since the variation in the extent of wave-vector leads to selection rule breakdown. 
This dispersion is attributed to the disorder-induced two-phonon scattering process, which 
involves the combination of an optical phonon at the K point in the Brillouin zone and an acoustic 
phonon with a momentum that is determined by the double resonant enhancement condition 
[101,103,117,118]. There is the data scatter in Fig. 3.5, reflecting the possible measurements 
uncertainities associated with instrumental, fitting and procedural errors. It is possible that the 
point on the sample at which laser is focused also changes when changing the laser (due to a slight 
misalignment of optics). The samples are inhomogeneous, resulting in data scatter for different EL. 
 
Figure 3. 5: Peak positions of the D and 2D bands as a function of  
laser excitation energies of Aerographite. Lines fit to the data. 
 
A three-stage model based on Raman spectra was used to interpret the evolution of disorder for 
carbon atoms. This is dependent on the configuration of the sp2 sites in sp2-bonded clusters and the 
ratio of sp2 and sp3 hybridization, which control the positions, intensities, and widths of the G and 
D peaks for various forms of carbon from graphite to amorphous carbon [107,119]. In stage two 
(nano crystallite graphite to low sp3 amorphous carbon), there are no more well-defined second-
order Raman peaks, but a broad feature is present from ∼2300 cm-1 to ∼3200 cm-1 that is 
modulated by the 2D and 2D′ bands [107,119,120]. This is exactly as observed for Aerographite, 
indicating again a highly disordered structure. Therefore, there is good agreement between the 
results from XRD patterns, FE-SEM images and Raman scattering spectral studies. 
 
3.3.4 Analysis of Raman Spectra by Peak Fitting and Deconvolution 
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To quantitatively interpret the Raman spectral features and distinguish the overlapping peaks, peak 
fitting analysis of the Aerographite data was carried out via the multi-peak fitting package of 
IGOR Pro (Wavemetrics Inc., Portland, OR, USA). By fitting the measured Raman peaks with 
appropriate profiles, precision in the peak position and intensity can be significantly improved. Fig. 
3.6 shows peak fitting analysis of the Raman spectra of Aerographite at different excitation 
energies. The D and G peaks were fitted by Lorentzian functions, with a cubic baseline.  
(a) Laser excitation energy 2.81 eV (442 nm)     (b) Laser excitation energy 2.41 eV (514 nm) 
 
(c) Laser excitation energy 2.33 eV (532 nm)      (d) Laser excitation energy 1.96 eV (633 nm) 
       
Figure 3.6: Peak fitting for Raman spectra of Aerographite by different photon energies  
from 1.96 eV to 2.81 eV. Noise level denotes difference between measured and fitted curves. 
 
The Lorentzian curve used here is obtained as a resonance curve in a simple damped oscillator 
model. The Lorenzian function I(P) is defined as:  
                                                                                               (3.2) 
The best values of the coefficients are the ones that minimize the value of Chi-square, 
                                                                                                                             (3.3) 
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where I is a fitted intensity value for a given point, Ii is a measured intensity value for the point 
and σi is an estimate of the standard deviation for Ii. Regarding the quality of the fitting, it may be 
assessed by comparing it visually with the measured data-points. 
 
Raman spectral parameters are summarized in Table 3.2. In the Table 3.2, the D band shows a 
down-shift in frequency with increasing wavelength, whereas the position of the G band is stable. 
For example, the position of the D band was shifted from ∼1370 cm-1 at 442 nm (2.81 eV) to 
∼1354 cm-1 at 514 nm (2.41 eV) and ∼1348 cm-1 at 532 nm (2.33 eV), and then to ∼1327 cm-1 at 
633 nm (1.96 eV). In contrast, the location of the G band was ∼1593 cm-1 (442 nm, 2.81 eV), 
∼1583 cm-1 (514 nm, 2.41 eV), ∼1578 cm-1 (532 nm, 2.33 eV), and ∼1577 cm-1 (633 nm, 1.96 
eV), respectively. In addition, because of the small crystal size of Aerographite, a higher 
frequency shift was observed to ∼1593 cm-1 (Aerographite) from ∼1580 cm-1 (“plain” graphite) in 
the G band, probably due to the overlap with the D′ band at ∼1620 cm-1. The fitted line widths 
(FWHM) of the D and G modes in the remnant spectrum are 191 and 80 cm-1 (442 nm, 2.81 eV), 
214 and 99 cm-1 (514 nm, 2.41 eV), 267 and 105 cm-1 (532 nm, 1.96 eV), respectively. The 
FWHM of the D band tends to increase with decreasing excitation energy, indicating a decrease 
the disorder degree of graphitization as excitation energy reduces. This confirms that the first-
order dispersive D mode originates from disorder and electron-phonon coupling with the same 
wave vector in the Brillouin zone. 
 
TABLE 3.2. Spectral parameters obtained from the peak fitting of Raman spectra of Aerographite. 
Wavelength (nm) Position (cm-1) Vibration Mode Width (FWHM, cm-1) Height (Intensity, Counts) 
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(d) Laser excitation energy 1.96 eV (633 nm) 
 
 
Figure 3.7: Peak fitting for Raman spectra of graphitic materials  
by different photon energies from 1.96 eV to 2.81 eV. 
Noise level denotes difference between measured and fitted curves. 
 
Figs. 3.6 and 3.7 show peak fitting analysis of the Raman spectra of Aerographite and graphitic 
materials by different photon energies from 1.96 eV to 2.81 eV, respectively. The D and G peaks 
were fitted by Lorentzian functions, with a cubic baseline. Only intensities of the main peaks were 
considered in calculating intensities ratios between the D and G bands for each sample. The D′ 
band is not distinguishable for Aerographite and it could not be fitted. However, its contribution to 
the main Raman peaks is expected to be negligible as its intensity is much lower than the G band, 
as seen for the cases of graphite flakes and kish graphite. This is similar to the case of graphite 
oxide. It may be seen that the Lorentzian fit is not as good for Aerographite and disordered 
graphite as it is for kish graphite and for graphite flakes. This is expected, since Lorentzian 
function are appropriate where the resonance of simple harmonic oscillator is probed. In 
disordered systems such as Aerographite and graphite oxide, simple harmonic conditions are no 
longer expected. Instead, defects are likely to produce local changes of the resonant frequencies 
and introduce anharmonic effects. It would be difficult to obtain the exact distribution of these 
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effects of disorder and thus allow better fitting. Nevertheless, fitting of Raman peaks of 
Aerographite and graphite oxide with Lorentzian still provides good information on the intensities 
of the measured heights and energies of the peaks for the measured Raman D and G bands. The 
ratio of the intensities of these bands is commonly used in the literature to study the effects of 
defects in graphitic samples, as will be explored in the next section. 
 
3.3.5 Quantifying Analysis of Defects and Disorder via Raman Spectra Reported for 
Ion Bombardment sp2 Carbon Systems 
 
Having established which Raman peaks occur in the samples studied in this project, further 
analysis will be performed of the Raman features that are shown to be associated with the 
structural disorder of graphitic systems. This section gives a brief overview of the methods used in 
such analysis, to help analyze the Raman data obtained for the samples investigated in this project 
(in Section 3.3.6).  
 
To quantify the disorder in the sp2 carbon-based systems, it is common to analyze the intensity 
ratio ID/IG between the D and G bands, which depends on both the degree of graphitization and the 
orientation of the graphitic planes [121]. A lattice-dynamical model has been reported to interpret 
the evolution of various carbon types ranging from highly graphitized to amorphous carbon in 
graphite [122]. For an increasing number of defects, the G band become smaller and the intensity 
of D band increases. The intensity ratio of the D to G bands varies inversely with the effective 
crystalline size of sp2 clusters 𝐿𝐿𝑅𝑅 (corresponding to the length of basal plane), which is quantified 
using the Tuinstra-Koenig relation [91,92,99]: 




                                                                  (3.4) 
where ID/IG is the intensity ratio between the D and G bands and, the constant 𝐶𝐶(𝑛𝑛) depends on the 
excitation wavelength λ. 
 
Mernagh et al. found that the intensity ratio of ID/IG depends strongly on the excitation energy 𝐸𝐸𝐿𝐿 
[123]. Cançado et al. further reported a general formula that gave the crystalline size 𝐿𝐿𝑅𝑅  of 
nanographite systems for any laser excitation energy in the visible range [124]: 






)−1                                                           (3.5) 
                                                     or   𝐿𝐿𝑅𝑅 = 2.4 × 10−10𝑛𝑛𝐿𝐿4(
𝐼𝐼𝐷𝐷
𝐼𝐼𝐺𝐺
)−1                                                (3.6) 
The ratio ID/IG is inversely proportion to 𝐸𝐸𝐿𝐿4 in their diamond like carbon films [124]. However, it 
is necessary to propose a new theory that considers the 𝐸𝐸𝐿𝐿 dependence to explain the dependence 
of ID/IG on 𝐸𝐸𝐿𝐿4. 
 
Cançado et al. also studied the Raman spectra of Ar+ bombarded graphene samples with 
increasing ion doses [125]. Their results show that the excitation energy dependence of the peaks 
areas and the intensity ratio of ID/IG is proportional to the defect density 𝑛𝑛𝐷𝐷 (the average number of 
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defects in a unit cell) in the visible range of 𝐸𝐸𝐿𝐿. At the regime of low defects density (the average 
distance between defects LD ≥ 10 nm) [91,125]: 






)−1                                                        (3.7) 




, Eq. 3.7 becomes 
                                                             𝑛𝑛𝐷𝐷 = 7.3 × 109𝐸𝐸𝐿𝐿4(
𝐼𝐼𝐷𝐷
𝐼𝐼𝐺𝐺
)                                                     (3.8) 
In the high defects density region (LD < 3 nm): 
                                                            𝐿𝐿𝐷𝐷2 = 5.4 × 10−2𝐸𝐸𝐿𝐿4(
𝐼𝐼𝐷𝐷
𝐼𝐼𝐺𝐺
)                                                    (3.9) 






)−1                                                     (3.10) 
 
These above analyses were made for graphene and other sp2 carbon-based systems with well-
defined defect structures. The relevance of this overview is in showing the expected EL-
dependence of ID/IG. These previous research show that ID/IG is proportional to 𝑛𝑛𝐿𝐿4. Electronic and 
geometrical structures between defects (due to the size effects), will result in a different intensity 
ratio dependence on the degree of disorder [104]. 𝐿𝐿𝑅𝑅 and 𝐿𝐿𝐷𝐷 are important structural parameters to 
identify the evolution of disorder in low dimensional carbon-based systems [125]. 
             
3.3.6 Analysis of Laser Excitation Energy Dependence of ID/IG for Aerographite 
 
This section deals with the dependence of ID/IG on the laser excitation energy for Aerographite. 
Comparison with other forms of graphite will help pinpoint the origin of the surprising deviation 
of the expected ID/IG vs. EL from the expected behaviour described by Eqs. 3.3-3.8. The 
importance of the PDOS will be singled out as the most likely reason for this deviation, which 
occurs in graphitic systems with very high degree of structural disorder. Intensities ratios between 
the D and G bands of Aerographite, ID/IG, were strongly dependent on the position on the sample 
at which the Raman spectrum was measured. Following to the peak fitting and analysis results, 
only intensities of the main peaks were considered to calculate ID/IG for each sample. For example, 
ID/IG at a particular spot on the sample was 0.68 (for the laser wavelength λL = 442 nm), 0.93 (λL = 
514 nm), 0.96 (λL = 532 nm) and 0.98 (λL = 633 nm). Very large deviation in the values of ID/IG 
when measuring at different spots on the sample are obvious in Fig. 3.8. This is not surprising, 
considering that the XRD spectrum reveals that Aerographite is a highly disordered system. 
However, this result also implies that the disorder in the Aerographite is not homogeneously 




   Figure 3.8: ID/IG of Aerographite as a function of laser wavelengths, as measured at  
different spots on the sample. The bars on the data points represent  
mean square deviation obtained for a particular spot on the sample. 
           
 
  Figure 3.9 ID/IG of Aerographite and graphitic materials as  
    a function of fourth power of laser excitation wavelengths.  
             
To test if ID/IG gives the same dependence on the laser excitation wavelength as reported in the 
literature for graphene and common forms of graphite, ID/IG is plotted against 𝑛𝑛𝐿𝐿4 in Fig. 3.9 for all 
samples measured. Each point in Fig. 3.9 is average of several measurements taken on one point 
on the sample. The dependence of ID/IG on the position where Raman spectrum is measured seems 
to be a common feature. This gives large data scattering for highly ordered samples with low 
values of ID/IG, i.e. kish graphite and graphite flakes. To establish if ID/IG indeed gives the 
expected propotionality to 𝑛𝑛𝐿𝐿4, values of ID/IG were averaged over all measurements for each laser 
wavelength separately and plotted again. Error bars are mean square deviations from three 





Figure 3.10 Dependence of ID/IG on laser wavelength for kish graphite (KG)  
and graphite flakes (GF), averaged over all measurements. 
             
Fig. 3.10 shows dependence of the averaged ID/IG on laser wavelength, λL, for kish graphite and 
graphite flakes. It is seen that ID/IG scales linearly with 𝑛𝑛𝐿𝐿4, as expected for sp2 graphite systems 
[61,91,123,125]. The gradient of ID/IG vs. 𝑛𝑛𝐿𝐿4, averaged over both samples, is 1.2 x 10-12 nm-4. 
     
    Figure 3.11: Dependence of ID/IG on laser wavelength for  
   Aerographite and graphite oxide, taken at one point for each sample. 
             
Fig. 3.11 shows the dependence of ID/IG on λL, at the same point of Aerographite. Here, only 
measurements at one spot (“spot 1”) are shown, to eliminate uncertainty in overall behaviour of  
ID/IG associated with the choice of the spots on the sample that were measured. A linear 
relationship of ID/IG with 𝑛𝑛𝐿𝐿4 was obtained for the shorter laser wavelengths, λL = 442, 514 and 532 
nm. This is as expected for sp2 graphitic materials. The gradient in ID/IG vs. 𝑛𝑛𝐿𝐿4 was 8.9 x 10-12 nm-4, 
larger than obtained for kish graphite and graphite flakes. However, this linear relationship no 
longer holds for λL = 633 nm. More specifically, ID/IG vs. 𝑛𝑛𝐿𝐿4  tends to saturate at the longest 
wavelengths. The same phenomenon was observed for graphite oxide sample (Fig. 3.11). The 
XRD results showed that both Aerographite and graphite oxide have highly disordered structure, 
giving no discernible XRD peaks (Fig. 3.1). On the other hand, kish graphite and graphite flakes 
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have highly ordered and orientated crystalline structure, giving sharp XRD peaks. This suggests 
that the unexpected saturation of ID/IG vs. 𝑛𝑛𝐿𝐿4  at high λL occurs because of strong structural 
disorder of Aerographite and graphite oxide.  
 
This phenomenon is also reflected in the Raman peaks shapes. Aerographite and graphite oxide 
give broad D and G peaks that are merged. They do not display linear dependence of ID/IG with 𝑛𝑛𝐿𝐿4, 
contrary to what is expected from the literature on graphite Raman spectra [61,91,124,125]. It is 
tempting to ascribe this behavior to the D and G bands for these two samples being broad and 
merged, which may introduce artefacts into the band intensities. However, kish graphite and 
graphite flakes give sharp, well-separated D and G bands, and ID/IG for graphite flakes is linear 
with 𝑛𝑛𝐿𝐿4. On other hand, Aerographite displays linear ID/IG with 𝑛𝑛𝐿𝐿4 for three shortest wavelengths, 
and has well-separated D and G bands. Therefore, this nonlinearity cannot be an artefact of the 
merging of the bands for Aerographite, otherwise non-linearity would be also obtained for the 
shorter wavelengths. This lends support to treating the observed ID/IG versus 𝑛𝑛𝐿𝐿4 for Aerographite 
and graphite oxide as genuinely nonlinear if the long laser wavelengths are taken into account.  
 
Additionally, literature has reported nonlinear ID/IG versus 𝑛𝑛𝐿𝐿4  for other samples which were 
studied as a function of ion radiation dose, introducing defects, and for different ion species and 
different ion energies [121,125]. Low-mass ions at low ion fluence introduce point defects, e.g. 
ion-bombarded highly ordered pyrolytic graphite (HOPG), graphene and Ar+ bombarded graphene 
samples [61,91,121,125]. An increasing density of point defects and a larger damaged region of 
overlap were obtained with the ion dose increasing [121]. Point defects-induced lattice disorder 
and electron relaxation in the Raman scattering process should be responsible for this [125].  
 
A local activation model was proposed by assuming that the single impact of an ion on the 
graphene sheet causes modifications on two length scales, namely, rA (the radius of the area 
surrounding point defects in which the D band occurs) and rs (the radius of the structurally 
disordered area caused by the impact of ion) (with rA > rs). These are the radii of two circular areas 
measured from the impact point [61,121,125]. With the shorter radius rs, a structurally disordered 
S-region occurs relative to the point of impact [121,125]. At a distance larger than rs but smaller 
than rA, mixing of Bloch states near K and Kʹ valleys occurs. The intensity of the D mode will be 
enhanced due to the selection rules being broken. This is the so-called activated A-region 
[121,125]. An electron-hole excitation will only be able to “see” the structural defect if the 
electron-hole excitation is close enough to the defect and the electron or hole lives long enough for 
the defective region to be probed by Raman spectroscopy [121,125]. Because these two disorder-
induced mechanisms contribute to the D band, this phenomenological model yields the 
dependence between ID/IG and 𝐿𝐿𝐷𝐷 [121,125]: 
                                                                                   𝐼𝐼𝐷𝐷
𝐼𝐼𝐺𝐺
= 𝐶𝐶𝐴𝐴𝑓𝑓𝐴𝐴(𝐿𝐿𝐷𝐷) + 𝐶𝐶𝑆𝑆𝑓𝑓𝑆𝑆(𝐿𝐿𝐷𝐷)                                                                        (3.11) 
where fA and fS are the fractions of an activated (A-) area (weighted by a parameter CA) and a 
structurally (S-) damaged area (weighted by a parameter CS). The A- area will contribute more to 
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the D band, and the S- area will contribute less due to the breakdown of the lattice structure. 
Fig.3.12 plots CA as a function of EL: CA=160𝐸𝐸𝐿𝐿−4. The ID/IG dependence on EL will affected by the 
change on CA, which is dependent on the interference effect [125]. 
 
Figure 3.12: CA as a function of EL for Aerographite. 
 
(a) Aerographite                                             (b) Graphite Flakes 
 
(c) Graphite Oxide                                                (d) Kish Graphite 
 
Figure 3.13: Peak positions of the G and D bands as a function of excitation energy for 
Aerographite, graphite flakes, graphite oxide and kish graphite. Lines fit to the data. 
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      Further insight into these phenomena is obtained from dependence of peak positions of the D (ED) 
and G peak (EG) on the excitation laser energy (EL). Fig. 3.13 shows the ED and EG vs. EL for all 
samples measured. A linear relationship between ED and EL was obtained for all samples. The 
gradient of the ED vs. EL of Aerographite was ∼54 cm-1/eV, while the gradient of the EG vs. EL of 
Aerographite was ∼6 cm-1/eV. Similarly, the gradient of the ED vs. EL of graphite flakes, kish 
graphite and graphite oxide are ∼42 cm-1/eV, ∼43 cm-1/eV and ∼36 cm-1/eV, respectively. The EG 
of graphitic materials is almost a constant with respect to EL for all samples. Therefore, ED has the 
same dependence on laser energy for high and for low values of EL (or, equivalently, λL) for all 
samples. This behaviour is in agreement with the dependence of ID/IG on EL for kish graphite and 
graphite flakes, where a single linear ID/IG vs. 𝑛𝑛𝐿𝐿4 is obtained for all measured λL. However, this 
differs from dependence of ID/IG on EL for Aerographite and graphite oxide, for which ID/IG is 














Figure 3.14: Schematic diagram of double resonant Raman scattering.  
The relative size of Eph is exaggerated. 
 
The occurrence of peak D has been successfully described by a model utilizing double resonance 
Raman scattering process, in which elastic scattering of an electron on crystal defects plays a key 
role [61,62]. In this double resonant Raman scattering model, electron dispersion relation for 
electrons in graphite near the Fermi level is approximately linear (Fig. 3.14). An electron in 
graphite is excited by a photon of energy EL to the next higher available energy level at the same 
value of the electron wavevector, k (a-b in Fig. 3.14). The value of k is determined by the electron 
dispersion relation and EL. A larger value of EL results in excitation of an electron at a higher value 
of k. Thus, the excited electron can exchange energy with a phonon of non-zero phonon 
momentum, q. The energy of this phonon (Eph) is such that the electron takes a real electron state 
at point c in Fig. 3.14, defined by electron dispersion relation for these values of q and EL. After 
that the electron is elastically scattered by crystal defects into a virtual electron state (c-d in Fig. 
3.14), keeping the same energy but reversing its momentum. At this point, electron can recombine 
with the hole, emitting a photon of energy EL-Eph, which is then detected in Raman spectroscopy. 
Other options are possible [61,62], in which two excited states of the electron are real states and 
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one is a virtual state (i.e. point d in Fig. 3.14). Further, D bands occur through an inter-valley 
double resonance Raman process, rather than the intra-valley one described in Fig. 3.14. However, 
the intra-valley process in Fig. 3.14 captures all the essential processes needed for our discussion 
and the other processes will not be considered here for simplicity. The probability of this double 
resonant Raman process was reported to be proportional to the squares of the transition matrix 
elements for each of the transitions a-b, b-c, c-d and d-a in Fig. 3.14. It has been shown that the D 
band scattering is mediated by phonons with q ≈ 2k [47,61,62]. In this model, increasing EL leads 
to a linear increase of k, which in turn leads to a linear increase of q. The phonon responsible for 
the transition b-c in Fig. 3.14 was shown to be a iTO phonon in the vicinity of K point of 
symmetry [47,61,62]. As Eph increases approximately linearly with q for this phonon at the K point 
[47,61,62], it follows that the energy of the Raman D peak (ED) increases linearly with EL. The 
linear relationship in ED vs. EL is exactly what is obtained experimentally. This could not be 




















Figure 3.15: Schematic diagram of double resonant Raman scattering 
with electron defect states (dotted lines). 
   
A physical explanation for the saturation of ID/IG vs. 𝑛𝑛𝐿𝐿4 for Aerographite and graphite oxide (Fig. 
3.11) might be sought within the framework of the defect-induced double resonance Raman 
scattering model, because measurements in this thesis give a linear ED vs. EL for the entire range 
of EL (i.e. λL) used (Fig. 3.13). A distinct difference between the samples showing the saturation in 
ID/IG vs. 𝑛𝑛𝐿𝐿4 (Fig. 3.11) and samples showing linear ID/IG vs. 𝑛𝑛𝐿𝐿4 in the entire range of λL (Fig. 3.10) 
is that the former are highly structurally disordered. Therefore, disorder-induced localized electron 
states may play a role. A study of electron density of states near the Fermi level introduced by 
strong point-defects for graphene showed enhanced density of states near the Fermi level 
[129,130]. The dispersion relation for these states was not given. What was important, however, is 
that the finite defect-related electron DOS was obtained only close to the Fermi level. A schematic 
diagram of the dispersion relation for the electron DOS is given in Fig. 3.15 by dashed lines, 
assuming arbitrarily a linear form for simplicity. In a Raman experiment with high EL, i.e. small λL, 
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the electron will be excited to an energy above the disorder-induced electron states (a-b in Fig. 
3.15). Subsequent interaction with a phonon will then result in the same double resonance Raman 
effect as without defect-induced electron states (b-c-d-a). If EL is low enough, the electron will be 
excited to energies at which electron defect states exist close to the Fermi level. A possible double 
resonant scattering can then be described by transitions a’-b’-c’-d’-a’ in Fig. 3.15. This is a 
different process than for high EL and it is a good candidate for explaining the saturation in ID/IG 
vs. 𝑛𝑛𝐿𝐿4 for Aerographite and graphite oxide. However, because k and q are now lower than for what 
would occur without the electron defect states, this should result in a different ED vs. EL 
dependence than for high EL. In other words, the linear behavior of ED vs. EL occurs through 
linearity in the electron dispersion relation and with the involvement of the electron defect states. 
The same relation would no longer hold for low and high values of EL. Experiments do not show 
such a transition in ED vs. EL (Fig. 3.13). Therefore, disorder-induced local electron states cannot 
be the mechanism for the observed saturation in ID/IG vs. 𝑛𝑛𝐿𝐿4 for Aerographite and graphite oxide. 
 
The linearity of the electron dispersion relation near the Fermi energy (EF) for non-local states 
would also be affected by the structural disorder, which would in turn affect the intensity of the D 
band. However, this would affect the phonon momentum and energy of the step b-c in the double 
resonant Raman scattering (Fig. 3.14). Consequently, ED vs. EL would also have to be different for 
low and high values of EL, reflecting the non-linearity of the electron dispersion relation near the 
Fermi level. Since the experiment shows otherwise, the effect of disorder on the non-local electron 
states can be ruled out as a mechanism for the observed saturation in ID/IG vs. EL at low EL. 
 
In addition to the electron states, a high degree of structural disorder will also affect the phonon 
states. The dispersion of the iTO phonon near the K point was approximated to be linear in the 
double resonant scattering model. A high degree of structural disorder can affect this linearity, 
which in turn could affect ID/IG vs. EL. However, this would again have to be reflected in ED vs. EL 
relationship, because phonons energies would then no longer change linearly with EL. As the 
experiment gives a linear ED vs. EL relationship for all experimental values of EL, the effect of 
structural disorder on the iTO phonon dispersion near the K point can be also excluded as a 
possible cause of saturation in ID/IG at small EL. 
             
Structural disorder can also affect the phonon density of states, PDOS, which exhibits a peak at 
the energy of D band [60,91,105]. The larger the magnitude of this peak, the greater is the 
probability for an electron-phonon interaction corresponding to step b-c in Fig. 3.14. Therefore, 
the probability of the double resonant Raman process leading to the occurrence of D peak in 
Raman spectrum increases with the increase of the PDOS function at the phonon energy 
corresponding to Raman shift at a point within the experimental D peak. This peak in the PDOS 
associated with the D band is expected to broaden and become lower in magnitude with the 
introduction of strong structural disorder. As EL increases, phonons with higher energies 
contribute to the Raman shift (b-c in Fig. 3.14). If the PDOS increases with phonon energy more 
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gradually (as in the case of strong structural disorder), the intensity of the D band will change with 
EL more gradually, too. It should be stressed that the energy of phonons contributing to the D band 
will not be affected by the disorder induced change of the PDOS; only the probability of the 
Raman scattering will be affected. Thus, a linear ED vs. EL is still expected, in agreement with the 
experiment. The energy of the Raman band G does not depend on EL and consequently its 
intensity does not depend on EL, either. Therefore, change in the PDOS by structural disorder is a 
viable mechanism that can lead to the observed saturation on ID/IG vs. EL.  
 
First-principles calculation were performed using Quantum ESPRESSO to model the PDOS for 
graphite and point defects in graphite. The PDOS spectra of ideal graphite and point defects in 
graphite from 1200-1650 cm-1 are shown in Fig. 3.16 [47,126-128]. The main features of the 
PDOS spectrum of ideal graphite correspond to peaks at 1226, 1427, 1600 (G) and 1634 (D′) cm-1. 
For graphite with point defects, the peak at 1490 cm-1 is assigned to the disorder-induced D peak 
in this modelling, which corresponds to emission of an optical phonon with wavevector near the K 
points in the Brillouin zone [126,127]. The PDOS for the D peak increases more gradually for the 
graphite with defects, supporting the above proposition. 
        
            Figure 3.16: PDOS of ideal graphite and graphite with point defects from 1200-1650 cm-1. 
             
The influence of point defects on the graphite phonon spectra has shown that point defects (carbon 
isotopes, substitution atoms, vacancies) can cause additional Van Hove singularities in the PDOS 
at the K and M points of optical branches, and further induce additional Raman peaks [126,127]. 
Compared with the ideal graphite phonon spectra, the PDOS of graphite with point defects shows 
a broadening trend at high frequencies because there is a defect-induced double resonant Raman 
scattering in non-ideal graphite [126,127]. The PDOS of graphite with point defects decreases 
more gradually with energy than that for crystalline graphite. It is for this reason that ID/IG vs. EL 
of the defected graphite changes more grdually with EL than for the crystalline graphite. This 
leaves the change of the PDOS by defects as the most likely explanation for the observed behavior. 





In this chapter, I investigated the Raman spectra of Aerographite in comparison to graphite oxide, 
kish graphite and graphite flakes using different laser excitation energies in the visible range and 
quantitatively analyzed their respective intensities ratios, depending on the excitation energy. 
XRD measurements showed that Aerographite and graphite oxide are structurally highly 
disordered, while kish graphite and graphite flakes are structurally ordered. All samples give 
Raman bands characteristic for graphitic systems, but the bands for the disordered samples are 
broadened. The results reveal that the Raman spectrum of Aerographite is composed of two parts: 
one is typical spectral peaks of graphitic materials with G, D, and 2D bands. It also has special 
spectral features due to its 3D interconnected carbon foam with a hollow tetrapodal structure. The 
D and 2D bands of Aerographite show the “blue-shift” effect as excitation energy increases, but in 
contrast, positions of the G band do not obviously shift. This dispersion behavior supports the 
vibrational mode assignments of Aerographite. Structural and electronic modifications, i.e. 
disorder, defects, curvature, and edge functionalization, are likely to responsible for the presence 
of D and 2D bands in the Raman spectra of Aerographite. The amount of amorphous sp2 carbons 
in Aerographite reflects its a hollow nano- and micro-tubular interconnected tetrapod structure, 
which is the main reason for different Raman spectral profile of Aerographite compared to those 
of other graphitic materials. 
 
In addition, a saturation in the intensity ratio between D and G bands (ID/IG) was observed, for 
which a new physical model was proposed. This model involves is based on double resonant 
Raman scattering, but invokes also change of PDOS by structural disorder, making it possible to 
obtain the saturation of ID/IG vs. EL and, at the same time, maintaining the linear ED vs. EL through 
whole range of EL measured. 
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            Chapter 4 
Temperature Dependent Synchrotron Terahertz/Far-Infrared 
and Raman Scattering Spectral Studies of Aerographite and 
Single-walled Carbon Nanotube Aerogel 
 
4.1 Introduction 
             
Carbon aerogels exhibit a unique combination of properties, including ultra-low density, a large 
specific surface area (SSA), high electrical conductivity, thermal and chemical robustness, and 
excellent mechanical properties [9,10,129]. These properties arise directly from assembling 
amorphous sp2 carbons into a highly porous, low-density aerogel. THz/Far-IR reflectance and 
scattering properties of carbon aerogels have not been adequately reported due to their highly 
porous structures on nanoscale. THz/Far-IR transmission measurements are very difficult to 
perform because of very low transmissivity of these materials. This will impede the potential 
applications in THz and Far-IR areas, especially in space-borne optical systems [130]. 
             
Vibrational spectroscopy, embracing both IR absorption spectroscopy and Raman scattering 
spectroscopy, represents a powerful tool to investigate phonon properties, phonon anharmonicity 
and electron-phonon coupling of carbon-based materials. IR absorption spectroscopy probes IR 
active phonon modes of small wave vector because the wave vector of the incident photons is 
small in comparison with the Brillouin zone [96]. Raman scattering spectroscopy is widely used to 
identify defects, disorders, layer numbers, diameters, and chirality [47,131-133]. The basic 
difference between the IR and Raman spectroscopy is associated with the symmetry difference 
which is described by a dipole moment for the absorption process and by a symmetrical tensor for 
the scattering process [45,82]. Being sensitive to odd-parity phonon modes, IR absorption 
spectroscopy provides a complementary method to Raman scattering spectroscopy, which is 
sensitive to even-parity phonon modes and mutually exclusive character resulting from the 
quantum mechanical selection rules [134]. Temperature dependent Raman line width and peak 
shift of a Raman or IR mode can further provide important information on anharmonic terms in 
the lattice potential energy and electron-phonon coupling [135,136]. 
 
Synchrotron light source emits a wide frequency range, from microwaves to X-rays, with several 
advantages over conventional light source in the area of low-noise, high brightness, high 
collimation, and high polarization. Thus, synchrotrons provide the ideal source to study thin 
samples in transmission or reflection in THz/Far-IR region. Optically active vibrational modes 
corresponding to long-range interactions may be detected in large molecular systems in this 
spectral region [134]. In addition, as the synchrotron beam displays a high level of polarization, it 
is also excellent for the study of samples with oriented IR absorbing bonds [137]. 
 
In this chapter, I present complementary synchrotron THz/Far-IR and Raman spectral investigation 
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of temperature dependent measurements of Aerographite and SWCNT aerogel. Synchrotron 
THz/Far-IR spectra acquired from the THz/Far-IR Beamline at the Australian Synchrotron were 
measured in the frequency range of 7-1000 cm-1 and temperature from 6–300 K. Variable 
temperature Raman spectra were excited by a 514 nm laser at temperatures from 80–300 K in the 
frequency range of 100–4000 cm-1. THz Raman spectra were measured from 10–220 cm-1 for 
comparison with the synchrotron IR spectra; but only room temperature measurements were 
available. All possible IR and Raman peaks are assigned. Room temperature THz Raman spectra 
of graphite flakes and SWCNT aerogel were also studied. 
  
4.2 Experimental Details 
 
4.2.1 Materials Preparation 
 
The sample preparation details of Aerographite were have already been given in Chapter 3.  
 
SWCNT aerogel was produced at University of Pennsylvania, under the joint supervision of 
Professor Arjun G. Yodh and Professor Mohammad F. Islam (Carnegie Mellon University). The 
SWCNT aerogel was created from SWCNT hydrogel (aqueous gel) precursors by critical point 
drying and freeze drying [17,131]. Specifically, SWCNT powder (CG 300 conductive SWCNTs 
0.03 g, average diameter: 0.84 nm, median length: 1 μm, carbon purity: ≥ 95wt%, specific surface 
area: ≥ 700 m2/g, CHASM Advanced Materials, Inc., Canton, MA, USA) was suspended in 
deionized water (30 mL) using sodium dodecylbenzene sulfonate (SDBS) surfactant (0.3 g, Acros 
Organics) at a SWCNT dispersion concentration of 1 mg/mL; the mass ratio of SWCNT with 
SDBS was 1:10. The solution was magnetically stirred (IKA@RET basic, Staufen, Germany) with 
750 rpm for one hour, then tip-sonicated (VC 505, Sonics & Materials, Inc., Newtown, CT, USA) 
for 2 h operating at 90 W (20% amplitude) with “on” and “off” cycles, equal to 10 and 5 s, 
respectively. During the sonication process, the dispersion was maintained at room temperature 
using a water bath. Then the SWCNT dispersion was centrifuged at 1500 rpm for 30 min (Fisher 
Scientific Marathon 21000R, Hampton, NH, USA). After centrifugation, the SWCNT suspensions 
were concentrated by evaporating in a forced air oven (VWR Scientific 1330 FM, Radnor, PA, 
USA) at 60 ℃ for 6 h and were then poured into circular molds covered with parafilm and left for 
24 h in a humid ambient condition. After the gelation of the solution, the surfactant was removed 
by soaking in deionized water for 20 min, then in 1 M nitric acid for 20 min. Different 
concentrations (20%, 40%, 60%, 80% and 100%) ethanol solutions were used to exchange the 
water in the samples. The SWCNT hydrogel was finally dried by an automated critical point dryer 
(CPD, Leica EM CPD030, Wetzler, Germany) and the SWCNT aerogel was thus obtained.  
 
Fig. 4.1 shows an optical image obtained using an inViaTM confocal Raman microscope of the 
samples of Aerographite and SWCNT aerogel studied, showing the overall sample structures. In 
Fig. 4.1 (a), Aerographite manifests its hollow tetrapod morphology with a random and disordered 
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three-dimensional porous architecture. The optical image of the SWCNT aerogel cross-section 
given in Fig. 4.1 (b), reveals a porous, isotropic SWCNT network. 
 
(a) Aerographite                                               (b) SWCNT Aerogel 
Figure 4.1: Optical images of Aerographite and SWCNT aerogel. 
 
4.2.2 Measurements of Spectra 
 
Synchrotron THz/Far-IR Fourier transform IR (FTIR) spectra were acquired at the THz/Far-IR 
beamline of the Australian Synchrotron (Clayton, Victoria, Australia) and using a Brüker 
IFS125HR FTIR spectrometer (Brüker Optics, Ettlingen, Germany) which offers a used spectral 
resolution of 1 cm-1. Temperature dependent THz/Far-IR spectra from 6–300 K with steps of 10 K 
were obtained using a cryogen-free closed-loop cryostat with variable temperature insert (Cryo 
Industries of America, Inc., Manchester, NH, USA), equipped with diamond windows. The 
temperature was maintained and recorded using a PID temperature controller (Lake Shore 
Cryotronics, Westerville, OH, USA). IR transmission spectra from 7–1000 cm-1 (0.2–33 THz) 
were obtained using a 6-μm multilayer Mylar beam splitter. A liquid helium cooled silicon-based 
bolometer (HDL-5, Infrared Laboratories, Tucson, AZ, USA) was employed to detect signals in 
the 7–350 cm−1 region. A Si: B photodetector was used in the 300–1000 cm-1 region. Samples were 
mounted in a transmission geometry, allowing one to acquire transmittance by taking the ratio of 
intensity of passing through the sample and a reference without the sample. The spectrometer is 
remotely controlled and the data was analyzed using OPUSTM software version 6.5. Paraffin wax is 
an ideal solvent for low-temperature THz/Far-IR measurements. The use of paraffin wax has a key 
advantage that a self-supporting disc can be prepared at room temperature, suitable for mounting 
samples [138]. With this configuration, I acquired spectra from dilute Aerographite and SWCNT 
aerogel dispersed in paraffin wax at ratios of 1% and 0.1%. Multiple measurements (repeated three 
times at each temperature) were employed to confirm the reliability of resulting spectra. 
 
Raman spectra were measured on an inViaTM confocal Raman microscope (Renishaw plc, 
Gloucestershire, UK) using a 514 nm Ar+ laser (excitation energy 2.41 eV) with 1800 l/mm grating. 
(a) (b) 
16 microns 16 microns 
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Samples were loaded onto a glass slide into a flowing nitrogen atmosphere and cooled using a 
variable temperature stage and then measured in 10 K within +/-1 K steps from 80 K up to 300 K; 
optical access was via a quartz window (Linkham Scientific Instruments, Epsom, UK). The laser 
was focused on the sample via a Leica 50× long-working-distance objective (N.A. = 0.75). These 
optical components were used to focus the laser beam onto sample and to collect the 
backscattering light. The laser beam power was adjustable from 10%–100% of the laser maximum 
power. The power was adjusted in order to prevent laser-induced heating but still ensure a high 
SNR. Detection was achieved with an air-cooled CCD detector. Variable temperature Raman 
spectra were collected using an exposure time 20 s, and 5 accumulations in an extended mode from 
100–4000 cm-1. The calibration of the Raman spectrometer was checked by using the line at 521 
cm-1 of a silicon sample. 
        
4.3 Results and Analysis 
 
4.3.1 IR and Raman Phonon Activity Overview for Graphite and SWCNTs 
          
Graphite is a hexagonal crystal with four carbon atoms per unit cell and twelve zone center lattice 
modes. According to group theory, the zone-center optical phonon modes of graphite are 
[45,47,139] 
                                     𝛤𝛤Graphite = 𝐴𝐴2u(𝐼𝐼𝑅𝑅) + 2𝐵𝐵2g + 𝐸𝐸1u(𝐼𝐼𝑅𝑅) + 2𝐸𝐸2g(𝑅𝑅)                              (4.1) 
 
There are two additional phonon modes, A2u and E1u, for the acoustic modes. There are only two IR 
active modes for graphite: one A2u and one E1u. Two first-order IR active vibrational modes are 
observed in the mid-IR range, one at 868 cm-1 (“out-of-plane” vibration, A2u symmetry, 
nondegenerate) and one at 1588 cm-1 (“in-plane” vibration, E1u symmetry, doubly degenerate) 
[47,139]. Jeon et al. reported that the origin of the IR activity in graphite is the interlayer Coulomb 
interactions involving the electronic charge in the π-bonds [139]. 
 
Due to the energy-momentum conversation requirements, it is only necessary to consider the 
symmetry of the SWCNT zone-center vibration at the Γ point (k = 0). The number of the Raman 
active (A1g, E1g and E2g symmetries) and IR active (A2u and E1u symmetries) modes for SWCNT is 
related to the lattice structure and its symmetry. The phonon modes of SWCNTs are [51]: 
                                       𝛤𝛤SWCNTs = 𝐴𝐴2M(𝐼𝐼𝑅𝑅) + 2𝐵𝐵2g + 2𝐸𝐸1M(𝐼𝐼𝑅𝑅) + 2𝐸𝐸2g(𝑅𝑅)                          (4.2) 
 
Selection rules indicate that there are 15-16 Raman active and 6-9 IR active modes for SWCNT, 
depending on their symmetry (i.e. armchair, chiral, or zigzag) [51]. However, a Raman active 
mode allowed by group theory may nevertheless only have a small Raman cross-section [51]. Only 
6-7 Raman intense Raman active modes are observed by the Raman scattering measurements for 
any SWCNT chirality. IR active vibrational modes of SWCNT samples are difficult to detect 
because SWCNTs do not support a static dipole moment, and IR activity related to the dynamic 
dipole moment is very weak [140,141]. IR transmission and reflectance spectra show that phonon 
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modes around 860 and 1590 cm-1 appear in all symmetries, independently of the diameter of 
SWCNTs. The low frequency modes of the SWCNT (below 400 cm-1) depend strongly on the 
diameter, i.e. they soften with increasing diameter. Modes above 1100 cm-1 exhibit primarily 
tangential C-atom displacement [51,140].  
 
Bantignies et al. studied the IR transmission spectra of carbon aerogel, SWCNT and graphite in the 
wavenumber range 450–4000 cm-1 [141]. They found that there are only small features at 860 (IR 
active radial mode, A2u symmetry) and 1590 cm-1 (IR active tangential mode, E1u symmetry) in the 
graphite and SWCNT spectra, and one additional band located around 1190 cm-1 in the SWCNT 
spectrum. Due to the amorphous carbon present in carbon aerogel, a very broad and complex 
feature was observed in carbon aerogel around 1250 cm-1 along with other bands located in 880 
and 1590 cm-1. Further bands around 1127, 1168 and 1190 cm-1 (due to the overlap between an IR 
active mode and the D mode) have also been reported for carbon aerogel [141]. Alon reported that 
all achiral SWCNTs have only 8 Raman active and 3 IR active phonon modes [142]. The 
symmetries and numbers of Raman active and IR active phonon modes in SWCNTs (after 
subtracting the acoustic modes) are [49,142]: 
                                     𝛤𝛤𝑍𝑍𝑅𝑅𝑔𝑔𝑧𝑧𝑖𝑖𝑔𝑔𝑅𝑅𝑅𝑅𝑚𝑚𝑅𝑅𝑛𝑛 = 2𝐴𝐴1𝑔𝑔 ⊕ 3𝐸𝐸1𝑔𝑔 ⊕ 3𝐸𝐸2𝑔𝑔 → 𝑛𝑛𝑍𝑍𝑅𝑅𝑔𝑔𝑧𝑧𝑖𝑖𝑔𝑔𝑅𝑅𝑅𝑅𝑚𝑚𝑅𝑅𝑛𝑛 =8 modes;                              (4.3) 
                                                 𝛤𝛤𝑍𝑍𝑅𝑅𝑔𝑔𝑧𝑧𝑖𝑖𝑔𝑔𝐼𝐼𝑅𝑅 = 𝐴𝐴2𝑢𝑢 ⊕ 2𝐸𝐸1𝑢𝑢 → 𝑛𝑛𝑍𝑍𝑅𝑅𝑔𝑔𝑧𝑧𝑖𝑖𝑔𝑔𝐼𝐼𝑅𝑅 =3 modes;                                        (4.4) 
                                    𝛤𝛤𝑅𝑅𝑟𝑟𝑚𝑚𝑐𝑐ℎ𝑅𝑅𝑖𝑖𝑟𝑟𝑅𝑅𝑅𝑅𝑚𝑚𝑅𝑅𝑛𝑛 = 2𝐴𝐴1𝑔𝑔 ⊕ 2𝐸𝐸1𝑔𝑔 ⊕ 4𝐸𝐸2𝑔𝑔 → 𝑛𝑛𝑅𝑅𝑟𝑟𝑚𝑚𝑐𝑐ℎ𝑅𝑅𝑖𝑖𝑟𝑟𝑅𝑅𝑅𝑅𝑚𝑚𝑅𝑅𝑛𝑛 =8 modes;                            (4.5) 
                                                     𝛤𝛤𝑅𝑅𝑟𝑟𝑚𝑚𝑐𝑐ℎ𝑅𝑅𝑖𝑖𝑟𝑟𝐼𝐼𝑅𝑅 = 3𝐸𝐸1𝑢𝑢 → 𝑛𝑛𝑅𝑅𝑟𝑟𝑚𝑚𝑐𝑐ℎ𝑅𝑅𝑖𝑖𝑟𝑟𝐼𝐼𝑅𝑅 =3 modes;                                         (4.6) 
                                               𝛤𝛤𝑐𝑐ℎ𝑖𝑖𝑟𝑟𝑅𝑅𝑙𝑙𝑅𝑅𝑅𝑅𝑚𝑚𝑅𝑅𝑛𝑛 = 3𝐴𝐴1 ⊕ 5𝐸𝐸1 ⊕ 6𝐸𝐸2 → 𝑛𝑛𝑐𝑐ℎ𝑖𝑖𝑟𝑟𝑅𝑅𝑙𝑙𝑅𝑅𝑅𝑅𝑚𝑚𝑅𝑅𝑛𝑛 =14 modes;                            (4.7) 
                                                         𝛤𝛤𝑐𝑐ℎ𝑖𝑖𝑟𝑟𝑅𝑅𝑙𝑙𝐼𝐼𝑅𝑅 = 𝐴𝐴2 ⊕ 5𝐸𝐸1 → 𝑛𝑛𝑐𝑐ℎ𝑖𝑖𝑟𝑟𝑅𝑅𝑙𝑙𝐼𝐼𝑅𝑅 = 6 modes.                                     (4.8) 
          
4.3.2 THz/Far-IR Spectra 
             
Figs. 4.2 and 4.3 display raw measurements of IR transmission for Aerographite and SWCNT 
aerogel in the log-scale. The raw measurements show several obvious absorption features. 
However, these features are produced by the experimental setup, and they disappear when the raw 
spectrum is divided by the spectrum measured without the sample and the transmittance is 
obtained. The features belonging to samples are much more subtle and they are only obvious when 
zooming into a narrow spectral range. The large sharp features in the transmittance curves above 
650 cm-1 are not sample features either. These are an artefact of the small signal values in the raw 





Figure 4.2: Synchrotron THz/Far-IR raw spectra of Aerographite on a log-scale  
at various temperatures, from 6 K to 300 K. 
 
 
Figure 4.3: Synchrotron THz/Far-IR raw spectra of SWCNT aerogel on a log-scale 
at various temperatures, from 6 K to 300 K. 
             
The observed IR bands for the Aerographite and SWCNT aerogel are at 40, 79, 115, 152, 250 and 
660 cm-1. There are others that are more difficult to distinguish. In addition, there are probably 
other common bands as well; but it is difficult to be certain because the bands are small and broad. 
The 660 cm-1 band seems to be common, but that band is complicated because it is close to the 
noisy area (the band itself might be an artefact). Only one observed band has a straightforward 
explanation: 867 cm-1 is A2u out-of-plane vibration mode, which is expected to be IR active. 
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IR spectroscopy on graphite and CNTs below 1000 cm-1 is difficult, because the signal is very 
weak due to the high IR absorption and reflection of carbon-based materials generally [50]. 
Furthermore, the IR active modes around 867 cm-1 and 1588 cm-1 are close to those of other 
carbon-based materials [50]. IR active modes in the SWCNT exhibit an upshift by some 
wavenumbers with respect to the corresponding graphite mode [50]. Zhang et al. used first-
principles modelling (Quantum ESPERSSO) to calculate the IR spectra of graphite oxide in the 
frequency range 1000–4000 cm-1 [143]. Xing et al. ball-milled crystalline graphite powder at 
Argon gas atmosphere up to 100 hours and diluted this to obtain Raman spectra from 200 to 3500 
cm-1 [143]. However, milling probably affects the graphite fine structure, as it produces very small 
particles. From a few Raman spectra, it appears the SWCNT exhibit the RBM around 200 cm-1. 
This may be related to what we observe for SWCNT aerogel (wide bands in this area). However, 
Aerographite also has wide bands there-which is confusing, because Aerographite cannot have the 
RBM (unless this is because Aerographite follows the round shapes of the underlying ZnO 
tetrapods). 
 
To reveal the spectral features of Aerographite more clearly, parts of the IR spectra are shown 
separately in Figs. 4.4–4.7. Arbitrary units are different for each graph, but they are the same 
within each of the graphs. In the frequency range of 30–300 cm-1 (the low frequency region), IR 
absorption bands at 40, 79, 114, 152 and 248 cm-1 are seen to occur in Aerographite (Figs. 4.4 and 
4.5). The low frequency IR spectra exhibit distinct features because resonant scattering from 
quasi-acoustic phonons with a shearing and breathing atomic motion of the adjacent layers, the so-
called shearing modes and breathing modes [106]. 
 
The IR absorption band at 40 cm-1 is a shear mode that shows a “red-shift” as the temperature 
increases up to 296 K (the band moves to 36 cm-1). This frequency shift is accompanied by a 
thermal evolution from a sharp band profile at low temperatures to a broad band profile at high 
temperatures. The E2g shear phonon mode occurs at this energy in graphite, but it is not expected 
to be IR active, only Raman active.  
 
The band at 79 cm-1 is mainly due to vibration of graphite planes parallel to each other [144]. 
Resonance and overtone/combination modes cannot be predicted by symmetry since these 
vibration modes are caused by interactions among the fundamental modes [44,61-65]. The role of 
phonon interactions will be implicated in the measurable widths of peaks, while non-interacting 
vibrational modes would be manifested as a δ function in the dielectric constant [44].  
 
The IR absorption band at 114 cm-1 is identified as a low-wavenumber out-of-plane (ZOʹ) optical 
phonon mode in graphite [139]. This phonon mode represents relative motions between rigid 
monolayer planes when assembled in N-layer stacking. It shows an asymmetric shape, a 
consequence of Breit-Wigner-Fano resonance, resulting from the coupling between the low-
wavenumber phonon and electron transitions around the touching region of conduction and 
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valence band continuum [144]. The IR absorption band at 152 cm-1 is assigned to the low 
frequency A1g mode, which is strongly dependent on the van der Waals interaction potential in 
graphite [51,144]. 
Figure 4.4: THz/Far-IR transmittance spectra of Aerographite from 30–200 cm-1 
at various temperatures, from 6 K to 300 K. 
             
The band at 248 cm-1 (Fig. 4.5) is tentatively attributed to the radial breathing-like (RBLM) mode, 
which appears due to the curvature effect in corrugated graphite sheets comprising 1–3 graphene 
layers and graphene nanoribbons [136,145].  
 
Figure 4.5: THz/Far-IR transmittance spectra of Aerographite from 90–300 cm-1 
at various temperatures, from 6 K to 300 K. 
             
In the frequency range 400–700 cm-1 (Fig. 4.6), the IR absorption band of Aerographite at 660 cm-


















band. This has been shown earlier to occur in Aerographite [82]. The origin is the Fermi resonance 
between the C-H stretching vibration and the first overtone of the C-H deformation vibration [82]. 
 
Figure 4.6: THz/Far-IR transmittance spectra of Aerographite from 400–700 cm-1  
at various temperatures, from 6 K to 300 K. 
           
In the frequency range of 800–1000 cm-1, the obvious IR active bands of Aerographite at 889 cm-1 
were assigned to the A2u symmetry out-of-plane vibration [139] (Fig. 4.7). It also reported that 
there is an IR active A2u mode (868 cm-1) in graphite. The peak at 889 cm-1 has anomalous 
intensity vs. temperature. It is the strongest at 180 K and it is split between 110 and 130 K and then 
again at 190 and 200 K. As temperature increases, the IR spectra lines increase, and the peaks shift. 
Couples of vibrational transitions overlap in the absorption bands at higher temperature due to the 
broadening of the linewidths.  
 
Figure 4.7: THz/Far-IR transmittance spectra of Aerographite from 800–1000 cm-1 
at various temperatures, from 6 K to 300 K. 







In the 30–300 cm-1 spectral region, the IR absorption bands of SWCNT aerogel at 40, 79, 115 and 
252 cm-1 are presented in Fig. 4.8. Only the peak position at 79 cm-1 shows a “red-shift” effect as 
temperature increases. The sharp absorption band profiles at low temperatures became broad at 
high temperatures due to the amorphous and disordered structures in the SWCNT aerogel. The 79 
cm-1 is ascribed to sliding of graphite planes parallel to each other. This raises the question as to 
whether SWCNTs have such mode (which will be possible if their diameters are very large), or 
perhaps some SWCNTs changed into graphite when making the SWCNT aerogel. This is 
normally a Raman active mode, yet it appears in the IR spectrum. The IR absorption band at 115 
cm-1, is attributed to the E1g active mode. Rao et al. reported diameter selective coupling of the 
SWCNTs to the exciting radiation field that stems from the diameter dependence of the electronic 
density of states induced by quantum confinement [49]. The band at 252 cm-1 in Fig. 4.9 is 
tentatively, attributed to the RBM mode in SWCNT aerogel [145]. It appears in the low 
temperature range from 6–160 K, and becomes indistinguishable obvious above 160 K. 
 
Figure 4.8: THz/Far-IR transmittance spectra of SWCNT aerogel from 30–200 cm-1  
at various temperatures, from 6 K to 300 K. 
 
 
Figure 4.9: THz/Far-IR transmittance spectra of SWCNT aerogel from 90–300 cm-1  











In the 500–750 cm-1 spectral region, there is an IR absorption band of SWCNT aerogel located at 
685 cm-1 (Fig. 4.10), which was attributed to the first order IR vibration mode (A2) because of the 
C-H out-of-plane deformation bands. This arises from a Fermi resonance effect between the C-H 
stretching vibration and the first overtone of the C-H deformation vibration [82,141]. 
 
Figure 4.10: THz/Far-IR transmittance spectra of SWCNT aerogel from 400–750 cm-1  
at various temperatures, from 6 K to 300 K. 
 
In the 800–1000 cm-1 spectral region, the obvious IR absorption bands of SWCNT aerogel appear, 
at different temperatures, at 832, 902, 923, and 968 cm-1 (Fig. 4.11). The observed band at 832 cm-
1 was possibly due to the oscillations or multiple reflections in the spectrometer and samples. 
Other IR absorption bands at 902, 923, and 968 cm-1 are attributed to the second order IR 
vibrations [141].  
 
Figure 4.11: THz/Far-IR transmittance spectra of SWCNT aerogel from 800–1000 cm-1  
at various temperatures, from 6 K to 300 K. 













There are some factors, such as the Fabry–Pérot interference effects, parallelism of the sample 
surfaces and the inhomogeneity of and scattering by the sample, that will affect the background 
oscillations [25,30]. All the contributing background oscillations, affecting the optical constants, 
are combined to give the total uncertainty in the measurement. 
 
4.3.3 Raman Spectra 
 
Section 4.3.2 reports some IR absorption bands that are not expected from group theory. For 
example, the observed 40 cm-1 band of Aerographite (Fig. 4.4) is expected to be Raman active, but 
not IR active. Raman spectroscopy of Aerographite and SWCNT aerogels is presented in the 
following sections going down to energies as low as 10 cm-1, to check if the observed IR bands 
indeed correspond to the expected vibrational modes that are predicted for the Raman spectra. 
After introducing the spectra in Section 4.3.3.1 and Section 4.3.3.2, the temperature dependence of 
the Raman bands is presented in Section 4.3.4.1. This will be compared to the temperature 
dependence of the corresponding IR absorption bands, which will give further clues on the 
occurrence of the unexpected IR absorption bands in the synchrotron measurements. 
 
4.3.3.1 Aerographite 
             
The room temperature Raman spectrum of Aerographite excited by a 514 nm laser is shown in Fig. 
4.12. The Raman spectrum exhibits the typical spectral features of graphitic materials. Raman 
peaks at ∼1588 cm-1 and ∼1346 cm-1 are the first order Raman modes and known as the G and D 
modes, and the Raman peak at about 2600–2900 cm-1 is the overtone of the D mode (Gʹ/2D), 
which has its origin in the breathing modes of six atom rings [47,52,57]. The strong D band 
indicates that armchair edges are present in Aerographite [121]. Because of its highly disordered 
structure, the Raman modes of Aerographite associated with disorder or defects are activated either 
as a higher-order (combination and overtones modes) or as a defect-induced process. These details 
have been discussed already under the double resonant Raman scattering theory in Chapter 3.  
 









Combining the IR and Raman results, there are two Raman active E2g modes as fundamentals 
(1585 and 40 cm-1); two IR active A2u modes (1588 and 867 cm-1); one IR active A1g mode (152 
cm-1); the other two are "silent" modes. 
 
4.3.3.2 SWCNT Aerogel 
 
The room temperature Raman spectrum of SWCNT aerogel excited by a 514 nm laser is shown in 
Fig. 4.13. It may be divided into four main regions: the low frequency region from 100–500 cm-1, 
the intermediate region from 500–1000 cm-1, the high frequency region from 1000–2000 cm-1, and 
the second order region from 2000–4000 cm-1.  
 
There features which distinguish this from the Raman spectra of Aerographite: (1) the low 
frequency RBM appears in the range 50–760 cm-1, which is unique to each SWCNT structure with 
a particular (n, m), assigned to a bond-stretching out-of-plane phonon mode; and (2) two in-plane 
optical-phonon modes in SWCNT aerogel, i.e. the LO and TO phonon modes at the Γ point in the 
Brioullin zone [53,61]. These modes are degenerate in other sp2 carbon materials. However, they 
split into two peaks, G+ (∼1571cm-1, LO phonon, high frequency part) and G- (∼1520 cm-1, iTO 
phonon, low frequency part) peaks in the semiconducting SWCNT. This spliting is inversely 
proportional to the square of diameter of the SWCNT due to the curvature effect and electron-
phonon interaction [55,61,133]. The peaks in the Raman spectra for SWCNT aerogel (Fig. 4.13) 
can be assigned to one-phonon or two-phonon, first order or second order double resonance Raman 
scattering processes. These are summarized in Table 4.1.  
 
Figure 4.13: Raman spectrum of SWCNT aerogel at 514 nm laser excitation. 
 
The RBM is the characteristic phonon mode of SWCNTs, which has A1g (IR) symmetry [140]. All 
carbon atoms move in phase in the radial direction creating a breathing-like vibration of the tube 
























                                                           𝜔𝜔RBM =
227
𝑑𝑑
�1 + 𝐶𝐶e𝑑𝑑2 ≈
227
𝑑𝑑
                 (4.9)                  
   𝑑𝑑 = 𝑎𝑎0√𝑛𝑛2 + 𝑛𝑛𝑚𝑚 + 𝑚𝑚2 ∕ 𝜋𝜋                                           (4.10) 
where 𝐶𝐶𝑒𝑒 (nm-2) probes the enviornment effect on 𝜔𝜔RBM, such as contact with a substrate, water, 
oxygen, or charged molecular species; 𝑎𝑎0= 0.2461 nm, and (n, m) is the chiral index [61,140]. The 
most abundant (n, m) species for the CG 300 semiconducting SWCNTs are (6, 5), (7, 5) and (7, 6). 
From this we can deduce that the diameters of the SWCNT are 0.75 nm, 0.86 nm and 0.88 nm, and 
the frequencies of the RBM are ωRBM = 303 cm-1, 264 cm-1 and 258 cm-1, respectively. 
 
TABLE 4.1 Assignments and frequency behavior for Raman modes of SWCNT aerogel. 
Name Pos. (cm-1) Origin Details 
RBM 262 first order SWCNT vibration of radius 
iTA 403 one-phonon DR Raman  iTA mode, intravalley scattering (q=2k) 
LA 604 one-phonon DR Raman  LA mode, intravalley scattering (q=2k) 
D 1323 one-phonon DR Raman  iTO mode, intervalley scattering (q=2k) 
G- 1520 first order Raman in-plane vibrations, Raman active mode 
G+ 1573 first order Raman in-plane vibration, Raman active mode 
Dʹ 1686 one-phonon DR Raman     LO mode, intravalley scattering (q=2k) 
LO+ZO 1998 two-phonons DR Raman  Combination mode of LO and LA 
LA+TO 2396 two-phonons DR Raman Combination mode of LA and TO 
Gʹ (2D) 2634 two-phonons DR Raman             Overtone of D mode 
2G 3150 two-phonons DR Raman             Overtone of G mode 
           a Mode frequencies for dispersive modes are given at EL= 2.41 eV. 
            b ZO is the out-of-plane optical phonon mode [143]. 
            c DR is the double resonance Raman scattering process. 
              
Thus, Raman spectroscopy of SWCNT aerogel yields important information on the structural 
properties of the SWCNT aerogel, as well as on the physical properties of SWCNTs. These Raman 
results confirm that the SWCNT in the SWCNT aerogel gave all Raman features as expected for 
“free” SWCNTs. Therefore, the procedure of making the SWCNT aerogels did not affect the 
Raman properties of SWCNT’s. 
 
           4.3.4 Temperature Dependence of Raman and Synchrotron THz/Far-IR Spectra 
           
Temperature dependent vibrational spectroscopy can provide valuable information on physical 
and chemical properties, phonon anharmonicity and electron-phonon coupling of sp2 carbon-based 
materials [135]. It is important in determining the intrinsic values of related parameters, which 
may have consequences for the further applications of materials.  
 
Bononi et al. reported the finite-temperature dependent properties of graphite and graphene by 
first-principles considerations, i.e. linewidths, line shifts and lifetimes [146]. In graphite, the 
phonon linewidth of the Raman active E2g mode anomalously decreased with temperature. This is 
driven by the electron-phonon coupling and does not appear in the nearly degenerate IR active E1u 
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modes [146]. Ugawa et al. reported temperature dependent IR properties of SWCNT in the 
frequency range of 15–5000 cm-1 and temperature range 7.8–298 K [147]. The temperature 
dependence of reflectance is small, and no temperature dependence of vibrational structures was 
observed at the measured temperatures. A low frequency absorption band was observed in the 
optical conductivity at 135 cm-1 due to a pseudo- and small gap in SWCNTs [147]. Giura et al. 
performed a comparative experimental and theoretical investigation of the temperature 
dependence of the frequency and linewidth of IR active optical phonons modes (E1u and E2g) in 
highly oriented pyrolytic graphite (HOPG) from 300–700 K [148].  
             
4.3.4.1 Temperature Dependence of Raman Spectra 
             
            Temperature dependent Raman spectra provide a method to further understand the fine structural 
information and intrinsic physical properties of the materials under study, such as atomic bond 
structure, electron-phonon coupling and thermal stability. The change in phonon frequency with 













through lattice expansion according to [51]: 












𝛥𝛥𝑇𝑇                                 (4.11) 
The intrinsic temperature dependence of the Raman spectra of graphite and carbon nanotubes have 
been reported by [135,147,148] and [126,149], respectively. Chatzakis et al. studied the 
temperature dependence of the anharmonicity decay rate of zone-center (G mode) optical phonons 
in both SWCNs and graphite using time-resolved anti-Stokes Raman spectroscopy [149]. For 
SWCNTs, little temperature dependence of the decay rate was observed below 300 K. Above 300 
K, the decay rate increased from 0.8–1.7 ps-1. The decay rate of graphite was observed to increase 
from 0.5 to 0.8 ps-1 over the temperature range of 300–700 K [149]. 
 
In order to distinguish the intrinsic contributions of phonon anharmonicity to the positions of the G 
and 2D peaks, temperature dependent Raman spectra of Aerographite and SWCNT aerogel were 
investigated in this project in back-scattering geometry using a Renishaw inViaTM confocal Raman 
microscope equipped with a liquid nitrogen cooled CCD over the temperature range 80–300 K. 
Figs. 4.14 and 4.15 show the Raman spectra for Aerographite under a laser excitation at 514 nm at 




Figure 4.14: Raman spectra for Aerographite under a laser excitation at 514 nm  
at various temperatures, from 80 K to 300 K. 
 
     
Figure 4.15: Raman spectra for SWCNT aerogel under a laser excitation at 514 nm  
at various temperatures, from 80 K to 300 K. 
 
In Fig. 4.14, the temperature dependent Raman spectra of Aerographite may be seen to be 
composed of three major spectral features of graphitic materials, namely the D, G and 2D bands. 
Raman spectra of SWCNT aerogel (Fig. 4.15) at different temperatures also show typical Raman 
peaks of SWCNTs, namely, the RBM, D, G-, G+ and 2D peaks. Figs. 4.16 and 4.17 present the 
temperature dependent evolutions of Raman peak energies of Aerographite and SWCNT aerogel 
across the measured temperature range. The oscillations appear in the data in Figure 4.17 are 
artefacts of fitting; temperature oscillations would not be this large. 
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Figure 4.16: Temperature dependent evolutions of Raman peak positions of  
Aerographite from 80–300 K. 
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Figure 4.17: Temperature dependent evolutions of Raman peak positions of 
SWCNT aerogel from 80–300 K. 
   
Increasing temperature leads to the “red-shift” of Raman peaks D and G bands in Aerographite 
and of the D and G+ peaks in SWCNT aerogel with temperature over the range 80–300 K. The 
measured temperature dependence of the frequency shift of the Raman modes in Aerographite 
may be fitted by a linear equation: 
                                                                            𝜔𝜔 = 𝜔𝜔(0) + 𝜒𝜒𝑇𝑇                                                          (4.12) 
where 𝜔𝜔(0) is the mode frequency at 0 K and the first-order thermal coefficient 𝜒𝜒 = 𝑑𝑑𝜔𝜔
𝑑𝑑𝑇𝑇
 is defined 
as the frequency shift when the temperature of the sample increases by 1 K, which is the slope of 
the fitted straight line [148,150]. By fitting the extracted peaks positions of temperature dependent 
Raman spectra, the χ values for D and G modes in Aerographite are found to be (-0.03+/-0.01) cm-
1/K and (-0.03+/-0.01) cm-1/K, shown as the fitting parameter b indicated in Fig. 4.16, while the χ 
value for the 2D mode in Aerographite is (0.04+/-0.07) cm-1/K, that is, negligible (Fig. 4.16). In 
Fig. 4.17, the position of the RBM peak in SWCNT aerogel (264 cm-1) is a constant within 
experimental uncertainty. This occurs because the RBM, a unique Raman feature of SWCNTs, 
only depends on both diameter and chirality [148]. The χ values for the D, G- and G+ modes in 
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SWCNT aerogel are (-0.016+/-0.005) cm-1/K, (-0.022+/-0.005) cm-1/K and (-0.004+/-0.004) cm-
1/K, respectively. The χ value for the 2D mode in SWCNT aerogel is (0.067+/-0.008) cm-1/K.  
 
Comparing the Aerographite and SWCNT aerogel results, the χ value for the D mode for 
Aerographite (-0.03+/-0.01 cm-1/K) is twice the χ value for the D mode in SWCNT aerogel (-
0.016+/-0.005 cm-1/K) whereas the χ value for the G+ mode in Aerographite (-0.03+/-0.01 cm-1/K) 
is similar to the corresponding 𝜒𝜒 value of the G- mode in SWCNT aerogel (-0.022+/-0.005 cm-1/K). 
This relatively strong temperature dependence in Aerographite may be due to the enhanced 
increase in the C-C distance, reflecting that Aerographite is a highly disordered graphite system 
containing many defects [135,136]. The 𝜒𝜒 value of the G+ mode in SWCNT aerogel is (-0.004+/-
0.004) cm-1/K, which reflects the softening of the C-C (intratubular) bonds with temperature, and 
the softening of the van der Waals inter-tubular interactions between SWCNTs in SWCNT aerogel 
[136,150]. The 𝜒𝜒 value of the 2D modes in Aerographite and SWCNT aerogel are all positive. 
This value in Aerographite (0.04+/-0.07 cm-1/K) is around half of that in SWCNT aerogel 
(0.067+/-0.008 cm-1/K). This is attributed to the structural characteristic of the SWCNT, being a 
single tubular carbon sheet, having a smaller diameter and thus relatively larger curvature effect 
than occurs in Aerographite [135,136]. 
 
The changes in Raman frequency with temperature are mainly attributed to anharmonic effects in 
the lattice vibrational energy, which are related to the anharmonic potential constant and the 
thermal expansion of the crystal [146,151]. As the temperature increases, there is a shift in the 
frequency to the low-wavenumber region because of the phonons softening [135,136,152]. The 
changes in the frequency of SWCNT with temperature is attributed to the C-C bond stretching, due 
to thermal expansion in the lattice or anharmonic couplings of phonon modes [150,153]. The 
behavior of the 2D peak of SWCNT aerogel is the opposite to what is expected from anharmonic 
effects, “blue-shifting” instead of “red-shifting” with temperature. A “blue-shift” of phonon 
energies with temperature has been also reported for some molecular crystals, where hydrogen and 
van der Waals bonds play an important role [154]. The interplay between the thermal expansion 
determined mainly by van der Waals bonds with intra- and inter-molecular hydrogen bonds was 
shown to result in the “blue-shift” for phonon modes in which the inter-and intra-molecular 
hydrogen bonds play the decisive role. However, it is difficult to see how this explanation would 
apply for SWCNTs as there are only carbon atoms in SWCNT. 
 
4.3.4.2 Temperature Dependence of Synchrotron THz/Far-IR Spectra 
 
Synchrotron THz/Far-IR peak positions of Aerographite and SWCNT aerogel vs. temperature 
from 6–300 K as obtained in this project are shown in Fig. 4.18. The IR peak positions are given 
for both samples of Aerographite and SWCNT aerogel at 40 (E2g), 78 (E1u), 114 (ZOʹ), 660 (A2) 
and 867 (A2u) cm-1, respectively. Only the positions of E1u mode (78 cm-1) of Aerographite and 
SWCNT aerogel show an obvious linear behavior, decreasing with temperature increase in the 
measured temperature range. All other peak positions are nearly constant and do not show 
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measurable change with temperature for either Aerographite or SWCNT aerogel. 
 (a) Aerographite                                                    (b) SWCNT Aerogel 
    
 
 Figure 4.18: Synchrotron THz/Far-IR peak positions of Aerographite and  
        SWCNT aerogel vs. temperature from 6–300 K. 
             
For Aerographite and SWCNT aerogel, the position of the IR active E1u mode is constant around 
79 cm-1 in the low temperature range (6–30 K). As the temperature increases from 40 K to 275 K, 
the position of the IR active E1u mode decreases to 72 cm-1. The rate of shift is (-0.03+/-0.0015) 
cm-1/K, which is nearly equal to the χ values of the D and G+ modes of Aerographite. The shift 
accelerates above 275 K, becoming ~70 cm-1 at 300 K. There is a “red-shift” trend in that the peak 
position of IR active E1u mode shifts to lower frequencies, linearly decreasing with increasing 
temperature from 6 K to 300 K. 
             
4.4 Discussion on Synchrotron THz/Far-IR and Raman Spectra 
 
4.4.1 Activation of New IR Bands by Disorder and Defects in Aerographite and 
SWCNT Aerogel 
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Synchrotron THz/Far-IR spectra measurements of Aerographite and SWCNT aerogel indicate 
several new IR absorption bands over the measured temperature ranges, which is useful in 
understanding the structure and interactions in these materials. For Aerographite, all observed IR 
absorption bands, namely those at 40, 79, 114, 152, 248, 660, 867 and 889 cm-1, are presented in 
Section 4.3.1. For SWCNT aerogel, all expected IR absorption bands were observed, at 40, 79, 
115, 252, 685, 832, 853, 867, 902, 923, 968 and 992 cm-1, respectively. These IR absorption bands, 
appearing in the far- or mid-IR region, correspond to phonon or intermolecular vibrations. A 
previously reported IR active absorption band at 867 cm-1 was confirmed in both Aerographite and 
SWCNT aerogel. 
             
According to group theory and symmetry, graphite contains two double degenerate Raman active 
E2g modes (1580 and 42 cm-1); two IR active A2u and E1u modes (868 and 1588 cm-1); and two are 
"silent" B2g modes (one is at 127 cm-1 and another at 870 cm-1) [47,139]. For SWCNTs, the 
selection rules indicate there are 15-16 Raman active and 6-9 IR active modes for SWCNT, 
depending on their symmetries [50,141,142]. Phonon modes around 868 and 1588 cm-1 appear in 
all symmetries and independently of the diameter. Typically, SWCNTs exist the low frequency 
RBM (∼262 cm-1), G+ (∼1573 cm-1, LO phonon), G- (∼1520 cm-1, iTO phonon), D (∼1573 cm-1), 
Gʹ (∼2634 cm-1) and other weak Raman features [49,156]. SWCNTs also exist the IR radial mode 
and tangential modes are identified around 860 and 1587 cm−1, and additional peaks (i.e. 682, 820, 
854, 860, 868, 873 and 880 cm-1) [141]. 
 
The possible explanation for these unpredicted bands occurring in the synchrotron IR spectra of 
Aerographite is the high structural disorder and numerous defects in Aerographite disrupting the 
lattice symmetry of the sp2 carbon-based system. Using symmetry considerations to assign IR and 
Raman activities to each of the bands is no longer valid when the symmetry is disrupted by the 
extensive defects in Aerographite. The crystalline selection rules are relaxed in this amorphous sp2 
carbon structure [119,121,141]. New IR modes are activated by disorder-induced symmetry 
breaking effects in Aerographite [141]. The most common reason for symmetry breaking is 
vacancies and interstitial or substitutional atoms which may be introduced intentionally, or by 
inducing interfaces at the boundary of crystallite areas. The defect-induced double-resonant model 
in chapter 3 may be used to account for this IR activation behavior [61-65,122].  
 
In Aerographite, defects break the momentum conservation requirement for the first order q=0 IR 
allowed phonons. In principle, any resonance involving phonons in the interior of the Brillouin 
zone (q≠0) would be allowed [61,121]. On the other hand, the edge structures of Aerographite, i.e. 
the armchair and zigzag edges, are also the source of defect-induced IR active modes. Since the 
edge states are particularly occupied by π electrons, the IR intensity depends on the sp2 fraction 
and π electrons delocalization [141]. In the disordered structure in Aerographite, with small 
crystallite sizes, the boundaries of crystallites form defects with random orientation. The defect 
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wave vectors then exhibit all possible directions and values. In this way, it is possible to activate 
new IR bands in Aerographite by such edge effects. 
 
Similarly, the curvature effect on the structure and quantum confinements in SWCNT aerogel will 
break the inversion symmetry, leading to activation of new IR bands, which depend on defect 
density and tube lengths [121,136,141,145]. The temperature-induced softening of the intra-and 
inter-tubular bonds then contribute to the temperature-dependent vibrational mode shift in 
SWCNTs [136]. 
 
4.4.2 van der Waals Force for Thermal Expansion of Aerographite and SWCNT 
Aerogel 
 
Temperature dependent vibrational spectra of Aerographite and SWCNT aerogel revealed major 
Raman features–D, G and 2D bands for Aerographite, and RBM, D, G-, G+ and 2D bands for 
SWCNT aerogel. The “red-shift” phenomenon of the Raman D and G bands was observed in 
Aerographite and for the D and G+ peaks in SWCNT aerogel over the temperature range 80–300 K. 
In contrast, the 2D peak of SWCNT aerogel showed a “blue-shift” effect with temperature over the 
same temperature range. This is mainly driven by the van der Waals force, which reflects the 
anisotropic nature in graphite: the in-plane thermal conductivity is much higher than cross-plane 
[155]. This increases the distance between the SWCNTs and conceivably results in a small charge 
re-distribution between the C-atoms. This in turn may result in a “blue-shift”, similar to the one 
observed in 2,4-dinitrotoluene (DNT) [154]. 
 
The variation of the Raman spectral peak position with temperature possibly arises from 
anharmonicity in the bonding between different atoms [156,157]. Thermal expansion of 
Aerographite and SWCNT aerogel results in lengthening of the intermolecular bonds. These are 
the van der Waals bonds, which are much weaker than intramolecular covalent bonds 
[136,154,156]. The lengthening will cause the force constants to increase or decrease, which will 
eventually result in a shift of Raman spectra peak position for those vibrational modes which are 
determined by the inter-molecular vibrations [156,157]. It is confirmed in the results presented that 
Aerographite and SWCNT aerogel have red-shifting spectral lines at energies around ~ 79 cm-1. 
These modes are therefore deduced to be associated with inter-molecular vibrations between 
different CNTs (in SWCNT aerogel), or between different graphite layers in Aerographite. Indeed, 
symmetry considerations predict that 79 cm-1 modes correspond to the vibration of graphite planes 
parallel to each other [144]. Resonance and overtone/combination modes cannot be predicted by 
symmetry because these vibration modes are caused by interactions among the fundamental modes 
[44,61-65]. The role of phonon interactions will be implicated in the measurable widths of peaks, 
while non-interacting vibrational modes would be manifested as a δ function in the dielectric 




The peaks around 40 cm-1 constitute a low frequency E2g shear Raman mode (C peak) involving 
sliding of graphite layers [158-160]. Therefore, van der Waals bonds between the layers determine 
the energy of these vibrations and the anharmonic effects associated with these vibrations are 
determined purely by such van der Waals forces. The intra-molecule covalent bonds do not distort 
this vibration and the anharmonicities associated with the covalent bonds do not contribute to the 
“red-shift” observed here. 
            
Vibrational modes responsible for the “blue-shift” with temperature should also be affected by the 
thermal lengthening of van der Waals interaction distances. An explanation of “blue-shift” in DNT 
was given through an interplay between van der Waals and hydrogen bonds and associated charge 
transfer within the hydrogen bonds arising from thermal expansion of this molecular crystal [180]. 
Similar explanation could be sought for the blue shift observed for 2D band of SWCNT (Fig. 4.17). 
However, there are no hydrogen bonds in SWCNT. Instead, explanation for the “blue-shift” could 
be sought in terms of the charge transfer between covalently bonded C atoms in SWCNT, induced 
by lengthening of van der Waals bonds as temperature increases [156]. This explanation would 
require interaction electrostatic interactions between neighboring SWCNT’s affecting the local 
charge density within each of the SWCNTs. An alternative explanation may be sought within the 
double resonant Raman scattering model, which describes the occurrence of D bands. Then, 
thermal expansion could affect the electron dispersion relation of SWCNT’s through a change of 
electrostatic interactions between SWCNTs as the distance between them increases. This would in 
turn result in change of the energy of the phonon participating in the double resonant Raman 
scattering. These are two hypotheses that require a more rigorous theoretical verification for their 
ability to explain the observed “blue-shift” with temperature.  
 
4.5 THz Raman Spectra of Graphite Flakes and SWCNT Aerogel 
 
Raman spectroscopy is a “scattering” method to analyze molecular vibrations usually in the 
frequency from 200 cm-1 (6 THz) to 4000 cm-1 (120 THz). It is possible to identify chemical 
information (“fingerprint”) of a substance in this range. However, the Raman signal is intrinsically 
weak due to its inelastic scattering nature, which measures the transfer of energy between phonons 
and excited electrons. In addition, there is rich structural information on vibrational energies 
associated with molecular and intermolecular features in the low-wavenumber region (5 cm-1 to 
200 cm-1, or 150 GHz–6 THz). However, the Raman shift below 200 cm-1 (6 THz) is difficult to 
access because the edge or notch filter usually blocks a relatively large spectral region [161]. 
Recent advances in volume holographic grating filters have enabled the manufacture of narrow 
bandwidth notch filters with high throughput to access the THz region [161]. THz Raman 
spectroscopy gives access to both the THz “new structural fingerprint” and the traditional Raman 
“chemical fingerprint” region, including anti-Stokes signals. 
 
Room temperature THz Raman spectra were obtained using a NTEGRA Spectra AFM-Confocal 
Raman-SNOM-TERS integration system (NT-MDT Spectrum Instruments, Moscow, Russia) in 
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ambient environment using a 532 nm laser (laser power 100 mW) with 75/mm Echelle grating 
with ultrahigh dispersion. These measurements were performed at the Singh Center for 
Nanotechnology, University of Pennsylvania. 
 
The laser was focused onto the sample via a 100× magnification objective, using an exposure time 
from 20–220 s, to ensure a high SNR. Detection was achieved with a thermoelectric-cooled CCD 
camera. This setup offers access to frequencies down to 10 cm-1 and spectral resolution of ~ 0.1 
cm-1. Spectra were recorded by spanning the regions of 10–220 cm-1 for graphite flakes and 20–
400 cm-1 for SWCNT aerogel, respectively. The calibration of the spectrometer was checked by 
using the line at 521 cm-1 of the silicon sample. Fig. 4.19 shows the peaks features are more 
pronounced as the acquisition time increases. This means that these features are real properties of 
the sample and not instrumental noise, since the noise diminishes with longer acquisition times. 
 
 
Figure 4.19: THz Raman spectra of graphite flakes and SWCNT aerogel.  
Each trace is for a different measurement time as indicated. 
 































83 cm-1, 91 cm-1, 98 cm-1, 154 cm-1, 167 cm-1, 173 cm-1 and 181 cm-1. The Raman peak at 37 cm-1 
is assigned to the low-energy longitudinal optical mode Eg (Eʹ) (LELOM), which is not detectable 
unless a broken symmetry is introduced [162-164].  
             
The peaks at 43 cm-1 (and 49 cm-1) correspond to a low frequency E2g shear Raman mode (C peak) 
in graphite [158-160]. This is a doubly degenerate rigid layer shear mode, involving the relative 
displacement of atoms in adjacent planes [106]. It provides a direct measurement of the interlayer 
coupling [159,160]. Once the excitation energy is resonant with the transition gaps between the 
conduction and valence bands, the C mode intensity will be resonantly enhanced. The resonance 
condition of the C modes will be dependent on the excitation energy and measured positions [106]. 
 
The Raman peak at 60 cm-1 is assigned to torsion (X) mode, which is due to a torsional motion in 
the top and bottom graphite layers executing out-of-phase rotations [165,166]. It is mainly 
influenced by the electron-phonon coupling and might be linked to restoring force that tends to 
rotate the graphite layers relative to their stacking structures [166].  
        
The peak at 83 cm-1 (low frequency) correlates with a peak around 91 cm-1 (high frequency) when 
using 514 nm laser excitation for graphite flakes. This is a Raman active mode as well. It is 
possible to assign these to the layer breathing mode (LBM) or to the ZOʹ mode with perpendicular 
displacement of the graphite layers. This mode is sensitive to the external perturbations. The 
coexistence of two fundamental ZOʹ Raman bands originates from phonons in different parts of 
the Brillouin zone (with different phonon wave vectors) [159]. Direct observation of the LBM is 
difficult because it is an optically silent mode for graphite [94,159,160,165]. It may be observed 
indirectly by means of the double resonant low frequency combination (Eg+ZO′) and overtone 
(2ZOʹ) Raman modes, respectively [167-169]. Laser heating is crucial to activate the LBM modes. 
This is reversible when the laser power decreases from high to low values [167]. However, as an 
equivalent mode is expected to appear at higher energy for graphite. Mode coupling may possibly 
explain the observations for Aerographite and SWCNT aerogel. 
             
The Raman peak at ~154 cm-1 is the low frequency combination (Eg+ ZOʹ) mode in which two 
phonon modes (Eg and ZOʹ) couple with each other as a combination mode; in other words, one 
phonon mode excites another phonon mode. There are double peak features at ~167 and 173 cm-1 
related to the 2ZOʹ overtone mode in the range of 150-200 cm-1. Although the intensity of this 
feature is less than that of the G mode response of the intraplane vibration, these low frequency 
peaks are clearly observable [168]. They arise from the emission of two LBM phonons with two 
opposite finite momenta through an intravalley double resonance Raman process [168,169].  
 
For SWCNT aerogel, the THz Raman bands at 42 cm-1, 58 cm-1, 81 cm-1, 105 cm-1, 151 cm-1, 183 
cm-1, 243 cm-1, 259 cm-1, 268 cm-1, 290 cm-1, 394 cm-1 and 607 cm-1 were shown to occur in 
SWCNT aerogel (Fig. 4.19 (b)). The assignments of the THz Raman bands of SWCNT aerogel are 
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listed in Table 4.2 together with the frequencies, symmetries, and physical processes. 
 
TABLE 4.2 Assignments for the THz Raman modes of SWCNT aerogel. 
Symmetry Frequency (cm-1) Note 
E2g 42    
 58    
          81    
E1g 105    
 151 
   RBM 





E2g 394 iTA mode, one-phonon DR 
A1g/E2g 607 LA mode, one-phonon DR 
                      a Mode frequencies for dispersive modes are given at EL= 2.33 eV. 
b The RBM is a totally symmetric A1g mode, but it is not the only one [51]. 
 
The RBM Raman spectra for SWCNT aerogel contains the RBM contributions from different 
SWCNTs in resonance with the excitation laser energy [50]. The Raman intensity will be 
enhanced by the resonant effect, which occurs in the Raman scattering when the energy of the 
incident or scattered light matches an optical transition energy Eij from the ith valence band state to 
the jth conduction band state [50,61]. The energy Eij depends on (n, m), e.g. the second transition 
semiconducting SWCNT E22 (S) for (7, 5) is 1.915 eV, and for (7, 6) is 1.909 eV [75]. Eij is 
sensitive to excitonic effects and electron-electron interactions [61]. 
             
From the low frequency Raman spectra of SWCNT aerogel, it appears that SWCNT will have low 
frequency RBM between 120 and 300 cm-1 for tube diameter in the range 0.65 nm < dt < 1.1 nm. 
This is related to what is observed here for SWCNT aerogel (wide bands in this 
area). Aerographite may have similar modes. Lee et al. reported radial modes observed on multi-
layered graphene between 150 and 300 cm-1 due to buckling of the graphene layers [145]. Such 
modes may also occur in Aerographite. In the present case, Aerographite was grown on a series of 
round, tubular shapes of ZnO tetrapods that acted as sacrificial template. It is structurally highly 
disordered (Chapter 3). Strain-induced deformation causes buckling of the carbon sheets. This 
buckling is similar to the buckling of graphene sheets reported [145]. Therefore, the observed 
peaks of Aerographite at 248 cm-1 are most likely due to the radial modes arising from strain-
introduced buckling in Aerographite. A similar behavior is illustrated by the synchrotron THz/Far-
IR results in Section 4.3.2. 
            
4.6 Conclusion 
            
In this chapter, a complementary synchrotron THz/Far-IR and Raman spectral investigation of 
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temperature dependent measurements of Aerographite and SWCNT aerogel is presented. New IR 
absorption bands of Aerographite and SWCNT aerogel were observed in the temperature range 
from 6–300 K. Some low frequency IR absorption bands show a “red-shift” effect. Variable 
temperature Raman results reveal frequency shifts of phonon modes with the change of 
temperature. Raman peak positions of Aerographite and SWCNT aerogel also show a behavior of 
“red-shift” with increasing temperature. This is attributed to C-C bond stretching, which in turn is 
due to the thermal expansion in the lattice and anharmonic coupling of phonon modes. The 2D 
peaks of Aerographite and SWCNT aerogel both show a “blue-shift” effect with temperature. The 
explanation of this is proposed to be either through the increase of the distance between covalently 
bonded C structures and a possible charge redistribution within the covalent bonds, or through the 
double resonant Raman scattering mechanism. Measurements of both “red-shift” and “blue-shift” 
serve as a tool to reveal the intricacies of inter- and intra-molecular bonds for a range of different 
molecular solids. 
 
In addition, multiple low frequency Raman features are assigned in the THz region. There could 
be used to identify and discriminate subtly low frequency Raman modes in low-dimensional sp2 
carbon systems and specific chemical bonds and roles in the THz region in future. 
 
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             




Temperature Dependent Electrical Transport Properties of 




Carbon aerogels are highly porous amorphous carbon materials consisting of interconnected 
clusters of carbon nanoparticles. They are specifically promising candidates for practical 
applications in that they possess a three-dimensional hierarchical morphology with ultrafine cell 
size and an electrically conductive framework [9,10]. They have customizable performance for 
specific applications based on their excellent electrical, thermal, and mechanical properties; for 
example, a thermal insulator or an electric double-layer supercapacitor. Both graphite [99] and 
carbon nanotubes (CNTs) [170] are important allotropes of sp2 carbon-based materials having a 
low electronic density of states with desirable mechanical, thermal, and electrical properties.  
 
The electrical conduction mechanism of carbon aerogel is found to be affected by several factors, 
including the type of associated CNTs, the network density, interactions between tubes or bundles, 
the bundle length, and doping [9]. The fluctuation-induced tunneling conduction (FITC) [171] and 
variable-range hopping (VRH) [172-176] approaches are widely used to model electrical transport 
properties of sp2 carbon-based materials and composites [177-186], carbon aerogels [9,187-189] 
and other porous nanomaterials [190-195].  
 
Marx et al. reported that the electrical conductivity of Aerographite is strongly dependent on its 
wall thickness, the degree of graphitization and the ambient temperature [196]. Decreasing the 
wall thickness leads to a reduced electrical conductivity [196]. The dependence of the electrical 
conductivity on the temperature shows that Aerographite generally exhibits a metallic conductive 
behavior, which can be changed to semiconducting behavior by high temperature treatment [196]. 
Zhang et al. studied the temperature dependent thermal, electrical, and thermoelectric properties of 
SWCNT aerogels with ultralow density over the temperature range 100–300 K [188]. Their results 
indicated that the thermal and electrical conductance of the constituent junctions were much 
higher than the values for isolated SWCNT junctions [188]. However, the electrical conduction 
mechanisms in the low temperature range responsible for electrons or charges transport through 
the Aerographite and SWCNT aerogel remain only partially understood, even though these 
mechanisms often determine the limits of device performance and application.  
 
In this Chapter, I investigate the temperature dependent electrical transport properties of 
Aerographite and SWCNT aerogel. A Quantum Design Physical Property Measurement System 
(PPMS) was employed in the temperature range of 2 K to 300 K and a magnetic field range of 
zero to 9 T, in 2 T steps. The experimental results were fitted based on the FITC and VRH models, 
respectively. The statistical length and diameter distributions of the SWCNTs were quantitively 
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determined according to the Burr distribution and the logistic distribution using atomic force 
microscopy (AFM). The characteristic parameters (T0, T1 and R0) in the FITC and VRH models 
have been estimated from the morphology and the uncertainty principle for Aerographite and from 
percolation theory for the SWCNT aerogel. A good agreement between the experimental data and 
theoretical models is observed. While the FITC mechanism accounts for a wide temperature range 
of data for Aerographite, the VRH model serves as an excellent explanation for the SWCNT 
aerogel data. 
 
5.2 Physical Models 
 
There are several different electrical transport models that might be used to explain electrical 
conduction in nanoscale clusters. The fluctuation-induced tunneling conduction (FITC) model and 
the variable range hopping (VRH) model are two ways of modelling parallel conduction 
mechanisms that are widely used to explain the electrical transport properties of disordered 
systems. The FITC model is based on the tunneling of electrons across a potential barrier affected 
by thermal fluctuations [171]. On the other hand, the VRH model (following Mott’s and Efros-
Shklovskii’s laws) is based on the thermal phonons-assisted hopping of charge carrier between 
localized states near the Fermi level [197].  
        
5.2.1 Fluctuation-induced Tunneling Conduction Model 
        
The FITC model describes a quantum tunneling mechanism with potential-barrier modulation by 
thermal fluctuation. It has been applied to a variety of disordered systems with heterogeneous 
microstructures, such as carbon-polyvinylchloride composites [171], SWCNT bundles [181], 
KxC70 [190], polymer composite [191], RuO2 nanowires [192], polycrystalline CrO2 [193], TiO2 
film [194] and iodine-doped bilayer-graphene [195]. The FITC model assumes that the sample is 
heterogeneous, consisting of large metallic regions separated by thin insulating layers forming 
mesoscopic junctions. The charge-carriers tunnel through such junctions. The tunneling 
conduction mechanism with potential-barrier modulation by thermal fluctuation (the local 
temperature fluctuations) thus describes the tunneling of electrons through a barrier of variable 
height resulting in voltage fluctuation at the junction [171]. A constraint is that the charging 
energy 𝐸𝐸𝑐𝑐 ~ 
𝑒𝑒2
𝑑𝑑
 (where d is the dimension of metal grain) is smaller than the thermal energy 𝑘𝑘𝐵𝐵𝑇𝑇 
(𝑘𝑘𝐵𝐵 is the Boltzmann constant and T is the temperature). The charge transport is limited by the 
tunneling across these barriers. The tunneling probability and the electrical conductivity mainly 
depend on the fluctuation of thermal voltage across the barriers [171]. The tunnel junction 
especially consists of a dielectric sandwiched between two conductors. This is equivalent to a 
parallel plate capacitor with a small effective capacitance associated with the small effective 
junction area [191]. 
 




                                                                 𝑅𝑅 = 𝑅𝑅0exp(
𝑇𝑇1
𝑇𝑇0+𝑇𝑇
)                                                         (5.1) 
where 𝑇𝑇0  is the temperature above which the thermally activated conduction over the barrier 
begins to occur; 𝑇𝑇1 represents the temperature at which the thermal voltage fluctuations across the 
tunneling junction become large enough to raise the energy of electronic states to the top of the 
barrier, or the energy required for an electron to overcome the energy barrier between conductive 
clusters [192]. The ratio 𝑇𝑇1/𝑇𝑇0 determines the tunneling in the absence of fluctuation [197].  









)                                                    (5.2) 






)                                                         (5.3) 
where ε0 is the permittivity of vacuum, ℏ is the reduced Planck constant, A is the junction area, w 
is the potential barrier width, V0 is the potential height and 𝑚𝑚𝑒𝑒 is the electron mass. 
 
5.2.2 Variable Range Hopping Model 
 
The VRH model describes electrical resistance in strongly disordered systems with local electron 
states [172-176]. It is based on the principle that at the low temperature an electron does not 
necessarily hop between neighboring sites, the hopping distance might be adjusted in order to 
minimize the energy difference between the two sites involved [174,175]. It is widely used to 
explain the temperature dependent resistance behaviors in amorphous materials, e.g. CNTs [183], 
SWCNT-polymer composite films [199], conducting polymers [200] and black phosphorus [201]. 
 
The model invokes a quantum tunneling process of electrons across an energetic barrier involving 
lattice phonons whose energy promote the process. Phonon-assisted hopping of electrons or holes 
results in a temperature dependence of the tunneling process. There is an optimum hopping 
distance, which maximizes the hopping probability. The possibility of hopping is proportional to 
phonon number and wave function overlap between two different energy states. The VRH model 
assumes a constant density of localized states around the Fermi level to give an equation for the 
temperature dependence resistance as shown below: 





                                                            (5.4) 
where 𝑅𝑅0 is a temperature independence pre-factor; and Tc is a characteristic temperature. The 
parameter p is a characteristic exponent, the value of which distinguishes different conduction 
mechanisms and varies with disorder, dimensionality, morphology, and the interactions between 
charge carriers. 
                                                                   𝑒𝑒 = 1
1+𝑑𝑑
                                                                      (5.5) 
where d is the system dimensionality with p=1/4 for a 3D system (d = 3), p = 1/3 for 2D system (d 




𝑇𝑇𝑐𝑐 is a characteristic temperature determining thermally activated hopping among localized states 
at different energies. 
                                                                         𝑇𝑇𝑐𝑐 =
𝛽𝛽
𝑘𝑘𝐵𝐵𝑁𝑁(𝑞𝑞𝐹𝐹)𝐿𝐿𝑐𝑐3
                                                                  (5.6) 
where N(EF) is the density of states at the Fermi level, 𝐿𝐿𝑐𝑐 is the localization length of states near 
the Fermi level, and 𝛽𝛽 is a numerical coefficient. 
 
Mott’s theory of VRH between localized carrier states near the Fermi level is described by                 
                          





                                                          (5.7) 
                                                                   𝑇𝑇𝑐𝑐 = 𝑇𝑇𝑀𝑀𝑜𝑜𝑡𝑡𝑡𝑡 =
18.1
𝑘𝑘𝐵𝐵𝑁𝑁(𝑞𝑞𝐹𝐹)𝐿𝐿𝑐𝑐3
                                                          (5.8) 
where 𝑇𝑇𝑀𝑀𝑜𝑜𝑡𝑡𝑡𝑡 is a characteristic temperature referred as the Mott temperature [178,202]. 
 
The Efros-Shklovskii (E-S) version of VRH takes into account the effects of long-range Coulomb 
(electron-electron) interactions between localized states. There is a Coulomb gap in the density of 
states near the Fermi level [176]: 





                                                        (5.9) 
                                                                         𝑇𝑇𝑐𝑐 = 𝑇𝑇𝑞𝑞𝑆𝑆 =
𝛽𝛽𝑒𝑒2
𝑘𝑘𝐵𝐵𝐿𝐿𝑐𝑐𝜅𝜅
                                                           (5.10) 
where 𝑇𝑇𝑞𝑞𝑆𝑆  is the characteristic temperature known as the ES temperature, β is numerical 
coefficient equal to 2.8 to 3D system and 6.2 to 2D system, e is the electron charge and κ is the 
dielectric constant [178,202].  
             
5.2.3 Percolation Theory 
 
Fischer et al. reported that the electrical resistivity of SWCNT bundles decreased with decreasing 
temperature from 350 K to 35 K, and then reversed to increase as the temperature decreased down 
to 10 K [197]. There is similar turning point at 200 K for bulk samples [184,197]. Kane et al. 
investigated the coupling of the conduction electrons to thermally excited long-wavelength 
torsional shape fluctuations [203]. When CNTs are dispersed in an insulating matrix, the CNTs 
form an electrical percolating network (provided that their content in the matrix exceeds the 
electrical percolation threshold) [204]. There will be an insulting layer formed between contact 
points of the CNTs junction, which increases the contact resistance [204-207]. Electrical 
conduction is then determined by two interacting physical mechanisms: percolation in a 





In the percolation theory, the hopping process is mapped onto a random-resistor network [211-
214]. The resistors are moved randomly in a percolation network. The connections consist of 
electrical resistors that are present with probability q and absent with probability 1−q [215-219]. 
The diverse effects of CNT agglomeration (mainly due to the van der Wales force and Coulomb 
interactions), CNT dispersion rate, CNT aspect ratios (length to diameter ratio), the tunneling 
effect, loading and morphology are then related to the electrical percolation thresholds in the 
crossed CNT junction [220,221] and of the percolation network [222-228]. 
 
To determine the electrical conductivity percolation, the scaling law is used 
                                                                         𝜎𝜎 = 𝜎𝜎0(𝑞𝑞 − 𝑞𝑞𝑐𝑐)𝑖𝑖                                                           (5.11) 
where 𝜎𝜎0 the fitting constant, q is the CNT content, qc is the percolation threshold, and 𝑖𝑖 is the 
critical exponent. 
 
In a CNT percolation resistor network, there are two types of resistances: the intrinsic resistance 
𝑅𝑅𝑖𝑖𝑗𝑗  along one undeformed CNT between two nearest contacts i and j with the neighboring CNTs 
and the CNT contact resistance 𝑅𝑅𝑐𝑐𝑜𝑜𝑛𝑛𝑡𝑡𝑅𝑅𝑐𝑐𝑡𝑡 [206,222,223]: 
                                                                       𝑅𝑅𝐶𝐶𝑁𝑁𝑇𝑇 = 𝑅𝑅𝑖𝑖𝑗𝑗 + 𝑅𝑅𝑐𝑐𝑜𝑜𝑛𝑛𝑡𝑡𝑅𝑅𝑐𝑐𝑡𝑡                                                    (5.12)                                                                                                 
            The intrinsic resistance 𝑅𝑅𝑖𝑖𝑗𝑗 is given by 
                                                                       𝑅𝑅𝑖𝑖𝑗𝑗 =
4𝑙𝑙𝑖𝑖𝑖𝑖
𝜎𝜎𝐶𝐶𝐶𝐶𝑘𝑘𝜋𝜋𝐷𝐷2
                                                             (5.13)    
where 𝑙𝑙𝑖𝑖𝑗𝑗 is the length of the CNT segment between the points i and j, D is the CNT diameter, 
𝜎𝜎𝐶𝐶𝑁𝑁𝑇𝑇  is the CNT intrinsic electrical conductivity, which depends on the CNT diameter and 
chirality [206,222,223]. 
        
The contact or tunneling resistance 𝑅𝑅𝑐𝑐𝑜𝑜𝑛𝑛𝑡𝑡𝑅𝑅𝑐𝑐𝑡𝑡  depends on the distance between adjacent CNTs, 
geometry and chirality, and the contact area. It results in electron ballistic tunneling through the 
contact junction. This can be approximately calculated by the tunneling current-voltage (I-V) 
relationship [203-205] and the Landauer–Büttiker formula [75,228-231]: 












]𝑑𝑑𝐸𝐸+∞0                              (5.14)                                                                                                               
















                       (5.15) 
where M(E) is the total number of conduction channels and ℎ
2𝑒𝑒2
≈ 12.91 kΩ is the quantized 
resistance. T and µ represent respectively the temperature and the chemical potential of the CNT. 
 
The transmission probability Ƞ(E) is the probability of an electron tunneling through the potential 
barrier between CNTs. This probability may be estimated by solving the Schrödinger equation 




                                                  Ƞ(𝐸𝐸) = �
𝑒𝑒𝑥𝑥𝑒𝑒 �− 𝑑𝑑𝑉𝑉𝑑𝑑𝑉𝑉
𝑑𝑑𝑡𝑡𝑡𝑡𝑛𝑛𝑛𝑛𝑒𝑒𝑡𝑡
� , 0 ≤ 𝑑𝑑 ≤ 𝐷𝐷 + 𝑑𝑑𝑉𝑉𝑑𝑑𝑉𝑉
𝑒𝑒𝑥𝑥𝑒𝑒 �− 𝑑𝑑−𝐷𝐷
𝑑𝑑𝑡𝑡𝑡𝑡𝑛𝑛𝑛𝑛𝑒𝑒𝑡𝑡
� ,𝐷𝐷 + 𝑑𝑑𝑉𝑉𝑑𝑑𝑉𝑉 < 𝑑𝑑 ≤ 𝐷𝐷 + 𝑑𝑑𝑐𝑐𝑢𝑢𝑡𝑡𝑜𝑜𝑓𝑓𝑓𝑓
                 (5.16) 
                                                                             𝑑𝑑𝑡𝑡𝑢𝑢𝑛𝑛𝑛𝑛𝑒𝑒𝑙𝑙 =
ℏ
�8𝑚𝑚𝑒𝑒∆𝑞𝑞
                                                       (5.17) 
where 𝑑𝑑 is the minimum distance between the axes of two neighboring CNTs, through which 
electron tunneling is most likely to occur. According to the Pauli Exclusion Principle [206], the 
separation distance between two CNT surfaces should be no less than van der Waals separation 
distance 𝑑𝑑𝑉𝑉𝑑𝑑𝑉𝑉. Now 𝑑𝑑𝑐𝑐𝑢𝑢𝑡𝑡𝑜𝑜𝑓𝑓𝑓𝑓 is the maximum effective distance of tunneling effects, 𝑑𝑑𝑡𝑡𝑢𝑢𝑛𝑛𝑛𝑛𝑒𝑒𝑙𝑙 is the 
tunneling characteristic length, 𝑚𝑚𝑒𝑒 is the electron mass and ∆𝐸𝐸 is the height of potential barrier. 
 
5.3 Experimental Details 
 
5.3.1 Sample Preparation 
             
Aerographite was synthesized by a single-step chemical vapour deposition (CVD) method by 
collaborators [12,13]. Its preparation details were given in Chapter 3. SWCNT aerogel was 
produced at University of Pennsylvania, under the supervision of Professor Arjun G. Yodh and 
Professor Mohammad F. Islam (Carnegie Mellon University). The details were given in Chapter 4 
[17,134]. 
             
5.3.2 Structural and Morphological Characterization 
 
In order to understand the relationship between morphological structures and electrical conduction 
mechanisms in Aerographite and SWCNT aerogel, it is essential to know how graphite surface 
wrinkled into shell micro-tubes and SWCNT organized into interconnected networks, respectively. 
Fig. 5.1 shows analytical field emission scanning electron microscope (FE-SEM; JEOL JSM-
7500FA, Tokyo, Japan) images of a porous interconnected network structure of Aerographite. It 
comprises a seamless interconnected network of CNTs that have micron-scale tube diameters and 
a wall thickness of about 15 nm [12]. The ultralow density of Aerographite is 0.18 mg/cm3, which 





            Figure 5.1: FE-SEM images of Aerographite. 
(a-b) 3D interconnected structures of shell-graphitic Aerographite. 
(c-d) Aerographite with porous graphite fillings. 
        
 
             Figure 5.2: FE-SEM images of SWCNT aerogel.  
           (a) An open-cell, porous structure of SWCNT aerogel. 






The high-resolution FE-SEM images of SWCNT aerogel (Fig. 5.2) show that individual SWCNTs 
in the SWCNT aerogel are entangled in a random porous network with an open-cell structure and 
having van deer Waals interactions between the SWCNT at discrete CNTs cross-link points 
[17,132,189]. The low density of the SWCNT aerogel is 2.3 mg/cm3, which was calculated from 
the measured final mass and dimensions of the SWCNT aerogel. 
        
5.3.3 Temperature Dependent Resistance Measurements 
 
To measure the temperature dependent resistances and electrical transport properties, each sample 
was mounted on a sample puck using the standard four-probe resistivity measurement 
arrangement. The arrangement of the contacts was one positive and one negative for current and 
one positive and one negative voltage. The sample was wired to the bridge with gold wires (0.5 
mm diameter). Contacts were made to the electrodes using conductive silver paint. The contact 
resistance between the electrodes and samples was checked to be very small. The temperature 
dependence resistances of the Aerographite (Fig. 5.3) and the SWCNT aerogel (Fig. 5.4) with 
different magnetic field strengths (0 T, 3T, 5 T, 7 T and 9 T) applied to the samples were 
measured from 2 K to 300 K using the resistivity option integrated with the PPMS DynaCool 
(Quantum Design, Inc., San Diego, CA, USA) in the “No Overshoot” temperature approach. 
These measurements were carried out using the standard procedures with the different temperature 
ramp rates of 1 K/min (from 2 K to 5 K), 2 K/min (from 15 K to 50 K) and 5 K/min (from 50 K to 
300 K), respectively. The set temperature was stabilized for 10 seconds before the measurements 
were taken.  
 
Subsequent to data collection, the FITC and the VRH models were used to fit to Aerographite and 
SWCNT aerogel according to the least square method using the MATLAB code (Appendix 2: 
MATLAB Code for FTIC and VRH fittings). 
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Figure 5.3: Temperature dependent resistance of Aerographite with different magnetic field strengths  
from 2–300 K in the “No Overshoot” temperature approach mode.  
The lines and markers are experimental results.  
The solid lines are obtained using the FIT model. 
           
TABLE 5.1. Values of fitting parameters obtained from applying the FITC model to Aerographite. 
Magnetic Field Strength (T) 0 3 5 7 9 
T1 (K) 18.02 16.09 14.47 13.05 12.20 
T0 (K) 46.79 41.35 36.27 31.68 28.31 
R0 (Ω) 4.75 4.82 4.84 4.85 4.85 
T1/T0 0.39 0.39 0.40 0.41 0.43 
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Figure 5.4: Temperature dependent resistance of the SWCNT aerogel with different magnetic field 
strengths from 2–300 K in the “No Overshoot” temperature approach mode. 
The lines and markers are experimental results. 
The solid lines are obtained using the VRH model. 
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TABLE 5.2. Values of fitting parameters obtained from applying the VRH model to SWCNT Aerogel. 
Magnetic Field Strength (T) 0 3 5 7 9 
T1 (K) 111.57 82.92 73.80 59.91 54.48 
p 0.34 0.36 0.37 0.39 0.40 
 R0 (Ω) 0.55 0.61 0.64 0.69 0.71 
 
Figs. 5.3 and 5.4 show the temperature dependent experimental data (lines and markers) and the fit 
(solid line) to the experimental curves using the FITC model (Eq. 5.1) and the VRH model (Eq. 5.4) 
for Aerographite and SWCNT aerogel, respectively. The corresponding fitting parameters obtained 
from the FITC model of Aerographite and the VRH model of SWCNT aerogel are listed in Tables 5.1 
and 5.2. In Fig. 5.3, the electrical resistance of Aerographite decreases from 7.6 Ω at 2 K to 4.9 Ω at 
300 K. The FITC characteristic parameters (T1, T0 and R0) show different variable trends with magnetic 
field strength increases in this temperature range. Characteristic temperatures T1 and T0 decrease with 
increasing magnetic field strength, while R0 increases with increasing magnetic field strength. 
According to Table 5.1, the ratio of T1/T0 were 0.39, 0.39, 0.40, 0.41, 0.43 at the magnetic field 
strengths of 0, 3, 5, 7 and 9 T, respectively. Thus, this ratio steadily increases with magnetic field 
strength. The ratio T1/T0 is proportional to the potential barrier width w [229]. A larger ratio T1/T0 
means that there is a lower electron tunneling probability, corresponding to a stronger temperature 
dependent behavior [189]. The electrical resistance of SWCNT aerogel also decreases from 29.6 Ω at 2 
K to 1.2 Ω at 300 K (Fig. 5.4). The VRH characteristic parameters (T0, R0 and p) also show different 
trends with magnetic field strength increase in the temperature range 2–300 K. More specifically, T0 
decreases with increasing magnetic field strength, while R0 and p increase with increasing magnetic 
field strength. The dimensional characteristic parameter p is around 0.4 for SWCNT aerogel, locating 
it between a 1D system (p = 0.5) and a 2D system (p = 0.3). 
 
The current-voltage (I–V) characteristics of the samples were measured under conditions of 100 mA 
current amplitude and 1 Hz current frequency at the different magnetic field strengths (0 T, 3 T, 5 T, 7 
T and 9 T) at different temperatures (5 K, 50 K, 100K, 150 K, 200K, 250 K and 300 K), using the 
electrical transport option (ETO) integrated with the PPMS DynaCool instrument. The I−V curves of 
Aerographite and the SWCNT aerogel shown in Fig. 5.5 are linear and symmetric about zero bias 
voltage, indicating ohmic behavior down to a very low temperature (5 K). The reciprocal of the slope 
of the I-V curves around zero bias voltage, that is, the resistance R, changes continuously with 
temperature. In particular, the I-V curves of the SWCNT aerogel exhibit slightly nonlinear behavior at 
5 K with different magnetic field strengths. This behavior can be attributed to the formation of non-
ohmic contacts in the SWCNT aerogel and a Luttinger-liquid behavior in the SWCNT networks that 














   
        
Figure 5.5: (a) The I-V characteristics curve of Aerographite with  
different magnetic field strengths at different temperatures. (b) The I-V characteristics of  
SWCNT aerogel with different magnetic field strengths at different temperatures. 
            
5.4 Discussion of Results 
 
The electrical transport measurements presented indicate that the temperature dependence of 
electrical resistance is a sensitive probe when applied to carbon aerogels. The data suggests a close 
relationship between structural defects and disorder in amorphous carbons and electrical 
conduction mechanisms. The temperature dependent electrical transport properties of 
Aerographite can be explained well in terms of the FITC model. On the other hand, the electrical 
transport mechanism inherent in the SWCNT aerogel at low temperature is found to exhibit to a 
(1/T)1/2 dependence, indicative of a variable hopping around a Coulomb gap in the density of 
states due to carrier-carrier interactions [230]. It further indicates that structural perfection plays 
an important role in determining the electrical transport mechanism of carbon aerogels [230] and 
thus leads to a better understanding of which electrical transport mechanism is effective in the 
investigated structures. In general, the resistance of Aerographite and SWCNT aerogel should 
depend on two physical factors: the structure (defects, disorder, vacancies, dopant, and functional 
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groups) and the morphology (porosity and average bundle diameter) [231-236]. A sparser (more 
porous) network will have lower conductivity, and the conductivity decreases as the bundle 
diameter increases.  
 
5.4.1 Fluctuation-induced Tunneling Conduction Model for Aerographite 
 
For Aerographite, the cross-sectional shape of the underlying ZnO is transferred onto the final 
structure. Aerographite is a nanoscale porous graphite, with metallic-type conductivity [12,13,196]. 
Since the XRD pattern of Aerographite shows the presence of some residual ZnO that did not get 
removed completely during the growth (Fig. 3.1), it is reasonable to deduce that ZnO layers will 
form insulating barriers between graphite grains in this Aerographite sample. Metallic-type 
Aerographite grains are then separated by insulating Schottky barriers and the contact gap 
potential between two grains can form a tunneling potential barrier with an effective capacitance 
as shown in Fig. 5.6.  
 
Figure 5.6: (a) Schematic illustration for the insulating junction between two conducting 
segments (shaded areas) with the effective area A for the tunnel process and separation w, which 
may be regarded as a parallel-plate capacitor. (b) Schematic representation of the parabolic 
potential barrier of height V0 and width w between two conducting segments. The dashed lines 
denote the corresponding rectangular barrier. 
 
The contact position at interface between two different materials can be described by an effective 
capacitance, 
                                                                                      𝐸𝐸 = 1
2
𝐶𝐶𝑉𝑉𝑇𝑇2                                                                        (5.18) 
According to the uncertainty principle, it is required that the transport electrons between two 
different materials pass through two different surfaces. It is possible then to obtain that their work 
function is equivalent to the charging energy of an effective capacitance: 








                                                     (5.19) 
Here we assume the microscopic tunneling energy is equal to the energy estimated by the 
uncertainty principle: 





                                                              (5.20) 
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where C is the micro-capacitance, VT is the fluctuation voltage, 𝜀𝜀𝑟𝑟 is the relative dielectric constant 
of ZnO, and ∆x is the surface barrier width of ZnO. Here, it is replaced by the ZnO depletion layer 
[237,238]: 
                                                                                   ∆𝑥𝑥2 = 2∅𝜀𝜀𝑟𝑟𝜀𝜀0
𝑒𝑒2𝑁𝑁𝑑𝑑
                                                                       (5.21) 
where φ is the barrier height. In this sample, this is given by the differences of work function 
between reduced graphite oxide and ZnO. Nd is the donor concentration [239-241]. We get 
                                                                               ∆𝑥𝑥 ≈ 1.65 × 10−9 𝑚𝑚,                                                    
                                                             𝐸𝐸 ≈ 0.827 × 10−3𝑒𝑒𝑉𝑉 = 0.83 𝑚𝑚𝑒𝑒𝑉𝑉. 
As the surface of the ZnO crystal is in contact with the nanoscale porous graphite, it is possible to 
replace the barrier area by the ZnO crystal surface. The surface diameter of ZnO crystal, which is 
prepared by the vacuum thermal reduction method [240,241], is about 130 nm. So, the barrier 
effective area A is then:  
                                                                     𝐴𝐴 = 𝜋𝜋𝑟𝑟
2
4
= 1.33 × 10−14 𝑚𝑚2.                                           
Using the above parameters with the FITC model, we may calculate the characteristic 
temperatures T0 and T1 [192,195]. The calculation results show that: 
                                                                      T1 = 18.36 K, T0 = 46.91 K. 
For the experimental fitting results without magnetic field (Fig. 5.3 and Tab. 5.1), we get: 
                                                                      T1 = 18.02 K, T0 = 46.79 K. 
             
Temperature dependent electrical transport behavior of Aerographite is closely related with its 
preparation methods (e.g. thermal treated or not), and its structural factors (e.g. defects and wall 
thickness) [196]. Different treatments and different wall thickness will lead the different electrical 
transport behavior. The highly disordered structure of Aerographite, including surface defects and 
charge carrier, will assist the thermally induced fluctuation voltages across the insulating gap. It 
will result in the tunneling takes place in and thereby impart a characteristic temperature 
dependence on the electrical resistance. It may be the main reason that the FITC model is well 
used to this temperature-dependent electrical transport behavior in Aerographite. 
             
5.4.2 Variable Range Hopping Model for SWCNT Aerogel 
 
The Landauer-Büttiker formula is employed to study the tunneling effect on the temperature 
dependent resistance of the semiconducting SWCNT aerogel. Two main aspects of resistance have 
been considered in this percolation network: (a) the intrinsic resistance between two adjacent 
points in the SWCNT (Rintrinsic), that is, the one-dimensional resistance of the SWCNT; and (b) the 
contact resistances at SWCNT junctions (Rcontact) resulting from the electron tunneling effect at the 




A uniform random distribution of SWCNTs is considered in a representative rectangle of 
dimensions 𝐿𝐿𝑥𝑥  (25 mm, length)  × 𝐿𝐿𝑦𝑦  (10 mm, width)  × 𝐿𝐿𝑧𝑧 (10 mm, thickness). The boundary 
condition is  
                                                     𝑈𝑈 = �0.095 𝑚𝑚𝑉𝑉,     𝑥𝑥 = 00,          𝑥𝑥 = 25 𝑚𝑚𝑚𝑚                                                      (5.22) 
 
In order to obtain the distribution in SWCNT lengths, I prepared a surfactant stabilized SWCNT 
suspension, which was measured by the MFP-3D AFM (Asylum Research, Santa Barbara, CA, 
USA). The CNTs were dispersed with SDBS surfactant and then the SDBS was removed using 
gentle acetic acid washing for around 8 min after SWCNTs deposition on a silicon chip for AFM 
images [242]. The AFM has the capability of analyzing multiple AFM images to achieve precise 
length and diameter measurements of SWNT dispersed in samples [243].  
 
Fig. 5.7 shows the AFM images of SWCNT on a silicon surface. Each SWCNT is assumed to 
consist of a set of straight-line segments, and the head point (𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖 , 𝑧𝑧𝑖𝑖) of a line segment of the ith 
SWCNT is generated by 
                                                           𝜉𝜉𝑖𝑖 = 𝐿𝐿ℎ × 𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑𝑟𝑟𝑚𝑚,   ℎ = (𝑥𝑥,𝑦𝑦, 𝑧𝑧)                                              (5.23) 
where i is the index of the ith SWCNT, and the “random” denotes uniformly distributed random 
numbers in the interval (0,1).  
      
Figure 5.7: Tapping mode AFM image of SWCNT on a silicon surface.  
The SWCNTs suspension was prepared at 0.1 mg/mL by the tip sonicator. 
 
It is assumed that the length of each SWCNT varies and obeys the Burr distribution, such that its 
cumulative distribution function (CDF) F(x) is given according to:  
                                                                                𝑙𝑙𝑖𝑖 = 𝐹𝐹−1(𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑𝑟𝑟𝑚𝑚)                                                    (5.24) 
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, 𝑥𝑥 > 0                                 (5.25) 
where λ, K and c are the parameters of the Burr distribution. According to the fitting data of the 
lengths of the SWCNT, the values of the Burr distribution parameters are λ = 3.48965, K = 
5.02701, c = 3.5835, respectively. The length CDF F(x) for the SWCNTs are used to prepare 
SWCNT aerogel is: 






, 𝑥𝑥 > 0 
Similarly, the diameter of each SWCNT varies and obeys the logistic distribution, such that its 
CDF F(x) is given by: 
                                                               𝐹𝐹(𝑥𝑥) = 1
1+𝑒𝑒𝑥𝑥𝑝𝑝 (𝑥𝑥−𝜇𝜇𝑠𝑠 )
                                                       (5.26) 
where μ and s are the parameters of the logistic distribution. According to the diameter fitting data 
of the SWCNTs, the values of the logistic distribution parameters are μ = 0.835042, s = 0.0504149. 
The diameter CDF F(x) for the SWCNTs are used to prepare SWCNT aerogel is given by: 
                                                            𝐹𝐹(𝑥𝑥) = 1
1+𝑒𝑒𝑥𝑥𝑝𝑝 (𝑥𝑥−0.8350420.0504149 )
                                                       
The azimuthal and the polar angles are generated randomly by  
                                                              𝜑𝜑𝑖𝑖 = 2𝜋𝜋 × 𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑𝑟𝑟𝑚𝑚                                                     (5.27) 
                                                      𝜃𝜃𝑖𝑖 = 𝑐𝑐𝑟𝑟𝑐𝑐−1 (2𝜋𝜋 × 𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑𝑟𝑟𝑚𝑚 − 1)                                         (5.28) 






The coordinate (𝑥𝑥𝑖𝑖′,𝑦𝑦𝑖𝑖′, 𝑧𝑧𝑖𝑖′) of the end point of the CNT is then: 
(𝑥𝑥𝑖𝑖′,𝑦𝑦𝑖𝑖′, 𝑧𝑧𝑖𝑖′) = (𝑥𝑥𝑖𝑖 + 𝑙𝑙𝑖𝑖𝑐𝑐𝑖𝑖𝑛𝑛𝜃𝜃𝑖𝑖𝑐𝑐𝑟𝑟𝑐𝑐𝜑𝜑𝑖𝑖 ,𝑦𝑦𝑖𝑖 + 𝑙𝑙𝑖𝑖𝑐𝑐𝑖𝑖𝑛𝑛𝜃𝜃𝑖𝑖𝑐𝑐𝑖𝑖𝑛𝑛𝜑𝜑𝑖𝑖 , 𝑧𝑧𝑖𝑖 + 𝑙𝑙𝑖𝑖𝑐𝑐𝑟𝑟𝑐𝑐𝜃𝜃𝑖𝑖)                  (5.29) 
             
According to reports on the temperature dependent electrical resistance of SWCNT [203,244], the 
relationship of the intrinsic resistance between two adjacent points in the SWCNT (Rintrinsic) with 
temperature and SWCNT diameter based on the experimental data is [245]: 
  𝑅𝑅𝑖𝑖𝑛𝑛𝑡𝑡𝑟𝑟𝑖𝑖𝑛𝑛𝑙𝑙𝑖𝑖𝑐𝑐 = 𝑅𝑅0exp [𝑎𝑎𝐷𝐷𝑏𝑏(1𝑇𝑇 −
1
300




                                                             (5.31) 
where a = 0.003708763 and b = -1.963154565 are the fitting parameters; D is the diameter, l is the 
length, and 𝜎𝜎300 is the electrical conductivity at 300 K. 
 
The electrical resistance behavior of an individual SWCNT is inversely proportional to the cross-
section and is proportional to the length [245,246]. The contact resistances at SWCNT junctions 
(Rcontact) is proportional to the SWCNT length or the length of the contact between SWCNTs [234]. 
The contact region between two SWCNTs is on the nano scale, the dimension of which can be less 
than the momentum relaxation length and the Fermi wavelength λF [206]. Electron tunneling 
through the contact junction in the ballistic transport range, and the contact resistance Rcontact is 
caused by the electron ballistic tunneling [206,223]. The Landauer-Büttiker formula (5.14) may be 
also expressed as the following form [76,206,222,234-236]: 
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   𝐼𝐼 = 2𝑒𝑒
ℎ ∫ 𝑇𝑇𝑖𝑖𝑗𝑗[𝑓𝑓𝑖𝑖(𝐸𝐸 − 𝜀𝜀1) − 𝑓𝑓𝑗𝑗(𝐸𝐸 − 𝜀𝜀2)]𝑑𝑑𝐸𝐸
+∞
0                                 (5.32) 
where E and μ represent the electron energy and the chemical potential of the SWCNT. Tij denotes 
a transmission probability of the electron to tunnel through the potential barrier between SWCNTs. 
 
If the chemical potential difference between two contacting semiconducting SWCNTs is 
    𝜀𝜀1 − 𝜀𝜀2 = 𝑒𝑒𝑉𝑉                                                          (5.33) 
then net current flowing between the two SWCNTs is given by  






0                                   (5.34) 
The derivative of the equilibrium Fermi distribution 𝑓𝑓(𝐸𝐸 − 𝐸𝐸𝐹𝐹) is [76] 






                                    (5.35) 
Now, according to the two-points central difference formula,  














                            (5.36) 
















0              (5.37) 




[1 + 𝑒𝑒𝑥𝑥𝑒𝑒 (−𝜇𝜇1+𝜇𝜇2
2𝑘𝑘𝐵𝐵𝑇𝑇
)]                                               (5.38) 
Assuming the Fermi energy is in the energy gap center of semiconducting SWCNT, the Fermi 
energy at 0 K is equal to the chemical potential at 0 K,  
                                                             𝜀𝜀𝑖𝑖 = 𝐸𝐸𝐹𝐹(0𝐾𝐾) =
0.7668
2𝑑𝑑𝑖𝑖
                                                            (5.39) 
                                                 𝑅𝑅 = 𝑅𝑅0
𝑇𝑇𝑖𝑖𝑖𝑖









 is the quantum resistance. 
 
Temperature dependent electrical transport behavior of SWCNT aerogel reflects its three-
dimensional interconnected, porous structure. Temperature active hopping (with electrical field 
assistance as the applied voltage increasing) will take place in the percolation paths in SWCNT 
aerogel, which consists of randomly oriented electrical resistor network. As temperature increases, 
the probability of hopping also increases with temperature. In addition, the softening of the van 
der Waals inter-tubular interactions leads to a reduction in inter-tube transfer of carriers. These are 
a systematic change in the shape of the overall temperature dependence in this percolation 




In this chapter, temperature dependent electrical transport properties of Aerographite and SWCNT 
aerogel were studied in the temperature range 2–300 K with the magnetic field effects, and fitted 
by the FITC and VRH models, respectively. It is found that structural disorder and the charge 
carrier density of electrons, which are modified by their structural symmetries and electronic band 
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structures, both play important roles in the temperature dependent electrical transport properties of 
Aerographite and SWCNT aerogel. 
 
Based on the temperature dependent electrical transport analysis, Aerographite shows a semi-
metallic conductive behavior down to low temperature because its resistance will decrease with 
increasing temperature. While SWCNT aerogel hold a semiconducting behavior in very low 
temperature (5 K). Structural disorder and charge carrier density of electrons are analyzed as a 
important reason for the resulting temperature dependent electrical transport properties of 




             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             
             




Self-healing and Piezoresistive Properties of Polydopamine-based 




In recent years, self-healing hydrogels have gained great attention in light of their tunable 
structures, mechanical robustness, and rheological properties. The property of rapid self-repair of 
structural damage and the recovery the original functions open up opportunities for wide 
applications in biomaterials, biomedical science, soft electronics, soft robotics, and tissue 
engineering [247-251]. Carbon nanotubes and their nanocomposite hydrogels have been widely 
deployed into diverse applications, such as drug delivery, actuators and sensors, biofuel and solar 
cells, nanomedicine, and conducting polymeric material [252-261]. 
 
Polydopamine (PDOPA) has high adhesivity to various surfaces and excellent surface affinity. 
This may be attributed to its similar structure to the adhesive protein found in mussels and the 
highly reactive catechol groups. These properties open up the possibility of preparing self-healing 
hydrogels [262]. Most previously reported polydopamine-based hydrogels were formed through 
metal chelation, but the toxicity of metals is a concern for biomedical applications [262,263]. Han 
et al. prepared a mussel mimicking, very tough polydopamine–polyacrylamide (PDOPA–PAM) 
hydrogel with self-healing ability, excellent cell affinity and strong tissue adhesiveness [264]. 
They further reported that a mussel-inspired glycerol-water hydrogel with polydopamine-
decorated CNTs as conducting nanofillers exhibited long-term stability, good conductivity, and 
superior mechanical properties [265]. 
 
This collaborative project with University of Pennsylvania and Carnegie Mellon University took a 
similar approach in order to develop a novel functional hydrogel combining the advantages of 
carbon nanotube hydrogels and polydopamine which would be expected to lead to a material with 
elevated toughness and a superior self-healing ability. SWCNT hydrogel precursors were thus 
embedded into the catecholic amino acid, 3,4-Dihydroxy-L-phenylalanine-polyacrylamide (L-
DOPA-PAM) hydrogel to form an L-DOPA-PAM-SWCNT hydrogel hybrid network. This hybrid 
network as formed was soft but became a hard gel at room temperature. An advantage of this 
material design is the prevention of overoxidation of L-DOPA to maintain enough free catechol 
groups to endow the desired properties [264]. Several characterization methods, including optical 
microscopy, Raman spectroscopy, and dynamic mechanical analysis (DMA) were utilized to 
characterize the L-DOPA-PAM-SWCNT hydrogel hybrid network. The piezoresistive properties 
of the hydrogel hybrid network were also investigated. The resistance dependence of L-DOPA-
PAM hydrogel was measured under different pressures and at different times after the application 




6.1.1 Sol-Gel Transition 
 
The sol-gel transition (gelation) is a phase transition from a liquid state to a solid state. A gel is a 
material composed of subunits that can bond with each other so that one obtains a network of 
macroscopic dimensions, in which all the subunits are connected by bonds [266]. If one starts out 
with isolated subunits, and adds bonds, one transfers from a liquid state (a sol) to a material with a 
non-zero shear modulus (a gel) [265]. In the gelation process, a sol-gel transition takes place: from 
the sol state, to a gel, by the process of increasing the number of bonds between the subunits until 
a macroscopic network of subunits are connected [266].   
 
6.1.2 Classes of Gel 
 
Gels may be divided into two classes, depending on the nature of the bonds that link the subunits.  
 
Chemical gels (“strong gels”): the bond linking the subunits are covalent chemical bonds or 
dynamic covalent reactions [266]. The strength of these bonds means that the network cannot be 
rearranged by heating thermally breaking the crosslinking [267]. 
 
Physical gels (“weak gels”): the bonds linking the subunits are physical interactions and exhibit 
thermo-reversible properties as a function of temperature [266]. Physical crosslinking involves 
ionic bonding, hydrogen-bonding, supramolecular interactions, hydrophobic bonding, molecular 
diffusion, and chain entanglement, either separately or in combination [264]. 
 
6.1.3 Hydrogels 
            
Hydrogels are 3D cross-linked viscoelastic polymeric matrix networks which can absorb and 
retain large amounts of water. In an aqueous environment, hydrogels may be regarded as 
molecular scale porous materials in which the pore space is occupied by water [249]. These 
structures are often described by their swelling behavior [249,250]. Due to their biocompatibility 
and high thermo-dynamical affinity, hydrogels have recently drawn interest for biomedical 
applications, microelectromechanical systems (MEMS) and as bioelectronics interfaces [251,268].  
 
As a result of the inhomogeneous distribution of the network and cross-links, conventional 
hydrogels are soft, weak, brittle, and fragile upon mechanical loading. Double network hydrogels 
(DN gels), such as poly (2-acrylamido, 2-methyl, 1-propanesulfonic acid) (PAMPS) 
polyelectrolyte and polyacrylamide (PAM) DN gels, were firstly proposed by J.-P. Gong et al. and 
manufactured using a two-step free-radical polymerization method [269]. In DN gels, a high 
relative molecular mass neutral polymer network is embedded within a swollen heterogeneous 
polyelectrolyte network [269,270]. The reported DN gel structure achieved extremely high 
mechanical strength (fracture compressive stress of 17.2 MPa and strain of 92%, fracture tensile 
stress of 1 – 10 MPa and strain of 1000 – 2000%) and high mechanical toughness (tearing fracture 
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energy of 102 – 103 J m-2), comparable to the strength and toughness of cartilages and rubbers 
[269,270]. 
 
Self-healing hydrogels, which autonomously recover their strength after being forced to fracture, 
are being developed as the self-healing ability in response to external stimuli, e.g. temperature, 
light, and pH, allows for the formation of adaptive smart materials [249]. The underlying principle 
is the re-establishment of bonds or structures after damage [249,250]. Reversible bonds, such as 
hydrogen bonds, host-guest interactions, hydrophobic associations, and dynamic bonds, have been 
developed successfully into self-healing hydrogels [249,250]. It is preferable if the self-healing 
hydrogel is produced from inexpensive and nontoxic materials and does not degrade prematurely 
in respect to the planned application [249,250]. In addition, it is desirable that self-healing 
hydrogels must: (a) respond to damage autonomously (without external stimuli), rapidly and 
repeatedly; (b) respond to damage (self-heal) from the micro- to macroscale; (c) possess electrical, 
mechanical, and rheological properties appropriate for the intended application; and (d) retain their 
original physical and rheological properties after self-healing [250]. 
 
6.1.4 Mussel-inspired Hydrogels: Cross-linked Network Precursor 
 
Mussel-inspired hydrogels, held together by reversible catechol–metal coordination bonds, have 
been reported to exhibit attractive self-healing, viscoelastic and adhesive properties [268]. Based 
on polymer functionality and the use of other substances, mussel-inspired hydrogels may be 
classified into non-functional, nanocomposite, thermo-responsive and pH-responsive hydrogels 
[268,271]. They are widely used in tissue engineering, cell therapeutics and wound healing. A 
catechol amino acid called 3,4-dihydroxyphenyl-L-alanine (L-DOPA, Fig. 6.1) and lysine amino 
acids are present and involved in various types of interactions, i.e. hydrogen bonding, coordination 
between metal–catechol ligands, electrostatic interaction, cation-π interaction and π-π aromatic 
interaction. These make up a major component of the mussel foot proteins which have the 
property of moisture-resistant adhesion [272-275].  
 
        Figure 6.1: The chemical structure of protein bound L-DOPA containing the catechol side chain. 
 
Catechol is a unique and versatile adhesive molecule capable of forming reversible physical bonds 
and irreversible covalent bonds [271,272]. A major challenge in catechol systems is to orchestrate 
the degree of catechol oxidation that occurs under alkaline conditions in air and has a great impact 
on the properties because it introduces irreversible covalent cross-links to the system. The cross-







[268]. Additionally, the exposed part of the byssus thread is coated by a self-healing layer, rich in 
DOPA and metal ions, such as Ti4+, Fe3+, Al3+, Ca2+, Cu2+ and Zn2+ [276-280]. The catechol side 
chain of DOPA is capable of various catechol-catechol and catechol-surface interactions, leading 
to the curing of the catechol-containing adhesive and strong interfacial binding [268]. 
Polydopamine (PDOPA) is a good candidate for preparing self-healing hydrogels because it has a 
similar chemical structure to DOPA and a highly catecholic group, which is able to release 
electrons when oxidized into the corresponding functional group and trigger reduction process in 
metallic cations [281-283]. It is important that over oxidation of PDOPA is prevented during 
hydrogel synthesis to maintain enough free catechol groups in the hydrogel [264]. 
 
6.2 Principle and Methodology 
 
Self-healing can be defined as the ability of materials to recover or repair damages automatically 
and autonomously without any external intervention [284]. There are two types healing behaviors: 
i. Automatic (without any intervention); 
ii. No automatic (needing external triggering). 
 
Self-healing and stimuli-response polymeric materials aim to generate a cross-linked network, 
either by dynamic covalent bonding interactions (such as chain exchange reactions, cycloaddition, 
and free radical intermediates), supramolecular interactions (such as hydrogen bonding, π-
π stacking interactions and ionic interactions), or by physical cross-linking via chain 
entanglements. There are many different design strategies for self-healing materials, such as 
release of a healing agent, reversible cross-links, and miscellaneous technologies 
(electrohydrodynamic, conductivity, shape memory effect, nanoparticle migration, and co-
deposition) [310]. Based on the principle of self-healing hydrogels, two approaches were proposed 
to develop self-healing hydrogels based on SWCNT hydrogel: 
i. Metal-catecholate complexes with SWCNT hydrogel; 
ii. Catechol-functionalized precursor with SWCNT hydrogel. 
 
6.2.1 Metal-catecholate Complexes with SWCNT Hydrogel 
 
In this strategy, the suitable polymer network precursor with catechol groups was prepared first. 
The candidates were PDMS (polydimethylsiloxane), PBS (polyborosiloxane), PAM 
(polyacrylamide), PEO (polyethylene oxide), PEG (polyethylene glycol), PMMA (polymethyl 
methacrylate), PAA (polyacrylic acid) and PVA (polyvinyl alcohol). Due to its 
biocompatibility and hydrophilicity and the presence of hydroxyl group facilitating further 
functionalization, the PAM backbone was selected having pendent short PEO/PEG chains with 
catechol unit or other functional groups. Then SWCNT hydrogel (removing out the surfactant and 
kept under appropriate pH conditions) was infiltrated in the polymer-catechol composite. Thirdly, 
metal ions, such as Fe3+, Al3+, Co2+, Cu2+, Zn2+ and Mg2+, were added into the polymer-catechol 
134 
 
composite to build metal-ligand coordination complex via chelation reactions. The designed 
chemical structures are shown in Figs. 6.2 and 6.3.  
 
The role of the metal ion cross linker is to help to quickly aggregate the free catechol groups and 
thus primarily stabilize the hydrogel. The metal-containing network typically improves by two or 
three orders of magnitude the stiffness because of the increased cross-link density introduced by 
the reversible metal-catecholate complexes [276]. The metal-catechol coordination complexes 
establish a macromolecular dynamic cross-linking process, which is mimicking what occurs in an 
aqueous environment [276]. Different metals contribute to dynamic covalent bonding in the 
protein structure in this order: K+<Na+<Ca2+<Mn2+<Fe2+<Co2+~Ni2+~Cu2+<Zn2+ [279]. Finally, 
SWCNT hydrogel was added to the precursor. 
 
Different chelation chemical structures were designed, targeted to self-healing properties via metal 
coordination crosslink dynamics. These are shown in Fig. 6.2 (a). In Fig. 6.2 (a), PEO/PEG was 
selected to the backbone, then pendent with catechol unit, o-Phenylenediamine, (S)-(-)-1,1ʹ-Bi(2-
naphthol) and (R)-(+)1,1ʹ-Bi(2-naphthol) via chelation reactions. In Fig. 6.2 (b), PAM was used as 
the backbone, pendent with catechol unit, o-Phenylenediamine, (S)-(-)-1,1ʹ-Bi(2-naphthol) and 
(R)-(+)1,1ʹ-Bi(2-naphthol) via chelation reactions. 































































Figure 6.2: Designed chelation chemical structures based on different functional groups targeted 
for self-healing properties. (a) PEO/PEG backbone, pendent with catechol unit, o-
Phenylenediamine, (S)-(-)-1,1ʹ-Bi(2-naphthol) and (R)-(+)1,1ʹ-Bi(2-naphthol) via chelation 
reactions. (b) PAM backbone, pendent with catechol unit, o-Phenylenediamine, (S)-(-)-1,1ʹ-Bi(2-
naphthol) and (R)-(+)1,1ʹ-Bi(2-naphthol) via chelation reactions. 
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Coordination complexes between metals and catechol groups form metal–catechol coordination 
crosslinks that offer stiffness and strength (Fig. 6.2). These strongly depend on the coordination 
state and type of metals [278]. In these coordination complexes, metal ions cross-linkers have 
been used to establish different polymer networks with color changes. Several different metal ions 
were selected, namely Co2+, Cu2+, Zn2+, Mg2+ and Fe3+, to prepare various metal-catechol 
coordination complexes (Fig. 6.3). In Fig. 6.3, the sample preparation protocol is shown, and the 
dynamic metal–catechol coordination complexes explored as polymer crosslinks. 





Fig. 6.3: Metal-catechol coordination polymer networks precursor.  
  Metal ions cross-linkers were used to establish different polymer networks with color changes. 
(a) Dynamic metal–catechol coordination complexes explored as polymer crosslinks. 
(b) Sample preparation protocol. 
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To test the self-healing properties of these prepared metal–catechol coordination complexes, 
finger printing and physical damage (i.e. knife wound) were applied to each sample. The results 
illustrate that finger printing on the PEO-catechol-Co2+ hydrogel disappears without external 
influence after about 2 hours and physical damage on the PEO-catechol-Co2+ hydrogel will also 
repair without external actuation after about 2 hours. This is attributed to catechol-Co2+ coordinate 
bonds that can cross-link automatically, at the suitable pH condition to ensure cross-link stability 
on the relevant time scales [274]. The mechanical properties of PEO-catechol-Co2+ polymer 
networks can be adjusted because the polymer networks behave according to the average lifetime 
of their catechol-Co2+ cross-links [274]. 
                            (a) Finger Printing Time 0                             (b) Finger Printing after hours  
  
 
(c)   Physical Damage Time 0                    (d) Physical Damage after 2 hours 
  Figure 6.4: Images of PEO-catechol-Co2+ hydrogel undergo self-healing after physical damage.  
(a) and (b) Finger printing on the sample, which disappears without external influence after 
about 2 hours. (c) and (d) Physical damage (knife wound) on the sample, which will repair 
without external actuation after 2 hours. 
             
6.3 Catechol-functionalized Precursor with SWCNT Hydrogel 
 
This section explains that SWCNT hydrogel precursors were prepared first, then were embedded 
into the 3,4-Dihydroxy-L-phenylalanine-polyacrylamide (L-DOPA-PAM) hydrogel to form an L-
DOPA-PAM-SWCNT hydrogel hybrid network, which maintains sufficient free catechol groups. 
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Optical microcopy, Raman spectroscopy and DMA were employed to characterize the L-DOPA-
PAM-SWCNT hydrogel hybrid network.  
 
          6.3.1 Chemicals and Materials Synthesis 
 
3,4-Dihydroxy-L-phenylalanine (L-DOPA, or Levodopa) was purchased from Fluka Chemie 
GmbH., Switzerland. Acrylamide (AM), ammonium persulfate (APS), N,N’-methylenebis 
(acrylamide) (BIS) and tetramethyl ethylenediamine (TEMA) were purchased from Sigma-Aldrich. 
Sodium dodecylbenzene sulfonate (SDBS) surfactant was purchased from Acros Organics and 
SWCNTs powder from CHASM Advanced Materials, Inc., USA. 
             
6.3.2 Reaction Mechanism of L-DOPA–PAM Hydrogel 
 
AM is toxic in its unpolymerized state, but is benign once polymerized [248]. Therefore, 
polymerization is mandatory to make it useful for practical applications. The monomer (AM) is 
polymerized in aqueous solution in the presence of small amounts of bifunctional cross-linker 
(BIS), resulting in an AM network with BIS links. This reaction occurs via a free-radical 
mechanism, where APS is used as an initiator, and a small volume of TEMA is used to stabilize 
the reaction.  
 
Firstly, the L-DOPA powder was dissolved in a sodium hydroxide (NaOH) aqueous solution in an 
alkaline environment (pH=11). The L-DOPA was then left to self-polymerize for 20 min in air 
under magnetic stirring. Next, AM, BIS and TEMA were added into the L-DOPA solution in an 
ice bath under stirring. SWCNT hydrogel was added to the above solution in an ice bath under 
stirring for 1 h, then APS was added to the polymer network precursor solution and the mixture 
was kept stirred at 0 ℃ for 10 min. In this way, L-DOPA-PAM hydrogel is obtained. 
 
 
Figure 6.5: Synthetic process and reaction mechanism of the L-DOPA–PAM hydrogel. 
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The CG 300 SWCNT powder (0.03 g, average diameter: 0.84 nm, median length: 1 μm, carbon 
purity: ≥ 95 wt. %, specific surface area: ≥ 700 m2/g) was suspended in deionized water (30 mL) 
using SDBS surfactant (0.3 g) at a SWCNT dispersion concentration of 1 mg/mL; the mass ratio 
of SWCNT with SDBS was 1:10. The solution was then tip-sonicated (VC 505, Sonics & 
Materials, Inc., USA) for 1 h at 100 W. During the sonication process, the temperature of the 
dispersion was maintained at room temperature using a water bath. Then the SWCNT dispersion 
was centrifuged at 1,500 rpm for 30 min (Fisher Scientific Marathon 21000R). After 
centrifugation, the SWCNTs suspension was concentrated by evaporating in a forced air oven 
(VWR Scientific 1330 FM) at 60 °C for 6 hours. The product was then poured into circular molds 
which were then covering with parafilm for 24 h in a humid ambient condition. After waiting for 
the gelation of the solution, the surfactant was removed by soaking in deionized water for 20 min, 
then in 1 M of nitric acid aqueous solution for 20 min. Different concentrations (20%, 40%, 60%, 
80% and 100%) ethanol solutions were used to exchange the water in the samples. 
 
The L-DOPA (10 mg, 4 wt. ‰ L-DOPA/AM) was dissolved in a beaker containing the NaOH 
aqueous solution (2.16 mL, pH = 11). With the vigorous magnetic stirring, L-DOPA was self-
polymerized for 20 min under an atmosphere of air. After the reaction was cooled to 0 °C, APS 
(240 mg, 10 wt. % APS/AM), BIS (3 mg, 1.2 wt. ‰ BIS/AM) and TEMA (19 µL) were added to 
the L-DOPA solution. Then SWCNT hydrogel was also added into the above solution carefully 
and the resultant mixture was stirred carefully at 0 °C for 1 h. Finally, AM (2.4 g) was added into 
the polymer network precursor solution and the mixture was stirred slowly at 0 °C for 30 min. 
After that, the beaker was covered with parafilm and the reaction was stopped and then kept at 
room temperature overnight. After the polymerization, the SWCNT hydrogel was embedded into 
the L-DOPA-PAM polymer matrix. This produced the L-DOPA-PAM-SWCNT hydrogel hybrid 
network. 
 
Figure 6.6: Synthetic process and reaction mechanism of the  






Figure 6.7: Synthetic process of L-DOPA-PAM-SWCNT hydrogel hybrid network. 
 
6.4 Characterization of Obtained Samples 
 
6.4.1 Optical Microscopy 
 
To confirm the L-DOPA particles were infiltrated in the L-DOPA-PAM hydrogel properly, optical 
microscopy images were recorded using a Leica DMRX optical microscope with a 10x lens and a 
Zeiss Axiovert 135 optical microscope with a 100× oil immersion objective (N.A.=1.4). The L-
DOPA–PAM hydrogel was cut off into a thin slice, sandwiched between 2 coverslips and then 
examined under the 100x oil immersion lens. Optical images of the L-PDOPA–PAM hydrogel is 
shown in Fig. 6.8. 
 
Because the optical microscopy did not provide accurate scale information, I estimated the size of 
L-DOPA particles using a known colloid particle (d = 4 micron). The diameter of bigger particles 
(blue scale bar) is roughly around 30–40 micron. However, the L-DOPA particles were probably 
50–100 nm in diameter unless the waiting time to create the hybrid network is very long; in that 
case the L-DOPA particles can grow to ~ several microns in diameter. In either case, the bigger 
particles are unlikely to infiltrate the SWCNT hydrogel. On the other hand, the small L-DOPA 
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oligomers (~ a few angstroms) will likely infiltrate and give the hybrid network its mechanical and 
self-healing properties.           
 
 
Figure 6.8: Optical microscopy images of L-PDOPA-PAM hydrogel.  
(a) reference: colloid particles, d = 4 micron. (b) Leica DMRX optical microscopy 10x lens.  
(c) and (d) Zeiss Axiovert 135 optical microscopy of L-PDOPA-PAM hydrogel  
using 100x lens with immersion oil. 
 
            6.4.2 Raman Spectroscopy 
 
To investigate the charge polarizability in the vibrational modes of the polymer structure, Raman 
spectra were measured on a Renishaw inViaTM Raman spectrometer using a 633 nm He-Ne laser 
for excitation and 1800 l/mm gratings. The laser was focused on the sample via a Leica 50× long 
distance objective giving a laser spot size of about 1.5 μm. The laser beam power was adjustable 
from 10% to 100% of the source power in order to prevent sample damage and ensure a 
comparatively high SNR. Detection was achieved by an air-cooled CCD detector. The spectral 
resolution was about 3 cm-1 at 633 nm. Spectra were recorded in the regions of 60–4000 cm−1. The 
calibration of this spectrometer is checked by using the line at 521 cm-1 of a silicon sample.  
 
Fig. 6.9 shows the Raman spectra (60–4000 cm-1) of the L-DOPA-PAM-SWCNT hydrogel hybrid 
network. There are several sharp peaks identified with the typical Raman peaks of SWCNTs, e.g. 
16 microns 
16 microns 





258 cm-1 and 285 cm-1 (RBM), 845 cm-1 (oTO), 1050 cm-1 (oTO+LA), 1318 cm-1 (D), 1555 cm-1 
(G-), 1592 cm-1 (G+) , 1731 cm-1 (M, overtone of oTO mode), 1924 cm-1 (iTOLA), 2617 cm-1 (2D) 
and 3186 cm-1 (2G) peaks [54,55,59,61]. This confirms that SWCNTs were present, which is 
expected since the synthesis was to design to embed SWCNT hydrogel precursors into the L-
DOPA-PAM hydrogel to form the L-DOPA-PAM-SWCNT hydrogel hybrid network. Compared 
with the Raman spectra of SWCNT and SWCNT aerogel also at the excitation wavelength of 633 
nm, this result shows the same Raman features (RBM, D, G+ and G- bands) with the L-DOPA–
SWCNT hydrogel hybrid network and SWCNT aerogel [61,77]. This indicates that the SWCNT 
hydrogel embedded into the L-DOPA-PAM polymer matrix maintains its Raman features during 
the sample preparation process and that the properties of SWCNT did not change during the 
sample preparation. In Fig. 6.9 (b), there are 12 cm-1 shifts to the D band between L-DOPA-PAM-
SWCNT hydrogel hybrid network (1318 cm-1) and SWCNT aerogel (1306 cm-1), 2 cm-1 shifts of 
the G+ band (1590 cm-1 for L-DOPA-PAM-SWCNT hydrogel hybrid network, 1592 cm-1 for 
SWCNT aerogel) and G- band (1556 cm-1 for L-DOPA-PAM-SWCNT hydrogel hybrid network, 
1554 cm-1 for SWCNT aerogel). These shifts are likely to be due to the interaction between the 
SWCNT and their surroundings. 
(a) Raman spectra from 60–4000 cm-1                   (b) Zoom in the D, G+ and G- bands 
 
Figure 6.9: Raman spectra of L-DOPA-PAM-SWCNT hydrogel 
hybrid network and SWCNT aerogel. 
 
6.4.3 Dynamic Mechanical Properties (Rheology)-Compression Test 
 
The goal of rheological experiments is to quantify dynamic viscoelasticity over a range of 
temperature, time, and deformation scales, and ultimately to relate these viscoelastic properties to 
material structures [286,287]. This goal is achieved by using a DMA that mechanically imposes an 
oscillatory stress (the amount of force per unit area applied to the sample), or strain (the 
dimensionless degree to which the material deforms), upon soft materials being tested. The linear 











elastic response) and loss modulus (Gʹʹ, viscous response) that provide information on the 
structures and rheological timescales of soft materials [288,289]. 
           
In order to obtain the basic parameters, i.e. the relaxation time and frequency dependent modulus, 
of the L-DOPA-PAM-SWCNT hydrogel hybrid network, I preformed frequency sweeps (time 
dependent viscoelastic properties) of the dynamic modulus for samples using a NETZSCH 242 E 
Artemis DMA system at 23 °C. L-DOPA-PAM hydrogel was chosen as the reference sample. A 
piece of the L-DOPA-PAM-SWCNT hydrogel hybrid network (15 mm length × 15 mm width × 
6.8 mm thickness) was placed between the clips of the DMA. It was compressed to a given 
distance at a rate of 15 mm/min, and then the distance was maintained for 60 s. Water loss during 
testing was negligible due to typical testing time < 30 min.  
(a)                                                                         (b) 
 
        Figure 6.10: Frequency dependent modulus of L-DOPA-PAM-SWCNT hydrogel hybrid network. 
(a) Reference sample. (b) L-DOPA-PAM-SWCNT hydrogel hybrid network. 
   
Fig. 6.10 presents the frequency dependent modulus of the L-DOPA-PAM-SWCNT hydrogel 
hybrid network in the frequency range 0.1–100 Hz with linear frequency sweep mode and 
dynamic single point mode. It was performed at constant 0.1% strain while measuring Gʹ and Gʹ. 
Both Gʹ and Gʹʹ of L-DOPA-PAM-SWCNT hydrogel hybrid network show an increase as the 
frequency increases from 0.1 to 80 Hz. Minor oscillations also appear in the high frequency range 
(60–100 Hz). In the frequency range of 0.1–100 Hz, Gʹ is always larger than Gʹʹ, which means the 
sample of L-DOPA-PAM-SWCNT hydrogel hybrid network and its precursor, L-DOPA-PAM 
hydrogel, are likely to be physical gels. According to the behavior at the gel-point, both Gʹ and Gʹʹ 
of L-DOPA-PAM-SWCNT hydrogel hybrid network decreased significantly (Gʹ=2.3 MPa at 100 
Hz) relative to those of L-DOPA-PAM hydrogel (8.2 MPa at 100 Hz). This is likely to be due to 
enhanced entanglement effects. 
 
The tan δ curves of L-DOPA-PAM-SWCNT hydrogel hybrid network are shown in Fig. 6.11. 
When the frequency increases, the tan δ also increases (there are oscillations after 60 Hz in the 
high frequency range). It has been previously shown tan δ can reflect the crosslink degree of the 
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L-DOPA-PAM-SWCNT hydrogel; the smaller the tan δ is, the larger is the crosslinked degree of 
the network [290-292]. Peaks in the tan δ curves as a function of frequency imply phase 
transitions in the hydrogel hybrid network. Most hydrogel groups in this study produce an obvious 
viscoelastic response below 60 Hz. There are vibrations in both L-DOPA-PAM-SWCNT and L-
DOPA-PAM-SWCNT hydrogels between 60 and 90 Hz (the high frequency range). The loss 
tangent curves also indicate a progressive softening of the L-DOPA-PAM hydrogel until 
saturation is reached after about 100 Hz. The loss tangent of L-DOPA-PAM-SWCNT hydrogel 
show a decreasing trend after 100 Hz. It is likely that the higher structural inhomogeneity of the L-
DOPA-PAM-SWCNT hydrogel leads to nonuniform softening. 
(a)                                                                         (b) 
             
     Figure 6.11: tan δ curves as a function of frequency of  
       L-DOPA-PAM-SWCNT hydrogel hybrid network. 
(a) Reference sample. (b) L-DOPA-PAM-SWCNT hydrogel hybrid network. 
             
On the other hand, the lower the loss tangent of a dielectric material, the better is its performance 
in charge storage applications. The tan δ curves of L-DOPA-PAM-SWCNT hydrogel hybrid 
network increase as the frequency increases, which indicates a stronger charge storage ability of 
this L-DOPA-PAM-SWCNT hybrid system at lower frequency. The values of the loss tangent of 
L-DOPA-PAM-SWCNT hydrogel are larger (minimum 0.23) compared with that of other 
polymer systems, such as polystyrene incorporating core-shell copper nanowires (maximum 0.2 at 
the same concertation) [293]. It is thus demonstrated that our hydrogel system has the better 
charge storage ability and has potential applications in supercapacitors. 
             
6.4.4 Piezoresistive Effect 
 
Piezo-polymers and their composites are widely used as a result of their wide bandwidth, rapid 
electromechanical response, relatively low power requirements and high generative forces [294-
298]. The piezoresistive response in polymers and their composites arises from electrical 
resistivity. This occurs because of the strain from the applied force impacts the material’s band 
structure, which makes it easier or more difficult for electrons to be excited into the conduction 
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band and from the resulting change of the density of current carriers and the electrical resistance 
upon application of a mechanical stimulus [294-298]. Piezo-polymers were developed to advance 
energy harvesting technology due to their mechanical flexibility, high processing speed, low 
fabrication cost and biocompatibility. Other potential applications are to piezoresistive sensors, 
smart electronic devices, high-sensitive flexible electronic skin, MEMS, and micro fluid chips 
[299,300]. CNTs and another sp2 carbon hybrid system, such as fullerenes (C60), have been 
applied to improve the piezoresistive performance of the typical piezo-polymers through an 
increase of Young’s modulus; for example, polyvinylidene fluoride (PVDF) and its copolymers, 
cellulose, and their derivatives [301-304].  
 
The piezoresistive response of numerous polymer composites have been characterized and 
reported and theoretical models developed to explain the piezoresistivity in conductor-polymer 
composites, such as the tunneling mechanism linked to a percolation model [305-310]. In the 
tunneling model, based on the interparticle separation change under the applied stress, the relative 
resistance will decrease with an increase of applied stress in the electrically conducting composites 
composed of a conducting filler into the polymeric matrix [306]. The resistance is affected by the 
applied stress (σ), filler particle diameter (D), filler volume fraction (θ), matrix compressive 
modulus (M), and barrier height (𝜑𝜑), and is quantitively described in Eq. 6.1 [307]:  
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where R0 is the original electrical resistance without the applied stress. 
 
            The interparticle separation change of the polymer matrix is also a function of time. This causes 
the creep behavior of polymer matrix [308]: 
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            where 𝜀𝜀0 is the original strain under the applied stress, ψ and n are constants, and s0 is the original 





             
The L-DOPA-PAM hydrogel was put in the sample holder with a pressing stage, which was 
fabricated by polymethyl methacrylate (PAAM, or Perspex), to keep the samples in place. The 
sample was of cylindrical shape, with radius of 1 cm, a circular cross-sectional area of 3.14 cm2 
and thickness 1 mm. The sample was connected to the high-performance digital multimeter 
(RIGOL DM3061, Suzhou, China) using brass electrodes arranged at each side for two-probe 
measurements. The sample holder prevented transverse movement of the sample under stress and 
ensured that the applied stress was uniaxial [307]. Different weights (0.01 kg, 0.03 kg, 0.05 kg, 0.1 
kg, 0.15 kg, 0.2 kg, 0.25 kg, 0.3 kg, 0.35 kg, 0.4 kg, 0.45 kg and 0.5 kg) with the corresponding 
pressures of 0.31 kPa, 0.94 kPa, 1.56 kPa, 3.12 kPa, 4.68 kPa, 6.24 kPa, 7.80 kPa, 9.36 kPa, 10.9 
kPa, 12.48 kPa, 14.05 kPa and 15.61 kPa, were applied to the top of the sample holder as a static 
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load. Once the load is applied, the force generated by weights was enough to ensure good 
electrical contact. For all measurements, values of electrical resistance reach their final 
stabilization around 5 minutes. Stability and repeatability were analyzed by multiple sampling. 
(a) Group A                                                       
         
(b) Group B 
             
            Figure 6.12: Electrical resistance as a function of pressure and time of  
         L-DOPA–PAM hydrogel (at ambient temperature 23 °C). 
        
Fig. 6.12 presents the electrical resistance as a function of pressure and time of L-DOPA-PAM 
hydrogel at ambient temperature of 23 °C. Measurements under each of the uniaxial pressures 
were performed for 3000 s. This data shows that the electrical resistance on average decreases 
with an increase of applied stress; and the electrical resistance generally decreases with time under 
the same pressure, which may be attributed to the creep behavior of the polymer matrix [308]. For 
clarity, these are plotted in two groups: group A and B, respectively. In group A (at pressures 0 
kPa < P < 1.56 kPa, and 9.4 kPa < P < 14 kPa), the electrical resistance generally decreases with 
time under the same pressure. In group B (at pressures 3.1 kPa < P < 10.9 kPa), the electrical 
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resistance initially increases and then decreases with time under the same pressure. At pressures 
for which the strongest change of resistance with time is observed, the resistance initially increases 
with time (approximately in the first minute after applying the pressure). Then, the resistance 
peaks, followed by a decrease in resistance with time. 
             
 Figure 6.13: Electrical resistance as a function of pressure of L-DOPA–PAM hydrogel. 
(at ambient temperature 23 °C) 
        
Fig. 6.13 shows the electrical resistance as a function of pressure (kPa) at ambient temperature of 
23 °C, as obtained from Fig. 6.12. For P < 3.1 kPa, 9.4 kPa, and 14 kPa and more, the electrical 
resistance does not depend on time (or has little time dependence); that is, R(t) always has the 
same value for up to 3000 s. At pressures 3.1 kPa < P < 9.4 kPa, and 9.4 kPa < P < 14 kPa, R(T) is 
in a transitional state, changing with time. This may be associated with the potential barriers that 
need to be overcome by the application of pressure, so that the distance between conducting fibers 
can slowly decrease with time as the polymer creeps. The value of the pressure reflects the energy 
density applied to the sample. The hypothesis is that the polymer does not creep under pressure 
until at a certain pressure corresponding to an internal energy barrier is overcome. From that point 
onward, the polymer fibers start moving slowly, producing a change of the distance between 
conducting fibers. Because of this, the resistance changes with time (resistance is mainly 
contributed by the tunneling between conducting fibers through the polymer). Then, at a certain 
pressure (i.e. 9.4 kPa) the pressure induces fast enough polymer creep to overcome the initial 
barrier, so that there is no time dependence observed. However, higher pressure than that drives 
the polymer toward a second energy barrier that needs to be overcome, curtailing further creep, 
and changing the electrical resistance with time. This continues until 14 kPa, at which pressure no 
polymer creep occurs, and the electrical resistance no longer changes with time. In order to assess 
the noise level (and oscillations) in Fig 6.12, the electrical resistance measured at 40 s is plotted vs. 




Figure 6.14: Electrical resistance vs. pressure of L-DOPA–PAM hydrogel  
measured at 40 s with error bars. 
 
To explain this electrical resistance dependent behavior, two main assumptions have been made:  
1. there are fibers in the sample that are more conducting than the sample “matrix”. The electrical 
conductivity changes as the connectivity between these fibers changes as the matrix “creeps” in 
time; and 2. there are at least two types of energy barriers associated with this creep. Each of them 
is overcome at a distinct pressure, after which the matrix creeps, changing the connectivity 
between the conducting fibers.  
 
It is noted that there is also initial increase of R with time for P < 3.1 kPa, indicating an increase of 
the distance between conducting fibers as pressure is applied. However, the increase of R also 
occurs in the first ~500 s after the first energy barrier is overcome at 3.1 kPa. For P > 7.8 kPa, the 
increase of R always occurs. R becomes independent of time at 9.4 kPa.  
             
6.5 Conclusion 
 
In this chapter, a novel functional hydrogel was prepared combining the advantages of CNT 
hydrogels and polydopamine with self-healing ability. SWCNT hydrogel precursors were 
successfully embedded into an L-DOPA-PAM polymer matrix to form an L-DOPA-PAM-
SWCNT hydrogel hybrid network. The L-DOPA-PAM-SWCNT hydrogel hybrid network was 
characterized by optical and mechanical methods. Piezoresistive and electrical resistance 
properties of the L-DOPA-PAM hydrogel and their dependence on time and pressure were also 
investigated. The electrical resistance decreases with an increase of applied stress; the electrical 
resistance decreases with time at constant pressure. A physical explanation of the pressure- and 
time-sensitivities of the L-DOPA-PAM hydrogel is along the lines that the dominant mechanisms 
are a combination of polymer creep two different energy barriers in this hydrogel hybrid network. 
This offers a possible candidate for tactile sensing, supercapacitors, self-healing electronic skin 




Conclusion and Outlook 
 
In this chapter, I summarize the general conclusions that may be drawn from this PhD thesis. I 
also outline some perspectives and the outlook arising from this work. 
 
7.1 Conclusion 
             
The main goal of this doctoral work was to investigate the vibrational spectroscopy (Raman 
spectroscopy and synchrotron TH/Far-IR spectroscopy) and temperature dependent electrical 
transport properties of Aerographite and SWCNT aerogel at THz and IR frequencies. Furthermore, 
as a potential material for flexible electronics manufacturing and biomedical applications, a novel 
functional L-DOPA-PAM-SWCNT hydrogel hybrid network was prepared and characterized. 
             
In the Chapter 3, the Raman spectra of Aerographite were studied in comparison to graphite oxide, 
kish graphite and graphite flakes, and quantitatively analyzed to yield their respective intensity 
ratios, as a function of the laser excitation energy. The Raman features of Aerographite may be 
divided into two parts: first, the typical Raman features of graphitic materials, namely the G, D, 
and 2D bands; and, second, distinctive Raman features due to Aerographite’s 3D interconnected 
carbon foam structure on a hollow tetrapod skeleton. The D and 2D bands of Aerographite exhibit 
a blue-shift (to higher energies) as the excitation energy increases, but the positions of the G band 
does not obviously shift with excitation energy. While all the samples give Raman bands 
characteristic for graphitic systems, the bands for Aerographite and graphite oxide are broadened. 
While the intensity ratio of the D to G band (ID/IG) increases linearly with laser wavelength with 
all wavelengths used for kish graphite and graphite flakes, it saturates at the longest wavelengths 
for Aerographite and graphite oxide. However, all samples show a linear increase in the energy of 
D band over all laser wavelengths used. A physical model is proposed to explain these phenomena 
that is based on the double resonant Raman scattering mechanism. This model was employed to 
interpret the energy dependence of the D band. It takes into account the effects of defects on the 
phonon density of states. This explains the observed saturation in (ID/IG) vs. λL at long laser 
wavelengths for highly disordered graphitic materials, as exemplified in this work by Aerographite 
and graphite oxide. 
 
Temperature dependent synchrotron THz/Far-IR and Raman spectral studies of Aerographite and 
SWCNT aerogel are presented in Chapter 4. New IR absorption bands of Aerographite and 
SWCNT aerogel were observed in the temperature range from 6–300 K. Some low frequency IR 
absorption bands show a red-shift (to lower energies) with increasing temperature. Variable 
temperature Raman results reveal frequency shifts of phonon modes with the change of 
temperature over the range 80–300 K. The Raman peak positions of Aerographite and SWCNT 
aerogel also show a red-shift (to lower energies) with increasing temperature. This behavior is 
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attibuted to carbon-carbon bond stretching, which is due to the thermal expansion in the lattice and 
the anharmonic coupling of phonon modes. The 2D peaks of Aerographite and SWCNT aerogel 
both show a blue-shift (to higher energy) with temperature. This may be explained either through 
the increasing distance between covalently bonded carbon structures and possible charge 
redistribution within the covalent bonds, or through the double resonant Raman scattering 
mechanism. Measurements of both red-shift and blue-shift offer a tool for studying the intricacies 
of inter- and intra-molecular bonds for a range of different molecular solids. In addition, multiple 
low frequency Raman features are identified and assigned in the THz region. 
 
In Chapter 5, the temperature dependent electrical transport properties of Aerographite and 
SWCNT aerogel were studied over the temperature range 2–300 K under varying magnetic fields. 
The experimental data were successfully fitted by the fluctuation-induced tunneling conduction 
(FITC) model for Aerographite and the variable range hopping (VRH) model for SWCNT aerogel. 
The statistical length and diameter distributions of the SWCNTs were quantitively determined 
using atomic force microscopy (AFM). Aerographite shows a metallic conductive behavior down 
to low temperatures, that is, resistance decreasing with increasing temperature. On the other hand, 
SWCNT aerogel displays a semiconducting behavior at very low temperature (resistance 
decreasing with temperature). Structural disorder and the variable charge carrier density are 
advanced as important reasons for the observed temperature dependent electrical transport 
properties of Aerographite and SWCNT aerogel. 
 
A stimulus-responsive hydrogel hybrid network, L-DOPA-PAM, was prepared, combining the 
advantages of CNTs hydrogel and polydopamine with demonstrated self-healing ability. 
Piezoresistive properties as a function of time and pressure for this material were investigated. It 
was found that the electrical resistance decreases with an increase of applied stress, and that the 
electrical resistance at constant pressure decreases with time. A physical explanation based on the 




   
The unusual properties of carbon aerogels suggest their suitability for various applications in the 
military, industry and high technology including aerospace [311], thermal insulation [312], 
supercapacitor [313], energy storage and conversion [314], water purification and pollution 
management (oil and metal absorption) [315], sensing technology [316], architectural and building 
technology [317], and electrocatalysis and enzyme catalysis [318]. 
 
The results that have been presented in this PhD thesis serve as the foundation for further 
investigations or experiments that can be done. The PhD thesis has provided insights into the 
optical, vibrational, and electrical transport properties of Aerographite and SWCNT aerogel at 
THz and IR frequencies. However, there remain many challenges and more investigations that 
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beckon to further the understanding of the fine structures of carbon aerogels, physical properties of 
carbon aerogels, and to explore advanced THz and IR applications of new carbon-based 
nanostructures, such as active THz metamaterial devices and THz metasurfaces. 
 
1. Since the first- and second-order Raman spectra are related to the graphitization degree and 
the magneto-structural correlations of carbons, the first-order Raman spectra are especially 
sensitive to the extent of the 2D graphitic ordering, and the second-order Raman spectra are 
sensitive to the graphitization processes which give rise to the 3D ordering of hexagonal 
graphite. It is important to investigate the magnetic susceptibility 𝝌𝝌 of carbon allotropes, 
which is sensitive to the size of ordered 2D regions in the graphite layers [319,320]. Magnetic 
susceptibility depends on the existence of localized electrons with unpaired spins and the 
modulation of DOS around the Fermi level [321]. When charge transfers from graphite π 
electron to the localized edge states (edge shapes, quantum size effect and surface effects) it 
results in a shifting of the Fermi level, which determines the Raman G-peak position and 
magnetic properties of these nanosized π-electron states in the graphitization process and the 
magnetic susceptibility in sp2 and sp3 carbon systems [320,322-324]. To confirm this, the 
temperature-dependence of magnetic susceptibility in sp2 and sp3 carbon systems are required. 
 
2. DFT simulations for the vibrational mode analysis of Aerographite and SWCNT aerogel 
might precisely identify the vibrational modes of carbon aerogel at THz and IR frequencies. 
 
3. The physical model proposed to explain the temperature dependent electrical transport 
properties of Aerographite and SWCNT aerogel still needs refining. We only had limited 
access to Monte Carlo simulations based on percolation theory. Future work might open up a 
deeper understanding of the electrical conductivity behavior of carbon aerogels, resulting 
from these interesting amorphous morphologies. 
            
It is possible to consider new carbon aerogels or other cellular carbon structures (carbon foams, 
mesogels, 3D architectures) for THz and IR applications in terahertz devices and electromagnetic 
interference shielding; for example, a MWCNT aerogel sheet supporting surface plasmon 
polaritons excitation THz polarizer, a macroscopic 3D graphene foam-based THz absorber, a 
graphene aerogel-based bloomer for Far-IR sensing, a spherical MWCNT aerogel in state of 
acoustic levitation for THz wave scattering, and a flexible and robust Kevlar nanofiber aerogel 
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Appendix 2: MATLAB Code for FTIC and VRH Fittings 
          
            



























c=nlinfit(A,B,f,[1 1 1]); 
plot(A,exp((c(1)./A).^c(2)+c(3)),'rv--'); 
C(:)=exp((c(1)./ A(:)).^c(2)+c(3)); 
format long 
c(:) 
