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The main tool to obtain a tight deterministic time hierarchy for Turing machines is a new 
data structure for fast distributed counting. The data structure representes an integer in a 
redundant manner, and it is able to accept orders from many places to increase or decrease 
the integer value by 1. With the help of the new data structure, it is shown that the slightest 
increase in computation time allows k-tape Turing machines (for fixed k > 2) to solve new 
problems. 
1. INTR~OUCTI~N 
The purpose of this paper was initially to prove a tight time hierarchy for deter- 
ministic Turing machines. But the persuasion of a referee and the hope of the author 
that a new data structure (developed with this aim) might find other applications as 
well have shifted the emphasis of this paper a bit. Nevertheless, the new data 
structure is just presented in the proof of the tight hierarchy theorem. This seems 
justified, because so far no other applications are known where this data structure 
develops its full power. The astonishing properties of the new data structure (and 
variants of it) seem to be restricted to its implementation on one-dimensional Turing 
machine tapes. On the other hand, the rather trivial idea of using a tree-like hierarchy 
of counters will certainly find applications in distributed processing. 
Now let us look at the hierarchy problem for deterministic Turing machines. It is 
well known (see, e.g., [5]) that the slightest increase in the asymptotic growth from 
the function S, to the well-behaved function s2 allows more languages to be accepted 
(i.e., more problems to be solved) by deterministic Turing machines in space s2 than 
in space s1 [ 11. On the other hand, it is only known that more languages are accepted 
in the well-behaved time t, than in time t, if t,(n) log ti(n) = o(t*(n)) (diagonalization 
method [2] combined with fast tape reduction [3]). For nice functions I, which are 
bounded by an exponential function (i.e., t, does not grow too much), the factor 
log ti(n) can be reduced to (log ti(n))” [7] (f or every E > 0) by applying the padding 
methods of Ruby and P. C. Fischer [9]. 
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A much tighter hierarchy was obtained by Paul [6] for a fixed number of tapes. 
For this case, he has reduced the factor log t,(n) to log* ti(n). (log* n is 0 for n = 1 
and defined by 1 + log* [log, n] for n > 1.) We shall prove here that no growing 
factor at all is necessary. ti(n) = o(t,(n)) is sufficient for a fixed number k > 2 of 
tapes. 
2. FAST SIMULATION 
The major difficulty in getting a tight hierarchy is to show that there exists a 
universal k-tape Turing machine which can simulate any k-tape Turing machine for a 
predetermined number of steps without losing any time for counting the steps. 
The obvious thing to try is to keep the step counter (containing a non-negative 
integer p) and the code of the simulated program q always near a head of the 
simulating Turing machine. In the program q the instruction currently executed is 
marked, and the counter is decreased by 1 before each step. Furthermore, p and q are 
pushed to follow the head movement. But pushing p after each simulation step costs a 
factor log p. 
Paul [6] has noticed that it is not necessary to push the whole counter all the time. 
Pushing only a number of length log logp is sufficient to simulate and count logp 
steps. After having simulated log p steps, we don’t mind when the head of the 
simulating Turing machine spends O(log p) steps to walk back and collect the bigger 
part of the counter (containing now p - log p). We have at least two tapes. Therefore 
the counter can be moved fast. 
This method can be iterated. Instead of moving a counter of length log .+a log p (i 
times log) after each simulation step, a small subcounter of length log log a.. log p 
(i + 1 times log) is separated and the big counter is collected after log .a. log p (i 
times log) steps. It is not hard to see that the time to simulate p steps is O(p log * p). 
And diagonalization yields Paul’s hierarchy result [6]. (The present author 
discovered this independently but later than Paul. This initiated this. work, but for a 
long time Paul’s result seemed to be the best possible.) 
The whole problem can be seen as a distribution problem. Goods are stored in the 
counter p. They have to be consumed one piece at a time at many different and 
unpredictable places (namely, always at the current head position). The cost of 
transport is proportional to the distance, except when the distance is extremely short 
(shorter than the length of the counter, in which case the cost is proportional to the 
length of the counter). 
Paul’s solution [6] makes sure that transports are only done when absolutely 
necessary, and always the amount of goods transported is chosen as big as possible 
with low cost (i.e., extra costs for transports of big counters over short distances is 
avoided). It is tempting to assume this solution to be optimal. 
How can we do better? The answer is: with predistribution. We can set up a chain 
of wholesale businesses and small shops which keep the goods ready before the 
consumer (i.e., the head on the tape) comes across. Because our goods are just 
integers this concept will be realized by a new representation of integers. 
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3. A REPRESENTATION OF INTEGERS FOR DISTRIBUTED COUNTING 
A number in radix representation (say, decimal) can be decreased by 1 at the right 
end, where the least significant digit is located. On the average, the carry propagation 
(actually it is a “borrow,” i.e., a negative carry) does not go far. Most of the time 
only digits near the right end are changed. We introduce a new redundant represen- 
tation of non-negative integers where every location (not only the right end) has this 
property. This means that for each subtraction step an adversary is allowed to choose 
a position (in the new representation of numbers) where he wants to subtract 1 (just 
1, not a power of the base). And to do this subtraction of 1, on the average only 
digits near that position have to be changed. Furthermore, we cannot have bad luck. 
Only after nearby digits have had to be changed many times is it possible that digits 
have to be changed further away. 
The new data structure is shown in Fig. 1. It is a complete binary tree of height H. 
In every node a single B-ary digit is stored, where B is an appropriately chosen base. 
The value of each digit ahj at height h in the tree is a,,jBh. And the value represented 
by the tree is the sum over the values of all the digits located in the nodes of the tree. 
Hence, the coefficient of every Bh is (instead of a digit) a sum of several digits (the 
lower the order, the more digits). Finally, the tree is flattened in standard “inorder.” 
We repeat this definition a bit more formally: The non-negative integer A is 
represented by 
A = 2 2 ahjBh, ahj E {O,..., B - 1 ) 
hex jeY 
where X= {0 ,..., H} and Y= (0 ,..., 2H-h - 1). 
The digits ahj are arranged in the nodes of a binary tree as follows: 
‘HO is stored in the root, 
a h-12j is stored in the left and 
a h-12jtl in the right son of ahj. 
This binary tree of counters is implemented on a one-dimensional array 
b b,,+,-, 1 ,.a., by defining b ZhC2j+ ,) = ahj. It is a matter of routine induction to verify 
FIG. 1. The tree of counters and its implementation on a one-dimensional array. 
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that this implementation is by projection as shown in Fig. 1. Now we have a least 
significant digit b,, i at every odd position 2j + 1. 
DEFINITION. For fixed base B, the word b, . . . b,,+,P, is called a (binary) tree 
representation of height H of the number 
where X= (0 ,..., H} and Y= (0 ,..., 2H-h - l}. 
Carries are propagated from every son node to its father node, which is 
implemented nearby when these nodes are not high in the tree. Carries never involve 
brothers or cousins. Instead, the tree representation is destructed and reconstructed 
when no more “borrows” from the father node are possible because all ancestors 
are 0. 
For B > 2 the average distance of the carry propagation is bounded by a small 
constant. To see this, we note first that the distance from the position of ahj to the 
position of its father is only 2h in the array. Now let all uhj be set to B - 1 initially. 
Then (for m not too big, so that carries are always possible) we choose m times any 
j E {O,..., 2H - 1) and subtract 1 from aoj. Of course we propagate all the necessary 
carries as well. Hereby at most [m/B”J carries are necessary from nodes of height 
h - 1 to nodes of height h. Hence, the sum of the distances of carry propagation is at 
most 
H 
\’ :2h-I 
h:l Bh 
And for B > 2 this is equal to 
m 1 - (2/B)H m 
B’ 1-(2/B) i~=“(m)* 
Therefore, when we start with full counters, then for every single run (i.e., sequence 
of subtractions by I), the average distance of carry propagation is less than 1. This is 
the basic property of the tree representation. 
Remark. This basic property remains true when we allow the counters at the 
heights 0, l,..., H - 2 to have initial values between 2 and B - 1, and the counters at 
heights H - 1 and H to have any initial values (between 0 and B - 1). In this case 
trees of height H can initially represent any number between 
min, = 8(BH--I - 2H- ‘)/(B - 2) 
and 
maxH = (B - l)(BHt’ - 2Hf1)/(B - 2). 
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For B > 4 we have maxH > min,, r , therefore every positive integer has an initial tree 
representation. 
We can also construct a tree representation of integers such that not only 
subtraction, but also addition of 1 (in any location of the tree representation) can be 
done with constant average carry propagation distance. We just allow the B-ary 
digits to be elements of IO,..., 2B - 1 } to avoid too many carries alternating with 
“borrows.” But for the tight time hierarchy we don’t need such a representation of 
integers. 
4. SIMULATION IN LINEAR TIME 
Let q H Zt4, be an enumeration of all k-tape Turing machines with a given input 
alphabet Z. Let f be a recursive function such that there exists a Turing machine 
which can compute (given q, a state of M, and the tape symbols visited by the 
heads) the next step of M, in time f(q). (For any reasonable encoding of Turing 
machines, f is linear in the length of q.) Let p be a B-ary positive integer for a fixed 
base B, and let w be a word over the alphabet C. 
LEMMA. For all k > 2, there is a k-tape Turing machine M which on any input of 
the form p # q # w simulates exactly p steps of M, with input w. Furthermore, M 
does this simulation in time O(p . f(q)). 
Outline of the prooJ First we build a tree representation of a number p’ with all 
counters full (i.e., B - 1). We choose p’ such that p” = p - p’ is not negative and 
“not much bigger” than p’. In fact, such a p’ with the property p” = O(p’) can be 
computed fast from p. We place the tree representation ofp’ on a tape of M such that 
the head is in its center. If this tree representation of p’ has length L, we can build it 
in time O(L). The simulation determines the head movement. But the basic property 
of the tree representation implies that we can simulate s > (L + 1)/2 steps without 
spending more than time O(s . f(q)) f or counting the steps and looking up the 
instructions. 
When the counter at the root is already 0, but we try to subtract 1 from it, then we 
set this counter to -1, and we interrupt the simulation. In time O(L) we convert the 
tree representation to normal B-ary notation. Now we build a new tree representation 
with a smaller tree but with full counters. 
When the head of the simulating Turing machine M leaves the area of the tree 
representation, then we also interrupt the simulation and move the tree representation 
to have the head again in the center. Alternatively we could do the same procedure as 
we do when the root counter gets -1. 
The details of the proof are presented in Appendix A. 
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5. THE TIGHT TIME HIERARCHY 
DEFINITION. A function t: N + N is time-constructible on k-tape Turing machines 
if there exists a deterministic k-tape Turing machine which reads the input n in unary 
notation and computers t(n) in binary notation, while doing at most t(n) steps. 
Remark. This definition of Paul [7] is different from the definition of time- 
constructibility used in [5] and other places. The advantages of Paul’s definition are: 
(1) For every well-behaved function t with n = o(t(n)) it is easy to see that t is 
time-constructible. 
(2) Time constructibility in this sense is what is actually used in hierarchy 
theorems. 
(3) Every function t which is fully time-constructible on k-tapes in the 
traditional sense is also time-constructible (on k tapes) in our sense. A proof of this is 
easy to find using the methods developed in this paper. 
DEFINITION. DTIME,(t) is the set of languages accepted by k-tape deterministic 
Turing machines in time t (i.e., for words of length n, the number of steps is at most 
t(n)>* 
Well-known diagonalization techniques (see, e.g., [S] together with the Lemma of 
the preceding section) imply: 
THEOREM 1. If k > 2 and t, is time-constructible on k-tape Turing machines, then 
there is a language in DTIME,(t,) which is not in DTIME,(t,) for any t, with 
4(n) = oMn)>. 
Remark. The proof of this Theorem does not seem to generalize to Turing 
machines whose tapes are all of dimension greater than 1. On the other hand, it is 
easy to see that Paul’s result [6] (gap at most a factor log* tl(n)) holds for any fixed 
number of tapes for each dimension d. 
6. A SHORT REPRESENTATION OF INTEGERS 
FOR DISTRIBUTED COUNTING 
This section can be skipped by readers who are interested only in the complexity- 
class results of this paper. Here we present another tree representation of integers. 
The binary tree representation defined in Section 3 has a property which might be 
a disadvantage for some applications. The binary tree representation of an integer n 
has a length of order nc for some constant c (c < 1). Here we choose a more 
complicated representation based on 4-ary instead of binary trees. Its length is only 
of order (log n)’ (order (log n)’ + “+ ‘) for 2’-ary trees). 
DISTRIBUTED COUNTING 237 
7,6 al.7 
as?3 %,l =0,13 =0,14 %,15 
FIG. 2. A 4-ary tree of counters. 
The main difference to the binary tree representation is that in higher nodes of the 
tree, not just single digits but longer integers are stored in radix notation as shown in 
Fig. 2. 
Nodes at height h contain 2h B-ary digits. The root (at height H) contains the 
digits 
UH.0, uH,1,***, UH,ZH- 1. 
And if a node contains the B-ary digits 
then its sons contain 
U h,4iZh T**-Y uh,(4it l)Zh-1 (leftmost son) 
uh,(4it l)Zh?***, uh,(4it2)2h-I (second from left) 
uh,(4it2)2h?***? uh(4it3)2h-l (second from right) 
uh,(4it3)2h?“‘? uh(4it4)2h-1 (rightmost son). 
For 0 < j < 2h, the values of ah,i2,,+j is ah,i2htj B2ht’-2-j. 
In the implementation on a one-dimensional array, the integers stored in higher 
nodes have to be spread out as shown in Fig. 3. When a 4-ary tree of height H is 
implemented on b, ,..., b2.4H then the b,i. 2H are not used for i = l,..., 2H. 
DEFINITION. For fixed B, the word b, ,..., b2.4H is called a 4-ury tree represen- 
tation of height H of the number 
A = c c c ~~,~~h+~B’~+‘-~--j 
hEk’ iEY isZ 
where 
ah,j = bzh(2jt 1) E {Ov**, B - l}, 
X= (0 ,..., H}, Y= (0 ,..., qHeh - 1) and Z= (0 ,..., 2h - l}. 
571/28/2-4 
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FIG. 3. The implementation on a one-dimensional array. 
The 4-ary tree representation has many properties in common with the binary tree 
representation: 
PROPOSITION. (a) Without increasing its length L, the tree representation can be 
extended (by adding some more information in other tracks) such that a 2-tape 
Turing machine can propagate carries in time proportional to the carry propagation 
distance. 
(b) The construction of an (extended) tree representation with all counters full 
and the destruction (i.e., conversion to usual B-ary representation) of any tree 
representation can be done in time O(L) by a 2-tape Turing machine. 
(c) The average carry propagation distance (in the linear representation of the 
tree) is bounded by a constant (even for base B = 2). 
(d) For every positive integer p, there are non-negative integers p’, p” such 
that p = p’ + p”, p’ has a 4ary tree representation of length L with all counters full, 
and log p” = O(L). (For 4ary tree representations, L is of order (log p’)‘.) 
Remark. The reader can construct his (or her) own proof, or look it up in 
Appendix B. It is more tedious than the proof of the corresponding properties of the 
binary tree representation, but there are no exciting new ideas involved. 
7. FINAL REMARKS 
The fast distributed counting resulted in another hierarchy theorem (an extension 
of an interesting result of Paul [6] based on [4, 81) presented in an earlier version of 
this paper (Proceedings 14th ACM-STOC 1982, pp. 8-16). There exists a dense (i.e., 
ordered isomorphic to the rationals) hierarchy of problems for a fixed space bound 
and variable time bounds. Hereby the lower bounds hold for almost all word lengths. 
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We have omitted this theorem here because it is very technical and not of interest to 
a wide audience. 
Open Problems 
- Find other applications of the data structures for distributed counting. 
- Show that this technique is (not) sufficient to obtain tight hierarchies for higher- 
dimensional tapes. 
APPENDIX A: 
DETAILS OF THE LINEAR TIME SIMULATION (LEMMA, SECTION 4) 
To describe the procedures for handling the tree representation of integers more 
precisely, we first define the storage organization. 
Two work tapes, say, tape 1 and tape 2, have six tracks each. Track 1 of each tape 
always contains a copy of the corresponding tape of the simulated Turing machine 
Mg. The purpose of the other tracks of tape 1 is described in Fig. 4. Under each 
counter (= B-ary digit) in the tree representation of the positive integer p’, we write in 
track 4 whether the position of the counter is the tree is that of a left or right son or 
the top. The tracks 2 to 6 of tape 2 provide space to copy the corresponding tracks of 
tape 1. This copying is necessary to move information fast. 
Now we describe the different procedures which have to be done from time to time 
during the simulation. 
(a) Construction of the Tree Representation 
First we note that the value of a number in tree representation of height H with all 
counters full is 
p, = 2 2H-hBh(& I)= BH+l -2H+1 
B-2 
(B-l)<BH+*. 
h=O 
If p is less than a constant c > B4 (typically c is chosen much bigger), then we don’t 
construct a tree representation, but we do the counting during the simulation in 
normal B-ary notation. If p > c then we choose H = [log, p] - 2. This implies p’ < p 
and the rest p” = p - p’ is not too big (i.e., the B-ary representation of p” is shorter 
than the tree representation of p’). We compute p” and store it on track 6 in normal 
B-ary notation. 
Track Purpose 
1 Direct simulation of M, 
2 Code q (current instruction marked) 
3 Tree representation of p’ 
4 R, L, T: right son, left son, top (=root) 
5 Current carry propagation path marked 
6 Rest p” = p - p’ 
FIG. 4. The organization of tape 1. 
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Now the tree representation of p’ can be put on track 3. It is just a sequence of 
L = p+’ - 1 times the symbol B - 1. To find the R (right), L (left) and T (top) 
markings for track 4, we note that the jth marking (j = l,..., L) is R (resp. L, T) if j 
in binary (without leading zeros) is of the form xl lo...0 (resp. xOlO...O, lO...O). 
It is clear that all this can be done in time O(L). 
(b) Destruction of the Tree Representation 
The values stored in the leaves (odd positions) are added to the rest p”, which is at 
first copied onto tape 2. Then all leaves are cut by copying only the even positions of 
the tree representation onto tape 2. Naturally the remaining tree is compressed to 
implementation length [L/2J. This procedure is iterated, but each time the additions 
into p” are done at the next higher B-ary position. 
As for the construction, the time for the destruction is only O(L). In both cases, 
even L’OpzB would be fast enough, because at least B*+ ’ - 1 > LtoBIB many 
simulation steps have been done in the meantime. (Remember that the plan being 
pursued now does not involve destruction and reconstruction in the case that the head 
leaves the counter region. In that case (elaborated in part (d)), the plan is simply to 
move the counter.) 
(c) Carries 
When we have to do a carry, then we mark its path on track 5. This path has 
either length 1, or twice the length of the path which has just been used. Doubling the 
path is easy, because we use a second tape. The markings on track 4 tell us on which 
side to find the father node. Before doing carries, we have put a distinguishing sign at 
the place where the simulation has to continue, and we always remember whether this 
place is to the left or the right of the current head position. Then finding the way 
back is easy. 
The time is proportional to the length of the carry propagation path, which is 
shorter than 1 in the average for B > 2 (if “no carry” means length 0). 
(d) Shift of the Tree Representation 
When the head of tape 1 leaves the area of the tree representation, then we move 
the tree representation by (L + 1)/2. We can move the rest p” with it, because the 
length of the B-ary representation of p” is O(L) (even O(log L)). The time for the 
shifts is O(L) and is charged to the preceding (L + 1)/2 simulation steps. 
APPENDIX B: PROPERTIES OF THE 4-ARY TREE REPRESENTATION 
(PROOF OF THE PROPOSITION OF SECTION 6) 
(a) Carry Propagation 
Basically the tracks of tape 1 are organized as for the binary tree representation 
(Appendix A, Fig. 4). Only track 4 contains more information. There, below the 
storage place of ah,i2h+j, an element of {T, L, R. L,, R,, M} is written, namely: 
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T if h = H and j = 0 to mark the highest B-ary position in the root counter, 
L if 0 < h < H and j = 0 to mark the highest B-ary position in a counter, 
R if 0 ( h and j = 2h-1 to mark the lowest B-ary position in a counter, 
Lo if h = 0 and i is even, 
Ro if h = 0 and i is odd, 
M if 0 ( h and 0 < j < 2h - 1 to mark an intermediate position. 
When a carry from uh,i2h+j has to be done, then a yardstick of length 2h is 
available on track 5. If u~,~*,,+~ is marked by 
T then no more carries are possible, 
L or L, then the carry is propagated to a place found by going 2h steps to the 
right, doubling the yardstick on track 5, and going repeatedly 2h’z steps 
to the right until a mark R is reached on track 4, 
R or M then the carry is propagated 2h+’ steps to the left, 
RO then the carry is propagated as in the case L,, but by moving the first 2h 
steps to the left. 
Clearly, the time for carry propagation with this algorithm is only proportional to the 
carry propagation distance. 
(b) Construction and Destruction 
These algorithms are a bit more complicated, but very similar to the corresponding 
algorithms for the binary tree representation. We omit a description. 
(c) Carry Propagation Distance 
The length of the carry propagation path from ah,i2h+j is at most 
2” + (2h+’ - 1) 2h+* < 2*h+3. 
When started with full counters, the simulation of m steps involves at most [m/B**J 
carries from a position at height h. Hence, the sum of the carry propagation distances 
is (much) less than 
22ht3-2h < m 2* + 23 + 23 & < 23m 
h=O 4 
for B > 2. 
(d) The Length of a I-ary Tree Representation 
The maximal value of the integer stored in the root of the tree is 
R,, = (B - l)(B*“+‘-’ + . . . + B*“-I). 
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B ZHf1-2 <RH < B2H+l-'. 
Then (for B > 2, H > 0) 
O<B 2H"-2~ VH <BzH+I 
holds for the maximal value V, stored in a 4-ary tree of height H (all counters full). 
This is easily checked for H = 0, 1, and by induction 
VH = R, + 4V,-, < BzH+‘-’ + 4BzH < B’“+’ 
holds for H > 2. Hence given p > B2, we can choose 
H = [log, /log, p] J - 1 > 0. 
Then we have 
0 < V, = p’ < BzH+’ < p, 
L = 2 . 4ff > 2 . 4’og2’%--2 = @Jg, p)” 
and 
log, p” = log,(p - p’) < log, p < $z = o(L). 
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