The following problem is considered: if H is a semiregular abelian subgroup of a transitive permutation group G acting on a finite set X, find conditions for (non)existence of G-invariant partitions of X and give their description in terms of orbits of H. Conditions and descriptions presented in this paper are derived by studying spectral properties of the associated G-invariant digraphs arising as regular abelian covers. As an essential tool, irreducible complex characters defined on H, are used.
Introductory and historic remarks
When investigating the structure of graphs admitting transitive actions (or possibly intransitive actions with a small number of orbits) of subgroups of automorphisms one often relies on results which are purely group-theoretic in nature. On the other hand, graph-theoretic language can often provide useful insights in the study of various problems in permutation groups.
A particular case of such an interplay of group-theoretic and graph-theoretic concepts is dealt with in this paper, and is motivated by the following situation.
example [5, 6, 7, 40, 43, 45, 46, 47] .) Thus, if G is primitive and H is regular, the above problem is related to an old question of Burnside regarding B-groups. (A group H is called a B-group if a primitive permutation group containing H as a regular subgroup is necessarily doubly transitive.) As a generalization let us call H an m-B-group if a primitive permutation group containing H as a semiregular subgroup with m orbits is necessarily doubly transitive. We may then pose the following problem.
Problem 1.2 Given a positive integer m, determine the class of (abelian) m-Bgroups.
Of course, a 1-B-group is just a B-group. It is known that, by the classical results of Schur and Wielandt [49, Theorem 25.3 and 25.6] , cyclic groups of composite order and dihedral groups are B-groups. Also, Li has recently classified all abelian Bgroups [28] . As for 2-B-groups, for example, cyclic groups of prime order p are of this kind. Namely, in view of the classification of finite simple groups a primitive group of degree 2p, p > 5 a prime, is doubly transitive. Studying existence of mixers for bicirculants is essentially the first step in determining which cyclic groups are 2-B-groups and which are not. On the other hand, knowing which cyclic groups are 2-B-groups is of vital importance in the study of arc-transitive bicirculants. We will deal with this question in a sequel to this paper.
To state our main theorem we first breifly introduce some notation and terminology. First, with a transitive action of a group G on X (having a semiregular abelian subgroup H with m orbits X 1 , . . . , X m ) we associate a G-vertex-transitive digraph with vertex set X, that is, a digraph admitting G as subgroup of automorphisms, in short, a G-invariant digraph. Further, a certain matrix S, called the symbol of Γ relative to H, is associated with a G-invariant digraph Γ (see the paragraphs following the statement of Theorem 1.3, and Subsection 3.2 for more details). Let λ be an eigenvalue of Γ and let H * denote the dual group of H, that is, the group of all irreducible complex characters. Then we denote the set of all characters from H * , for which λ is an eigenvalue of χ(S), by K S,λ (see the paragraphs following the statement of Theorem 1.3 and Subsection 3.3). Next, let W λ denote the λ-eigenspace of Γ. It is well known that G acts on W λ . Let K λ denote the kernel of this action. The partition of X consisting of the orbits of K λ is denoted by B S,λ . This partition induces a certain partition ∆ λ of the index-set {1, . . . , m}. (See the paragraphs following the statement of Theorem 1.3, and Section 4 for a more detailed description of the above concepts.)
The main result of this paper, Theorem 1.3 below, concerns two extremal cases related to K S,λ . The first one deals with the situation when K S,λ generates the whole of H * , while the second one covers the case when K S,λ = {χ 0 } consists of the principal character only. First, coming back to Problem 1.1, we remark that in the special case when H is regular, a G-invariant partition can be obtained as the orbit-partition of a subgroup of H (see for example [28, Lemma 3.1] ). In Section 2 we give an analogous description in the case when H is semiregular and abelian. Letting X 1 , . . . , X m denote the orbits of H we show that a G-invariant partition B of X can be obtained by 'glueing together' (that is, taking the union of) certain orbits of some subgroup K of H (see Lemma 2.3). The way these orbits are glued together depends on an m-tuple x ∈ X 1 × · · · × X m and on a certain partition ∆ of the set {1, . . . , m} (see the first paragraph of Section 2 for exact formulation). We call the ordered triple (x, ∆, K) a G-triple corresponding to B. In particular, to say that (x, ∆ I , H) is a G-triple, where ∆ I is the trivial partition of {1, . . . , m} consisting of 1-element subsets, means that the orbits of H are blocks of imprimitivity for the group G.
In Section 3, complex characters of abelian groups together with some additional linear algebra tools are introduced, to be used in Section 4 in the study of G-invariant partitions. To this end we use the following strategy. We consider linear actions of G on the eigenspaces of G-invariant digraphs. As already mentioned above, given such a digraph Γ, the orbits (on X) of the kernel of such an action give rise to a G-invariant partition, denoted hereafter by B S,λ , where λ is an eigenvalue of Γ corresponding to a given eigenspace, and S is the so called symbol of Γ relative to H, an encoding of the adjacencies of Γ through a certain m × m 'matrix' whose entries are subsets of H. In turn, this allows us to describe G-triples (x, ∆, K) corresponding to the G-invariant partition B S,λ . In particular, one can find the group K from the spectral description of Γ (see Lemma 4.2). As for ∆, however, the spectral description of Γ allows us only to specify an auxiliary partition of {1, . . . , m} whose refinement is the partition ∆ (see Lemma 4.3) . As an illustration of these concepts we end Section 4 with a thorough description of all imprimitivity block systems of the cube. Let us remark that in the case when H is regular, the eigenspaces in question have a well-known interpretation as certain subspaces of the group algebra CH * , where H * denotes the group of complex characters of H. In fact, they are subspaces of the Schur algebra over H * , which is dual to the transitivity module of G over H. Schur rings have become a powerful tool in algebraic combinatorics [11] . For example, they played a central role in solving the isomorphism problem for circulant graphs [38, 39, 41] , motivated by the classicalÁdám's conjecture [1] , as well as in some other combinatorial problems, see for example [26] .
In Section 5 we describe imprimitivity block systems in two extremal cases that can arise in the context of Problem 1.1, that is, we prove Theorem 1.3, as already mentioned above. Morover, as a consequence of Theorem 1.3 we prove that if G is primitive, then K S,λ must generate the whole dual group H * whenever λ is not the valency of Γ, see Theorem 5.1. Also, we obtain a result about non-principal characters of H when H has a prime number of orbits (Corollary 5.3) as well as a refinement in the case when H has two orbits (Theorem 5.4).
Finally, in Section 6, as an application of the theory developed here (notably, Lemma 4.3 and Corollary 5.3) we give an alternative proof of an old result classifying edge-transitive generalized Petersen graphs [15] (see Theorem 6.1). In general, theorems of this nature are usually proved either by an elementary, although technically rather involved, combinatorial approach [15, 20, 32, 36, 42] , or else by using a normal subgroup reduction approach, often involving the classification of finite simple groups as an essential ingredient, see for example [9, 10, 12, 13, 14, 19, 27, 28, 29, 30, 35, 44] . Our proof of Theorem 6.1 uses the second approach. However, being based on the techniques of this paper, it does not rely on the classification of finite simple groups. of X. We will refer to x as its base vector. The example below illustrates this definition.
Example 2.1 Let X = {1, . . . , 12} and H = h where h = (1 2 3 4)(5 6 7 8)(9 10 11 12). The orbits of H are X 1 = {1, 2, 3, 4}, X 2 = {5, 6, 7, 8} and X 3 = {9, 10, 11, 12}. Choose ∆ = {1, 2}, {3} and K = h 2 . Then there are two different partitions of X of the form Π(x, ∆, K), x ∈ X 1 × X 2 × X 3 :
base vector x elements of Π(x, ∆, K) (1, 5, 9) {1, 3, 5, 7}, {2, 4, 6, 8}, {9, 11}, {10, 12} (1, 6, 9) {1, 3, 6, 8}, {2, 4, 5, 7}, {9, 11}, {10, 12}
Regarding all base vectors of a fixed partition from Π ∆,K we have the following simple property. Lemma 2.2 Let H be a semiregular permutation group on a finite set X with orbits X i , i ∈ {1, . . . , m}. With notation above, let Π ∈ Π ∆,K be a partition of X. Then, given any point x ∈ X, there exists a vector x = (x 1 , . . . , x m ) such that x ∈ {x 1 , . . . , x m } and Π = Π(x, ∆, K).
Proof. Let y = (y 1 , . . . , y m ) be a base vector of Π = Π(y, ∆, K). Further, let j be the unique index such that x ∈ X j , and let T ∈ ∆ such that j ∈ T . Now x = y h j for some h ∈ H. Define the m-tuple x = (x 1 , . . . , x m ) by x i = y h i if i ∈ T , and x i = y i otherwise. It is easy to check that Π(x, ∆, K) = Π.
We denote by ∆ I the trivial partition {{1}, . . . , {m}} of {1, . . . , m} corresponding to the identity relation on the set {1, . . . , m}. Similarly, we let ∆ U denote the partition {{1, . . . , m}} of {1, . . . , m} corresponding to the universal relation on the set {1, . . . , m}. Obviously, Π(x, ∆ I , K) does not depend on its base vector x since it is equal to the partition induced by the set of all K-orbits in X. A partition of {1, . . . , m} is uniform if it consists of subsets of equal cardinality.
Let us now assume that a semiregular permutation group H on X is abelian and contained in a transitive permutation group G. In the next lemma we show that every G-invariant partition of X must then be of the form Π(x, ∆, K) for some uniform partition ∆ of {1, . . . , m} and some subgroup K of H. Lemma 2.3 Let G be a transitive permutation group on a finite set X, and let H be a semiregular abelian subgroup of G with orbits X i , i ∈ {1, . . . , m}. Let B be a G-invariant partition of X, let K be the kernel of the action of G on B, and let x ∈ X. Then there exist some x = (x 1 , . . . , x m ) ∈ X 1 × · · · × X m and a uniform partition ∆ of {1, . . . , m} such that
Moreover, x can be chosen in such a way that x ∈ {x 1 , . . . , x m }.
Proof. Let B 1 , B 2 ∈ B and let i ∈ {1, . . . , m} be such that B 1 ∩ X i = ∅ and B 2 ∩ X i = ∅. We first show that if B 1 ∩ X j = ∅ for some j ∈ {1, . . . , m} then also
Define a relation ∼ on the set {1, . . . , m} by letting i ∼ j if and only if there exists some B ∈ B such that B ∩X i = ∅ and B ∩X j = ∅. Clearly, ∼ is a reflexive and symmetric relation. Moreover, by the arguments given in the previous paragraph, ∼ is also a transitive relation, and hence an equivalence relation. Let ∆ denote the partition of {1, . . . , m} induced by the equivalence classes of ∼. For T ∈ ∆, set
Fix T ∈ ∆ and fix a block B T ∈ B T . Furthermore, for every i ∈ T choose x i ∈ B T ∩ X i and define K i to be the setwise stabilizer of the set B T ∩ X i in H. Clearly, since B T is a block and since X i is an H-orbit, we have K i = K j for i, j ∈ T . We may therefore define
Now let B
′ be an arbitrary block in B T and let i ∈ T . Since X i is an H-orbit, there exists h ∈ H such that B ′ = B h T . Therefore, since H is abelian,
we have that the group HK/K is abelian and hence regular on B T . It follows that |H ∩ K| = |H|/|B T | = |K T |, and so K T = H ∩ K for every T ∈ ∆.
Since T was arbitrary, we conclude that B = Π((x 1 , . . . , x m ), ∆, H ∩ K), as required. Further, |T | = |B T |/|H ∩ K| for each T ∈ ∆, and so ∆ is a uniform partition. Finally, the last assertion of Lemma 2.3 follows directly form Lemma 2.2.
We conclude this section with the following definition. Let B be an arbitrary G-invariant partition of X. If B = Π(x, ∆, K) for some x ∈ X 1 × · · · × X m , some uniform partition ∆ of {1, . . . , m}, and a subgroup K of H, then the triple (x, ∆, K) will be called a G-triple corresponding to B.
G-invariant digraphs and their eigenspaces
Let G be a transitive permutation group on a finite set X. An orbit of G acting on X × X is called an orbital of G. To any collection of orbitals of G we can associate a vertex-transitive digraph admitting a transitive action of G, whose vertex set is X and whose edge set is induced by this collection of orbitals. Note that any digraph admitting a transitive action of G on its vertex set is necessarily of this form. As mentioned in the Introduction, we will refer to such digraphs as to G-invariant digraphs over X. In this section we describe, following a number of steps, the eigenspaces of G-invariant digraphs in the case when G has an abelian semiregular subgroup.
Block matrices and tensor products
In this subsection we determine the eigenvalues and eigenvectors of certain block matrices. To begin with, let us recall the definition of the tensor product. For column vectors u = (u 1 , . . . , u m ) ⊤ ∈ C m and v = (v 1 , . . . , v n ) ⊤ ∈ C n , their tensor product is defined to be the mn-dimensional vector
Let U ≤ C m and W ≤ C n be subspaces, with their respective bases u 1 , . . . , u k and w 1 , . . . , w l . Then the tensor product U ⊗ W of U and W is the kl-dimensional subspace of C mn , spanned by vectors u i ⊗ w j , i ∈ {1, . . . , k}, j ∈ {1, . . . , l}. In what follows we present some technical assumptions needed in Lemma 3.1 below. Let m and n be positive integers and let
be an mn × mn block-matrix over C where all blocks B ij are of size n × n. Note that B can be written as
where
is the m × m matrix with the (i, j)-th entry equal to 1 and all other entries equal to 0. Suppose now that all the blocks B ij have a common orthogonal eigenvector basis consisting of (unit) column vectors v 1 , . . . , v n . For integers i, j ∈ {1, . . . , m} and k ∈ {1, . . . , n}, let µ (k) ij denote the eigenvalue of B ij corresponding to v k , and let
be the m × m matrix whose (i, j)-th entry is equal to µ
We denote the m × m identity matrix by I m , and by
the set of all indices k such that λ is an eigenvalue of M (k) .
Lemma 3.1 With assumptions and notation above the following holds. (i) The spectrum Spec(B) is equal to the union of spectra
Proof. With respect to the common eigenbasis v 1 , . . . , v n , the matrix B ij takes the diagonal form
is the n × n matrix with the above eigenvectors as columns. Consequently, B = (I m ⊗ P )(
Observe that there is a permutation matrix which establishes a similarity relation between
It is now obvious that the spectrum of B is equal to union of spectra of all matrices
In order to show (ii), let λ be an eigenvalue of B, and note that the λ-eigenspace of
, where {e 1 , . . . , e n } is the standard basis of C n . Since there is an automorphism of C mn mapping the eigenspaces of n k=1 E kk ⊗ M (k) bijectively onto the eigenspaces of B, the dimension of the λ-eigenspace of B is equal to
To complete the proof we need to find an appropriate basis of this subspace. Let
} is an orthogonal, and hence linearly independent, subset in the λ-eigenspace of the matrix B. As there are exactly k∈K B,λ dim V λ,k elements in this subset, it is actually a basis, and (ii) follows.
Symbols of G-invariant digraphs
We start by introducing some notation. Let Z be a nonempty finite set with a fixed linear ordering of its elements. By V Z and Mat Z we denote, respectively, the |Z|-dimensional C-vector space of column vectors over C, and the corresponding algebra of |Z| × |Z| matrices, both with rows (and columns) indexed by the chosen ordering of Z. (Similarly, by Mat Z (H) we denote the set of |Z| × |Z| 'matrices' with entries in a set H.) It will be to our advantage to occasionally consider a complex valued function f : Z → C as a vector v f ∈ V Z , whose z-th component, z ∈ Z, is equal to f (z).
Recall that for a subset S of a group H, the Cayley digraph Cay(H, S) is the digraph with vertex set H, where there is an arc pointing from x ∈ H to y ∈ H whenever yx −1 ∈ S. (Note that this definition is more general than the usually accepted one; in particular, we allow S to contain the trivial element.) Now choose a linear ordering h 1 , h 2 , . . . , h n of elements of H. By A(Cay(H, S)) ∈ Mat H we denote the adjacency matrix of Cay(H, S) whose (h i , h j )-th entry is 1 if h j h −1 i ∈ S, and is 0 otherwise.
Let G be a transitive permutation group on a finite set X and let H ≤ G be a semiregular subgroup. Choose a fixed linear ordering h 1 , h 2 , . . . , h n of elements of H and a linear ordering X 1 , . . . , X m of the set X of H-orbits, along with a chosen base vector x = (x 1 , . . . , x m ), where x i ∈ X i for each i. This naturally induces a linear ordering of X, namely
Observe that the above is nothing else but the usual lexicographic ordering. In particular, relative to the above orderings of X, H, and X, we have
With assumptions and notation above, let Γ be a G-invariant digraph on X. For x, y ∈ X, we shall write x → Γ y if there is an arc pointing from x to y. The m × m 'matrix' S ∈ Mat X (2 H ), whose (X i , X j )-th entry is the subset
is called the symbol of Γ relative to H, the ordering of X, and the base vector x. We use S to construct an adjacency matrix of Γ.
Lemma 3.2 Let Γ be a G-invariant digraph on a finite set X, and let H ≤ G be a semiregular subgroup. With respect to the linear ordering of X induced by those of H and X as above, the matrix A S ∈ Mat X defined by
is an adjacency matrix of Γ.
Proof. Pick integers i, j ∈ {1, . . . , m} and k, l ∈ {1, . . . , n}. To prove that A S is indeed the adjacency matrix of Γ we need to show that x
j if and only if there is an arc from h k to h l in Cay(H, S ij ). Since Γ is G-invariant, we have that
The result follows.
Eigenspaces of G-invariant digraphs
Let us first recall some well-known facts about eigenvalues and eigenvectors of abelian Cayley digraphs. For a finite abelian group H, let H * = {χ | χ : H → C * } denote its dual group consisting of all irreducible complex characters (with pointwise multiplication as the group operation). For a subset S ⊆ H and a character χ ∈ H * we set
Fix a linear ordering of H. It is well-known (see for example [17, Lemma 9.2] ) that the spectrum of the adjacency matrix A(Cay(H, S)) ∈ Mat H of the Cayley digraph Cay(H, S) is the set {χ(S) | χ ∈ H * }. The eigenvalue χ(S) corresponds to the eigenvector v χ , and moreover, all eigenvectors v χ , χ ∈ H * , form an orthogonal basis of V H . Note that this basis does not depend on S.
The above results can be stated in a more general setting. Let G be a transitive permutation group on a finite set X having a semiregular abelian subgroup H ≤ G with m orbits. Fix a linear ordering of H, X, and X as in the previous subsection.
Further, let Γ be a G-invariant digraph and let S be the symbol of Γ. For a character χ ∈ H * we define the m × m matrix χ(S) ∈ Mat X over C as follows
Corollary 3.3 Let G be a transitive permutation group on a finite set X and let H be a semiregular abelian subgroup of G. Then the spectrum of a G-invariant digraph Γ on X is equal to the union of spectra of all χ(S), χ ∈ H * , where S is a symbol of Γ relative to H.
Proof. By Lemma 3.2, the spectrum of Γ is equal to the spectrum of A S . Now all of its blocks A(Cay(H, S ij )) have a common orthogonal eigenvector basis formed by vectors v χ , where χ ∈ H * , and the corresponding eigenvalue of the block A(Cay(H, S ij )) is equal to χ(S ij ). Thus, the matrix associated with χ is M (χ) = χ(S). The result then follows by applying Lemma 3.1(i) to the matrix A S .
Let val(Γ) denote the valency, that is, the number of out-neigbours (or inneighbours), of a G-invariant digraph Γ with symbol S relative to a semiregular abelian subgroup H ≤ G. Then val(Γ) is an eigenvalue of χ 0 (S) (and therefore of Γ), where χ 0 ∈ H * is the principal character of H. As for the eigenvectors of A S , let λ be an eigenvalue and let W λ ≤ V X denote the respective eigenspace. First, define the set
of all characters χ ∈ H * for which λ is an eigenvalue of M (χ) = χ(S). For χ ∈ K S,λ , let V λ,χ be the λ-eigenspace of the matrix χ(S). In view of Corollary 3.3, as a direct consequence of Lemma 3.1(ii) we obtain that W λ admits the following description.
Corollary 3.4 Let G be a transitive permutation group on a finite set X and let H be a semiregular abelian subgroup of G. Further, let Γ be a G-invariant digraph, and let S and A S be its symbol and the adjacency matrix relative to H, respectively. Then with notation and assumptions above, if λ is an eigenvalue of Γ, the respective λ-eigenspace W λ of A S can be described as
G-invariant partitions induced by linear actions
Throughout this section, let G be a transitive permutation group a finite set X, with H ≤ G an abelian semiregular subgroup having m orbits X = {X 1 , . . . , X m }, and let Γ be a G-invariant digraph on X. For fixed orderings of H, X, and the induced lexicographic ordering of X, let S be the symbol of Γ relative to H and a fixed base vector x = (x 1 , . . . , x m ) ∈ X 1 × · · · × X m , and let A S be the corresponding adjacency matrix of Γ. For an eigenvalue λ of Γ and χ ∈ K S,λ , we let V λ,χ and W λ be the associated eigenspaces, as defined in the previous section.
It is well-known that the action of G on X has a linear extension to V
). The restriction of this action to H is described in the next lemma. 
For g ∈ G, let P g ∈ Mat X denote the permutation matrix representing the action of g on X. Since Γ is G-invariant, P g commutes with A S . Hence if λ is an eigenvalue of A S , then the corresponding eigenspace W λ is an invariant subspace for the linear action of G on V X . Let K λ be the kernel of this action of G on W λ , and let B S,λ denote the partition of X consisting of the orbits of K λ . Note that for each w ∈ W λ the coordinates of w, indexed by the elements in the same orbit of K λ , are the same. Clearly, B S,λ is a G-invariant partition, and so by Lemma 2.3 we have that
for a suitable base vector y = (y i ) ∈ X 1 × · · · × X m and a uniform partition ∆ λ of {1, . . . , m}, with K λ denoting the kernel of the action of G on B S,λ . Obviously,
To show this, let w = (w x ) ∈ W λ and g ∈ K λ . Since w g = (w x g ), it suffices to see that w x = w x g for x ∈ X. But this is obvious because if x, y ∈ X are in the same orbit of K λ , then w x = w y (by definition of K λ ). Our goal in this section is to examine the G-triple given in (5).
First we consider the group K λ ∩H as in (5) . To this end, the following correspondence ⊥ (also known as the Dirichlet correspondence) between the set of subgroups of H and the set of subgroups of H * will play an essential role. For L ≤ H and L * ≤ H * , we let
Lemma 4.2 With assumptions and notation above we have
Proof. Recall that K λ = K λ is the kernel of the linear action of G on the eigenspace W λ . By Corollary 3.4 it follows that g ∈ K λ if and only if
for each χ ∈ K S,λ and for each u ∈ V λ,χ . Applying Lemma 4.1 for u ∈ V X , h ∈ H and χ ∈ H * , we obtain
Now let h ∈ K λ ∩ H. Then, combining the above two facts together we get that χ(h) = 1 for all χ ∈ K S,λ . Hence
Then, by definition of K S,λ ⊥ we have χ(h) = 1 for all χ ∈ K S,λ . Again, combining the above facts it follows that w h = w for each w ∈ W λ , and hence h ∈ K λ . This completes the proof of Lemma 4.2.
We now examine the partition ∆ λ of (5). Since ∆ λ is not readily at hand, we introduce certain auxiliary partitions of {1, . . . , m} which are easier to compute, and, as it will become clear shortly, they all have ∆ λ as a refinement. Hence their intersection gives at least some information about ∆ λ , the more so when the former is close to the identity partition.
Let λ be an eigenvalue of Γ and let χ ∈ K S,λ . Choose a basis U of V λ,χ . For k ∈ {1, . . . , m} we let U (k) denote the vector formed by the k-th components of all vectors in U . The auxiliary partition ∆ λ,χ is now defined in terms of the following equivalence relation ∼ λ,χ on {1, . . . , m}:
Note that, given λ and χ, the partition ∆ λ,χ does not depend on the chosen basis U. Given two arbitrary partitions Π 1 and Π 2 of {1, . . . , m} we write Π 1 ⊑ Π 2 to indicate that Π 1 is a refinement of Π 2 .
Lemma 4.3 With assumptions and notation above, for all λ and χ
Proof. Fix a character χ ∈ K S,λ and a basis U of V λ,χ . Let i and j be in the same partition class of ∆ λ . We are going to show that i ∼ λ,χ j. Recalling that (x 1 , . . . , x m ) is the base vector of the symbol S, consider x i ∈ X i and x j ∈ X j . By Lemma 2.3, the orbit of K λ containing x i intersects also X j . Hence there exists h ∈ H such that x i and x h j are in the same K λ -orbit. Consider now a base vector u = (u 1 , u 2 , . . . , u m ) ⊤ ∈ U. By Corollary 3.4, u ⊗ v χ ∈ W λ . Since x i and x h j are in the same K λ -orbit, the x i -th and x h j -th coordinate of u ⊗ v χ are the same. Thus, in view of (2) we have u i = χ(h)u j , and since u ∈ U was arbitrary,
As an illustration of the above tools we analyse the cube Q 3 with G ≤ Aut(Q 3 ) an arbitrary vertex-transitive subgroup. Note that there are total of 8 possible choices (conjugate classes) for G: Aut(Q 3 ) ∼ = S 4 × Z 2 acting 2-arc-transitively on Q 3 , two conjugate classes of groups of order 24 acting 1-arc-transitively on Q 3 , one group of order 16 and four groups of order 8 (acting regularly on Q 3 ), two of which are isomorphic to dihedral group of order 8, and the other two isomorphic to Z 4 ×Z 2 and Z , where i ∈ Z 2 and j ∈ Z 4 . We first compute the eigenvalues of Q 3 via the matrices χ(S), χ ∈ H * = {χ 0 , χ 1 , χ 2 , χ 3 }, where χ j (h) = i jh for j ∈ {0, 1, 2, 3} and h ∈ Z 4 , with i denoting the imaginary unit. It transpires that the eigenvalues of χ 0 (S) are 1 and 3, the eigenvalues of χ 1 (S) and χ 3 (S) are 1 and −1, and that the eigenvalues of χ 2 (S) are −1 and −3. Therefore,
Using Lemma 4.2 we find that
Furthermore, the subspaces V λ,χ , λ ∈ {3, 1, −1, −3}, χ ∈ K S,λ , are the following ones:
Therefore, by the definition of the partition ∆ λ,χ , λ ∈ {3, 1, −1, −3}, χ ∈ K S,λ , we have that ∆ 1,χ 0 is the trivial partition {{1}, {2}}, and that ∆ λ,χ is the universal partition {{1, 2}} in all other cases. By Lemma 4.3 we obtain that ∆ 1 is the trivial partition, while in all other cases ∆ λ is either the trivial or the universal partition. Since K 1 ∩ H = {0} and ∆ 1 is the trivial partition, the corresponding block system B S,1 given in (5) is the trivial block system consisting of singletons. In all other cases, direct analysis of the action of the group G on the corresponding eigenspace W λ is needed to compute ∆ λ , and consequently, the block system B S,λ .
Consider first the case λ = 3. Since W 3 = (1, 1, 1, 1, 1, 1, 1, 1 ) ⊤ , we obtain that K 3 = G, and so ∆ 3 is universal since G is vertex-transitive. Therefore, the corresponding block system B S,3 is trivial with the whole set of vertices as the only block.
Next, consider the case λ = −3 and observe W −3 = (1, −1, 1, −1, −1, 1, −1, 1) ⊤ . Clearly, K −3 is the largest subgroup in G which fixes the bipartition {{x Note that irrespective what a group G is, the group K −3 has to be of index 2 in G, and therefore acts transitively on each of the two sets of bipartition. Hence, ∆ −3 is the universal partition, and consequently the corresponding block system B S,−3 coincides with the bipartition of Q 3 .
Finally, consider the case λ = −1 and observe that
In this case K −1 is the largest subgroup in G fixing the antipodal partition {{x }}. By viewing Q 3 as the canonical double cover of the complete graph K 4 with the fibres corresponding to the pairs of antipodal vertices, it may be seen that K −1 is transitive on the pairs of antipodal vertices precisely when G is a lift of a transitive subgroup of Aut(K 4 ) ∼ = S 4 , that is when G is isomorphic to one of the following groups:
. In these five cases the partition ∆ −1 is the universal partition, and the corresponding block system B S,−1 coincides with the antipodal partition of Q 3 . The remaining three possibilities for the group G give rise to trivial partition ∆ −1 , and therefore to the trivial block system B S,−1 consisting of singletons. 
Similarly as in the previous example we find that ∆ −3,χ 0 is the trivial partition, while ∆ λ,χ is the universal partition in all other cases. Therefore, ∆ −3 is the trivial partition, and the corresponding block system B S,−3 coincides with the bipartition of Q 3 . In all other cases, a direct analysis of the action of the group G on the corresponding eigenspace W λ is needed to compute ∆ λ , and consequently, the block system B S,λ . Below are the conclusions.
If λ = 3 then the corresponding block system B S,3 is trivial with the whole set of vertices as the only block.
If λ = 1 then (by considering an arbitrary basis for W 1 ) it is easy to see that K 1 is trivial. Therefore ∆ 1 is the trivial partition and gives rise to the trivial block system B S,3 consisting of singletons.
Finally, consider the case λ = −1. By considering an arbitrary basis for W −1 we find that K −1 is the largest subgroup in G fixing the antipodal partition Hence, as in the previous case, ∆ −1 is the universal partition (and the corresponding block system B S,−1 coincides with the antipodal partition of
2 . In the remaining three possibilities for the group G, B S,−1 is the trivial block system consisting of singletons.
In each of these two examples a complete list of block systems for the full automorphism group (but also of some transitive subgroups) is obtained. However, there are additional block systems in Q 3 arising from some vertex-transitive but not arc-transitive subgroups of AutQ 3 . To obtain these block systems, a modification of the above approach is needed. For example, by letting the group G in Example 4.4 be the regular group isomorphic to Z 4 × Z 2 (or the appropriate regular dihedral group D 8 ), and by replacing the whole eigenspace W 1 with the subspace generated by the vector (1, 1, 1, 1, −1, −1, −1, −1) ⊤ , we obtain the block system consisting of the orbits of the subgroup H (isomorphic to Z 4 ).
5 Analyzing (im)primitivity block systems
Existence of (im)primitivity block systems
With the results of Section 4 we are now ready to address the main topic of this paper regarding imprimitivity block systems of transitive permutation groups containing abelian semiregular subgroups. Following discussion in Examples 4.4 and 4.5, two types of block systems seem to stand out. First, when K λ ∩ H = 1 with ∆ λ nontrivial, and second, when K λ ∩ H = H with ∆ λ not universal.
The antipodal block systems in Examples 4.4 and 4.5 fall within a framework of a general situation when K λ ∩ H = 1 with ∆ λ nontrivial, implying that B S,λ is an imprimitivity block system consisting of blocks which intersect each orbit of H in at most one element. This is considered in Theorem 1.3(i). The bipartition block system in Example 4.5 falls within a framework of a general situation when K λ ∩ H = H with ∆ λ not universal, implying that B S,λ is an imprimitivity block system consisting of unions of orbits of H; see Theorem 1.3(ii). We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3. First, observe that in view of the fact that K S,λ generates H * , we have K λ ∩ H = 1 by Lemma 4.2. Consequently, each block of B S,λ intersects each orbit of H in at most one element. Second, since K λ is not trivial, the partition ∆ λ is nontrivial, implying that B S,λ is an imprimitivity block system.
The special case when ∆ λ is universal is now obvious. In particular, since the partition is uniform and not trivial, ∆ λ must indeed be universal whenever H has prime number of orbits. This proves (i).
In order to prove (ii), observe that in view of the fact that K S,λ = {χ 0 }, we have K λ ∩ H = H by Lemma 4.2. Second, since λ = val(Γ) we have that (1, 1, . . . , 1) ⊤ ∈ V λ,χ 0 . Therefore, ∆ λ,χ 0 is not universal by the definition of the relation ∼ λ,χ 0 . By Lemma 4.3, also the partition ∆ λ is not universal. The desired intransitive normal subgroup of G is K λ .
The special case when ∆ λ is trivial is now obvious. In particular, since ∆ λ is uniform and not universal, the partition must indeed be trivial whenever H has prime number of orbits.
Besides these two extreme situations there are other interesting block systems whose structure can be easily described. For example, if the number of H-orbits is prime and λ = val(Γ), then the orbits of K S,λ ⊥ obviously form a G-invariant partition of X. Furthermore, using Theorem 1.3(ii), the group K S,λ can be fully described in the special case when G is a primitive group. Proof. As G is primitive, B S,λ consists either of singletons, or else comprises the whole set X. In the first case we have K λ ∩ H = 1 (with ∆ λ trivial), implying
In the second case we have
An immediate consequence of Theorem 5.1 is the following result dealing with primitive groups containing regular abelian subgroups. Based on this result, a method for investigation of B-groups was developed by Burnside [2] . As an application it was proved that cyclic p-groups of composite order are B-groups for any prime p, see also [25] .
Corollary 5.2 Let G be a primitive permutation group containing an abelian regular subgroup H, and let Γ = Cay(H, S) be a G-invariant Cayley digraph with symbol
S = [S]. If λ = val(Γ) is an eigenvalue of Γ, then K S,λ = {χ ∈ H * | χ(S) = λ} = H * .
Mixers and bi-Cayley graphs
Let G be a transitive permutation group on a finite set X containing an abelian semiregular subgroup H. Generalizing the notion of a mixer of a bicirculant introduced in Section 1, we say that g ∈ G is a mixer relative to H (in short, a mixer when the subgroup H is clear from the context), if the orbits of H are not blocks of imprimitivity for g . The following corollary is just a rephrasing of a special case of Theorem 1.3(ii) into the mixers language.
Corollary 5.3 Let G be a transitive permutation group on a finite set X containing an abelian semiregular subgroup H with a prime number of orbits, and let Γ be a G-invariant digraph with symbol S. If G has a mixer relative to H, then for any eigenvalue λ = val(Γ) such that χ 0 ∈ K S,λ we have K S,λ = {χ 0 }.
When the number of orbits of H is relatively small, some additional information about mixers can be obtained using a more direct combinatorial approach which takes into account the intersections of orbits of H with their images under a mixer. We here consider the case of two orbits.
Let G be a transitive permutation group on X and H a semiregular abelian subgroup having two orbits X 1 and X 2 . Fix a base vector (x 1 , x 2 ) ∈ X 1 × X 2 , and let Γ be a G-invariant digraph (in this context also known as the bi-Cayley digraph) with symbol S relative to the chosen base vector. Note that
with |S| = |R| and |T | = |Q|. Therefore, the eigenvalues of χ 0 (S) are val(Γ) = |S| + |T | and d(Γ) = |S| − |T |. For g ∈ G we define the subsets M g and N g of H by
Since g is an automorphism we have |M g | + |N g | = |H|. Observe that g is a swap if and only if M g = ∅ and N g = H, and that g is a mixer if and only if M g = ∅ and
In what follows it will be convenient to view subsets of H as elements of the group algebra QH. Following [49] , a subset A of H is considered as A = h∈A h ∈ QH. Characters of H are naturally extended to an algebra-homomorphism QH → C by letting χ(α) = h∈H a h χ(h) for α = h∈H a h h. 
Moreover, observe that it is also equal to the number of out-neighbours of x hg 1 that are contained in X 1 , which is either |S| or |Q| (= |T |), depending on whether h ∈ M or h ∈ H \ M. Consequently,
Similarly, by counting the number of out-neighbours of x h 2 that are contained in M ∪ N (which equals the number of out-neighbours of x hg 2 that are contained in X 1 ) we obtain the equation
Applying a nonprincipal character χ ∈ H * to both of the above equalities we find that χ(M) and χ(N) are solutions of the following system of linear equations
As the determinant of the above system of linear equations is the conjugate of det(χ(S) − d(Γ)I), the system has only trivial solution. Thus, χ(M) = χ(N) = 0.
We remark that in the particular case when H has two orbits, Corollary 5.3 follows directly from Theorem 5.4. Namely, let g ∈ G be a mixer relative to H. Then M g and N g are nonempty proper subsets of H. It is well known that if all non-principal characters vanish on a subset A ⊆ H, then either A = ∅ or A = H; see for instance [48, Corollary 1.3.5] . Therefore, there exists a non-principal character χ ∈ H * such that either χ(M g ) = 0 or χ(N g ) = 0. By Theorem 5.4, we have χ ∈ K S,d(Γ) .
An application: generalized Petersen graphs
To further illustrate the possible use of techniques developed here we give an alternative short proof of a well know classical result about edge-transitivity (and thus arc-transitivity) of generalized Petersen graphs due to Frucht, Graver and Watkins [15, Theorem 2] . Other applications will appear elsewhere. (12, 5) , or (24, 5) .
Recall that the generalized Petersen graph GP(n, s) is the bicirculant relative to the cyclic group H = Z n and symbol
where s ∈ Z n \ {0}. As remarked in Section 1, theorems of this nature are usually proved either by an elementary, although technically rather involved, combinatorial approach (as, for instance, counting the number of 8-cycles in the original proof of the above theorem), or else by using a two-step (normal subgroup) reduction approach, where the first step identifies a small restricted family from which all other graphs in the class can be reconstructed, and the second step consists in the actual construction of these graphs. Our proof of Theorem 6.1 uses the above two steps approach. The first step is based on the techniques of this paper, more precisely, on Corollary 5.3 and Lemma 4.2. The second step uses two simple observations about covers of the cube and of the Petersen graph.
Proof of Theorem 6.1. We split the proof into two parts. In the first part we show that every edge-transitive generalized Petersen graph Γ is a regular cyclic cover either of the cube or of the Petersen graph (such that Aut(Γ) projects). In the second part we determine all such covers. The set K S,1 is determined using the assumption that Γ is edge-transitive, and hence that it has a mixer relative to H. By Corollary 5.3, the set K S,1 contains a non-principal character, say χ, implying that
All solutions of (6) 
Since j ′ and n ′ are coprime, ξ j ′ n ′ and ξ n ′ are both primitive n ′ -th roots of unity. Hence their minimal polynomial is the same, implying that
If both factors in (7) are positive then n ′ = 1, forcing j = n. However, this is not possible as χ is non-principal. Therefore ξ n ′ + ξ −1 n ′ − 1 = 2 cos(2π/n ′ ) − 1 < 0, and so n ′ ≤ 5. A direct analysis yields that either n ′ = 4 and s ′ = ±1, or else n ′ = 5 and s ′ = ±2. It follows that j ′ = ±1 in the first case while j ′ ∈ {±1, ±2} in the second case. Hence for some natural number m either n = 4m, j = ±m, and s = ±1(mod 4), or else n = 5m, j ∈ {±m, ±2m}, and s = ±2(mod 5). We now analyze each of these cases separately.
Let n = 4m, j = ±m, and s = ±1(mod 4), where m is not divisible by 5. Since χ(1) = ξ j n ∈ {ξ 4 , ξ −1 4 } we have that K S,1 = {χ 0 , χ, χ −1 }, and so L = K S,1 ⊥ is the unique index 4 subgroup in Z n . Since s = ±1(mod 4), the graph Γ/L is the cube.
Let n = 5m, j ∈ {±m, ±2m}, and s = ±2(mod 5) where m is not divisible by 4. Since χ(1) = ξ j n ∈ {ξ 5 , ξ Note that in all of the above cases L is isomorphic to Z m .
Part.
Recall from Part 1 that Γ → Γ/L is a regular cyclic covering projection such that Aut(Γ) projects, and hence some minimal arc transitive subgroup of Γ/L lifts. We determine all such covers where the base graph is either the cube or the Petersen graph. Since GP (20, 3) or GP (20, 7) are not among them, the case where the base graph is one of these two need not be considered.
As it is well known, see for instance [18] , any regular Z m -covering projectionỸ → Y can be reconstructed by means of voltages ζ(i, j) ∈ Z m assigned to arcs (i, j) of Y , with inverse arcs carrying inverse values; moreover, without loss of generality one can assume that the arcs of some arbitrarily chosen spanning tree in Y are assigned the trivial voltage 0. In order to determine whether a particular automorphism α ∈ Aut(Y ) lifts alongỸ → Y we use the theory developed in [33] . In our case, the induced action of α on base homology cycles, must extend to an automorphism of Z m .
Let Y be the cube. Denote its vertices by {0, 1, 2, 3, 4, 5, 6, 7} in such a way that 01230 and 45674 are the outer and the inner cycles, respectively, and 04, 15, 26 and 37 are the spokes. Choose a spanning tree consisting of edges 01, 12, 23, 04, 15, 26, and 37. The base homology cycles are C 1 = 30123, C 2 = 45104, C 3 = 56215, C 4 = 67326, and C 5 = 7401237. Voltages on the spanning tree are 0. Without loss of generality we can assume that the voltages on the remaining arcs are ζ(3, 0) = 1, and ζ(4, 5) = ζ(5, 6) = ζ(6, 7) = a, and ζ(7, 4) = a + 1. (This is obtained using the fact that the derived covering graph is the generalized Petersen graph.) Consider now the automorphism α = (134)(527) which must lift since an edge-transitive group of Γ projects. Since the induced mapping of voltages of ζ(C j ) → ζ(C α j ) must extend to an automorphism x → λx of L, we get the following system of equations in L: λ = a, λa = 1, λa = a, λa = −4a − 1, λ(a + 1) = 2a.
This gives λ = a = 1 and 6 = 0 in L, implying that L is isomorphic to Z 2 , Z 3 , or Z 6 . If L = Z 2 then Γ ∼ = GP(8, 5) ∼ = GP (8, 3) . If L = Z 3 then Γ ∼ = GP (12, 5) . If L = Z 6 then Γ ∼ = GP (24, 5) .
Let Y be the Petersen graph. Denote its vertices by {0, 1, 2, 3, 4, 5, 6, 7, 8, 9} in such a way that 012340 and 567895 are the outer and the inner cycles, respectively, and 05, 16, 27, 38, and 49 are the spokes. Choose a spanning tree consisting of edges 01, 12, 23, 34, 05, 16, 27, 38, and 49. The base homology cycles are C 1 = 401234, C 2 = 572105, C 3 = 683216, C 4 = 794327, C 5 = 8501238, and C 6 = 9612349. Voltages on the spanning tree are 0. Without loss of generality we can assume that the voltages on the remaining arcs are ζ(4, 0) = 1, and ζ(5, 7) = ζ(6, 8) = ζ(7, 9) = a, and ζ(8, 5) = ζ(9, 6) = a + 1. (This is obtained using the fact that the derived covering graph is the generalized Petersen graph.) Consider now the automorphism α = (154)(289)(367) which must lift since an edge-transitive group of Γ projects. Since the induced mapping of voltages of ζ(C j ) → ζ(C 
