Исследование кинематики двухшарнирной карданной передачи с помощью корреляционнорегрессионного анализа by Гурвич, Ю. А. et al.
ИССЛЕДОВАНИЕ КИНЕМАТИКИ ДВУХШАРНИРНОЙ 
КАРДАННОЙ ПЕРЕДАЧИ С ПОМОЩЬЮ КОРРЕЛЯЦИОННО­
РЕГРЕССИОННОГО АНАЛИЗА
Гурвич Ю.А., Вареник А.А., Августинович А.Г., Старовойтова О.Л.
Белорусский национальный технический университет, Минск
This artic le  con tains а  descrip tion  o f  a  new  m eth od  o f  unevenness defin ition  in dependence o f  
obliqu ity angle a n d  its influence on ou tput cinem atic characteristics o f  tw o -jo in t cardan  shafts. A lso  con­
du cted  a stu dy o f  cardan  shafts using correla tion -regression  analysis.
В отличие от работ [1-7] здесь впервые сделана попытка исследовать влия­
ние утла поворота а ведущего вала I, угла излома уг и угла между вилками у, рас­
положенными на одном валу II, на угловое ускорение ез ведомого вала III двух­
шарнирной карданной передачи, схема которой представлена на рис.1, с помощью 
корреляционно-регрессионного анализа и программного пакета STATISTICA.
Корреляционно-регрессионный анализ широко используется при исследова­
нии различных зависимостей между статистическими рядами. В зависимости от 
количества рассматриваемых факторов корреляционно-регрессионный анализ 
подразделяется на два вида: парный и множественный. Парный корреляционно­
регрессионный анализ устанавливает связь между двумя факторами; у. = хр, мно­
гофакторный -  между п факторами, один из которых -  зависимый, а остальные -  
независимые: у, = /(х ,,,х ,2,...,х,„)) [8-10].
При изучении кинематики плоской двухшарнирной карданной передачи 
сначала был проведён парный, а затем многофакторный корреляционно­
регрессионный анализ.
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Рис. 1. С хем а плоской двухш арнирной карданной передачи с двум я карданам и
Для определения углового ускорения ез вала III двухшарнирной карданной 
передачи в качестве исходной информации йспользуем формулу угла поворота 
ведомого вала р ', приведенную в [2];
 ^ COSY2 •^ga(l-i-?gV) ^Р' = arctag
cosYj -  tga ■ tg\\i + cos  ^у2 • tg\\i{tga + tg\y ■ cosy,)
0 )
где a -  угол поворота вала I; Р'- угол поворота вала III; уі -  угол излома вала I; уг 
угол излома вала III; \|/ -  угол между вилками 2 и Г, расположенными на валу II.
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Сначала определим угловую скорость ведомого вала. Так как угол Р' являет­
ся функцией двух переменных а, у2 , то полная первая производная по времени от 
(1) представляет собой сумму двух слагаемых
dt да dt ду2  dt
Введем замены:
= ^2(a,Yi,Y2,vj/) =
да 0 ^ 2
5Р' ©3 = Ф ' -  угловая скорость
dt
вращения вала III; ©i = -  угловая скорость вала I; ю 2^ = ~ угловая ско-
dt
рость вала III при переменном угле уг- 
Выражение (1) перепишем в виде
©- = ©1 •Il(a,Yi,Y2’V)+®y2 •'^ 2(a,Yi,Y2»M^ ) (2)
Теперь определим угловое ускорение ведомого вала ез, взяв полную произ­
водную по времени от левой и правой частей выражения (2) (в [7] приведен вывод 
формулы 8з):
б?©.
^з=- dt = Si •Zl(a,Yi,Y2^y) +
©, ^aZl(q,Yi,Y2.M^) ^   ^ ail(g,YpY2>¥) 
da ‘ d^ 2
©r2
+Ey2-'L2(a,Yi,Y2>4^) + ©„
aZ2(g,Yi,Y2>¥) aT2(g,Yi.Y2»¥)•©, +- © (3 )---------- .
. Эд ді2
где El - угловое ускорение вала I; Еуз - угловое ускорение вала III при переменном 
угле Уг-
В работе исследование углового ускорения Р' = 83 с помощью парного кор­
реляционно-регрессионного анализа было выполнено при переменных углах:
1. а (при фиксированных углах уі, Уг, v). Примем, например, уі = л/36,
Y2= л/36, \|/ = л/90;
2. Ух (при фиксированных углах а, у2, v)- Примем, например, а = 21/6, уг -  тг/Зб, 
\|/ =лУ90;
3. Y2 (при фиксированных углах а, уь v/). Примем, например, а = я/6, уі = я/36, 
\|/ =71/90;
4. \j/ (при фиксированных углах а, уь уг). Примем, например, а = тг/б, у\ = тг/Зб, 
У2 =7t/36.
Значения углов а, уі, У2, v|/ и углового ускорения р' в функции этих углов 
или р' = р'(ос), р' = р'(Уі)’ P' = P'(Y2)’ Р' = Р'(¥) определим по формуле (3), используя 
программный пакет MATHCAD (рис. 2). Тогда в обозначениях MATHCAD:
-  а, Уь у2, v|/ (рад);
-  p ' ( g )  =  6 2 g ,  р ' ( у , )  =  / » 2 у 1 , Р '( У 2)  =  6 2 у 2 ,  p '( v i/ )  =  /> 2 v |/( р а д / с ^
В столбце исходных данных угол а принимает значения 91л/180 и 
271я/180, вместо а = 90я/180 и а = 270я/180, так как tga, входящий в формулу 




0 4.002 ■ я/180 ' 58.543
7г/б 2.422 2тс/180 51.558
7t/3 -0.577 Зтс/180 39.897
9І7Т/180 -1.99 4я/180 23.532





п 4.002 6тг/180 -23.483
5тг/4 0.91 7п/Ш -54.249
27ІТГ/180 -1.99 8л/180 -89.951
7п/4 1.097 971/180 130.675
2п 4.002 10я/180 176.523
■ ті/180 ■ 
2я/180
'-55.592' '  тс/360 ■ '0.703'
-48.406 тг/180 1.294
3V180 -36.332 Зті/360 1.867
4я/180 -19.384 2тг/180 2.422
571/180
бтг/180








7тс/180 60.514 7тг/360 3.979
8тс/180 96.74 4ті/і80 4.46
9тг/180 137.702 9ті/360 4.923
_107г/180 183.359_ _5тг/180_ _5.367_
а) б)
в)
Рис. 2. Г раф ики  зависим ост и у гл о во го  у с к о р е н т  от угл о в  а, у;, у2, у/'. 
а) р' = р'(а)> б) р' =  р'(У,)- Р' = Р'(Уа). Р' = Р'(Х|/)
Из графика, представленного на рис. 2, видно, что зависимость между угло­
вым ускорением Р' и углом а близка к параболической; между Р' и углом у\ 
близка к гиперболической; между Р' и углом уг близка к параболической; между 
р' и утлом у близка к линейной. Поэтому при выводе формулы парной регрессии 
с помощью программного пакета STATISTICA будем использовать параболиче­
скую, гиперболическую и линейную функции.
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Итоги регрессии для зависимой переменной; Ь2 (Таблица л 
R= .99999946 R2== ,99999893 Скоррекгир, R2= ^ ^ 2  
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Итоги регрессии для зависимой переменной: Ь2 (Габлица f. 
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Рис. 3. Результ ат ы  парной регресси и  для у гл о в  а, у/, у2, у/




р'= -58.2040+2.4070- уг^+0.0987- уг; 
р'=0.2942+1.036764- у.
Применим многофакторный корреляционно-регрессионный анализ для ус­
тановления одновременной функциональной зависимости между исследуемой 
случайной величиной и факторами у = f(x^,X2 ,...,x„) или Р'=Р'( а, уь y2,v|#).
На стадии количественного анализа отберем факторы, влияние которых на 
исследуемую зависимость у = /(x,,X 2,...,x„) существенно. В уравнении множест­
венной регрессии существенными обычно оказываются те факторы, которые 
имеют существенную корреляционную связь с результативным признаком, т. е. с 
у - /(Х|,Х2,...,х„) (большое значение коэффициента корреляции), а между со­
бой- несущественную (малое значение коэффициента корреляции). На данной 
стадии рассчитывается корреляционная матрица (табл. 1).
Таблица 1
у ДГ2 Хп
У 1 Гух\ у^х1 у^хп






Коэффициент корреляции между факторами лс, и xj определяется по фор­
муле
(4)
где X. и Xj - соответственно, среднее по строкам и столбцам.
В нашем сл)^ае корреляционная матрица между углами а, уь Уг, V и угло­
вым ускорением f 3 = ^ ' примет следующий вид:
Matriza -
1 '*взУ2 г b'V
''вза 1 w гаі\/
''ау. 1 ^ТгТі ГVYi
Гау2 гГ2 Г1 1 ГY2 V
Га\|/ гWi ^Y2V 1
Matriza =
1 0.032 -0.973 0.975 0.999
0.032 1 0.955 0.965 0.995
-0.973 0.955 1 1 0.02
0.975 0.965 1 1 1
0.999 0.995 0.02 1 1
Из матрицы видно, что коэффициент корреляции:
-  между р' и а равен 0.032;
-  между Р' и уі равен -0.973;
-  между р' и у2  равен 0.975;
-  между fi' viy/равен0.999.
Для фактора а (матрицу рассматриваем по столбцам) связь с фактором уі 
сильнее, чем с функцией Р', потому что = 0.955 > = 0.032. Следова­
тельно, фактор а является несущественным и его нужно исключить из дальнейще- 
го рассмотрения.
Исходные данные Р' для множественной корреляции получим из формулы 
(3) по 29 значениям углов уь уг, у  (в градусах):
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Yi =
■ 0 ■ ' 0.5 ~ ' 0 . 2 ' 0.832
0.5 1 0.3 1.735
1 1.5 0.8 3.095
1.5 1.75 1.1 2.609
2 2 1.3 0.899
2.5 2.25 1.7 -1.924
3 2.5 2.2 -6.13
3.5 2.75 2.5 -11.565
4 3 2.7 -18.047
4.5 3.25 3 -25.128
5 3.5 3.3 -32.092
5.5 3.75 3.8 -38.979
6 4 4.5 -46.214
6.5 4.25 4.9 -51.116
7 ’ У 2 = 4.5 . Ц> = 5.3 -51.857
7.5 4.75 5.9 -43.329
8 5 6.1 -36.733
8.5 5.25 6.5 -22.233
9 5.5 7 -11.848
9.5 5.75 7.7 1.416
10 6 7.9 19.769
10.5 6.25 8.3 61.176
11 6.5 9.1 94.006
11.5 6.75 9.5 145.979
12 7 9.7 200.717
12.5 7.25 10.1 243.717
13 7.5 10.3 296.951
13.5 7.75 10.7 341.095
14 8 _ 11.1_ _ 378.234 _
В работе были рассмотрены:
-  линейная модель, для которой коэффициент множественной корреля­
ции R = 0,754;
-  параболическая модель, для которой коэффициент множественной 
корреляции R = 0,964;
-  гиперболическая модель, для которой коэффициент множественной 
корреляции R = 0,597.
Так как коэффициент множественной корреляции у параболической модели 
наибольший, то она наиболее точно описывает связь между Р' и углами уь Уг, V- 
Приведем расчет параболической модели.
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Puc. 4. Выбор модели для нелинейной многофакторной регрессии
Произведя все необходимые вычисления в программе STATISTICA, полу­
чим таблицу результатов.
Hulciple Regression Result^s
D ер enden^: b ecc a Multiple R .96423730 F = 110. 2967
.92975357 df = 3, 25
.92132400 Р * .000000No. of cases: Z9 adjusted T r
Standard error of estimate:34.7374085S8 
Intercept: 89.164869002 Std.Error: 21.18733 t< 2S) = 4.2084 p .0003
V2**2 b*=9.60 V3**2 b*=~7.S V4**2 b*=-1.3
Regression Summary for Dependent Variable: betta (Spreadsheetl) 
R= .96423730 R?= .92975357 Adjusted R?= .92132400 
F(3,25)=110.30 p<.00000 Std.Error of estimate: 34.737
N=29 ' Ф ~ - '
$ p-vafugj
f  ' " П
1 89.1649 21.18733 4.20841 0.000290
9.60361' 1.477ІШ 19.2803 2.96559 6.50134 0.000001
-7.48370 0.913547 i -47.2314 5.76561 -8.19192 0.0000001
-1.278521 0.9018951 -3.9265 2.76986 i -1.41759 0.1686551
Puc. 5. Результаты многофакторной регрессии для параболической модели
Полученная многофакторная модель зависимости функции отклика от пре­
дикторов Р'=Р' ( Уь Y2, V ) имеет вид
Р' = 89.1649 +19.2803 • у1^  -  47.2314 • у2^  -  3.9265 • v|/^
Из приведенных результатов, полученных с помощью корреляционно- 
регресйонного анализа, следует, что:
-  зависимость между откликом и предикторами сильная, так как 
R = 0,964 > 0,75;
-  построенная параболическая регрессия адекватно описьюает взаимо­
связь между откликом и предикторами;
-  свободный член статистически значим [9].
Полученная модель может быть использована:
-  для прогнозирования значений углового ускорения Р ';
-  для определения исходных значений углов у\, уг, У при заданном зна­
чении углового ускорения Р '.
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