Abstract. The quality of side information (SI) has a direct impact on the rate-distortion (R-D) performance of multi-view distributed video coding (MDVC). In this paper, we propose an inter-view SI generation scheme for MDVC, which combines hybrid search and multi-selection. In the presented scheme, both feature matching and epipolar line search are employed to improve the accuracy of frame matching. Moreover, multi-selection has been used to obtain the optimal view disparity vectors (DVs). Experimental results show that under the same coding bitrates, the reconstructed video quality of the proposed scheme is superior to that of the method employing disparity compensated view prediction (DCVP) technique significantly. Additionally, without knowing the camera intrinsic parameters, the presented scheme can achieve the same decoded video quality compared with the approach using disparity based view synthesis (DBVS) technique.
Introduction
In past ten years, a multitude of studies have been concentrated on distributed video coding (DVC) due to the emergence of applications that require low complexity encoder, such as wireless multimedia sensor networks (WMSN), mobile video camera, and wireless video surveillance. Unlike the traditional video coding methods, such as MPEG-X and H.26X, the paradigms of DVC move the computational complexity from the encoder to the decoder, in terms of the Slepian-Wolf [1] and Wyner-Ziv [2] (WZ) theorems. Among DVC system, input video frames are categorized into two types: key frames and WZ frames. Key frames are encoded and decoded using traditional coding approaches, while channel coding techniques have been employed for coding WZ frames. In order to obtain good compression performance, only parity bits of WZ frames are transmitted from the encoder to the decoder. Due to absence of original WZ frames at the decoder, corresponding prediction version called side information (SI) must be created [3] . Hence, accurate SI may have a significant impact on the performance of the total system, such as rate-distortion (R-D) performance.
A large number of techniques focus on SI generation for single view DVC have been explored [4] . Typical methods, such as motion compensated temporal interpolation (MCTI) and its extension works [5] [6] [7] , apply interpolation to the temporal adjacent two frames of WZ frame and then perform motion prediction to obtain corresponding SI frames. On the other hand, disparity compensated view prediction (DCVP) [8] is by far the most widely used approach to generate inter-view SI for multi-view DVC (MDVC) [9] . However, this algorithm may fail to determine the position of the same object in different views due to varying illumination and parallax. Hui et.al [10, 11] developed an inter-view SI creation method, in which the feature information of original WZ frames at the encoder are extracted and transmitted to the decoder to improve the accuracy of frame matching in left and right views. But this would lead to high computational complexity at the encoder. Artigas et.al [12] proposed a spatial SI generation approach that combines temporal and spatial searching, called multi-view motion estimation (MVME). Unfortunately, any mistake in motion matching would be likely to affect the final quality of SI. C. Brites et.al [13] presented an inter-view SI generation scheme that adopts disparity based view synthesis (DBVS) techniques. This scheme exploits inter-view correlation by using epipolar line search techniques, and then realizes the final spatial orientation utilizing the camera intrinsic parameters. However, since the camera intrinsic parameters must be determined before zooming, the scheme cannot be applied to the cases that cameras are capable of zoom.
In this paper, we propose an inter-view SI generation scheme for MDVC, which combines hybrid search and multi-selection. In the presented scheme, both feature matching and epipolar line searching are employed to improve the accuracy of image matching. Furthermore, multi-selection has been used to achieve the optimal view disparity. We emphasize that the proposed scheme does not need to determine the camera intrinsic parameters beforehand, thus it can be used for applications that cameras are capable of zooming.
The rest of paper is organized as follows. Section 2 presents the system framework of MDVC adopted in the paper. Section 3 describes the proposed inter-view SI generation scheme. The experiment results and discussions are presented in section 4. Finally, section 5 concludes this paper.
System Overview
We consider a general framework of the three-view WZ distributed video codec based on discrete cosine transform (DCT) domain similar to [13] , illustrated in Fig.1 . However, we apply different methods to generate the inter-view SI, which will be described in section 3 in detail. At the encoder, videos captured by different cameras are encoded individually; while joint decoding is perform at the decoder. Specially, decoded information from the left and right views will provide auxiliary information for decoding the central view. And conventional video coding methods, such as MEPG-x and H.26L are used to code the contents captured by the left and right cameras. On the other hand, WZ video coding techniques are applied to the central view, in which key frames are coded by JPEG and low density parity check code (LDPC) is used to code WZ frames. When decoding the current WZ frame in the central view, two types of SI frames including temporal and inter-view SI must be generated. 
Proposed Scheme
As illustrated in Fig.2 , the proposed inter-view SI generation scheme for MDVC will be described in this section. The scheme includes five parts: luminance compensation, left/right disparity search, bidirectional disparity search, spatial disparity field smooth and compensation. 
A. Luminance Compensation
In order to reduce the influence of illumination for view disparity search, luminance compensation for video frames at the left and right views is required. According to [14] , by using the cumulative histogram of a distorted frame d H and the cumulative histogram of the reference frame r H , a mapping function can be defined as 
For example, when luminance compensation is performed for the current frame t L in the left view, we use the forward frame F X in the central view as the reference frame, and the forward frame f L in the left view as the distorted frame. Then the final compensated frame can be obtained by using Eq.1 and 2.
B. Left/Right View Disparity Search
The main purpose of left/right view disparity search is to estimate the view disparity vectors (DVs) between the left/right and the middle view. As illustrated in fig.3 , based on 8×8 block level, we want to obtain the view disparity between the left and middle view for the current frame T. Let
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EV denotes the displacement vector between the frame T in the left view and the frame T-1 in the middle view, and LM F EV represents the displacement vector between the frame T in the left view and the frame T+1 in the middle view. In the left view, by using the frame T-1 as the reference frame, we can achieve the backward motion vectors accurately. We apply a hybrid search method that combines feature matching and epipolar line search. The details of the presented method are as follows.
Step 1: feature matching. We use the approach proposed in [16] to achieve feature points of blocks. Then the horizontal and vertical ranges for the epipolar line search are calculated.
Step 2: epipolar line search [17] . In this step, we firstly obtain the fundamental matrix by using the feature points founded in the Step 1. Then we search the epipolar line that belongs to the central point of matched blocks. Let x and y be the vertical and horizontal location of a pixel in the epipolar line, respectively. And the epipolar line can be calculated by 0 a x b y c * + * + = , (8) where a, b, and c are the corresponding parameters of the epipolar line. After that, using minimum sum of absolute difference (SAD) as measure, the candidate blocks can be determined by comparing the matched blocks obtained in step 1 with the ones in this step. Furthermore, some candidate blocks will be discarded when the distance between the candidate point and the epipolar line exceeds the horizontal and vertical range of the epipolar line search. And the distance can be calculated with 2 2 a col b row c distance a b
where col and row denote the vertical and horizontal coordinates of a candidate point, respectively.
Step 3: spatial smoothing. By using the displacement vectors of a candidate block and its neighboring ones as the input, the SAD value of each block for the reference and the matched frames would be computed. And when minimum SAD value is achieved, the corresponding displacement vector will be selected as best one for the current block.
C. Bidirectional Disparity Search
If we project the left/right view to the central view directly, many overlapped and uncovered regions will appear. To address this problem, we will change the reference view from the left/right to the central view. Besides the DVs obtained in Section B, we can also estimate the other two candidate DVs by matching the left and right view directly. Here we propose a multi-selection method to change the reference view and find out the optimal DVs for blocks. Details of the presented approach are as follows.
Step 1: initial selection. Since the locations of cameras are parallel, the video frames of the same time in different views should be also parallel. Thus, we can regard the candidate DVs whose horizontal coordinates are greater than a given threshold value as wrong vectors and discard them.
Step 2: range selection. In this step, the further search for candidate DVs is implemented by using the corresponding positions of vectors founded in Step 1 as the initial search locations. In the given search range, SAD values of each block in right and left views are calculated. For a block, when the SAD value is lower than σ , the corresponding vector would be selected as the candidate DV. And the corresponding SAD value is also recorded.
Step 3: optimal selection. For a block, we have obtained several candidate vectors through the search operations described in Section B and step 2. Then the DV whose SAD value is the minimum will be determined as the final DV. If the no candidate vector is achieved for a block, the final results will be set as a given value.
D. Spatial Disparity Field Smoothing and Compensation
To improve the quality of spatial DVs, we apply the spatial disparity field smoothing (SDFS) algorithm [5] to smooth them. It is noted that we use the weighted median vector filter to deal with these DVs.
On the other hand, to identify and fix the existing disparity errors, spatial disparity compensation should be performed. Firstly, we find the cross-border blocks at the central view and replace them with the blocks which are at the same positions in the temporal SI frame. Then we further use the correspondences validation method [13] to achieve the unreliable blocks. Once the correspondence of a block is validated, the corresponding block in the central view will be replaced with the average pixel value of the two blocks in left and right view. In addition, for the unreliable blocks, we use the average value of the reliable DV candidates in the (8-connected) neighboring blocks as the DV of the corresponding blocks. If the surrounding DV candidates are invalid, the blocks will be replaced with the same blocks in the temporal SI. Thus, a spatial SI can be derived without camera intrinsic parameters.
Experimental Results and Discussion
To evaluate the performance of the proposed scheme, we conducted the experiments by employing the WZ codec for multi-view scenarios based on LDPC codes. Video sequences, whose resolutions are all 176×144, are utilized to the experiments. At the central view, the group of picture (GOP) and frame rate are set as 2 and 20 frames per second, respectively. Frames of the left and right views and key frames of the central view are coded using JPEG coding method. In addition, SURF algorithm [18] is applied to implement feature matching. The maximum distance of epipolar line search and σ are set 2 and 200, respectively. We use the peak signal noise ratio (PSNR) to measure the reconstructed video quality. In the experiments, we also implement DCVP [8] and DBVS [13] methods for comparisons. Fig.4 shows the comparisons of decoded video quality for different video sequences under the same bitrates. From fig.4 , we can observe that the reconstructed video quality of proposed scheme is superior to that of the DCVP method for all of video test sequences. Specially, the average PSNR gain obtained by the proposed scheme is up to 1.65 dB when testing the sequence exit. This reveals that the quality of inter-view SI generated by our scheme is better than that created by the DCVP method. And the reason is that the proposed scheme is capable of exploiting the spatial relation more efficiently than the DCVP method by utilizing temporal relation. On the other hand, it also can be seen that the decoded video quality of the presented scheme is roughly the same as that of DBVS approach from Fig.4 . But unlike the DBVS approach, the presented scheme does not need to know the camera intrinsic parameters, thus it can be applied more flexible in practice. Fig .5 illustrates the second decoded frame of sequence vassar by using different methods. From  Fig.5 , we can see that the visual quality of reconstructed video employing our proposed scheme is better than that of the DCVP method obviously, while the same as that of the DBVS approach. This also indicates that our scheme can generate an inter-view SI frame for MDVC accurately. 
Conclusion
To address the exiting issues among spatial SI creation techniques for MDVC, an inter-view SI generation scheme based on hybrid search and multi-selection is proposed in this paper. In the presented scheme, both feature matching and epipolar line searching are used to improve the accuracy of frame matching. Moreover, multi-selection has been used to obtain the optimal view DV. Experimental results show that the average PSNR value of decoded videos using the proposed scheme is higher than that of the DCVP method about 1.65dB at most, while 0.62dB at least for various test video sequences. On the other hand, without knowing the camera intrinsic parameters, the presented scheme is able to obtain the same decoded video quality compared with the DBVS approach.
