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Spectral properties related to the frequency response operators of ﬁnite-dimensional linear
continuous-time periodic (FDLCP) systems are examined rigorously and thoroughly in
the paper. As applications of the spectral features, positive realness of FDLCP systems is
scrutinized and then a harmonic Hamiltonian criterion is derived for the H∞ norm of
FDLCP systems. In particular, positive realness of FDLCP systems is interpreted in term
of Toeplitz operators for the ﬁrst time in this study, together with a testing algorithm.
Deriving the harmonic Hamiltonian criterion with a frequency-domain approach bridges
the spectra of the frequency response operators in FDLCP systems with their time-domain
behaviors.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Stabilization of helicopter rotors and rolling ships, orbiting maneuver of satellites, and reduction of electro-mechanical
oscillations in synchronous generators often require ﬁnite-dimensional linear continuous-time periodic (FDLCP) model-
ings [11,13,18]. Frequency response operators (FRO) of FDLCP systems are deﬁned via input/output steady-state analy-
sis [30,32], which are also termed harmonic transfer functions [26,30]. Existence conditions and basic characteristics about
FRO’s are carefully examined by [26,32,33]. Spectra of the so-called harmonic state operators in FDLCP systems are scru-
tinized in [34]. However, when the H∞ norm characteristic and positive realness are considered with the same harmonic
approach in applications, one will soon confront himself/herself with spectral features related to FRO’s and their derivations.
To motivate the study, we review the literature around the H∞ problem and positive realness analysis.
In linear time-invariant (LTI) systems the H∞ norm performance can be evaluated via algebraic Riccati equations or
the Hamiltonian test [17,38]. In FDLCP systems, the lifting [2–4,31], the FRO approach [32,33,35] and the time-domain
Hamiltonian test [7,8] are well adopted for the H∞ norm, each of which works in a typical class of periodically time-
varying systems, such as discrete-time periodic [3], sampled-data [1,5,6,31] and continuous-time periodic ones [4,7].
As for the H∞ performance in FDLCP systems, [32] produces a Hamiltonian-like necessary condition for the H∞ norm
by truncating the FRO, which can be implemented as we do in LTI continuous-time systems but in some truncated forms.
Inspired by the truncated Hamiltonian test, we ask whether or not we can derive a harmonic Hamiltonian criterion for
the H∞ norm via the FRO’s, instead of the frequency response relations deﬁned with the lifting technique [2,5]. Indeed,
a harmonic Hamiltonian test for the H∞ norm of FDLCP systems has been worked out in [35] from the time-domain
counterpart [7,8], together with numeric implementation algorithms. However, to validate the harmonic Hamiltonian test
via the FRO’s, namely, a frequency-domain interpretation of FDLCP systems, we must know spectral features of FRO’s and
their derivations.
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another motivation of this study. It is widely known that positive realness of control systems has a key role in absolute
and input/output stability [22,27]. However, few studies are reported in the literature so as to clarify possible spectral
characteristics of the FRO’s and applying them in stability analysis of FDLCP systems, by the best knowledge of the author.
In fact, most of the attention about positive realness is devoted to LTI and sampled-data systems, see [19,22,28,29]. How
to employ the results about positive realness of the FRO’s for establishing absolute and input/output stability criteria in the
periodic ﬁeld, together with some signiﬁcant results about the so-called harmonic Riccati equations [37] is another hard
topic and left for our subsequent discussion.
The paper is organized as follows. Section 2 list notations and preliminaries to FDLCP systems and the Toeplitz operators.
Spectra related to the FRO’s and their derivations are collected in Section 3, based on which positive realness and a harmonic
Hamiltonian test are developed in Section 4. Proofs of lemmas and propositions are given in Appendix A.
2. Notations and preliminaries
Firstly, we explain the notations. The matrix norm induced by the Euclidean norm is denoted by ‖ · ‖. L2[0,h], l1 and
l2 are standard linear spaces [25]. ‖ · ‖l2/l2 is the l2-induced norm. The direct sum of Hilbert spaces X1 and X2 is X1 ⊕ X2.
F (·) ∈ L2[0,h] means that F is h-periodic, whose elements in one period belong to L2[0,h]. LPCD[0,h] is the set of all
piecewise continuous functions differentiable almost everywhere (a.e.) in [0,h). LCAC[0,h] contains all continuous functions
whose Fourier series are absolutely convergent. C stands for the complex plane and Z is the ring of all integers. ρ(·), σ(·),
σe(·) and λ(·) denote the resolvent, spectrum, essential spectrum and eigenvalues set of (·) [10,14], respectively. For a self-
adjoint operator A, σ(A) < γ ( γ ) means that α < γ ( γ ) whenever α ∈ σ(A); similarly for σ(A) > γ ( γ ); we use
A > 0 ( 0) to mean that A is strictly positive deﬁnite (positive semi-deﬁnite).




y = C(t)x+ D(t)u, (1)
where A(t), B(t), C(t) and D(t) are h-periodic. By the Floquet theorem [13,20,24], if A(t) is piecewise continuous, the
transition matrix Φ(t,0) has a Floquet factorization Φ(t,0) = P (t,0)eQ t , where P (t,0) ∈ LCAC[0,h] is nonsingular, and Q is
constant. The system is asymptotically stable (or simply, A(t) is stable) if and only if all eigenvalues of Q have negative real
parts.
Thirdly, we review the Toeplitz transformation. Let
∑+∞
m=−∞ Ame jmωht (ωh = 2π/h) be the Fourier series of the state
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In the sequel we also use B = T {B(t)}, C = T {C(t)}, D = T {D(t)}, P = T {P (t,0)}, Bˆ = T {P−1(t,0)B(t)}, Cˆ = T {C(t)P (t,0)},
Q = T {Q } and I = T {I}. Also, we deﬁne
E( jϕ) := diag[. . . , jϕ−1 I, jϕ0 I, jϕ1 I, . . .] : lE → l2, (2)
where ϕk = ϕ + kωh , k ∈ Z , ϕ ∈ I0 = [−ωh/2,ωh/2), and lE = {x ∈ l2: E( j0)x ∈ l2}, which is a proper subset of l2 and dense
in l2 [32]. Clearly, E( jϕ) = E( j0) + jϕ I .
Fourthly, we state some lemmas about the Floquet similarity transformation [32] and Toeplitz transformation for our later
use. Here S : l2 → l2 is the up-shift operator; S[. . . , x−1, x0, x1, . . .]T = [. . . , y−1, y0, y1, . . .]T with yk+1 = xk over k ∈ Z . S is
invertible [25].
Lemma 1. In the system (1), let A(t) ∈ LPCD[0,h] and B(t),C(t) ∈ LCAC[0,h]. Then P and P∗ are invertible on lE and l2 , and the
unbounded operators P (E( j0) − Q )P−1 and E( j0) − A are densely deﬁned on l2 and P (E( j0) − Q )P−1 = E( j0) − A. Moreover,
Bˆ = P−1B and Cˆ = C P .
Lemma 2. Assume that F (t) ∈ LCAC[0,h] and γ > 0. Then, σ(F ∗F ) < γ 2 if and only if maxt∈[0,h] ‖F (t)‖ < γ , where F := T {F (t)}.
Lemma 3. Assume that F (t) ∈ LCAC[0,h] and maxt∈[0,h] ‖F (t)‖ < γ and let F := T {F (t)}. Then there exists a unique bounded, self-
adjoint operator F γ : l2 → l2 satisfying F 2γ = γ 2 I − F ∗F and S−1F γ S = F γ . Moreover, F γ is invertible and F−1γ is also bounded
on l2 .
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0 = x ∈ Cn a.e. at t ∈ [0,h) pointwisely. Lemma 4 can connect positive (semi-)deﬁniteness of a periodic Hermitian matrix
with that of its Toeplitz version [36].
Lemma 4. Suppose that F ∗(t) = F (t) ∈ LCAC[0,h] and F := T {F (t)}. Then
(i) F (t) > 0 a.e. in [0,h) if and only if F > 0 on l1;
(ii) F (t) 0 a.e. in [0,h) if and only if F  0 on l1 .
3. Spectra of frequency response operators
Now we inspect spectral properties related to the FRO of (1) and its derivations. The FRO is deﬁned through input/output
steady-state analysis [30,32] and given by
G( jϕ) = C(E( jϕ) − A)−1B + D =: Gp( jϕ) + D : l2 → l2,
where Gp( jϕ) = C(E( jϕ)− A)−1B : l2 → l2 is compact for each ϕ ∈ I0 [32]. By Lemma 1, E( jϕ)− A is an invertible mapping
from lE to l2 over ϕ ∈ I0 when A(t) is stable.
On one hand, if positive realness of G( jϕ) is concerned, we must deal with
Gˆ1( jϕ) := G( jϕ)∗ + G( jϕ) =: 1( jϕ) + Dˆ1, (3)
where 1( jϕ) =: Gp( jϕ)∗ + Gp( jϕ) and Dˆ1 = D∗ + D . The dimension of the input vector and that of the output vector are
assumed equal as far as Gˆ1( jϕ) is concerned.
On the other hand, if the H∞ norm of G( jϕ) is discussed, we must work with
Gˆ2( jϕ) := G( jϕ)∗G( jϕ) =: 2( jϕ) + Dˆ2, (4)
where 2( jϕ) =: Gp( jϕ)∗Gp( jϕ) + Gp( jϕ)∗D + D∗Gp( jϕ) and Dˆ2 = D∗D .
Clearly, i( jϕ) (i = 1,2) is self-adjoint and compact for each ϕ , while Dˆi (i = 1,2) is self-adjoint Toeplitz operators.
Spectral features about Gˆ i( jϕ), i( jϕ) and Dˆi are summarized in the following theorem. Deﬁnitions for spectra used in
Theorem 1 can be found in [10,14].
Theorem1. In the FDLCP system (1), assume that A(t) ∈ LPCD[0,h] is stable and that B(t),C(t), D(t) ∈ LCAC[0,h]. Then, the following
results hold for i = 1,2:
(i) For each ϕ ∈ I0 , σe(Dˆi) = σe(Gˆ i( jϕ)) ⊆ σ(Gˆ i( jϕ)) and σ(Dˆi) = σe(Dˆi) = λ(Dˆi);
(ii) Let Ω be an open connected subset in C \ σe(Dˆi). If Ω ∩ρ(Gˆ i( jϕ)) = ∅, then Ω ∩ σ(Gˆ i( jϕ)) is a ﬁnite or countable set, with no
accumulation points of Ω , consisting only of eigenvalues of Gˆ i( jϕ) of ﬁnite type;
(iii) For any ω ∈ (−∞,∞), i( jω) is self-adjoint and compact and its eigenvalues are continuous with respect to ω; moreover, the
(inﬁnitely many) eigenvalues of i( jω) can be numbered such that all the eigenvalues of i( jω) sequentially leave and return to
zero along the real axis of the complex plane as ω varies over (−∞,∞);
(iv) For any λ /∈ σe(Dˆi), there exists μi(λ) > 0 such that {t: |det(λI − Dˆi(t))| < μi(λ)} has measure zero, if and only if λI − Dˆi(t) is
invertible a.e. in [0,h). Here Dˆi(t) denotes the deﬁning function corresponding to Dˆi .
Proof. σe(Dˆi) = σe(Gˆ i( jϕ)) ⊆ σ(Gˆ i( jϕ)) in (i) follows from Proposition XI.4.2(c) and (e) of [10], if we note that i( jϕ) is
compact for each ϕ . Now we show σe(Dˆi) = λ(Dˆi) in (i).
Since S−k DˆiSk = Dˆi for k ∈ Z , if λ is an eigenvalue of Dˆi , then its eigenspace is inﬁnite-dimensional. It implies by
Theorem XVII.2.1 of [14] that an eigenvalue of Dˆi belongs to its essential spectrum; that is, λ(Dˆi) ⊆ σe(Dˆi). Next, suppose
α ∈ σe(Dˆi). The ﬁrst paragraph of [14, p. 373] tells that α I − Dˆi is not Fredholm, thus α I − Dˆi is not invertible by Corol-
lary XXIII.2.5 of [15]. This means that α I − Dˆi is not one-to-one by Lemma 2.7.4 of [25]. In other words, there is x = 0 ∈ l2
such that (α I − Dˆi)x= 0, which says that α ∈ λ(Dˆi); or λ(Dˆi) ⊇ σe(Dˆi).
Recalling the deﬁnitions of spectrum [10, p. 195] and essential spectrum [14, p. 373], the above arguments say that the
entries of σ(Dˆi) and σe(Dˆi) are determined by the invertibility of α I − Dˆi . From this, we have σ(Dˆi) = σe(Dˆi).
By (i), C \ σe(Dˆi) = C \ σe(Gˆ i( jϕ)). Thus, (ii) follows from Theorem XVII.2.1 of [14].
The assertion (iv) is a direct result of Theorem XXIII.2.4 in [15], if we mention that for any λ /∈ σe(Dˆi), the operator
λI − Dˆi is Fredholm.
The assertion (iii) will be proved in 3 steps. We will employ a multiple-complex-plane (MCP) method to number the
eigenvalues of i( jω) and trace their loci over ω ∈ (−∞,∞). To avoid any redundance, we only consider the case for
1( jω).
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By the deﬁnition of 1( jω) and Lemma 1, it follows
1( jω) = Bˆ∗
(
E( jω) − Q )−∗Cˆ∗ + Cˆ(E( jω) − Q )−1 Bˆ.
Now let us deﬁne
ˆ( jω, L) = L∗1
(
E( jω) − Q )−∗L∗2 + L2(E( jω) − Q )−1L1
with L1 and L2 being Toeplitz operators. L represents the pair (L1, L2). Clearly, ˆ( jω, L) is self-adjoint for any ﬁxed L. In
particular, if L∞ = (Bˆ, Cˆ), then ˆ( jω, L∞) = 1( jω).
We write L0 = (Bˆ0, Cˆ0), where (Bˆ0, Cˆ0) = (T {Bˆ0},T {Cˆ0}) and Bˆ0 and Cˆ0 are the 0th Fourier coeﬃcients of P−1(t,0)B(t)
and C(t)P (t,0), respectively. Obviously, we have
ˆ( jω, L0) = diag
[
. . . , δ−1( jω), δ0( jω), δ1( jω), . . .
]
,
where δk( jω) = Bˆ∗0( j(ω + kωh) − Q )−∗Cˆ∗0 + Cˆ0( j(ω + kωh) − Q )−1 Bˆ0 is square.
For each ω ∈ (−∞,∞), λ(δk( jω)) is well deﬁned and contained in λ(ˆ( jω, L0)). Namely, numbering the eigenvalues of
{δk( jω)}∞k=−∞ is equivalent to numbering those of ˆ( jω, L0). Now we describe the MCP method. Mark all eigenvalues of
δk( jω) on a kth plane, say Ck . Between {Ck}∞k=−∞ and {δk( jω)}∞k=−∞ , we can infer that for each speciﬁc ϕ ∈ I0, if λ0 is an
eigenvalue of ˆ( jϕ, L0) on Ck0 , then λ is also an eigenvalue of ˆ( j(ϕ + ωh), L0) on Ck0−1.
Step 2. Tracing eigenvalues between ˆ( jω, L0) and 1( jω) over ω ∈ (−∞,∞).
Let L0 vary to L∞ such that L1 and L2 change continuously from Bˆ0, Cˆ0 to Bˆ , Cˆ , respectively, while being kept as Toeplitz
operators. This is always possible. A ﬁxed variation is meant whenever such L variation is mentioned. Since ˆ( jω, L) is self-
adjoint and compact, the spectral continuity theorem [21, p. 243] leads the eigenvalues continuity of ˆ( jω, L). Under the L
variation, λ(ˆ( jω, L∞)) are the continuous tracing results of λ(ˆ( jω, L0)).
For a ﬁxed ω ∈ (−∞,∞), plot an eigenvalue locus of ˆ( jω, L) with respect to L on Ck if this eigenvalue locus stems
from an eigenvalue of ˆ( jω, L0) on Ck . In other words, if λ∞ is an eigenvalue of 1( jϕ) = ˆ( jϕ, L∞) on Ck0 , there
must be an eigenvalue λ0 of ˆ( jϕ, L0) on Ck0 from which λ∞ stems. Recalling the eigenvalue distribution of ˆ( jω, L0), it
follows that λ0 will be on Ck0−1 as an eigenvalue of ˆ( j(ϕ + ωh), L0). Thus, λ∞ must be an eigenvalue of ( j(ϕ + ωh)) =
ˆ( j(ϕ + ωh), L∞) on Ck0−1 stemming from λ0 of ˆ( j(ϕ + ωh), L0) on Ck0−1.
Step 3. Tracing eigenvalues of 1( jω) over ω ∈ (−∞,∞).
Now we plot the eigenvalue loci of 1( jω) with respect to ω ∈ [ϕ,ϕ+ωh) on corresponding complex planes in {Ck}∞k=−∞
according to the MCP idea. Examining two adjacent planes, say Ck and Ck−1, we see that if a locus of 1( jω) appears on Ck ,
then a same locus of 1( j(ω + ωh)) will unfold itself on Ck−1. This leads us to (iii). 
Remark 1. Since i( jω) is compact, one might say that Theorem 1(iii) is nothing but the fact that λ = 0 is the only possible
accumulation point of a compact operator. Theorem 1(iii) says something more than that. Since S−1i( j(ω + ωh))S =
i( jω), the eigenvalues of i( jω) may be numbered such that some of them will never tend to zero as ω varies. Such an
eigenvalues numbering will bring us diﬃculties in proving Proposition 3.
4. Applications of spectra related to FRO’s
4.1. Positive realness analysis of FDLCP systems
Following the notations in [19,31], we say that the frequency response operator G( jϕ) (or equivalently, the system (1))
is positive real if the system is asymptotically stable and
G( jϕ)∗ + G( jϕ) 0, ∀ϕ ∈ I0
is satisﬁed on l2. Moreover, if there exists a number  > 0 such that
G( jϕ)∗ + G( jϕ)  I, ∀ϕ ∈ I0 (5)
holds on l2, it is said that G( jϕ) (or equivalently, the system (1)) is strictly positive real. Theorem 2 claims necessary and
suﬃcient conditions for (strictly) positive realness, which are proved by means of Theorem 1 and modifying some relevant
arguments in [19].
Theorem2. In the FDLCP system (1), assume that A(t) ∈ LPCD[0,h] is stable and that B(t),C(t), D(t) ∈ LCAC[0,h]. Then, the following
results hold
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and D∗ + D  0;
(ii) G( jϕ) is strictly positive real if and only if σ(G( jϕ)∗ + G( jϕ)) > 0 for each ϕ ∈ I0 , if and only if G( jϕ)∗ + G( jϕ) > 0 for each
ϕ ∈ I0 and D∗ + D > 0, if and only if of λ(G( jϕ)∗ + G( jϕ)) > 0 for each ϕ ∈ I0 and D∗ + D > 0.
Proof. The former part of (i) follows from Theorem 2 of [12, pp. 906–907], since G( jϕ)∗ +G( jϕ) is bounded and self-adjoint
on l2. From Theorem 1(i) and (ii) we can conclude that
σ
(
G( jϕ)∗ + G( jϕ))= σe(G( jϕ)∗ + G( jϕ))∪ λ(G( jϕ)∗ + G( jϕ))
= σe(D∗ + D) ∪ λ
(
G( jϕ)∗ + G( jϕ))
= σ(D∗ + D) ∪ λ(G( jϕ)∗ + G( jϕ)) (6)
which, also by Theorem 2 of [12, pp. 906–907], gives the latter part of (i).
To see the necessity of (ii), let (5) be satisﬁed. Then, σ(G( jϕ)∗ + G( jϕ)) > 0 for all ϕ . This, together with (6), implies
that σe(D∗ + D) > 0 and λ(G( jϕ)∗ + G( jϕ)) > 0 for all ϕ . Note from Theorem 1 that σe(D∗ + D) = σ(D∗ + D) > 0. This
yields that D∗ + D > 0.
To see the suﬃciency of (ii), let G( jϕ)∗ + G( jϕ) > 0 for all ϕ and D∗ + D > 0. Repeating arguments in the proof
of Lemma 3 leads that there is a nonsingular operator W such that D∗ + D = W ∗W . We write G( jϕ)∗ + G( jϕ) =
W ∗(W−∗1( jϕ)W−1 + I)W , where 1( jϕ) is deﬁned in (3). Therefore, G( jϕ)∗ + G( jϕ) > 0 for all ϕ can be interpreted as
W−∗1( jϕ)W−1 + I > 0, ∀ϕ ∈ I0. (7)
Clearly, W−∗1( jϕ)W−1 is self-adjoint and compact for each ϕ . The only possible accumulation point in
λ(W−∗1( jϕ)W−1 + I) is 1. This and (7) say that there exists 0 > 0 such that W−∗1( jϕ)W−1 + (1 − 0)I > 0 for
each ϕ . Since the spectrum of a self-adjoint operator is continuous under self-adjoint perturbations [21, p. 243] and I0
is compact, 0 can be independent of ϕ ∈ I0. With such 0 > 0, W ∗(W−∗1( jϕ)W−1 + I)W > 0W ∗W for all ϕ; or
G( jϕ)∗ + G( jϕ) > 0W ∗W for all ϕ . Since W is nonsingular, there is  > 0 satisfying 0W ∗W   I . 
The following proposition provides us a useful tool for connecting strict positive deﬁniteness (or positive semi-
deﬁniteness) of D∗ + D with that of DT (t) + D(t).
Proposition 1. Assume that D(t) ∈ LCAC[0,h]. Then the following hold:
(i) D∗ + D  0 on l2 if and only if DT (t) + D(t) 0 a.e. in [0,h), if and only if λ(DT (t) + D(t)) 0 a.e. in [0,h) pointwisely;
(ii) If D∗ + D > 0 on l2 , then DT (t) + D(t) > 0 a.e. in [0,h) and λ(DT (t) + D(t)) > 0 a.e. in [0,h) pointwisely; Moreover, if
DT (t) + D(t) > 0 for each t ∈ [0,h), then D∗ + D > 0 on l2 .
Remark 2. Proposition 1 suggests a numerically implementable algorithm for checking D∗ + D > 0( 0) by testing eigenval-
ues of DT (t)+D(t). It should be pointed out that DT (t)+D(t) > 0 a.e. in [0,h) is necessary but not suﬃcient for D∗ +D > 0
on l2.
How to test the eigenvalues condition of G( jϕ)∗ + G( jϕ) remains open, since G( jϕ)∗ + G( jϕ) is inﬁnite-dimensional
and not compact if D = 0. As a numeric algorithm for testing the eigenvalues condition when D(t) = 0, the rectangular
truncation of [26] is explicit and signiﬁcant in the sense that truncation error bounds can be explicitly connected to the
truncation size.
4.2. Harmonic Hamiltonian criterion for the H∞ norm in FDLCP systems
Now we establish a harmonic Hamiltonian criterion for the H∞ norm [32] deﬁned by
‖G‖∞ := max
ϕ∈I0
∥∥G( jϕ)∥∥l2/l2 . (8)
First, we give two propositions, which pave the way for establishing the harmonic Hamiltonian criterion of Theorem 3 from
spectral features of Theorem 1.
Proposition 2. In the FDLCP system (1), assume that A(t) ∈ LPCD[0,h] is stable and that B(t),C(t), D(t) ∈ LCAC[0,h]. Then,
‖G‖∞ < γ if and only if maxt∈[0,h] ‖D(t)‖ < γ and γ 2 I − G( jϕ)∗G( jϕ) > 0 on l2 for all ϕ ∈ I0 .
Proposition 3. In the FDLCP system (1), assume that A(t) ∈ LPCD[0,h] is stable and that B(t),C(t), D(t) ∈ LCAC[0,h]. For each γ > 0,
γ 2 I − G( jϕ)∗G( jϕ) > 0 on l2 for all ϕ ∈ I0 if and only if γ 2 I − G( jϕ)∗G( jϕ) is invertible for all ϕ ∈ I0 .
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A − E( j0) + B R−1D∗C B R−1B∗
−C∗(I + D R−1D∗)C −(A − E( j0) + B R−1D∗C)∗
]
(9)
does not contain any point in the jI0 portion of the imaginary axis. Here R := T {R(t)} = γ 2 I − D∗D with R(t) := γ 2 I − DT (t)D(t),
and I0 is deﬁned below (2).
Proof. If D(t) ∈ LCAC[0,h] and maxt∈[0,h] ‖D(t)‖ < γ , it is meaningful to talk about the (bounded) inverse of R (see the
suﬃciency proof of Lemma 2). We complete the proof in 3 steps.
Step 1. By means of Proposition 2, ‖G‖∞ < γ if and only if maxt∈[0,h] ‖D(t)‖ < γ and γ 2 I − G( jϕ)∗G( jϕ) > 0, ∀ϕ . By
Lemma 3, if maxt∈[0,h] ‖D(t)‖ < γ , there is Dγ := (γ 2 I − D∗D)1/2 = D∗γ that is invertible. Then, we can do the following
deductions on (4)
γ 2 I − G( jϕ)∗G( jϕ) = D2γ − 2( jϕ) =: D∗γ
(
I − ∇( jϕ,γ ))Dγ , (10)
where ∇( jϕ,γ ) = D−∗γ 2( jϕ)D−1γ . Note that D−1γ is bounded on l2 and 2( jϕ) is compact. Therefore, ∇( jϕ,γ ) is also
compact for each ϕ . One can assert by (10) that
γ 2 I − G( jϕ)∗G( jϕ) > 0, ∀ϕ ∈ I0 ⇔ I − ∇( jϕ,γ ) > 0, ∀ϕ ∈ I0. (11)
Based on (10) and (11), we can conclude by Proposition 3 that
I − ∇( jϕ,γ ) > 0, ∀ϕ ∈ I0 ⇔ I − ∇( jϕ,γ ) is invertible, ∀ϕ ∈ I0. (12)
Step 2. We now proceed to the main assertion; that is, let us show that
I − ∇( jϕ,γ ) is invertible, ∀ϕ ∈ I0 ⇔ jϕ I2 − H is invertible, ∀ϕ ∈ I0, (13)
where I2 := diag[I, I] and jϕ I2 − H is a mapping from lE ⊕ lE to l2 ⊕ l2. To see (13), we note that ∇( jϕ,γ ) can be written
as follows after simple algebras
∇( jϕ,γ ) = D−∗γ [D∗C B∗]
[
E( jϕ) − A 0














E( jϕ) − A 0
−C∗C (E( jϕ) − A)∗
]−1
=: M( jϕ,γ ).
In other words, one can investigate the invertibility of I −∇( jϕ,γ ) from that of I2 −M( jϕ,γ ) for each ϕ . Now we observe
that





E( jϕ) − A 0
−C∗C (E( jϕ) − A)∗
]−1
. (14)
Existence of the last operator inverse of (14) is guaranteed by the stability assumption and the operator inverse is a mapping
from l2 ⊕ l2 to lE ⊕ lE [32]. Eq. (14) leads (13).
Step 3. To connect the invertibility of jϕ I2 − H with σ(H), we must show that ( jϕ I2 − H)−1 is bounded on l2 ⊕ l2 for
any ϕ . This is critical since jϕ I2 − H is unbounded and deﬁned only densely on l2 ⊕ l2 [25]. This is scrutinized in this step.
Let us take ρ = 0 such that E( jϕ + ρ) : lE → l2 is invertible for all ϕ . If we deﬁne E2( jϕ + ρ) := diag[E( jϕ + ρ),
E( jϕ + ρ)], then E2( jϕ + ρ) is invertible for all ϕ . It is easy to see that
H( jϕ,γ ) := jϕ I2 − H = E2( jϕ + ρ) − H˜(ρ,γ )




(A + ρ I + B R−1D∗C) B R−1B∗
−C∗(I + D R−1D∗)C −(A − ρ I + B R−1D∗C)∗
]
.
Clearly, H˜(ρ,γ ) is bounded on l2 ⊕ l2 for any ﬁxed ρ and γ . Note that E2( jϕ + ρ)−1 is a (bounded) Hilbert–Schmidt
operator on l2 ⊕ l2 for each ϕ . These facts imply that I2 − H˜(ρ,γ )E2( jϕ + ρ)−1 is bounded on l2 ⊕ l2. Thus, Theorem X.4.2
of [16] says that the inverse of I2 − H˜(ρ,γ )E2( jϕ + ρ)−1 is bounded on l2 ⊕ l2. Finally, (15) gives that H( jϕ,γ )−1 =
E2( jϕ + ρ)−1[I2 − H˜(ρ,γ )E2( jϕ + ρ)−1]−1, which leads that H( jϕ,γ )−1 is bounded on l2 ⊕ l2. 
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with the domain lE ⊕ lE . It is interesting to note that σ(H) ∩ jI0 = ∅ if and only if σ(H) ∩ j(−∞,∞) = ∅. Suﬃciency
is evident. To see necessity, assume that σ(H) has no points in jI0. Then σ(H − jkωh I) with k ∈ Z has no points in
jIk := j[kωh − ωh/2,kωh + ωh/2). Note that S−k2 (H − jkωh I)Sk2 = H , where S2 := diag[S,S]. It follows that σ(H) has no
points in jIk , either. Since k is arbitrary, necessity follows.
Remark 4. If the system (1) is asymptotically stable and time-invariant, i.e., (A(t), B(t),C(t), D(t)) = (A, B,C, D), all the
operator components in H are inﬁnite-dimensional but block-diagonal. By columns and rows permutations, we can say that
σ(H) having no points in jI0 is equivalent to a Hamilton matrix [17,38] having no eigenvalues on the whole imaginary
axis; that is, the Hamiltonian test in LTI continuous-time systems is a special case of Theorem 3.
Remark 5. A time-domain Hamiltonian test in [7] is also a necessary and suﬃcient criterion for the H∞ norm, claimed
through the Hamiltonian matrix H(t, γ ) deﬁned by
[
A(t) + B(t)R−1(t)DT (t)C(t) B(t)R−1(t)BT (t)
−CT (t)(I + D(t)R−1(t)DT (t))C(t) −(A(t) + B(t)R−1(t)DT (t)C(t))T
]
(16)
beside maxt∈[0,h] ‖D(t)‖ < γ . H(t, γ ) is h-periodic in t . Comparing H(t, γ ) with H , it seems that Theorem 3 may follow
from applying the Toeplitz transformation on H(t, γ ). This idea is rigorously examined in [35], where numeric implemen-
tation of the harmonic Hamiltonian criterion is also considered. We emphasize here that: (1) In contrast, Theorem 3 here is
proved by purely exploiting frequency-domain characteristics of FDLCP systems; (2) The proof arguments in [35] and Theo-
rem 3 confront us with different convergence issues. Thus different assumptions on A(t), B(t), C(t) and D(t) are imposed.
As a matter of fact, the assumptions of Theorem 3 are slightly relaxed by virtue of the frequency-domain approach.
5. Conclusion
We probed into some spectral aspects related to frequency response operators of FDLCP systems and their derivations
in this paper. As applications, positive realness and the H∞ norm characterization are investigated. Positive realness and
the H∞ performance satisfy relationships in form similar to their well-known counterparts in LTI continuous-time systems,
but stated in an operator fashion. The study reveals that FDLCP systems are essentially LTI as far as positive realness and
the H∞ performance are concerned.
Combining the results of this paper with those of [35], we can say that our understanding about the H∞ performance in
FDLCP systems becomes much more complete. The harmonic Hamiltonian criterion is stated only via harmonic expressions
of the system matrices without the transition matrix of the system or any other augmented FDLCP model. Consequently,
it may be possible to complete the H∞ analysis and synthesis of FDLCP systems by extending LTI techniques [38]. Indeed,
implementing the harmonic Hamiltonian criterion has been attacked in [35]. How to exploit these spectral facts of FDLCP
systems for developing a harmonic positive real lemma [22,27], absolute stability [22] and entropy analysis [9] are our
subsequent research topics. Some tentative efforts have been reported in [37].
Appendix A
Proof of Lemma 2. Necessity. Let σ(F ∗F ) < γ 2. Corollary XXIII.2.2 of [15] says that ‖F‖l2/l2 = ess supt∈[0,h] ‖F (t)‖ < ∞; that
is, F is bounded on l2 and so is F ∗F . Hence σ(F ∗F ) is compact, and there is  > 0 such that σ(F ∗F )  γ 2 −  . In other
words, λI − F ∗F is invertible for all λ > γ 2 −  . Note that λI − F ∗F is a Toeplitz operator corresponding to λI − F (t)T F (t).
By Theorem XXIII.2.4 of [15], there exists μ > 0 such that
{
t:
∣∣det(λI − F (t)T F (t))∣∣< μ} (17)
has measure zero for each λ > γ 2 −  . Since det(λI − F (t)T F (t)) is continuous in t , (17) says that det(λI − F (t)T F (t)) = 0
for all t ∈ [0,h] and λ > γ 2 − ; or σ(F (t)T F (t)) ⊆ [0, γ 2 − ] at each t . Thus, γ 2 −   maxt∈[0,h] λmax(F (t)T F (t)) =
maxt∈[0,h] ‖F (t)‖2, where λmax(F (t)T F (t)) = ‖F (t)‖2 since F (t) is ﬁnite-dimensional. It gives that maxt∈[0,h] ‖F (t)‖ < γ .
Suﬃciency. Since maxt∈[0,h] ‖F (t)‖ < γ , there is  > 0 such that maxt∈[0,h] ‖F (t)‖2  γ 2 −  . It means that
det(λI − F (t)T F (t)) = 0, ∀t ∈ [0,h], ∀λ > γ 2 −  . Again since det(λI − F (t)T F (t)) is continuous, there is μ > 0 such that
{t: |det(λI − F (t)T F (t))| < μ} has measure zero for each λ > γ 2 −  . By Theorem XXIII.2.4 of [15] for any λ > γ 2 −  ,
λI − F ∗F is invertible with a bounded inverse. By deﬁnition, it follows that σ(F ∗F ) γ 2 −  < γ 2. 
Proof of Lemma 3. Under the assumptions, γ 2 I − F ∗F is bounded and σ(γ 2 I − F ∗F ) > 0 by Lemma 2. Theorem X.2 of [12]
says that γ 2 I − F ∗F is (at least) non-negative. By Theorem V.6.1 of [14] there is a unique self-adjoint, non-negative operator
F γ satisfying F 2γ = γ 2 I − F ∗F .
Noting that S−1(γ 2 I − F ∗F )S = γ 2 I − F ∗F , we have
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(
γ 2 I − F ∗F )S = γ 2 I − F ∗F .
Then the uniqueness of F γ gives immediately that S−1F γ S = F γ since S−1 = S∗ .
Furthermore, Theorem V.3.3(v) of [14] and Theorem V.6.1 of [14, pp. 82–83] show that F γ is bounded on l2. The suﬃ-
ciency proof of Lemma 2 says that γ 2 I − F ∗F is invertible (and has a bounded inverse), and so is F γ . To see that F−1γ is
bounded on l2, we notice that F−1γ = (γ 2 I− F ∗F )−1F γ . Boundedness of F−1γ follows from that of F γ and (γ 2 I− F ∗F )−1. 
Proof of Proposition 1. Necessity of (i). Let D∗ + D  0 on l2. Clearly, D∗ + D  0 on l1 since l1 ⊂ l2. By Lemma 4(ii),
DT (t) + D(t) 0 a.e. in [0,h). Suﬃciency of (i). Let DT (t) + D(t) 0 a.e. in [0,h). By Lemma 4(ii), D∗ + D  0 on l1. Since
l1 is dense in l2, D∗ + D  0 on l2.
To show (ii), let D∗ + D > 0 on l2. Then, D∗ + D > 0 on l1 since l1 ⊂ l2. By Lemma 4(i), DT (t)+ D(t) > 0 a.e. in [0,h). On
the other hand, if DT (t)+D(t) > 0 for each t ∈ [0,h), Lemma 4(i) says that D∗ +D > 0 on l1. Since l1 is dense in l2, we have
D∗ + D  0 on l2, and thus σ(D∗ + D) 0. Due to D(t) ∈ LCAC[0,h], DT (t) + D(t) > 0 for each t ∈ [0,h) implies that there
is μ > 0 such that {t: |det(DT (t) + D(t))| < μ} has measure zero. This, by Theorem 1(i) and (iv), gives that 0 /∈ σ(D∗ + D).
In short, we have σ(D∗ + D) > 0; or D∗ + D > 0 on l2. 
Proof of Proposition 2. Necessity. Note from (8) that ‖G( jϕ)‖l2/l2 < γ for all ϕ . There exists  > 0 independent of ϕ such
that ‖G( jϕ)‖l2/l2  γ −  . Then,
‖G‖∞ < γ ⇒
∥∥G( jϕ)x∥∥l2  (γ − )‖x‖l2 , ∀x ∈ l2, ∀ϕ ∈ I0
⇒ x∗[(γ − )2 I − G( jϕ)∗G( jϕ)]x 0, ∀x ∈ l2, ∀ϕ ∈ I0
⇒ (γ − )2 I − G( jϕ)∗G( jϕ) 0, ∀ϕ ∈ I0. (18)
Hence, γ 2 I − G( jϕ)∗G( jϕ) > 0 for all ϕ . From (18) and Theorem X.2 of [12], σ(G( jϕ)∗G( jϕ))  (γ − )2 < γ 2 for all ϕ .
This, together with Theorem 1(i), means that σ(D∗D) < γ 2. And then we can assert by Lemma 2 that maxt∈[0,h] ‖D(t)‖ < γ .
Suﬃciency. Since γ 2 I − G( jϕ)∗G( jϕ) > 0 for all ϕ , Theorem X.2 of [12] says that
σ
(
γ 2 I − G( jϕ)∗G( jϕ)) 0, ∀ϕ ∈ I0. (19)
Based on this relation, one can further claim that
0 /∈ σ (γ 2 I − G( jϕ)∗G( jϕ)), ∀ϕ ∈ I0. (20)
To see (20), we notice by Proposition XI.4.2 of [10] and Theorem 1 that σe(γ 2 I − G( jϕ)∗G( jϕ)) = σe(γ 2 I − D∗D) =
σ(γ 2 I − D∗D) > 0. The last inequality follows from Lemma 2. This means by Proposition XI.4.6 of [10] that if λ = 0 ∈
σ(γ 2 I −G( jϕ)∗G( jϕ)) for some ϕ , it is an eigenvalue of ﬁnite multiplicity of γ 2 I −G( jϕ)∗G( jϕ). Thus, for some x = 0 ∈ l2,
(γ 2 I − G( jϕ)∗G( jϕ))x= 0. This is contradictory to the assumption that γ 2 I − G( jϕ)∗G( jϕ) > 0 for all ϕ .
Now using (19) and (20), together with the fact that the spectrum of a bounded operator is compact, we can conclude
that there exists  > 0 satisfying
σ
(
γ 2 I − G( jϕ)∗G( jϕ)) , ∀ϕ ∈ I0 (21)
since spectra of self-adjoint operators are continuous to self-adjoint perturbations [21]. Viewing (21) under Theorem X.2
of [12], we see that for all x ∈ l2 and ϕ , γ 2‖x‖2l2 − ‖G( jϕ)x‖2l2 = x∗(γ 2 I − G( jϕ)∗G( jϕ))x  ‖x‖2l2 ; or equivalently,
(γ 2 − )‖x‖2l2  ‖G( jϕ)x‖2l2 for all x ∈ l2 and ϕ . This gives that ‖G( jϕ)‖l2/l2 < γ for all ϕ . 
Proof of Proposition 3. By (10), it remains to show that I − ∇( jϕ,γ ) > 0 for all ϕ if and only if I − ∇( jϕ,γ ) is invertible
for all ϕ; that is, (12).
Necessity of (12). ∇( jϕ,γ )∗ = ∇( jϕ,γ ). Then, I − ∇( jϕ,γ ) > 0 for all ϕ means that λ(I − ∇( jϕ,γ )) > 0; in particular,
∇( jϕ,γ ) has no eigenvalues at 1. Note that ∇( jϕ,γ ) is compact. We are led that I − ∇( jϕ,γ ) is invertible for all ϕ .
Suﬃciency of (12). The proof is given according to distribution patterns of λ(I − ∇( jϕ,γ )) when it is invertible for all ϕ .
1◦ All the eigenvalues are positive for all ϕ;
2◦ For some ϕ , there are inﬁnitely many eigenvalues that are negative;
3◦ Finitely many eigenvalues are negative for all ϕ , while all the others are positive.
Note that the spectrum continuity of ∇( jϕ,γ ) in ϕ [21] justiﬁes the above classiﬁcation. Now we consider the three
cases separately.
1◦ Let {λi(ϕ,γ )}∞i=−∞ be the eigenvalues set of ∇( jϕ,γ ). The spectral theorem of compact normal operators (e.g.,
Theorem 6.11.1 of [25]) tells that there exists a resolution of the identity, {Pk( jϕ,γ )}∞k=−∞ , such that ∇( jϕ,γ ) =∑∞
k=−∞λk(ϕ,γ )Pk( jϕ,γ ). Indeed, Pk( jϕ,γ ) is the orthogonal projection of l2 onto N (λk(ϕ,γ )I − ∇( jϕ,γ )). In other
J. Zhou / J. Math. Anal. Appl. 353 (2009) 329–338 337words, l2 =⊕∞i=−∞ N (λi(ϕ,γ )I − ∇( jϕ,γ )) with N (λi(ϕ,γ )I − ∇( jϕ,γ )) ⊥ N (λk(ϕ,γ )I − ∇( jϕ,γ )) for all i = k. Here
N (·) denotes the kernel of (·). For any x = 0 ∈ l2, there are unique xi ∈ N (λi(ϕ,γ )I −∇( jϕ,γ )), ∀i ∈ Z such that x=∑i xi .
From these facts, it follows that
x∗
(





since (1− λi(ϕ,γ )) > 0 for each i ∈ Z and there is at least one i ∈ Z such that xi = 0. It follows that I − ∇( jϕ,γ ) > 0 for
all ϕ .
2◦ This case means that λi(∇( jϕ,γ )) > 1 for inﬁnitely many i ∈ Z at some ϕ . However, this is impossible since ∇( jϕ,γ )
is compact.
3◦ This case means that ﬁnitely many eigenvalues of ∇( jϕ,γ ) are always located to the right of the point (1,0) on the
real axis, while the remaining ones are always located to the left of (1,0) on the real axis when ϕ varies over I0. Now we
show that this case can never happen.
Note that S−k2( j(ϕ + kωh))Sk = 2( jϕ) (deﬁned in (4)) with ϕ ∈ I0 and k ∈ Z . Hence it follows from the deﬁnition
of ∇( jϕ,γ ) and Lemma 3 that




)SkD−1γ = ∇( jϕ,γ )
which implies that the eigenvalues distribution of ∇( jϕ,γ ) over ϕ ∈ I0 can be understood via that of ∇( jω,γ ) over
ω ∈ (−∞,∞). Then the assumed eigenvalues distribution means that there are ﬁnitely many eigenvalues of ∇( jω,γ ) that
are always located to the right of (1,0) on the real axis when the eigenvalues are traced continuously with respect to
ω ∈ (−∞,∞).
Comparing ∇( jω,γ ) and 2( jω), we see that they are essentially the same. Consequently, Theorem 1(iii) applies to
∇( jω,γ ) and thus the eigenvalues of ∇( jω,γ ) can be numbered such that all eigenvalues of ∇( jω,γ ) sequentially leave
and return to zero as ω varies over (−∞,∞). However, this is contradictory to the assumed eigenvalues distribution.
Summarizing the arguments, only 1◦ occurs, and the suﬃciency of (12) is veriﬁed. 
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