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OVERLAPPING NONMATCHING GRID MORTAR ELEMENT 
METHODS FOR ELLIPTIC PROBLEMS* 
XIAO-CHUAN CAIt, MAKSYMILIAN DRYJAt, AND MARCUS SARKIS? 
Abstract. In the first part of the paper, we introduce an overlapping mortar finite element 
method for solving two-dimensional elliptic problems discretized on overlapping nonmatching grids. 
We prove an optimal error bound and estimate the condition numbers of certain overlapping Schwarz 
preconditioned systems for the two-subdomain case. We show that the error bound is independent 
of the size of the overlap and the ratio of the mesh parameters. In the second part, we introduce 
three additive Schwarz preconditioned conjugate gradient algorithms based on the trivial and har- 
monic extensions. We provide estimates for the spectral bounds on the condition numbers of the 
preconditioned operators. We show that although the error bound is independent of the size of the 
overlap, the condition number does depend on it. Numerical examples are presented to support our 
theory. 
Key words. nonmatching grid, finite element, mortar projection, overlapping domain decom- 
position, elliptic equations, Schwarz preconditioner 
AMS subject classifications. 65N30, 65F10 
Pll. S0036142997323582 
1. Introduction. The mortar element method was first developed for the pur- 
pose of coupling different discretizations in different nonoverlapping subdomains. Sev- 
eral studies have been carried out; see, e.g., [1, 2, 3, 4, 5, 6, 7, 11, 12, 15, 16, 22, 25, 
29, 30]. In this paper, we consider the case of overlapping subdomains. We provide an 
optimal error analysis for the two-subdomain case, and we provide spectral bound esti- 
mations for the Schwarz preconditioned systems. The main advantage of nonmatching 
grid methods is that highly structured local grids and corresponding fast solvers (and 
software) can be used easily. To preserve the global accuracy of the discretization, 
the interpolation between the neighboring subdomains has to be sufficiently accurate. 
The mortar method provides one such interpolation scheme that passes the values of 
a function from one grid to another without losing accuracy, as will be shown in this 
paper. It is somewhat surprising that the discretization error is independent of the 
overlap as long as a trivial requirement is satisfied; the overlap is not smaller than the 
size of the coarser mesh. We also show that the error is independent of the ratio of the 
mesh sizes. Another interesting finding is that larger overlap can make the resulting 
linear system easier to precondition. We note that, independent of the development 
of mortar based methods, overlapping nonmatching rid techniques have been used 
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for more than 10 years by computational engineers in many large-scale simulations as 
a way to reduce the cost of grid generation. The methods are often referred to as the 
chimera methods or overset grid methods [13, 20, 26]. 
We are interested in solving the following elliptic variational problem. Find u* E 
Ho (Q), such that 
(1) ~~~~~a(u*, v) f (v), V v E Ho() 
where 
a(u,v) jVu Vvdx and f(v) fvdx. 
Here f(x) E L2(Q) is a given function and Q = Ql U Q2 is an open polygonal domain 
in R2. We assume that both Q, and Q2 are open polygonal domains and that the 
diameters of Q, Ql, and Q2 are of order 1. We shall introduce two independent 
triangulations on Q, and Q2, respectively, and a mortar element method defined on 
the union of the two, generally nonmatching, triangulations. We assume that u* 
satisfies the local regularity conditions 
u* IQ E Hl+Ti(Qj) and 0 < Tj < 1 
for i = 1, 2. No global regularity of u* is assumed. 
As mentioned earlier a lot of work has been done in the area of nonoverlapping 
nonmatching grid methods. There are also several methods that use overlapping 
nonmatching rid preconditioners for matrix problems obtained from nonoverlapping 
discretization schemes; see [12, 15]. Some very interesting recent development in using 
overlapping nonmatching rid methods can be found, for example, in the papers of 
Kuznetsov [23], Blake [8], and Cai, Mathew, and Sarkis [10]. However, to the best of 
our knowledge, this is the first paper that provides an optimal error analysis for the 
overlapping mortar element method. 
To avoid unnecessary complications, we restrict our discussion to Poisson's equa- 
tion with zero Dirichlet boundary condition. The extension to the smooth variable 
coefficient case is straightforward. The paper is organized as follows. In section 2, 
we introduce some notations. The mortar element method and some implementation 
remarks are given in section 3. The analysis of the method is provided in section 4. 
Several technical lemmas, used in section 4, are actually introduced and proved in 
section 5. Section 6 reports several numerical experiments that are used to verify the 
theory on the accuracy. Three preconditioning techniques are proposed and analyzed 
in section 7. Section 8 contains some numerical examples supporting the theory of 
the preconditioning methods. A short conclusion is given in section 9. 
2. Model cases and function spaces. In this paper, we shall focus on two 
model cases that have different technical difficulties. The main theorem on accuracy 
holds for both cases; however, different proofs are needed. Most of our results can be 
extended to more general cases. 
Case R: The union of Q1 and Q2 is a rectangular domain, as shown in Figure 1. 
Case L: The union of Q1 and Q2 is an L-shaped domain, as shown in Figure 2. 
Before introducing the mortar element method in Q with nonmatching rids in the 
overlapping subdomains, we need to define some notations. First, let yi = &Qi nOQ, i 
1, 2, be the interfaces. For Case R we define 6 as the distance between the two 
interfaces, shown in Figure 1, and for Case L we assume 8 = 0(1). 
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FIG. 1. The subregions Qi 1, 2, are rectangles Qi x 4y. ~', ~y are of 0 (1). 6 is the size 
of the overlap. 
* Triangulations and finite element spaces. For i =1, 2, let 
Thi ={Khij 1 ...IMi} 
be a standard finite element triangulation in Q; see for example Figure 1. Here 
h-~.- . 
K. is a triangle and h - the mesh size. Mi is the total number of triangles. We 
3 71~~~ 
assume that they are shape regular and quasi uniform; see Ciarlet [14]. The two 
triangulations need not match in the overlapping region. Let Vhi = Vhi (Q) be the 
space of continuous piecewise linear functions on T hi which vanish on &Q n &Qi. For 
each node x4hi n T hi we denote by q)h (X) the usual basis function, i.e., qh5 (x) E Vhi, 
and qh4 (x) = 1 if x = Xh* and zero at all the other nodes. We define the support of 
a basis function by 
supp(ql *) supp(xl) {x| E Qi and 01 *(x) + O}. 
Note that supp(xl i) is an open set. We also need the space 
Xh = {(ul,u2)uIi E Vhi,i = 1,2}. 
We denote by VT0hi a subspace of Vhi containing all functions that vanish on aQi. 
* Trace spaces. We denote by Vhi (_Y,) the restriction of Vhi on eY. Let us denote 
by ai, a ,. ... a'. the nodes of Th (Qi) on eYj, and also denote by aO and a' +2 the 
two endpoints of -yi; see Figure 2(a) and Figure 3. We assume that if a' (or a'.+1) is 
a node of Th (Qi), then a= ail (or am. =a +.?1); see Figure 1 and Figure 2(a). It 
is important o note that for vi to belong to Vhi, vi must vanish at a' and a'm; see 
Figure 3(a) for an example of a function in Vhi (-Y2). 
* Trivial extension operators. For any r' E Vhi(^yi), we define a function 
denoted by Sir2 in Vhi(Qi) satisfying Sir2 = r2 at the nodes a', a ,...., a'*, and 
Sir' equals zero at the remaining nodes Of Thi. 
* Interface test function spaces. For i = 1,2, WVh, (-yi) denote the space of 
continuous piecewise linear functions on the grid a , ai,... , ai 1, ai?+i, subject to 
the constraints that these continuous piecewise linear functions are constants in the 
intervals [ai, a'] and [a' .-1, a .+1]; see Figure 3(b). 
* Mortars, mortar spaces, and slave nodes. The curve -yi has two sides. 
We refer to one of them as the mortar side and the other as the nonmortar side. In 
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* The solution space. We define the solution space Vh as follows: 
Vh = {(Ul,U2)|ui E Vhi, i = 1,2, u 1a1 = 7rl(U2 1l) andU2 = 7r2(Ull2)1 
Before closing this section, we need to make an important assumption under which 
the mortar projections are computable. 
Assumption 1. Let a' be a slave node on -yi; then 
supp(a)z n -j =0 for i 74 j 
and i,j = 1,2. 
REMARK 2.1. For Case R, the assumption implies that 6 > max{hi, h2}; oth- 
erwise the subdomains are not connected on the mesh level. For Case L, it means 
that the two darkened regions in Figure 2(b) do not intersect each other. Without his 
condition, the two mortar projections cannot be calculated independently. 
3. Overlapping mortar element methods. In this section, we introduce the 
overlapping mortar element method and discuss some implementation issues, such as 
the construction of basis functions in Vh. Our variational problem associated with 
(1) is defined by the following. Find u = (u1, u2) E Vh, such that 
(3) ah(u,v) = fh(V) VV = (vl,v2) E Vh, 
where the weighted bilinear form is defined as 
ah(u,v) = j Vu1 Vv1 dx + j Vu1 . Vv1 dx 
Q1 \Q2 2 Q1 nQ2 
+1 j VU2 VV2 dx +? VU2 VV2 dx 2 i nQ2 Q2\Q1 
and 
fh(v) = j fvy dx + - j fyv dx 
Q1 \Q2 2 Q1nQ2 
+ 1 f JV2dx + f V2dx. 2 J1 nQ2 Q1 \Q2 
The main motivation for defining the variational problem this way is that the 
resulting stiffness matrix is symmetric. We will show later that the space Vh is 
nonempty under Assumption 1. We remark that for matching overlapping grids, by 
identifying the nodes that are in the overlapping region, (3) reduces to the usual 
finite element problem associated with (1). In fact, (1) is well defined for continuous 
functions, and in this case it is equivalent to (3). 
Since vi vanishes on part of &Qi, i 1, 2, we can define a norm in Xh by 
IIVI12 = ah(v, V) 
It is easy to see that the bilinear form ah(., .) is bounded in the sense that 
(4) ah(U,V) < I|UIlhIlVIlh VU,V E Xh. 
For our estimate of the discretization error, we assume that 
u* E Hl+?l(Qi) x Hl+r2(Q2) 
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where 0 < ri < 1, for i = 1, 2. The main result of the paper is summarized in the 
following theorem. 
THEOREM 3.1. Assume that Assumption 1 is true. Then the exact solution u* 
of (1) and the mortar element solution u of (3) satisfy 
(5) ||u -U11h< C (h'i IIu*1 IIH1+-rl(Ql) + hI |U* II H1+12 (Q2)) 
where C > 0 is a constant independent of h1, h2, h1/h2, h2/h1, and 6. 
In the next few sections, we shall prove the theorem for both Case R and Case 
L, with slightly different techniques. We note that Vh C Xh. The selection of basis 
functions in Vh is not as trivial as in the usual finite lement case because the matching 
conditions have to be satisfied. As a result of the mortar mapping, some of the basis 
functions, near the interfaces, are not local functions, i.e., the support of the basis 
function covers all the elements that intersect he interface. 
Let Zi = xhi 1 = 1,..., Nhi } be the set of nodal points in Qi, not including 
boundary or interface nodes. Nhi indicates the total number of nodes in Qi. For each 
X recall that qhi (x) denotes the corresponding regular finite lement basis function. 
Let Z% = {x, 1 = 1,N.. .,AT} c Zi be a subset of nodes such that supp(xi i) n Vi + 0 
(for i + j). For each x hi E Zi, we define 
fhj= j(_j(OhiI_Yj)),J i 
Then, every function u = (Ul, u2) E Vh has a unique representation of the forms 
Ui = E u(xhi)qhl(X) + S U2(Xh2)/hl(X) 
xhl eZ1 xl CZ2 
and 
U2 u2(Xih2) Oh2(X) S ui(Xhl)Oh22(X). 
x1 eZ2 x1eZ x h2 CZ2 Xl h, Zl 
In summary, the basis functions have the forms 
_ (O>hl (X) 0) hifx E z, 
(Ohl(X) Oh41(x)) if xh Z1 
and 
Q: f (O, $1 2(x)) if xl2 E Z2 \Z2 
02 l (h2(X) qIh2(X)) if Xl2 E Z2. 
Note that the interface slave nodes are not accounted for regarding the degree of- 
freedoms. The total degree of freedoms is Nh1 + Nh2. The functions +/hi (x) (i = 1, 2) 
have to be precalculated by solving some small linear systems of equations determined 
by the mortar projection. Two additional linear systems need to be solved for finding 
the slave values. The numbers of unknowns of these two linear systems are equal to 
the numbers of the slave nodes on the interfaces. In the two-dimensional cases that we 
consider, the linear systems are always tridiagonal, symmetric, and well conditioned 
due to the nature of the mortar projection. 
We note that two equivalent formulations for overlapping nonmatching rids are 
given by Kuznetsov in [23]. One approach is based on a minimization principle and 
the other uses Lagrange multipliers. 
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4. Analysis of the discretization error. To analyze the discretization er- 
ror, we use the well-known second Strang's lemma, in Strang and Fix [27], for the 
nonconforming situation. Let u* and u be the solutions of (1) and (3), respectively. 
We have 
||U-Ullh u < inf (Hu* - Vlh + IU - VIh)- 
VCVh 
Here and below we use u* to represent (u* IQ1, U* Q2). Using the fact that 
V -1V - ah(U - V, U-V) = ah(U - v,u - v) + {fh(u - v) - ah(U, U-V)} 
and (4), we obtain 
IIU- Vflh ?IU - Vlh ?lfh(u 
- v) - ah(U* Uv)u I 
|U* -Vllh + sup fh(w) 
- 
ah(u, w) 
O#WEVh IWllh 
Therefore, 
(6) ||u-U Uh < inf 21u*| - Vl|h + sup fh (w) 
- 
ah( ,W) 
VceVh O#AWEVh IWl 
In the rest of this paper, we shall refer to the first and second terms of the right-hand 
side of (6) as the best approximation error and the consistency error, respectively. 
4.1. The best approximation error. Let us denote the subregion Qfh' as the 
union of all closed simplices IJ(1, where K11 E 7h1 and Kj1 belongs to Q1 n Q2. Let 
us assume that Assumption 1 holds; therefore, Qhl is a nonempty connected open 
subregion. Let Vhl(Qlh) denote the space of continuous piecewise linear functions 
on Qhl that vanish on &Ql \-yi. Let NH denote the discrete harmonic extension 
operator on Vhl(Ql) with boundary data on -Yi and zero data on &Qhl \_y1. 
Similarly, let us denote the subregion Qh21 as the union of all closed simplices Kj2 
where Kj2 E Th2 and K h2 belongs to Q2 n Ql. Let us assume that Assumption 1 
holds; therefore, Qh2 is a nonempty connected open subregion. Let Vh2(Qh) denote 
the space of continuous piecewise linear functions in Qh2 which vanish on aQlh\'y2. 
Let NH12 denote the discrete harmonic extension operator in Vh2 (Q ) with boundary 
data on Y2 and zero data on Qlh21 \Y2 
In the next lemma, we prove that the best approximation error is optimal. In the 
proof, we use several technical lemmas that will be discussed in section 5. 
LEMMA 4.1. Assume Assumption 1 holds. Then, for any u* E Hl+?i(Qi), i 
1,2, and 0 < T1,T2 < 1, there exists v = (V1,V2) E Vh such that 
(7) |U v -VIHi(Qj) < C (h1" IIU*1 |H i+-1(Qi) +h`2 ||U*I |Hl+-r2(Q2)) 
and 
(8) |U V21H1(Q2) < C (hpiu *fH 1i+1(Q1) +h2 ||u* IH1+?2(Q2)) 
Here the constant C > 0 is independent of h1, h2, h1/h2, h2/h1, and 6. 
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Proof We first construct w = (w1, w2) c Xh. Let wi be a continuous piecewise 
linear function defined in Qi by using the pointwise interpolation of u* at the nodal 
points of Thi. The standard interpolation theory [14] gives 
(9) JU* - 
iWJL2(Q,) 
?hiJu* -Wi 
H1(Q,) 
< Ch+riu i*U 0H1i(Q ), < T <?1. 
Note, however, that w f Vh, in general, since wi, i = 1, 2 do not vanish at the nodes 
{ail } and {am. }. Also, w does not satisfy the matching conditions across the interfaces 
-yi,i= 1,2. 
Let zi E Vhi be a continuous piecewise linear function that equals zero at the 
nodes ai and am. and equals wi at the remaining nodes of Thi. Thus, the piecewise 
linear function wi - zi is equal to u* (al) at a' and to u* (a' ) at a' .. Then by using 
Lemma 5.2 (to be introduced in section 5), we obtain, for 0 < ri 1, 
(10) wi(a') - zi(a)l = lu*(ai)l < ChTiIU* lHl+ri(Q.) 
and 
(11) lwi(ai) -zi(ai)I = ju*(ai )I < Chi'jju* jHi+i(Q.). 
Since wi - zi is equal to zero at all nodes of Thi except a' and a'i, we can use (10), 
and (11) to obtain, for 0 < ri < 1, 
(12) - wi-Zi ZL2(Qi) + hiwi - Zil|H1(Qi) < Chl?Ti+u*HH1+Ti(Qi)v 
and consequently, using a triangle inequality and (9), we obtain 
(13) I|u -ZiI|L2(Q.) + hilu* - ZilHl(Q ) < Chli+ 1iu* IlHl+T(Q,). 
Now Zi E Vhi (i = 1, 2), but z = (Zl, Z2) f Vh because the matching conditions 
across the interfaces are not satisfied. To match the interface values, we need to 
further modify zi. Let 
rl= rl(2(-Yl)) -Zl on -yi 
and 
r2 = r2 (Zl (-Y2)) -Z2 on 'Y2- 
We define the function v = (v1, v2) as 
vi = Zi +?7hiri, i = 1, 2. 
Note that Assumption 1 is used to guarantee the existence of 7H12r . Note also that 
Ntl,r1 (resp., Hh2r2) vanishes on -y2 (resp., yi). Since vi belongs to Vhi(Qi), for 
i = 1, 2, and they satisfy the matching conditions, v belongs to Vh. We next show 
that v satisfies (7) and (8). By the triangle inequality 
(14) -U VjiH1(Qi) < IU - Zi|H1 (Qi) + l1i2ri |H1 (Qi) 
The first erm above has been estimated in (13). For the second term, we use Lemma 
5.10 to obtain 
(1 5) lri IH11(Q) ? C ( 2 li/2 + ? r L2 ) 
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We bound HIr1IIL2Q.y), and similarly IIr2 JL2QY2), as follows: 
Ir ||L2(yi) = |1Z2 - ZiL2( 1) = ||Z2 - 2rlZl IL2(yi) 
?< rZ2 - 7r1U* IIL2(,l) + |IIrJZl - 7r1U* IIL2() 
A consequence of the L2 stability of Lemma 5.4 is that 
llrH|L2()l ) < 6112 - U IL2(Qy) + 61z1 - UIIL2(Qy). 
Using Assumption 1, we have that Z2 = w2 on 'yl Then 
IIZ2 - UIL2(7) = IIW2 - U IL2(y). 
According to the standard estimate for pointwise interpolation, we get, for 0 < T2 < 1, 
that 
(16) IIW2 - U* L2(7l) < Ch2/ I|IU |H1+r2(Q2) 
Thus, we have obtained 
(17) |71Z2 - 7rlU IIL2(yl) < Ch ||U*IlH1+T2(Q) 0 < T2 < 1. 
We also have 
IF7T1Zi - 7FU IIL2(yl) < 61Z1- U IIL2(yi) 
and therefore, by using a triangle inequality, 
||Zj - U 1IL2(-yl) -< IlWl U*IIL2(,1) 
+ U*(aa)q' + u (a al a1 L2 Qyj ) ml L2 Q-yj) 
Using the above estimate, together with (10), (11), and (12), we arrive at 
F7lZi - 7rlU IIL2(yl) < Chl 2+rU IIHH1+r1(Q1)) 0 < Ti < 1. 
This implies 
2 
(18) 11rilIL2(i) < CZ h/ 2+ri IIU*H1?+i(Qi), i = 1,2. 
We next bound I r IIH1/2 (), and similarly II r /H2(.)). We use the Ho0 stability 
of Lemma 5.4 to obtain 
I rHH1/2) ? 17l2-I1 H/2(y ? ~1FlZl - 7FlU*IH1/2(.Yl) 11IlH 00 (-Y1) - 1  rlZ2 - TlU I IHOO (-11) + 00Z-T1 I12 
< C II2 -U IuH1/2(,) + 61zli- U IIHH1/2 
Now with (13) we get 
2 
(19) IIriIHi12(Yi) < CEhiIIuHII1+Ti(Q,) i = 1,2. 
i=l1 
Finally (7) and (8) follow immediately from (14), (15), (18), (19), and the fact 
that 6 is larger than max{hi, h2}. 1 
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4.2. The consistency error. The consistency error can be estimated rather 
easily. For a smooth u*, by using Green's formula and that -Au* = f in the L2 
sense, we obtain 
fh(w) - ah(u, w) = (f + Au*)wl dx - % (wi)ds 
+ L (wi)ds + j(f + AU*)W2 dx /- (W2)ds + au (W2)ds 2 2 On 2 2 On 2 ~~~~~On 
if t1ua2 an[w]ds (W2 - wl)ds + 2 U( -w2)ds, 
2J1UYpy2 On2 1On2 2O 
where au* denotes the normal derivative of u* with the unit vector n pointing to the 
outside of Qi n Q2. Later, we use the density argument (Grisvard [19]) to estimate 
fh(w) - ah(u,W) for any u* E H1(Q). 
We summarize the result in the following lemma. 
LEMMA 4.2. Let u* E Hl+ri(Qi) O < Kri < ,i = 1,2. Then there exists a 
constant C > 0 independent of 6, hi, and u* such that 
spI 1U72 an [W]I< C(hi1ju* 1H1+-,(Q1) +?h'2Iu IUH1+r2(Q2)) 
O?-wCV~h ~ 
Proof. We derive a bound for the consistency error on 71. The bound on '72 can 
be obtained in a similar way. Let w = (wl, w2) e Vh; we have 
.YiJ 0 (W2- wl)ds = J (W2 -W2)ds 
and by using the definition of the mortar mapping (2), we also have Vo e VVh, ('71) 
I (W2 - 7lw2)ds W= -) (w2- lw2)ds 
< 
__ - 11W2 - 7F1W21HH1/2 (,y) 1 n [H1 /2(_yl)] / 
< -r ( I 0 H21/2(71) + ?IW111H1/2(?y) 
Applying the trace theorem for w, we deduce that 
IJ (W2 wl)ds <? CIwIlh inf -11 'V 
Ol An +w'CVVh1Q) A [H1/2Q1)]/J 
With the help of Lemma 5.1 (or Lemma 4.1 of Bernardi, Maday, and Patera [7]), we 
obtain 
Ou Ou* c ] (W2 - wl)ds ? Chf1 IWHlh < hijWHjhjjU*11H1?r(Ql). 
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5. Technical lemmas. In this section we discuss several technical estimates. 
We formulate and prove some of the lemmas in a way that is more general than 
needed in this paper since we believe their applicabilities go beyond this paper. 
The proof of the following lemma can be found in Bernardi, Maday, and Patera 
[7], although their definition of the mortar mapping is slightly different from ours for 
Case L because of the two extra intervals [a, a'] and [a', ami+]. Their proof also 
holds here because the lengths of the intervals [ait a'] and [a'.1, ami+1] are O(hi); 
we do not include the proof here. 
LEMMA 5.1. Let i be the orthogonal projection from L 2(yi) onto VVh% (7y). Then, 
for any 0 < ,T < 1, the following estimate holds for any v E Hi ('i): 
|IV - ftiVIIL2(y.) + hT /2 |V- < hiVI[HV/2( V)]H ? i(y)- 
As a consequence, 
inf {OV - <1[H112(y)]/ ' Ch 1/2TriHVHHi(-y) 
'OEWhi (-Yi) 
Here C > 0 is independent of hi. 
The next lemma is useful only for Case L. Let us restrict our arguments to Ql, 
a similar argument applies for Q2. Recall that in the definition of the finite element 
space Vhl (Q1), we insist that the functions vanish at two interior points a' and a' 
which is a bit unusual in the classical finite element theory. Due to the following 
lemma, we show that the interior zero points do not affect he second-order (or 1 + Ti- 
order) accuracy of the overall discretization. 
LEMMA 5.2. Let Q, be a bounded open subset of R2 with a piecewise C0o1 boundary 
9Q%. Assume that the aspect ratio and the size of Q1 are both 0(1). Let v C 0Q1 be 
a C1'1 (differentiable Lipschitz) curve with end points A and B. Also let 71 C v n OQ 
be an open nonempty connected curve with end points A and xo. Then for any u E 
H'+`1(Q1), 0 < Ti < 1, that vanishes on oQ, we have 
(20) lu(x)I < Cd jjujHH1+rl(Qj) Vx E v. 
Here dx is the arc distance of the point x to ?7 along the curve v. The constant C > 0 
does not depend on u, xo, and x but in general depends on the Lipschitz constant of 
%Q. 
Proof. If x E 7j, then u(x) = 0 and (20) holds trivially. Let us assume that 
x E v \ 7j. Let z(x) be a point in the interior of 7? such that 
d(z(x), xo) < d(x, xo) = dx. 
We shall first assume that u is a smooth function and then pass it to any functions 
in Hl+? (Qj) using the classical density argument; see, e.g., Grisvard [19] or Lions 
and Magenes [24]. Now let u E C'(Qi); then 
rx 
u(x) = u(z(x)) + u (s)ds. 
Since u(z(x)) = 0 and u'(s) = 0 on s E 7', we have 
( x 
u(x)= u/(s)ds. 
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Using the Schwarz inequality, we have 
x 
(21) IU(X)I < JIU/(s)Ids < d 12 IUI HI(,). 
With the fundamental theorem of calculus, we have 
u'(s) = u'(z(x)) + 1 u" (t)dt, 
z(x) 
and using that u'(s) = 0 on s c 77, we get 
xx rs u(x) - J u (t)dtds. 
0 z(x) 
By using the fact that u" (y) = 0, y C 'q, the Schwarz inequality, and that d(xo, z(x)) < 
d(x,xo), we obtain 
(22) Iu(x)l < Cd(x, Xo)32 I UIH2(V). 
We obtain the estimate in Hl+T1 (v) by interpolating the H1 (v) estimate (21) and 
the H2(v) estimate (22) (Lions and Magenes [24]). Thus, for 0 < Ti < 1, 
(23) Iu(x)I < Cd/ 2+TlHuHH1?ri(V). 
With the usual density argument, the above estimate holds for any u c Hl+Tl (v). 
Finally, to obtain (20) from (23), we consider two cases, 1/2 < T1 < 1 and 
0 < Ti < 1/2, separately. 
For 1/2 < Ti < 1, we use the trace theorem for C0o1 (differentiable Lipschitz) 
curve (see Theorem 1.5.2.1 of Grisvard [19]), which gives 
|u(x)l < Cd'HIIuIHH1/2+l(,) < Cd'lHIUIIHI+-l(QI). 
For 0 < Ti < 1/2, it is known that the continuous function space is embedded 
into Hl/2+Tr (Q1). Using that u vanishes on 77, we can use the Bramble-Hilbert lemma 
and scaling arguments to obtain, for 0 < T1 < 1/2, 
u(x)| < Cd IIUIIHu+?l(Q) Vu C HI + (Q1). 
The last arguments can be found in detail in the proof of Theorem 3.3 in [31]. 0 
REMARK 5.3. We remark that we use the above lemma by taking xo = aO (or 
xo = al 1+i) and v as an edge of an element Kj' of Thl (Q1) that contains a and 
a'. The lemma is useful only when a' :A al, and therefore (using the definition of a' 
and al) a' belongs to the interior of v. 
We next show the boundness of the mortar projection in two different norms. 
Since the mortar projection is, in some sense, close to the regular L2 projection, the 
L2 bound is rather easy to obtain. It is a bit involved to obtain its Ho/2 bound. 
LEMMA 5.4. The mortar mapping 7ri is bounded in L2Qy), i.e., 
(24) 
1r7iW||L2(,,) 
? \/|WHL2(yi) Vw C L2 
and 7ri is also bounded in H~O2(Vy), i.e., 
(25) H1 iWIHHI2(Y.) ? C1WHH/2 /2 VW C HOO (i), 
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where the constant C > 0 is independent of hl, h2, hl/h2, h2/hl, and 8. 
Proof. Let us consider the proof for wr. The proof for r2 is similar. Using (2) and 
taking b, here denoted by v, which equals to r,w at the nodal pointsai a,... ,al 
we obtain 
7FlWI1L2(2i) ? (7lW,V)L2(-Y) = (W,V)L2(yy). 
Using simple calculations, we have 
IIVI1L227 < 6117F1WI1L2(7 
and (24) follows easily. We next estimate the Ho/ bound. Let w E H (7y1). By the 
triangle inequality and then the inverse inequality, we have 
(26) ||7rlwH 1/2( ) < C (h -IrIw - Qhlw +2Qi) ? lQh1WIIHH/2(Y)) 
Here Qh1: Vh2(71) _ Vhl(71) is the usual orthogonal L2 projection. Note that 
71lQh,w = Qh,w. Therefore, using (24) we have 
(27) lir1w-Qhlw112( 
,) 
= W - 7r1QhlwH12(1) < CIw - 
QhiwIIL2(_1). 
The next step is to bound Iw - Qh,wIIL2(_1). Now we follow the proofs of Theo- 
rems 3.2 and 3.4 of Bramble and Xu [9]. Let us denote by 1h, the usual nodal value 
interpolant on the grid a al, al,... , al a1+l . The interpolator is well defined in 
H ('71). Let us denote by /a1 the standard basis functions associated to the continu- 
ous piecewise linear functions on the grid al, al, al,..., al1, al+. It is easy to see 
that 
W-W (al ( a - w(aml )ai 
belongs to Vhl (71). Therefore, 
IW- QhWIIwL2(Ay) <? W - WIIL2(_Y1) 
<Hw |- IhWlIL2(yl) + 11w(al)kal 1IL2(y1) + llw(a, )Oal1 IIL2(,y)& 
Since 1h, W is well defined for w E H1(71), by using a well-known result of Ciarlet 
[14] we obtain 
|I W _ Ih, WII L2 (,y) < Chi IWIHI(y,)- 
Using that w vanishes at al and a 1+l, we have 
Iw(a1)I < Ch'12 WIHI(,) and lw(a1 )I < Ch'12WH 
and then obtain 
(28) Iw- Qh1w IL2(ai) < Chi wWH1(71). 
Using that Qh, is a L2 projection, we have |w- Qh,wIIL2(_) < 21WIL2(.1). Then 
by the interpolation procedure we obtain 
(29) iw- Qh1WHIL2(ey) < Ch, ||W||Hi/2( ). 
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The next step is to show that 
(30)~ ~ ~ ~~IQ1IH(1 CIWIH1(,-y) . 
Let wo = w on [a ,a1] and [a1 ,al +1], and wo = w(ai)Oal(x) on [a',a'] and 
wo = w(atl)>ai (x) on [al11, al 1], and zero at the remaining points of 71. Hence, 
IQhlwiH(12 ) < 2 (IQhi(w - wo)I l(_1) + IQhlwoIHl(Y)) 
By using an inverse inequality, the L2 stability result (24), and the definition of 
wo, we have 
IQhl Woll(al ) <2 Qh, WO lIL2 (ali) < 2lW lL2 (-Y)< 2(W| L2 (ao al 
+|lw(al') Oa 1112(a, + llw(a 
I 
)Ofal llL2(a 1 lal 1)+ IIWI1L2( 1,l1+) ?Hw(a~ba~ L2(al,al) ? ( ) m ~L2 (ai  W2 (ai ,a~? 
< CIWI12(1 
In the last inequality, we use (21), which holds for functions w that vanish at al and 
J1 ' am +l - 
Note that Qh1 (w-wo) = Qh, (w-wO), where Qhi is the standard L2 projection in 
the space of piecewise linear functions defined on the grids al, al, . . , al1 and vanish 
at the end points al and a1 . Hence by using standard results of the L2 projection 
and some previous arguments we obtain (30) by 
_ h(WWO) 12 1) < CIW _WOI12 1) < C|W|1271 
+C (llw(a qy L2(al'al) + llw(amrn>;4 L2(ai val i)) ? CIwI1(71) 
We then use (30), the L2 stability of Qhl, and an interpolation procedure to obtain 
(31) ?|QhlW112 12(_) < C|W|HO1/2( ). 
The inequality (25) follows from (31), (29), (27), and (26). [ 
To simplify the discussion of the next lemma we assume that Q, = (0,1) x (0,1) 
is a unit square with sides parallel to the coordinate axes. The result of the following 
lemma can be extended to any Lipschitz regions by using the techniques developed in, 
e.g., Necas [21]. Let the x-coordinate of '71 equal 1. Let 1F6 c Q1 be the set of points 
that is within a distance 6 of '71 and define C = 0I76 n Ql. Thus the x-coordinate of C 
equals (1 - 8). 
LEMMA 5.5. There exists a constant C > 0 independent of 6, such that 
(32) IIWIIL2(() < C (IIWII2(_,1) + &IWIH1 (F8)) 
and 
(33) IIWIIL2(() ? C ( HIwI1(F5 ) + AIIwIIL2( W)) 
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hold for any w C H1 (Q1). 
Proof. By using the fundamental theorem of calculus we have 
w(l - 6, y) = w(1, y) ,w (s, y)ds. 
Squaring both sides and taking the integral in y from 0 to 1, we obtain 
j(w(1 - 6 y))2dy < 2 j(w(1, y))2dy + 2 (j ((s, y)ds) dy. 
Now using the Schwarz inequality on the last term, 
j (w(1- 8, y))2dy < 21 (w(1, y))2dy + 2 8 (1 (6 (Si )) ds dy, 
and (32) follows. To prove (33), we note that for x E (1 -6, 1), 
w(l - 6, y) = w(x, y) - J;1; (s, y)ds, 
which implies, by squaring both sides and using the Schwarz inequality, that 
(w(l - 6, y))2 < 2 (W(X, y)2 + 8j (Oa (s y)) ds). 
The proof of (33) is now had by integrating this inequality over (1 - 6,1) x (0, 1). [ 
REMARK 5.6. A similar estimate plays a very important role in the study of the 
optimal convergence of the overlapping Schwarz methods with small overlap; see Dryja 
and Widlund [17]. 
The next two lemmas are devoted to Case R. For a given overlap 6, we introduce 
a finite element triangulation of size 0(6) on Ql. More precisely, we let T6(Q1) be a 
triangulation of Ql, which may or may not be nested with Thl (Q1). We assume the 
triangulation is quasi uniform with size 0(6) and V6(Q1) is the space of continuous 
piecewise linear functions on the triangulation T6(Q1). We denote by y6 the set of 
nodal points of T6(Q1) belonging to 51i Following Dryja, Sarkis, and Widlund [18], 
we define an interpolation operator I' : Vhl (Q1) -* V6(Q1) as follows. 
DEFINITION 5.7. Given w E Vhl (Q1), define w6 = I.1w E V6(Q1) by the values 
of w6 at two types of nodes of T6(Qi): 
(i) For an interior nodal point P E T6(Qi)\-y6, let Tp C T6(Q1) be a 
triangle with P as one of its vertices. We define w6(P) as the average 
of w over Tp, i.e., fpwdx/f ldx. 
(ii) For a boundary nodal point P E y6, let ip E T6(Ql) be a triangle 
with P as one of its vertices and having an edge on yi. We de- 
fine w6(P) as the average of w over -p n -1, i.e., the line integral 
frp- wdsl frJnw Ids. 
LEMMA 5.8. There exists a constant C > 0, independent of 6 and hl, such that 
(34) 11(I - 16M)wL2(Q1) < C 6 IWIH1(Q1), 
(35) ~~~~1I6 WIH1(Q,) ?_ C IWIHI(Q,i) 
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and 
(36) ||I6 WH1L2(yI) ? C IIWIIL2(,y) 
hold for any w c Vh (71). 
REMARK 5.9. A proof can be found in the paper of Dryja, Sarkis, and Widlund 
[18]. The interpolation operator I6' is used only as part of the proof of the next 
lemma, not in the implementation of any of the algorithms proposed in this paper. 
For the next lemma, let' us assume that C is aligned with the hl-grid, and let 'H( 
be the hl-discrete harmonic extension operator in Vhl (r6) with boundary data on '71 
and zero data on F76\7y1. Also, let X1l be the hl-discrete harmonic extension operator 
in Vhl (Q1) with boundary data on '71 and zero data on aQ,\71. 
LEMMA 5.10. There exists a constant C > 0 independent of 6 and hl, such that 
(37) 1 H (F,) < C I/ 2(,Y) + W6 L2(_y)) 
for any w E Vh1 (71). 
Proof. Using a triangle inequality, we have 
7w6i(p6 < 2 V1H(w _-6 IW) 1(2 ) 21HIJ6W~12(6 = 2I, ? 212. I1 W|H1 (r, ) <2I1 (WI )|HI (r,5 ) + 2|1 Isw|HI (r.5 ) = I I 
Let 06 be a smooth function with values equal to one on '71 and to zero on Q1\1F6. Let 
Ih1 be the usual pointwise piecewise linear continuous interpolation operator. Using 
the fact that the discrete harmonic extension has minimal energy, 
II < Ih/ (0('Hlw -I 
X ))12 
? C (X1W - I, X1 W I J1 (Q1) + 62 IiW- 16 WIL2 (P)). 
In the last inequality, we used the standard estimate as in the additive Schwarz theory 
(see, e.g., [17]). Finally we use (34) and (35) to obtain 
I, < CIH1WI1(Q1) < CIIWIH12(yi) 
Using again that the discrete harmonic extension has minimal energy, and estimating 
(36), we obtain 
12 ? C , (Ie'w)2(Xk) < L2 
I6 
Xk I I 
The proof of the lemma follows immediately. [ 
REMARK 5.11. This lemma is used only for Case R. 
6. Numerical experiments: Accuracy. To support the accuracy theory de- 
veloped in the last few sections, we conduct some numerical experiments. We consider 
only Case R, and the problem domain is shown in Figure 1. In all tests, we assume 
that the exact solution u has the form 
u*(x, y) = (sin(irx) + sin (i2 )) sin(7ry) 
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TABLE 1 
The initial grid on Ql is 6 x 5 and on Q2 is 5 x 4. The element sizes are hl = 0.2 and h2 = 0.25. 
6 = 0.45. In row 1, the number in parentheses is the ratio with the number in row 1 - 1. The ratio 
indicates the order of the accuracy of the discretization. 
L2 LOO H' L? (Ve) 
1=0 8.629D-02 0.1375 1.363 1.717 
1=1 2.274D-02(3.79) 3.754D-02(3.66) 0.7108(1.92) 0.8686(1.98) 
1=2 5.905D-03(3.85) 9.469D-03(3.96) 0.3569(1.99) 0.4346(2.00) 
1=3 1.480D-03(3.99) 2.375D-03(3.99) 0.1785(2.00) 0.2172(2.00) 
1=4 3.704D-04(4.00) 5.945D-04(3.99) 8.927D-02(2.00) 0.1086(2.00) 
1=5 9.264D-05(4.00) 1.486D-04(4.00) 4.463D-02(2.00) 5.429D-02(2.00) 
TABLE 2 
We fix the refinement to 1 = 5, i.e., hi = 0.2/32 and h2 = 0.25/32. The grids are (160 + 
ovlp) x 160 and (128 + ovlp) x 128. 
L2 L?? H' L? (Ve) 
ovlp = 1 9.159D-05 1.415D-04 4.462D-02 5.429D-02 
ovlp = 2 9.158D-05 1.415D-04 4.463D-02 5.429D-02 
ovlp = 4 9.170D-05 1.417D-04 4.462D-02 5.429D-02 
ovlp = 8 9.190D-05 1.421D-04 4.462D-02 5.429D-02 
ovlp = 16 9.220D-05 1.435D-04 4.463D-02 5.429D-02 
ovlp = 32 9.264D-05 1.486D-04 4.463D-02 5.429D-02 
and Q = (0,2) x (0,1). We denote Q? = (0,1) x (0,1), Qo = (1,2) x (0,1), and 
the computed solution u (u, U2) E Vh. Let Ih, be the pointwise piecewise linear 
interpolation operator in Thi. The error that we report in this section is defined by 
e = (el, e2) (Ihlu* - Ul, Ih2U - U2). 
Our theory applies only to the H1 norm, but three discrete norms L2, L?, and H1 
are used to measure the numerical error. More precisely, we use 
IIeIjL2(Q) = Iel1L2(Qo) + IIe2II12(QO). 
Similarly, we can define IIejjH1(Q). 1IejIL (Q) is given as 
IejILOO(Q) = maX{IIeIILOO(Ql), IIejjL(?(Q2)}. 
The refinement is done by simply cutting each triangle into four equal triangles. We 
use 1 to denote the level of refinement. 
In the first test case, we take h1 and h2 close to each other. We choose Q, = 
(0, 1.2) x (0,1) and Q2 = (0.75, 2) x (0,1). The overlapping size is fixed to 6 = 0.45. 
The initial mesh (i.e., 1 = 0) sizes are h, = 0.2 and h2 = 0.25, which translate to two 
nonmatching rids of 6 x 5 and 5 x 4. The results are summarized in Table 1. Five 
levels of uniform refinements are performed. One can see clearly that the method is 
of first order in H1 (Q) and of second order in L2 (Q). 
We next examine the dependence on the overlap. We fix the mesh sizes at h1 = 
0.2/32 and h2 = 0.25/32, i.e., the refinement level 1 = 5. Let ovlp be an integer 
denoting the number of elements in the x direction in the overlapping region; we let 
ovlp go from 1 to 32. The results can be found in Table 2. As predicted in Theorem 
3.1, the accuracy is independent of the overlap. 
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TABLE 3 
We fix the overlap 6 = 0.275. The initial grid is 6 x 5 and 5 x 4. Shown is the error on Ql and 
Q2 when we refine both grids uniformly with different level of refinement denoted by IQ1 and 102, 
respectively. 
| L L?? H' L? (Ve) 
error in Ql 
3Q, = 3 0 IQ2-? 3.059D-02 7.890D-02 1.538 0.6549 
IQ1 = 4, lQ2 = 1 8.126D-03(3.76) 2.238D-02(3.52) 0.6592(2.33) 0.3942(1.66) 
1Q1 = 5, lQ2 = 2 2.119D-03(3.83) 6.177D-03(3.62) 0.3070(2.14) 0.1417(2.78) 
error in Q2 
1Q1 = 3, lQ2 = 0 4.732D-02 9.488D-02 0.3460 1.2002 
1Q1 = 4, lQ2 = 1 1.294D-02(3.66) 2.596D-02(3.65) 0.1754(1.97) 0.6110(1.96) 
1Q1 = 5, lQ2 2 3.310D-03(3.91) 6.709D-03(3.87) 8.646D-02(2.03) 0.3095(1.97) 
Instead of using the same level of refinement in both subdomains, we experiment 
with a different level of refinement denoted by 1% and IQ2* We also measure the error 
separately in Q, and Q2. We start with the same initial mesh (6 x 5 and 5 x 4) and 
refine three times in each subdomain with levels equal to lQ1 = 3, 4, 5, and IQ2 = 0, 1, 2. 
The results are provided in Table 3. 
7. Additive Schwarz preconditioners. The linear system of equations cor- 
responding to (3) is usually large, sparse, symmetric positive definite, and ill con- 
ditioned. Preconditioning is necessary if iterative methods are used to solve it. In 
this section, we introduce several additive Schwarz preconditioners. A good introduc- 
tion on the abstract additive Schwarz method (ASM) and its theory can be found 
in the book by Smith, Bj0rstad, and Gropp [28]. The key element of the abstract 
ASM theory is the introduction of a bounded decomposition of the finite element 
solution space Vh. Three such decompositions will be discussed in this section. Some 
numerical results are given at the end to support our theory. 
7.1. An additive Schwarz method based on the harmonic extension 
(ASHE). We first introduce a method that uses discrete harmonic extensions in the 
overlapping region. The subspace decomposition is given by 
Vh = 1V1 +?22 V12VV0 (Q1)) 
V2=Vh2(Q), 
where the interpolation operator 11 Vohl(Q1) - Vh(Q) is given as follows. For 
V1 C Vohl(Q) we define ?E1v1 c Vh(Q) by 
J in Ql(interior, zero on yl), 
Tlv= 7 1r2V1 on 'Y2) ( 7h2 r2v1 in Q2, 
and the interpolation operator 12 Voh2 (Q2) - Vh(Q) is given as follows. For v2 E 
oh2(Q2) we define 12v2 C Vh(Q) by 
V2 in Q2(interior, zero on y2), 
12V2 7 V2 on y1, 
12 7rl V2 in Q1. 
Let the bilinear forms bi(ui,vi): V hi(Qi) x Vhi (Qj) - , i = 1, 2, be defined by 
(38) bi(ui,vi) = ai(ui,vi) j Vui Vvi dx. 
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The subspace projection operator Ti Vh(Q) Vhi (Q0i) i = 1, 2, satisfies 
bi(Tiu, v) = ah(U, ?iV) Vv E Vh (A) 
Now we define the operator Ti Vh(=) -* Vh(Q) and let 
T = T1 +T2. 
To analyze the spectral condition of the operator T, we use the abstract ASM 
theory. The following lemma is a slightly modified version of the abstract ASM 
lemma in Smith, Bj0rstad, and Gropp [28] for two overlapping subregions with no 
coarse space. 
LEMMA 7.1. Suppose the following three assumptions hold: 
(i) There exists a constant Co such that Vu C Vh(Q) there exists a de- 
composition u =, ?E Ui, Ui C V0hi (Qi), with 
2 
bi(ui, ui) < C02ah(u, u). 
i=l1 
(ii) There exist constants cij, i,j = 1, 2, such that 
ah (Tiui, Ij Uj ) < cij ah (ii,i )/ah (IjUj, TjUj )1/2 
Vwi E c i (QA) Vuj c Vo 3 (Qj). 
(iii) There exists a constant w such that 
a h(1i Ui, 1i Ui) < w bi (ui, ui) vu E io (Qi) I i = I1, 2. 
Then, T is invertible, ah(Tu,v) = ah(u, Tv) Vu, V C Vh(Q), and 
(39) C 2ah(u, Uu)< ah(Tu, u) < (p(S)w)ah(u, u) Vu c Vh(Q). 
Here p(S) is the spectral radius of 8, which is a 2 x 2 matrix made of {cij}. 
We estimate the condition number of T in the next theorem. Both Case R and 
Case L are considered. For Case R, we define the overlapping size 6 as usual, and for 
Case L, we assume that 6 = 0(1). 
THEOREM 7.2. Assume that Assumption 1 holds. Then 
c&ah(u,u) < ah(Tu,u) < Cah(u,u) VU C Vh(Q), 
where c > 0 and C > 0 are constants independent of hi and 8. Therefore if the overlap 
is sufficiently arge, i.e., 6 = 0(1), the preconditioner is optimal. 
Proof. We follow the abstract theory stated in Lemma 7.1. We need only to verify 
the three assumptions. 
Assumption (i). Given v (vl, v2) E Vh(Q), we define ui E V0hi(Qi) as follows: 
Ul1V V 1-72 - 12 (7r1v2) in Q1 
and 
U2 V2-7H2 v2 = V2-7_- 2 (7r2v1) in Q2. 
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It is easy to check that u, E V0hi (Qj) and that v = 1lu1 + 12u2, since 
Iiui?1uH- - V + Hh- = v1 in Q1 
12 7r2V1 + V2-7_H2 v2 = v2 inQ2. 
For i = 1, 2 we have 
(40) ai(ui, ui) < 2 yai(vi, vi) + a(QH1vi, h21vi)) ? ,, ai(vi, vi). 
To obtain the last inequality, we use Lemma 5.10 and the standard trace theorem 
IH12Vhj H(hi() < C (lvil l ,2 ()+ Vi 2 () < ai (Vi, Vi) 
Note that the above inequality holds for Case L with 6 = 0(1). From (40), we obtain 
C02= C/8, since 
bi(ul, ui) + b2(u2,)u2) < ? ah(u, u). 
Assumption (ii). It is easy to see that p(S) < 2. 
Assumption (iii). We prove for i = 1. Let u1 E Vohi (Q1). Then 
ah(I1u1l, 1Ul) < 2ai(ul, ul) + 2a2 Hh2(72U1), Hh2 (72U1) - 
To bound the second term, we again use Lemma 5.10, which implies that 
2 (7r2U1) lH (Qh2) < C (C 7r2u1 H1/2 (.Y) + E1I2U1IIL2 (Y)) 
To bound jI7r2u1I Hi/2(Y2) we apply the Ho62 stability result of Lemma 5.4 
II7r2U 112 / 2( < CIIU11I1/2( < Cal (ul, ul). 
To bound VI7r2u1IIL2(2), we use the L2 stability result of Lemma 5.4, 
LU72U1 IIL2(Y2) ? Cul II2(.Y2), 
and we use the fact that ul vanishes on -Yl and by Lemma 5.5 we have 
IU1 L2Qy2)  < C bi (ui, ui) 
Therefore w = C, which appears in the above inequality. [ 
REMARK 7.3. We remark that if the overlap is sufficiently large, i.e., 6 0(1), 
then the algorithm is optimal in the sense that the convergence rate is independent of 
the mesh parameters h1 and h2. The large overlap condition is satisfied automatically 
for Case L. 
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7.2. An additive Schwarz method based on the trivial extension (ASTE). 
We propose another additive Schwarz method in which the harmonic extension op- 
erator used in the previous subsection is replaced by a trivial zero extension. This 
method is computationally cheaper and easier to implement. Let us recall the defini- 
tion of the trivial extension operators. For i = 1, 2 let Siri Vhi (Ti) V'i (Qi) be 
the zero extension of r2 to Qi; i.e., Sir2 - ri at the nodes a2, a3,.. . ., -, and Sir' 
equals zero at the remaining nodes of Thi. 
The subspace decomposition is given by 
vh = 1V1? + 12V2 V V0hl (Qi), V2=Vh2(Q), 
where the interpolation operator ?1 V0hl(Q1) - Vh(Q) is given as follows. For 
v1 C Vhl (Q1), we define Iivi E Vh(Q) by 
rl v1 in Q1, 
Tliv= 7 ir2v1 on Y2, 
62ir2v1 in Q2, 
and the interpolation operator 12 V0h2 (Q2) __ Vh(Q) is given as follows. For V2 i 
V h2(Q2), we define 1?2v2 E Vh(Q) by 
V2 in Q2, 
12= r 1 v2 on yi, 
S17r1v2 in Q1. 
The bilinear forms bi(ui, vi) V0hi (Qi) x V0hi (Qi) -* , ,i = 1, 2, are defined the same 
as in (38). We define the projection operator Ti: Vh(Q) Vhi (Qi), i = 1, 2, by 
bi(Tiu, v) = ah(U, 1iV) VV Avh(Q) 
Now we define the operator Ti = 7lij Vh(Q) =T Vh(Q) and let T = T1 + T2. The 
spectral bounds of T are estimated in the following theorem. Again, for Case L, we 
assume 6 = 0(1). 
THEOREM 7.4. Assume that Assumption 1 holds and let h = min{hi, h2}. Then 
chah(u,u) < ah(Tu,u) < C Hah(u,u) VU E vh(Q), 
where c > 0 and C > 0 are constants independent of hi and 8. 
Proof. We only need to verify the assumptions in Lemma 7.1. 
Assumption (i). Given v = (vl, v2) E Vh(Q), we define ui E VOhi (Qi) as follows: 
U1 =v 1- Sv1 = V1-El(7r1v2) in Q1 
and 
U2 =v2-S2V2 = v2--2(7r2vl) in Q2. 
It is easy to check that Ui C VOhi (Qi) and that u = 21ul + 12u2. It is straightforward 
to show that 
bi(ui,ui) <h ai (vivi) < Ch (V,V) 
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and therefore CO = C/h. 
Assumption (ii). It is easy to see that p(?) < 2. 
Assumption (iii). We discuss only the case i = 1. Let u1 E 0h1 (Qi). Then 
ah(Ilul ,1u1) < 2 (a,(ul, ul) + a2(82(r2u1), 82(r2ul))) - 
Using an inverse inequality and the L2 stability result of Lemma 5.4, we obtain 
a2 (2(2r2U1),82(ir2U1)) < h7 HIU2U1IL2Q(2) < h IIUl L2(72 
Recall the fact that ul = 0 on -Yl, and using Lemma 5.5 we have 
I1IL (-Y2 ) H CI1H(Q,nQ2) 
Note that for Case L, 6 can be replaced by 1. Therefore, 
ah(I1u1,I1u1) < C + bl(ul,ul). 
Similarly, we can get 
ah(12u2,12u2) < C hb2(U2,U2). 
Thus, we can take w = C 6/h. [ 
REMARK 7.5. The algorithm is not optimal, and both lower and upper bounds 
are dependent on h and the overlapping size 8. However, the algorithm is easy to 
implement. A slightly improved version of the algorithm is given in the next subsection. 
A comparison with ASHE is given in section 8. 
REMARK 7.6. The upper bound depends on 6 in a rather bad way, i.e., it increases 
when the overlap increases. This also shows up in the numerical examples. 
REMARK 7.7. We note, however, that the lower bound for Case R can be improved 
from Ch to Ch/(1 - 6) for large overlap. For the proof we use (32) to obtain 
S1V Hl(Q1) ? C+ 1L2(yl) < Ch- |V2|L2(yl) < C h IV2HII1(Q\Q1). 
7.3. A method based on a modified trivial extension (ASTEI). Both 
the upper and the lower bounds of ASTE depend on the mesh parameters. Here we 
propose a modification of the bilinear form bi(., -) and as a result the upper bound 
becomes independent of the mesh parameters. We assume the subspace decomposition 
is the same as in the previous subsection. Here we modify the bilinear forms; i.e., 
bi(ui, vi) V0hi (Q) X Vhhi (Qj) ,i - 1,2, are now defined by 
bi (ui, ui)-I + h2 a, (ul, ul) + h E: ul( 
and 
b2(U2)U2) _ (1 + hi ) (U2)U2) + hi E U2 
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Here D h' (i =8 j) denotes the set of mesh points x in the triangulation fThi, such that 
supp(x) n yj 0. 
We define the projection operator T2: Vh(Q) 3 Vhi (Qi), i =1, 2, by 
bi(Tiu,v) =ah(U,?EiV) VV E vo(i)- 
Now we define the operator Ti Vh(Q) - Vh(Q) and let T = T1 + T2. 
THEOREM 7.8. Assume that Assumption 1 holds. Then 
c ? + ) ah(U, U) < ah(Tu, u) < Cah(U, U) VU C Vh(Q), 
where c > 0 and C > 0 are constants independent of hi and 8. 
Proof. We exam the assumptions in Lemma 7.1. 
Assumption (i). Given v = (v1, v2) C Vh(Q) we define ui VOhi (Qi) as follows: 
U1 = v1-S1V1 =V 1-1(irlv2) in Q, 
and 
U2 V2-S2V2 =V2-S2(7r2vl) in Q2. 
We have 
bi(ui,tlu) < 2 (1+ hi)(lv,1 a(1l?v) hl YV2(X) 
D hl 2 
< C (1+ hi (a (,v)+hI IV,1 I12L27) 
+- 1 L2(,-) + L2 
where 2+ and y2- are the lines parallel to -Y2 and contain the nodal points of D21. 
Using the standard trace theorem, we have 
b1(ul,ul) < C ? + a,(vi,vi). 
And similarly 
b2(u2,u2) C ? + a2(V2,V2). 
Adding these estimates, we get 
b1(ui,ui)+b2(u2,u2)<C? ?+ )ah(u,u). 
Therefore, C02 = C( 1 + 1 
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TABLE 4 
A comparison of four methods in terms of the iteration numbers and condition numbers, given 
in parentheses. The initial grids are 6 x 5 and 5 x 4. The overlap is fixed at 6 = 0.45. 1 is the level 
of refinement. 
no prec ASHE ASTE ASTEI 
= 0 27(15.8) 14(3.0) 17(3.7) 19 (3.8) 
I= 1 60(73.5) 14(2.2) 22(6.5) 21(5.5) 
-= 2 121(310.95) 14(2.6) 28(14.8) 26(9.4) 
I = 3 241(1270.) 14(2.5) 37(38.2) 31(17.3) 
I = 4 472(5132) 13(2.5) 54(118.4) 39(33.1) 
= 5 916(20621) 13(2.5) 85(404.4) 52(64.6) 
Assumption (ii). p(S) < 2. 
Assumption (iii). For ui E Vohl (Ql), and using the L2 stability of Lemma 5.4, 
ah(l1u1,1J1u1) < 2al(ul, ul) + Ch 11U111L2 (Y2). 
Now we use inequality (33) for a strip D h1 of width 2h1, i.e., 
u11 L2 (Y2) H C 1(Dhl) + ?h1 L2(D1)) 
to obtain 
ah(I1u1,1J1) <? ((I + hi) ai(ul,ul) + h2 E1 1) Cbi(ul,ul). 
Similarly, we have 
ah(12u1,J2u2) < Cb2(u2,u2). 
Thus, we obtain w = C. [ 
REMARK 7.9. Note that the bounds that appear in the lemma are independent of 
the overlapping parameter 6, even for Case R. Numerical examples given in the next 
section indeed show that increasing overlap does not decrease the number of iterations. 
8. Numerical results: Preconditioning. In this section, we present some 
numerical results concerning the convergence rate of the preconditioned conjugate 
gradient (PCG) methods. We are particularly interested in the dependence of the 
algorithms on the mesh parameters h1 and h2 and the overlapping size 8. All tests 
are for Case R. 
In Table 4, we present the number of PCG iterations and the condition number 
of the preconditioned system for each of the three algorithms, plus the case when no 
preconditioner is used. We stop the iteration when the initial preconditioned residual 
is reduced by a factor of 10-12. The initial grids are 6 x 5 and 5 x 4, and the grids 
are refined simultaneously for up to 1 = 5 times. The overlapping size is fixed at 
6 = 0.45. It can be seen clearly that the number of iterations for ASHE stays as a 
constant; however, all other methods have some dependence on the refinement level. 
The modified method ASTEl is considerably better than ASTE. 
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TABLE 5 
Verifying the overlapping size. The mesh sizes are h1 = 0.2/25 and h2 = 0.25/25. The actual 
meshes are (160 + ovlp) x 160 and (128 + ovlp) x 128. Note that ovlp = 32 is the same as 6 0.45. 
no prec ASHE ASTE ASTEI 
ovlp= 1 751(14418) 50(74.4) 61(116.0) 44(101.0) 
ovIp =2 759(14585) 32(27.3) 65(158.8) 53(99.0) 
ovIp = 4 774(14937) 22(12.6) 70(230.4) 49(95.5) 
ovIp = 8 788(15702) 17(6.1) 74(318.2) 49(88.2) 
ovlp = 16 809(17364) 15(3.3) 79(396.4) 48(77.6) 
ovlp = 32 916(20621) 13(2.5) 85(404.4) 52(64.6) 
In the second set of tests, we fix the mesh sizes and vary the overlapping parameter 
6. As predicted by our theory, ASHE gets better when the overlap becomes larger. 
The other two preconditioners do not share this property. The results can be found 
in Table 5. We should mention that although ASTE and ASTE1 do not perform as 
well as ASHE they still have practical value since they are much easier to implement. 
9. Concluding remarks. In the first part of the paper, we introduced a mortar 
finite lement method defined on overlapping nonmatching rids. An optimal accuracy 
theory is provided for the two-subdomain cases. When a geometrical condition is 
satisfied we prove that the accuracy is independent of the overlap, as well as the 
ratio of the subdomain mesh sizes. In the second part of the paper, we studied three 
additive overlapping Schwarz preconditioning techniques. One of the preconditioners, 
based on the local harmonic extension, is optimal in the sense that the convergence 
rate of the corresponding PCG method is independent of the mesh parameters h1 
and h2. Much more work needs to be done in the area of overlapping mortar element 
methods, such as extending the methods and theory to the case when more than two 
subdomains overlap and to three-dimensional problems. 
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