Ranking sports teams in the absence of full round-robin tournaments is big business, especially for NCAA Division I-A college football. The Bowl Championship Series awards millions of dollars each year to the conferences whose teams are awarded bids. We formulated the sports-team-ranking problem as a customizable quadratic-assignment problem. Decision makers can tailor our model to suit their personal definitions of the degree of victory for each game played and the relative distance between ranking positions. We developed a parameter-section procedure for determining these customized values and executed it using the 2004 college football season. Because the problem size is so large, we developed a heuristic solution procedure based on a genetic algorithm and local search techniques. This heuristic performs well on a special problem instance in which we can easily identify the optimal ranking. To examine the behavior of our approach, we implemented the heuristic for the 1999 through 2004 college football seasons. We concluded that our approach works best when the margin of victory of individual games is not considered, the location of games is considered, and the date of games is considered. Finally, we evaluated how our approach would have weighed in on several recent controversies in NCAA Division I-A college football and found that our approach generally agrees with traditional schools of thought regarding these controversies.
C ompetition among teams (or individuals) in sports and other activities is a staple of United States culture and most other cultures around the world. When a set of teams is organized into some type of league, scheduling competitions is a key feature of the league. In some cases, leagues schedule full round-robin competitions, that is, every team competes against every other team the same number of times. In other cases, full round-robin competition is not practical because of the large number of teams, their geographical dispersion, or other scheduling factors. In the absence of full round-robin competition, developing a league ranking is an interesting and challenging problem. Perhaps the most noteworthy example of this problem, and our motivation for studying this problem, is NCAA Division I-A college football.
In NCAA Division I-A college football, 117 teams each play a schedule of eight to 12 games against other Division I-A opponents. At the end of each regular season, the National Football Foundation and the College Football Hall of Fame compile the Bowl Championship Series (BCS) ranking, which determines the teams that participate in the four BCS bowl games, including the so-called national championship game. As Martinich (2002, p. 85) explained, "the large financial benefits of participating in BCS bowl games make it imperative that the selection process accurately select the best teams." In the 2004 season, each of the six conferences guaranteed a BCS Interfaces 35 (6), pp. 497-510, © 2005 INFORMS bid received between $11.78 million and $14.67 million from the BCS, which is funded by the American Broadcasting Company and the bowls themselves. The BCS awarded an additional $27 million based on the two at-large teams' conferences, eligibility for which was determined by the BCS rankings.
The BCS uses a combination of two major opinion polls, a set of mathematical ranking systems, and two weighting factors to identify a ranking of the top 15 teams. Although the BCS is intended to eliminate controversy, every year it provokes debate among fans and members of the media. In the 2003 season, the BCS was unable to identify an undisputed national champion. (For more details on BCS operations, see www.bcsfootball.org.) Regardless of the type or level of competition, ranking teams in a league is worthwhile and often necessary. However, in the absence of full round-robin competition, we believe that no unbiased ranking system exists. All such systems include some degree of individual opinion as to the factors that drive the ranking. The system may incorporate this opinion directly (as in the case of opinion polls) or indirectly (as in the case of mathematical systems that reflect the modeler's bias). Therefore, we do not propose an unbiased ranking system. Instead, we propose and evaluate a ranking methodology that (1) requires decision makers to quantify their biases, which renders our system customizable, and then (2) uses mathematical programming to apply these biases fairly across all competitors.
A Review of Past Approaches
Analysts proposed several different approaches for ranking sports teams in incomplete roundrobin tournaments. Keener (1993) and Jech (1983) both formulated eigenvalue problems and provided ranking-existence and uniqueness conditions. They based these conditions on the "comparability" of every pair of teams, a concept captured by the Perron-Frobenius theorem. Thompson (1975) , Leake (1976) , and Knorr-Held (2000) took traditional pairedcomparison approaches based only on the win/loss record of each team. They sought the ranking that corresponds to the largest probability of the season's historical outcomes. Goddard (1983) and Ali et al. (1986) sought to minimize the number of violations in the ranking (a violation occurs when team A is ranked above team B, but team B defeated team A). Stob (1985) challenged Goddard's method and championed Thompson's (1975) .
Recently, writers have considered the scores of the games, typically margin of victory truncated at some upper bound and adjusted for home-team advantage or time of play or both. Harville (1977) , Stefani (1980) , Stern (1995) , and Bassett (1997) used various types of regression. Wilson (1995a, b) proposed a neuralnetwork approach in which the neurons represent the football teams to be ranked, the values of the neurons correspond to the relative strengths of the teams, and the weights of the connections between neurons indicate the outcomes of the games. Boginski et al. (2004) rejected the use of margin of victory and used the analytic hierarchy process to develop a ranking.
Most closely related to our approach is Coleman's (1996) . In phase one of his mixed-integer-programming approach, Coleman seeks to minimize the number of violations; in phase two, the objective is to minimize the total absolute difference between ranking values and the actual game-score differentials without exceeding the minimum number of violations determined in phase one. Wilson (1997) proposed a heuristic solution procedure for Coleman's computationally intensive model. We also consider an optimization-based approach but one that differs from Coleman's in that we do not explicitly address violations and we permit the consideration of more factors than just game score differentials.
The Model
Consider a competitive league comprising n teams. We seek to develop a mathematical-programming model that can be used to rank these teams. Intuitively, the objective function should move winners up and losers down in the rankings. The result is the quadratic assignment-problem formulation, P (Appendix). To use this ranking model, the decision maker must specify two sets of parameters: (1) the degree of victory achieved by the winner of each game, and (2) the relative distance between every pair of ranking positions. If team i defeats team i , then the degree of victory for team i over team i is some positive value specified by the decision maker. If team i defeats team i, or these two teams do not play, then the degree of victory for team i over team i is zero. Other ranking schemes incorporate similar parameters and typically use margin of victory truncated at some upper bound and adjusted for home-team advantage or time of play or both.
The relative distance between ranking position j and ranking position j is positive if position j is better than position j , and negative otherwise. Like the magnitudes of the degree-of-victory parameters, the magnitudes of the relative-distance parameters are specified by the decision maker. For example, one might specify the relative distance between positions 1 and 5, positions 10 and 14, and positions 100 and 104 to be 4, 2, and 1, respectively. Doing so indicates that one weights the distance between positions 10 and 14 twice as heavily as the distance between positions 100 and 104 and likewise weights the distance between positions 1 and 5 twice as heavily as the distance between positions 10 and 14. In our opinion, establishing the relative-distance parameter set is less intuitive and therefore more difficult than establishing the degree-of-victory parameter set.
The Solution Procedure
Quadratic-assignment problems in general are extraordinarily difficult to solve to optimality (Anstreicher 2003) . Recent advances in the optimal solution of quadratic-assignment problems include solutions for problems of size n = 36 and n = 30, a far cry from the n = 117 for the NCAA Division I-A college football season! Therefore, we developed a heuristic solution procedure based on a genetic algorithm (GA) and local search techniques to identify near-optimal solutions to Problem P.
GAs are search-based heuristics inspired by the natural evolution of species, where the fittest survive and the weakest perish. Some researchers (Tate and Smith 1995 , Ahuja et al. 2000 , Drezner 2003 have examined GA-based approaches for solving quadratic-assignment problems. In our GA, each solution (ranking) has n integer encodings, or genes, which represent the teams in the various ranking For the first generation, the GA randomly generates a specified number of solutions. The GA then computes the fitness of the solutions and discards (culls) a specified percentage of the least-fit solutions. For all subsequent generations, the solutions remaining from the previous generation serve as initial population members (parents). The GA forms each additional solution (the balance of the population) through one of two processes-breeding or mutation-according to a specified percentage. After creating the new generation, it culls the population. This process continues for a specified number of generations.
In the breeding process, the GA produces new solutions by combining two parent solutions to create an offspring solution that shares some of its parents' genes or solution characteristics. To maintain solution feasibility, we use the following breeding process ( Figure 1 ):
(1) Select two parent solutions (rankings) at random.
(2) Copy any common genes (teams) shared by the parents of the offspring solution.
(3) Proceed through the offspring's genes in rank order. For each unfilled gene, select a parent at random and copy the gene from the selected parent unless that team has already been assigned a rank. Otherwise, leave the gene unfilled.
(4) Fill the remaining genes using the unassigned teams in the same rank order in which they appear in the first parent.
The mutation process induces a change to a single parent's genes to produce an offspring solution. GAs use mutation to prevent premature conversion to a local optimal. To maintain solution feasibility, we use the following mutation process ( Figure 2 ):
(1) Select a parent solution (ranking) at random.
(2) Select two mutation points (genes) at random. (3) Reverse the order of the genes (teams) between the two mutation points.
The best solution the GA finds serves as the initial solution for the second phase of our heuristic, a switching algorithm. This algorithm sequentially tests
Find matching genes
Step 1 Selected parent (randomly) P1 P2 P1 P2 P2 P1
Step 2 Copy genes from selected parent (if not used) 3 4 4 10 Step 3 Already used genes Rank remaining genes according to P1 8 2 Step 4 Use above genes to fill blanks 8 5 2 Step 5 Offspring 3 In this diagram of the breeding process for a 10-team example, the fourth, seventh, eighth, and ninth genes are common to both parents. The first gene is randomly copied from parent 1. The algorithm then attempts to copy the second gene (containing team 3) from parent 2 but is unsuccessful because team 3 is already assigned rank 1. The sixth and tenth genes result in the same outcome, because teams 4 and 10 are already assigned ranks 3 and 5, respectively. As a result, the second, sixth, and tenth genes are filled using the unassigned teams (8, 5, and 2) in the order in which they appear in parent 1.
switching the ranks of pairs of teams. The order of attempted switches is #1 and #2 (the teams ranked #1 and #2), #1 and #3 #1 and #117, #2 and #3, #2 and #4 #2 and #117 #116 and #117. For each potential switch, the algorithm computes the fitness of the potential new solution. If the switch does not improve the fitness, then it returns the teams to
Random selection
Select two positions at random (pt1,pt2) pt1 pt2
Step 1 Copy genes outside selected section Step 2
Reverse genes inside selected section In this diagram of the mutation process for a 10-team example, the two mutation points are the third and the seventh gene. We therefore reverse the third through seventh genes from the order 4-9-5-2-6 to the order 6-2-5-9-4.
their previous positions. If the switch does improve the fitness, then the new solution serves as the initial solution for the next iteration of the algorithm, which again begins with testing the switch of the teams ranked #1 and #2. The algorithm terminates when it finds a solution for which all attempted switches fail to improve the fitness.
A Special Case of the Model
If the relative distance between ranking position j and ranking position j is simply j − j, then identifying the global optimal solution(s) to Problem P is trivial (Appendix). This special linear case, therefore, provides us with an opportunity to validate the heuristic solution procedure.
To do so, we use an example of the special case based on the 2003 NCAA Division I-A college football season. The example uses a five-step, numerical strategy for specifying the degree-of-victory parameter set as follows. For each game, we begin computation of the degree of victory with the margin of victory; second, we adjust the margin of victory if the game ended in overtime; third, we adjust for homefield advantage; fourth, we add an upper bound on the degree of victory; and fifth, we adjust to give games played late in the season greater weight (Appendix). A good source for the data required to build the margin-of-victory set is "James Howell's College Football Scores" (http://homepages.cae.wisc. edu/∼dwilson/rsfc/history/howell). This example also adheres to the following rules:
(1) Games played by Division I-A teams against non-Division I-A opponents are not considered.
(2) If two teams played twice and the same team won both games, then only the more recent game is considered. If each team won one game, then both games are considered.
Under these rules, the degree-of-victory parameter set contains 692 values, which correspond to the games played over the course of 17 weeks (where week 17 corresponds to the bowl season). This example has a unique (no ties in the sorting process) optimal solution with the following top 10: #1 University of Southern California, #2 Miami University (Ohio), #3 Boise State University, #4 Louisiana State University, #5 University of Oklahoma, #6 University of Georgia, #7 Kansas State University, #8 Washington State University, #9 University of Michigan, #10 University of Iowa.
Next, we executed five replications of the GA using independent random-number streams. Each replication considered 50,000 generations of size 100 with 25 percent culling and five percent mutation. After only 5,000 generations, each of the five replications converged to a solution with a fitness value within 0.5 percent of the optimal solution. In addition, the second of these five replications identified the optimal solution. After we applied the switching algorithm, the remaining four replications identified the optimal solution. In all four cases, the switching algorithm performed five or fewer successful switches. We based our selections for the GA parameters on our prior experience with GAs. Because the selections worked well in the past, we have not yet made any effort to fine-tune them.
A Parameter Selection Procedure
Although the special linear case is easy to optimize, we strongly prefer a nonlinear relative-distance parameter set that both captures diminishing returns between ranking positions that are far apart and also depends on the location of positions j and j within the ranking. Furthermore, we wanted to fine-tune the approach used to define degree of victory for the special-case example. Therefore, we defined a more flexible method for specifying both degrees of victory and relative distances. In the degree-of-victory methodology, we introduced four parameters to allow adjustment with respect to the upper limit on margin of victory, whether or not each game ended in overtime, the location of each game, and the date of each game (Appendix). In the relative-distance methodology, we introduced two parameters that allow adjustment with respect to the location of ranking positions and the spacing between positions (Appendix).
To determine values for these six parameters, we generated 729 rankings for the 2004 college football season by considering all combinations of the candidate parameter values (Table 1 ). Because our heuristic does not guarantee optimality, for each instance, we executed 20 independent replications of the GA, each considering 100,000 generations. We applied the switching heuristic to each replication and selected the overall best of the 20 resulting solutions as the final ranking. Each of the 729 instances required approximately 75 minutes of CPU time on a personal computer having a 3.2 GHz Pentium IV processor and one GB of RAM .
We then executed a method that, although not rigorous, was truly inspired by college football. We selected the six degree-of-victory and relativedistance parameters by analyzing them individually As is reduced further, these reductions become more dramatic. based on our perceived order of importance. First, for each value of (the parameter used as an upper bound on degree of victory), we compiled the solutions (81 solutions for = 0 5, 162 solutions for all other values of ) as if they were votes in an opinion poll (117 points for being ranked first in a solution, 116 points for second, ) ( Table 2 ). Based on our opinion of the 2004 season, we selected the ranking corresponding to = 0 5 as the one that best portrays the performance of teams during the 2004 season. We based this choice on our perception of the season; we did not try to match our results to any other ranking system. Like the computer ranking methods the BCS uses, our choice implies that the margin of victory and whether or not a game ends in overtime are not part of our analysis. We then discarded all solutions for = 0 5 and repeated the opinion poll compilation exercise for each value of (the parameter related to homefield advantage) ( Table 3 ). Using the same selection process as with , we decided to restrict our attention to = 0 3. This choice implies that home victories are worth 70 percent of neutral-site victories and that away-from-home victories are worth 130 percent of neutral-site victories. We then discarded all solutions for = 0 3 and compiled the rankings for each value of (the parameter related to when games are played) ( Table 4) . We decided to restrict our attention to = 0 4, which implies that victories in week 1 are worth 60 percent of bowl victories (our last week of the season). We then discarded all solutions for = 0 4 and compiled the rankings for each value of (the first relative-distance parameter) ( Table 5) . We decided to restrict our attention to = 0 25. We then discarded all solutions for = 0 25, leaving only three experiments, one for each value of (the second relative-distance parameter). We obtained the top 15 for each of these instances (Table 6) , and we decided to select = 0 125. Our choices are far from the special case ( = 1, = 1) that we used to validate our heuristic. Also, the choices of , , , and do not appear to have as strong an impact on the rankings as the choice of does. To summarize, our parameterselection process resulted in using = 0 5 (rendering both margin of victory and overtime irrelevant), = 0 3 (rendering away victories worth 130 percent of neutral-site victories), = 0 4 (rendering week 1 victories worth 60 percent of bowl victories), = 0 25, and = 0 125. We have used the 2004 season data for illustrative purposes and have considered the six parameters in our perceived order of importance. One could use 
Implementation Results
We examined the performance of our parameter choices in producing the 2004 rankings and the performance of these choices for other seasons. Our Table 6 : Having selected the other parameters, we had only three problem instances remaining from which to choose a value for the relative-distance parameter, . The ranking corresponding to = 0 125 is the final ranking derived from our parameter-selection process.
from smaller conferences that have outstanding seasons, it does not suffer from the mid-major bias that is apparent in the major opinion polls. The University of Utah's strong performance in the 2005 Fiesta Bowl supports our model's indication that such teams should be rewarded. However, all those who use our approach do not have to endorse our support of the mid-major conferences. They could easily incorporate conference-strength parameters into their own degree-of-victory calculations. We conducted additional numerical experiments for the 2002 through 2004 seasons, obtaining final rankings corresponding to not considering margin of victory ( = 0 5), truncating margin of victory at = 15, and not truncating margin of victory ( = ) ( Table 9 ). As we expected, as the upper bound on margin of victory increases, teams that garner much of their success from routing weaker teams ( (Table 10 ). Because historically fewer than five percent of Division I-A games end in overtime, we were not surprised that adjusting for overtime results in only minor adjustments to the final ranking. The one notable exception is the impact on Ohio State University in 2002. In that season, the Ohio State Buckeyes participated in multiple overtime games on their way to an undefeated season and a national championship. We calculated the impact on our 2002 through 2004 final rankings if (1) we did not consider the dates of games, and (2) we considered neither the dates nor the locations of games (Table 11 ). The impact of these changes was also as expected. For example, teams that performed well late in the season (for example, University of Iowa in 2004) suffered from the first change, and teams whose losses were all away games (for example, University of Texas in 2002) suffered from the second change. Our general impression of the results was that the truncation point for margin of victory has the largest impact on our rankings approach (Tables 9-11) .
We summarized some interesting controversies in NCAA Division I-A college football over the past Table 8 : We obtained these end-of-season top-20 rankings using our methodology = 0 5 = 0 3 = 0 4 = 0 25 = 0 125 . The parenthetical values following each team correspond to their rankings in the two major opinion polls (writers', coaches').
NR indicates that a team did not appear in the final top 25 of that opinion poll. Table 9 : These end-of-season top-10 rankings, resulting from our general approach, provide some insight into how adjusting the limit on margin of victory can affect the final rankings. All of these results are based on a 30-percent adjustment for game location, a 40-percent adjustment for the date of the game, no adjustment for overtime, and relative-distance parameters = 0 25 and = 0 125.
15 seasons (Table 12 ). First, we phrased each controversy as the question that was posed by fans and members of the media at the time. Second, we presented the candidate answers discussed at the time. Then, we identified the answer ultimately determined. Finally, we calculated how our ranking system would have weighed in if it had been used at the time. Our suggestions for the 2001 and 2003 controversies would have caused an uproar in the college football community, because our answers would Table 10 : These end-of-season top-10 rankings, resulting from our general approach, provide some insight into whether or not adjusting margin of victory for games that end in overtime significantly affects the final rankings. When = 1, we assumed that games that ended in overtime have a margin of victory of 0.5. We based all of these results on a 15-point upper limit on margin of victory, a 30-percent adjustment for game location, a 40-percent adjustment for the date of the game, and relative-distance parameters = 0 25 and = 0 125.
not have been on the candidate list. The remainder of our answers, however, are more consistent with traditional schools of thought.
Summary and Conclusions
In formulating, testing, and implementing our quadratic-assignment model for ranking teams in competitive leagues, we identified several strengths and weaknesses of our approach. Its strengths Table 11 : These end-of-season top-10 rankings, resulting from our general approach, provide some insight into how eliminating consideration of the dates and locations of games can affect the final rankings. We obtained all of these results based on no consideration of margin-of-victory and relative-distance parameters = 0 25 and = 0 125.
include (1) the flexibility with which decision makers can design the degree-of-victory and relativedistance parameter sets, (2) the fairness inherent in an optimization-based approach, and (3) the speed with which it provides a ranking. Its weaknesses include (1) the difficulty of defining the relative-distance parameter set, and (2) the fact that our heuristic does not guarantee optimality. We developed a novel ranking methodology and demonstrated its potential for use in intercollegiate athletics. We believe that its strengths outweigh its weaknesses and that we have set the stage for further study. For NCAA Division I-A college football, we could: (1) explore methods for dealing with repeat games and games played against non-Division I-A teams, and (2) fine-tune the parameters of the GA to provide improved solution quality. To rank teams in other types of competitive leagues, we could investigate how to tailor our model and heuristic to accurately match true, known rankings by using either partial data from full round-robin tournaments or simulated data based on a known ranking. where w denotes the week during which the game was played. 
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