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Abstract
Robust measurements based on current large-scale structure surveys require precise knowledge of statistical and systematic errors.
This can be obtained from large numbers of realistic mock galaxy catalogues that mimic the observed distribution of galaxies
within the survey volume. To this end we present a fast, distributed-memory, planar-parallel code, L-PICOLA, which can be used
to generate and evolve a set of initial conditions into a dark matter field much faster than a full non-linear N-Body simulation.
Additionally, L-PICOLA has the ability to include primordial non-Gaussianity in the simulation and simulate the past lightcone
at run-time, with optional replication of the simulation volume. Through comparisons to fully non-linear N-Body simulations
we find that our code can reproduce the z = 0 power spectrum and reduced bispectrum of dark matter to within 2% and 5%
respectively on all scales of interest to measurements of Baryon Acoustic Oscillations and Redshift Space Distortions, but 3 orders
of magnitude faster. The accuracy, speed and scalability of this code, alongside the additional features we have implemented,
make it extremely useful for both current and next generation large-scale structure surveys. L-PICOLA is publicly available at
https://cullanhowlett.github.io/l-picola.
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1 INTRODUCTION
Analysis of the large scale structure of the universe allows us
to probe the universe throughout its expansion history and pro-
vides the most robust route to measuring the late-time evolu-
tion of the universe. Over the last decade, large sky-area galaxy
surveys such as the Sloan Digital Sky Survey (SDSS; York et
al. 2000; Eisenstein et al. 2011), 2dF Galaxy Redshift Survey
(2dFGRS; Colless et al. 2001, 2003), 6dF Galaxy Redshift Sur-
vey (6dFGRS, Jones et al. 2004, 2009) and WiggleZ survey
(Drinkwater et al., 2010) have allowed us to probe this large
scale structure and have provided us with a wealth of cosmo-
logical information. In particular measurements of the Baryon
Acoustic Oscillation scale (BAO; Seo & Eisenstein 2003; Eisen-
stein et al. 2005) provide us with a standard ruler, allowing us
to measure the accelerated expansion of the universe, whilst
Redshift Space Distortions (RSD; Kaiser 1987) provide a direct
probe of the growth of structure and the fidelity of General Rel-
ativity. These probes have become more and more accurate in
recent years, with Anderson et al. (2014) providing a 1% mea-
surement of the distance scale to z = 0.57, the most precise
from a galaxy survey to date. However, these measurements,
and their errors, require intimate knowledge of the statistical
and systematic distributions from which they are drawn. This
need will only be exacerbated as future surveys, such as the
Large Sky Synoptic Telescope (LSST; Ivezic et al. 2008) and
Euclid (Laureijs et al., 2011), strive for even greater precision.
Under the assumption of Gaussian-distributed errors, the
statistical errors inherent in large scale clustering measurements
∗cullan.howlett@port.ac.uk
are encapsulated by the covariance matrix. Although this can
be calculated analytically in the linear regime (Tegmark, 1997),
the non-linear galaxy covariance matrix is a complex function
of non-linear shot-noise, galaxy evolution and the unknown re-
lationship between the galaxies and the underlying dark matter.
In any real application this is further compounded by the effect
of RSD. As such, a much more common solution is to use a set
of detailed galaxy simulations, otherwise known as mock cat-
alogues (mocks), to either fully estimate the covariance matrix
or as the basis for an empirically motivated analytic fit (Xu et
al., 2012).
Ideally these simulations would take the form of fully re-
alised N-Body simulations, with accurate small scale cluster-
ing, covering the whole volume of the galaxy survey. How-
ever, for current surveys, recent studies (Dodelson & Schneider,
2013; Taylor et al., 2013; Percival et al., 2014) show that we re-
quire 1000 mocks to obtain an accurate numerical estimate of
the covariance matrix with sub-dominant errors compared to the
statistical errors themselves. Higher precision measurements in
the future may require many more. Instead there have been
many studies looking at fast methods of producing simulations
that enable us to produce mocks hundreds of times faster than
an Tree-PM N-Body simulation, at the cost of reduced small
scale clustering accuracy.
Past measurements of the large scale structure have used
lognormal models to generate realizations of the galaxy over-
density field and estimate the covariance matrix (Coles & Jones,
1991; Cole et al., 2005). However this approach does not accu-
rately capture the non-Gaussian behaviour of gravitational col-
lapse. Recently, Manera et al. (2013) and Manera et al. (2015)
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have used an implementation of the more accurate PTHALOS
method (Scoccimarro & Sheth, 2002) to generate mock cata-
logues for the Data Releases 9 and 10 of the Baryon Oscillation
Spectroscopic Survey (BOSS; Ahn et al. 2012, 2014
Dawson et al. 2013).
In addition to this there is a wealth of alternative methods
such as PINOCCHIO (Monaco et al., 2002, 2013), Quick Par-
ticle Mesh Simulations (QPM; White et al. 2014), Augmented
lagrangian Perturbation Theory (ALPT; Kitaura & Heß 2013),
Effective Zel'dovich approximation mocks (EZmocks; Chuang
et al. 2015) and the Comoving Lagrangian Acceleration method
(COLA; Tassev et al. 2013, Tassev et al. 2015) which can all be
used to produce mock catalogues comparable in accuracy to,
if not better than, 2LPT and with similar speed. In this paper
we present a stand-alone parallel implementation of the latter
of these, with emphasis on maximising speed, memory conser-
vation and ease of use. This code, which we dub L-PICOLA,
combines a range of features that will be of increasing interest
for the next generation of galaxy surveys, including the abil-
ity to produce lightcone simulations, replicate the simulation
at runtime and include primordial non-Gaussianity based on a
generic input bispectrum, as per Scoccimarro et al. (2012). On
top of this the COLA method itself is able to reproduce the dark
matter field with much greater accuracy on small, non-linear
scales than the PTHALOS method, at only a moderate increase
in computational cost.
As such, we expect our implementation to be suitable for
both current and future surveys, being able to both capture non-
linear evolution with a precision necessary to reach the required
covariance matrix accuracy for these surveys and scalable up to
very large numbers of particles and volumes. In fact, we have
already used this code to measure the BAO and RSD signals
from a subset of luminous red galaxies drawn from the Sloan
Digital Sky Survey Data Release 7 Main Galaxy Sample (Ross
et al., 2015; Howlett et al., 2015). Additionally, Manera et al.,
(in prep.) describe an application of L-PICOLA to the Dark
Energy Survey (DES; The Dark Energy Survey Collaboration
2005), making use of the fast lightcone algorithm that we will
discuss in this paper.
It should be noted that in previous studies using this code,
we named the code PICOLA. However, very recently, Tassev et
al. (2015) present an extension to the COLA method that allows
one to decouple the short and long range gravitational forces
spatially in addition to temporally. This allows the user to cal-
culate the non-linear displacements for only a small subsection
of the full simulation volume and still recover reasonable accu-
racy across the whole simulation. In this work they also present
a code PYCOLA, a shared-memory Python implementation of
the extended COLA method. To avoid confusion in the names
of these codes, and highlight the additional features we have
implemented since the first application of our code, we have
renamed it L-PICOLA.
This paper is structured as follows: In Section 2 we provide
a brief description of the theory behind the 2LPT and COLA
methods. Section 3 introduces L-PICOLA, with Section 4 de-
tailing the steps we have taken to parallelise the COLA method
for a distributed-memory machine. Sections 5 and 6 detail the
additional features we have included in L-PICOLA, beyond the
standard snapshot simulations. In particular, in Section 6 we
validate the need for lightcone simulations and perform a rigor-
ous test of our implementation. In Sections 7 we compare the
accuracy of L-PICOLA to 2LPT and a full N-Body simulation.
In this section we also test the effect on the clustering accuracy
of several of the free parameters that can be used to speed up
the convergence of the COLA method. In Section 8 we compare
the speed of L-PICOLA with the 2LPT and N-Body simulations,
and look at the scaling of different segments of L-PICOLA itself.
Finally in Section 9 we conclude and discuss further improve-
ments that can be made to the code. Included in the Appendix
are details of the memory footprint of L-PICOLA.
Unless otherwise stated, we assume a fiducial cosmology
given by Ωm = 0.317, Ωb = 0.049, h = 0.67, σ8 = 0.83,
and ns = 1.0. Also, unless otherwise stated, all simulations
presented use a number of mesh cells equal to the number of
particles, the COLA method with modified COLA timestep-
ping, nLPT = −2.5 and 10 linearly spaced timesteps. These
L-PICOLA-specific parameters are stated here for completeness
but are explained within this paper.
2 THE COMOVING LAGRANGIAN ACCELERATION
(COLA) METHOD
In the following section we describe the COLA method for
evolving a system of dark matter particles under gravity, as first
introduced by Tassev et al. (2013). We begin with a summary
of the theoretical underpinnings of the algorithm, including a
brief overview of second order lagrangian perturbation theory
(2LPT), before moving onto the algorithmic implementation.
2.1 2LPT
As described in Scoccimarro (1998) (see also Moutarde et al.
1991 and Bouchet et al. 1995), cold dark matter particles evolv-
ing over cosmological time in an expanding universe follow the
equation of motion (EOM)
d2Ψ
dτ2
+H(τ)dΨ
dτ
+∇Φ = 0, (1)
where Φ is the gravitational potential, H(τ) = dlnadτ is the con-
formal Hubble parameter and a is the scale factor. Ψ is the
displacement vector of the particle and relates the particle’s Eu-
lerian position x(τ) to its initial, Lagrangian position, q, via
x(τ) = q + Ψ(q, τ). (2)
By taking the divergence of the equation of motion and using
the Poisson equation, we find
∇x ·
(
d2Ψ
dτ2
+H(τ)dΨ
dτ
)
= −3
2
Ωm,0H(τ)δ(τ). (3)
Here Ωm,0 is the matter density at τ = 0, whilst δ(τ) is the local
overdensity. Lagrangian perturbation theory seeks to solve this
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equation by perturbatively expanding the displacement vector,
Ψ = Ψ(1) +Ψ(2) + . . . , (4)
If we then apply the continuity equation, ρ(x, t)d3x = ρ(q, 0)d3q,
which states that a mass element d3q centred at q at time zero
becomes a mass element d3x, centred at x, at time t, we find
that, to first order
∇q ·Ψ(1) = −D1(τ)δL(q). (5)
This is the well known Zel'dovich appoximation (ZA; Zel’dovich
1970). Here D1(τ) is the linear growth factor, δL(q) is the
linear overdensity field and we have rewritten the divergence
as a function of q by using the fact that they are related via
the Jacobian of the transformation from x to q, i.e., ∇xi =
(δij + ∂Ψi/∂qj)
−1∇qj . Solving to second order introduces
corrections to the first order displacement of the form
∇q ·Ψ (2) = 1
2
D2(τ)
∑
i6=j
(
Ψ
(1)
i,i Ψ
(1)
j,j −Ψ(1)i,jΨ(1)j,i
)
, (6)
where, for brevity, we have definedΨi,j = ∂Ψi/∂qj . Bouchet
et al. (1995) provide a good approximation for D2(τ), the sec-
ond order growth factor, for a flat universe with non-zero cos-
mological constant
D2(τ) ≈ −3
7
D21(τ)Ωm(τ)
−1/143. (7)
For further computational ease, we can define two Langragian
potentials,Ψ(i) = ∇qφ(i), such that Eq. (2) becomes
x(τ) = q −D1∇qφ(1) +D2∇φ(2), (8)
and the Lagrangian potentials are obtained by solving the cor-
responding pair of Poisson equations derived from Eq. (5) and
Eq. (6) respectively,
∇2qφ(1) = δL(q). (9)
∇2qφ(2) =
∑
i>j
(
φ
(1)
i,i φ
(1)
j,j − (φ(1)i,j )2
)
. (10)
2.2 COLA
The COLA method (Tassev et al., 2013) provides a much more
accurate solution to Eq.(1) than 2LPT, at only a moderate (∼
3×) reduction in speed. It does this by utilising the first and
second-order lagrangian displacements, which provide an ex-
act solution at large, quasi-linear scales, and solving for the
resultant, non-linear component. By switching to a frame of
reference comoving with the particles in Lagrangian space, we
can split the dark matter equation of state as follows,
T [Ψres] + T [D1]Ψ1 + T [D2]Ψ2 +∇Φ = 0, (11)
where,
T [X] =
d2X
dτ2
+HdX
dτ
. (12)
Ψres is the remaining displacement when we subtract the quasi-
linear 2LPT displacements from the full, non-linear displace-
ment each particle should actually feel.
The reason this method is so useful is because we only need
to calculate the Lagrangian displacements once, at redshift z =
0, and scale them by the appropriate derivatives of the growth
factor. In fact, as we will see in later sections, it is common
practice in many N-Body simulations to use 2LPT to generate
the initial positions of the particles at a suitably high redshift,
where the results are exact.
In L-PICOLA, Eq. (11) is solved as a whole (as opposed to
evaluating Ψres individually) by discretising the operator ‘T’
using the Kick-Drift-Kick algorithm (Quinn et al., 1997), such
that at each iteration the velocity and position of each parti-
cle is updated based on the gravitational potential Φ and the
stored 2LPT displacements. The well-known Particle-Mesh al-
gorithm, with forward (FFT) and inverse (IFFT) Fourier trans-
forms, is used to evaluate the gradient of Φ using the particle
density. I.e,
∇Φ = IFFT
[
3
2
Ωm,0k
ak2
× FFT[ρ(x)− 1]
]
(13)
The following sections detail the Kick-Drift-Kick method and
the Particle-Mesh algorithm used in L-PICOLA and how these
are easily modified to solve Eq. (11) as opposed to the standard
dark matter equation of motion.
2.3 Timestepping
Eq. 11 is discretised using the Kick-Drift-Kick/Leapfrog
method (Quinn et al., 1997). The modified, COLA dark mat-
ter EOM is solved iteratively, and at each iteration the particle
velocities and positions are updated based on the gravitational
potential felt by each particle. Particle velocities are calculated
from the displacements and updated to the nearest half-integer
timestep. The particle positions are then updated to the near-
est integer timestep using the previous velocity. In this way the
particle velocities and positions are never (except at the begin-
ning and end) calculated for the same point in time but rather
‘leapfrog’ over each other with the next iteration of the velocity
dependent on the position from the previous iteration and so on.
In the standard, non-COLA method, the dark matter EOM
can be solved via.
vi+1/2 = vi−1/2 −∇φ∆a1, (14)
ri+1 = ri + vi+1/2∆a2 (15)
∆ai encapsulates the time interval and appropriate numerical
factors required to convert the displacement to a velocity and
the velocity to a position. Quinn et al. (1997) evaluate these as
∆a1 =
H0
ai
∫ ai+1/2
ai−1/2
da
a2H(a)
,
∆a2 = H0
∫ ai+1
ai
da
a3H(a)
. (16)
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The equations for updating the particle positions and veloc-
ities can be modified to solve the COLA EOM in the following
way
vi+1/2 = vi−1/2 − T [Ψres]∆a1, (17)
ri+1 = ri + vi+1/2∆a2 + ∆D1Ψ1 + ∆D2Ψ2 (18)
Here ∆D = Di+1 − Di denotes the change in the first and
second order growth factors over the timestep. The modified
Kick-Drift-Kick equations are derived under the condition that,
for Eq. (11) to be valid, the displacements felt by each particle
must be computed in the 2LPT reference frame. In other words,
the acceleration each particle feels due to the the gravitational
potential must be modified, and the 2LPT contribution to the
acceleration removed. The new gravitational potential is then,
by design, T [Ψres]. The exact procedure used to calculate ∇Φ
is not important and as such any code that updates the particle
velocities and positions iteratively based on the gravitational
potential, i.e., a Tree-PM code, can be modified in the above
way to include the COLA mechanism.
An important point of note in enforcing the change of refer-
ence frame is that particle velocities at the beginning of the sim-
ulation, after creation of the 2LPT initial conditions but before
iterating, must be identically 0. At this point the velocity a par-
ticle has is exactly equal to the velocity of the reference frame
we are moving too. However when the particles are output at
the end of the simulation we want the particle velocities in Eu-
lerian coordinates. This means that the initial particle velocities
must be removed and stored at the beginning of the timestep-
ping and then added back on at the end of the simulation.
When implementing the modified COLA timestepping, the
time intervals, ∆ai, for each timestep do not get explicitly changed
and as such can remain the same as the those presented in Quinn
et al. (1997). However, Tassev et al. (2013) present a second,
COLA specific, formulation which gives faster convergence,
hence allowing us to recover our evolved dark matter field to
greater accuracy in fewer time steps. In their method,
∆a1 =
H0
nLPT
anLPTi+1/2 − anLPTi−1/2
anLPT−1i
,
∆a2 =
H0
anLPTi+1/2
∫ ai+1
ai
anLPT−3
H(a)
da. (19)
where they find the best results using a value nLPT = 2.5.
As the choice of ∆ai is somewhat arbitrary L-PICOLA retains
both methods as options. This choice (and nLPT ) should be
treated formally as an extra degree of freedom in the code. In
fact we find that the value of nLPT used in the code can affect
the final shape of the power spectrum recovered from COLA
due to the way different growing modes are emphasised by dif-
ferent values. This is pointed out in Tassev et al. (2013) and
means that for a given set of simulation parameters one would
ideally experiment to find the type of timestepping that recovers
the required clustering in the fewest timesteps possible. This is
demonstrated further in Section 7.
For the timestepping method presented here and adopted in
L-PICOLA, the only remaining piece of the puzzle is the calcu-
lation of T [Ψres] = −T [D1]Ψ1 − T [D2]Ψ2 − ∇Φ. As the
ZA and 2LPT displacements have been stored we only need a
method of evaluating ∇Φ. In L-PICOLA this is done using the
Particle-Mesh algorithm, though could be done using a method
such as the Tree-PM algorithm. The evaluation of T [D1] and
T [D2] can be performed numerically for a given cosmological
model very easily, although a suitable approximation for D2
must be adopted. For flat cosmologies one could use Eq (7),
however in L-PICOLA we adopt the expression of Matsubara
(1995) which is also accurate for non-flat cosmologies.
2.4 Particle-Mesh algorithm
Here we provide a brief overview of the Particle-Mesh (PM)
algorithm (see Hockney & Eastwood (1988) for a good review
of this method). Our implementation is based on the publicly
available PMCODE1 (?), and as such we refer the reader to the
associated documentation for full details on the set of equations
we solve to get the displacement.
In the PM method we place a mesh over our dark matter
particles and solve for the gravitational forces at each mesh
point. We then interpolate to find the force at the position of
each particle and use this to calculate the gravitational potential
each particle feels. This gravitational potential is then related
to the additional velocity, and resultant displacement, for each
particle as per the This is performed iteratively over a series of
small timesteps. For N3m mesh points and N
3 particles, this
means that at each iteration we only need to perform N3m force
calculations, which is much faster than a direct summation of
the contribution to the gravitational force from each individual
particle (at least for all practical applications, whereN ≈ Nm).
At each iteration we perform the following steps to calculate
the displacement:
1. Use the Cloud-in-Cell linear interpolation method to as-
sign the particles to the mesh, thereby calculating the
mass density, ρ(x), at each mesh point.
2. Use a Fast Fourier Transform (FFT) to Fourier transform
the density and solve the comoving Poisson equation in
Fourier space2.
k2φ(k) =
3
2
Ωm,0
a
(ρ(k)− 1) (20)
3. Use the gravitational potential and an inverse-FFT to gen-
erate the force in each direction in real-space. Here we
also deconvolve the Cloud-in-Cell window function.
F (k) = kφ(k) (21)
4. Calculate the acceleration each particle receives in each
direction, again using the Cloud-in-Cell interpolation method
to interpolate from the mesh points.
1http://astro.nmsu.edu/˜aklypin/PM/pmcode/
2In all cases we use the FFTW-3 Discrete Fourier Transform routines to
compute our Fourier transforms. This library is freely available from http:
//www.fftw.org/
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3 ALIGHTCONE-ENABLEDPARALLEL IMPLEMEN-
TATION OF COLA (L-PICOLA)
As suggested by the name, L-PICOLA is a parallel implementa-
tion of the COLA method described in the previous section. We
have designed the code to be ‘stand alone’, in the sense that we
can generate a dark matter realisation based solely on a small
number of user defined parameters. This includes preparing the
initial linear dark matter power spectrum, generating an initial
particle distribution with k-space distribution that matches this
power spectrum, and evolving the dark matter field over a series
on user specified timesteps until some final redshift is reached.
At any point in the simulation the particle position and veloci-
ties can be output, allowing us to capture the dark matter field
across a variety of epochs in a single simulation.
In order to make L-PICOLA as useful as possible we have
also implemented several options that modify how L-PICOLA
is actually built at compile time. On top of allowing variations
in output format and memory/speed balancing we also allow
the user to create (and then evolve) initial particle distributions
containing primordial non-Gaussianity. Another significant im-
provement, and one that will be extremely important for future
large scale structure surveys, is the option to generate a light-
cone simulation, which contains variable clustering as a func-
tion of distance from the observer, as opposed to a snapshot
simulation at one fixed redshift. Although lightcone simula-
tions can be reconstructed from a series of snapshots (Fosalba
et al., 2013; Merson et al., 2013), L-PICOLA can produce light-
cone simulations ‘on-the-fly’ in a short enough time to be suit-
able for generating significant numbers of mock galaxy cata-
logues. These additions will be detailed and tested in later sec-
tions.
Fig. 1 shows a simple step-by-step overview of how L-
PICOLA works. The different coloured boxes highlight areas
where the structure of the code actually changes depending on
how it is compiled. The blue box shows where the different
types of non-Gaussianity can be included. The red boxes show
where significant algorithmic changes occur in the code if light-
cone simulations are requested. These will we detailed in the
following sections, along with an explanation of how we paral-
lelise the COLA method.
L-PICOLA is publicly available under the GNU General Pub-
lic License at https://cullanhowlett.github.io/
l-picola.
4 PARALLELISATION
In this section we will detail the steps we have taken to paral-
lelise the COLA method. All parallelisation in the code uses the
Message Passing Interface (MPI) library3. See Pacheco (1997)
for a comprehensive guide to the usage and syntax of MPI. In
the following subsections we provide an overview to the par-
allelisation and detail the three main parallel algorithms in the
3This software package can be downloaded at http://www.
open-mpi.org/
code: parallel Cloud-in-Cell interpolation, parallel FFT’s and
moving particles between processors.
4.1 Parallelisation Overview
Parallelisation of L-PICOLA has been performed with the goal
that each processor can run a small section of the simulation
whilst needing minimal knowledge of the state of the simulation
as a whole. We have separated both the mesh and particles
across processors in one direction. In this way each processor
gets a planar portion of the mesh, and the particles associated
with that portion. We have tried to balance the load on each
processor as much as possible whilst adhering to the fact that
each processor must have an integer number of mesh cells in
the direction over which we have split the full mesh.
This process is enabled by use of the publicly available
FFTW-MPI libraries, which also serve to perform the Fast Fourier
Transforms when the mesh is split over different processors4.
In a simulation utilising Np processors and consisting of a cu-
bic mesh of sizeN3mesh, each processor gets (dNm/Npe) slices
of the mesh where each slice consists of Nm × 2(Nm/2 + 1)
cells. The extra 2Nm cells in each slice are required as buffer
memory for the FFTW routines. Depending on the ratio of Nm
to Np this may give too many slices in total, so then we work
backwards, removing slices until the total number of slices is
equal to Nm.
The number of particles each processor has is related to the
number of mesh cells on that processor as each processor only
requires knowledge of any particles that interact with its por-
tion of the mesh. Hence, as the particles are originally spaced
equally across the mesh cells, each processor initially holds
N3/Nm particles, multiplied by the number of slices it has.
4.2 Parallel Cloud-in-Cell
As each processor only contains particles which belong to the
mesh cells it has, and our interpolation assigns particles to the
mesh by rounding down to the nearest mesh cell, the density
assignment step proceeds as per the standard Cloud-in-Cell in-
terpolation method, except near the ‘left-hand’ edge of the pro-
cessor. Here the density depends on particles on the preceding
processor. Figure 2 shows a 2-D graphical representation of this
problem.
In order to compensate for this we assign an extra mesh slice
to the ‘right-hand’ edge of each processor. This slice represents
the leading slice on the neighbouring processor and by assign-
ing the particles to these where appropriate and then transfer-
ring and adding the ‘slices’ to the appropriate processors, each
portion of the mesh now contains an estimate of the density
which matches the estimate as if all the mesh were contained
on a single processor.
It should also be noted that a reverse of this process must
also be done after calculating the forces at each mesh point, as
4These are included in the FFTW package mentioned previously
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spectrum/Transfer 
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Calculate ZA/2LPT 
displacements at 
mesh points 
Generate non-
Gaussian potential 
Initialise particles in 
Lagrangian frame 
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mesh using 
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density field 
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Inverse Fourier 
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Update particle 
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N=Ntimesteps? 
No 
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and End 
Output? 
No 
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out particle data 
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Yes 
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have left the 
lightcone 
Interpolate and 
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particles 
Figure 1: A flowchart detailing the steps L-PICOLA takes in generating a dark matter realisation from scratch. The green, dotted
boxes indicate where the COLA algorithm is applied, differentiating L-PICOLA from a standard PM code. The blue, dashed box
indicates where the inclusion of primordial non-Gaussianity changes the code structure. The red, dot-dash boxes highlight areas
where the code differs depending on whether we are running snapshot or lightcone simulations.
Processor 1 Processor 2 
Figure 2: A visual representation of the 2-D Cloud-in-Cell al-
gorithm. The particle (red point) is shared across the four near-
est mesh cells with weight given by the percentage of the parti-
cle’s ‘cloud’ (dashed line) that overlaps the mesh cell. However,
in L-PICOLA these mesh cells may not be on the same proces-
sor as the particle. This is corrected by assigning extra slices of
the mesh to the ‘right-hand’ edge of processor i which are then
transferred and added to the left most slice on processor i+ 1.
the displacement of a particle near the edge of a processor is
reliant on the force at the edge of the neighbouring processor.
4.3 Parallel FFT’s
To take the Fourier transform of our mesh once it is split over
many processors we use the parallel FFTW-MPI routines avail-
able alongside the aforementioned FFTW libraries. This is in-
timately linked to the way in which the particles and mesh are
actually split over processors and routines are provided in this
distribution that enable us to perform this split in the first place.
The FFTW routines use a series of collective MPI commu-
nications to transpose the mesh and perform a multi-dimensional
real-to-complex discrete Fourier transformation of the density,
assigning the correct part of the transformed mesh to each pro-
cessor. In terms of implementing this, all that is required is for
us to partition the particles and mesh in a way that is compatible
with the FFTW routines, create a FFTW plan for the arrays we
wish to transform and perform the Fourier transformation once
we have calculated the required quantity at each mesh point.
The FFTW libraries perform all MPI communications and op-
erations internally.
4.4 Moving Particles
One final modification to the Particle-Mesh algorithm is to com-
pensate for the fact that, over the course of the simulation, par-
ticles may move outside the physical area contained on each
processor. Their position may now correspond to a portion of
the mesh that the processor in question does not have. As such,
after each timestep we check to see which particles have moved
outside the processor boundaries and move them to the correct
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processor. This is made particularly important as the COLA
method converges in very few timesteps, meaning the particles
can move large distances in the space of a single timestep.
In the case where we have a high particle density or small
physical volume assigned to each processor, a single particle
can jump across several neighbouring processors in a single
timestep. So, when moving the particles, we iterate over the
maximum number processors any single particle has jumped
across. However the number of particles that need to be moved
is unknown a priori and so to be conservative and make sure
that we do not overload the buffer memory set aside for the
transfer, not all the particles that are moving are transferred
simultaneously (i.e. via a collective MPI-Alltoall command).
Rather, all the particles that have moved from processor N to
N±1 are moved first then all the particles that have moved from
processor N to N±2 are transferred. Although this requires it-
erating over the particles on processor N multiple times, in the
majority of cases there are no particles moving to any proces-
sors beyond N±1 and so only one iteration is required.
As the simulation progresses the particles will not remain
homogeneously spread over the processes, so we assign addi-
tional buffer memory to each processor to hold any extra parti-
cles it acquires. This is utilised during the moving of the par-
ticles and all particles a processor receives are stored in this
buffer. However, in order to make sure this buffer is not filled
too quickly we also use the fact that each processor is likely
to lose some particles. When a particle is identified as having
left a particular processor the particle is moved into temporary
memory and the gap is filled with a particle from the end of
the processors main particle memory. In this way we collect all
remaining particles together before moving the new particles
across, ensuring a contiguous, compact particle structure. This
is shown in Figure 3.
5 GENERATING INITIAL CONDITIONS
In order to allow L-PICOLA to run a simulation from scratch
we have integrated an initial conditions generator into the code.
This means that we can simply store the first and second order
Lagrangian displacements for each particle as they are calcu-
lated rather than assume some initial positions for the particles
and reconstruct them. We use the latest version of the paral-
lelised 2LPTic code5 (Scoccimarro, 1998; Scoccimarro et al.,
2012) to generate the initial conditions, with some modifica-
tions to allow a more seamless combination of the two codes,
especially in terms of parallelisation. For compatibility with L-
PICOLA we have removed the warm dark matter and non-flat
cosmology options from the 2LPT initial conditions generator,
though these are improvements that could easily be added in
the future. The particles are initially placed uniformly, in a grid
pattern throughout the simulation volume, so rather than creat-
ing the particles at this stage, we also conserve memory by only
generating the 2LPT displacements at these points and creating
the particles themselves just before timestepping begins.
5A parallelised version of the code including primordial non-Gaussianity
can be found at http://cosmo.nyu.edu/roman/2LPT/.
To Process N-1 To Process N+1 
1. 
To Process N-1 To Process N+1 
2. 
3. 
From Process N-1 
From Process N+1 
To Process N-2 To Process N+2 
4. 
Figure 3: A four stage ‘memory schematic’ of how we move
particles between processors in between timesteps, conserving
as much memory as possible. First we identify those particles
which need moving to the neighbouring processors and move
them to a temporary buffer. We then move particles from the
end of the particle structure to overwrite the particle we no
longer need to keep. Finally we perform a send and receive op-
eration, sending the particles in the buffer to the neighbouring
processors and receiving particles from those processors into
the end of the particle structure. This algorithm is repeated up
to the maximum number of processors a particle has moved
across.
Because of this addition, L-PICOLA can be used very effec-
tively to create the initial conditions for other N-Body simula-
tions, as well as evolving the dark matter field itself. In fact in
a single run we can output both the initial conditions and the
evolved field at any number of redshifts between the redshift of
the initial conditions and the final redshift, which allows easy
comparison between PICOLA and other N-Body codes.
A final point is that because the 2LPT section is based on
the latest version of the 2LPTic code, we are also able to gen-
erate, and then evolve, initial conditions with local, equilateral,
orthogonal or generic primordial non-Gaussianity. Local, equi-
lateral and orthogonal non-gaussianity can be added simply by
specifying the appropriate option before compilation and pro-
viding a value for fNL. We can also create primordial non-
Gaussianity for any generic bispectrum configuration using a
user-defined input kernel, following the formalism in the Ap-
pendix of Scoccimarro et al. (2012).
6 LIGHTCONE
The final large modification we have made to the code, and one
which will be very useful for future large scale structure sur-
veys, is the ability to generate lightcone simulations in a single
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run, as opposed to running a large number of snapshots and
piecing them together afterwards.
Snapshot simulations, generated at some effective redshift,
have been widely used in the past to calculate the covariance
matrix and perform systematic tests on data (Manera et al.,
2013, 2015). However, as future surveys begin to cover larger
and larger cosmological volumes with high completeness across
all redshift ranges it is no longer good enough to produce a suite
of simulations at one redshift. Lightcone simulations mimic the
observed clustering as a function of redshift and so introduce a
redshift dependence into the covariance matrix. On top of this,
once a full redshift range has been simulated we can apply iden-
tical cuts to the mock galaxy catalogues and the data. As such,
in the case when we make measurements at multiple effective
redshifts with a single sample, we may need less simulations in
total, especially if multiple runs would be required to produce
the snapshots at multiple redshifts.
Figure 4 demonstrates the effect of simulating a lightcone
using the power spectrum. We populate a (2h−1 Gpc)3 box
with 5123 particles, place the observer at (0,0,0), and using a
flat, Ωm,0 = 0.25 cosmology (all other parameters match our
fiducial cosmology), simulate an eighth of the full-sky out to a
maximum redshift of 0.75. The power spectrum is then calcu-
lated using the method of Feldman et al. (1994) for three red-
shift slices between 0.0, 0.25, 0.5 and 0.75, using a random,
unclustered catalogue to capture the window function. As ex-
pected we see a significant evolution of the clustering as a func-
tion of redshift that would not be captured in a single snapshot
simulation. The overall clustering amplitude increases as we go
to lower redshifts with additional non-linear evolution on small
scales at later times.
To further compare the clustering of this lightcone simu-
lation with the expected clustering, we overlay the power spec-
trum from a snapshot simulation at the effective redshift of each
lightcone slice. We define the effective redshift of each slice,
bounded by the redshifts z1 and z2, using the formulation of
Tegmark (1997) where
zeff =
∫
(n(z)PFKPwFKP )
2zdV∫
(n(z)PFKPwFKP )2dV
. (22)
For our simulations the number density, n(z), is constant and
the weighting factors, PFKP and wFKP (Feldman et al., 1994)
cancel. This in turn reduces the effective redshift to
zeff =
∫ z2
z1
r2(z)
H(z) zdz∫ z2
z1
r2(z)
H(z) dz
(23)
where
r(z) = c
∫ z
0
dz′
H(z′)
(24)
is the comoving distance, c is the speed of light and H(z) is the
Hubble parameter.
We can see good agreement on all scales between the snap-
shot and lightcone power spectra for each of the redshift slices.
The window function causes noise on the largest scales, espe-
cially for the lowest volume slice, however the redshift-dependent
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Figure 4: The power spectra, measured using the estimator of
Feldman et al. (1994), of different redshifts slices within the
same L-PICOLA lightcone simulation (solid). This is compared
to a snapshot simulation at the effective redshift of the slice. We
see that, as expected, the clustering is much stronger (and the
power spectrum amplitude much higher) at lower redshifts and
there is good agreement on linear scales between the snapshot
and lightcone power spectra.
amplitude is captured very well within a single lightcone simu-
lation.
In the following subsections we will provide a detailed de-
scription of how lightcone simulations are produced in L-PICOLA,
test the accuracy of our implementation and also looking at how
we can replicate the simulations volume to fill the full lightcone
during run-time.
6.1 Building Lightcone Simulations
In order to simulate the past lightcone, we require the properties
of each particle in the simulation at the moment when it leaves
a lightcone shrinking towards the observer. As has been done
in several studies (Fosalba et al., 2013; Merson et al., 2013), we
can interpolate these particle properties using a set of snapshot
simulations, however this requires significant post-processing
and more storage space than generating a lightcone simulation
at run-time. As such, in order to provide a useful tool for fu-
ture cosmology surveys, we have implemented the latter into
L-PICOLA.
This is done as follows: The user specifies an initial red-
shift, at which we begin the simulation, and an origin, the point
at which the observer sits. Each of the output redshifts is then
used to set up the timesteps we will use in the simulation, with
the first output denoting the point at which we start the light-
cone and the final output corresponding to the final redshift of
the simulation. Any additional redshifts in between these two
can be used to set up variable timestep sizes. If we imagine the
lightcone as shrinking towards the origin as the simulation pro-
gresses, then for every timestep between these two redshifts we
output only those particles that have left the lightcone. This is
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Figure 5: A 50h−1 Mpc slice of a L-PICOLA dark matter field
simulated on the past lightcone with an observer situated at the
(0,0,0). As the lightcone shrinks with each timestep (the light-
cone radius is denoted by the black lines) we only output the
particles that have left the lightcone that timestep, with their
position interpolated to the exact point at which they left. This
means that the particles shown in the diagram were output in
stages with the particles between lines T0 and T1 output first.
Between output stages the particles evolve as normal, resulting
in clustering that is dependent on the distance from the observer.
shown pictorally in Figure 5.
Mathematically, it is simple to identify whether the particle
should be output between timesteps i and i + 1 by looking for
particles which satisfy both
Rp,i ≤ RL,i (25)
and
Rp,i+1 > RL,i+1, (26)
where Rp,i is the comoving distance between the particle and
the lightcone origin at scale factor ai = 1/(1 + zi) and RL,i is
the comoving radius of the lightcone at this time.
However, we really wish to output a given particle at the
exact moment it satisfies the equation,
Rp(aL) = RL(aL), (27)
From the COLA method we have
R2p(aL) = |ri−r0+vi+1/2∆a2+∆D1Ψ1+∆D2Ψ2|2 (28)
where r0 is the position of the lightcone origin and the ‘∆’
terms are dependent on the value of aL. The comoving light-
cone radius at aL is simply the comoving distance
RL(aL) = c
∫ 1
aL
da
a2H(a)
. (29)
Equating these should allow us to solve for aL. Once this is
known we can calculate the properties of each particle we wish
to output. However, this equation cannot be solved analytically
and so requires us to numerically solve it for each individual
particle that we wish to output. This would be prohibitively
time-consuming and instead we approximate the solution by
linearly interpolating both the lightcone radius and the particle
position between the times ai and ai+1. Substituting the linear
interpolation into Eq.(27) and rearranging we find
aL ≈ ai + (ai+1 − ai)(RL,i −Rp,i)
(Rp,i+1 −Rp,i)− (RL,i+1 −RL,i) . (30)
This is trivial to calculate as we already need to know Rp,i and
Rp,i+1 in order to update the particle during timestepping any-
way, and RL,i and RL,i+1 are needed to identify which parti-
cles have left the lightcone in the first place. In fact the whole
procedure can be performed with minimal extra runtime, as we
simply modify the ‘Drift’ part of the code. The only extra com-
putations are to check the particle’s new position against the
lightcone and interpolate if necessary. Once we know the exact
time the particle left the lightcone we can update the particle’s
position, using Eq.(16), to the position it had when it left the
lightcone and output the particle.
In L-PICOLA lightcone simulations we do not interpolate
the velocity, using instead the velocity at time ai+1/2. We make
this choice as it mimics the inherent assumption of the Kick-
Drift-Kick method, that the velocity is constant between ai and
ai+1. To properly interpolate the velocity in the same way as
the particle position would require us to evaluate the velocity
at times ai and ai+1 which in turn would require us to mea-
sure the particle density at half timestep intervals. One could
also imagine assuming that the non-linear velocity is constant
and interpolating the ZA and 2LPT velocities (which must be
added back on before outputting to move back to the correct
reference frame). However, we find that the assumption of con-
stant velocity between ai and ai+1 is a reasonable one.
To test the numerical interpolation against the analytic ex-
pectations, and provide a graphical representation of the par-
ticle positions and velocities output during lightcone simula-
tions, we compare particles output during the final timestep of a
lightcone simulation to the same particles output from snapshot
simulations evaluated at the beginning and end of that timestep
(the corresponding redshifts are z = 0.0 and z = 0.09375 in
this case). The particles are matched based on a unique identi-
fication number which is assigned when the particle are created
and as such is consistent between the three simulations.
For both the particle positions and velocities we look at the
difference between the lightcone properties and the properties
of the z = 0.0 snapshot, normalised by the same difference be-
tween the z = 0.09375 and z = 0.0 snapshots. We plot this in
Figure 6 as a function of the distance from the observer (also
normalised, using the comoving distance to z = 0.09375). If
we were to interpolate the particle positions after runtime using
the two snapshots we would expect the particles to lie exactly
on the diagonal in Figure 6. We find that the particle positions
interpolated during the simulation also lie close to the diagonal,
which validates the accuracy of our numerical interpolation.
The small scatter in both of these plots is due to floating-point
errors and the normalisation in the particle positions. Particles
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Figure 6: The difference between the lightcone and snapshot positions (left) and velocities (right) of particles output between
z = 0.0 and z = 0.09375 as a function of the distance to the observer, which is equivalent to the output time. We compute the
magnitude of the difference vector between the lightcone and z = 0.0 snapshot statistics, normalised by the difference between the
z = 0.0 and z = 0.09375 snapshots. The solid red line shoes the expected trend based on the fact that we output particles at the time
they exit the lightcone, but do not interpolate the velocity. For the latter we expect, for each direction, va+1/2 ≈ (va+1 + va)/2.
that do not move much between the two snapshots will have
a normalisation close to zero, which in turn makes our choice
of plotting statistic non-optimal. The particle velocities show
no trend as a function of distance to the observer or when they
were output. In this case the velocities in each direction are all
situated close to the mid point between the two simulations .
This validates the Kick-Drift-Kick assumption, that the veloci-
ties evolve approximately linearly between two timesteps, such
that the velocity at time ai+1/2 is half way between that at time
ai and ai+1, although there is some scatter and offset due to the
true non-linear nature of the velocity.
6.1.1 Interpolation Accuracy
On top of comparing the numerical interpolation during runtime
to the analytic interpolation between two snapshots, we also
check the assumption that we can use linear interpolation be-
tween two timesteps at all. As mentioned previously, the exact
time the particle leaves the lightcone, which we’ll call aL,full,
is given by numerically solving Eq.(27), but solving this for
each particle is extremely time consuming and so we linearly
interpolate instead. To test this we find the exact solution for a
subset of the particles in the L = 2h−1 Gpc, N = 5123 simu-
lation and compare this to the approximate solution, aL,interp.
This is shown in Figure 7. We find that the linear interpo-
lation slightly overestimates the value of aL, with a common
trend across all timesteps, however this effect is less than 0.5%
across all times for this simulation. The two solutions agree
almost perfectly close to the timestep boundaries, denoted by
the dashed vertical lines. This is because the particle positions
and lightcone radius are known exactly at these points. Further
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Figure 7: A plot showing the accuracy of using linear inter-
polation to get the time a particle leaves the lightcone. For a
subset of particles, we plot the difference between the full nu-
merical solution of aL and the value recovered using Eq.(30),
as a function of the true scale factor. The dashed lines show the
scale factor at which we evaluate the timesteps of the simula-
tions, and hence know the exact positions of the particles and
the lightcone radius.
away from the timestep boundaries inaccuracies are introduced
as the assumption that the particle position and lightcone radius
are linear functions of the scale factor is less accurate.
We can further quantify the reliability of the linear interpo-
lation by looking at the positions of the particles output in both
these simulations. This is shown in Figure 8, where we plot the
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Figure 8: A plot of the difference between the positions of a
subset of particles when using the full numerical solution of aL
and those recovered using Eq.(30), as a function of the distance
from the observer, normalised by the maximum lightcone ra-
dius of the simulation. We plot the magnitude of the difference
vector between the two methods. We see good agreement, with
a maximum difference of ∼ 60h−1 kpc, across all scales.
difference in particle position (we take the magnitude of the dif-
ference vector) as a function of the distance between the particle
and the observer, normalised to the maximum lightcone radius
for the simulation. We can see that the linear interpolation is
indeed very accurate, and even at large radii, where the comov-
ing distance between timesteps is largest, the particle positions
are equivalent to within 0.06h−1 Mpc. This is well below the
mesh scale of this simulation, and is subdominant compared to
the errors caused by the finite mesh size and the large timesteps.
6.2 Replicates
On top of the lightcone interpolation we have accounted for
the fact that lightcones built from snapshot simulations often
replicate the simulation output to reach the desired redshift. L-
PICOLA has the ability to replicate the box as many times as re-
quired in each direction during runtime. This is done by simply
modifying the position of each particle as if it was in a simu-
lation box centred at some other location. In this way we can
build up a large cosmological volume whilst still retaining a rea-
sonable mass and force resolution. However it is important to
note that this can have undesired effects on the power spectrum
and covariance matrix calculated from the full replicated simu-
lations volume, which will be detailed subsequently. Figure 9
highlights the replication process. Here we run a similar light-
cone to that used in Figure 5, however the actual simulation
contains 64 times less particles in a volume 64 times smaller
and is replicated 64 times. In this way we can cover the full
volume and mass range required but the CPU and memory re-
quirements are much smaller. To help identify the replication
we have used the Friends-of-Friends algorithm (Davis et al.,
1985) to group the particles into halos and plotted the centre-
Figure 9: A L-PICOLA lightcone simulation showing obvious
replicates. In this rather extreme case we run a similar simula-
tion to that shown in Figure 5 but using 64 times less particles
and in a volume 64 times smaller. We then replicate the box 64
times at runtime as shown by the dashed lines (we only show 1
replicate in the z direction). To aid visualisation we also over
plot the halos recovered from this simulation using a Friends-
of-Friends algorithm.
of-mass position of each halo. This results in obvious points
where the same halo is reproduced after more particles have
accreted onto that halo, and the halo has evolved in time.
6.2.1 Effects of Replication on the Power Spectrum
The downside of the replication procedure is that in repeating
the same structures we are not be sampling as many indepen-
dent modes as would be expected from an unreplicated simula-
tion of the same volume. Rather we are just sampling the same
modes multiple times. This affects both the power spectrum
and the covariance matrix. To test the effects of replication we
use a set of 500 lightcone simulations, containing 5123 parti-
cles in a box of edge length 1024h−1 Mpc. We then compare
this to another set of 500 simulations with 2563 particle in a
(512h−1 Mpc)3 box, which is then replicated 8 times. We cal-
culate the power spectra for both using the method of Feldman
et al. (1994), in bins of ∆k = 0.008hMpc−1, estimating the
expected overdensity from the total number of simulation par-
ticles and the box volume. This works for the lightcone simula-
tions as the maximum lightcone radius is larger than the diag-
onal length of the cubic box, such that the simulation still fills
volume.
The average power spectra are shown in Figure 10, where
the errors come from the diagonal elements of the covariance
matrix and are those for a single realisation. As the simulations
are periodic in nature we expect the power spectra for the two
box sizes to be almost identical except for the fact that the larger
simulation volume has a greater effective redshift and hence a
power spectrum with lower amplitude and less non-linear evo-
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Figure 10: Plots showing the effect of replication on the es-
timated power spectrum using sets of 5123 particle lightcone
simulations in a 1024h−1 Mpc box and 2563 particle lightcone
simulations in a 512h−1 Mpc box. The lines correspond to the
average power spectra from 500 independent realisations and
the errors are those on a single realisation calculated from the
diagonal of the covariance matrix constructed from the 500 re-
alisations. The blue line represents the average power spectrum
when we replicate the 2563 particle simulation 8 times so that it
has the same volume and number of particles as the larger sim-
ulation, and as expected is virtually indistinguishable from the
large, unreplicated simulation. The amplitude of power spectra
match the order of the legend.
lution. We see that this holds true for our lightcone simulations,
and that the difference in the replicated and unreplicated 5123
simulations is, at least on linear scales, equal to the difference
in the linear growth factor between the effective redshifts of the
two sets of simulations.
However, in order to produce the replicated power spec-
trum, it is necessary to correct for the replication procedure.
When we replicate a simulation, we are changing the funda-
mental mode of the simulation but without adding any addi-
tional information, either in the number of independent modes
we sample, or on scales beyond the box size of the unreplicated
simulation. This in turn creates ringing on the order of the un-
replicated box size. This can demonstrated using a simple toy
model.
In Figure 11 we show a small 2 × 2 overdensity field be-
fore and after taking the discrete Fourier transform. Then, if we
replicate the 2×2 overdensity field 4 times and take the discrete
Fourier transform, we assign the Fourier components to a grid
4 times larger than for the unreplicated field as the fundamen-
tal mode of the simulation should be twice as small. However
we have not added any information beyond that contained in
the original 2 × 2 grid and as such every other component of
the Fourier transformed replicated field is zero, creating ring-
ing within the power spectrum.
This also highlights the correction we perform to remove
this affect. After Fourier transforming the replicated overden-
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Figure 11: A toy model demonstrating how replication of the
simulation volume can create ringing in the power spectrum.
Replicating the simulation does not add any information be-
low the fundamental mode of the unreplicated simulation. The
lack of additional information then creates ’0’ elements in the
Fourier transformed overdensity grid, which in turn creates
ringing in the power spectrum.
sity field we simply remove the zero components and place the
remaining non-zero components in the same size grid as that
used for the unreplicated box, correcting for the differences in
normalisation between the two fields. We then compute the
power spectrum using this smaller grid. This removes the ring-
ing on the order of the box size and returns the power spectrum
as seen in Figure 10. It is important to note that this procedure
still lacks the k-space resolution one would naively expect due
to the fact our simulation box is larger. Neither our replication
method nor our correction for ringing adds in modes larger than
the unreplicated box size (there are, however, methods that do
do this, see e.g. Tormen & Bertschinger 1996; Cole 1997)
This is an important correction and one that should be used
whenever a simulation is replicated. It is important to note
however that we believe such a correction to only be necessary
when looking at a portion of a replicated simulation with vol-
ume equal to or greater than the unreplicated simulation. For
most practical applications, the unreplicated simulation would
be much larger than that used here, and the lightcone simu-
lations themselves would undergo significant post-processing,
such as the application of a survey window function and cutting
into redshift slices. In this case the volume of each redshift slice
will most likely be less than the original unreplicated simulation
volume and so no correction will be necessary.
6.2.2 Effects of Replication on the Covariance
Utilising our 500 realisations for both sets of simulations we
also look at the effect of replication on the covariance matrix.
This is shown in Figure 12. Assuming Gaussian covariance,
.i.e., Tegmark (1997), we would expect the covariance to scale
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Figure 12: Plots showing the effect of replication on the diag-
onal elements of the power spectrum covariance matrix using
sets of 5123 particle lightcone simulations in a 1024h−1 Mpc
box and 2563 particle lightcone simulations in a 512h−1 Mpc
box. The errors are derived from bootstrap resampling with re-
placement over the 500 realisations. The dashed line shows the
covariance of the replicated simulations after dividing by the
difference in volume between the two sets of unreplicated sim-
ulations. The amplitude of the covariance matches the order of
the legend.
as the inverse of the simulation volume. Our two sets of un-
replicated simulations show this behaviour, with the larger vol-
ume simulation having a covariance 8 times smaller than the
smaller simulation, at least on linear scales. But, as with the
power spectrum, artificially increasing the simulation volume
by replication does not add in any extra unique modes and so
does not increase the variance. This in turn means that the co-
variance matrix of the replicated simulation does not display
the expected volume dependence.
Knowing the expected volume dependence, however, we
can correct for this effect. This correction is shown in 12 as the
dashed blue line. The corrected, replicated covariance agrees
very well with the unreplicated covariance, however there is
some residual differences on small scales. We hypothesise that
this arises due to the absence of modes larger than the unrepli-
cated box size, which would otherwise couple with the small
scale modes within the simulation and increase the small scale
covariance. This coupling is referred to as the Super-Sample
covariance by Takada & Hu (2013) and Li et al. (2014), who
also explore corrections for this effect that could be applied to
replicated simulations.
However as, like the power spectrum, most applications of
L-PICOLA will involve some manipulation of the final simula-
tion output, we would not expect to see this incorrect volume
dependence unless the comoving volume of the region we were
analysing was close to the unreplicated simulation size.
On the other hand, with this in mind, we still recommend
that for any usage of L-PICOLA involving replication of the
simulation region, the effects on the power spectrum and co-
variance matrix are throughly tested. This could be done using
a procedure similar to that shown here, comparing replicated
and unreplicated simulations after applying any survey geom-
etry and data analysis effects. Obviously replication will only
be necessary if maintaining both the full volume and number
density is unfeasible, however as these effects arise due to the
simulation volume rather than the particle number density one
would be able to test this without simulating the full number of
particles in the unreplicated volume.
6.2.3 Speeding Up Replication
In L-PICOLA, lightcone simulations are performed in such a
way as to add no additional memory requirements to the run,
however the amount of time to drift the particles will increase
proportionally to the number of replicates. In order to speed
this up we identify, each timestep, which replicates are neces-
sary to loop over. Any replicates that have all 8 vertices inside
the lightcone at the end of the timestep will not have particles
leaving the lightcone and so can be ignored for the current iter-
ation. Furthermore, for replicates not fully inside the lightcone,
we calculate the shortest distance between the replicate and the
origin by first calculating the distance to each face of the repli-
cate then the shortest distance to each line segment on that face.
If the shortest distance to the origin is larger than the lightcone
radius then the replicate has completely exited the lightcone and
will no longer be required for the duration of the simulation.
Overall, this means that even if the simulation box is replicated
N times in each direction we will only need to look at a small
fraction of the replicates (∼ 1 − 2 in each direction unless the
simulation box is so small that the lightcone radius changes by
more than the boxsize in a single timestep).
7 L-PICOLA ACCURACY
In this section we compare the accuracy of L-PICOLA to a full
N-Body simulation using the Tree-PM code GADGET-2 (Springel,
2005) and to the results returned using only 2LPT, which has
been used to generate mock catalogues for the BOSS survey
(Manera et al., 2013, 2015). In all cases we use a simulation
containing 10243 particles in a box of edge length 768h−1 Mpc,
starting at an initial redshift of 9.0 and evolving the dark mat-
ter particles to a final redshift of 0.0. We use our fiducial cos-
mology and a linear power spectrum calculated at redshift 0.0
from CAMB (Lewis et al., 2000; Howlett et al., 2012). In all
cases, unless this choice itself is being tested, we set Nmesh =
Nparticles. The memory requirements for this simulation are
given in Appendix A, where this simulation is used as an exam-
ple.
7.1 Two-point Clustering
We first look at how well L-PICOLA recovers the two-point clus-
tering of the dark matter field compared to the N-Body simula-
tion, which we treat as our fully correct solution. In all cases we
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Figure 13: Plots of the power spectrum ratio and cross correlation between approximate realisations of the dark matter field, using
the Particle-Mesh, 2LPT and COLA methods with 10 linear timesteps, and a Tree-PM realisation from GADGET-2. The amplitude
of the ratios and cross correlations at large k match the order of the legend.
estimate the power spectrum within our cubic simulations us-
ing the method of Feldman et al. (1994). In Figure 13 we show
the ratio of the power spectra recovered from the approximate
simulations and from the GADGET-2 run. We plot the results
recovered using 2LPT and L-PICOLA runs with 10 timesteps
and 50 timesteps, and for a set of runs with the COLA modifi-
cation turned off and the same numbers of timesteps. The act
of turning the COLA method off reduces L-PICOLA to a stan-
dard Particle-Mesh code. We also plot the cross correlation, ρ,
between the approximate dark matter field, δ, and the full non-
linear field from our N-Body run, δNL, defined as
ρ(k) =
〈δ(k)δ∗NL(k)〉
〈|δ(k)|2〉〈|δNL(k)|2〉 (31)
We neglect the contribution from shot-noise here as for dark
matter particles and our simulation specifications this will be
very sub-dominant on all scales we consider.
We see that the COLA method creates a much better ap-
proximation of the full non-linear dark matter field than 2LPT
and the Particle-Mesh algorithms alone for a small number of
timesteps. The agreement between the COLA and N-Body
fields is remarkable, with the power spectra agreeing to within
2% up to k = 0.3hMpc−1, which covers all the scales cur-
rently used for BAO and RSD measurements. An 80% agree-
ment remains even up to scales of k = 1.0hMpc−1. This level
of conformity is mirrored in the cross correlation, which for the
COLA run remains above 98% for all scales plotted.
Further to this, where the cross-correlation is 1, we would
not expect this to deviate between realisations. It is non-stochastic.
As such we would expect that where the cross-correlation is
1, the covariance of the L-PICOLA and GADGET-2 simulations
would be identical (at the level of noise caused by using a fi-
nite number of realizations). Figure 13 indicates that the real-
space covariance matrix recovered from L-PICOLA is exact on
all scales of interest to BAO and RSD measurements. Even
where the cross-correlation between the L-PICOLA and gadget-
2 simulations deviates from 1, it still remains very high, such
that the covariance matrix recovered from L-PICOLA would match
extremely well that from a full ensemble of N-Body realisations
even up to k = 1.0hMpc−1
In the same number of timesteps the Particle-Mesh algo-
rithm cannot match the accuracy of COLA on any scales. Even
on large scales there is a discrepancy between the PM and GAD-
GET runs, as there are not enough timesteps for the PM algo-
rithm to fully recover the linear growth factor. This validates
the reasoning behind the COLA method as the 2LPT solution
provides the solution on linear scales but performs much worse
than the PM algorithm on smaller scales. The time taken for a
single timestep under both the COLA and PM methods is iden-
tical and as such the COLA method gives much better results
for a fixed computational time.
Interestingly, however, the COLA and the standard PM al-
gorithm converge if a suitable number of timesteps is used (50
in this case). When this many timesteps are used the PM code
can accurately recover the linear growth factor and the non-
linear clustering is greatly improved. Using a larger number of
timesteps for the COLA run only affects the non-linear scales
as the linear and quasi-linear scales are already fully captured.
Using larger and larger numbers of timesteps has a diminish-
ing effect on both algorithms, as the small scale accuracy be-
comes bounded by the lack of force resolution below the mesh
scale. As the COLA method is already quite accurate for a
few timesteps increasing the number of timesteps for a fixed
mesh size does not add as much accuracy as for the PM method
alone. Incorporating the COLA mechanism into a Tree-PM
code would negate this effect and we expect that increasing the
number of timesteps used would then continue to increase the
small scale accuracy beyond that achieved using the PM algo-
rithm only.
Figure 14 compares the real and redshift-space cross cor-
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Figure 14: A comparison of the real- and redshift-space cross-
correlations between approximate realisations of the dark mat-
ter field, using the Particle-Mesh and COLA methods with 10
linear timesteps, and a Tree-PM realisation from GADGET-2.
The amplitude of the cross-correlation match the order of the
legend.
relation for the COLA and PM runs using 10 timesteps. The
additional displacement each particle receives due to Redshift
Space Distortions, slos, is evaluated using
slos =
vlos
H(a)a
(32)
where vlos is the line of sight velocity of each particle for an
observer situated in the centre of the simulation box.
In all cases we see that the accuracy of the simulation in
redshift-space is worse than in real space. The 98% cross cor-
relation continues only up to k = 0.4hMpc−1. However, this
is to be expected as, in addition to slightly under-predicting
the spatial clustering of the dark matter particles, the approx-
imate methods do not recover the full non-linear evolution of
the particle’s velocities as a function of time. The agreement in
redshift space between the COLA method and the GADGET-2
run is still very good on all scales of interest to BAO and RSD
measurements and the COLA method still outperforms the PM
algorithm. Similarly we would expect the redshift-space co-
variance matrix to remain extremely accurate on these scales of
interest.
7.2 Three-point Clustering
We also look at the accuracy with with L-PICOLA recovers the
three-point clustering of the dark matter field. In particular we
use the reduced bispectrum,
Q(k1, k2, k3) =
B(k1, k2, k3)
P (k1)P (k2) + P (k2)P (k3) + P (k3)P (k1)
(33)
where B(k1, k2, k3) is the bispectrum for our periodic, cubic
simulation.
In order to explore the agreement between GADGET-2 and
L-PICOLA across a wide range of bispectrum configurations we
plot the reduced bispectrum ratio for L-PICOLA and GADGET-
2 as a function of the ratios k3/k1 and k2/k1 for a variety of
different values of k1. This is shown in Figure 15. For clarity in
this figure and to avoid double plotting the same configurations
we enforce the conditions ~k1 ≥ ~k2 ≥ ~k3 and ~k1 + ~k2 + ~k3 = 0.
From Figure 15 we find that L-PICOLA is able to repro-
duce the reduced bispectrum to within 6% for any bispectrum
configuration up to k1 = k2 = k3 = 0.5hMpc−1. We can
also identify the configurations that L-PICOLA reproduces with
greatest and least accuracy. Regardless of the scale we find that
the bispectrum in the squeezed, elongated or folded limit is re-
produced extremely well, to within 2% on all scales. This is
because these configurations contain large contributions from
triangles with one or two large scale modes, which we expect
L-PICOLA to reproduce exactly. The least accurate regime is
the equilateral configuration, with accuracy decreasing as we
go to smaller scales (larger k1). This is because these trian-
gles contain the biggest contribution from small scale modes in
the simulation, which are not reproduced quite as accurately in
L-PICOLA.
7.3 Timestepping and Mesh Choices
It should be noted that the convergence time of COLA depends
intimately on the choice of timestepping and mesh size used
and the accuracy after a given number of timesteps can vary
based on the exact choices made. The representative run in Fig-
ure 13 uses the modified COLA timestepping and the value of
nLPT = −2.5 suggested by Tassev et al. (2013) and a number
of mesh cells equal to the number of particles.
Figure 16 shows how the accuracy of COLA is reduced
when lower force resolutions (less mesh cells) are used. We
look at the case where the number of mesh points is equal to 1,
1/2 and 1/4 times the number of particles. We do not consider
a number of mesh cells larger than the number of particles as,
from the Nyquist-Shannon Sampling Theorem, we do not ex-
pect any improvement in the clustering at early times, when the
particle distribution is approximately grid based. Furthermore
Peebles et al. (1989) and Splinter et al. (1998) advocate that
there is little justification in using a force resolution higher than
the mean particle separation due to the inevitable differences
in clustering between different simulations caused by using a
finite number of particles. For most practical applications of
L-PICOLA it also becomes computationally infeasible to use a
number of mesh cells much larger than the number of particles,
due to the large increase in computational time for the Fourier
transforms.
As expected we find a reduction in the non-linear clustering
accuracy as each mesh cell becomes larger, corresponding to a
larger force smoothing. The large scales are still well recovered
for all mesh sizes tested. Using smaller mesh sizes results in
faster simulations and so for a given application of L-PICOLA a
balance between mesh size and speed should be carefully con-
sidered based on the accuracy required and at which scales.
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Figure 15: The ratio of the reduced bispectrum measured from our L-PICOLA and GADGET-2 simulations. We plot this as a
function of the ratios k3/k1 and k2/k1 for a range of k1 values. This allows to use explore a wide range of triangle configurations.
For reference the top-left, top-right and bottom vertices of each plot correspond to squeezed, equilateral and folded configurations,
whilst the left, and right and top edges correspond to elongated and isoceles triangles respectively.
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Figure 16: The power spectrum ratio between L-PICOLA dark
matter fields using the COLA method and an N-Body realisa-
tion for different mesh to particle ratios. In all cases we run
the simulation for 10 timesteps using linearly spaced COLA
timesteps. The order of the legend matches the amplitude of
the lines.
In Figure 17 we look at the effect of using timesteps linearly
and logarithmically spaced in a and also the effect of using the
modified timestepping (with nLPT = −2.5 still) compared to
the standard Quinn et al. (1997) method.
In all cases we see that the COLA method still outperforms
the standard Particle-Mesh algorithm, although to differing de-
grees. In the case of identical timestepping choices between
the COLA and PM runs we see that the large scale and quasi-
linear power is recovered much better. One point of interest is
that using linearly spaced timesteps in the PM method reduces
the accuracy on large scales below that of the logarithmically-
spaced PM run, but greatly improves the non-linear accuracy,
beyond even that of COLA with logarithmic steps. This is be-
cause using timesteps logarithmically spaced in a means the
code takes more timesteps at higher redshift, where the evolu-
tion of the dark matter field is more linear. This means that the
PM algorithm recovers the linear growth factor more accurately.
Using linear timesteps results in more ‘time’ spend at low red-
shifts, where the evolution is non-linear and so the non-linear
growth is captured more accurately, at the expense of the large
scale clustering. As the COLA method gets the large scale clus-
tering correct very quickly, using linear timesteps to increase
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Figure 17: The power spectrum ratio between L-PICOLA dark
matter fields and an N-Body realisation for different timestep-
ping choices. We look at the effect of using timesteps lin-
early and logarithmically spaced in a and using the modified
method of Tassev et al. (2013) in place of the standard Quinn
et al. (1997) timestepping. We also compare the COLA runs
to standard PM runs using linearly and logarithmically spaced
timesteps. In all cases we run the simulation for 10 timesteps.
The order of the legend matches the amplitude of the lines at
large k.
the non-linear accuracy is much more beneficial. Indeed, we
find even more improvement using the modified timestepping
method, Eq.(19), which emphasises the non-linear modes and
corroborates the claims of Tassev et al. (2013).
It should be noted, however, that using the modified timestep-
ping value puts additional emphasis on different growing modes,
based on the value of nLPT , which can change the shape of the
power spectrum. This is shown in Figure 18 where we plot the
power spectrum ratio between the N-Body and L-PICOLA runs
for different values of nLPT , exciting different combinations
of decaying and growing modes, which are dominant at dif-
ferent cosmological times. We indeed see that different values
produce slightly different power spectra. However the cross-
correlations for these runs are all very similar, indicating that
the difference is non-stochastic and cannot vary from realisa-
tion to realization.
As such, though the ‘correct’ choice depends on the exact
scales and statistics we wish to reproduce with our mock reali-
sations, this is not very important. The results can be calibrated
afterwards simply by comparing two different simulations with
different values of nLPT . We find that for our case a value
nLPT = −2.5 shows reasonable behaviour on all scales.
Throughout this section we have shown that the dark matter
clustering recovered by L-PICOLA is extremely accurate on all
scales of interest to BAO and RSD measurements. It is impor-
tant to note however that when producing mock catalogues it is
a representative galaxy field that is needed. In order to produce
these L-PICOLA can be combined with other codes for iden-
tifying halos and populating the dark matter field with galax-
ies. Using the Friends-of-Friends algorithm (Davis et al., 1985)
and Halo Occupation Distribution model (Berlind & Weinberg,
2002), Howlett et al. (2015) generated mock catalogues from
L-PICOLA fields. In this case no modification of the Friends-of-
Friends linking length or the HOD model was needed. Other
methods such as those presented by de la Torre & Peacock
(2013), Angulo et al. (2014) or Kitaura et al. (2014) could also
be used.
8 L-PICOLA SPEED
We have shown that the COLA method itself outperforms both
the 2LPT and Particle-Mesh algorithms in terms of the accuracy
with which it reproduces the ‘true’ clustering recovered from a
Tree-PM N-Body simulations. In this section we highlight the
transformation of the COLA method into a viable code for use
with current and next generation large scale structure surveys by
demonstrating the speed of L-PICOLA and showing how long it
takes to produce a dark matter realisation compared to 2LPT
and GADGET-2.
We run a series of simulations with differing numbers of
particles, box sizes and numbers of processors and look at the
time taken in both the strong and weak scaling regimes. Strong
scaling is defined as the change in the runtime of the code
for different numbers of processors for a fixed simulation size,
whereas weak scaling is the change in runtime for a fixed simu-
lation size per processor. For the strong scaling test we use the
same simulation specifications as for our accuracy tests, with
numbers of processors equal to {8, 16, 32, 64, 128, 256}. The
simulations we use for the weak scaling are similar to those
used for the strong scaling with additional details listed in Ta-
ble 1. In all cases we fix the number of mesh cells to the number
of particles.6
All the run times are shown in Figure 19, for both the strong
and weak scaling. In both cases we have plotted the CPU time
in such a way that perfect scaling will result in a constant hor-
izontal line (total CPU time summed across all processors for
strong scaling and CPU time per processor for weak scaling).
The top panel of this Figure shows the full CPU time taken for
each run. We find that our L-PICOLA runs generally take about
3 times longer to run that a simple 2LPT realisation, however
this is a relatively small cost compared to the difference in the
accuracy of the methods.
In terms of the actual scaling we find that although L-PICOLA
does not scale perfectly in either the strong or weak regimes,
the increase in runtime with number of processors is still rea-
sonable. We use a simple least squares fitting method to fit a
linear trend to the CPU time as a function of the number of pro-
cessors. We find gradients of 0.41 and 0.30, compared to the
ideal value of 0, for L-PICOLA in the strong and weak scaling
regimes respectively. We find that this trend can be extrapolated
well beyond our fitting range., i.e., for a 20483 particle simula-
tion in a (1536h−1 Mpc)3 box run on 1024 processors we find
6All runs were performed on Intel Ivy Bridge CPU’s on the SCIAMA high-
performance computing cluster at the University of Portsmouth. More informa-
tion can be found at http://www.sciama.icg.port.ac.uk/
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Figure 18: The power spectrum ratio and cross-correlation between approximate dark matter fields made with L-PICOLA and an N-
Body realisation for different values of nLPT within the modifed COLA timestepping method. In all cases we run the simulations
for 10 timesteps, using linearly spaced timesteps. The order of the legend matches the amplitude of the lines.
Table 1: The specifications of the L-PICOLA, GADGET-2 and
2LPT runs used in our weak scaling tests. In all cases we fix
the number of mesh cells to the number of particles. All other
simulation parameters are as used for the strong scaling runs
and accuracy tests of Section 7.
Ncpu Nparticles Lbox (h−1 Mpc)
2 2563 192
4 3223 246
8 4063 304
16 5123 384
32 6443 484
64 8123 610
128 10243 768
a CPU time per processor of 348 seconds, which matches very
well our predicted value of 345 seconds.
There exists some scatter in the runtimes for our simula-
tions. This generally stems from the Fourier transforms in-
volved, the efficiency of which depends on the way the mesh
in partitioned across the processors. In the case where we have
a number of mesh cells (in the x-direction) that is not a multi-
ple of the number of processors (.i.e, the Ncpu = 64, strong-
scaling run) the time taken for the calculation of the 2LPT dis-
placements and the interparticle forces during timestepping is
increased.
8.1 Contributions to the runtime
We investigate this further in the second and third rows of Fig-
ure 19. Here we show the time taken for different contributions
to the full run and to each timestep therein. This highlights the
fact that the scatter occurs mainly during the 2LPT and force
calculation parts of L-PICOLA as expected if it is due to the
Fourier transform efficiency. Additionally this also suggests
that the non-optimal strong and weak scaling does not stem
from any particular part of the code, but rather due to the ex-
tra MPI communications needed when we use larger numbers
of processors.
Looking at the contributions from the 2LPT, Timestepping
and Output stages, we see that there is some evolution with pro-
cessor number in the 2LPT stage from the fact that the Fourier
transforms require extra communications between different pro-
cessors to transform the full mesh. We also see an increasing
contribution from the Output stage of the code as we go to larger
numbers of processors. This is because of an option in the code
to limit the number of processors outputting at once, stopping
all processors outputting simultaneously. We set this to 32 pro-
cessors and as expected we see an increase in the time taken
to output the data once we run simulations with more than 32
processors due to the need for some processors to wait before
they can output.
8.2 Contributions to a single timestep
Looking at the contributions to an individual timestep we find
that the Drift, Kick and Displacement parts of the code are rea-
sonably constant when the number of particles per processor
remains constant. These consist mainly of loops over each par-
ticle and so this is too be expected. The Density Calculation and
Force Calculation steps contain the Fourier transforms required
for each timestep and as such are the biggest contributions to
the time taken for a timestep. Looking at the strong scaling
case we see an increase in both of these as a function of the
number of processors, which indicates they are dominated by
the MPI communications as expected.
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Figure 19: Plots showing the scaling of L-PICOLA in the strong (left) and weak (right) scaling regimes. For the strong scaling we
plot the total CPU time, summed across all processors, whilst for the weak scaling we plot the CPU per processors. This means
that ideal scaling would be shown as a constant horizontal trend as a function of the number of processors. Different panels show
the total time taken for L-PICOLA compared to 2LPT simulations; the different contributions to the L-PICOLA runtime; and the
contributions to a single L-PICOLA timestep. In all cases the order of the legend matches the order of the plotted quantities.
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For the weak scaling we also see a large jump in the CPU
time for both of these after 16 processors. This is another indi-
cation that the MPI communications are the cause of the scal-
ing trends we see, as the architecture of the High Performance
Computer we use is such that 16 processors are located on a
single node and intra-node communication is much faster than
inter-node. Once we start to require inter-node communication
to compute the Fourier transforms the CPU time increases.
Finally we see that the Move Particles section of the code
does not contribute much to the total time for each timestep, ex-
cept where the number of inter-processor communications be-
comes large. This is due to the effort taken to produce a fast
algorithm to pass the particles, whereas a simpler algorithm
would result in a larger amount of time and memory needed
to identify and store the particles that need transferring.
9 CONCLUSION
In this paper we have introduced and tested a new code L-
PICOLA, which, due to its fast nature, can be used to gener-
ate large numbers of accurate dark matter matter simulations.
The code is available under the GNU General Public License at
https:/cullanhowlett.github.io/l-picola. The
main points of the paper are summarised as follows:
• L-PICOLA is a memory conservative, planar parallelisa-
tion of the 2LPT and COLA algorithms. This is enabled
by parallel algorithms for Cloud-in-Cell interpolation, Fast
Fourier Transforms, and fast movement of particles be-
tween processors after each timestep.
• We have included additional features in L-PICOLA such
as the fast creation of initial conditions for other simu-
lation codes, with optional primordial non-Gaussianity,
and the ability to produce lightcone simulation, with op-
tional replication of the simulation volume at run-time.
These will be of particular use to future large scale struc-
ture surveys.
• We have quantified the accuracy of the method L-PICOLA
uses to produce lightcone simulations, verifying that it’s
accuracy is not unduly affected by the approximations
made to ensure a fast algorithm.
• We have investigated the effect of replicating the simu-
lation volume on both the power spectrum and covari-
ance matrix using a set of 500 individual lightcone reali-
sations. We find that, due to the fact the replication pro-
cedure modifies the simulation volume without adding
additional information, the power spectrum can suffer
from ringing on the scale of the unreplicated box size
and that the covariance matrix demonstrates the volume
dependence of the unreplicated box size as opposed to
the replicated volume. We show simple corrections for
both of these effects and hypothesise that this is only a
problem when analysing regions of the simulation larger
than the unreplicated box size.
• We have compared the accuracy of L-PICOLA to the ap-
proximate 2LPT and PM methods and to a fully non-
linear Tree-PM GADGET-2 simulation. We find that L-
PICOLA performs much better than the 2LPT and PM
algorithms, and that the power spectra from L-PICOLA
agree with that from our GADGET-2 simulations to within
2% on all scales of interest to BAO and RSD measure-
ments and to within 20% up to k = 1.0hMpc−1. The re-
duced bispectrum from L-PICOLA also shows remarkable
agreement with our GADGET-2 simulation, to within 6%
for all configurations up to k1 = k2 = k3 = 0.5hMpc−1.
We do however find that this agreement has some depen-
dence on the exact type of timestepping used in the code.
• We have compared the speed of L-PICOLA to the 2LPT
and GADGET-2 simulations. We find that the remark-
able accuracy of L-PICOLA comes at only a small cost to
speed compared to 2LPT. L-PICOLA exhibits reasonable
scaling properties in the strong and weak scaling regimes,
even up to large numbers of processors. We find that
these trends are dominated by the need for extra inter-
processor communication when using large numbers of
processors.
Still, there are several improvements that could be made to
L-PICOLA in the future. In terms of parallelisation, splitting
the mesh into ’blocks’ rather than ’slices’ could improve both
the speed and scalability of the code to large numbers of pro-
cessors, however the need for additional MPI communication
during the Fast Fourier Transforms means that the level of im-
provement is indeterminate at this time. Furthermore one could
imagine hybridising the code, using Open-MP and MPI such
that communication between ‘local’ processors does not rely
on slower MPI communication.
In terms of the physics behind L-PICOLA it would be simple
to add in support for warm dark matter. Another obvious addi-
tion to the code would be to implement the spatial extension
of the COLA method, presented by Tassev et al. (2015). Such
an improvement would allow us to simulate a large cosmolog-
ical volume whilst only spending computational time evalu-
ating the non-linear displacements for a small portion of that
volume. Lightcone simulations within L-PICOLA in particular
would greatly benefit from this as we would be able to simulate
a small ’pencil-beam’ region of the full lightcone and scale this
up to the required simulation volume. Also, as this extended
COLA method still requires us to calculate the 2LPT displace-
ments for all the particles within the full volume, implement-
ing this into our distributed-memory code would allow us to
simulate much larger cosmological volumes and higher particle
densities than the current shared-memory implementation.
Additional small scale accuracy could be achieved by a suit-
able scaling of the mesh during the simulation, such as using a
finer mesh at late times when the particles become more clus-
tered. This would be particularly easy to implement as, in the
optimal memory case, the mesh is deallocated and reallocated
each time step anyway. Using an adaptive mesh for high den-
sity portions of the simulation, or the Tree-PM algorithm in-
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stead of the PM algorithm, could also be implemented though
these methods would come at a cost to speed.
Furthermore, as L-PICOLA is so fast, we find that for current
applications, the total CPU time taken to produce a mock galaxy
catalogue is dominated by outputting and post-processing of
(mainly reading in) the dark matter field, especially the cre-
ation of dark matter halos. This is exacerbated even more for
lightcone simulations with replication as we are effectively out-
putting the simulation multiple times, resulting in large increases
to the amount of time taken to output and process the data. This
could be vastly improved by adding in a halo finder into L-
PICOLA, either by identifying shell-crossing as it occurs during
the simulation, or via the FoF algorithm. This would mean that
the amount of time taken to output the data, and read it in for
post-processing could be reduced drastically.
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Appendix A MEMORY CONSUMPTION
Considerable effort has been made to reduce the memory foot-
print of L-PICOLA as much as possible, including the introduc-
tion of a compilation option to conserve as much memory as
possible. When this option is used the memory consumption
for a L-PICOLA run is reduced significantly and the mean mem-
ory per processor can be calculated reasonably simply.
Here we detail the calculation of the memory needed for an
L-PICOLA simulation under these optimum conditions. With
the optimal memory setting we use floating point precision for
the particles and double precision for the mesh. The informa-
tion for each particle consists of x, y and z coordinates, ve-
locities in those same directions, and the ZA and 2LPT dis-
placements in those directions, resulting in Mp = 48Bytes per
particle. The main contributions to the memory arise from the
particles and the mesh and the key parameters are the number
of mesh cells, Nm, number of particles, Np and the amount of
buffer memory allocated to each processor to account for the
non-uniformity of the particle distribution over processors at
late times, b.
The code can be split into six distinct sections: the calcu-
lation of the initial 2LPT potentials; the calculation of the ini-
tial 2LPT displacements; the initialisation of the particles; the
moving of particles across processors each timestep; the eval-
uation of the interparticle mesh-based force each timestep; and
the calculation of the particle displacements for each timestep.
The corresponding memory requirements are:
M2LPT =
72N2m(Nm + 2)
Nproc
+ 72Nm(Nm+ 2) + 4N
2
m (A.1)
MDISP =
48N2m(Nm + 2) + 24N
3
p
Nproc
+48Nm(Nm+2) (A.2)
MINIT =
(24 + bMp)N
3
p
Nproc
(A.3)
MMOVE =
(b+ 2(b− 1))MpN3p
Nproc
(A.4)
MDENS =
32N2m(Nm + 2) + bMpN
3
p
Nproc
+ 40Nm(Nm + 2)
(A.5)
MNBODY =
(12 + bMp)N
3
p + 24N
2
m(Nm + 2)
Nproc
+ 24Nm(Nm + 2) (A.6)
The maximum memory required for an L-PICOLA simulation is
the largest of these 6 contributions. A utility for calculating the
memory requirements, even when using suboptimal (in terms
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Figure A.20: The memory requirements for the L-PICOLA run
detailed in Section 7. The solid lines show the contributions
from different sections of the code for varying numbers of pro-
cessors, whilst the intersection of the dashed line with the solid
lines gives the minimum number of processors required to run
the simulation assuming there is 4GB of memory available per
processor.
of memory) compilation options is provided with the public re-
lease of the code.
As an example Figure A.20 shows the memory require-
ments as a function of number of processors for the L-PICOLA
simulations used in Section 7. We can see that if we have 4GB
of memory available per processor, this simulation can be run
using only 25 processors if the optimal compilation options are
used (32 were used for the simulations in this paper).
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