Adaptive Dimension Reduction to Accelerate Infinite-Dimensional
  Geometric Markov Chain Monte Carlo by Lan, Shiwei
Adaptive Dimension Reduction to Accelerate Infinite-Dimensional
Geometric Markov Chain Monte Carlo
Shiwei Lana,∗
aDepartment of Statistics, University of Illinois Urbana-Champaign, Champaign, IL 61820, USA
Abstract
Bayesian inverse problems highly rely on efficient and effective inference methods for uncertainty quantifi-
cation (UQ). Infinite-dimensional MCMC algorithms, directly defined on function spaces, are robust under
refinement (through discretization, spectral approximation) of physical models. Recent development of this
class of algorithms has started to incorporate the geometry of the posterior informed by data so that they
are capable of exploring complex probability structures, as frequently arise in UQ for PDE constrained
inverse problems. However, the required geometric quantities, including the Gauss-Newton Hessian opera-
tor or Fisher information metric, are usually expensive to obtain in high dimensions. On the other hand,
most geometric information of the unknown parameter space in this setting is concentrated in an intrin-
sic finite-dimensional subspace. To mitigate the computational intensity and scale up the applications of
infinite-dimensional geometric MCMC (∞-GMC), we apply geometry-informed algorithms to the intrinsic
subspace to probe its complex structure, and simpler methods like preconditioned Crank-Nicolson (pCN) to
its geometry-flat complementary subspace.
In this work, we take advantage of dimension reduction techniques to accelerate the original ∞-GMC
algorithms. More specifically, partial spectral decomposition (e.g. through randomized linear algebra) of the
(prior or Gaussian-approximate posterior) covariance operator is used to identify certain number of principal
eigen-directions as a basis for the intrinsic subspace. The combination of dimension-independent algorithms,
geometric information, and dimension reduction yields more efficient implementation, (adaptive) dimension-
reduced infinite-dimensional geometric MCMC. With a small amount of computational overhead, we can
achieve over 70 times speed-up compared to pCN using a simulated elliptic inverse problem and an inverse
problem involving turbulent combustion with thousands of dimensions after discretization. A number of
error bounds comparing various MCMC proposals are presented to predict the asymptotic behavior of the
proposed dimension-reduced algorithms.
Keywords: Infinite-dimensional Geometric Markov Chain Monte Carlo; High-dimensional sampling;
Dimension Reduction; Bayesian Inverse Problems; Uncertainty Quantification.
1. Introduction
Sampling from posterior distributions in the context of PDE-constrained inverse problems is typically
a challenging task due to the high-dimensionality of the target, the non-Gaussianity of the posterior and
the intensive computation of repeated PDE solutions for evaluating the likelihood function at different
parameters. Traditional Metropolis-Hastings algorithms are characterized by deteriorating mixing times
upon mesh-refinement in the finite-dimensional projection of parameter u. This has prompted the recent
development of a class of ‘dimension-independent’ MCMC methods [1–10] that overcome this deficiency.
Compared to traditional Metropolis-Hastings defined on the finite-dimensional space, the new algorithms
are well-defined on the infinite-dimensional Hilbert space, thus yield the important computational benefit of
mesh-independent mixing times for the practical finite-dimensional algorithms run on the computer.
Among those works, [5, 8, 10] incorporate geometry of the posterior informed by data to empower
the MCMC to become more capable of exploring complicated distributions that deviate significantly from
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Gaussian. In particular, infinite-dimensional geometric MCMC (∞-GMC) [10] put a series of ‘dimension-
independent’ MCMC algorithms in the context of increasingly adopting geometry (gradient, Hessian). With
the help of such geometric information, [10] show that with the prior-based splitting strategy, ∞-GMC
algorithms can achieve up to two orders of magnitude speed up in sampling efficiency compared to vanilla
pCN. However, fully computing the required geometric quantities is prohibitive in the discretized parameter
space with thousands of dimensions. Therefore, it is natural to consider approximations to the gradient
vector and Hessian (Fisher) matrix and compute them in a subspace with reduced dimensions. The key
to the dimension reduction in this setting is to identify an intrinsic low-dimensional subspace and apply
geometric methods to effectively explore its complex structure; while simpler methods can be used on its
complementary subspace with larger step sizes. [8] seek the intrinsic subspace, known as likelihood-informed
subspace (LIS) [11], by detecting the eigen-subspace of some globalized Hessian; [9] investigate the active
subspace (AS) [12, 13] by probing the principal eigen-directions of a prior-averaged empirical Fisher matrix.
More recently, [14] follow the same spirit to exploit the low-dimensional structure, in which the posterior
changes the most from the prior. Their approach is based on approximating the likelihood function with a
ridge function that depends non-trivially only on a few linear combinations of the parameters. Such ridge
approximation is obtained by minimizing an upper bound on the Kullback-Leibler distance between the
posterior distribution and its approximation.
In this paper, we propose dimension reduction directly based on partial (generalized) spectral decom-
position of the prior covariance or the covariance of local Gaussian approximation to the posterior (GAP).
The intrinsic low-dimensional subspace is identified by r leading eigen-functions, which can be efficiently
obtained by randomized linear algebraic algorithms [15–17]. Unlike [8], the posterior covariance projected
in the subspace is not empirically updated, but rather approximated in a diagonal form which can still cap-
ture the most variation of the projected posterior. The resulting GAP covariance has a low-rank structure.
Such approximation can be either adopted position-wise or adapted towards a global LIS within the burn-in
stage of MCMC. The latter yields a much simpler yet comparable or even more efficient MCMC algorithm
compared to dimension-independent likelihood Informed MCMC (DILI) [8]. The former can demonstrate
advantage in sampling complicated posteriors where a globalized pre-conditioner in DILI does not work well
universally. We apply the same dimension reduction to ‘Hamiltonian Monte Carlo (HMC)’ type algorithms
so that they can further suppress the diffusive behavior of ‘MALA’ type algorithms and generalize DILI. We
also provide theoretical bounds for comparing dimension-reduced MCMC proposals with their full versions
to help understand their asymptotic behavior as well as their difference.
The contributions of this paper are multi-fold. First, we accelerate the original ∞-GMC methods with
dimension reduction techniques to scale their applications in PDE constrained inverse problems up to thou-
sands of dimensions. Second, based directly on partial spectral decomposition, we propose more efficient
methods that simplify and generalize DILI [8]. We also establish interesting connections between our adaptive
algorithm and DILI. Third, we derive theoretic bounds comparing several dimension-independent MCMC
proposals to describe their asymptotic behavior. Lastly, we demonstrate the numerical advantage of our
proposed algorithms in the high-dimensional setting by over 70 times speed-up compared to pCN method
using a simulated elliptic inverse problem and an inverse problem of turbulent jet.
The rest of the paper is organized as follows. Section 2 reviews the background of Bayesian inverse prob-
lems, infinite-dimensional geometric MCMC (∞-GMC) [10] and dimension-independent likelihood Informed
MCMC (DILI) [8]. Section 3 describes the details of dimension reduction we adopt, based on the prior
and the GAP posterior respectively. Section 4 applies these dimension reduction techniques to ∞-GMC to
achieve acceleration, establishes the validity of the proposed methods, and also provides error bounds for
comparing various algorithms. In Section 5 we show the numerical advantage of our algorithms using a
simulated elliptic inverse problem and an inverse problem involving turbulent combustion. Finally we make
some discussion and conclude with a few future directions in Section 6.
2. Review of Background
2.1. Bayesian Inverse Problems
In Bayesian inverse problems, the objective is to identify an unknown parameter function u which is
assumed to be in a separable Hilbert space (X, 〈·, ·〉, |·|). Given finite-dimensional observations y ∈ Y = Rm,
2
for m ≥ 1, u is connected to y through the following mapping:
y = G(u) + e , e ∼ f ,
where G : X 7→ Y is the forward operator that maps unknown parameter u onto the data space Y, and f is
the distribution of noise e. If we assume the density of noise distribution, still denoted as f , to exist with
respect to the Lebesgue measure, then we can define the negative log-likelihood, a.k.a. potential function,
Φ : X× Y→ R as:
Φ(u; y) = − log f{(y − G(u));u} ,
with f{· ;u} indicating the density function for a given u. The noise distribution f could be simple, but
the forward mapping G is usually non-linear thus the potential function Φ(u) can be complicated and
computationally expensive to evaluate. For example, if we assume Gaussian noise e ∼ Nm(0, Σ), for some
symmetric, positive-definite Σ ∈ Rm×m, then the potential function Φ can be written as
Φ(u; y) = 12
∣∣y − G(u)∣∣2
Σ
(1)
where we have considered the scaled inner product 〈·, ·〉Σ = 〈·, Σ−1·〉.
In the Bayesian setting, a prior measure µ0 is imposed on u. In this paper we assume a Gaussian prior
µ0 = N (0, C) with the covariance C being a positive, self-adjoint and trace-class operator on X. Now we can
get the posterior of u, denoted as µy, using Bayes’ theorem [18, 19]:
dµy
dµ0
(u) =
1
Z
exp(−Φ(u; y)) , if 0 < Z :=
∫
X
exp(−Φ(u; y))µ0(du) < +∞ .
Notice that the posterior µy can exhibit strongly non-Gaussian behavior, with finite-dimensional projections
having complex non-elliptic contours.
For simplicity we drop y from terms involved, so we denote the posterior as µ(du) and the potential
function as Φ(u). For the target µ(du) and many proposal kernels Q(u, du′) in the sequel, we define the
bivariate law:
ν(du, du′) = µ(du)Q(u, du′) .
Following the theory of Metropolis-Hastings on general spaces [20], the acceptance probability a(u, u′) is
non-trivial when
ν(du, du′) ' ν>(du, du′) := ν(du′, du) .
where ' denotes mutual absolute continuity, that is, ν  ν> and ν>  ν. The acceptance probability is:
a(u, u′) = 1 ∧ dν
>
dν
(u, u′) . (2)
where α ∧ β denotes the minimum of α, β ∈ R. We first review ∞-GMC [10].
2.2. Infinite-Dimensional Geometric MCMC (∞-GMC)
We start with the preconditioned Crank-Nicolson (pCN) method [1, 3, 21], whose proposal does not use
any data information. It modifies standard random-walk Metropolis (RWM) to make a proposal movement
from the current position towards a random point, with its size controlled by a free parameter ρ ∈ [0, 1):
u′ = ρ u+
√
1− ρ2 ξ , ξ ∼ N (0, C)
PCN is well-defined on the Hilbert space X with the proposal that preserves the prior when Φ ≡ 0, whereas
standard RWM can only be defined on finite-dimensional discretization and has diminishing acceptance
probability for fixed step-size and increasing resolution [22]. Thus, pCN mixes faster than RWM in high-
enough dimensions and the disparity in mixing rates becomes greater upon mesh-refinement [3].
One approach for developing data-informed methods is to take advantage of gradient information in a
steepest-descent setting. Consider the Langevin SDE on X, preconditioned by some operator K(u):
du
dt
= −1
2
K(u){C−1u+∇Φ(u)}+√K(u) dW
dt
(3)
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with ∇Φ(u) denoting the Fre´chet derivative of Φ and W being the cylindrical Wiener process. If we let
K(u) ≡ C, the scales of these dynamics are tuned to the prior. In this setting, SDE (3) preserves the
posterior µ and can be used as effective MCMC proposals [1, 3]. [1] use a semi-implicit Euler scheme to
discretize the above SDE and develop infinite-dimensional MALA (∞-MALA) with the following proposal
for an algorithmic parameter α ≡ 1 and some small step-size h > 0:
u′ = ρ u+
√
1− ρ2 u˜ , u˜ = ξ − α
√
h
2 C∇Φ(u) , ρ = (1− h4 )/(1 + h4 ) . (4)
Following [1], under the assumption that C∇Φ(u) ∈ Im(C 12 ), µ0-a.s. in u, one can use Theorem 2.21 of [23]
on translations of Gaussian measures on separable Hilbert spaces, to obtain the Radon-Nikodym derivative
in the acceptance probability (2).
To further incorporate local geometric information of the target distribution, one can consider a location-
specific pre-conditioner K(u) as the covariance of a local Gaussian approximation N (m(u),K(u)) to the
posterior, hence named Gaussian-approximate posterior (GAP) covariance, defined through
K(u)−1 = C−1 + βH(u), (5)
where H(u) can be chosen as Hessian, Gauss-Newton Hessian (GNH), or Fisher information operator. With
the Gaussian likelihood (1), we note that they are connected as follows
∇2Φ(u) = 〈∇G(u),∇G(u)〉Σ + 〈∇2G(u),G(u)− y〉Σ
〈∇G(u),∇G(u)〉Σ︸ ︷︷ ︸
GNH
= Ey|u[∇2Φ(u; y)]︸ ︷︷ ︸
Hessian
= Ey|u[∇Φ(u; y)⊗∇Φ(u; y)]︸ ︷︷ ︸
Fisher
In the following, unless stated otherwise, we will use GNH for H(u). Then K(u)−1 can be viewed as
the Gauss-Newton Hessian approximation to the log-posterior. In general K(u)−1 defines a Riemannian
metric on the parameter space X which thus can be viewed as a Riemannian manifold [24]. Notice that for
β ≡ 1 the resulting dynamics do not, in general, preserve the target µ as they omit the higher order (and
computationally expensive) Christofell symbol terms, see e.g. [24] and the discussion in [25]. However, the
dynamics in (3) can still capture an important part of the local curvature structure of the target and can
provide an effective balance between mixing and computational cost [24]. [10] develop infinite-dimensional
manifold MALA (∞-mMALA; the name comes from the fact that the Langevin SDE (3) is defined on the
manifold 〈X,K(u)−1〉.) with the following proposal obtained by the similar semi-implicit scheme as in [1]
u′ = ρ u+
√
1− ρ2 u˜ , u˜ = ξ +
√
h
2 g(u) , ξ ∼ N (0,K(u)) , (6)
for ρ defined as in (4) and we have:
g(u) = −K(u){α∇Φ(u)− βH(u)u} . (7)
With the assumptions 3.1-3.3 in [10], one can use the Feldman-Hajek theorem (see e.g. Theorem 2.23 in [23])
to derive the acceptance probability (2). See more details in [10]. It is interesting to notice that when ρ = 0
(h = 4), ∞-mMALA coincides with the stochastic Newton (SN) MCMC method [26], with H(u) := ∇2Φ(u).
One can generalize ‘MALA’ type algorithms to multiple steps. This is equivalent to investigating the
following continuous-time Hamiltonian dynamics:
d2u
dt2
+K(u){ C−1u+∇Φ(u)} = 0, du
dt
∣∣∣∣
t=0
∼ N (0,K(u)) . (8)
HMC algorithm [21] makes use of the Strang splitting scheme to develop the following Sto¨rmer-Verlet sym-
plectic integrator [27], for g as defined in (7):
u˜− = u˜0 + ε2 g(u0) ;[
uε
u˜+
]
=
[
cos ε sin ε
− sin ε cos ε
] [
u0
u˜−
]
;
u˜ε = u˜
+ + ε2 g(uε) .
(9)
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Equation (9) gives rise to the leapfrog map Ψε : (u0, u˜0) 7→ (uε, u˜ε). Given a time horizon τ and current
position u, the MCMC mechanism proceeds by concatenating I = bτ/εc steps of leapfrog map consecutively:
u′ = Pu
{
ΨIε(u, u˜)
}
, u˜ ∼ N (0,K(u)) .
where Pu denotes the projection onto the u-argument. For α ≡ 1, this yields infinite-dimensional HMC
(∞-HMC) [2] with β ≡ 0, and infinite-dimensional manifold HMC (∞-mHMC) [10] with β ≡ 1 respectively.
The well-posedness of these ‘HMC’ type algorithms can be established under the same assumptions 3.1-3.3
of [10]. The following diagram illustrates graphically the connections between the various algorithms.
pCN
α = 0, β = 0
gradient−−−−−→ ∞-MALA
α = 1, β = 0
position-dependent preconditioner K(u)−−−−−−−−−−−−−−−−−−−−−−−−−→ ∞-mMALA
α = 1, β = 1
h=4−−−→ SN
α = 1, β = 1, ρ = 0
m
u
ltip
le
ste
p
s
(I
>
1
)
−−−−−−−−−−−−−→
m
u
ltip
le
ste
p
s
(I
>
1
)
−−−−−−−−−−−−−→
∞-HMC
α = 1, β = 0
position-dependent preconditioner K(u)−−−−−−−−−−−−−−−−−−−−−−−−−→ ∞-mHMC
α = 1, β = 1
2.3. Dimension-Independent Likelihood Informed MCMC (DILI)
Now we review the MCMC algorithm DILI [8], which is much relevant to our proposed methods. The
idea of DILI is to separate a low-dimensional LIS where likelihood-informed methods are applied to make
inhomogeneous proposal to exploit the posterior structure that deviates from the prior structure; while the
complementary space can be efficiently explored with simpler prior-based methods.
Inspired by the low-rank approximations to the Hessian of log-posterior in [26, 28], DILI [8] obtains the
intrinsic low-dimensional LIS by comparing the Hessian of log-likelihood with prior covariance to identify
directions in parameter space along which the posterior distribution differs most strongly from the prior.
DILI also uses the Langevin equation (3) preconditioned by an operator K0 := Covµ[u] as the proposal
kernel. However, strictly speaking, the preconditioner K0 is not the same as the location-specific K(u), but
rather globalized to aggregate the local geometry informed by data. More specifically, DILI considers the
following prior-preconditioned Gauss-Newton Hessian (ppGNH):
C 12 ◦ H(u) ◦ C 12 , H(u) := 〈∇G(u),∇G(u)〉Σ .
where H(u) = ∇G(u)∗Σ−1∇G(u) under the assumption (1), coincides with Fisher metric.
ppGNH stems from the local Rayleigh ratio R(ϕ;u) := 〈ϕ,H(u)ϕ〉〈ϕ,C−1ϕ〉 , ϕ ∈ Im(C
1
2 ) that quantifies how
strongly the likelihood constrains variation in the ϕ direction relative to the prior, and can be converted to
GNH w.r.t the whitened parameter v := C− 12u
H(v) = C 12H(u)C 12
Therefore by transforming u 7→ v and applying C− 12 on both sides it helps to simplify (3) with K0 into
dv
dt
= −1
2
K {Iv +∇vΦ(v)}+ √KdW
dt
(10)
where ∇vΦ(v) = C 12∇uΦ(u) and K := C− 12K0C− 12 = Covµ[v]. Note the whitened variable v has the prior
µv0 = N (0, I), where the identity covariance operator is not a trace-class on X. However, random draws from
µv0 are square-integrable in the weighted space Im(C−
1
2 ). (10) can still serve as a well-defined function space
proposal for parameter u after inverting the transformation.
5
The intrinsic low-dimensional subspace is obtained through a low-rank approximation of the globalized
(expected) GNH H. Suppose the operator H has eigen-pairs {λi, vi(x)} on Im(C− 12 ). Then by thresholding
r largest eigenvalues one can define
Vr : Rr → X, {wi}ri 7→
r∑
i=1
wivi(x) (11a)
V∗r : X→ Rr, v(x) 7→ {〈vi(x), v(x)〉}ri=1 (11b)
Note {vi(x)}ri=1 provides the basis for the LIS and one can have the following decomposition for v ∈
Im(C− 12 ):
v = VrV∗r v + (I − VrV∗r )v
where VrV∗r v is the projection of v into LIS and (I − VrV∗r )v lies in the complementary space dominated
by the prior µ0; and they are independent under the approximated posterior µ˜y(dv) ∝ f(VrV∗r v; y)µ0(dv).
Therefore one can approximate the posterior covariance (for the parameter v) as follows
Covµ[v] ≈ Kˆ := Covµ˜[v] = Covµ[VrV∗r v] + Covµ0 [(I − VrV∗r )v] = VrKrV∗r + I − VrV∗r = Ψr(Dr − Ir)Ψ∗r + I
(12)
where Kr := Covµ[V∗r v] is computed empirically and has eigendecomposition Kr = WrDrW ∗r ; Ψr := VrWr.
We can associate the complement of Im(Ψr) in Im(C− 12 ) with a set of eigenfunctions {ψi(x)}i>r. Define
Ψ∗⊥(v(x)) := {〈ψi(x), v(x)〉}i>r. By applying Ψ∗r and Ψ∗⊥ respectively to (10) with K replaced by Kˆ in (12)
we obtain the splitting proposal as follows:
dwr = −1
2
Drwrdt− γr
2
Dr∇wrΦ(w; y)dt+
√
DrdWr
dw⊥ = −1
2
w⊥dt− γ⊥
2
∇w⊥Φ(w; y)dt+ dW⊥
where wr = Ψ
∗
rv and w⊥ = Ψ
∗
⊥v; γr and γ⊥ are algorithmic parameters to indicate whether (set to 1) or not
(set to 0) to include gradient information in the intrinsic subspace and its complement respectively.
Finally, we apply the semi-implicit Euler scheme as in [1] to the above SDE to get the discrete proposal
in w and rewrite it to the following proposal in v (See more details in [8] or in Section 4.1)
v′ = Av −G∇vΦ(v) +Bξ
A = Ψr(DAr − a⊥Ir)Ψ∗r + a⊥I, B = Ψr(DBr − b⊥Ir)Ψ∗r + b⊥I, G = ΨrDGrΨ∗r
(14)
with the following parameters in the above equation:
DAr = (Ir − hrDr) + (2Ir + hrDr)−1h2rD2r(1− γr), DBr =
√
(2Ir + hrDr)−28hrDr(1− γr) + 2hrDrγr,
DGr = hrDrγr a⊥ = (2− h⊥)/(2 + h⊥), b⊥ =
√
8h⊥/(2 + h⊥)
(15)
In the next section, we will derive similar intrinsic subspaces and splitting proposals directly from partial
spectral decomposition. Based on prior or GAP covariance operators, different dimension reduction strategies
can be achieved, applicable to different scenarios depending on how informative the data are.
3. Dimension Reduction
We focus on dimension reduction through partial spectral decomposition. Suppose we have eigen-pairs
{λi, φi(x)} of some operator (prior covariance or GAP covariance) with λ1 ≥ λ2 ≥ · · · . The intrinsic
low-dimensional subspace can be defined through principal eigen-functions, that is, Xr = {φi(x)}ri=1. Let
X = Xr ⊕ X⊥. Then we define the following generic projection operator Pr, e.g. VrV∗r in (11):
Pr : X→ Xr, u 7→ ur :=
r∑
i=1
φi〈φi, u〉 .
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For example, if we truncate H(u) on the r-dimensional subspace Xr ⊂ X
Hr(u)(w,w′) := 〈w,P∗rH(u)Prw′〉 = 〈Prw,EY |u[∇rΦ(u)∇rΦ(u)T]Prw′〉, ∀w,w′ ∈ X ,
where ∇r := ∇ur is the restriction of ∇ on Xr, then we can approximate K(u) by replacing H(u) with
Hr(u) in (5). In this section we investigate two types of dimension reduction based on prior and likelihood
respectively, with particular connection to DILI [8].
3.1. Prior-Based Dimension Reduction
Let {λi}i≥1, {ui(x)}i≥1 be the eigenvalues and eigenfunctions of the prior covariance operator C such that
Cui(x) = λiui(x), i ≥ 1. Assume {λi}i≥1 is a sequence of positive reals with
∑
λi < ∞ (this enforces the
trace-class condition for C), and {ui(x)}i≥1 is an orthonormal basis of X. We make the usual correspondence
between an element u∗ ∈ X and its coordinates w.r.t. the basis {ui(x)}i≥1, that is u∗ =
∑
i u
∗
i ui(x) ↔
{u∗i }i≥1. Using the Karhunen-Loe`ve expansion of a Gaussian measure [19, 29, 30] we have the representation:
u∗ ∼ N (0, C) ⇐⇒ u∗ =
∞∑
i=1
u∗i ui(x) , u
∗
i ∼ N (0, λi) , ∀ i ∈ N . (16)
Define the Sobolev spaces corresponding to the basis {ui(x)}:
Xs =
{{u∗i }i≥1 : ∑ i2s|u∗i |2 <∞} , s ∈ R ,
so that X0 ≡ X and Xs ⊂ Xs′ if s′ < s. Typically, we will have the following decay assumption:
Assumption 3.1.
√
λi = Θ(i
−κ) for some κ > 1/2 in the sense that there exist constants C1, C2 > 0 such
that C1 · i−κ ≤
√
λi ≤ C2 · i−κ for all i ≥ 1.
Thus, the prior (so also the posterior) concentrate on Xs for any s < κ−1/2. Notice also that: Im(C1/2) =
Xκ . By thresholding r largest eigenvalues λ1 ≥ λ2 ≥ · · ·λr, eigen-basis {ui(x)}ri=1 can also serve as a basis
for low-dimensional subspace. One can define the projection Pr based on the eigen-pairs {λi, φi(x)}ri=1. Such
prior based dimension reduction can work well in a class of inverse problems, especially when they are prior
dominated [See 10, for more details].
With the eigen-pairs {λi, ui(x)}, the prior covariance operator C can be written and approximated as
C = UΛU∗ ≈ Cˆ := UrΛrU∗r
with Ur and U∗r defined by {ui(x)}ri=1 similarly as (11). Then we can approximate K(u)
K(u) = (C−1 +H(u))−1 ≈ C 12 (I + Cˆ 12H(u)Cˆ 12 )−1C 12 = C 12 (I + UrHˆr(u)U∗r )−1C
1
2
where Hˆr(u) := Λ
1
2
r Hr(u)Λ
1
2
r , and Hr(u) := U∗rH(u)Ur. By the Sherman-Morrison-Woodbury formula,
K(u) ≈ C 12 [I − Ur(Hˆr(u)−1 + Ir)−1U∗r ]C
1
2 = C 12 [I + Ur((Hˆr(u) + Ir)−1 − Ir)U∗r ]C
1
2
≈ C + Cˆ 12Ur(Dr − Ir)U∗r Cˆ
1
2 = Kˆ(u) := C + UrΛ
1
2
r (Dr − Ir)Λ
1
2
r U∗r
where Dr := (Hˆr(u) + Ir)
−1. This implies Kˆ(u) 12 = C 12 + UrΛ
1
2
r (
√
Dr − Ir)U∗r . By applying U∗r and U∗⊥ to
(3) respectively and using the above approximations Kˆ(u), Kˆ(u) 12 we get
dur = −1
2
Drurdt− γr
2
Dr∇urΦ(u; y)dt+
√
DrdWr
du⊥ = −1
2
u⊥dt− γ⊥
2
∇u⊥Φ(u; y)dt+ dW⊥
where ur = Λ
− 12
r U∗r u and u⊥ = Λ−
1
2
⊥ U∗⊥u.
Remark 3.2. The eigen-pairs {λi, ui(x)} can be pre-computed/pre-specified. For each step we only need
to calculate r-dimensional matrix Hˆr(u) at u, which can be efficiently obtained by Hessian action through
adjoint methods in PDE.
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3.2. Likelihood-Based Dimension Reduction
When the data are more informative, the above prior based dimension reduction may not perform well
and thus we need reduction techniques that are likelihood based, like DILI [8] or AS [9]. We could consider
the following generalized eigen-problem (H(u), C−1), to find the eigen-pairs {λi, ui(x)} such that
H(u)ui(x) = λiC−1ui(x) (18)
which can be shown equivalent to the eigen-problem of ppGNH H(v) for eigen-pairs {λi, vi(x)}
H(v)vi(x) = C 12H(u)C 12 vi(x) = λivi(x) (19)
with vi(x) = C− 12ui(x); it can be written as H(v) = V(v)Λ(v)V(v)∗ where
V : `2 → X, {λi} 7→
∞∑
i=1
λivi(x)
V∗ : X→ `2, v(x) 7→ {〈vi(x), v(x)〉}∞i=1
Λ : `2 → `2, {ai} 7→ {λiai}
For the convenience of exposition and comparison with DILI, we work with the whitened coordinates v(x) :=
C 12u(x) in the following. To simplify the notation, we also drop some dependence of v where there is no
ambiguity, but readers should be reminded that V, V∗ and Λ are defined and approximated point wise v ∈ X.
In the whitened coordinates v(x), we can rewrite K(v)−1, the GNH of the log-posterior, as follows
K(v)−1 := C 12K(u)−1C 12 = I +H(v) = I + VΛV∗
which has a direct r-dimensional low-rank approximation
K(v)−1 ≈ I + Hˆ(v) = I + VrΛrV∗r (21)
Note, in the sense of using the low-rank approximation to the Hessian of log-posterior, this approach is
more faithful to [26, 28] than DILI. Thus K(v) can be approximated using the Sherman-Morrison-Woodbury
formula
K(v) ≈ Kˆ(v) := (I + Hˆ(v))−1 = (I + VrΛrV∗r )−1 = I − Vr(Λ−1r + Ir)−1V∗r = I + Vr(Dr − Ir)V∗r (22)
where Dr := (Ir + Λr)
−1.
Remark 3.3. With the approximation (22) applied to the following K, we directly have
Kr = Covµ[V∗r v] = V∗rCovµ[v]Vr = V∗rKVr ≈ Ir − (Λ−1r + Ir)−1 = Dr (23)
Therefore we can rewrite the approximation (22) analogous to the approximation (12) in DILI [8]
K(v) ≈ Kˆ(v) = I + Vr(Dr − Ir)V∗r = VrKrV∗r + I − VrV∗r
In this sense, the approximation (22) is consistent with the low-rank approximation by DILI. However, we
have avoided the empirical computation of Kr = Covµ[V∗r v]. And since Kr is already in the diagonal form
(23), we have also avoided the rotation Ψr = VrWr in DILI [8].
By applying V∗r and V∗⊥ to (10) respectively and using the approximation (22), we have the following
proposal split on the low-dimensional subspace Xr and its complement X⊥:
dvr = −1
2
Drvrdt− γr
2
Dr∇vrΦ(v; y)dt+
√
DrdWr (24a)
dv⊥ = −1
2
v⊥dt− γ⊥
2
∇v⊥Φ(v; y)dt+ dW⊥ (24b)
where vr = V∗r v and v⊥ = V∗⊥v.
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4. Dimension Reduced Algorithms
In this section we apply the dimension reduction techniques discussed in Section 3 to two ∞-GMC
algorithms,∞-mMALA and∞-mHMC. Since the prior-based dimension reduction has been implemented in
[10], we focus on the likelihood-based dimension reduction. We derive new efficient algorithms and compare
them to DILI.
4.1. Dimension-Reduced ∞-mMALA
We can apply the similar semi-implicit Euler scheme as in [1] to (24), or equivalently use the approximation
(22) in the following whitened proposal, which is a reformulation of manifold MALA proposal (6) by the
transformation v(x) = C− 12u(x)
v′ = ρ v +
√
1− ρ2 v˜ , v˜ = ξ˜ +
√
h
2 g(v) , ξ˜ ∼ N (0,K(v)) , (25)
for ρ defined as in (4) and setting β = 1, and replacing α with s(γ) in (7) we have:
g(v) = C− 12 g(u) = −K(v){−H(v)v + s(γ)∇vΦ(v)} = (I − K(v))v −K(v)s(γ)∇vΦ(v) (26)
where s(γ) = VrγrV∗r +V⊥γ⊥V∗⊥, γ =
[
γr
γ⊥
]
with γr and γ⊥ chosen to be 0 or 1 to indicate whether or not to
include gradient information on the low-dimensional subspace Xr and its complement X⊥ respectively. This
proposal (25) can be reformulated as follows
v′ = ρ0v + ρ1g(v) + ρ2ξ˜ = (I − ρ1K(v))v − ρ1K(v)∇vΦ(v) + ρ2
√
K(v)ξ, ξ ∼ N (0, I) (27)
where ρ0 = ρ, ρ1 = 1− ρ, and ρ2 =
√
1− ρ2.
With the approximation (22), it is straightforward to verify√
K(v) ≈ Kˆ(v) 12 = I + Vr(
√
Dr − Ir)V∗r (28)
Substituting the approximations (22) (28) into (27) yields the following proposal
v′ = (ρ0I − ρ1Vr(Dr − Ir)V∗r )v − ρ1(I + Vr(Dr − Ir)V∗r )s(γ)∇vΦ(v) + ρ2(I + Vr(
√
Dr − Ir)V∗r )ξ (29)
With I = VrV∗r + V⊥V∗⊥ and V = [Vr, V⊥], the proposal (29) can be rewritten as
v′ = V
[
Ir − ρ1Dr 0
0 ρ0I⊥
]
V∗v − V
[
ρ1Dr 0
0 ρ1I⊥
]
γV∗∇vΦ(v) + V
[
ρ2
√
Dr 0
0 ρ2I⊥
]
V∗ξ
Remark 4.1. If we choose γ⊥ = 0 as DILI [8], then the proposal (29) can further be simplified as
v′ = (ρ0I − ρ1Vr(Dr − Ir)V∗r )v − ρ1VrDrγrV∗r∇vΦ(v) + ρ2(I + Vr(
√
Dr − Ir)V∗r )ξ (30)
Comparing with the following operator-weighted proposal as in DILI (14) (also Equations (17) (36) of [8];
note that Ψr = VrIr when Kr is already in the diagonal form.)
v′ = Av −G∇vΦ(v) +Bξ
A = Vr(DAr − a⊥Ir)V∗r + a⊥I, B = Vr(DBr − b⊥Ir)V∗r + b⊥I, G = VrDGrV∗r
we found that the proposal (30) corresponds to the proposal 3.2 (LI-Langevin) of [8] (Equation (15) with
γr = 1) with the following parameters in the above equation:
DAr = Ir − ρ1Dr, DBr = ρ2
√
Dr, DGr = ρ1Drγr,
a⊥ = ρ0, b⊥ = ρ2
(31)
Similar connection to the proposal 3.1 (LI-Prior) of [8] (Equation (15) with γr = 0) can be drawn with
α = β = 0, that is, g(v) ≡ 0.
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The proposal (30) is analogous to but different from DILI proposal in two aspects: (i) while A, B, G
in DILI are fixed once the global LIS is obtained, Vr(v), Dr(v) and V(v)∗ implicitly depend on location
v ∈ X thus our proposal (30) is more general with the freedom of choosing between a position-specific and
an adaptively globalized implementation, as detailed in the following; (ii) inherited from the semi-implicit
scheme of ∞-mMALA, ρ0(h), ρ1(h), ρ2(h) are all functions of the step size h, therefore there is only one
tuning parameter h for the discretized step size in our proposal (30), while DILI has separate step sizes for
Xr and X⊥ respectively, which may increase the difficulty of tuning.
Remark 4.2. For all proposals in DILI, γ⊥ = 0, which corresponds to a ‘pCN’ (gradient-free) type update in
X⊥. However, for computational practice, once the gradient ∇vΦ(v) has been obtained using adjoint method
in PDE, we can still take advantage of it for a ‘manifold-MALA’ (with projected gradient) type update in
X⊥. That is, to keep the gradient term (γ⊥ = 1) in the proposal (29), where we did not actually compute
V⊥V∗⊥.
With the proposal (29), we denote the position-specific implementation as Dimension-Reduced∞-dimensional
manifold MALA (DR-∞-mMALA). To prove the well-posedness of the resulting MCMC algorithm and derive
its acceptance probability, we need the following assumption on the forward mapping G:
Assumption 4.3. For some ` ∈ [0, κ − 1/2), the mappings {Gk : X` 7→ R, 1 ≤ k ≤ m} are Fre´chet
differentiable on X` with derivatives ∇Gk ∈ X−`.
The following theorem establishes the validity of DR-∞-mMALA.
Theorem 4.4. Under the assumptions 3.1 and 4.3, DR-∞-mMALA with proposal (29) is well-defined on
Hilbert space X, with the acceptance probability specified as follows
a(v, v′) =1 ∧ κ(v
′, v)
κ(v, v′)
, κ(v, v′) = exp {−Φ(v)} × λ(w∗; v)
λ(w∗; v) = exp
{− h8 |Kˆ− 12 (v)gˆ(v)|2 + √h2 〈Kˆ(v)− 12 g(v), Kˆ(v)− 12w∗〉}
× exp{− 12 〈w∗, Hˆ(v)w∗〉} · | Kˆ(v)−1/2 | .
(32)
where w∗ = C− 12w = v′−ρ0vρ2 and gˆ(v) := −Kˆ(v)
{− Hˆ(v)v + s(γ)∇vΦ(v)}.
Proof. See Appendix B.
Corollary 4.5. With the setting (31), the acceptance probability (32) differs from that of DILI [Equation
(40) of 8] by a determinant term |Dr(v)|
1
2
|Dr(v′)|
1
2
, which is used to adjust the change of local geometry.
Proof. See Appendix C.
Remark 4.6. For the adaptive implementation (detailed below), the extra determinant term could help our
proposed method to adapt to the local geometry. However, once the global LIS is identified, Dr will be fixed
at principal eigenvalues, and then these two acceptance probabilities become identical.
Based on the low-rank approximation to the GNH of the log-posterior, we have obtained a likelihood in-
formed splitting proposal (29). The low-rank approximation is achieved through partial eigen-decomposition
(18) or (19), which can be efficiently calculated through e.g. Krylov-subspace methods [31] or randomized
algorithms [15–17]. However, when the parameter space does not have much variation in curvature, repeated
execution of partial spectral decomposition at each location v may outweigh its geometric benefit. We can
adopt the similar adaptation procedure of globalizing GNH [32] as in DILI [8]. To distinguish from the
location-dependent implementation (DR-∞-mMALA), we name the new algorithm as adaptive Dimension-
Reduced ∞-dimensional manifold MALA (aDR-∞-mMALA) and summarize it in Algorithm 4.7.
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Algorithm 4.7 Adaptive Dimension-Reduced ∞-dimensional manifold MALA (aDR-∞-mMALA)
Require: During the LIS construction, we retain (1) {Λm,Vm} to store the expected GNH evaluated from m
samples; and (2) the value of Fo¨rstner distance dF between the most recent two updates of the expected
GNH, for LIS convergence monitoring.
Require: At step n, given the state vn, LIS basis Vr, and operators A,B,G induced by {Vr, Dr, h}, one
step the algorithm is:
1: Compute a candidate v′ = qn(vn, ·;A,B,G) using either LI-prior (γr = 0) or LI-Langevin (γr = 1)
2: Compute the acceptance probability a(vn, v
′)
3: if Unif(0, 1] < a(vn, v
′) then vn+1 = v′ else vn+1 = vn
4: if rem(n+ 1, nlag) = 0 & m < mmax & dF ≥ ∆LIS then
5: UpdateLIS(Vm,Λm, vm+1;Vm+1,Λm+1,Vr′ ,Λr′)
6: Update the LIS convergence diagnostic dF
7: Vr ← Vr′ , Λr ← Λr′ , m← m+ 1
8: Update Dr = (Ir + Λr)
−1
9: Update the operators {A,B,G}
10: end if
4.2. Dimension-Reduced ∞-mHMC
Similarly as ∞-mHMC, one can generalize the above (adaptive) dimension-reduced manifold MALA
algorithms to multi-step ‘HMC’ algorithms. In whitened coordinates, the discretized dynamics (9) becomes
as follows, for g defined as in (26):
v˜− = v˜0 + ε2 g(v0) ;[
vε
v˜+
]
=
[
cos ε sin ε
− sin ε cos ε
] [
v0
v˜−
]
;
v˜ε = v˜
+ + ε2 g(vε) .
(33)
With the same notations, we denote the ∞-mHMC proposal in the whitened coordinates as
v′ = Pv
{
ΨIε(v, v˜)
}
, v˜ ∼ N (0,K(v)) .
Then the acceptance probability (c.f. Algorithm 3.11 ∞-mHMC in [10]) can be reformulated as follows
a(v, v′) =1 ∧ exp {−∆E(v, v′)}
∆E(v0, v˜0) =Φ(vI)− Φ(v0) + 12 〈v˜I , (K−1(vI)− I)v˜I〉 − 12 〈v˜0, (K−1(v0)− I)v˜0〉
− log |K− 12 (vI)|+ log |K− 12 (v0)| − ε28
( |g(vI)|2 − |g(v0)|2 )+ ε2 I−1∑
i=0
( 〈g(vi), v˜i〉+ 〈g(vi+1), v˜i+1〉 ) .
With the approximation (22), one can approximate the gradient g(v) in (26) as follows (γ⊥ = 0):
g(v) ≈ gˆ(v) := (I − Kˆ(v))v − Kˆ(v)s(γ)∇vΦ(v) = −Vr(Dr − Ir)V∗r v − VrDrγrV∗r∇vΦ(v) = VrDrgr(v) (34)
where gr(v) := ΛrV∗r v−γrV∗r∇vΦ(v) ∈ Rr. Using the above approximation (34), we can rewrite the proposal
(33) as
v˜− = v˜0 + ε2 VrDrgr(v0) ;[
vε
v˜+
]
=
[
cos ε sin ε
− sin ε cos ε
] [
v0
v˜−
]
;
v˜ε = v˜
+ + ε2 VrDrgr(vε) .
(35)
Based on this proposal, we can develop Dimension-Reduced ∞-dimensional manifold HMC (DR-∞-mHMC)
as a multi-step generalization of DR-∞-mMALA. The following theorem establishes the validity of DR-∞-
mHMC and provides the acceptance probability.
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Theorem 4.8. Under the assumptions 3.1 and 4.3, DR-∞-mHMC with proposal (35) is well-defined on
Hilbert space X, with the acceptance probability specified as follows
∆E(v0, v˜0) =Φ(vI)− Φ(v0) + 12‖Λ
1
2
r (vI)V∗r v˜I‖2 − 12‖Λ
1
2
r (v0)V∗r v˜0‖2
+
1
2
log |Dr(vI)| − 1
2
log |Dr(v0)| − ε28
( |Dr(vI)gr(vI)|2 − |Dr(v0)gr(v0)|2 )
+ ε2
I−1∑
i=0
( 〈Dr(vi)gr(vi),V∗r v˜i〉+ 〈Dr(vi+1)gr(vi+1),V∗r v˜i+1〉 ) .
Proof. It can be proved by closely following Theorem 3.10 of [10], with K(u) replaced by Kˆ(v) and g(u)
replaced by gˆ(v).
Parallel to aDR-∞-mMALA, the corresponding algorithm with the adaptation used in DILI, named
adaptive Dimension-Reduced ∞-dimensional manifold HMC (aDR-∞-mHMC), is the similar to Algorithm
4.7 with qn being replaced by the above multi-step proposal (35).
Now we give some error bounds for comparing different proposals mentioned above.
Theorem 4.9. Assume that Gauss-Newton Hessian H(v) is a trace-class operator defined on Hilbert space
X. Then we have the following bounds for the difference between proposals.
• ‖v′DR-∞-mMALA − v′∞-mMALA‖ ≤
ρ1
λr+1
λr+1+1
(‖v‖+ ‖∇vΦ(v)‖) + ρ2 λr+1
λr+1+1+
√
λr+1+1
‖ξ‖, γ⊥ = 1
ρ1
(
λr+1
λr+1+1
‖v‖+ ‖∇vΦ(v)‖
)
+ ρ2
λr+1
λr+1+1+
√
λr+1+1
‖ξ‖, γ⊥ = 0
• ‖v′DR-∞-mMALA − v′DILI‖ ≤ ρ1‖Dr −Kr‖2(‖v‖+ ‖∇vΦ(v)‖) + ρ2‖D
1
2
r −K
1
2
r ‖2‖ξ‖
• ‖vIDR-∞-mHMC − vI∞-mHMC‖ ≤ O(λr+1) if we assume g(v) is Lipschitz continuous and γ⊥ = 1.
Proof. See Appendix D.
Remark 4.10. This theorem describes the asymptotic behavior of the proposed dimension reduced algorithms
when the dimension of intrinsic subspace goes to infinity. It quantifies the differences between the dimension
reduced proposals and their full versions, which bound the “loss” in the quality of geometry-informed MCMC
proposals by doing dimension reduction. If γ⊥ = 1, dimension reduced∞-GMC algorithms are asymptotically
close to their full versions, i.e. ‖v′DR-∞-mMALA − v′∞-mMALA‖ → 0 and ‖vIDR-∞-mHMC − vI∞-mHMC‖ → 0 as r → ∞.
Proper r can be chosen by thresholding the last eigenvalue λr+1 to some values for local or global LIS’
respectively, (e.g. ρl = ρg = 0.01). By doing so, one can control the precision of these approximations. Note
that the disparity between DILI and DR-∞-mMALA is not guaranteed to be small, but could be significantly
large in their performance. See the example in Section 5.2.
Remark 4.11. [33] shows that the Hessian of potential function (1) is a compact operator whose range space
is independent of mesh resolution, thus it naturally admits r-dimensional low-rank approximation H(v) with
r ≤ m, the size of observations [26]. In this case, there are at most m non-zero eigenvalues λi > 0.
In this paper, we make use of randomized algorithms for (generalized) eigen-decomposition [15–17] for
the low-rank approximation (21). If the dimension of the discretized parameter space is N , then dimension
reduced algorithms lower the computational cost for these two ∞-GMC algorithms from prohibitive cubic
scale O(N3) to affordable linear scale O(N(r + p)2), where p is the oversampling size with common choice
p = 5 in practice [15]. Note, in [10] we sample Karhunen-Loe`ve coefficients (16) of dimension about 100.
Here we sample the whole field (discretized function defined on a domain) whose dimension could scale up
to thousands. Full implementation of the standard∞-GMC algorithms (e.g. ∞-mMALA or∞-mHMC) will
be impractical due to the memory bound and time consumption. In the next section, we will demonstrate
the computational advantage of our proposed dimension reduced algorithms using numerical examples.
12
(a) Forcing field f(s) (left), and the solution p(s) with true transmissivity field k0(s) (right).
(b) True log-transmissivity field u0(s) (left), and 25 observations on selected locations indicated by circles (right),
with color indicating their values.
5. Numerical Experiments
In this section, we first consider the simulated elliptic inverse problem same as in [8] for two cases. This
is done for a parallel comparison with DILI. Then we investigate an inverse problem in Reynolds-Averaged
Navier-Stokes (RANS) equation for turbulent combustion. This problem involves highly nonlinear PDE
which is much expensive to solve, and serves as a good benchmark for testing the performance of all the above
mentioned algorithms. Python codes are publicly available at https://bitbucket.org/lanzithinking/
dimension-reduced-geom-infmcmc.
5.1. Elliptic Inverse Problem
The following elliptic PDE is defined on the unit square domain Ω = [0, 1]2:
−∇ · (k(s)∇p(s)) = f(s), s ∈ Ω
〈k(s)∇p(s), ~n(s)〉 = 0, s ∈ ∂Ω∫
∂Ω
p(s)dl(s) = 0
where k(s) is the transmissivity field, p(s) is the potential function, f(s) is the forcing term, and ~n(s) is
the outward normal to the boundary. The source/sink term f(s) is defined by the superposition of four
weighted Gaussian plumes with standard deviation 0.05, centered at [0.3, 0.3], [0.7, 0.3], [0.7, 0.7], [0.3, 0.7],
with weights {2,−3, 3,−2} respectively, as shown in the left panel of Figure 1a.
The transmissivity field is endowed with a log-Gaussian prior, i.e.
k(s) = exp(u(s)), u(s) ∼ N (0, C)
where the covariance operator C is defined through an exponential kernel function
C : X→ X, u(s) 7→
∫
c(s, s′)u(s′)ds′, c(s, s′) = σ2u exp
(
−‖s− s
′‖
2s0
)
, for s, s′ ∈ Ω
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Figure 2: Elliptic inverse problem (SNR = 10): Bayesian posterior mean estimates of the log-transmissivity field u(s) based on
2000 samples by various MCMC algorithms; the upper-left corner shows the MAP estimate.
Method h AP s/iter ESS(min,med,max) minESS/s spdup PDEsolns
pCN 0.50 0.74 0.79 (52.91,171.86,283.42) 0.0336 1.00 2501
∞-MALA 2.00 0.75 1.53 (223.26,644.39,912.85) 0.0732 2.18 5002
∞-HMC 1.30 0.71 3.68 (897.11,1469.7,2000) 0.1219 3.63 12342
DR-∞-mMALA 6.00 0.72 9.24 (696.83,1040.67,2000) 0.0377 1.12 80032
DR-∞-mHMC 4.00 0.78 22.47 (887.24,1212.38,1699.42) 0.0197 0.59 198176
DILI (0.5, 1.0) 0.70 1.60 (214.58,580.81,807.74) 0.0670 1.99 5806
aDR-∞-mMALA 3.00 0.75 1.55 (336.75,887.82,1180.41) 0.1084 3.23 5806
aDR-∞-mHMC 1.50 0.77 3.80 (1053.06,1956.4,2000) 0.1387 4.13 13370
Table 1: Sampling efficiency in elliptic inverse problem (SNR=10). Column labels are as follows. h: step size(s) used for making
MCMC proposal; AP: average acceptance probability; s/iter: average seconds per iteration; ESS(min,med,max): minimum,
median, maximum of Effective Sample Size across all posterior coordinates; min(ESS)/s: minimum ESS per second; spdup:
speed-up relative to base pCN algorithm; PDEsolns: number of PDE solutions during execution.
with the prior standard deviation σu = 1.25 and the correlation length s0 = 0.0625 in the experiments.
To make the inverse problem more challenging, we follow [8] to use a true transmissivity field k0(s) that
is not drawn from the prior, as shown on the left panel of Figure 1b. The right panel of Figure 1a shows
the potential function p(s), solved with k0(s), which is also used for generating noisy observations. Partial
observations are obtained by solving p(s) on an 80× 80 mesh and then collecting at 25 measurement sensors
as shown by the circles on the right panel of Figure 1b. The corresponding observation operator O yields
the data
y = Op(s) + η, η ∼ N (0, σ2ηI25)
Define the signal-to-noise ratio (SNR) as maxs{u(s)}/ση. We consider SNR = 10 and SNR = 100, data in
the latter case containing more information than those in the former case.
The inverse problem involves sampling from the posterior of the log-transmissivity field u(s), which
becomes a vector of dimension over 6000 after being discretized on 40 × 40 mesh (with Lagrange degree
2). We compare the performance of algorithms including pCN, ∞-MALA, ∞-HMC, DR-∞-mMALA, DR-
∞-mHMC, DILI, aDR-∞-mMALA and aDR-∞-mHMC 1. For each algorithm, we run 2500 iterations and
burn in the first 500. For HMC algorithms, we let I = 4. For the location-dependent algorithms, we fix the
dimension of local intrinsic subspaces at r = 5. And for adaptive algorithms, we set the interval for updating
1Implementation of full ∞-mMALA and ∞-mHMC is too intensive and therefore omitted.
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Figure 3: Elliptic inverse problem (SNR = 100): Bayesian posterior mean estimates of the log-transmissivity field u(s) based
on 2000 samples by various MCMC algorithms; the upper-left corner shows the MAP estimate.
global LIS nlag = 200, the interval for updating projected covariance nb = 50 (for DILI), and stop when
either the Fo¨rstner diagnostic [8] falls below the threshold ∆LIS = 10
−5 or it reaches the maximum step
mmax = 100. We tune the step sizes for each algorithm so that they have similar acceptance rate 60 ∼ 70%.
Method h AP s/iter ESS(min,med,max) minESS/s spdup PDEsolns
pCN 0.01 0.57 0.99 (2.67,6.95,37.79) 0.0013 1.00 2501
∞-MALA 0.04 0.61 1.62 (4.32,15.34,51.45) 0.0013 0.99 5002
∞-HMC 0.04 0.59 3.52 (24.36,92.13,184.84) 0.0035 2.57 12342
DR-∞-mMALA 0.52 0.67 8.85 (127.25,210.84,460.07) 0.0072 5.34 80032
DR-∞-mHMC 0.25 0.56 22.97 (190.2,322.29,687.11) 0.0041 3.08 198176
DILI (0.1, 0.2) 0.69 1.59 (30.52,133.67,221.97) 0.0096 7.13 6612
aDR-∞-mMALA 0.25 0.71 1.61 (12.09,89.17,174.36) 0.0037 2.79 6612
aDR-∞-mHMC 0.10 0.69 3.63 (70.99,234.42,364.31) 0.0098 7.26 14056
Table 2: Sampling efficiency in the elliptic inverse problem (SNR=100). Column labels are as follows. h: step size(s) used
for making MCMC proposal; AP: average acceptance probability; s/iter: average seconds per iteration; ESS(min,med,max):
minimum, median, maximum of Effective Sample Size across all posterior coordinates; min(ESS)/s: minimum ESS per second;
spdup: speed-up relative to base pCN algorithm; PDEsolns: number of PDE solutions during execution.
We first present the results for SNR = 10. Figure 2 shows the mean estimates of the log-transmissivity
field u(s) based on 2000 posterior samples. All MCMC algorithms generate estimates consistent with the
maximum a posterior (MAP). However, pCN gives the noisiest estimate because of the high auto-correlation
in its samples; two location-dependent algorithms, DR-∞-mMALA and DR-∞-mHMC, though taking longer
time to finish, output the best results closest to the MAP estimate. Note that among the three globally
adaptive algorithms, DILI, aDR-∞-mMALA and aDR-∞-mHMC, they have similar estimates, with the last
one being the best, due to the superiority of multiple steps that can suppress the random walk behavior.
Quantitatively, their sampling efficiency, mainly measured by minimum effective sample size (ESS) per
unit time, is compared in Table 1. In general, HMC algorithms have larger ESS compared to their MALA
analogies, demonstrating the advantage of multi-step proposals. The efficiency gain by local pre-conditioners
in DR-∞-mMALA and DR-∞-mHMC, is undermined by the extra computational burden of low-rank ap-
proximation done for every MCMC iteration. The globally adaptive versions, aDR-∞-mMALA and aDR-∞-
mHMC, have higher ESS compared to other manifold algorithms, but with lower computational cost roughly
equivalent to that of non-manifold algorithms (e.g. ∞-MALA and ∞-HMC respectively), thus achieve the
highest sampling efficiency. They are shown to be more efficient than DILI.
Now we consider the case SNR = 100. In this case, the data contain more information since they are
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Figure 4: Elliptic inverse problem (SNR = 100): the trace plots of data-misfit function evaluated with each sample (left, values
have been offset to be better compared with) and the auto-correlation of data-misfits as a function of lag (right).
Figure 5: The adaptation of the intrinsic subspace (LIS) in the elliptic inverse problem (SNR = 100). Upper: growing dimensions
of the global Likelihood Informed Subspace (LIS); Lower: evolving Fo¨rstner diagnostics dF .
contaminated by noise of smaller magnitude. Therefore, we set nlag = 100 in this case. Figure 3 shows the
mean estimates of the log-transmissivity field u(s) based on 2000 posterior samples. The landscape of u(s) is
more complicated than the previous case. Again, two location-dependent algorithms, DR-∞-mMALA and
DR-∞-mHMC, generate samples with the highest quality that yield results closest to the MAP estimate.
Note, estimates by both aDR-∞-mMALA and aDR-∞-mHMC are significantly better than that by DILI.
Table 2 summarizes the sampling efficiency of all these algorithms. Note in this case, aDR-∞-mMALA’s
lower sampling efficiency compared to DILI may indicate that the intrinsic global LIS has rich geometric
information that diagonal approximation to the projected K(v) as in (23) is not sufficient to support effective
exploration; however such insufficiency is remedied by multi-step transition movement such that aDR-∞-
mHMC could outperform DILI.
Figure 4 further illustrates the quality of samples from all the MCMC algorithms. The left panel shows
their data-misfit values (1), which have been offset in order to better contrast their difference. PCN is seen
to have the most sticky trace-plot, indicating the highest auto-correlation in data-misfits; while those with
large ESS have non-adhesive samples. This is verified by the low auto-correlations on the right panel. PCN
has the highest auto-correlation at all lags, followed by ∞-MALA, aDR-∞-mMALA and DILI with similar
values. In general ‘HMC’ type algorithms have lower auto-correlation values compared with their ‘MALA’
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Figure 6: Principal eigenfunctions projected to the global LIS in the elliptic inverse problem (SNR = 100). Top: DILI; Middle:
aDR-∞-mMALA; Bottom: aDR-∞-mHMC.
type counterparts.
To investigate the adaptation process of DILI, aDR-∞-mMALA and aDR-∞-mHMC, we run each for 104
iterations and update the global LIS every nlag = 100 iterations. Figure 5 shows the adaptation of the global
LIS as a function of updating iteration. They all have the similar trajectories of growing dimensions and
Fo¨rstner diagnostics. The final dimensions of the global LIS for DILI, aDR-∞-mMALA and aDR-∞-mHMC
are 94, 95, 97 respectively. Figure 6 demonstrates 6 principal eigen-functions of the global LIS identified by
these adaptive algorithms and they are comparable to each other despite of a negative sign.
5.2. RANS inverse problem
Now we study model inadequacy in the context of k-ε Reynolds-Averaged Navier-Stokes (RANS) model
of turbulent jet. RANS equations are time-averaged equations of motion for fluid flow, primarily used to
describe turbulent flows [34, 35]. Based on knowledge of the properties of flow turbulence, these equations
can be used to give approximate time-averaged solutions to the Navier-Stokes equations. We start by defining
the problem. Consider the following incompressible Navier-Stokes equation with constant density:
Continuity :
∂ui
∂xi
= 0 ,
Momentum :
∂ui
∂t
+ uj
∂ui
∂xj
= − ∂p
∂xi
+ ν
∂2ui
∂xj∂xj
,
(36)
We take the average of the above system (denoting the average value as U := u and the residual as u′ = u−U),
and close it by modeling the Reynolds-stress tensor, −u′iu′j by means of the commonly used k-ε model. This
leads to the k-ε RANS equations as follows:
∂Ui
∂xi
= 0
∂Ui
∂t
= −Uj ∂Ui
∂xj
− ∂P
∂xi
+
∂
∂xj
[
ν
∂Ui
∂xj
+ Cµ
k2
ε
(
∂Ui
∂xj
+
∂Uj
∂xi
)
− 2
3
kδij
]
∂k
∂t
= −Uj ∂k
∂xj
+
(
Cµ
k2
ε
(
∂Ui
∂xj
+
∂Uj
∂xi
)
− 2
3
kδij
)
∂Ui
∂xj
− ε+ ∂
∂xj
[(
ν +
Cµk
2
σkε
)
∂k
∂xj
]
∂ε
∂t
= −Uj ∂ε
∂xj
+ Cε1
ε
k
(
Cµ
k2
ε
(
∂Ui
∂xj
+
∂Uj
∂xi
)
− 2
3
kδij
)
∂Ui
∂xj
− Cε2 ε
2
k
+
∂
∂xj
[(
ν +
Cµk
2
σεε
)
∂ε
∂xj
]
(37)
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Figure 7: Geometry of non-reacting 2D jet flow simulation
where Ui and P denote the averaged velocity and pressure; k and ε denote the turbulent kinetic energy
and turbulent dissipation; ν and νt = Cµ
k2
ε are the kinematic and turbulent viscosity; and Cµ, σk, σε,
Cε1, Cε2 are the empirical constants involved in the k-ε closure model. These PDEs are augmented by
appropriate inflow and outflow boundary conditions detailed in Appendix A. These conditions are imposed
with mollified operators to enforce positivity of (k, ε) and switch to a Dirichlet boundary condition when an
inflow is detected on the outflow boundary.
The k-ε RANS model (37) serves as a cheaper approximation to the Navier-Stokes equation (36) whose
high resolution solutions by direct numerical simulation (DNS) may be prohibitively expensive to obtain
[36]. However the model may be inherently unable to characterize certain phenomena present in the fully
resolved Navier-Stokes equation. To understand how and when this occurs, model inadequacy is represented
by replacing the constant Cµ with the field e
mCµ (m an unknown field to be determined). We take a Bayesian
approach to calibrate m to high resolution DNS data obtained in [36]. Figure 7 shows the simulation domain
and Figure A.11 shows the results from DNS data. One can refer Appendix A for more simulation details.
We focus on the upper half domain in Figure 7. A damped Newton method is employed to solve the
nonlinear system of equations (37) on a 40 × 80 finite element mesh till its steady-state. Pseudo-time
continuation is used to guarantee the global convergence to a physically stable solution. The uncertainty
field m is represented a priori by a Gaussian random field, and the likelihood function of m is derived by
fitting the DNS data to the forward solution of the k-ε RANS equation (37) with Cµ replaced by e
mCµ.
The inverse problem involves sampling the posterior of uncertainty field m given DNS data. The field m
becomes a parameter vector of over 3000 dimensions after discretization. Therefore the inference about it is
computationally challenging.
FEniCS [37, 38] codes are developed and hIPPYlib [39] library is adopted by EQUiPS team led by
the University of Texas, Austin. Those codes are adapted to run MCMC algorithms including pCN, ∞-
MALA, DR-∞-mMALA, DILI and aDR-∞-mMALA. Due to the extremely intensive computation required
for repeated forward solving, we only focus on ‘MALA’ type algorithms in this example. Figure 8 shows the
point estimates including MAP based on optimization and posterior means of 2000 MCMC samples after
burning the first 500. All the MCMC results are consistent with MAP, though pCN and ∞-MALA give
more noisy estimates than others. Table 3 compares the sampling efficiency, measured by minimal ESS per
second, among these five algorithms. Note, our proposed dimension reduced algorithms, DR-∞-mMALA
and aDR-∞-mMALA, have achieved much more speed up compared to DILI. These results demonstrate the
benefit of geometric information and success of dimension reduction in accelerating MCMC in this highly
challenging model inadequacy problem. Based on the estimates, we see that there is considerably more
model error (m far from zero) in the tail region (between 10 and 20 in x) of the flame, when using the k-ε
RANS model (37) to approximate the Navier-Stokes equation (36).
Figure 9 further illustrates the quality of samples from all these MCMC algorithms. The left panel shows
the offset data-misfit function (1) evaluations, and the right panel plots their auto-correlation functions of
lag. The results can be divided into three groups: pCN is the worst with sticky trace-plot and highest
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Figure 8: Inverse RANS problem: Bayesian posterior mean estimates of the log-uncertainty field m(x) based on 2000 samples
by various MCMC algorithms; the upper-left corner shows the MAP estimate.
Method h AP s/iter ESS(min,med,max) minESS/s spdup PDEsolns
pCN 0.01 0.75 31.32 (3.07,9.01,34.66) 4.91e-05 1.00 2501
∞-MALA 0.32 0.72 70.17 (35.24,131.51,360.09) 2.51e-04 5.12 5002
DR-∞-mMALA 28.66 0.69 163.51 (780.77,1934.9,2000) 2.39e-03 48.67 305122
DILI (0.24,0.40) 0.77 79.32 (73.75,288.54,411.71) 4.65e-04 9.48 6664
aDR-∞-mMALA 6.00 0.87 123.69 (941.78,2000,2000) 3.81e-03 77.61 6664
Table 3: Sampling efficiency in the inverse RANS problem. Column labels are as follows. h: step size(s) used for making
MCMC proposal; AP: average acceptance probability; s/iter: average seconds per iteration; ESS(min,med,max): minimum,
median, maximum of Effective Sample Size across all posterior coordinates; min(ESS)/s: minimum ESS per second; spdup:
speed-up relative to base pCN algorithm; PDEsolns: number of PDE solutions during execution.
auto-correlation; then DILI behaves similarly as ∞-MALA, though they differ in auto-correlation after lag
5; while DR-∞-mMALA and aDR-∞-mMALA perform the best in efficiently producing posterior samples
with small auto-correlations.
As mentioned in the previous context, the intrinsic subspace has rich geometric information concentrated
on low-dimensions. Figure 10 plots the pairwise posterior density contours of V∗6v in the projected global LIS
X6 of 6 principal dimensions. One can observe that they substantially deviate from Gaussian distributions.
6. Conclusion and Discussion
In this paper, we accelerate∞-GMC [10] with dimension reduction. The dimension reduction techniques
we propose are directly based on the low-rank approximation of the (prior or Gaussian-approximate posterior)
covariance operator. Randomized algorithms [15–17] are used to obtain principal eigen-directions, which form
the basis of an intrinsic low-dimensional subspace. Geometry-informed algorithms are applied to the intrinsic
subspace to effectively probe its complex structure; while the geometry-flat complementary subspace can be
efficiently explored using simpler methods. We develop location-dependent implementation (DR-∞-mMALA
and DR-∞-mHMC) and globally adaptive implementation (aDR-∞-mMALA and aDR-∞-mHMC). ADR-
∞-mMALA is analogous to DILI [8], but different in the low-rank approximation as well as the acceptance
probability. Interesting connections are established between them but our proposed methods are shown to
be simpler and more efficient. ADR-∞-mHMC goes beyond DILI to make multi-step proposals that can
suppress the random walk behavior. We also compare various dimension-independent MCMC proposals and
quantify their difference with upper bounds. They are presented to predict their asymptotic behavior as the
dimension of intrinsic subspace increases. Numerical evidence, including an elliptic inverse problem and an
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Figure 9: Inverse RANS problem: the trace plots of data-misfit function evaluated with each sample (left, values have been
offset to be better compared with) and the auto-correlation of data-misfits as a function of lag (right).
inverse problem involving RANS equations, supports the computationally advantage over the state-of-the-art
counterparts.
One interesting future direction could be a combination of sequential Monte Carlo (SMC) [40] and
the proposed dimension reduced ∞-GMC (DR-∞-GMC) to parallelize MCMC. SMC samplers deal with
sequentially sampling from the distributions {pin}n∈T that are defined on a common measurable space (E, E).
SMC builds on the sequential importance sampling (SIS), which moves the particles X
(i)
n−1 ∼ ηn−1 according
to the Markov kernel Kn : E × E → [0, 1]:
X(i)n ∼ ηn(x′) =
∫
E
ηn−1(x)Kn(x, x′)dx .
[41] uses pCN for Kn in the SIS framework and has demonstrated orders of magnitude speed up of pCN by
combining it with SMC in this way. Substituting Kn with DR-∞-GMC Markov kernel into the SMC scheme
can parallelize these MCMC algorithms to achieve further efficiency improvement to tackle Bayesian inverse
problems at larger scale.
DR-∞-mHMC can be improved further by e.g., surrogate methods [42, 43] or grid methods [44] to reduce
the burden of point-wise updating gradient and metric. Within the leap-frog steps of ‘HMC’ type algorithms,
one can consider ‘BFGS’ type update as in quasi-Newton methods [45].
The methods proposed in this paper work well for inverse problems with Gaussian priors. Recently, there
is a growing interest in flexible modeling with non-Gaussian priors [14, 46, 47], including Besov priors, level-
set priors, deep Gaussian priors, Bessel-K prior, etc.. They are employed to induce sparse MAP estimators, to
do graph-based classification, or to represent non-Gaussian phenomena. [46] represent typical non-Gaussian
priors as a hierarchy of conditional Gaussian priors using whitening transformations and convert problems
to Gaussian prior based sampling (pCN). It will be useful to develop geometry-aided dimension robust
algorithms for inverse problems with non-Gaussian priors.
Acknowledgement
SL was supported by the DARPA funded program Enabling Quantification of Uncertainty in Physical
Systems (EQUiPS), contract W911NF-15-2-0121 when the paper was written. We thank EQUiPS team for
sharing the FEniCS codes for solving k-ε RANS equations (for both forward and adjoint problems), and
especially Umberto Villa at the University of Texas-Austin for numerous help. We also thank the anonymous
reviewers for the constructive comments that help to improve the manuscript.
20
Figure 10: Inverse RANS problem: the pairwise density contours of V∗6 v in the projected global LIS X6. (θ1, · · · , θ6) := V∗6 v.
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Appendix: PDE setting and Proofs
Appendix A. Direct Numerical Simulation details of RANS [chap. 3 of 48]
Appendix A.1. k-ε RANS equations
Taking averages · on (36) gives
∂Ui
∂xi
= 0 (A.1)
∂Ui
∂t
+ Uj
∂Ui
∂xj
= − ∂P
∂xi
+
∂
∂xj
(
ν
∂Ui
∂xj
− u′iu′j
)
(A.2)
where Equation (A.2) is referred to as the Reynolds-Averaged Navier-Stokes (RANS) equation. We close
the above system by modeling the Reynolds-stress tensor, −u′iu′j by means of the k-ε model.
νt = Cµ
k2
ε
(A.3)
u′iu
′
j = −νt
(
∂Ui
∂xj
+
∂Uj
∂xi
)
+
2
3
kδij (A.4)
∂k
∂t
+ Uj
∂k
∂xj
= −u′iu′j
∂Ui
∂xj
− ε+ ∂
∂xj
[(
ν +
νt
σk
)
∂k
∂xj
]
(A.5)
∂ε
∂t
+ Uj
∂ε
∂xj
= −Cε1 ε
k
u′iu
′
j
∂Ui
∂xj
− Cε2 ε
2
k
+
∂
∂xj
[(
ν +
νt
σε
)
∂ε
∂xj
]
(A.6)
where the commonly used coefficients are
Cµ = 0.09, σk = 1.00, σε = 1.30, Cε1 = 1.44, Cε2 = 1.92
Substituting (A.3) and (A.4) into (A.2), (A.5) and (A.6) leads to the k-ε RANS equation (37). The
following convention is used when there is no confusion:
u = (u1, u2) = (u, v); U = u, V = v = u2
Appendix A.2. Geometry
The geometry of two dimensional non-reacting jet flow is shown Figure 7. The simulation domain size is
chosen to be Lx = 20D and Ly = 8D where D is nozzle width of inlet flow. The mean velocity profile and
turbulent kinetic energy from DNS data is shown in Figure A.11. We here follow simulation geometry and
boundary conditions of the work by [36].
Appendix A.3. Boundary condition
• x = 0
U0 =
1
2
+
1
2
tanh
(−|y|+ 0.5D
2θ
)
V = 0
k =
1
2
u′iu
′
i
u′u′ = v′v′ = 0.0004 at x = 0, |y| < D/2
u′u′ = v′v′ = 0 otherwise
ε =
Cµ
νt
k2
where θ = D/20 is the momentum thickness.
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(a) U = u1 (b) V = u2 (c) k = u′iu
′
i/2
Figure A.11: Mean velocity profile (A.11a)(A.11b) and turbulent kinetic energy (A.11c) from DNS data by [36]
• y = ±Ly/2
(νt + ν)
(
∂U
∂y
+
∂V
∂x
)
= 0
V = 0
k = 0
ε = 0
• x = Lx
2(νt + ν)
∂U
∂x
− P = 0
V = 0(
νt
σk
+ ν
)
∂k
∂x
= 0(
νt
σε
+ ν
)
∂ε
∂x
= 0
Appendix A.4. Initial condition
Since only solutions at steady state are important, the final solution should not be sensitive to the initial
condition. However, the “good” initial conditions can reduce the computing time and avoid any possible
ill-poseness of simulation. One of the best initial condition is from DNS data. Alternatively, one can
make a good approximation on initial condition. Following suggestion for the initial conditions are not so
sophisticated and based on simplification of discussion by [49].
Let’s assume the mean velocity is self-similar to centerline velocity and characteristic integral length scale
L. Now, the spread function is defined as
S =
dL
dx
From the mass flux constant condition following initial mean velocity profile can be obtained.
U(x, y, t = 0) =
D
D + Sx
[
1
2
+
1
2
tanh
(−|y|+ 0.5(D + Sx)
(D + Sx)/10
)]
Similarly, the initial condition of fluctuation terms have been set as
u′u′ = v′v′ =
0.0004D
D + Sx
at |y| < (D + Sx)/2
u′u′ = v′v′ = 0 otherwise
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Let’s assume that S = 0.06. The dissipation term, ε can be set with the assumption of initial turbulent
kinetic viscosity.
νt(x, y, t = 0) = 0.02
Hence,
ε =
Cµ
νt
k2
Appendix B. Proof of Theorem 4.4
Proof. With assumptions 3.1 and 4.3 (same as Assumption 3.1 of [10]), we have∇vΦ(v) = C 12∇uΦ(u) ∈ Xκ−`
for some ` ∈ [0, κ − 12 ), κ > 12 . With the approximations (22) (28), we directly get the assumption 3.2 of
[10]: Kˆ(v) = VrDrV∗r + V⊥V∗⊥ is self-adjoint and positive-definite operator on X and it is such that
i) Im(Kˆ(v) 12 ) = Im(I) = X ;
ii) Kˆ(v) 12 (Kˆ(v) 12 )∗ − I = Vr(Dr − Ir)V∗r is an operator on X with finite rank thus automatically Hilbert-
Schmidt.
Assumption 3.3 of [10] can be derived by the fact that (Kˆ(v) − I)v = Vr(Dr − Ir)V∗r v ∈ Xr ⊂ X, which,
together with assumptions 3.1 and 4.3, yield a similar corollary as 3.4 of [10]: gˆ(v) ∈ X. Define the following
bivariate law and its reference measure
ν(dv, dv′) = µ(dv)Q(v, dv′), µ(dv) = µ(C− 12 du), Q(v, dv′) being (25) with approximations (28) applied
ν0(dv, dv
′) = µ0(dv)Q0(v, dv′), µ0(dv) = N (0, I), Q0(v, dv′) being (25) with v˜ replaced by ξ ∼ N (0, I)
Then the Feldman-Hajek theorem [Theorem 2.23 in 23] can be applied to N
(√
h
2 gˆ(v)
)
' N (0, I), similarly
as Theorem 3.5 of [10]. The acceptance probability (c.f. Algorithm 3.7 ∞-mMALA in [10]) can be obtained
with K(u) replaced by Kˆ(v) and g(u) replaced by gˆ(v).
Appendix C. Proof. of Corollary 4.5
Proof. We assume γ⊥ = 0. Substituting the approximations (21) (22) (28) into (32) yields
log λ(w∗; v) =− h8 〈−(Dr − Ir)V∗r v −DrγrV∗r∇vΦ(v),ΛrV∗r v − γrV∗r∇vΦ(v)〉
+
√
h
2 〈ΛrV∗r v − γrV∗r∇vΦ(v),V∗rw∗〉 − 12 〈V∗rw∗,ΛrV∗rw∗〉 − 12 log |Dr|
=− h8 ‖D
1
2
r gr(v)‖2 +
√
h
2 〈gr(v),V∗rw∗〉 − 12‖Λ
1
2
r V∗rw∗‖2 − 12 log |Dr|
=− 1
2
∥∥∥∥∥
√
h
2
D
1
2
r gr(v)−D−
1
2
r V∗rw∗
∥∥∥∥∥
2
+
1
2
‖V∗rw∗‖2 −
1
2
log |Dr|
where gr(v) := ΛrV∗r v − γrV∗r∇vΦ(v).
On the other hand, with (31), we have
√
h
2
D
1
2
r gr(v)−D−
1
2
r V∗rw∗ =
√
h
2
D
1
2
r ΛrV∗r v −D−
1
2
r V∗r
v′ − ρ0v
ρ2
−
√
h
2
D
1
2
r γrV∗r∇vΦ(v)
=(ρ2
√
Dr)
−1((ρ1DrΛr + ρ0)V∗r v − V∗r v′ − ρ1DrγrV∗r∇vΦ(v))
=(ρ2
√
Dr)
−1((Ir − ρ1Dr)V∗r v − V∗r v′ − ρ1DrγrV∗r∇vΦ(v))
=−D−1Br (V∗r v′ −DArV∗r v −DGrγrV∗r∇vΦ(v))
and
‖V∗rw∗(v, v′)‖2 − ‖V∗rw∗(v′, v)‖2 =
‖V∗r v′ − ρ0V∗r v‖2 − ‖V∗r v − ρ0V∗r v′‖2
ρ22
= ‖V∗r v′‖2 − ‖V∗r v‖2
It completes the proof by substituting the above results into (32) and comparing with Equation 40 of [8].
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Appendix D. Proof of Theorem 4.9
Proof. Since H(v) is trace-class, without loss of generality, we can assume that the eigenvalues λi ↓ 0 in (19)
monotonically decrease to 0. Denote D = (Λ + I)−1, then
K(v) = (I + VΛV∗)−1 = V(I + Λ)−1V∗ = VDV∗ = VrDrV∗r + V⊥D⊥V∗⊥
From (27) we have the difference between DR-∞-mMALA and ∞-mMALA:
‖v′DR-∞-mMALA − v′∞-mMALA‖ ≤ ρ1‖(Kˆ(v)−K(v))v‖+ ρ1‖(Kˆ(v)s(γ)−K(v))∇vΦ(v)‖+ ρ2‖(Kˆ(v)
1
2 −K(v) 12 )ξ‖
≤ ρ1(‖V⊥(I⊥ −D⊥)V∗⊥‖‖v‖+ ‖V⊥(I⊥γ⊥ −D⊥)V∗⊥‖‖∇vΦ(v)‖) + ρ2‖V⊥(I⊥ −D
1
2
⊥)V∗⊥‖‖ξ‖
≤ ρ1(max(I⊥ −D⊥)‖v‖+ max |I⊥γ⊥ −D⊥|‖∇vΦ(v)‖) + ρ2 max(I⊥ −D
1
2
⊥)‖ξ‖
≤
ρ1
λr+1
λr+1+1
(‖v‖+ ‖∇vΦ(v)‖) + ρ2 λr+1
λr+1+1+
√
λr+1+1
‖ξ‖, γ⊥ = 1
ρ1
(
λr+1
λr+1+1
‖v‖+ ‖∇vΦ(v)‖
)
+ ρ2
λr+1
λr+1+1+
√
λr+1+1
‖ξ‖, γ⊥ = 0
As seen from Section 4.1, the proposal of DILI can be derived from (27) by replacing K(v) with K˜(v) :=
VrKrV∗r + V⊥V∗⊥. Note immediately K˜(v)
1
2 = VrK
1
2
r V∗r + V⊥V∗⊥. Now we have
‖v′DR-∞-mMALA − v′DILI‖ ≤ ρ1‖(Kˆ(v)− K˜(v))v‖+ ρ1‖(Kˆ(v)− K˜(v))s(γ)∇vΦ(v)‖+ ρ2‖(Kˆ(v)
1
2 − K˜(v) 12 )ξ‖
≤ ρ1‖Vr(Dr −Kr)V∗r ‖(‖v‖+ ‖∇vΦ(v)‖) + ρ2‖Vr(D
1
2
r −K
1
2
r )V∗r ‖‖ξ‖
≤ ρ1‖Dr −Kr‖2(‖v‖+ ‖∇vΦ(v)‖) + ρ2‖D
1
2
r −K
1
2
r ‖2‖ξ‖
Lastly, let’s look at the difference between proposals of DR-∞-mHMC and ∞-mHMC. Denote vDRi and
vi as the i-th step parameter updates in DR-∞-mHMC and ∞-mHMC respectively, and v˜DRi and v˜i as their
corresponding i-th step auxiliary updates. For simplicity we assume γ⊥ = 1.
‖vDRi+1 − vi+1‖ ≤ cos ε‖vDRi − vi‖+ sin ε
(
‖v˜DRi − v˜i‖+
ε
2
‖gˆ(vDRi )− g(vi)‖
)
≤ cos ε‖vDRi − vi‖+ sin ε
(
‖v˜DRi − v˜i‖+
ε
2
(‖gˆ(vDRi )− g(vDRi )‖+ ‖g(vDRi )− g(vi)‖)
)
≤
(
cos ε+
Lε sin ε
2
)
‖vDRi − vi‖+
λr+1ε sin ε
2(λr+1 + 1)
(‖vDRi ‖+ ‖∇vΦ(vDRi )‖) + sin ε‖v˜DRi − v˜i‖
‖v˜DRi+1 − v˜i+1‖ ≤ sin ε‖vDRi − vi‖+ cos ε
(
‖v˜DRi − v˜i‖+
ε
2
‖gˆ(vDRi )− g(vi)‖
)
+
ε
2
‖gˆ(vDRi+1)− g(vi+1)‖
≤
(
sin ε+
Lε cos ε
2
)
‖vDRi − vi‖+
λr+1ε cos ε
2(λr+1 + 1)
(‖vDRi ‖+ ‖∇vΦ(vDRi )‖) + cos ε‖v˜DRi − v˜i‖
+
Lε
2
‖vDRi+1 − vi+1‖+
λr+1ε
2(λr+1 + 1)
(‖vDRi+1‖+ ‖∇vΦ(vDRi+1)‖)
Denote di+1 := ‖vDRi+1 − vi+1‖ and d˜i+1 := ‖v˜DRi+1 − v˜i+1‖. Then we have
di+1 ≤ C0di +O(λr+1) + C1d˜i, d˜i ≤ C2di−1 +O(λr+1) + C3d˜i−1 + C4di
Noticing that d0 = d˜0 = 0, thus we can conclude that
dI = ‖vDRI − vI‖ ≤ O(λr+1) .
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