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Abstract
Let A be the coordinate ring of set X of s distinct K-rational points P1, . . . ,Ps in PnK . The integral
closure of A in its total ring of fractions has the form A =⊕si=1 K[ti] where K[ti ] is isomorphic to
the coordinate ring of Pi . The conductor of A in A is the biggest ideal CX in A that coincides with its
extension to A. Considered as an ideal in A, it is of the form CX = (td11 , td22 , . . . , tdss ), where di is the
least degree of a hypersurface of Pn
K
which passes through all the points of X except Pi . The number
di is called the conductor degree of Pi in X [J. London Math. Soc (2) 24 (1981) 85–96]. Given a
set X of s distinct K-rational points in PnK , we determine the ideals of points of X which have the
same conductor degree in X (Theorem 14). For a set of points X in P2
K
, we find a lower bound for
dimK(A/CX), which depends only on the degree matrix of X (Theorem 23), and we show that this
lower bound is sharp.
 2004 Elsevier Inc. All rights reserved.
Introduction
Let K be a field of characteristic zero, P the polynomial ring K[x0, . . . , xn], and PnK the
projective space over K of dimension n. Let s be a positive integer, and let X be a set of s
distinct K-rational points P1, . . . ,Ps in PnK . Up to a linear change of coordinates, we may
assume that X ∩Z(x0) = ∅. We denote by ℘1 . . .℘s the homogeneous ideals which define
the points, and by I (X) the homogeneous saturated ideal generated by the forms which
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PnK is denoted by A. It is a standard graded K-algebra, i.e., A =
⊕
t0 At , where we have
A0 = K , dimK A1 < ∞, and A = K[A1]. The function HX :Z → N defined by HX(t) =
dimK At is called the Hilbert function of X. We have HX(t) = 0 for t < 0, HX(0) = 1, and
HX(t) = degX = s for t  0. The function HX :Z → N defined by HX(t) = HX(t) −
HX(t − 1) is called the first difference of HX, and we set σX = min{i ∈ N | HX(i) = 0}.
A minimal free resolution of A as P -module is
0 → Fn−1 → ·· · → F0 → P →A → 0,
where all the entries of the matrices associated to the maps are in (x0, . . . , xn), and the
Fj ’s are free P -modules, i.e., Fj =⊕P(−k)βjk . The exponents βjk are invariants of A
which are called the graded Betti numbers of A. The Betti numbers, βj , of A are defined
by βj =∑k βjk . There is a canonical embedding of A = P/I (X) into its integral closure
(denoted by A), i.e.,
A = P/(℘1 ∩ · · · ∩℘s) ↪→
s⊕
i=1
P/℘i =
s⊕
i=1
K[ti] = A.
The conductor of A in A is the biggest ideal CX in A that coincides with its extension
to A. Considered as an ideal in A, it is of the form CX = (td11 , td22 , . . . , tdss ). Orecchia [12,
Theorem 4.3] proved that di is the minimal degree of a separator of Pi in X, i.e., a form
which vanishes at every points of X \ {Pi}, but not at Pi . Up to a permutation of the
points, we may assume that d1  d2  · · · ds . Then the sequence (d1, . . . , ds) is called
the conductor sequence of A and di is the conductor degrees of Pi in X or simply the
degree of Pi in X for i = 1, . . . , s. We denote it by dXPi . From the Hilbert function HX
of X, one can read off the range of possible conductor degrees. In the paper [7], the authors
called these values the permissible values for HX. In [14] Sodhi characterized the possible
conductor sequence for sets of points in P2K having the Hilbert function of a complete
intersection. Moreover, in [13] he studied the following problem:
Given a zero-dimensional differentiable O-sequence H , is it possible to find a set of
points X in PnK such that HX = H and dimK(A/CX) is minimal among all sets of
points having the same Hilbert function?
Sodhi showed that the K-configurations solve this problem (see [5]). This result has
been extended to nonreduced zero-dimensional schemes in [10] only for P2K . From the
proof of [9, Theorem 4.5], it is immediate to see that the range of the possible conductor
degrees can be further restricted if we fix the graded Betti numbers. More precisely, the
possible conductor degrees are given by the degrees of the minimal generators of the socle
of any artinian reduction of the coordinate ring of X. We call these values the socle-values
of X (Definition 3). In Section 1, we find the ideal of points of X having conductor degree
equal to ξ for any socle-value ξ of X (Theorem 14). There X is a set of distinct K-rational
points in Pn . This theorem extends the result of Geramita, Kreuzer, and Robbiano [6,K
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of the structure of the canonical module of their projective coordinate ring.
Section 2 is devoted to the study of some general results regarding homogeneous perfect
ideals of height 2 in K[x0, . . . , xn].
In Section 3, we restrict our attention to sets of points X in P2K . Using the Hilbert–Burch
theorem, we can read some numerical invariants of X from the degree matrix of X (see [3]).
The main problem we study is the following:
Given a matrix M (which can be a degree matrix of a reduced zero-dimensional
scheme), find a set of points X in P2K such that dimK(A/CX) is minimal among all
sets of points having the same degree matrix M .
Using Theorem 14 and some general results for homogeneous perfect ideals of height 2
in K[x0, . . . , xn], we find a lower bound for dimK(A/CX) which depends only on the de-
gree matrix of X (Theorem 23), and we show that this lower bound is sharp (Example 24).
The construction given in Example 24 can be extended to more general configurations of
points (see [2]).
1. Socle-set and conductor
Consider the following problem: given a set of s distinct K-rational points X in PnK ,
describe the points of X having the same conductor degree in X.
In order to solve the problem, we recall the notion of the separating degree of Y in X,
where X is a zero-dimensional scheme (not necessarily reduced) in Pn having degree s (as
projective variety) and Y is a subscheme of X of degree s − 1.
Definition 1 [8]. Let X be a zero-dimensional scheme in PnK of degree s and let Y be
a subscheme of X having degree s − 1. A nonzero element f ∈ I (Y) \ I (X) is called a
separator of Y in X. We call the separating degree of Y in X the minimal degree of the
separators of Y in X, and we denote it by dXY.
Remark 2. Notice that if Y is a subscheme of X having degree s − 1, then the Hilbert
function of Y is given by
HY(t) =
{
HX(t), t < dXY,
HX(t) − 1, t  dXY.
Therefore the Hilbert function of X gives a restriction for the possible separating degrees
of subschemes Y ⊆ X of degree s − 1. In other words, given a zero-dimensional scheme
X and a subscheme Y of degree s − 1, the separating degree of Y in X is a value t for
which the function HX(t) can decrease by 1 in that degree (and higher) and still remain
the Hilbert function of a set of points. Geramita, Maroscia and Roberts called these values
permissible values for HX (see [7, Definition 4.1]).
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Betti numbers, as we can read from [9, Theorem 4.5]. To be more precise, we introduce
the following definition.
Definition 3. Let X be a zero-dimensional scheme in PnK and let
0 →
⊕
j∈Bn−1
P(−j)βn−1,j → ·· · →
⊕
k∈B0
P(−k)β0,k → P → A→ 0
be a graded minimal free resolution of A, where Bi = {k ∈ N | βi,k = 0} for all i =
0, . . . , n − 1. The socle-sequence associated to X is the βn−1-tuple given by the values
j − n for each j ∈ Bn−1 in decreasing order, where any value j − n is repeated βn−1,j
times. The socle-set of X is the set {j − n | j ∈ Bn−1}. Finally, the socle-values of X are
the elements of the socle-set of X.
So we have the following result.
Theorem 4. Let X be a zero-dimensional scheme in Pn and let Y ⊂ X be a subscheme such
that degY = degX − 1. Then the separating degree of Y in X is a socle-value of X.
Proof. See the proof of [9, Theorem 4.5]. 
As an immediate consequence of the theorem we obtain:
Corollary 5. Let X ⊂ Pn be a not necessarily reduced complete intersection. For every
subscheme Y of X such that degY = degX − 1 we have dXY = σX − 1.
Now we prove that the socle-set of X is a subset of the permissible values for HX and
so it gives more restrictive conditions for the separating degrees of Y in X.
Proposition 6. Let X be a zero-dimensional scheme in Pn, SX be the socle-set of X and
PX be the set of permissible values for HX. Then SX ⊆ PX.
Proof. Let A be projective coordinate ring of X and let A′ be an artinian reduction of A.
We take an element α ∈ SX and we prove that α ∈ PX. Consider A′/(F ), where F is a
generator of soc(A′) of degree α. The Hilbert function of A′/(F ) is given by
HA′/(F )(t) =
{
HA′(t), t < α,
HA′(t) − 1, t  α.
To conclude it is enough to notice that the Hilbert function of A′ is the first difference of
the Hilbert function of A. 
From now on we restrict our attention only to reduced zero-dimensional schemes, i.e.,
sets of distinct points. In this case the conductor degree of a point P in X is the separating
degree of X \ {P } in X, according to Definition 1.
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X having conductor degree equal to ξj . If X is a Cayley–Bacharach scheme, then I (X) =
I (X1) and Geramita, Kreuzer, and Robbiano gave a characterization of the ideal associated
to X by means of the structure of the canonical module of the projective coordinate ring
of X (see [6, Theorem 3.5]). Here we want to characterize the ideal associated to Xj for
j = 1, . . . , t , thereby extending the result in [6].
In order to do that, we need some preparatory results and definitions, which trace back
to the work [6].
Definition 7 [11, Definition 5.1.2]. Let V , V1, V2 be projective schemes of PnK such that
I (V ) is a Gorenstein ideal and I (V ) ⊆ I (V1) ∩ I (V2). Then V1 is algebraically directly
linked to V2 by V if and only if I (V ) : I (V1) = I (V2) and I (V ) : I (V2) = I (V1). The
scheme V1 is said to be the residual scheme to V2 in V .
Let W be a zero-dimensional complete intersection such that W ⊃ X and let Y be the
residual scheme to X in W. Let {G1, . . . ,Gn} be a homogeneous regular sequence in P
which defines W, i.e., I (W) = (G1, . . . ,Gn) and I (Y) = I (W) : I (X). Recall we are as-
suming no points lie on the hyperplane x0 = 0. Then for every f ∈ R we denote by f˜
the class of f in P˜ = P/(x0). The projective coordinate ring of W is S := P/I (W). Let
us denote the images of I (X), respectively I (Y), in S by I (X/W), respectively I (Y/W).
So we have I (X/W) = AnnS(I (Y/W)) and I (Y/W) = AnnS(I (X/W)). Moreover, we
assume that the coordinates {x0, . . . , xn} of Pn are chosen so that the image of x0 in S is
not a zero-divisor in S. We use the symbol “ ” to denote the residue class modulo x0.
Obviously P˜ /I˜ (W) = S/x0S. Finally, let aX/W be the initial degree of I (X/W), i.e.,
aX/W = min{d ∈ N | I (X/W)d = 0} and let aY/W = min{d ∈ N | I (Y/W)d = 0} be the
initial degree of I (Y/W).
Notation 1.1. Given an ideal I , we denote by (Id) the ideal generated by Id , that is the
forms in I of degree d .
Lemma 8. For every ideal a ⊂ S and every d  0 we have(
AnnS
(
(ad)
))
σW−1−d =
(
AnnS(a)
)
σW−1−d .
Proof. See [6, Lemma 4.1]. 
Lemma 9. For every ideal a ⊂ S and every d = 0, . . . , σW − 1 we have
dimk(Sd) = dimk(ad) + dimk
((
AnnS(a)
)
σW−1−d
)
.
Proof. See [6, Lemma 4.2]. 
Proposition 10. Let X, Y and W be as above. Then we have
(a) I (X/W) = Ann (I (Y/W)) and I (Y/W) = Ann (I (X/W));S S
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(c) HW(d) = HX(d)+HY(σW − 1 − d) ∀d = 0, . . . , σW − 1;
(d) σW = σX + aY/W = σY + aX/W.
Proof. [6, Proposition 4.3]. 
Corollary 11. For every a  aY/W we have(
I˜ (W)σW−1
) : (I˜ (Y)a)= (I˜ (X)σW−1−a).
Proof. It suffices to show that(
I˜ (W)σW−1
) : (I˜ (Y)a)⊆ (I˜ (X)σW−1−a).
By Lemma 8 and by Proposition 10(a) it follows that for every a  aY/W we have(
AnnS
(
I (Y/W)
))
σW−1−a = I (X/W)σW−1−a.
Recalling that [R/(x0)]/I˜ (W) ∼= [R/I (W)]/(x0) ∼= S/(x0), it follows that(
I˜ (W)σW−1
) : (I˜ (Y)a)⊆ (I˜ (X)σW−1−a)+ (I˜ (W)).
We conclude that(
I˜ (W)σW−1
) : (I˜ (Y)a)⊆ (I˜ (X)σW−1−a)+ (I˜ (W)σW−1−a),
since (I˜ (W)σW−1) : (I˜ (Y)a) is an ideal generated by forms of degree greater than or equal
to σW − 1 − a. Moreover, (I˜ (W)σW−1−a) ⊆ (I˜ (X)σW−1−a), and we are done. 
Lemma 12. Let X be a set of distinct K-rational points in PnK , let W be a zero-dimensional
complete intersection such that W ⊃ X and let Y be the residual scheme to X in W. Let
ξ1 > · · · > ξt be the socle-values of X, and let Xj be the set of points of X having conductor
degree equal to ξj for j = 1, . . . , t . Let P be a point in Xj and let FP be a minimal
separator of P in X. Then
FP /∈
(
I (W)σW−1
) : (I (Y)σW−1−ξj ).
Proof. We prove the thesis by contradiction. We suppose that
FP ·
(
I (Y)σW−1−ξj
)⊆ (I (W)σW−1).
Then Corollary 11 shows that F˜P ∈ I˜ (X)ξj , hence FP is of the form FP = GP + x0HP
with GP ∈ I (X)ξj and HP ∈ Rξj−1. But then HP is a separator of P in X which has degree
(strictly) less than ξj . This is a contradiction. 
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complete intersection such that W ⊃ X and let Y be the residual scheme to X in W.
Let ξ1 > · · · > ξt be the socle-values of X, let Xj be the set of points of X having
conductor degree equal to ξj , and let mj the cardinality of Xj for j = 1, . . . , t . Let
I (W) =⋂vk=1Qk and I (Xj ) =⋂mji=1 ℘ji be the minimal primary decompositions of I (W)
and of I (Xj ), respectively, and assume that
√Qk = ℘k for all k = 1, . . . , v. Then there ex-
ists G ∈ I (Y)σW−1−ξj such that G /∈Qil for every i = 1, . . . , j , l = 1, . . . ,mi .
Proof.
Claim. For every j = 1, . . . , t there exists Gj ∈ I (Y)σW−1−ξj such that Gj /∈Qji for all
i = 1, . . . ,mj .
We recall that I (X) = ℘1 ∩℘2 ∩ · · · ∩℘s and I (Y) = I (W) : I (X). So we have
I (Y) =
(
v⋂
k=1
Qk
)
:
(
s⋂
j=1
℘j
)
=
(
s⋂
k=1
(Qk : ℘k)
)
∩
(
v⋂
k=s+1
Qk
)
. (1)
We denote by Pji the point defined from the prime ideal ℘ji (i = 1, . . . ,mj ). For every
Pji in Xj , let Fji ∈ P be a separator of Pji in X of degree ξj . Then Fji /∈ ℘ji and Fji ∈⋂
k =i ℘jk . Using Lemma 12 it follows that there exists an element Gji ∈ I (Y)σW−1−ξj such
that FjiGji /∈ I (W)σW−1. Since Gji ∈ I (Y) and Fji ∈
⋂
k =i ℘jk , from (1) it follows that
FjiGji ∈Qk for every k = 1, . . . , v, k = ji . Then Gji cannot be in the ideal Qji , otherwise
FjiGji ∈ I (W). Therefore a generic element of I (Y)σW−1−ξj does not vanish at any point
of Xj and this proves the claim.
Now we observe that
I (X1 ∪ · · · ∪ Xj ) =
(
m1⋂
k=1
℘1k
)
∩
(
m2⋂
k=1
℘2k
)
∩ · · · ∩
( mj⋂
k=1
℘jk
)
is a minimal primary decomposition of I (X1 ∪ · · · ∪ Xj ). Then applying the previ-
ous result for every i = 1, . . . , j , it follows that there exists Gi ∈ I (Y)σW−1−ξi such
that Gi /∈ (Qil )σW−1−ξi for every l = 1, . . . ,mi . So xξi−ξj0 Gi /∈ (Qil )σW−1−ξj for every
l = 1, . . . ,mi . Therefore a generic element of I (Y)σW−1−ξj does not vanish at any point of
X1 ∪ · · · ∪ Xj . 
Theorem 14. Let X be a set of distinct K-rational points in PnK , let W be a zero-
dimensional complete intersection such that W ⊃ X and let Y be the residual scheme
to X in W. Let ξ1 > · · · > ξt be the socle-values of X, and let Xj be the set of points of X
having conductor degree equal to ξj for j = 1, . . . , t . Then for j = 1, . . . , t ,
I (X1 ∪ · · · ∪ Xj ) = I (W) :
(
I (Y)σW−1−ξj
)
.
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primary decompositions of I (W) and of I (X), respectively, and
√Qi = ℘i for any
i = 1, . . . , v (v  s). We know that X and Y are linked by W, i.e.,
I (Y) =
(
v⋂
i=1
Qi
)
:
(
s⋂
i=1
℘i
)
=
(
s⋂
i=1
(Qi : ℘i)
)
∩
(
v⋂
i=s+1
Qi
)
. (2)
We observe that I (W) : (I (Y)σW−1−ξj ) ⊇ I (X), so it is a saturated ideal which defines a
reduced zero-dimensional scheme. We write
I (W) : (I (Y)σW−1−ξj )= ℘γ1 ∩ · · · ∩℘γl .
We call Pγk the point associated to the prime ideal ℘γk , and prove that I (X1 ∪ · · · ∪ Xj ) ⊆
I (W) : (I (Y)σW−1−ξj ).
The thesis can be restated in the following way: degXPγk  ξj (k = 1, . . . , l) for j =
1, . . . , t .
Let F be a separator X\ {Pγk } in X, i.e., F ∈℘i for every i = 1, . . . , s where i = γk and
F /∈ ℘γk . We prove that deg(F ) ξj .
We know that for every i = 1, . . . , l there exists an element Gi ∈ (I (Y)σW−1−ξj ) such
that Gi /∈Qγi . We can suppose that deg(Gi) = σW − 1 − ξj . Then for every i = 1, . . . , l
there exists a form Gi ∈ I (Y)σW−1−ξj such that Gi /∈
(Qγi )σW−1−ξj . Therefore there exists
G ∈ I (Y)σW−1−ξj such that G /∈Qγi for every i = 1, . . . , l. Now we take FG. From the
relation (2) it trivially follows that
FG ∈
( ⋂
i =γk
Qi
)
∩ (Qγk : ℘γk )
so I (W) : FG = ℘γk , i.e., FG is a separator of the scheme defined by (I (W),FG) in W.
Using the fact that W is a complete intersection, by Corollary 5 we obtain
deg(FG) = deg(F )+ deg(G) σW − 1
and then deg(F ) σW − 1 − (σW − 1 − ξj ) = ξj .
Now we prove that
I (X1 ∪ · · · ∪ Xj ) ⊇ I (W) :
(
I (Y)σW−1−ξj
)
.
Let
I (X1 ∪ · · · ∪ Xj ) = ℘β1 ∩℘β2 ∩ · · · ∩℘βs′
be a minimal primary decomposition of I (X1 ∪ · · · ∪ Xj ). We take F ∈ I (W) :
(I (Y)σW−1−ξj ), and prove that F ∈ ℘βk for every k = 1, . . . , s′. Using Lemma 13,
there exists a form G ∈ I (Y)σW−1−ξj such that G /∈ Qβk for every k = 1, . . . , s′. Then
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are primary ideals, we have that F ∈ ℘βk for every k = 1, . . . , s′. 
2. Some technical results
In this section, we prove some general results for homogeneous perfect ideals of height
2 in P = K[x0, . . . , xn].
Notation 2.1. Let M be a matrix n × m. We denote by M{j1,...,js } the submatrix of M
obtained by choosing the rows j1, . . . , js and by M{k1,...,kq } the submatrix of M obtained
by choosing the columns k1, . . . , kq . Finally, we call M̂{j1,...,js } the complementary matrix
of M{j1,...,js } in M , that is the matrix obtained from M by deleting the rows j1, . . . , js , and
by M̂{k1,...,kq } the complementary matrix of M{k1,...,kq } in M .
Lemma 15. Let R be a ring, n,p natural numbers such that p < n. Let A,B,C,D be
matrices with entries in R and sizes p× (n−p+ 1), p× (p− 1), (n−p)× (n−p+ 1),
(n− p) × (p − 1), respectively. Let M be the following square matrix of order n:
M =
(
A B
C D
)
.
Then we have∑
1c1<···<ckr−1
(−1)
∑k
j=1 cj det
(
D̂{c1,...,ck}
) · det (A | B{c1,...,ck} )
= (−1)	(n,p)
∑
1r1<···<rkr
(−1)
∑k
j=1 rj det
(
Â{r1,...,rk}
) · det(B{r1,...,rk}
D
)
,
where k = 2p − n− 1 and 	 is a function of n and p.
Proof. Follows from Laplace’s theorem. 
Lemma 16 [11, Theorem 6.1.3]. Let I be a homogeneous perfect ideal of height 2 in
P = K[x0, . . . , xn], and let A be the r × (r + 1) Hilbert–Burch matrix of I . Let Fi be the
r × r minor of A obtained by omitting the ith column.
(1) There is some choice of i and j so that (Fi,Fj ) is a regular sequence.
(2) Assume that (Fi,Fj ) is a regular sequence, and let A′ be the matrix obtained from A
by deleting the ith and j th column. Then the ideal L = (Fi,Fj ) : I is generated by the
maximal minors of A′.
Theorem 17. Let I be a homogeneous perfect ideal of height 2 in P = K[x0, . . . , xn],
and let A be the r × (r + 1) Hilbert–Burch matrix of I . Let Fi be the r × r minor of A
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has height 2. Let B be the matrix obtained from A by deleting the ith and j th column, and
let L = J : I be the residual ideal. Let Gi be the (r − 1)× (r − 1) minor of B obtained by
omitting the ith row. Then for k = 1, . . . , r − 1 we have
Ik ⊆
(
J + (G1, . . . ,Gk)
) : L,
where Ik is the ideal generated by the maximal minors of the matrix obtained from A by
deleting the first k rows.
Proof. To simplify the notation, we call A′ the matrix obtained from A by switching
the ith and j th columns respectively with the rth and (r + 1)th columns, so that J =
(F ′r ,F ′r+1). If A′ = (zh,k) with zh,k ∈ P , then
B =
 z1,1 z1,3 · · · z1,r−1... ...
zr,1 zr,3 · · · zr,r−1

and the generators of Ik are given by choosing r − k columns of Â ′{1,...,k}. Let h =
(h1, . . . , hr−k) be a choice so that h1 < · · · < hr−k . Then we call Th the corresponding
generator of Ik , that is
Th = det
 zk+1,h1 zk+2,h2 · · · zk+1,hr−k... ...
zr,h1 zr,h2 · · · zr,hr−k
 .
Using Lemma 16(2), we know that L is generated by the maximal minors of B, i.e., L =
(G1, . . . ,Gr), where deg(G1) deg(G2) deg(Gr) from the ordering of elements of the
Hilbert–Burch matrix of I . So we have to prove for k = 1, . . . , r − 1 that
Th ·Gt ∈
(
F ′r ,F ′r+1,G1,G2, . . . ,Gk
)
for t = k + 1, . . . , r , and for any choice h of r − k columns of Â ′{1,...,k}. We consider two
cases: 1 k < r − 1 and k = r − 1.
Case 1. k = r − 1. In such situation, the ideal Ir−1 is generated by zr,1, zr,2, . . . , zr,r+1.
Then our claim is
zr,i ·Gr ∈
(
F ′r ,F ′r+1,G1,G2, . . . ,Gr−1
)
for i = 1, . . . , r + 1.
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M =

zr,i zr,1 zr,2 · · · zr,r−1
z1,i z1,1 z1,2 · · · z1,r−1
z2,i z2,1 z2,2 · · · z2,r−1
...
...
...
...
zr−1,i zr−1,1 zr−1,2 · · · zr−1,r−1

and we compute the determinant of M with respect to the first column:
det(M) = zr,i ·Gr +
r∑
j=2
(−1)j+1zj−1,i ·Gj−1.
On the other hand, det(M) = 0 if i = 1, . . . , r−1, det(M) = F ′r+1 if i = r and det(M) = F ′r
if i = r + 1. The thesis follows by comparing the last relations.
Case 2. 1 k < r − 1. Let M be the following square matrix of order (2r − k − 1):
M =

zk+1,h1 zk+1,h2 · · · zk+1,hr−k zk+1,1 zk+1,2 · · · zk+1,r−1
zk+2,h1 zk+2,h2 · · · zk+2,hr−k zk+2,1 zk+2,2 · · · zk+2,r−1
...
...
...
...
...
...
zr,h1 zr,h2 · · · zr,hr−k zr,1 zr,2 · · · zr,r−1
z1,h1 z1,h2 · · · z1,hr−k z1,1 z1,2 · · · z1,r−1
...
...
...
...
...
...
zk,h1 zk,h2 · · · zk,hr−k zk,1 zk,2 · · · zk,r−1
zk+1,h1 zk+1,h2 · · · zk+1,hr−k zk+1,1 zk+1,2 · · · zk+1,r−1
...
...
...
...
...
...
zt−1,h1 zt−1,h2 · · · zt−1,hr−t zt−1,1 zt−1,2 · · · zt−1,r−1
zt+1,h1 zt+1,h2 · · · zt+1,hr−t zt+1,1 zt+1,2 · · · zt+1,r−1
...
...
...
...
...
...
zr,h1 zr,h2 · · · zr,hr−k zr,1 zr,2 · · · zr,r−1

.
We set
A= M{1,...,r−k}{1,...,r} , B = M{r−k+1,...,2r−k−1}{1,...,r} ,
C = M{1,...,r−k}{r+1,...,2r−k−1}, D = M{r−k+1,...,2r−k−1}{r+1,...,2r−k−1}
so that
M =
(
A B
C D
)
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sider
ε =
∑
1l1<···<lkr
(−1)
∑k
i=1 li det
(
Â{l1,...,lk}
) · det(B{l1,...,lk}
D
)
and we observe that the term corresponding to the choice l1 = r − k + 1, l2 = r − k +
2, . . . , lk = r is
(−1)
∑r
j=r−k+1 j det(A1) · det
(
B2
D
)
= (−1)
∑r
j=r−k+1 j Th · Gt.
Now for any other choose (l1, . . . , lk) we compute det
(B{l1,...,lk }
D
)
.
We note that the matrix D is equal to the matrix B1 by deleting the (t − k)th row
corresponding to (zt,1, . . . , zt,r−1). So if we choose two or more rows of B1 (that is l2 
r − k) or only one row of B1 not corresponding to (zt,1, . . . , zt,r−1) (that is l2 > r − k and
l1 = t − k), we have det
(B{l1,...,lk }
D
)= 0.
Finally, if we take l1 = t − k and l2 > r − k, we are choosing the row (zt,1, . . . , zt,r−1)
of B1 and k − 1 rows of B2. This is equivalent to deleting the row i = lj (j = 2, . . . , k)
from B. So we obtain
det
(
B{l1,...,lk}
D
)
= Gi with i  k.
Therefore
ε = (−1)
∑r
j=r−k+1 j Th ·Gt + F with F ∈ (G1, . . . ,Gk).
By using Lemma 15, ε is equal to ϑ up to the sign, where
ϑ =
∑
1c1<···<ckr−1
(−1)
∑k
j=1 cj det
(
D̂{c1,...,ck}
) · det (A | B{c1,...,ck} ).
In order to have the thesis, it is enough to prove that ϑ is an element of (F ′r ,F ′r+1). First we
observe that for any choose of columns (c1, . . . , ck) such that ci = hj for some i = 1, . . . , k,
j = 1, . . . , r − k, det (A | B{c1,...,ck} ) = 0 because two columns are equal. To compute ϑ ,
we distinguish three cases:
(a) hj = r and hj = r + 1 for any j = 1, . . . , r − k. In this case all columns of A are
also in B . So B has only k − 1 = r − 1 − (r − k) columns which are different from
those in A. Then for any choice (c1, . . . , ck) there exists at least one index ci such that
ci = hj for some j = 1, . . . , r − k, so we have det (A | B{c1,...,ck} ) = 0.
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(or hj = r + 1, hj = r for any j = 1, . . . , r − k). This means that r − k− 1 columns of
A are also in B . So B has only k = r−1−(r−k−1) columns which are different from
those in A. We call them d1, . . . , dk . Then for any choice (c1, . . . , ck) = (d1, . . . , dk)
there exists at least one index ci such that ci = hj for some j = 1, . . . , r − k, so we
have again det (A | B{c1,...,ck} ) = 0. If (c1, . . . , ck) = (d1, . . . , dk) then
det
(
A | B{c1,...,ck} )= {F ′r+1, if hj = r,
F ′r , if hj = r + 1.
(c) There are j1, j2 ∈ {1, . . . , r − k} such that hj1 = r and hj2 = r + 1. This means
that r − k − 2 columns of A are also in B . So B has k + 1 = r − 1 − (r − k − 2)
columns which are different from those in A. We call them d1, . . . , dk+1. We have to
take k columns c1, . . . , ck of B1. The nontrivial choices are given by (c1, . . . , ck) =
(d1, . . . , dj−1, dj+1, . . . , dk+1) for j = 1, . . . , k + 1. Then
ϑ =
k+1∑
j=1
(−1)
∑
i =j di det
(
D̂{d1,...,dj−1,dj+1,...,dk+1}
) · det(A | B{d1,...,dj−1,dj+1,...,dk+1} ).
We note that det (A | B{d1,...,dj−1,dj+1,...,dk+1} ) = F ′dj for j = 1, . . . , k+1. Moreover,
if we call
Li =

zk+1,i zk+1,h1 zk+1,h2 · · · zk+1,hr−k−2
...
...
...
...
zt−1,i zt−1,h1 zt−1,h2 · · · zt−1,hr−k−2
zt+1,i zt+1,h1 zt+1,h2 · · · zt+1,hr−k−2
...
...
...
...
zr,i zr,h1 zr,h2 · · · zr,hr−k−2

for i = 1, . . . , r − 1, then Ldj = D̂{d1,...,dj−1,dj+1,...,dk+1} for j = 1, . . . , k + 1, and
det(Li) = 0 for i = dj . Let V be the set of index j ∈ {1, . . . , r − 1} such that hi = j
for i = 1, . . . , r − k−2, and let C(V ) be the complementary set of V in {1, . . . , r −1}.
So, up to the sign, ϑ is equal to
∑
j∈V
(−1)
∑
i∈V, i =j i det (Lj ) · F ′j
= (−1)
∑
i∈C(V ) i
∑
j∈V
(−1)
∑
i∈{1,...,r−1}, i =j i det (Lj ) · F ′j
= (−1)
∑
i∈C(V ) i
r−1∑
(−1) r(r−1)2 −j det (Lj ) · F ′j
j=1
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∑
i∈C(V ) i
r−1∑
j=1
(−1)j det (Lj ) · F ′j .
By computing det(Lj ) with respect to the first column, we have
ϑ = ±
r−1∑
j=1
(−1)j
r−k−1∑
i=1
(−1)i+1 det ( (Lj )1{i} )det ( (L̂j )1{i} ) · F ′j
= ±
r−k−1∑
i=1
(−1)i+1
(
r−1∑
j=1
(−1)j det ( (Lj )1{i} ) · F ′j
)
· det( (L̂j )1{i} )
= ±
(
t−k−1∑
i=1
(−1)i+1
(
r−1∑
j=1
(−1)j zk+i,j · F ′j
)
· det ( (L̂j )1{i} )
+
r−k∑
i=t−k+1
(−1)i+1
(
r−1∑
j=1
(−1)jzk+i,j · F ′j
)
· det ( (L̂j )1{i} )
)
.
To have the thesis, it is enough to recall that the elements of the rows of A′ are the
syzygies of the generators F ′1, . . . ,F ′r+1, i.e.,
r−1∑
j=1
(−1)jzk+i,j · F ′j + (−1)rzk+i,r · F ′r + (−1)r+1zk+i,r+1F ′r+1 = 0
so ϑ ∈ (F ′r ,F ′r+1) and we are done. 
3. Lower bound for the conductor
Let X be a set of s distinct K-rational points in P2K . In this section, we want to find
a lower bound for dimK(A/CX) which depends only on the degree matrix of X. Thanks
to Lemma 18, this problem is equivalent to finding a lower bound for
∑
P∈X dXP . In
order to do that, let ξ1 > · · · > ξt be the socle values of X and Xj the set of points of X
having conductor degree ξj . Using Theorem 14, first we prove (Theorem 21) that for any
j = 1, . . . , t there exists a determinantal ideal Ikj (generated by the maximal minors of the
Hilbert–Burch matrix of X after omitting the first kj rows) such that
I (X) : I (X1 ∪ · · · ∪ Xj ) ⊇ Ikj ,
where kj is a positive integer which depends only on the degree matrix of X. Then, if
the height of Ikj is 2, we find an ideal of height 2 contained in Ikj , having degree matrix
which depends again only on the degree matrix of X (Theorem 22). Using this result, it is
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∑
P∈X dXP which depends only on the degree matrix of
X (Theorem 23). Finally we show that such a lower bound is sharp (Example 24).
Lemma 18. Let X and X′ be finite sets of K-rational distinct points in PnK having the same
Hilbert function. The following are equivalent:
(a) dimK(A/CX) dimK(A′/CX′);
(b) ∑P∈X dXP ∑Q∈X′ dX′Q.
Proof. For any set of points X we have
dimK(A/CX) = dimK(A/CX)− dimK(A/A)
=
∑
P∈X
dXP −
(
card(X) · σX −
σX−1∑
i=0
HX(i)
)
.
Moreover, since X and X′ have the same Hilbert function, we have card(X) = card(X′),
σX = σX′ , and∑σX−1i=0 HX(i) =∑σX′−1i=0 HX′(i) so we are done. 
Remark 19. Using the Hilbert–Burch theorem (see [3]), it is possible to describe the socle-
sequence sX associated to X in terms of the degree matrix of X. In fact, let ∂A = (ui,j )
be the r × (r + 1) degree matrix of X and tri (∂A) =∑ij=1 uj,j +∑rj=i uj,j+1 for i =
1, . . . , r . Then we have
sX =
(
tr1(∂A)− 2, tr2(∂A)− 2, . . . , trr (∂A)− 2
)
.
Following the notation introduced in Section 1, if ξ1 > ξ2 > · · · > ξt are the socle-values
of X, then ξj = tri (∂A) − 2 for some i ∈ {1, . . . , r}, j = 1, . . . , t . In particular, setting
k0 = 1 and kj = max{i ∈ {1, . . . , r} | ξj = tri (∂A)− 2} for j = 1, . . . , t , we have, from the
ordering of the elements of the degree matrix of X, ξj = tri (∂A) − 2 for i = kj−1 + 1,
. . . , kj , j = 1, . . . , t . In order to clarify the notation, we include the following example.
Example 20. Suppose that the following matrix is the degree matrix for a set of points X:
∂A=

2 3 3 4 5 5
2 3 3 4 5 5
1 2 2 3 4 4
0 1 1 2 3 3
0 1 1 2 3 3
 .
Then the socle-sequence associated to X is sX = (15,15,14,13,13), the socle-values of X
are ξ1 = 15, ξ2 = 14, ξ3 = 13, and we have k1 = 2, k2 = 3, k3 = 5.
Theorem 21. Let X be set of distinct K-rational points in P2K , let I (X) be the defining
ideal, let ξ1 > · · · > ξt be the socle-values of X, let Xj be the set of points of X having
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matrix of I (X), let ∂A be the degree matrix of I (X), let kj be the maximal index i ∈
{1, . . . , r} such that ξj = tri (∂A)− 2 for j = 1, . . . , t . Let Akj be the matrix obtained from
A by deleting the first kj rows, and let Ikj be the ideal generated by the maximal minors
of Akj for j = 1, . . . , t . Then for j = 1, . . . , t we have
Ikj ⊆ I (X) : I (X1 ∪ · · · ∪ Xj ).
Proof. Let Fk be the r × r minor of A obtained by omitting the kth column. From
Lemma 16(2), we can assume that i, j are indices such that (Fi,Fj ) is a regular sequence.
Let W be the complete intersection defined by the ideal (Fi,Fj ) and let Y be the residual
scheme of X in W. Let B be the matrix obtained from A by deleting the columns i, j ,
and let Gi be the (r − 1) × (r − 1) minor of B obtained by omitting the ith row. Then
from Lemma 16(2) we have I (Y) = (G1, . . . ,Gr), where deg(G1) deg(G2) deg(Gr)
from the ordering of elements of the Hilbert–Burch matrix of X. By setting J = I (W) and
L = I (Y), Theorem 17 gives Ikj ⊆ (I (W) + (G1, . . . ,Gkj )) : I (Y). So we have to prove
that (
I (W) + (G1, . . . ,Gkj )
) : I (Y) ⊆ I (X) : I (X1 ∪ · · · ∪ Xj ).
Since I (X) = I (W) : I (Y), we have
I (X) : I (X1 ∪ · · · ∪ Xj ) =
(
I (W) : I (X1 ∪ · · · ∪ Xj )
) : I (Y).
So our claim is
I (W) : I (X1 ∪ · · · ∪ Xj ) ⊇ I (W) + (G1, . . . ,Gkj ),
i.e., G1, . . . ,Gkj ∈ I (W) : I (X1 ∪ · · · ∪ Xj ). From Lemma 16, we have that for any i =
1, . . . , r the degree of Gi is equal to σW+ 1 − tri (∂A). But by definition ξj = tri (∂A)− 2
for i = kj−1 + 1, . . . , kj (see Remark 19), so we have deg(Gi) = σW − 1 − ξj for i =
kj−1 + 1, . . . , kj . From Theorem 14, we obtain
I (X1 ∪ · · · ∪ Xj )
= I (X1)∩ I (X1 ∪ X2)∩ · · · ∩ I (X1 ∪ · · · ∪ Xj )
= (I (W) : I (Y)σW−1−ξ1)∩ · · · ∩ (I (W) : I (Y)σW−1−ξj )
= (I (W) : (G1, . . . ,Gk1))∩ · · · ∩ (I (W) : (Gkj−1+1, . . . ,Gkj ))
= I (W) : (G1, . . . ,Gkj ). 
Theorem 22. Let I ⊂ P be a perfect ideal of height 2, let A be the r × (r + 1) Hilbert–
Burch matrix of I , and let k ∈ {1, . . . , r − 1} be such that the ideal Ik (generated by the
maximal minors of the matrix obtained from A by deleting the first k rows) has height 2.
Then there exists a r × (r + 1) matrix B with entries in P such that
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(b) Ik = Jk , where Jk is the ideal generated by the maximal minors of the matrix obtained
from B by omitting the first k rows;
(c) the ideal generated by the maximal minors of the (r − k)× (r− k+1) matrix obtained
from B by deleting the first k rows and columns has height 2.
Proof. Let Fi be the r × r minor of A obtained by omitting the ith column. If A= (zi,j ),
H is a generic form such that deg(H) = deg(zi,j )− deg(zi,k) and A′ is the matrix defined
by
z′i,j = zi,j +Hzi,k, k < j, ∀i = 1, . . . , r,
thenA′ is still a Hilbert–Burch matrix for I . The ideal I ′k generated by the maximal minors
of the matrix Â ′{1,...,k} (obtained from A′ by deleting the first k rows) is equal to Ik .
Using the previous remark, we prove the thesis by constructing a matrix B which satis-
fies the conditions (a)–(c) in k steps. We set
A′ =

z1,1 z1,2 +H2z1,1 · · · z1,r +Hrz1,1 z1,r+1Hr+1z1,1
z2,1 z2,2 +H2z2,1 · · · z2,r +Hrz2,1 z2,r+1Hr+1z2,1
...
...
...
...
zr,1 zr,2 +H2zr,1 · · · zr,r +Hrzr,1 zr,r+1Hr+1zr,1
 ,
where Hi is a generic form of degree deg(F1) − deg(Fi). Let F ′i be the r × r minor of A′
obtained by omitting the ith column. Then
F ′1 = F1 +H2F2 −H3F3 + · · · ±Hr+1Fr+1, F ′i = Fi, ∀i = 2, . . . , r + 1.
Since ht(I) = 2 and the Hi’s are generic, we can assume that the generator of maximal
degree F ′1 has no common factors with F ′i for any i = 2, . . . , r + 1.
Let J1 be the ideal generated by the maximal minors of Â{1} obtained from A by delet-
ing the first row, and let J˜1 be the ideal generated by the maximal minors of the (r − 1)× r
matrix obtained from A by deleting the first row and the first column. If ht(J˜1) = 2, then
we put B =A and we are done.
If ht(J˜1) = 2, we call Gi,j the minor of the matrix Â{1} obtained by omitting the ith
and the j th column. Then J1 is generated from Gi,j for 1  i < j  r + 1. Since A is a
Hilbert–Burch matrix for I , we know that
F1 =
r+1∑
j=2
(−1)j+1z1,jG1,j = 0
so there exists p ∈ {2, . . . , r + 1} such that G1,p = 0.
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particular, if we write
F1 =
r+1∑
j=2
(−1)j+1z1,jG1,j , Fp =
r+1∑
j=1
j =p
(−1)1+j z1,jGp,j ,
then G1,j and Gp,i do not have common factors for any j = 2, . . . , r + 1 and i = 1, . . . ,
p − 1,p + 1, . . . , r + 1. Let
B =

z1,1 · · · z1,p−1 z1,p +Hz1,1 z1,p+1 . . . z1,r+1
z2,1 · · · z2,p−1 z2,p +Hz2,1 z2,p+1 . . . z2,r+1
...
...
...
...
...
zr,1 · · · zr,p−1 zr,p +Hzr,1 zr,p+1 . . . zr,r+1
 ,
where H is generic form of degree deg(F1)−deg(Fp). ObviouslyB is still a Hilbert–Burch
matrix for I and, setting J1 the ideal generated by the maximal minors of B̂{1} (obtained
from B by deleting the first row), we have J1 = I1.
Let J˜1 be the ideal generated by the maximal minors of the (r − 1)× r matrix obtained
from B by deleting the first row and the first column. We rewrite the generators of J˜1 and
we prove that ht(J˜1) = 2 for any generic choice of H ∈ P . We call Ni the maximal minor
obtained by deleting the (i − 1)th column of the matrix which defines J˜1. Then
Ni = Gi,1 ±HGi,p, ∀i = p, i = 2, . . . , r + 1, Np = G1,p.
In order to obtain a contradiction, we suppose that the generators Ni ’s have a common
factor that we call M , i.e., ht(J ) = 1 for any H . Since G1,p = 0, then M is a factor of G1,p
also, and, since H is generic, M is a factor of Gi,1,Gi,p for any i = p, i = 2, . . . , r + 1.
This contradicts the assumption that F1 and Fp have no common factor.
So the height of J˜1 is generically 2 and the matrix obtained from B by deleting the first
row and column is a Hilbert–Burch matrix for J˜1.
By repeating this construction k − 1 times, we have the thesis. 
Theorem 23. Let X be a set of s distinct K-rational points in the projective plane, let I (X)
be the defining ideal, let ξ1 > · · · > ξt be the socle-values of X, and let ∂A= (ui,j ) be the
r × (r + 1) degree matrix of I (X). Then we have
∑
P∈X
dXP  s
(
tr1(∂A)− 2
)− t−1∑
j=1
(ukj ,kj − ukj+1,kj )
r∑
i=kj+1
ui,i
r∑
l=i
ul,l+1,
where kj = max{i ∈ {1, . . . , r} | ξj = tri (∂A)− 2}.
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be the cardinality of Xj for j = 1, . . . , t . Then
∑
P∈X
dXP =
t∑
j=1
mjξj = sξ1 −
t−1∑
j=1
(ξj − ξj+1) ·
t∑
i=j+1
mi.
Setting k0 = 0 and by definition of kj , we have ξj = tri (∂A)− 2 for i = kj−1 + 1, . . . , kj ,
j = 1, . . . , t (see Remark 19). Therefore
∑
P∈X
dXP = s
(
tr1(∂A)− 2
)− t−1∑
j=1
(ukj ,kj − ukj+1,kj ) ·
t∑
i=j+1
mi.
So our claim is
t∑
i=j+1
mi 
r∑
i=kj+1
ui,i ·
r∑
l=i
ul,l+1.
Let A be the Hilbert–Burch matrix of I (X), let Akj be the matrix obtained from A by
deleting the first kj rows, and let Ikj be the ideal generated by the maximal minors of
Akj for j = 1, . . . , t . From Theorem 21 we have that I (X) : I (X1 ∪ · · · ∪ Xj ) ⊇ Ikj for
j = 1, . . . , t . First we observe that ht(Ikj ) 2 for any j = 1, . . . , t otherwise there would
be a common factor in I (X). If ht(Ikj ) > 2, then the theorem is trivial because mj+1 +
· · · +mt = 0. If ht(Ikj ) = 2, then we apply Theorem 22. So there exists an ideal J˜kj ⊆ Ikj
such that ht(J˜kj ) = 2 and the degree matrix of J˜kj is obtained from ∂A by deleting the
first kj rows and columns. Using [3, Proposition 1], we know that the multiplicity of J˜kj is
given by
∑r
i=kj+1 ui,i ·
∑r
l=i ul,l+1. So this number is an upper bound for the multiplicity
of Ikj and thus for the multiplicity of I (X) : I (X1 ∪ · · · ∪ Xj ) also. 
Example 24. In this example, given a matrix of integers M = (ui,j ) which satisfies all
the properties for the degree matrix of a homogeneous ideal of height 2, we construct a
particular configuration of points XM having degree matrix equal to M such that
(1) for each socle-value ξ of XM there exists at least one point of XM having conductor
degree equal to ξ ;
(2) ∑P∈XM dXMP =∑rk=1(trk(M) − 2)uk,k∑rj=k uj,j+1 where trk(M) =∑kj=1 uj,j +∑r
j=k uj,j+1.
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the matrix
B =

x
u1,1
1 x
u1,2
2 0 · · · · · · 0
0 xu2,21 x
u2,3
2
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
0 · · · 0 xur,r1 xur,r+12
 .
Then IM = (xq12 , xp11 xq22 , . . . , xpr−11 xqr2 , xpr1 ), where pk =
∑k
j=1 uj,j and qk =
∑r
j=k uj,j+1
for k = 1, . . . , r . We denote by IM ⊂ K[x0, x1, x2] the lifting of IM obtained by substitut-
ing xpk1 , x
qk
2 with
∏pk−1
i=0 (x1 − ix0) and
∏qk−1
i=0 (x2 − ix0), respectively:
IM =
(
q1−1∏
i=0
(x2 − ix0),
p1−1∏
i=0
(x1 − ix0)
q2−1∏
i=0
(x2 − ix0), . . . ,
pr−1∏
i=0
(x1 − ix0)
)
.
Setting p0 = 0, Fk =∏pk−1i=pk−1(x1 − ix0), and Gk =∏qk−1i=0 (x2 − ix0) for k = 1, . . . , r , we
have that IM =⋂rk=1(Fk,Gk). Let XM be the set of points defined by IM and let Rk be the
complete intersection set of points defined by (Fk,Gk). Since IM is an artinian reduction
of IM , the graded Betti’s numbers of the two ideals are the same, so the degree matrix of
XM is M and the socle vector of XM is (tr1(M)− 2, . . . , trr (M)− 2).
Claim. For each point P ∈ Rk the conductor degree of P in X is equal to trk(M) − 2 for
k = 1, . . . , r .
First we observe that for each point P ∈Rk the conductor degree of P in Rk is equal to
trk(M)− 2 = pk + qk − 2, because Rk is a (pk − pk−1, qk)-complete intersection. Let Yk
be the set of points given by Rk ∪Rk+1 ∪ · · · ∪Rr . Then I (Yk) =⋂rj=k(Fj ,Gj ) and it is
easy to see that the maximal socle-value of Yk is pk − pk−1 + qk − 2. On the other hand,
dYkP  dRkP = pk − pk−1 + qk − 2,
so we have that dYkP = pk −pk−1+qk−2. If k = 1, the claim follows trivially. If k > 1, let
G be a separator of P in Yk such that deg(G) = pk −pk−1+qk −2. Then G ·∏pk−1−1i=0 (x1−
ix0) is a separator of P in X of degree pk + qk − 2, and therefore dXP  pk + qk − 2. On
the other hand, any point P ∈ Rk belongs also in a (pk, qk)-complete intersection set of
points defined by the ideal (Gk,
∏pk−1
i=0 (x1 − ix0)). So dXP  pk + qk − 2 and this proves
the claim.
Using this result, we have
∑
M
dXMP =
r∑(
trk(M)− 2
)
(pk − pk−1)qk =
r∑(
trk(M)− 2
)
uk,k
r∑
uj,j+1.P∈X k=1 k=1 j=k
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∑
P∈XM dXMP in a different way so that it is immediate to see that the
lower bound found in Theorem 23 is sharp.
Let ξ1 > · · · > ξt be the socle-values of XM and let mj be the cardinality of the set
of points of XM having conductor degree equal to ξj for j = 1, . . . , t . Then mj is the
cardinality of the set of points given by Rkj−1+1 ∪· · ·∪Rkj where k0 = 0 and kj = max{i ∈
{1, . . . , r} | ξj = tri (M)− 2}. So we have
mj = (pkj−1+1 −pkj−1 )qkj−1+1 + · · · + (pkj − pkj−1)qkj
= ukj−1+1,kj−1+1 · qkj−1+1 + · · · + ukj ,kj · qkj
=
kj∑
i=kj−1+1
ui,iqi =
kj∑
i=kj−1+1
ui,i
r∑
l=i
ul,l+1.
If s is the number of points of XM , i.e., s =∑ti=1 mi , then we have
∑
P∈XM
dXMP =
t∑
j=1
mjξj = sξ1 −
t−1∑
j=1
(ξj − ξj+1) ·
t∑
i=j+1
mi
= sξ1 −
t−1∑
j=1
(ξj − ξj+1) ·
r∑
i=kj+1
ui,i
r∑
l=i
ul,l+1
= s(tr1(M)− 2)− t−1∑
j=1
(ukj ,kj − ukj+1,kj ) ·
r∑
i=kj+1
ui,i
r∑
l=i
ul,l+1.
Corollary 25. The lower bound found in Theorem 23 is sharp.
Proof. See Example 24. 
Remark 26. In the paper [1], we asked if it is possible to find, in P2, a particular configura-
tion of points with fixed graded Betti’s numbers such that for any socle values ξ there exists
at least one point having conductor degree equal to ξ . Example 24 answers this question.
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