In the context of predicting the term structure of interest rates, we explore the marginal predictive content of real-time macroeconomic diffusion indexes extracted from a "data rich" real-time dataset, when used in dynamic Nelson-Siegel (NS) models of the variety discussed in Svensson (1994) (NSS) and Diebold and Li (2006) (DNS). Our diffusion indexes are constructed using principal component analysis with both targeted and un-targeted predictors, with targeting done using the lasso and elastic net. Our findings can be summarized as follows. First, the marginal predictive content of real-time diffusion indexes is significant for the preponderance of the individual models that we examine. The exception to this finding is the post "Great Recession" period. Second, forecast combinations that include only yield variables result in our most accurate predictions, for most sample periods and maturities. In this case, diffusion indexes do not have marginal predictive content for yields and do not seem to reflect unspanned risks. This points to the continuing usefulness of DNS and NSS models that are purely yield driven. Finally, we find that the use of fully revised macroeconomic data may have an important confounding effect upon results obtained when forecasting yields, as prior research has indicated that diffusion indexes are often useful for predicting yields when constructed using fully revised data, regardless of whether forecast combination is used, or not (see Swanson and Xiong (2018) ). Nevertheless, our findings also underscore the potential importance of using machine learning, data reduction, and shrinkage methods in contexts such as term structure modeling.
Introduction
The term structure of interest rates contains crucial information for forecasting macroeconomic variables and pricing interest rate contingent assets. As a consequence, forecasts of U.S. Treasury bill and bond yields remain important inputs in models used in industry and government. In this paper, we add to the literature on interest rate prediction by carrying out an extensive set of forecasting experiments in which we explore the marginal predictive content of so-called "data rich" or real-time latent macroeconomic factors (i.e., real-time macroeconomic diffusion indexes) in Nelson-Siegel (NS) type models. In our experiments, we specify diffusion indexes using various novel machine learning methods, including the lasso and elastic net. Summarizing, the questions that we attempt to answer include the following. Do macroeconomic, financial, and other non-yield variables contain marginal predictive content for interest rates, over and above that contained in the term structure? Does the use of targeted and/or un-targeted machine learning techniques lead to improved yield forecasts? Does the use of real-time data matter when forecasting interest rates using NS type models? 1
In addition to utilizing NS type models in our forecasting experiments, we utilize a number of alternative econometric models. Summarizing, we analyze dynamic Nelson-Siegel-Svensson (NSS) models (see (Svensson, 1994) ), dynamic NS (DNS) models of the variety recently examined by Diebold and Li (2006) , and various benchmark specifications, including vector autoregressive (VAR) and autoregressive (AR) models. Of note is that the real-time diffusion indexes that we construct are utilized both in the specification of the risk factors in our DNS and NSS models, as well as in the specification of our econometric models. 2 Real-time diffusion indexes, in turn, are extracted from a set of 130 macroeconomic variables, using principal component analysis with both targeted and un-targeted predictors, with targeting done using the lasso and elastic net. 3 Our un-targeted PCA estimator is discussed in Stock and Watson (2002a,b) and Bai and Ng (2002 , 2008 , as is widely used in the empirical literature. The use of targeted predictors, on the other hand, is a relatively new method (see Bai and Ng (2008) ), and involves extracting diffusion indexes from a pre-selected set of the variables, chosen from our real-time dataset. In our implementation of this method, we utilize machine learning methods, including the elastic net and the least absolute shrinkage operator (lasso) in order to pre-select variables. 4 and Piazzesi (2003) and Moench (2008) also report improved forecast accuracy, when diffusion indexes are introduced to their models. Additional recent studies consider enlarging the information set used in prediction with either observable macroeconomic factors and Rudebusch and Wu (2008) ) or surveys (Altavilla et al. (2017) ). Ludvigson and Ng (2009) find that adding macroeconomic factors helps when forecasting bond risk premia. Our objective in this paper is to provide further evidence on the importance of unspanned macroeconomic risks when predicting the terms structure by considering not only the use of real-time data in our analysis, but also by examining in the importance of machine learning methods, targeted PCA, and forecast combination when predicting yields.
A number of findings emerge upon examination of the results of our prediction experiments. First, we find that the marginal predictive content of real-time macroeconomic diffusion indexes is significant for many of the individual models that we examine, across various sample periods. Indeed, macroeconomic diffusion indexes are useful both for predicting the risk factors utilized in DNS and NSS models, as well as when added to purely econometric AR and VAR specifications. Moreover, DNS and NSS models that incorporate diffusion indexes are often the "mean square forecast error -best" (MSFE-best) performers. Summarizing, all model variants with diffusion indexes outperform less sophisticated models that do not include such indexes. The exception to this finding is the post "Great Recession" period, during which time diffusion indexes are not found to contain useful information for predicting yields. This suggests that there are un-spanned risks, at least pre Great Recession, and that these risks can be modeled using realtime data. This findings suggests that macroeconomic, financial, and other non-yield variables contain marginal predictive content for interest rates, over and above that contained in the term structure, when one utilizes individual models for forecasting. Second, the picture changes when forecast combinations are added to the mix of models in our experiments. In particular, forecast combinations that include only yield variables result in our most accurate predictions, for most sample periods that we analyze. When combination forecasts are included in our analysis, thus, there are no unspanned risks (i.e., risks not spanned by bond prices or returns), and all relevant forecasting information is contained in the term structure. In the context of our experiments, this indicates that the use of fully revised macroeconomic data may have an important confounding effect upon results obtained when forecasting yields, as prior empirical evidence suggests that diffusion indexes are often useful for predicting yields when constructed using fully revised data, regardless of whether forecast combination is used, or not (see Swanson and Xiong (2018) ). 6 This suggests that one possible explanation for our finding concerning the usefulness of macroeconomic diffusion indexes pre Great Recession has to do with model misspecification, particularly since our MSFE-best combination utilize all of our purely yield driven models. Summarizing, when combinations are added to our mix 6 Note that the methodology used in Swanson and Xiong (2018) differs from that used here in a number of dimensions.
For example, those authors do not use targeted methods, such as the lasso and elastic net, when constructing diffusion indexes. Also, they consider only a small subset of the models examined here. of models, we find no evidence of unspanned risks (i.e. no useful information in our real-time dataset), when forecasting the term structure, regardless of time period. This points to the continuing usefulness of DNS and NSS models that are purely yield driven. Of course, the variety of models examined in this paper is necessarily limited in scope, and further research is warranted in order to establish whether our findings are robust. For example, there are many recent and interesting machine learning methods that we have not utilized in our experiments.
Third, elastic net and lasso shrinkage operators are used for constructing diffusion indexes in many of our individual MSFE-best models. This is indicative of the potential importance of machine learning methods for prediction not only of the term structure, but also of macroeconomic variables in general, and adds to the burgeoning literature on this topic (see e.g., Bai and Ng (2009) , Schumacher (2010) , Kim and Swanson (2014) , Carrasco and Rossi (2016) , Ghysels and Marcellino (2018) ). This finding suggests that targeted machine learning techniques lead to improved yield forecasts, although this finding no longer holds when combinations of different forecasts are compared with individual forecasts, as discussed above.
Finally, we find that the use of real-time data matters when forecasting interest rates using NS type models, in the sense that we overturn the findings of Swanson and Xiong (2018) . In particular, using fully revised data, Swanson and Xiong (2018) find that big data such as that used in this paper "matter", since variables other than yields enter into their MSFE-best NS type models, even when forecast combinations are considered. 7 In contrast, when we use real-time data rather than fully revised data, we find that the use of forecast combinations renders our big data un-informative, as all MSFE-models contain only term structure information. Thus, the use of fully revised macroeconomic data may have an important confounding effect upon results obtained when forecasting yields.
The rest of the paper is organized as follows. In Section 2, we describe the dynamic Nelson-Siegel models that we analyze, and in Section 3 we discuss yield curve prediction with macroeconomic diffusion indexes. Section 4 includes details describing our empirical setup. Section 5 details the data used in our analysis, and Section 6 contains a summary of our empirical findings. Concluding remarks are gathered in Section 7.
Dynamic Nelson-Siegel Models

Three-factor Dynamic Nelson-Siegel Model
Motivated by rational expectation theory, Nelson and Siegel (1987) express spot interest rates in terms of instantaneous forward rates. Namely, the instantaneous forward interest rate of a bond with maturity m is denoted as f (m), and the spot interest rate of a bond with maturity τ as y(τ ). Then, the yield to 7 See Tables 8A-8C in Swanson and Xiong (2018) for a summary of their forecast combination results using fully revised data.
maturity of a bond can be written as the average of forward rates:
In this context, Nelson and Siegel (1987) motivate the use of the following forward rate model (which can can generate monotonically increasing, humped, S-shaped, and a variety of other yield curves):
where λ t = 1 θt is the so-called decay parameter, which must be estimated, is assumed fixed in this model, and is time varying in the dynamic version of the model discussed below. It is then easy to derive the following model for bond yields:
In the above model, the latent (risk) factors (i.e., the "betas") are fixed. Diebold and Li (2006) generalize this model to allow for time-varying betas: β 1,t , β 2,t , and β 3,t . Their so-called Dynamic Nelson-Siegel (DNS) model is estimated using a two-step procedure. First, the rate of decay, λ t , is set to a constant.
Next, at each point in time, t, the yield cross section is linearly projected onto the set of factor loadings
). In our experiments, various different dimensions are considered when specifying the yield cross section. Namely, we consider yield cross sections using 10, 12, and 30 different yield maturities (see below for further discussion). For example, with our cross section, we estimate the latent factors by fitting the following equation:
The betas (i.e.,β 1,t ,β 2,t , andβ 3,t ) are called the "level", "slope", and "curvature" factors. In particular, note that the loading onβ 1,t is one, which is naturally interpreted as the "level" factor. The loading onβ 2,t decreases as bond maturity increases, resulting in an increase of the "slope" of bond yield curve.
Finally, the loading on the third latent factor,β 3,t , starts from zero on the short end of yield curve, reaches its peak at some maturity in the middle, and gradually decays to zero as the maturity goes to infinity. 8 In summary, the DNS model can be written as follows:
(2.1) 8 An increase in the "level" component, β 1t , affects all yields equally, and thus determines the level of the yield curve.
Also, as maturity τ goes to infinity, β 1t = yt(∞), by definition. An increase in the "slope" component, β 2t , affects short rates more than long rates, thereby changing the slope, or the so-called "term spread" of the yield curve. Finally, an
In order to construct 1-step ahead predictions using the DNS model, for example, we fit estimated factors to AR and VAR models, as follows.
where t is a scalar stochastic disturbance term, t is a 3×1 vector of stochastic disturbance terms, and c i , c, γ i , and Γ, i = 1, ..., 3, are conformably defined constants, constant vectors and constant matrices, respectively. With these last two models, one can construct predictions of theβ i,t , for i = 1, ..., 3, which can in turn be inserted into the above model ofŷ t (τ ) in order to generate yield predictions. In the sequel, we consider two types of prediction models. In one, the decay parameter is fixed. In the other, the decay parameter is re-estimated prior to the construction of each new prediction. For further details, including a recent review of Treasury yield curve modeling using DNS models, see Diebold and Rudebusch (2013) and De Pooter (2007). For further discussion comparing arbitrage free dynamic latent factor and DNS models, see Ang and Piazzesi (2003) , , Christensen et al. (2011 ), Duffee (2011 , and the references cited therein.
Four-factor Nelson-Siegel-Svensson Model
Svensson (1994) extends the Nelson-Siegel-Svensson (NSS) model by adding a fourth term, which is designed to allow for a second "hump" in the yield curve. In particular, he proposes the following four-factor model for fitting the instantaneous forward interest rate:
Notice that in the above equation there are now two different decay parameters, which control the doublehump shape of the forward curve. These are called θ 1 and θ 2 . Similar to the DNS model, we consider the following dynamic version of the NSS model.
where we now have two decay parameters, as discussed above. These are called λ 1,t and λ 2,t . As detailed in De Pooter (2007), the second hump in the NSS model is difficult to identify without imposing additional increase in β 3t , the "curvature" component, increases medium-term yields and has little effect on the short and long end of the curve, inducing a hump shape in the yield curve. As demonstrated in Diebold and Li (2006) , the "level" factor can be approximated with the 10-year bond yield, the "slope" factor can be approximated with 10-year -3-month bond yield spreads, and the "curvature" factor moves closely with two times the 2-year yield minus the sum of the 3-month and 10-year yields.
restrictions. We adopt his approach to solving this issue, which includes assumptions that the two humps are at least one year apart, and that the second hump reaches its maximum for a maturity which is at least twelve months shorter than the first hump. Additionally, it is assumed that λ 1 = λ 2 , in order to avoid multicollinearity. Finally, in our experiments, we estimate both static and dynamic rates of decay, with dynamic rates estimated using recursive nonlinear least squares. See Section 4 for further details on model estimation. Predictions of the betas and yields using this model follow the same approach that discussed above in the context of DNS models.
Unspanned Risks and Diffusion Indexes
Whether or not macroeconomic, financial and other non-yield information is useful for fitting and forecasting the yield curve remains an open question. As Duffee (2013) points out, yields are usually hypothesized to follow a Markov process, which implies that all information in fundamental economic variables should already be embedded in yield cross sections. This leaves no role for so-called "unspanned risks", as proxied for by additional economic variables and/or diffusion indexes constructed in a data rich environment. Namely, he argues that, at least theoretically, it is redundant to add current non-yield information in forecast equations for interest rates. On the other hand, in the empirical literature there are many examples where adding economic variables and diffusion indexes has proven to be effective in improving yield curve fitting as well as forecasting. For example, Ang and Piazzesi (2003) find that macroeconomic variables are significant for explaining Treasury security yield dynamics, based on a VAR analysis. Moench (2008) shows that adding estimated diffusion indexes to an affine Gaussian term structure model improves out-of-sample forecast performance. investigate bi-directional causality between yield betas and macroeconomic variables, and discovers strong evidence in favor of linkages between such variables and future yield curve dynamics.
Recently, focus has turned to so-called big data, and to the analysis of the usefulness of large scale datasets in the above context. As noted in Bernanke and Boivin (2003) , monetary policy-makers and academics alike are very interested in examining the (predictive) usefulness of a wide range of variables in a data-rich environments. Indeed, the predictive content of diffusion indexes constructed using large scale datasets has been examined in countless academic papers in the past few years. The same is certainly true in industry, where the prevalence of big data and related machine learning methods is readily apparent.
The use of diffusion indexes in our forecasting models is motivated by a number of important papers, including Stock and Watson (2002a,b) and Bai and Ng (2002 , 2008 . Namely, let X tj be the observed real-time datum for the j-th cross-sectional unit available at time t, for t = 1, ..., T and j = 1, ..., N , and let:
where F x t is an r × 1 vector of common factors, Λ j is an r ×1 vector of factor loadings associated with F x t , and e tj is the idiosyncratic component of X tj . 9 The product Λ j F t is the common component of X tj , and is the dimension reducing factor representation of the data. In the sequel, our generic forecasting equation that utilizes latent factors from the above model is:
where h is the forecast horizon and W t is a vector of explanatory variables. Additionally, the parameters δ W and δ F are defined conformably, and ε t+h is a disturbance term. Following Bai and Ng (2002 , 2006 , 2008 , the whole T ×N panel of data, X, is first used to consistently estimate F x t , via either targeted or un-targeted PCA. Thereafter, (3.2) is estimated using least squares, and forecasts are constructed. Of note is that if √ T /N → 0, then the usual generated regressor problem does not arise, in the sense that δ x andδ y are √ T consistent and asymptotically normal (see Bai and Ng (2008) ).
In this setup, PCA is carried out using the standard eigenvalue-eigenvector decomposition or singular value decomposition method discussed in the above papers, and is based on the use of all of the predictors in our real-time dataset.
One important aspect of our setup is the use of real-time data. Recently, McCracken and Ng (2016) and St. Louis Federal Reserve Bank's data desk created the FRED-MD, which is a large monthly realtime database that contains the entire revision history for over 130 macroeconomic variables. The dataset contains variables summarizing economic output and income, labor markets, consumption, money and credit, housing, and the stock market, for example. McCracken and Ng (2016) show that diffusion indexes extracted from their FRED-MD dataset contain the same predictive content as diffusion indexes constructed using the classic "fully revised" Stock and Watson dataset (Stock and Watson, 2002a,b) .
However, the FRED-MD is a real-time database, while the Stock and Watson dataset contains only fully revised data. Several studies have revealed the importance of collecting and updating such real-time datasets including Diebold and Rudebusch (1991) , Hamilton and Perez-Quiros (1996) , Bernanke and Boivin (2003) , and the papers cited therein. We ask whether "information-rich" diffusion indexes are useful for predicting yields, when the data used to construct the indexes are purely "real-time", rather than fully revised, as in Swanson and Xiong (2018) . In this sense, we revisit the finding of McCracken and Ng (2016) that diffusion indexes extracted from real-time and "fully revised" datasets contain the same predictive content.
In addition, we consider the use of targeted predictors, when carrying out PCA, as discussed in Bai and Ng (2008) . The use of targeted predictors involves the specification of a subset of X for use in PCA. In our experiments, this "subset" of variables is selected using either the lasso or the elastic net.
Summarizing, "targeted PCA" is the same as PCA, except that a new subset of variables from the original 9 All variables are standardized in this setup.
real-time dataset, X, is used at each point in time to construct the latent factors. This sort of variable "pre-selection" is computationally intensive, as the shrinkage operators must be applied at each point in time, prior to the estimation of each forecasting model and construction of each prediction; and this must be done for each targeted interest rate being predicted. Nevertheless, the computations involved are simple, as implementation of the lasso and elastic net simply involve constructing the following penalized regression estimators:
where y denotes the T × 1 vector of time series observations (i.e., (y 1+h , · · · , y T +h )) on the target variable being forecasted, X i (i.e., (X i,1 , · · · , X i,T )), denotes the time series for a particular variable in X, and the θ i are the coefficients to be estimated. In this context, the subset of variables used in targeted PCA is simply the set of variables that are associated with non-zero estimates of θ i , after implementing one of the above estimators. These estimators facilitate variable selection because the use of an L1-norm penalty function ensures that parameter estimators may be identically zero. More specifically, for the elastic net, there are two tuning parameters (rather than 1, as is the case with the lasso). These parameters control the weights placed on the L1-and L2-norm penalty functions in the estimators. Ten-fold cross validation is used, in real-time, to estimate the tuning parameter in the lasso operator and the first tuning parameter in the elastic net operator, while the second parameter in the elastic net is fixed at different values, including 0.2, 0.4, 0.6, and 0.8. For a complete description of these operators and targeted prediction in general, refer to Schumacher (2007 Schumacher ( , 2010 , Bai and Ng (2008, 2009 ), Kim and Swanson (2014) , Carrasco and Rossi (2016) , Ghysels and Marcellino (2018) .
For further discussion of diffusion indexes in macroeconomic forecasting, see Boivin and Ng (2005) , Banerjee et al. (2008) , and Kim and Swanson (2014) . For a discussion of alternative modeling approaches that are of interest in the current context, refer to Coroneo et al. (2016) .
Empirical Setup
All models analyzed in this paper are estimated using rolling windows of 120 monthly observations.
Thus, all models are re-estimated prior to the construction of each new h-month ahead forecast. In our experiments, 1-month, 3-month, and 12-month ahead yield predictions are constructed for 3-month,
1-year, 3-year, 5-year, and 10-year maturity bonds. We do not forecast maturities longer than 10-years, In addition to analysis based on mean square forecasts errors and Diebold and Mariano (1995) tests for these subsamples, we also carry out Giacomini and Rossi (2010) fluctuations tests, in order to address the issue of the selection of cut-off dates for our subsamples. All model parameters are estimated with maximum likelihood and PCA.
For a general analysis of the use of rolling versus recursive (and other) windowing techniques in the context of forecasting, see Clark and McCracken (2009) , Hansen and Timmermann (2012) , and Rossi and Inoue (2012) . For an analysis of the bias that may arise in the context of small samples when estimating the autoregressive parameters of yield curve factors, see Bauer et al. (2012) . In light of the potential for estimator bias to be prevalent in our experiments, we also estimated all of our models using recursive data windowing. Although not reported here (results are available upon request), our rolling window strategy yielded lower MSFEs in approximately 65% of cases considered, and in the majority of the remaining cases, MSFEs where not appreciably different, regardless of method used.
Finally, note that when estimating DNS and NSS models, we use three alternative yield cross sections, including yields from either 10, 12, or 30 different bond maturities (for further details, refer to Section 2.1). Since all of our empirical results are qualitatively similar regardless of the cross section used to estimate our DNS and NSS models, we only report results for the case where models are estimated using yields from 12 different bonds ranging from 3-month t-bills to the 10-year bonds. 10
Models Used in Forecasting Experiments
A summary of the models used in our prediction experiments is given below.
Small Data Models
Autoregressive (AR) and Vector Autoregressive (VAR) Models:
Models in this section are summarized in Table 1 , and include AR(1), VAR(1), AR(SIC), and VAR(SIC) models.
We utilize a number of benchmark time series models, specified as follows:
where τ denotes the maturity of the bond (bill) for which the scalar, y t+h (τ ), measures the annual yield.
Additionally, W t contains lags of y t (τ ) in autoregressive specifications, and contains lags of y t (τ ) and additional explanatory variables in vector autoregressive specifications, with δ y a conformably defined coefficient vector, and c(τ ) is a constant term. 11 In AR and VAR specifications, up to 5 lags of y t (τ ) 10 Bond maturities in the cross sections used to estimates the betas in our DNS and NSS models include 1 to 10 year maturity yields (10-dimensional dataset), 3 month, 6-month, and 1 to 10 year maturity yields (12-dimensional dataset), and 1 to 30 year maturity yields (30-dimensional dataset). 11 When specifying VAR models, the above equation constitutes only one (τ -maturity) equation in the VAR. As the same set of explanatory variables is utilized in each equation in the VAR, the well known SUR (seemingly unrelated regression) are included, with the number of lags selected using the Schwarz information criterion (SIC). In addition to AR(SIC) and VAR(SIC) models, straw-man AR(1) and VAR(1) models are estimated. Additionally, in our unrestricted VAR models, W t includes five bond yields, with maturities 3 months, 1 year, 3 years, 5 years, and 10 years.
Dynamic Nelson-Siegel (DNS) Models:
Models in this section are summarized in Table 1 , and include DNS(1), DNS(2), DNS(3), DNS(4), DNS(5), and DNS(6) models.
As discussed above, the DNS model introduced by Diebold and Li (2006) is a dynamic version of the model introduced in Nelson and Siegel (1987) , where cross-sectional movements in the term structure are summarized by the dynamics of three underlying latent factors (betas) interpreted as "level", "slope", and "curvature" factors. We refer to the three betas as "Nelson-Siegel factors" (NS-factors), and in our prediction experiments, both AR(1) and VAR(1) type models are specified in order to predict these factors for subsequent use in the prediction of y t+h (τ ).
We estimate the latent factors by fitting the following regression:
As discussed above, we utilize yield cross sections that include 10, 12, and 30 different yield maturities.
Predictions of y t+h are constructed using the model:
where y t+h (τ ) is a scalar, and β f 1,t+h , β f 2,t+h , and β f 3,t+h are predictions constructed by specifying simple AR(1) models for β 1,t , β 2,t , and β 3,t , including:
whereβ f i,t+h , β i,t ,ĉ i andγ i are scalars. We also construct predictions by using the following VAR(1) model:
, with γ j a 3 × 1 vector, for j = 1, 2, 3. In our experiments, the decay parameter is estimated both statically and dynamically (prior to the construction of each new prediction). For prediction models with a static rate of decay (i.e., models DNS(1) and DNS(4) in Table 1 ), λ t is set equal to 0.0609, as in Diebold and Li (2006) . DNS(2), DNS(3), DNS(5), and DNS(6)) utilize a dynamically estimated decay parameter, which is estimated as follows. First, a grid search for the decay parameter ( 1 λt ) is carried out on the domain of (6.69, 33.46), which corresponds to the domain of a "curvature hump" of one to five years. The range for the grid search is selected on the basis of bond maturities. 12 Next, NS-factors are calculated with the selected rate of decay for the "curvature" factor that minimizes squared in-sample fitted errors. Finally, either an AR(1) or VAR(1) models are estimated in order to generate forecasts of the NS-factors, as discussed above.
Dynamic Nelson-Siegel-Svensson (NSS) Models:
Models in this section are summarized in Table 1 , and include NSS(1), NSS(2), NSS(3), NSS(4), NSS(5), and NSS(6) models.
The dynamic Nelson-Siegel-Svensson (NSS) model is included in our prediction experiments because it is one of the most widely used in zero-coupon yield curve construction by major central banks (see BIS (2005)). As discussed above, in the model, Svensson (1994) adds an additional factor to the classic 3-factor Nelson-Siegel model that captures a second "curvature hump". In our experiments, the four latent factors are referred to as "Nelson-Siegel-Svensson factors" (NSS-factors). Although Svensson did not analyze a dynamic version of his model in his original paper, we do so, following the approach of Diebold and Li (2006) . The framework of our prediction experiments using the NSS model is, thus, analogous to that discussed above in the case of DNS model. In particular, estimates of the NSS-factors (i.e. β 1,t , β 2,t , β 3,t , and β 4,t ) are constructed at each point in time by regressing (1,
. Additionally, the model is now:
(4.6)
Resultant sequences of estimates, β 1,t , β 2,t , β 3,t , and β 4,t , for t = 1, ..., T are used to construct predictions of y t+h (τ ) using:
where y t+h (τ ) is a scalar, and β f 1,t+h , β f 2,t+h , β f 3,t+h , and β f 4,t+h are predictions constructed by specifying simple AR models:
We also construct NSS-factor predictions by using the following VAR(1) model:
,ĉ y is a 4×1 vector, andΓ y is a 4×4 matrix of constants. To estimate NSS model parameters, again, two estimation methods for the decay parameters are utilized. In the case of a fixed (static) decay parameter, λ 1,t is equal to 0.0609, which is the same value as that used when estimating our three-factor DNS model; and the second rate of decay, λ 2,t , is set equal to 0.2985, corresponding to a second curvature hump at approximately 6 months. 13 The subsequent forecasting procedure used to construct yield predictions is the same as that discussed above for our DNS models.
Big Data Models
AR and VAR Models with Macro Diffusion Indexes:
Models in this section are summarized in Table 1 , and include AR(1)+FB1, AR(1)+FB2, AR(1)+FB3, VAR(1)+FB1, VAR(1)+FB2, and VAR(1)+FB3 models.
We utilize the prediction model given in equation (4.1), with added diffusion index (i.e. F x t ) regressors. (Refer to Section 3 for a discussion of diffusion indexes.) In particular, we estimate variants of the following factor augmented forecasting model:
where F x t includes either 1, 2 or 3 diffusion indexes, and W t is defined as above. Here, c(τ ) is a constant term, and δ y and δ x are conformably defined vectors of coefficients. Just as in the case of our benchmark AR models, we also consider VAR variants of the above model. Note that although multiple yield lags were tried when specifying W t in these models, our 'MSFE-best' models always included only the first lag of the yield(s). For this reason all empirical results discussed in the sequel use one lag of yield variables in AR and VAR models of this variety. Finally, as discussed in detail Section 3, the real-time diffusion indexes appearing in the above equation are constructed using both un-targeted and targeted PCA.
DNS Models with Macro Diffusion Indexes:
Models in this section are summarized in Table 1 , and include DNS(1)+FB1, DNS(2)+FB1, DNS(3)+FB1,
Restrictions on the decay parameters for the NSS model are imposed in order to ensure that the two curvature humps are at least one year apart, for identification purposes. In addition to the restriction that 1 λ 1,t ≥ 1 λ 2,t + 6.69 (see De Pooter (2007)), restrictions are imposed on the domain of the two decay parameters. Namely, the grid search for the first decay parameter, 1 λ 1,t , is over the domain of (6.69, 33.46); and for the second decay parameter, 1 λ 2,t is over the grid (0, 26.77).
These restrictions ensure identification of two curvature factors individually, and avoid 'extreme' estimates for NSS-factors. 14 FB1, FB2, and FB3 denote models that have been augmented to include either 1, 2, or 3 diffusion indexes, respectively.
For this class of models, real-time diffusion indexes are added to the models used to predict the betas, which are subsequently used in the construction of yield forecasts, as discussed at the beginning of this section. Namely, yield predictions are constructed using betas that are formed as follows:
where F x t again includes either 1, 2 or 3 diffusion indexes. All other terms are conformably defined. We also construct predictions by using the following VAR(1) variant of this model:
, with γ j a 3 × 1 vector, for j = 1, 2, 3, andΓ x is a conformably defined matrix of constants.
NSS Models with Macro Diffusion Indexes:
Models in this section are summarized in Table 1 , and include: NSS(1)+FB1, NSS(2)+FB1, NSS(3)+FB1,
Analogous to the DNS models discussed above, NSS-type yield predictions are constructed using betas formed as follows:
where F x t includes either 1, 2 or 3 diffusion indexes, and all other terms are defined above. We also construct predictions using the following VAR(1) variant of this model:
, γ j is a 4 × 1 vector, for j = 1, 2, 3, 4 andΓ x is a conformably defined matrix of constants.
As a final note, it is worth mentioning that all macroeconomic variables are standardized to zero mean and unit variance before principal component analysis is carried out in order to construct diffusion indexes.
Forecast Combination
In our experiments, we also construct and analyze various forecast combinations. The particular combinations are detailed in Table 5 . There are two reasons why we include combinations in our analysis.
First, it is well known that forecast combination is useful in time series prediction. As shown in Kim and Swanson (2014) , Carrasco and Rossi (2016) , and Hirano and Wright (2017) , much can be gained by combining forecasts from models estimated using a wide range of methods ranging from least squares estimation to machine learning. 15 More importantly, it turns out that while combination does not play an important role when comparing DNS and NSS type models with and without diffusion indexes if fully revised data are used in model and prediction construction, as discussed in Swanson and Xiong (2018) , the same is not true when real-time data are used in our data rich environment. Indeed, we shall see that various forecast combinations dominate all of the models discussed above, when real-time data are utilized. This is important because it suggests that the use of fully revised data may be quite misleading in the types of experiments carried out in this paper.
Note that all of our forecast combinations are averages, as detailed in Table 5 . However, we also considered some simple alternative weighting methods. 16 First, we considered letting w t+1 = Σ −1 t 1/(1 Σ −1 t 1), where Σ t is the variance-covariance matrix of the out-of-sample forecasting errors, up to time t, and 1 is a column vector. 17 In theory, this weight can minimize the variance of the forecast combination, provided that the matrix Σ t is invertible and stable. However, in our forecasting experiments, the matrix Σ t is nearly singular at many time periods. Hence, our empirical results upon implementation of this estimator were not very stable and sometimes generated large forecast errors. Another option which we considered is to replace Σ t by its diagonal matrix. This method has been considered by Timmermann (2006) . It is worth noting that in most cases where we tried this method, the equal weight method yielded smaller MSFEs, regardless of which models were combined. For this reason, these findings are not reported, although complete results are available upon request. In closing this section, it should be stressed that other methods can be utilized to construct combinations. Further investigation into this topic is left to future research, however.
Predictive Accuracy Testing
When comparing the predictive performance of the models detailed below, we report the MSFE, defined as:
whereŷ t+h (τ ) is the h-step-ahead forecast of a Treasury bond yield, with maturity τ , and P is the number of ex ante predictions used in our analysis. Model MSFEs are compared using the Diebold and Mariano (1995) predictive accuracy test. The null hypothesis of the DM test is:
t+h )] = 0, where the (i) t+h is the prediction error of model i, for i = 1, 2. In our analysis, L(·) is the quadratic loss function. The DM test statistic is:
15 For a discussion of forecast combination using the types of factor augmented regressions discussed in this paper, see Cheng and Hansen (2015) . 16 We thank an anonymous referee for the suggestion that we broaden the scope of our analysis of combination methods. 17 The length of the forecasting error sequence is the same as the window size in the recursive and rolling window scheme
t+h (τ )] 2 ,d denotes the mean of d t+h (τ ),σd is a heteroskedasticity and autocorrelation consistent estimate of the standard deviation ofd, and P denotes the number of ex ante predictions used to construct the test statistic. In the sequel, we assume that the DM P test is asymptotically N(0,1), although in cases where models being compared are nested, modified critical values tabulated by McCracken (2000) should be used (see Corradi and Swanson (2006) for complete details). For an interesting discussion of alternative approaches to assessing forecasting performance, see Rossi and Sekhposyan (2011) . Additionally, a novel alternative approach for comparing predictive accuracy using fixed-smoothing asymptotics is discussed in Coroneo and Iacone (2018) .
In a small experiment, noting that the performance of the DM test statistics may not be well approximated by its asymptotic distribution, we also constructed DM test critical values using the block resampling scheme of Kunsch (1989) , as discussed in the predictive accuracy testing context in Corradi and Swanson (2007) . The qualitative findings and conclusions based on our empirical analysis did not change when these alternative critical values were used. Complete results of these experiments are available upon request. 18
Since our empirical findings are reported for various data subsamples, we also carry out a robustness check on our findings. Namely, we construct Giacomini-Rossi fluctuation tests due to Giacomini and Rossi (2010) . Following their notation, we define L (1) (y t ,θ t−h,R ) T t=R+h and L (2) (y t ,θ t−h,R ) T t=R+h to be sequences of forecast losses associated with the benchmark model and alternative models, respectively.
Let ∆L t (θ t−h,R ,γ t−h,R ) be the difference of these two sequences. Then, using a local window of size m, we compute the following test statistics:
whereσ 2 is a HAC estimator of the asymptotic variance of m −1/2 t+m/2−1 s=t−m/2 ∆L s (θ s−h,R ,γ s−h,R ). These statistics are Giacomini-White (GW) predictive accuracy test statistics, as discussed in Giacomini and White (2006) . The null hypothesis of the fluctuation test is given by H 0 : E[∆L t (θ t−h,R ,γ t−h,R )] = 0, for all t = R + h, · · · , T . The corresponding rejection rule for the one-sided test against the alternative
In our experiment, we set µ = 0.2, which means that the local window size, m, is approximately 20% of the forecasting sample. According to Table 1 of Giacomini and Rossi (2010) , the critical values are 2.938
18 The valid use of the block bootstrap involves showing that
where P * denote the bootstrap probability measure, and DM P (τ ) * is the bootstrap DM test statistic. Bootstrap critical values are obtained from inspection of the empirical distribution of M re-sampled values of DM P (τ ) * − DM P (τ ). and 2.676, when α = 0.05 and 0.10, respectively. It is worth noting that this is a supremum type test, in the spirit of Kolmogorov-Smirnov tests, for example. If we reject the null in favor of the above one-sided alternative, then we know that the alternative model significantly outperforms the benchmark model, at some point in the forecast sample. Since critical values are obtained from the distribution of the supreme statistics, they are not valid for assessing the relative performance of the two models at any given time point. Typically, the critical value for a supremum type test will be much larger than that associated with a corresponding point-wise test (of course, sequential testing bias becomes an issue when sequences of point-wise tests are used to make statistical inferences).
Data
Our term structure data are monthly U.S. zero-coupon (end of month) yield curve data reported by St. Louis. This "hybrid" zero-yield dataset that includes both GSW as well as FRED data is widely utilized in yield curve estimation (see e.g., Gürkaynak and Wright (2012) and Hamilton and Wu (2012) ). 20 In our experiments, we removed all interest rates variables from this dataset, as we wanted to separate the information contained in our macroeconomic variables from that used in our DNS and NSS models. We thank one anonymous referee for making this suggestion.
dataset is a so-called "first release", while earlier calendar dated observations have possibly been revised and re-released many times. In summary, note that only the use of real-time datasets make it possible to replicate truly real-time modeling and forecasting of U.S. Treasury yields, when using macroeconomic data that are subject to revision.
In the prediction experiments reported in this paper, it is important to note that data release delays may be relevant. As pointed out by , for example, macroeconomic data are generally characterized not only by data revisions, but also by delayed releases. In their paper, these authors also extensively discuss the use of real-time data when estimating term structure models. Of note, in our context, is that any data release delays incorporated in our dataset would result in even less macroeconomic data being available in real time. This means that if we find evidence that real-time diffusion indexes are not useful for forecasting yields, then this evidence is not likely to be overturned if we account for data release delays. Still, the potential importance of such delays should not be overlooked when utilizing real-time data in forecasting experiments. For further discussion on the use of real-time data for predicting interest rates, see Adrian et al. (2013) , in which paper an interesting regression-based approach to the pricing of interest rates using up to five principal components as yields is discussed. 
Plots
Empirical Findings
Our empirical investigation utilizes the models discussed in Section 4, and the methods discussed in Sections 2 and 3. Our objective is to predict U.S. Treasury yields at various maturities. Predictions are made using "small data" models (i.e. solely yield driven models), as well as "big data" models that include real-time diffusion indexes constructed from the real-time FRED-MD dataset discussed in Section 5. Our 21 Plotted diffusion indexes are those associated with the largest three eigenvalues of the covariance matrix of the data.
small data models include autoregressive, vector autoregressive, DNS and NSS models, and our big data models are specified as pure diffusion index models or as hybrids that combine our small data models with diffusion indexes. In our experiments, diffusion indexes are constructed using targeted (machine learning based) PCA as well as un-targeted PCA, as discussed in Section 3.
A number of clear-cut conclusions emerge upon examination of the results collected in Tables 1-8 .
Turning first to Tables 2-4, note that these tables present the following results: (i) the three "MSFEbest" (i.e., lowest MSFE model) models for each yield maturity/forecast horizon permutation, in descending order from the first to the third (see Table 2 ); (ii) MSFEs for the three models listed in Table 2 (see Table 3 ); and relative MSFEs (where the RW benchmark is the numeraire) for the three models (see Table 4 ). 22 All models used in our experiments are summarized in Table 1, and Tables 2-4 Illustrating the layout of the tables, we see in Table 2 that for 3-month T-bill yields, with a 1-month ahead forecasting horizon, the model NSS (4) Notice that many of the models that are in the top three MSFE-best in Tables 2-4 include diffusion indexes (i.e., models with FB1, FB2, or FB3, in their names, corresponding to the addition of 1, 2, or 3 real-time diffusion indexes). In many of such models, the diffusion indexes are constructed by using the elastic net method (i.e., models with EN04, EN04 and EN06). In addition, many models are of the DNS and NSS variety. This pattern is quite prevalent across all forecast horizons and bond maturities, for the first two subsamples. This suggests that, for the 2001-2010 period, we have rather strong evidence that DNS and NSS models are useful (since they "beat" the benchmark model), as previously found by many authors, and also that the usefulness of all models, including DNS and NSS models, can often be 22 Results where AR(1) and AR(SIC) benchmarks are the numeraire were also tabulated, but due to the poor performance of these models, relative to the RW, in recent years, tabulated results are not reported (complete results are available upon request). In addition, note that all results reported in these tables have been compiled for each of the models analyzed, rather than only for the three MSFE-best models, as depicted in Tables 2-4 . However, the number of tables is overwhelming when including all models, maturities and forecast horizons, and hence these results are omitted. for the sake of brevity.
Complete results are available upon request.
improved by utilizing the information contained in real-time diffusion indexes. However, this pattern is less prevalent during the third subsample, from 2011-2017. In this time period, the RW benchmark or the simple AR(1) model often "wins". This finding indicates a deterioration in predictive gains associated with using diffusion indexes, post Great Recession. Still, a broad conclusion based on Tables 2-4 is that macroeconomic, financial, and other non-yield variables contain marginal predictive content for interest rates. Moreover, this finding is most pronounced when one uses targeted machine learning techniques.
One possible explanation for the deteriorating performance of models with real-time diffusion indexes, post Great Recession, is that the so-called "zero lower bound" discussed extensively in the literature becomes important during this sample period (see e.g. Rudebusch (2014), Krippner (2015) , Christensen and Rudebusch (2016) , and Wu and Xia (2016)). For this reason, it may be of interest to examine whether models might be improved via the use of shadow rates. 23 In particular, "sophisticated models" that include diffusion indexes might perform better post 2010, if shadow rates are utilized. This in turn would butress our finding that sophisticated models are MSFE-best, prior to 2011. However, and as discussed below, if we use combination models, then combinations that only include purely yield driven models outperform individual sophisticated models as well as combinations of sophisticated models and combinations of both sophisticated and purely yield driven models, for most sample periods and maturities that we analyze. Moreover, combination models generally yield the lowest MSFEs, across all sub-samples, always beating individual models. Thus, our finding discussed below that unspanned risks are not found using real-time data, is not likely to be impacted by the introduction of shadow rates. This is because yield data are likely not impacted by shadow rate considerations in the earlier sample periods that we examine, and in these earlier sample periods, purely yield driven models are nevertheless MSFE-best, when combined using simple forecast averaging techniques. Still, this does not mean that shadow rates are not important. In consideration of this fact, we leave the investigation into the importance of shadow rates in our context to future research. 24
Turning back to our discussion of the results in Tables 2-4, note that inspection of these tables indicates that the DNS and NSS type models are often the MSFE-best models. In Table 2 Our forecast combination analysis overturns our key findings from Tables 2-4, however. Note that Table 5 lists the combination models that were examined in our analysis. 25 Relative MSFEs for all combinations are given in Table 6 (1-month ahead forecasts), Table 7 (3-month ahead forecasts), and Another key result from our combination experiments is that the MSFE-best models are almost always "FS" type forecast combinations (compare the bolded entries in each column for each subsample in Tables 6-8). As noted in Table 5 , FS forecast combination models utilize the average of all nondiffusion index type models (i.e., AR(1), AR(SIC), VAR(1), VAR(SIC), DNS(1) -DNS(6), NSS(1) -NSS (6)). Indeed, FS models "win" in 18 of 20 cases, when h = 1, across all five bond maturities and all four subsamples (see Table 6 ). The MSFE-best combinations in the other two cases are NSS-type models. When h = 3, the FS combination model "wins" in 19 of 20 cases (see Table 7 ). When h = 12, the FS combination model "wins" in 20 of 20 cases (see Table 8 ). Furthermore, all of the "best" point MSFEs in these tables are much lower than point MSFEs associated with the best individual models, as mentioned above. Thus, combination dominates under our real-time setup, and the best combinations do not utilize (macroeconomic) diffusion indexes. This result differs from that reported in Swanson and Xiong (2018) , where big data matters for yield forecasting, even under forecast combination. Why this discrepancy? Using fully revised data, Swanson and Xiong (2018) find that big data such as that used in this paper "matter", since variables other than yields enter into their MSFE-best NS type models, even when forecast combinations are considered. 26 In summary, two conclusions can be drawn from our combination experiments. First, fully revised data may have an important confounding effect upon results obtained when forecasting yields, as our experimental findings based on the use of real-time data differ markedly from those reported in Swanson and Xiong (2018) . Second, while real-time diffusion indexes matter when comparing the predictive performance of individual models, they do not contain marginal predictive content when comparing combinations, indicating that evidence of unspanned risks based on individual models should be viewed with caution in our setup.
As a robustness check, we also constructed Giacomini-Rossi fluctuation tests (see Giacomini and Rossi (2010) ). Results for selected model combinations are shown in Figures 7-9 . The fluctuation test statistic (implemented using a Giacomini-White (GW) predictive accuracy test in each rolling window) is printed above each plot of GW test statistics in these figures (see Section 4.2 for further details). Consider Figure   7 as an example. In the first two rows of plots in this figure, we see that in the case of h = 1-month ahead forecasts for 3-month T-bill yields, nearly all selected combination models significantly outperform the benchmark model, at least at one point in the forecast period, indicating test rejection, using one-sided critical values, which are 2.936 and 2.676, for 5% and 10% significance levels, respectively. Thus, the fluctuation test indicates a "break" in predictive performance, in the sense that the benchmark univariate model is rejected. Recall, however, that this test is not designed for carrying out inference on each GW statistic in the plots, rather it is a "max" type statistic. Returning to Figure 7 
Concluding Remarks
In this paper, we examine the usefulness of real-time macroeconomic diffusion indexes for forecasting the term structure of interest rates, when using dynamic Nelson-Siegel (DNS), dynamic Nelson-Siegel-Svensson (NSS), and various econometric models, constructed both with and without the aid of machine learning methods such as the lasso and elastic net. We find that the marginal predictive content of realtime diffusion indexes is significant for many of the individual models that we examine. However, we also find that individual model performance worsens, post Great Recession. While this points to the possible importance of the zero lower bound in recent years, for example, our analysis of forecast combinations 26 For a summary of the results in Swanson and Xiong (2018) , refer to Tables 1 and 7 in their paper for a complete list of the individual and combination models used in their forecasting experiments, respectively; and refer to Tables 8A-8C in their paper for a summary of their predictive accuracy findings based on experiments comparing combination models using fully revised data. Compare these results with those presented in Table 6 -8.
adds nuance to this finding. In particular, forecast combinations that include only yield variables result in the lowest MSFEs across various subsamples, including our post Great Recession sample period. Indeed, when combinations are utilized to construct forecasts, models with real-time diffusion indexes are not preferred for any of the sample periods that we analyze. When combination forecasts are included in our analysis, thus, there are no unspanned risks, and all relevant forecasting information is contained in the term structure. Moreover, the "MSFE-best" combinations almost always include DNS and NSS models. These results are consistent with two conclusions. First, fully revised data may have an important confounding effect upon results obtained when forecasting yields, as our experimental findings based on the use of real-time data differ markedly from those reported in Swanson and Xiong (2018) . Second, while real-time diffusion indexes matter when comparing the predictive performance of individual models, they do not contain marginal predictive content when comparing combinations, indicating that evidence of unspanned risks based on individual models is likely spurious in our setup. The latter conclusion is quite strong, however, and further research may shed additional light on the issue. For example, we only utilize two shrinkage operators in our analysis. The use of additional machine learning, data reduction, and shrinkage methods may yield further evidence that we have not yet uncovered. Moreover, while our implementation of targeted and un-targeted PCA yields considerable evidence on the usefulness of such methods for predicting yields, there are many other methods, both linear and nonlinear, that might shed additional light on the usefulness of real-time macroeconomic data for predicting the term structure.
Examples include the sparse principal components analysis and independent component analysis methods discussed in Kim and Swanson (2018) . Finally, it would be of some interest to extend the important work in this area by authors including Diebold and Li (2006) , Rudebusch and Wu (2008) , Exterkate et al. (2013) , Christensen and Rudebusch (2014) , Krippner (2015) , Christensen and Rudebusch (2016) , Coroneo et al. (2016) , Wu and Xia (2016) , and Ghysels and Marcellino (2018) , among others, to include the use of machine learning methods such as those discussed in this paper. Autoregressive model with one lag AR(SIC)
Autoregressive model with lag(s) selected by the Schwarz information criterion AR(1)+FB1
AR (1) 12, 24, 36, 48, 60, 72, 84, 96, 108 , 120 months, with a static rate of decay parameter λ = 0.0609 DNS(2) Dynamic Nelson-Siegel (DNS) model with underlying AR(1) factor specifications fitted with twelve-dimensional yields, with a dynamic rate of decay parameter λ t (most recent λ t are selected in generating predictions) DNS(3) Dynamic Nelson-Siegel (DNS) model with underlying AR(1) factor specifications fitted with twelve-dimensional yields, with a dynamic rate of decay parameter λ t (median λ t are selected in generating predictions) DNS(4) Dynamic Nelson-Siegel (DNS) model with underlying VAR(1) factor specifications fitted with twelve-dimensional yields, with a static rate of decay parameter λ = 0.0609 DNS(5) Dynamic Nelson-Siegel (DNS) model with underlying VAR(1) factor specifications fitted with twelve-dimensional yields, with a dynamic rate of decay parameter λ t (most recent λ t are selected in generating predictions) DNS(6) Dynamic Nelson-Siegel (DNS) model with underlying VAR(1) factor specifications fitted with twelve-dimensional yields, with a dynamic rate of decay parameter λ t (median λ t are selected in generating predictions) DNS (1-6) FB Average of two hundred and fifty two models that contain macro diffusion index(es), principal component analysis based on all macroeconomic variables, this is, those models with "FB" in Table 1 FB(pure) Average of thirty six models that contain diffusion indexes only, namely all "AR(1)+FB" and "VAR (1) 
FS
Average of all non-FB type models, that is, those models without "FB" in Table 1 Notes: Entries in this table describe the forecast combination models utilized in our forecast combination experiments.
Note that the historical yield dataset is used in the construction of the betas utilized in all DNS and NSS models. For further details, refer to Sections 4 and 6. Table 1 -4. The yield dataset combines data from FRED H.15 and GSW datasets (see Section 5 for details). Plots of three DNS factors (level, slope, and curvature), constructed with a fixed rate of decay, and estimated using ordinary least squares, are also displayed. See Sections 2 and 4 for further details. 
