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Abstract
Person tracking systems are dependent on being able to
locate a person accurately across a series of frames. Op-
tical flow can be used to segment a moving object from
a scene, provided the expected velocity of the moving
object is known; but successful detection also relies on
being able segment the background. A problem with
existing optical flow techniques is that they don’t dis-
criminate the foreground from the background, and so
often detect motion (and thus the object) in the back-
ground. To overcome this problem, we propose a new
optical flow technique, that is based upon an adaptive
background segmentation technique, which only deter-
mines optical flow in regions of motion. This tech-
nique has been developed with a view to being used
in surveillance systems, and our testing shows that for
this application it is more effective than other standard
optical flow techniques.
1 Overview
Tracking and surveillance applications often require
the segmentation of objects from the scene. To achieve
this, it is advantageous to know the optical flow of the
scene to aid in extracting a moving object. Unfortu-
nately, typical optical flow techniques analyse the im-
age as a whole, calculating the flow for every pixel,
whether the pixel is in motion or not. This results in
a large amount of unnecessary processing being done,
and can result in flow being detected in the back-
ground. This erroneous detection is often caused by
problems such as flickering lights (i.e. fluorescent light-
ing) or subtle background changes such as trees mov-
ing in a breeze; and while this can be overcome by
separately applying motion detection (using an adap-
tive technique) to the image sequence and masking it
with the optical flow; running two processes across each
frame can be computationally prohibitive.
To address this problem, we propose a new method
that integrates optical flow calculation directly into an
adaptive background segmentation process. This en-
sures that optical flow is only calculated for pixels that
are believed to be in motion, reducing CPU load and
the presence of erroneous flow vectors. Our method
uses images in the Y’CbCr format (rather than the gray
scale images used by many optical flow techniques),
helping to improve accuracy as their is extra informa-
tion available for each pixel.
Our results show that our algorithm outperforms
other widely used optical flow techniques for a surveil-
lance application; where we are attempting to locate a
moving person within the flow images, given expected
horizontal and vertical movement; and that the algo-
rithm is capable of real-time operation.
2 Existing Work
Person tracking systems [6, 7] that use optical flow
typically track by averaging the flow for the located
object and searching for a region of similar flow vec-
tors in the next frame. To date, these systems have
used a mix of gradient based methods [5, 4] and block
matching based methods [1, 2]. Gradient based meth-
ods analyse the change in intensity and gradient (using
partial spatial and temporal derivatives) to determine
the optical flow. Block matching based methods rely
on determining the correspondence between the two
images. This typically involves matching ’blocks’ of
one image to ’blocks’ of the other to determine how far
that region has moved.
Both methods perform best when determining flow
at or around clearly defined features, and make as-
sumptions such as constant luminance for a given re-
gion across multiple frames (i.e. as an object moves,
its appearance does not change due to lighting). As a
result, when objects are not clearly defined (perhaps
due to clutter) or the lighting conditions vary, person
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tracking systems using these methods tend to struggle,
and require additional cues to maintain tracking.
However if the only requirement of of the system is
to detect changes (or motion), then a background sub-
traction method can be used. Butler et al. [3] proposed
an adaptive background segmentation algorithm where
each pixel is modeled as a group of clusters (a clus-
ter consists of a centroid, describing the pixels colour;
and a weight, denoting the frequency of its occurrence).
The use of a group of clusters for each pixel provides a
multi-modal distribution for each pixel, to model multi-
modal backgrounds.
The motion detection uses colour images in Y’CbCr
4:2:2 format as input. Pixels are grouped into pairs,
(2 wide, 1 high) from which fours values (2 luminance,
1 each of red and blue chrominance) are used to form
the cluster. The centroid of the clusters consists of two
pairs (a luminance pair and a chrominance pair). Clus-
ters are matched to incoming pixel pairs (from now on
referred to as pixels) by calculating the manhattan dis-
tance between the chrominance and luminance pairs of
the incoming pixel and the pairs of the cluster. Thresh-
olds are applied to the luminance and chrominance,
and if both are satisfied, then the pixel is suitably close
to the cluster to be a match. Once a match is made,
the matching clusters centroid and the weights of all
clusters in the pixels group are adapted to incorporate
the information in the matching pixel. The weight of
the matching cluster determines the likelihood of there
being motion at that pixel.
If there is no match, then the lowest weighted cluster
is replaced with a new cluster representing the incom-
ing pixel, and the pixel is classified as being in motion.
The clusters and weights are gradually adjusted over
time as more frames are processed, allowing the system
to adapt to changes in the background model. This
means that new objects can be added to the scene
(i.e. a box may be placed on the floor), and over time
these objects will be incorporated into the background
model.
3 Optical Flow Algorithm
The optical flow algorithm, discussed here, is based
upon the motion detection algorithm proposed by But-
ler et al.[3].
We expand upon this background detection algo-
rithm, by adding an optical flow component. In doing
this not only do we attempt to determine where a pixel
in motion has moved from, but also predict where that
pixel will be next frame, providing improved accuracy
and speed. We avoid the need for the previous frame
to compare against by storing the index of the match-
ing cluster (for each pixel) for the last frame, which
essentially stores an approximation of the last frame.
The accuracy of the approximation, depends on the
thresholds (for matching the luminance and chromi-
nance values) used in the motion detection.
The initial state for the motion detector (i.e. when
the first frame is received) is for all pixels to be in mo-
tion, as there is not yet a background model to compare
against. For our algorithm, this first frame is processed
as part of the initialisation procedure, so that once we
start processing proper, there is a background model.
Each pixel starts as being stationary. When motion
is detected in a pixel, its surrounding region is exam-
ined to determine the optical flow for that pixel. The
size of the area that is examined is governed by the
maximum allowed acceleration for a pixel. Searching
is done by analysing the surrounding area outwards in
rings. The centre pixel is checked first, and if a suit-
ably close match is found, searching stops. If there is
no match, then the next ’ring’ (at a distance of one
pixel) is searched in full, and so on until a match is
found. Rings may be ’truncated’ to a pair of rows (or
columns) of pixels if the maximum horizontal and ver-
tical accelerations are not equal.
Once movement for a pixel has been detected, its
next position is predicted. We assume a constant ve-
locity model, so the location of the pixel, p, in the next
frame will be
pn+1x = p
n
x +
(
pnx − pn−1x
)
(1)
pn+1y = p
n
y +
(
pny − pn−1y
)
(2)
where pn−1x and p
n−1
y are the positions of the pixel p in
the previous frame
pnx and p
n
y are the positions of the pixel p in the current
frame
and pn+1x and p
n+1
y are the expected positions of the
pixel p in the next frame
If the pixel has previously been in movement, then
the expected position is used as the position at which
to start the searching.
This method of searching attempts to minimise the
acceleration of a pixel, by taking the first ’good’ match
when searching outwards from the pixel, rather than
taking the ’best’ match in the whole of the search area.
Although we do look to minimise the acceleration, we
do not restrict the velocity of the pixel, as the pixel
can continue to accelerate gradually over the course of
several frames. If no suitable match for the pixel can
be found within the allowed search region, then the
detection of motion at the pixel is assumed to be an
error, and the motion detection is corrected.
Matching is performed between the incoming pixel
(for the pixel in motion) and the last matching cluster
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(for the search region), simulating matching between
the current and previous frame. Matching is performed
using clusters, in the same way that is used for the mo-
tion detection. Two thresholds are used (one each for
luminance and chrominance), and the match between
the incoming pixel and the cluster must satisfy both.
Once a match is found, the movement of the pixel is
known, and the expected position in the next frame
can be predicted.
4 Post Processing
For motion detection systems, there is typically post
processing performed to ’clean up’ the image. This nor-
mally takes the form of some morphological operations,
aimed at removing noise and filling holes in objects.
Like other motion detection systems, we use morphol-
ogy to ’clean’ the motion image, but these changes do
not follow through to the optical flow.
To update the optical flow, we predict the flow for
the pixels that are tagged as motion by the post pro-
cessing. An averaging window is applied to the sur-
rounding area, where the average of all known flows
is taken for the region. The resulting average flow is
assigned to the pixel.
This results in a more complete and consistent opti-
cal flow image. Whilst it may not be strictly accurate
(depending on the subtle motions of the objects), it is
ideal for our purposes as any holes in an object will
take on a value close to that of the rest of the object,
such that the object detection will be more complete.
5 Results
The primary application that is envisaged for our
algorithm is for use in an intelligent surveillance sys-
tem. Our testing was conducted with this in mind.
Three tests were carried out on the algorithm. The
first looked at how the motion detection performance
had been altered; the second at the performance of the
optical flow; and the third at the speed of the system.
The CAVIAR database 1 was used to provide in-
put for the testing. This database provides typical
surveillance footage with ground truth information,
from which we extracted the expected average move-
ment of objects (people).
1The CAVIAR database, and the associated
ground truth data is available for download at
’http://homepages.inf.ed.ac.uk/rbf/CAVIAR/’
Whilst optical flow is in many ways a more infor-
mative method of motion detection, from the point of
view of our surveillance application it is important that
the motion detection does not suffer from a reduced ac-
curacy by introducing the optical flow.
Figure 1 shows the motion detection performance.
As the images shows, the is no significance difference
between the motion detection obtained with Butler’s
[3] original algorithm, and our extended algorithm.
Only a small number of pixels that were classed as mo-
tion in the original are classed as non-motion in ours,
and the bulk of these are in the form of background
noise. Those errors that are within the actual object
would be corrected by the post processing.
It should also be noted that the majority of the
shadow beneath the moving person is not detected as
motion in either, illustrating the inherent shadow in-
variance of the algorithm.
To evaluate the performance of our optical flow al-
gorithm, we attempt to extract people from several
test images. Expected motion is determined using the
ground truth data from the CAVIAR database. We
use the difference between the median locations in the
previous and current frame as the expected average ve-
locity of the object. Extraction is performed by looking
for regions with the expected horizontal movement, re-
gions with expected vertical movement and applying a
logical ’or’ operation to the two images.
Imobj = (HFlow == vx) + (VFlow == vy) (3)
where HFlow and VFlow are the horizontal and vertical
flow images
vx and vy are the expected movements
and Imobj is the extract object image
We compare the performance of our algorithm (us-
ing two different matching window settings) with that
of three other optical flow algorithms; the Lucas-
Kanade [5] algorithm, the Horn-Schunck [4] algorithm,
and a block matching algorithm; from the OpenCV li-
brary2. It should be noted that for these other optical
flow techniques, the input images were first converted
to gray scale. These Results are shown for two frames
of the video sequence. Due to practical considerations,
2The Open Source Computer Vision Library is
used courtesy of the Intel Corporation and is avail-
able for public download from the World Wide Web at
”‘http://www.intel.com/research/mrl/research/opencv/”’.
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we have not hand segmented the people within the im-
ages to test the segmentation performance. Instead,
we have simply visually compared the performance of
the various algorithms.
As figures 2 and 3 show, our algorithm is signifi-
cantly better at extracting a moving object from the
scene, however the segmentation is unable to extract
the entire object, as not all pixels within the object
meet the flow criteria. This could be overcome by ei-
ther using a morphological close operation, or adding
a tolerance to the object extraction (i.e. detect pixels
that fall within a range of flow values). There is little
noticeable difference between the two different match-
ing window settings of our algorithm.
The other methods suffer from discontinuities
around the edge of the person (moving object), and
struggle with patches of movement that are a single
colour (i.e. the persons clothes). Perhaps their biggest
problem however is that they fail to distinguish back-
ground from foreground, resulting in the detection of
movement in the background. These errors are brought
about by the assumptions made by these techniques.
Due to the lighting in the scene, there are slight fluctu-
ations in the colour of background regions from frame
to frame (see figure 4). Lucas et al.[5] and Horn et al.[4]
use spatial intensity gradient information, where as the
block matching technique uses correlation between im-
age regions to obtain the flow. However both methods
rely on the intensity of corresponding regions in the
images being very similar, and the small fluctuations
result in the average intensity of these corresponding
regions varying from frame to frame. When this occurs
on a uniform, featureless surface (i.e. floors, walls),
these fluctuations can result motion being detected.
As is shown by the extracted object images, these
errors result in pieces of background being detected
as part of the person (i.e. having the same motion),
which could lead to large inaccuracies in the tracking.
Whilst this could be overcome by masking the optical
flow with a motion detector, this would only produce
results that are at best as good as our algorithm, for a
large increase in processor requirements.
With this algorithm aimed at use in surveillance,
speed is critical. Table 1 shows the average time taken
per frame for a 2000 frame video sequence for the orig-
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Method ms/Frame
Motion Detection 16.0
Adaptive Optical Flow (no window) 20.8
Adaptive Optical Flow (1x3 window) 20.8
Lucas-Kanade 33.6
Horn-Schunck 30.2
Block Matching 192.0
inal motion detection; our algorithm with two differ-
ent windowing settings; and the Lucas-Kanade, Horn-
Schunck and block matching optical flow algorithms.
This test was performed on a 3Ghz workstation. Input
images were 384x288 pixels in size and were loaded
from disk for the tests.
As the results show (see table 1), all except the block
matching algorithm are capable of real time perfor-
mance, however the original motion detection, and our
algorithm significantly outperform the Lucas-Kanade
and Horn-Schunck algorithms.
6 Conclusions and Future Work
We have described a novel optical flow algorithm
designed specifically for surveillance systems where the
extraction of moving objects is required. The algo-
rithm is capable of running in real-time (25 fps) at
50% processor utilisation. We have shown the superior
performance of our algorithm for the task of moving
object extraction when compared to other optical flow
algorithms.
The algorithm is robust to small variations in inten-
sity (such as those caused by fluorescent lighting), due
to an inbuilt tolerance by virtue of matching to clus-
ters, which are an approximation of the pixels; and by
searching in a manner that minimises the acceleration.
Future work will focus on integrating the optical flow
into an existing tracking system, and by extending the
ability of the optical flow to predict motion patterns,
improving the accuracy of the motion detection and
optical flow.
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