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   Partial Likelihood Estimation of a Cox Model
With Random E￿ects: an EM Algorithm




The aim of this paper is to present a general EM algorithm to esti-
mate Mixed Proportional Hazard models including more than one ran-
dom e￿ect, through partial likelihood. We assume only that the mixing
distributions admit Laplace transforms. We show how to transform in-
ference in a single complicated model in the estimation of MPH models
involving only a single frailty, which are easily manageable. We then
face on gamma unobserved heterogeneity. This choice is a weak as-
sumption as the heterogeneity distribution among survivors converges
to a gamma distribution, often quickly, for many types of unobserved
heterogeneity distributions. The proposed approach can thus be used
to estimate a wide class of models. We describe how to use the pe-
nalized partial likelihood within the EM algorithm, to improve speed
and stability. The behaviour of the estimator on di￿erent clusterings
and sample sizes is assessed through a Monte Carlo study. We also
provide an application on the rati￿cation of ILO conventions by de-
veloping countries over the period 1975-1995. Both the simulations
and the empirical results indicate an important decrease in comput-
ing time. Furthermore, our procedure converges in settings where a
standard EM algorithm does not.
Keywords: Random E￿ects, Duration analysis, Dynamic model
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11 Introduction
In this paper, I propose a general framework to estimate mixed proportional
hazard models (MPH, see Van den Berg, 2001, for a survey) with a ￿xed
number of risks, where unobserved heterogeneity is modeled at di￿erent lev-
els. This class of models describes a population strati￿ed on di￿erent criteria,
allowing unobserved characteristics located at di￿erent levels. If the random
e￿ects are nested, the sample is divided in clusters, sub-clusters and so on.
Many econometric studies in duration analysis account for unobserved
heterogeneity. Indeed, it is not reasonable to assume that we observe all
the determinants leading to a transition, and furthermore that the recorded
explanatory variables are free of measurement error. Studies handling a sin-
gle random e￿ect are nowadays widespread, but unobserved heterogeneity
is in general speci￿ed at a single level, while the possibility of omitted vari-
ables with group structure at di￿erent levels arises in several applications.
Ignoring some of the unobserved heterogeneity can lead to substantial biases
(see Pakes, 1983, Moulton, 1986, and GouriØroux and Peaucelle, 1990, for
some case studies in linear models) but modeling it at di￿erent levels is not
an easy task and raises some awkward problems for inference. Indeed, it
involves multidimensional integrals which typically do not admit analytical
expressions.
A few studies in the biometric and demographic literature handle two
levels of clustering. Manda and Meyer (2005) consider a model in discrete
time, Yau (2001) and Sastry (1997) study two nested random e￿ects with
log-normal and gamma mixing distributions, respectively. In this last study,
inference is based on the Expectation Maximization (EM) algorithm (see
Dempster, Laird and Rubin, 1977, for the ￿rst general formulation). The
EM algorithm is ideally suited for mixture models, due to their missing data
structure. It is used in numerous studies involving the Cox model with one
frailty, such as Clayton and Cuzick (1985), Gill (1985) and Parner (1997).
However, this theoretical attractivity it balanced by many numerical draw-
backs. First, convergence is usually slow, sometimes fails, is sensitive to the
choice of the starting values and is time consuming. Indeed, Dempster et al.
(1977) show that the algorithm is made of linear iterations and is thus slower
than the usual methods, such as Newton-Raphson procedures, involving ap-
proximation by a quadratic function at each iteration. Furthermore, the
rate of convergence of the algorithm depends on the amount of information
in the sample and, as incompleteness of the data is usually large in dura-
tion analysis, convergence is typically slow. Second, two di￿erent cases of
non-convergence are mentioned in the literature. Bolstad and Manda (2001)
pointed out one case where the variance of the random e￿ect becomes large
2enough to raise numerical issues. Lancaster (1990, p. 267) described the case
of an unbounded likelihood with a variance of the unobserved heterogene-
ity tending to zero. Third, Ng, Krishnan and McLachlan (2004) emphasize
the importance of the starting values and its consequence on the number of
iterations and even convergence when the likelihood is unbounded and the
starting values are close to the boundary. Step E can have no analytical
solution and the expressions thus require an evaluation using numerical inte-
gration or Monte Carlo methods. This Monte Carlo EM (MCEM) algorithm
is described in Wei and Tanner (1990), but simulations increase the compu-
tational cost and introduce a Monte Carlo error. Fourth, the EM algorithm
typically requires a large number of iterations, even in easy models. These
drawbacks lead Therneau, Grambsch and Pankratz (2003) to investigate in-
ference in the one-gamma-frailty setting using penalized partial likelihood.
They obtain an estimator equivalent to the one provided by the EM algo-
rithm, but free of all these numerical problems.
In this paper, I present a general framework for inference using the EM
algorithm in a MPH model involving I random e￿ects (I ≥ 2), as described
in Section 2. This method has the advantage to transform inference in a
single complicated model in the estimation of I MPH models, each with a
single frailty, which are easily manageable. It is presented in Section 3. As
shown in Abbring and Van den Berg (2001), the mixing distribution among
survivors converges to a gamma distribution under some conditions. Their
result requires the heterogeneity distribution to be regularly varying at 0,
as de￿ned in Feller (1971). It is a weak restriction as distributions such as
the exponential, uniform, beta and all distributions with a mass point at
0 ful￿ll it. In Section 4, I thus describe how to make use of the penalized
partial likelihood presented by Therneau et al. (2003). That is, we remain
in the convenient theoretical framework of the EM algorithm while taking
advantage of the numerical stability, simplicity and speed of the penalized
likelihood. Using a small Monte Carlo study and data on the timing of
rati￿cation of ILO conventions, this method is compared in Sections 5 and 6
to the accelerated EM algorithm described in Sastry (1997).
2 Mixed Proportional Hazard model with ran-
dom e￿ects
Consider a frailty model belonging to the general family of MPH models, with
the particularity that the unobserved heterogeneity term here is written as
the product of I random e￿ects, enabling us to handle multilevel clustering.
3There can be, for example, two nested random e￿ects and the model is then
the one described in Bolstad and Manda (2001), Sastry (1997) and Yau
(2001). In the studies cited above, the population is divided into clusters,
each cluster is divided into subclusters and several individuals belong to the
same subcluster. The underlying idea is that durations are correlated in some
way, and a realization of a random e￿ect is common to all observations in the
same cluster or subcluster. One can also consider non-nested random e￿ects
as in the model described in Horny, Boockmann, Djurdjevic and Laisney
(2005). The population is then clustered according to two di￿erent criteria
which are not necessarily related in a hierarchical way. The study cited above
concerns the rati￿cation of ILO conventions and observations are clustered
among conventions and among countries.
Consider a population strati￿ed at I levels which are not necessarily
nested. Let j (j = 1,...,Ji) be the index of the groups de￿ned at level
i, and k be the cross-sectional unit index (k = 1,...,K). The hazard func-








where vij is a random e￿ect de￿ned a the strati￿cation level i. The term λ0 is
called the ￿baseline hazard￿ as it is common to all observations, and depends
only on the elapsed time. The function λ1 is the ￿systematic part￿ of the
hazard and is commonly speci￿ed so as to be multiplicative in the elements
of Xk(t). The explanatory variables can be time varying and we make the
standard regularity assumption that the process Xk(t) is absolutely contin-
uous with respect to the Lebesgue measure. The function of the unobserved
heterogeneity is here supposed to be the product of the random e￿ects and
is thus log-linear.
Each unit k belongs to I di￿erent clusters and each level de￿nes Ji di￿er-
ent groups. Notice that the vij can be unit-speci￿c random e￿ects if Ji = K.
Let us denote by hi(vij;αi) the mixing distributions at strati￿cation level
i, where αi is a level speci￿c vector of parameters. Assume that hi(vij;αi)
admit a Laplace transforms, or equivalently, suppose that all the moments
exist up to the order ∞. A large variance of a random e￿ect means a tighter
positive association among units of the same group and greater di￿erences
between the groups de￿ned at this level.
Conditionally on the random e￿ects and explanatory variables, the obser-
vations are assumed independent. Let us denote by T the vector of durations
and by d the vector of transition indicators. If we suppose the random ef-
fects to be independent, we obtain the likelihood by taking the product of
4the frailty densities with the conditional likelihood function (conditional on


















































3 Inference using the EM algorithm
The structure of the MPH model makes it ideally suited for the EM algo-
rithm. Indeed, had the vij been observed, the evaluation of the maximum
likelihood estimator would have been straightforward.
Durations speci￿c to cluster j at strati￿cation level i are denoted by Tij.
Non-censoring indicators are denoted by dij. For ￿xed α = (α1,...,αI), we
can ignore the ￿rst term of equation (3). Assuming all the random e￿ects to
be independent leads us to the part of the log-likelihood which depends only




















We thus need to evaluate Eβ(q),α(q)[vij|Tij,dij] for all (i,j). Let us denote by
L
(l1ik)
1 the l1ik’th derivative of the Laplace transform. Extending the approach




































and lii0j is the number of transitions observed in the subcluster de￿ned by the
intersection of the two clusters containing unit j an obtained by strati￿cation
levels i and i0. These equations admit an analytical solution only in the case
of a single gamma random e￿ect (see Clayton and Cuzick, 1985). With
more than one gamma frailty, these expectations have to be computed using
numerical procedures (see Sastry, 1997), as with a log-normal frailty (see Vu
and Knuiman, 2002).
However, the E-step can be handled in a simple way. Considering as
￿xed e￿ects the expectations of all the frailties except one, the function
Q(β,β(q),α(q)) is the E step of a model with only one frailty. The inference
can be conducted in an iterative way, alternating between I EM algorithms:
during a ￿rst EM, we consider a model with a single random e￿ect, where
the expectations of the other e￿ects are treated as o￿sets. In a second EM
algorithm, we consider a model where the second random e￿ect is the only
source of unobserved heterogeneity, the other e￿ects being this time treated
as o￿sets equal to the estimates obtained in the ￿rst EM algorithm; and so
on.
This leads us to the following algorithm at iteration (q), where θ(q) =
(β(q),α(q)):
































3. Estimate in this way the other (I − 2) single frailty models,
4. Iterate until convergence.
Convergence is monitored with a distance between the β
(q)
i .
The strength of this approach is to transform a rather complicated prob-
lem of inference in a model with di￿erent random e￿ects in I sub-problems,
each requiring the estimation of a model with only one random e￿ect using
the EM algorithm. We present in the next section the approach used to
estimate the sub-models with continuous mixing distributions.
4 Estimation of the MPH models with a con-
tinuous random e￿ect
Numerous studies set λ1[Xk(tk),β] = exp[Xk(tk)β]. Considering gamma un-
observed heterogeneity, Johansen (1983) shows that the partial likelihood is
a likelihood where λ0 is pro￿led out, the baseline hazard being recovered
with the Breslow estimator (i.e. Nelson-Aalen estimator without covariate).
Gill (1985), extend the approach to multiple spells and gamma heterogeneity
and suggest to use the EM algorithm. The idea is detailed in this setting in
Klein (1992), and Parner (1997) extends it to all shared frailty models with
a known Laplace transform of the mixing distribution. In this section, the
partial likelihood in a model with one random e￿ect and an important result
of Therneau et al. (2003) are brie￿y recalled.
Using the same notations as before, consider the model:
λ1jk(t) = v1jλ0(t)exp[Xk(t)β], (9)
where j (j = 1,...,J1) is the group index and v1j is a random e￿ect. De￿ne
the risk set Rk as the set of spells still not completed at any instant before




























4.1 Inference considering gamma heterogeneity
Abbring and Van den Berg (2001) show that the mixing distribution among
survivors converges to a gamma distribution for a broad class of heterogeneity
distributions. This result justi￿es the choice of a gamma mixing distribution
on a stronger basis than simply its analytic tractability. Assuming a ￿nite
number of classes leads to the alternative approach of ￿nite mixture models.
The semiparametric heterogeneity model, where the classes are latent, is
characterized and applied in Heckman and Singer (1984 a, 1984b). When
components are known rather than unobserved, it is equivalent to using ￿xed
e￿ects or a set of indicators.
Assume the v1j follow a gamma distribution with expectation 1 and vari-
ance 1/α1, Therneau et al. (2003) demonstrate that Klein’s (1992) solution
can be obtained exactly by maximizing the following penalized partial like-
lihood:





(lnv1j − v1j), (12)
In a general penalized likelihood setting, 1/α1 is a smoothing parameter
indicating the tradeo￿ between the ￿t to the data and smoothness of the pe-
nalized likelihood. The solution maximizing the penalized partial likelihood
above is equivalent to the EM solution for an MPH model with a gamma
shared frailty such as (9) in the partial likelihood approach. This result
relies on the choice of the penalty function and does not hold if one uses




0 (u)2du, where λ
(2)
0 (u) stands for
the second derivative of the baseline hazard, as done for example in Ron-
deau, Commenges and Joly (2003) to ensure existence and uniqueness of the
estimator, as shown in de Montricher, Tapia and Thompson (1975).
We implement the penalized partial likelihood maximization algorithm
instead of the EM algorithm to estimate all the I sub-models. Each algorithm
is organized in two loops, and I describe here the algorithm corresponding
to the sub-model where only the frailty de￿ned at level i is considered as a
random e￿ect. At iteration (q), the ￿rst loop maximizes the marginal log
8penalized partial likelihood (see Therneau et al., 2003) and returns α
(q)
i . The
second loop consider this α
(q)
i as ￿xed, uses a Newton-Raphson procedure







Once the maximum is reached, the v
(q)
ij are passed to the ￿tting program
of the second sub-model and so on for all clustering levels. All algorithms
are iterated and the estimated random e￿ects are stable once convergence is
achieved.
5 Monte Carlo Experiments
The aim of this Monte Carlo study is to compare the computing time be-
tween the algorithm we propose and the accelerated EM described in Sastry
(1997), for di￿erent sizes of groups and subgroups. Our algorithm is here-
after referred to as Expectation Maximization algorithm based on Penalized
Likelihood (EMPL).
5.1 An accelerated EM algorithm
Considering a piecewise constant baseline hazard, Sastry (1997) shows that
the result of the E step can be separated in three functions, the two ￿rst ones
depending of the parameters of the mixing distributions and the last one on
β and Λ0(t). This separation dictates the organization of his EM algorithm:
after the E step at iteration (q), the functions depending on the parameters
of the mixing distributions are optimized separately within their own EM
algorithms. Once these sub-routines achieve convergence, step M of iteration
(q) is carried out for all the parameters and then iteration (q + 1) starts.
Using these sub-routines enables to achieve e￿ciency and speed gains, and
Sastry (1997) does not need to implement further acceleration techniques
such as the ones described for example in Louis (1982) or Meilijson (1989).
We extend his work to partial likelihood with Johansen’s (1983) result, stated
here at the beginning of Section 4.
5.2 Sample design and starting values
For each setting, 200 samples were simulated. We consider samples of sizes
2000 with two levels of clustering, and we vary the number of spells per group
and the number of spells per subgroup accordingly. The smallest groups we
design contain 10 observations and the largest 100. Subgroup sizes go from
5, the largest value compatible with groups of size 10, to 1.
9We set E(v1j)=E(v2j)=1, Var(v1j)=Var(v2j)=0.5, and consider a constant
baseline hazard and no censoring. Two standard gaussian covariates were
used with coe￿cients β1 = 1 and β2 = −1, and there is no constant as it is
not identi￿ed in a partial likelihood setting.
As pointed in Ng et al. (2004), convergence and thus computing time of
the EM algorithm is sensitive to the choice of the starting values. We set
them at their values in a model without unobserved heterogeneity, that is,
the starting values are 1 for vi and wij, 0 for the variances, and the estimates
of a standard Cox model for the coe￿cients. All the results were obtained
with the R 2.0.1 software, inference using penalized partial likelihood calling
the function ‘coxph’ of the package ‘survival’.
A preliminary comment is that the EMPL and accelerated EM provide
the same estimates for all samples. Thus we report computing times only.
5.3 Results
Table 1 reports the 25th, 50th and 75th centiles of the computing times.
Since computing times depend on the coding, it is di￿cult to make a fair
comparison of both approaches. We can however obtain some insight about
computing e￿ciency. Computing times di￿er widely when the estimators are
applied to samples with the same clustering. In most cases, the ratio of the
longest computing time over the shortest for a sample design is equal to 100
for the EMPL and 500 for the accelerated EM.
Sizes of groups and subgroups have a mixed impact on the computing
times of the EMPL algorithm. They decrease monotonically with subgroup
size, but are not much in￿uenced by the number of spells per group. Due to
this, a data scheme with groups containing 10 spells and subgroups of 5 ob-
servations will be estimate much more quickly than a sample where groups
contain 100 spells and subgroups 2 observations. By contrast, computing
times for the accelerated EM algorithm have an inverted ∪ pro￿le with a
maximum around 4 spells per subclusters. The more subclusters there are,
the more v2j have to be evaluated at each iteration, which raises computing
times until a threshold. But more v2j implies also more information, which
speeds up convergence after the threshold. The EMPL algorithm is globally
fast, with computing time quantiles generally far under their counterparts
for the EM algorithm. We notice it especially when there are less than 20
durations per group: in this case, the 75th quantiles for the EMPL comput-
ing time are under the 25th quantiles for the EM computing time. These
results of the EMPL algorithm being quicker than the EM one do not hold
in presence of a single spell per subgroup, except when there are 10 spells
per group.
10Table 1: Computing time (Var(v1j)=Var(v2j)=0.50)
Number of spells Computing Time
Total Per Per EMPL EM
group subgroup Q25 Median Q75 Q25 Median Q75
2000 100 5 18.28 21.97 28.55 54.53 110.33 187.47
4 22.42 23.52 34.70 88.00 176.26 561.04
3 29.81 32.23 47.50 30.92 76.09 200.52
2 55.08 73.77 83.48 29.75 86.64 212.78
1 120.11 172.93 181.05 29.77 41.22 56.24
50 5 19.05 27.34 33.68 97.90 162.64 313.25
4 24.26 35.37 37.65 93.04 184.12 466.52
3 32.91 49.01 57.69 72.17 159.11 401.08
2 68.44 77.97 84.30 30.76 94.49 227.39
1 156.37 175.44 181.12 36.98 44.98 60.07
40 5 15.81 22.09 29.95 86.68 158.91 385.12
4 25.77 38.55 46.07 126.02 218.38 573.89
3 34.44 50.69 51.76 72.17 158.32 401.08
2 57.01 72.28 82.79 39.42 104.57 215.62
1 144.12 154.66 171.28 30.13 37.30 43.66
20 5 19.85 28.64 36.70 173.84 283.86 510.24
4 38.24 44.08 57.77 260.18 445.03 723.32
3 44.99 51.84 61.33 224.50 359.47 583.09
2 58.05 66.14 78.95 120.48 250.82 456.63
1 137.73 149.90 158.33 48.05 72.67 135.53
10 5 17.89 32.22 45.24 511.42 721.90 1028.27
4 48.38 55.85 78.56 726.54 936.61 1402.90
3 54.49 58.14 76.83 675.61 954.51 1456.78
2 74.42 80.00 89.08 520.65 858.98 1485.12
1 151.45 162.25 180.65 137.42 229.07 311.00
116 Rati￿cation of the International Labour Or-
ganization conventions
As an example, we apply the EMPL algorithm on data reporting the timing
of the rati￿cation of ILO conventions. The dataset is presented and analysed
in Boockmann (2001). The survival time represents the time between the
adoption of ILO conventions and their rati￿cation by developing countries
over the period 1975-1995. The data comprise 80 countries and 29 con-
ventions for a total of 228 rati￿cations. The hazard function is written as:
λ2jk(t) = v1jv2jλ0(t)exp[Xk(t)β], where v1j is a convention e￿ect and v2j a
country e￿ect.
We estimate this model using the EM algorithm. The result of the E
step is separated in two parts, as described in Subsection 5.1, the ￿rst one
involving the parameters of the mixing distribution and the second one the
coe￿cients. The ￿rst function is optimized using its own sub-EM algorithms
and we notice that the variances of both mixing distributions rise along their
iterations. The algorithm then collapses during the M step, after 8 hours
and a half of computation, returning coe￿cients tending to −∞.
By contrast, the EMPL does converge. The results are reported in Ap-
pendix B and are closed to the ones obtained in Horny et al. (2005) using
a Bayesian approach based on partial likelihood with log-normal frailties.
Computation took 66 seconds with the EMPL and 3 months using Gibbs
sampling.
7 Conclusion
This paper proposes a modi￿ed EM algorithm in the general framework of an
MPH model with I (I ≥ 2) random e￿ects where mixing distributions have a
known Laplace transform. We next devote a particular attention to gamma
heterogeneity. Assuming this mixing distribution is a weak requirement since
the result of Abbring and Van den Berg (2001) shows convergence of the
distribution among survivors to it. We describe furthermore how to use
penalized likelihood to avoid the numerical problems inherent to the EM
algorithm. We thus provide a modi￿ed EM algorithm which is not only fast,
but also simple and stable. The methodology is semi-parametric as it relies
on partial likelihood. It does not require a speci￿cation of the baseline hazard
and thus extends Sastry (1997). We also provide a small Monte Carlo study
and an illustration on data to compare the behaviour of our procedure with
an accelerated EM.
12The computing times are dramatically reduced by using the EMPL algo-
rithm, thus not asking for speeding-up routines as the ones described in Louis
(1982) or Meilijson (1989) to be implemented in moderate size samples. The
case of a random e￿ect de￿ning groups of one spell is an exception and speed
depends on the size of the groups de￿ned by the other frailties. Furthermore,
the EMPL does converge in some settings where the EM does not.
We suppose that all the random e￿ects are continuous. This assumption
can be questionable when the population at hand is divided only in a few
groups at the more aggregated levels. With 2 levels of heterogeneity, one pos-
sibility is to switch to a ￿xed e￿ect approach, stratifying the baseline hazard
at the broader levels and de￿ning a frailty at the ￿nest one, as proposed by
Xue and Brookmeyer (1996).
13A Derivation of Eβ(q),α(q)[vij|Tij,dij]
In this appendix, we derive the conditional expectations of vij. Let us denote





























































where l1ik is the number of transitions observed in the group obtained as the
intersection of the two clusters de￿ned by strati￿cation levels 1 and i and





































1 is the l1ik’th derivative of the Laplace transform of a non-
































































































15B Results for the rati￿cation of ILO conven-
tions
Table 2: Estimates of the β parameters
Variable Bayes EMPL
Coef. S.d Coef. S.d
Cost
Real GDP per capitaa 3.81 1.40 3.03 1.39
Real GDP per capita, -3.19 1.51 -2.41 1.51
squared
No explicit update 1.39 0.27 1.26 0.37
Own past rati￿cation 1.62 0.36 1.52 0.38
if explicit update
Populationb -0.02 0.05 -0.03 0.05
Internal pressure
Democracy 0.34 0.15 0.29 0.15
Left majority -0.69 0.31 -0.62 0.31
Vote against convention:
Government -0.22 0.23 -0.08 0.24
Employers 0.38 0.20 0.28 0.21
External pressure
Development aidc -7.65 2.05 -8.56 2.16
Worldbank loansc 2.00 1.55 3.15 1.57
IMF creditsc 3.96 1.95 3.68 1.98
Exportsc -0.79 1.30 0.27 1.06
Exports into industrialized -0.18 3.66 -2.54 3.80
countriesc
Exports into industrialized -0.77 3.48 0.52 3.71
countriesc (non oil exporting
countries)
Non oil exporting country 0.25 0.68 -0.01 0.71
Note: Bold entries are signi￿cant at the 5% level. a. 1985
international prices, in $10 000. b. hundred milions.
c. percent of GDP.
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