Modular Quantum Computation in a Trapped Ion System by Zhang, Kuan et al.
Modular Quantum Computation in a Trapped Ion System
Kuan Zhang,1, 2 Jayne Thompson,3 Xiang Zhang,4, 1 Yangchao Shen,1 Yao Lu,1
Shuaining Zhang,1 Jiajun Ma,1, 5 Vlatko Vedral,5, 3, 6, 1 Mile Gu,7, 8, 3 and Kihwan Kim1
1Center for Quantum Information, Institute for Interdisciplinary
Information Sciences, Tsinghua University, Beijing 100084, China
2MOE Key Laboratory of Fundamental Physical Quantities Measurement & Hubei
Key Laboratory of Gravitation and Quantum Physics, PGMF and School of Physics,
Huazhong University of Science and Technology, Wuhan 430074, China
3Centre for Quantum Technologies, National University of Singapore, Singapore 117543, Singapore
4Department of Physics, Renmin University of China, Beijing 100872, China
5Department of Atomic and Laser Physics, Clarendon Laboratory, University of Oxford, Oxford OX1 3PU, UK
6Department of Physics, National University of Singapore, Singapore 117551, Singapore
7School of Mathematical and Physical Sciences, Nanyang Technological University, Singapore 637371, Singapore
8Complexity Institute, Nanyang Technological University, Singapore 637335, Singapore
Modern computation relies crucially on modular architectures, breaking a complex algorithm into
self-contained subroutines. A client can then call upon a remote server to implement parts of the
computation independently via an application programming interface (API). Present APIs relay
only classical information. Here we implement a quantum API that enables a client to estimate
the absolute value of the trace of a server-provided unitary U . We demonstrate that the algorithm
functions correctly irrespective of what unitary U the server implements or how the server specifically
realizes U . Our experiment involves pioneering techniques to coherently swap qubits encoded within
the motional states of a trapped 171Yb+ ion, controlled on its hyperfine state. This constitutes
the first demonstration of modular computation in the quantum regime, providing a step towards
scalable, parallelization of quantum computation.
When Google upgrades their hardware, applications
that make use of Google services continue to function
without needing to update. This modular architecture
allows a client, Alice, to leverage computations done by
a third party, Bob, without knowing any details regard-
ing how these computations were executed. Modularity
is enabled by an interface – an established set of rules
that specify how Alice delivers input to Bob, and how
Bob returns relevant output to Alice. Once agreed, Alice
can design technology that makes use of the Bob’s ser-
vice as subroutines, while remaining blissfully ignorant
of their implementation. Known as APIs (application
programming interfaces), such interfaces are now indus-
try standard. Their adoption is almost universal – from
specifying how we leverage pre-built software packages as
subroutines to how we interface remotely with present-
day quantum computers.
Present interfaces assume only classical information is
exchanged, limiting the scope of collaborative quantum
computing. What happens when this information ex-
change is allowed to be quantum? Consider the scenario
where Bob offers a service to implement some unitary op-
eration U . A client, Alice wishes to evaluate the normal-
ized trace T (U) = tr(U)/2n by calling on Bob’s service
as a sub-routine. If this can be achieved, the benefits are
two-fold. Alice can treat Bob’s service as a black-box.
She need not know anything about the quantum circuits
that synthesize U . In addition, Alice can use the same
device to evaluate the normalized trace of a different uni-
tary U ′, by exchanging Bob’s service for another.
This is, in fact, impossible. To see this, note that T (U)
depends on the global phase of U – a quantity that is un-
FIG. 1. The DQC1 and modular DQC1 algorithms.
(a) The standard DQC1 algorithm operates by applying U
on an n-qubit register controlled by a pure qubit initialized
in state |0〉. T (U) can then be estimated through appropriate
measurements on the control qubit. This algorithm cannot
leverage a third party to implement U as it is impossible to
add a control to an unknown unitary [1]. (b) The modular
DQC1 algorithm evaluates |T (U)| in a way in which U can
be out-sourced to a third party. Here, Alice introduces a
second n-qubit register. She then sends the server one of the
n-qubit registers via a specified interface (this could be the
original register, or involve first mapping the register into a
medium suitable for communication via a SWAP gate). On
the proviso that the server applies U and return the result
via the specified interface, Alice is able to estimate |T (U)| by
performing a σ1 measurement on the control qubit.
physical. Therefore its determination would enable Al-
ice to measure an unphysical quantity. Thus, the stan-
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2dard quantum algorithm for estimating T (U), known as
DQC1 [2], cannot operate by offloading synthesis of U to
a third party (see Fig. 1 a). Indeed, the design of devices
that realize complex U -dependent processes, given some
unknown U , has received considerable attention [3–11].
In this context, several no-go results have been estab-
lished [1, 12–15], motivating recent works in identifying
what sacrifices or restrictions are necessary to circumvent
these no-go theorems [14–20].
Here we report on the experimental implementation of
a workaround for the DQC1 algorithm. The key obser-
vation is that while T (U) depends on the global phase,
its modulus does not. The resulting protocol – modular
DQC1 – enables us to evaluate |T (U)| by outsourcing
implementation of U to a third party [15]. We success-
fully use it to evaluate |T (U)| for 19 different unitary
operations. The quantum circuit for the client remains
the same for each U – guaranteeing true modular ar-
chitecture. The physical implementation involves a new
implementation of the CSWAP gate – coherently swap
two motional modes of an ion trapped in a 3D harmonic
oscillator, controlled on the internal levels of the trapped
ion. Our experimental techniques are scalable, resilient
to noise on part of the client, and chaining multiple it-
erations enables a modular variant of Shor’s factoring
algorithm that requires fewer entangling gates [21]. This
presents the first demonstration of a modular quantum
algorithm and provides an important step towards col-
laborative quantum computing.
Framework – The modular DQC1 algorithm can be
understood by dividing its actions into two separate par-
ties, which we refer to here as server and client. The
server, Bob, offers the service of implementing an n-qubit
unitary process. Interaction with a client, Alice, is en-
abled by a publicly announced quantum interface. The
interface specifies a designated Hilbert space of a desig-
nated quantum system S in which client and server are
to exchange quantum information [22] (see methods for
formal definition). Bob is not constrained to preserve in-
formation stored in any other degrees of freedom within
S. This is an important point. If Alice is guaranteed that
Bob will preserve certain additional degrees of freedom,
she is able to synthesizes certain U -dependent process
that would otherwise be impossible [14, 15]. Our goal
is to take on the role of Alice, and build a device that
employs Bob’s service as a subroutine to evaluate |T (U)|.
To do this, Alice begins with a bipartite system, con-
sisting of S to be delivered to Bob and some A that she
retains for the duration of the protocol. The protocol
then contains two distinct tasks (see Fig. 1 b):
Preprocessing – representing Alice’s necessary actions
of preparing some ρ1 on the joint system A ⊗ S before
delivery of S to Bob;
Postprocessing – representing Alice’s actions to re-
trieve |T (U)| from the state ρ2 = Uρ1U† after receiving
Bob’s output. Here U represents the unitary process on
S implemented by Bob.
Alice can achieve this by taking a single pure qubit ini-
tialized in state |+〉 = (|0〉+ |1〉)/√2, together with two
maximally mixed n-qubit registers. In the preprocessing
stage, she coherently swaps the two registers, controlled
on the pure qubit to obtain ρ1. Alice then forwards one
of the registers to Bob via the specified interface and
awaits the result of Bob’s computation. Upon receipt of
this result, Alice enters the postprocessing stage. This
involves a second application of the control swap gate.
Measurement of the ancilla in the σ1 = |0〉 〈1| + |1〉 〈0|
basis then has expectation value of |T (U)|2, enabling ef-
ficient estimation of |T (U)|. Further details are shown in
Fig. 1 b.
The combination of preprocessing and postprocessing
constitutes the modular DQC1 protocol. Critically, nei-
ther procedure depends on the physical means that Bob
chooses to realize U . For instance, Bob could initially
implement U by applying physical operations directly on
the system S. Alternatively, Bob could map the received
quantum state to a more efficient physical platform for
information processing, and implement U on that plat-
form. Alice’s modular DQC1 protocol would function
regardless. Moreover, Alice’s preprocessing and postpro-
cessing procedures are independent of matrix elements of
U . This becomes pertinent in cases where U could rep-
resent some unknown environmental process. The proto-
col then functions as a probe, able to efficiently estimate
|T (U)|2 for any such process without the need for full
tomography.
Implementation – We demonstrate a proof of prin-
ciple realization of modular DQC1 using a trapped
171Yb+ ion in a harmonic potential when n = 1. In
this special case, the protocol involves a system of three
qubits. Qubit C represents the control, which is en-
coded into the internal states of 171Yb+ . Two regis-
ters, denoted as qubits X and Y, are encoded into the
external motional levels of 171Yb+ . Unitary opera-
tions on qubit C are performed by applying resonant mi-
crowaves [23, 24]. Meanwhile entangling gates between
the ancilla and the two registers are realized by applying
counter-propagating Raman laser beams with appropri-
ate frequency differences and phases [25–29].
The theoretical circuit for modular DQC1 has also
been further tailored for the ion trap system. Notably,
during both preprocessing and postprocessing, Alice has
inserted an extra SWAP gate between qubit C and qubit
X. The actions of these SWAP gates have no effect on
the algorithms output, but benefit this particular setup,
as the control qubit in the ion trap system is most di-
rectly accessible – and thus the most practical one for
outsourcing operations to a third party. For the proof-
of-principle experiment, we simulate the scenario where
Bob operates on C directly – with understanding that
in more realistic scenarios, information within X is likely
first mapped to some flying qubit to be delivered to Bob.
Fig. 2 illustrates further details.
During preprocessing, the standard circuit design for
synthesizing ρ1 involves application of a controlled swap
(CSWAP) gate on registers X and Y with qubit C as
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FIG. 2. Modular DQC1 on a trapped ion. The modu-
lar DQC1 algorithm redesigned to function on a 171Yb+ ion.
Here the control qubit C is encoded within two hyperfine
levels of the S1/2 manifold in the ion. Denote these by
|0C〉 = |F = 0,mF = 0〉 and |1C〉 = |F = 1,mF = 0〉, where
F is the quantum number of total internal angular momen-
tum and mF is the magnetic quantum number. The transition
frequency between |0C〉 and |1C〉 is 12642.826 MHz. Qubits X
and Y are encoded within the ground and first excited states
of two radial motional modes in 171Yb+ , denoted as |0X〉,
|1X〉 and |0Y〉, |1Y〉. The trap frequencies of modes X and Y
are given by 2.53 MHz and 2.00 MHz. After suitable prepro-
cessing, information encoded within the control qubit can be
forwarded to an external server via a suitable interface where
the action of U is out-sourced.
the control. Since ρ1 is input-independent, any means
of preparing this state is equally valid. Here, we per-
form preprocessing without explicitly using the CSWAP
gate, with no impact on practical usages and scalability
(see supplementary materials A). Subsequently, a second
SWAP is then used to interchange information between
X and C – enabling C to be used as the interface qubit.
During postprocessing, a second CSWAP gate is nec-
essary for extracting information about |T (U)| from ρ2.
This ρ2 is input-dependent, thus the CSWAP gate needs
to be synthesized online. In our experiment, we pioneer a
technique to achieve this involving motional qubits and a
sequence of Raman laser beams together with microwaves
(see Fig. 3. The full implementation of CSWAP is il-
lustrated in supplementary materials A). Appropriately
configured measurements on qubit C via fluorescence de-
tection will then have measurement outcomes with an
expectation value of |T (U)|2. Repeated applications of
the protocol thus efficiently estimate |T (U)| to any spec-
ified accuracy.
To characterize the faithfulness of our CSWAP op-
eration, we find its 8 × 8 truth table. The implemen-
tation achieves a fidelity (classical gate fidelity [30]) of
0.85 ± 0.02 (see supplementary materials C for details).
In methods, we illustrate that effects of these imperfec-
tions can be mitigated – such that use of our CSWAP op-
erations does not impact Alice’s capability to efficiently
estimate |T (U)| to any fixed error.
Experimental Benchmarks – To benchmark Alice’s
protocol, our experiment also needs to simulate the ac-
tions of the server Bob. Critically, we ensure that our ex-
perimental procedure for enacting Alice’s modular DQC1
protocol in both preprocessing and postprocessing re-
FIG. 3. Implementation of the control SWAP gate.
A CSWAP operation on X and Y represents coherently in-
terchanging the populations of |1C0X1Y〉 and |1C1X0Y〉. In
experiment this is achieved as follows: first, we temporar-
ily shelve |0C〉 into an ancillary Zeeman level |±ZC〉 =
|F = 1,mF = ±1〉 by microwave pulses. The two Zeeman lev-
els |ZC〉 and |−ZC〉 are employed sequentially with equal du-
ration, so that the AC stark shift and energy level jittering of
both Zeeman levels cancel. The transition between |0C〉 and
|±ZC〉 = |F = 1,mF = ±1〉 is realized by a microwave pulse
with frequency 12642.819 ± 9.507mF MHz. Meanwhile the
SWAP operation that interchanges |1C0X1Y〉 and |1C1X0Y〉
is realized by 3 sequential Raman pulses (see supplementary
materials A). Each Raman process is represented by a cube in
the figure, where an arrow indicates that population is trans-
ferred, and a dot shows population is not transferred. Sub-
sequently, the shelved |0C〉 is restored by a second microwave
pulse.
mains invariant regardless of which U is implemented.
Operationally, this enables us to simulate the following
scenario:
1. Alice performs relevant pre-processing and walks
away from her lab.
2. Bob then implements U on C in her absence.
3. Alice can then return to perform estimation of
|T (U)| without specific knowledge which U was im-
plemented, or what methodology Bob used.
This enables us to illustrate the core tenet of modular-
ity – that the client’s circuit does not need to change
depending on U .
During benchmarking, we assess Alice’s performance
for a wide range of unitaries U . Specifically, these in-
clude unitaries of the form Uσ(χ) = exp(−iχσ/2), where
σ ∈ {σ1, σ2, σ3} involves all three possible Pauli opera-
tors, and χ ∈ {0, pi/6, pi/3, pi/2, 2pi/3, 5pi/6, pi} as shown
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FIG. 4. Experimental results. Benchmarking results for modular DQC1 with 19 different server supplied unitary operations
Uk,χ = exp(−iχσk/2), where χ ranges over {0, pi/6, pi/3, pi/2, 2pi/3, 5pi/6, pi} and σk = σ1, σ2, σ3 ranges over all three standard
Pauli directions. (a) displays resulting experimental estimations of T (Uk,χ) (blue bars), as compared to theoretic predictions
(black lines). The disparity is due to decoherence. (b) Calibrating to account for this decoherence enables agreement between
theory and experiment. Error bars in both (a) and (b) meana a confidential interval with 95 % confidence.
in Fig. 4. For each choice of U , the protocol was executed
1000 times to obtain an estimation of |T (U)|2 – denoted
as M(U) – with standard error of approximately 0.02.
We compare these experimental results to their theo-
retical predictions in Fig. 4 a. As we can see, the ex-
perimental estimations of |T (U)|2 are significantly lower
than their true values. Fortunately, Alice is able to cali-
brate her device to account for these errors. To do this,
she assumes the resulting estimations M are offset by a
scaling factor of λ, i.e., M(U) = λ|T (U)|2. Alice can
determine λ by first bench-marking her device against
an ‘identity server’ (e.g. preforming pre-processing and
post-processing without calling on the services of Bob).
The effectively evaluates M(I) – which should output 1
under ideal conditions, and thus enables immediate esti-
mation of λ. She can then scale all results by a factor of
1/λ. As this scaling is independent of how the server im-
plements U , this form of error correction does not impact
modularity of the procedure.
In our experiment, the value λ is determined to be
0.69±0.02 to a confidence level of 95%. The re-calibrated
estimations for |T (U)|2 are plotted with theoretical pre-
dictions in Fig. 4 b. As we can see, Alice’s estimations
of |T (U)|2 are now in good agreement with their true
values. As such, we illustrates that modular DQC1 can
continue to operate in today’s experimental conditions.
Discussion – Here, we experimentally demonstrated
the first modular quantum protocol – a variation of the
standard DQC1 protocol that allows a device to deter-
mine the normalized trace of a completely unknown uni-
tary process U . The experiment illustrates how Alice can
outsource part of the computation to Bob – namely the
realization of U . Alice needs no knowledge of how Bob
chooses to realize U . The only information Alice and Bob
need to share is an agreement on how to communicate
quantum information to each other. Modular architec-
ture has been critical in distributed classical computing.
Our experiment presents its analogue in the quantum
regime.
Our implementation involved the design and realiza-
tion a coherent quantum controlled swap gate, swap-
ping two motional modes of a trapped ion depending on
its internal hyperfine states. This technique presents a
more favourable means of scaling than encoding qubits
only within the internal states of ions. In supplemen-
tary materials A, we illustrate that our techniques can
be adapted to efficiently swap two registers containing
many motional modes, controlled on the hyperfine states
of single ion. Meanwhile employing higher-energy excita-
tions of the motional modes can enable potential coherent
swaps of continuous variable degrees of freedom. These
techniques provide possible means of realizing a num-
ber of interesting quantum protocols, including quantum
anomaly detection [31], and quantum computing with
continuous variable encodings [32].
5METHODS
Formal Framework – A quantum application pro-
gramming interface (API) specifies a public agreement
between a client and server in how to communicate quan-
tum information [15]. In particular, an interface I in-
volves two tuples:
1. Iin = (Sin,Hin,Bin) consisting of the physical sys-
tem Sin, and precise Hilbert space Hin which Alice
promises to use to deliver information to the server,
as well as the computational basis Bin which Alice
will use to encode this information.
2. Iout = (Sout,Hout,Bout) consisting of the exact
physical system Sout, Hilbert space Hout and com-
putational basis Bout which the server will use to
return output quantum information to Alice.
We then say that a server, Bob, implements U via inter-
face I if on delivery of |φ〉 encoded within Iin, Bob will
return U |φ〉 encoded within Iout. Note that in many
settings, our experiment included, Iin = Iout.
Once an interface is agreed. Alice can then design
modular algorithms that take advantage of Bob’s service.
Formally, we define two possible classes of elementary
actions
1. Implement some elementary circuit elements (e.g. a
elementary quantum gate, a single-qubit measure-
ment)
2. Call upon the server to act on Sin and wait for
reception of Sout
A modular quantum algorithm is then defined as a U -
independent sequence of elementary actions that enable
Alice to realize a quantum process P[U ] whenever Bob
implements U . In our experiment, P[U ] was a quan-
tum process whose output allowed efficient estimation of
tr(U). The key advantages of this modular architecture
is that it ensures
• Independence of realization – Alice’s algorithm re-
alizes P[U ], irrespective of what sequence of phys-
ical operations Bob uses to implement U .
• Independence of function – If Alice wishes to real-
izes P[V ], she does not need to modify her algo-
rithm. She just needs to find a server that imple-
ments V instead of U via interface I.
We note also that while in many practical scenarios,
client and server would be spatially separated, this need
not be the case. An examples of local APIs in the clas-
sical setting are soft-ware packages, where certain func-
tions can be invoked as subroutines without needing to
know their details.
Client Error Calibration – Here we illustrate de-
tails of how Alice can calibrate her device to account
for experimental noise in her setup. Specifically, the ex-
pected output state of the circuit immediately prior to
the measurement is
ρideal =
1
22n+1
(
I⊗2n U ⊗ U†
U† ⊗ U I⊗2n
)
. (1)
Measurement in Pauli-X basis then yields the desired
expectation value of 〈σ1〉ideal = |T (U)|2. By the cen-
tral limit theorem, she can thus estimate |T (U)|2 to any
specified accuracy  by repeating the procedure O(1/2)
times.
In our actual experiment, Alice’s device is not ideal.
The dominant noise occurs during the implementation
of CSWAP gate, caused by fluctuations in the magnetic
field, trap frequencies, polarization and intensity of the
Raman lasers. This introduces decoherence, such that
Alice obtains
ρexp = λρideal + (1− λ) I
22n+1
(2)
in place of ρideal, where 0 ≤ 1 − λ ≤ 1 benchmarks
the level of effective decoherence. Subsequent Pauli-X
yields expectation values 〈σ1〉exp = λ|T (U)|2. Alice can
estimate the value of λ by effectively running modular
DQC1 using U = I, without making use of a third
party service. Once λ is determined, Alice can miti-
gate the effects of noise by setting her estimation to be
|T (U)|2est = 〈σ1〉exp/λ, enabling an estimation of accu-
racy  with O(λ−2−2) server calls. Therefore our mod-
ular DQC1 algorithm is resilient to experimentally dom-
inant sources of noise on the part of client.
We note that in this entire procedure, Alice’s actions
does not depend on which unitary Bob implements, or
how he chooses to implement this unitary. Thus the
noise-corrections do not affect the modular nature of the
algorithm.
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8FIG. 5. Circuits of implementing preprocessing.
Pre-processing involves simulating the desired mixed state
through a statistical mixture of four separate circuits, where
the output of each circuit is the same as the corresponding
circuit in left column.
Appendix A: Experimental Details
Our experiment consists of three logical qubits: The
control qubit C that is encoded within the hyperfine lev-
els of an 171Yb+ ion and the reservoir qubits X and Y
that correspond the ground and first excited states of
the ion’s two motional degrees of freedom. Operations
on C are enabled by microwave pulses, which inact the
Hamiltonians
R0(χ, φ) = exp
[
− iχ
2
(
e−iφ |1C〉 〈0C|+ H.c.
)]
, (A1)
R±Z(χ, φ) = exp
[
− iχ
2
(
e−iφ |±ZC〉 〈0C|+ H.c.
)]
.(A2)
Here the carrier operation R0(χ, φ) drives the cou-
pling |0C〉 ↔ |1C〉, meanwhile the Zeeman opera-
tions R±Z(χ, φ) drive the coupling |0C〉 ↔ |±ZC〉 reso-
nantly. Coupling with X and Y are enabled by counter-
propagating Raman laser beams, which execute blue side-
band operations between hyperfine and motional levels
RX(χ, φ) = exp
[χ
2
(
e−iφσ+a
†
X − eiφσ−aX
)]
, (A3)
RY(χ, φ) = exp
[χ
2
(
e−iφσ+a
†
Y − eiφσ−aY
)]
, (A4)
where σ+ = |1C〉 〈0C|, σ− = |0C〉 〈1C|, aX (a†X) and aY
(a†Y) are the annihilation (creation) operators of motional
modes X and Y. We proceed to describe the experimental
details for realizing (i) preprocessing, (ii) postprocessing
and (iii) the actions of the server.
Preprocessing – We engineer the required mixed
state ρ1 by building 4 separate 3-qubit quantum circuits
Cl,m, such that the action of Cl,m converts |0〉C |0〉X |0〉Y
to |φl,m〉, where
|ψl,m〉 = (|0ClXmY〉+ |1CmXlY〉)/
√
2. (A5)
A diagram of each circuit is depicted in Fig. 5. Alge-
braically, the actions can be described as
|0C0X0Y〉 → |0C〉+ |1C〉√
2
|0X〉 |0Y〉 = |ψ′0,0〉 , (A6)
|0C0X0Y〉 → |0C〉+ |1C〉√
2
|0X〉 |0Y〉 (A7)
→ |ψ′0,1〉 =
|0C0X1Y〉 − |1C1X0Y〉√
2
, (A8)
|0C0X0Y〉 → |0C〉+ |1C〉√
2
|0X〉 |0Y〉 (A9)
→ |ψ′1,0〉 =
|0C1X0Y〉+ |1C0X1Y〉√
2
, (A10)
|0C0X0Y〉 → |0C1X1Y〉 (A11)
→ |ψ′1,1〉 =
|0C〉+ |1C〉√
2
|1X〉 |1Y〉 . (A12)
An equal statistical mixing of these four states then gives
us the mixed state
ρ′1 =
1
4
1∑
l,m=0
|ψ′l,m〉 〈ψ′l,m| = Z†1ρ1Z1, (A13)
where the phase shift
Z1 = Diag (1, 1, 1, 1, 1,−1, 1, 1) , (A14)
caused by the minus sign of |ψ′0,1〉 in Eq. (A8), has no
effect on the results (See Sec. B). The detailed of imple-
mentation of each process is shown in Tab. I.
The final element of the preprocessing is to map infor-
mation between X and C, for delivery to the server. In
the theoretical protocol, this is achieved by a SWAP gate
between X and C. While this gate is difficult to achieve
in our ion trap setup, we developed a suitable sequence
9TABLE I. Implementation of preprocessing. Each sequence shown in the right column implements the corresponding
operation shown in the left column.
Operation Sequence
|0C0X0Y〉 → (|0C0X0Y〉+ |1C0X0Y〉)/
√
2 R0(pi/2,−pi/2)
|0C0X0Y〉 → (|0C0X1Y〉 − |1C1X0Y〉)/
√
2 R0(pi/2,−pi/2), R0(pi, pi/2), R−Z(pi, 0), R0(pi,−pi/2),
RY(pi, 0), R0(pi, pi/2), R−Z(pi, 0), RX(pi, 0), R−Z(pi, pi)
|0C0X0Y〉 → (|0C1X0Y〉+ |1C0X1Y〉)/
√
2 R0(pi/2,−pi/2), R0(pi, pi/2), R−Z(pi, 0), R0(pi,−pi/2),
RX(pi, 0), R0(pi, pi/2), R−Z(pi, 0), RY(pi, pi), R−Z(pi, pi)
|0C0X0Y〉 → (|0C1X1Y〉+ |1C1X1Y〉)/
√
2 RX(pi, 0), R0(pi, pi/2), RY(pi, pi), R0(pi, pi/2), R0(pi/2,−pi/2)
TABLE II. Implementation of postprocessing. Here
α = arccos
[
csc(pi/
√
2)/
√
2
]
and γ = φ− arccos [cot(pi/√2)].
Operation Sequence
F (φ) R−Z(pi, 0),
RY(pi, pi), RX(pi/
√
2, γ), RX(pi/
√
2, 2α+ γ),
RZ(pi, pi), R−Z(pi, pi), RZ(pi, 0),
RX(pi/
√
2, 2α+ γ), RX(pi/
√
2, γ), RY(pi, 0),
RZ(pi, pi)
TABLE III. Implementation of modified SWAP gate.
Here α = arccos
[
csc(pi/
√
2) sin(χ/4)
]
and γ = φ −
arccos
[
cot(pi/
√
2) tan(χ/4)
]
.
Operation Sequence
U(χ, θ, φ) R0(pi/2− θ, φ+ pi/2), R0(χ, φ),
R0(pi/2− θ, φ− pi/2)
SX(χ, φ) RX(pi/
√
2, γ), RX(
√
2pi, 2α+ γ),
RX(pi/
√
2, γ)
of Raman operations (see Tab. III) that implement the
class of two-qubits operations
SX(χ, φ) =

cos χ2 − sin χ2 eiφ
1
1
sin χ2 e
−iφ cos χ2
 (A15)
with basis |0C0X〉, |1C0X〉, |0C1X〉 and |1C1X〉 that works
as a suitable replacement – provided a suitably modified
SWAP gate is also used during post-processing.
To see this, let UC denotes action of U on qubit C, UX
the action of U on qubit X. We then observe that
SX(pi, pi)UCSX(pi, 0) = Z2U
∗
XZ
†
2 , (A16)
where the phase shift
Z2 = Diag (1,−1, 1, 1) (A17)
has no effect on measurement results (See Sec. B for
proof), and U∗ has the same effect on the results as
U , since |tr(U∗)| = |tr(U)|. Thus during pre-processing
stage, Alice replaces the SWAP gate with the gate
SX(pi, 0). Once done, Alice can out-source qubit C to
a third party for realization of U .
Postprocessing – The postprocessing module con-
sists of two steps. The first is to perform a suitably
modified SWAP gate between C and X. This is done
by realization of the gate SX(pi, pi) (again using the pulse
sequence given in Tab. III).
The second step is application of a CSWAP gate on X
and Y using qubit C as a control. To do this, we first
develop a means of implementing the following 3 qubit
gate
F (φ) =

1
1
1
1
1
−eiφ
e−iφ
1

(A18)
with basis |0C0X0Y〉, |0C0X1Y〉, · · · , |1C1X1Y〉. Specif-
ically, when qubit C is in state |0C〉, it is temporarily
shelved into Zeeman levels |±ZC〉. We first transfer |0C〉
to |−ZC〉 by R−Z(pi, 0) in the beginning. At halfway,
|−ZC〉 is transferred to |ZC〉 by sequence RZ(pi, pi),
R−Z(pi, pi), RZ(pi, 0). Finally, we transfer |ZC〉 back
to |0C〉 by RZ(pi, pi) in the end. When qubit C is in
state |1C〉, a swap of populations between |1C0X1Y〉 and
|1C1X0Y〉 is executed by sequence RY(pi, pi), SX(pi, φ),
RY(pi, 0). The full implementation of F (φ) is shown in
Tab. II.
During postprocessing, we perform operation F (0) =
F0Z3, where F0 is a standard CSWAP gate, and the
phase shift
Z3 = Diag(1, 1, 1, 1, 1,−1, 1, 1) (A19)
has no effect on the results (proved in Sec. B).
The final step – a σ1 measurement on qubit C – is re-
alized by sequentially applying Hadamard gate and stan-
dard fluorescence detection.
Benchmarking – To benchmark the modular DQC1
protocol, we take on the role of the server, Bob, who is
out-sourced by Alice to apply a unitary U on qubit C
before returning it to Alice for postprocessing.
To test modularity, we needed to ensure that Alice’s
device could correctly estimate |T (U)| for any possible
U without modification. As such, in experiment, our
simulation of the server needs to synthesize a wide variety
of possible U . To do this, we developed a generic scheme
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FIG. 6. The circuit Cl,m realizing a scalable version
of the preprocessing module. In this picture the n-qubits
in registers X and Y have been interlaced so that the order
of representation is qubit 0 of register Y, qubit 0 of register
X, qubit 1 of register Y, qubit 1 of register X, etc. The first
step of the general preprocessing module involves generating
two n-bit strings l = ln−1 · · · l1l0 and m = mn−1 · · ·m1m0 at
random. Afterwards we take the i-th qubit of each register
and apply the not gate to the power of li×mi to both qubits.
This gate Xlimi flips the target qubit whenever li = mi = 1.
We also apply the Hadamard gate H, locally to the control
qubit. Finally we implement the gate Pli,mi between the i-th
qubit of each register and the control, where P0,0, P0,1, P1,0
and P1,1 are defined in Fig. 5.
for synthesizing
U = exp
(
−iχ
2
σθ,φ
)
(A20)
where
σθ,φ =
( − cos θ sin θeiφ
sin θe−iφ cos θ
)
(A21)
for general values of χ, θ and φ using microwave opera-
tions (see Tab. III).
In the experiment, we benchmarked Alice for 19 dif-
ferent choices of U . For each choice, we executed 1000
runs for each possible choice of l and m, resulting in a to-
tal of 4000 runs. Thus in total, the experiment involved
4× 19× 1000 = 76000 measurements.
Potential Scalability – Here we outline a potential
means for scaling our postprocessing and preprocessing
modules so that they may be used to build a modular
DQC1 algorithm that evaluates |T (U)| for some 2n × 2n
unitary. Recall that such a algorithm involves 1 control
FIG. 7. Scalability of the CSWAP gate in the post-
processing module. A CSWAP gate with n-qubit registers,
as shown in left circuit, is equivalent to a combination of n
CSWAP gates with 1-qubit registers, as shown in right circuit.
qubit C, together with two 2n-dimensional registers, X
and Y.
Consider encoding each 2n-dimensional register to the
ground and first excited states of n motional modes. For
each 2n-dimensional register, we can label the elements
of a complete basis by n-bit binary strings, such that the
X register basis is indexed by l = ln−1 · · · l1l0 and the Y
register is indexed by m = mn−1 · · ·m1m0.
To scale the preprocessing module up, we start by gen-
erating two n-bit binary strings at random, then we syn-
thesize the circuit Cl,m described by Fig. 6. Meanwhile
the postprocessing module can be scaled up to the gen-
eral case of two 2n-dimensional registers by repeatedly
conducting F (0) (see Fig. 7).
If Alice repeats the above for each call to the server,
and after K calls (where K scales as polynomial of n), we
are then able to estimate |T (U)| to some fixed accuracy.
Appendix B: Invariance to Phase Shifts
Observe that in our implementation, many operations
are synthesized up to some phase shift. Here we prove
that these phase shifts, namely the phase gates, Z1, Z2
and Z3 (see Eq. (A14)(A17)(A19)), have no effect on the-
oretical expectation value 〈σ1〉. In fact, the above con-
clusion is true for general n, as long as Z1 = Z3. In this
case, the state before measurement is
ρ′3 = F0Z1Z2UXZ
†
2Z
†
1F0
(
I I
I I
)
F0Z1Z2U
†
XZ
†
2Z
†
1F0/N
′
= 1N ′ ΛF0UXF0Λ
†
(
I I
I I
)
ΛF0U
†
XF0Λ
†
=
(
Λ0UXΛ
†
0
Λ1UYΛ
†
1
)(
I I
I I
)
(
Λ0U
†
XΛ
†
0
Λ1U
†
YΛ
†
1
)
/N ′
= 1N ′
(
I Λ0UXΛ
†
0Λ1U
†
YΛ
†
1
Λ1UYΛ
†
1Λ0U
†
XΛ
†
0 I
)
(B1)
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with basis |0C〉 and |1C〉, where I is the identity matrix,
Λ = F0Z1Z2F0 =
(
Λ0
Λ1
)
(B2)
has only eigenvalues of ±1, and N ′ is the dimension of
system. For general n, the client possesses 1 control qubit
and 2 registers, and the server possesses 1 register. Thus
N ′ = 2N3. In our special case, the control qubit serves
as server register. Thus N ′ = 8.
We derive the expectation value 〈σ1〉 of ρ′3
〈σ1〉 = tr
(
Λ0UXΛ
†
0Λ1U
†
YΛ
†
1 + h.c.
)
/N ′
=
∑
l,m 〈l|Λ0UXΛ†0 |m〉 〈m|Λ1U†YΛ†1 |l〉 /N ′ + h.c.
=
∑
m 〈m|UX |m〉 〈m|U†Y |m〉 /N ′ + h.c.
= tr(U ⊗ U† + U† ⊗ U)/(2N)
= |tr(U)/N |2,
(B3)
where |l〉 = |m〉 (if |l〉 6= |m〉, then 〈l|UX |m〉 = 0 or
〈l|UY |m〉 = 0) traverses the N ′ eigenstates of Λ, and U
is an N ×N matrix. Thus we prove our conclusion.
Appendix C: Performance of CSWAP gate
The theoretical result of F (0) is defined in Eq. (A18).
In experiment, we obtain the absolute value of each ma-
trix element of F (0). We also obtain the phase of any
element that has a absolute value of 1 in theory. These
are all done by measuring population | 〈ϕ|F (0) |ψ〉 |2 for
necessary inputs |ψ〉 and outputs |ϕ〉. The resulting out-
comes are depicted in Fig. 8. Each measurement
| 〈ϕ|F (0) |ψ〉 |2 = | 〈1C1X1Y|RoF (0)Ri |0C0X0Y〉 |2
(C1)
consists of the foolowing 5 steps. First, we prepare
|0C0X0Y〉 by standard sideband cooling. Second, we con-
duct Ri, which prepares |ψ〉 from |0C0X0Y〉 (see Tab. IV).
Third is F (0). Fourth is Ri, which transforms output |ϕ〉
to |1C1X1Y〉 (see Tab. V). And the last is the population
measurement of |1C1X1Y〉 (see Tab. VI).
To measure the population of |1C1X1Y〉, we develop
PX(φ) operation that instigates pi transitions for both
|0C0X〉 ↔ |1C1X〉 and |0C1X〉 ↔ |1C2X〉, and PY(φ)
operation which is defined similarly (see Tab. VI). By
a proper sequence that involves PX(0) and PY(0), we
are able to transforms |1C1X1Y〉 to |0C〉, and |0C0X0Y〉,
|0C0X1Y〉, · · · , |1C1X0Y〉 to |1C〉 (see Tab. VI). After this
sequence, |1C1X1Y〉 population measurement can then be
completed by measuring the population of |0C〉, which
is realized by standard fluorescence detection and de-
tection error correction. We note that, our method of
|1C1X1Y〉 measurement works only for the state that not
populates |(l > 1)X〉 and |(m > 1)Y〉. Our protocol nat-
urally ensures that F (0) |ψ〉 fulfills this condition. To
make RoF (0) |ψ〉 still fulfills, we cannot use RX and RY
for the implementation of Ro. Instead, we use SX (see
FIG. 8. The truth table of control SWAP gate. Vi-
sual representation of relevant probabilities and the phases
of the CSWAP gate in the computational basis. The area of
the orange disk on the lth column and mth row reflects the
probability of obtaining corresponding output |l〉 given corre-
sponding input |m〉, where l,m range over all binary repre-
sentations of the 3 encoded qubits. So the radius of the disk
is proportional to | 〈l|F |m〉 |. Meanwhile, the orientation of
each black arrow on the disk gives the phase information of
corresponding element 〈l|F |m〉. The radius and orientation
of the blue disk represents an amplitude of 1 and a phase of
0. Note that the negative phase 〈1C0X1Y|F |1C1X0Y〉 = −1
is consequence of the choice of physical realization, and does
not affect computational output (see supplementary materials
C).
Eq. (A15)), and SY, which works on Y mode and qubit
C similar to SX.
In experiment, we first let |ϕ〉 and |ψ〉 traverse
|0C0X0Y〉, |0C0X1Y〉, · · · , |1C1X1Y〉. Hence, we obtain
the absolute value of each matrix element of F (0) by
square root. Then we obtain the phase of any element
as follows. For any base states |l〉 and |k〉, by letting |ϕ〉
traverse |l〉, |k〉, (|l〉 + |k〉)/√2 and (|l〉 + i |k〉)/√2, we
can obtain
|(〈l|+ 〈k|)F (0) |ψ〉|2−(
|〈l|F (0) |ψ〉|2 + |〈k|F (0) |ψ〉|2
)
= 〈l|F (0) |ψ〉 〈ψ|F (0) |k〉+ h.c.
(C2)
|(〈l| − i 〈k|)F (0) |ψ〉|2−(
|〈l|F (0) |ψ〉|2 + |〈k|F (0) |ψ〉|2
)
= i 〈l|F (0) |ψ〉 〈ψ|F (0) |k〉 − h.c.
(C3)
Supposing 〈l|F (0) |m〉 and 〈k|F (0) |q〉 are matrix ele-
ments that satisfy | 〈l|F (0) |m〉 | = | 〈k|F (0) |q〉 | = 1 in
theory, by letting |ψ〉 = (|m〉+ eiφ |q〉)/√2, we have
arg
〈k|F (0) |q〉
〈l|F (0) |m〉 ≈ arg
〈k|F (0) |ψ〉
〈l|F (0) |ψ〉 = arctan
(C3)
(C2)
.
(C4)
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TABLE IV. Implementation of Ri.
Operation Sequence
|0C0X0Y〉 → |0C0X1Y〉 RY(pi, 0), R0(pi, pi/2)
|0C0X0Y〉 → |0C1X0Y〉 RX(pi, 0), R0(pi, pi/2)
|0C0X0Y〉 → |0C1X1Y〉 RX(pi, 0), R0(pi, pi/2), RY(pi, 0), R0(pi, pi/2)
|0C0X0Y〉 → |1C0X0Y〉 R0(pi,−pi/2)
|0C0X0Y〉 → |1C0X1Y〉 RY(pi, 0)
|0C0X0Y〉 → |1C1X0Y〉 RX(pi, 0)
|0C0X0Y〉 → |1C1X1Y〉 RX(pi, 0), R0(pi, pi/2), RY(pi, 0)
|0C0X0Y〉 → (|0C0X0Y〉+ |1C0X0Y〉)/
√
2 R0(pi/2,−pi/2)
|0C0X0Y〉 → (|0C0X0Y〉+ |1C0X1Y〉)/
√
2 RY(pi/2, 0)
|0C0X0Y〉 → (|0C0X0Y〉+ |1C1X0Y〉)/
√
2 RX(pi/2, 0)
|0C0X0Y〉 → (|0C0X1Y〉+ |1C1X0Y〉)/
√
2 R−Z(pi/2,−pi/2), RY(pi, 0), R0(pi, pi/2),
R−Z(pi, pi/2), RX(pi, 0), R−Z(pi,−pi/2)
|0C0X0Y〉 → (|0C0X1Y〉+ |1C1X1Y〉)/
√
2 RY(pi, 0), R0(pi, pi/2), RX(pi/2, 0)
|0C0X0Y〉 → (|0C1X0Y〉+ |1C0X1Y〉)/
√
2 R−Z(pi/2,−pi/2), RX(pi, 0), R0(pi, pi/2),
R−Z(pi, pi/2), RY(pi, 0), R−Z(pi,−pi/2)
|0C0X0Y〉 → (|0C1X0Y〉+ |1C1X1Y〉)/
√
2 RX(pi, 0), R0(pi, pi/2), RY(pi/2, 0)
|0C0X0Y〉 → (|0C1X1Y〉+ |1C1X1Y〉)/
√
2 RX(pi, 0), R0(pi, pi/2), RY(pi, 0), R0(pi/2, pi/2)
|0C0X0Y〉 → (|0C0X0Y〉+ i |1C0X0Y〉)/
√
2 R0(pi/2, pi)
|0C0X0Y〉 → (|0C0X0Y〉+ i |1C0X1Y〉)/
√
2 RY(pi/2,−pi/2)
|0C0X0Y〉 → (|0C0X0Y〉+ i |1C1X0Y〉)/
√
2 RX(pi/2,−pi/2)
|0C0X0Y〉 → (|0C0X1Y〉+ i |1C1X0Y〉)/
√
2 R−Z(pi/2,−pi/2), RY(pi, 0), R0(pi, pi/2),
R−Z(pi, pi/2), RX(pi,−pi/2), R−Z(pi,−pi/2)
|0C0X0Y〉 → (|0C0X1Y〉+ i |1C1X1Y〉)/
√
2 RY(pi, 0), R0(pi, pi/2), RX(pi/2,−pi/2)
|0C0X0Y〉 → (|0C1X0Y〉+ i |1C0X1Y〉)/
√
2 R−Z(pi/2,−pi/2), RX(pi, 0), R0(pi, pi/2),
R−Z(pi, pi/2), RY(pi,−pi/2), R−Z(pi,−pi/2)
|0C0X0Y〉 → (|0C1X0Y〉+ i |1C1X1Y〉)/
√
2 RX(pi, 0), R0(pi, pi/2), RY(pi/2,−pi/2)
|0C0X0Y〉 → (|0C1X1Y〉+ i |1C1X1Y〉)/
√
2 RX(pi, 0), R0(pi, pi/2), RY(pi,−pi/2), R0(pi/2, 0)
TABLE V. Implementation of Ro.
Operation Sequence
|0C0X0Y〉 → |1C1X1Y〉 SX(pi, 0), R0(pi, pi/2), SY(pi, 0)
|0C0X1Y〉 → |1C1X1Y〉 SX(pi, 0)
|0C1X0Y〉 → |1C1X1Y〉 SY(pi, 0)
|0C1X1Y〉 → |1C1X1Y〉 R0(pi,−pi/2)
|1C0X0Y〉 → |1C1X1Y〉 R0(pi, pi/2), SX(pi, 0), R0(pi, pi/2), SY(pi, 0)
|1C0X1Y〉 → |1C1X1Y〉 R0(pi, pi/2), SX(pi, 0)
|1C1X0Y〉 → |1C1X1Y〉 R0(pi, pi/2), SY(pi, 0)
(|0C0X0Y〉+ |1C0X0Y〉)/
√
2→ |1C1X1Y〉 R0(pi/2, pi/2), SX(pi, 0), R0(pi, pi/2), SY(pi, 0)
(|0C0X0Y〉+ |1C0X1Y〉)/
√
2→ |1C1X1Y〉 SY(pi/2, 0), R0(pi, pi/2), SX(pi, 0)
(|0C0X0Y〉+ |1C1X0Y〉)/
√
2→ |1C1X1Y〉 SX(pi/2, 0), R0(pi, pi/2), SY(pi, 0)
(|0C0X1Y〉+ |1C0X1Y〉)/
√
2→ |1C1X1Y〉 R0(pi/2, pi/2), SX(pi, 0)
(|0C0X1Y〉+ |1C1X1Y〉)/
√
2→ |1C1X1Y〉 SX(pi/2, 0)
(|0C1X0Y〉+ |1C1X0Y〉)/
√
2→ |1C1X1Y〉 R0(pi/2, pi/2), SY(pi, 0)
(|0C1X0Y〉+ |1C1X1Y〉)/
√
2→ |1C1X1Y〉 SY(pi/2, 0)
(|0C1X1Y〉+ |1C1X1Y〉)/
√
2→ |1C1X1Y〉 R0(pi/2,−pi/2)
(|0C0X0Y〉+ i |1C0X0Y〉)/
√
2→ |1C1X1Y〉 R0(pi/2, 0), SX(pi, 0), R0(pi, pi/2), SY(pi, 0)
(|0C0X0Y〉+ i |1C0X1Y〉)/
√
2→ |1C1X1Y〉 SY(pi/2,−pi/2), R0(pi, pi/2), SX(pi, 0)
(|0C0X0Y〉+ i |1C1X0Y〉)/
√
2→ |1C1X1Y〉 SX(pi/2,−pi/2), R0(pi, pi/2), SY(pi, 0)
(|0C0X1Y〉+ i |1C0X1Y〉)/
√
2→ |1C1X1Y〉 R0(pi/2, 0), SX(pi, 0)
(|0C0X1Y〉+ i |1C1X1Y〉)/
√
2→ |1C1X1Y〉 SX(pi/2,−pi/2)
(|0C1X0Y〉+ i |1C1X0Y〉)/
√
2→ |1C1X1Y〉 R0(pi/2, 0), SY(pi, 0)
(|0C1X0Y〉+ i |1C1X1Y〉)/
√
2→ |1C1X1Y〉 SY(pi/2,−pi/2)
(|0C1X1Y〉+ i |1C1X1Y〉)/
√
2→ |1C1X1Y〉 R0(pi/2, pi)
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TABLE VI. Implementation of |1C1X1Y〉 measurement. Here |1C1X1Y〉 → |0C〉 stands for a operation that transforms
only |1C1X1Y〉 to |0C〉, and all other 7 base states to |1C〉.
Operation Sequence
PX(φ) RX(pi/2, φ), RX(pi/
√
2, φ+ pi/2), RX(pi/2, φ)
PY(φ) RY(pi/2, φ), RY(pi/
√
2, φ+ pi/2), RY(pi/2, φ)
|1C1X1Y〉 → |0C〉 PX(0), R0(pi,−pi/2), PY(0)
In practice, we let |ψ〉 traverse (|m〉 + |q〉)/√2 and
(|m〉 + i |q〉)/√2, and average their results of Eq. (C4).
We define the phase of 〈0C0X0Y|F (0) |0C0X0Y〉 to
be 0, and measure the relative phases between
〈0C0X0Y|F (0) |0C0X0Y〉 and 〈1C0X0Y|F (0) |1C0X0Y〉,
〈0C0X0Y|F (0) |0C0X0Y〉 and 〈1C0X1Y|F (0) |1C1X0Y〉,
〈0C0X0Y|F (0) |0C0X0Y〉 and 〈1C1X0Y|F (0) |1C0X1Y〉,
〈0C0X1Y|F (0) |0C0X1Y〉 and 〈1C0X1Y|F (0) |1C1X0Y〉,
〈0C0X1Y|F (0) |0C0X1Y〉 and 〈1C1X1Y|F (0) |1C1X1Y〉,
〈0C1X0Y|F (0) |0C1X0Y〉 and 〈1C1X0Y|F (0) |1C0X1Y〉,
〈0C1X0Y|F (0) |0C1X0Y〉 and 〈1C1X1Y|F (0) |1C1X1Y〉,
〈0C1X1Y|F (0) |0C1X1Y〉 and 〈1C1X1Y|F (0) |1C1X1Y〉.
Thus we have the phases of all 8 major elements.
