The effect of using pitch and duration for symbolic music retrieval by Suyoto, I & Uitdenbogerd, A
?Thank
?
??????
???????
??????
?
?
Citatio
See th
Version
Copyri
Link to
??
?
you for do
??????????
??????????
??????????
n: 
is record i
:
ght Statem
 Published
?
wnloading
??????????
?????????????
??????????????????????????????????????????
n the RMI
ent: ©  
 Version:
 this docum
????????????
??????????
T Researc
ent from 
??????????
?
h Reposit
the RMIT R
??????????
ory at:  
esearch R
??????????
epository
??????????
????
??
PLEASE DO NOT REMOVE THIS PAGE
Suyoto, I and Uitdenbogerd, A 2008, 'The effect of using pitch and duration for symbolic
music retrieval', in Rob McArthur, Paul Thomas, Andrew Turpin, Mingfang Wu (ed.)
Proceedings of the Thirteenth Australasian Document Computing Symposium, Hobart,
Australia, 8 December, 2008.
https://researchbank.rmit.edu.au/view/rmit:12801
Published Version
Copyright for this article remains with the authors.
http://es.csiro.au/adcs2008/proceedings/p07-suyoto.pdf
The Effect of Using Pitch and Duration for Symbolic Music Retrieval
Iman S. H. Suyoto and Alexandra L. Uitdenbogerd
School of Computer Science and Information Technology
RMIT University
Vic. 3001 Australia
{Iman.Suyoto,Alexandra.Uitdenbogerd}@rmit.edu.au
Abstract Quite reasonable retrieval effectiveness is
achieved for retrieving polyphonic (multiple notes at
once) music that is symbolically encoded via melody
queries, using relatively simple pattern matching tech-
niques based on pitch sequences. Earlier work showed
that adding duration information was not particularly
helpful for improving retrieval effectiveness. In this pa-
per we demonstrate that defining the duration infor-
mation as the time interval between consecutive notes
does lead to more effective retrieval when combined
with pitch-based pattern matching in our collection of
over 14 000 MIDI files.
Keywords Music information retrieval, Information
retrieval, Multimedia resource discovery, Pattern
matching
1 Introduction
The field of music information retrieval has as its aim
the development of technology to enable users to find
music that they are searching for. There are many ways
that users may wish to search for music, such as locat-
ing information about a song for which a small frag-
ment is remembered, finding music that is of a similar
style to an example, or simply searching for music that
the user might like. The reason for searching could be
simply to satisfy the user’s curiosity, check for copy-
right infringement, or to purchase new music.
One of the main problems studied in the field of
music information retrieval is that of retrieving music
given a query that is a melody fragment, such as a few
notes of the sung component of a verse of a song. The
problem’s complexity varies depending on the format
of the query and the music collection, with the sim-
plest being search of a symbolically encoded collec-
tion of melodies using a symbolically encoded melody.
In this paper, we use symbolic melody queries and a
polyphonic (multiple notes at once) collection of music.
Most of our early work [29, 34, 35] was restricted to
search using a representation of both queries and music
from the collection as sequences of pitches. Rhythm
information was ignored. This approach was shown
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to be competitive with more complex techniques in re-
cent evaluation exchanges [24, 31, 32] where the col-
lection was symbolically encoded. However, improve-
ment may be possible with the introduction of rhythm
information, potentially allowing matching techniques
to yield greater effectiveness for sung queries that are
likely to be less precise than those issued via a musical
keyboard or text-based encoding. In our experiments
we explore two different methods of encoding rhythm:
encoding the duration of each note in a melody and
inter-onset intervals (IOI) — the time interval between
successive notes. We found that improvement in re-
trieval effectiveness is possible using an IOI represen-
tation of rhythm.
2 Related Work
Much of previous research has shown that the pitch
feature is sufficient to support effective content-based
retrieval of music. The usage of both pitch and
rhythm has also been examined in past work by, for
example, McNab et al. [15], Chen and Chen [1],
Lemstro¨m et al. [12], Dannenberg et al. [2], Ferraro
and Hanna [5], Hanna et al. [8], Typke et al. [27],
and Lemstro¨m et al. [13]. Other than in our previous
work [23], the relative value of these features for
matching on large polyphonic collections has not been
measured. In addition, the benefit of string-matching
approaches in this scenario have not been thoroughly
investigated yet. We discuss each of these papers
below.
McNab et al. [15] investigated what combination of
pitch and duration features has the best discriminatory
power to distinguish one musical piece from others.
Their collection consisted of 9600 folksong melodies.
They examined both exact matching and approximate
matching (using dynamic programming as given in
Mongeau and Sankoff [18]). To represent the pitch
component of notes, they used pitch interval, which is
the difference in pitch between two adjacent notes, and
pitch contour, which is the movement direction from
a previous note to a current note, described further
in Uitdenbogerd and Yap [33]. They found that for
highly effective exact matching with rhythm, five notes
are sufficient. Without rhythm, about seven notes are
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required. For approximate matching (with rhythm), the
number of required notes increases to twelve.
A technique for retrieval by rhythmwas proposed in
Chen and Chen [1]. Every piece was represented by a
rhythm string, representing solely the rhythmic patterns
in that piece. In particular, a piece was divided into
measures, and the note durations in every measure in a
piece were captured as a unit. Pitches were ignored.
Every measure was stored as a node in a tree-based
index structure. Their paper emphasises the efficiency
of their approach, but fails to present how effective it is.
Their test collection only consisted of 102 folk songs
(the format of which is unspecified). The relatively
small size of the collection and the lack of effectiveness
benchmark make the merit of this approach question-
able.
Lemstro¨m et al. [12] introduced a technique that
represents a note as a combination of its pitch interval
(with respect to the note preceeding itself) and dura-
tion of a monophonic music sequence, called relative
interval slope. A sequence consists of n notes, each
of which is a pair of its pitch and its duration. The
interval slope sequence consists of n symbols, each is
the signed difference between the pitch of the current
note and that of the previous note, over the duration of
the previous note. The first symbol is a special case; it
is the pitch of the first note over the the duration of the
last note. If every symbol in the interval slope sequence
is denoted by ai;1≤ i≤ n, the relative interval sequence
consists of n symbols, each is ai for 1≤ i≤ 2 or aiai−1 for
i> 2. They conducted their experiment on a collection
of 6070 monophonic MIDI tracks. Only exact matches
were considered. It is not clear how many queries were
used. It is mentioned that the experiment run consisted
of 18000 searches, but the number of unique queries is
not mentioned. For queries with pattern length of 13 up
to 20, no false positive was generated.
In Dannenberg et al. [2], rhythmic information was
used for query-by-humming retrieval, with an answer
collection of MIDI files. Three melody encoding
approaches were evaluated. In the first approach, a
note is represented using its pitch interval and inter-
onset interval ratio. An inter-onset interval ratio is
encoded as a quantised value of five possible values as
devised in Pardo and Birmingham [19], which a pitch
interval is encoded as a quantised value of 25 possible
values. These make this encoding tempo-invariant
and transposition-invariant. Edit distance was used
as the similarity measure. In the second approach,
based on Mazzoni and Dannenberg [14], a piece was
divided into frames of equal time length, from each
of which the fundamental frequency is estimated. In
this case, note boundaries were ignored. The obtained
melody was then transposed 24 times, half a semitone
each time. Dynamic time warping was used for
matching. In the third approach, based on Meek and
Birmingham [16], a note was represented using its
pitch class and inter-onset interval, quantised based on
a log scale. Matching was performed using a hidden
Markov model. Two experiments were conducted.
The first experiment involved 160 queries (80 for
training and 80 for testing) and a collection of 10 000
synthetically generated pieces with a mean length of
40 notes as noise and 10 folk songs as targets. How
the 10 000 pieces were generated is not described. As
the result of this experiment, the third approach caused
73.75% of the test queries to obtain the target answer in
the first rank position, but the results for the other two
approaches were not reported. The second experiment
used two query sets. The first query set consists of
131 queries, whereas the second one consists of 165
queries. The first query set was run against a collection
of 258 Beatles pieces, and the second query set was run
against a collection of 868 popular songs. The third
approach was superior for the first query set, yielding
a mean reciprocal rank value of 27.0% (compared
to 21.0% for the second approach and 13.4% for the
first approach). For the second query set, the second
approach was superior, yielding a mean reciprocal
rank value of 32.9% (compared to 31.0% for the third
approach and 28.2% for the first approach).
Ferraro and Hanna [5] and Hanna et al. [8] explored
the use of duration information for monophonic mu-
sic matching. They examined using duration differ-
ences between two notes. It is not clearly specified
which two notes are meant. Combination of similarity
evidence is used to combine the pitch similarity score
(spitch) with the duration similarity score (sduration) us-
ing the formula given in Mongeau and Sankoff [18]:
stotal = spitch + ksduration where k is a weighting param-
eter. They claim that at k = 0.20, using duration infor-
mation improves retrieval effectiveness over the use of
pitch only.1 The statistical significance of their result is
not reported. Ferraro and Hanna [5] and Hanna et al. [8]
claim to obtain significantly different results from using
duration and disagree with our conclusion [23] that says
otherwise. However, they were using monophonic mu-
sic, whereas our experiments used polyphonic music.
On the improvement significance aspect, we admitted
that there was a slight improvement when duration in-
formation was used, albeit not statistically significant.
On the other hand, they have shown no proof of statis-
tical significance of their claim. Moreover, they did not
contrast the input sizes used in both papers. Their work
used the testbed of MIREX 2005, which had a collec-
tion of 558 MIDI pieces with only 11 queries. This
is clearly much smaller than ours (more than 10,000
pieces in the collection and 24 queries) and an indi-
cation that the complexity of the problem they were
discussing was much smaller.
All work mentioned above involved the use of du-
ration on monophonic collections. There has been re-
search that attempts to use duration-based information
on polyphonic music, such as Typke et al. [27] and
1The k value is reported in Hanna et al. [8] but not in Ferraro and
Hanna [5].
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Lemstro¨m et al. [13]. Typke et al. [27] described several
retrieval tasks in MIREX 2006.2 Two of them involved
polyphonic music:
1. Symbolic melodic similarity using 1000
polyphonic karaoke files with five queries
(referred as the karaoke task herethereafter).
2. Symbolic melodic similarity using 10000 MIDI
files downloaded from the Web, most of which are
polyphonic, with six queries (referred as the mixed
polyphonic task herethereafter).
In their approach, a melody extraction routine was
applied to obtain monophonic representations of
the polyphonic pieces. A skyline algorithm3 was
used. Which specific skyline algorithm was not
specified. These monophonic representations are
divided into overlapping segments with different
lengths. They used lengths of 5 to 16, except for the
second task, where they used 5 to 7. The segments
were then indexed using vantage indexing [36] using
the Proportional Transportation Distance [28] as
the distance measure. A note was represented as a
two-dimensional point [28], with pitch and onset time
as the dimensions. The duration of the note was used as
the weight of the point. For the two tasks, their method
achieved a MAP value of 0.875 and 0.903 respectively.
In Lemstro¨m et al. [13], a geometric sweepline al-
gorithm called P3 was used. Every piece was repre-
sented by its piano roll [20] representation. The fea-
tures used were pitch and the start and end times (which
can be used to derive durations) of notes. To deter-
mine the similarity between a query and an answer, the
maximum overlap was determined over keys to ensure
transposition invariance. Although this caters for dif-
ference in keys, it will likely fail if the tempi of the
query and the answer are different. To address this, they
proposed SCALEDP3, which extends P3 by scaling the
query tempo by a scaling factor. However, it performed
poorly on the MIREX 2006 symbolic polyphonic re-
trieval tasks.
3 Feature Extraction
Our approach assumes that we are working with
polyphonic symbolic music. The string representations
mentioned in this paper imply that a sequence is
one-dimensional, since we cannot have any overlap
in a string. However, in polyphonic music, notes can
overlap, and as such, it is two-dimensional. Previously,
Uitdenbogerd and Zobel [29] showed that reducing
the two-dimensional space into one dimension by
extracting a representative note for a particular time
point can support effective retrieval. The output from
feeding polyphonic music into this process is therefore
2See http://www.music-ir.org/mirex2006.
3A skyline algorithm takes from a set of overlapping items the
one with the extreme value of a certain feature of set of features. The
ALL-MONO algorithm (Algorithm 1) is an example skyline algorithm.
Algorithm 1 ALL-MONO melody extraction algorithm.
A note is expressed as a tuple n = 〈p,d,o〉 where p is
the pitch, d is the duration, and o is the onset time. The
base index is 0. P is the sequence of the representative
bass part. “πx” is the relational operator for projecting
the x attribute.
Require: array of notes N
Sort N by ascending onset time as the first sort key
and descending pitch as the second sort key.
{Start taking the highest note at any onset time.}
for i= 0 . . . |N|−2 do
if (πoni = πoni+1) then
Append πpni to P.
end if
if (πoni+πdni > πoni+1) then
d′ ← πoni+1−πoni
ni ←
〈
πpni,d′,πoni
〉
end if
end for
Append πpn|N|−1 to P.
{End.}
return P
a monophonic melody, representing the polyphonic
music. The ALL-MONO algorithm has been shown
to be a highly effective melody extraction algorithm.
If there is a note m of length lm sounding at time tm
and another note n sounding at tn so that lm + tm > tn,
then lm will become l′m ← tn− tm. In other words, note
overlaps are removed. The ALL-MONO algorithm is
outlined in Algorithm 1.
4 Matching Technique
To support approximate matching, we convert the
melody into standardisations. The pitch standardisation
used for the experiments described in this paper is the
directed modulo-12 approach [23, 26, 30], described
in Section 4.1. As our experiments also make use of
the duration feature in notes, we also need to encode
the durations into a searchable representation. For this
purpose, we use the extended contour standardisation,
to be described in Section 4.2.
4.1 Pitch Directed Modulo-12 Standardi-
sation
In the directed modulo-12 standardisation, a note is rep-
resented as a value r which is the interval between a
note and its previous note scaled to a maximum of one
octave [21, 30]:
r ≡ d(1+((I−1) mod 12)) (1)
where I is the interval between a note and its previous
note (absolute value) and d is 1 if the previous note
is lower than the current note, −1 if higher, and 0 if
otherwise. For example, the melody shown in Fig. 1 is
encoded as “7 4 1 -5 -5 2 3 -2 -1 -2”.4
4A figure is treated as a symbol. Hence, it is a 10-symbol string.
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Figure 1: “Melbourne Still Shines” by ade ishs.
Figure 2: Duration extended contour quantisation. K =
λC/λP where λC and λP are respectively the current and
previous note durations. The current note is represented
as “R” if | log2K| < 1; “l” if 1 ≤ log2K < 2; “L”
if log2K ≥ 2; “s” if −2 < log2K ≤ −1; and “S” if
log2K ≤ 2.
4.2 Duration Extended Contour Stan-
dardisation
The extended contour standardisation is partly inspired
by a pitch standardisation called the pitch extended con-
tour standardisation [30], which encodes a note as a
movement direction of the previous note pitch to its
pitch. There are five distinct symbols, each representing
a set of pitch intervals: “S” if the current note is the
same pitch as the previous note, “u” if the current note
pitch is a little higher than the previous note pitch, “U” if
the current note pitch is much higher than the previous
note pitch, “d” if the current note pitch is a little lower
than the previous note pitch, and “D” if the current note
pitch is much lower than the previous note pitch.
Just as in pitch contour-based standardisations,
the extended contour standardisations also employ
five distinct symbols to represent a note. In the case
of duration, we use “S”, “s”, “R”, “l”, and “L” for
“much shorter”, “a little shorter”, “same”, “a little
longer”, and “much longer” respectively. Interestingly,
Moles [17] describes an approach for encoding
duration quantisation. The quantisation we use in our
experiments is based on the encoding given in that
literature. Let λC be the current note, λP be the previous
one, and K = λC/λP. A note is represented based on
the ranges of log2K as illustrated in Figure 2. For
example, the melody shown in Figure 1 is represented
as “L S R L S R l R R R”.
4.3 Alignment
Kageyama et al. [11] suggested the use of note dura-
tions as penalty scores for insertion and deletion oper-
ations in calculating weighted edit distances. How the
scores are calculated is not formally defined however.
In this work, we also use a dynamic programming tech-
nique, that is, the local alignment algorithm [7], It is
useful to find the substring with the highest similarity
within a string. Query tunes are usually represented by
short strings while answer tunes are usually represented
by long strings, so the alignment is more suitable than
global alignment [29].
For a query-answer pair, two scores are produced:
one pitch similarity score, and one duration similarity
score. These scores are to be fused using a similarity
evidence combination technique described in the fol-
lowing section.
4.4 Combining Pitch and Duration Simi-
larity Scores
We experiment with a vector model to combine simi-
larity evidence from both pitch and duration matching.
The pitches and durations are represented using the re-
spective standardisations. For the purpose of fusing the
pitch and duration similarity scores, they are modelled
as vectors perpendicular to each other, making the re-
sultant similarity vector become the overall similarity.
The following formula is based on one in our previous
work [22], where we represent pitch and duration as
perpendicular unit vectors. To allow better fine-tuning,
we now also assign weights for both pitch and duration
components:
Σ≡ wπςπ πˆ+wδ ςδ δˆ (2)
whereΣ is the resultant similarity vector, ςπ is the pitch
similarity, ςδ is the duration similarity, wπ and wδ are
both weight constants, and πˆ and δˆ are respectively
pitch and duration unit vectors. Ranking is then based
on the magnitude of the resultant similarity vector,
|Σ|=
√
w2πς2π +w2δ ς2δ .
5 Experimental Setup
As the aim of our experiment is to identify whether
note duration information is useful for melody retrieval,
we use a collection of polyphonic MIDI files and a set
of queries manually constructed by human subjects.
The collection contains 14 193 MIDI files, which form
a superset of the collection used in experiments by
Uitdenbogerd and Zobel [29, 34] and Uitdenbogerd
et al. [35]. A total of 24 queries were constructed by a
musician after listening to a set of polyphonic pieces.
The relevance judgement set was generated by human
users. They were presented with top answers from
several matching techniques and asked to give a binary
relevance judgement. More detail can be found in
Uitdenbogerd et al. [35].
As the baseline of our experiment, for pitch
matching, we used M(x,x) = 1 for a match,
M(x,y)|x=y = −1 for a mismatch, and I = −2
for an insertion/deletion (see Section 4.3) as used
elsewhere [23, 29, 34]. For duration matching,
we used 21 scoring matrices as in Suyoto and
Uitdenbogerd [23]. The scoring matrices were
obtained by varying the variables a,b,c, . . . , i shown
in Figure 3, as detailed in Table 1. The matrix
means if there is a match “S”-“S”, M(“S”,“S”) = c;
a mismatch “S”-“s”, M(“S”,“s”) = d; etc. At any
time, a ≥ b ≥ c ≥ d ≥ e ≥ f ≥ g ≥ h ≥ i. The values
of these variables correspond to the rewards/penalties
based on the likelihood that there is an actual match
when the symbols do not actually match. In other
44
S s R l L
S c d f h i
s d b e g h
R f e a e f
l i g e b d
L h i f d c
Figure 3: Scoring matrix for duration extended contour
standardisation. “S”, “s”, “R”, “l”, and “L” respec-
tively indicate a “much shorter”, an “a little shorter”,
a “same”, an “a little longer”, and a “much longer”.
SS a b c d e f g h i
1 1 1 1 1 −1 −1 −1 −1 −1
2 2 1 1 1 −1 −1 −1 −1 −1
3 3 1 1 1 −1 −1 −1 −1 −1
4 3 2 1 1 −1 −1 −1 −1 −1
5 3 3 1 1 −1 −1 −1 −1 −1
6 3 3 2 1 −1 −1 −1 −1 −1
7 3 3 3 1 −1 −1 −1 −1 −1
8 3 3 3 3 −1 −1 −1 −1 −1
9 3 3 3 2 −1 −1 −1 −1 −1
10 3 3 3 1 −1 −1 −1 −1 −1
11 3 3 3 0 −1 −1 −1 −1 −1
12 3 3 3 −1 −1 −1 −1 −1 −1
13 3 2 1 0 −2 −3 −3 −3 −3
14 3 2 1 0 −3 −3 −3 −3 −3
15 3 2 1 0 −1 −2 −3 −3 −3
17 3 2 1 0 −1 −1 −3 −3 −3
17 3 2 1 0 −1 −1 −2 −3 −3
18 3 2 1 0 −1 −1 −1 −3 −3
19 3 2 1 0 −1 −1 −1 −2 −3
20 3 2 1 0 −1 −1 −1 −1 −3
21 3 2 1 0 −1 −1 −1 −1 −2
22 3 2 1 0 −1 −1 −1 −1 −1
Table 1: Scoring schemes (SS) for duration extended
contour standardisation. For all scoring schemes, a ≥
b≥ c≥ d ≥ e≥ f ≥ g≥ h≥ i.
words, if a symbol is replaced by a substitute, the
matrix values represent how much it will change the
rhythmic pattern of the melody. If an “R” matches an
“R” (thus the score a is rewarded), it is very likely that
the two notes represented by the symbols have the
same relative duration or inter-onset interval. By an
extreme contrast, the likelihood that two notes, each
represented by “S” and “L” (thus the score i is given),
have the same relative duration or inter-onset interval
is small.
6 Results
In our experiment, queries were matched against all
tunes in our collection 23 times, once for pitch match-
ing using the directed modulo-12 standardisation and
22 times for duration matching using the 22 scoring
schemes.
To combine pitch and duration similarities using
Equation 2, we used ten different wπ/wδ values: ∞ and
0,1,2, . . . ,9. The first one is the baseline performance,
that is, duration information is ignored (wδ = 0). The
Baseline MAP value = 0.326.
wπ/wδ Scoring Scheme
1 2
0 0.016 0.019
1 0.143 0.060
2 0.285 0.240
3 0.339 0.276
4 0.346 0.289
5 0.353 0.332
6 0.353 0.338
7 0.353 0.340
8 0.353 0.341
9 0.353 0.346
Table 2: MAP values for various wπ/wδ using dura-
tions. The best values for each wπ/wδ are highlighted.
wπ/wδ MAP
10 0.353106549666292
11 0.353106844200076
12 0.353107176261353
...
18 0.353107351475871
19 0.353107351475871
20 0.353107351475871
Table 3: MAP values for 10≤ wπ/wδ ≤ 20.
baseline performance has a MAP value of 0.326. The
results of using other wπ/wδ values are shown in
Table 2. Due to space limitation, we only show the
results for the scoring schemes that achieve the highest
MAP for at least a value of wπ/wδ . It can be seen that
scoring scheme 1 performs consistently better than the
other scoring schemes for various values of wπ/wδ .
The MAP values for 1 and wπ/wδ ≥ 5 appear to be
approaching an extreme. Therefore, we performed fur-
ther experiments with 10 ≤ wπ/wδ ≤ 20 and obtained
the results shown in Table 3. To assist us determining
up to which wπ/wδ the MAP value keeps increasing,
we use 15 figures behind decimal point. We can see
that the MAP values with wπ/wδ starting from 17 are
unchanging. See Figure 4 for the plot of MAP values
with scoring scheme 1.
The best obtainedMAP value is thus far 0.353. This
is slightly higher than the baseline value of 0.326. We
analyse further whether the two means are significantly
different using a paired t-test as has been done else-
where [25, 26]. It is found that incorporating duration
information using the vector model does not lead to
significant performance gain (p> 0.2).
The best scoring method, scoring scheme 1, implies
that the “l” is treated the same as “L”, and “s” is treated
the same as “S”. This is evident as b = c = d and e =
f = g = h = i. Therefore, if we were to remove the
distinction between “much longer” and “a little longer,”
and also “much shorter” and “a little shorter,” we would
obtain representations with three distinct symbols (al-
phabets). Thus, the entropy [37], or the minimum num-
ber of bits required to store a symbol, defined as:
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Figure 4: MAP values for pitch and duration matching
using scoring scheme 1.
H =−
n
∑
i=1
P(i) log2P(i) (3)
where P(i) is the probability that the symbol i occurs,
would be lower. We performed an informetric analysis
as in Downie [3, 4], except that the sequences in
our collection were not segmented into n-grams as
our experiment assumed a unigram model. With the
five-alphabet rhythm standardisation, the entropy of
our whole collection is 1.858. With the three-alphabet
rhtyhm standardisation, the entropy decreases to
1.491. A decrease in entropy also implies a decrease
in information. However, our result shows that with
less entropy, the effectiveness of retrieval increases.
While Downie [3] believed that a higher information
content of n-grams should cause retrieval performance
to be better, our informetric analysis of our collection
with a unigram model suggests that entropy itself may
not be sufficient as an informetric analysis measure
of likelihood that target pieces will be ranked higher
(that is, high effectiveness). However, we are not
certain whether Downie was referring to effectiveness
or efficiency. The context hints that it was efficiency.
What other measures should be used for effectiveness
remains an open question.
We have shown that with the method we propose,
duration information does not significantly improve re-
trieval performance. However, as we shall see shortly,
using inter-onset intervals yields a different outcome.
7 Using Inter-Onset Intervals
One advantage of using inter-onset intervals compared
to durations is that inter-onset intervals are less suscep-
tible to variations in articulations and are more sensitive
to rhythmic variations. As an illustration, let us suppose
that we have three melodic fragments as shown in Fig-
ure 5.
Our point of interest is the second and third
notes. Using durations, the extended duration contour
standardisation is “SL” for the three cases. In other
words, rhythmic pattern differences are not captured.
(1)
(2)
(3)
Figure 5: Melodic fragments with different note dura-
tions.
Algorithm 2 ALL-MONO-IOI melody extraction algo-
rithm. A note is expressed as a tuple n= 〈p,d,o〉where
p is the pitch, d is the duration, and o is the onset
time. The base index is 0. P is the sequence of the
representative bass part. “πx” is the relational operator
for projecting the x attribute.
Require: array of notes N
Sort N by ascending onset time as the first sort key
and descending pitch as the second sort key.
{Start taking the highest note at any onset time.}
for i= 0 . . . |N|−2 do
if (πoni = πoni+1) then
Append πpni to P.
end if
d′ ← πoni+1−πoni
ni ←
〈
πpni,d′,πoni
〉
end for
Append πpn|N|−1 to P.
{End.}
return P
Using inter-onset intervals, the extended duration
contour standardisation is “SL” for the first and
second cases, and “Ll” for the third case. The
difference between the first and second melodies
is the articulation of the notes in the first bar, yet
they both have the same rhythmic pattern. The
difference is successfully picked up by inter-onset
intervals. A musically-trained user is less likely to
make rhythmic pattern errors when issuing queries.
Articulation differences are less often considered as
errors. Therefore, inter-onset intervals are more likely
to be viable to improve retrieval effectiveness.
We modified the ALL-MONO algorithm so that the
durations of a note is replaced by the time interval
between itself and the following note. This is done
indiscriminatively on the highest note at all onset times
(excluding, the last note). Therefore, the difference
between ALL-MONO and this algorithm (called ALL-
MONO-IOI herethereafter) is that in ALL-MONO-IOI,
there is no check whether the time to finish playing
a note is after its following note. ALL-MONO-IOI is
given as Algorithm 2.
Using ALL-MONO-IOI, we obtained a new set
of duration-based representations of the pieces in
our query set and collection. We used the same
experimental setup outlined in Section 5, with this new
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Baseline MAP value = 0.326.
wπ/wδ Scoring Scheme
1 2 12 13
0 0.025 0.017 0.035 0.022
1 0.176 0.130 0.051 0.051
2 0.322 0.236 0.156 0.207
3 0.318 0.271 0.232 0.281
4 0.320 0.318 0.262 0.307
5 0.319 0.324 0.314 0.313
6 0.319 0.327 0.327 0.353
7 0.319 0.327 0.346 0.356
8 0.319 0.327 0.348 0.356
9 0.319 0.327 0.348 0.356
Table 4: MAP values for various wπ/wδ using inter-
onset intervals. The best values for each wπ/wδ are
highlighted.
wπ/wδ MAP
10 0.355544269543587
11 0.355550207447156
12 0.355571651845875
...
38 0.355704894395940
39 0.355704894395940
40 0.355704894395940
Table 5: MAP values for 10≤ wπ/wδ ≤ 40.
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Figure 6: MAP values for pitch and inter-onset interval
matching using scoring scheme 13.
set of representations. The MAP scores are given in
Table 4.
TheMAP values for 13 andwπ/wδ ≥ 5 appear to be
approaching an extreme. Therefore, we performed fur-
ther experiments with 10 ≤ wπ/wδ ≤ 40 and obtained
the results shown in Table 5. To assist us determining
whether there is an asymptotic value, we use 15 figures
behind decimal point. We can see that the MAP values
with wπ/wδ starting from 38 are consistent. See Fig-
ure 6 for the plot of MAP values with scoring scheme
13.
The best obtainedMAP value thus far is 0.356. This
is slightly higher than the baseline value of 0.326. We
analyse further whether the two means are significantly
different using a paired t-test. It is found that incorpo-
rating inter-onset intervals using the vector model im-
plies significant performance gain (p< 0.05).
8 Summary
We have compared two approaches of using duration-
based information to improve retrieval effectiveness in
this paper.
The first approach employs the durations of notes
in the representative melody as extracted by the ALL-
MONO algorithm [29]. Although the use of duration in
addition to pitch improves retrieval effectiveness over
the use of pitch only, the improvement is not significant.
The second approach uses a modified version of ALL-
MONO called ALL-MONO-IOI, which is similar to ALL-
MONO except that the inter-onset intervals of represen-
tative melody notes are calculated. Although the mod-
ification is minor, our experimental setup shows that
it has a significant impact on retrieval using duration-
based information along with pitch. The retrieval ef-
fectiveness is improved significantly compared to using
pitch only.
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