Remembrance
It was Autumn 1983, when the researchers on Gr obner could have been counted on the ngers of two hands. Michael and me were completing our algorithm to compute resolutions (Mora, M oller 1986a (Mora, M oller , 1986b and I was invited in Naples to give an introductory tutorial on Gr obner bases.
I had plenty of free time and, since somebody had just quoted me the Eagon-Northcott formula expressing the resolution of the ideals generated by the majors of a matrix whose entries are independent variables (Eagon, Northcott 1962) ), I decided to try to see whether our tools allowed me to tackle the 5 3 case.
I was really surprised when not only I got the resolution but I realized that it was su cient to give a look to the solution to devise the complete formula (Th. 1.1) and that proving it required only to generalize the computation I did 2 : it was the rst time that I realized the amazing power of Buchberger's tool.
My notes ended in a pile of other computations, and probably would have died there. . . until I thought it could have been curious to present here this \archaeological" result to show a piece of research in those times when the researchers on Gr obner could have been counted on the ngers of two hands . . . 1 DISI, Univ. Genova, Viale Dodecaneso 35, 16146 Genova, theomora@dima.unige.it 2 Honestly I must confess that I needed to do a few computations over the 7 4 case to x a bug in my guess and complete the proof.
Up to a small polishing, removing useless remarks, adding a pair of footnotes and a chapter (x 2) aimed to summarize what I knew at that time, the note here is nothing more than my original one, including the hand-computed example 3 . Acknowledgements I thanks C. Ciliberto who invited me in Naples where I did the computation presented here and J. Cannon who invited me in Sydney where I polished those notes.
Mainly I thanks Michael for the wonderful research together. Within the proof of the Eagon-Northcott formula, I remarked (Lemma 3.5.1.) that the set of the majors of a generic matrix are a Gr obner basis.
In (Narasimhan 1986 ), (Caniglia et. al. 1990 ) and (Sturmfels 1990) it is proved that the minors of any given order of a generic matrix are a Gr obner basis with respect to a diagonal term order . More strong statements of this kind can be found in (Conca 1994) , (Conca 1995) , (Bruns, Conca 1996 
Recall
This section is essentially a fast resume of the results in Mora, M oller (1986) 6 which will be applied to prove the claim above.
Once we are given a well-ordering < on the set T of the terms in P, we can use < to impose an ordering < t on the set T t := fmE s : m 2 T; s 2 S t g of the terms in P S t which is \compatible" with < in the sense that 8m 1 ; m 2 2 T; 8 1 ; 2 2 T t ; 1 t 2 ; m 1 m 2 =) m 1 1 t m 2 2 :
The order < t is de ned by xing monomials m s for each s 2 S t and an ordering on S t Of course I must also quote Bayer (1982) whose algorithm I used to compute the resolution.
Mora
Let G := fg 1 ; : : : g h g V be a basis of V and for each pair g 0 ; g 00 2 G, with Hterm(g 0 ) =: m 0 E s 0, Hterm(g 00 ) =: m 00 E s 00, let us de ne lcm(Hterm(g 0 ); Hterm(g 00 )) := := lcm(Hterm(m 0 ); Hterm(m 00 ))E s 0 if s 0 = s 00 0 otherwise.
If lcm(Hterm(g 0 ); Hterm(g 00 )) 6 = 0, then there are t 0 ; t 00 2 T s.t.
t 0 Hterm(g 0 ) = lcm(Hterm(g 0 ); Hterm(g 00 )) = t 00 Hterm(g 00 ); in which case we de ne S(g 0 ; g 00 ) := t 0 g 0 ? t 00 g 00 and we remark that Hterm(S(g 0 ; g 00 )) < lcm(Hterm(g 0 ); Hterm(g 00 )):
Hterm(g j )) 6 = 0g and let S u (G) S(G) be s.t. for all (g 0 ; g 00 ) 2 S(G) n S u (G), there is g 000 2 G s.t. lcm(Hterm(g 0 ); Hterm(g 000 )) and lcm(Hterm(g 00 ); Hterm(g 000 )) divide properly lcm(Hterm(g 0 ); Hterm(g 00 )); then the following conditions are equivalent:
G is a Gr obner basis of V ; each (g 0 ; g 00 ) 2 S u (G) has a G-representation.
In case the conditions above are satis ed, consider the module P G generated by the canonical basis fE g : g 2 Gg and the map : P G 7 ! P de ned by (E g ) := g; 8g 2 G: For each (g 0 ; g 00 ) 2 S u (G), let P g2G h g g be a G-representation of S(g 0 ; g 00 ), so that X g2G h g g = S(g 0 ; g 00 ) = t 0 g 0 ? t 00 g 00 ; let us de ne (g 0 ; g 00 ) := X g2G h g E g ? t 0 E g 0 + t 00 E g 00:
With this notation it holds Im( ) = V ; f (g 0 ; g 00 ) : (g 0 ; g 00 ) 2 S u (G)g generates Ker( ). The total degree ordering < induced by X 1 < X 2 < : : : X n is the one de ned by X and c (2) di er in more than one position; in this case, let be the higher index s.t.
(1) 6 = (2) and w.l.o.g. , we know that both lcm(Tdeg(E c (1) ); Tdeg(E c (3) )) and lcm(Tdeg(E c (2) ); Tdeg(E c (3) )) divide and have less degree than lcm(Tdeg(E c (1) ); Tdeg(E c (2) )). This guarantees that S(E c (1) ; E c (2) ) is an element in S(G) n S u (G).
If c (1) and c (2) di er exactly in a single position, say the th one, supposing w.l.o.g. is a G-representation.
Therefore the existence of a G-representation for any element in S u (G) proves that G is a Gr obner basis (proving 1.) and that the elements
form a basis of Ker( 0 ) (proving 2.). 3. and 4. follow from the computation above. u t
On the basis of Lemma 3.5 we introduce the following properties for t 1: P1(t) fd t (E s ); s 2 S t g is a basis of Ker(d t?1 ); P2(t) fd t (E s ); s 2 S t g is the Gr obner basis of Im(d t ); P3(t) Tdeg(d t (E s )) = Tdeg(E s ); 8s 2 S t ; P4(t) for each s := (c; r) 2 S 1 ; with c := ( 1 ; : : : ; m+1 ), let j := min(I r );
Lemma 3.6 If t 1, P1(t); P3(t); P4(t) =) P1(t + 1); P2(t); P3(t + 1); P4(t + 1):
Proof: As we did in Lemma 3.5, we have to consider all the S-pairs of the elements in fd t (E s ); s 2 S t g: let s
; s
2 S t be s.t.
lcm(Hterm( t (E s (1) )); Hterm( t (E s (2) ))) = mE s (3) ; s 
i ; 8i > k:
We then de ne r := r We have then to verify that it holds Tdeg(X E (r( );c( )) ) Tdeg(d t+1 (E s ));
and that the equality is satis ed only in the cases = j = ; = k = ? 1, To be more precise we must remark that Tdeg(d t (E s )) = X j h Tdeg(E (c(h);r(j)) ); j h j + j ? 1:
To guarantee the claimed result, one must apply the ordering < t on T t ; such ordering depends on an ordering on S t . 
