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Abstract
A Bunce-Deddens algebra is a direct limit of matrix algebras over C(T) arising from
periodic weighted shift operators. These were introduced by Bunce and Deddens in 1975
as examples of simple C∗-algebras.
In 2007 Kribs and Solel introduced a class of limit algebras arising from periodic
weighted shift operators on the path spaces of directed graphs. These are known as the
generalised Bunce–Deddens algebras. They showed that the generalised Bunce–Deddens
algebras can be realised as direct limits of graph algebras.
Here we study the generalised Bunce–Deddens algebras and their Toeplitz extensions
constructed by Kribs and Solel from a directed graph E and an increasing sequence ω =
(nk)
∞
k=1 of natural numbers nk such that nk|nk+1. We describe both of these C∗-algebras
in terms of novel universal properties. We use these descriptions to prove uniqueness
theorems, characterise simplicity and calculate the KMS states for the gauge action,
but we use Kribs and Solel’s orginal description to prove a classification theorem. If ω
is strictly increasing, then our uniqueness theorem, unlike the uniqueness theorem for
graph algebras, requires no aperiodicity condition. We apply Perron–Frobenius theory to
characterise simplicity of generalised Bunce–Deddens algebras constructed from strongly
connected finite directed graphs E in terms of the period of E and the sequence ω. We
compute the K-theory of the generalised Bunce–Deddens algebras in order to generalise
the classification theorem of Bunce–Deddens algebras to the generalised Bunce–Deddens
algebras constructed from a large class of strongly connected finite directed graphs whose
vertex matrix has 1 as an eigenvalue. This answers a question asked by Kribs and Solel
for a large class of generalised Bunce–Deddens algebras. We calculate the KMS states for
the gauge action in the Toeplitz algebra when the underlying graph is finite. We deduce
that the generalised Bunce–Deddens algebra is simple if and only if it supports exactly
one KMS state, and this is equivalent to the terms in the sequence ω all being coprime
with the period of the underlying graph.
vi
Chapter 1
Introduction
In 1980 Cuntz and Krieger [8] constructed a class of C∗-algebras from finite {0, 1}-
matrices. For an n × n {0, 1}-matrix A, the Cuntz–Krieger algebra OA is generated by
partial isometries {Si : 1 ≤ i ≤ n} satisfying a set of relations which are known as the
Cuntz–Krieger relations. For a large class of matrices, including all irreducible matrices
which are not permutation matrices, Cuntz and Krieger showed that all C∗-algebras gener-
ated by non-zero partial isometries satisfying the Cuntz–Krieger relations are isomorphic.
This result is known as the Cuntz–Krieger Uniqueness theorem. They also showed that
OA is simple if A is irreducible.
A directed graph consists of a set of vertices connected by directed edges. A directed
graph E can be represented as a nonnegative integer matrix AE with rows and columns
indexed by the vertices of E, and conversely, a nonnegative matrix A can be represented
as a graph EA with n vertices. In 1980, Enomoto and Watatani [11] sought a graph-
theoretical description of Cuntz–Krieger algebras. For a class of finite directed graphs they
obtained a universal C∗-algebra C∗(E) generated by a set of partial isometries indexed
by the edges of the graph. These C∗-algebras are known as graph algebras. Enomoto and
Watatani established an isomorphism between OA and C∗(EA).
Many authors including Bates, Kumjian, Pask, Raeburn, Renault and Szymański,
for example [40, 35, 34, 13, 15, 3, 42], have since developed the theory of infinite Cuntz–
Krieger algebras and extended the graph algebra construction to row-finite directed graphs
in which every vertex receives only a finite number of edges. In [34] Kumjian, Pask and
Raeburn proved an analogue of the Cuntz–Krieger uniqueness theorem for the graph
algebra of a row-finite graph E whose cycles each have an exit. They were also able to
understand properties of the C∗-algebra such as simplicity and pure infiniteness in terms
of properties of the cycles in the graph.
The Kubo–Martin–Schwinger (KMS) condition was first introduced in quantum sta-
1
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tistical mechanics in [32] and [39] as a condition satisfied by thermodynamic Green’s
functions. It was first formulated in the language of C∗-algebras in [19].
Every Cuntz–Krieger algebra OA carries a gauge action of T which lifts to an action
α of R. Enomoto, Fujii and Watatani [10] proved that when A is irreducible, (OA, α)
has a unique KMS state, which occurs at inverse temperature equal to the logarithm
ln ρ(A) of the spectral radius of A. Exel and Laca [14] extended this result to Cuntz–
Krieger algebras of infinite matrices and also described the KMS states of their Toeplitz
extensions. Recently, many authors including an Huef, Laca, Raeburn and Sims, for
example [11, 22, 23, 36, 24, 25, 20], have developed the theory of KMS states for the
C∗-algebras of directed graphs and their generalisations.
In 1975 Bunce and Deddens [5] introduced a class of direct limit C∗-algebras arising
from their earlier work on the C∗-algebras generated by weighted shift operators [4]. These
are known as the Bunce–Deddens algebras. Bunce and Deddens showed that these C∗-
algebras can be realised as the direct limits of matrix algebras over C(T) and showed that
they are simple and, as with UHF algebras [18], are classified by supernatural numbers.
In [30] Kribs generalised the Bunce–Deddens algebras by introducing a family of direct
limit C∗-algebras determined by noncommutative multivariable versions of weighted shift
operators. He realised these algebras as the direct limits of full matrix algebras over
Cuntz–Toeplitz and Cuntz algebras, and proved a classification theorem paralleling that
of the UHF algebras and the Bunce–Deddens algebras.
In [31] Kribs and Solel initiated the study of a class of direct limit C∗-algebras de-
termined by weighted shift operators on the path space of a row-finite directed graph E
with no sinks or sources. They called these algebras generalised Bunce–Deddens algebras.
Kribs and Solel constructed directed graphs E(n) for natural numbers n ≥ 1, and realised
the generalised Bunce–Deddens algebras as the direct limits of the C∗-algebras of the
E(n).
The class of generalised Bunce–Deddens algebras contains the Bunce–Deddens alge-
bras as the subclass generated by the graph consisting of a single vertex and a single loop
edge, and also contains the class of algebras studied in [30] as the subclass generated by
the graph consisting of a single vertex and k loop edges for k ≥ 2.
Kribs and Solel presented their algebras as topological graph algebras and used the
results of Katsura [26, 27, 28] to compute K-theory and to characterise simplicity. They
considered the special case when the graph consists of j vertices connected by a single
cycle of j edges. In this case they characterised the simplicity in terms of j. They also
showed that the classification theorem of the Bunce–Deddens algebras applies to this
example. They asked whether it holds in general or for which class of graphs it does hold,
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but were unable to provide a complete answer.
In this thesis we give a new universal description of Kribs and Solel’s generalised
Bunce–Deddens algebras as universal C∗-algebras. We prove a Cuntz–Krieger uniqueness
theorem which, unlike the Cuntz–Krieger uniqueness theorem for graph algebras, requires
no aperiodicity condition. We use Perron–Frobenius theory to understand the structure
of these algebras. We use this to extend Kribs and Solel’s characterisation of simplicity
to the generalised Bunce–Deddens algebras constructed from finite strongly connected
directed graphs. We compute the K-theory of generalised Bunce–Deddens algebras to
prove a classification theorem for a large class of generalised Bunce–Deddens algebras
constructed from finite strongly connected directed graphs. Finally, we study the KMS
states on the generalised Bunce–Deddens algebras under the dynamics coming from the
gauge actions on the underlying graph algebras.
1.1 Outline of the thesis
Chapter 2. In this chapter we review material about the C∗-algebras of directed graphs
including uniqueness theorems, simplicity, K-theory and KMS states for the dynamics
coming from the gauge action. We review the projective limit of a sequence of topological
spaces, the direct limit of a sequence of C∗-algebras and supernatural numbers, and then
discuss the Bunce–Deddens algebras and the generalised Bunce–Deddens algebras. We
describe the inverse limit of a sequence of topological measure spaces and review the space
of finite signed Borel measures.
Chapter 3. In this chapter we give a new universal description of the graph algebra
of E(n) and its Toeplitz extension. We show that there are injective homomorphisms
T C∗(E(n)) → T C∗(E(mn)) for n,m ≥ 1. Upon restriction to the canonical abelian
subalgebra in T C∗(E(mn)), these inclusions are compatible with a natural surjection
E<mn → E<n, so lim−→T C
∗(E(n)) has an abelian subalgebra isomorphic to C0(lim←−E
<n).
We show that the generalised Bunce–Deddens algebra lim−→C
∗(E(nk)) of a directed graph
E corresponding to a sequence ω = (nk)
∞
k=1 of positive integers such that nk|nk+1 for
all k ≥ 1 is generated by a copy of C∗(E) and a copy of C0(lim←−E
<nk). We give an
analogous description of the Toeplitz extension lim−→T C
∗(E(nk)). We label these universal
descriptions by C∗(E,ω) and their Toeplitz extensions by T C∗(E,ω).
Chapter 4. In this chapter we prove uniqueness theorems for C∗(E,ω) and T (E,ω).
The uniqueness theorem for T (E,ω) (Proposition 4.1.1) is analogous to that for the
Toeplitz extension of a graph algebra, and we prove it using that technology. Interest-
ingly, our Cuntz–Krieger uniqueness theorem (Theorem 4.2.1) for C∗(E,ω) requires no
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aperiodicity hypothesis, emphasising Kribs and Solel’s view of these algebras as gener-
alised Bunce–Deddens algebras.
Chapter 5. In this chapter we establish some results using Perron–Frobenius theory
which will be useful for characterising simplicity, calculating the K-theory of C∗(E,ω),
and understanding the structure of KMS factor states. We begin by defining an equiva-
lence relation on E(n). This equivalence relation leads to a very satisfactory characteri-
sation of ideal-structure for C∗(E,ω) for finite, strongly connected E: C∗(E,ω) decom-
poses as a direct sum of simple subalgebras indexed by the finite group of integers modulo
limk→∞ gcd(PE, nk), the greatest common divisor of the period PE of the graph E and
the sequence ω. It follows that C∗(E,ω) is simple if and only if limk→∞ gcd(PE, nk) = 1
(Corollary 5.2.2). We also use the equivalence relation to calculate cokernels of vertex
matrices.
Chapter 6. Kribs and Solel construct a topological graph E(∞) and use the re-
sults of Katsura to study some properties of their direct-limit algebras. They show that
C∗(E,ω) is isomorphic to the topological-graph C∗-algebra C∗(E(∞)), allowing them to
use Katsura’s structure theory. In this chapter we provide a slightly different descrip-
tion of E(∞) that we feel clarifies the construction somewhat, and study its structure in
greater depth than appears in [31]. We give an alternative proof for Theorem 4.2.1 by
applying Katsura’s uniqueness theorem for topological graph C∗-algebras together with
Kribs and Solel’s observation that their topological graph E(∞) contains no loops. We
use Katsura’s characterisation of simplicity to give an alternative proof for Corollary 5.2.2.
Chapter 7. In this chapter we generalise the classification theorem for Bunce–
Deddens algebras ([5, Theorem 4]) to the generalised Bunce-Deddens algebras constructed
from a large class of strongly connected finite directed graphs whose vertex matrix has
eigenvalue 1. This theorem says that generalised Bunce–Deddens algebras C∗(E,ω) and
C∗(E,ω′) constructed from a large class of strongly connected finite directed graphs E
whose vertex matrices AtE have 1 as an eigenvalue are isomorphic if and only if the su-
pernatural numbers determined by ω and ω′ are equal. This answers the question asked
by Kribs and Solel in [31, Remark 7.7] for a large class of finite strongly connected graph
E such that K0(C
∗(E)) has a nontrivial torsion-free component. The presentation of
C∗(E,ω) given in Chapter 3 allows for an elementary proof of the “if” implication. We
prove the “only if” implication by computing K0(C
∗(E,ω)) and studying its torsion-free
component; the assumption that 1 is an eigenvalue of E ensures that the torsion-free
component is non-trivial.
Chapter 8. In this chapter we study the KMS states for the dynamics on T (E,ω)
coming from the gauge action. We concentrate on finite strongly connected graphs E
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allowing us to use the Perron–Frobenius theory of Chapter 5. We follow the program of
[14, 37]. The vertex matrices for the graphs E(nk) induce a linear operator on the space of
signed Borel measures on lim←−E
<nk (Theorem 8.2.1). We find that the KMS condition for
states on T (E,ω) can be characterised as a subinvariance condition for this operator. We
construct KMSβ states for all β > ln ρ(AE) (Proposition 8.3.3), and show that there is an
affine isomorphism between the KMSβ-simplex of T (E,ω) and the simplex of probability
measures on lim←−E
<nk (Corollary 8.3.5). Finally, we investigate which KMS states factor
through C∗(E,ω). In contrast with [10, 22], strong connectedness of E is not sufficient
to ensure that C∗(E,ω) admits a unique KMS state. Following the approach of [25] we
show that there are exactly limk→∞ gcd(PE, nk) extremal KMS states for T (E,ω) at the
critical temperature ln ρ(AE) and that these factor through KMS states for C
∗(E,ω). We
use the results of [10, 23] to show that there cannot be any KMS states for C∗(E,ω) at
any other temperatures. We deduce that φ is the only KMS state of C∗(E,ω) if and only
if gcd(PE, ω) = 1, and hence if and only if C∗(E) is simple; we further show that this is
equivalent to φ being a factor state.
1.2 Connections to the literature
The material in Chapters 3, 5, 6 and 8 is summarised in the paper [44] written jointly with
my supervisors. This work constituted the first part of my PhD research. The approach to
the uniqueness theorem presented in Chapter 4 and the approach to simplicity presented
in Chapter 5 appeared in an earlier draft of [44], but was replaced with the approach
in Chapter 6 for the published version. I have included both as I feel that the hands-on
approach in Chapters 4 and 5 give a useful alternative point of view and have independent
value. The material in Chapter 7, which answers the question posed by Kribs and Solel
in [31, Remark 7.7] for a very large class of graphs E, is new to this thesis.
Chapter 2
Background
2.1 Graph algebras
A directed graph E = (E0, E1, r, s) is a combinatorial object consisting of two countable
sets E0, E1 and two functions r, s : E0 → E1. The elements of E0 are called the vertices
and the elements of E1 are called the edges. The map s is called the source map and r
is called the range map. For each edge e ∈ E1, s(e) ∈ E0 is called the source of e and
r(e) ∈ E0 is called the range of e.
We use the convention for directed graphs appearing in Raeburn’s book [41]. So if
E = (E0, E1, r, s) is a directed graph, then a path in E is a word µ = e1 . . . en in E
1
such that s(ei) = r(ei+1) for all i, and we write r(µ) = r(e1), s(µ) = s(en), and |µ| = n.
We write E∗ for the collection of all finite paths in E (including the vertices, which we
regard as paths of length 0). As usual, we denote En := {µ ∈ E∗ : |µ| = n}; we also
write E<n := {µ ∈ E∗ : |µ| < n}. We borrow the convention from the higher-rank graph
literature in which we write, for example vE∗ for {µ ∈ E∗ : r(µ) = v}, and vE1w for
{e ∈ E1 : r(e) = v and s(e) = w}.
We say that E is finite if the sets E0 and E1 are both finite. We say that E is row-finite
if vE1 is finite for all v ∈ E0, and that E has no sources if each vE1 is nonempty.
Definition 2.1.1. Let E be a row-finite directed graph with no sources. A Toeplitz–
Cuntz–Krieger E-family in a C∗-algebra A is a pair (S, P ), where S = {Se : e ∈ E1} ⊆ A
is a collection of partial isometries and P = {Pv : v ∈ E0} ⊆ A is a set of mutually
orthogonal projections such that S∗eSe = Ps(e) for all e ∈ E1 and
pv ≥
∑
e∈vE1
SeS
∗
e (2.1.1)
6
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for all v ∈ E0. If equality holds in (2.1.1) for all v ∈ E0, then (S, P ) is a Cuntz–Krieger
E-family.
It follows from (2.1.1) that the projections {SeS∗e : e ∈ E1} are mutually orthogonal:
algebraically, S∗eSf = 0 whenever e 6= f (see, for example, [22, Corollary 1.2]).
For each path µ ∈ E∗, we define
Sµ :=
Pµ if µ ∈ E0Sµ1Sµ2 . . . Sµ|µ| otherwise.
The following lemma summarises results from [41, Chapter 1].
Lemma 2.1.2. Let E be a row-finite directed graph and let (S, P ) be a Cuntz–Krieger
E-family. Then
1. For each µ ∈ E∗, the element Sµ is a partial isometry with S∗µSµ = Ps(µ).
2. For each v ∈ E0 and each n ∈ N, we have Pv =
∑
µ∈vEn SµS
∗
µ.
3. For each µ ∈ E∗ and v ∈ E0, we have PvSµ = δv,r(µ)Sµ and SµPv = δs(µ),vSµ.
4. Let (Se, Pv) be a Cuntz–Krieger E-family, and µ, ν ∈ E∗. Then
S∗µSν =

S∗µ′ if µ = νµ
′ for some µ′ ∈ E∗
Sν′ if ν = µν
′ for some ν ′ ∈ E∗
0 otherwise.
5. For µ, ν ∈ E∗, we have SµS∗ν = 0 if s(µ) 6= s(ν).
Proposition 2.1.3 ([41, Corollary 1.15]). Let E be a row-finite directed graph and let
(S, P ) be a Cuntz–Krieger E-family. For µ, ν, σ, τ ∈ E∗, we have
(SµS
∗
ν)(SσS
∗
τ ) =

Sµσ′S
∗
τ if σ = νσ
′
SµS
∗
τν′ if ν = σν
′
0 otherwise.
Corollary 2.1.4 ([41, Corollary 1.16]). Let E be a row-finite directed graph and let (S, P )
be a Cuntz–Krieger E-family. Then C∗(S, P ) := C∗(S ∪ P ) satisfies
C∗(S, P ) = span{SµS∗ν : µ, ν ∈ E∗, s(µ) = s(ν)}.
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The following theorem summarises Theorem 1.2 and Remark 1.3 of [34] or Proposi-
tion 1.21 and Corollary 1.22 of [41]. It says that for each row-finite directed graph there
is a universal C∗-algebra which is unique up to isomorphism.
Theorem 2.1.5. Let E be a row-finite directed graph with no sources. There exists
a C∗-algebra C∗(E) generated by a Cuntz–Krieger E-family (s, p) which is universal in
the sense that given any other Cuntz–Krieger E-family (S, P ), there is a homomorphism
πS,P : C
∗(E) → C∗(S, P ) satisfying πS,P (pv) = Pv and πS,P (se) = Se for all v ∈ E0 and
e ∈ E1. Moreover, the pair
(
C∗(E), (s, p)
)
is unique up to isomorphism in the sense that
if
(
B, (S, P )
)
is another pair with the same properties, then there is an isomorphism of
C∗(E) into B which carries each pv to Pv and each se to Se.
The C∗-algebra C∗(E) is called the Cuntz–Krieger algebra of E or the graph algebra
of E, and we refer to the Cuntz–Krieger E-family (p, s) as the universal Cuntz–Krieger
E-family.
The Toeplitz algebra T C∗(E) is the universal C∗-algebra generated by a Toeplitz–
Cuntz–Krieger family ([16, Proposition 1.3]).
Graph algebras have several generalisations including the higher rank graph algebras
of Kumjian and Pask [33] and the topological graph algebras of Katsura [26]; we will make
use of the latter in Chapter 6.
A topological graph F consists of locally compact Hausdorff spaces F 0 and F 1 and
maps r, s : F 1 → F 0 such that r is continuous and s is a homeomorphism. Katsura [26]
associates to each topological graph F a C∗-algebra that we denote C∗(F ). This C∗(F )
is generated by a homomorphism t0F : C0(F
0) → C∗(F ) and a linear map t1F : Cc(F 1) →
C∗(F ) satisfying relations reminiscent of the Cuntz–Krieger relations for graph algebras
(for a description that avoids the machinery of Hilbert modules, see [38]). The pair (t0F , t
1
F )
is called a Cuntz–Krieger F -pair. When F 0 and F 1 are discrete and countable, C∗(F )
coincides with the usual graph C∗-algebra.
2.2 Uniqueness and simplicity of graph algebras
Given a directed graph E, we denote by E∗∗E∗ the collection of all pairs (µ, ν) ∈ E∗×E∗
such that s(µ) = s(ν).
An action of a group G on a C∗-algebra A is a group homomorphism α : G→ AutA.
The image of g ∈ G under α is usually denoted by αg. The action is said to be strongly
continuous if for each a ∈ A the map g 7→ αg(a) is continuous from G to A.
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Proposition 2.2.1 ([41, Proposition 2.1]). Let E be a row-finite directed graph. There is a
strongly continuous action γ of T on C∗(E), called the gauge action, such that γz(sµs∗ν) =
z|µ|−|ν|sµs
∗
ν for all (µ, ν) ∈ E∗ ∗ E∗. In particular, γz(se) = zse and γz(pv) = pv for all
z ∈ T, e ∈ E1 and v ∈ E0.
The following theorem is known as the gauge-invariant uniqueness theorem. The
first version of this theorem was formulated by an Huef and Raeburn for Cuntz–Krieger
algebras in [21]. It has become a fundamental tool of graph C∗-algebra theory.
Theorem 2.2.2 ([3], Theorem 2.1). Let E be a row-finite directed graph with no sources,
and let (S, P ) be a Cuntz–Krieger E-family in a C∗-algebra B. Suppose that each Pv
is nonzero, and that there is a strongly continuous action β : T → AutB satisfying
βz(te) = zte for all e ∈ E1. Then πS,P is injective.
Definition 2.2.3. A cycle in E is a path λ ∈ E∗ \E0 such that r(λ) = s(λ). An entrance
to a cycle λ = λ1 . . . λn ∈ En, n ≥ 1, is an edge e ∈ E1 such that r(e) = r(λi) but e 6= λi
for some i.
The following uniqueness theorem is a generalisation of Cuntz and Krieger’s [8, The-
orem 2.13], and is known as the Cuntz–Krieger uniqueness theorem.
Theorem 2.2.4 ([41], Theorem 2.4). Let E be a row-finite directed graph with no sources,
and suppose that every cycle in E has an entrance. Let (S, P ) be a Cuntz–Krieger E-
family. Suppose that each Pv is nonzero. Then πS,P is injective.
A uniqueness theorem for the Toeplitz algebra T C∗(E) is established in [16, Theo-
rem 4.1]. It states that for a Toeplitz–Cuntz–Krieger E-family (T,Q) the representation
πT,Q is faithful if and only if every Qv is nonzero, and Qv >
∑
e∈vE1 TeT
∗
e for every vertex
v such that E1v is finite.
A C∗-algebra is simple if it has no nontrivial closed two-sided ideals. Simplicity for
graph algebras can be determined from the graph E. For v, w ∈ E0 we write v ≥ w if
there exists a path α ∈ vE∗w. A graph is cofinal if every for every v ∈ E0 and every
infinite path λ there exists n ≥ 1 such that v ≥ r(λn). A loop is an edge e ∈ E1 such that
r(e) = s(e).
Theorem 2.2.5 ([3, Proposition 5.1]). Let E be a row-finite directed graph with no
sources. Then C∗(E) is simple if and only if E is cofinal and every loop has an entrance.
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2.3 Perron-Frobenius theory
Let X be a finite set. We denote by MX(R) the collection of |X| × |X| matrices indexed
by elements of X and having entries in R. Formally, a ∈ MX(R) is a function a :
X×X → R, and these form a finite dimensional algebra with pointwise addition and scalar
multiplication, and algebraic multiplication given by (ab)(x, y) =
∑
z∈X a(x, z)b(z, y).
A matrix A ∈ MX(R) is said to be nonnegative if A(x, y) ≥ 0 for all x, y ∈ X, and
irreducible if, for each x, y ∈ X, there exists n ∈ N such that An(x, y) 6= 0. For a
nonnegative, irreducible matrix A ∈ MX(R), the Perron–Frobenius theorem (see, for
example, [48, Theorem 1.5]) implies that the spectral radius ρ(A) := max{|λ| ∈ R :
λ is an eigenvalue of A} is an eigenvalue of A for which there is an eigenvector r = (rx)x∈X
with rx > 0 for all x ∈ X. The eigenvector r of A such that
∑
x∈X rx = 1 is the unimodular
Perron–Frobenius eigenvector of A. The unimodular Perron–Frobenius eigenvector can
be regarded as a probability measure on X (see Chapter 8).
The vertex matrix of a directed graph E is the |E0| × |E0| integer matrix AE with
entries AE(v, w) = |vE1w|. Let ZE
0
:=
⊕
v∈E0 Z be the free abelian group over E0 with
basis {δv : v ∈ E0}. It is often useful to view AE as a map AE : ZE
0 → ZE0 defined by
AEδv =
∑
w∈E0 AE(w, v)δw for v ∈ E0.
A directed graph is strongly connected if for every pair of vertices v, w ∈ E0, there
exists λ ∈ E∗\E0 such that r(λ) = v and s(λ) = w. The vertex matrix AE is irreducible
if and only if the graph E is strongly connected.
The period PE of a strongly connected directed graph E is given by PE = gcd{|µ| :
µ ∈ E∗, r(µ) = s(µ)} (see for example [36, Section 6] with k = 1). The group PEZ is
then equal to the subgroup generated by {|µ| : µ ∈ vE∗v} for any vertex v of E, and so
is equal to {|µ| − |ν| : µ, ν ∈ vE∗v} for any v.
2.4 K-theory of graph algebras
The K-theory of a C∗-algebra A is a pair of abelian groups K0(A) and K1(A). The
following outlines the construction of the K-theory of unital C∗-algebras. This is based
on [45, Chapter 3]. See [45, Chapter 4] for the nonunital case.
If A is unital, then the group K0(A) is formed from equivalence classes of projections
in matrix algebras over A. For each n ≥ 1, let ProjMn(A) be the set of projections in
Mn(A), the C
∗-algebra of n× n matrices over A. For a ∈Mn(A) and Mm(A), define
a⊕ b =
(
a 0
0 b
)
∈Mm+n(A).
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Identifying p ∈ ProjMn(A) with p⊕ 0 gives an embedding ProjMn(A) in ProjMn+1(A).
Define Proj∞(A) :=
⋃∞
n=1 Proj(Mn(A)). There is an equivalence relation ∼0 on Proj∞(A)
defined for p ∈ ProjMn(A) and q ∈ ProjMm(A) by p ∼0 q if there exists u ∈ Mm,n(A)
such that p = u∗u and q = uu∗. The set D(A) := Proj∞(A)/ ∼0 of equivalence classes
{[p] : p ∈ Proj∞(A)} is an abelian semigroup, with [p] + [q] = [p⊕ q]. Then K0(A) is the
Grothendieck group of D(A). That is, K0(A) is the group of all formal differences
K0(A) = {[p]− [q] : p, q ∈ Proj∞(A)}
with
([p]− [q]) + ([r]− [s]) = ([p] + [r])− ([q] + [s]).
For the details, see [45, pages 21–42].
The group K1(A) is formed from equivalence classes of unitary elements in Mn(A). Let
UMn(A) denote the unitary elements of Mn(A). Identifying u ∈ UMn(A) with u⊕1 gives
an embedding UMn(A) in UMn+1(A). We let U∞(A) :=
⋃∞
n=1 U(Mn(A)). There is an
equivalence relation ∼1 on U∞(A) defined for u ∈ UMn(A) and v ∈ UMm(A) by u ∼1 v if
there is a natural number k ≥ max{m,n} and a continuous path t 7→ ut : [0, 1]→ UMk(A)
such that u0 = u⊕ 1k−n and u1 = v ⊕ 1k−m.
The group K1(A) is the set of equivalence classes {[u]1 : u ∈ U∞(A)} with addition
given by [u]1 + [v]1 = [u ⊕ v]1; the identity is the class containing the identity matrices
1n. The group K1(A) is an abelian group (see [45, Section 8]).
Remark 2.4.1. A homomorphism φ : A → B between unital C∗-algebras induces homo-
morphisms φn : Mn(A)→ Mn(B) satisfying φn((aij)) = (φ(aij)). These homomorphisms
map projections to projections and unitaries to unitaries, and hence induce homomor-
phisms K0(φ) : K0(A)→ K0(B) and K1(φ) : K1(A)→ K1(B) satisfying
K0(φ)([p]− [q]) = [φn(p)]− [φn(q)] and K1(φ)([u]1) = [φn(u)]1.
This process is functorial: the identity homomorphism induces the identity map on K-
groups, and Ki(φ ◦ ψ) = Ki(φ) ◦Ki(ψ) for i = 1, 2.
The K-theory of graph algebras is described in [41, Chapter 7]. The main result is
the following.
Theorem 2.4.2 ([41, Theorem 7.1]). Let E be a row-finite graph with no sources, and let
AE be the vertex matrix of E. Then K1(C
∗(E)) is isomorphic to the kernel of 1 − AtE :
ZE0 → ZE0, and K0(C∗(E)) is isomorphic to the cokernel.
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The vertex projections {pv : v ∈ E0} define classes [pv] in D(C∗(E)), and the Cuntz–
Krieger relations imply that [pv] =
∑
e∈vE1 [ses
∗
e] =
∑
e∈vE1 [s
∗
ese] =
∑
e∈vE1 [ps(e)] in
K0(C
∗(E)). The above theorem says that K0(C
∗E)) is generated by {[pv] : v ∈ E0}
subject only to these relations. Looking into the proof of [41, Theorem 7.1] shows that
the isomorphism K0(C
∗(E))→ coker(1−AtE) is given by
∑
v∈E0 av[pv] 7→ a+ Im(1−AtE)
for a ∈ ZE0 .
2.5 KMS states on the C∗-algebras of finite graphs
We use the definition of KMS states given in [2, Definition 5.3.1]. Let (A,R, α) be a
C∗-dynamical system. An element a ∈ A is analytic for α if t 7→ αt(a) extends to an
entire function z 7→ αz(a) on C (the αz will typically not be homomorphisms for z 6∈ R).
Let Aα denote the collection of analytic elements of A. A state φ of A is said to be a
KMS state for α at inverse temperature β ∈ R \ {0} if
φ(ab) = φ(bαiβ(a)) for all a, b ∈ Aα.
It suffices to verify this KMS condition on any α-invariant set of analytic elements span-
ning a dense subspace of A. Proposition 5.3.3 of [2] says that if φ is KMSβ for α and
β 6= 0, then φ is α-invariant. If β = 0, then the KMS condition reduces to requiring that
φ is a trace, and we then impose α-invariance as an additional requirement.
The following result characterises the KMS states for the gauge actions on Toeplitz
algebras of finite directed graphs.
Proposition 2.5.1 ([22, Proposition 2.1]). Let E be a finite directed graph, and let AE
be the vertex matrix. Let γ : T → Aut T C∗(E) be the gauge action, and define α : R →
Aut T C∗(E) by αt = γeit. Let β ∈ R.
1. A state φ of T C∗(E) is a KMSβ state of (T C∗(E), α) if and only if
φ(sµs
∗
ν) = δµ,νe
−β|µ|φ(ps(µ)) for all µ, ν ∈ E∗.
2. Suppose that φ is a KMSβ state of (T C∗(E), α), and define mφ = (mφv ) ∈ [0,∞)E
0
by mφv = φ(pv). Then m
φ is a probability measure on E0 satisfying the subinvariance
relation AEm
φ ≤ eβmφ.
3. A KMSβ state φ of (T C∗(E), α) factors through C∗(E) if and only if (AEmφ)v =
eβmφv whenever v is not a source.
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The following shows how KMSβ states are constructed from probability measures for
β > ln ρ(AE).
Theorem 2.5.2 ([22, Theorem 3.1]). Let E be a finite directed graph. Let γ : T →
Aut T C∗(E) be the gauge action, and define α : R → Aut T C∗(E) by αt = γeit. Assume
that β > ln ρ(AE).
1. For v ∈ E0, the series
∑
µ∈E∗v e
−β|µ| either converges or is finite, with sum yv ≥ 1.
Set y := (yv) ∈ [1,∞)E
0
, and consider ε ∈ [0,∞)E0. Then m := (I − e−βAE)−1ε is
a probability measure on E0 if and only if ε · y = 1.
2. Suppose ε ∈ [0,∞)E0 satisfies ε · y = 1, and set m := (I − e−βAE)−1ε. Then there
is a KMSβ state φε of (T C∗(E), α) satisfying
φε(sµs
∗
ν) = δµ,νe
−β|µ|ms(µ).
3. The map ε 7→ φε is an affine isomorphism of
Σβ := {ε ∈ [0,∞)E
0
: ε · y = 1}
onto the simplex of KMSβ states of (T C∗(E), α). The inverse of this isomorphism
takes a KMSβ state φ to (I − e−βAE)mφ.
The critical inverse temperature is β = ln ρ(AE). Corollary 4.2 of [22] shows that
for any finite graph, there exists at least one KMS state at the critical temperature. To
obtain uniqueness, E is assumed to be strongly connected.
Theorem 2.5.3 ([22, Theorem 4.3]). Let E be a strongly connected finite directed graph.
Let γ : T → Aut T C∗(E) be the gauge action, and define α : R → Aut T C∗(E) by
αt = γeit. Let x be the unimodular Perron-Frobenius eigenvector of the vertex matrix AE.
1. The system (T C∗(E), α) has a unique KMSln ρ(AE) state φ. This state satisfies
φ(sµs
∗
ν) = δµ,νρ(AE)
−|µ|xs(µ),
and factors through a KMSln ρ(AE) state φ̄ of (C
∗(E), α).
2. The state φ̄ is the only KMS state of (C∗(E), α).
3. If β < ln ρ(AE), then (T C∗(E), α) has no KMSβ states.
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2.6 Projective limits of topological spaces
The following results for projective (or inverse) limits of topological spaces are standard
(see [43, Chapter 1] for details).
Definition 2.6.1. A directed partially ordered set or directed poset I is a set with a binary
relation ≤ that is reflexive, antisymmetric and transitive, such that for all i, j ∈ I, there
exists k ∈ I such that i, j ≤ k.
Definition 2.6.2. A projective system of topological spaces over I consists of a collection
{Xi : i ∈ I} of topological spaces indexed by a directed poset I, and a collection of
continuous maps ϕi,j : Xi → Xj, defined whenever i ≥ j, such that the diagrams of the
form
Xi Xk
Xj
ϕi,k
ϕi,j ϕj,k
commute whenever i, j, k ∈ I and i ≥ j ≥ k. We assume that ϕi,i is the identity map idXi
on Xi. We shall denote such a system by (Xi, ϕi,j, I), or by (Xi, ϕi,j) if the index set I is
clearly understood.
Definition 2.6.3. Let (Xi, ϕi,j, I) be a projective system of topological spaces. Let
X = Πi∈IXi be the product space. The subset
lim←−Xi = {x = (xi)i∈I ∈ Πi∈IXi : ϕi,j(xi) = xj whenever i ≥ j}
of X is called the projective limit of the projective system.
For each j ∈ I, the map pj : Πi∈IXi → Xj is called the projection map and its
restriction to lim←−Xi is called the canonical map and is sometimes denoted by ϕ∞,j :
lim←−Xi → Xj. The map ϕ∞,j is continuous because each pj is. By the definition of lim←−Xi,
it follows that ϕ∞,j = ϕj,k ◦ ϕ∞,k whenever k ≥ j. The sets {ϕ−1∞,j(Uj) : Uj open in Xj}
form a base of the topology of lim←−Xi.
Proposition 2.6.4 ([43, Proposition 1.1.1]). Let (Xi, ϕi,j, I) be a projective system of
topological spaces. Suppose there is a topological space Y and maps ψj : Y → Xj such
that ϕj,k◦ψj = ψk whenever k ≤ j. Then there is a unique continuous map ψ : Y → lim←−Xi
such that ϕ∞,j ◦ ψ = ψj for all j ∈ I.
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Proposition 2.6.5 ([43, Lemma 1.1.2]). Let (Xi, ϕi,j, I) be a projective system of nonempty
Hausdorff spaces. Then lim←−Xi is a closed subset of Πi∈IXi. If the Xi are compact, so is
lim←−Xi.
2.7 Direct limits of C∗-algebras
Viewing C∗-algebras as algebras of functions on “noncommutative topological spaces”, a
direct limit of C∗-algebras is analogous to a projective limit of topological spaces. The
following results are standard (see [45, Chapter 6] for details).
Definition 2.7.1. Let (An)
∞
n=1 be a sequence of C
∗-algebras and let (ϕn)
∞
n=1 be a sequence
of homorphisms ϕn : An → An+1 (called connecting maps). A direct limit for the sequence
(An, ϕn) is a pair (lim−→An, (ϕn,∞)
∞
n=1), where lim−→An is a C
∗-algebra and, for each n ≥ 1,
ϕn,∞ : An → lim−→A is a homomorphism, and where the following two conditions hold.
1. The following diagram commutes for each n ≥ 1.
An An+1
lim−→An
ϕn
ϕn,∞ ϕn+1,∞
2. For any C∗-algebra B, and any sequence of homomorphisms ψn : An → B such that
ψn,∞ = ψn+1,∞ ◦ϕn, for all n ≥ 1, there is a unique homomorphism ψ : lim−→An → B
such that for each n ≥ 1 the following diagram commutes.
An lim−→An
B
ϕn,∞
ψn,∞ ψ
For n,m ≥ 1, we define ϕn,n+m := ϕn+m−1 ◦ · · · ◦ ϕn : An → An+m.
Proposition 2.7.2 ([45, Proposition 6.2.4]). Every sequence of C∗-algebras (An)
∞
n=1 with
connecting maps (ϕn)
∞
n=1 has a direct limit (lim−→A, (ϕn,∞)
∞
n=1). Moreover, the following
hold.
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1. lim−→A =
⋃∞
n=1 ϕn,∞(An).
2. ‖ϕn,∞(a)‖ = limm→∞ ‖ϕn,m+n(a)‖ for all n ≥ 1 and a ∈ An.
3. kerϕn,∞ = {a ∈ An : limm→∞ ‖ϕn,n+m‖ = 0}.
4. Let (B, (ψn)
∞
n=1) and ψ : lim−→An → B be as in Definition 2.7.1. Then
(a) kerϕn,∞ ⊆ kerψn,∞ for all n ≥ 1.
(b) ψ is injective if and only if kerψn,∞ ⊆ kerϕn,∞ for all n ≥ 1.
(c) ψ is surjective if and only if B =
⋃∞
n=1 ψn,∞(An).
Example 2.7.3. Let (Xn, φn+1,n)
∞
n=1 be an inverse system of locally compact topological
spaces indexed by n ≥ 1. The homomorphisms φn+1,n : Xn+1 → Xn induce homo-
morphisms φ∗n+1,n : C0(Xn) → C0(Xn+1) satisfying (φ∗n+1,n(f))(x) = f(φn+1,n(x)) for
f ∈ C(Xn) and x ∈ Xn+1. Moreover, (C0(Xn), ψ∗n+1,n)∞n=1 is a direct sequence of commu-
tative C∗-algebras, and
C0(lim←−(Xn, ϕn+1,n))
∼= lim−→(C0(Xn), ϕ
∗
n+1,n).
The direct limit of a sequence of Abelian groups and group homomorphisms is defined
similarly and also exists (see [45, Proposition 6.2.5]). By [45, Theorem 6.3.2] there is an
isomorphism θ0 : K0(lim−→(An, ϕn)) → lim−→(K0(An), K0(ϕn)). Similarly, by [45, Proposi-
tion 8.2.7] there is an isomorphism θ1 : K1(C
∗(lim−→(An, ϕn)) → lim−→(K1(An), K1(ϕn)). If
the An are unital, then θ0([ϕn,∞(p)]0) = K0(ϕn,∞)([p]0) for any projection p over An and
θ1([ϕn,∞(u)]1) = K1(ϕn,∞)([u]1) for any unitary u over An.
2.8 Supernatural numbers
Supernatural numbers (or Steinitz numbers) are an invariant for some operator algebras
(see for example [45, Section 7.4]). They also appear in field theory and group theory.
A supernatural number is a sequence m = (mj)
∞
j=1 in N
⋃
{∞}. If we let {p1, p2, . . . } be
the set of primes listed in increasing order, we can view m as an infinite prime factorisation
m = Π∞j=1p
mj
j . We say m is infinite if Π
∞
j=1p
mj
j = ∞, or equivalently if
∑∞
j=1 mj = ∞.
When all but finitely many exponents mj are zero, m is a natural number.
If m = Π∞j=1p
mj
j and n = Π
∞
j=1p
nj
j are natural or supernatural numbers, then we define
the product of m and n by mn = (mj + nj)
∞
j=1. We say n divides m, and write n|m, if
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nj ≤ mj for all j. Each supernatural number m defines an additive subgroup
Q(m) =
{p
q
: p ∈ Z, q ∈ N, q|m
}
⊆ Q.
A multiplicative sequence is a sequence ω = (nk)
∞
k=1 of natural numbers with nk|nk+1
for all k ≥ 1. We say that a multiplicative sequence ω = (nk)∞k=1 divides a multiplicative
sequence ω′ = (mj)
∞
j=1, and write ω|ω′, if for each k ∈ N there exists j(k) ∈ N such that
nk|mj(k). Define an equivalence relation ∼ on {(nk)∞k=1 : nk|nk+1 for all k} by ω ∼ ω′ if
ω|ω′ and ω|ω′. Write [ω] for the equivalence class of ω under ∼.
To each multiplicative sequence ω = (nk)
∞
k=1, we can assign a supernatural num-
ber nω by nωj := sup{r : prj |nk for some k ∈ N}. Conversely, to each supernatural
number m = (mj)
∞
j=1, we can associate a multiplicative sequence ω
m = (nmk )
∞
k=1 by
nmk := Π
k
j=1p
min{k,mj}
j . It is routine to check that ω 7→ nω induces a bijection between
{(nk)∞k=1 : nk|nk+1 for all k}/ ∼ and {(mj)∞j=1 : mj ∈ N
⋃
{∞} for all j}.
2.9 The Bunce–Deddens algebras
In [5] Bunce and Deddens studied a class of simple C∗-algebras which arose from their
study of C∗-algebras generated by weighted shift operators [4]. These C∗-algebras were
amongst the earliest examples of simple non-type I C∗-algebras, and have been much
studied ever since Bunce and Deddens’ paper.
Let H be the Hilbert space `2(N) with canonical orthonormal basis {ei : i ≥ 1}.
Let B(H) be the set of bounded operators on H, and let K be the ideal of all compact
operators on H. For T ∈ B(H) we denote by C∗(T ) the smallest C∗-subalgebra of B(H)
containing T and the identity operator 1.
A bounded operator T ∈ B(H) is a weighted shift operator if there is a bounded
sequence of complex scalars (an)
∞
n=1 such that Ten = an+1en+1 for all n ≥ 1. A weighted
shift is said to be p-periodic if its weight sequence satisfies an = an+p for all n ≥ 1. Let
A(p) be the C∗-algebra generated by all p-periodic weighted shift operators.
Fix a multiplicative sequence ω = (nk)
∞
k=1. Note that every nk-periodic weighted shift
is also nk+1-periodic. Thus there is a natural inclusion ιk of A(nk) into A(nk+1) for every
k. The Bunce–Deddens–Toeplitz C∗-algebra Aω is defined to be the direct limit of the
A(nk) under the inclusions ιk. In [5] Bunce and Deddens observed that K is contained in
A(nk) as an ideal, and defined B(nk) := A(nk)/K. The inclusions ιk : A(nk) → A(nk+1)
descend to inclusions ι̃k : B(nk) → B(nk+1). The Bunce–Deddens algebra Bω is defined
to be the direct limit of the B(nk) under the inclusions ι̃k.
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There are isomorphisms B(nk)→Mnk(C(T)) for each k, so Bω can also be viewed as
the direct limit of the matrix algebras Mnk(C(T)) (see [9, Section V.3] for details).
Bunce and Deddens showed that Bω is simple ([5, Theorem 2]). They also proved a
classification theorem. As with UHF algebras (see [18, Theorem 1.12]), Bunce–Deddens
algebras are classified by supernatural numbers.
Theorem 2.9.1 ([5, Theorem 4]). Fix two multiplicative sequences ω := (nk)
∞
k=1 and
ω′ := (mj)
∞
j=1. The algebras Bω and Bω′ are isomorphic if and only if [ω] = [ω
′].
2.10 A generalisation of the Bunce–Deddens algebras
Let E be a row-finite directed graph with no sources or sinks. In Section 2.1 we gave a
universal presentation of T C∗(E) and C∗(E). We now give a concrete construction of
these algebras. Let HE = `
2(E∗) be the Hilbert space with orthonormal basis {ξµ : µ ∈
E∗} indexed by the finite paths in E. Fix ν ∈ E∗ and define an operator Lν on HE
by Lνξµ = δs(ν),r(µ)ξνµ. Then Lν is a partial isometry. For v ∈ E0, Lv is a projection
and we write Pv := Lv. The pair (L, P ) is a Toeplitz–Cuntz–Krieger E-family. The
Toeplitz algebra of E is isomorphic to the C∗-algebra generated by {Le : e ∈ E1} ([16,
Theorem 4.1]).
For ν ∈ E∗, define an operator Rν on HE by Rνξµ = δs(µ),r(ν)ξµν for µ ∈ E∗. Let
KE be the ideal of all compact operators on HE. Define KE :=
⊕
v∈E0 RvKRv. Kribs
and Solel observe that KE is a C∗-subalgebra of T C∗(E) ([31, Proposition 2.1]) and that
T C∗(E)/KE ∼= C∗(E) ([31, Theorem 2.2]).
Let e ∈ E1. A bounded operator Te on HE is a weighted shift if there are scalars
{λµ : µ ∈ E∗\E0} such that Teξµ = δs(e),r(µ)λeµξeµ. For µ ∈ E∗ and n ∈ N, we write [µ]n
for the unique element of E<n such that µ = [µ]nµ
′ for some µ′ ∈ E∗ with |µ′| ∈ nN; we
think of [µ]n as the residue of µ modulo n. A weighted shift Te is p-periodic if λµ = λ[µ]p
and hence Teξµ = λeµξeµ = λe[µ]pξeµ for all µ ∈ s(e)E∗.
Let A(p) be the C∗-algebra generated by all p-periodic weighted shifts Te, e ∈ E1, on
He. Let ω = (nk)
∞
k=1 be a multiplicative sequence. Since every nk-periodic weighted shift
Te is also nk+1-periodic, there is a natural inclusion of A(nk) into A(nk+1), and we may
consider the norm-closed limit algebra AE(ω) :=
⋃
k≥1A(nk).
Since T C∗(E) is generated by the unweighted shifts {Le : e ∈ E1}, we have that KE
is contained as an ideal in T C∗(E) ⊆ AE(p) for each p ∈ N. Let B(p) := A(p)/KE.
Again, we have inclusions B(nk) → B(nk+1), so we may also consider the norm-closed
limit algebra BE(ω) := ∪k≥1B(nk). Kribs and Solel referred to BE(ω) as a generalised
Bunce–Deddens algebra.
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Kribs and Solel showed that B(n) can be written as a graph algebra ([31, Theo-
rem 4.2]). Their construction is as follows. Let E = (E0, E1, r, s) be a row-finite directed
graph with no sources, and fix n ≥ 1. Define sets
E(n)0 := E<n and E(n)1 := {(e, µ) : e ∈ E1, µ ∈ s(e)E<n},
and maps
sn(e, µ) := µ and rn(e, µ) =
eµ if |µ| < n− 1r(e) if |µ| = n− 1.
Then E(n) = (E(n)0, E(n)1, rn, sn) is a row-finite directed graph with no sources. This
construction has recently been used to calculate the nuclear dimension of graph algebras
and Kirchberg algebras [46, 47].
By [31, Theorem 4.2] A(n) ∼= T C∗(E(n)) and B(n) ∼= C∗(E(n)). So, for a multiplica-
tive sequence ω = (nk)
∞
k=1, AE(ω)
∼= lim−→T C
∗(E(nk)) and BE(ω) ∼= lim−→C
∗(E(nk)).
Example 2.10.1. Let C be the single cycle with one vertex and let n ≥ 1. Then C(n) is
the single cycle Cn with n edges. The diagrams for C and C(4) follow.
v
e
v
e
ee
eee
(e, v) (e, e)
(e, ee)(e, eee)
The graph algebra of Cn is isomorphic to the matrix algebra Mn(C(T)) (see [12,
Theorem 2.2], [21, Remark 2.5]). So, if ω = (nk)
∞
k=1 is a multiplicative sequence, then
BC(ω) ∼= C∗(Cnk) ∼= lim−→Mnk(C(T)), yielding the classical Bunce–Deddens algebra Bω.
In [31, Section 6] Kribs and Solel presented BE(ω) as a topological graph algebra and
used the results of Katsura (see [26, 27, 28]) to discuss the K-theory of BE(ω) ([31, Sec-
tion 8]) and to give a characterisation of simplicity in terms of the topological graph ([31,
Section 9]). In [31, Section 7] they considered the generalised Bunce–Deddens algebras
constructed from the single cycle Cj with j vertices for some j ≥ 1. For a given multi-
plicative sequence ω they proved a classification result for BCj(ω) along the lines of [5,
Theorem 4]. They also provided a characterisation of simplicity for Bω(Cj) in terms of
j and ω. In this thesis we extend these results about Bω(Cj) to a much broader class of
generalised Bunce–Deddens algebras (see Corollary 5.2.2 and Theorem 7.0.1).
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2.11 Projective limits of measure spaces
Projective (or inverse) limits of measure spaces have been investigated in probability
theory (see for example [6]).
Definition 2.11.1. Let I be a directed set. A family (Xi,Mi,mi)i∈I of measure spaces is
called an projective system of measure spaces if, for j ≤ i, there exist maps ϕi,j : Xi → Xj
such that
1. (Xi, ϕi,j) is a projective system,
2. ϕ−1i,j (Mj) ⊆Mi,
3. mj(E) = mi(ϕ
−1
i,j (E)) for E ∈Mj.
Let (Xi,Mi,mi) be a projective system of measure spaces and let X∞ = lim←−(Xi, ϕi,j).
Fix i ∈ I. Since Mi is a σ-ring of subsets of Xi, we have that M∗i := ϕ−1∞,i(Mi) is a σ-ring
of subsets of X∞. For each E ∈ Mi, let E∗ := ϕ−1∞,i(E), and define m∗i (E∗) := mi(E).
Since mi is a measure on (Xi,Mi), we have that m
∗
i is a measure on (X∞,M
∗
i ). So the
triple (X∞,M
∗
i ,m
∗
i ) is a measure space.
We check that M∗j ⊆M∗i for j ≤ i:
M∗j = ϕ
−1
∞,j(Mj) = ϕ
−1
∞,i(ϕ
−1
i,j (Mj)) ⊆ ϕ−1∞,i(Mi) = M∗i .
We check that m∗j(E
∗) = m∗i (E
∗) for j ≤ i and E∗ ∈M∗j ⊆M∗i :
m∗j(E
∗) = mj(E) = mi(ϕ
−1
i,j (E)) = m
∗
i (ϕ
−1
∞,i(ϕ
−1
i,j (E))) = m
∗
i (ϕ
−1
∞,j(E)) = m
∗
i (E
∗).
Define M :=
⋃
i∈IM
∗
i . Then M is a ring of sets. Define m by m(E) = m
∗
i (E) for
E ∈M∗i . Then m is a finitely additive set function but, in general, is not σ-additive, and
so has no extension to S(M), the σ-ring generated by M .
Definition 2.11.2. If m has a σ-additive extension (also called m) to S(M) then we call
(X∞, S(M),m) the projective limit of the family (Xi,Mi,mi).
Definition 2.11.3. A measure space (X,N, µ) is called a topological measure space if
1. X is a topological space,
2. for every E ∈ N such that µ(E) <∞, and every ε > 0, there exists a closed compact
set C ⊆ E such that C ∈ N , and µ(E\C) < ε.
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Theorem 2.11.4 ([6, Theorem 2.2]). Let (Xi,Mi,mi) be a projective system of topological
measure spaces, where the Xi are, moreover, compact Hausdorff spaces. Then X∞ is
compact Hausdorff, and the projective limit measure space (X∞, S(M),m) is a topological
measure space.
2.12 The space of finite signed Borel measures
If M is a σ-algebra of subsets of a set X, then a real-valued function m defined on M is said
to be a finite signed measure if m(∅) = 0 and m is countably additive in the sense that
if {En : n ∈ N} is a disjoint collection of sets in X, then m
(⋃∞
n=1En
)
=
∑∞
n=1 m(En).
Suppose that X is a compact Hausdorff space. We denote by M(X) the space of all
finite signed Borel measures on X, byM+(X) the subset ofM(X) consisting of positive
Borel measures, and byM+1 (X) the subset ofM+(X) consisting of probability measures
on X.
Let m ∈M(X). By the Hahn decomposition theorem [1, Theorem 8.2] there are sets
P,N ⊆ X such that X = P ∪ N and P ∩ N = ∅, and such that m(E ∩ P ) ≥ 0 and
m(E ∩N) < 0 for all Borel E ⊆ X.
Let m+ and m− be given by m+(E) = m(E∩P ) and m−(E) = −m(E∩N) for Borel E.
Then m+,m− ∈M+(X). The Jordan decomposition theorem [1, Theorem 8.5] says that
m = m+ −m− and that if m′,m′′ ∈M+(X) satisfy m = m′ −m′′, then m′(E) ≥ m+(E)
and m′′(E) ≥ m−(E) for all Borel E ⊆ X.
The space M(X) of finite signed measures is a real Banach space under the norm
‖m‖ = m+(X) +m−(X).
Chapter 3
Generalised Bunce–Deddens algebras
In this chapter, we give an alternative presentation of Kribs and Solel’s C∗-algebras
T C∗(E(n)) and C∗(E(n)) for n ≥ 1, and of their direct-limit algebras lim−→T C
∗(E(nk)) and
lim−→C
∗(E(nk)) for a given multiplicative sequence ω = (nk)
∞
k=1. We show that T C∗(E(n))
is the universal C∗-algebra generated by a Toeplitz–Cuntz–Krieger E-family and mutually
orthogonal projections indexed by E<n. This presentation has the advantage that the con-
necting maps T C∗(E(n))→ T C∗(E(nm)) have a particularly simple form: they preserve
the generating Toeplitz–Cuntz–Krieger E-family, and resolve the projection associated to
each µ ∈ E<n into a sum of projections associated to paths of the form µτ ∈ E<nm. This
leads to a very natural presentation of lim−→T C
∗(E(nk)) in terms of a Toeplitz–Cuntz–
Krieger E-family and a representation of the algebra of continuous functions on a natural
projective limit of the E<n. We show that all of this descends naturally to the C∗(E(n))
and lim−→C
∗(E(nk)).
A condensed account of the results in this chapter appears in joint work with my
supervisors [44, Section 3]. Since the primary purpose of this material is both to describe
an alternative approach to Kribs and Solel’s construction and also to lay the foundations
for our analysis of simplicity and of KMS states later, we present the material in this
chapter in fairly fine detail.
3.1 The C∗-algebras T (E, n) and C∗(E, n)
Definition 3.1.1. Let E be a row-finite directed graph with no sources, and fix n ∈ N.
A Toeplitz n-representation of E in a C∗-algebra A is a triple (T,Q,Θ) where
1. (T,Q) is a Toeplitz–Cuntz–Krieger E-family in A,
2. Θ = {Θµ : µ ∈ E<n} is a collection of mutually orthogonal projections,
22
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3. Qv =
∑
µ∈vE<n Θµ for all v ∈ E0, and
4.
T ∗e Θµ =

Θµ′T
∗
e if µ = eµ
′∑
eν∈En ΘνT
∗
e if µ = r(e)
0 otherwise.
(3.1.1)
If (T,Q) is a Cuntz–Krieger E-family, we call (T,Q,Θ) a Cuntz–Krieger n-representation
of E.
We show that Kribs and Solel’s T C∗(E(n)) is universal for Toeplitz n-representations
of E and that C∗(E(n)) is universal for Cuntz–Krieger n-representations. We first describe
a convenient family of spanning elements. We will need the following notation: given a
directed graph E, n > 0 and µ ∈ E∗, we write τn(µ) for the unique element of E<n such
that µ = µ′τn(µ) with |µ′| ∈ nN; so |τn(µ)| ≡ |µ| (mod n).
Remark 3.1.2. The definition of the paths τn(µ) is related to that of the paths [µ]n dis-
cussed earlier: |τn(µ)| = |[µ]n|, and µ = [µ]nµ′ = µ′′τn(µ) for some µ′, µ′′ ∈ E∗ such that
|µ′| = |µ′′| ∈ nN.
The next two results give us a multiplication formula for elements of Toeplitz n-
representations and Cuntz–Krieger n-representations. These results will be useful when
we introduce a new presentation of the generalised Bunce–Deddens algebras, and will be
particularly useful in our calculation of KMS states in Chapter 8.
Lemma 3.1.3. Let E be a row-finite directed graph with no sources, and take n ∈ N. Let
(T,Q,Θ) be a Toeplitz n-representation of E, and fix µ ∈ E∗ and α ∈ E<n.
1. If |µ| ∈ nN, then T ∗µΘr(µ) = Θs(µ)T ∗µ .
2.
T ∗µΘα =

Θα′T
∗
µ if α = µα
′
Θs(µ)T
∗
µ if µ = αµ
′ and |µ′| ∈ nN∑
|τn(µ′)λ|=n ΘλT
∗
µ if µ = αµ
′ and |µ′| 6∈ nN
0 otherwise.
Proof. (1) Suppose |µ| = kn. We have
T ∗µΘr(µ) = T
∗
µkn
· · ·T ∗µ2T
∗
µ1
Θr(µ1) = T
∗
µkn
· · ·T ∗µ2
( ∑
µ1λ∈En
Θλ
)
T ∗µ1
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by the second case in Definition 3.1.1(4). Repeated applications of the first case in the
same relation then give
T ∗µkn · · ·T
∗
µ3
( ∑
µ1µ2λ∈En
Θλ
)
T ∗µ1µ2 = · · · = T
∗
µkn
. . . Tµn+1Θs(µn)T
∗
µ1...µn
. (3.1.2)
Now induction on k yields the desired relation.
(2) First suppose that α = µα′. Then repeated applications of Definition 3.1.1(4) give
T ∗µΘα = T
∗
µ|µ|
· · ·T ∗µ1Θα = T
∗
µ|µ|
· · ·T ∗µ2Θα2···αnT
∗
µ1
= · · · = Θα′T ∗µ .
Now suppose that µ = αµ′. Write µ′ = µ′′τn(µ
′). Then |µ′′| ∈ nN, so we calculate, using
part (1) at the fourth equality,
T ∗µΘα = T
∗
µ′T
∗
αΘα = T
∗
µ′Θs(α)T
∗
α = T
∗
τn(µ′)T
∗
µ′′Θr(µ′′)T
∗
α = T
∗
τn(µ′)Θs(µ′′)T
∗
αµ′′ .
If |µ′| ∈ nN, then αµ′′ = µ and τn(µ′) = s(µ), so the preceding displayed equation gives
T ∗µΘα = Θs(µ)T
∗
µ . Otherwise, we repeat the first |µ′′| steps of the calculation (3.1.2) to
obtain
T ∗µΘα =
∑
|τn(µ′)λ|=n
ΘλT
∗
µ .
Finally, if µ 6= αµ′ and α 6= µα′, then we can write µ = λeµ′ and α = λfα′ for distinct
e, f ∈ E1. Using the first case in part (2), we obtain
T ∗µΘα = T
∗
µ′T
∗
e Θfα′T
∗
λ ,
which is zero by Definition 3.1.1(4).
Lemma 3.1.4. Let E be a row-finite directed graph with no sources, take n ∈ N and
suppose that (T,Q,Θ) is a Toeplitz n-representation of E. For α, β, γ, δ ∈ E∗ and µ, ν ∈
E<n,
(TαΘµT
∗
β )(TγΘνT
∗
δ ) =

TαΘµT
∗
δβ′ if β = γβ
′ and ν = β′µ
TαΘµT
∗
δνρ if β = γνρ with |ρµ| ∈ nN
Tαγ′ΘνT
∗
δ if γ = βγ
′ and µ = γ′ν
TαµρΘνT
∗
δ if γ = βµρ with |ρν| ∈ nN
0 otherwise.
Proof. We consider the case where |β| ≥ |γ|; the case where |γ| > |β| will then follow by
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taking adjoints. By [41, Corollary 1.14(b)], we have
(TαΘµT
∗
β )(TγΘνT
∗
δ ) =
TαΘµT ∗β′ΘνT ∗δ if β = γβ′0 otherwise.
Suppose that β = γβ′. By Lemma 3.1.3(2) we have
(TαΘµT
∗
β )(TγΘνT
∗
δ ) =

TαΘµΘν′T
∗
δβ′ if ν = β
′ν ′
TαΘµΘs(β′)T
∗
δβ′ if β
′ = νρ with |ρ| ∈ nN
TαΘµ
∑
τn(ρ)λ∈En ΘλT
∗
δβ′ if β
′ = νρ with |ρ| 6∈ nN
0 otherwise.
=

TαΘµT
∗
δβ′ if ν = β
′µ
or β′ = νρ with |ρ| ∈ nN and µ = s(β)
or β′ = νρ and τn(ρ)µ ∈ En,
0 otherwise.
Since τn(ρ)µ ∈ En if and only if |ρµ| ∈ nN, the result follows.
Theorem 3.1.5. Let E be a row-finite directed graph with no sources and let n ≥ 1. Let
(t(e,µ), qµ) be the universal Toeplitz–Cuntz–Krieger E(n)-family in T C∗(E(n)). Then the
elements
tn,e :=
∑
µ∈s(e)E<n
t(e,µ), qn,v :=
∑
µ∈vE<n
qµ, and θn,µ := qµ
constitute a Toeplitz n-representation of E and generate T C∗(E(n)). For every Toeplitz
n-representation (T,Q,Θ) of E in a C∗-algebra B, there is a ∗-homomorphism πT,Q,Θ :
T C∗(E(n))→ B such that πT,Q,Θ(tn,e) = Te, πT,Q,Θ(qn,v) = Qv and πT,Q,Θ(θn,µ) = Θµ.
If (T,Q) is a Cuntz–Krieger E-family, then πT,Q,Θ factors through a homomorphism
π̃T,Q,Θ : C
∗(E(n))→ B.
Proof. We begin by showing that (tn, qn) defines a Toeplitz–Cuntz–Krieger E-family. Let
v, w ∈ E0 with v 6= w. Since the qµ are mutually orthogonal, we have
qn,vqn,w =
( ∑
µ∈vE<n
qµ
)( ∑
ν∈wE<n
qν
)
=
∑
µ∈vE<n
∑
ν∈wE<n
qµqν = 0.
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Let e ∈ E1. Then
t∗n,etn,e =
( ∑
µ∈s(e)E<n
t(e,µ)
)∗( ∑
ν∈s(e)E<n
t(e,ν)
)
=
∑
µ,ν∈s(e)E<n
t∗(e,µ)t(e,ν) =
∑
µ∈s(e)E<n
qµ = qn,s(e).
Let v ∈ E0. We calculate
qn,v
( ∑
e∈vE1
tn,et
∗
n,e
)
=
( ∑
µ∈vE<n
qµ
)( ∑
e∈vE1
∑
τ,ν∈s(e)E<n
t(e,τ)t
∗
(e,ν)
)
=
∑
µ∈vE<n
∑
e∈vE1
∑
τ,ν∈s(e)E<n
qµt(e,τ)t
∗
(e,ν)
=
∑
e∈vE1
∑
τ,ν∈s(e)E<n
t(e,τ)t
∗
(e,ν)
=
∑
e∈vE1
tn,et
∗
n,e.
So qn,v ≥
∑
e∈vE1 tn,vt
∗
n,v.
We now show that (tn, qn, θn) is a Toeplitz n-representation. Let e ∈ E1 and µ ∈ E<n.
First suppose that µ = eµ′. Since rn(e, µ
′) = µ and s(e, µ′) = µ′, we have
t∗n,eθn,µ =
( ∑
ν∈s(e)E<n
t∗(e,ν)
)
qµ = t
∗
(e,µ′) = qµ′
( ∑
ν∈s(e)E<n
t∗(e,ν)
)
= θn,µ′t
∗
n,e.
Now suppose that µ = r(e). Then
t∗n,eθn,µ =
( ∑
ν∈s(e)E<n
t∗(e,ν)
)
qµ =
∑
eν∈En
t∗(e,ν),
since rn(e, ν) = µ forces |eν| = n. So (tn, qn, θn) is a Toeplitz n-representation of E.
Observe that t(e,µ) = tn,eθn,µ for each e ∈ E1 and µ ∈ s(e)E<n and qµ = θn,µ for each
µ ∈ E<n. It follows that the tn,e, the qn,v and the θn,µ generate T C∗(E(n)).
Fix a Toeplitz n-representation (T,Q,Θ). Define a pair (T̃ , Q̃) by T̃(e,µ) := TeΘµ and
Q̃µ := Θµ. We claim that this pair is a Toeplitz–Cuntz–Krieger E(n)-family. The Q̃µ are
mutually orthogonal projections since the Θµ are. Let e ∈ E1 and µ ∈ s(e)E<n. We have
T̃ ∗(e,µ)T̃(e,µ) = ΘµT
∗
e TeΘµ = ΘµQs(e)Θµ = Θµ = Q̃µ.
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Let µ ∈ E<n. We calculate, using Definition 3.1.1(4) at the third equality,
Q̃µ
( ∑
(e,ν)=µE(n)1
T̃(e,ν)T̃
∗
(e,ν)
)
=
∑
(e,ν)=µE(n)1
QµT(e,ν)T
∗
(e,ν) =
∑
(e,ν)=µE(n)1
ΘµTeΘνT
∗
e
=
∑
(e,ν)=µE(n)1
TeΘνΘνT
∗
e =
∑
(e,ν)=µE(n)1
T̃(e,ν)T̃
∗
(e,ν).
So Q̃µ ≥
∑
rn(e,ν)=µ
T̃(e,ν)T̃
∗
(e,ν). Therefore the pair (T̃ , Q̃) is a Toeplitz–Cuntz–Krieger
E(n)-family, and so induces the desired homomorphism πT,Q,Θ.
Now, suppose (T,Q,Θ) is a Cuntz–Krieger n-representation, and fix v ∈ E0. We have,∑
µ∈vE<n
∑
(e,ν)∈µE(n)1
T̃(e,ν)T̃
∗
(e,ν) =
∑
e∈vE1
∑
(e,ν)∈E(n)1
T̃(e,ν)T̃
∗
(e,ν)
=
∑
e∈vE1
Te
( ∑
ν∈s(e)E<n
θν
)
T ∗e =
∑
e∈vE1
TeT
∗
e
= Qv =
∑
µ∈vE<n
Θµ =
∑
µ∈vE<n
Q̃µ.
So (T̃(e,µ), Q̃µ) is a Cuntz–Krieger E(n)-family. Hence πT,Q,Θ factors through π̃T,Q,Θ :
C∗(E(n))→ B.
Remark 3.1.6. We denote by T (E, n) the universal C∗-algebra generated by a Toeplitz
n-representation, and by C∗(E, n) the universal C∗-algebra generated by a Cuntz–Krieger
n-representation. By Theorem 3.1.5 there is an isomorphism πn : T (E, n)→ T C∗(E(n))
satisfying
πn(tn,e) =
∑
µ∈s(e)E<n
t(e,µ), πn(qn,v) =
∑
µ∈vE<n
qµ, and πn(θn,µ) = qµ,
with inverse satisfying π−1n (t(e,µ)) = tn,eθn,µ and π
−1
n (qµ) = θn,µ. This isomorphism de-
scends to an isomorphism π̃n : C
∗(E, n)→ C∗(E(n)).
We now describe the injective homomorphisms T C∗(E(n)) → T C∗(E(mn)) and
C∗(E(n)) → C∗(E(mn)) of Kribs and Solel [31, Section 5]. The details are not given
there so we include them here.
Lemma 3.1.7. Let E be a row-finite directed graph and n,m ∈ N. There is an injective
homomorphism jn,mn : T C∗(E(n))→ T C∗(E(mn)) satisfying
jn,mn(tn,(e,µ)) =
∑
ν∈E<mn,[ν]n=µ
tmn,(e,ν) and jn,mn(qn,µ) =
∑
ν∈E<mn,[ν]n=µ
qmn,ν .
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Moreover jn,mn descends to an injective homomorphism j̃n,mn : C
∗(E(n))→ C∗(E(mn)).
Proof. Define T(e,µ) :=
∑
ν∈E<mn,[ν]n=µ tmn,(e,ν) for e ∈ E
1 and µ ∈ s(e)E<n, and Qµ :=∑
ν∈vE<mn,[ν]n=µ qmn,ν for µ ∈ E
<n.
We check that (T,Q) is a Toeplitz–Cuntz–Krieger E(n)-family. Let e ∈ E1 and
µ ∈ s(e)E<n. We have
T ∗(e,µ)T(e,µ) =
∑
ν∈E<mn,[ν]n=µ
∑
λ∈E<mn,[λ]n=µ
t∗mn,(e,ν)tmn,(e,λ)
=
∑
ν∈E<mn,[ν]n=µ
qmn,ν = Qµ.
Now let µ ∈ E<n. Then
Qµ
( ∑
(e,ν)∈µE(mn)1
T(e,ν)T
∗
(e,ν)
)
=
∑
τ∈E<mn,[τ ]n=µ
qmn,τ
( ∑
(e,ν)∈µE(mn)1
∑
λ∈E<mn,[λ]n=ν
∑
λ′∈E<mn,[λ′]n=ν
tmn,(e,λ)t
∗
mn,(e,λ′)
)
=
∑
τ∈E<mn,[τ ]n=µ
∑
(e,ν)∈µE(mn)1
∑
λ∈E<mn,[λ]n=ν
qmn,τ tmn,(e,λ)t
∗
mn,(e,λ)
=
∑
(e,ν)∈µE(mn)1
∑
λ∈E<mn,[λ]n=ν
tmn,(e,λ)t
∗
mn,(e,λ),
since [rmn(e, λ)]n = [eλ]n = [eν]n = µ. Therefore Qµ ≥
∑
(e,ν)∈µE(mn)1 T(e,ν)T
∗
(e,ν). So
(T,Q) is a Toeplitz–Cuntz–Krieger E(n)-family and the universal property of T C∗(E(n))
gives a homomorphism jn,mn satisfying the desired formulas.
We check that jn,mn is injective. For µ ∈ E<n, we have
Qµ −
∑
(e,τ)∈µE(n)1
T(e,τ)T
∗
(e,τ) =
∑
ν∈E<mn,[ν]n=µ
(
qmn,ν −
∑
(e,λ),(e,λ′)∈νE(mn)1
tmn,(e,λ)t
∗
mn,(e,λ′)
)
=
∑
ν∈E<mn,[ν]n=µ
(
qmn,ν −
∑
(e,λ)∈νE(mn)1
tmn,(e,λ)t
∗
mn,(e,λ)
)
.
Theorem 4.1 of [16] implies that each term on the right hand side of the preceding displayed
equation is nonzero. Therefore the terms on the left hand side are also nonzero and hence
[16, Theorem 4.1] implies that jn,mn is injective.
For the final statement, observe that jn,mn preserves the Cuntz–Krieger relation, so it
descends to a homomorphism j̃n,mn : C
∗(E(n))→ C∗(E(mn)). Since C∗(E(mn)) carries
a gauge action by [41, Proposition 2.1] it follows from the gauge invariant uniqueness
theorem [3, Theorem 2.1] for C∗(E(n)) that j̃n,mn is injective.
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For a multiplicative sequence ω = (nk)
∞
k=1, the homomorphisms of the previous propo-
sition give us direct limits lim−→T C
∗(E(nk)) and lim−→C
∗(E(nk)). For k < l, we write
jnk,nl : T C∗(E(nk)) → T C∗(E(nl)) for the connecting maps, and we write jnk,∞ :
T C∗(E(nk))→ lim−→T C
∗(E(nk)) for the canonical inclusion.
Next, we describe the homomorphisms jn,mn and j̃n,mn in terms of the universal prop-
erties described in Theorem 3.1.5.
Proposition 3.1.8. Let E be a row-finite directed graph with no sources. Take integers
m,n ≥ 1. There are injective homomorphisms in,mn : T (E, n)→ T (E,mn) satisfying
in,mn(tn,e) = tmn,e, in,mn(qn,v) = qmn,v, and in,mn(θn,µ) =
∑
ν∈E<mn, [ν]n=µ
θmn,ν ,
and ĩn,mn : C
∗(E, n) → C∗(E,mn) satisfying the same formulas for the generators of
C∗(E, n) and C∗(E,mn).
Proof. Define in,mn := π
−1
mn ◦ jn,mn ◦ πn. This defines an injective homomorphism since
πmn and πn are bijective and jn,mn is injective. We check that in,mn satisfies the desired
formulas. For e ∈ E1, we have
in,mn(tn,e) = π
−1
mn(jn,mn(πn(tn,e))) = π
−1
mn
(
jn,mn
( ∑
(e,µ)∈E(n)1
tn,(e,µ)
))
= π−1mn
( ∑
(e,ν)∈E(mn)1
tmn,(e,ν)
)
= tmn,e.
For v ∈ E0, we have
in,mn(qn,v) = π
−1
mn(jn,mn(πn(qn,v))) = π
−1
mn
(
jn,mn
( ∑
µ∈vE<mn
qn,µ
))
= π−1mn
( ∑
ν∈vE<mn
qmn,ν
)
= qmn,v.
For µ ∈ E<n, we have
in,mn(θn,µ) = π
−1
mn(jn,mn(πn(θn,µ))) = π
−1
mn
(
jn,mn(qn,µ)
)
= π−1mn
( ∑
ν∈E<mn,[ν]n=µ
qmn,ν
)
=
∑
ν∈E<mn,[ν]n=µ
θmn,ν .
Similarly, define ĩn,mn := π
−1
mn ◦ j̃n,mn ◦ πn. This defines an injective homomorphism
since πmn and πn are bijective and j̃n,mn is injective. Calculations as above show that
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ĩn,mn satisfies the desired formulas.
For a multiplicative sequence (nk)
∞
k=1, we use the homomorphisms of the preceding
proposition to form the direct limits lim−→T (E, nk) and lim−→C
∗(E, nk). We write ink,nl :
T (E, nk)→ T (E, nl) for the connecting maps with k < l, and we write ink,∞ : T (E, nk)→
lim−→T (E, nk) for the canonical inclusion. We also use these same symbols to denote the
corresponding maps in the direct system associated to the C∗(E, nk); the meaning should
be clear from context.
Corollary 3.1.9. Let ω = (nk)
∞
k=1 be a multiplicative sequence. There are isomor-
phisms ϕ : lim−→T C
∗(E(nk)) → lim−→T (E, nk) satisfying ϕ ◦ ink,∞ = jnk,∞ ◦ πnk and
ϕ̃ : lim−→C
∗(E(nk)) ∼= lim−→C
∗(E, nk) satisfiying ϕ̃ ◦ ink,∞ = jnk,∞ ◦ π̃nk for all k ≥ 1.
Proof. Fix k ≥ 1. We have
(jnk+1,∞ ◦ πnk+1) ◦ ink,nk+1 = jnk+1,∞ ◦ jnk,nk+1 ◦ πnk = jnk,∞ ◦ πnk .
So the universal property of lim−→T (E, nk) gives a homomorphism ϕ : lim−→T (E, nk) →
lim−→T C
∗(E(nk)) such that ϕ ◦ ink,∞ = jnk,∞ ◦ πnk . Similarly, the universal property
of lim−→T C
∗(E(nk)) gives a homomorphism ψ : lim−→T C
∗(E(nk)) → T (E, nk) such that
ψ ◦ jnk,∞ = ink,∞ ◦ π−1nk . We have
(ϕ ◦ ψ) ◦ jnk,∞ = ϕ ◦ ink,∞ ◦ π−1nk = jnk,∞ ◦ πnk ◦ π
−1
nk
= jnk,∞
and similarly
(ψ ◦ ϕ) ◦ ink,∞ = ψ ◦ jnk,∞ ◦ πnk = ink,∞ ◦ π−1nk ◦ πnk = ink,∞.
Therefore ϕ ◦ ψ is the identity map on each jnk,∞(T C∗(E(nk)) and ψ ◦ ϕ is the identity
on each ink,∞(T (E, nk)), so continuity shows that ϕ and ψ are mutually inverse.
The same argument shows that there are mutually inverse maps ϕ̃ : lim−→C
∗(E, nk)→
lim−→C
∗(E(nk)) and ψ̃ : lim−→C
∗(E(nk))→ lim−→C
∗(E, nk).
3.2 The C∗-algebras T (E,ω) and C∗(E,ω)
In this section we describe lim−→T (E, nk) and lim−→C
∗(E, nk) by universal properties. We be-
gin by analysing the underlying projective limit lim←−E
<nk . We will show that lim−→T (E, nk)
is generated by a copy of T C∗(E) and a copy of C0(lim←−E
<nk) and that lim−→C
∗(E) is gen-
erated by a copy of C∗(E) and a copy of C0(lim←−E
<nk).
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Fix a directed graph E. For m,n ≥ 1 such that m | n, we define pn,m : E<n → E<m
by pn,m(ν) = [ν]m. Let (nk)
∞
k=1 be a multiplicative sequence. Then (E
<nk , pnk,nk−1) is
a projective system. The projective limit lim←−E
<nk can be realised as the topological
subspace {
(µk)
∞
k=1 ∈
∞∏
k=1
E<nk : µk = [µk+1]nk for all k ≥ 1
}
of the infinite product Π∞k=1E
<nk of the discrete spaces E<nk . If E is a finite graph, then
lim←−E
<nk is a compact space by [43, Lemma 1.1.2].
Now, fix k ∈ N and µ ∈ E<nk . We write Z(µ, k) for the cylinder set {(νi)∞i=1 ∈
lim←−E
<nk : νk = µ}; these are the canonical clopen basis sets for the projective limit space
lim←−E
<nk . We write χZ(µ,k) for the characteristic function of Z(µ, k) ⊆ lim←−E
<nk .
Definition 3.2.1. Let E be a row-finite directed graph with no sources, and suppose
that ω = (nk)
∞
k=1 is a multiplicative sequence. A Toeplitz ω-representation of E is a triple
(T,Q, ψ) where
1. (T,Q) is a Toeplitz–Cuntz–Krieger E-family in a C∗-algebra B,
2. ψ : C0(lim←−E
<nk)→ B is a homomorphism,
3. Qv =
∑
µ∈vE<n1 ψ(χZ(µ,1)) for each v ∈ E0, and
4.
T ∗e ψ(χZ(µ,k)) =

ψ(χZ(µ′,k))T
∗
e if µ = eµ
′∑
eν∈Enk ψ(χZ(ν,k))T
∗
e if µ = r(e)
0 otherwise
for all e ∈ E1, k ∈ N and µ ∈ E<nk .
If the pair (T,Q) is a Cuntz–Krieger E-family, then we call (T,Q, ψ) a Cuntz–Krieger
ω-representation, or just an ω-representation of E.
We show that the universal C∗-algebra generated by an ω-representation coincides
with Kribs and Solel’s algebra lim−→C
∗(E(nk)). We first need a multiplication formula
analogous to that of Lemma 3.1.4. To lighten notation a bit, given a homomorphism
ψ : C0(lim←−E
<nk) → B, we will write ψ(µ,k) for the image ψ(χZ(µ,k)) of χZ(µ,k) under ψ,
which is a projection in B.
Lemma 3.2.2. Let E be a row-finite directed graph with no sources, and let ω = (nk)
∞
k=1
be a multiplicative sequence. Let (T,Q, ψ) be a Toeplitz ω-representation of E. For
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α, β, γ, δ ∈ E∗, k ≥ 1 and µ, ν ∈ E<nk , we have
(Tαψ(µ,k)T
∗
β )(Tγψ(ν,k)T
∗
δ ) =

Tαψ(µ,k)T
∗
δβ′ if β = γβ
′ and ν = β′µ
Tαψ(µ,k)T
∗
δνρ if β = γνρ with |ρµ| ∈ nN
Tαγ′ψ(ν,k)T
∗
δ if γ = βγ
′ and µ = γ′ν
Tαµρψ(ν,k)T
∗
δ if γ = βµρ with |ρν| ∈ nN
0 otherwise.
In particular, C∗(T,Q, ψ) = span{Tαψ(µ,k)T ∗β : k ≥ 1, µ ∈ E<nk , α, β ∈ E∗r(µ)}.
Proof. For each k ∈ N, (T,Q, ψ(·,k)) is a Toeplitz nk-representation of E. So the first state-
ment follows from Lemma 3.1.4. For the second statement, first observe that {Tαψ(µ,k)T ∗β :
k ≥ 1, µ ∈ E<nk , α, β ∈ E∗r(µ)} contains each Tα =
∑
µ∈s(α)E<n1 Tαψ(µ,1)T
∗
s(α), each
Qv =
∑
µ∈vE<n1 Tvψ(µ,1)T
∗
v and each ψ(µ,k) = Tr(µ)ψ(µ,k)T
∗
r(µ). It is clearly closed under
adjoints. So it suffices to show that it is closed under multiplication. To see this, we
consider a product (Tαψ(µ,k)T
∗
β )(Tγψ(ν,l)T
∗
δ ). Suppose that k ≥ l (the case where k < l
will follow by taking adjoints). Then Z(ν, l) =
⊔
λ∈E<nk ,[λ]nl=ν
Z(λ, k), and so we have
Tαψ(µ,k)T
∗
βTγψ(ν,l)T
∗
δ =
∑
λ∈E<nk ,[λ]nl=ν
Tαψ(µ,k)T
∗
βTγψ(λ,k)T
∗
δ ,
and this belongs to span{Tαψ(µ,k)T ∗β : k ≥ 1, µ ∈ E<nk , α, β ∈ E∗r(µ)} by the first
statement.
Theorem 3.2.3. Let E be a row-finite directed graph with no sources, and let ω = (nk)
∞
k=1
be a multiplicative sequence. Let (tnk , qnk , θnk) be the universal Toeplitz nk-representation.
There is a Toeplitz ω-representation (t, q, π) of E in lim−→T (E, nk) such that
te = in1,∞(tn1,e), qv = in1,∞(qn1,v), and π(µ,k) = ink,∞(θnk,µ)
for all e ∈ E1, all v ∈ E0, and all k ∈ N and µ ∈ E<nk . This Toeplitz ω-representation is
universal in the sense that if (T,Q, ψ) is a Toeplitz ω-representation of E in a C∗-algebra
B, then there is a homomorphism ϕT,Q,ψ : lim−→T (E, nk)→ B such that
ϕT,Q,ψ(te) = Te, ϕT,Q,ψ(qv) = Qv, and ϕT,Q,ψ ◦ π = ψ.
Proof. The pair (tn1 , qn1) is a Toeplitz–Cuntz–Krieger E-family. Since in1,∞ is a homomor-
phism, it follows that te := in1,∞(tn1,e) and qv = in1,∞(qn1,v) is a Toeplitz–Cuntz–Krieger
CHAPTER 3. GENERALISED BUNCE–DEDDENS ALGEBRAS 33
E-family in lim−→T (E, nk). For each k, the formula
πk(χZ(µ,k)) := ink,∞(θnk,µ) (3.2.1)
gives a homomorphism πk : span{χZ(µ,k) : µ ∈ E<nk} → lim−→T (E, nk). So the universal
property of C0(lim←−E
<nk) ∼= lim−→C0(E
<nk) yields a homomorphism π : C0(lim←−E
<nk) →
lim−→T (E, nk) satisfying π(µ,k) = ink,∞(θnk,µ).
We check that (t, q, π) is a Toeplitz ω-representation. Let v ∈ E0. We have qv =
in1,∞(qn1,v) = in1,∞
(∑
µ∈vE<n1 θn1,µ
)
=
∑
µ∈vE<n1 π(µ,n1). Now, let e ∈ E1 and µ ∈ E<nk .
Then
t∗eπ(µ,k) = in1,∞(t
∗
n1,e
)ink,∞(θnk,µ)
= ink,∞(in1,nk(t
∗
n1,e
)θnk,µ)
= ink,∞(t
∗
nk,e
θnk,µ)
=

ink,∞(θnk,µ′t
∗
nk,e
) if µ = eµ′
ink,∞(
∑
eλ∈Enk θnk,λt
∗
nk,e
) if µ = r(e)
0 otherwise
=

π(µ′,k)t
∗
e if µ = eµ
′∑
eλ∈Enk π(λ,k)t
∗
e if µ = r(e)
0 otherwise.
So (t, q, π) is a Toeplitz ω-representation of E in lim−→T (E, nk).
Let (T,Q, ψ) be another ω-representation of E in B, and fix k ∈ N. For µ ∈ E<nk , let
Θµ := ψ(µ,k). Then for each k ∈ N, (T,Q,Θ) is a Toeplitz nk-representation of E. The
universal property of T (E, nk) gives a homomorphism ϕnk,∞ : T (E, nk)→ B satisfying
ϕnk,∞(te) = Te, ϕnk,∞(qv) = Qv, and ϕnk,∞(θnk,µ) = ψ(µ,k).
We check that ϕnk+1,∞ ◦ ink,nk+1 = ϕnk,∞. We have
ϕnk+1,∞(ink,nk+1(tnk,e)) = ϕnk+1,∞(tnk+1,e) = Te = ϕnk,∞(tnk,e),
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and similarly ϕnk+1 ◦ ink,nk+1(qnk,v) = Qv = ϕnk(qnk,v). For µ ∈ E<nk ,
ϕnk+1,∞(ink,nk+1(θnk,µ)) = ϕnk,∞
( ∑
λ∈E<nk+1 ,[λ]nk=µ
θnk+1,λ
)
=
∑
λ∈E<nk+1 ,[λ]nk=µ
ϕnk,∞(θnk+1 , λ) =
∑
λ∈E<nk+1 ,[λ]nk=µ
ψ(λ,k+1)
= ψ
( ∑
λ∈E<nk+1 ,[λ]nk=µ
χZ(λ,nk+1)
)
= ψ(χZ(µ,k)) = ϕnk,∞(θnk,µ).
The universal property of lim−→T (E, nk) now gives a homomorphism ϕT,Q,ψ making the
diagram
T (E, nk) T (E, nk+1)
lim−→T (E, nk)
B
ink,nk+1
ink,∞ ink+1,∞
ϕnk,∞ ϕnk+1,∞ϕT,Q,ψ
commute, and this homomorphism has the desired properties.
Given E and ω as in Theorem 3.2.3, we write T (E,ω) for the universal C∗-algebra
generated by a Toeplitz ω-representation of E. Since the universal C∗-algebra for a
given set of generators and relations is unique up to canonical isomorphism, we can and
will identify T (E,ω) with lim−→T (E(nk)) via the homomorphism of Theorem 3.2.3. The
following theorem follows from the same argument as Theorem 3.2.3 where we use the
universal properties of C∗(E, nk) and lim−→C
∗(E, nk) in place of those of T (E, nk) and
lim−→T (E, nk).
Theorem 3.2.4. Let E be a row-finite directed graph with no sources, and let ω =
(nk)
∞
k=1 be a multiplicative sequence. Let (snk , pnk , ρnk) be the universal Cuntz–Krieger
nk-representation. There is an ω-representation (s, p, ρ) of E in lim−→C
∗(E, nk) such that
se = in1,∞(sn1,e), pv = in1,∞(pn1,v), and ρ(µ,k) = ink,∞(εnk,µ)
for all e ∈ E1, all v ∈ E0, and all k ∈ N and µ ∈ E<nk . This ω-representation is universal
in the sense that if (S, P, ψ) is an ω-representation of E in a C∗-algebra B, then there is
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a homomorphism ϕS,P,ψ : lim−→C
∗(E, nk)→ B such that
ϕS,P,ψ(se) = Se, ϕS,P,ψ(pv) = Pv, and ϕS,P,ψ ◦ ρ = ψ.
We write C∗(E,ω) for the universal C∗-algebra generated by an ω-representation of
E, and we identify it with lim−→C
∗(E(n)) via the homomorphism of Theorem 3.2.4.
Chapter 4
Uniqueness theorems
In this chapter we prove uniqueness theorems for T (E,ω) and C∗(E,ω). The uniqueness
theorem for C∗(E,ω) requires no aperiodicty condition provided that nk → ∞. This is
interesting since the Cuntz–Krieger uniqueness theorem for graph algebras requires cycles
to have exits to ensure uniqueness.
In [44, Theorem 5.2] the uniqueness theorem for C∗(E,ω) is proved using Katsura’s
uniqueness theorems for C∗-algebras associated to topological graphs together with Kribs
and Solel’s realisation of C∗(E,ω) as a topological-graph C∗-algebra [31, Theorem 6.3].
We think that the direct argument provided in this chapter gives complementary insight.
We will use our uniqueness theorems in Chapter 5 to improve upon Kribs and Solel’s
simplicity results (see [31, Section 9] and Chapter 6).
4.1 A uniqueness theorem for T (E,ω)
Our first uniqueness theorem is for T (E,ω), and follows relatively easily from Fowler
and Raeburn’s uniqueness theorem [16, Theorem 4.1] for Toeplitz algebras of Hilbert
bimodules.
Proposition 4.1.1. Let E be a row-finite directed graph with no sources, and take a
multiplicative sequence ω = (nk)
∞
k=1. Let (T,Q, ψ) be an ω-representation of E in a C
∗-
algebra A. The induced homomorphism πT,Q,ψ : T (E,ω) → A is injective if and only if(
Qr(µ) −
∑
e∈r(µ)E1
TeT
∗
e
)
ψ(µ,k) 6= 0 (4.1.1)
for all k ∈ N and µ ∈ E<nk .
Proof. Fix k ∈ N and let (tnk , qnk) be the universal Toeplitz–Cuntz–Krieger E(nk)-family
36
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in T C∗(E(nk)). Let πk : T C∗(E(nk)) → T (E, nk) be as in Remark 3.1.6. Theorem 4.1
of [16] shows that ϕT,Q,ψ ◦ ink,∞ ◦ π−1nk : T C
∗(E(nk))→ A is injective if and only if
0 6= (ϕT,Q,ψ ◦ ink,∞ ◦ π−1nk )
(
qnk,µ −
∑
(e,ν)∈µE(nk)1
tnk,(e,ν)t
∗
nk,(e,ν)
)
= (ϕT,Q,ψ ◦ ink,∞)
(
θnk,µ −
∑
(e,ν)∈µE(nk)1
tnk,eθnk,νt
∗
nk,e
)
= ϕT,Q,ψ
(
π(µ,k) −
∑
(e,ν)∈µE(nk)1
teπ(ν,k)t
∗
e
)
= ψ(µ,k) −
∑
(e,ν)∈µE(nk)1
Teψ(ν,k)T
∗
e
= ψ(µ,k) −
∑
e∈r(µ)E1
TeT
∗
e ψ(µ,k)
= Qr(µ)ψ(µ,k) −
∑
e∈r(µ)E1
TeT
∗
e ψ(µ,k)
for all µ ∈ E<nk . Since ink,∞ is injective and πnk is bijective for each k ∈ N, we have that
ψT,Q,ψ is injective if and only if equation 4.1.1 holds for all k ∈ N and µ ∈ E<nk .
4.2 A Cuntz–Krieger uniqueness theorem for C∗(E,ω)
We now state our main uniqueness result, which characterises the injective homomor-
phisms of C∗(E,ω).
Theorem 4.2.1. Let E be a row-finite directed graph with no sources, and take a multi-
plicative sequence ω = (nk)
∞
k=1. Suppose that nk →∞ as k →∞. Suppose that (S, P, ψ)
is an ω-representation of E. Then ϕS,P,ψ is injective if and only if ψ(µ,k) 6= 0 for all k ∈ N
and µ ∈ E<nk .
To prove Theorem 4.2.1, we need a series of preliminary results. We first show that
there is a gauge action γ of T on C∗(E,ω). We then consider the fixed-point algebra
C∗(E,ω)γ := {a ∈ C∗(E,ω) : γz(a) = a for all z ∈ T}
and show that ϕS,P,ψ is isometric on C
∗(E,ω)γ.
Proposition 4.2.2. Let E be a row-finite directed graph with no sources, and take a
multiplicative sequence ω = (nk)
∞
k=1. There is a strongly continuous action γ of T on
C∗(E,ω) such that γz(se) = zse, γz(pv) = pv and γz ◦ ρ = ρ, where (s, p, ρ) is the
universal ω-representation generating C∗(E,ω).
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Proof. Each C∗(E(nk)) carries a gauge action γ
nk (see [41, Proposition 2.1]). Define
βnkz := γ
nk ◦ π̃nk for each z ∈ T. Then β is a strongly continuous action of T on C∗(E, nk).
Let (snk , pnk , εnk) be the universal nk-representation of C
∗(E, nk). Then
βnkz (snk,e) = γ
nk
z (π̃nk(snk,e)) = γ
nk
z
( ∑
µ∈s(e)E<nk
snk,(e,µ)
)
=
∑
µ∈s(e)E<nk
zsnk,(e,µ) = zsnk,e,
for e ∈ E1. Similarly βnkz (pnk,v) = pnk,v for v ∈ E0 and βz(εnk,µ) = εnk,µ for µ ∈ E<nk .
Fix k ∈ N and z ∈ T, and let e ∈ E1. Then
βnk+1z (ink,nk+1(snk,e)) = β
nk+1
z (snk+1,e) = zsnk+1,e = ink,nk+1(β
nk
z (snk,e)).
Similarly β
nk+1
z (ink,nk+1(pnk,v)) = ink,nk+1(β
nk
z (pnk,v)) for v ∈ E0 and β
nk+1
z (ink,nk+1(εnk,µ)) =
ink,nk+1(β
nk
z (εnk,µ)). So β
nk+1
z ◦ ink,nk+1 = ink,nk+1 ◦ βnkz for all k ∈ N and z ∈ T.
Since
(ink+1,∞ ◦ βnk+1z ) ◦ ink,nk+1 = ink+1,∞ ◦ ink,nk+1 ◦ βnkz = ink,∞ ◦ βnkz
for each k ∈ N and z ∈ T, the universal property of lim−→C
∗(E,ω) gives a homomorphism
γz satisfying the desired formulas.
Using the action of Proposition 4.2.2 we obtain a faithful conditional expectation Φ :
C∗(E,ω)→ C∗(E,ω)γ given by Φ(a) =
∫
T γz(a) dz. For details, see [41, Proposition 3.2].
Lemma 4.2.3. Let E be a row-finite directed graph with no sources, and take a multi-
plicative sequence ω = (nk)
∞
k=1. With the notation just discussed, we have
Φ(sµρ(f)s
∗
ν) = δ|µ|,|ν|sµρ(f)s
∗
ν (4.2.1)
for all µ, ν ∈ E∗ and f ∈ C0(lim←−E
<nk), and
C∗(E,ω)γ = span{sµρ(α,k)s∗ν : k ∈ N, α ∈ E<nk , µ, ν ∈ E∗r(α) and |µ| = |ν|}. (4.2.2)
Proof. For (4.2.1), we calculate
Φ(sµρ(f)s
∗
ν) =
∫
T
γz(sµρ(f)s
∗
ν) dz =
∫
T
z|µ|−|ν|sµρ(f)s
∗
ν dz = δ|µ|,|ν|sµρ(f)s
∗
ν ,
as required.
The inclusions ⊇ in (4.2.2) is immediate from the definition of γ. For the reverse
inclusion, observe that since Φ is continuous and linear, the final statement of Lemma 3.2.2
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gives
Φ(C∗(E,ω)) = span{Φ(sµρ(α,k)s∗ν) : k ∈ N, α ∈ E<nk , µ, ν ∈ E∗r(α)}.
So the containment ⊆ in (4.2.2) follows from (4.2.1).
We now show that C∗(E,ω)γ is an AF algebra. We will use this to characterise the
homomorphisms of C∗(E,ω) that are injective on C∗(E,ω)γ.
Given a countable set X, we write KX for the unique C∗-algebra generated by nonzero
elements {θx,y : x, y ∈ X} such that θ∗x,y = θy,x and θx,yθw,z = δy,wθx,z. This KX is
canonically isomorphic to K(`2(X)), so is AF.
Lemma 4.2.4. Let E be a row-finite directed graph with no sources, and take a multi-
plicative sequence ω = (nk)
∞
k=1. For k ≥ 1 and p ≥ 0, define
Fk,p := span{sµρ(α,k)s∗ν : α ∈ E<nk , µ, ν ∈ E∗r(α) and |µ| = p = |ν|} ⊆ C∗(E,ω).
For α ∈ E<nk , let
Fk,p(α) := span{sµρ(α,k)s∗ν : µ, ν ∈ E∗r(α) and |µ| = p = |ν|} ⊆ Fk,p.
For each k, p, α, there is an isomorphism Fk,p(α) ∼= KE∗r(α) that carries sµρ(α,k)s∗ν to θµ,ν.
We have Fk,p =
⊕
α∈E<k Fk,p(α), and Fk,p ⊆ Fl,q whenever k ≤ l and p ≤ q.
Proof. To obtain the desired isomorphism Fk,p(α) ∼= KE∗r(α), it suffices to show that the
elements Θµ,ν := sµρ(α,k)s
∗
ν where µ, ν ∈ E∗r(α) satisfy Θ∗µ,ν = Θν,µ, and Θµ,νΘη,ζ =
δν,ηΘµ,ζ and are nonzero. The first relation is trivial, and the second follows immediately
from the Cuntz–Krieger relation s∗νsη = δν,ηps(ν) and that ps(ν) = pr(α) ≥ ρ(α,k). For
distinct α, β ∈ E<k and spanning elements
sµρ(α,k)s
∗
ν ∈ Fk,p(α) and sηρ(β,k)s∗ζ ∈ Fk,p(β),
we have sµρ(α,k)s
∗
νsηρ(β,k)s
∗
ζ = δν,ηsµρ(α,k)ρ(β,k)s
∗
ζ = 0 if α 6= β, so the Fk,p(α) are mutually
orthogonal for fixed k, p giving Fk,p =
⊕
α∈E<k Fk,p(α).
For the last assertion, fix k ≤ l and p ≤ q, and take a spanning element sµρ(α,k)s∗ν ∈
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Fk,p. Using the Cuntz–Krieger relation and Lemma 3.1.3 we have
sµρ(α,k)s
∗
ν =
∑
λ∈s(µ)Eq−p
sµsλs
∗
λρ(α,k)s
∗
ν
=

sµα′ρ(α′′,k)s
∗
να′ if |α| ≥ q − p, and α = α′α′′
with α′ ∈ Eq−p∑
λ′∈s(α)Eq−p−|α| sµαλ′ρ(s(λ′),k)s
∗
ναλ′ if q − p− |α| ∈ nkN \ {0}∑
λ′∈s(α)Eq−p−|α|
∑
τn(λ′)η∈En sµαλ′ρ(η,k)s
∗
ναλ′ otherwise.
Hence sµρ(α,k)s
∗
ν ∈ Fq,k, giving Fp,k ⊆ Fq,k. Now fix a spanning element sηρ(α,k)s∗ζ ∈ Fq,k.
We have ρ(α,k) =
∑
β∈E<nl ,[β]nk=α
ρ(β,l), and so
sηρ(α,k)s
∗
ζ =
∑
β∈E<nl ,[β]nk=α
sηρ(β,l)s
∗
ζ ∈ Fq,l.
It follows from the preceding Lemma that C∗(E,ω)γ is AF—we have presented an
explicit decomposition as the closure of an increasing union over the directed set N × N
of direct sums of algebras of compact operators. In particular, we obtain the desired
characterisation of the homomorphisms that are injective in this subalgebra of C∗(E,ω).
Lemma 4.2.5. Let E be a row-finite directed graph with no sources, and take a multi-
plicative sequence ω = (nk)
∞
k=1. Suppose that (S, P, ψ) is an ω-representation of E such
that each ψ(α,k) is nonzero. Then ϕS,P,ψ|C∗(E,ω)γ is injective.
Proof. For each of the spanning elements Sµψ(α,k)S
∗
ν of ϕS,P,ψ(Fp,k), we have 0 6= ψ(α,k) =
S∗µSµψ(α,k)S
∗
νSν , and hence Sµψ(α,k)S
∗
ν 6= 0. Since each Fp,k(α) ∼= KE∗r(α) is simple, it
follows that ϕS,P,ψ is injective on each Fp,k(α). It is therefore also injective, and hence
isometric, on each Fp,k =
⊕
αFp,k(α). It follows that ϕS,P,ψ is isometric on
⋃
p,k Fp,k,
which is dense in C∗(E,ω), giving the result.
Proof of Theorem 4.2.1. It suffices to prove that
‖ϕS,P,ψ(Φ(a))‖ ≤ ‖ϕS,P,ψ(a)‖ for all a ∈ C∗(E,ω). (4.2.3)
Indeed, suppose that (4.2.3) holds. Then the following standard argument (see, for ex-
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ample, [7, 34] amongst many others) completes the proof:
ϕS,P,ψ(a) = 0 =⇒ ϕS,P,ψ(a∗a) = 0
=⇒ ϕS,P,ψ(Φ(a∗a)) = 0 by (4.2.3)
=⇒ Φ(a∗a) = 0 by Lemma 4.2.5
=⇒ a∗a = 0 because Φ is a faithful expectation
=⇒ a = 0,
so ϕS,P,ψ is injective.
So it suffices to establish (4.2.3). By continuity, it suffices to prove it for a finite linear
combination a =
∑m
i=1 zisµiρ(αi,ki)s
∗
νi
. Following an argument that goes back to [7], we
seek a projection Q such that
‖QϕS,P,ψ(Φ(a))Q‖ = ‖ϕS,P,ψ(Φ(a))‖, (4.2.4)
and
QSµiψ(αi,ki)S
∗
νi
Q = 0 whenever |µi| 6= |νi|. (4.2.5)
Let N := max{|µi|, |νi| : i ≤ m}. By the Cuntz–Krieger relation and Lemma 3.1.3(2) we
can rewrite each
Sµiψ(αi,ki)S
∗
νi
=
∑
λ∈s(µi)EN−|µi|
SµiλS
∗
λψ(αi,ki)S
∗
νi
= Sµiα′iψ(α′′i ,ki)S
∗
νiα′i
,
where αi = α
′
iα
′′
i and |α′i| = N−|µi|. So we may further assume without loss of generality
that there exists p ∈ N such that each |µi| = p and each |νi| ≤ 2p. Since the nk → ∞,
we can choose k ≥ maxi ki such that nk > 2p, and we can then rewrite each ψ(αi,ki) =∑
β∈E<nk ,[β]nki=α
ψ(β,k). So we may assume without loss of generality that each |µi| = p,
that each |νi| ≤ 2p, that each ki = k and that nk ≥ 2p.
Equation 4.2.1 gives
Φ(a) =
∑
|νi|=p
zisµiρ(αi,k)s
∗
νi
. (4.2.6)
Since Fk,p =
⊕
α∈E<nk Fk,p(α), there exists β ∈ E<nk such that
‖Φ(a)‖ =
∥∥∥ ∑
|νi|=p,αi=β
zisµiρ(β,k)s
∗
νi
∥∥∥. (4.2.7)
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Let I := {i ≤ m : |νi| = p and αi = β}, and let G := {µi, νi : i ∈ I}. Define
Q :=
∑
λ∈G
Sλβψ(s(β),k)S
∗
λβ.
We claim that Q is a projection satisfying (4.2.4) and (4.2.5). Since G ⊂ Ep, the terms
Sλβψ(s(β),k)S
∗
λβ are mutually orthogonal projections, so Q is a projection.
For (4.2.4), fix i ≤ m such that |νi| = p. Using Lemma 3.1.3(2) at the third equality
with |µ| = 0, and that SβS∗β ≥ ψ(β,k) at the final equality, we calculate:
QSµiψ(αi,k)S
∗
νi
Q =
∑
λ,τ∈G
Sλβψ(s(β),k)S
∗
λβSµiψ(αi,k)S
∗
νi
Sτβψ(s(β),k)S
∗
τβ
= Sµiβψ(s(β),k)S
∗
βψ(αi,k)Sβψ(s(β),k)S
∗
νiβ
= SµiβS
∗
βψ(β,k)ψ(αi,k)ψ(β,k)SβS
∗
νiβ
= δαi,βSµiSβS
∗
βψ(β,k)SβS
∗
βS
∗
νi
= δαi,βSµiψ(β,k)S
∗
νi
.
By (4.2.6), Φ(a) ∈ C∗(E,ω)γ. Now, Lemma 4.2.5 and (4.2.7) give ‖ψS,P,ψ(Φ(a))‖ =∥∥∑
|νi|=p ziSµiψ(β,k)S
∗
νi
∥∥. Hence, by the above calculation, we have
‖QϕS,P,ψ(Φ(a))Q‖ =
∥∥∥Q( ∑
|νi|=p
ziSµiψ(αi,k)S
∗
νi
)
Q
∥∥∥
=
∥∥∥( ∑
|νi|=p
ziSµiψ(β,k)S
∗
νi
)∥∥∥
= ‖ϕS,P,ψ(Φ(a))‖.
To establish (4.2.5), take i ≤ m such that i 6∈ I, so that either |νi| 6= p or αi 6= β, and
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calculate
QSµiψ(αi,k)S
∗
νi
Q =
∑
λ,τ∈G
Sλβψ(s(β),k)S
∗
λβSµiψ(αi,k)S
∗
νi
Sτβψ(s(β),k)S
∗
τβ
=
∑
λ,τ∈G
Sλβψ(s(β),k)S
∗
βS
∗
λSµiψ(αi,k)S
∗
νi
SτSβψ(s(β),k)S
∗
βS
∗
τ
=
∑
λ,τ∈G
SλβS
∗
βψ(β,k)S
∗
λSµiψ(αi,k)S
∗
νi
Sτψ(β,k)SβS
∗
βS
∗
τ
=
∑
τ∈G
SµiβS
∗
βψ(β,k)ψ(αi,k)S
∗
νi
Sτψ(β,k)SβS
∗
τβ
= δαi,β
∑
τ∈G
Sµiψ(β,k)S
∗
νi
Sτψ(β,k)S
∗
τ .
We must show that this is zero. This is automatic if αi 6= β, so we suppose that αi = β,
and hence |νi| 6= p. Using Lemma 3.1.3, we see that ψ(β,k)S∗νi ∈ span{S
∗
νi
ψ(η,k) : |η| ≡
|β|+|νi| (mod nk)} and that each Sτψ(β,k) ∈ span{ψ(ζ,k)Sτ : |ζ| ≡ |β|+p (mod nk)}. Since
nk > 2p, we have |νi| 6≡ p (mod nk). So ψ(η,k)ψ(ζ,k) = 0 whenever |η| ≡ |β|+ |νi| (mod nk)
and |ζ| ≡ |β| + p (mod nk), and we deduce that QSµiψ(αi,k)S∗νiQ = 0. This establishes
that Q satisfies (4.2.5).
We can now finish off:
‖ϕS,P,ψ(Φ(a))‖ = ‖QϕS,P,ψ(Φ(a))Q‖ by (4.2.4)
=
∥∥∥Q( ∑
|νi|=p
ziSµiψ(αi,k)S
∗
νi
)
Q
∥∥∥
=
∥∥∥Q( m∑
i=1
ziSµiψ(αi,k)S
∗
νi
)
Q
∥∥∥ by (4.2.5)
≤
∥∥∥ m∑
i=1
ziSµiψ(αi,k)S
∗
νi
∥∥∥ = ‖ϕS,P,ψ(a)‖,
and so ϕS,P,ψ is injective as claimed.
Chapter 5
Perron–Frobenius theory
In this chapter we describe a sequence of equivalence relations on E0 which will allow us to
understand the connectivity of the graphs E(n), and thence characterise the simplicity of
the generalised Bunce–Deddens algebras C∗(E,ω). We also use these equivalence relations
to calculate the cokernels of powers of the vertex matrix of E which will be useful when
we compute the K-theory of C∗(E,ω) in Chapter 7.
The equivalence relations described in this chapter appears in joint work with my
supervisors [44, Section 4], as does the direct-sum decomposition and simplicity result
of Section 5.2. Related ideas are described for k-graphs in [36, Section 6]. There they
define the group of periods of a k-graph and describe an equivalence relation on the set
of vertices. The results we need here are 1-graph versions of these results and are really
a graph-based version of well-known ideas from Perron–Frobenius theory for irreducible
matrices; we must do a little extra work to relate these ideas from Perron–Frobenius
theory for E to the graphs E(n).
The calculation of cokernels of Section 5.3 is new to this thesis and independent of
[44]. We will use this for the K-theory and classification results in Chapter 7.
Recall that the period PE of a strongly connected directed graph E is given by PE =
gcd{|µ| : µ ∈ E∗, r(µ) = s(µ)}.
5.1 An equivalence relation on E(n)
Here we establish a sequence of equivalence relations on E0 which will be useful for char-
acterising the simplicity of C∗(E,ω), computing the K-theory of C∗(E,ω) and studying
the structure of factor KMS states.
Lemma 5.1.1. Let E be a strongly connected finite graph, and fix n ≥ 1. There is a sur-
jective map Cn : E
0×E0 → Z/ gcd(PE, n)Z such that Cn(r(λ), s(λ)) = |λ|+ gcd(PE, n)Z
44
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for all λ ∈ E∗. There is also an equivalence relation ∼n on E0 such that v ∼n w if and
only if Cn(v, w) = [0], and ∼n has exactly gcd(PE, n) (nonempty) equivalence classes.
Proof. Fix v, w ∈ E0 and µ, ν ∈ vE∗w. Since E is strongly connected, there is a path
λ ∈ wE∗v, and then µλ, νλ ∈ vE∗v. Hence |µ| − |ν| = |µλ| − |νλ| ∈ PEZ ⊆ gcd(PE, n)Z.
So there is a well-defined function Cn : {(v, w) ∈ E0×E0 : vE∗w 6= ∅} → Z/ gcd(PE, n)Z
such that Cn(r(λ), s(λ)) = |λ|+ gcd(PE, n)Z for all λ. Since E is strongly connected, the
domain of Cn is all of E
0×E0 as claimed. To see that Cn is surjective, we use that E has
no sources to choose a path e1e2 . . . egcd(PE ,n) ∈ Egcd(PE ,n). Then Cn(r(e1), s(e1)) = [1],
Cn(r(e1), s(e2)) = [2], . . . , Cn(r(e1), s(egcd(PE ,n))) = [0].
Define a relation ∼n on E0 by v ∼n w if Cn(v, w) = [0]. We show that ∼n is an
equivalence relation. We clearly have Cn(v, v) = [0] for all v, so ∼n is reflexive. To see
that it is symmetric, suppose that Cn(v, w) = [0]. Then there exists λ ∈ vE∗w with
|λ| ∈ gcd(PE, n)Z. Since E is strongly connected, there exists µ ∈ wE∗v, and then
λµ ∈ vE∗v. Hence |λµ| ∈ gcd(PE, ω)Z. Now |µ| = |λµ| − |λ| ∈ gcd(PE, n)Z, and so
Cn(w, v) = [0] as well. For transitivity, suppose that Cn(u, v) = [0] and Cn(v, w) = [0].
Then there exist µ ∈ uE∗v and ν ∈ vE∗w with |µ|, |ν| ∈ gcd(PE, n)Z. So µν ∈ uE∗w
satisfies |µν| = |µ| + |ν| ∈ gcd(PE, n)Z, and hence Cn(u,w) = [0] too. For the final
assertion, fix v0 ∈ E0. For v, w ∈ E0, choose λ ∈ vE∗v0, and µ ∈ v0E∗w. Then
Cn(v, w) = |λµ|+gcd(PE, n) = |λ|+gcd(PE, n)+ |µ|+gcd(PE, n) = Cn(v, v0)+Cn(v0, w).
Choose ν ∈ v0E∗v. Then [0] = Cn(v0, v0) = |µν| + gcd(PE, n), so |µ| + gcd(PE, n) =
−|ν| + gcd(PE, n), giving Cn(v, v0) = −Cn(v0, v). So Cn(v, w) = Cn(v0, w) − Cn(v0, v) is
0 if and only if Cn(v0, w) = Cn(v0, v). Thus v ∼n w if and only if Cn(v0, w) = Cn(v0, v).
Since Cn is a surjection onto {[0], [1], . . . , [gcd(PE, n)− 1]}, it follows that ∼n has exactly
gcd(PE, n) eqivalence classes.
We write ≈E for the smallest equivalence relation on E0 such that r(e) ≈E s(e) for
all e ∈ E1. We call the equivalence classes of ≈E the connected components of E. For
v, w ∈ E0, vE∗w 6= ∅ implies that v ≈E w.
There is a map {(µ, ν) : µ ∈ E∗, ν ∈ s(µ)E<n} → E(n)∗ given by
(µ, ν)→ (µ1, [µ2 . . . µ|µ|ν]n)(µ2, [µ3 . . . µ|µ|ν]n) . . . (µ|µ|, ν),
with inverse given by (e1, ν1)(e2, ν2) . . . (em, νm)→ (e1e2 . . . em, νm) for (ei, νi) ∈ E(n)1.
We use this bijection to identify E(n)∗ with {(µ, ν) : µ ∈ E∗, ν ∈ s(µ)E<n}, and
we then have sn(µ, ν) = ν, and rn(µ, ν) = [µν]n. This implies, in particular, that the
lengths of the paths rn(µ, ν) and sn(µ, ν) in E
<n differ by |µ| modulo n. Thus, for
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v, w ∈ E0 ⊆ E<n, we have
vE(n)∗w 6= ∅ if and only if vEjnw 6= ∅ for some j ∈ N. (5.1.1)
If µ ∈ El for some l ∈ N, then we identify (µ, s(µ)) with (µ1, [µ2 . . . µl]n) . . . (µl, s(µ)) ∈
E(n)l.
The following results will be useful for characterising simplicity.
Lemma 5.1.2. Let E be a strongly connected finite graph, and fix n ≥ 1. Let Λ ∈ E0/ ∼n,
and let µ ∈ E∗. Then s([µ]n) ∈ Λ if and only if s(µ) ∈ Λ. Moreover, if α ∈ E<n and
λ ∈ E∗r(α), then s(rn(λ, α)) ∈ Λ if and only if s(α) ∈ Λ.
Proof. Writing µ = [µ]nµ
′ for some µ′ ∈ E∗ with |µ′| ∈ nN, we have Cn(s([µ]n), s(µ)) =
Cn(r(µ
′), s(µ′)) = |µ′| + gcd(PE, n)Z = [0]. The second statement follows from the same
argument since rn(λ, α) = [λα]n.
Proposition 5.1.3. Let E be a strongly connected finite directed graph, and let n ≥ 1. For
Λ ∈ E0/∼n, let E(n)0Λ := {µ ∈ E<n : s(µ) ∈ Λ}. Then the sets {E(n)0Λ : Λ ∈ E0/ ∼n} are
precisely the connected components of E(n). These connected components are all strongly
connected: if µ, ν ∈ E(n)0Λ, then µE(n)∗ν 6= ∅. In particular, E(n) is strongly connected
if and only if gcd(PE, n) = 1.
Proof. Since µE(n)∗ν 6= ∅ implies µ ≈E(n) ν, it suffices to show that if s(µ) ∼n s(ν) then
µE(n)∗ν 6= ∅, and that if µ ≈E(n) ν, then s(µ) ∼n s(ν).
First suppose that s(µ) ∼n s(ν). Since E has no sources and is strongly connected,
it has no sinks, so we can choose α = α1 . . . αk ∈ E∗r(ν) such that |αν| ∈ nN. It follows
that C(r(α), s(ν)) = [0] and so s(µ) ∼n r(α). Let v := s(µ) and w := r(α). Since v ∼n w,
there is λ ∈ vE∗w such that |λ| + gcd(PE, n)Z = Cn(v, w) = [0], so |λ| ∈ gcd(PE, n)Z.
Choose k such that kPE ≡ gcd(PE, n) (mod n). Since E is strongly connected, we
have PEZ = {|η| − |ζ| : η, ζ ∈ wE∗w}. So there are cycles η, ζ ∈ wE∗w such that
|η| − |ζ| = PE. In particular, |ηζn−1| = |η| − |ζ|+ |ζn| = PE + n|ζ| ≡ PE (mod n). Hence
β := (ηζn−1)k ∈ wE∗w satisfies |β| ≡ kPE (mod n) ≡ gcd(PE, n) (mod n). Choose q ∈ N
such that qn ≥ |λ|. Since |λ| is divisible by gcd(PE, n), the number l := qn−|λ|gcd(PE ,n) is an
integer. Now |λβl| ∈ vEjnw for some j. So (5.1.1) gives a path λ̃ ∈ vE(n)∗w. Now
(µ, v)λ̃(α, ν) ∈ µE(n)ν as required.
Now suppose that µ ≈E(n) ν. Since (µ, s(µ)) ∈ µE(n)∗s(µ) and likewise for ν, and
since ≈E(n) is an equivalence relation, we have s(µ) ≈E(n) s(ν). So it suffices to show
that v ≈E(n) w implies v ∼n w for v, w ∈ E0. By definition of ≈E(n) it then suffices, by
induction, to show that if vE(n)∗w 6= ∅, say (λ,w) ∈ vE(n)∗w, then v ∼n w. By (5.1.1)
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we have λ ∈ vEjnw for some j. In particular, C(v, w) = |λ| + gcd(PE, n)Z = 0 +
gcd(PE, n)Z and so v ∼n w.
5.2 Simplicity of C∗(E,ω)
We use Proposition 5.1.3 together with Theorem 4.2.1, to extend [31, Corollary 8.7] to
finite strongly connected graphs provided that the terms nk in ω diverge to infinity. (If the
nk are bounded then they are eventually constant, and then C
∗(E,ω) ∼= C∗(E(N)); and
so simplicity of C∗(E,ω) is characterised by [3, Proposition 5.1].) Our result for simplicity
can be obtained by using Kribs and Solel’s topological graph E(∞) and Katsura’s results
about topological graphs (see [44, Corollary 5.5] and Chapter 6). We include the following
direct proof based on our uniqueness theorem from Chapter 4 because we think that it
provides complementary insight.
Given a multiplicative sequence ω = (nk)
∞
k=1, and given p ∈ N, the sequence gcd(p, nk)
is nondecreasing and bounded above by p, so it is eventually constant. We write gcd(p, ω)
for its eventual value. We let l := gcd(PE, ω).
The following technical lemma will be useful again in our analysis of the structure of
the factor KMS states on T (E,ω) in Theorem 8.4.2.
Lemma 5.2.1. Let E be a strongly connected finite directed graph, and take a multi-
plicative sequence ω = (nk)
∞
k=1. Fix k such that gcd(PE, nk) = gcd(PE, ω). For each
equivalence class Λ ∈ E0/∼nk , let
Qk,Λ :=
∑
µ∈E<nk ,s(µ)∈Λ
π(µ,k) ∈ T (E,ω).
Then the Qk,Λ are nonzero mutually orthogonal projections, and
T (E,ω) =
⊕
Λ∈E0/∼nk
Qk,ΛT (E,ω)Qk,Λ.
The images Pk,Λ of the Qk,Λ in the quotient C
∗(E,ω) are all nonzero.
Proof. For Λ ∈ E0/∼nk , we put
Θk,Λ :=
∑
µ∈E<nk ,s(µ)∈Λ
θnk,µ ∈ T (E, nk).
The Θk,Λ are mutually orthogonal by Proposition 5.1.3, and nonzero because the genera-
tors of T (E, nk) ∼= T C∗(E(nk)) are all nonzero.
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We claim that for α ∈ E<nk and µ, ν ∈ E∗r(α), we have
∑
Λ QΛtµθ(α,k)t
∗
νQΛ =
tµθ(α,l)t
∗
ν . Let (t, q) be the universal Toeplitz–Cuntz–Krieger E-family in T C∗(E(nk)). Re-
call the isomorphism πnk of Remark 3.1.6. By Lemma 5.1.2 we have s(rnk(µ, α)), s(rnk(ν, α)) ∈
Λ if and only if s(α) ∈ Λ. Thus, we have
Θk,Λtnk,µθnk,αt
∗
nk,ν
Θk,Λ =
∑
η,ζ∈E<nk ,s(η),s(ζ)∈Λ
π−1nk (qηt(µ,α)t
∗
(ν,α)qζ)
= π−1nk (t(µ,α)t
∗
(ν,α)) = tnk,µθnk,αt
∗
nk,ν
,
and since the Θk,Λ are mutually orthogonal, the claim follows.
We now show that each ink,nk+1(Θk,Λ) = Θk+1,Λ. Let ζ ∈ E<nk+1 . By Lemma 5.1.2
s([ζ]nk) ∈ Λ if and only if s(ζ) ∈ Λ. We use this at the third equality in the following
calculation:
ink,nk+1(Θk,Λ) = ink,nk+1
( ∑
η∈E<nk ,s(η)∈Λ
θnk,η
)
=
∑
ζ∈E<nk+1 ,s([ζ]nk )∈Λ
θnk+1,ζ =
∑
ζ∈E<nk+1 ,s(ζ)∈Λ
θnk+1,ζ = Θk+1,Λ.
The preceding two paragraphs show that every element of the spanning family for T (E,ω)
described in the final statement of Lemma 3.2.2 belongs to Qk,ΛT (E,ω)Qk,Λ for some Λ,
giving the desired direct-sum decomposition.
To see that the images Pk,Λ of the Qk,Λ in C
∗(E,ω) are nonzero, observe that for each
Λ, and any v ∈ Λ, we have Pk,Λ ≥ ρ(v,k) = pnk,v, which is nonzero since all the generators
of C∗(E(nk)) are nonzero.
Corollary 5.2.2. Let E be a strongly connected finite directed graph, and take a mul-
tiplicative sequence ω = (nk)
∞
k=1. Suppose that nk → ∞ as k → ∞. Then C∗(E,ω) is
simple if and only if gcd(PE, ω) = 1.
Proof. First suppose that C∗(E,ω) is simple. Fix k with gcd(PE, nk) = gcd(PE, ω).
Lemma 5.2.1 shows that C∗(E,ω), being a quotient of T (E,ω) is a direct sum C∗(E,ω) =⊕
Λ∈E0/∼nk
Pk,ΛC
∗(E,ω)Pk,Λ and that each summand is nonzero. Since C
∗(E,ω) is simple,
there can be only one summand, and so v ∼nk w for all v, w. Lemma 5.1.1 shows that ∼nk
has gcd(PE, nk) equivalence classes, and we deduce that gcd(PE, ω) = gcd(PE, nk) = 1.
Now suppose that gcd(PE, ω) = 1. Suppose that κ : C∗(E,ω) → B is a nonzero
homomorphism, and fix k ∈ N. Since
∑
µ∈E<nk ρ(µ,k) = 1C∗(E,ω) we have κ(ρ(µ,k)) 6= 0 for
some µ. Choose ν ∈ E<nk . Proposition 5.1.3 implies that E(nk) is strongly connected, so
there exists (λ, µ) ∈ νE(nk)∗µ. Using the isomorphism π̃nk : C∗(E, nk)→ C∗(E(nk)), we
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see that
ρ(µ,k) = π
−1
nk
(pnk,µ) = π
−1
nk
(s∗nk,(λ,µ)snk,(λ,µ)) = π
−1
nk
(s∗nk,(λ,µ)pnk,νsnk,(λ,µ))
belongs to the ideal generated by pnl,ν . Since κ(ρ(µ,k)) 6= 0, it follows that each κ(ρ(ν,k)) 6=
0. So κ is injective by Theorem 4.2.1.
5.3 Calculating cokernels
Here we use the equivalence relation ∼l of Lemma 5.1.1, where l := gcd(PE, ω), to show
that coker(1 − AlE)t is isomorphic to l copies of coker(1 − AtE). This will be very useful
when we compute the K theory of C∗(E,ω) in Chapter 7.
Lemma 5.3.1. Let E be a strongly connected finite directed graph. Then AtEδv + Im(1−
AtE) = δv + Im(1− AtE) for all v ∈ E0.
Proof. Fix v ∈ E0. We have that δv−AtEδv = (1−AtE)δv ∈ Im(1−AtE), so AtEδv +Im(1−
AtE) = δv + Im(1− AtE).
We enumerate the equivalence classes for ∼l. Fix v ∈ E0, and let Λ0 = [v]. Now
iteratively fix e ∈ E1 with r(e) ∈ Λi and let Λi+1 = [s(e)], where addition in the subscript
is modulo l. Then Λ0, . . . ,Λl−1 is an enumeration of the equivalence classes in E
0/ ∼l.
Lemma 5.3.2. Let E be a strongly connected finite directed graph. Let ω = (nk)
∞
k=1 be a
multiplicative sequence, and let l := gcd(PE, ω). There is an isomorphism
Θ : coker(1− AlE)t →
l−1⊕
i=0
ZΛi/(1− AlE)tZΛi
satisfying
Θ(δv + Im(1− AlE)t) = (0, . . . , 0, δv + (1− AlE)tZΛj , 0, . . . , 0),
where v ∈ Λj for some 0 ≤ j ≤ l − 1 and δv + (1− AlE)tZΛj appears in the j-th position.
Proof. Fix 0 ≤ j ≤ l − 1, and v ∈ Λj. Since E0 =
⊔l−1
i=0 Λi, there is an isomorphism
θ : ZE0 →
⊕l−1
i=0 ZΛi such that θ(δv) = (0, . . . , 0, δv, 0, . . . , 0), where δv is in the j-th
position.
Our choice of Λ0, . . . ,Λl−1 ensures that (A
l
E)
tδv =
∑
w∈E0 |vElw|δw ∈ ZΛj and so (1−
AlE)
tδv ∈ ZΛj . Hence θ((1−AlE)tδv) = (0, . . . , 0, (1−AlE)tδv, 0, . . . , 0) ∈
⊕l−1
i=0(1−AlE)tZΛi .
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Therefore θ descends to an isomorphism Θ : coker(1 − AlE)t →
⊕l−1
i=0 ZΛi/(1 − AlE)tZΛi
satisfying the desired formula.
Lemma 5.3.3. Let E be a strongly connected finite directed graph. Let ω = (nk)
∞
k=1 be
a multiplicative sequence, and let l = gcd(PE, ω). For each 0 ≤ j ≤ l − 1, there is an
isomorphism Φj : ZΛj/(1− AlE)tZΛj → ZE
0
/ Im(1− AE)t satisfying
Φj(δv + (1− AlE)tZΛj) = δv + (1− AtE)ZE
0
,
for some v ∈ Λj.
Proof. Fix 0 ≤ j ≤ l − 1. The formula (1 − AlE)t = (1 − AtE)
(∑l−1
i=0(A
i
E)
t
)
shows
that Im(1 − AlE)t ⊆ Im(1 − AtE). Since (1 − AlE)tZΛj ⊆ Im(1 − AlE)t, it follows that
the map ZΛj → ZE0 given by δv 7→ δv for v ∈ Λj, descends to a homomorphism Φj :
ZΛj/(1−AlE)tZΛj → ZE
0
/ Im(1−AE)t satisfying Φj(δv+(1−AlE)tZΛ
j
) = δv+Im(1−AtE),
for v ∈ Λj.
We must show that Φj is an isomorphism. To see that Φj is surjective, fix 0 ≤ k ≤ l−1
and v ∈ Λk. Then (Aj−kE )tδv ∈ ZΛj and
δv + Im(1− AtE) = (A
j−k
E )
tδv + Im(1− AtE) = Φj
(
(Aj−kE )
tδv + (1− AlE)tZΛj
)
.
To see that Φj is injective, fix a =
∑
v∈Λj avδv ∈ Z
Λj such that Φj(a+(1−AlE)tZΛj) = 0.
That is, a ∈ Im(1 − AtE). Say a = (1 − AtE)b where b =
∑
w∈E0 bwδw. Let bk := b|Λk =∑
w∈Λk bwδw for each 0 ≤ k ≤ l − 1. Since a ∈ Z
Λj , we have 0 = a|Λk = ((1− AtE)b)|Λk =
bk − AtEbk−1, for all 0 ≤ k ≤ l − 1, k 6= j, where subtraction in the subscript is modulo
l. Therefore bk = (A
t
E)
k−jbj for each 0 ≤ k ≤ l − 1, k 6= j, where subtraction in the
superscript is modulo l. Hence
(1− AtE)b = (1− AtE)(b0 + · · ·+ bl−1) = (1− AtE)
( l−1∑
k=0
(AkE)
t
)
bj = (1− AlE)tbj.
So a = (1− AlE)tbj ∈ (1− AlE)tZΛj .
Corollary 5.3.4. Let E be a strongly connected finite directed graph. Let ω = (nk)
∞
k=1 be
a multiplicative sequence, and let l = gcd(PE, ω). There is an isomorphism ρ : coker(1−
AlE)
t →
⊕l
i=1 coker(1− AtE) satisfying
ρ
(
δv + Im(1− AlE)t
)
=
(
0, . . . , 0, δv + Im(1− AtE), 0, . . . , 0
)
,
where v ∈ Λj for some 0 ≤ j ≤ l − 1 and δv + Im(1− AtE) appears in the j-th position.
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Proof. Define ρ :=
(⊕l−1
i=0 Φi
)
◦Θ. It follows from Lemma 5.3.3 and Lemma 5.3.4 that ρ
is an isomorphism that satisfies the desired formula.
Chapter 6
The topological graph E(∞)
In this chapter we use the theory of topological graph C∗-algebras to give alternative proofs
of Theorem 4.2.1 and Corollary 5.2.2. This approach also appears in joint work with my
supervisors in [44, Section 4]. Kribs and Solel construct a topological graph E(∞) from a
graph E and a multiplicative sequence ω = (nk)
∞
k=1. They show in [31, Theorem 6.3] that
C∗(E,ω) is isomorphic to the C∗-algebra C∗(E(∞)) of this topological graph in the sense
of Katsura [26]. We give a slightly different description of the topological graph E(∞),
and use this description to present the details of the isomorphism C∗(E,ω) ∼= C∗(E(∞)).
For the most part, this involves filling in some of the details of the proofs of results in [31]
and [27], and also recording explicit formulas for the isomorphisms established there.
Let E be a row-finite directed graph with no sources, and take a multiplicative sequence
ω = (nk)
∞
k=1. Suppose that nk → ∞ as k → ∞. We first recall Kribs and Solel’s
construction of a topological graph from (E,ω). Let Xi = {λ ∈ E∗ : 0 ≤ |λ| < ni, |λ| ≡
0 (mod ni−1)}, let X = Π∞i=1Xi and let Y = {y ∈ X : s(yk) = r(yk+1) for all k}. For each
e ∈ E1, let De = {y ∈ Y : r(y1) = s(e)} and
Re = {y ∈ Y : there exists l ≤ ∞ such that yi = r(e) for all i < l
and (if l 6=∞) yl = ey′ for some |y′| ≡ −1 (mod ni−1)}.
For y ∈ De, write i(y) := min{i ≥ 1 : |yi| < ni − ni−1} or i(y) :=∞ if |yi| = ni − ni−1 for
every i. If i(y) <∞, write σe(y) = u, where
ui =

r(e) if i < i(y)
ey1 . . . yi(y) if i = i(y)
yi if i > i(y).
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If i(y) =∞, set σe(y) = (r(e), r(e) . . . ).
Kribs and Solel construct a topological graph E(∞) with E(∞)0 = Y , E(∞)1 =
{(e, y) ∈ E1× Y : y ∈ De}, sE(∞)(e, y) = y and rE(∞)(e, y) = σe(y). Here we give another
presentation of E(∞) which is more natural within our framework.
Lemma 6.0.1. Let E be a row-finite directed graph with no sources, and take a multiplica-
tive sequence ω = (nk)
∞
k=1. Suppose that nk → ∞ as k → ∞. Define F 0E,ω = lim←−E
<nk ,
F 1E,ω = {(e, x) ∈ E1× lim←−E
<nk : r(x1) = s(e)}, sF (e, x) = x, and rF (e, x)k = rnk(e, xk) =
[exk]nk . Then φ = (φ
0, φ1) : E(∞)→ F defined by φ0(y)i = y1y2 . . . yi for y ∈ E(∞)0 and
φ1(e, y)i = (e, φ
0(y)) for (e, y) ∈ E(∞)1 is an isomorphism of topological graphs.
Proof. We abbreviate F i := F iE,ω, i = 0, 1. Define ψ = (ψ
0, ψ1) : F → Y by ψ0(x)1 = x1
and xiψ
0(x)i+1 = xi+1 for all i ≥ 1, for x ∈ F 0, and ψ1(e, x) = (e, ψ0(x)) for (e, x) ∈ F 1.
We show that ψ0 is an inverse for φ0. Fix y ∈ Y . We have ψ0(φ0(y))i = ψ0((y1 . . . yj)∞j=1)i.
Since |y1 . . . yi−1| =
∑i−1
j=1 |yj| < ni−1 and |yi| ∈ ni−1N, we have [y1 . . . yi]ni−1 = y1 . . . yi−1
and hence ψ0(φ0(y))i = yi. Now, fix x ∈ F 0. Then φ0(ψ0(x))i = ψ0(x)1 . . . ψ0(x)i =
x1ψ
0(x)2 . . . ψ
0(x)i = x2ψ
0(x)3 = · · · = xi. Therefore ψ0 is an inverse for φ0.
The basic open sets in Y are given by ZY (w1, . . . , wk) = {y ∈ Y : yi = wi for 1 ≤ i ≤
k}, where wi ∈ Xi and s(wi) = r(wi+1).
We calculate
φ0(ZY (y1, . . . , yk)) = {x ∈ F 0 : xi = y1 . . . yi for all i ≤ k}
= {x ∈ F 0 : xk = y1 . . . yk} = Z(y1 . . . yk, k).
So ψ0 = (φ0)−1 is continuous.
Conversely, for µ ∈ E<nk , express µ = y1 . . . yk, where y1 = [µ]n1 and [µ]niyi+1 =
[y]ni+1 . Then ψ
0(Z(µ, k)) = ZY (y1, . . . , yk). So φ
0 is continuous. Therefore φ0 is a
homeomorphism of E(∞)0 onto F 0. It then follows immediately that φ1 : E(∞)1 → F 1
is also a homeomorphism.
We have φ0(sE(∞)(e, y)) = sF (e, φ
0(y)) = sF (φ
1(e, y)). We also have φ0(rE(∞)(e, y))i =
[ey1 . . . yi]ni , so φ
0(rE(∞)(e, y)) = rF (e, φ
0(y)) = rF (φ
1(e, y)). Therefore φ is an isomor-
phism of topological graphs.
6.1 Uniqueness
Here we give an alternative proof of Theorem 4.2.1 using Katsura’s results about topolog-
ical graph C∗-algebras, and the isomorphism C∗(E,ω) ∼= C∗(E(∞)) established by Kribs
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and Solel. The following result follows from the isomorphism F ∼= E(∞), and Katsura’s
arguments in [27], but a precise description of the isomorphism that we need to use is not
provided there, so we give a detailed statement.
Proposition 6.1.1. Let E be a row-finite directed graph with no sources, and take a
multiplicative sequence ω = (nk)
∞
k=1. Suppose that nk → ∞ as k → ∞. There is an
isomorphism π : lim−→C
∗(E(nk))→ C∗(F ) such that
π(jnk,∞(pnk,λ)) = t
0
F (χZ(λ,k)), and π(jnk,∞(snk,(e,λ))) = t
1
F (χ{e}×Z(λ,k)),
where (t0F , t
1
F ) is the universal Cuntz–Krieger pair for C
∗(F ).
Proof. For a topological graph E we denote by (t0E, t
1
E) the universal Cuntz–Krieger pair
for C∗(E). The argument of Katsura [27, Proposition 2.9] shows that each regular factor
map m : E → F of topological graphs E and F induces a homomorphism µm : C∗(F )→
C∗(E) such that µm ◦ tiF = tiE ◦mi∗, for i = 0, 1.
Let jnk,∞ be the universal map from C
∗(E(nk)) into lim−→C
∗(E(nk)). Kribs and Solel
define regular factor maps mk,k+1 : E(nk+1)→ E(nk) by m0k,k+1(µ) = [µ]nk for µ ∈ E<nk+1
and m1k,k+1(e, µ) = (e, [µ]nk) for e ∈ E1 and µ ∈ s(e)E<nk+1 . For each k, write mk :
E(∞)→ E(nk) for the induced factor map. In [31, Theorem 6.3] Kribs and Solel invoke
[27, Proposition 4.13] to show that there is an isomorphism ρ : lim−→(C
∗(E(nk)), jk,k+1)→
C∗(E(∞)); it follows from the arguments of [27, Proposition 4.13] that ρ ◦ jk,∞ = µmk .
Let ψ : F → E(∞) be the inverse of the isomorphism of Lemma 6.0.1. Define π := µψ ◦ρ.
Since ψ is an isomorphism, so is µψ, and
π(jnk,∞(pnk,λ)) = µψ(ρ(jnk,∞(pnk,λ)))
= µψ ◦ µmk(pnk,λ) = µψ(t0E(∞)(χψ(Z(λ,k)))) = t0F (χZ(λ,k)).
A similar calculation gives π(jnk,∞(snk,(e,λ))) = t
1
F (χ{e}×Z(λ,k)).
Alternative proof of Theorem 4.2.1. Let ϕS,P,ψ be the homomorphism induced by the uni-
versal property of C∗(E,ω), and let π : lim−→C
∗(E(nk)) → C∗(F ) be the isomorphism
of Proposition 6.1.1. The isomoprhism of Corollary 3.1.9 induces an isomorphism α :
lim−→C
∗(E(nk)) → C∗(E,ω). Then (π ◦ α−1)(ρ(µ,k)) = t0F (χZ(µ,k)) for all k ∈ N, µ ∈ E<nk .
Hence ϕS,P,ψ ◦ α ◦ π−1 is a homomorphism of C∗(F ) that carries t0F (χZ(µ,k)) to ψ(µ,k). By
[31, Lemma 9.1] E(∞) has no cycles, so Lemma 6.0.1 shows that F has no cycles. So [26,
Theorem 5.12] implies that ϕS,P,ψ ◦α ◦π−1 is injective if and only if each ψ(µ,k) 6= 0. Since
α and π are isomorphisms, the result follows.
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6.2 Simplicity
Here we use Katsura’s characterisation of simplicity for C∗-algebras of topological graphs
[28, Theorem 8.12] to give an alternative proof of Corollary 5.2.2.
Lemma 6.2.1. Let E be a strongly connected finite directed graph with no sources, and
take a multiplicative sequence ω = (nk)
∞
k=1. Fix k with gcd(PE, nk) = gcd(PE, ω). For
each equivalence class Λ ∈ E0/ ∼nk , let XΛ =
⋃
µ∈E<nk ,s(µ)∈Λ Z(µ, k). The XΛ are mu-
tually disjoint and cover F 0 = lim←−E
<nk . Each XΛ is invariant in the sense of [28,
Definition 2.1], and the XΛ are the minimal nonempty closed invariant subsets of F
0.
Proof. Take Λ,Λ′ ∈ E0/ ∼nk with Λ 6= Λ′. Since x ∈ XΛ if and only if s(xk) ∈ Λ, it is
clear that XΛ and XΛ′ are mutually orthogonal.
To see that each XΛ is invariant, take (e, x) ∈ F 1. By Lemma 5.1.2, we have s(xk) ∈ Λ
if and only if s(rnk(e, xk)) ∈ Λ. So x ∈ XΛ if and only if rF (e, x) = [exk]nk ∈ XΛ.
For the final assertion, fix x = (xk)
∞
k=1 and y = (yk)
∞
k=1 in a givenXΛ. It suffices to show
that for every k ∈ N, there exists µk ∈ F ∗ such that sF (µk) = x and rF (µk) ∈ Z(yk, k).
Fix k such that gcd(PE, nk) = gcd(PE, ω). Proposition 5.1.3 implies that the component
E(nk)
0
Λ is strongly connected. So there exists λ ∈ E(nk)∗ such that snk(λ) = xk and
rnk(λ) = yk. Say λ = (λ1, [λ2 . . . λixk]nk) . . . (λi−1, [λixk]nk)(λi, xk). Define µi := (λi, x) ∈
F 1 and inductively let µj = (λj, rF (µj+1)) ∈ F 1 for 1 ≤ j ≤ i−1. Then µ = µ1 . . . µi ∈ F i
and sF (µ) = sF (µi) = x. By construction, (µj)k = (λj, [λj+1xk]nk) for each 1 ≤ j ≤ i− 1,
so rF (µ)k = rF (µ1)k = rnk(λ1, [λ2 . . . λixk]nk) = rnk(λ) = yk, so rF (µ) ∈ Z(yk, k).
Alternative proof of Corollary 5.2.2. We have C∗(E,ω) ∼=
⊕
Λ∈E0/∼nk
Pk,ΛC
∗(E,ω)Pk,Λ
by Lemma 5.2.1. We claim that the direct summands are simple. Observe that the
isomorphism C∗(E,ω) ∼= C∗(F ) determined by Proposition 6.1.1 carries each Pk,Λ to
t1F (χXΛ), where the XΛ are the minimal invariant subsets of F
0 described in Lemma 6.2.1.
For each Λ, let FΛ be the topological subgraph of F given by F
0
Λ = XΛ and F
1
Λ = r
−1
f (XΛ).
Since F 0Λ and F
1
Λ are clopen in F
0 and F 1, there are canonical inclusions C(F 0Λ) ↪→ C(F 0)
and C(F 1Λ) ↪→ C(F 1), and it is easy to verify that the universal property of C∗(FΛ) applied
to these inclusions gives surjective homomorphisms ιΛ : C
∗(FΛ)→ t1F (χXΛ)C∗(F )t1F (χXΛ).
Lemma 6.2.1 shows that each FΛ is invariant. By [31, Lemma 9.1] E(∞) has no loops, so
Lemma 6.0.1 shows that F also has no loops, and hence each FΛ has no loops. Hence [28,
Theorem 8.12] shows that each C∗(FΛ) is simple. Hence each Pk,ΛC
∗(E,ω)Pk,Λ ∼= C∗(FΛ)
is simple. Hence C∗(E,ω) is simple if and only if there is exactly one equivalence class Λ
for ∼l. So the final statement of Lemma 5.1.1 shows that C∗(E,ω) is simple if and only
if l = 1.
Chapter 7
K-theory and classification
Supernatural numbers have been used to classify UHF algebras ([18, Theorem 1.12])
and the classical Bunce–Deddens algebras ([4, Theorem 3.7] and [5, Theorem 4]). Kribs
showed in [30, Theorem 5.1] that the generalised Bunce–Deddens algebras corresponding
to the graph BN consisting of a single vertex with N loop edges, are classified by their
associated supernatural numbers in the sense that C∗(BN , ω) ∼= C∗(BN , ω′) if and only if
[ω] = [ω′]. The special case N = 1 is Bunce and Deddens’ theorem. Kribs and Solel later
showed in [31, Theorem 7.5] that the generalised Bunce–Deddens algebras corresponding
to the single cycle with j edges, are classified by their associated supernatural numbers;
again the special case j = 1 is the original result of Bunce and Deddens. Kribs and Solel
asked in [31, Remark 7.7] for what class of graphs E a similar classification theorem could
be obtained. Here we prove such a theorem can be obtained for the class of generalised
Bunce–Deddens algebras corresponding to a given strongly connected finite directed graph
E such that 1 is an eigenvalue of the vertex matrix, and the only roots of unity that are
eigenvalues are the PE-th roots of unity, where PE is the period of the graph E. The
main result of this chapter is the following theorem.
Theorem 7.0.1. Fix a strongly connected finite directed graph E. Let PE denote the
period of E and suppose that 1 is an eigenvalue of AtE and that the only roots of unity
that are eigenvalues of AtE are PE-th roots of unity. Let ω = (nk)∞k=1 and ω′ = (n′k)∞k=1 be
multiplicative sequences. Then C∗(E,ω) ∼= C∗(E,ω′) if and only if [ω] = [ω′].
Remark 7.0.2. We prove the forward direction of Theorem 7.0.1 (see Corollary 7.2.3) by
studying the torsion-free component of K0(C
∗(E,ω)); we assume that 1 is an eigenvalue
of AtE to ensure that this is nontrivial. If 1 is not an eigenvalue of A
t
E, then K0(C
∗(E,ω))
is purely torsion and another argument (perhaps along the lines of [30, Theorem 5.1]) will
be needed. We have not addressed that case in this thesis.
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The Perron–Frobenius theorem (see [17, Theorem 8.2.1]) says that if 1 is an eigenvalue
of AtE, then the PE-th roots of unity are also eigenvalues of AtE. The hypothesis that
these are the only roots of unity that are eigenvalues of AtE is nontrivial. The nonnegative
inverse eigenvalue problem asks which sets of n complex numbers λ1, . . . , λn occur as the
eigenvalues of some n×n nonnegative matrix. Deep results of [29] regarding this problem
show that it is possible for any collection of roots of unity to appear as eigenvalues of a
nonnegative matrix. We thank Mike Boyle for pointing us to [29] and for a helpful email
conversation about the spectra of nonnegative integer matrices.
Example 7.0.3. Let E be the following graph.
The adjacency matrix AE =
(
2 1
1 2
)
has eigenvalues 1 and 3, so E satisfies the
hypotheses of Theorem 7.0.1.
We begin this chapter by showing that the reverse direction of Theorem 7.0.1 holds for
row-finite directed graphs. Our presentation of C∗(E,ω) in Theorem 3.2.4 allows for an
elementary proof. The following proposition appears in joint work with my supervisors
([44, Proposition 3.11]).
Proposition 7.0.4. Let E be a row-finite directed graph. Let ω = (nk)
∞
k=1 and ω
′ =
(mj)
∞
j=1 be multiplicative sequences. If nk | ω′ for all k ≥ 1, then there is an injective
homomorphism ϕω,ω′ : T (E,ω)→ T (E,ω′) such that
ϕω,ω′◦ink,∞ = imj(k),∞◦ink,mj(k) for all k ≥ 1 and any j(k) such that nk | mj(k). (7.0.1)
Moreover, ϕω,ω′ descends to a homomorphism ϕ̃ω,ω′ : C
∗(E,ω)→ C∗(E,ω′). If [ω] = [ω′]
then ϕω,ω′ : T (E,ω)→ T (E,ω′), and ϕ̃ω,ω′ : C∗(E,ω)→ C∗(E,ω′) are isomorphisms.
Proof. Fix natural numbers j(k) such that nk | mj(k) for all k. Then imj(k),∞ ◦ ink,mj(k) :
T (E, nk)→ lim−→T (E,mk) is a homomorphism for each k. Since
imj(k+1),∞ ◦ ink+1,mj(k+1) ◦ ink,nk+1 = imj(k+1),∞ ◦ ink,mj(k+1)
= imj(k+1),∞ ◦ imj(k),mj(k+1) ◦ ink,mj(k) = imj(k),∞ ◦ ink,mj(k) ,
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the universal property of lim−→T (E, nk) gives a homomorphism ϕ that satisfies (7.0.1).
The same argument shows that ϕ descends to a homomorphism ϕ̃ : lim−→C
∗(E, nk) →
lim−→C
∗(E,ml). Now suppose that ω
′ | ω as well. The preceding paragraph gives a homo-
morphism γ : T (E,ω′) → T (E,ω) such that γ ◦ imj ,∞ = ink(j),∞ ◦ imj ,nk(j) for all j ≥ 1
and any k(j) such that mj|nk(j), and which descends to γ̃ : C∗(E,ω′)→ C∗(E,ω).
For each k ≥ 1, we calculate
γ ◦ ϕ ◦ ink,∞ = γ ◦ imj(k),∞ ◦ ink,mj(k) = ink(j(k)),∞ ◦ imk(j),nk(j(k)) ◦ ink,mj(k)
= imk(j),∞ ◦ ink,mj(k) = ink,∞.
Similarly, for each j ≥ 1, we have
ϕ ◦ γ ◦ imj ,∞ = ϕ ◦ ink(j),∞ ◦ imj ,nk(j) = im(j(k(j)),∞ ◦ ink(j),mj(k(j)) ◦ imj ,nk(j)
= ink(j),∞ ◦ imj ,nk(j) = imj ,∞.
Therefore γ ◦ φ is the identity map on each ink,∞(T (E, nk)) and φ ◦ γ is the identity
on each imj ,∞(T (E,mj)), so continuity shows that φ and γ are mutually inverse. For
the final assertion, let q : T (E, n) → C∗(E, n) be the canonical quotient map. Since
γ̃ ◦ ϕ̃ ◦ q = γ̃ ◦ q ◦ ϕ = q ◦ γ ◦ ϕ = q ◦ idT (E,ω) = q, we have that γ̃ ◦ ϕ̃ = idC∗(E,ω), and
likewise for ϕ̃ ◦ γ̃.
7.1 Computing K0(C
∗(E,ω))/ tor(E,ω)
In this section we calculate the torsion-free component of K0(C
∗(E,ω)). We use this
group to recover the supernatural number [ω]. In order to state our main theorem, we
need the following lemma.
Lemma 7.1.1. Let A be a free abelian group and let ω = (nk)
∞
k=1 be a multiplicative
sequence. Define an equivalence relation ∼ on A× N, by (a, j) ∼ (a′, j′) if
max{nj, nj′}
nj
a =
max{nj, nj′}
nj′
a′,
and define
A
[ 1
ω
]
:= {(a, j) : a ∈ A, j ≥ 1} / ∼ .
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Then A
[
1
ω
]
is a torsion-free abelian group under the operation
[(a, j)] + [(a′, j′)] =
[((nj′/nj) · a+ a′, j′)] if j′ ≥ j[(a+ (nj/nj′) · a′, j)] if j ≥ j′.
Moreover, rankA
[
1
ω
]
= rankA.
Proof. Closure, associativity, and commutativity follow easily since A is abelian. Let 0
be the identity element of A. Then [(0, i)] + [(a, i)] = [(0 + a, i)] = [(a, i)] so [(0, i)] is
an identity for A
[
1
ω
]
. Fix a ∈ A and let −a be the inverse. Then [(a, i)] + [(−a, i)] =
[(a− a, i)] = [(0, i)], so [(−a, i)] is an inverse for [(a, i)].
If k · [(a, i)] = [(0, i)], then [(k · a, i)] = [(0, i)], so k · a = 0 forcing a = 0 since
A is free abelian. To see that rankA
[
1
ω
]
= rankA, let {aα} be a maximal linearly
independent subset of A. Suppose [(0, i)] =
∑
α cα · [(aα, i)] for cα ∈ N with all but finitely
many nonzero. Then [(0, i)] =
∑
α[(cα · aα, i)] = [(
∑
α cα · aα, i)], so 0 =
∑
α cα · aα,
and since {ai} is linearly independent, cα = 0 for all α. Hence {[(aα, i)]} is a linearly
independent subgroup of A
[
1
ω
]
. To see that it is maximal, take c ∈ N and b ∈ A. Then∑
α cα[(aα, i)] + c[(b, i)] = [(
∑
α cα · aα + c · b, i)] = [(0, i)], by the maximality of {aα}.
Remark 7.1.2. We have A
[
1
ω
]
∼= A
⊗
Z
[
1
ω
]
via the map [a, j]→ a
⊗
1
nj
. We will regard
the elements [(a, j)] as formal fractions and write a/nj for [(a, j)].
We can now state the main theorem of this section about the torsion-free component
of K0(C
∗(E,ω)). Recall that the torsion subgroup of an abelian group A consists of the
nonzero elements of A which have finite order.
Theorem 7.1.3. Let E be a strongly connected finite directed graph. Let PE denote the
period of E, and let l = gcd(PE, ω). Suppose 1 is an eigenvalue of AtE and that the only
roots of unity that are eigenvalues of AtE are the PE-th roots of unity. Let ω = (nk)∞k=1
be a multiplicative sequence. Let torE denote the torsion subgroup of K0(C
∗(E)), and
tor(E,ω) the torsion subgroup of K0(C
∗(E,ω)). There is an isomorphism
Ψ : K0(C
∗(E,ω))/ tor(E,ω) →
l⊕
i=1
(
K0(C
∗(E))/ torE
)[ 1
ω
]
satisfying
Ψ([1C∗(E,ω)]0 + torE,ω) = ([1C∗(E)]0 + torE, . . . , [1C∗(E)]0 + torE)/l.
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To prove Theorem 7.1.3 we begin by studying K0(C
∗(E(n))) ∼= coker(1 − AtE(n)) for
n ≥ 1. Let {δv : v ∈ E0} be the generators of ZE
0
and let {δµ,n : µ ∈ E<n} be the
generators of ZE<n .
Lemma 7.1.4. Let E be a row-finite directed graph with no sources and let n ≥ 1. Then
AtE(n)δµ,n =
δµ2...µ|µ|,n if µ ∈ E<n\E0∑
λ∈µEn δλ2...λn,n if µ ∈ E0.
(7.1.1)
Moreover, δµ,n − δs(µ),n ∈ Im(1− AtE(n)) for each µ ∈ E<n.
Proof. Let µ ∈ En \ E0. We calculate
AtE(n)δµ,n =
∑
ν∈E<n
AtE(n)(ν, µ)δν,n =
∑
ν∈E<n
|µE(n)1ν|δν,n
=
∑
ν∈E<n,e∈E1r(ν),[eν]n=µ
δν,n = δµ2...µ|µ|,n.
Let µ ∈ E0. Then
AtE(n)δµ,n =
∑
ν∈E<n
AtE(n)(ν, µ)δν,n =
∑
ν∈E<n
|µE(n)1ν|δν,n =
∑
λ∈µEn
δλ2...λn,n.
The final statement clearly holds when µ ∈ E0, so let µ ∈ E<n\E0. Repeated
applications of the first case of (7.1.1) give (A
|µ|
E(n))
tδµ,n = δs(µ),n, so δµ,n − δs(µ),n =
(1− A|µ|E(n))tδµ,n ∈ Im(1− AtE(n)).
Lemma 7.1.5. Let E be a row-finite directed graph with no sources and let n ≥ 1. There
is an isomorphism ψn : coker(1−AnE)t → coker(1−AtE(n)) satisfying ψn(δv+Im(1−AnE)t) =
δv,n + Im(1− AtE(n)) for v ∈ E0.
Proof. Define a map ψn : ZE
0 → coker(1 − AtE(n)) by ψn(δv) = δv,n + Im(1 − AtE(n)).
We show that ψn(Im(1 − AnE)t) ⊆ Im(1 − AtE(n)). Let v ∈ E0. Repeated applications of
(7.1.1) give (AnE(n))
tδv,n =
∑
λ∈vEn δs(λ),n =
∑
w∈E0 |vEnw|δw,n =
∑
w∈E0(A
n
E)
t(w, v)δw =
ψn
(
(AnE)
tδv
)
, so
ψn
(
(1− AnE)tδv
)
= (1− AnE(n))tδv,n + Im(1− AnE(n))t = Im(1− AnE(n))t ⊆ Im(1− AtE(n)).
Thus ψn descends to a homomorphism coker(1−AnE)t → coker(1−AtE(n)), which we also
label by ψn, satisfying ψn(δv + Im(1− AnE)t) = δv,n + Im(1− AtE(n)) for v ∈ E0.
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Define a map ϕn : ZE
<n → coker(1 − AnE)t by ϕn(δµ,n) = δs(µ) + Im(1 − AnE)t. We
show that ϕn(Im(1 − AtE(n)) = Im(1 − AnE)t. Take (1 − AtE(n))δµ,n ∈ Im(1 − AtE(n)). If
µ ∈ E<n\E0, then
ϕn((1− AtE(n))δµ,n) = ϕn(δµ,n − δµ2...µ|µ|,n) = δs(µ) − δs(µ) + Im(1− A
n
E)
t = Im(1− AnE)t,
by the first case of (7.1.1). If µ ∈ E0, then applying the second case of (7.1.1) at the first
equality, we have
ϕn
(
δv,n − AtE(n)δv,n
)
= ϕn
(
δv,n −
∑
λ∈vEn
δλ2...λn,n
)
= δv −
∑
λ∈vEn
δs(λ) + Im(1− AnE)t
= δv −
∑
w∈E0
|vEnw|δw + Im(1− AnE)t
= δv −
∑
w∈E0
(AnE)
t(w, v)δw + Im(1− AnE)t
= (1− AnE)tδv + Im(1− AnE)t
= Im(1− AnE)t.
Thus ϕn descends to a homomorphism coker(1−AtE(n))→ coker(1−AnE)t, which we also
label ϕn.
To show that ψn is an isomorphism, we show that ψn and ϕn are mutually inverse.
Let µ ∈ E<n. Then
ψn(ϕn(δµ,n + Im(1− AtE(n)))) = ϕn(δs(µ) + Im(1− AnE)t)
= δs(µ),n + Im(1− AtE(n)) = δµ,n + Im(1− AtE(n))
by Lemma 7.1.4, so ψn ◦ ϕn is the identity on coker(1− AtE(n)). Now, let v ∈ E0. Then
ϕn(ψn(δv + Im(1− AnE)t)) = ϕn(δv,n + Im(1− AtE(n))) = δv + Im(1− AnE)t,
so ϕn ◦ ψn is the identity on coker(1− AnE)t.
Remark 7.1.6. For each n ≥ 1, let σn : coker(1 − AtE(n)) → K0(C∗(E(n))) be the iso-
morphism of [41, Theorem 7.16]. Looking into the proof of [41, Theorem 7.1] shows
that this isomorphism is given by σn(δµ,n + Im(1 − AtE(n))) = [pµ,n]0 for µ ∈ E<n. So
σn ◦ ψn : coker(1 − AnE)t → K0(C∗(E(n)) is an isomorphism satisfying (σn ◦ ψn)
(
δv +
Im(1 − AnE)t
)
= [pv,n]0 for v ∈ E0. By Lemma 7.1.4, we have [pµ,n]0 − [pv,n]0 =
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σn(δµ,n−δv,n+Im(1−AtE(n))) = 0 for any µ ∈ E<nv. So (σn◦ψn)
(
δv+Im(1−AnE)t
)
= [pµ,n]0
for any µ ∈ E<nv.
Lemma 7.1.7. Let E be a row-finite directed graph with no sources and let n,m ≥ 1.
The following diagram commutes.
ZE0 ZE0
coker(1− AnE)t coker(1− AmnE )t
K0(C
∗(E(n)) K0(C
∗(E(mn))
∑m−1
i=0 (A
in
E )
t
σn◦ψn σmn◦ψmn
K0(jn,mn)
Proof. Let ηn := σn ◦ ψn, and fix v ∈ E0. Then
K0(jn,mn)(ηn)(δv + Im(1− AnE)t)) = K0(jn,mn)([pv,n]0)
=
∑
µ∈vE<mn,|µ|∈nN
[pµ,mn]0 =
m−1∑
i=0
∑
µ∈vEin
[pµ,mn]0.
Now, by Remark 7.1.6, we have
(ηmn)
(m−1∑
i=0
(AinE )
tδv + Im(1− AmnE )t
)
= ηmn
(m−1∑
i=0
∑
µ∈vEin
δs(µ) + Im(1− AmnE )t
)
=
m−1∑
i=0
∑
µ∈vEin
(ηmn)(δs(µ) + Im(1− AmnE )t)
=
m−1∑
i=0
∑
µ∈vEin
[ps(µ),mn]0 =
m−1∑
i=0
∑
µ∈vEin
[pµ,mn]0.
Corollary 7.1.8. Let E be a row-finite directed graph with no sources and let n,m ≥
1. There exists a homomorphism φn,mn : coker(1 − AnE)t → coker(1 − AmnE )t satisfying
φn,mn(δv + Im(1− AnE)t) =
∑
µ∈vE<mn,|µ|∈nN δs(µ),mn + Im(1− AmnE )t for v ∈ E0.
Proof. Let ηn := σn ◦ ψn, and define φn,mn : coker(1 − AnE)t → coker(1 − AmnE )t by
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φn,mn := η
−1
mn ◦K0(jn,mn) ◦ ηn. Let v ∈ E0. By Remark 7.1.6, we have
φn,mn(δv + Im(1− AnE)t) = (η−1mn ◦K0(jn,mn) ◦ ηn)(δv + Im(1− AnE)t)
= (η−1mn ◦K0(jn,mn))([ps(µ),n]0)
= η−1mn
( ∑
µ∈vE<mn,|µ|∈nN
[pµ,mn]0
)
= η−1mn
( ∑
µ∈vE<mn,|µ|∈nN
[ps(µ),mn]0
)
=
∑
µ∈vE<mn,|µ|∈nN
δs(µ),mn + Im(1− AmnE )t.
We now look at direct limits of quotients of abelian groups by their torsion subgroups.
We seek to apply the following result to the sequence (coker(1− AnkE )t, φnk,nk+1)∞k=1.
Lemma 7.1.9. Let (Gk, φk,k+1) be a directed system of abelian groups. Let tork := tor(Gk)
for each k ≥ 1, and tor∞ := tor(lim−→Gk). For each k there exists a homomorphism
φ̃k,k+1 : Gk/ tork → Gk+1/ tork+1 such that φ̃k,k+1(g+tork) = φk,k+1(g)+tork+1. Moreover,
there is an isomorphism
q̃∞ : lim−→(Gk, φk,k+1)/ tor∞ → lim−→(Gk/ tork, φ̃k,k+1)
such that q̃∞(φk,∞(g) + tor∞) = φ̃k,∞(g + tork).
Proof. Write Qk := Gk/ tork. For each k ≥ 1, let qk : Gk → Qk be the quotient map. Let
r ∈ tork. Then there exists n ≥ 1 such that nr = 0, and then nφk,k+1(r) = φk,k+1(nr) = 0.
So φk,k+1(tork) ⊆ tork+1, and hence qk+1 ◦ φk,k+1 descends to a homomorphism φ̃k,k+1 :
Qk → Qk+1 such that φ̃k,k+1(g + tork) = φk,k+1(g) + tork+1 for all g ∈ Gk. So
(φ̃k+1,∞ ◦ qk+1) ◦ φk,k+1 = φ̃k+1,∞ ◦ φ̃k,k+1 ◦ qk = φ̃k,∞ ◦ qk
for all k ≥ 1. Therefore the universal property of lim−→(Gk, φk) gives a homomorphism
q∞ : lim−→(Gk, φk,k+1)→ lim−→(Qk, φ̃k,k+1) satisfing q∞ ◦ φk,∞ = φ̃k,∞ ◦ qk.
We show that q∞ descends to a homomorphism satisfying the desired formula. Let
p ∈ tor∞. Then there exists r ∈ Gk and n ≥ 1 such that 0 = np = nφk,∞(r) =
φk,∞(nr). By [45, Proposition 6.2.5(ii)] we have kerφk,∞ =
⋃
m≥0 kerφk,k+m, so there exists
m ≥ 0 such that 0 = φk,k+m(nr) = nφk,k+m(r), giving φk,k+m(r) ∈ tork+m. Therefore
q∞(p) = q∞(φk,∞(r)) = q∞(φk+m,∞(φk,k+m(r))) = φ̃k+m,∞(qk+m(φk,k+m(r))) = 0. So
q∞(tor∞) ⊆ {0}, and hence q∞ descends to a homomorphism q̃∞ : lim−→(Gk, φk,k+1)/ tor∞ →
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lim−→(Qk, φ̃k,k+1) satisfying
q̃∞(φk,∞(g) + tor∞) = q∞(φk,∞(g)) = φ̃k,∞(qk(g)) = φ̃k,∞(g + tork)
for all g ∈ Gk.
It remains to show that q̃∞ is an isomorphism. We do this by finding an inverse.
As in the first paragraph, we find that φk,∞(tork) ⊆ tor∞ since φk,∞ is a homomorphism.
Therefore φk,∞ descends to a homomorphism ψk,∞ : Qk → lim−→(Gk, φk,k+1)/ tor∞ satisfying
ψk,∞(g + tork) = φk,∞(g) + tor∞ for each g ∈ Gk. We have
ψk+1,∞(φ̃k,k+1(g + tork)) = ψk+1,∞(φk,k+1(g) + tork+1) = φk+1,∞(φk,k+1(g)) + tor∞
= φk,∞(g) + tor∞ = ψk,∞(g + tork).
So ψk+1,∞ ◦ φ̃k,k+1 = ψk,∞, and hence the universal property of lim−→(Qk, φ̃k) gives a ho-
momorphism ψ : lim−→(Qk, φ̃k) → lim−→(Gk, φk,k+1)/ tor∞ satisfying ψ(φ̃k,∞(g + tork)) =
φk,∞(g) + tor∞ for all g ∈ Gk.
We check that ψ is an inverse for q̃∞. Let g ∈ Gk. Then
q̃∞(ψ(φ̃k,∞(g + tork))) = q̃∞(φk,∞(g) + tor∞) = q∞(φk,∞(g))
= φ̃k,∞(qk(g)) = φ̃k,∞(g + tork).
We also have
ψ(q̃∞(φk,∞(g) + tor∞)) = ψ(q∞(φk,∞(g))
= ψ(φ̃k,∞(qk(g))) = φk,∞(g) + tor∞ .
So q̃∞ ◦ ψ is the identity on φ̃k,∞(Qk) and ψ ◦ q̃∞ is the identity on φk,∞(Gk)/ tor∞, and
hence by continuity, ψ and q∞ are mutually inverse.
In order to apply Lemma 7.1.9 to the sequence (coker(1−AnkE )t, φnk,nk+1)∞k=1, we analyse
the invertibility of the |E0| × |E0| matrix
∑(nk/l)−1
i=0 (A
il
E)
t, where l = gcd(PE, ω) and k is
such that gcd(PE, nk) = l.
Lemma 7.1.10. For each n ≥ 1, let Rn be the polynomial over C given by Rn(x) =∑n−1
i=0 x
i. The roots of Rn are the n-th roots of unity excluding 1.
Proof. We have (1 − x)Rn(x) = 1 − xn, so the roots of (1 − x)Rn are the n-th roots of
unity. The only root of 1− x is 1, so every nth root of unity other than 1 is itself a root
of Rn. Since the degree of Rn is n− 1, these are all the roots of Rn.
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Lemma 7.1.11. Let E be a strongly connected finite directed graph, let ω = (nk)
∞
k=1 be a
multiplicative sequence, and let l = gcd(PE, ω). Then PE/l and nk/l are coprime for all
k such that gcd(PE, nk) = l. Hence, if the only roots of unity that are eigenvalues of AtE
are the PE-th roots of unity, then 0 6∈ σ
(
Rnk/l(A
l
E)
t
)
for k such that gcd(PE, nk) = l.
Proof. Suppose for contradiction that k ≥ K and that PE/l is not coprime to nk/l. Say
p 6= 1 satisfies p|(PE/l) and p|(nk/l). Then pl|PE and pl|nk. This implies that pl ≤ l,
which is a contradiction.
For the second statement, we have
σ((AlE)
t) ∩ T = {e(2πij/PE)l : j ∈ N} = {e2πij/(PE/l) : j ∈ N},
by the spectral mapping theorem. By Lemma 7.1.10, the roots of Rnk/l are the nk/l-th
roots of unity. Since gcd(PE/l, nk/l) = 1, we have that e2πji/(nk/l) 6∈ σ((AlE)t) for any
j ≥ 1. So 0 6∈ σ(Rnk/l(AlE)t).
For n ≥ 1, the torsion subgroup of coker(1− AnE)t is
{a+ Im(1− AnE)t : a ∈ ZE
0
,ma ∈ Im(1− AnE)t for some m ≥ 1}.
Define
Tn := {a ∈ ZE
0
: ma ∈ Im(1− AnE)t for some m ≥ 1}.
So Tn = q
−1
n (torn) where qn : ZE
0 → coker(1− AnE)t is the quotient map.
Proposition 7.1.12. Let E be a strongly connected finite directed graph. Suppose 1 is an
eigenvalue of AtE and that the only roots of unity that are eigenvalues of A
t
E are the PE-th
roots of unity. Let ω = (nk)
∞
k=1 be a multiplicative sequence and let l := gcd(PE, ω). Then
Tnk = Tl for all k such that gcd(PE, nk) = l.
Proof. Fix k such that gcd(PE, nk) = l. Let C :=
∑nk/l−1
i=0 (A
il
E)
t. We have
(1− AnkE )
t = (1− AlE)t
( nk/l−1∑
i=0
(AilE)
t
)
= (1− AlE)tC. (7.1.2)
So Im(1 − AnkE )t ⊆ Im(1 − AlE)t. Now take x ∈ Tnk . Then there exists m ≥ 1 such that
mx ∈ Im(1− AnkE )t ⊆ Im(1− AlE)t. Hence Tnk ⊆ Tl.
For the reverse inclusion, take x ∈ Tl. Then mx = (1 − AlE)ty, for some m ≥ 1 and
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y ∈ ZE0 . Equation (7.1.2) gives
(m detC)x = (detC)(1− AlE)ty = (1− AlE)tC(detC)C−1y
= (1− AnkE )
t(detC)C−1y ∈ Im(1− AnkE )
t.
By Lemma 7.1.11 detC 6= 0, so Tl ⊆ Tnk .
Remark 7.1.13. If we could compute detC, we could compute det(1−AnkE )t. Then (when
1 is not an eigenvalue), we could calculate |K0(C∗(E, nk))| and try to use Kribs’ argument
for [30, Theorem 5.1] to prove Theorem 7.0.1 for the generalised Bunce–Deddens algebras
constructed from a finite strongly connected graph whose vertex matrix does not have
eigenvalue 1.
Lemma 7.1.14. Let E be a strongly connected finite directed graph with no sources.
Suppose 1 is an eigenvalue of AtE and that the only roots of unity that are eigenvalues
of AtE are the PE-th roots of unity. Let ω = (nk)∞k=1 be a multiplicative sequence, and
let l := gcd(PE, ω). For each k such that gcd(PE, nk) = l, there is an isomorphism
τ : coker(1− AnkE )t/ tornk → ZE
0
/Tl satisfying
τ(a+ Im(1− AnkE )
t + tornk) = a+ Tl (7.1.3)
for a ∈ ZE0.
Proof. To see that the formula (7.1.3) is well-defined, suppose (a+Im(1−AnkE )t)+tornk =
(b+Im(1−AnkE )t)+tornk , where a, b ∈ ZE
0
. Then a+Im(1−AnkE )t = b+Im(1−A
nk
E )
t+ t,
where t ∈ tornk , that is, t = c + Im(1 − A
nk
E )
t for some c ∈ Tnk . Then a − b − c ∈
Im(1− AnkE )t ⊆ Im(1− AlE)t ⊆ Tl. By Proposition 7.1.12, c ∈ Tl, so a− b ∈ Tl. So there
is a map τ satisfying (7.1.3).
The map τ is clearly a surjective group homomorphism. To see that it is injective,
suppose a + Tl = b + Tl for a, b ∈ ZE
0
. We have a = b + c, for some c ∈ Tl, and hence
a + Im(1 − AnkE )t = b + c + Im(1 − A
nk
E )
t. So a + Im(1 − AnkE )t = b + Im(1 − A
nk
E )
t +
c + Im(1 − AnkE )t. By Proposition 7.1.12, c ∈ Tnk . Therefore a + Im(1 − A
nk
E )
t + tornk =
b+ Im(1− AnkE )t + tornk .
Corollary 7.1.15. Let E be a strongly connected finite directed graph. Suppose that 1 is
an eigenvalue of AtE and that the only roots of unity that are eigenvalues of A
t
E are the
PE-th roots of unity. Let ω = (nk)∞k=1 be a multiplicative sequence, let l := gcd(PE, ω). For
each k such that gcd(PE, nk) = l, there is an isomorphism θnk : coker(1−A
nk
E )
t/ tornk →
coker(1−AlE)t/ torl given by θnk
(
(a+ Im(1−AnkE )t) + tornk
)
= (a+ Im(1−AlE)t) + torl
for a ∈ ZE0.
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Proof. Fix k such that gcd(PE, nk) = l. The previous Lemma gives an isomorphism
coker(1 − AnkE )t/ tornk → ZE
0
/Tl satisfying (a + Im(1 − AnkE )t) + tornk 7→ a + Tl, where
a ∈ ZE0 . The result follows since ZE0/Tl is isomorphic to coker(1−AlE)t/ torl via a+Tl 7→
a+ Im(1− AlE)t + torl. We take θnk to be the composition of these isomorphisms.
We give another description of the torsion-free abelian group A
[
1
ω
]
of Lemma 7.1.1.
Lemma 7.1.16. Let A be a free abelian group and let ω = (nk)
∞
k=1 be a multiplicative
sequence, and let mk := nk+1/nk for all k ≥ 1. Define maps Mk : A → A by Mk(a) =
mk · a, and let Mk,∞ be the natural map A → lim−→(A,Mk). There is an isomorphism
φ : lim−→(A,Mk)
∼= A
[
1
ω
]
satisfying φ(Mk,∞(a)) = a/nk, for each k ≥ 1 and a ∈ A.
Proof. Fix k ≥ 1. Define jk,∞ : A → A
[
1
ω
]
by jk,∞(a) = a/nk for a ∈ Z. This jk,∞ is
a homomorphism by definition of the operation on A
[
1
ω
]
. We calculate jk+1,∞(Mk(a)) =
(mk · a)/nk+1 = (nk+1/nk) · (a/nk+1) = a/nk = jk,∞(a). So the universal property of
lim−→(A,Mk) induces a homomorphism φ satisfying the desired formula. It remains to check
that φ is an isomorphism. To see that φ is injective, fix a ∈ A such that φ(Mk,∞(a)) =
0. Then a/nk = 0, so a = 0. To see that φ is surjective, fix a/nk ∈ A
[
1
ω
]
. Then
φ(Mk,∞(a)) = a/nk.
Proposition 7.1.17. Let E be a strongly connected finite directed graph. Suppose that 1 is
an eigenvalue of AtE and that the only roots of unity that are eigenvalues of A
t
E are the PE-
th roots of unity. Let ω = (nk)
∞
k=1 be a mulitiplicative sequence, and let l := gcd(PE, ω).
Fix K such that gcd(PE, nK) = l, and define ω
′ := (n′k)
∞
k=1 where n
′
1 = l and n
′
k = nK+k−1
for k ≥ 2. For each k ≥ 1, the map φn′k,n′k+1 descends to a map φ̃n′k,n′k+1 such that the
following diagram commutes.
coker(1− An
′
k
E )
t/ torn′k coker(1− A
n′k+1
E )
t/ torn′k+1
coker(1− AlE)t/ torl coker(1− AlE)t/ torl
θn′
k
φ̃n′
k
,n′
k+1
θn′
k+1
M ′k
Proof. Fix k ≥ 1. Applying the first assertion of Lemma 7.1.9 we see that φn′k,n′k+1
descends to a homomorphism φ̃n′k,n′k+1 : coker(1−A
n′k
E )
t/ torn′k → coker(1−A
n′k+1
E )
t/ torn′k+1 ,
satisfying φ̃n′k,n′k+1(g + torn′k) = φn′k,n′k+1(g) + torn′k+1 .
Define Bk :=
∑m′k−1
i=0 (A
in′k
E − 1)t. Note that Bk + m′k1 =
∑m′k−1
i=0 (A
in′k
E )
t. We have
that (A
in′k
E − 1)t = (A
n′k
E − 1)t(
∑i−1
j=0(A
jn′k
E )
t), so ImBk ⊆ Im(1 − A
n′k
E )
t ⊆ Tn′k = Tl by
Lemma 7.1.12. Thus ImBk + Im(1− AlE)t ⊆ torl.
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Fix x ∈ ZE0 . By the preceding paragraph, we have
θn′k+1
(
φ̃n′k,n′k+1
(
x+ Im(1− An
′
k
E )
t + torn′k
))
= θn′k+1
(
φn′k,n′k+1
(
x+ Im(1− An
′
k
E )
t
)
+ torn′k+1
)
=
m′k−1∑
i=0
(A
in′k
E )
tx+ Im(1− AlE)t + torl
= (Bk +m
′
k1)(x) + Im(1− AlE)t + torl
= (m′k1)(x) + Im(1− AlE)t + torl
= M ′k(x+ Im(1− AlE)t + torl)
= (M ′k ◦ θn′k)(x+ Im(1− A
n′k
E )
t + torn′k).
Recall the isomorphism ρ : coker(1 − AlE)t →
⊕l
i=1 coker(1 − AtE) of Lemma 5.3.4
satisfying
ρ
(
δv + Im(1− AlE)t
)
=
(
0, . . . , δv + Im(1− AtE), . . . , 0
)
,
where v ∈ Λj for some 0 ≤ j ≤ l − 1, and δv + Im(1− AtE) appears in the j-th position.
Lemma 7.1.18. Let E be a strongly connected finite directed graph. Suppose that 1 is
an eigenvalue of AtE and that the only roots of unity that are eigenvalues of A
t
E are the
PE-th roots of unity. Let ω = (nk)∞k=1 be a multiplicative sequence, and let l = gcd(PE, ω).
There is an isomorphism ψ : K0(C
∗(E(l))) →
⊕l
i=1K0(C
∗(E)) such that the following
diagram commutes.
coker(1− AlE)t
⊕l
i=1 coker(1− AtE)
K0(C
∗(E(l)))
⊕l
i=1 K0(C
∗(E))
σl◦ψl
ρ
⊕l
i=1 σ1
ψ
Moreover, ψ
(∑
µ∈E<l [ps(µ),l]0
)
= ([1C∗(E)]0, . . . , [1C∗(E)]0).
Proof. We define ψ := (
⊕l
i=1 σ1)◦ρ◦(σl◦ψl)−1. Since ρ, σl◦ψl, and σ1 are all isomorphisms,
so is ψ.
We now show that ψ satisfies the second statement. Fix 0 ≤ i ≤ l − 1, and v ∈ Λi.
Using Lemma 5.3.1 at the second equality, we have
ρ
( l−1∑
j=0
(AjE)
tδv + Im(1− AlE)t
)
=
(
(Al−iE )
tδv + Im(1− AtE), . . . , (Al−i−1E )
tδv + Im(1− AtE)
)
=
(
δv + Im(1− AtE), . . . , δv + Im(1− AtE)
)
.
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Hence,
ψ
( ∑
µ∈E<l
[ps(µ),l]0
)
=
(( l⊕
i=1
σ1
)
◦ ρ ◦ (σl ◦ ψl)−1
)( ∑
µ∈E<l
[ps(µ),l]0
)
=
(( l⊕
i=1
σ1
)
◦ ρ
)( ∑
µ∈E<l
δs(µ) + Im(1− AlE)t
))
=
(( l⊕
i=1
σ1
)
◦ ρ
)( ∑
v∈E0
l−1∑
j=0
(AjE)
tδv + Im(1− AlE)t
)
=
( l⊕
i=1
σ1
)( ∑
v∈E0
δv + Im(1− AtE), . . . ,
∑
v∈E0
δv + Im(1− AtE)
)
= ([1C∗(E)]0, . . . , [1C∗(E)]0).
Proof of Theorem 7.1.3. Fix K such that gcd(PE, nK) = gcd(PE, ω), and let ω
′ = (n′k)
∞
k=1
where n′1 = l and n
′
k = nK+k−1 for k ≥ 2. Let m′k = n′k+1/n′k. Since [ω] = [ω′], we have a
unital isomorphism C∗(E,ω) ∼= C∗(E,ω′) by Theorem 7.0.4. Hence
(
K0(C
∗(E,ω)), [1C∗(E,ω)]
) ∼= (K0(C∗(E,ω′)), [1C∗(E,ω′)]).
So it suffices to prove the theorem for ω′.
Let torω′ := tor
(
lim−→
(
K0(C
∗(E(n′k)), K0(jn′k,n′k+1)
))
. By [45, Theorem 6.3.2] there is
an isomorphism
K0(C
∗(E,ω′)) ∼= lim−→
(
K0(C
∗(E(n′k)), K0(jn′k,n′k+1)
)
satisfying
[1C∗(E,ω′)] 7→ K0(jn′1,∞)
( ∑
µ∈E<n
′
1
[pµ,n′1 ]0
)
.
This isomorphism descends to an isomorphism
K0(C
∗(E,ω′))/ tor(E,ω′) ∼= lim−→
(
K0(C
∗(E(n′k)), K0(jn′k,n′k+1)
)
/ torω′
satisfying
[1C∗(E,ω′)]0 + tor(E,ω′) 7→ K0(jn′1,∞)
( ∑
µ∈E<n
′
1
[pµ,n′1 ]0
)
+ torω′ .
Let x :=
∑
µ∈E<n
′
1
δs(µ) ∈ ZE
0
, and let tor∞ := tor
(
lim−→
(
coker(1 − An
′
k
E )
t, φn′k,n′k+1
))
.
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The isomorphisms (σn′k ◦ ψn′k)
−1 discussed in Remark 7.1.6 induce an isomorphism
lim−→
(
K0(C
∗(E(n′k)), K0(jn′k,n′k+1)
)
/ torω′ ∼= lim−→(coker(1− A
n′k
E )
t, φn′k,n′k+1)/ tor∞
satisfying
K0(jn′1,∞)
( ∑
µ∈E<n
′
1
[pµ,n′1 ]0
)
+ torω′ 7→ φn′1,∞
(
(σn′1 ◦ ψn′1)
−1
( ∑
µ∈E<n
′
1
[pµ,n′1 ]0
))
+ tor∞
= φn′1,∞(x+ Im(1− A
n′1
E )
t) + tor∞ .
By Lemma 7.1.9 there is an isomorphism
lim−→(coker(1− A
n′k
E )
t, φn′k,n′k+1)/ tor∞
∼= lim−→(coker(1− A
n′k
E )
t/ torn′k , φ̃n′k,n′k+1)
satisfying φn′1,∞(x+ Im(1− A
n′1
E )
t) + tor∞ 7→ φ̃n′1,∞(x+ Im(1− A
n′1
E )
t + torn′1).
By Proposition 7.1.17 there is an isomorphism
lim−→(coker(1− A
n′k
E )
t/ torn′k , φ̃n′k,n′k+1)
∼= lim−→(coker(1− A
l
E)
t/ torl,Mn′k)
satisfying φ̃n′1,∞(x+ Im(1− A
n′1
E )
t + torn′1) 7→Mn′1,∞(x+ Im(1− A
l
E)
t + torl).
By Lemma 7.1.16 there is an isomorphism
lim−→(coker(1− A
l
E)
t/ torl,Mn′k)
∼=
(
coker(1− AlE)t/ torl
)[ 1
ω′
]
satisfying mn′1,∞(x+ Im(1− A
l
E)
t + torl) 7→ (x+ Im(1− AlE)t + torl)/n′1.
The isomorphism ηl := σl ◦ ψl : coker(1 − AlE)t → K0(C∗(E(l))) of Remark 7.1.6
descends to an isomorphism η̃l : coker(1 − AlE)t/ torl → K0(C∗(E(l)))/ torE(l). This η̃l
induces an isomorphism
(
coker(1− AlE)t/ torl
)[ 1
ω′
]
∼=
(
K0(C
∗(E(l)))/ torE(l)
)[ 1
ω′
]
,
satisfying
(
x+ Im(1− AlE)t + torl
)
/n′1 7→ η̃l(x+ Im(1− AlE)t + torl)/n′1
=
( ∑
µ∈E<l
[ps(µ),l]0 + torE(l)
)
/n′1.
The isomorphism of Lemma 7.1.18 descends to an isomorphismK0(C
∗(E(l)))/ torE(l) →
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⊕l
i=1K0(C
∗(E))/ torE, and this induces an isomorphism
(
K0(C
∗(E(l)))/ torE(l)
)[ 1
ω′
]
∼=
( l⊕
i=1
K0(C
∗(E))/ torE
)[ 1
ω′
]
,
satisfying( ∑
µ∈E<l
[ps(µ),l]0 + torE(l)
)
/n′1 7→ ψ̃
( ∑
µ∈E<l
[ps(µ),l]0 + torE(l)
)
/n′1
= ([1C∗(E)]0 + torE, . . . , [1C∗(E)]0 + torE)/n
′
1.
Composing the isomorphisms of the previous seven paragraphs gives an isomorphism
Ψ : K0(C
∗(E,ω′))/ tor(E,ω′) →
l⊕
i=1
(
K0(C
∗(E))/ torE
)[ 1
ω′
]
satisfying Ψ([1C∗(E,ω′)]) = ([1C∗(E)]0 + torE, . . . , [1C∗(E)]0 + torE)/l, since n
′
1 = l.
Remark 7.1.19. In the proof of Theorem 7.1.3, we needed to apply Lemma 7.1.18 to
relate the torsion-free component of K0(C
∗(E(l))) back to the torsion-free component of
K0(C
∗(E)). This uses Corollary 5.3.4, which requires Lemma 5.3.3, where it is crucial
that the power of AtE in the term (1 − AlE)t matches the number of equivalence classes
for the equivalence relation ∼l. We also needed to apply Corollary 7.1.15 to obtain
an isomorphism between the torsion-free component of K0(C
∗(E(l))) and the torsion-free
component of K0(C
∗(E(nk))) for all k such that gcd(PE, nk) = l. This uses Lemma 7.1.12
which depends on Lemma 7.1.11 explaining why we require that the only roots of unity
that are eigenvalues of AtE are the PE-th roots of unity.
7.2 Classifiying generalised Bunce–Deddens algebras
We use Theorem 7.1.3 to prove the forward direction of Theorem 7.0.1.
Lemma 7.2.1. Let D ⊆ N \ {0}. Suppose |D| = m for some 1 ≤ m ≤ ∞, enumerate D
in increasing order, (d1, d2, . . . , dm), and define a nondcreasing sequence lcm(D) by
lcm(D) := (d1, lcm(d1, d2), lcm(d1, d2, d3), . . . lcm(d1, d2, . . . , dm), lcm(d1, d2, . . . , dm), . . . ).
Then lcm(D) is a multiplicative sequence such that dk| lcm(D) for all 1 ≤ k ≤ m. More-
over, if ω = (nk)
∞
k=1 is another multiplicative sequence such that dk|ω for all 1 ≤ k ≤ m,
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then [lcm(D)] divides [ω].
Proof. Clearly lcm(D)k| lcm(D)k+1 for each k ≥ 1. It is also clear that, for each 1 ≤ k ≤
m, dk| lcm(D)l for all l ≥ k, and so dk| lcm(D).
For the final statement, fix ω such that dk|ω for each 1 ≤ k ≤ m. For each 1 ≤
k ≤ m, there exist natural numbers l1, . . . , lk such that d1|nl1 , . . . , dk|nlk . Let l(k) =
max{l1, . . . , lk}. Then di|nl(k) for each 1 ≤ i ≤ k, so lcm(d1, . . . , dk)|nl(k).
If A is a free abelian group, a ∈ A and n ≥ 1, we write n|a if there exists a′ ∈ A such
that na′ = a.
Theorem 7.2.2. Fix a strongly connected finite directed graph E, and a generalised
Bunce–Deddens algebra C∗(E,ω). Suppose that the only roots of unity that are eigen-
values of AtE are the PE-th roots of unity. Set
D := {n ≥ 1 : n|
(
[1C∗(E,ω)]0 + tor(E,ω)
)
∈ K0(C∗(E,ω))/ tor(E,ω)}
and let
d := lcm{n ≥ 1 : n|
(
[1C∗(E)]0 + torE
)
∈ K0(C∗(E))/ torE}.
Then [ω] = [l · lcm(D)]/d.
Proof. There is an isomorphism θ : K0(C
∗(E))/ torE → ZN , where N = rankK0(C∗(E)).
Let (u1, . . . , uN) := θ([1C∗(E)]0 + torE) ∈ ZN .
We claim that gcd(u1, . . . , uN) = d. Let e1, . . . , eN be the generators of ZN , and let n ≥
1 such that n|ui for each 1 ≤ i ≤ N . Then n divides
∑N
i=1 uiθ
−1(ei) = θ
−1(u1, . . . , uN) =
[1C∗(E)]0 + torE. So n|d, and hence gcd(u1, . . . , uN)|d.
Now, fix n ≥ 1 such that n|([1C∗(E)]0 + torE). Then there exists a ∈ K0(C∗(E)) such
that na + torE = [1C∗(E)]0 + torE. We then have that nθ(a + torE) = (u1, . . . , uN). So
n is a common divisor of u1, . . . , uN , and hence n| gcd(u1, . . . , uN). So gcd(u1, . . . , uN)
is a common multiple of {n ≥ 1 : n|
(
[1C∗(E)]0 + torE
)
∈ K0(C∗(E))/ torE}, giving
d| gcd(u1, . . . , uN), and so gcd(u1, . . . , uN) = d.
Next we claim that for n ≥ 1, we have n| lcm(D) if and only if n ∈ D. If n ∈ D, it is
clear that n| lcm(D). For the other direction, suppose n| lcm(D). Then there is an i ≥ 1
such that n| lcm(d1, . . . , di). Since d1, . . . , di ∈ D, we have that lcm(d1, . . . , di) divides
[1C∗(E,ω)]0 + tor(E,ω), and so n ∈ D.
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We now show that [lcm(D)] divides [dω/l]. Fix n ≥ 1. Then
n ∈ D ⇐⇒ n|
(
[1C∗(E,ω)]0 + tor(E,ω)
)
∈ K0(C∗(E,ω))/ tor(E,ω)
⇐⇒ n|
(
[1C∗(E))]0 + torE, . . . , [1C∗(E)]0 + torE
)
/l ∈
l⊕
i=1
(
K0(C
∗(E))/ torE
)[ 1
ω
]
⇐⇒ n|
(
[1C∗(E)]0 + torE
)
/l ∈
(
K0(C
∗(E))/ torE
)[ 1
ω
]
⇐⇒ n|(u1, . . . , uN)/l ∈
N⊕
i=1
Z
[ 1
ω
]
⇐⇒ n|(d/l) ∈ Z
[ 1
ω
]
⇐⇒ n|1 ∈ Z
[ 1
(dω)/l
]
⇐⇒ n|(dω/l).
Hence n|dω for all n ∈ D, and so [lcm(D)] divides [dω/l] by Lemma 7.2.1.
To see that [dω/l] divides [lcm(D)], fix k ≥ 1. We have that nk|1 ∈ Z
[
1
ω
]
, so
(dnk/l)|(d/l) ∈ Z
[
1
ω
]
. The above string of implications gives us (dnk/l)| lcm(D) for each
k ≥ 1, so [dω/l] divides [lcm(D)], and the result follows.
We can now prove the forward direction of Theorem 7.0.1.
Corollary 7.2.3. Fix a strongly connected finite directed graph E. Let ω = (nk)
∞
k=1
and ω′ = (n′k)
∞
k=1 be multiplicative sequences. Suppose 1 is an eigenvalue of A
t
E and
that the only roots of unity that are eigenvalues of AtE are the PE-th roots of unity. If
C∗(E,ω) ∼= C∗(E,ω′) then [ω] = [ω′].
Proof. Let l = gcd(PE, ω) and l′ = gcd(PE, ω). Since C∗(E,ω) ∼= C∗(E,ω′), the number
of summands in Theorem 7.1.3 must be equal, so l = l′.
Let d be as in Theorem 7.2.2. Let
D := {n ≥ 1 : n|
(
[1C∗(E,ω)]0 + tor(E,ω)
)
∈ K0(C∗(E,ω))/ tor(E,ω)}
and let
D′ := {n ≥ 1 : n|
(
[1C∗(E,ω′)]0 + tor(E,ω′)
)
∈ K0(C∗(E,ω′))/ tor(E,ω′)}.
Fix n ≥ 1. Since C∗(E,ω) ∼= C∗(E,ω′), we have that n divides [1C∗(E,ω)]0 + tor(E,ω)
precisely when n divides [1C∗(E,ω′)]0 + tor(E,ω′), so D = D
′. By Theorem 7.2.2 we have
that [ω] = [l · lcm(D)]/d = [l · lcm(D′)]/d = [ω′].
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Remark 7.2.4. Theorem 7.0.1 says that for a given graph E and [ω] 6= [ω′], we have
C∗(E,ω) 6= C∗(E,ω′). One might ask whether this can be extended to say that given
graphs E and F and given [ω] 6= [ω′], we must have C∗(E,ω) 6= C∗(F, ω′). The following
example demonstrates that the answer is no. Let C1 be the graph consisting of a single
vertex connected by a single loop and let C3 be the graph with three vertices connected
by a single cycle. Let ω = (3, 6, 12, 24, . . . ) and let ω′ = (1, 2, 4, 8, 16, . . . ). Note that
ω = 3ω′. Since C1(3) = C3, we have that C
∗(C1, ω) ∼= C∗(C3, ω′). This illustrates why
Theorem 7.0.1 is a theorem about generalised Bunce–Deddens algebras constructed from
the same graph.
7.3 Computing K1(C
∗(E,ω))
In this section we compute K1(C
∗(E,ω)) where E is a strongly connected finite graph E
such that the only roots of unity that are eigenvalues of AtE are the PE-th roots of unity,
ω is a multiplicative sequence. The main result of this section is the following.
Theorem 7.3.1. Let E be a strongly connected finite graph and suppose that the only
roots of unity that are eigenvalues of AtE are the PE-th roots of unity. Let ω = (nk)∞k=1 be
a multiplicative sequence and let l := gcd(PE, ω). Then
K1
(
C∗(E,ω)
)
=
l⊕
i=1
ker(1− AtE).
To prove Theorem 7.3.1 we need a series of results. We begin by studying ker(1−AtE(n))
for n ≥ 1.
For 0 ≤ k ≤ n − 1 and a =
∑
µ∈E<n aµδµ,n ∈ ZE
<n
, we define ak :=
∑
µ∈Ek aµδµ,n ∈
ZE<n and a|ZEk :=
∑
µ∈Ek aµδµ,k ∈ ZE
k
. For b =
∑
v∈E0 bvδv ∈ ZE
0
, we define ιn(b) :=∑
v∈E0 bvδv,n ∈ ZE
<n
.
Lemma 7.3.2. Let E be a row-finite directed graph with no sources and let n ≥ 1.
There is an isomorphism ψn : ker(1− AtE(n))→ ker(1− AnE)t satisfying ψn(a) = a|E0 for
a ∈ ker(1− AtE(n)).
Proof. Define ψn : ker(1− AtE(n))→ ZE
0
by ψn(a) = a|ZE0 for a ∈ (1− AtE(n)). We check
that ψn(ker(1− AtE(n)) ⊆ ker(1− AnE)t. Let a ∈ ker(1− AtE(n)). Then
(1− AnE)t(ψn(a)) = (1− AnE)t(a|ZE0 ) = ((1− A
n
E(n))
ta0)|ZE0 = 0.
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So ψn(a) ∈ ker(1 − AnE)t, and hence ψn descends to a homomorphism ker(1 − AtE(n)) →
ker(1− AnE)t which we also label ψn.
Define ϕn : ker(1−AnE)t → ZE
<n
by ϕn(b) =
∑n−1
i=0 (A
t
E(n))
i(ιn(b)) for b ∈ ker(1−AnE)t.
We check ϕn(ker(1− AnE)t) ⊆ ker(1− AtE(n)). Let b ∈ ker(1− AnE)t. Then
(1− AtE(n))(ϕn(b)) = (1− AtE(n))
( n−1∑
i=0
(AiE(n))
t(ιn(b))
)
= (1− AnE(n))t(ιn(b))
= ιn
(
(1− AnE(n))t(b)
)
= 0.
So ϕn(b) ∈ ker(1 − AtE(n)), and hence ϕn descends to a homomorphism ker(1 − AnE)t →
ker(1− AtE(n)) which we also label ϕn.
We check that ϕn is an inverse for ψn. Let a ∈ ker(1− AtE(n)). Fix k < n. We have
0 = (1− AtE(n))(ak) =
ak − AtE(n)(ak+1) if k 6= n− 1a|En−1 − AtE(n)(a0) if k = n− 1.
So an−1 = A
t
E(n)(a0). Then an−2 = A
t
E(n)(an−1) = (A
2
E(n))
t(a0). Repeating this
step yields an−i = (A
i
E(n))
t(a0) for i < n. Since a0 = ιn(a|ZE0 ), we have ϕn(ψn(a)) =
ϕn(a|ZE0 ) =
∑n−1
i=0 (A
i
E(n))
ta0 = a.
Now, we check that ψn is an inverse for ϕn. Let v ∈ E0 and 0 ≤ i < n. Repeated
applications of (7.1.1) shows that
(
AiE(n)
)t
δv,n ∈ span{δµ,n : µ ∈ En−i}. Thus
((
AiE(n)
)t
δv,n
)∣∣
ZE0 =
δv if i = 00 otherwise. (7.3.1)
Now, let b ∈ ker(1− AnE)t. By (7.3.1), we have
ψn(ϕn(b)) =
( n−1∑
i=0
(AiE(n))
t(ιn(b))
)∣∣∣
ZE0
= b.
Suppose E is a row-finite directed graph. Define the skew-product graph E ×1 Z as
the graph with edge set (E×1 Z)1 = E1×Z and vertex set (E×1 Z)0 = E0×Z and range
and source maps defined by
r(e, k) = (r(e), k − 1) and s(e, k) = (s(e), k).
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For each n ≥ 1, we denote by sn,((e,µ),k) and pn,(µ,k) the generators of C∗(E(n) ×1 Z).
Proposition 6.7 of [41] gives a natural action βE(n) of Z on C∗(E(n) ×1 Z) such that
(βE(n))m(sn,((e,µ),k)) = sn,((e,µ),k+l). By [41, Lemma 7.10] there is an isomorphism φE(n) of
C∗(E×1Z) onto the crossed product C∗(E(n))oT such that φE(n)◦(βE(n))m = γ̂nm◦φE(n),
where γ̂n is the dual of the gauge action γn of C∗(E(n)).
Lemma 7.3.3. Let E be a row-finite directed graph with no sources, and let n,m ≥ 1.
There is a homomorphism in,mn : C
∗(E(n)×1 Z)→ C∗(E(mn)×1 Z) such that
in,mn(sn,((e,µ),1)) =
∑
τ∈s(e)E<mn,[τ ]n=µ
smn,((e,τ),1) and
in,mn(pn,(µ,1)) =
∑
τ∈E<mn,[τ ]n=µ
pmn,(τ,1),
for all n ≥ 1.
Proof. Recall the injective homomorphism j̃n,mn : C
∗(E(n))→ C∗(E(mn)) of Lemma 3.1.7.
Let (iC∗(E(n)), iT) be the universal covariant representation of (C
∗(E(n)),T, γn). We show
that j̃n,mn is T-equivariant. For e ∈ E1 and µ ∈ s(e)E<n and z ∈ T, we have
j̃n,mn(γ
n
z (sn,(e,µ)) = j̃n,mn(zsn,(e,µ))
=
∑
τ∈E<mn,[τ ]n=µ
zsmn,(e,τ) = γ
mn
z (j̃n,mn(sn,(e,µ))),
and similarly for µ ∈ E<n, j̃n,mn(γnz (pn,µ)) = (γmnz (j̃n,mn(pn,µ)).
By [49, Corollary 2.48] there is a homomorphism j̃n,mn × 1 : C∗(E(n)) o T →
C∗(E(mn)) o T satisfying
(j̃n,mn × 1)(iC∗(E(n))(a)iT(z)) = iC∗(E(mn))(j̃n,mn(a))iT(z)
for all a ∈ C∗(E(n)) and z ∈ T.
Define in,mn := φ
−1
E(mn)◦(j̃n,mn×1)◦φE(n). Let ((e, µ), 1) ∈ E(n)1×1Z and let f1(z) = z
for z ∈ T. We calculate
(
φ−1E(mn) ◦ (j̃n,mn × 1) ◦ φE(n)
)
(sn,((e,µ),1)) = φ
−1
E(n)
(
(j̃n,mn × 1)(iA(s(n,(e,µ)))iT(f1))
)
= φ−1E(n)
(
iA
( ∑
τ∈s(e)E<mn,[τ ]n=µ
smn,(e,τ)
)
iT(f1)
)
=
∑
τ∈s(e)E<mn,[τ ]n=µ
smn,((e,τ),1).
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Similarly, for (µ, 1) ∈ E(n)0 ×1 Z, we have(
φ−1E(mn) ◦ (jn,mn × id) ◦ φE(n)
)
(pn,(µ,1)) = φ
−1
E(n)
(
(jn,mn × id)(iA(pn,µ)iT(f1))
)
= φ−1E(n)
(
iA
( ∑
τ∈E<mn,[τ ]n=µ
pmn,τ
)
iT(f1)
)
=
∑
τ∈E<mn,[τ ]n=µ
pmn,(τ,1).
Proposition 7.3.4. Let E be a row-finite directed graph with no sources and let n,m ≥ 1.
There are isomorphisms K1(C
∗(E(n))) → ker(1 − AnE)t and K1(C∗(E(mn))) → ker(1 −
AmnE )
t such that the following diagram commutes
K1(C
∗(E(n))) K1(C
∗(E(mn)))
ker(1− AnE)t ker(1− AmnE )t
K1(jn,mn)
x 7→x
Proof. The naturality of the Pimsner–Voiculescu diagram gives the following commutative
diagram (see [41, Lemma 7.12]).
K1(C
∗(E(n))) K1(C
∗(E(mn)))
ker(1− (βE(n))−1∗ ) ker(1− (βE(mn))−1∗ )
K1(jn,mn)
By [41, Lemma 7.13] there is an injection σn : ZE
<n → K0(C∗(E(n) ×1 Z) satisfying
σn(δµ,n) = [pn,(µ,1)]0. Define φn,mn : ZE
<n → ZE<mn by φn,mn(δµ,n) =
∑
τ∈E<mn,[τ ]n=µ δτ,mn
for µ ∈ E<n. We claim that the following diagram commutes.
K0(C
∗(E(n)×1 Z)) K0(C∗(E(mn)×1 Z))
ZE<n ZE<mn
K0(in,mn)
σn
φn,mn
σmn (7.3.2)
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To prove this claim, fix µ ∈ E<n. Then
(σ−1mn ◦K0(in,mn) ◦ σn)(δµ,n) = (σ−1mn ◦K0(in,mn))([p(n,µ,1)]0)
= σ−1mn([in,mn(p(n,µ,1)]0)
= σ−1mn
( ∑
τ∈E<mn,[τ ]n=µ
[p(mn,τ,1)]0
)
=
∑
τ∈E<mn,[τ ]n=µ
δτ,mn
= φn,mn(δµ,n).
It follows from [41, Theorem 7.16] that σn restricts to an isomorphism of ker(1−AtE(n))
onto ker(1− (βE(n))−1∗ ). Restricting diagram 7.3.2 to the subgroups ker(1− (βE(n))−1∗ ) ⊆
K0(C
∗(E(n)×1 Z)) and ker(1− AtE(n)) ⊆ ZE
<n
yields the following commuting diagram.
ker(1− (βE(n))−1∗ ) ker(1− (βE(mn))−1∗ )
ker(1− AtE(n)) ker(1− AtE(mn))
K0(in,mn)
φn,mn
Now, we claim that the following dagram commutes.
ker(1− AtE(n)) ker(1− AtE(mn))
ker(1− AnE)t ker(1− AmnE )t
ψn
φn,mn
ψmn
x 7→x
To prove this claim, fix x ∈ ker(1− AtE(n)). Then
ψmn(φn,mn(x)) = ψmn
( ∑
µ∈E<n
xµ
∑
τ∈E<mn,[τ ]n=µ
δτ,mn
)
=
∑
v∈E0
xvδv = ψn(x).
Combining the preceding commutative diagrams gives the desired commutative dia-
gram.
Proof of Theorem 7.3.1. By [45, Theorem 6.3.2], we have
K1
(
C∗(E,ω)
) ∼= lim−→ (K1(C∗(E(nk)), K1(jnk,nk+1)).
By Proposition 7.3.4, we have
(
lim−→K1(C
∗(E(nk)), K1(jnk,nk+1)
) ∼= lim−→ ( ker(1− AnkE )t, x 7→ x).
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By Lemma 7.1.11 the matrix
∑nk/l−1
j=0 (A
jl
E)
t is invertible for k such that gcd(PE, nk) =
gcd(PE, ω). So
ker(1− AnkE )
t = ker
(( nk/l−1∑
j=0
(AjlE)
t
)
(1− AlE)t
)
= ker(1− AlE)t,
for k such that gcd(PE, nk) = gcd(PE, ω). Hence(
ker(1− AnkE )
t, x 7→ x
) ∼= ker(1− AlE)t.
Combining the previous three isomorphisms gives an isomorphism
K1(C
∗(E,ω)) ∼= ker(1− AlE)t.
Now, ker(1 − AlE)t ∼= Zr, where r = rank coker(1 − AlE)t = l · rank coker(1 − AtE) by
Corollary 5.3.4. So ker(1− AlE)t ∼=
⊕l
i=1 ker(1− AlE)t, giving the result.
Chapter 8
KMS states
In this chapter we study the KMS states for the gauge actions on T (E,ω) and C∗(E,ω).
Our approach follows the program of [14, 37]. We also use the results of [22] for KMS
states for graph algebras and of [36] for higher-rank graph algebras. The results in this
chapter appear in joint work with my supervisors in [44, Section 6].
Throughout this chapter, if X is a compact topological space, then M+1 (X) denotes
the collection of Borel probability measures on X. We write AE for the vertex matrix
AE(v, w) = |vE1w| of a finite graph E, and ρ(AE) for its spectral radius.
The following summarises our main results about KMS states on T (E,ω) and C∗(E,ω).
Theorem 8.0.1. Let E be a strongly connected finite graph, and let ω = (nk)
∞
k=1 be a
multiplicative sequence. Let α : R→ Aut T (E,ω) be given by αt = γeit.
1. For β > ln ρ(AE) there is an affine isomorphism (described in Corollary 8.3.5) of
M+1 (lim←−E
<nk) onto the KMSβ-simplex of T (E,ω).
2. There are exactly gcd(PE, ω) extremal KMSln ρ(AE)-states of T (E,ω) (described ex-
plicitly in Theorem 8.4.1).
3. For β < ln ρ(AE), there are no KMSβ states for T (E,ω).
4. A KMSβ state of T (E,ω) factors through C∗(E,ω) if and only if β = ln ρ(AE).
8.1 A transformation on finite signed Borel measures
Let E be a finite directed graph with no sources, and let ω = (nk)
∞
k=1 be a multiplicative
sequence. In this section we consider the Banach space M(lim←−E
<nk) of finite signed
measures on lim←−E
<nk , the projective limit described in Chapter 3. Recall that lim←−E
<nk
80
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is compact when E is finite. We show that the vertex matrices AE(nk) induce a bounded
linear transformation Aω ofM(lim←−E
<nk). We use Perron–Frobenius theory to show that
‖Aω‖ = ρ(AE), and that Aω always admits a positive measure m such that Am = ρ(AE)m.
We say that m is an eigenmeasure of Aω. We provide a condition under which m is unique
up to scalar multiples.
For k ≥ 1, define a map p∗nk+1,nk : M(E
<nk+1) → M(E<nk) by p∗nk+1,nk(m)(U) =
m(p−1nk+1,nk(U)) for every Borel measurable subset U of E
<nk . Then p∗nk+1,nk is linear
and the (M(E<nk), p∗nk+1,nk) form a projective sequence of Banach spaces. The following
lemma describes an injective linear map from lim←−(M(E
<nk), p∗nk+1,nk) to the Banach space
M(lim←−E
<nk).
Lemma 8.1.1. Let E be a finite directed graph with no sources, and take a multiplicative
sequence ω = (nk)
∞
k=1. There is a continuous injective linear map ιω : M(lim←−E
<nk) →
lim←−(M(E
<nk), p∗nk+1,nk) such that ιω(m)k({τ}) = m(Z((τ, k)) for all k ∈ n, m ∈M(E
<nk)
and τ ∈ E<nk .
Proof. For each k ≥ 1, define p∗∞,nk : M(lim←−E
<nk) → M(E<nk) by p∗∞,nk(m)({τ}) =
m(p−1∞,k(τ)). Then each p
∗
∞,nk is linear, and we have
p∗nk+1,nk(p
∗
∞,nk+1(m))({τ}) = m(p
−1
∞,nk+1(p
−1
nk+1,nk
(τ))) = m(p−1∞,nk(τ)) = p
∗
∞,nk(m)({τ})
for all k. So the universal property of lim←−(M(E
<nk), p∗nk+1,nk) implies that there is a
continuous map ιω such that ιω(m)k(τ) = m(Z(τ, k)) for all k ∈ n, m ∈ M(E<nk) and
τ ∈ E<nk . The formula for ιω is clearly linear.
For injectivity, let m ∈ M(lim←−E
<nk) such that ιω(m) = 0. For each k ∈ N and
µ ∈ E<nk , we have m(Z(µ, k)) = ιω(m)k({µ}) = 0, and since the Z(µ, k) are a basis for
lim←−E
<nk , we deduce that m = 0.
Remark 8.1.2. The map ιω is typically not surjective. For example, let E be the directed
graph with one vertex v and one loop edge e. Define m0 ∈ M(E0) by m0({v}) = 1. Let
nk = 2
k for all k ∈ N, and inductively define mk ∈M(E<nk) by
mk({ej}) = 2mk−1({ej}) and mk
(
{ej+2k−1}
)
= −mk−1({ej})
for j ∈ {0, . . . , 2k−1 − 1}. Then (mk)∞k=1 ∈ lim←−M(E
<nk), but mk({v}) = 2k → ∞. For
any m ∈ M(lim←−E
<nk), we have ιω(m)k({v}) = m(Z(k, τ)) ≤ m+(Z(k, τ)) for all k ∈ N,
so the sequence ιω(m)k({v}) is bounded. So (mk)∞k=1 does not belong to the range of ιω.
In what follows, if m ∈ M(lim←−E
<nk), we will frequently write mnk for ιω(m)k ∈
M(E<nk). We also regard the vertex matrix AE(nk) as a linear transformation of the
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finite-dimensional vector space M(E<nk) ∼= RE<nk . We show how the AE(nk) induce a
linear transformation of lim←−M(E
<nk). The following lemma is [44, Lemma 6.4]. In the
proof of [44, Lemma 6.4] there are two mistakes in the first paragraph. The statement is
still correct and we include a revised proof here.
Lemma 8.1.3. Let E be a finite directed graph with no sources, and let ω = (nk)
∞
k=1 be a
multiplicative sequence. For k ≥ 1, let Ank := AE(nk), regarded as a linear transformation
of M(E<nk). For m ∈M(E<nk), we have
(Ankm)({µ}) =
m({µ2 . . . µ|µ|}) if µ ∈ E<nk \ E0∑
eν∈µEnk m({ν}) if µ ∈ E0,
(8.1.1)
and
Ank−1(p
∗
nk,nk−1
(m)) = p∗nk,nk−1(Ank(m)). (8.1.2)
Proof. We write {δλ,k : λ ∈ E<nk} for the basis of Dirac measures on E<nk . We have
Ank(δλ,k) =
∑
τ∈E<nk
Ank(τ, λ)δτ,k =
∑
τ∈E<nk
|τE(nk)1λ|δτ,k =
∑
e∈E1r(λ)
δ[eλ]nk .
So, for µ ∈ E<nk , we have
Ank(δλ,k)({µ}) =
∑
e∈E1r(λ)
δ[eλ]nk ({µ}) =
δλ,k({µ2 . . . µ|µ|}) if µ ∈ E<nk \ E0∑
eν∈µEnk δλ,k({ν}) if µ ∈ E0.
Now (8.1.1) follows from linearity.
To prove (8.1.2), first consider µ ∈ E<nk−1 \ E0. We have
Ank−1(p
∗
nk,nk−1
(m))({µ}) = p∗nk,nk−1(m)({µ2 . . . µ|µ|}) =
∑
τ∈E<nk ,[τ ]nk−1=µ2...µ|µ|
m({τ})
=
∑
η∈E<nk ,[η]nk−1=µ
Ank(m)({η}) = p∗nk,nk−1(Ank(m))({µ}).
Now consider µ = v ∈ E0. We have
Ank−1(p
∗
nk,nk−1
(m))({v}) =
∑
eτ∈vEnk−1
p∗nk,nk−1(m)({τ}) =
∑
e∈vE1,λ∈s(e)E<nk
|eλ|∈nk−1N
m({λ})
=
∑
λ∈E<nk ,[λ]nk−1=v
Ank(m)({λ}) = p∗nk,nk−1(Ank(m))({v}).
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Proposition 8.1.4. Let E be a finite directed graph with no sources, and let ω = (nk)
∞
k=1
be a multiplicative sequence. For k ≥ 1, let Ank := AE(nk), regarded as a linear trans-
formation of M(E<nk). There is a linear transformation Aω of lim←−M(E
<nk) given by
Aωm = (An1m1, An2m2, . . . ). The inclusion ιω of Lemma 8.1.1 satisfies
Aω(ιω(M(lim←−E
<nk))) ⊆ ιω(M(lim←−E
<nk))
Proof. Fix (m1,m2, . . . ) ∈ lim←−M(E
<nk). By Lemma 8.1.3 we have p∗nk,nk−1(Ank(mnk)) =
Ank−1(p
∗
nk,nk−1
)(mnk) = Ank−1mnk−1 , so (An1m1, An2m2, . . . ) ∈ lim←−M(E
<nk). The univer-
sal property of lim←−M(E
<nk) gives a continuous map Aω : lim←−M(E
<nk)→ lim←−M(E
<nk)
satisfying Aωm = (An1m1, An2m2, . . . ). It is clear that Aω is linear.
By Lemma 8.1.3, we have p∗nk,nk−1(Ankm
+
nk
) = Ank−1m
+
nk−1
. So by [6, Theorem 2.2],
there is a positive Borel measureM+ on lim←−E
<nk such thatM+(Z(µ, k)) = (Ankm
+
nk
)({µ})
for all k ∈ N and µ ∈ E<nk . Similarly, there is a positive Borel measure M− on lim←−E
<nk
such that M−(Z(µ, k)) = (Ankm
−
nk
)({µ}) for µ ∈ E<nk . Now Aωιω(m) = ιω(M+ −M−)
belongs to the range of ιω.
For calculations later, we will want to understand the transformation Aω in terms of
the measures of cylinder sets.
Lemma 8.1.5. Let E be a finite directed graph with no sources, and take a multiplicative
sequence ω = (nk)
∞
k=1. For m ∈ M(lim←−E
<nk), k ∈ N and µ ∈ E<nk , the transformation
Aω of Proposition 8.1.4 satisfies
(Aωm)(Z(µ, k)) =
m(Z(µ2 . . . µ|µ|, k)) if µ ∈ E<nk \ E0∑
eν∈µEnk m(Z(ν, k)) if µ ∈ E0
=
∑
ν∈E<nk
|µE(nk)1ν|m(Z(µ, k)).
Proof. Since Aωm(Z(µ, k)) = Aωm(p
−1
∞,nk({µ})) = Ankmnk({µ}), the result follows from
Lemma 8.1.3.
We now show that Aω admits a positive measure m such that Aωm = ρ(E)m. We say
that m is an eigenmeasure of Aω. We also show that the norm of Aω, as an operator on
the Banach space M(lim←−E
<nk), is ρ(AE). Recall that the unimodular Perron-Frobenius
eigenvector of an irreducible nonnegative matrix A is its unique positive eigenvector with
unit 1-norm.
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Proposition 8.1.6. Let E be a strongly connected finite directed graph, and let ω =
(nk)
∞
k=1 be a multiplicative sequence. Let x
E be the unimodular Perron-Frobenius eigen-
vector of AE. The transformation Aω of Proposition 8.1.4 admits a positive eigenmeasure
m such that
m(Z(µ, k)) =
1
nk
ρ(AE)
−|µ|xEs(µ) for all µ ∈ E<nk , (8.1.3)
and the corresponding eigenvalue is ρ(AE), and is equal to the operator norm of Aω as a
transformation of M(lim←−E
<nk).
Proof. To see that (8.1.3) specifies an element m ∈M(lim←−E
<nk), define measures mk by
mk({µ}) := 1nk ρ(AE)
−|µ|xEs(µ) for µ ∈ E<nk . Let ak := nk+1/nk for each k. Using at the
fifth equality that AjEx
E = ρ(AE)
jxE for all j, we calculate
p∗nk+1,nk(mnk+1)({µ}) =
∑
τ∈E<nk+1 ,[τ ]nk=µ
1
nk+1
ρ(AE)
−|τ |xEs(τ)
=
ak−1∑
j=0
1
nk
ρ(AE)
|µ|
∑
λ∈s(µ)Ejnk
1
ak
ρ(AE)
−jnkxEs(λ)
=
ak−1∑
j=0
1
nk
ρ(AE)
|µ| 1
ak
ρ(AE)
−jnk
∑
w∈E0
AjnkE (s(µ), w)x
E
w
=
ak−1∑
j=0
1
nk
ρ(AE)
|µ| 1
ak
ρ(AE)
−jnk(AjnkE x
E)s(µ)
=
ak−1∑
j=0
1
nk
ρ(AE)
|µ| 1
ak
xEs(µ) =
1
nk
ρ(AE)
−|µ|xEs(µ) = mnk({µ}).
Now [6, Theorem 2.2] implies that there is a positive measure m on lim←−E
<nk satisfy-
ing (8.1.3).
To see that m is an eigenmeasure for Aω with eigenvalue ρ(AE), observe that for
µ ∈ E<nk \ E0, we have
(Aωm)(Z(µ, k)) = m(Z(µ2 . . . µ|µ|, k)) =
1
nk
ρ(AE)
−|µ|+1xEs(µ) = ρ(AE)m(Z(µ, k)),
and for v ∈ E0, we have
(Aωm)(Z(v, k)) =
∑
e∈vE1,τ∈s(e)Enk−1
1
nk
ρ(AE)
−|τ |xEs(τ) =
1
nk
∑
w∈E0
∑
λ∈vEnkw
ρ(AE)
−|λ|+1xEw
=
1
nk
(Ankρ(AE)
−nk+1xEw)v =
1
nk
ρ(AE)x
E
v .
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So m is an eigenmeasure for Aω with corresponding eigenvalue ρ(AE). It follows im-
mediately that ‖Aω‖ ≥ ρ(AE). For the reverse inequality, take m ∈ M(lim←−E
<nk)
and consider its Jordan decomposition m = m+ − m−. Since Aω is linear, we have
Aωm
+−Aωm− = Aωm, and since the Ank are positive matrices, the measures Aωm± are
positive measures. So the Jordan Decomposition Theorem implies that Aωm
+ ≥ (Aωm)+
and Aωm
− ≥ (Aωm)−. So
‖Aω‖ = sup
‖m‖=1
‖Aωm‖ = sup
‖m‖=1
(
(Aωm)
+(lim←−E
<nk) + (Aωm)
−(lim←−E
<nk)
)
≤ sup
‖m‖=1
(
(Aωm
+)(lim←−E
<nk) + (Aωm
−)(lim←−E
<nk)
)
= sup
‖m‖=1
(
(A1m
+
1 )(E
0) + (A1m
−
1 )(E
0)
)
≤ sup
‖m‖=1
(
ρ(AE)m
+
1 (E
0) + ρ(AE)m
−
1 (E
0)
)
= ρ(AE) sup
‖m‖=1
(
m+(lim←−E
<nk) +m−(lim←−E
<nk)
)
= ρ(AE).
We now consider the eigenmeasures for Aω when E is a finite strongly connected graph.
Fix k ∈ N such that gcd(PE, nk) = gcd(PE, ω) and recall the equivalence relation ∼nk on
E0 of Lemma 5.1.1. We show that there are gcd(PE, ω) normalised eigenmeasures mΛ for
Aω, where Λ ∈ E0/ ∼nk , and that every eigenmeasure for Aω is a convex combination of
the mΛ. In particular, if gcd(PE, ω) = 1, then the measure m of Proposition 8.1.6 is the
only positive eigenmeasure of norm 1 for the transformation Aω.
Lemma 8.1.7. Let E be a strongly connected finite directed graph, and let ω = (nk)
∞
k=1
be a multiplicative sequence. Let m be the measure of Proposition 8.1.6, and fix k ∈ N
such that gcd(PE, nk) = gcd(PE, ω).
1. Let ∼nk be the equivalence relation on E0 of Lemma 5.1.1. For Λ ∈ E0/∼nk ,
let XΛ =
⋃
µ∈E<nk ,s(µ)∈Λ Z(µ, k) ⊆ lim←−E
<nk , and define mΛ ∈ M(lim←−E
<nk) by
mΛ(U) := 1
m(XΛ)
m(U ∩ XΛ). Then each mΛ is a normalised eigenmeasure for Aω
with eigenvalue ρ(AE).
2. For each l ≥ k, and for each Λ ∈ E0/∼nk , the block AΛnl ∈ ME<nlΛ(Z) of Anl is an
irreducible matrix. We have ρ(AΛnl) = ρ(AE) and m
Λ
nl
= (mΛ(Z(µ, l)))µ∈E<nl is the
unimodular Perron–Frobenius eigenvector of AΛnl.
3. Every positive eigenmeasure for Aω is a convex combination of the m
Λ.
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Proof. (1) Proposition 8.1.6 shows that m is an eigenmeasure with Aωm = ρ(AE)m.
Lemma 6.2.1 shows that each M(XΛ) ⊆M(lim←−E
<nk) is invariant for Aω, and it follows
that Aωm
Λ = ρ(AE)m
Λ for each Λ.
(2) For each l ≥ k and each Λ ∈ E0/∼nl , the matrix AΛnl is irreducible by Propo-
sition 5.1.3. By definition of Aω, we have AωχZ(µ,l) =
∑
ν∈E<nl A
Λ
nl
(ν, µ)χZ(ν,l), and so
(1) shows that AΛnlm
Λ
nl
= ρ(AE)m
Λ
nl
. The Perron-Frobenius theorem [48, Theorem 1.5]
implies that every entry of the Perron–Frobenius eigenvector of the irreducible matrix AE
is nonzero, and so (8.1.3) shows that mΛnl is the unimodular Perron–Frobenius eigenvector
of AΛnl , and so its eigenvalue ρ(AE) is equal to ρ(A
Λ
nl
).
(3) Suppose that m′ ∈ M+(lim←−E
<nk) and z ∈ C satisfy Aωm′ = zm′. Then in
particular Anl(m
′)Λnl = (zm
′)Λnl for each l ≥ k and Λ ∈ E
0/∼nl . Since each AΛnl is
irreducible, this forces z = ρ(Anl) = ρ(AE), and (m
′)Λnk is a scalar multiple of m
Λ
nl
, so
m′ =
∑
Λ tΛm
Λ
nl
. Since the supports of the mΛnl are disjoint and m
′ is positive, the tΛ are
positive, and their sum is 1 because m′ and the mΛnl are normalised. Since this is true for
all l, continuity implies that m′ =
∑
Λ tΛm
Λ.
Lemma 8.1.8. Let E be a strongly connected finite directed graph, and let ω = (nk)
∞
k=1 be
a multiplicative sequence. Suppose that s > 0 and m ∈M+(lim←−E
<nk) satisfy Aωm ≤ sm.
Then s ≥ ρ(AE). Moreover, s = ρ(AE) if and only if Aωm = sm.
Proof. Since Aωm ≤ sm, we have AEm1 ≤ sm1, and since AE is irreducible, the subin-
variance theorem [48, Theorem 1.6] implies that s ≥ ρ(AE).
Suppose that s = ρ(AE). For k such that gcd(PE, nk) = gcd(PE, ω), the matrix
AΛnk is irreducible by Proposition 5.1.3, so the forward implication of the last assertion
of [48, Theorem 1.6] implies that AΛnkmnk = ρ(A
Λ
nk
)mnk . Since ρ(A
Λ
nk
) = ρ(AE) for
all k by part (2) of Lemma 8.1.7, we deduce that Ankmnk = ρ(AE)mnk for all k. So
Aωm = ρ(AE)m.
Now suppose that Aωm = sm. Then part (3) of Lemma 8.1.7 gives s = ρ(AE).
8.2 Characterising KMS states
In this section we characterise the KMSβ-states for the gauge action on T (E,ω) in terms
of their values at spanning elements tµπ(α,k)t
∗
ν . We show that KMS states φ induce proba-
bility measures mφ on lim←−E
<nk which satisfy the subinvariance condition Aωm
φ ≤ eβmφ.
We also show that a KMS state factors through C∗(E,ω) if and only if this subinvariance
condition is invariance. Our approach follows the general program of [37].
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Theorem 8.2.1. Let E be a strongly connected finite directed graph, and let ω = (nk)
∞
k=1
be a multiplicative sequence. Let α : R→ Aut T (E,ω) be given by αt = γeit. Let β ∈ R.
1. A state φ of T (E,ω) is a KMSβ state for α if and only if
φ(tµπ(τ,k)t
∗
ν) = δµ,νe
−β|µ|φ(π(τ,k)) (8.2.1)
for all k ∈ N, all τ ∈ E<nk and all µ, ν ∈ E∗r(τ).
2. Suppose that φ is a KMSβ state for (T (E,ω), α), and let mφ be the measure on
lim←−E
<nk such that mφ(Z(µ, k)) = φ(π(µ,k)) for µ ∈ E<nk . Then mφ is a probability
measure and satisfies the subinvariance relation Aωm
φ ≤ eβmφ.
3. A KMSβ state φ of (T (E,ω), α) factors through C∗(E,ω) if and only if Aωmφ =
eβmφ.
Proof. (1) Suppose that φ is KMS. If β = 0, then φ is α-invariant by definition, and if
β 6= 0, then φ is α-invariant by [2, Proposition 5.33]. So φ is also γ-invariant, and then
φ(tµπ(τ,k)t
∗
ν) =
∫
T
φ(γz(tµπ(τ,k)t
∗
ν)) dz =
∫
T
z|µ|−|ν| dzφ(tµπ(τ,k)t
∗
ν),
which is zero if |µ| 6= |ν|. If |µ| = |ν|, then the KMS condition gives
φ(tµπ(τ,k)t
∗
ν) = e
−iβ|µ|φ(t∗νtµπ(τ,k)) = δµ,νφ(π(τ,k)).
If φ satisfies (8.2.1), then the argument of [22, Proposition 2.1(a)] and the formula for
multiplying spanning elements of T (E,ω) in Lemma 3.2.2 shows that φ is KMS.
(2) We have mφ ≥ 0 because φ is a state. To see that mφ is a probability measure, just
observe that φ restricts to a state of π(C0(lim←−E
<n)), and so mφ is a probability measure
by the Riesz representation theorem. To see that it satisfies the subinvariance condition,
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let µ ∈ E<nk and calculate∑
e∈r(µ)E1
φ(tet
∗
eπ(µ,k)) =
∑
e∈r(µ)E1
e−βφ(t∗eπ(µ,k)te)
= e−β
φ(π(µ2...µ|µ|,k)t∗µ1tµ1) if µ 6∈ E0∑
eν∈r(ν)Enk φ(π(ν,k)t
∗
ete) if µ ∈ E0
= e−β
mφ(Z(µ2 . . . µ|µ|, k)) if µ 6∈ E0∑
eν∈r(ν)Enk m
φ(Z(ν, k)) if µ ∈ E0
= e−βAωm
φ(Z(µ, k)) (8.2.2)
by Lemma 8.1.5. Hence each
eβmφ(Z(µ, k)) = eβφ(π(µ,k)) = e
βφ(pr(µ)π(µ,k)) ≥
∑
e∈r(µ)E1
eβφ(tet
∗
eπ(µ,k)) = Aωm
φ(Z(µ, k)).
(3) Recall that C∗(E,ω) is the quotient of T (E,ω) by the ideal generated by the
projections qv−
∑
e∈vE1 tet
∗
e, where v ∈ E0. Thus by Lemma 2.2 of [22] it suffices to check
that φ
(
qv −
∑
e∈vE1 tet
∗
e
)
= 0 for all v if and only if Aωm
φ = eβmφ. For each v ∈ E0 and
k ∈ N, we have
qv −
∑
e∈vE1
tet
∗
e =
∑
µ∈vE<nk
(
qr(µ) −
∑
e∈r(µ)E1
tet
∗
e
)
π(µ,k).
Since each term in the last sum is nonnegative, φ
(
qv −
∑
e∈vE1 tet
∗
e
)
= 0 for each v if and
only if φ
((
qr(µ) −
∑
e∈r(µ)E1 tet
∗
e
)
π(µ,k)
)
= 0 for all µ ∈ E<nk . By (8.2.2) we have
φ
((
qr(µ) −
∑
e∈r(µ)E1
tet
∗
e
)
π(µ,k)
)
= φ
(
π(µ,k) −
∑
e∈r(µ)E1
tet
∗
eπ(µ,k)
)
= eβmφ(Z(µ, k))− (Aωmφ)(Z(µ, k)),
and the result follows.
8.3 Constructing KMS states at large inverse tem-
peratures
In this section, for a strongly connected directed graph E and a multiplicative sequence
ω, we constuct for each measure m satisfying the subinvariance relation Aωm ≤ ρ(AE)m
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of Theorem 8.2.1 (2) a KMS state φm of T (E,ω) such that the measure induced by
φm is equal to m. We also show that there is an affine isomorphism of the collection
of subinvariant Borel probability measures onto the KMSβ-simplex of (T (E,ω), α). We
begin this section by constructing a representation of T (E,ω).
Let E be a row-finite directed graph with no sources and let ω = (nk)
∞
k=1 be a multi-
plicative sequence. Define
E∗ ×E0 lim←−E
<nk := {(λ, x) : λ ∈ E∗, x ∈ lim←−E
<nk , s(λ) = r(x1)},
and let {hλ,x : (λ, x) ∈ E∗ ×E0 lim←−E
<nk} be the canonical basis for `2(E∗ ×E0 lim←−E
<nk).
Let λ ∈ E∗ and let x ∈ lim←−E
<nk and choose a sequence (xj)∞j=1 in lim←−E
<nk converging
to x. Then (rni(λ, x
j
i ))
∞
j=1 converges to rni(λ, xi) for each i ≥ 1 and so the function defined
by x 7→ (rni(λ, xi))∞i=1 is continuous from lim←−E
<nk to lim←−E
<nk . So for each λ ∈ E∗, there
is a map αλ : C0(lim←−E
<nk)→ C0(lim←−E
<nk) such that
αλ(χZ(µ,k))(x) :=
χZ(µ,k)((rni(λ, xi))∞i=1) if s(λ) = r(x)0 otherwise.
Proposition 8.3.1. Let E be a row-finite directed graph with no sources, and let ω =
(nk)
∞
k=1 be a multiplicative sequence. There is a representation ς : T (E,ω)→ B(`2(E∗×E0
lim←−E
<nk)) such that for e ∈ E1 and v ∈ E0,
ς(te)hλ,x = δr(λ),s(e)heλ,x and ς(qv)hλ,x = δr(λ),vhλ,x,
and such that for µ ∈ E<nk , we have ς(π(µ,k))hλ,x = αλ(χZ(µ,k))(x)hλ,x
Proof. We aim to invoke the universal property of T (E,ω). Let λ ∈ E∗ and x ∈ lim←−E
<nk .
Define Te by Tehλ,x := δr(λ),s(e)heλ,x for e ∈ E1 and define Qv by Qvhλ,x := δr(λ),vhλ,x for
v ∈ E0. We have
(T ∗e Te)hλ,x = δr(µ),s(e)heλ,xδr(µ),s(e)hλ,x = Qs(e)hλ,x,
and
Qv
( ∑
e∈vE1
TeT
∗
e
)
hλ,x = Qv
( ∑
e∈vE1
δe,λ1Tehλ2...λ|λ|,x
)
= Qv(δr(λ),vhλ,x) = δr(λ),vhλ,x =
( ∑
e∈vE1
TeT
∗
e
)
hλ,x.
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Therefore (T,Q) is a Toeplitz–Cuntz–Krieger E-family in B(`2(E∗ ×E0 lim←−E
<nk)).
For each k ≥ 1 and µ ∈ E<nk , define Θµ,k by Θµ,khλ,x := αλ(χZ(µ,k))(x)hλ,x. Then
the Θµ,k are mutually orthogonal projections satisfying Θµ,k =
∑
ν∈E<nk+1 ,[ν]nk=µ
Θν,k+1,
so they determine a homomorphism ς̃ : C0(lim←−E
<nk)→ B(`2(E∗×E0 lim←−E
<nk)) such that
ς̃(χZ(µ,k))hλ,x = αλ(χZ(µ,k))(x)hλ,x.
We show that (T,Q, ς̃) is a Toeplitz ω-representation of E. Take e ∈ E1 and µ ∈ E<nk
and suppose that µ = eµ′. For (λ, x) ∈ E∗ ×E0 lim←−E
<nk , we have
T ∗e ς̃(µ,k)hλ,x = T
∗
e αλ(χZ(µ,k))(x)hλ,x =
αλ(χZ(µ,k))(x)hλ′,x if λ = eλ′0 otherwise.
Also,
ς̃(µ′,k)T
∗
e hλ,x =
ς(µ′,k)hλ′,x if λ = eλ′0 otherwise =
αλ′(χZ(µ′,k))(x)hλ′,x if λ = eλ′0 otherwise.
If λ 6= eλ′ then both T ∗e ς̃(µ,k)hλ,x and ς̃(µ′,k)T ∗e hλ,x are zero, so suppose that λ = eλ′. Then
αλ(χZ(µ,k))(x) = χZ(µ,k)(rni(λ, xi)
∞
i=1) = 1 if and only if αλ′(χZ(µ′,k))(x) = 1 as well; so
T ∗e ς̃(µ,k) = ς̃(µ′,k)T
∗
e .
Now let v = r(e), and observe that
T ∗e ς̃(v,k)hλ,x =
αλ(χZ(v,k))(x)hλ′,x if λ = eλ′0 otherwise,
while ∑
eτ∈Enk
ς̃(τ,k)T
∗
e hλ,x =

∑
eτ∈Enk αλ′(χZ(τ,k))(x)hλ′,x if λ = eλ
′
0 otherwise.
Again, if λ 6= eλ′, then both expressions are zero, so we suppose that λ = eλ′. We
have αλ(χZ(v,k))(x) = 1 if and only if r(λ) = v and |λxi| ∈ niN for large i. Also,∑
eτ∈Enk αλ′(χZ(τ,k))(x) = 1 if and only if [λ
′xi]ni ∈ Eni−1 for large i, which is equivalent
to |λ′xi| ≡ ni − 1 (mod ni) for large i, and so T ∗e ς̃(v,k)hλ,x =
∑
eτ∈Enk ς̃(τ,k)T
∗
e hλ,x as
required.
Finally, suppose that µ 6= eµ′ and µ 6= r(e). We immediately see that T ∗e ς̃(µ,k) = 0 if
µ ∈ E0 \ r(e). If µ 6∈ E0, then µ1 6= e, so that ς̃(µ,k) is the projection onto a subspace
of span{hλ,x : (λxi)1 = µ1 for large i}, which is orthogonal to the projection TeT ∗e onto
span{hλ,x : λ1 = e}.
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We have now established that (T,Q, ς̃) is an ω-representation, and so the universal
property of T (E,ω) gives the desired homomorphism ς.
The following technical result will help in our construction of KMS states.
Lemma 8.3.2. Let E be a strongly connected finite directed graph, and let ω = (nk)
∞
k=1
be a multiplicative sequence. Take β > ln ρ(AE). The series
∑∞
j=0 e
−βjAjω converges in
norm to an inverse for 1− e−βAω. For ε ∈M+(lim←−E
<nk) and τ ∈ E<nk ,
(1− e−βAω)−1(ε)(Z(τ, k)) =
∑
(λ,ν)∈τE(nk)∗
e−β|λ|ε(Z(ν, k)).
Proof. Proposition 8.1.6 gives ‖Aω‖ = ρ(AE). Since β > ln ρ(AE), we have ‖e−βAω‖ < 1,
and so
∑∞
j=0 e
−βjAjω converges in operator norm to (1− e−βAω)−1.
Now take τ ∈ E<nk . Using Lemma 8.1.5 at the second equality, we calculate
(1− e−βAω)−1(ε)(Z(τ, k)) =
∞∑
j=0
e−βj(Ajωε)(Z(τ, k))
=
∞∑
j=0
∑
ν∈E<nk
e−βj|τE(nk)jν|ε(Z(ν, k))
=
∞∑
j=0
∑
(λ,ν)∈τE(nk)j
e−βjε(Z(ν, k))
=
∑
(λ,ν)∈τE(nk)∗
e−β|λ|ε(Z(ν, k)).
We can now construct a KMS state for each measure that satisfies the subinvariance
relation in Theorem 8.2.1(2).
Proposition 8.3.3. Let E be a strongly connected finite directed graph, and let ω =
(nk)
∞
k=1 be a multiplicative sequence. Take β > ln ρ(AE). Suppose that m ∈M+1 (lim←−E
<nk)
satisfies Aωm ≤ eβm. Then there is a KMSβ state φm of (T (E,ω), α) satisfying
φm(tµπ(τ,k)t
∗
ν) = δµ,νe
−β|µ|m(Z(τ, k)) (8.3.1)
for all τ ∈ E<nk and all µ, ν ∈ E∗r(τ).
Proof. Let ε := (1−e−βAω)m. Sincem is subinvariant, ε is a positive measure on lim←−E
<nk .
Let ς : T (E,ω)→ B(`2(E∗×E0 lim←−E
<nk)) be the representation of Proposition 8.3.1. We
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aim to define φm by
φm(a) =
∑
λ∈E∗
e−β|λ|
∫
x∈lim←−E
<nk
χZ(s(λ),1)(x)
(
ς(a)hλ,x | hλ,x
)
dε(x). (8.3.2)
We first show that for a ∈ T (E,ω), the function fa : E∗ ×E0 lim←−E
<nk → C given by
fa(λ, x) = (ς(a)hλ,x | hλ,x) is integrable. First consider a = tµπ(τ,k)t∗ν . We have(
ς(tµπ(τ,k)t
∗
ν)hλ,x | hλ,x
)
=
(
ς(π(τ,k)t
∗
ν)hλ,x | ς(π(τ,k)t∗µ)hλ,x
)
=
αλ′(χZ(τ,k))(x) if λ = νλ′ = µλ′0 otherwise. (8.3.3)
So fa is the characteristic function of the clopen set
⊔
{Z(τ, k) : τ ∈ E<nk , [λτ ]nk = µ},
and hence integrable. Consequently fa is integrable for a ∈ span{tµπ(τ,k)t∗ν}. Now as in
[25, Lemma 10.1(b)], for a ∈ T (E,ω), fa is a pointwise limit of integrable functions and
hence itself integrable as claimed.
Since each Z(s(λ), 1) is measurable, the functions χZ(s(λ),1)fa are also integrable.
Since fa(λ, x) ≤ ‖a‖ for all (λ, x), we have
∫
lim←−E
<nk
χZ(s(λ),1)fa(λ, x) dµ(x) < ‖a‖. Since
β > ln ρ(AE), Lemma 8.3.2 implies that
∑
λ∈E∗v e
−β|λ| is convergent for each v, and so
the series on the right-hand side of (8.3.2) is bounded above by the convergent series∑
v∈E0
∑
λ∈E∗v e
−β|λ|‖a‖, and hence itself convergent. So there is a bounded linear map
φm : T (E,ω)→ C satisfying (8.3.2).
This φm is positive because fa∗a is positive-valued. We check that φm is a state. We
use Lemma 8.3.2 at the penultimate equality to calculate
φm(1) =
∑
λ∈E∗
e−β|λ|
∫
x∈lim←−E
<nk
χZ(s(λ),1)(x) dε(x)
=
∑
λ∈E∗
e−β|λ|ε(Z(s(λ), 1)) =
∑
w∈E0
m(Z(w, 1)) = 1.
Since µλ′ = νλ′ forces µ = ν, we have φm(tµπ(τ,k)t
∗
ν) = 0 if µ 6= ν. Moreover, each
(
ς(tµπ(τ,k)t
∗
µ)hλ,x | hλ,x
)
= ‖ς(π(τ,k)t∗µ)hλ,x‖2 =
αλ′(χZ(τ,k))(x) if λ = µλ′0 otherwise.
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Hence
φm(tµπ(τ,k)t
∗
µ) =
∑
µλ′∈E∗
e−β|µλ
′|
∫
x∈lim←−E
<nk
αλ′(χZ(τ,k))(x) dε(x)
= eβ|µ|
∑
λ′∈s(µ)E∗
e−β|λ
′|
∫
x∈Z(s(λ′),1)
χZ(τ,k)
(
(rni(λ
′, xi))
∞
i=1
)
dε(x)
= eβ|µ|
∑
λ′∈s(µ)E∗
e−β|λ
′|ε
(
{x : rnk(λ′, xk) = τ}
)
= eβ|µ|
∑
(λ′,ν)∈τE(nk)∗
e−β|λ
′|ε(Z(ν, k))
= eβ|µ|m(Z(τ, k)),
which is (8.3.1). Putting µ = r(τ) gives φm(π(τ,k)) = m(Z(τ, k)), and so φm also satis-
fies (8.2.1), and is therefore KMS by Theorem 8.2.1(1).
To finish off, we show how to obtain subinvariant measures of lim←−E
<nk . This will allow
us to show that there is an affine isomorphism from the collection of all Borel probability
measures on lim←−E
<nk onto the KMSβ-simplex.
Theorem 8.3.4. Let E be a strongly connected finite directed graph, and let ω = (nk)
∞
k=1
be a multiplicative sequence. Let α : R → Aut(T (E,ω)) be given by αt = γeit. Take
β > ln ρ(AE).
1. Take ε ∈ M+(lim←−E
<nk). For each x ∈ lim←−E
<nk , the series
∑
µ∈E∗r(x) e
−β|µ| con-
verges; we write y(x) for its limit. We have (1− e−βAω)−1ε ∈M+1 (lim←−E
<nk) if and
only if ∫
x∈lim←−E
<nk
y(x) dε(x) = 1.
2. Suppose that ε ∈ M+(lim←−E
<nk) satisfies
∫
lim←−E
<nk
y(x) dε(x) = 1, and define m :=
(1− e−βAω)−1ε. There is a KMSβ state φε of (T (E,ω), α) such that
φε(tµπ(τ,k)t
∗
ν) = δµ,νe
−β|µ|m(Z(τ, k)). (8.3.4)
3. The map ε 7→ φε is an affine isomorphism of
Ωβ := {ε ∈M+(lim←−E
<nk) :
∫
y(x) dε(x) = 1}
onto the simplex of KMSβ states of (T (E,ω), α). The inverse of this isomorphism
takes a KMSβ state φ to (1− e−βAω)mφ.
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Proof. (1) The series
∑∞
j=0(e
−βjAjω)ε converges to m := (1 − e−βAω)−1ε because β >
ln ρ(AE). This shows that m ≥ 0.
Fix k ∈ N. Using Lemma 8.3.2, we calculate
m(lim←−E
<nk) =
∑
(λ,ν)∈E(nk)∗
e−β|λ|ε(Z(ν, k)) =
∑
ν∈E<nk
∑
λ∈E∗r(ν)
e−β|λ|ε(Z(ν, k))
=
∑
ν∈E<nk
∫
x∈Z(ν,k)
y(x) dε(x) =
∫
x∈lim←−E
<nk
y(x) dε(x).
(2) We claim that Aωm ≤ eβm. We calculate
Aωm = Aω
( ∞∑
j=0
e−βjAjω
)
ε = eβ
( ∞∑
j=1
e−βjAjω
)
ε ≤ eβ
( ∞∑
j=0
e−βjAjω
)
ε = eβm.
Now Proposition 8.3.3 gives a KMSβ state φε satisfying (8.3.4).
(3) We claim that every KMSβ state φ has the form φε. Fix a KMSβ state φ, and let
mφ be the measure such that mφ(Z(µ, k)) = φ(π(µ,k)). By part (2), m
φ is a subinvariant
probability measure. Let ε := (1−e−βAω)−1mφ. Then mφ = (1−e−βAω)ε by construction,
and comparing (8.3.4) with (8.2.1) shows that φ = φε.
The formula (8.3.4) also shows that the map F : ε → φε is injective and weak∗-
continuous from Ωβ to the state space of T (E,ω). We have just seen that it is surjective
onto the KMSβ simplex, which is compact since C
∗(E,ω) is unital. Hence F is a home-
omorphism of Ωβ onto the KMSβ simplex. The formula (8.3.2) shows that F is affine,
and the formula for the inverse follows from our proof of surjectivity in the preceding
paragraph.
Corollary 8.3.5. Let E be a strongly connected finite directed graph, and let ω = (nk)
∞
k=1
be a multiplicative sequence. Let α : R → Aut(T (E,ω)) be given by αt = γeit. Take
β > ln ρ(AE). Let y be as in part (1) of Theorem 8.3.4. The map m 7→ φy−1m is an affine
isomorphism of M+1 (lim←−E
<nk) onto the KMSβ-simplex of (T (E,ω), α).
Proof. Since y takes strictly positive values and is bounded, m 7→ y−1m is an affine
isomorphism of M+1 (lim←−E
<nk) onto Ωβ, so the result follows from Theorem 8.3.4(3).
8.4 KMS states at the critical temperature
In this section we show that (T (E,ω), α) admits exactly gcd(PE, ω) extreme KMS states
at the critical temperature ln ρ(AE); these states factor through KMSln ρ(AE) states of
(C∗(E,ω), α). We show that there are no KMSβ-states for C
∗(E,ω)) for any β 6= ln ρ(AE).
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We also show that C∗(E,ω) is simple precisely when there is a unique KMS state for the
gauge action.
Theorem 8.4.1. Let E be a strongly connected finite directed graph, and let ω = (nk)
∞
k=1
be a multiplicative sequence. Fix K such that gcd(PE, nK) = gcd(PE, ω), and let ∼nK be
the equivalence relation on E0 of Lemma 5.1.1. Let α : R → Aut(T (E,ω)) be given by
αt = γeit. Let x
E be the unimodular Perron–Frobenius eigenvector of AE.
1. For each Λ ∈ E0/∼nK , there is a KMSln ρ(AE) state φΛ for (T (E,ω), α) satisfying
φΛ(tµπ(τ,k)t
∗
ν) = χΛ(s(τ))δµ,ν
1∑
v∈Λ x
E
v
ρ(AE)
−|µ|−|τ |xEs(τ). (8.4.1)
This is the unique KMSln ρ(AE) state for (T (E,ω), α) satisfying φΛ(π(v,k)) = 0 for all
v ∈ E0 \ Λ, and it factors through a KMSln ρ(AE) state φ
Λ
of (C∗(E,ω), α).
2. The states φ
Λ
are the extreme points of the KMSln ρ(AE)-simplex of (C
∗(E,ω), α),
and there are no KMSβ-states for (C
∗(E,ω), α) for any β 6= ln ρ(AE).
Proof. (1) Fix Λ ∈ E0/∼nK . We first prove the existence of a KMSln ρ(AE) state sat-
isfying (8.4.1). For each k ≥ K, let E(nk)Λ be the component of E(nk) with ver-
tices E<nkΛ. Theorem 4.3(a) of [23] shows that there is a unique KMS state φΛk of
C∗(E(nk)) ∼= C∗(E, nk) that vanishes on εnk,µ for µ ∈ E<nk(E0 \ Λ). Since each φΛk+1
must restrict to a KMS state of C∗(E, nk), the φ
Λ
k are compatible under the inclusions
C∗(E, nk) ↪→ C∗(E, nk+1). So continuity yields a state φΛ on C∗(E,ω) that agrees
with each φΛnk on the image of C
∗(E, nk), and hence satisfies (8.4.1). It follows that
φΛ(π(v,k)) = 0 for all v ∈ E0 \ Λ. Uniqueness follows from uniqueness of the φΛnk . Theo-
rem 8.2.1(3) shows that φΛ factors through (C∗(E,ω), α).
(2) The φΛ are linearly independent, and so are the extreme points of the con-
vex set they generate. So it suffices to show that every KMS state of C∗(E,ω) is
a convex combination of the φΛ. Suppose that ψ is a KMSβ state of (C
∗(E,ω), α).
Let q : T (E,ω) → C∗(E,ω) be the quotient map. Theorem 8.2.1(3) implies that
Aωm
ψ◦q = eβmψ◦q. Hence Lemma 8.1.7(3) shows that mψ◦q is a convex combination
mψ◦q =
∑
Λ tΛm
Λ of the mΛ. It then follows from Theorem 8.2.1(3) that ψ◦q =
∑
Λ tΛφ
Λ
.
Theorem 8.2.1(3) combined with Lemma 8.1.7(3) shows that there are no KMS states for
C∗(E,ω) at any other inverse temperature.
Proof of Theorem 8.0.1. Item (1) follows from Corollary 8.3.5 and item (2) follows from
Theorem 8.4.1.
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For item (4), recall that Theorem 8.2.1(3) implies that a KMSβ state φ factors through
C∗(E,ω) if and only if Aωm
φ = e−βmφ. If φ factors through C∗(E,ω), then mφ is a
positive eigenmeasure for Aω and Lemma 8.1.7 gives β = ln ρ(AE). On the other hand,
if β = ln ρ(AE), then Theorem 8.2.1(2) gives Aωm
φ ≤ ρ(AE)mφ, and then Lemma 8.1.8
forces equality.
Finally, for (3), suppose that φ is a KMSβ state of (T (E,ω), α). Then Theorem 8.2.1(2)
implies that Aωm
φ ≤ eβmφ, and then Lemma 8.1.8 gives eβ ≥ ρ(AE) and hence β ≥
ln ρ(AE).
We deduce that simplicity of C∗(E,ω) is reflected by the existence of a unique KMS
state for the gauge action.
Recall that a KMS state φ is a factor state if the von Neumann algebra generated by
the GNS representation πφ has a trivial center. By [2, Theorem 5.3.30], extremal KMS
states are factor states.
Proposition 8.4.2. Let E be a strongly connected finite directed graph, and take a mul-
tiplicative sequence ω = (nk)
∞
k=1. Let α : R → Aut(T (E,ω)) be given by αt = γeit. The
following are equivalent
1. gcd(PE, ω) = 1;
2. C∗(E,ω) is simple;
3. there is a unique KMS state for (C∗(E,ω), α) and the state (8.4.1) factors through
this state; and
4. the state (8.4.1) is a factor state.
Proof. Corollary 5.2.2 gives (1) ⇐⇒ (2), and Theorem 8.4.1 gives (1) =⇒ (3). To estab-
lish (3) =⇒ (4), suppose that φ factors through the unique KMS state of (C∗(E,ω), α).
Then it is an extreme point of the KMS simplex and hence a factor state by [2, Theo-
rem 5.3.30(3)].
For (4) =⇒ (1) let φ be the state given by (8.4.1) and suppose that φ is a fac-
tor state for T C∗(E,ω). Fix k such that gcd(PE, nk) = gcd(P , ω). Recall the equiva-
lence relation ∼nk of Lemma 5.1.1 and the projections Qk,Λ of Lemma 5.2.1. We have
φ(π(µ,k)) =
1
nk
ρ(AE)
−|µ|xEs(µ) 6= 0 for all µ because the Perron–Frobenius eigenvector has
strictly positive entries. So each φ(Qk,Λ) 6= 0. So the GNS representation πφ is also
nonzero on the Qk,Λ. Lemma 5.2.1 implies that the Qk,Λ are central in T (E,ω), and
so the πφ(Qk,Λ) are mutually orthogonal central projections in πφ(T (E,ω))′′. Since φ
is a factor state, it follows that there is only one equivalence class Λ for ∼nk , and so
gcd(PE, ω) = 1.
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