A parametric regression model for right-censored data with a log-linear median regression function and a transformation in both response and regression parts, named parametric Transform-Both-Sides (TBS) model, is presented. The TBS model has a parameter that handles data asymmetry while allowing various different distributions for the error, as long as they are unimodal symmetric distributions centered at zero. The discussion is focused on the estimation procedure with five important error distributions (normal, double-exponential, Student's t, Cauchy and logistic) and presents properties, associated functions (that is, survival and hazard functions) and estimation methods based on maximum likelihood and on the Bayesian paradigm. These procedures are implemented in TBSSurvival, an open-source fully documented R package. The use of the package is illustrated and the performance of the model is analyzed using both simulated and real data sets.
Introduction
Regression models for reliability and survival censored data are widely used in many areas, for instance in engineering, medicine and biology. When choosing which model to apply to their data, users face (at least) two important questions: (i) are the theoretical properties of the model suitable for my domain? (ii) is it easy to produce and to interpret results with this model? The first question is essential, otherwise results are of no meaning. The second question relates in part to the availability and ease-of-use of software packages implementing the desired model. In this paper we propose a parametric regression model with log-linear median and tackle both aforementioned questions. The wide suitability of the model is addressed by its flexibility, allowing users to select one among many distributions for the error, in order to fit survival data with different shapes. The ease-of-use is tackled by devising the functions that characterize the model and methods to perform estimation of parameters, all implemented in a freely available open-source package.
There are many studies that deal with the quantile regression model under non-parametric and semi-parametric approaches for right-censored data (see, for example, BuHamra et al. (2004) ; Fung et al. (2012) ; Koenker (2008) ; Lin et al. (2012a,b) ). The present work is a parametric extension of the Transform Both Sides (TBS) model of Lin et al. (2012b) , a semi-parametric log-linear median regression model. Semi-parametric models such as Cox's (1972) proportional hazards model and linear transformation models (Cheng et al., 1995) are very popular for modeling effects of covariates on a survival response. Several authors, including Ying et al. (1995) , gave compelling arguments in favor of focusing on the quantiles of the survival time for modeling and reporting data analysis results. The many semi-parametric and non-parametric approaches are mostly based on self-consistency and martingales, which estimate equations for the median regression (Cheng et al., 1997; Portnoy, 2003; Peng and Huang, 2008) . Carroll and Ruppert (1984) , and Fitzmaurice et al. (2007) propose parametric versions of a Box-Cox transform-both-sides regression model, considering only uncensored continuous responses, the original Box-Cox transformation, and the normal distribution for the error.
By using a parameter that handles the possible asymmetry in the distribution of the data, we allow the error distribution to be any zero-centered unimodal symmetric distribution. In this paper we especially consider five important distributions: normal, double-exponential, Student's t, Cauchy and logistic, even if the model and our implementation allow the user to supply their own error distribution to be used. The choice of the error distribution strongly depends on the estimation problem being faced, and so TBS's flexibility stretches the use of the model to a wide range of problems. In other words, TBS provides a class of parametric models, according to the choice of the error distribution. We present the density function, the survival (distribution) function and the hazard function of the survival/failure time for each error distribution. We develop both maximum likelihood and Bayesian estimators, and their associated implementations. Because each model in our class has a parametric density function, algorithms for the maximum likelihood estimator and the Markov Chain Monte Carlo method for the Bayesian estimator are simple to implement, and take a reasonably short time to run. The computational tool is provided as an R package called TBSSurvival, which runs inferences with the proposed parametric regression model class. The aim of this package is to provide clean and fast procedures such that one can easily adapt their estimation methods to make use of the TBS model with minimum effort (ideally by just replacing a couple of function calls).
This paper is organized as follows. Section 2 proposes the parametric TBS model and discusses on its properties. The estimation procedures are presented in Section 3, along with an overview of the package's implementation. Section 4 contains the data examples and simulation studies, and finally the conclusions and future directions are presented in Section 5.
Transform-Both-Sides model
Let T i be the survival time of subject i = 1, . . . , n and let X i be the vector (1, X 1,i , . . . , X k,i ) of k time-constant corresponding covariates along with the intercept term. The Transform-Both-Sides (TBS) model (Lin et al., 2012b) assumes that
where β = (β 0 , . . . , β k ) is a regression parameter, ε i is an unspecified error with a common symmetric unimodal density f ε free of covariates X i , and
with λ > 0, sign(u) = 1 if u ≥ 0 and sign(u) = −1 if u < 0. 
The parametric space for all parameters is (0, +∞).
The TBS model is an extension of the Box-Cox power family (Box and Cox, 1964) , a popular transformation to obtain a symmetric and unimodal density for the (transformed) random variable. We assume that the density f ε of errors ε i in Equation (1) is centered at zero. Lin et al. (2012b) assume a non-parametric distribution for f ε , and a semi-parametric model for the survival time. We instead propose a parametric distribution for f ε to obtain a parametric regression model. Table 1 presents the error distributions that are explicitly considered in this work. For each distribution, ξ denotes its free parameter. Although we focus on these five distributions, we note that any unimodal symmetrical distribution centered at zero can be similarly used, and we explain how to do so later on.
The important characteristics of the model are obtained by the density, survival and hazard functions. Equation (1) can be rewritten as
where the inverse function g
Note that this formulation precludes negative values of T i , which could occur in a Box-Cox transformation if estimates of (β, λ, ξ) have some (finite sample) bias (Fitzenberger et al., 2010) . Considering fixed values for the parameters (β, λ, ξ), the distribution of T i is a transformation of the error distribution.
By using Equation (3), we obtain density and survival functions of T i as
For example, if one chooses the normal distribution for the error, that is,
where Φ(·) is the standard normal distribution function. Density and survival functions for the other error distributions in Table 1 can be easily obtained from Equations (4) and (5) as well. Given that T i is a continuous variable (we assume time to be continuous), we have that the hazard function is h(t) = f (t)/S(t), with f and S as given by Equations (4) and (5), respectively. Because we can use distinct error distributions, the proposed TBS model has a great variety of hazard functions, which makes possible to fit many data types/shapes. Figure 1a presents hazard functions when the error is assumed to be from a normal distribution, while Figure 1b has hazard functions when the error distribution is defined as double-exponential (Laplace distribution). Both figures show that the TBS model can be adapted to increasing, decreasing, bathtub and other types of hazard functions.
Another relevant function in survival analysis is the quantile function. Define (α) as the α-th quantile of ε, that is, S ε ( (α) ) = 1 − α. To obtain the α-th quantile of the survival time, that is, the function t (α) such that S T (t (α) ) = 1 − α, we simply substitute ε i in Equation (3) by (α) and obtain
The median survival time t (0.5) can be obtained from Equation (6) by using the fact that the error distribution is symmetrically centered at zero, which implies in (0.5) = 0. Thus,
= e βX (= e β 0 +β 1 X 1 +···+β k X k ). 
is the inverse of the t distribution (with η degrees of freedom) distribution function.
As a simple example, consider a binary covariate X 1 such that X 1 = 1 stands for the presence of some characteristic, while X 1 = 0 stands for its absence. In this case, we have βX = β 0 + β 1 X 1 , and the quantity so called median odds O can be evaluated by
which may be interpreted as "the median life time of subjects presenting the given characteristic is O times higher than the median life time of subjects without it" (note that life time is in fact lower if O is less than one). In this situation, the estimate of median(T ) depends neither on the parameter λ nor on the parameter ξ of the error distribution. This is an important property of the TBS model, which implies that for any choice of error distribution and value of λ, the interpretation of the parameters β is directly related to the median survival time. In fact, the parameters β can be seen as logarithms of the median survival time, which facilitates inferences and helps with the elicitation of meaningful priors. For instance, it is easy to perform a hypothesis test for the difference in survival time caused by the characteristic X 1 = 1, by using the null hypothesis H 0 : β 1 = 0; or to elicit subjective priors of a physician that has an opinion about the median survival time of patients with and without some characteristic.
Estimation Methods
Let the observed data be D = ({y i , δ i , x i }, i = 1, . . . , n), where y i = min{t i , c i } is the observed survival time, δ i = 0 if t i ≥ c i (right censoring), δ i = 1 if t i < c i (no censoring), and x i = (1, x 1,i , . . . , x k,i ) is the observed value of X i . As usual, we assume that the actual survival time T i and the censoring time C i are independent. This section presents the estimation methods based on maximum likelihood estimation (MLE) and on Bayesian estimation (BE) for the distribution of T i .
Maximum likelihood estimation
Using the TBS model, the likelihood function for the given data is defined by the following equation:
For the case with no censoring, we have δ i = 1 for every i, which is a particular case of the likelihood in Equation (9) where S T disappears. For numerical convenience, we maximize the log-likelihood function, which can be written as
Unfortunately, there is no closed form solution for the (log-)likelihood maximization problem, and the numerical optimization of Equation (10) towards a global optimum solution is not in general an easy task. One important characteristic of it is the existence of partial derivatives with respect to the unknowns (λ, β, ξ), which helps numerical methods in finding good solutions for the maximization problem. In order to avoid some local maxima, we approach the problem by using a collection of different optimization methods, as well as multiple starting points (this should usually yield reasonable estimates).
Regarding the implementation, we develop tbs.survreg.mle, a function which acts as a wrapper to the TBS internal optimization procedure. The optimization is conducted by calling many different numerical methods of the optim function (R Development Core Team, 2012), namely Nelder-Mead, Broyden-Fletcher-Goldfarb-Shanno (BFGS), Conjugate Gradient (CG), and Simulated Annealing (SANN), and the augmented Lagrange multiplier method of Rsolnp (Ghalanos and Theussl, 2011) . Finally, the best solution (in terms of likelihood) is returned. The TBS internal optimization procedure implements a multiple starting point idea, executing the maximization as many times as desired. It can also perform some fallbacks among methods in order to find feasible starting points, which are important for all of the previously mentioned numerical methods. The procedure makes use of the TBS density function dtbs and distribution function ptbs, which may vary according to the selection of the error distribution (this is implemented in a transparent manner to the user).
Bayesian estimation
In order to perform the Bayesian estimation, we need to compute the posterior distribution of (λ, β, ξ). We consider independent priors for the parameters, that is,
where L(λ, β, ξ | D) is the likelihood function given in Equation (9), and p(λ), p(β) and p(ξ) are prior densities.
Based on the characteristics of the transformation g λ , the most plausible values for λ lie on the interval (0, 3), and thus we use a prior distribution with high density for values within that interval and a decreasing density for values larger than 3. Considering that the parameter ξ of the error distribution is directly related to its variance (according to the distributions used in this work), we suggest a prior that favors points in the interval (0, 2), because we do not expect the error distribution to have too large a variance.
As mentioned before, an important property of the TBS model is the interpretation of the parameters β in terms of median survival time and median ratios. For this reason, the elicitation of priors for β is usually an easy task, for example by asking some quantiles to the specialist. Using Equations (7) and (8), it is possible to translate the specialist's prior median into values of β. In the TBSSurvival package, we take the normal density for this prior, but we leave mean and variance to be chosen by the user (default values are set nevertheless).
As in the maximum likelihood estimation, there is no closed-form solution for the Bayesian estimators. In fact, in the case of Bayesian estimation, we cannot even find a closed-form solution for the posterior distribution. Hence, we are constrained to the use of simulation methods, such as the MetropolisHastings algorithm, to generate a sample from the joint posterior distribution in order to evaluate it. We implement the tbs.survreg.be function, which processes the data, calls the function metrop of the mcmc package (Geyer, 2010) to simulate from the posterior density, and consolidates the results to obtain the final estimation. More implementation details are available in the TBSSurvival documentation.
Experiments
In this section we present experiments with both simulated and real survival data. We show two real data examples to illustrate the use of the package and the performance of the TBS model. We also perform a simulation study to show the quality of the TBS model in a large amount of samples. Additional study cases, including examples with real data, are available and explained in the documentation of the estimation functions and in the test codes of the package. We start by a simulation study that compares TBS Table 3 : Bias and mean squared error (MSE) for the parameter estimates with MLE using simulated data (1000 copies) from the TBS model with multiple distinct values of (λ, ξ, β 0 ). 
Simulation study
We analyze the proposed parametric TBS model in two distinct situations: (i) we simulate data in order to understand the TBS's ability to fit them; (ii) we compare estimation methods in the literature with the MLE and the Bayesian estimator of TBS (and themselves with each other).
The first simulation study has data generated from the TBS model for each of the five error distributions and each of the four censoring levels (0%, 20%, 40%, 60%), that is, 20 different combinations. Within each of these combinations, we have simulated data according to different values of the TBS parameters λ, ξ, and β 0 (no covariates are used here) such that the experiment is not specific to a single choice of values. The used values are as follows: λ = 0.5, 1, 2, ξ = 0.5, 1, 2 and β 0 = 1, 5, which comprises 3 × 3 × 2 = 18 scenarios. For each of these scenarios, we generate data with sample size of 1000 units, and we repeat this process with 1000 different copies, giving a total of 18 thousand replications for each censoring level and error distribution. Using MLE (and all numerical optimizers, from which we took the maximum likelihood one) in each of these 20 × 18 thousand copies, we produce the estimates (λ,ξ,β 0 ) whose bias and mean squared error are averaged and presented in Table 3 . We see that bias and mean squared error of each estimated parameter is reasonably close to zero. The aim of this simulation study is to assert that the parameters of TBS model are correctly estimated when data are generated from the own model.
In a second simulation study, we compared the performance of the TBS model against the estimators of Portnoy (2003) and Peng and Huang (2008) , using the implementation available in the R package quantreg. We have generated data from the TBS model with normal error distribution, one binary covariate, twenty different combinations of the parameters (λ = {0.5, 1.5}, ξ = {0.5, 1.5}, β = {(−1, 1), (1, −1), (−0.5, 0.5), (0.5, −0.5), (0.5, 0.5)}), and two sample sizes (n = 100, 1000). The covariate X was generated from a Bernoulli distribution with probability of success 0.7. As for the censoring mechanism, we have considered a fixed value κ such that if T i > κ, then the observed time was censored and its value set to κ (for example, this simulates a period of product testing within a factory; after that period, the survival time is censored). The value of κ was chosen such that approximately 20% of censored data were present in each case. Using these data, we have performed the estimation at five distinct quantiles (5%, 25%, 50%, 75% and 95%), evaluating the bias and the mean squared error (MSE). The TBS estimation with the Bayesian method was done with the default fixed values as defined in the TBSSurvival package for the MCMC procedure. This can lead to nonconvergence of the MCMC chain, which we have not checked (it would be extremely time-consuming to manually verify the convergence of the MCMC in each case of these many simulations). Despite of that, the Bayesian estimator performed very well. For the MLE estimation, we have chosen to run three optimization methods with quite different internal characteristics (BFGS, Nelder-Mead and Rsolnp), from which the TBS estimation method automatically chooses the best (for each test case). The error distribution has been defined as normal in all test cases, so we expected that estimated values from the TBS model should have lower bias and MSE when compared to values estimated with Portnoy (2003) and Peng and Huang (2008) , which in fact has happened. The results are shown in Table 4 . Because of the characteristics of these two other estimators, it was not possible to perform the estimation at the 95% quantile of the survival time (some of the cases for the 75% quantile and n = 100 were also impossible to be estimated). This can be seen by the percentage of successful estimations (lines marked with a (%) in Table 4 ). In one hand, all methods presented similarly good results for small quantiles (5%, 25% and 50%). On the other hand, the TBS model has estimated well even for high quantiles, although we notice that the MSE has considerably increased in such cases. These results suggest that the estimation with the non-parametric quantile regression model is as good as the parametric TBS model apart from estimations at high quantiles, and thus should be preferred at low quantiles. This is however dependent on having relatively small amount of censored data, otherwise quantile regression models may face some estimation problems, which is later discussed in our real data applications. We note that a comparison against the model of Lin et al. (2012b) was not possible because their method showed poor MCMC convergence. In fact, the chain converged, however we obtained high autocorrelation, so we could not guarantee independence of the generated points from the posterior. We have also noticed that the model of Lin et al. (2012b) seems to work better for small sample sizes (n ≤ 100).
In our experiments, we cannot report a single best continuous optimization method to be used inside the MLE. We suggest the user to run at least BFGS, Nelder-Mead and Rsolnp, since CG is similar in essence to BFGS and SANN is a very slow procedure. According to our experiments, CG and SANN are recommended only when the others fail. Thus, we have implemented this idea in our package: if the chosen method fails to find even a feasible solution, SANN is automatically called too. One can also think of how to choose an error distribution. This again depends on the problem instance, and it is not possible to tell in advance which distribution will perform the best. For example, we might say that the parameter of the Student's t distribution approximates very well both the normal and the Cauchy distributions, so it should be preferred to the other two. However, because of the distinct nature of the parameters of each distribution (degree of freedom for Student's t, which controls its tails, while for normal and Cauchy the parameter is about their scales), we would have different models, so nor- (2003) and Peng and Huang (2008) , it is also shown the percentage of cases where the method has found a solution. 
Real data sets
Two study cases with real data sets are considered: one for the reliability of equipments and another with the survival time of patients with colon cancer. In the first data set, we perform an inferential analysis of the Alloy T7987 data set (Meeker and Escobar, 1998, pp. 130-131) using the estimation of the TBS model with the five described error distributions (of Table  1 ) using both MLE and BE. Throughout the analysis, we provide the R code that illustrates the use of the TBSSurvival package. The data consist in a sample of 67 specimens of the equipment Alloy T7987 that failed before having accumulated 300 thousand cycles of testing and 5 specimens that survived at least 300 thousand cycles without failure (this was the censoring time). In Table 5 , some summary statistics of the failure time are presented. The function tbs.survreg.mle is used to perform the MLE, here assuming no covariates. The only necessary argument to the estimation function is the survival formula with the time of events and the censoring indicator delta from the Alloy data set as arguments. The usage is very similar to the usage of the estimation functions in the survival package (Therneau, 2012) . This is convenient if one wants to adapt code that already contains those estimation functions to be used with TBS. For the Alloy T7987 data set, the MLE can be performed using the following R code:
library("TBSSurvival") data(alloyT7987) tbs.mle <-tbs.survreg.mle(Surv(alloyT7987$time, alloyT7987$delta)~1, dist=dist.error("all"))
The above code runs the MLE estimation using all available optimization methods, then chooses automatically the best one for the data. Furthermore, it automatically estimates with all the five error distributions discussed previously, returning the estimation for each one of them, as well as an indication of the model with best Akaike information (accessible through the element tbs.mle$best). Table 6 presents some characteristics of the estimated model: the Akaike information criterion (AIC), the Bayesian information criterion (BIC), the parameter estimates and (in parenthesis) the standard error of the parameter estimates for the MLE. The results in Table 6 were especially formatted for this paper, and they can be obtained using the function
print(tbs.mle)
We see that the TBS model, for this data set, has better fit (lowest AIC) when the error distribution is normal. Figure 2 presents the reliability (that is, survival) and hazard functions for the estimated TBS model. Figure 2a also shows the Kaplan-Meier estimated curve for comparison. These figures are obtained using the following code:
### Survival plot plot(tbs.mle$norm) km <-survfit(formula = Surv(alloyT7987$time, alloyT7987$delta == 1)~1) lines(km) # add the Kaplan-Meier estimates to the # survival plot.
### Hazard plot plot(tbs.mle$norm,plot.type="hazard")
Another aspect that can be used to verify the goodness of fit is to check whether the errors ε i follow the estimated error distribution and whether their values are close to zero. Table 7 gives the summary statistics of the error, which shows a reasonably good fit of the model to the data. Table  7 and some other results, such as the Wald's test for the parameters β, are obtained using summary(tbe.mle$norm) As explained in Section 2, the median survival/failure time can be estimated by e β 0 ( β 0 is the usual notation for an estimate of β 0 ), and the 95% confidence interval for the median can be obtained by
where φ (α) is the α quantile of a random variable with standard normal distribution. The R code to perform these calculations is: Using these formulas, we obtain the median as 167.57 and the 95% confidence interval as (155.41, 180.68) . Note that the estimated median failure time is very close to the median given in Table 5 , probably because there are only 7% of cases with censored data. Now we turn our attention to the Bayesian estimation. In order to perform BE, we employ the function tbs.survreg.be. It receives as arguments the same formula as the one used for the MLE, plus the initial guess values and some usual control parameters for the Markov Chain Monte Carlo (MCMC) procedure, which follow the convention of the function metrop of the mcmc package (Geyer, 2010) (for more details on the control parameters, we refer to Gamerman and Lopes (2006) , Chapter 6). It also allows the user to define prior.mean and prior.sd, the hyper-parameters for the prior distribution, as described in Section 3.2. Table 8 presents the deviance information criterion (DIC), parameters' point estimates (posterior mean) and their standard deviations from the posterior distribution of the parameters. For the Bayesian estimation, we see that the TBS model has best fit when the error distribution is the logistic (according to the DIC), which differs from the MLE case, where the normal distribution has had the best fit. The Gelman-Rubin statistics for the parameter estimates λ, ξ, and β 0 are, respectively, 1.006, 1.002, and 1.000, which indicates that the convergence of MCMC was considerably good. We have used four chains with different initial values to evaluate the GelmanRubin Statistic. The burn-in used was 500 thousands, the jump between observations was two thousands, and the sample size of the posterior was one thousand (these values are greater than the usually required ones, so the convergence results should be accurate enough). Since the convergence of MCMC sampling from the posterior distribution depends on user verification, it is not possible to implement an automatic method to chose the best model (distribution error) in the case of the Bayesian analysis. For instance, the BE with logistic distribution for the error is achieved using the code:
tbs.be.logistic <-tbs.survreg.be(Surv(alloyT7987$time, alloyT7987$delta)~1, dist=dist.error("logistic"), burn=500000,jump=2000, size=1000,scale=0.07) print(tbs.be.logistic) summary(tbs.be.logistic)
For the estimation using other error distributions one can just change the dist.error() call within the arguments of tbs.survreg.be and check the convergence of the MCMC samples.
We also computed the high posterior density (HPD) interval with 95% of credibility, obtaining median equal to 166.75 and HPD interval equal to (153.64, 179.82) . A possible advantage of BE over MLE is that one can easily evaluate the HPD boundaries for the survival function, as shown in Figure  3 . The R code to build the HPD for the median survival/failure time and the code to generate the graphs are: ### Hazard plot plot(tbs.be.logistic,plot.type="hazard")
In the second study case, we use the well-known colon data set from the package survival (Therneau, 2012) , with right-censored survival data and covariates for patients with colon cancer. Our goal is to demonstrate the use of the TBS model for survival analysis with covariates. For that purpose, we use a covariate, available in the data set, which indicates whether the number of cancer-affected lymph nodes is greater than 4. This variable is known to split the patients in groups of distinct survival outcome. The survival data correspond to Progression Free Survival (PFS) time, that is, time until disease recurrence. The function call for the TBS estimation procedure in the presence of covariates follows the same standard as in R formulas, for example Surv(colon$time,colon$status)~colon$node4, using the covariates on the right-hand side. We omit further implementation details, because they follow the very same structure as the one presented for the Alloy data set. Figure 4 shows the estimated survival curves using MLE and BE. The Kaplan-Meier estimation is also presented for comparison. We see that the HPD credible intervals nicely encompass the Kaplan-Meier curves. Using the TBS model with the Bayesian estimation, the median PFS time for patients with more than four affected lymph nodes is 841.08 days, with 95% credible interval (c.i.) equal to (695.37, 982.69), while for patients with less than or equal to four lymph nodes is 3372.81 days, c.i. (2920.62, 3831.99). The median odds O, as described in Section 2, is 0.25, c.i. (0.2, 0.31), which means that the median PFS time for patients with at most four affected lymph nodes is four times the median PFS time of the others. Note that, by using the median odds with the TBS model, we are able to obtain confidence intervals for O. Results using the MLE are very similar, and so omitted.
Finally, we point out that methods available in the R package quantreg for non-parametric quantile regression models have also produced good estimates when targeting low quantiles of the Colon data set, but were not able to Figure 4: Colon data set: (a) MLE estimation and (b) BE estimation using the number of lymph nodes greater than four as discriminant between the two groups of patients (dashed gray line is the curve for patients with at most four affected lymph nodes; solid gray line is for patients with more than four affected lymph nodes; black step function regards the KaplanMeier estimates; in the BE plot, the dot lines show the 95% HPD credible interval).
estimate the median (more specifically, they have failed with quantiles greater than 45%, approximately), likely because of the considerably high amount of censoring in these data.
Closing Remarks
We presented the parametric regression model based on the TransformBoth-Sides (TBS) with log-linear median, where a parameter handles the data asymmetry, while the error distribution can be any unimodal symmetric distribution centered at zero. We explicitly worked with five error distributions, namely normal, double-exponential, Student's t, Cauchy and logistic. We presented the relevant functions that characterize the model (density, survival distribution, hazard, and quantile) and developed the maximum likelihood estimation and the Bayesian estimation, along with some additional methods for confidence/credible intervals.
The TBS model has been illustrated with applications in both simulated and real data sets, and has been compared to quantile regression models. When one has to deal with the estimation of low quantiles and/or data without much censoring, quantile regression models are a very good option. However, they may fail to estimate high quantiles when there is a considerable amount of censored data, in which case the TBS model seems to be more suitable. Besides quantile estimation, we also discuss on how TBS can be used to compare treatments and to help in eliciting subjective priors.
These procedures have been implemented using the R language in the TBSSurvival package, which we made freely available. The main procedures work similarly to other widely used packages for survival analysis, which allows the user to promptly replace their estimation methods by the estimation with TBS methods, if they will. The implementation is already mature, even though we will continue to enhance it, specially towards new distribution functions and faster and more accurate numerical optimization methods for the estimation, which we acknowledge to be an important point that can be improved. Other extensions to the package are also planned, including the semi-parametric estimation, and the treatment of other censoring types.
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