We address the problem of superconductivity for non-Fermi liquids using two commonly adopted, yet apparently distinct methods: 1) the renormalization group (RG) and 2) Eliashberg theory. The extent to which both methods yield consistent solutions for the low energy behavior of quantum metals has remained unclear. We show that the perturbative RG beta function for the 4-Fermi coupling can be explicitly derived from the linearized Eliashberg equations, under the assumption that quantum corrections are approximately local across energy scales. We apply our analysis to the test case of phonon mediated superconductivity and show the consistency of both the Eliashberg and RG treatments. We next study superconductivity near a class of quantum critical points and find a transition between superconductivity and a "naked" metallic quantum critical point with finite, critical BCS couplings. We speculate on the applications of our theory to the phenomenology of unconventional metals.
I. INTRODUCTION
Many strongly correlated electronic systems exhibit surprising non-Fermi liquid behavior, often experimentally connected with an enhancement in the superconducting critical temperature T c , incoherent pairing, and proximity to a quantum critical point [1] [2] [3] [4] [5] [6] [7] [8] [9] . However, it has been difficult to construct a fully controlled framework to explain these effects. A central problem in condensed matter physics is then to understand the interplay between non-Fermi liquid effects and superconductivity.
Considerable analytical and numerical [55] [56] [57] efforts have been devoted to the study of this subject. Nonetheless, key aspects of the problem of non-Fermi liquid behavior at quantum critical points and the interplay with superconductivity remain poorly understood.
Therefore, it is crucial to strengthen existing analytical approaches, and to develop new ones.
The main analytical tools in this area are the Eliashberg equations (a strong coupling version of gap equations) and the renormalization group (RG). Both approaches look in principle quite different. The Eliashberg theory gives a set of coupled equations that need to be solved for the gap and wavefunction factors. These equations mix modes ranging from high energy all the way to those at the Fermi surface, and hence could be sensitive to mixing of the UV and IR degrees of freedom. The RG, in contrast, is based on the Wilsonian effective action and encodes the superconducting instability as dimensional transmutation in the BCS 4-Fermi coupling 58 . The general relation between both frameworks has not been elucidated so far, and it is not clear when they can yield equivalent results.
For Fermi liquids, Bardeen, Cooper and Schrieffer (BCS) 59 established how superconductivity occurs by solving the gap equation for quasiparticles. The value of the physical gap was later understood within the RG approach of Shankar 60 and Polchinski 61 , as dimensional transmutation of the 4-Fermi BCS coupling. For non-Fermi liquids, however, the situation is much more challenging and not fully understood. This is in part connected with the appearance of new bosonic modes, such as the critical order parameter fields. They can enhance the effective attraction between fermion pairs, but also lead to a stronger quasiparticle decay rate (due to anomalous wavefunction and mass renormalization of the fermionic quasiparticles). Since the later tend to decohere the Fermi surface, non-Fermi liquids can exhibit a competition between pair-enhancing and breaking effects, leading to a complicated dynamics where it is not clear which effect prevails. At the same time, this presents an extremely interesting opportunity to explain some of the observed properties of unconventional metals and their underlying quantum critical behavior.
Our approach in previous works [45] [46] [47] 50 has been to develop a consistent renormalization group description for non-Fermi liquids with critical bosons. It was found in 47, 50 that the quasiparticle wavefunction and mass renormalizations lead to a new term in the BCS beta function, linear in the 4-Fermi coupling and proportional to the anomalous dimension. This term has important physical consequences 50 : it allows to interpolate between regimes of coherent and incoherent superconductivity (in this case the non-Fermi liquid energy scale is bigger than the superconducting gap), and moreover it gives rise to a novel quantum critical state with finite BCS coupling. However, studies of the Eliashberg equation so far have not found the analog of this mechanism; in fact it has been recently suggested in 52 that the gap equation for non-Fermi liquids could contain nonlocal effects that are not captured by the RG. This situation has cast doubt on the validity of the RG and its connection with the Eliashberg formalism.
The goal of this work is to explain the connection between the Eliashberg and RG formalisms for non-Fermi liquids. While our immediate motivation was to clarify the above situation in models with overdamped critical bosons (such as those that appear near symmetry breaking transitions with zero momentum), the approach we will develop is much more general. It can be applied to any system where the formation of superconductivity is described by the Eliashberg equations. A large variety of models fall into this category, including phonon-mediated superconductivity, ferromagnetic and anti-ferromagnetic quantum critical points, and so on. Our main general result will be a derivation of the RG beta functions as an approximation to the Eliashberg equations when a condition of energy locality is satisfied. This will provide a unified RG treatment for a large class of models, revealing the dynamics of their 4-Fermi coupling and its relation with the gap function. The condition of energy locality is checked to be satisfied in specific examples of interest, such as phonon-mediated superconductivity and non-Fermi liquids with overdamped bosons. This shows explicitly the agreement between the Eliashberg and RG predictions
Let us stress before we start that our analysis pertains to the onset of the superconducting instability -it is done at the linearized level for the gap and at zero temperature. In the future, it will be important to perform a full finite temperature study (see 52 and 62 ), as well as a zero temperature analysis including nonlinear effects from the gap.
The work is organized as follows. In Sec. II, we present the general analysis underlying the equivalence of the Eliashberg equations and the perturbative RG flows, and state the conditions required for this equivalence. In Sec. III, we apply our analysis to the test case of the electron-phonon problem; besides reproducing the known results for the superconducting case, we derive a beta function for the 4-Fermi coupling that encodes quantum effects from high frequencies. In Secs. IV and V, we apply our analysis to superconductivity near a class of quantum critical points. We study the transition between the normal and superconducting regimes both numerically and analytically, finding a BKT scaling that is consistent with the fixed point annihilation picture from the RG 50 . We also discuss applications of the present results to unconventional metals. We end in Sec. VI with our conclusions and some future directions.
II. RG FROM THE ELIASHBERG EQUATIONS
In this section we present our general approach for deriving the RG from the Eliashberg equations. We consider nonrelativistic fermions at finite density, interacting with an arbitrary 4-Fermi coupling u(p 0 ) that depends on frequency. Physically, this interaction arises form integrating out bosonic modes. Under a key assumption of energy locality, which we will discuss in detail, we will obtain the beta function for the 4-Fermi BCS coupling, and
show that it correctly reproduces the quantum corrections.
This has various advantages. First, as discussed in the Introduction, many different models of strongly correlated electrons fall into the general Eliashberg equations that we analyze. Our approach gives a unified treatment for all these theories, and provides additional physical insights into their dynamics. As a canonical example, we will work out the beta function for the electron-phonon problem. Furthermore, obtaining the beta function from the Eliashberg equation puts the RG approach on a firmer footing, since it does not require additional assumptions for the scalings of the different fields.
A. Schwinger-Dyson-Eliashberg equations
In this work we will focus on the class of finite density electronic systems that can be described by the Eliashberg equations
so we will often refer to them as the Schwinger-Dyson-Eliashberg (SDE) equations.
The parameters Z(p 0 ) and ∆(p 0 ) correspond to the wavefunction renormalization and gap function of the finite density fermions, namely they appear in the following terms in the fermionic Lagrangian:
where ε p is the quasiparticle energy. The kernel u(p 0 ) will be kept as an arbitrary (even) function in the general analysis of this section, and in later sections we will specialize it to different systems. The reader may be puzzled at the fact that the two integral equations in 
This is shown in Fig. 1 . The boson propagator is taken to be even under q 0 → −q 0 , so that u(q 0 ) is also even. Given this, the Eliashberg equations are the Schwinger-Dyson diagrams shown in Fig. 2 . We also recall that Z is related to the quasiparticle self-energy Σ by
In order to derive this closed set of coupled equations, it was crucial to neglect vertex corrections. We will present below some concrete examples of the underlying calculations.
These are the nonlinear SDE equations, and we will perform an additional approximation by linearizing in the gap. The intuition is that if a physical gap develops at low energies, i.e. ∆(p 0 = 0) = 0, the system becomes gapped at energy scales below ∆(0), and the nontrivial frequency dependence stops. On the other hand, at energies much larger than the physical gap, which we denote by ∆ * , the effects of this mass become negligible. Therefore, we can linearize the right hand side of (II.1) while introducing an IR cutoff of order ∆ * ,
Note that the equation for the self-energy has decoupled from the gap function (except for the dependence on the IR cutoff), and so can be solved directly. This means that the one loop result is exact within the Eliashberg framework, because there is no wavefunction is necessary. At finite temperature, the discreteness of the Matsubara frequencies can also introduce new effects 52, 62 . In this work, however, we restrict to the linear approximation and work at zero temperature, postponing a complete analysis to the future.
B. The local approximation
Our goal is to derive a Wilsonian RG for the previous systems. 1PI calculations, such as those in (II.5), involve mixing of high and low frequencies; in contrast, the RG approximation is essentially local in energy scale, because it arises from integrating out infinitesimal shells of momentum modes. In order to recast the Eliashberg equations in RG language, we then need to approximate the UV/IR frequency mixing by a local process. This is done by splitting the integration range into |q 0 | < |p 0 | and |q 0 | > |p 0 |, and Taylor expanding the boson kernel in each range:
(Recall that u(p 0 ) is an even function). If u(p 0 −q 0 ) diverges at p 0 = q 0 , the singularity needs to be integrable so that the above splitting be valid. In this way, the nonlocal retardation effects due to boson exchange are approximated by local contributions. We will see shortly how this leads to an RG description of the Eliashberg equations.
The local approximation can be improved systematically by including higher order terms in the Taylor expansion. A necessary condition for the approximation to be valid is that there exists some small parameter such that
Let us consider two examples that will be relevant below. For
where g is some coupling and M a high energy scale, the condition (II.7) becomes |p 0 | M , and so it amounts to a low-energy expansion. This kernel appears in the electron-phonon model. A different class of kernels arises in quantum critical theories, where u(p 0 ) has a power-law dependence,
in terms of the dimensionless constant γ -the fermion anomalous dimension, as we review below. Then (II.7) requires γ 1, and so restricts us to the regime of small anomalous dimension. This is a familiar restriction of the perturbative RG: it is useful near critical dimensions where the relevant couplings become almost marginal and hence are naturally small.
Let us implement this approximation in (II.5), beginning with the simpler equation for the self-energy. Splitting the integral into |q 0 | < |p 0 | and |q 0 | > |p 0 |, and performing the expansion (II.6) gives
where the dots are higher order Taylor terms. Note that the leading dependence with zero derivatives cancels out since it gives an odd integrand. Both integrals can now be done explicitly, obtaining
from the small frequency and large frequency ranges, respectively. A constant term from u(∞) can be absorbed into a field redefinition, and is not shown. Given the condition (II.7), the dominant contribution results from the range |q 0 | > |p 0 |,
This has all the expected properties for a Wilsonian self-energy: it is dominated by high frequency modes, and its sign is proportional to the external frequency.
For the gap equation, we split ∆(q 0 ) into even and odd parts; we keep only the even part since the odd one couples to derivatives of u(q 0 ) and not to u(q 0 ) itself, and hence is subleading. For the even part, we can restrict the integral to positive frequencies, and the local approximation becomes
For future use in numerical calculations, we have introduced a UV cutoff Λ 0 for the frequency integral, which at the end can be taken to infinity. This gives an integral equation for the gap in terms of local in energy contributions. To make this more explicit, we now present an equivalent differential equation for the gap. A similar derivation appeared in 20 for color superconductivity.
We will keep only the leading term of the Taylor series in (II.13); in general, the validity of this has to be checked numerically, once the gap function has been determined. We will do this explicitly below for the electron-phonon system and for non-Fermi liquids. Let us also introduce the notation∆
Deriving once with respect to the external frequency p 0 gives
Next, we divide both sides by u (p 0 ) and derive once more, obtaining the differential equation
The last step is to find the appropriate boundary conditions. The IR boundary condition is
For the UV boundary condition, we need an expression containing an integral between p 0 and Λ 0 . For this, divide (II.13) by u(p 0 ) and then derive with respect to the external frequency:
The UV boundary condition is then d dp 0
Since in the linearized approximation the overall scale of∆(p 0 ) is not physical, only the ratio of the two integration constants of (II.16) needs to be fixed. This is determined by the UV boundary condition. Having fixed the integration constant in this way, the physical gap ∆ * corresponds to the largest scale at which∆ (p 0 = ∆ * ) = 0. The fact that the physical gap is attained with vanishing derivative is consistent with the intuition above that the frequency evolution stops below ∆ * .
C. RG beta functions
We are now set to derive the RG beta functions from the Eliashberg equations.
The first RG beta function that we need is the anomalous dimension, related to the wavefunction factor Z by
The wavefunction renormalization can be calculated in closed-form from the first equation in (II.5). If we further consider the local approximation, and assume that at strong coupling and low frequencies the self-energy Σ(p 0 ) dominates over the tree-level kinetic term (this is usually the case in many systems of interest), then we have
To derive this result we used (II.4) and (II.12). As a simple example, for the kernel (II.9), characteristic of quantum critical points, formula (II.21) correctly identifies the fermion anomalous dimension with the power 2γ in u(p 0 ).
As we explained before, in the Eliashberg approach the bosonic modes are integrated out to produce a frequency-dependent 4-Fermi coupling; see e.g. Fig. 1 . We now need to compute the RG beta function for this coupling, which we denote by λ(p 0 ). We take the convention that λ > 0 corresponds to an attractive interaction along the BCS channel.
The main property that the beta function should satisfy is that the superconducting instability appears as dimensional transmutation of the 4-Fermi coupling. It is useful to first recall how this works out in Fermi-liquid theory 60, 61 , where the beta function is given by p 0 dλ dp
The normalization -chosen for future convenience to be 1/(2π 2 N )-is model-dependent.
Solving the differential equation shows that λ → ∞ at an RG invariant scale
with Λ 0 a UV cutoff and λ 0 the value of the coupling at that scale. Since the attractive coupling is becoming very large, this signals the onset of the superconducting instability towards condensation of Cooper pairs; in this simple case, Λ * agrees with the physical gap ∆ * up to a prefactor.
We seek the analog of (II.22) but for the theory described by the more general SDE equations discussed before. We want to retain the basic feature ∆ ∝ e −const/λ of dimensional transmutation; furthermore, in the local approximation, the physical gap is determined by the condition (II.17). This motivates us to look for a 4-Fermi coupling of the form
with f (p 0 ) a function that will be fixed in order to yield a sensible beta function. We will now show that this functional form is required in order to obtain the right beta function.
From this formula and its derivative we can write the gap and its derivatives as
Replacing these two expressions into the differential gap equation (II.16) obtains
This is the main result of the section, and we next show that it reproduces the correct 4-Fermi beta function. (Let us note that this beta function has been derived before for the specific case of critical non-Fermi liquids in 50 ; and in fact that theory motivated our more general approach here. We will discuss this case in §IV.)
The first term is the tree level enhancement of the 4-Fermi coupling due to exchange of bosonic modes, where u(p 0 ) is the boson propagator (II.3) integrated over the Fermi surface.
An example of this effect was first recognized by 20 in the context of color superconductivity.
The second term is 2γλ, where γ is the fermion anomalous dimension, 2γ = −d log Z/d log p 0 .
This term was first found for non-Fermi liquids in 45, 50 . And the third term is the BCS fermion bubble that we already discussed. We show the corresponding diagrams in Fig. 3 . This gives all the right properties for the 4-Fermi coupling beta function in a finite density fermion system with general 4-Fermi kernel u(p 0 ). We conclude that the RG beta function can be derived from the SDE equations by identifying the 4-Fermi coupling with
This is valid for a generic u(p 0 ), as long as the assumption of energy locality is satisfied.
This ends our general analysis of fermions at finite density with arbitrary 4-Fermi kernel u(p 0 ), obtained by integrating out bosonic modes. By assuming energy locality, we have derived the RG beta functions from the Eliashberg equation, obtaining the explicit map (II.27). This sheds new light on the physics of the frequency-dependent gap function, and on the behavior of the BCS coupling. In the rest of the work we will study these aspects in more detail in two important systems: phonon-mediated superconductivity, and non-Fermi liquids near a symmetry breaking transition at zero momentum.
Finally, let us also note that one could use the exact RG (see 63 for a review), which keeps all the nonlocalities associated to mixing of high and low frequencies. A diagrammatic argument then shows that the gap function arises as the eigenvector of vanishing eigenvalue of the inverse fermionic 4-point function. An example of this for phonons was studied in 64 .
III. PHONON-MEDIATED SUPERCONDUCTIVITY
Having explained the equivalence of the RG and the linearized SDE equations under certain operating assumptions, we wish to put our knowledge to use. In this section, to illustrate how the two approaches yield consistent solutions, we apply them to the classic problem of phonon-mediated superconductivity. In the process, we derive a new beta function for the 4-Fermi interaction that includes frequency dependent and strong coupling effects -as far as we know, this has not appeared before in the literature.
A. Review of the electron-phonon system
In simple elemental metals such as Mercury and Niobium, superconductivity arises from electron-phonon coupling. Eliashberg theory arose as an attempt to explain the superconducting transition temperatures of elements such as Lead, which have stronger electronphonon interactions. See Refs. [65] [66] [67] [68] [69] [70] for reviews (for an especially lucid treatment, see [66] ). As a consequence, there is a need to balance the effects of attraction from phonons with the enhanced scattering rate of normal-state quasiparticles that act to oppose superconductivity (referred to as a pair-breaking effect). Instead of studying the detailed properties of actual phonons in metals, we study the simplest and ideal case of optic phonons coupled to a
Fermi liquid metal with a parabolic dispersion. This will suffice to illustrate the equivalence between the RG and Eliashberg equations.
We consider a metal in d spatial dimensions with a spherical Fermi surface coupled to a single phonon mode,
We have adopted a spherical parametrization, writing a fermionic momentum as q =n(k F + q ⊥ ) so that q ⊥ measures the radial distance towards the Fermi surface, andn is a unit vector. We will also denote tangential directions to the Fermi surface by q . The phonon is taken to be a simple dispersionless mode having a frequency ω E (i.e. an Einstein phonon). The analysis will be performed in the limit where the masses of the nuclei are much larger than the electron mass. This implies that the sound speed is much smaller than the Fermi velocity, and that there is a hierarchy ω E E F . The Fermi scale E F will play the role of the microscopic cutoff. In this regime, Migdal's theorem implies that vertex corrections are suppressed and can be ignored. See 71 for a review.
Before comparing the RG and SDE approaches to this problem, let us understand qualitatively the IR behavior: since ω E is finite, we may simply integrate out the phonon, as well as all fermion modes with energy E > ω E , to get a local BCS coupling for fermions close to the Fermi surface with energies E ω E :
(The constant c d is determined below in (III.16).) This will lead to a BCS instability if the net coupling is attractive and hence marginally relevant. λ 0 is the value of the repulsive BCS coupling (i.e. λ 0 < 0 given our conventions) at scales comparable to the ultraviolet cutoff -the Fermi energy E F -whereas µ * is the renormalized BCS coupling at frequency ω E . As we shall see below, the choice of µ * will be equivalent to setting the value of the coupling, while there will be large deviations from the BCS formula as the coupling becomes order one.
B. SDE and RG frameworks
We will now study the dynamics of the electron-phonon system using the SDE equations and the RG beta functions that follow from them according to §II.
Let us recall first how to obtain the SDE equations for a Fermi surface coupled to a bosonic mode. The derivation starts by allowing for a gap in the fermionic Lagrangian, written in the Nambu basis:
Neglecting vertex corrections, the standard fermionic Schwinger-Dyson equation reads
where D is the Landau-damped boson propagator and G (0) is the tree level fermion propagator (where Z = Z v = 1 and ∆ = 0). The two components of (III.4) then reduce to
(III.5)
Since the phonon propagator
only depends on frequency, the SDE integrals will factorize trivially. Doing the momentum integrals, one finds
where
These are of the form (II.1). For an estimate of the pairing scale, we work near the normal state and study the linearized equations (II.5)
Fermion self-energy
The wavefunction renormalization factor can be obtained from the first expression above; since the pairing scale is much smaller than the UV cutoff, it can be approximated as zero at a first pass:
This result encodes different physics, depending on whether the frequency is above or below the phonon scale.
Consider first the high frequency regime, p 0 ω E . The fermion self-energy becomes
This is the expected contribution from a homogeneous density of massless impurities, consistent with the fact that the phonon mass can be neglected at high frequencies. For p 0 < ω E , on the other hand, the phonons become massive and decouple, leaving behind a constant
The full result (III.9) also describes the intermediate regime p 0 ∼ ω E , where there is no simple scaling form for Σ. This reflects the decoupling of massive modes in a physical RG scheme; it will give rise below to interesting deviations from the BCS superconductor.
Superconductivity and 4-Fermi coupling
Next consider the equation for the gap ∆. As before, we employ the notion of locality in (II.6), so that the gap equation becomes equivalent to the differential equation (II.16).
Following the same steps in the previous section, we arrive at the RG equation equivalent to the linearized SDE equations:
We solve the equation above numerically by working in logarithmic coordinates. Defining
(III.14)
For simplicity, we solve this equation with the initial condition λ(x = 0) = 0, which is equivalent to setting µ * = 0 in (II.22). The left panel in Fig. 4 shows the behavior of the numerical solution λ(x), for α 0 /ω E = 0.1. We have plotted the inverse of λ(x), which enables us to find the critical value x c at which λ(x c ) diverges. We identify this as the instability scale ∆ * . We repeat this for various values of α 0 /ω E , showing the dependence of x −1 c (α 0 /ω E ) in the right panel of Fig. 4 (black curve).
When the ratio α 0 /ω E 1, there is a linear relationship between these two quantities.
This is entirely consistent with the predictions of BCS,
For this, notice that integrating out the phonon gives rise to
where the approximate equality holds for small α 0 /ω E . This can also be seen directly in the beta function: it is obtained by integrating the tree level term between the UV cutoff and ω E . Hence x shows that these terms are of order
Thus, at low energies and weak coupling, the BCS approximation holds self-consistently.
On the other hand, as α 0 /ω E increases, the behavior of the gap deviates from the BCS prediction. In particular, the curve including larger values of α 0 /ω E , is well approximated by a function of the form x
with constants c 0 and c 1 . Thus, as the coupling increases, the gap changes from a BSC-like dependence ∆ * ∼ e −1/λ 0 ω E to a strong-coupling behavior ∆ * ∼ e −(const+λ 0 )/λ 0 ω E . This is due to the first two terms in the beta function (III.11), which encode effects from tree-level exchange and anomalous dimension dressing.
This type of behavior is familiar from studies of phonon-mediated superconductivity at strong coupling, such as the McMillan formula 67 . It would be interesting to understand these effects in more detail within a controlled strong-coupling expansion -something that is beyond the scope of the present work, but which we hope to address in the future.
We have shown that the RG equation obtained from the SDE analysis for the phonon problem yields sensible estimates for the pairing scale. However, we used the idea of locality of u(p 0 − q 0 ) without justifying this approximation in this section. In the next section, we
show that the solutions using the local approximations deviate very little from the exact solutions of the SDE equations for the phonon problem, which is the a posteriori justification for assuming locality of the SDE kernel.
C. Numerical analysis of the local approximation
The integral SDE equation in the linearized regime takes the form (II.5), where the selfenergy and the phonon-kernel are given by (III.12). In this section we numerically check the claim that the solutions can be approximated by those of the corresponding differential equation (II.13); then the map to the RG description will be valid.
It is convenient to go to the log variable by defining |p 0 | = ω E e −x , and re-write the differential and integral equations as
,
is the only dimensionless parameter that the system depends on. We numerically obtain the differential equation solution∆ diff (x), under the UV boundary conditioñ ∆ diff (x Λ ) = 0, from which we can solve the gap in the x-variable∆ diff (x gap ) = 0. We can then check whether ∆ diff (x), x gap satisfies the integral equation, schematically written as:
It does not seem possible to have closed-form solutions to (III.17). But numerically we only need the correct initial conditions at the UV. To do this, we obtain approximate solutions near x → −∞, where the equation simplifies:
The general solution is given in terms of Bessel functions,
Taking the UV boundary condition∆(−∞) = 0 selects C 1 = 0. This provides the UV boundary condition to numerically solve the differential equation.
In Fig. 5 we plot the solution to the differential equation∆ diff (x) against F •∆ diff (x); coincidence of the two indicates a solution to the integral SDE equation. We have found,
for generic values of the parameters, that the two coincide very well. We conclude that the local approximation is well-justified in the phonon-mediated system. 
, for which we picked x Λ = −12, and g 1 = 0.2. The gap is solved to be at x gap = 1.7006.
IV. NON-FERMI LIQUIDS WITH CRITICAL BOSONS
In this section we study non-Fermi liquids coupled with critical bosons, which arise in the proximity of symmetry breaking transitions with zero momentum. We first review previous results using the RG methods of 45, 50 , and then derive the Eliashberg-SchwingerDyson equations for these systems. These fall into the general framework of §II, and hence we demonstrate the equivalence of the RG and SDE results for non-Fermi liquids. In §V we will apply these results to the interplay between superconductivity and quantum criticality.
A. Review of the model and RG results
Let us briefly introduce our model of large N non-Fermi liquids and their RG description.
More details can be found in 50 . We consider theories with an SU (N ) global symmetry, with the fermions ψ i transforming in the fundamental, coupled to a critical N × N scalar φ j i in the adjoint representation 72 . We also work near three spatial dimensions (the critical dimension), performing an expansion, d = 3 − .
The euclidean lagrangian takes the following form:
with boson-fermion interaction
and 4-fermion interaction along the BCS channel
We work below the Landau damping scale M
, where the matrix scalar φ j i has an emergent z = 3 scaling. The boson propagator in the regime where Landau damping dominates is given by
In 50 we have constructed a scaling theory for this problem including the running BCS
coupling. There, we found the following RG equations
where µ is the RG energy scale, and α = g 2 /(12π 2 ). This system admits a non-Fermi liquid fixed point 46,50 ,
that is perturbatively controlled at small and large N . An important property of the model is that there is no restriction on N ; this will not be the case of the vector large N limit briefly discussed in §V A. Furthermore, the BCS beta function was found to be
We recognize the similarity with (II.26), and we will demonstrate shortly that both are in fact the same.
The quantum contributions of the NFL fixed point appear in the tree level and anomalous dimension terms of (IV.6). For N 1, NFL effects are small, and the dynamics is very similar to the color superconductor of 20 . However, as N is increased, the quasiparticles become more incoherent, pair-breaking effects increase, and superconductivity tends to disappear. Eventually, superconductivity is completely extinguished through a BKT-like transition, and for large N the system reaches a new quantum critical regime with constant BCS coupling. Our goal here is to capture these effects from the SDE approach.
B. SDE equations
Let us study the non-Fermi liquids (IV.1) in terms of the SDE approach. It will be shown that the resulting gap equation is in agreement with the RG approach.
The SDE equations are more transparently derived in terms of bare couplings. We will distinguish these from the running RG couplings by using a subindex '0'. For simplicity, the bare 4-Fermi coupling is chosen to vanish; the bare Yukawa coupling and velocity are denoted by g 0 and v 0 .
The derivation proceeds as in §III B. The fermionic Lagrangian is (III.3), with additional contractions of flavor SU (N ) indices. For our purpose, it will be sufficient to consider a very symmetric symmetry breaking pattern, where ∆ ij is proportional to the symplectic matrix
, and N is even. At large N , the two components of (III.4) then reduce to
A crucial point is that the diagrams contributing to Z(p) are planar, while the contributions to the gap are nonplanar in the SU (N ) theory, and hence suppressed by 1/N . This will enhance non-Fermi liquid effects on the low energy dynamics.
Finally, let us note an important property of (IV.7) which will simplify the following analysis. Due to the z = 3 scaling of the boson momentum, the dependence of D(p − q) on q ⊥ can be neglected. The integrals over q ⊥ and q then factorize between the boson and fermion lines. Quantum corrections are then controlled by the integral of the boson propagator over the tangential Fermi surface directions,
Similar power-law kernels arise in various other models, and our conclusions will also hold for them as long as remains small. The linearized Eliashberg equations are again given by (II.5). One can immediately compute the wavefunction factor:
valid at small and for |p 0 | > ∆ * .
Therefore, the NFL model with the kernel (IV.8) falls into the class of systems studied in §II, and we can directly apply those results. Implementing the local approximation, and changing variables to
obtains the differential equation for the gap
In terms of these variables, the physical gap corresponds to x * defined by
This makes manifest that the only dependence on 3α 0 / is in the overall factor, while x * depends only on g 1 . The UV boundary condition (II.19) reads We can now apply the proposed relation between variables in §II C:
One can verify that the BCS beta function and Eliashberg equations of this system are indeed equivalent under this identification: 16) Note that at the physical gap,∆ (x * ) = 0, leading to the instability λ → ∞. In this way,
we have established the equivalence between the Eliashberg and RG formulas for NFLs. It remains to verify the validity of the local approximation, to which we turn next.
C. Numerical analysis
The last step to establish the equivalence between the gap and RG approaches is to
show that the approximations leading to the differential equation (IV.11) are valid. The underlying physical assumption that needs to be tested is whether the energy-scale locality of the RG is preserved by the integral gap equation. We will do this numerically, as we have not been able to solve the integral equation analytically. Ref. [52] found evidence for nonlocalities, but our results show no sign of them, and an excellent agreement between the RG and Eliashberg results.
More specifically, we demonstrate that the solutions to (IV.11) satisfy the linearized Eliashberg equation (II.5), which in terms of the x variable can be written as
(IV.17)
To make the numerics comparison concrete, we specify a finite UV cutoff x Λ < 0. It enters the Eliashberg equation as a lower-cutoff for the x integral; for the differential equation it imposes the boundary condition∆
There are two linearly independent hypergeometric solutions to (IV.11), and a general solution can be written as a linear combination:
Recall that the overall scale is not fixed in the linearized approximation. For a given UV cutoff x Λ and g 1 , we first compute the numerical coefficient C Λ by imposing the UV boundary condition (IV.18). This turns out to be exponentially small in |x Λ |, with the hypergeometric term already satisfying (IV.18) to a very good approximation. The physical gap x * is then obtained by solving∆ dif (x * ) = 0. For our purpose here, we found it more convenient to solve the differential system numerically; (IV.19) will be useful to understand NFL effects below.
(IV.20)
Equality between the two in the range x Λ ≤ x ≤ x * indicates that the Eliashberg equation is fully satisfied. In Fig. 6 we show one example of such numerical comparison, and conclude that the differential equation captures the full solution to the integral Eliashberg equation
to very good precision. This completes our analysis of the relation between the RG and Eliashberg approaches. 
V. INTERPLAY BETWEEN SUPERCONDUCTIVITY AND QUANTUM

CRITICALITY
In this last section we consider some consequences and applications of our results. We explore NFL effects on superconductivity; there is a BKT-like transition through which superconductivity is destroyed, and the system transitions to a quantum critical state with finite BCS interaction. We also discuss some applications of this to the normal state of unconventional metals.
A. NFL effects on superconductivity
Let us explore NFL effects on the superconducting parameter using the results from the Eliashberg equations. From the differential equation approach, the general solution takes the form (IV.19). In the limit x Λ → −∞, C Λ → 0, we have that
Using a few identities among hypergeometric functions, we deduce the condition for the physical gap
where P l is the associated Legendre polynomial. Clearly, pair-breaking contributions become strong as g 1 → 1/4.
We now argue that∆ vanishes via an infinite order transition at g 1 = 1/4. For this, expand (V.2) in small δ g = g 1 − 1/4 1, with e x * 1:
One can then solve for x * :
where n is a positive integer. The physical gap corresponds to the first such solution encountered coming from x Λ < 0, namely n = 1. Relating x * back to the physical frequency, we conclude that near the transition g 1 = 1/4, the gap vanishes like:
Therefore, as g 1 → 1/4, the SC gap vanishes through a BKT-type phase transition. For completeness, we also confirmed numerically the behavior of (V.4) for finite UV cutoff x Λ , finding very good agreement with the result corresponding to infinite UV cutoff.
Let us summarize the behavior we have found. It is also interesting to ask whether it is possible to have large NFL effects in a vector large N limit, where the boson is a singlet of the SU (N ) global symmetry (instead of being in the adjoint), and the fermion is still in the fundamental representation [16] [17] [18] 32, 35 . The main difference with the matrix large N limit that we have studied here is that now the fermion anomalous dimension is a 1/N effect. The resulting RG equations have a similar structure as in IV.5 but with a very different N dependence -as a result, the fixed point now occurs for a coupling α * ∼ N . Thus, the vector large N limit probes a rather different asymptotic behavior, which is perturbatively accessible only when N 1. This is to be contrasted with the matrix large N , where the only requirement is that , 1/N 1 separately, while their ratio N can be arbitrary. Such a regime cannot be controllably accessed in the vector large N model. From the analysis of the RG equations, one finds that for energies p 0 M D , there are two emergent scales, one associated with the development of superconductivity and the other associated with non-Fermi liquid behavior, We propose that this regime can be used as a theoretical model to understand some of the properties of unconventional metals. The main motivation for this is that it provides a framework for studying quantum criticality in a controlled way, with the scale invariant fixed point prevailing over the superconducting instability. While the large N approach, needed to make the analysis controlled, is unlikely to apply directly to any condensed matter system, it is natural to speculate that the solutions obtained this way may still bear resemblance to experiments. The most robust aspect of our analysis is that the QCP occurs at a finite value of the BCS coupling. This is to be contrasted to a Fermi liquid, where the BCS coupling is either zero (for repulsive interactions), or diverges, signaling a superconducting instability for the attractive case. shown to capture all the expected quantum effects. The condition of energy locality for the gap equation has to be checked for specific models; here we verified it numerically for phonon-mediated superconductivity, and for non-Fermi liquids near their critical dimension.
In this way, we established the full equivalence between the Eliashberg and RG predictions.
We applied this to the electron-phonon system, and to non-Fermi liquids near symmetry breaking transitions. In both cases, our approach revealed new aspects in their dynamics, such as the gap behavior at moderate couplings in the electron-phonon case, and the BKT transition and quantum critical regime for the NFLs.
Let us end by suggesting directions of future investigation. Our analysis was done at the linearized level and at T = 0; it will be important to extend this to finite temperature and to include nonlinear effects from the gap. We expect that both extensions will bring in new effects, some of which have already been reported; see 52, 62 . Another theoretical development would be to extend our present analysis to systems where there is no factorization of the momentum integrals in the Eliashberg equations -this is also relevant for working at finite temperature.
It is an open question whether for this case the SDE and RG equations are compatible.
Finally, it will be interesting to analyze the phenomenological consequences of this class of models, including transport and finite temperature observables. Even though our analysis was performed at large N , we expect that some of the broad features (BKT scaling, critical point with finite BCS scaling) can survive for a small number of flavors. In particular, for the relevant case of two-dimensional systems ( = 1), already with a small number of flavors we expect to be close to N ∼ 1 where incoherent effects on SC become important.
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