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ABSTRACT
A mainly spectral code along with domain-decomposition, a combination that is 
not widely in use in complex problems, has been developed for the solution of the 3-D 
unsteady incompressible Navier-Stokes equations. The code uses fully spectral or a 
combination of spectral-collocation and finite difference approximations and a 3-step 
splitting time-marching scheme. The developed Poisson solver utilizes matrix 
diagonalization and incorporates a direct sub-structuring method based on the influence 
matrix technique. As a first step, laminar and turbulent confined flows were simulated, 
initially with DNS. then with LES. using a modified Smagorinksi model. The domain- 
decomposition technique and parallel implementation were tested on the Poisson solver. 
The study focused on fluid flow phenomena and did not involve chemical reactions. We 
compared our calculations with numerical experiments performed on turbulent developed 
channel and pipe flow at Ret=180. Annular flow, interesting but less popular, was also 
simulated. Finally we attempted to approach the problem of pipe flow with sudden 
expansion (confined jet) at low and moderate Reynolds numbers to investigate the ability 
of the code to handle complex geometries.
v
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CHAPTER 1. INTRODUCTION
1.1 Motivation - Objectives
The long-term objective of the project is to develop and validate an accurate and 
efficient Direct Numerical - Large Eddy Simulation code (DNS-LES). for the study of 
unsteady, incompressible, turbulent flow inside complex geometries. Confined flows 
such as coaxial, can type, gas turbine spray combustor geometries are of particular 
interest to us.
To this end the code under development must first be validated against simpler 
and known flow cases. Issues such as accurate representation of turbulence, solution of 
the equations in a complex domain, application of special boundary conditions, and relief 
of heavy memorv/time requirements through parallelization should be addressed.
Channel flow provides an initial test-bed for time-scheme validation and accurate 
turbulence representation since its simulation lacks inherent mathematical difficulties. 
The incorporation of an LES sub-grid scale model into the algorithm should also be 
tested. In order to be able to apply our algorithm to combustor geometries, however, the 
same performance must be demonstrated in pipe and annular flows, for which special 
techniques must be developed to bypass singularities and spurious behavior. Implicit 
parts of the algorithm must be thoroughly tested in complex geometries, since sending 
information throughout a complex domain simultaneously is a challenging task and the 
performance of an implicit solver is essential for the stability of any code. An efficient 
and accurate method must be implemented to accomplish that. Finally all of the above 
should be integrated and tested in a complex cylindrical geometry.
1
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1.2 Literature
The solution of the Navier-Stokes equations, which describe fluid motion, has 
always been the focus of theoretical interest. But solving the full set of equations in 
multi-dimensional geometries for unsteady, not necessarily incompressible and. perhaps, 
reacting flows was merely wishful thinking, until the rapidly growing computer power 
bore the hope that such an attempt would not be fruitless. It provided a platform on which 
numerical methods were developed to attack physical problems requiring intensive 
calculations. Partial differential equations can now be replaced by algebraic 
approximations applied at discrete mesh points.
Laminar flows are well adapted to near-exact simulation. Turbulent flows 
however can be computed accurately at very low Reynolds numbers but only 
approximately at higher values, using a variety of turbulence-modeling assumptions. 
These flows contain a wide range of length scales, bounded above by the geometric 
dimensions of the flow and below by the dissipating action of the molecular viscosity. 
This lower "microscopic" limit, the length scale of the smallest eddies is commonly 
known as the Kolmogorov scale of the flow. A corresponding time-scale also exists. To 
perform Direct Numerical Simulations (DNS) means to approximate the equations on a 
very fine mesh, resolving all scales down to the viscous, Kolmogorov scale. Of course, 
even today's powerful computers exhibit memory-size and speed limitations, sometimes 
incompatible with the required space and time resolution. A strong alternative is the use 
of Large Eddy Simulations (LES). The name reflects the essence. Whereas large-scale 
flow structures are calculated explicitly, small-scale processes, taking place beyond the 
limits of numerical resolution, are parametrized by using models of various degrees of
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complexity. These models are called Sub-Grid-Scale (SGS) models. This denotes the 
difference between LES and the conventional Reynolds Averaged Numerical Simulations 
(RANS). In LES the definition of a small scale is related to the grid size, in RANS to the 
integral scale. LES is more expensive than RANS but generally more accurate, while 
they are both much less expensive than DNS.
The algebraic approximation of a partial differential equation can be 
accomplished via different ways, such as the finite difference approach and its spectral 
Galerkin and collocation counterparts, where models of the partial derivatives o f the 
functions are constructed on the computational mesh. In contrast, one can model the 
functions themselves using finite element and spectral element techniques.
The nature of the flow often dictates the path one must follow to successfully 
complete Navier-Stokes numerical simulations. We are faced with a lot of choices, such 
as coordinate system selection, method o f formulation, method of spatial and temporal 
discretization, choice of dependent variables, grid selection, solution techniques 
(especially for implicit treatments) and simulation of boundary conditions. The overview 
that follows presents the different choices that researchers have made to describe similar 
types of flow.
The common test-beds for all these methods found in DNS (and LES) literature 
have always been building block flows, simple problems such as forced and decaying 
isotropic turbulence, boundary layers, temporally/spatially evolving mixing layers and 
fully developed turbulent channel flow. Since we are primarily interested in internal, wall 
bounded flows (channel, duct, annular, pipe, can-type combustors) progress in all the 
above areas is not going to be reviewed here. An excellent, although not so recent, review
3
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of the application of DNS and their achievements is given by Reynolds (1990). It briefly 
covers areas such as turbulence structure, experiments, turbulence modeling, 
compressibility effects, chemically reacting flows, applications of practical interest, 
turbulence control and two-point closures. Similarly, the proceedings o f the International 
Workshop on LES of Complex Engineering and Geophysical Rows, edited by Galperin 
and Orszag (1993) provides the status of LES as of 1992. Recent developments can be 
found in papers of Ferziger (1996). Lesieur & Metais (1996). Moin (1997). Piomelli 
(1998). Hussaini (1998), Fureby (1998) and Jimenez & Moser (1998).
Orszag & Kells (1980) first used spectral methods to simulate (DNS) transition to 
turbulence in plane Poiseuille and Couette flow, along with a 3-step fractional approach. 
The first step results in an intermediate velocity inviscid field. Then, incompressibility is 
imposed resulting in a Poisson equation for the pressure, which can be replaced with a 
normal velocity one. to avoid solving with non-unique boundary conditions. It is worth 
noting, however that this is possible only in the Cartesian coordinate system. At last, the 
viscous terms are included, but the resulting field is non-divergence-free. The treatment 
of the non-linear terms was semi-implicit. Crank-Nicholson/Adams-Bashforth. but in 
1983 they repeated the study of channel flow with an explicit scheme for the convective 
terms (Adams-Bashforth). The grid used was (32.33,32) while the Reynolds number 
ranged from 1500 to 5000. The finite amplitude disturbances used to perturb the flow 
were two and three-dimensional eigen-functions of the Orr-Sommerfeld equation. They 
found that 3-D effects produced strong inflexional velocity profiles that eventually broke 
down to turbulence, for Reynolds numbers as low as 1000. but 2-D disturbances seemed 
powerless at Reynolds numbers below 3000. They also noted the higher spatial and
4
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temporal resolution required by transition flows relative to fully developed flows. 
Interestingly enough, they reported that the accuracy requirements (at least for transition 
simulations) were more severe in the homogeneous directions rather than the normal one. 
especially when the latter is represented by Chebychev polynomials with fine near-wall 
resolution.
Somewhat different was the approach reported that year by Moin & Kim (1980). 
They. too. used a pseudo-spectral approximation, Fourier and Chebychev representation, 
but they replaced the normal velocity Poisson equation with the continuity equation. 
Their temporal advancement was not fractional and the non-linear terms were discretized 
with the Adams-Bashforth scheme, while the diffusive terms with the Crank-Nicholson 
scheme. The resulting system of four equations, transformed in Fourier and Chebyshev 
space, was solved with homogeneous boundary conditions for the velocity field. Again, 
this can only be accomplished in Cartesian geometries. The method was implemented on 
a simple problem of perturbed channel laminar flow at Reynolds 100 and a grid of 
(16.9.8).
The stability of pipe flow subject to axisymmetric disturbances was studied by 
Patera & Orszag (1981). using a DNS spectral code (Fourier. Chebychev) and a 3-step 
fractional method. The Reynolds number ranged between 500 and 4000 and the 
maximum grid used was (64.8). The solution of the Poisson equation was performed via 
matrix diagonalization. There was no evidence o f finite-amplitude equilibrium at the 
wave numbers investigated. All perturbations decayed on a time scale smaller than the 
viscous. In some cases decay was obtained where amplitude expansion perturbation 
techniques predicted equilibrium. Orszag & Patera (1983) extended their DNS analysis to
5
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3-D plane Poiseuille and Couette flows, using the same spatial and temporal 
approximations, to study secondary instability, induced by infinitesimal 3-D disturbances. 
At Reynolds numbers of the same range as before the maximum grid used in secondary 
instability calculations was (32.65.32). It was shown that 2-D finite-amplitude waves 
were exponentially unstable to infinitesimal 3-D disturbances. The 2-D wave assists the 
transfer of energy from the mean flow to the 3-D perturbation rather than directly 
providing the energy itself. The instability is of an inviscid nature, non-centrifugal and 
grows on convective time-scales. It requires that a threshold of the 2-D wave amplitude 
be achieved but its growth rate is insensitive to that amplitude. The critical Reynolds 
number for 3-D growth was verified to be around 1000 for plane flows while it reaches 
several thousands for pipe Poiseuille flow.
.Vloin & Kim (1982) returned to turbulent channel flow simulations this time to 
perform LES at a much higher Reynolds number (13.800) on a much finer grid
(64.63.128). The semi-implicit scheme and solution technique of 1980 (first appeared in 
Moin et al.. 1978. Kim & Moin. 1979) were used, implicitly treating the terms arising by 
the implementation of the SGS model. The latter was the famous Smagorinsky model, 
with a modification to account for the effect of those from the so-called near-wall 
"streaks", that reside in SGS motion on the mean velocity profile. The initial flow field 
used was derived from the final flow field o f 1979. As experiments earlier indicated, they 
confirmed that the flow pattern in the wall region was characterized by coherent 
structures of low/high speed streaks alternating in the span-wise direction. The stream- 
wise fluctuations near the wall are caused by high-speed fluid elements coming from 
adjacent layers, while the splatting effect leads to large vorticity amplitudes and triggers
6
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energy transfer from the normal component o f the turbulent kinetic energy to the 
horizontal components.
Probably the most respected and well known DNS study of channel flow at 
ReT=I80 was reported by Kim, Moin & Moser (1987). A spectral code, Fourier series in 
the homogeneous directions and Chebychev approximation in the cross-stream direction, 
was used on a large grid (192.129,160). A modification of the semi-implicit scheme 
presented in 1982 was used for the normal component of vorticity and implicit 
Chebychev-Galerkin method for the fourth order equation for the normal component of 
velocity. The initial flow field was generated by interpolation of the field obtained in 
1982. Except for the mean flow properties, which are in good agreement with 
experiments, the rest of the results showed consistent discrepancies. Turbulent intensities 
and especially shear stresses were lower than the measured values, while vorticity 
fluctuations were higher than the experimental values. They attributed these differences 
to the wall-shear velocity measurement, therefore a problem of data scaling and the 
experimental channel used, for which they argued that it was rather short to reach fully 
developed flow in the test section.
As a continuation of the work of Kim. Moin and Moser (1987) two higher 
Reynolds number channel simulations have been performed and new simulations for the 
original Rer=I80 were conducted in the following years and presented in 1999 by Moser, 
Kim and Mansour. A spectral code. Fourier series in the homogeneous directions and 
Chebychev approximation in the cross-stream direction, was used on a grid of
(128.129.128) points at Ret=180. (256,193.192) at Ret=395 and (384,257,384) at 
Re-=590. This time a 3rd order Runge-Kutta scheme was used for the time advancing of
7
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the non-linear terms and the pressure gradient was adjusted to maintain a constant mass 
flux. They reported that the mean profiles do not follow a true log law, but do not exactly 
obey a power law either, as Wosnik, Castillo and George (2000) suggested. Furthermore 
they examined whether production and dissipation of turbulent kinetic energy are 
balanced in the log region, but no conclusion could be reached for higher Re. Finally the 
rms velocity profiles showed both qualitative and quantitative variations with increasing 
Re.
Results of plane turbulent boundary layer calculations were reported by Spalart 
(1988) using a DNS spectral code on a very large grid. More specifically the Reynolds 
number, based on the displacement thickness ranged between 500 and 2000. while 
maximum grid size was (432.80.320). His code was fully spectral in space, with Fourier 
approximation in the stream-wise and span-wise directions and Jacobi exponential 
mapping for the semi-infinite wall-normal direction (Chebychev polynomials can also be 
mapped to handle such domains). Time advancement was achieved via a second order 
Runge-Kutta scheme for the transport term and Crank-Nicholson for the Stokes terms. In 
general the agreement with experiments and the log-law were good. The major find of his 
study was that the normal Reynolds stresses, normalized by viscosity and friction 
velocity, did not collapse near the wall, and neither did the pressure and vorticity 
intensities. On the contrary they tend to increase with Reynolds number.
Rai & Moin (1991) preferred to use high order finite difference schemes in their 
DNS code. They simulated transition and turbulence in a spatially evolving boundary 
layer. Using a multiple-zone grid representation for the three distinct regions of the flow 
(laminar, transition, turbulent), with a total number of points around 17 million, they
8
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resolved the flow over a plate out to a length with local Reynolds number of 1.200.000. 
Transition occurred at 250,000 with fully turbulent flow observed at 650.000. The spatial 
discretization technique involved upwind-biased differences for the convective terms, 
central differences for the viscous terms and an iterative implicit time integration scheme. 
The results indicated the ability of the code to capture the essential characteristics of 
transition. It was found, though, that using their scheme, a factor-of-two refinement in the 
steam-wise and span-wise directions might be required for accurate channel transition 
flow simulations. This is of course a much more severe requirement than the 
corresponding restriction reported by Orszag & Kells (1980) for their spectral code 
confirming the improved accuracy spectral approximations can deliver.
Square duct geometry DNS calculations performed by Gavrilakis (1992) at a low 
Reynolds number. He used a fractional step method and a second order finite difference 
scheme on a grid of around 16 million nodes. He provided a detailed description of the 
mean flow in the transverse plane and turbulence statistics along the wall bisector, but did 
not report the mechanisms responsible for the com er effects.
Huser & Biringen (1993) used fifth order upwind-biased schemes in their square 
duct DNS code for the non-linear terms. A 2-step time-scheme was used, where the 
momentum equations are solved during the first step and the pressure Poisson in the 
second, along with a Runge-Kutta formulation on a (96.101,101) staggered mesh. At the 
friction velocity Reynolds number of 600 results are in qualitative agreement with 
experiments. The near-wall and comer features of the flow field as well as the 
mechanisms responsible for the generation of stress-driven secondary flow were studied 
and explanations for these effects were proposed.
9
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Next Piomelli (1993) performed LES in channel flow using the Dynamic Model 
at moderate and high friction velocity Reynolds numbers, ranging from 200 to 2000. 
Despite the coarse near-wall resolution (64.81.80) the conventional no-slip condition was 
used on the walls. Both first and second order statistics were predicted accurately enough.
Montgomery. Cosaly & Riley (1993) reported DNS results o f hydrogen-oxvgen 
combustion using a parallel-equilibrium-chemistry scheme in 3-D. constant density, 
decaying, isotropic turbulence. They used pseudospectral approximations with an explicit 
Adams-Bashforth time stepping. The nozzle Reynolds number was 17.000 but no 
information on the grid used is available. The results were compared with predictions of 
the Conditional Moment Closure model, which gave good results for all quantities of 
interest when the conditionally averaged dissipation was used, but not with the non­
conditioned dissipation, which fails to predict the reaction rate. Its behavior, though, is 
expected to improve for higher Reynolds numbers.
Calculations in square duct geometry also performed by Balaras & Benocci 
(1994) at a moderate (4410) and a high (42.000) Reynolds number, with the Dynamic 
SGS model and an improved wall boundary condition. The Dynamic model observed to 
yield improved results compared with the Smagorinksy model, and the wall boundary 
condition was found to be more accurate than other existing models of this kind.
Eggels et al. (1994) reported experimental and DNS calculations in fully 
developed pipe flow at R e^lSO  on a (96.128.256) grid. They used finite volume 
representation on a staggered grid configuration. To relax the stability-imposed time-step 
restriction, only terms containing derivatives in the azimuthal direction were treated 
implicitly, via Euler-backward for the convective and Crank-Nicholson for the diffusive.
10
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The remaining terms were treated explicitly, using the Euler-forward for the convective 
and the leap-frog for the diffusive terms. Their results were in excellent agreement with 
their Laser-Doppler Velocimetry (LDV) and Hot Wire Anemometry (HWA) 
experiments. It is noted, however, that their initial velocity field was generated by 
interpolation of the experimentally produced one with random perturbations. Comparing 
with results obtained from turbulent channel flow simulations (Kim, Moin. Moser 
(1987)) they confirmed that the mean velocity profile did not follow the law of the wall 
near the centerline, in contrast to the channel flow. Moreover, the skewness factor of the 
radial velocity fluctuations differed in the pipe flow. This, along with the energy budgets, 
denotes the different nature of the splatting mechanism between plane and curved walls. 
The rest of the statistical quantities seemed to be similar in both geometries.
Toonder and Nieuwstadt (1997) performed two-dimensional LDV measurements 
in a turbulent pipe flow, thus continuing the previous work. Three additional sets of data 
came to complement that at Rer=180, this time at 315, 520 and 690. This study verified 
the observation of Moser et al. (1999) for channel flow that turbulent statistics are 
Reynolds number dependent. The variations reported are more obvious for the first two 
moments of the velocity field.
A parallel study of turbulent pipe flow with and without rotation was carried out 
by Orlandi and Fatica (1997). Although this study focuses on the effects of rotation to the 
flow field, a comparison with the results of Eggels et al. (1994) was made at the same 
Reynolds number. Their code utilizes 2nd order finite differences for both viscous and 
convective terms along with the fractional step method of Rai and Moin (1991). They 
used a grid of (48.128.128) points and were in good agreement with the previously
II
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reported results. They concluded, therefore, that low-order finite differences on coarse 
grids can be sufficient to sustain turbulence. They claim that the large amount of attention 
to developing sub-grid models for LES simulations with finite differences is justified. 
They note, however, that these approximations show a strong interaction between 
numerical and sub-grid dissipation. Another study by Quadrio and Sibilla (2000). using 
the same code with a grid of (97.129.257) this time for oscillating turbulent pipe flow at 
the same Reynolds number again produced comparable results with the previous two 
studies. They argued, however, that even at this Re. a domain length of 10 R (as the one 
used by Eggels) is not enough to resolve the larger-scale motions in turbulent pipe flow. 
They chose therefore 15 R for their domain length.
In 1998 Kim and Adrian reported experimental results of turbulent pipe flow at 
Re: of 530. 990 and 1590. Their major find was that there exist stream-wise energetic 
modes with wave lengths between 2 and 14 radii, which they claim to be an 
underestimation due to the statistical technique used. Therefore they. too. urge for longer 
computational domains than what has been accepted so far.
Measurements of the mean flow velocity profile and pressure drop were 
performed in a fully developed, smooth pipe flow for Reynolds numbers between 31 103 
and 35 ICf by Zagarola and Smits (1998). The analysis of the mean velocity profile 
indicated two overlap regions, one for 60<y^<500 or 0.15Ret. which follows a power law 
and alog law region of 600<y~<0.07ReT. A new theory was developed to explain the 
scaling in both overlap regions. A proposed velocity scale to normalize velocity profiles 
in the outer region was found to agree better than the currently used friction velocity 
scale. The scaling parameters used approach constant numbers at high Reynolds
12
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numbers. In a related study Wosnik et al. (2000) proposed a theory for fully developed 
turbulent pipe and channel flows to include the effects of finite Reynolds number. The 
experimental data from the super-pipe experiment and DNS of channel flow were 
examined and shown to be in agreement with the proposed theory over a range of 
180<Re:<5.3 103. All scaling parameters are asymptotically constant, but the Reynolds 
number dependence diminishes slowly and the asymptotic values are valid only when 
Ret» l 0 \  These theories can be used to validate high Reynolds number DNS and LES 
results, which in turn are used as feedback for the developing of improved analytical 
relations to describe the turbulent boundary layer behavior.
A 2-step fractional time-scheme along with finite differences on a collocated grid 
configuration was used by Pointel (1995) in turbulent channel flow’ DNS. He used 
Adams-Bashforth representation for the convective terms and Crank-Nicholson for the 
diffusive, while the Poisson equation was tested with three different procedures, matrix 
diagonalization. ADI and 2-D FFT/Gaussian elimination, with the first yielding the 
optimum performance. Spatial discretization investigation included both third and fifth 
order formulations for the non-linear terms on both staggered and collocated meshes. The 
Laplacian operator in the diffusive terms and the pressure Poisson was represented by 
applying second order finite differencing of the divergence operator on the fourth order 
accurate formulation of the gradient operator. Friction velocity Reynolds number was 
again 180 and the grid size was (64.32.128). Given the coarse grid, results were in fair 
agreement with previous studies.
Unsteady tube flow over an expansion was studied in detail by Pedrizzetti (1996). 
The geometry and conditions corresponded to a post-surgical medical scenario. The
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axisymmetric Navier-Stokes equations in their G)-\y formulation were solved on a 
(32.192) grid using the famous Arakawa scheme presented in 1966 (Mesinger & 
Arakawa. 1976). This scheme guarantees conservation of energy, circulation and 
enstrophy in the limit of vanishing viscosity. Time advancing was performed by a third 
order Runge-Kutta scheme.
Akselvol & Moin (1995) studied the flow over a backward-facing step using three 
different SGS models, a simple Smagorinsky model, the Dynamic Model and the 
Dynamic Localization Model, observing no appreciable differences. More specifically, it 
was shown that the total dissipation was the same in all cases, and that, although the SGS 
contribution to dissipation was 807c. the corresponding contribution to turbulent shear 
stress was less than 10%. Finally the flow downstream of the step is very sensitive to the 
upstream conditions and generated inflow profiles based on random numbers are not 
applicable to low Reynolds number LES. Their code used finite volumes and a third 
order Runge-Kutta temporal advancing technique. Diffusive terms were treated implicitly 
and convective explicitly, with the exception of the normal direction, where both 
convective and diffusive terms were treated implicitly. This produced a non-linear 
equation in that direction which had to be linearized to second order accuracy. The 
procedure involves solution of the momentum equations for an intermediate velocity 
field, the normal momentum equation being first. In order to solve for the other two the 
same boundary conditions intended for the correct velocity field are used for the 
intermediate field, since the latter is a second order approximation of the former. 
Incompressibility is introduced to obtain a Poisson equation for the pseudo-pressure and 
that result is used in the final step to yield the velocity field. Next. DNS (68,128.256) and
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LES (38.64.32) calculations of pipe flow were performed. The agreement with the 
numerical simulations o f Eggels et al. and experiments was very good, although the LES 
over-predicted the mean velocity profile and. consequently, under-predicted the friction 
coefficient. Radial and azimuthal turbulent intensities also showed deviations between 
DNS-LES. They also completed a large eddy simulation study of the non-swirling, 
isothermal coaxial jet-combustor flow, varying the grid size in all directions arriving at 
the optimum (from a trade-off point of view) resolution of (76.128,215). This time their 
temporal scheme was different. Since the requirement of implicit treatment of all radial 
and azimuthal terms would lead to a set of coupled non-linear equations, they split the 
domain in two parts. In the core region, around the centerline, only the azimuthal terms 
were treated implicitly, while in the outer region, close to the wall, all radial terms were 
treated implicitly. This trick resulted in only one non-linear equation at a time and their 
previous discretization was then applicable. Moreover, since the backward facing step 
calculations revealed the failure o f the random number inflow method, the inlet 
conditions to the combustors were generated by a simultaneously running pipe flow case. 
They included a passive scalar to investigate mixing between the central and annular jets 
and validate their results against the experiments ran by Roquemore et al. in 1991. Their 
findings agree with the suggestion of the escaping fuel pockets through the flame and into 
the re-circulation zone, attaching a lifted flame in a fuel-lean environment. A CFD model 
based on RANS and k-E model was also used by Roquemore to simulate the flow inside a 
gas-fueled research combustor, in order to investigate the physics behind lean blow out. 
The simple global chemical reaction scheme and the approximate boundary conditions 
used on the walls and inlet (parabolic profile) lead only to qualitative agreement of the
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steady-state results with experiments. The latter revealed that the combustor seems to 
operate in two distinct modes, fuel-rich and fuel-lean. Although the phenomenon 
associated with lean blow out is highly transient, on the average, the first state is 
characterized by an attached flame with occasional lift-off. while the second, by a lifted 
flame with occasional flash-backs and re-attachments. They also proposed that unbumed 
fuel could escape through pockets in the flame into the recirculation zone. The fuel 
concentration in the zone might at times be too low to support the flame at the base of the 
burner and therefore have a temporary lift-off. A small fuel-jet recirculation zone was 
also reported to be forming at the fuel je t exit, due to the considerable difference between 
air and fuel flow rates. The small mass-flow of the fuel je t is not sufficient to satisfy the 
entrainment requirement of the expanding air jet causing the air to be entrained back into 
its own jet. Combustion is not supported in this recirculation zone because the mixture is 
too fuel-rich.
A follow-up by Pierce & Moin (1998) incorporated the effects of swirl and heat 
release (fast chemistry). A modified Dynamic Model was used compatible with the 
variable density LES formulation required. The SGS mixture fraction was modeled by an 
assumed PDF. Results showed that heat release reduces mixing and accelerates the flow. 
They also observed increased sensitivity of the flow to downstream boundary conditions.
Recently Meneveau and Katz reviewed developments and performance of SGS 
models used in LES. presenting comparisons and results obtained in the course of the last 
decade. The study included models such as the Smagorinski model, the Dynamic model, 
the Similarity model and the Non-Linear model. The Smagorinski model is considered as 
a pure eddy viscosity model. It assumes that sub-grid stresses are perfectly correlated to
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the strain through a (scalar) eddy viscosity, which depends on the resolved strain-rate 
tensor and a length scale, along with a proportionality factor, known as the Smagorinski 
coefficient. Under the assumption that production equals dissipation in the inertial range 
this coefficient becomes scale-invariant. The Dynamic model uses the resolved-scale 
stresses to measure the model coefficient during the simulation, avoiding the need to 
prescribe or tune it. Thus the coefficient becomes a scalar field. In the Similarity model 
the whole sub-grid velocity field is assumed to be similar to the resolved field. Due to 
inadequate energy dissipation it was suggested to combine it with a dissipative 
Smagorinski term, which resulted in the so-called mixed model. To reduce overhead from 
secondary filterings the velocity field can be expanded in a Taylor series and the filtering 
can be performed analytically. This derivative of the mixed model is called Non-linear or 
Gradient model. Finally another model worth noting is the Re-Normalization Group 
theory model (RNG). proposed by Yakhot and Orszag in 1986. This model considers a 
fluid stirred by an external random force, which generates velocity fluctuations that obey 
the scaling laws of the inertial range of the original unforced system. Using the basic 
Navier-Stokes equations with the random force term they can systematically eliminate 
small scales and calculate the re-normalized transport coefficients.
A 1997 performance comparison by Vreman et al. between SGS models is 
reported by Meneveau and Katz. The comparison between comprehensive LES results of 
temporary developing mixing layer and the corresponding filtered DNS predictions 
revealed that mixed models yield improved results over the pure eddy viscosity or 
similarity models. In particular the dynamic mixed model seemed to have yield the best 
results in terms of energy considerations (total kinetic, dissipation, spectrum, back-
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scatter) and stress and vorticity predictions. Another study by Sarghini et al. in 1999 
confirms that the dynamic procedure or an additional similarity term (mixed model) 
improve predictions of eddy viscosity models. In contrast, a similar comparison study by 
Akselvol and Moin between the Smagorinski model and the dynamic model for turbulent 
back-facing step revealed no appreciable differences. The relative superiority of the 
dynamic models prompted Jimenez and Moser in 1998 to try and identify the reasons for 
their success and the limitations in their application. They showed that these models owe 
their good behavior to their robustness to errors, in the sense that the sensor for the 
adjustment of the eddy viscosity coefficient responds to the accumulation of energy in the 
high wave-numbers of the spectrum before it contaminates the energy containing range. 
They also showed that despite poor sub-grid term prediction, if the dissipation part is well 
predicted large-scale statistics of the real turbulence can be correctly reproduced. They 
noted that no model can accurately predict simultaneously the stresses and the energy 
spectrum. Since the models are usually tuned to predict the spectrum the stresses suffer 
from underestimation. This introduces limits to the spatial resolution required to 
reproduce the sub-grid stresses. In a similar 1998 study Furebv touches on the boundary 
condition problem especially in complex geometries. He suggests ways of modeling 
inflow boundary conditions, notes that it is very difficult to correctly model outflow 
conditions and comments on the various approaches used for solid walls, such as wall 
functions and non-uniform grid distribution. All these studies concluded that the 
application of the scale-invariance concept has proven beneficial, although progress can 
still be made and many issues remain unresolved. Finally, we should note that another
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R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .
issue, still open for discussion, is the correct choice and properties of the applied filter 
(for the models that use an explicit one) and the corresponding length scale.
In the present study we introduce a mainly spectral code along with domain- 
decomposition. a combination that is not widely in use used in complex problems. 
Therefore, the code will eventually incorporate an SGS model, which will make LES 
possible. As a first step, laminar and turbulent confined flows are simulated, initially with 
DNS. then with LES. and the domain-decomposition technique and parallel 
implementation will be tested on the Poisson solver. The study will focus on fluid flow 
phenomena and will not involve chemical reactions. We will compare our calculations 
with the numerical experiments performed by Kim. Moin & Moser (1987) on channel 
flow and Eggels et al. (1994) on pipe flow. Then flow in annulus will be studied, a 
geometry not so popular as the two previously mentioned. Finally we will attempt to 
approach the problem of pipe flow with sudden expansion (confined jet) at low and 
moderate Reynolds numbers to investigate the ability of the code to handle complex 
geometries.
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CHAPTER 2. MATHEMATICAL AND NUMERICAL FORMULATION
2.1 Governing Equations
The equations used in DNS for 3-D, unsteady, incompressible flows are the Navier- 
Stokes equations for constant viscosity along with the continuity equation.
In the Cartesian coordinate system and in non-dimensional form these equations 
can be written as
We follow the commonly used notation: x-u or xi-ui to represent vector-quantities in the 
stream-wise direction, y-v or x;-u: in the cross-stream (wall/normal) direction, and z-w or 
X5-U1 in the span-wise direction.
In the cylindrical coordinate system (r. 0, z) velocity components are expressed as 
(ur. u0. u j  in the radial, azimuthal, and axial directions respectively. The equations take 
the form
(2. 1a)
V -v  = 0 (2. 1b)
(2.2a)
3U a  _
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Equation (2.2d) is a passive scalar equation. The variable f can be the mass 
fraction of fuel in air and Sc the Schmidt number, the ratio of the molecular viscosity of 
fuel to that of air.
2.2 Temporal Discretization
The choice of the temporal scheme is heavily influenced by its ability to perform 
well in 3-D flow simulations in cylindrical geometries, which are more challenging than 
Cartesian ones. The complexity of the governing equations leads to more elaborate 
splitting schemes Orszag & Patera in 1983 pointed that the successful use of a full-step 
method for 3-D cylindrical geometry has proven to be questionable. In addition the vector 
Laplacian in the viscous terms is not diagonal, that is the viscous terms in the r and 0 
equations are coupled.
2.2.1 Fractional Step Method
We use the well-established fractional step approach, a 3-D variation of the 
method described by Patera & Orszag (1981). This results in the following three-step 
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A second order explicit Adams-Bashforth scheme is used for the convective terms 
(C) in the first step. A variety o f ways exist to express the convective terms (see for 
example a compilation by Gresho, 1991). For turbulent cases and in combination with 
spectral methods the rotational form cox u proved to be more stable. The first step yields
an intermediate velocity.u. Incompressibility is imposed with the second step, which 
leads to a Poisson equation for the pressure. At this point, we have to emphasize that the 
term "pressure" does not refer to the real pressure of the flow, but rather to a pseudo­
pressure. linked to the real one through a compatibility condition. The new intermediate.
divergence-free velocities, u . are calculated from the "pressure” gradient using the Euler 
forward scheme, which is the weakest link of the method. Finally, a set of three Poisson 
equations, originating from the inclusion of the diffusive terms, is solved for the final 
velocities. This means that the final velocity field is not divergence-free, the deviation 
depending on the Reynolds number and the time-step. as Orszag & Kells (1980) also 
reported. The overall order of the scheme is less than second and limitations are imposed 
on the time-step selection (see also section 2.4). At this point we should emphasize that 
an alternative 2-step fractional method, where the first step uses a semi-implicit scheme 
to incorporate both the non-linear and diffusive terms, also does not result in a divergence 
free final flow field. Although in principle divergence values should be lower, they are 
still significant due to spatial discretization approximation errors (see Chorin. 1967). Kim 
& Moin. 1979. Moin. Reynolds & Ferziger. 1978. Pointel. 1995). In addition to that the 
use of no-slip conditions in that first step is questionable. Kim & Moin (1985) tried to 
bypass this problem by deriving the correct boundary conditions for the intermediate 
field, accurate to second order (avoiding the explicit calculation of pressure).
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All cases of interest to this study include at least one periodic direction, most of 
them being axi-symmetric. In case of developed turbulent flow two periodic directions 
exist, stream-wise and span-wise/azimuthal. It is practical (see also section 2.5) to 
represent the periodic direction dependence in spectral space. Therefore calculations for 
steps two and three are performed in spectral (Fourier) space, while for the explicit step 
representation is kept in physical space.
2.2.2 Application to Cylindrical Coordinate System
The problem of the non-diagonal vector Laplacian (which would lead to large 
matrix inversions if one were to solve the system of radial-azimuthal direction equations) 
is relatively simply solved. The equations in the third step can be de-coupled by applying 
an appropriate transformation, presented by Orszag & Patera (1983):
This trick results in two new variables for the radial and azimuthal equations in the third
step:
This can only work if the radial dependence is kept in physical-space representation and 
the azimuthal in spectral. Stream-wise representation has no effect on this transformation.
(new equation)r= (old equation)e+ i (old equation).
(new equation)e= (old equation)e- i (old equation).
(2.4)
Once we solve for the new variables the original ones can be retained through:
(2.5)
23
R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .
2.3 Spatial Discretization
The most accurate way of approximating solutions to partial differential equations 
is the use of spectral methods, that is, by expanding a variable and its derivatives in terms 
of an infinite sequence of orthogonal functions properly chosen. In practice a finite 
expansion of eigen-functions of a suitable Sturm-Liouville problem or a truncated 
sequence is sufficient to yield exceedingly good accuracy. For bounded directions 
Chebvshev or Legendre approximations are used. If periodic directions exist they are best 
treated with Fourier approximation. Surely there are various other methods such as the 
finite volume and the finite element methods but they yield higher error for the same grid 
size. The complexity of the geometric domain, however, can sometimes render the use of 
the latter methods necessary.
2.3.1 Fourier Spectral Approximation
W herever periodic directions exist, they are treated by discrete Fourier collocation 
expansion. Consider the set of grid-points on which our real variable f is defined in 
[0.271):
Then the set of complex conjugate even discrete Fourier coefficients of f with respect to 
these points is
Due to the orthogonality of the transformation we also have the inversion formula
In spectral space the first derivative operator is defined simply as ij and the second as - j 2.
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Alternatively, in physical space the Fourier collocation differentiation can be represented 
by the following matrix, which is skew-symmetric:
2.3.2 Chebychev Spectral Approximation
For a wall-bounded direction, namely the cross-stream in our study. Chebychev 
polynomials are appropriate as base functions, because the collocation spacing resolution 
in the boundary layer near the walls is of order l/N : (Gottlieb & Orszag. 1977. Canuto et 
al. 1988).
The most commonly used points are the Chebychev-Gauss-Lobatto on the interval
The Chebychev collocation differentiation can be represented in physical space by the 
following matrix:
k = j
k *  j (2.9)
x , = cos . j = 0. N, 
1 Nc
( 2 . 10)
c, x. -  x
I < k = j < Nc - 1
(2.11)
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where the coefficients Cj are defined as c 3 =
( 2  j =  0 ,N c 
1 1 < j < Nc - 1 '
The Chebyshev-Gauss-Radau points and the corresponding derivative matrix are 
similarly defined as follows:
x = cos — —— , j = 0 .N C (2.12)
N c +1
f c v ( - l ) k~' H -x, 
c, xk - x ,  l + xk
Dc‘(k, j) =
x _ i
2(1 - x , - )
1 < k = j < Nc (2.13)
( N c + -l r ~ '  k = j = 0 
3
The second derivative can be approximated by matrix-matrix multiplication of the first
Nr
derivative. Dc '(k . j) = ^ D c'(k .m )D c'(m .j) . with no significant loss of accuracy.
m = 0
Expansions in Chebychev polynomials on [-1.1] are too restrictive. Problems on 
intervals of the general form [a.b] may easily be mapped onto the standard interval. Let 
x = f(q) be a mapping of the computational coordinate into the natural coordinate x. 
Then derivatives are evaluated through the new matrix
D -.'=  — Dc' (2.14)
’ dq
Chebychev expansion is particularly useful in the cylindrical coordinate system, 
where a singularity exists at the origin r=0. Generally, a singularity is treated with pole 
equations, boundary conditions for the singular point. When finite differences are used 
the treatment of the pole as a computational node requires special boundary closures and 
in some cases spurious waves are generated. But certain mappings exist, which can solve
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this problem when applied to the Chebychev variable. Since it is defined on the interval [- 
1.1], one has to expand the velocities in even and odd terms of the series and satisfy the 
boundary condition for r=0, which is not a physical boundary (symmetry boundary 
condition). In accordance with Orszag & Patera (1983) (also in Canuto et al. 1988), we 
can make use o f the Gauss-Radau points, so that the Chebychev variable can be re-scaled 
to cover only the interval (0.1], There is no need for an explicit boundary condition at the 
origin and the resulting crowding of grid points near r=l will enable better and more 
economical resolution of both center and wall modes. One can further choose to relieve 
clustering near the center by using another mapping, although it has been noted by 
Orszag & Patera (1983) that lower grid resolution near the centerline can result in poor 
representation of the center modes predicted by linear theory to be concentrated near the 
origin. In our study we chose to directly impose boundary conditions at r=0 along with 
the use of the regular Gauss-Lobatto points due to the higher error introduced by the 
mapping which excludes the origin.
2.3.3 Finite Differences
In the case of a non-periodic stream-wise direction, such as in developing flow or 
in the combustor geometry, Chebychev approximations would provide a grid-point 
distribution, which is well adapted to the high gradients of inlet/outlet according to case. 
The problem that arises is that, since Chebychev expansion uses all the grid-points along 
one direction, the effect of an approximate boundary condition would be felt throughout 
the domain. Therefore preference is given to a finite difference scheme for that direction. 
We use the well-known and efficient algorithm presented by Fomberg (1988) to generate 
the first and second derivative coefficients for both uniform and non-uniform grids. High
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order of accuracy schemes can be selected; namely a nominally fifth order central- 
difference scheme with upwind-downwind bias near the boundaries, to preserve stencil 
size and order. A third order scheme is more economical and has proven to be adequate 
in past LES studies. On the other hand, according to Rai & Moin (1991). a fifth order 
scheme can produce results of the same accuracy as a spectral method. Furthermore, such 
a scheme is accurate enough for a DNS. The biased scheme reduces the number of points 
on a stencil required for a given order, resulting in fewer specially treated grid-points 
near the boundaries. This special treatment can be achieved in a collocated grid, where 
node zero is on the boundary and the first at the center of the first cell, by using the same 
stencil size and appropriately shifting the indices away from the wall (fully downstream 
scheme). For example, for a third order scheme only the first node needs special 
treatment whereas for a fifth order scheme the first and second ones require different 
formulations, as described for instance by Pointel < 1995).
2.4 Stability
The stability of the time differencing scheme described in section 2.2 depends on 
the spatial approximation used. It is often impossible to derive a stability criterion for a 3- 
D unsteady equation, such as a Navier-Stokes equation, with mixed spatial discretization. 
One can only, after simplifications, derive an indicative relation between time-step and 
grid-size. which will yield the order of magnitude of the time-step required for a stable 
calculation.
Consider the following one-dimensional linearized advection-diffusion equation, subject 
to periodic boundary conditions:
3u ». 3u 
—  + U —  
at ' dx , dx )  Re d x z
(2.15)
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where Ux is an estimate of the maximum value of u and the pressure gradient is also 
considered constant. If Fourier collocation approximation is used a solution of (2.15) in 
the form of a harmonic component can be written as
u (x .t)  = Re[U(t)e,kx ]. 
with U(t) = U(0)e'“
Applying our fractional scheme to (2.15) and Fourier-transforming we have 






J , dx , Re
(2.17)
(2.18)
For discrete values of t we can write
Un = U(t) = U(nAt) = U(0)e"un‘u 
We can now analyze the stability of equation (2.15) using the von Neumann method (see 
Mesinger & Arakawa. 1976). which involves defining a parameter X by
Un* 's X U B (2.19)
Applying the method to (2.17) and solving for X yields:
, _ - p ± > /  p: -4ay
V : ~ ---------1-----------2a
a = l + k-At
Re (2.20a)




At —  U,ikAt
In order not to have undesirable growth of the numerical solution it is required that |X| < 1
for stability. We can similarly impose a constraint on the argument of X. to avoid 
accelerating phase. Notice that there exist two solutions. The first one is the physical 
mode, representing the true solution, and must have amplitude less than or equal to unity
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(if it’s considerably less the scheme is too dissipating). The other is a so-called 
computational mode, which does not approach the true solution as space/time-steps 
approach zero and must therefore have amplitude considerably less than unity. In the 
above example we must choose a At to meet the criterion. The wave number k should 
have its maximum value of N. Generalization to the 3-D equation is straightforward
a  = l + — (k : + k v: + k z2)
Re * z '
•s
P = - l  + ^A t(iU t k x+ iU ,k y+ iU £k J  (2.20b)
Introduction of Chebychev approximations in one of the directions will result in a 
more demanding criterion, the time-step depending on grid-size as 1/N2. On the other 
hand introduction of finite differences relieves the requirements (Canuto et al. 1988). less 
and less significantly with increasing stencil size. Implementation in the cylindrical 
coordinate system also requires in general lower time-steps. In any case, this analysis 
serves as a point of reference for choosing time-steps. In practice, higher steps than what 
this analysis implied have proven to be adequate for a given problem, but we were also 
forced to use much lower ones in other cases.
Finally, it should be stressed that spectral methods are not perfect. They are subject 
to truncation errors, although the expansion coefficients decay rapidly after a reasonable 
number of terms. That holds for both Galerkin (simple truncation) and collocation 
(truncation-interpolation) methods. Moreover, for collocation methods there exist aliasing 
errors, due to interpolation of the orthogonal polynomials. After considerable research it 
is now believed that Galerkin and collocation approximations exhibit the same
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asymptotic error decay rate, up to machine-level accuracy. For unsteady problems, 
however, the stability of the calculation is more sensitive to such errors. Of particular 
importance is the so-called induced non-linear instability, which is basically aliasing in 
the process of convolution sums evaluation. This error is significant enough to have 
prompted techniques aimed at its removal. Two popular methods to deal with the 
problem exist. The first one. called padding or truncation or simply 3/2-rule, is based on 
using M rather than N points in the direction in which a transform is performed, where 
.Vl=l.5N at least. The extra coefficients in transform space are padded with zeros, thus 
eliminating the influence of the upper 1/3 of the wave-number range. The other method 
uses the mean of two convolution calculations, where one of them is shifted by a length- 
scale in real space. In the present study an attempt to simulate turbulent developed flows 
with no explicit de-aliasing technique resulted in dramatic overestimation of the axial 
mean flow profile and underestimation of the axial rms values, thus confirming similar 
observations made by Yakhot et al. in 1989. We therefore decided to keep the same 
number o f points in both periodic directions but explicitly set equal to zero the velocity 
coefficients in the direction in which a complex-to-real Fourier transform exist prior to its 
call. If a compiex-to-complex transform exists there is no aliasing effect and no de­
aliasing technique is used in the corresponding direction.
2.5 Poisson Equation Solver
Poisson equation solvers can be essential in computational fluid dynamics as parts 
of numerous algorithms for the incompressible Navier-Stokes equations. At least one 
Poisson equation (for the pressure) is often solved (2-step time-schemes) while certain 
splitting time-schemes (such as the 3-step one presented earlier in section 2.3.1) require
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the solution o f four equations (pressure and velocities). Thus the solver directly affects 
the accuracy and speed of the scheme.
Consider the problem
A f= g , i n n c 9 ? d. d = 1.2.3 (2.21)
where A denotes a general Laplace operator, with constant or non-constant coefficients in 
d space variables, f is the unknown function and g is a known one. The existing solution 
techniques result in linear systems, which can be inverted directly or can yield f through 
an iterative process.
In this study high accuracy is paramount while speed must be the highest possible 
that does not compromise accuracy. Memory requirements are of less concern, since 
possible parallelization on distributed memory machines solves the problem. On these 
terms direct methods prevail over iterative. Iterative schemes yielding the same accuracy 
are too slow. Also spectral methods prevail over finite differences, especially due to their 
ability to handle more effectively singular coefficient operators, such as the Laplacian in 
cylindrical coordinates. In the next section we present the spectral, direct. Poisson solver 
methodology chosen to meet the above targets.
2.5.1 Matrix Diagonalization Method
This Poisson equation solver was initially developed to address the following 
problem in simple domains:
I a 3f 1+ l i l  +  i l  = CT p r , )
+  r a q : ; + a ^  e
where r=qi". n=0 for Cartesian and n=l for cylindrical systems. It uses the spectral and/or 
high-order finite difference spatial discretizations (the use of the latter becomes
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appropriate in the context of complex fluid dynamic flows) presented in section 2.2. The 
solution method was chosen so that a large number of solutions could be obtained in a 
reasonable amount of time -  typical of semi-implicit algorithms for unsteady problems. 
In agreement with that and in order to preserve spectral accuracy a direct method was 
chosen which means that the problem needs to be rendered two-dimensional in order to 
discretize and invert the Poisson equation. This is done by Fourier-transforming in the 
homogeneous direction, which is taken to be direction “2". We are primarily interested in 
cylindrical geometry applications but even in the Cartesian case certain mappings yield 
non-constant coefficients in the equation. This is why we chose collocation 
approximations, which are more suited for this type of equations as Orszag & Patera 
(1983) point out. and consequently Matrix Diagonalization (see Canuto et al. 1988. 
Pointel. 1995). for which a substantial amount of calculations has to be invested on a pre­
processing stage. After the transform is performed and the operator of direction “2" is
incorporated in the diagonal of the operator of direction “ 1” we are left with the
following 2-D problem:
L ,F + F L , = G  (2.23)
where L is the operator of the corresponding direction and (- )  denotes transformed 
quantity. Then it is true that if P is the corresponding right eigenvector matrix of L
P^'L.FP, + P ,'‘FL,P, = P,_,GP, (2.24)
D ,F '+ F /D, = G ' (2.25)
where D is the corresponding diagonal matrix of L with eigenvalues X. The Poisson 
equation is hence reduced to an algebraic equation in spectral space:
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(2.26)
The initial variable is retained by the appropriate multiplication
F = P,F/P , '1 (2.27)
and the inverse Fourier transform yields the unknown function f.
2.5.2 Boundary Conditions
The problem of equation (2.21) is a boundary value problem subject to conditions 
on d n .  Various types of boundary conditions are applied depending on variable, direction 
and physics of the flow. If Fourier approximations are used in a certain direction periodic 
conditions are implied. This implementation differs from the application of cyclic 
boundary conditions, since no explicit action is required. Dirichlet conditions are applied 
for all velocity components in any non-periodic direction. O f particular interest is the 
investigation of the behavior of the so-called "convective exit boundary condition”, also 
used by Akselvoll & Moin (1995). as outflow condition for velocity components
where x denotes the stream-wise direction and Us is a mean stream-wise velocity 
integrated across the outlet plane. Alternatively one can use an Adams-Bashforth 
discretization for the spatial derivative instead of the simpler Euler. For unsteady 
problems this condition has been proven to be best suited for convecting structures out of 
the computational domain. Finally. Neumann conditions are applied for pressure on all 
walls of non-developed flows. For the exit boundary Dirichlet conditions were found to 
perform better than Neumann. The special case of centerline treatment in cylindrical 
coordinates is discussed in section 2.6.3.
(2.2S)
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2.6 Spurious Modes
We mentioned in section 2 .6 .1 that Neumann boundary conditions are used for the 
pressure on all walls. More specifically homogeneous Neumann conditions are used in 
the cross-stream direction of all flow problems of interest. The matrix of the modified 
Chebychev operator in that direction is rank deficient, resulting in one of the eigen-values 
being returned as zero. In the cases of fully developed turbulent flow where the other two 
directions are periodic and hence treated in spectral space, there exists a situation where 
all eigen-values in the denominator o f (2.26) are zero (zero wave numbers in the periodic 
directions). This produces spurious pressure modes, affecting primarily the cross-stream
velocity component, which causes u to be non-divergence-free, dramatically affecting 
the stability and accuracy of the code. The following sections contain methods applied to 
remove those modes.
2.6.1 Channel Flow
One way to tackle the problem is to eliminate the pressure Poisson. if possible, 
and replace it with some other equation, whose boundary conditions are easier to handle. 
Due to the fact that Cartesian operators commute there is such a possibility (Orszag & 
Kells. 1980). Consider the cross-stream component of equation (2.3b) and apply the 
Laplacian operator to it:
Now? we have derived a Poisson equation for the cross-stream component of the second 
intermediate velocity field. Although the viscous effects aren’t introduced until the third
U y f  > ' 3y (2.29)
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step, this equation can be solved with homogeneous Dirichlet conditions on the wall, due 
to the no-penetration condition, which must hold always. Next we use the remaining two 
components of (2.3b). written in transformed space, differentiating them once more to 
obtain
Using the incompressibility condition we eliminate the unknowns from the left-hand-side 
of (2.30) and. solving for pressure we obtain
At first it would seem as if we didn’t accomplish much, since the denominator of this 2-D 
algebraic Poisson can still be zero. The question of whether the numerator is also zero 
and what is the value of p then is of little consequence, because the values of p when 
either one of the wave numbers is zero are never used as this last step demonstrates:
Therefore, for channel flow calculations our problem is solved by replacing (2.3b) with 
the set of equations (2.29). (2.31) and (2.32).
Another approach is reported by Moin & Kim (1980). The use of their semi- 
implicit direct pseudo-spectral scheme results in a set of four equations in spectral space, 
the three momentum equations and the continuity equation, to which homogeneous 
boundary conditions are applied for the velocity field, and no pressure calculation is 
explicitly involved in the procedure.
ikxiiv -hik fu 2 = ikxu x + ik ,u z + (k x* + k,')pA t (2.30)
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2.6.2 Annular Flow
In cylindrical coordinates we can no longer replace the pressure Poisson because 
the previous method does not apply. But we can still replace the Neumann boundary 
condition with a Dirichlet one. with the extra cost of an additional Poisson calculation. 
This is accomplished with the use of an Influence Matrix technique (see section 2.8.1 for 
a generalized description) The idea of resorting to this technique was prompted by the 
work of Madabhushi. Balachandar & Vanka (1993). although they dealt with the less 
challenging Cartesian case with a single periodic direction.
In a preprocessing stage we solve for every wall node a perturbation problem, that 
is homogeneous Dirichlet condition on the walls except for that particular node, which is 
assigned the value of 1. For every one of these problems the normal to the walls 
derivatives are calculated forming a square matrix of the form (k being the index of the 
perturbation problem solved)
During calculations the pressure Poisson is solved with homogeneous Dirichlet 
conditions on the wall. New normal derivatives are calculated and form a residual vector
Now we can solve the Poisson equation again with the correct Dirichlet conditions on the 
walls. The resulting intermediate velocity field is divergence-free up to machine level 
accuracy, just like the one for the channel flow.
(2.33)
(2.34)
The correct values on the walls are then given bv
Xk -  R mI mi. (2.35)
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2.6.3 Pipe Flow
The presence of the radial coordinate singularity at the centerline during pipe flow 
calculations complicates things. The choice of Gauss-Radau points excludes the singular 
point from the grid but weakens the stability of the code. For laminar flow calculations or 
not fully 3-D flow fields the errors introduced by the pressure Poisson are quite 
acceptable, even without implementation of the Influence Matrix technique. In a fully 
developed turbulent case, however, the combination Gauss-Radau/Influence Matrix is not 
enough to produce acceptable divergence values for the intermediate velocity field. It 
seems that additional treatment is required.
An effective, although somewhat costly, way to overcome this last difficulty is the 
expansion of the radial coordinate to the interval [-1.1 ]. while the azimuthal coordinate is 
kept on [0.2jn. Mohseni & Colonius proposed a similar transformation in 1997. To 
accomplish that one needs to change the sign of the Chebychev derivative matrix on the 
interval [-1.0) from that on (0.1] and do the same to the radial velocity field. This ensures 
that the resulting coordinate system is orthogonal. Moreover, there is no need to use the 
Gauss-Radau points anymore. Since we are working on [-1.1], an even number of the 
original Gauss-Lobatto points will exclude the origin from the grid. The rest of the 
treatment of section 2.6.2 also applies here. The resulting flow-field obtained by this 
implementation is biased and rather poorly agrees with experiments and other simulations 
close to the centerline due to the derivative discontinuity at r=0.
The best results can be obtained by explicitly imposing a boundary condition at the 
origin and consequently modify the equations at that location using the De I’Hospital 
theorem. More specifically, the necessary (and only physical) condition at the origin is
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The same should hold for the axial component of the velocity, for which homogeneous 
Dirichlet conditions are imposed on the wall and the Poisson equation can be solved 
conventionally. The Neumann condition for the pressure on the wall dictates the use of 
the Influence Matrix technique of the previous section, this time on the centerline and 
only for j=0. Replacing the Neumann condition of the centerline with a Dirichlet. results 
in improved solution over replacing the wall Neumann condition, as in the annular flow 
case. For the remaining two velocity components the proper conditions are:
( w r = 0 . j *  I
U -2-=0:
r de
dw r _ Q j = , w9 = 0 . Vj (2.37)
dr
The application of the De 1‘Hospital theorem is straight-forward, once we identify the 
numerator and denominator of the expression in question, which should both have zero
limit as r approaches zero. For instance. - ~ r [  ] becomes 2 ^ -[  |. - - ^ - r ^ - [  ] becomes
r dr dr r dr dr
2-^-r[ 1. I becomes [ I and so on.
d r 1 ' r 80 d rd e1 1
2.7 SGS model
As previously noted, the final application of the code requires an SGS model to 
accurately take into account the effect of all turbulent scales. Due to its simplicity, and 
despite the discussion made in the introduction, we decided to use the popular 
Smagorinski model with a modification, which aims to alleviate a few o f its 
disadvantages for our specific applications. To present the model and its implementation 
we will use the Navier-Stokes equations in Cartesian form.
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2.7.1 Smagorinski Model
In Large Eddy Simulations the velocity field is conceptually decomposed into a
large-scale component vA and a sub-grid component v ' :
v = vA + v' (2.38)
The large-scale field is defined by the filtering operation
vA(x) = jG (x .y )v (y )dy  (2.39)
where G (x.y) is any kernel that can damp all spatial fluctuations shorter than a 
characteristic length .A. Applying the operation defined in (2.39) to equations (2.1a.b) 
results in the governing equations of Large Eddy simulations
n v A -  i
 = -V p  h V: vA -  V • q (2.40a)
Dt Re
V • vA = 0 (2.40b)
If we define t„. the sub-grid-scale tensor which describes the effect of the unresolved part 
of the scales to the resolved ones, then q^ is assumed to be the deviatoric part of this
1 stensor. q„ = t „ - - t u 8„.
In order to model the sub-grid-scale tensor one can assume that production and 
dissipation of sub-grid-scale turbulent kinetic energy are in balance. Then we can write
q M= - 2 v tS„A (2.41a)
where
v, = (C ,A ) : S,a (2.41b)
s „a = v ^ v  <2-4ic>
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Sha is the large-scale velocity field strain rate tensor and A is a length scale. This scale is
conventionally assumed proportional to a measure of the grid spacing. The most common 
definition is given by
A = (A,A:A,)I/? (2.42)
where A, is the filter width in each coordinate direction. For the Smagorinski model no 
explicit grid-filtering is performed and the filter widths can be represented by the 
corresponding grid-spacing, which serves as a cut-off. In case of non-uniform grids an 
average value can be calculated. Some times a damping function is used close to walls to 
improve the poor performance of the model in the region, since there is no provision for 
v, to approach zero with decreasing distance from the wall. In the present study we 
generalize this type of treatment for any region with adequate grid refinement. Finally. C, 
is a proportionality factor, known as the Smagorinski constant, which may depend on 
scale.
The temporal discretization method is the fractional step approach of section 
2.2.1. The divergence of the sub-grid-scale tensor q„ is incorporated in the convective 
terms and therefore treated explicitly with a 2nd order Adams-Bashforth scheme.
2.8 Complex Geometries
When considering the application of spectral methods to more general geometries 
such as a gas turbine combustor, partitioning of the complete computational domain to 
several sub-domains is required. Apart from the fact that spectral accuracy is preserved in 
the more complex geometry, additional advantages arise by the ability to control the grid 
resolution at the sub-domain level and to obtain an optimum grid aspect ratio. Also 
boundary condition application becomes more flexible. In theory implementation on
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distributed memory parallel computers, which greatly reduces real run-time, becomes 
easier. Sub-domains can be overlapping or non-overlapping. The solution method can be 
patching or variational, depending on the manner the interface conditions are imposed. It 
can also be direct or iterative. A review of these methods is presented by Canuto et al.
(1988).
2.8.1 Domain Decomposition with Direct Sub-Structuring
The domain decomposition method used here is classified as direct sub­
structuring. This means that partitions are non-overlapping and matching of the solution 
is not iterative. The technique used is the Influence Matrix method (Raspo et al. 1994) 
more suitable for elliptic problems with implicit time-discretization steps. The cost of the 
method is roughly two Poisson solutions for each sub-domain. Of course a pre-processor 
is required to form the influence matrix, which depends only on the geometry and the 
type of boundary' conditions. Since our single domain solver is spectral and direct an 
iterative method with no exact convergence would destroy the accuracy. Moreover any 
iterative method with exact convergence even after two iterations (which is a very special 
case depending on geometry and number o f domains) would be slower than this direct 
method due to extra calculations to determine the optimum relaxation parameter.
Since the Poisson equation is of order 2. then at the interface of two contiguous 
domains the solution and its first derivatives should match. Although in general any 
directional derivative (with the exception of the tangential) can be used the obvious 
choice is the normal derivatives:
f, = f , .  - § L  = i L _  (2.43)
‘ 3nu d n lz
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The influence matrix is constructed by solving in each sub-domain a Laplace equation 
with homogeneous boundary conditions (retaining their type) and Dirichlet conditions 
with unit perturbation at a particular interface point (and zero elsewhere). Such a 
perturbation problem has to be solved for every interface node. The resulting jumps in the 
normal derivatives at all the interface points from all the problems form a square matrix, 
which is the influence matrix I:
Lf.l = 0  inD,
Bf,'k = 0  on9D,
C  = 5 vm o n  I
X  af:L
(2.44)
y 9n | •> 3nr
This concludes the pre-processing stage. Then in each sub-domain the Poisson equation 
is solved with the correct boundary conditions and homogeneous Dirichlet conditions on 
the interface. The new normal derivative residuals form a vector R:
Lf; =g, inD,
Bf| = h, ondD,
7 = 0  on I (2.45)
' i L . i L '
9ni : ,
Then it follows from continuitv on the interface that
mk (2.46)
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with f '  denoting a perturbation problem solution and f the zero interface solution. This 
last step is extremely time-consuming if carried out explicitly and is replaced by another 
solution of the equation this time with the correct Dirichlet conditions at the interface. 
Moreover there is no need to retain the perturbation solutions, which require a large 
amount of memory. The pre-processor, however, remains memory demanding.
2.9 Parallelization
To address problems such as low speed and/or large memory requirements 
parallelization of a code is often necessary. Since all the cases studied in the present work 
possess at least one homogeneous direction parallelization is performed in either the 
span-wise (Cartesian) or the azimuthal (cylindrical) direction.
2.9.1 High Performance ForTran
In spectral space a Poisson equation is reduced to a loop, inside which the 2-D 
problem is solved by simply varying the wave-number. associated with the Fourier- 
transformed operator of the third direction. It is also observed that the four Poisson 
equations are responsible for most of the CPU time consumed by the program. Thus the 
most efficient way of implementing the method on a distributed memory parallel 
architecture is by using High Performance ForTran (HPF). aligning the processor array 
with the periodic direction (block distribution) where each problem (or block of 
problems) can be solved independently with zero communications. The speed-up factor 
S. a measure of the efficiency of the parallelization. is defined as
S = — —  (2.48)
s + -P 
N
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where N is the number of processors, s is the serial fraction o f the code and p is the 
parallelized fraction. It follows that the maximum theoretical speed-up factor using N 
processors is N. In the present code this value cannot be reached due to calculations of 
convective term derivatives (in physical space) and Fourier transforms in the periodic 
direction. To complete these calculations each processor requires the use of values of 
variables stored on all the other processors as well.
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CHAPTER 3. RESULTS
3.1 Poisson Solver
To validate the Poisson equation solver a number o f different test functions, 
boundary conditions and grid sizes have been used and the maximum relative error varied 
between 10° and 10'L\  The machine used was an Alpha processor 2 1 164A at 599 MHz. 
The test-function y :e ' '  sinz was solved on a Cartesian domain with L=H=1. Chebychev 
approximation in the normal direction and Fourier approximation in the span-wise 
direction of length 2ji. In the axial direction finite differences were applied on a generally 
non-uniform grid while the number of stencil points and the stretching factor 0) (left 
clustering) varied. For the "base-case" a grid of (64.64.32) was considered in (x.y.z). with 
a 7-point stencil on an axially uniform grid. Dirichlet boundary conditions were applied 
in the non-periodic directions. Table 3.1 shows representative results.
Table 3.1a
N (64.64.N) error S (sec/node ICf) S/SB
16 1.3 10’1- 0.55 1.02
32 1.3 lO’1- 0.54 1.00
64 1.3 1 0 ‘- 0.56 1.04
128 1.3 1 0 ‘- 0.63 1.17
Table 3.1b
stencil nodes error 0) error
3 4.5 10° 1.000 1.3 1 0 1-
5 3.7 10y 1.025 2.9 1 0 “
7 1.3 1 0 1- 1.050 4.6 I0 ',u
9 1.2 10'1- 1.075 3.3 10',;
11 1.2 iO'1" 1.100 1.4 10 s
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3.2 Domain Decomposition
In order to determine potential speed-gains or losses from partitioning, 
comparisons between the speeds of the single domain solver and the domain 
decomposition solver were conducted. Results obtained by these tests can be used as 
criteria to choose among different possible partition configurations of the given domain. 
We used the same test function, domain, boundary conditions and approximations as in 
the case of Table 3.1 in this illustrative example. We decomposed into two sub-domains 
with the interface being along the axial direction at v=0.5 The grid used is (N*.Ny,32) for 
a single domain and (N\.Ny/2.32) for each of the two sub-domains, while we varied Ny. 
using three different values of Nx. In all cases maximum relative errors were almost 
identical between the two solvers. Speeds are normalized with that of the single domain 
solver Sbi (base-case).
Table 3.2a N\=32
N\ error s , S|/Sbi S; S:/S,
16 4.7 10'" 0.20 0.37 0.29 1.45
32 4.7 IO’11 0.29 0.54 0.33 1.14
64 4.8 1 0 " 0.42 0.78 0.49 1.17
128 4.9 1 0 " 1.14 2.11 0.74 0.65
256 4.0 1 0 "’ 2.73 5.06 2.08 0.76
Table 3.2b Nx=64
16 5.9 10“ 0.36 0.67 0.51 1.42
32 3.5 10“ 0.42 0.78 0.64 1.52
64 1.0 10“ 0.54 1.00 0.77 1.43
128 2.5 10“ 1.34 2.48 1.03 0.77
256 6.4 10 li 2.94 5.44 2.64 0.90
Table 3.2c Nx= 128
16 1.9 10*,J 0.59 1.09 1.07 1.81
32 2.6 10“ 0.67 1.24 1.12 1.67
64 1.2 IO'12 1.03 1.91 1.26 1.22
128 2.0 10“ 1.99 3.68 2.25 1.13
256 7.1 1 0 l! 3.54 6.56 4.26 1.20
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The speed of the solver varies linearly with grid size in the periodic direction as 
expected. In each one of the other two directions performance is non-linear with grid size. 
The non-linear behavior intensifies at large grid sizes due to the four complex matrix- 
matrix multiplications o f the diagonalization technique.
The results show that partitioning rather than solving for the whole domain is 
much faster when the sub-domains have relatively small but comparable size in both 
directions. This behavior is consistent with the fact that matrix diagonalization becomes 
inefficient at large grid sizes relative to smaller ones. The advantage, that this seems to 
give to domain decomposition, is balanced by poor performance if the grid size in one of 
the non-periodic directions is much larger than the other. In absolute values, it doesn’t 
seem to be so high a price to pay to preserve spectral accuracy in a geometry that could 
be very difficult to resolve otherwise.
Finally tests were conducted in complex cylindrical geometries such as a can-tvpe 
combustor with coaxial nozzles (a) and Cartesian such as backward-facing step (b). with 
up to five sub-domains. The configuration and the dimensions of the domains are shown 
in Fig. 3.1. Test functions, grid-size. spatial discretization and maximum relative errors 
are shown in Table 3.3. The solver performed very well, which is encouraging, since the 
order of magnitude of the error produced is directly influencing the stability of the time- 
scheme. Performance reached 2 I O'5 s/node. A "passive scalar” solution uses Neumann 
conditions on walls and Dirichlet at the inlet and exit planes, while a "velocity” solution 
uses Dirichlet conditions everywhere. Finally for a "pressure” solution Neumann 
conditions are applied everywhere except one plane, inlet or exit.
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Fig. 3.1 (a) Simplified combustor geometry (b) Backward facing step
Table 3.3aCase (a): f(r.0 .z ) = (r: - r ‘l )sin0e"''
Domain # Grid size (r.9.z) Spatial discret. (r.O.z)
1 (32.32.160) (C.F.FD5) (0=1.02
2 (32.32.40) (C.F.FD5) (o=1.00
(32.32.160) (C.F.FD5) 0=1.02
4 (32.32.40) (C.F.FD5) (0=1.00
5 (32.32.(160) (C.F.FD5) co=l .02
Table 3.3b Case (b): f ( x .y .z) = (y~ — yJ )s in z e ''
Domain # Grid size (x.y.z) Spatial discret. (x.y.z)
1 (40.32.32) (FD5.C.F) cd=1.00
-> (160.32.32) (FD5.C.F) (o=t.0l
3 (160.16.32) (FD5.C.F) co=1.01
(C): Chebychev (F): Fourier (FDN): N‘h order finite differences
Table 3.3c Errors
poisson type (a) (b)
“passive scalar" 5 10*IU 1 10y
“velocity" 6 1 0 “ 5 10'"'
"pressure" 5 1 0 lu 2 10"''
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Further results from tests of the Poisson solver and the domain decomposition technique 
are given by Voyages & Nikitopoulos (2000).
3.3 Parallelization
Parallel tests were also conducted using two domains of (64.16.128) grid points
r
each. The test function solved this time was f(r.9 .z ) = e : c o s0 s in 'z  in a cylindrical 
domain of dimensions R=L=27t. A Chebychev mapping was applied in the radial 
direction. Fourier approximation in the azimuthal and 5th order finite-differences in the 
axial (7-point stencil). Dirichlet (D) boundary conditions were imposed everywhere. 
Table 3.6 presents the code's parallel performance. Speeds are normalized with single 





The term "Solver" stands for the application of the boundary conditions, the first Poisson 
solution, the calculation of the normal derivative residuals and the interface values and 
the final Poisson solution. It does not include the Fourier transform on the right-hand side 
and the inverse transform of the final solution. Moreover the pre-processing stage is not 
taken under consideration in any of the timings presented here.
We see therefore that the solver yields the theoretical speed-up value of N. The 
lower speed-up factor for the complete code is due to heavy communications during 
Fourier transform in the parallelized direction. These are the exact results that the 
parallelized single domain solver for (128.16.12S) grid points gives. Therefore the 
implementation of domain decomposition has zero effect on the scalability of the
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"Solver", which is also independent of grid size. The scalability of the total scheme, 
however, depends slightly on the periodic direction grid size, which affects 
communications during transforms.
3.4 Laminar Flow
Once the Poisson solver has been tested, the next logical step is to simulate a 
laminar unsteady flow to test the Navier-Stokes solver as a whole and the time-advancing 
scheme. It is also important to examine the upstream influence of convective boundary 
conditions. Initially the numerical experiments focused on laminar problems with exact 
or analytical solutions, then developing channel and pipe flow was simulated for the case 
of uniform inlet velocity profile. In ail cases agreement with theory was excellent. More 
information on these tests can be found in the appendix.
3.5 Turbulent Developed Flow
The last step in the development of a code, intended for application to turbulent 
complex flows with unknown behavior, is testing its ability to accurately predict and 
describe the characteristics of turbulent flows. Simpler cases, extensively studied, can be 
chosen to validate that ability, such as fully developed channel and pipe flows at 
moderate Reynolds numbers. A case of interest, due to its similarity with the coaxial 
nozzle combustor geometry, is also the developed annular flow. For each one of the three 
applications mentioned three numerical experiments were carried out. The first one was a 
preliminary DNS computation on a coarse grid followed by an LES run with the same 
grid. Finally a full DNS experiment was conducted, all at the same moderate Reynolds 
number. Especially for turbulent pipe flow, one more LES case was investigated at high 
Reynolds (520) and coarse grid.
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3.5.1 Turbulent Channel Flow 
Description of the Cases Examined
For this flow the equations were scaled with channel half-width and wall-friction 
velocity (as in developing channel flow). The pressure gradient was split into a mean 
pressure gradient, which equals -1 . and a fluctuating pressure gradient. The equations 
were spatially discretized using spectral methods, namely Chebychev collocation in the 
cross-stream direction and Fourier collocation in the other two directions. Temporal 
discretization was accomplished by the use of the 3-step splitting technique o f section 2. 
According to the analysis of section 2.6.1. the pressure Poisson was replaced by the 
solution of a Poisson for the normal component of the second intermediate velocity Field.
The Reynolds number based on shear-stress velocity and channel half-width was 
set equal to 180. the common reference number for turbulent channel and pipe 
calculations. If 5 td e n o te s  the channel half-width, then Lx. the stream-wise length of the 
computational domain, was chosen to be 4 jc8|/; and the span-wise length Lz was set to 
27t5i/:. These are adequate lengths to justify the assumption of fully developed turbulent 
channel flow to be homogeneous in the stream- and span- wise directions. Therefore 
periodic boundary conditions were applied in those directions. On the channel walls no­
slip conditions were applied for all velocity components.
The coarse DNS computation was carried out with a grid of (32.33.32) points in 
the (x.y.z) directions respectively. The two homogeneous directions were uniformly 
spaced resulting in a grid-space of Ax*=2Az'r=70.7. which is less than the 100 wall units 
associated with the length scale o f stream-wise vortical stracture (hair-pin vortices) but 
not small enough to resolve them. In the normal direction the near wall region is not
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adequately resolved, since there exist only two points inside the viscous sub-layer (<5 
wall-units). the first one being at y'=0.86. Near the centerline Ay' reaches its maximum 
value of 17.6. The estimated Kolmogorov time-scale for channel flow at the given 
Reynolds number is r f  = 2.0 (Kim. Moin & Moser. 1987).
The time-step used in the simulation equaled 0 .00It . where t is the 
dimensionless time-scale defined as the ratio of channel half-width and friction velocity. 
An initial stream-wise velocity profile of the form 16(1- v s )£ was used, where £ is a
factor chosen to yield an initial dimensionless mean velocity of 16. On this flow field 
109c amplitude random perturbations were superimposed at the first time-step only. The 
equations were integrated for 60t’. from which the first 40t were used to allow the flow 
to reach a statistically steady state. Thereafter statistical samples were collected at every 
time step. Statistical quantities up to fourth order were calculated during the execution of 
the program.
Grotzbach (1983) formulated several criteria to estimate the required numerical 
resolution for DNS calculations. The first one concerns the size of the domain, which 
should be sufficiently large to include all relevant large-scale structures. It has been 
reported by Eggels et al. (1994) that stream-wise elongated flow structures are present in 
the near wall region, which span up to 1000 viscous wall-units in the stream-wise 
direction. Therefore our domain should be at least twice that long. In fact, with the given 
Reynolds number our domain was 2262 wall-units long. Thus the first criterion is 
satisfied. The second criterion states that the normal-to-the-w all resolution should be able 
to resolve steep gradients in the velocity field near the wall, with at least three grid points 
inside the viscous sub-layer. Our two points do not satisfy this criterion. The third one
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states that the mean grid-space must be smaller than the smallest relevant turbulent 
elements and the imposed time-step smaller than the Kolmogorov time-scale. more 
specifically A* = (a xA%a J ,/’ < tcrf and A t< t .  Before we even bother to find an
approximate value for Ay*, we have to observe that the grid-space in the two periodic 
directions is high enough not to satisfy the third criterion but proved low enough for 
acceptable preliminary DNS calculations. On the other hand, clearly the criterion is 
satisfied for the temporal resolution, since the time-step is only a small fraction of the
Kolmogorov time-scale. which is estimated at —— t* = 0 .022 t’ .
Re,
An LES experiment using the same domain size, grid size and time-step was 
conducted at the same Reynolds number. The same initial flow field used for this 
calculation as in the previous coarse DNS run. The equations were integrated for 60t". 
from which the last 20t* were again used to calculate statistical quantities of first and 
second order. The Smagorinski model, presented in section 2.7.1. was used as an SGS 
model. It is important to note that the length scale A was multiplied by the damping
function 1 -  e 25 . see for instance Akselvoll (1995). to assure that the turbulent viscosity 
will approach zero on the wall. This damping function was first introduced by Van Driest 
in 1956. The value of the Smagorinksi constant Cs was set equal to 0.08. While in his 
turbulent channel simulation Deardorff (1970) used the value of 0.1. this value is 
predicted by the Renormalization Group Theory for isotropic turbulence and has been 
used with reasonable results in a LES simulation of turbulent flow in an axially rotating 
pipe by Eggels & Nieuwstadt in 1993. On the other hand, Lilly’s theoretical work for 
isotropic turbulence (1966. 1967) predicts a value of 0.23. which is considered too high
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and was found to cause excessive damping of large-scale fluctuations (Akselvoll. 1995). 
This was confirmed in the present study for values of 0.1 and higher.
Finally, a full DNS experiment was conducted on a (256.81.128) grid in the 
(x.y.z) directions respectively. The two homogeneous directions were equally spaced 
resulting in a grid-space of Ax*=Az’=8.8. In the normal direction the near wall region is 
well resolved, since there exist six points inside the viscous sub-layer (<5 wall-units). the 
first one being at y*=0.14. Near the centerline Ay’ reaches its maximum value of 7.3. 
This time the time-step used equaled 0.00025t'. Clearly for this simulation all three of the 
Grotzbach criteria are satisfied. As initial flow field we used the field generated by the 
coarse DNS calculation after 20t". which was then interpolated for the finer grid. 
Integration of the equations continued for 12t’ to eliminate the influence of the initial 
conditions and statistical quantities up to fourth order along with autocorrelation data 
were calculated during execution of the program by samples taken every fourth step from 
T=32t to T=36t". The spectra presented were calculated in a post-processing step by 
taking the Fourier transform of the autocorrelations.
Results of the Cases Examined
The mean flow properties obtained from the simulations are listed in Table 3.5 
along with the results of Kim. Moin & Moser (1987). Note that the actual Ret was 
calculated from the slope of the mean velocity profile on the wall. Assuming the results 
of KMM as the "correct" solution, there is a clear improvement of the quantities listed 
from coarse DNS to LES to DNS. LES has mixed behavior, improving the displacement 
and momentum thickness and mean-to-centerline velocity ratio, but over-estimating the 
mean velocity and the shape factor.
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Table 3.5
Coarse DNS LES DNS K.M.M
Grid (x.y.z) (32.33.32) (32.33.32) (256.81.128) (192.129.160)
At' 0.001 0.001 0.00025 0.0004
Ret -180 -180 -1S2 -178
R e m -5817 -5907 -5527 -5626
c t 0.0076 0.0074 0.0087 0.0082
U m/ U t 16.17 16.44 15.IS 15.63
um/uc 0.85 0.86 0.86 0.86
575 0.146 0.144 0.141 0.141
975 0.090 0.087 0.087 0.087
H 1.62 1.65 1.61 1.62
G 7.30 7.60 6.71 6.97
The mean velocity profile normalized by the friction velocity is presented in 
Figure 3.2. Note the excellent agreement with the linear sub-layer profile due to the 
Chebvchev grid distribution. The agreement with the slope of the logarithmic law. 
2.51niv* )+5.5 is also very' good. As expected there is a discrepancy in the two coarse grid 
cases. The prediction of a wake near the centerline cannot be justified by theory since it 
usually occurs above R.e—200. However, the profile reported by Eckelmann (1974) 
overshoots the logarithmic law. Kim. Moin & Moser suggested that it was the result of a 
scaling error, corresponding to a different Reynolds number, as their simulation was in 
excellent agreement with the old law. On the other hand the new law suggested by 
Wosnik et al. (2000). valid for both channel and pipe flows over the range 1.8 10' < 
Re- < 5 .3  10 \ falls clearly below the logarithmic law. Our DNS calculation agrees very 
well with this proposed curve, which for Ret=180 has the form 2.264In(y*-8)+6.5.
The root mean square values of the fluctuating velocities, normalized by the 
friction velocity, are shown in Figure 3.3. Our calculation seems to agree fairly well both 
qualitatively (position o f peaks) and quantitatively with the DNS results of Kim. Moin
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and Moser. In case of the span-wise fluctuating velocity there is a shift in the position of 
the peak (see Figure 3.3d) which is most likely the result of the higher deviation from 
zero mean span-wise velocity their code produced. It should be noted that in a turbulent 
channel flow simulation, although starting from a flow field aligned with one periodic 
direction, any resulting field with mean velocity components in both periodic directions 
is realistic.
The Chebychev wall clustering yields satisfactory results, even with coarse grid, 
as supported by Figure 3.4. which shows the total shear stress distribution across the 
channel, normalized by the wall shear stress. The almost linear behavior is especially 
smooth closer to the walls and the center. In Figure 3.5 the principal Reynolds shear 
stresses are shown, again normalized by the wall shear stress, along with the sub-grid 
stress produced by the Smagorinski model. The agreement with the simulation of KMM 
is perfect.
The computed skewness and flatness factors of v' are shown in Figures 3.6 and 
3.7 respectively. For comparison dividing lines are drawn to mark the skewness (0) and 
flatness (3) values of a Gaussian distribution. An important remark is that, while 
increased resolution results in more symmetric and smooth profiles, the small size of the 
DNS sample used for these high-order statistics was not adequate, since the skewness of 
the span-wise fluctuating velocity component presents higher asymmetry and oscillations 
than the corresponding coarse grid profiles, which were computed by a sample size Five 
times larger. Also note the deviation of KMM 's span-wise velocity skewness from zero 
as it approaches the center o f the channel. This trend is clearly wrong.
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Fig. 3.2b Channel flow. Ret=180: Stream-wise mean velocity profiles
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Fig. 3.3b Channel flow. Rei=l80: Stream-wise rms velocity profiles
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Fig. 3.3d Channel flow. Ret=i80: Span-wise and cross-stream rms velocity profiles
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Fig. 3.4b Channel flow. Re—180: Total shear stress distribution
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Fig. 3.7a Channel flow. R e~ I8 0 : Flatness factor, coarse DNS
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Fig. 3.6c Channel flow, Ret=180: Skewness factor, KMM
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Fig. 3.7c Channel flow, Ret=l80: Flatness factor. KMM
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Fig. 3.8a Channel flow. Re—180: Two point correlations, stream-wise separations.
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xlo.
——  cross-stream 
—1— span-wise 
——  stream-wise
Fig. 3.8b Channel flow. Rex=l80: Two point correlations, stream-wise separations. KMM
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Fig. 3.8c Channel flow. Re^lSO : Two point correlations, span-wise separations.
present vs KMM
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Fig. 3.9 Channel flow. Ret=180: One-dimensional energy spectra, stream-wise
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Examples of two-point correlations and energy spectra are shown in Figures 3.8 
and 3.9 respectively for the full DNS run. In Figure 3.8a the two-point correlations in the 
x direction at two y locations, one very close to the wall and the other on the centerline, 
show how they drop to zero values for large separations, indicating that the 
computational domain is sufficiently long. Figure 3.8b presents the same correlations at 
the corresponding ICMM locations, indicating very good agreement. In Figure 3.8c the 
two-point correlations in the z direction close to the wall are shown, again with excellent 
agreement. The one-dimensional stream-wise energy spectra shown in Figure 3.9 for the 
same y locations illustrate that the grid resolution is adequate, since the energy density 
diminishes rapidly at higher wave-numbers. Comparing its behavior, however, to the 
slope of Kolmogorov's law one can say that for the Reynolds number at hand the inertial 
sub-range is very small and difficult to identify.
Overall it would be unfair not to state that the fine DNS calculation performed 
extremely well, since due to time limitations statistics were calculated before the flow 
could reach a fully statistical steady state, as indicated by the Reynolds number calculated 
value of 1S2 (as opposed to 180). Similarly the well-respected KMM simulation yielded 
178. also off the 1 SO target value.
3.5.2 Turbulent Pipe Flow 
Description of the Cases Examined
For this test flow, the equations were scaled with pipe radius and wall-friction 
velocity. The pressure gradient was split into a mean pressure gradient, w-hich equals -2 . 
and a fluctuating pressure gradient. The equations were spatially discretized using 
spectral methods, namely Chebychev collocation in the radial direction and Fourier
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collocation in the other two directions. Temporal discretization was accomplished by the 
use of the 3-step splitting technique of section 2. According to the analysis of section 
2.6.3. the origin was included in the solution of the Poisson equations through the 
application of De 1'Hospital theorem.
The Reynolds number based on shear velocity and radius was set equal to 180. the 
common reference number for turbulent channel and pipe calculations. If R denotes the 
pipe radius, then Lz. the axial length of the computational domain, was chosen to be 4rcR. 
Again the length is adequate to justify the assumption of fully developed turbulent pipe 
flow to be homogeneous in the axial direction. The azimuthal direction is homogeneous 
by nature. Therefore periodic boundary conditions were applied in those directions. On 
the pipe wall no-slip conditions were applied for all velocity components.
The coarse DNS computation was carried out w-ith a grid of (40.32.32) points in 
the (r.O.zi directions respectively. The axial direction was uniformly spaced resulting in a 
grid-space of Az‘=70.7. The azimuthal grid-space varies with r from the wall value of 
(RA 0f=35.3. which is less than the 100 wall units associated with the length scale of 
stream-wise vortical structure (hair-pin vortices) yet barely small enough to resolve them, 
to the centerline value of (O.5ArA0)*=O.O3. In the normal direction the near wall region is 
adequately resolved, since there exist four points inside the viscous sub-layer (<5 wall- 
units). the first one being at y*=0.29. The estimated Kolmogorov time-scale for pipe flow 
at the given Reynolds number is r f  = 1.6 (Eggels et al. 1994).
The time-step used in the simulation equaled 0 .0005t\ where t is the 
dimensionless time-scale defined as the ratio of pipe radius and friction velocity. An 
initial axial velocity profile of the form 14.5(1- r 6)e was used, where e  is a factor
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chosen to yield an initial dimensionless mean velocity o f 14.5. On this flow field \0 % -  
amplitude random perturbations were superimposed at the first time-step only. The 
equations were integrated for 60t . from which the first 40t were used to allow the flow 
to reach a statistically steady state. Thereafter statistical samples were collected at every 
time step. Statistical quantities up to fourth order were calculated during the execution of 
the program.
With the given Reynolds number our domain was 2262 wall-units long and the 
first Grotzbach criterion is satisfied. Our four points inside the viscous sub-layer also
satisfy the second criterion. The third is not satisfied since A' = (rArA„A,)' ' > Trrf . The
criterion for the temporal resolution, however, is satisfied, since the time-step is again 
only a small fraction of the Kolmogorov time-scale. which is estimated at
-3— i' = 0 .0 1 4 t\
Re.
An LES experiment using the same domain size, grid size and time-step was 
conducted at the same Reynolds number. The calculation used the same initial flow field 
as in the previous case and the same random perturbations. The equations were integrated 
for 60t . from which the last 20t were used to calculate statistical quantities of first and 
second order. The Smagorinski model, presented in section 2.7.1. was again used as an 
SGS model. It is important to note that the length scale A was multiplied by the damping
l - e ~ J> v*< v ,
function 0 . herein introduced for the first time, to assure that the
.7 0
turbulent viscosity will approach zero on the wall and on the centerline since Chebychev 
clustering offers adequate resolution at both regions. The constants used were
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V o '= R e r/1 0 . a=0.l. b = -----—------  and c=bRet, so that it follows qualitatively the
y<T -  ReT
behavior of the grid resolution, while the value of the Smagorinksi constant Cs was set 
equal to 0.06. because the previously used value of 0.08 proved to cause excessive 
damping and re-laminarize the flow-field.
Finally, a full DNS experiment was conducted on a (64.128.256) grid in the 
(r.O.z) directions respectively. The axial direction was uniformly spaced resulting in a 
grid-space of Az~=8.8. The azimuthal grid-space varies with r from the wall value of 
(RA0)*=8.8. which is adequate to resolve stream wise vortical structure, to the centerline 
value of (O.5ArA0f=O.OO3. In the normal direction the near wall region is very well 
resolved, since there exist six points inside the viscous sub-layer (<5 wall-units). the first 
one being at y*=0.11. This time the time-step used equaled 0.00025t". Clearly for this 
simulation all three Grotzbach criteria are satisfied. As initial flow field we used the field 
generated by the coarse DNS calculation after 8t", which was then interpolated to the 
finer grid. Integration of the equations continued for 6 t’ to eliminate the influence of the 
initial condition and statistical quantities up to fourth order along with autocorrelation 
data were calculated during execution of the program by samples taken every fourth step 
from T=14t to T=18t . The spectra presented were calculated in a post-processing step 
by taking the Fourier transform of the autocorrelation.
To demonstrate the ability of the code to run at higher Reynolds numbers an LES 
experiment was conducted on a (72.64.64) grid in the (r.0.z) directions respectively at 
R e~520. The axial direction was uniformly spaced resulting in a grid-space of 
Az*=102.2. The azimuthal grid-space varies with r from the wall value of (RA0)*=51.1.
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which is roughly half of the stream-wise vortical structure length scale, to the centerline 
value of (O.5ArA0)'=O.O34. In the normal direction the near wall region is very well 
resolved, since there exist five points inside the viscous sub-layer (<5 wall-units). the first 
one being at y~=0.26. The time-step used equaled 0.00025t . As initial flow field we used 
the field generated by a coarse DNS calculation until lOt . Then the SGS model was 
activated. Integration of the equations continued until 40t to eliminate the influence of 
the initial condition and statistical quantities up to second order were calculated during 
execution of the program by samples taken every fourth step from T=40t to T=60t . 
Results of the Cases Examined
The mean flow properties obtained from the simulations are listed in Table 3.6 
along with the results of Eggels et al (1994). The mean velocity profile normalized by the 
friction velocity is presented in Figure 3.10 for Re~=I80. Note the excellent agreement 
with both the linear sub-layer profile and the logarithmic law due to the Chebvchev grid 
distribution. Again the prediction of a wake near the centerline cannot be justified by 
theory since it usually occurs above R e~200. The numerical results of Eggels et al 
deviate from the logarithmic law as the experimental values of den Toonder and 
Nieuwstadt (1997) do. Later in the section we will seek an explanation. Once again the 
present code shows the same slope but is closer to the proposed law of Wosnik et al.
The root mean square values of the fluctuating velocities, normalized by the 
friction velocity, are shown in Figure 3 .11, again for R e r= I 8 0 .  Our calculation seems to 
agree very well both qualitatively (position of peaks) and quantitatively with the 
experimental values of den Toonder and the DNS results of Eggels. The uncertainty of 
LDV measurements, however, affects the experimental results close to the wall.
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Table 3.6a
Coarse DNS LES DNS Ezcels et al
Grid (r.B.z) (40.32.32) (40.32.32) (64.128.256) (96.12S.256)
At' 0.0005 0.0005 0.00025 0.0004
Re. -ISO -180 -1S2 -180
Rem -5252 -5120 -5144 -5300
c , 0.0093 0.0098 0.0099 0.0092
U m /U . 14.63 14.25 14.21 14.73
U m/ U c 0.78 0.77 0.76 0.76
575 0.115 0.120 0.125 0.127
075 0.062 0.064 0.068 0.068
H 1.85 1.S7 1.84 1.86
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From Figure 3.12a we can see that the present LES simulation, den Toonder's 
experiment and W osnik's law. 2.258ln(y~-8)+6.5 for the high Reynolds (520). are all in 
excellent agreement. The new law is well suited for high Reynolds numbers. The 
expected wake can be clearly seen after y~=200. Figure 3.12b shows the corresponding 
values for the high Reynolds case.
The fact that Chebychev clustering yields satisfactory results, even with a coarse 
grid, is again supported by Figures 3.13a.b. which show the total shear stress distribution
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across the pipe, normalized by the wall shear stress. The almost linear behavior is 
especially smooth closer to the walls and the centerline. This is also indication that the 
special treatment of the centerline is well suited. In Figures 3 .l3c.d the principal 
Reynolds shear stresses are shown, again normalized by the wall shear stress, along with 
the sub-grid stress calculated by the Smagorinski model. The agreement with the DNS 
values of Eggels is perfect, while the experimental values suffer from wall interference. 
Figures 3.13e and 3.13f present the shear stress distribution at Re-=520.
The computed skewness and flatness factors of v' are shown in Figures 3.14 and 
3.15 respectively. For comparison dividing lines are drawn to mark the skewness (0) and 
flatness (3) values of a Gaussian distribution. Yet another important remark is that, while 
increased resolution results in more symmetric and smooth profiles, the small size of the 
sample used for these high-order statistics was not adequate, since the skewness of the 
span-wise fluctuating velocity component presents higher asymmetry and oscillations 
compared to the corresponding coarse grid profiles, which were computed by a sample 
size 2.5 times larger.
Examples of two-point correlations and energy spectra are shown in Figures 3.16 
and 3.17 respectively for the full DNS run. In Figure 3.16 the two-point correlations in 
the z direction at two r locations, one very close to the wall and the other close to the 
centerline, show how they drop to zero values for large separations, indicating that the 
computational domain is sufficiently long. The energy spectra shown in Figure 3.17 for 
the same r locations illustrate that the grid resolution is adequate, since the energy density 
diminishes rapidly at higher wave-numbers.
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Fig. 3 .10a Pipe flow. Re~=!80: Axial mean velocity profiles
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Fig. 3.10b Pipe flow. Ret=180: Axial mean velocity profiles
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Fig. 3 .1 la  Pipe flow. Re—lSO: Axial rms velocity profiles
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Fig. 3 .1 lb Pipe flow. R e^lSO : Axial rms velocity profiles
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Fig. 3.12b Pipe flow. Rer=520: rms velocity profiles
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Fig. 3.13b Pipe flow, R e~ l8 0 : Total shear stress distribution
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Fig. 3.13d Pipe flow, Ret=l80: Reynolds shear stress distribution
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Fig. 3.14b Pipe flow. Re~180: Skewness factor. T&N (1997)
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Fig. 3.14d Pipe flow. Rex=I80: Skewness factor, Eggels et al (1994)
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Fig. 3 .15b Pipe flow. Ret=l80: Flatness factor. T&N ( 1997)
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Fig. 3 .17 Pipe flow. R e~ l8 0 : One-dimensional energy spectra, axial
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The overall comments on the channel flow simulations apply also here. In this 
case, however, the flow showed signs of being very close to statistical steady state and 
we have reasons to believe that the results presented by Eggels are somewhat less 
reliable, since uniform grid finite volume representation is not the best choice for the 
radial direction in turbulent pipe flows. The fact that for some quantities these results are 
in agreement with the experimental values of den Toonder is not very reassuring, since 
the great difficulty of the experimental technique used to capture the correct behavior 
close to the wall indicates that the calculation of the v ' correction can produce significant 
shifts of the profile. This calculation depends on the accurate measurement of the 
velocities close to the wall, the uncertainty of which increases with decreasing velocity 
magnitude. Note in Figure 3.10b the error in the experimental value at y*=1.5 and in 
Figure 3.10c the absence of experimental values in the linear sub-laver. One comment 
that is definitely in place though, is the fact that the Smagorinski model can behave 
respectably in simple geometries (two homogeneous directions) if tuned properly through 
its constant and the damping function. Once the optimum parameters are identified then it 
can be used with different grids and Reynolds numbers for that particular geometry alone.
3.5.3 Turbulent Annular Flow 
Description of the Cases Examined
In this case the equations were scaled with the hydraulic radius (a-b). which was 
set to a unit value, where a is the outer radius and b the inner radius of the annulus. and 
wall-friction velocity. The pressure gradient was split into a mean pressure gradient, 
which equals -2 . and a fluctuating pressure gradient. The equations were spatially 
discretized using spectral methods, namely Chebychev collocation in the radial direction
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and Fourier collocation in the other two directions. Temporal discretization was 
accomplished by the use of the 3-step splitting technique of section 2. According to the 
analysis of section 2.6.2. the wall boundary conditions (homogeneous Neumann) for the 
pressure Poisson were imposed through the Influence matrix technique.
The Reynolds number based on shear velocity and hydraulic radius was again set 
equal to ISO. The annular aspect ratio b/a was chosen to be 0.1. an interesting case, since 
it exhibits strong curvature at the inner radius. This yields dimensionless inner radius of 
1/9 and outer radius of 10/9. If Rh denotes the pipe hydraulic radius, then L,. the axial 
length of the computational domain, was chosen to be -iTtRh. Again the length is adequate 
to justify the assumption of fully developed turbulent pipe flow to be homogeneous in the 
axial direction. The azimuthal direction is homogeneous by nature. Therefore periodic 
boundary conditions were applied in those directions. On the pipe wall no-slip conditions 
were applied for all velocity components.
The coarse DNS computation was carried out with a grid of (32.32.32) points in 
the ir.O.z) directions respectively. The axial direction was uniformly spaced resulting in a 
grid-space of Az~=70.7. The azimuthal grid-space varies with r from the outer wall value 
of (RA0)~=39.2. which is less than the 100 wall units associated with the length scale of 
stream-wise vortical structure (hair-pin vortices) and barely small enough to resolve 
them, to the inner wall value of 3.9. which is adequate to resolve the stream wise vortical 
structure. In the normal direction the near wall region is adequately resolved, since there 
exist three points inside the viscous sub-layer (<5 wall-units) for both walls.
The time-step used in the simulation equaled 0 .00 It . where t is the 
dimensionless time-scale defined as the ratio of pipe hydraulic radius and friction
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velocity. An initial axial velocity profile of the form 17(l-x6) was used, where x is the
Chebvchev variable, equal to 2 (r-----—  ) - l . On this flow field 15%-amplitude random
a - b
perturbations were superimposed at the first time-step only. The equations were 
integrated for 60t*. from which the first 40t were used to allow the flow to reach a 
statistically steady state. Thereafter statistical samples were collected at every time step. 
Statistical quantities up to fourth order were calculated during the execution of the 
program.
For the given Reynolds number our domain was 2262 wall-units long and the first 
Grotzbach criterion is satisfied. Our three points inside the viscous sub-layer also satisfy 
the second criterion. The third is not satisfied since A* =(rA rAtlA ,)' > ;cr|*. assuming
that the Kolmogorov length scale is of the same order as in the pipe (low case. The 
criterion for the temporal resolution, however, is satisfied, since the time-step is again 
only a small fraction of the Kolmogorov time-scale. which is of the same order as in the 
pipe flow case.
An LES experiment using the same domain size, grid size and time-step was 
conducted at the same Reynolds number. The calculation used the same initial flow field 
as in the previous case and the same random perturbations. The equations were integrated 
for 60t . from which the last 20t were used to calculate statistical quantities of first and 
second order. The Smagorinski model, presented in section 2.7.1. was again used as an 
SGS model. It is important to note that the length scale A was multiplied by the damping
[ l - e ‘a> v * < v 0~
function <{ to assure that the turbulent viscosity will approach zero on
!(! e _b> y* > y„*
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both walls. The local variable y~ was taken equal to (a-r)Ret . The constants used were 
againv(r= R eT/ 10. a=0.1. b = — — -----  and c=bRet . while the value of the Smagorinksi
y0‘ -
constant G. was set equal to 0.06.
Finally, a full DNS experiment was conducted on a (64.128.256) grid in the 
(r.Q.z) directions respectively. The axial direction was uniformly spaced resulting in a 
grid-space of Az'=8.8. The azimuthal grid-space varies with r from the outer wall value 
of (RAO f =9.8 to the inner value of 0.97. both of which are adequate to resolve the stream 
wise near-wall, vortical structure. In the normal direction the near wall region is very well 
resolved, since there exist six points inside the viscous sub-layer (<5 wall-units) for both 
walls. The time-step used equaled 0.0004t . Clearly for this simulation all three 
Grotzbach criteria are satisfied. As initial flow field we used the field generated by the 
coarse DNS calculation after 60t . which was then interpolated to the finer grid. 
Integration of the equations continued for 8t’ to eliminate the influence of the initial 
conditions and statistical quantities up to fourth order along with autocorrelation data 
were calculated during execution of the program by samples taken every fourth step from 
T=6St to T=72t . The spectra presented were calculated in a post-processing step by 
taking the Fourier transform o f the autocorrelation.
Results of the Cases Examined
The mean flow properties obtained from the simulations are listed in Table 3.7. 
We do not know of any other significant numerical or experimental study on the subject. 
The mean velocity profile is presented in Figure 3.18. while the root mean square values 
of the fluctuating velocities are shown in Figure 3.19. For each wall, the quantities are
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normalized by the corresponding shear velocities. It is evident that the axial mean 
velocity does not follow the logarithmic law if it is scaled with either one of the wall 
shear velocities. This behavior is the result of curvature effects. If we take as norm the 
wall curvature of our pipe simulation and assign to it the value 1. we can clearly see that 
decreasing curvature results in decreasing local wall shear Reynolds number, which in 
turn pushes the mean axial velocity profile higher. In our annular flow the upper wall has 
a curvature of 9/10<l so we expect the profile to lie above the corresponding pipe flow 
profile, thus deviating more from the logarithmic law. On the other hand the inner wall 
has a curvature of 9 » 1  and the profile falls considerably below the log-law. The 
corresponding Reynolds numbers are given in Table 3.7. The increased grid resolution 
close to the inner wall, both in the radial and azimuthal directions, due to cylindrical 
geometry, renders the identical results obtained for first and second order statistics in all 
three cases reliable. Figure 3.20 shows the total shear stress distribution across the pipe, 
normalized by the average wall shear stress, along with the principal Reynolds shear 
stresses.
Table 3.7
Coarse DNS LES DNS
Grid (r.Q.z) (32.32.32) (32.32.32) (64.128.256)
At' 0 .001 0.001 0.0004
Ret -180 -ISO -ISO
-5178 -5080 -4987
c , 0.0096 0.0100 0.0104
Um/Ut 14.43 14.11 13.87
Uii/tlmax 0.82 0.81 0.81
Reou[ -172 -173 -174
Re,n -240 -240 -232
Tmaxvcl 0.486 0.486 0.452
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The computed skewness and flatness factors of v' are shown in Figures 3.21 and 
3.22 respectively. For comparison dividing lines are drawn to mark the skewness (0) and 
flatness (3) values of a Gaussian distribution. Examples of two-point correlations and 
energy spectra are shown in Figures 3.23 and 3.24 respectively for the full DNS run. In 
Figure 3.23 the two-point correlations in the z direction at a location very close to the 
outer wall show how they drop to zero values for large separations, indicating that the 
computational domain is sufficiently long. The energy spectra shown in Figure 3.24 for 
the same r location illustrate that the grid resolution is adequate, since the energy density 
diminishes rapidly at higher wave-numbers.
3.5.4 Run-Time Statistics
The annular flow version of the code is the most time-consuming of the three 
versions presented above, since the influence matrix technique used on two boundaries 
(outer, inner walls) results in double pressure Poisson calculations. Especially for the fine 
DNS case there exist 512 boundary nodes, which non-linearly increase the time required 
for the intermediate step between the two Poisson calls. That case yielded a performance 
of 2.85 10'' s/node/step. This corresponds to approximately 500 hours on an IBM Power3 
node at 375 MHz for 12 non-dimensional time units. The sub-grid model implementation 
results in a 30% overhead. On-line statistics, four moments and correlations, increase the 
time by 269c. In contrast the channel flow calculation proved to be approximately 209c 
faster (DNS. no statistics) while pipe flow was somewhere in the middle. Finally, the 
CPU time spent per time-step can be broken up into the following parts (DNS. no 
statistics): Poisson solver (each of four) -19% . convective terms calculation -18%  and 
Fourier transforms (direct, inverse) -5% .
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Fig. 3.18 Annular flow. Re—180: Stream-wise mean velocity profiles
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Fig. 3.19a Annular flow. Re—180: Stream-wise rms velocity profiles
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Fig. 3.19b Annular flow. Ret=180: Span-wise and cross-stream rms velocity profiles
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Fig. 3.20a Annular flow. R e~ l80 : Total shear stress distribution
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Fig. 3.20b Annular flow, Ret=I80: Reynolds shear stress distribution
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Fig. 3.21b Annular flow. Ret=180: Skewness factor, Fine DNS
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Fis. 3.22b Annular flow, Ret=l80: Flatness factor, fine DNS
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Fig. 3.24 Annular flow. Rct= 180: One-dimensional energy spectra, axial
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3.6 Pipe Flow with Sudden Expansion
We integrated the domain decomposition technique into our code in order to 





Fig. 3.25 Cylindrical step geometry and domain configuration 
Two Reynolds numbers were considered for this geometry, the expansion ratio of which 
was kept at 1.5. A laminar case, where the inlet profile was parabolic and a higher 
Reynolds case, w'here instability and transition to turbulence can occur, induced by the 
shear layer past the comer of the step.
3 .6 .1  R e t= 5 0
The equations, written in rotation form, were non-dimensionalized with inlet 
radius and wall friction velocity. The constant pressure gradient was not included in the 
first ot the three steps of the time-splitting scheme like in the previously presented 
simulations. Poiseuille inlet boundary conditions were used and the so-called “convective 
exit condition” was imposed at the outlet for the velocities. For the pressure fl. Neumann
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conditions were used at the inlet ( —  = —2 ) and homogeneous Neumann at the walls. At
dz
the exit Dirichlet conditions were imposed (p=0. n  = p + ̂ - v ) .  A run for which L* was
longer than the expected reattachment length was simulated. In addition, a run with 
truncated length has also been performed to test the upstream influence of the convective 
exit condition. The value for the pressure at the exit of the truncated domain was set 
equal to the value that the theoretical pressure drop yields if the homogeneous Dirichlet 
condition is retained at the exit of the original domain.
For the full length run time integration took place for two flow-through times (16 
non-dimensional units), with time-averaging was performed after T=St . It is worth 
noting the fact that the ratio of the final exit mass flow-rate to the initial inlet mass flow- 
rate reached its steady value of 1.00018 after T=8t . For the truncated domain case a 
flow-through time equaled 2.6 units and a final value o f 1.00024 was reached after T=3t . 
Table 3.8 shows the grid-size used for each of the three domains and the corresponding 
spatial descritization. The inlet domain length L, equaled 10 in both cases while U  was 
40 for the full run and 10 for the truncated, which brought the number of grid points in 
the axial direction from 60 to 20 in order to preserve the resolution.
Table 3.S
Domain # Grid size (r.0.z) Spatial descret. (r.O.z)
1 (24.4.60/20) (C.F.FD2) (0=1.07
2 (48.4.20) (C.F.FD2) o>=1.00
3 (48.4.60/20) (C.F.FD2) co=1.07
Figure 3.26 shows the friction coefficient behavior upwind and downwind of the 
step and it is almost identical for both cases. Note that we multiplied the coefficient by -1.
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Fig. 3.27 Re^SO: Pressure coefficient distribution
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Fig. 3.28a Ret=50: Axial velocity profiles downstream of the step
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Fig. 3.28b Rex=50: Radial velocity profiles downstream of the step
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so that a positive value denote flow in the +z direction. Reattachment occurs after 30 
radii, and it is clear that the exit boundary condition can cope with flows that alternate 
direction on a normal exit plane. Upwind of the step a constant value, the corresponding 
for laminar flow at our Reynolds, denotes the parabolic nature of the flow, still 
undisturbed. Preliminary tests with varying axial resolution indicated that the jump 
induced by the com er singularity intensifies as the resolution increases, as one would 
expect. Finally, downwind o f the step the coefficient recovers attaining its corresponding 
value for laminar flow at the Reynolds number of the chamber. The pressure coefficient 
behavior is depicted in Figure 3.27. which again confirms the agreement between the two 
cases. It has the correct slope for developed parabolic flow until the step and then 
recovers. The oscillations towards the exit of the chamber are indication of the probably 
short domain length and the lower resolution in the region. Finally, in Figure 3.2S. 
profiles of the axial and radial velocity components at various stations are presented 
depicting the transition of the flow from a laminar parabolic profile with a mean velocity 
of 12.5 (scaled with friction velocity) to another. 2.25 times smaller.
3.6.2 ReT=200
This Reynolds number is moderate for sustaining turbulence in the inlet pipe 
section, but the corresponding Reynolds of the larger chamber is transitional. We chose 
to use a "turbulent profile" at the inlet of the form I4( l - r ’)8/6 for the axial velocity, and 
zero radial and azimuthal velocities. This would yield a mean velocity of 14 based on the 
inlet pipe dimensions. In a previous preliminary run at Ret=90 the velocity profile rapidly 
returned to parabolic after the first two radii inside the inlet pipe section and no 
fluctuations were present downwind of the step, although the inlet Dirichlet condition
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was fixed. At the higher Reynolds, however, the step was expected to induce instabilities 
so no perturbations were to be used, in order to ascertain whether unstable flows could be 
successfully simulated by the code. Due to run-time limitations we decided to keep only 
four points in the azimuthal direction, in effect rendering the problem a 2-D turbulent 
application.
Table 3.9 shows the grid-size used for each of the three domains and the 
corresponding spatial approximation. The radial Chebychev clustering near the walls, 
interface (extension of comer) and centerline as well as the axial stretching closer to the 
step are depicted in Figure 3.29 for the region downwind of the step (domains 1 & 3). 
The inlet domain length L, equaled 5 while L* was 25. a rather small value. It is expected 
however that if sustained turbulence is experienced the reattachment length should fall 
within the limits of our domain.
Table 3.9
Domain # Grid size (r.O.z) Spatial discret. (r.O.z)
I (24.4.80) (C.F.FD2) (0=1.04
2 (64.4.40) (C.F.FD2) co=l.00
3 (64.4.80) (C.F.FD2) co=1.04
0 5 *0 *5 20 25
Fig. 3.29 ReT=200: Grid distribution downwind of the step
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For this run time integration took place for approximately 7 flow-through times 
(30 non-dimensional units), with time-averaging was performed after T = 8 t\ Figure 3.30 
shows the friction coefficient behavior upwind and downwind of the step. Reattachment 
occurs after 15 radii, as the coefficient turns positive at that position. The pressure 
coefficient behavior is depicted in Figure 3.31. Contrary to what we saw in the laminar 
case, the instability that the step induces creates a sustained non-uniform pressure profile, 
although at the exit there exist a Dirichlet uniform homogeneous pressure boundary 
condition.
Figure 3.32 shows the mean axial and radial velocity profiles at various stations 
downwind of the step. The radial location of the maximum radial velocity is shifting 
between 0.8 and 1.0. an indication of possible rollup. The turbulent nature of the shear 
layer can also be seen in Figure 3.33. where profiles of the axial and radial root mean 
square of the fluctuating velocity components at the same stations are presented. 
Reynolds shear stress profiles are also included. Axial rms values show maximum at a 
location shifting from r=0.95 to close to the centerline after 10 radii, a typical behavior of 
round jets. As a consequence of equation (2.37) for axi-symmetric flows, the 
instantaneous radial velocity has to be zero at the centerline, and the radial velocity rms 
indeed vanishes, as does the Reynolds stress. A stream function contour plot is presented 
in Figure 3.34. It confirms that the reattachment occurs inside the chamber, the length of 
which would be otherwise too short for laminar flow. Finally in Figure 3.35 mean 
vorticitv contours are presented. They show the generation of vorticity at the corner and 
how it is advected downwind, along with the existence of negative vorticity in the region 
of fast backward-moving fluid.
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Fig. 3 .31 Re^IOO: Pressure coefficient distribution
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Fig. 3.32a R e~200: Axial mean velocity profiles downstream of the step
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Fig. 3.32b Ret=200: Radial mean velocity profiles downstream of the step
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Fig. 3.33a Re~200: Axial rms velocity profiles downstream of the step
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Fig. 3.33b R e~200: Radial rms velocity profiles downstream of the step
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Fig. 3.33c R e~200: Reynolds shear stress profiles downstream of the step
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Fig. 3.34 Re~200: Stream function
Fig. 3.35 Re~200: Mean vorticity contour plot
114
R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .
CHAPTER 4. CONCLUSIONS - FUTURE WORK
4.1 Conclusions
A DNS code has been developed for the solution of 3-D unsteady incompressible 
equations for flow problems in complex geometries.
To this end a direct Poisson solver has been developed and well suited for such 
problems. It possesses spectral accuracy, it successfully treats the problem of singularity 
at the centerline of cylindrical domains and is one of the fastest of its type. Performance 
is non-linear with grid-size in the non-periodic directions while speed varies almost 
linearly with grid-size in the periodic direction.
The code can be easily applied to complex flows, such as flows in elliptic pipes 
(with the appropriate transformation), flows in annuli. and flows in coaxial can-type, 
annular and vortex combustor geometries. These more complex geometries can be 
handled efficiently, preserving spectral accuracy, through the use of a domain 
decomposition technique, introducing a direct-solving, sub-structuring method. 
Partitioning is faster than solving for a whole given domain, provided the sub-domains 
have relatively small but comparable size in both non-periodic directions. The grid 
resolution control, which domain decomposition allows, can help in adequately resolving 
smaller turbulent scales thus resulting in more accurate predictions.
The Poisson solver is also efficiently parallelized enabling application on large 
grids, since domain decomposition has zero effect on the scalability o f the code, which 
depends only on the grid-size of the periodic direction.
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The code exhibits no difficulty to describe laminar flow problems. The effect of 
the convective exit boundary condition seems to be acceptable, if not negligible in some 
cases. Turbulence, at least in developed flows with two homogeneous directions, is also 
predicted accurately. The Smagorinksi model performs acceptably only if properly tuned 
for a given geometry. We strongly recommend the use of a dynamic model (as opposed 
to the static manipulation of the Smagorinksi constant) for complex geometries, such as 
combustors. Turbulent results are satisfying up to fourth order statistics and spectra. 
However more tests are required to validate the representation of turbulence in 
geometries with multiple domains, a problem with inherent difficulties in the flow-field 
initialization, perturbation and choice of time-step.
4.2 Possible Future Study
No study can ever be considered complete and the current one is not the exception, 
especially since it focused on the development and validation of a new code. Once 
turbulent numerical experiments can be successfully conducted in multi-domain 
geometries there are plenty of tasks to draw our efforts.
Our efforts thus far have aimed at developing a code that will eventually be used 
to investigate flow structure and mixing processes inside a can-type combustor, where the 
fuel would typically be introduced in the central nozzle and mixed with the air-tlow in 
the shear layers of the coaxial nozzle. Monitoring of local fuel-air concentration in a 
cold-flow simulation will be accomplished by introducing a passive scalar and is 
instructive in determining regions too fuel-rich or poor. This can provide insights 
regarding the probability o f a lean blow out and that of N O \ generation. O f particular 
importance are the characteristics o f the re-circulation zone forming in these co-annular
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combustors considered herein. The emphasis of the project under which the code has 
been developed is on the investigation of active forcing of the nozzle flows with the 
intent of improving mixing and performance (increasing combustion stability, safety, 
reliability, and improved emissions). This code can be a very useful state-of-the-art tool, 
together with ongoing cold-flow experiments, to test forcing strategies and understand the 
resulting flow dynamics in the combustor. The results of the computational/experimental 
investigation will also provide information necessary for the development of improved 
engineering flow models. A second topic of interest to the project is the interaction of 
atomized liquid fuel with the turbulent structure of the coaxial air jets under forced and 
unforced conditions. Atomized fuel can be introduced in the central jet-nozzle and a 
Lagrangian scheme for the motion of the dispersed phase can be incorporated in the 
future.
Listed below are suggestions relevant to future application of the code to the 
flows of interest:
• Sub-grid scale model implementation: The complexity of the combustor geometry, 
even after simplification, prohibits the successful application of DN'S at practical 
Reynolds numbers (of the order of 30.000 based on nozzle diameter). The 
Smagorinskv model, already implemented in one version of the code, should be 
replaced by the Dynamic model. Results obtained from developed turbulent flow runs 
using the two sub-grid models should be compared to each other and experiments. 
Application of the model to the combustor geometry may then follow.
• Theoretical work should be carried out to extend the Linear Eddy Model for 
application to a 3-D flow with the intent to use it as a basis of a sub-grid scale model.
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• Atomized fuel should be introduced in the central jet-nozzle. A Lagrangian scheme 
for the motion o f non-evaporating fuel droplets should be incorporated.
• The distribution and mixing of the fuel droplets in the near field should be studied 
under forced and unforced conditions.
• Mass transfer effects should be introduced (droplet evaporation).
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APPENDIX
Developed Flow
The preliminary results included a basic Poiseuille consistency case, in both 
channel and pipe geometries, an impulsive start of pipe flow with constant pressure drop 
and pulsatile pipe flow, at Re=1000. The results for the three cylindrical geometry cases, 
reported by Voyages & Nikitopoulos (1998). are in excellent agreement with theory and 
exhibit spectral accuracy.
Developing Flow'
Several test runs under laminar conditions have been conducted varying the 
Reynolds number, channel length and grid size in developing channel flow. The 
equations, written in rotation form, were non-dimensionalized with channel half-width 
and wall-friction velocity. The non-zero component of the constant pressure gradient in 
this form equals -1 . After the inclusion of the gradient in the first of the three steps of the 
time-splitting scheme, the computed pressure n  corresponds only to the non-linear part 
of the pressure plus the dynamic pressure. The spatial discretization used was Chebychev 
collocation. 5lh order finite differences and Fourier collocation in the cross-stream, 
stream-wise and span-wise directions respectively. Uniform inlet boundary conditions 
were used and the so-called ‘“convective exit condition" was imposed at the outlet for the 
velocities. For the pressure IT. Dirichlet conditions were used at the inlet tp=0.
n  = p + - v : ) and homoaeneous Neumann at the walls and exit, in accordance with ther  i
time-splitting scheme, since the pressure field is obtained from an inviscid intermediate 
flow field. Runs for which the channel length is equal to the entrance length based on
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correlations (White (1991)) have been conducted. In addition, runs with truncated length 
have also been performed to test the upstream influence of the convective exit condition. 
The conditions for each test are summarized in Table A. 1.
Table A. I
Case Re-(Re) Grid size 
(x.v.z)
L/8i/; At' T C r
(exit)
K
A 39(507) (65.4.101) 100 10"’ 18 0.01198 0.678
B 39(507) (65.4.51) 50 - 18 0.01274 0.616
C 39(507) (65.4.201) 100 - 12 0.01197 0.671
D 55(1008) (65.4.201) 200 - 12 0.00601 0.672
E 39(507) (65.4.21) 20 - 12 0.01492 0.503
Since p does not include the constant pressure gradient, the excess pressure drop 
coefficient K is defined here as
k _ _ ! P j_ Z M  (A. I)
Tpu'
where i- )  denotes area averaging over the cross-section. The exit value of C, must reach 
its corresponding value for developed channel flow of 6/Re.
We see from Table A.l that the code accurately predicts the value of parameter K 
at the end of the entrance length in the limit of high Reynolds number, which is reported 
to be around 0.67 (White (1991)). There is only a slight Reynolds number effect, result 
of the boundary layer character of the entrance flow. The Ct values for Re=507 and 
Re=1008. 0.01198 and 0.00601 respectively, are in very good agreement with the 
corresponding analytical values of 0.01183 and 0.00595 (<!.39r deviation).
More specifically now. let us compare cases A. B and E. which correspond to the 
same Reynolds number and grid resolution. We can see that the convective exit 
condition, and consequently the Neumann pressure condition, combined with a finite
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difference approximation, does not dramatically affect the upstream flow field, since the 
maximum deviation for a heavily truncated domain does not exceed 2.0%. Comparing 
cases A and D. same grid resolution and analogous entrance length for two different 
Reynolds numbers we find that there is an expected drop of K from 0.678 to 0.672. 
towards the limit value of 0.67. which is believed to remain the same above Re=5000. 
Finally, the grid-independence comparison between cases A and C. for the same 
Reynolds number, reveals a 1.0% drop in parameter K. which can be traced up to the 
entrance of the channel. This is due to the fact that, since the inlet boundary velocity 
condition is unrealistic, steeper gradients are introduced close to the inlet as the flow tries 
to reach more natural profiles in a short distance. If we continue to increase resolution, 
severe time-step limitations will emerge. The final value for K of case C. 0.671. almost 
the limit value for high Re. suggests that case A is probably more accurate. The deviation 
is. however, not significant in absolute terms. This is supported by the fact that exit C, 
behavior was unaffected. Obviously close to the inlet, higher gradients resulted in a 
different starting value.
The initial velocity profile used was the Poiseuille profile for the corresponding 
Reynolds number, except for the inlet where the uniform profile was introduced. The 
integration time for cases A and B was 18 dimensionless time-scales. approximately 
equivalent to three flow-through times. The results suggested that the fiow-field reaches 
its final form after two flow-through times and cases C. D and E were integrated only 
until T*=12.
Voyages & Nikitopoulos (1998) reported a similar study for developing pipe flow 
with an older version o f the code (conventional form for the convective terms) and a
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centerline velocity-radius non-dimensionalization. Cases included three different 
Reynolds numbers, full and truncated domains, varying grid-size and a case with swirl. 
Velocity and pressure profiles were reported at various stations along the pipe. Results 
were analogous with the ones presented herein.
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