ABSTRACT. We consider the perturbed operator H(b, V ) := H(b, 0) + V , where H(b, 0) is the unbounded 3D Hamiltonian of Pauli with non-constant magnetic field, and V is a non-definite sign electric potential which decays exponentially with respect to the variable along the magnetic field. We prove that the only resonances of H(b, V ) near the origin 0 are its eigenvalues and are concentrated in the semi axis (−∞, 0). Moreover, we establish asymptotic expansions, upper an lower bounds of their number near 0.
INTRODUCTION
In this paper we consider the three-dimensional Pauli operator H(b, V ) = H(b, 0)+ V acting in L 2 (R 3 ) := L 2 (R 3 , C 2 ). Its describes a quantum non-relativistic spin-1 2 particle subject to a magnetic field B : R 3 → R 3 and a electric potential V . Throughout this article, we assume that the magnetic field has a constant direction, say B = (0, 0, b). In what follows below, we describe the case where b is an admissible magnetic field including the constant case. We shall say that b : R 2 → R is an admissible magnetic field if there exists a constant b 0 > 0 such that b = b 0 +b, whereb is a function such that the Poisson equation (1.1) ∆φ =b admits a solutionφ ∈ C 2 (R 2 ) satisfying sup X ⊥ ∈R 2 |D αφ (X ⊥ )| < ∞, α ∈ N 2 , |α| ≤ 2 see e.g. [25, section 2.1] for more details on admissible magnetic fields . So the caseb = 0 coincides with the constant magnetic field case, i .e. b = b 0 . Let A = (A 1 , A 2 , A 3 ) : R 3 → R 3 be the magnetic potential generating the magnetic field B. That is (1.2) B(X ) := curl A(X ), X = (X ⊥ , t) ∈ R 3 , X ⊥ = (x, y ) ∈ R 2 .
The self-adjoint unperturbed Pauli operator H(b, 0) is defined originally on C ∞ 0 (R 3 , C 2 ) by and then closed in L 2 (R 3 ). Since b is independent of t, then without any loss of generality we may assume that A j , j = 1, 2 are independent of t, and A 3 = 0. Put ϕ 0 (X ⊥ ) = b 0 |X ⊥ | 2 /4 and ϕ := ϕ 0 +φ so that ∆ϕ = b. Let us introduce the mutually adjoint operators originally defined on C ∞ 0 (R 2 , C) and then closed in L 2 (R 2 ) by Thus the operator H(b, 0) can be written in
where H j = H j (b), j = 1, 2 are defined by (1.5), and
dt 2 is the selfadjoint operator originally defined on C ∞ 0 (R, C), and then closed in L 2 (R). By [24, Proposition 1.1], the spectra σ(H j ) of the operators H j satisfy the following properties σ(H 1 ) ⊆ {0} ∪ [ζ, +∞) with 0 an eigenvalue of infinite multiplicity, For further use, let us denote by p := p(b) the orthogonal projection onto Ker H 1 (b). If the magnetic field is constant, it is well known see e.g [12] that the spectrum of the operator H 1 consists of the increasing sequence of Landau levels 2b 0 q, q ∈ N, and the multiplicity of each eigenvalue 2b 0 q is infinite. This implies that the spectrum of the operator H 2 is the set of Landau levels 2b 0 q, q ∈ N * . So, we shall denote by p 0 := p(b 0 ) the orthogonal projection onto Ker H 1 (b 0 ).
On the domain of the operator H(b, 0) defined by (1.3), we introduce the perturbed operator
where we identify V with the multiplication operator by the function V . In [29] , we investigated the resonances (or eigenvalues) near the origin of the operator H(b, V ) where V is a symmetric matrix-valued electric potential V ≡ {V jk } 1≤j,k≤2 satisfying In this paper, we study the same problem by considering the class of matrix-valued electric potentials V having the form
where the function U satisfies the estimate
with C > 0 a constant. Note that a potential V satisfying (1.11) is of non-definite sign since its eigenvalues are equal to ±|U(X )|. Novelty in this paper is that we prove that the only resonances of H(b, V ) near 0 are its eigenvalues and are concentrated in the semi axis (−∞, 0), moreover we give upper and lower bounds of their number near 0. In comparison to [29] , this improvement is due to the fact that the form (1.11) of V allows us to reduce the study of the resonances near 0 of H(b, V ) to that of the semi-effective effective Hamiltonian
for z small enough in the resolvent set of H 2 , as it will be seen in section 4. Here H j = H j (b), j = 1, 2 are the magnetic Schrödinger operators defined by (1.6).
The paper is organized as follows. Our main results (Theorem 2.1 and Theorem 2.2) are presented in section 2. In section 3 we recall some auxiliary results on Berezin-Toeplitz operators and characteristic values of an holomorphic operatorvalued function. In section 4 we reduce the study of the resonances near 0 to a characteristic value problem. Section 5 is devoted to the proofs of Theorem 2.1 and Theorem 2.2. Section 6 is a brief appendix on the notions of index (with respect to a positively oriented contour) of a real holomorphic function and a finite meromorphic operator-valued function.
STATEMENT OF MAIN RESULTS
In order to formulate our main results, let us first fix some notations. For a linear compact self-adjoint operator T in a Hilbert space, we denote by 
Note that if B = I , the identity operator on L 2 (R 3 ), then W (I ) is the multiplication operator by the function W (X ⊥ ) = 
Let us introduce the following pointed disk
where the constants δ and ζ are respectively defined by (1.12) and (1.8).
Our first main result concerns the resonances
+ εV in the case of non-constant magnetic field, where ε ∈ R * \ E with E a discrete set of R * .
Theorem 2.1. (Asymptotic expansion, upper bound) Let b be an admissible magnetic field and W (B) the operator defined by (2.2).
Assume that V satisfies (1.11) with the function U satisfying (1.12). There exists a discrete set E ⊂ R * such that for any ε ∈ R * \ E, the operator H(b, εV ) := H(b, 0) + εV has the following properties. resonances of H(b, εV ) near 0 is of order O (ln | ln r |) −1 | ln r | as r ց 0, which is the same in [29] .
In the constant magnetic field case B = (0, 0, b 0 ), we obtain in additional a quantitative lower bound of the number of resonances. Note that in (2.3) we have ζ = 2b 0 if the magnetic field is constant. Before to formulate our result, let us precise that if
where U ⊥ and U are not necessarily real functions, we define the following quantity (2.7)
where ∆ t is the one-dimensional Laplacien defined by (1.6), and we set
With the above notations we have the following theorem.
Theorem 2.2. (Quantitative lower bound) Let the magnetic field B be constant.
Assume that V satisfies (1.11) with the function U satisfying (1.12). There exists a discrete set E ⊂ R * such that for any e ∈ R * \ E , the operator P e := P 0 + eV satisfies the following.
, r ց 0, where the function φ(r ) is as in Lemma 3.5, then 
Remark 2.2. Note that estimates (2.10) and (2.6) imply that in the constant magnetic field case, the number of resonances of the operator P e near 0 satisfy
where C m ⊥ is the constant defined in Lemma 3.1 and
It can be easily checked that K 1 < K 2 . On the other hand, (2.4) and the lower bound in (2.11) imply that the eigenvalues of the operator P e accumulate to 0 from the left.
AUXILIARY RESULTS

Some results on Berezin-Toeplitz operators by Raikov.
In this subsection, we recall some technical results due to Raikov [25] , [22] on Berezin-Toeplitz operators.
The asymptotic distribution of eigenvalues of the BerezinToeplitz operator pUp is the subject of the lemma below. An integrated density of states (IDS) for the operator H 1 = H 1 (b) defined by (1.5) is defined as follows. For X ⊥ ∈ R 2 , let χ T ,X ⊥ be the characteristic function of the square X ⊥ + − 
for each point t of continuity of g see e.g. [25] . If the magnetic field is constant, i .e. b = b 0 , there exists naturally an IDS for the operator H 1 given by
where χ R+ is the characteristic function of R + .
with α > 0 and 
where Assume that T (0) is self-adjoint. Introduce Ω ⋐ C \ {0} and 
where the O's are uniform with respect to s, δ but the O δ may depend on δ. to that of the semi-effective Hamiltonian H 1 −U H 2 −z −1 U where H j = H j (b), j = 1, 2 are defined by (1.6), and for z small enough in the resolvent set of the operator H 2 . We assume that the potential V has the form defined by (1.11).
Let H(b, 0) be the Hamiltonian defined by (1.3) and H(b, V ) be the perturbed operator defined by (1.9). Consider a complex number z ∈ ρ H(b, V ) , the resolvent set of H(b, V ). So we have
Let C be the operator defined by
Hence for z ∈ ρ H 2 the resolvent set H 2 , we have the following property
and moreover we have
So property (4.4) above allows us to reduce the non-invertibility of the operator H(b, V ) − z to that of the operator H 1 − z − U(H 2 − z) −1 U, provided that the operator H 2 − z is invertible.
4.2.
Reduction to semi-effective problem. We assume that the perturbation V satisfies (1.11). Let z ∈ C + the upper half plane and perform the following change of variables 
3). Then the operator valued-function
admits a meromorphic extension from C
We define the resonances of the operator H(b, V ) (near 0) as the poles of the meromorphic extension R(z). Consider z ∈ ρ H 2 and set R(z) :
then this together with proposition 4.1 and assumption (1.12) show that the poles of the resolvents R(z) and R(z) coincide. So near 0, the study of the resonances of the operator H(b, V ) is reduced to that of the semi-effective Hamiltonian
4.3. Study of the semi-effective problem. For z small enough in ρ H 2 , let us decompose the sandwiched resolvent U(H 2 − z) −1 U for appropriate use in the sequel. Using the decomposition
we get
where the operator M(z) is given by
So (4.9) implies that
Now define the operator w by setting (4.12)
Thus (4.11) and (4.12) imply that
Then, we have proved the following lemma.
Lemma 4.1. Let H 2 be the operator defined by (1.6) and U be the function defined by (1.11) . Then the operator U(H 2 − z) −1 U admits the representation 
Proof. The analyticity of the operator T V z(k) holds since M z(k) and R 1 z(k) are well defined and analytic for k ∈ D(0, ǫ) * .
The compactness of T V z(k) follows by that of UR 1 z(k) U using the diamagnetic inequality and [32, Theorem 2.13].
We have the following proposition. 
Proof. The equivalence follows directly from the identity
and the fact that the poles of R(z) coincide with that of R(z).
So, the multiplicity of a resonance z 1 := z(k 1 ) is defined by
where γ is a small positively oriented circle containing k 1 as the unique point satisfying z(k 1 ) is a resonance of H(b, V ). The notion of index (with respect to a positively oriented contour) of a finite meromorphic operator-valued function is recalled in the Appendix.
Proposition 4.2 can be formulated as follows using the terminology of characteristic value recalled in subsection 3.2. 
Moreover according to (4.16) , the multiplicity of the resonance z(k 1 ) coincides with the multiplicity of the characteristic value k 1 .
PROOF OF MAIN RESULTS
Let us first recall and introduce some notations. Let p := p(b) be the orthogonal projection onto Ker H 1 (b) defined in (1.5) and define q := I − p. Define on L 2 (R 3 ) the projections P := p ⊗ 1 and Q := q ⊗ 1. Let H j = H j (b), j = 1, 2 be the operators defined in (1.6). For z ∈ ρ(H 1 ), the resolvent set of H 1 , using the definition of H 1 in (1.6) we get
where the resolvent R(z)
5.1. Proof of Theorem 2.1.
Preliminary results.
As in section 4, z(k) := k 2 with k ∈ D(0, ǫ) * the pointed disk defined by (2.3). In order to prove Theorem 2.1, let us first decompose the operator T V z(k) , defined in Lemma 4.2, with the help of (5.1). We get
It can be checked that the operator M z(k) UR 1 z(k) (Q + I )w * is holomorphic in a vicinity of 0 with values in S ∞ L 2 (R 3 ) . Now let us consider the operator wp ⊗ R(k 2 )w * . Since by (5.2) the integral kernel of the operator N(k) := e −δ t R(k 2 )e −δ t is given by
then N(k) can be decomposed as follows
where a :
is the rank-one operator defined by
and b(k) is the Hilbert-Schmidt operator (for k ∈ D(0, ǫ) * ) with integral kernel given by
where τ et s(k) are operators acting from e −δ t L 2 (R) to e δ t L 2 (R) with integral kernels respectively given by 1 and
So we get the following proposition with the above notations.
where w is defined by (4.12) , and the operator
Note that w(p ⊗ τ )w * is a positive self-adjoint compact operator. Indeed if we define the multiplication operators by e ± := e ±δ t , then it can be easily checked that
where c : L 2 (R) −→ C is the operator defined by c(f ) := f , e − , so that c * :
is given by c * (λ) = λe − . Now with the help of (5.12), we deduce that
where the quantity n + (r , ·) is defined by (2.1). Since by the definition of w given by (4.12) we have w * w = UH −1 2 U, and moreover σ(H 2 ) ⊆ [ζ, +∞), then the following operator equality and inequality happen,
where for a bounded operator B ∈ L L 2 (R 3 ) , W (B) is the operator defined by (2.2). So (5.13) and (5.14) imply that 
Here according to Proposition 5.1, we put T (ik) := w(p⊗τ )w * 2 − ikB(k) so that
. With respect to the notations of subsection 3.2, recall that Π 0 is the orthogonal projection onto ker T (0). Since the operator T ′ (0)Π 0 is compact, there exists a sequence (ε n ) n such that the operator I − εT ′ (0)Π 0 is invertible for any ε ∈ R\{ε n , n ∈ N}. Note that we can take ε n = λ −1 n where {λ n , n ∈ N} is the set of eigenvalues of the operator T ′ (0)Π 0 . We get immediately (i) by Lemma 3.2 with z = −ik/ε 2 .
Otherwise, (i) shows that for |k| small enough the resonances z(k) = k 2 are concentrated in the sector {k ∈ D(0, ǫ) * : −ik/ε 2 ∈ C α (r , r 0 )} for any α > 0 with C α (r , r 0 ) defined by (3.2) . So for r ց 0, # z(k) = k 
Proof of Theorem 2.2.
To obtain (2.9), it suffices to prove that if function U satisfies U(X ⊥ , t) = U ⊥ (X ⊥ ) U (t), then the following operator inequality holds We have the following properties: Ind ∂Ω A 1 A 2 = Ind ∂Ω A 1 +Ind ∂Ω A 2 and, if K (z) is in the trace class operators, then Ind ∂Ω (I + K ) = ind ∂Ω det (I + K ). For more details, see [16, chapter] .
