For the familiar Fibonacci sequence | de ned by f 1 = f 2 = 1, and f n = f n?1 + f n?2 for n > 2 | f n increases exponentially with n at a rate given by the golden ratio (1 + p 5)=2 = 1:61803398 : : : . But for a simple modi cation with both additions and subtractions | the random Fibonacci sequences de ned by t 1 = t 2 = 1, and for n > 2, t n = t n?1 t n?2 , where each sign is independent and either + or ? with probability 1=2
Introduction
The Fibonacci numbers de ned by f 1 = f 2 = 1 and f n = f n?1 + f n?2 for n > 2 are widely known.
It is equally well-known that jf n j increases exponentially with n at the rate (1 + p 5)=2. Consider random Fibonacci sequences de ned by the random recurrence t 1 = 1, t 2 = 1, and for n > 2, t n = t n?1 t n?2 , where each sign is independent and either + or ? with probability 1=2. Do the random Fibonacci sequences level o because of the subtractions? Or do the random Fibonacci sequences increase exponentially with n like the Fibonacci sequence? If so, at what rate? The answer to these questions brings Stern-Brocot sequences, a beautiful way to divide the real number line that was rst discovered in the 19th century, and fractals and random matrix products into play. The nal answer is obtained from a computer calculation, raising questions about computer assisted theorems and proofs. Below are three possible runs of the random Fibonacci recurrence: The rst of the runs above was randomly generated on a computer. The second run is the familiar Fibonacci sequence. The last of the three runs above is a sequence that remains bounded as n ! 1; but such runs with no exponential growth occur with probability 0. For longer, typical runs see For the random Fibonacci recurrence t n = t n?1 t n?2 as well as the recurrence t n = t n?1 + t n?2 with each independent and + or ? with probability 1=2, jt n j is either jt n?1 j + jt n?2 j or jt n?1 j ? jt n?2 j with probability 1=2. As our interest is in jt n j vs. n as n ! 1, we restrict focus to t n = t n?1 + t n?2 and call it the random Fibonacci recurrence. As a result, the presentation becomes briefer, especially in Section 3. The next step is to rewrite the random Fibonacci recurrence using matrices. In matrix form the random Fibonacci recurrence is picked independently with probability 1=2 at each step. Let f denote the distribution that picks A or B with probability 1=2. Then the random matrix M n chosen at the nth step is f -distributed and independent of M i for i 6 = n. Moreover, t n?1 t n = M n?2 : : : M 1 1 1 ; where M n?2 : : : M 1 is a product of independent, identically distributed random matrices.
Known results from the theory of random matrix products imply that logkM n : : : M 1 k n ! f as n ! 1; (1.2) n p jt n j ! e f as n ! 1; (1.3) for a constant f with probability 1 7, p. 11, p. 157]. About f itself known theory can only say that f > 0 7, p. 30]. Our aim is to determine f or e f exactly. Theorem 4.2 realizes this aim by showing that e f = 1:13198824 : : : . The limit in (1.3) is the same f for any norm over 2-dimensional matrices because all norms over a nite dimensional vector space are equivalent. In the rest of this paper, all norms are 2-norms, and all matrices and vectors are real and 2-dimensional except when stated otherwise. Thus, for a vector x, kxk is its Euclidean length in the real plane, and for a matrix M, kMk = sup x6 =0 kMxk kxk .
Limit (1.2) for M i independent but identically distributed over d-dimensional matrices has been a central concern of the theory of random matrix products. Furstenberg and Kesten 19, 1960] have shown that limit (1.2) exists under very general conditions. When it exists, that limit is usually denoted by and called the upper Lyapunov exponent. Furstenberg 18, 1963] has shown that when the normalizing condition jdet M i j = 1 holds, as it does for f , \usually" > 0. Furstenberg's theorem implies, for example, that f > 0, and hence, that jt n j increases exponentially with n with probability 1.
In spite of the importance of the upper Lyapunov exponent , is known exactly for very few examples. Kingman, one of the pioneers of subadditive ergodic theory of which the theory of random matrix products is a special case, wrote 26, 1973] :
Pride of place among the unsolved problems of subadditive ergodic theory must go to the calculation of the constant ( : : : ). In none of the applications described here is there an obvious mechanism for obtaining an exact numerical value, and indeed this usually seems to be a problem of some depth. One of the applications Kingman refers to is the general problem of nding for random matrix products. For this and other applications, Kingman's problem is still unsolved. Bougerol have only non-negative entries. In our opinion, the random Fibonacci recurrence is more natural than these examples. In fact, the random Fibonacci recurrence in a more general form appears as a motivating example in the very rst paragraph of Furstenberg's famous paper 18].
In Section 2, we present a formula for f due to Furstenberg that forms the basis for this paper.
The matrices A and B map a direction in the real plane of slope m to directions of slope 1 + 1=m
and ?1+1=m, respectively. Since f picks A or B with probability 1=2, it induces the random walk which sends a direction of slope m to a direction of slope 1 + 1=m or ?1 + 1=m with probability 1=2. The invariant probability measure for this random walk is central to Furstenberg's formula. In Section 3, we nd that invariant probability measure, denoted by f , using the Stern-Brocot division of the real line. See 2 (a; b). Since the slopes of the backward maps vary in magnitude from 0 to 1, not only is f self-similar 37], the self-similarity equation has multiple scales. Selfsimilar functions, especially ones with multiple scales, usually turn out to be fractals. For example, Weierstrass's nowhere-di erentiable but continuous functions, which are commonly used examples of fractal graphs, satisfy f(x) = s?2 sin( t) + f( t) with 1 < s < 2, > 1, and large enough 17]. Repetition of the same structure at ner scales and an irregular appearence in Figure 4 suggest that f too may be a type of fractal.
In Section 4, we use Furstenberg's formula and the invariant measure f given in Section 3 and arrive at Theorem 4.2 (e f = 1:13198824 : : : ). The proof of Theorem 4.2 depends on a computer calculation. Thus its correctness depends not only upon mathematical arguments that can be checked line by line, but upon a program that can also be checked line by line and the correct implementation of various software and hardware components of the computer system. The most famous of theorems whose proofs depend on computer calculations is the four color theorem. The rst proof of the four color theorem (all planar graphs can be colored using only four colors so that no two adjacent vertices have the same color) by Appel, Haken and Koch caused controversy and aroused great interest because it relied on producing and checking 1834 graphs using 1200 hours of 1976 computer time 28] 2]. In spite of improvements (for example, the number 1834 was brought down to 1482 soon afterwards by Appel and Haken themselves), all proofs of the four color theorem still rely on the computer.
Computer assisted proofs are more common now. Our computation uses oating point arithmetic which is inexact owing to rounding errors. Thus it becomes necessary to bound the e ect of the rounding errors, which we do in the appendix. An early example of rigorous use of oating point arithmetic is due to Brent 9 Besides random matrix products, random Fibonacci sequences are connected to many areas of mathematics. For example, the invariant measure f is also the distribution of the continued fractions 38]. Also, the random walk on slopes m ! 1 + 1=m can be thought of as a random dynamical system 3]. These di erent interpretations amount merely to a change of vocabulary as far as the computation of f is concerned; but each interpretation o ers a di erent point of view.
The study of random matrix products, initiated by Bellman 4, 1954 Furstenberg 18, 1963 ], Osseledac 34, 1968 ], Kingman 26, 1973] , and Guivarc'h and Raugi 21, 1985 ] are some of the profound contributions to this area. We enthusiastically recommend the lucid, elegant and well-organized account by Bougerol 7] . For a more modern treatment, see 5] . For the basics of probability, our favorite is Breiman 8] .
Our interest in random recurrences was aroused by their connection to random triangular matrices 42]. The asymptotic behaviour as n ! 1 of the condition number of a triangular matrix of dimension n whose entries are independent, identically distributed random variables can be deduced from the asymptotic behaviour of a random recurrence. In particular, let L n be a lower triangular matrix of dimension n whose diagonal entries are all 1 and whose subdiagonal entries are +1 or ?1 with probability 1=2. Consider the random recurrence 
Furstenberg's Formula
To determine f , we use a formula from the theory of random matrix products that complements Figure 4 . In our notation, x is a vector in the direction x, and x is the direction of the vector x for x 6 = 0.
To de ne f , consider the f -induced random walk on directions that sends x 0 to x 1 = Ax 0 or to x 1 = Bx 0 with probability 1=2, and then sends x 1 to x 2 similarly, and so on. In terms of slopes, the slope m is mapped by the random walk to 1 + 1=m or to ?1 + 1=m with probability 1=2. The measure f is the unique invariant probability measure over x for this random walk, i.e., Our goal in this section is to nd f , the unique probability measure on the real line R satisfying , is labelled lLR, and so on. Only the rst letter of a label is in small case because the division of the root is special.
We use l or r to denote the labels of Stern-Brocot intervals other than the root, with being a possibly empty sequence of Ls and Rs. The sequence obtained by changing 's Ls to Rs and Rs to Ls is denoted . For example, the re ection of the positive interval r about 0 is the negative interval l . The length of is denoted by j j. We take the depth of l or r to be 1 + j j. Lemmas 
We guessed the solution of (3.2). Even though the linear system (3.2) has only rational coecients, its solution involves which is true because g = (1 + p 5)=2. The invariance condition for rR can be veri ed similarly.
Thus the invariance condition (3.2) holds for all Stern-Brocot intervals, and we can say that f is the unique f -invariant probability measure. Because of symmetry, the measure f over slopes given by (3.3) is invariant even for the distribution that picks one of ? 0 1 1 1 with probability 1=4. Moreover, Furstenberg's integral for the Lyapunov exponent of this distribution is also given by (2.3).
According to historical remarks in 11], measures similar to f have been studied by Denjoy, Minkowski, and de Rham. But is f a fractal? To make this precise, we need the de nition dim( f ) = inffdim(S) f is supported on Sg;
where dim(S) is the Hausdor dimension of S R. To show that f is a fractal, it is necessary to prove that 0 < dim( f ) < 1. It is known that 0 < dim( f ) 7 For some distributions supported on 2-dimensional matrices with non-negative entries, the innite linear system analogous to (3.2) is triangular, or in other words, the invariance requirement for a Stern-Brocot interval involves only intervals at a lesser depth. For a typical example, choose with probability 1?p. In this example, the invariant measure over directions parameterized by slopes is supported on 0; 1], the slope m is mapped to 1=(1+m) and 1+1=m respectively, and the ranges of those two maps ( 0; 1] and 1; 1] ) are disjoint.
Chassaing, Letac and Mora 11] have found the invariant measure for several 2-dimensional random matrix products that t into this framework. All their matrices have non-negative entries. Moreover, since the linear systems for nding the invariant measure are triangular for all the examples in 11], the solution can have irrational numbers only if the original problem does.
The techniques described in this section can be used to nd the invariant measure corresponding to the random recurrence t n = t n?1 + t n?2 if is distributed on the positive integers. We assume the \round to nearest" mode which is the default type of rounding. Thus if a and b are oating point numbers,
where the relative error E may depend upon a, b, and the operation performed, but jEj < 2 ?52 .
For convenience, we denote 2 ?52 by u 1 . For (4.3) to be valid, however, the operation should not over ow and produce a number that is too big to be represented, or under ow and produce a number that is too small to be represented.
The C program we give in the appendix uses a function tlog(x) to compute log x. This becomes necessary because log is not a basic operation in the IEEE standard. However, tlog() is implemented so that (log a) = log a(1 + E) (4.4) with jEj < u whenever a is a positive oating point number. For the clever ideas that go into tlog() and the error analysis, see the original paper by Tang 38] .
The proof of the following lemma is given in the appendix. Now the values of (p 28 ) and (q 28 
) in (4.2) imply (a). (b) is implied by (a)
. In fact, we can also say that the digit of e f after the last 4 in (b) must be an 8 or a 9. (c) follows from earlier remarks. Theorem 4.2 above is the main result of this paper. We arrived at Theorem 4.2 using Lemma 4.1 and rounding error analysis. An alternative is to use interval arithmetic to validate the computation 1]. Instead of rounding the computations to the nearest oating point number, interval arithmetic carefully rounds the various stages of the computation either upwards or downwards to compute a lower bound for p d and an upper bound for q d . As a result, were we to use interval arithmetic there would be no need for rounding error analysis. A disadvantage would be that the manipulation of rounding modes necessary for implementing interval arithmetic would make it signi cantly more expensive on most computers. Our approach exposes the ideas behind oating point arithmetic and shows that oating point arithmetic is rigorous too. Besides, the rounding error analysis as summarized by Lemma 4.1 gives a clear idea of the error due to rounding. This tells us, for example, that the rounding errors j (p 28 ) ? p 28 j and j (q 28 ) ? q 28 j, which are both less than 10 ?14 , are much smaller than the discretization error jp 28 ? q 28 j, which is about 10 ?8 .
Since the proof of Theorem 4.2 relies on a computer calculation, the validity of the proof requires some comment. The construction of f in Section 2, the program and the rounding error analysis given in the appendix can all be checked line by line. However, Theorem 4.2 still assumes the correct implementation of various software and hardware components including the standard IEEE{754. We did the computation on two entirely di erent systems | SUN's Sparc server 670 MP, and Intel's i686 with the Linux operating system. In both cases, the results were exactly the same as given in (4.2) ; the hex codes for (p d ) and (q d ) matched the hex codes given below (4.2). As it is very unlikely that two systems with such di erent architectures may have the same bug, we feel that the correctness of Theorem 4.2 should, at worst, be doubted no more than that of tedious and intricate proofs that can be checked line by line. Though the use of oating point arithmetic to prove a theorem may be unusual, the proof of Theorem 4.2 is only as dependent on the correctness of the computer system as, say, the proof of the four-color theorem; in other words, assuming the implementation of IEEE arithmetic to be correct is just like assuming the implementation of a memory-to-register copy instruction to be correct.
Besides, all components of a computer system, like mathematical proofs, can be checked in careful line by line detail, and this is done many times during and after their implementation. However, experience has shown that some bugs can defy even the most careful scrutiny. A great deal of research has gone into developing systems to verify that hardware and software implementations meet their speci cation 12].
In recent work, Tsitsiklis and Blondel 39] claim that the upper Lyapunov exponent is not \algorithmically approximable." They prove that there can be no Turing machine which accepts a pair of matrices as input and returns an approximation to the upper Lyapunov exponent with bounded error. The distribution can be anything which picks both the input matrices with nonzero probability and no others. This uncomputability result holds when the dimension of the matrices is 48 or greater.
To interpret this result properly, we think that it must be compared with similar results for easier analytic problems like computing eigenvalues of matrices and zeros of polynomials. For literature on similar analytic problems, we refer to 6]; but the model of computation used in that book is not the Turing model. In another sense the result of Tsitsiklis and Blondel is limited. It applies only when the class of problems includes distributions with singular matrices. But most of the theory of random matrix products has been developed for distributions supported on nonsingular matrices. When the distribution is supported on nonsingular matrices, we give an algorithm for computing the top Lyapunov exponent with an arbitrarily small absolute error in 41]. For this algorithm to be e ective, a mild irreducibility assumption about the support of the distribution has to hold.
To conclude, we ask: Is there a short analytic description of f ? The fractal quality of f suggests no. But let f (p) be the Lyapunov exponent of the obvious generalization t 1 = t 2 = 1, and for n 2, t n = t n?1 t n?2 with each sign independent and either + with probability p or ? with probability 1 ? p. Unfortunately, the techniques described in this paper for f (1=2) do not seem to generalize easily to f (p), 0 < p < 1. A beautiful result of Peres 35] Lemma A.1. Assume 0 < f 1 (u) < 1 + e 1 < g 1 (u) and 0 < f 2 (u) < 1 + e 2 < g 2 (u). with 1?u < 1+E 1 < 1+u and jE 2 j < (1+u) log((1+u) 10 (1?u) ?9 ) . A weaker, but simpler, bound is jE 2 j < 10(1 + u) log((1 + u)=(1 ? u)). Now, the assumption u < 1=10 implies 10(1 + u) < 11, which together with Lemma A.2b, gives the simple bound jE 2 j < 33u. A program to compute p d and q d is given on page 27 so that the computation leading to (4.2) can be easily reproduced. The program uses up 1:1 gigabytes of memory. It can be written using only a small amount of memory, but then it would be harder to read. For nding logs, we used the version of Tang 
