This paper shows a multisequential model to exploit OR parallelism on distributed memory systems. It presents an implementation of the incremental copy mechanism oriented to distributed systems and a novel distributed scheduler is also proposed. WAM modifications to support the proposed model are very simple. The system has been implemented on a 16 processor multicomputer based on transputers. It has been obtained very good performance results with an overhead around 6% and a speed-up comparable to the most known multisequential models for shared memory systems.
Introduction
OR parallelism has been widely studied since the first works achieved by Ciepielewski, Haridi [3] and others. Several approaches have been proposed to exploit OR parallelism in Prolog programs. The most significant are: the process tree models [4, 12] , where each node in the search tree is associated with a process which tries to solve it, data flow models [5, 10] , where the search tree is represented as a set of processes synchronized by the data flow, and multisequential models [8, 9, 6, 1, 2, 13] . The latter are based on having multiple Prolog engines that work like sequential ones combined with a method to keep the multiple variable bindings that different Prolog engines could achieve, and with a method to share the work between the system workers 1 . The multisequential models seem to be the best approach, since they can take advantage of the very efficient sequential Prolog compilers based on WAM [7] .
Several systems based on multisequential models have been proposed. The most known are the Aurora Prolog system [6] on shared memory multiprocessors, and the Muse Prolog system [1] on a multiprocessor machine with distributed and shared memory. Both of them have very good performance results. But in the scope of pure distributed memory multiprocessor machines there are very few multisequential systems [13] . However multisequential models seem very suitable for this kind of architecture since they can exploit coarse grain parallelism, which implies large parallel tasks with very low interaction between them.
We have implemented a multisequential Prolog system running on distributed memory multiprocessor machines (a 16 Transputer network) and obtained very good results. The extra overhead introduced by the multisequential implementation with respect to the sequential one is very low, around 6%, and there is an almost linear speed-up for problems with coarse grain parallelism. It is based on a distributed scheduler that allows the work to be shared between the workers in the network, and on an incremental copy mechanism. The distributed scheduler is particularly important in a distributed implementation, since the communication cost is very dependent on the strategy of distributing the work between the workers. The distributed scheduler proposed defines levels of neighborhood. It favors the cooperation between the nearest processors, establishing different task granularity depending on the distance between processors. The incremental copy idea was introduced by the Muse model in order to reduce the overhead generated by copying the worker's state to an idle one in a non-shared stack scheme during the sharing of the work. The idea is based on the fact that the idle worker could have already traversed a part of the path 2 to the work, thus it does not need to copy this part of the stacks. This idea has been oriented, in our model, to pure distributed memory machines, differing in some aspects from 1 A worker represents a process or processor in the same sense as it does in Aurora [6] and Muse [1] 2 We will call path to a direct way from the root to a leaf or up to a specified node that proposed by Muse. Also an incremental copy implementation is compared with a naive copy one, in which the whole of memory areas involved in the sharing of work are copied. The current implementation is based on a simple WAM as it was defined by D.H.D. Warren [7] without optimizations and without side-effect predicates being supported. The paper is organized as follows. Section 2 introduces some aspects relevant to WAM memory management. Section 3 presents a general overview of the model, defines some design considerations, describes the incremental copy mechanism as opposite to the naive copy, the distributed scheduler and the extensions to the WAM to support the proposed model. Section 4 shows some performance results, discusses the proposed model and compares it with others. The paper ends with a conclusion in section 5.
An OR-Parallel Model on Distributed Memory Systems problems de distributed memory: Con Aurora Con Muse
The Distributed Multisequential Model
This section presents the basis on which rely the OR parallelism exploitation in a distributed environment.
Prolog solves a problem just by traversing the search space defined by a program (a set of predicates and relationships between themselves) looking for solutions to the problem. The exploitation of OR parallelism arises with the possibility of being followed different alternative paths by different workers. Now we will see how it can be done.
During the traversing of a path by a worker, some work could be created. If this work becomes sharable, an idle worker, if exists, will be selected and the work will be shared with it. It is in this way how a problem is divided and solved by the system workers.
This rough scheme shows three main points to be considered. One of them is to detect when it is convenient to share the created work. Another one is how to share the work in an efficient manner. The latter important point is how these workers communicate and synchronize with each other to share the work between all of them, and how the most suitable idle worker is selected to share a part of the available work. The solving of each one of these aspects in our model is presented in the three following subsections. The fourth is dedicated to the extensions made to the WAM in order to support the model. However, to correctly understand how our model works, first we will explain roughly the memory management in WAM.
Memory Management in WAM
The Warren Abstract Machine (WAM) has three main memory areas managed as stacks: the control stack, the heap and the trail. During the resolution of the Prolog search tree, dynamic structures and global variables are stored in the heap. Local variables are stored in their correspondent clause environment, which is allocated in the control stack. These environments are deallocated when they are no longer useful (the end of the clause resolution). During the traversing of a path, several alternatives to follow different paths could appear, for each one a choicepoint is created in the control stack, which holds information to restart the computation from that point, recording memory tops and other useful information such as that to follow another alternative path, etc. It is important to note that it is the choicepoint which is ¿¿¿encharged??? to deal with the different alternative paths, therefore choicepoints are a key piece in our goal of exploiting OR parallelism. During the resolution phase, when a variable is conditionally bound, i.e., such a variable was created before an alternative and it is bound during the execution of such alternative, its address is recorded in the trail. This is achieved to allow the restoring of the computation state, by undoing the conditional bindings, to follow a different alternative path. When the processing of an alternative has finished and there are more alternatives to try, conditional bindings achieved after that alternative will be undone, the computation state will be restored to the point before the alternative using the choicepoint information, and the computation will follow the next path. When the last alternative from a node has been taken, the choicepoint associated with that node will be deallocated. To our aim of explaining the incremental copy mechanism, it is important to note that during the traversing of a path, the heap and trail will always grow up, but the control stack can grow up and down, due to the choicepoint and environment allocation and deallocation, overlapping useless areas.
Sharing Quantum of Work
We have been talking about sharable work, but we haven't specified what that term means. In distributed environments, where task-switching is especially expensive, it is very important to control the task granularity, as much in the worker that owns the work, as in the piece of work given to the idle worker. Thus, work (in the sense of useful work suitable to exploit OR parallelism, i.e., some kind of choicepoints and related memory areas) created by a worker becomes sharable when the amount of such work is higher than a determinate threshold.
In shared memory systems, different branches belonging to one choicepoint can be shared [6, 1] , that is, the same choicepoint is shared by several workers, which can backtrack to follow the different alternatives. However in distributed systems this type of sharing would require many messages to synchronize all workers sharing different branches from the same choicepoints. Thus, this approach seems to be very inefficient in a distributed environment. Another approach could be to share a quantum of work as a number of whole choicepoints. Thus for example, if a worker has four alive 3 choicepoints, it can give the work corresponding to a whole choicepoint to another worker. This choicepoint will then become dead 4 from the point of view of the first worker. Therefore, apart from the thresholds, the ratio of shared quantum with respect to the created work must be specified to control the task granularity. This approach seems to be more efficient for distributed systems since synchronization in this case is very simple, as shown below.
The next decision is whether a worker gives the top-most choicepoints or the bottom-most ones. The answer seems very clear, since if the given choicepoints are the top-most ones, the overhead introduced by the memory copying operation is lower due to the lower memory area size to be copied. To reduce the frequency of task switching (and therefore of memory copying) it is very important to choose adequate thresholds and ratios of shared quantum. These thresholds and ratios determine the task granularity, and they have to be chosen in such a way that granularity must be as coarse as possible to keep all workers working in parallel for as long as possible.
In the example of Fig. 1 , W1 has obtained enough work to share and W2 is in the idle state ( Fig. 1.a) . To share its work, W1 gives its top-most choicepoints (CP1 and CP3) to W2. These choicepoints will become dead for W1 and alive for W2 ( Fig. 1.b) , which backtracks and starts the traversing of the obtained paths ( Fig. 1.c) . W1 then becomes idle and W2 has created enough work to share ( Fig. 1.d) . Then, W2 gives its top-most choicepoint (CP1 and CP6) to W1, which backtracks and takes the next path of its choicepoints ( Fig. 1 .e).
Incremental Copy. Worker's State Copying
As it was seen above, this mechanism is a mean to reduce the overhead generated by copying a worker's state to an idle one, so that the idle worker's state mirrors the path to the shared work. It is based on taking into account that the idle worker could already have a part of its state consistent with 3 An alive choicepoint is such that it has open alternatives to try 4 A dead choicepoint is such that it doesn't have any alternative to try
Alive ChoicePoint belonging to W1 (dead for the others)
Alive ChoicePoint belonging to W2 (dead for the others) Figure 1 : Sharing quantum of work the worker's state, and therefore, only the inconsistent part up to the work has to be copied, in contrast with the naive copy, which copy the whole memory areas involved in the state of the shared work. Thus, the choosing of the most suitable worker to share the work seems very important, since the overhead of this operation depends on the size of the inconsistent part. For our explanation of the incremental copy mechanism, it is important to note that during the traversing of a path, the heap and trail of the WAM (it is assumed that the reader is familiar with the memory management mechanism in WAM [7] ) will always grow up, but the stack can grow up and down, due to the choicepoint and environment allocation and deallocation. In shared memory multiprocessor machines a worker can access to a fellow worker's state, thus, a worker knows what part of its state is consistent with that of its fellow worker in an easy and efficient operation. However, in distributed memory systems this operation is a bit more complex and less efficient. When a worker follows a determinate alternative, it records which alternative it has chosen, keeping a trace of the followed alternatives to get to a determinate point in the search tree. This trace, in case of idle worker, holds its absolute position in the search tree, that is, it mirrors the idle worker's state to get to its position. In case of sharable work, the trace holds its absolute position in the search tree, thus mirroring the state to get to the work. This could be enough to know the shared part of its fellow workers' paths, but due to the deallocating of choicepoints, information about the memory subareas related to each node is lost. To solve this lack, when a choicepoint is allocated, and therefore an alternative is recorded, the tops of the heap, trail and stack are also recorded. Thus, each worker keeps a trace of the followed alternatives and their correspondent memory subareas. The path record holds this information. As was said above, the allocating of environments can, in some cases, overlap areas in the stack. In such cases, the current top of the stack in the path record will be modified. The incremental copy mechanism uses this information to know which part of the worker's state has to be copied. The trace of the followed path is used by the distributed scheduler to choose the most suitable worker with which to share the work.
When two workers are going to share work, each one knows the path to the work and the path where the idle worker finished its work. First of all, the idle worker will backtrack to the consistent part with the work, and then, the memory areas from the consistent part to get to the work will be copied.
The memory tops related to each node involved in the sharing of work (((delimit))) the memory areas to be copied. However, sometimes during the traversing of an alternative, some variables older than the node could be conditionally bound, and these variables could have not been copied. Thus, we need a mechanism to install the conditional bindings made during the traversing of the copied nodes.
Two of the most important OR parallel Prolog Systems (Aurora [] and Muse []) follow different approaches to install the conditional bindings, both based on the trail mechanism. The trail is divided in three areas. The second one (((comprende))) the area related with the sharing of work, the first one id from the beginning to the second area, and the third one is from the second to the end of the trail.
In the Muse approach, during the copying of shared work, it collects the conditional bindings achieve during the traversing of the copied nodes, using the addresses stored in the second area of the trail, and it sends it to the idle worker to install them.
In the Aurora approach, the trail mechanism is modified so that whenever a variable is conditionally bound, the address and value are stored in the trail. With this information, when the state is copied, these conditional bindings will be installed. This strategy of recording pair address and value is also used in the SRI model [9] . Moreover, a variable will be conditionally bound if the address of such a variable is lower than the current tops in the path record. Normally this behavior is the same as in the WAM, but in case of the last alternative of a node, when the choicepoint is deallocated, bindings of variables that are lower than the current tops must be recorded in the trail to allow their later installation.
Both approaches have been implemented in our system, and they will be compared in the results section.
The incremental copy is achieved as follows: After comparing the idle worker's path with the work path, both workers know which part of the path is different. The idle worker has to untrail up to the common part of the paths. Then the memory subareas which correspond with the untraversed path to the work are copied. The trail area is made up of two parts, one to untrail the bindings achieved by the worker during the execution of goals beyond the work, and the other one is used to install those bindings as explained.
Once these areas have been copied and conditional bindings installed, the worker that owned the shared work will discard it. The worker that has received the work will backtrack to the next alternative and will start to traverse the collected set of paths.
As opposite to incremental copy, the naive copy does not worry about the state of the idle worker. It just copy the whole information related to get to the work, so it does not need to do what it was explained above, avoiding such overhead, however it introduces the overhead by copying bigger memory areas. So in case of solving big problems (with copying of big areas), the overhead will be important. Both approaches will be compared in the results section. An example about the incremental copy mechanism is shown in the Fig. 2 . The trace of traversed alternatives followed by the worker are held in the Path, where a + and -signs mean, from the worker point of view, a dead node and an alive node respectively. The tops of memory for each node are stored in MemAreaTops. This is needed due to the deallocation of choicepoints, as it was said above. The top of the stack for each node is shown with an S and the node number. The tops of the heap and trail follow the same terminology with an H and T respectively. Let's suppose that the Worker-2 wants to share part of its work (nodes from N5 to N7 ) and the Worker-1 is the selected worker with which to do it. The comparison of both workers' Paths shows that both have traversed the same path up to the second node (N2 ), where they followed different alternatives. Therefore the workers' state from the beginning up to the second node is almost consistent (the inconsistent parts will be restored during the installation of trailed variables). The idle worker (W1) will backtrack up to the common part (S2, H2 and untrail up to T2 ), and then, the memory subareas from N2 (S2, H2, T2) to N7 (S7, H7, T7) in W2, pointed from MemAreaTops, will be copied to W1. The trail from T7 to the top will be copied too, in order to uninstall the bindings achieved by W2 during the traversing of paths beyond the work. The given choicepoint will become dead from the W2 point of view. Then W1 will install the bindings of variables stored from T2 to T7 and it will backtrack 
Distributed Scheduler
This section will show how workers can all work together and synchronize with one another to share the created work between all workers in the system. On distributed systems that are not fully connected (which is our case), the communication between workers that are not adjacent is much less efficient than between adjacent ones. Therefore, a strategy that favors cooperation between adjacent workers is necessary. To achieve this, in our model each worker is surrounded by levels of neighborhood, where each level will hold workers that are at the same distance from it (Fig. 3) . The distributed scheduler has several priorities when the work is going to be shared. First, the sharing of work will be achieved with available workers belonging to the closest level. Second, within this level, the worker which is closest, in the search tree, to where the sharable work has arisen will be selected. Then, for workers belonging to the same level of neighborhood, it will be selected such whose position in the search tree is the nearest to the position in the search tree where the sharable work have arisen.
For each level of neighborhood, there will be a suitable work threshold and ratio of sharing, which define when the created work becomes sharable and how much of this work will be shared, defining, so, the task granularity. These thresholds and ratios have to be chosen taking into account the communication costs for such distances, since small granularity tasks, which have little life time, are not convenient for distribution if the task creation cost is high.
The work sharing protocol could be roughly seen as follows: when a worker has some sharable work, it will select the most suitable idle worker with which to share that work, and it will send it the position, in the search tree, where the work is. The idle worker will choose the most suitable work from the proposals received, and will reject the others. If a work is rejected, the worker that owns that work will select another idle one and the process will be continued as above. When an idle worker selects a work for sharing, it will ask it to the worker that owns that work, which will transfer the work as explained above.
To correctly understand the following explanation, some terminology must be made clear.
• The path of an idle worker contains the alternatives followed in order to reach the position in the search tree where it became idle.
• The path to a work contains the alternatives followed up to the position in the search tree where the work was created.
• The most suitable idle worker for a determinate distance with which to share work is such whose path has more common branches (nodes) with the work one than any other idle worker in that distance.
• The most suitable work within a given distance from the point of view of an idle worker is that whose path from the common part up to the work has the least amount of branches (nodes).
• Work becomes sharable for a determinate distance when the number of alive choicepoints is higher than the specified threshold for that distance.
Below is shown an overview of the main steps that workers follow to carry out the scheduling of work.
• When a worker runs out of work, it sends its state (Idle) and its path to distance-one neighbor workers, and only its state to the other ones.
• When a worker has created some sharable work to share with distanceone neighbor idle-workers, it will send the work path to the most suitable distance-one idle-worker.
• If there are no distance-one idle-workers and there is sharable work for distance-two, it will request the unknown paths of distance-two idleworkers. If there are no distance-two idle-workers, the process will go on with the next level and so on. • If meanwhile some distance-one workers have become idle, the process will continue with these ones, if not, the process will proceed with the next distance idle workers as it was seen above with distance-one workers.
• When an idle worker receives some work path messages, it will select the most suitable work from the nearest level of neighbors, and it will request it. The other received work paths will be rejected.
• On the other hand, when a worker that has sent a work path message to an idle one, receives a reject message, it will continue looking for an idle-worker with which to share the work.
• The worker that receives the work request message will share its work with that idle worker as seen above.
• When an idle-worker gets a piece of work, it will send its new state (Working) to the others workers.
• Computation will finish when the master worker detects that all workers are in the idle state.
In the example of Fig. 4 , let us suppose that Worker-3 and Worker-4 are at the same level of neighborhood from Worker-1 and from Worker-2, and let us suppose that W1 and W2 have created sharable work as shown in the fig. 4 . When W1 and W2 want to share their work, they will select to W3, since it has more common nodes (nodes 0, 1 and 2) with both's work than W4 (nodes 0 and 1). Thus, W3 will receive the notification of both works. At this moment, W3 will select W1's work, since it has less nodes from the common nodes (nodes 3 and 4) and will reject W2's work (nodes 3, 5 and 6). When W2 gets the rejection from W3, it will select W4 and the process will go on as explained.
Termination detection
The algorithm for termination detection is based on the diffusing computation method proposed by Dijkstra and Scholten [15] . In it, each worker is controlled by the worker which has given work to it, and each worker controls the workers to which it gave works. Thus, each worker keeps the worker that controls to it, and the count of workers that it controls. We called Master worker to the worker who starts the computation, and Slave workers to the others. The algorithm is as follows.
• Whenever a slave idle worker selects a work to share, if it has no worker that controls to it, it sends to it a message for incrementing the count of controlled workers, and it sets that worker as its controller worker.
• Whenever a worker receives a message for incrementing the controlled worker count, it increments it.
• Whenever a worker receives a message for decrementing the controlled worker count, it decrements it.
• When the slave idle worker's controlled worker count reaches zero, it sends to its control worker a message for decrementing the count of controlled workers, and it sets the controller worker to none.
• When the master idle worker's controlled worker count reaches zero, it will have detected the end of computation.
WAM Extensions
The extensions to the WAM could be divided in three main groups: worker path operations, trail mechanism modifications and distributed scheduler support. The basic structures in WAM have been kept unmodified.
Worker path operations, to support incremental copy, modify four WAM instructions, which keep their original definitions with some additions to record the traversed path. These modified instructions are Try, Retry, Trust, and Allocate. Following we will see these additions.
• Try: It pushes an open alternative pointing the first branch on top of the traversed path. It also pushes the tops of stack, heap and trail on top of path.
• ReTry: It removes the dead nodes from the top of path and increments the pointed branch in the alive node.
• Trust: It removes the dead nodes from the top of path, increments the pointed branch in the alive node, and marks such a node as dead.
• Allocate: If the current environment address is lower than the top of stack recorded in the top of the traversed path, this top of stack is set up with such lower address.
Trail modifications, to support incremental copy, are as follows: The limits that specify when the binding of a variable has to be trailed are modified, in order to achieve their later installation. In our model, the binding of a variable has to be trailed when the address of the variable is lower than the top of the stack or the heap, depending on if the variable belongs to the stack or to the heap. These limits normally coincide with those in the WAM, and they don't coincide in some cases during the traversing of the last alternative of a choicepoint. Moreover, in case of following the installation Aurora approach, whenever a variable binding needs to be trailed, the address and value pair will be stored in the trail.
The distributed scheduler support consists in: • Polling and processing of arrived messages.
• Polling and managing of available work for sharing.
• Incrementing the work count whenever a choicepoint is created.
• Decrementing the work count whenever a choicepoint is discarded.
These extensions are supported by some additional structures which are not mixed with the WAM ones. Processing of arrived messages and managing of sharable work follow the cooperation protocol explained above.
Performance Results and Discussion
This section shows some results after running our system with a set of benchmarks on a distributed memory multiprocessor machine (Parsys Supernode) with 16 Transputers connected to one another following a mesh topology. Each processor has a Prolog machine with its own local memory, and a small router (Fig. 6) . The obtained results are compared with two of the most known multisequential Prolog systems, Aurora [6] and Muse [1] running on a shared memory multiprocessor machine (Sequent Symmetry). In the comparison, it is important to take into account the different stage of development of the systems (Aurora supports sequential side-effect predicates, Muse supports garbage collection, and our implementation is a prototype) and the different architecture on which they are implemented.
The set of benchmarks consists in the following programs divided in three groups: the first group is made up of coarse grain parallelism programs.8-queens-1 and 8-queens-2 are two well known programs from ECRC. 9-queensb is a naive generate&test n-queens program attributed to M. Bruynooghe Table 2 : Run times for Aurora on Sequent Symmetry [1, 11] [11], 9-queens-p is a fused generate&test n-queens program attributed to L. Pereira [11] . The second group is made up of medium grain parallelism programs. house is the "who owns the zebra" puzzle from ECRC. The last group is made up of programs that exploit small grain parallelism. farmer is the "farmer, wolf, goat, cabbage" puzzle from ECRC. Table 1 shows the run times (in milliseconds) for these benchmarks. All of them look for all solutions of the problem. The speed-up relative to the 1 worker implementation is given in parentheses. The last column shows the run times for the sequential WAM emulator on which our implementation is based, and its speed-up relative to the 1 worker one. The last row shows the sum of the run times for the following programs (8-queens-1, 8-queens-2, house*20 and farmer*100).
These results are very encouraging. Our system presents almost linear speed-up for programs that exploit coarse grain parallelism, not very bad speed-up for programs with medium and small grain parallelism. The overhead introduced to support the multisequential model is very low, around 6%.
In the comparison with Muse, the overhead introduced to support the parallel model is very similar. The speed-up is a bit lower in our system. This could be due to the fact that the scheduler in a distributed environment is less efficient than the Muse scheduler, which uses shared memory. The speed-up factor of our system is better for small grain parallelism programs than in Muse or Aurora. Table 3 : Run times for Muse on Sequent Symmetry [1] With respect to the comparison with Aurora, our system has lower overhead, and the speed-up for the 9-queens programs is better in our implementation. For the 8-queens program, the speed-up of Aurora is better.
The results of these comparisons must be considered only as a point of reference about the proposed model.
As we have seen, our model keeps variable access and task creation as constant-time operations (both are based on WAM), and task-switching as a non constant-time operation. Gupta and Jayaraman [Gupta] proved that these criteria can not be satisfied all together, and the last one, in our model, is controlled by the scheduler, which tries to optimize the granularity and therefore, the task-switching.
Conclusion and Future Work
In this paper, we have presented an efficient OR-Parallel Prolog model for distributed memory multiprocessor systems. This model has been implemented on a 16 transputer network with very good performance results. A simple WAM emulator has been adapted to implement our model in an easy way. The overhead introduced to support the multisequential model is very low, around 6%, and the speed-up is close to linearity for coarse grain parallelism problems. However, at this stage of development, it doesn't support side-effect predicates.
Our model has been compared with two of the best and most known OR-Parallel Prolog systems. However, these Prolog systems run on shared memory multiprocessors and ours runs on distributed memory multiprocessors. Due to the different architecture on which they are implemented, and to the different stage of development, comparison results must be considered only as a point of reference. However they are very encouraging.
Our next steps could be the improvement of the general characteristics of the model, the supporting of sequential side-effects, and the development of a model to enhance our multisequential model with exploitation of Stream AND-parallelism on distributed systems.
