Introduction
W e live in a rapidly changing world where advances in consumer technology are occurring so fast that the telecommunications network is struggling to keep pace. The rapid uptake of smartphones/tablets and the widespread wireless streaming of high definition video and games are putting the current network architecture under immense strain, and the problem is compounded as more applications come online on a daily basis. Key examples include high definition 4K video streaming, the online health monitoring required now and in the future for an aging population, the Internet of Things, cloud computing, and the prospect of providing education completely online. Due to the emergence of new webbased applications our projections, based on data from [1] , show that international bandwidth requirements will exceed 1 Pbps by 2020, as illustrated in Figure 1 . Growth rates for data transmission vary across the network depending on the source (see [2] and [3] for detailed reviews), however, it is widely accepted that yearly performance improvements in products placed within the network lag considerably behind insatiable consumer demand.
To keep pace with these rapid changes, equipment manufacturers need to innovate at speed, at scale, and at low cost. This means that device and component integration is critical to enable the next many generations of efficient and scalable telecommunications products. The level of integration required has severe implications for hardware design in general but even more considerable challenges from a thermal perspective. The thermal challenge grows with ever-increasing levels of integration, as the designer struggles to build more functionality into shrinking package space. Packing so much functionality (e.g., devices and components) into smaller package footprints will lead to substantially increased thermal densities which in turn will require deployment of new thermal solutions.
The efficient nature of transmitting high-speed data optically over long distances makes photonic devices and components key enablers to support the massive growth in data traffic. Silicon (Si) photonics [4] is currently an active area of research due to the advantages of using Si/SiO 2 for passive photonic components to achieve, for example, low loss waveguides and compact arrayed waveguides, the potential for tighter integration with Si-based electronics, as well as a significant processing infrastructure built up by investment in complementary metal oxide semiconductor (CMOS) technology. Arguing economies of scale, this last pointVthe potential of leveraging CMOS technologyVoffers promise for reducing the cost of silicon-based photonic integrated circuits (PIC) in comparison to their monolithic III-V material counterparts. However, this level of integration also poses significant challenges due to the very different thermal profiles associated with photonics and electronics. In addition, since Si is an indirect bandgap material, an integrated light source that performs well under the required conditions has remained elusive [5] . This has led to the development of heterogeneously integrated laser devices such as III-V/Si hybrid evanescent lasers, where discrete III-V material active photonic devices are placed on a silicon-on-insulator (SOI) substrate [6] . From a thermal perspective, silicon photonics is challenging for several reasons. The fact that the architecture is essentially junction-side-up makes it difficult to remove the heat load; the poor thermal properties of the typical oxide isolation layer on SOI wafers separate the device from the heat sink; and the ridge-like geometry of waveguides in the active device increases the thermal spreading resistance. Further, the distinctly different absolute temperatures and temperature control requirements for photonic and electronic devices present challenges as we move towards optoelectronic integration.
Thermal management has typically been relegated to the last step in the design process and traditionally considered only to ensure long-term operation of the electronic and photonic devices. Today, thermal management represents one of the biggest bottlenecks to releasing next-generation equipment across the entire network and at every scale from the nano (transistor/photonic active region) to the macro (datacenter/telecom network).
In the discussion that follows, we first focus on developing cooling concepts within the optical package where temperature control and the ability to remove extremely large local heat fluxes are the primary challenges addressed at the device/package level. Next, we look at techniques for cooling photonics components ranging from the device to the package and all the way out to system level and report on active areas of thermal research within Bell Labs. Some of these areas require significant research and development both beyond the state-of-the-art and beyond what is presented in this paper. Our goal is to share a vision and early stage results for future Thermally Integrated Photonics Systems (TIPS) that will enable energy-efficient and scalable growth in the network.
State-of-the-Art Thermal Solution for Photonic Packages Figure 2 shows a schematic representation of a typical solution for the thermal management of a laser array within a photonics integrated circuit (PIC) package. The important thermal aspects shown are the use of a large macro-TEC to cool the lasers. In close proximity to the lasers, resistive heaters are employed to tune the temperature of the lasers thus doubling the local thermal load. The heat load is coupled to the photonics package via many intermediary layers and the entire package is air cooled. If implemented within future highly-integrated PIC devices, today's thermal design approach will lead to significant limitations on the number of components per package and drastically increase OpEx costs for providers due to high power demands. It is our opinion that the current state-of-the-art solution cannot be scaled to meet the thermal requirements for highly integrated PIC devices.
The main design requirement that differentiates photonics from electronics is temperature control, for instance, in high bandwidth multiplexing systems the lasers must be maintained within AE0:1 C of their operating temperature to maintain emission wavelengths within design specifications (i.e., to ensure that data is transmitted on-grid). Today's state-of-the-art solution to achieve this tight temperature control combines a large-scale solidstate thermoelectric cooler (macroTEC), resistive heating elements for tuning individual lasers, and large thermal spreaders and sinking to the ambient air via many intermediate layers that increase the overall thermal resistance. Essentially, lasers are cooled with a macroTEC just to be heated up again with resistive heaters. This introduces losses in the design and increases the thermal load locally around the laser.
The temperature control approach leads to a number of thermal design issues that must be addressed: 1) In a temperature-regulated pluggable photonics package today, a macroTEC with a footprint of about 1 cm 2 is employed to cool temperature-sensitive photonic components that dissipate around 1 Watt in total, e.g., an array of 10 lasers each dissipating 100 mW. Thermoelectric cooling is generally inefficient due to material performance constraints and becomes especially so when placed within a hot package that sits on a board in an elevated ambient temperature. In such an environment, substantial temperature differences are required to achieve the sub-ambient operating temperatures of the photonic devices being cooled. The overall thermal design for a system deployed today can lead to a situation where the macroTEC is operating with a coefficient of performance (COP) of G 0.3. This means that upwards of 3 Watts of electrical energy must be supplied to the macroTEC in order to remove that 1 Watt of thermal energy. Compared to the lasers, the macroTEC is much larger in size and also located quite a distance away. This poses limits on the density in which components may be placed within a package and introduces parasitic thermal resistances that further increase the system losses. The use of macroTECs is one of the most significant losses in the current design and as such represents a considerable barrier to achieving greater data rates in smaller packages.
2) Typical design conditions posit that ambient air may enter the system at a temperature of 55 C. However, due to heating from upstream shelves and other components, a photonics package may regularly encounter a local ambient temperature of 80 C or more. The macroTEC is employed to reduce the temperature of all lasers below their operating temperature, which is generally well below this ambient. Resistive heaters are then used to heat each laser back to the required temperature. The higher the case temperature of the photonics package, the more electrical power the macroTEC will have to consume to achieve the required laser operating temperature(s).
3) An individual laser dissipates a small thermal load of approximately 100 mW; however, because the lasers are very small in size, the device-level heat flux dissipated per laser is large: around 1 kW/cm 2 . Removing this level of heat flux locally through an acceptable thermal resistence is extremely challenging and today thermal spreaders are employed over large areas. The necessity of spreading the heat load locally using poor thermal spreaders implies that the lasers cannot be closely spaced. This adds cost and consumes space within the package, which is of particular concern given the levels of integration required in silicon photonics to meet future network data usage. 4) Finally, the photonic device mounted atop the macro-TEC is placed within a large air-cooled package. The space available for heat sinking outside the package is limited due to the constrained slot widths within the product chassis. Furthermore, air-cooling is thermofluidically limited in its ability to remove heat and there are several parasitic thermal resistances between the heat source (laser) and the heat sink that all contribute to inefficiency in the current thermal design. The current approach to PIC design demonstrates significant thermal inefficiencies, and these inefficiencies limit the scaling of integrated photonics to meet network demands. If integration is key then scalable, efficient thermal solutions are critical. Specifically, several limitations must be addressed including:
Limited thermal design in and around the photonic device, Use of inefficient resistive heaters to tune the laser operating temperature, Use of large-scale inefficient thermoelectric modules that consume significant space and power within the package, and Use of air cooling both within and external to the package. The TIPS vision presented below addresses current inefficiencies and provides a path to scalable and efficient thermal solutions for integrated photonics. Figure 3 shows a high- the heat load from the Si PIC to the package extremity for transfer to the ambient air with minimal thermal resistance. Finally, since a photonic device is embedded within a package and that package resides within a system, we base our approach on the premise that the entire thermal chain must be considered. Ultimately, TIPS represents bringing together best practices across a range of areas in advanced thermal management to provide a source-to-sink solution to enable highly integrated, high performance communications with reduced energy costs. The following sections look at each level of thermal design within TIPS in more detail.
TIPS Vision

Level 1VThermal Design of the Laser
One of the most effective ways to improve thermal performance is to introduce optimized thermal design as close as possible to the location where heat is generated. Various approaches have been used to reduce the thermal resistance of hybrid laser structures: Sysak et al. mitigate the impact of the buried oxide layer by introducing poly-Si (with thermal conductivities of k pSi ¼ 15 À 60 W/m.K) thermal "shunts" by etching away the SiO 2 and silicon epi-layers in the SOI substrate to either side of the waveguide and backfilling with poly-Si [7] . The SiO 2 can be completely replaced with higher k materials such as nanocrystalline diamond, which has been used to produce silicon-on-diamond substrates [8] . In order to overcome the large thermal resistance of the benzocyclobutene (BCB) bonding layer used to attach the III-V material to the SI substrate, Stankovic et al. introduced the concept of extending the p-contact beyond the III-V material to bring it into contact with the SOI substrate near the laser waveguide [9] . This approach was shown to reduce the thermal resistance of the device by 20% to 30%, depending on the thickness of the BCB bonding layer. While all these approaches can reduce the thermal resistance of hybrid lasers, our approach is to enable increased thermal spreading at the heat source itself by placing a highly thermally conductive material in intimate contact with the laser ridge comprised of a p-type region and the multiple quantum well (MQW) active region. This allows heat to be efficiently removed at the source, which will have a greater impact on the device's thermal performance. In particular, we discuss initial results on replacing BCBVa poor thermal conducting polymer currently employed as a waveguide cladding material in some existing hybrid laser designsVwith aluminum nitride (AlN), which can have up to a 500X higher thermal conductivity. In addition to seeking a material with increased thermal conductivity relative to BCB, we also considered the optical confinement and mechanical attributes required to ensure the effective and reliable operation of the laser device. In general, a potential candidate material should have a refractive index less than that of the waveguide (G $3.2 in the case of an InP waveguide) to ensure lasing performance is maintained. Based on a survey of nonmetallic (i.e., non-electrically conducting) materials demonstrating large intrinsic thermal conductivities [10] , we chose aluminum nitride (AlN) as a potential candidate due to its high intrinsic thermal conductivity (320 W/m.K) [11] , suitable refractive index (2.12 @ 1550 nm), a coefficient of thermal expansion ðCTE AlN % 4:
, low toxicity, and the fact that it can be deposited as a poly-crystalline film with acceptable thermal conductivity ð! 100 W/m.KÞ using low-temperature ðG 300 CÞ reactive DC magnetron sputtering [13] [14] [15] [16] Thermal resistance has considerable impact on a laser's performance.
processes used in hybrid laser device fabrication. These additional considerations are important to prevent failure of the hybrid lasers due to the stresses placed on the laser device during processing and subsequent operation at elevated temperatures.
Thermal resistance is the key thermal parameter with considerable impact on a laser's performance in continuous wave (CW) operation. The thermal resistance of a laser, R th ¼ ÁT=P d ðK/WÞ, describes the temperature increase in the laser active region above a reference substrate temperature ðÁTÞ as a function of the power dissipated by the laser ðP d Þ and represents a standard measure of impedance to heat flow. Minimizing the laser thermal resistance is desirable from the point of view of reducing or even eliminating the need for inefficient thermoelectric cooling as well as reducing the requirements on the overall system thermal design. Figure 4 shows a schematic cross-section of a typical hybrid III-V on Si laser architecture fabricated by the Bell Labs III-V lab [6] . The CW optical performance (L-I curve) of the BCB-encapsulated laser as a function of substrate temperature is shown in Figure 5a . The laser shows decreased performance with increasing substrate temperature and roll-over behavior at higher power dissipation, symptoms of excessive temperature in the active region due to self-heating. The laser's thermal resistance was determined by measuring the ratio of the change in output wavelength versus power dissipated in the laser d=dP (nm/W) during CW operation and the change in output wavelength versus the temperature in the active region d=dT (nm/K) during pulsed wave operation [7] . We compared the ratio of pulsed and CW characterization of wavelength shift, respectively, with the dissipated power ( Figure 5b ) and substrate temperature ( Figure 5c ) to determine the device thermal resistance, R th ¼ ðd=dPÞ= ðd=dTÞ ¼ 122 K/W.
Using the measured thermal resistance of the laser characterized in Figure 5 , we calibrated a simple numerical model developed in Comsol Multiphysics to capture electrically induced device heating and thermal conduction effects within the device structure. A Joule-heating model was applied to obtain the electrical power dissipated through the III-V epitaxial structure, whereas heat conduction was numerically simulated over the entire geometry. To capture heating due to non-radiative recombination, we specified a current-dependent resistance in the laser active region based on the latching voltage found from the intercept of the V-I curve threshold for the hybrid laser described above. To drive the model, we specified a current of 60 mA and a voltage ground at anode and cathode, respectively, resulting in a dissipation of $100 mW over a laser 780 m in length. The bottom of the substrate boundary temperature was fixed at 300 K with all other boundaries treated as adiabatic/symmetric. Note that our early models did not consider the electrical and thermal contact resistances between the different layers of material. Electrical contact resistance between the material layers may impact the overall thermal resistance of the device due to distributed heat generation, while thermal contact resistance may cause an additional drop in temperature in regions of localized power dissipation.
Since the thermal conductivity of the active region ðk MQW Þ was least well-known, this value was V O L U M E 1 9 Bell Labs Technical Journal parameterized and used to find a best fit to the experimental data by varying it over a range of 0.1 W/m.K to 6 W/m.K. The thermal and electrical properties for all other materials were selected based on values referenced in the literature, and we used temperature-dependent properties for Si, InP, and SiO 2 [12, 17, 18] . After calibrating the model, we explored the impact of varying the thermal conductivity of the encapsulation layer around the laser ridge. Figure 6 shows the results of thermal simulations calibrated using the experimental data (indicated by the red star) in Figure 5 by specifying k MQW % 3:67 W/m.K, a physically reasonable value considering the InGaAsP composition of the active region [12] . We then simulated the effect of replacing the BCB encapsulation layer with an isotropic material of higher thermal conductivity ðk 9 0:3 W/m.KÞ. Since this layer surrounds the InPbased material, including the heat source region, placing a material of higher thermal conductivity in good thermal contact with it should result in a significantly lower overall device thermal resistance as the heat flow now has a reduced spreading resistance near the source, akin to the improvements in thermal performance that buried heterostructure laser architectures offer over ridge-type architectures in monolithic III-V devices [19] . The results show that the thermal resistance of the hybrid laser could potentially be reduced from 122 K/W to less than 50 K/W by introducing an encapsulant with a conductivity ! 130 W/m.K. Combining this with an SOI wafer fabricated with an AlN insulator layer (k ¼ 136 W/m.K, 2 m thickness) instead of SiO 2 further reduced the thermal resistance to $20 K/W for an encapsulant material with thermal conductivities ! 130 W/m.K. The thermal simulation results shown in Figure 6 suggest that using AlN to replace the BCB encapsulate and SiO 2 buried FIGURE 6. Results of thermal simulations calibrated using the experimental data in Figure 5 .
layer may reduce thermal resistance in the hybrid laser design by a scope of 3X to 6X. However, further refinements of the thermal modeling incorporating interfacial effects and deviations from bulk transport behavior based on the structure of the deposited material and the thickness of the device layer are needed to fully understand the extent of the reduction in thermal resistance that may be possible. Our initial step to explore the integration of AlN into InP-based photonic devices has been to investigate how AlN deposits on single crystal InP. Figure 7 shows a scanning electron microscope (SEM) image of an AlN thinfilm deposited by reactive DC magnetron sputtering in a balanced configuration on bare InP wafers without intentional substrate heating. Native oxide was removed from both substrates by chemical etching in an HF solution prior to film deposition. A pure Al target was supplied with a DC power of 2 kW. Pure N 2 was used as the reactive gas entering the chamber at a flow rate of 6 cc/min with the chamber pressure maintained at 6 mTorr. Film thicknesses of 450 nm were deposited at a rate of 18.7 nm/min. Analysis of the deposited film surface grain structure using atomic force microscopy (Asylum Research) indicated a characteristic grain size of $50 nm suggesting an effective film conductivity of 50 W/m.K [13] . Initial results are promising and elucidate a path to improved laser thermal design. The next steps in this research are to improve the deposition procedure to realize improved film crystallinity (larger grain size) within the device temperature budget ð$300 CÞ, perform detailed thermal measurements of the deposited AlN films to understand what deposition characteristics provide the highest thermal conductivity, and to investigate the deposition of AlN on non-planar surfaces to understand the film structure formed. Ultimately, we plan to perform full integration in a functioning laser device.
Level 2VIntegration of TECs
A core feature of the TIPS architecture is its efficient approach to temperature control, specifically, the replacement of a single, large, power-hungry macroTEC with TECs integrated around each heat-generating photonic device, e.g., laser. The use of TECs promises several advantages including removal of parasitic thermal resistances between the heat source and thermoelectric cooling junction, direct temperature control of individual devices without the need for resistive heaters and their added power demands, reduced thermoelectric material usage, and the potential for increased integration of optoelectronic components with differing operating temperature requirements as in silicon photonics. Figure 8a provides a schematic of the TEC concept architecture. The concept involves the serial integration of a TEC around the hybrid evanescent laser detailed above, assuming an encapsulant layer with a thermal conductivity of 20 W/m.K. In refrigeration mode, heat is pumped from the upper electrode/TE (cold) junction to the lower electrode/TE (hot) junction where it is rejected to the Si substrate resulting in net cooling of the laser active region. The design was driven by two counterindicative requirements: 1) The introduction of the TEC should not interfere with the evanescent coupling of light from the InP ridge waveguide to the planar Si waveguide in the SOI substrate or with the optical feedback mechanisms between the laser gain section and a grating etched into the Si waveguide beneath.
2) The laser should be thermally-isolated from the SOI substrate in order to prevent back-diffusion of heat pumped by the TEC. The first requirement precluded designs where the device would sit atop the TEC. However, unlike the uncooled case discussed above where it is desirable to minimize the thermal resistance of all the layers between the laser and the substrate, here the buried SiO 2 layer becomes an advantage by providing a large thermal resistance helping to block back-diffusion of heat from the hot junction to the active region of the laser.
To evaluate the potential of this approach for hybrid laser devices, we developed numerical models in Comsol Multiphysics incorporating the thermoelectric transport governing equations capturing the Joule, Thomson and Seebeck effects [20, 21] to understand the potential performance gains of introducing TECs. Our implementation of the coupled numerical model capturing electrical, thermal, and thermoelectric effects has been rigorously validated against benchmark cases having exact analytical solutions [22] .
The temperature-dependent thermoelectric material properties specified in the simulations correspond to state-ofthe-art nanostructured [23, 24] and electrodeposited [25, 26] p-doped ðBi 1Àx Sb x Þ 2 Te 3 and n-doped Bi 2 ðTe x Se 1Àx Þ 3 suitable for room temperature cooling applications. The V O L U M E 1 9 Bell Labs Technical Journal nanostructured materials, achieved in bulk geometries using a combination of ball milling and hot pressing, represent the best performance measured thus far for thermoelectric materials operating around room temperature, but are aspirational in the context of TIPS since no CMOS-compatible fabrication route has been demonstrated to achieve these levels of performance. On the other hand, though it doesn't achieve the same level of performance as bulk nanostructured materials, electrodeposition shows promise as a back-end process in CMOS fabrication [27, 28] . The specific properties of the electrodeposited materials simulated corresponded to the temperature-dependent power factor of the large diameter nanowires ($200 nm) studied in [25] and a electrodeposited film thermal conductivity measured in [26] at 300 K. Beyond the properties of the thermoelectric material itself, a key performance parameter of TECs is the electrical contact resistance r c between the metal electrode and the thermoelectric material that results in parasitic Joule heating and a reduction in device performance. Recent experimental investigations of macroTECs (where contacts are made by soldering) have measured electrical contact resistances of r c ¼ 1 Â 10 À9 :m 2 [29] . In TECs, where the leg height is on the order of 10 m, these values represent a significant contribution to the overall resistance of the device that can lead to the situation of zero net cooling [30] . However, carefully formed contacts can typically demonstrate better behavior and in our simulations we specified r c ¼ 5 Â 10 À11 :m 2 [30] [31] [32] . Note, however, that this value is still almost two orders of magnitude larger than the estimated theoretical lower limit based on carrier tunneling transport across the contact [33] , suggesting that there is still room for improvement. Figure 8b shows selected simulation results carried out to characterize the potential performance of the proposed TEC architecture. The figure shows the temperature difference ÁT between the laser active region and the substrate (which was held at a fixed temperature of 333 K) plotted against the coefficient of performance ðCOP ¼ heat pumped/electrical workÞ for a laser dissipating approximately 0.13 W/mm and a corresponding cold side heat flux of 178 W/cm 2 based on the power dissipated and the area of the thermoelectric elements. By increasing the driving current through the TEC, we were able to increase the temperature of the active region over that of the substrate. This, however, came at the expense of increasing the COP. Once the point of maximum refrigeration was reached, the temperature differential decreased as Joule heating effects began to dominate TEC operation. As expected, the nanostructured material outperformed the electrodeposited material due to its superior thermoelectric propertiesVa maximum ÁT % 40 K, compared to 18 K. We also captured the important role of the buried oxide layer, demonstrating that thickening this layer from the standard 2 m used in III-V lab fabrication to 8 m had a significant effect on TEC performance by increasing the maximum ÁT by 33% for the nanostructured thermoelectric material. Again, the latter result highlights the critical need for improved thermal design consideration in the fabrication of laser devices.
Our initial simulations suggest that TEC integration around active photonic devices has the potential to provide both temperature regulation and appreciable refrigeration. While current state-of-the-art device-integrated TECs are unlikely to outperform macroTEC modules, thin-film or otherwise, within a thermally-optimized system they promise to free the designer to achieve greater optoelectronic integration. Of course, there are significant challenges to overcome. Design rules need to be formulated, device fabrication strategies need to be further developed and, critically, thermoelectric material and electrical contact processing needs to be optimized to achieve maximum performance.
Level 3VIntegration of Fluidics
Microfluidics ðFluidicsÞ is the umbrella term we apply to all of the small scale fluidic-based cooling architectures we need to introduce within the package to remove large heat fluxes in an efficient and scalable way. Figure 9 provides an overview of the Fluidic aspect of the TIPS architecture. A Pump, suitably sized for integration into the package, drives flow (typically water or some other non-electrically conducting fluid with similar performance) around a flow loop and Valves regulate the flow within an array of Channels that carry the heat from the hot side of the TECs and the lasers. The Channels may be etched directly into the device substrate or located in a submount. The coolant passes through the Channels to remove the heat generated by the laser bar and TECs and then moves to a secondary heat exchanger rejecting heat to the ambient before repeating the loop. We identified that new approaches in Channel cooling would provide the biggest gains for the overall TIPS architecture and for that reason, this paper primarily focuses on requirements for Channel cooling. However, we also point out that the improvements necessary to bring Pump and Valve performance to the level necessary to ensure reliable operation in telecommunications deployment will require considerable research effort. We hope to leverage the considerable knowledge in the biomedical field around the reliable deployment of valves, pumps, and connectors and tailor the designs to meet the requirements of the telecommunications industry [34] [35] [36] . However, there are alternative approaches that avoid the need for mechanical pumping including capillary-driven phase-change cooling devices which operate much like a heat pipe. This fluidic-based cooling mechanism has the advantage of being passively driven by the heat source being cooled, but requires more complex fabrication steps for complete integration at chip-level. This approach is being explored in the DARPA-funded ICECool Fundamentals program to develop high performance two-phase thermal management with ultra high heat flux dissipation [37] .
Today there are no commercially-available liquid cooled photonic packages; however, liquid cooling has garnered considerable attention within the high end computer/server markets and IBM has played an active role in bringing liquid cooling approaches to market. In particular, they promote the use of integrated water-cooled microchannels around a 3D stacked chip architecture. Here, however, pumping is provided via commerciallyavailable rotary pumps that at 60 Â 70 Â 30 mm [38] are too large for most telecom applications. Iverson and Garimella reviewed the literature on micro scale pumping technologies [39] and concluded that mechanical displacement and electro-osmotic pumps may offer the best compromise between flow rate and pressure rise. However, both commercially available and research pump designs fall short of telecommunications industry requirements for long-term reliability, small form factor, and energy efficiency. For example, commercial piezoelectric diaphragm pumpsVwhich would provide a rise in pressure adequate to drive water through microchannelsVoccupy a volume similar in size to a CFP4 pluggable ð$ 20 cm 3 Þ. The primary reason a pump of this size is required is because of the large pressure drop in the microchannels combined with the poor performance of micro pumps. We identified microchannel heat transfer improvements as a key driver for enabling improvements across the entire TIPS architecture, i.e., if we can reduce the drop in microchannel pressure, we can employ much smaller pumps.
From a thermal perspective, Channels are of particular interest due to the extremely large surface area they provide for heat transfer. In fact, in fully developed laminar flow, the heat transfer coefficient ðhÞ simply scales with the inverse of the channel diameter ðDÞ [40] .
Tuckerman and Pease demonstrated heat dissipation of 790 W/cm 2 with a substrate temperature increase of 71 C and this result remains one of the highest power densities achieved in single-phase liquid-cooled Channels [41] . However, a significant rise in pressure ($200 kPa, or $2 atm.) was required to drive the flow across a 1 cm long Channel heat exchanger [41] . This high pressure drop through the channels is required to overcome viscous shear stress which scales with the inverse of the fourth power of the channel diameter [40] .
Therefore, while smaller channels offer better heat transfer performance, the nature of viscous scaling represents a significant challenge in practical systems since much larger and more power-hungry pumps are required. Given that the drop in pressure scales with the channel dimension as discussed above, it is not surprising that recent work has explored the use of liquid metals as an alternative to water in pumping-constrained systems where the increased thermal conductivity of these liquids allows for larger channel dimensions [42] [43] [44] . Alternatively, turbulent flow can significantly heighten the transfer of heat due to localized mixing of the fluid layers, which in turn allows more dissipation of heat due to the continuous replacement of the cooling fluid. However, classically turbulent channel flows manifest at prohibitively large Reynolds numbers ðRe % 2300Þ for water in micro/minichannel geometries implying extremely large pressure drop penalties. Therefore, to enable our TIPS vision we need to look to different solutions.
Within the TIPS program, we propose to introduce the relatively new Channel cooling paradigm called elastic turbulence [45] , where a viscoelastic fluid is used to generate local mixing at the microscale, thereby tricking the flow into thinking it is turbulent at very low Reynolds numbers/flow rates. Mena et al. [46] and Hartnett and Kostic [47] were among the first to demonstrate enhanced We are focusing our attention on filling the knowledge gap around how elastic turbulence can be employed in real systems to improve thermal performance.
channels demonstrated a threefold enhancement of the Nusselt number (Nu) without an accompanying drop in pressure for an aqueous solution of 1000 ppm polyacrylamide (Separan AP 273) [47] . The authors attributed the increase in the Nu to secondary flows, meaning that Nu was dependent on the Weissenberg number,
where N 1 is the first normal stress difference and xy ¼ du dy is the shear stress. Much of the experimental and theoretical work on viscoelastic instabilities in fluid flows originated in Bell Labs with several seminal papers [48] [49] [50] . Visualization of Taylor-Couette flows by Muller et al. used a 1000 ppm solution of high molecular weight polyisobutylene ðM w $ 4 À 6 Â 10 6 Þ dissolved in a low molecular weight polybutene [48] . Mica flakes, which align with the flow to reveal the flow structure, were used to demonstrate how flow is dependent on the Weissenberg number.
More recently, research has demonstrated how a viscous flow between rotating disks can exhibit turbulent behavior with significant amounts of mixing at subcritical Reynolds numbers [45] . As above, this was achieved with the addition of polymers, in this case just 80 ppm of high molecular weight polyacrylamide ðM w ¼ 18 Â 10 6 Þ. Experiments by Burghelea et al. in serpentine microchannels using a polymer solution identical to that in [45] verified that the effect is dependent on the Weissenberg number with a non-linear transition from Newtonian behavior for Wi 9 1:4 [51] . However, although there has been a wealth of research in the literature on the effect of introducing different polymers in terms of fluid dynamic effects, there has been very little attention paid to understanding the impact they have on the heat transfer/pressure drop tradeoff important to thermal management. In TIPS we are focusing our attention on filling the knowledge gap around how elastic turbulence can be employed in real systems to improve thermal performance.
Figure 10 provides a series of three-dimensional views of a representative Channel design. Figure 10a illustrates the viscoelastic turbulence phenomenon in a 3D printed Channel with a 400 m hydraulic diameter, while Figure 10b shows a 3D cross section of a typical Channel geometry fabricated with high-resolution 3D printing. We employ high resolution 3D printing to de-risk various channel designs prior to investing in silicon fabrication. The channel in Figure 10a has two inlets, two exits, and a single serpentine region around which the flow must pass. The upper image shows deionized water entering from both inlets, one of which is dyed. Because the flow is viscosity-dominated and in the laminar regime ðRe % 100Þ, there is no mixing across stream lines as shown in the upper image of Figure 10a . The flow exits much as it enters with only a small amount of diffusion visible across the stream interface. The lower image in Figure 10a shows the result of adding 1000 ppm of polyacrylamide ðM w ¼ 40 Â 10 3 Þ to the working fluid at a similar Reynolds number. Immediately there appears to be greater diffusion between the parallel fluid streams due to the potential for instability in the shear layer between the inlet streams; however, they still remain distinct until the serpentine region is encountered. By the time the flow has passed the serpentine region, the dye has fully mixed. Thereafter the fluid returns to a laminar state similar to that seen upstream of the serpentine. Figure 10c shows the flow around the bend in a serpentine channel using micro particle image velocimetry ðPIVÞ. We employ PIV specifically to provide highly-resolved measurements of the micro scale flow field to gain a greater understanding of the underlying flow physics in order to drive improvements for real system deployments.
The mechanism by which the polymer chains affect the flow can be understood by considering that under a typical shear flow condition, polymer chains suspended in the fluid align and stretch with the direction of shear, xy . When a disturbance occurs in the flow, such as with an obstacle or a change in flow direction, the polymers release their stored energy and can destabilize the surrounding flow to induce local mixing. This behavior suggests that we can enhance heat transfer locally, via elastic mixing, while not incurring a prohibitive pressure drop penalty over the entire length of the channel as is the case in traditional Channel cooling. In fact, when employing elastic turbulence, the channel diameter can be substantially increased in size to further minimize the drop in pressure compared to that in traditional Channels. For example, in our TIPS architecture, it may be possible to replace the Channel array with a large effective diameter manifold containing localized obstacles (such as posts) that can destabilize the flow to provide targeted and effective heat removal. In this way we circumvent the traditional scaling dynamics of Channels and provide high heat transfer locally with a minimal pressure drop penalty across the system, thus enabling the use of a much smaller pump.
Note however that practical challenges remain in the implementation of elastic turbulence. In particular, polymer degradation due to mechanical shear and temperature variation is a reliability concern [51] . Li et al. have proposed the use of surfactant micelles, which can self-repair, as a suitable alternative to polymers [52] . Their experiments with a dilute aqueous solution of cetyltrimethyl ammonium chloride (CTAC) exhibited much the same elastic turbulence behavior as previously studied polymer systems, but without the temperature and mechanical degradation effects. Though a significant amount of work is required for practical implementation, we believe we have identified a path to enable in-package liquid cooling using a new approach that does not require large pumps.
Level 4VPackage and System Cooling As discussed above, efficient cooling within the package represents only one aspect of the overall problem. Densely packing a large number of optical input/output devices on a faceplate within a tightly-confined circuit pack presents additional thermal challenges, as we detail below:
Industry standards dictate that the case temperature of the optical package must be maintained at 70 C. In the telecommunications environment, equipment is designed to operate at ambient temperatures as high as 55 C [53, 54] . In real deployments, there are many optical input/output (I/O) packages placed in line on the faceplate and there may be multiple shelves of systems within a single rack. This means that the ambient air temperature in proximity to the optical I/O packages can be as high as 80 C due to heating from upstream shelves and upstream components. The TIPS project addresses the thermal challenge within the package. The other major problem, however, is to dissipate the heat that is released from the optical I/O package to the surrounding airflow on the circuit board. There are two major barriers: first, because the optical I/Os are pluggable, there is a low contact pressure between the optical I/O package and the heat sink that sits on top of the package. This low contact pressure means that there is a high contact thermal resistance between the optical I/O package and the heat sink. This high resistance limits heat flow. The second major barrier to removing heat from the package is the thermal resistance between the heat sink and the air. Given the current design of I/O package-level thermal pluggable optical interconnects, it will become difficult to dissipate heat fluxes in excess of $0:31 W/cm 2 for an acceptable increase in temperature [55] . This will significantly reduce the scope for the smaller form factors and increased functionality that the market is driving towards. The optical I/Os sit in close proximity to high-power electronic devices that dissipate up to two orders of magnitude more heat than they do and operate at significantly higher case temperaturesVbetween 100 C for field programmable gate arrays (FPGAs) and 225 C for power amplifiers. The significant discrepancy in thermal dissipation and operating temperature between the optical I/Os and the remaining components poses further thermal challenges due to thermal cross-talk and thermal pollution issues. All of the components on the circuit pack are aircooled. The components sit on boards that sit within shelves of equipment within a rack. Each shelf has at least one fan tray with multiple axial fans, but the effective use of fans is hampered by strict limitations on noise emissions specified by the standards bodies [54, 56] . A critical area where future research is essential is the reduction of acoustic noise emissions so that higher rates of air flow can be generated. Finally, the total allowable power that can be dissipated per shelf is limited to G 30 kW for air-cooled racks. These levels have already been reached in datacom deployments and they are rapidly being approached in telecommunications. Local heat fluxes generated by high-power components are increasing at a rapid pace and air cooling is struggling to remove such high heat fluxes. Liquid cooling has been demonstrated as a viable option in the datacom world and telecommunications must also consider it as a viable solution. Telecommunications applications, however, must adhere to more stringent design regulations as well as expectations for much longer product lifetimes as specified in the NEBS/ETSI design standards. Therefore, further research is required to demonstrate reliable liquid cooling within and external to the photonics package in order to enable the exponential growth in data traffic expected to hit telecom networks in the near future.
Conclusion
Thermal management has traditionally been relegated to the last step in the design process. However, with the exponential growth in data traffic leading to ever-greater levels of component integration and ever-higher levels of energy consumption, thermal management is rapidly becoming one of the most critical areas of research within the ICT industry. Given the vast use of optics for efficient transmission of high-speed data, this paper focuses on a new thermal solution for cooling the components within pluggable optical modules. We call our architecture Thermally Integrated Photonics Systems (TIPS), and it represents a new vision for the thermal building blocks required to enable exponential traffic growth in the global telecommunications network. The thermal blocks are designed such that traditional or emerging photonics architectures can be cooled.
In the TIPS program, we identified that existing thermal solutions cannot scale to meet the needs of exponential growth in data traffic. We identified the main barriers to enabling further growth and developed a research roadmap around a scalable and efficient integrated thermal solution. In particular, we are investigating the effects of replacing inefficient materials and large macroTECs with better thermal spreaders and TECs. In addition, we are looking to introduce new forms of Channel cooling into the package to more efficiently remove the heat generated by the lasers and the TECs, leading to future photonic devices that can be deployed in a vastly more dense and integrated manner to address the requirements of future telecommunication networks. He has an M.Sc. (with distinction) in renewable energy systems technology from Loughborough University, UK. He has published six journal papers, three conference proceedings, 20 conference presentations, and is the author of one book chapter. He is a member of the IEEE.
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