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ABSTRACT 
Irredllcible multiplicati\-e semigroups of finite dimensional linear operators with 
some additional properties are studied. Each of the properties-submultiplicativity of 
the spectral radius. its multiplicati\ity, or is constancy, as well as a certain property 
called the Rota condition-implies that every member of such a semigroup is, except 
for II scalar coefficient, similar to the direct sum of an isometry and a nilpotent 
operator. 0 Elscoicr Scirncc Inc., 1997 
1. INTRODUCTION 
Let ‘Y be a finite dimensional complex vector space. A (multiplicative) 
semigroup Y of linear operators on 7 is said to be irreducible if the only 
s~~bspaces of Y’ invariant under all the members of Y are {O) and 7. For 
each operator S on 7, let r(S) denote its spectral radius, viz., the maximum 
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of the values (Al, where A ranges over the spectrum of S. One of the objects 
of this paper is to characterize irreducible semigroups ? with multiplicative 
spectral radius, i.e. such that r(ST) = r(S)r(T) for all S, T ~9. It is easy to 
come up with examples of such semigroups, an extreme example being the 
group of all unitary operators on ?, where the spectral radius is constantly 
equal to 1. There are less extreme examples, some of which are given in 
Section 5 of our paper. 
We make two observations at the outset. First, assuming multiplicativity 
for the spectral radius is essentially equivalent to assuming constancy. For if 
9 is an irreducible semigroup with this property, then, as we shall see later, 
i 
S 
9-= -:SSEP,S#O 
r(S) 1 
is an irreducible semigroup with constant spectral radius (equal to 1). 
Secondly, if r is submultiplicative on an irreducible semigroup 9, that is, if 
r(ST) Q r(S)r(T) for all S and T in 9, then it is actually multiplicative by a 
result of [5], so that even this apparently weaker assumption is essentially 
equivalent to the constancy hypothesis. 
We shall see that r is constant on an irreducible 9 if and only if there is 
a (Banach space) norm on 7 inducing constant operator norm on 9. Our 
main result is that every member of such an 9 is similar to the direct sum of 
an isometry and a nilpotent operator (Corollary 2.6). We also consider 
semigroups on which the norm can be approximated arbitrarily closely by the 
spectral radius with a suitable choice of norm for v. We introduce a 
condition motivated by a well-known result of Rota [8] that for any Hilbert 
space operator T (not necessarily finite dimensional) there is an equivalent 
norm on that space such that the value of the corresponding operator norm 
on T is as close to its spectral radius as prescribed. However, when we 
impose this condition simultaneously on the members of an irreducible 
semigroup of operators, this assumption (which seems only remotely related) 
is again essentially equivalent to the constancy supposition on spectral radius 
(Theorem 4.7). Let us point out here that irreducibility is a necessary 
condition for this to be true, as may be seen from an example given at the 
end of Section 4 as well as the one immediately following Theorem 4.1. 
2. IRREDUCIBLE SEMIGROUPS WITH NORM EQUAL TO THE 
SPECTRAL RADIUS 
Let us denote by A the closed unit disk in the complex plane C, by 8 its 
interior, and by dA its boundary. By a root space of a matrix T corresponding 
to one of its eigenvalues A we understand the kernel of (T - hZjk for large 
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enough index k, i.e. the linear space of all eigenvectors and root vectors 
(generalized eigenvectors). The spectral projection corresponding to an 
eigenvalue (to a set of eigenvalues) is the idempotent whose image is the root 
space of the eigenvalue (the sum of the root spaces of the eigenvalues) and 
whose kernel is the sum of the root spaces corresponding to all the other 
eigenvalues. 
In this section we will study an irreducible semigroup Y of complex 
square matrices. We will view these matrices as operators over C” and supply 
this space with a Banach space norm. Furthermore, we will assume that 
llSl/ = r(S) for all S E 9’. We may assume in this case with no loss of 
generality for our considerations, after excluding the zero matrix from our 
semigroup if present there, that the norm of any member of 9 equals one. 
Indeed, our condition implies that the spectral radius is submultiplicative and 
is therefore multiplicative on 9’ by a result of [5, Theorem 2.11. So we could 
replace 9 with multiplicative spectral radius by 7 with constant spectral 
radius as outlined in the introduction and carried out in Section 4; the 
properties of 9 could then be deduced from the properties of 9; Moreover, 
we may assume that our semigroup is closed in the usual topology, again with 
no loss of generality for our considerations, because r is a continuous 
function. 
Now, for any S ~9, denote by Ps the spectral projection of S 
spending to the eigenvalues from dA. 
LEMMA 2.1. Let IlSll = r(S) = 1 jbr aZE S in an irreducibze 
semigroup 9. The restriction of any S to Im Ps is diagonalizable. 
corre- 
closed 
Proof. Denote by U + N the restriction of S to Im Ps, where U is 
diagonalizable with c+(U) = c+(U + N) C dA, while N is a nilpotent com- 
muting with U. We would like to show that, actually, N equals zero. Assume 
the contrary, and let k be the greatest integer such that Nk is different from 
zero. Thus, S mayobe viewed as a direct sum of U + N and an operator T 
such that (T(T) c A. Observe that the direct sum used here, and similarly in 
the sequel, depends on the choice of S, so that its existence does not 
contradict irreducibility of the semigroup. A short computation reveals 
that S” is a direct sum of E;= and T”. Then, in the direct sum 
corresponding to the above for the operator 
approaches zero when n goes to infinity, and so do all the terms of the other 
direct summands except for the k th one. The kth one, though, is of the form 
U”- kN k, and since the spectrum of U belongs to dA, there is a sequence ni 
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of integers such that U”,mk converges to the identity matrix of the appropri- 
ate size. This implies that 
ni -’ 
i i k 
S”t approaches the direct sum of N k and 
zero, thus yielding a nonzero nilpotent in 9, which is a contradiction. W 
In the next lemma, fix an S E y, and denote by 9 the set of all &TP,, 
where T runs through 9, and by 9 the set of all elements T from Y such 
that the restriction of T to Im Ps has its spectrum in dA. Note that sets @ 
and 9 actually depend on the choice of S. Our notation omits the depen- 
dence of these two sets on S, but the reader will find it easy enough to infer 
our choice of S from the context. 
LEMMA 2.2. Let 9’ be a closed irreducible .s_emigroup with II SII = r(S) 
= 1 for all S ~9. For a j&e-d S ~9 the set 9 is a subsemigroup of 9. 
When restricted to Im Ps, 9 is a group of (Banach space) isometrics, 
mapping Im Ps isometrically onto itself. In particular, P, be1ong.s to 9. 
Proof. It will become clear that 9 is a subsemigroup of 9 as soon as 
we show that Ps belongs to 9. Indeed, with an argument similar to that in 
the proof of Lemma 2.1, we can find a sequence n, of indices such that S”, 
converges to Ps, so that Ps belongs to 9, and that 9 is necessarily a 
subsemigroup of 9 with unit_ Ps. Note that P, SP,s has the property required 
for members of Y, so that 9 is nonempty. Observe that T l 9 implies, as 
above, the existence of a sequence n, of indices such that T”z restricted to 
Im Ps converges to Ps. Next, note that P,sT”~~‘Ps approaches an operato; 
R l 9’such that R(P,TP,)_= (P,sTPs)R = P.s. Since it is clear that R ~9’ 
and that, even more, R ~9, we see that all the operators from 9 have an 
inverse in 9. To see that they form a group it suffices to show that they form 
a semigroup. However, from the fact that the norms of R and T are both 
equal to one, we obtain that for every x E Im P, it holds that 11 xl1 = II RTXll 
< l[Txll < Ilxll. This shows that T is an isometry from Im Ps onto it. It then 
follows that for any T, Q from 2 it holds that the restriction of TQ is an 
isometry from Im ps onto it, and this forces the spectrum of the restriction to 
belong to dA, which is what we wanted to show. n 
LEMMA 2.3. Let IlSll = r(S) = 1 f or all S in a closed irreducible semi- 
group Y. Zf P is a projection of minimal nonzer2 rank in 9 and if 9 and 9 
correspond to S = P as in Lemma 2.2, then 9 = 9’. Moreover, there is a 
Hilbert space norm on Im P .such that all elements of 9 = 9 are unita y 
operatom in this norm. 
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Proof. After the usual additional assumption has been made with no loss 
of generality, assume the contrary; then for some T E 2 the restriction of T 
to Im P has some points from A in its spectrum, implying that P, is of 
strictly smaller nonzero rank than P, thus contradicting the ass&umption of the 
lemma. The second claim follows from the fact that 2 = 9 is a compact 
group [91. n 
LEMMA 2.4. Let llSll = r(S) = 1 f or all S in a closed irreducible semi- 
group 9. Every element S of 9’ is a direct sum of an isomety on Im Ps and 
a nilpotent on Ker Ps. 
We have not been able to find an easy conceptual proof of this lemma. So 
we postpone our quite computational technical proof until the next section in 
order not to disrupt the main flow of ideas with too many details. Although all 
the operators S ~9’ are (Banach space) isometries when restricted to Im Ps 
according to this lemma, dim(Im Ps) may depend on S; see Example 5.3. 
THEOREM 2.5. Let 9 be an irreducible semigroup such that llSl/ = r(S) 
for all S E 9. Then every nonzero member S of 9 is a direct sum of an 
operator U with spectrum on the circle of radius r(S) and a nilpotent. 
Moreover, r(S)-‘U is a (Banach space) isomety from its image onto itself. 
Proof. The theorem follows easily from the lemmas. n 
Note that irreducibility is an essential requirement in this theorem, as the 
simple example 
9= {[; $xl.l) 
shows. Other examples of reducible semigroups on which the spectral radius 
is constant may be found in [2] and [l]. 
COROLLARY 2.6. Let 9 be an irreducible semigroup of operators on a 
vector space 7 of dimension n such that II S II = r(S) = 1 for all S E Y. 
Then each member S of 9 is the direct sum of a ( Banach space) isomety 
and a nilpotent. 
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3. PROOF OF LEMMA 2.4 
LEMMA 3.1. Assume that for some complex polynomials p,, p,, . . . , p, 
and some distinct nonzero complex numbers crI, CY~,. . . , a, it ho& that 
i pi( n)(Y; = 0 
i=l 
for all positive integers n. Then all polynomials pi are identically zero. 
Proof. Assume the contrary, and with no loss of generality suppose that 
all polynomials are nonzero. The matrix 
p,(n) 
L : 
Pz(n) *** Pr(n) 
p,(n + l)a, p,(n + l)cu, *-* p,(n + I)&, 
p,(n + r - l)(~;-~ p,(n + r - l)ad-’ ... 
! I 
p,(n + r - l)a,‘-’ 
has the column [a;, a:,. . . , a,!‘ltr as a right eigenvector with eigenvalue 0, so 
its determinant equals zero. This determinant also equals the sum of signed 
products of the form 
,IJ Pad n + i - 1) o$ji. 
Clearly, the result is a polynomial in n, and since it has infinitely many zeros, 
it must be trivial. This means in particular that also the coefficient of the 
highest possible degree must be zero. Now, this coefficient clearly equals the 
determinant of the above matrix in which we replace polynomials pi by their 
leading coefficients. However, this matrix is a product of a Vandermonde 
matrix with an invertible diagonal matrix and therefore cannot have a zero 
determinant, a contradiction which proves the lemma. n 
Proof of Lemma 2.4. Denote by U the restriction of S to Im Ps, and by 
T its restriction to Ker P,, so that S is actually the direct sum of U and T. 
Observe that Ps necessarily commutes with S, since it was obtained in the 
proof of Lemma 2.2 as the limit of a subsequence of powers of S. Thus, 
Im P, and Ker P, are both invariant under S. It is clear that the spectral 
radius of T is strictly smaller than one. We would like to show that it is 
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actually equal to zero, and in order to do so, we assume the contrary. Let us 
denote by pi all nonzero points of the spectrum of T for i = 1,2,. . . , t. 
Further, let A, E $A, for i = 1,2,. . . , s, denote all the points of the spec- 
trum of U. Observe that by going to some power of T, if necessary, we may 
assume with no loss of generality that T has trivial nilpotent part correspond- 
ing to its Jordan form at zero if zero is a point of its spectrum. Thus, by 
Lemma 2.1, U is diagonalizable and therefore of the form U = Cl= 1 Ai Ei for 
spectral projections E, corresponding to points hi, while T = C: = , p&F, + 
Ni), for spectral projections F, and some commuting nilpotents Ni corre- 
sponding to points pi. Note that Ei and F, are Banach space projections, i.e., 
they are just idempotents; however, they are mutually disjoint. It follows that 
U” = Cl= , AYE,, and that 
Let P be a projection of minimal (necessarily positive) rank in 9. Observe 
that we may assume with no loss of generality that P satisfies Im P c Im P, 
and Ker P 1 Ker P,s. Indeed, if this were not so, since Ps is in 9, then 
% = P,sPPs would be too, and we could take its associated projection Pz for 
P. Next, choose any A, B ~9’ such that Im P = Im A and Ker P = Ker B, 
and define 
w(n) = AP,U”P,B = c h;APsEiPsB, 
i=l 
and 
Q(n) =A(Z-q,)T”(Z-P,)B 
p:A( Z - P,)F,( N#( Z - P,) B. (1) 
Observe that the operators W(n) and W(n) + Q(n) = AS”B both belong to 
5”. Because the operators N, are nilpotent, there is an upper bound of indices 
j, independent of n, for which the terms in the sum in (1) may be nonzero. 
Since the operators W(n) and W(n) + Q(n) all have kernels equal to Ker P 
and images equal to Im P, we may assume according to Lemma 2.3, with no 
loss of generality, that they are unitary on Im P in some Hilbert space norm 
which is equivalent to the original Banach space norm. A short computation 
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then yields 
WW*QW + QW*W4 + 0(4*0(n) = 0. (2) 
Let us choose a vector x from Im P and denote by R(n) the inner product of 
L(n)x and x, where L(n) is the operator on the left hand side of Equation 
(2). Observe that R(n) is a polynomial in Ai, hi, pi, pi for every fixed n. 
Denote by CY~, (Ye,..., (Y, all the possible distinct products of the form 
hi pj, piAj, pi pj, and note that actually only the nth powers of ai’s appear in 
R(n) and the coefficients are fixed polynomials in n. It follows by Lemma 3.1 
that all these coefficients must be identically zero. Let K be the smallest 
nonzero radius on which there is a point of the spectrum of T. Then K2 
must be among the (;Y,‘s, and we may assume with no loss of generality that 
a1 = K2. It is clear that (Ye can only arise as the product pi pi, for points /.L~ 
lyilg on the circle of radius K. In particular, it cannot arise as either hi iij or 
pi A,, since Aj E dA and K < 1. Thus, the coefficient of R(n) at o; must be 
c i ($A(Z - P,)F,(N,)j(Z - ~#q> 
i j=O 
where the first sum is taken over all pi with absolute value K. Now, 
according to Lemma 3.1, this coefficient must be a trivial polynomial, and so 
IIA(Z - P,)~,(~,)j(~ - P,)BxII =0. 
Since r was arbitrary, we must therefore have A(Z - Ps)F,(N,)j( Z - Ps)B 
= 0 for all j and all i of this kind. However, we may proceed inductively to 
verify this for all j and all i, thus proving that Q(n) = A(Z - P,)T”( I - 
P,)B = 0 for all n and all A and B as described above. Next, for any 
X, Y ~9 the operators A = PX and B = YP have the desired properties, 
and therefore 
0 = PX( z - P,)T( z - P,)YP. (3) 
To complete the proof by contradiction, we shall show that Equation (3) 
implies reducibility for 9. By Bumside’s theorem [3], it suffices to find a 
nontrivial functional on all n x n matrices whose restriction to y is zero. 
First, assume that PX( I - P,)T( Z - Ps) = 0 for all X E 9. Recall that 
we have assumed T # 0 or, equivalently, (I - P,)T(Z - P,) # 0. Pick a 
nonzero vector 0 in the image of (I - P,)T(Z - Ps> and a nonzero linear 
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functional f on y whose kernel contains that of P. Then PXr; = 0 implies 
f(Xzj> = for all X ~9 and the nonzero linear functional defined on all 
matrices by M - f( Mu) has zero restriction to 9. 
We can now assume the existence of a member X,, in 9’ with M = 
PX,( I - P,)T( Z - Ps) # 0. Equation (3) then yields MYP = 0 for all Y E 9’. 
We now repeat the argument of the previous paragraph with G # 0 in the 
image of P and nonzero f whose kernel contains the kernel of M, yielding 
the final contradiction that the nonzero functional defined on matrices by 
N r* f( Nti) has zero restriction to 5“. n 
4. IRREDUCIBLE SEMIGROUPS SATISFYING THE 
ROTA CONDITION 
In this section we will study irreducible semigroups of complex square 
matrices that are somewhat more general. The following theorem (a conse- 
quence of [ll]) and Proposition 4.2 (see [lo]) are not new. We include proofs 
for the sake of completeness. 
THE~HEM 4.1. Zf 9 is an irreducible .semigroup such that the spectral 
radius of each c>f its members is equal to one, then 9 is bounded. 
The example 
9= {[i E]:tcomplex) 
show that irreducibility is a necessary hypothesis of Theorem 4.1. 
Proof. Assume with no loss of generalnv that 9 contains the identity 
and that it is closed. Further, denote by 9’ the closure of the semigroup 
obtained by taking all scalar multiples of the elements of 9. It is clear that 
the spectral radius is multiplicative on the closed semigroup 9. Assume that 
S is not bounded. Then it contains a sequence (S,,) of operators with IlS,,ll 
going to infinity. It follows that (lIS,,ll-IS,,> is a bounded sequence in 9, and 
by going to a subsequen$e, if necessary, we may assume that it converges to a 
nonzero operator T ~9. However, since the sequence (IlS,,Il) is unbounded 
and the spectral radius of S,, is one, we must have that the spectral radius of 
T is zero. By multiplicativity of, the spectral radius we see that all the 
members of % = { RTS : R, S E 9} have spectral radius equal to zero. As x 
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is clearly a semigroup ideal, it must be an irreducible semigroup by irre- 
ducibility of 9 (see e.g. [i’]), contradicting the fact that all of its members are 
nilpotent by the well-known Levitzki theorem [4]. W 
PROPOSITION 4.2. For every bounded semigroup of operators on z/ 
there is a (Banach space) norm I . I on 7 such that all members of the 
semigroup are contractions in this norm. 
Proof. Denote the semigroup by 9, and assume with no loss of general- 
ity that it contains the identity. Furthermore, we may assume that 9 contains 
a sufficiently small ball. Indeed, let M denote the upper bound of the norms 
of operators from 9, and let @ denote the semigroup generated by 9 and 
the set of all operators (not necessarily in 9) with norm no greater than 
M-l. It follows that every member of S is of the form S,B,S, -** B,S,, 
where Si ~9 for 0 < i < k and 11 Bill < M-’ for 1 < i < k. It is clear that 
the norm of this product is no greater than M, thus proving that the new 
semigroup is still bounded. Let us define I x I = sups E J Sx I] to get a nonzero 
number no greater than M llxll f or all nonzero x E Y”. This defines an 
equivalent norm on 7 in which, clearly, ]Sx] < I XI for all S E 9 and x E 7. 
We will say that a set 9 of operators satisfies the Rota condition for a 
given E > 0 if there exists an equivalent (Banach space) norm on V such 
that for the corresponding operator norm ] . IE we have that 
ISI, < r(S)(l + c) for all S E Y. 
This terminology is motivated by the well-known theorem of Rota [8] stating 
that if T is an operator on a Hilbert space, then for any given E > 0 there is 
an invertible operator X such that I] X-‘TX11 < r(T)(l + E). The finite 
dimensional version of their theorem was given earlier in [6]. This reference 
contains some other results related to the present paper. 
THEOREM 4.3. Let 9 be an irreducible semigroup satisfying the Rota 
condition for every E > 0. Then the spectral radius is multiplicative on 9’. 
Proof. It is clear that for the norm I * I E obtained from the Rota 
condition we must have that r(ST) < ISTI, < ISl,lTI, < r(S)r(TXl + EY. 
This implies that r(ST) 6 r(S)r(T), and multiplicativity of the spectral 
radius now follows from [5, Theorem 2.11. n 
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THEOREM 4.4. lf an irreducible semigroup 9 satisfies the Rota condi- 
tion for all E > 0, then it satisfies this condition for E = 0 as well. 
Proof. By Theorem 4.3 the spectral radius is multiplicative. Observe that 
Y contains no nonzero nilpotents (as in the proof of Theorem 4.1). Also, the 
only possible zero divisor in 9 is the zero element by the multiplicativity of 
T. Thus, 
i 
S 
9-= -:SSE,SfO 
r(S) i 
is an irreducible semigroup (by multiplicativity of the spectral radius again) 
with spectral radius constantly equal to 1. So, by Theorem 4.1, Yis bounded, 
and by Proposition 4.2, there is an equivalent norm on Y giving rise to an 
operator norm 1 . I,, relative to which all the members of Yare contractions. 
Then 1 S 1,) < 1 = r(S) for all S E 9, as claimed. n 
COROLLARY 4.5. If an irreducible semigroup satisfies the Rota condition 
for all e > 0, then there is an equivalent norm on V such that 1 S10 = r(S) 
for all S E Y. 
Proof. By Theorem 4.4 there is a norm I.10 on 7 such that r(S) < ISlo 
for all S E 9. The reverse inequality is always true. n 
We say that a point A in the spectrum of an operator T has no nilpotent 
part if every root vector, i.e. generalized eigenvector, corresponding to h is 
actually an eigenvector. 
COHOLLAHY 4.6. lf an irreducible semigroup satisfies the Rota condition 
for all E > 0, then the spectrum of each of its members consists only of points 
on a single circle having no nilpotent parts and possibly the point zero. 
Proof. Use Corollary 4.5 and Theorem 2.5. n 
THEOREM 4.7. For an irreducible semigroup 9 of linear operators on 
an n-dimensional vector space 7 the following are equivalent: 
(1) There exists a Banach space norm on Y whose induced operator 
norm II * II satisfies IlSll = r(S) for all S EL? 
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(2) r(ST) < r(S)r(T) f;>r all S, T EL? 
(3) (Rota condition) For each F > 0, there exist,s a Banach space norm 
on V whose induced operator norm 1) . 11 sntisfies jlS\l < r( S)(I + E) for all 
s Es? 
Proof. The implication (1) 3 (3) is clear, (3) 3 (2) follows from Theo- 
rem 4.3, and (2) * (1) follows by [S, Theorem 2.11 from Theorem 4.1 and 
Proposition 4.2. n 
Observe that the implications (I) d (2) and (1) =S (3) are true for 
reducible semigroups as well. However, the semigroup of all upper triangular 
matrices shows that irreducibility is necessary for the reverse implications. 
5. EXAMPLES OF SEMIGROUPS 
As we have seen in Section 4, all irreducible semigroups 9 satisfying the 
Rota condition for all E > 0 may be assumed to satisfy r(S) = l[S’ll for all 
S ~9 in some equivalent Banach space operator norm. Semigroups satisfy- 
ing this condition were studied in detail in Section 2. We have seen, in 
particular, that every member of this kind of semigroup has its spectrum 
consisting only of points with absolute value equal to its spectral radius having 
no nontrivial nilpotent parts and possibly the point zero. This result raises a 
number of questions, such as: Can the nilpotent part at zero be nontrivial? 
Can there be members of 9 with different numbers of nonzero points in the 
spectrum? We intend to show in this section by examples that these two 
questions both have a positive answer. 
PROPOSITION 5.1. Let X he a set of vectors (columns), and let F he a set 
of functionals (roux) such that ( N If > equals either 1 or - 1 for all x E X, 
fEF.ThenY=(&x@f: x E X, f E F} is u semigroup .such that r(S) = 1 
for all S EL? Moreover, if X ,spnns the space and F spans its dual, the 
semigroup is irreducible. 
Proof. Clear. n 
PROPOSITION i3.2. If X and F are as in Proposition Fj.1 and if 7 is any 
semigroup such that 9X c X, FYC F, and r(T) = 1 for all T E x then 
Y= { _tTx @j’T’ : x E X, f E F, T,T’ eitheridentityorfromfl UY 
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is a semigroup such that r(S) = 1 f or all S ~9. Moreor;er, if X spans the 
space and F spans its dual, or if 9 is irreducible, then the semigroup 9 is 
irreducible. 
Proof. Clear. n 
EXAMPLE 5.3. There is an irreducible semigroup 9’ of matrices acting 
on C” such that r(S) = 1 for all S E 9 and such that for every k, 
1 < k < n, it contains an element with exactly k nonzero points in its 
spectrum. 
Proof. Define 
1 
0 
x= 0 (1: 0 
F={[l 0 0 **- 01, [ 1 -1 0 ... 01, 
1 
0 lB 0 , 2 
[l 0 -1 ... O],...,[l 0 0 ... -111, 
and 
I 0 (j1. (j 01 . 0 1 . . ... *** . : 0  ; .-II 
to get an example of the desired kind by Proposition 5.2. n 
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EXAMPLE 5.4. There is an irreducible semigroup 9’ on an n-dimensional 
space such that r(S) = 1 f or all S E 9 and such that not all nilpotent direct 
summands of its members are trivial. 
Proof. Use Proposition 5.2 again with the sets X and F as defined in 
Example 5.3, and let 7 be the semigroup generated by the operator sending 
the kth basis vector to the (k - 1)st for 2 < k < n, annihilating the second 
basis vector, and leaving the first one untouched, say. n 
REFERENCES 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
M. A. Berger and Y. Wang, Bounded semigroups of matrices, Linear Algebra 
Appl. 166:21-27 (1992). 
I. Daubechies and J. C. Lagaris, Sets of matrices all finite products of which 
converge, Linear Algebra Appl. 161:227-263 (1992). 
N. Jacobson, Basic Algebra II, W. H. Freeman, San Francisco, 1980. 
J. Levitzki, Uber nilpotente Uniterringe, Math. Ann. 105:620-627 (1931). 
W. E. Longstaff and H. Radjavi, On permutability and submultiplicativity of 
spectral radius, Canadian J. Math. 47:1007-1022 (1995). 
J. L. Mott and H. Schneider, Matrix algebras and groups relatively bounded in 
norm, Archiz: Math. (Basel) lO:l-6 (1959). 
H. Radjavi, On reducibility of semigroups of compact operators, Indiana Univ. 
Math. J. 39:499-515 (1990). 
G.-C. Rota, On models for linear operators, Comm. Pure Appl. Math. 13:469-472 
(1960). 
J.-P. Serre, Linear Repre.sentations of Finite Groups, Springer-Verlag, New York, 
1977. 
L. B. Shneperman, On maximal compact semigroups of the endomorphism 
semigroup of an n-dimensional complex vector space, Semigroup Forum 
47:196-208 (1993). 
H. Wielandt, L&ung der Aufgabe 338 (When are irreducible components of a 
semigroup of matrices bounded?), J h b a res et-. Deutsch. Math. Verein 57:4-5 
(1954). 
Received 2 March 1994; final manwcript accepted 19 /me 1995 
