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Abbreviation Bedeutung
engl. Englisch
CS Computer-Simulation
LJ Lennard-Jones
ST Stockmayer
pST polarisierbares Stockmayer
vLS van Leeuwen Smit (modifiziertes Stockmayer)
DHS dipolar hard sphere
DSS dipolar soft sphere
SS weiche-Kugel (engl.: soft sphere)
HS harte-Kugel (engl.: soft sphere)
g-l Gas-Flu¨ssigkeit (engl.: gas-liquid)
DD Dipol-Dipol
SP Streupotential
MD Molekulardynamik
MC Monte Carlo
MF mittleres Feld (engl.: mean field)
DFT Dicht-Funktional-Theorie
vdW van der Waals
SCMF selbstkonsistente Mean-Field-Theorie
RFM Reaktionsfeld-Methode
SL engl.: the simple liquid limit
LL Landau-Lifschitz
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Abbreviation Bedeutung
SCMF selbstkonsistente MF-Theorie
OE Onsager-Modell
FDE volle Debye-Gleichung
LDE lineare Anna¨herung der Debye-Gleichung
DYHS dipolare Yukawa-harte-Kugel
CHD geladene harte Hantel
CSD geladene weiche Hantel
IL isotropische Flu¨ssigkeit
FL ferroelektrische Flu¨ssigkeit
1. Einleitung
Der Computer ist wa¨hrend und nach dem Zweiten Weltkrieg als elektronische Rechenma-
schine entwickelt worden, um die schwierigen Berechnungen in der Entwicklung von Atom-
waffen und in der Kryptoanalyse zu u¨bernehmen. Bevor die Computer-Simulation als eine
wichtige Forschungsmethode in der Materialwissenschaft eingefu¨hrt wurde, konnten die
genauen Materialstrukturen, Eigenschaften und deren Beziehungen nur durch zeitaufwa¨n-
dige und teure Experimente untersucht werden. Auf der anderen Seite kann man nur durch
den Einsatz einer Theorie, die eine anna¨hernde Beschreibung des Materials zur Verfu¨gung
stellt, die Eigenschaften einer molekularen Substanz vorhersagen. Aufgrund der Komple-
xita¨t der Systeme sind solche Na¨herungen unvermeidlich. Mit ausreichender Information
u¨ber die intermolekularen Wechselwirkungen ko¨nnen Theorien Scha¨tzungen der beobach-
teten oder gewu¨nschten Eigenschaften liefern. Leider ist unser Wissen u¨ber die intermo-
lekularen Wechselwirkungen ziemlich begrenzt. Bis heute kennen wir nur die intermo-
lekularen Wechselwirkungen der einfachsten Moleku¨le sehr gut. Computer-Simulationen
ermo¨glichen es uns, im Wesentlichen exakte Ergebnisse fu¨r ein bestimmtes Modell-System
zu erhalten. Die Ergebnisse ko¨nnen wir dann mit denen aus dem Experiment und/oder
den analytischen Ergebnissen der Theorie vergleichen.
Wegen ihres großen Anteils in der Natur, der neuen Funktionen der makromolekulare
Materien und der wichtigen Rolle in der biologischen Welt haben immer mehr Natur-
wissenschaftler Interesse am Gebiet der weichen Materie. Auf der einen Seite bescha¨fti-
gen sich Wissenschaftler mit experimentalen Methoden, um das Versta¨ndnis der Struk-
tur und der dynamischen Eigenschaften der Flu¨ssigkeiten zu erweitern und um Flu¨s-
sigkeiten gut zu charakterisieren. Auf der anderen Seite versuchen Theoretiker, einfa-
che Modelle zu konstruieren, damit das Verhalten der Flu¨ssigkeiten beschrieben und er-
kla¨rt werden kann. In der vorliegenden Arbeit konzentrieren wir uns ausschließlich auf
die Analyse, mittels Computer-Simulation, von drei molekularen Modellen der dipola-
ren Flu¨ssigkeit unter Beeinflussung von a¨ußeren elektrischen Feldern. Das erste Modell
ist die sogenannte Stockmayer-Flu¨ssigkeit (ST-Flu¨ssigkeit), die die gesamte Weckselwir-
kung zwischen zwei Teilchen in der Flu¨ssigkeit durch das Lennard-Jones-Potential plus
einer Dipol-Dipol (DD)-Wechselwirkung beschreibt. Das zweite Modell, das polarisierba-
re Stockmayer-Teilchen (pST-Teilchen), ist eine Variation vom ST-Teilchen. Das pST-
Teilchen hat eine zusa¨tzlichen Polarisierbarkeit α auf dem Dipol. Das letzte Modell wird
durch das sogenannte Dipol-weiche-Kugel-Potential (DSS-Potential) dargestellt.
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18 1. Einleitung
Seit vielen Jahren sind Chemiker und Physiker an dem Phasenverhalten von dipolaren
Flu¨ssigkeiten sehr interessiert [1–4], da dipolare Flu¨ssigkeiten sehr gute Modellsysteme fu¨r
Ferrofluide sind. Ferrofluide werden Flu¨ssigkeiten bezeichnet, die auf a¨ußere Felder rea-
gieren. Wegen der Kontrollierbarkeit ihrer Viskosita¨t, Wa¨rmeleitfa¨higkeit oder a¨hnlichem
mittels a¨ußerer Felder, haben solche Flu¨ssigkeiten sehr umfangsreiche technische Anwen-
dungsmo¨glichkeiten. Im Bereich der Luft- und Raumfahrt hat man ebenfalls versucht,
manche speziellen Eigenschaften dieser Materien anzuwenden. In der Medizin versucht
man beispielsweise Ferrofluide durch die sogenannte Magnetresonanz-Spektroskopie zur
Krebserkennung zu verwenden oder durch die Modifizierung der Oberfla¨chen mit ange-
lagerten Wirkstoffen zur Krebsbehandlung einzubringen. Abgesehen von der praktischen
Bedeutung wurden viele scheinbar einfache Modellsysteme sowohl theoretisch als auch
mittels Computer-Simulation untersucht, wobei die komplizierten und schwierigen Pha-
senverhalten durch die Zugabe von der DD-Wechselwirkung zu dem einfachen kurzreich-
weitigen Potenzial in den Systemen eingefu¨hrt werden. Hier konzentieren wir uns auf die
Verschiebungen der kritischen Punkte, d.h. ∆Tc und ∆ρc, in den modellierten dipolaren
Flu¨ssigkeiten wegen der Anwesenheit der a¨ußeren elektrischen Felder. Es gibt nur relativ
wenige Forschungsarbeiten [5–9], welche durch Simulationen die Abha¨nigkeit zwischen der
Verschiebung des Gas-Flu¨ssigkeit (g-l)-kritischen Parameters einer dipolaren Flu¨ssigkeit
und dem a¨ußeren elektrischen Feld untersuchen, obwohl u¨ber dieses Pha¨nomen schon in
zahlreichen theoretischen Arbeiten [10–19] berichtet wurde. Insbesondere betonen die Au-
toren der Literatur [19] einen scheinbaren Widerspruch in Bezug auf das Vorzeichen von
∆Tc mit anderen Literaturen, welche ebenfalls von der Verschiebung der g-l-kritischen
Temperatur unter dem Einfluss eines elektrischen Felds handeln.
In der Natur ist die Polarisierbarkeit eine grundlegende Eigenschaft aller Atome und Mo-
leku¨le. Die Punktpolarisierbarkeit kann makroskopische Eigenschaften des Materials, z.B.
die Dielektrizita¨tskonstante und kritischen Parameter, durch das induzierte Dipolmoment
beeinflussen. Die zusa¨tzliche Polarisierbarkeit auf dem Punktdipol macht das Modell noch
komplizierter, aber auch realistischer. Obwohl ein Simulationsverfahren mit dem pST-
Modell in den Arbeiten [20,21] von Vesely in den 70er Jahren des letzten Jahrhunderts zur
Verfu¨gung gestellt wurde, tauchen polarisierbare Modelle fu¨r die polare Fu¨ssigkeit noch
immer nicht ha¨ufig in wissenschaftlichen Arbeiten auf. Dies liegt an der erwa¨hnten Schwie-
rigkeit der Simulation. Nu¨tzliche Informationen ko¨nnen z.B. in den Literaturen [22–32]
gefunden werden.
In der vorliegenden Arbeit fu¨hren wir zuerst unsere Untersuchungsergebnisse durch Si-
mulationen mit der Molekulardynamik(MD)-Methode fu¨r ST- und pST-Flu¨ssigkeiten vor.
Die Nachwirkungen der zwei angeschalteten unterschiedlichen a¨ußeren elektrischen Felder
zu ST-Flu¨ssigkeiten mit relativ schwachen Dipolmomenten werden genau studiert. Nicht
nur die Verschiebungen der g-l-kritischen Parameter wegen der a¨ußeren Feldern, son-
dern auch die dielektrischen Eigenschaften der ST- und pST-Systeme aus den Computer-
Simulationen werden in dieser Arbeit pra¨sentiert. Wir studieren gleichzeitig im Detail
die Ergebnisse anderer Gruppen, die sich auch mit Computer-Simulationen bescha¨ftigen,
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und vergleichen sie mit einer einfachen Mean-Field(MF)-Theorie, die auf die Onsager-
Beschreibung fu¨r die flu¨ssigen Dielektrika basiert. Als eine wichtige thermodynamische
Eigenschaft, werden die spezifischen Wa¨rmekapazita¨ten der ST- und pST-Flu¨ssigkeiten
ohne und mit a¨ußeren Feldern studiert. Durch die sogenannte Finite-Size-Skalierung be-
stimmen wir die kritischen Exponenten und vergleichen sie mit den Werten des 3D-Ising-
Modells in den Universalita¨tsklassen.
Es gibt noch eine sehr interessante Frage, ob die DD-Wechselwirkung allein, d.h. ohne
weiteren Beitrag zur Anziehungskraft zwischen den Teilchen, zu der g-l-Koexistenz fu¨hren
kann. In den letzten zwanzig Jahren wurde die Abwesenheit eines g-l-kritischen Punkts in
Systemen, bestehend aus Teilchen nur mit DD-Wechselwirkung ohne weiteres Anziehungs-
potential, in einer Reihe von theoretischen Arbeiten behauptet [33–36]. Diese Schlussfol-
gerung steht im Einklang mit den Ergebnissen aus einigen Computer-Simulationen fu¨r
dipolare Systeme [37–41]. Auf der anderen Seite erhielten andere Forscher ein gegen-
teiliges Resultat [42–49] durch die genauen Untersuchungen der Forschung von Ng und
seinen Mitarbeiteren [38]. In unseren Simulationen fu¨r die Isotherm-Kurven beobachten
wir die deutlichen van-der-Waals-Schleifen (vdW-Schleifen) bei verschiedennen Tempera-
turen. Damit du¨rfen wir durch die Maxwell-Konstruktion die kritischen Parameter der
DSS-Flu¨ssigkeit festlegen. Durch die Einschnu¨rungsmethode mit Hilfe der Eigenschaf-
ten der zwei unterschiedlichen a¨ußeren Felder zur Verschiebung der kritischen Parameter
ko¨nnen wir die kritische Temperatur und Dichte fu¨r diese DSS-Flu¨ssigkeit nochmal u¨ber-
pru¨fen. Die nachfolgende Untersuchung u¨ber ihre spezifische Wa¨rmekapazita¨t kann die
Anwesenheit des g-l-kritischen Punkts des DSS-Systems wieder besta¨tigen.
Die gesamte Arbeit ist folgendermaßen aufgebaut. Die detaillierte Einfu¨hrung der zu simu-
lierenden Modelle fu¨r die dipolare Flu¨ssigkeit wird im Kapitel 2 vorgestellt. Danach zeigen
wir in Kapitel 3 die genauen Simulationsmethoden und die Formeln fu¨r die Berechnun-
gen. In den Kapiteln 4 und 5 werden die Simulationsergebnisse der ST- und pST-Modelle
pra¨sentiert und diskutiert. Die Untersuchungen u¨ber DSS-System ko¨nnen im Kapitel 6 ge-
funden werden. Schließlich sind im Kapitel 7 eine kurze Zusammenfassung der Arbeit und
einige Ausblicke fu¨r zukunftige Arbeiten zu finden. Eine nu¨tzliche einfache MF-Theorie
wird im Appendix A vorgefu¨hrt. Wir benutzen diese MF-Theorie in der gesamten Arbeit,
um unsere Ergebnisse zu pru¨fen und gut zu verstehen.
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2. Modelle der polaren Systeme
Der erste Schritt einer wissenschaftlichen Untersuchung anhand von Simulationen ist es,
ein geeignetes Modell fu¨r das Simulationssystem auszuwa¨hlen bzw. es selbst zu konstruie-
ren. Das Modell soll alle oder zu mindestens die meisten Eigenschaften des untersuchten
Systems beschreiben ko¨nnen. Dies ist womo¨glich der wichtigste Teil der ganzen Unter-
suchung. Fu¨r die Forschung u¨ber das polare System in einem a¨ußeren elektrischen Feld
u¨bernehmen wir drei Modelle aus der Literatur, und zwar das ST-, das pST- und das
DSS-Modell. Solche Modelle ko¨nnen die wirklichen Flu¨ssigkeiten aus den kleinen polaren
Moleku¨len vielleicht nicht sehr gut wieder darstellen, z. B. der ferroelektrische U¨bergang
im ST-System scheint keine analogen in den realen Fu¨ssigkeiten mit niedrigem Molekular-
gewicht [1]. Trotzdem sind sie immer noch nu¨tzlich, weil ihre Einfachheit einen Einblick in
der Rolle der dipolare Wechselwirkungen fu¨r viele strukturelle, dynamische und thermo-
dynamische Eigenschaften der Flu¨ssigkeiten ermo¨glicht [2,3]. Um die Wirkung des a¨ußeren
Felds auf das polare System zu untersuchen, fu¨hren wir zusa¨zlich zwei verschiedene a¨ußere
elektrische Felder in unser System ein.
In diesem Kapitel wollen wir die drei Modelle sowie zwei a¨ußere elektrische Felder vorstel-
len und diskutieren. Das ST-Potential ist ein mathematisches Modell fu¨r die Darstellung
der Wechselwirkungen zwischen Atom- oder Moleku¨lpaaren. Stockmayer hat in seiner
Arbeit [4] das ST-Modell verwendet, um die Wechselwirkungen zwischen den Teilchen
eines polaren Gases zu beschreiben. Es besteht aus einem Lennard-Jones(LJ)-Potential
mit einem eingebetteten Punktdipol. Das LJ-Potential ist ein radialsymmterisches (oder
zentrosymmetrisches) und kurzreichweitiges Potential, das die Wechselwirkung zwischen
den neutralen Atom- oder Moleku¨lpaaren anna¨hert. Eine Form des LJ-Potentials wurde
erstmals im Jahr 1924 von John Lennard-Jones vorgeschlagen [5]. Die DD-Wechselwirkung
hat keine Radialsymmetie und ist eine langreichweitige Wechselwirkung. Die Wechselwir-
kungen zwischen den pST-Teilchen sind denen im ST-Modell fast gleich, nachdem man
die Wirkung des zusa¨tzlich induzierten Dipolmoments im pST-Modell zu dem gesamten
System addiert hat. Die Formulierung der elektrischen Wechselwirkung im DSS-Modell ist
die gleiche wie im ST-Modell. Der Unterschied zwischen ST- und DSS-Modell beschra¨nkt
sich auf den radialsymmetrischen Teil. Das radialsymmetrische Potential des DSS-Modells
wird dadurch modifiziert, dass der attraktive Term des LJ-Potentials ausgeschaltet und
nur der repulsive Term beibehalten wird. Es gibt natu¨rlich noch zahlreiche andere Model-
le, die auch schon theoretisch oder durch Computer-Simulationen genau studiert worden
sind, z.B. das vom ST-Modell modifizierte vLS-Modell [6] und das sogenannte Dipol-
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harte-Kugel(DHS)-Modell [7–13]. Mit der immer ho¨heren Rechenleistung werden einige
realistischere Modelle vorgeschlagen, z.B. die Modelle der geladenen harten Hanteln [13]
und geladenen weichen Hanteln [15].
Es wird nun die Wirkung des a¨ußeren Felds auf das polare System bzw. auf seine g-
l-Phasentrennungen untersucht. Die g-l-Phasentrennung eines ST-Systems ohne a¨ußeres
Feld wurde bereits untersucht [2,16–19]. Die Verschiebung der kritischen Parameter eines
polaren Systems aufgrund eines a¨ußeren elektrischen (oder magnetischen) Felds ist zwar
von vielen Forschungsgruppen theoretisch diskutiert worden [20–29], aber es gibt nur weni-
ge Untersuchungen mit Computer-Simulationen [30–34]. Die meisten Arbeiten [30,31,33]
untersuchen das ST-System in einem a¨ußeren Feld ~E(∞) (oder ~H(∞)) mit der Ewald-
Summations-Methode [35]. Mit dieser Methode kann allerdings die dielektrische Struktur
des Systems nicht genau untersucht werden. Des Weiteren werden in dieser Arbeit die
ST-, pST- und DSS-Systeme in einem zusa¨zlichen Feld ~Eext untersucht. Das Feld ~Eext
fu¨hrt zu einer umgekehrten Verschiebung der kritischen Parameter gegen die Verschie-
bungsrichtung im Feld ~E(∞). Die Unterschiede zwischen den beiden elektrischen Feldern
~E(∞) und ~Eext werden in diesem Kapitel analysiert.
2.1. Die Wechselwirkungen der drei Teilchenmodelle
Die Wechselwirkungen der Teilchen in allen drei Modellen bestehen aus radialsymmetri-
schen und elektrischen Teilen. Wir stellen zuna¨chst die radialsymmetrischen Wechselwir-
kungen1 der in den Simulationen benutzten Teilchenmodelle vor. Die radialsymmetrische
Wechselwirkung beschreibt die van-der-Waals(vdW)-Energie, die die repulsiven und/oder
attraktiven Potentiale zwischen den ungebundenen Atomen bezeichnet. Danach betrach-
ten wir den elektrischen Anteil der Modelle, welcher sich aufgrund des eingebetteten Dipols
ergibt.
2.1.1. Radialsymmetrische Wechselwirkungen
In der klassischen Physik beschreibt die vdW-Gleichung die Abweichungen realer Gase von
idealen Gasen. Die vdW-Energie soll positiv und sehr groß sein, falls der Abstand zwischen
zwei Teilchen sehr klein wird. Sie hat auch ein leicht negatives Minimum, wenn sich beide
Teilchen nur knapp beru¨hren. Fu¨r große Entfernungen zwischen zwei Teilchen u¨berwiegen
die anziehenden Kra¨fte. Mit der Vergro¨ßerung des Abstands na¨hert sich die vdW-Energie
1In mancheln Literaturen wird sie auch als Streupotential (SP) genannt.
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der Null an. Fu¨r die Realisierung ist das LJ-Potential eine beliebte Funktion [5]
ULJ(rij) = 4ε
[(
σ
rij
)12
−
(
σ
rij
)6]
, (2.1.1)
welche diese allgemeinen Anforderungen erfu¨llt und unabha¨ngig von den Orientierungen
der Teilchen ist, wobei rij = |~ri − ~rj| den Abstand zwischen den Teilchen i und j bezeich-
net. Das σ ist der Abstand, bei welchem das LJ-Potential eine Nullstelle hat und das ε ist
der Absolutwert der minimalen Energie. Das LJ-Potential beschreibt gut die Wechselwir-
kung von zwei ungeladenen und schwach wechselwirkenden Atomen, die keine kovalente
chemische Bindung eingehen. Es gibt keine theoretische Begru¨ndung dafu¨r, dass der Ex-
ponent im repulsiven Teil 12 sein sollte. Dies ist eine rein numerische Bequemlichkeit im
Computer und es gibt auch Hinweise, dass ein Exponent mit 9 oder 10 bessere Ergebnisse
liefern wu¨rde. In dieser Arbeit benutzen wir das LJ-Einheitssystem. Wir nehmen an, dass
ε = σ = 1 gilt. Damit kann die LJ-Gleichung zu folgender Form vereinfacht werden:
ULJ(rij) = 4
[
r−12ij − r−6ij
]
. (2.1.2)
Physikalische Gro¨ßen in LJ-Einheiten werden in der Regel mit einem Stern (. . .)∗ gekenn-
zeichnet. Um die Gleichungen und Formulierungen klar und einfach darzustellen, lassen
wir den Stern im folgenden Text allerdings weg. Die Abbildung 2.1 zeigt das LJ-Potential
als Funktion des Abstands nach der vereinfachten Gl.(2.1.2). Man beachte, dass der absto-
ßende Teil des LJ-Potentials schon bei rij ∼ 1.5 abgeklungen ist. Die ST- und pST-Modelle
basieren auf dem LJ-Potential mit einem eingebetteten Dipol.
Im DSS-Modell wird die radialsymmetrische Wechselwirkung durch einen rein repulsiven
Term beschrieben. Wir erzeugen das repulsive Potential
USS(rij) = 4r
−12
ij (2.1.3)
durch die Ausschaltung des attraktiven Terms in der LJ-Gleichung. Die gestrichelte rote
Linie in der Abbildung 2.1 zeigt das USS als Funktion des Abstands rij in LJ-Einheiten.
In unserem Simulationsprogramm fu¨hren wir einen Schaltungsparameter λ ein, um die
Modelle zwischen ST und DSS flexibel umschlaten zu ko¨nnen. Dann darf das radialsym-
metrische Potential URS in folgender Form:
URS(rij) = 4
[
r−12ij − λr−6ij
]
(2.1.4)
programmiert werden. Diese Formel ist der Wechselwirkung im vLS-Modell [6] gleich.
Aber hier darf das λ in Gl. (2.1.4) nur Null oder Eins jeweils fu¨r das DSS- oder ST-Modell
gesetzt werden.
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Abbildung 2.1.: LJ-Potential (durchgezogene schwarze Linie) bzw. USS (gestrichelte rote
Linie) als Funktionen des Abstands zweier Teilchen nach Gl. (2.1.2) bzw.
(2.1.3) in LJ-Einheiten.
2.1.2. Elektrische Wechselwirkungen
Alle drei Modelle haben die gleichen elektrischen Wechselwirkungen. Der eingebettete
Dipol besteht aus zwei Teilen. Zum einen aus einem festen Dipolmoment ~µ und zum
anderen aus einem induzierten Dipolmoment ~p. Das gesamte Dipolmoment eines Teilchens
kann durch
~mi = ~µi + ~pi = ~µi + α~Ei (2.1.5)
beschrieben werden, wobei α die Polarisierbarkeit ist, und ~Ei das elektrische Feld am Ort
des i-ten Teilchens. Fu¨r ST- und DSS-Modelle gilt es einfach die Polarisierbarkeit α = 0.
Das Dipolmoment ist in Einheiten von
√
4pi0εσ3 gegeben, wobei 0 die Permittivita¨t des
Vakuums ist. Das elektrostatische Potential am Ort ~ri kann aufgrund der umgebenden
Dipole nach der Gl. (2.1.6) dargestellt werden, wobei die Einsteinsche Summenkonvention
benutzt wird und i ungleich j sein darf.
ϕD(~ri) =
~rij · ~mj
r3ij
(2.1.6)
Der Gradient des Skalarpotentials liefert das elektrische Feld am Ort:
~ED(~ri) = ~∇ϕD(~ri) = 3(~rij · ~mj)~rij
r5
− ~mj
r3ij
. (2.1.7)
Wir definieren einen Dipoltensor Tij mit folgender Form:
Tij =
3~rij~rij
r5ij
− 1
r3ij
, (2.1.8)
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wobei 1 einen Einsoperator bezeichnet. Die kartesischen Komponenten des Tensors sind
Tαβij =
3rαijr
β
ij
r5ij
− δαβ 1
r3ij
(2.1.9)
mit i 6= j, wobei α, β = 1, 2, 3 gilt. Mit diesem Dipoltensor la¨sst sich nun das elektrische
Feld am Ort ~ri aufgrund der umgebenden Dipole nach Formel (2.1.10) vereinfachen.
~ED(~ri) = Tij ~mj (2.1.10)
Wegen der Rechenkapazita¨t lassen sich die Wechselwirkungen aller Teilchenpaare nicht
explizit berechnen. Deswegen fu¨hren wir hier eine Abschneidekugel mit dem Radius rcut fu¨r
jedes Teilchen ein. Die Beitra¨ge der Teilchen in der Abschneidekugel zu dem elektrischen
Feld werden nach Gl. (2.1.10) explizit ausgerechnet. Außerhalb der Abschneidekugel wird
der Restbeitrag als ein Reaktionsfeld
~Ereac(~ri) = g ~Mi (2.1.11)
betrachtet, wobei der Faktor
g =
− 1
2+ 1
2
r3cut
(2.1.12)
abha¨ngig von der durchschnittlichen Dielektrizita¨tskonstanten  des Dipolsystems und
dem Abschneideradius rcut ist. Das gesamte Feld, welches das i-te Teilchen am Ort in der
Abschneidekugel fu¨hlt, kann mit Hilfe der Gln. (2.1.10) und (2.1.11) als
~Ei = ~ED(~ri) + ~E
ext
i + ~Ereac(~ri) = Tij ~mj + ~E
ext
i + g ~Mi (2.1.13)
dargestellt werden, wobei ~Eexti das in der Abschneidekugel gefu¨hlte a¨ußere elektrische
Feld bezeichnet. In der fru¨heren Arbeit untersuchte Onsager das einzelne Dipol in einem
homogenen dielektrischen Kontinuum unter dem entsprechenden Hohlraumsfeld (engl.:
cavity field) ~Ecav. Die genaue Formulierung des Felds ~E
ext
i wird im na¨chsten Abschnitt
pra¨sentiert.
Ein elektrischer Dipol ~m in einem elektrischen Feld ~E erfa¨hrt ein Drehmoment ~N =
~m× ~E = ~µ× ~E, welches den elektrischen Dipol in die Richtung des elektrischen Felds aus-
richtet. Wenn es keinen Energieverlust gibt, oszilliert der Dipol mit dem Winkel θ zwischen
~m und ~E. Nehmen wir an, dass das elektrische Feld ~E parallel zur z-Achse festgehalten
wird. Dann erhalten wir fu¨r die z-Komponente des Drehmoments Nz = −µE sin θ. Die
potentielle Energie U wird mit Hilfe einer konservativen Kraft ~Fc definiert. Sie bezeich-
net die Arbeit, welche aufgebracht werden muss, um das Teilchen von ~r0 nach ~r gegen
die konservative Kraft zu verschieben. Dieses Integral kann auch durch das konservative
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Drehmoment verallgemeinert werden.
U = −
∫ ~r
~r0
~Fc · d~r ′ (2.1.14)
= −
∫ θ
θ0
Nzdθ
′ (2.1.15)
=
∫ θ
θ0
µE sin θ′dθ′ = −µE (cos θ − cos θ0) (2.1.16)
Nach dem Integral u¨ber den Winkel θ erhalten wir die Formel (2.1.16) fu¨r die potentielle
Energie des Dipols im elektrischen Feld. Um die Formel nochmal zu vereinfachen, wa¨hlen
wir den Anfangswinkel θ0 = pi/2, d.h., das Dipolmoment ~m ist am Anfang senkrecht
zum elektrischen Feld ~E. Jetzt darf man die potentielle Energie durch U = −µE cos θ =
−~µ · ~E darstellen. Benutzen wir dieses Ergebnis unter Verwendung der Gl. (2.1.13) fu¨r das
gesamte elektrische Feld am Ort des i-ten Teilchens, so erhalten wir die gesamte potentielle
Energie des Dipolsystems:
UDD = −~µi · ~Ei (2.1.17)
= −1
2
~miTij ~mj +
1
2
~p2i
α
− ~mi · ~Eexti −
1
2
g~mi · ~Mi (2.1.18)
unter Verwendung der Einsteinschen Summenkonvention, wobei der zweite Term auf der
rechten Seite der Gl. (2.1.18)
Upol =
1
2
~p2i
α
(2.1.19)
auch als Polarisationsenergie bezeichnet wird.
2.2. Zwei verschiedene a¨ußere elektrische Felder
Wir untersuchen in dieser Arbeit die Wirkungen der a¨ußeren elektrischen Felder auf die
g-l-Phasenseparationen der Dipolsysteme mit verschiedenen Teilchen-Modellen. Deswegen
ist es sehr wichtig, die a¨ußeren elektrischen Felder genau kennenzulernen. Dafu¨r fu¨hren
wir zwei a¨ußere elektrische Felder durch einen Plattenkondensator in unsere Simulationen
ein, wie es in der Abbildung 2.2 gezeigt ist.
Ein elektrischer Stromfluss durch einen Kondensator hindurch la¨dt eine der Elektroden
positiv, die andere negativ auf. Zwischen den beiden Elektroden des Kondensators fließt
der Strom als Verschiebungsstrom, der mit einer entsprechenden A¨nderung der elektri-
schen Feldsta¨rke einhergeht. Zwischen den Platten ist das erzeugte Feld homogen. Wenn
wir beide Fa¨lle in der Abbildung 2.2 zusammen betrachten, erhalten wir die Relation
~Eext =  ~E(∞) (2.2.1)
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Abbildung 2.2.: Erzeugung zweier a¨ußerer elektrischer Felder im Simulationssystem mit
Hilfe eines Plattenkondensators. Linkes Bild : Zwischen dem Simulations-
system und den Elektroden des Plattenkondensators gibt es einen Vaku-
umschlitz. Dabei ist ~Eext das elektrische Feld in den Trennungen zwischen
Dielektrikum und den Kondensatorplatten; Rechtes Bild : Die Kondensa-
torplatten sind in dem Simulationssystem eingebaut. Die Elektroden sind
unendlich weit von der Simulationsschachtel entfernt, aber sie liegen im-
mer noch in dem gleichen Dielektrikum der Simulationsschachtel. Hier ist
~E(∞) das durchschnittliche oder Maxwell-Feld im Dielektrikum.
aus den Randbedingung, wobei  die Dielektrizita¨tzkonstante des Dielektrikums ist. Fan-
gen wir zuerst mit den Maxwell-Gleichungen an und verwenden den Gaußschen Satz, so
wissen wir, dass die Ladung die Quelle des elektrischen Felds ist. Nach diesem Gesetz
erhalten wir
~∇ · ~D(∞) = ~∇ ·
(
 ~E(∞)
)
= ~∇ · ~Eext = ρ, (2.2.2)
d.h., wir ko¨nnen das a¨ußere elektrische Feld ~Eext durch eine konstante Ladungsdichte auf
den Kondensatorplatten konstant halten. Im anderen Fall kann man mit Hilfe von
~E(∞) = −~∇ϕ (2.2.3)
durch ein konstantes Skalarpotential zwischen beiden Kondensatorplatten das ~E(∞) Feld
konstant halten. Das elektrische Feld ~Eexti , das in der Gl. (2.1.18) beno¨tigt wird, kann
durch die folgenden Formeln (2.2.4) oder (2.2.5) fu¨r eine bestimmte Situation der Simu-
lation dargestellt werden.
~Eexti =

3
2+ 1
~E(∞), fu¨r ~E(∞) = const (2.2.4)
3
2+ 1
~Eext, fu¨r ~Eext = const (2.2.5)
Die Herleitungen der beiden Formeln ko¨nnen im Abschnitt 3.9.2 oder in der original Arbeit
von Onsager [36] gefunden werden.
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3. Grundkonzepte der
Molekulardynamik-Simulation
3.1. Die Idee der Molekulardynamik
Die Molekulardynamik (MD)1 ist eine wirksame Computer-Simulations-Methode, die ha¨u-
fig bei der Erforschung eines klassischen Vielteilchensystems im Gleichgewicht verwendet
wird, um Strukturen und thermodynamische Eigenschaften des Systems zu ermitteln. Als
klassisches Vielteilchensystem wird ein System bezeichnet, in welchem sich die Teilchen
nur nach den Gesetzen der klassischen Mechanik bewegen. Diese Na¨herung ist ausrei-
chend fu¨r eine große Menge an Forschungsarbeiten u¨ber umfangreichen Materialien. In
der vorliegenden Arbeit untersuchen wir die thermodynamischen Eigenschaften von pola-
ren Flu¨ssigkeiten in einem a¨ußeren elektrischen Feld. Die Methode der MD wird wa¨hrend
der gesamten Arbeit verwendet, weil sie ein detailliertes Bild eines chemischen oder phy-
sikalischen Prozesses liefern kann. MD-Simulationen a¨hneln in vielerlei Hinsicht analogen
Experimenten in der Realita¨t. Bei einer MD-Simulation muss man zuerst ein Modell fu¨r
die Teilchen des Systems finden. Dann lo¨st man die Newtonschen Bewegungsgleichungen
fu¨r das System, bis sich die Eigenschaften des Systems nich mehr mit der Simulationszeit
vera¨ndern. Dieser Schritt entspricht genau der Probenvorbereitung fu¨r ein Experiment.
Nach dem Erreichen des Gleichgewichts fu¨hrt man die Messungen durch. In der Tat sind
einige der ha¨ufigsten Fehler, die in einer MD-Simulation auftreten, den Fehlern sehr a¨hn-
lich, die in realen Experimenten auftreten.
Die Newton’schen Bewegungsgleichungen werden bei einer MD Simulation
d
dt
~pi = ~Fi (3.1.1)
und
d
dt
~Li = ~Ni (3.1.2)
1Die detaillierteren Beschreibungen der MD-Methode ko¨nnen in den folgenden Quellen [1–5] nachge-
lesen werden. In diesem Kapitel werden nur die fu¨r diese Arbeit notwendigen Simulationstechniken
und Grundlagen beschrieben. Die meisten Formeln und Bilder in diesem Kapitel sind aus den oben
genannten Quellen entnommen.
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fu¨r jedes Teilchen des N-Punktteilchensystems numerisch gelo¨st. In der ersten Gleichung
bezeichnet ~pi den Impuls des i-ten Teilchens, und ~Fi ist die gesamte Kraft auf diesem
Teilchen. Bezogen auf das gewo¨hnliche LJ-Model muss die Orientierungsbewegung eines
Dipols in der Simulation noch beru¨cksichtigt werden. In der zweiten Bewegungsgleichung
repra¨sentiert ~Li den Drehimpuls des i-ten Dipols, und ~Ni ist das auf ihn einwirkende
gesamte Drehmoment.
3.2. Ergodizita¨t
In den meisten Experimenten wird eine Reihe von Messungen wa¨hrend eines bestimmten
Zeitraums durchgefu¨hrt, um den durchschnittlichen Wert dieser Messungen zu bestimmen.
Die Idee hinter MD-Simulationen ist im Grunde a¨hnlich. Das durchschnittliche Verhalten
eines Vielteilchensystems kann durch die Berechnung der zeitlichen Entwicklung dieses
Systems u¨ber einen ausreichend langen Zeitraum numerisch gemittelt und analysiert wer-
den. Die MD-Methode bietet die Position und den Impuls jedes Teilchens im Phasenraum
zum gewu¨nschten Zeitpunkt. Solche mikroskopischen Beschreibungen werden klassische
Mikrozusta¨nde des Systems im Phasenraum genannt. Zu einem bestimmten Zeitpunkt t
kann der Mikrozustand Γ(t) als Phasenraumvektor dargestellt werden.
Γ(t) = (~r1, ~r2, ..., ~rN , ~p1, ~p2, ..., ~pN). (3.2.1)
Der thermodynamische Zustand eines Systems wird durch die makroskopischen Gro¨ßen
wie Temperatur T , Druck P , Dichte ρ usw. charakterisiert. Die statistische Mechanik
verbindet die mikroskopischen Informationen mit den makroskopischen Gro¨ßen. In der
statistischen Mechanik wird der Mittelwert einer makroskopischen Gro¨ße A durch den
sogenannten Ensemblemittelwert
〈A〉 =
∫
Γ
dΓA(Γ)ρ(Γ)∫
Γ
dΓρ(Γ)
(3.2.2)
definiert. Der Emsemblemittelwert wird hier durch 〈...〉 gekennzeichnet, um ihn vom Zeit-
mittelwert zu unterscheiden, der durch einen U¨berstrich gekennzeichnet wird. Die Wahr-
scheinlichkeitsdichte ρ(Γ) des Ensembles ist durch
ρ(Γ) =
1
Q
exp[−H(Γ)
kBT
] (3.2.3)
gegeben, wobei H die Hamilton-Funktion ist, T die Temperatur, kB die Boltzmann-
Konstante und Q die Zustandssumme.
Q =
∫
Γ
dΓexp[−H(Γ)/kBT ]. (3.2.4)
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Dieses Integral ist im Allgemeinen sehr schwer auszuwerten, da alle mo¨glichen Zusta¨nde
des Systems berechnet werden mu¨ssen. In einer MD-Simulation wird jeder Mikrozustand
in diesem Ensemble zeitlich nacheinander berechnet. Entlang einer Phasenraumtrajektorie
Γ(t) kann der Zeitmittelwert der makroskopischen Gro¨ße A durch folgende Formel
A(Γ(t)) = lim
t→∞
1
t
∫ t
0
dt′A(Γ(t′)) =
1
M
M∑
m=1
A(Γ(m∆t)) (3.2.5)
dargestellt werden. Um die makroskopischen Gro¨ßen zu erhalten, sollten die Messungen im
Allgemeinen u¨ber einen unendlich langen Zeitraum gemittelt werden. In der Praxis ko¨nnen
MD-Simulationen aber nur einen so langen Zeitraum abdecken, dass der Mittelwert aus-
reichend gut gegen seinen Grenzwert fu¨r t → ∞ konvergiert ist. Da eine MD-Simulation
keine kontinuierliche Zeitentwicklung des Systems liefern kann, mu¨ssen alle Werte von
A zu jedem Zeitschritt, nach Erreichung des Gleichgewichts, aufsummiert und am Ende
wieder durch die Anzahl der Zeitschritte M geteilt werden. Das beobachtete Zeitintervall
ist dann t = M∆t.
Das auftretende Problem scheint zu sein, wie der Zeitmittelwert A der MD-Simulation
und der im Experiment beobachtete Ensemblemittelwert 〈A〉 miteinander verglichen wer-
den ko¨nnen. Die Lo¨sung dieses Problems fu¨hrt zu einem der grundlegenden Axiome der
statistischen Mechanik, der Ergodenhypothese, welche besagt, dass Zeitmittelwert und
Ensemblemittelwert u¨bereinstimmen:
〈A〉 = A(Γ(t)). (3.2.6)
Die Ergodenhypothese wird ha¨ufig auch als Ergodentheorem bezeichnet. Konkrete Vor-
aussetzung fu¨r die Gu¨ltigkeit der Ergodenhypothese ist, dass der betrachtete stochastische
Prozess stationa¨r ist und eine endliche Korrelationszeit besitzt. Dann gilt die Ergodenhy-
pothese im Limes fu¨r unendliche Zeitspannen.
3.3. Berechnung der Kra¨fte und Drehmomente
Wie man in der klassischen Mechanik gelernt hat, kann die Kraft auf ein Teilchen durch
den Gradienten der potentiellen Energie ausgerechnet werden. In der vorliegenden Arbeit
konzentrieren wir uns nur auf Modelle, deren potentielle Energien in Streupotentialen
(SP) und DD-Weckselwirkungen aufgeteilt werden ko¨nnen. Deswegen kann die gesamte
Kraft auf ein Teilchen als Summe aus ~FSW und ~FDD
~F (~ri) = ~FSW (~ri) + ~FDD(~ri) = −~∇iU({~ri}, {~θi}, {~ϕi}) (3.3.1)
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berechnet werden. Da die Kraft ~FSW fu¨r ST- and pST-Modelle aus der LJ-Weckselwirkung
hervorgeht, wird die Kraft auf das i-te Teilchen als
~FLJ(~ri) = −~∇iULJ = 48
N∑
j=1
j 6=i
[
r−14ij −
1
2
r−8ij
]
~rij (3.3.2)
geschrieben. Analog wird im DSS-Modell die Kraft ~FSW auf das i-te Teilchen durch
~FSS(~ri) = −~∇iUSS = 48
N∑
j=1
j 6=i
~rij
r14ij
(3.3.3)
berechnet. Diese entha¨lt im Gegensatz zu ~FSW keinen attraktiven Anteil. Die Kraft des
DD-Teils hat in dieser Arbeit in jedem Modell die gleiche Form.
~FDD(~ri) = −~∇iUDD = ~∇i
 N∑
j=1
j 6=i
[
~miTij ~mj − ~p
2
i
α
+ ~mi · ~Eexti + g~mi · ~Mi
](3.3.4)
= ~∇i
(
~µi · ~Ei
)
=
(
~µi · ~∇i
)
~Ei + ~µi ×
(
~∇i × ~Ei
)
(3.3.5)
=
N∑
j=1
j 6=i
{
3
r5ij
[~mi(~rij · ~mj) + ~mj(~rij · ~mi) + ~rij(~mi · ~mj)]
−15
r7ij
(~rij · ~mi)(~rij · ~mj)~rij
}
(3.3.6)
Es ist wahrscheinlich sehr hilfreich fu¨r den Leser, dass die Bezeichnungen der elektrischen
Felder in Gln. (3.3.4) und (3.3.5) hier noch einmal ero¨rtert werden. ~Eexti ist das a¨ußere
elektrische Feld, wie es am Ort des i-ten Teilchens empfunden wird. ~Ei ist das gesamte
elektrische Feld auf das i-te Teilchen. Der zweite Term von Gl. (3.3.5) verschwindet, da
bei einem elektrostatischen Problem ~∇i × ~Ei = 1c ~˙Hi = 0 gilt.
Um die richtige Orientierung eines Dipols in einer MD-Simulation zu erhalten muss noch
das Drehmoment, welches auf jedes Teilchen wirkt,
~Ni = −~ni × ∂UDD
∂~ni
(3.3.7)
= ~mi × ~Ei = ~µi × ~Ei (3.3.8)
behandelt werden. In Gl. (3.3.7) ist ~ni der Orientierungsvektor des i-ten Dipols. Da das
induzierte Dipolmoment ~pi des i-ten Dipols parallel zu dem elektrischen Feld ~Ei vor Ort
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ist, darf man ~µi in dem Kreuzprodukt der Gl. (3.3.8) statt ~mi ersetzen. Durch die Be-
ziehung zwischen Drehmoment und Drehimpuls ( ~Ni = ~˙Li = I ~˙ωi), kann man jetzt die
Rotationsbewegung in der Form
I ~˙ωi = ~ni × ~Gi (3.3.9)
beschreiben, wobei I das Tra¨gheitsmoment in Bezug auf die momentane Drehachse ist.
Außerdem gilt ~Gi = −I−1(∂U/∂~ni) = µi ~Ei. Mit der Beziehung ~˙ni = ~ωi × ~ni erha¨lt man
die Winkelbeschleunigung des i-ten Teilchens
~¨ni = ~˙ωi × ~ni + ~ωi × ~˙ni
= I−1
(
~ni × ~Gi
)
× ~ni + ~ωi × (~ωi × ~ni)
= I−1
[
~Gi − ~ni
(
~ni · ~Gi
)]
− ~niω2. (3.3.10)
Des Weiteren wird das Quadrat der obigen Beziehung ~˙n2i = (~ωi × ~ni)2 = ~ω2i ~n2i − (~ωi · ~ni)2
mit ~n2i = 1 und ~ωi · ~ni = 0 zusammen verwendet. Dann folgt sofort das endliche Ergebnis
der Winkelbeschleunigung des i-ten Teilchens
~¨ni = ~Gi −
(
~ni · ~Gi + ~˙n2i
)
~ni (3.3.11)
mit I = 1 in LJ-Einheiten. Weitere ausfu¨hrliche Herleitungen fu¨r den Drehimpuls und
die Winkelbeschleunigung des Dipols ko¨nnen in der Literatur [6] gefunden werden. Die
Gln. (3.3.1) und (3.3.11) werden in der MD-Simulation durch den sogenannten Velocity-
Verlet-Algorithmus mit einem geeigneten Zeitschritt integriert.
3.4. Integration der Bewegungsgleichungen
Die potentielle Energie ist eine Funktion, die von den Positionen (3N) aller Atome in
einem N Teilchen-System abha¨ngt. Fu¨r ein so kompliziertes Problem gibt es keine analy-
tische Lo¨sung, um die Bewegungen der Atome darzustellen. Deshalb muss das Problem
numerisch behandelt werden. Alle Integrationsalgorithmen gehen von der gleichen Annah-
me aus, dass die Positionen, Geschwindigkeiten und Beschleunigungen der Teilchen durch
eine Taylorentwicklung approximiert werden ko¨nnen.
In der MD ist der am vermutlich ha¨ufigsten verwendete Zeitintegrationsalgorithmus der
sogenannten Verlet-Algorithmus. Diese Methode wird von Sto¨rmer [7] zugeschrieben, aber
eigentlich zuna¨chst von Verlet [8,9] vorgeschlagen. Die Ableitung der Verlet-Formel folgt
unmittelbar aus der “Vorwa¨rts”- bzw. “Ru¨ckwa¨rts”-Taylorentwicklung der ~ri(t) bezu¨glich
der Zeit t
~ri(t+ ∆t) = ~ri(t) + ∆t~vi(t) +
1
2
∆t2~ai(t) + . . . (3.4.1)
~ri(t−∆t) = ~ri(t)−∆t~vi(t) + 1
2
∆t2~ai(t)− . . . (3.4.2)
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mit dem in der MD-Simulation endlichen kleinen Zeitschritt ∆t, wobei ~vi(t) = ~˙ri(t) und
~ai(t) = ~¨ri(t) die Geschwindigkeit und die Beschleunigung des i-ten Teilchens sind. Addition
der beiden Gleichungen ergibt den Verlet-Algorithmus
~ri(t+ ∆t) = 2~ri(t)− ~ri(t−∆t) + ∆t2
~Fi(t)
mi
+O(∆t4) (3.4.3)
mit ~ai(t) = ~Fi(t)/mi, wobei ~Fi(t) die Kraft auf dem i-ten Teilchen mit der Masse mi ist.
Der Rundungsfehler pro Zeitschritt ist fu¨r diesen Algorithmus von der Ordnung ∆t4, da
die ∆t3-Terme bei der Addition eliminiert werden. Dieser Algorithmus ist einfach zu im-
plementieren, genau und stabil. Da ~ri(t−∆t) und ~ri(t+ ∆t) symmetrisch sind (siehe Gl.
(3.4.3)), ist der Verlet-Algorithmus zeitlich reversibel. Aber der Verlet-Algorithmus bietet
keine Teilchengeschwindigkeiten ~vi(t). Obwohl die Geschwindigkeiten fu¨r die Berechnung
der Systemtrajektorie nicht erforderlich sind, sind sie notwendig, um die kinetische Energie
und andere thermodynamische Werte zu berechnen. Die Geschwindigkeiten mu¨ssen sepa-
rat und etwas umsta¨ndlich berechnet werden. Man kann durch die schon ausgerechneten
Trajektorien die Geschwindigkeiten mit der Formel
~vi(t) =
1
2∆t
[~ri(t+ ∆t)− ~ri(t−∆t)] +O(∆t2) (3.4.4)
scha¨tzen. Allerdings ist der Fehler der Geschwindigkeit jetzt von der Ordnung ∆t2 anstatt
∆t4. Um diese Schwierigkeit zu u¨berwinden, sind einige Varianten des Verlet-Algorithmus
entwickelt worden. Die leap-frog-Version des Verlet-Algorithmus [11], auf die hier nicht
eingegangen wird, ist eine solche Variante, bei der die Geschwindigkeiten etwas besser
behandelt werden.
Eine noch bessere Umsetzung des gleichen grundlegenden Algorithmus ist die sogenannte
velocity-Verlet-Regelung [12], bei der die Positionen, Geschwindigkeiten und Beschleuni-
gungen zum Zeitpunkt t+ ∆t gleichzeitig auf folgende Weise erhalten werden ko¨nnen:
~ri(t+ ∆t) = ~ri(t) + ∆t~vi(t) +
1
2
∆t2~ai(t), (3.4.5)
~vi(t+
1
2
∆t) = ~vi(t) +
1
2
∆t~ai(t), (3.4.6)
~vi(t+ ∆t) = ~vi(t+
1
2
∆t) +
1
2
∆t~ai(t+ ∆t). (3.4.7)
Der velocity-Verlet-Algorithmus nutzt die neu ausgerechneten Kra¨fte fu¨r die Berechnung
der Geschwindigkeiten zum Zeitpunkt t + ∆t, so dass die Position und die Geschwindig-
keit jedes Teilchens automatisch synchronisiert werden. Das Computer-Programm braucht
jetzt 9N Speicherpla¨tze, um jeweils 3N Positionen, Geschwindigkeiten und Beschleunigun-
gen abzuspeichern. Im Gegensatz zum urspru¨nglichen Verlet-Algorithmus braucht das
Programm nicht mehr die Werte fu¨r jede dieser Mengen an zwei verschiedenen Zeitpunk-
ten gleichzeitig zu speichern. Elimination der Geschwindigkeiten in Gln. (3.4.5), (3.4.6)
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und (3.4.7) fu¨hrt wieder auf den urspru¨nglichen Verlet-Algorithmus zuru¨ck, so dass die
urspru¨ngliche und die vilocity-Verlet-Version vo¨llig gleichwertig sind.
Bei der Integration der Rotationsbewegung eines starren Teilchens kann wieder der velocity-
Verlet-Algorithmus verwendet werden:
~ni(t+ ∆t) = ~ni(t) + ∆t~˙ni(t) +
1
2
∆t2~¨ni(t), (3.4.8)
~˙ni(t+
1
2
∆t) = ~˙ni(t) +
1
2
∆t~¨ni(t), (3.4.9)
~˙ni(t+ ∆t) = ~˙ni(t+
1
2
∆t) +
1
2
∆t~¨ni(t+ ∆t). (3.4.10)
Hier ist ~ni der Orientierungsvektor des Dipols auf dem i-ten Teilchen. Es gibt ein Parado-
xon bei der Berechnung von ~˙ni(t+ ∆t) mit Gl. (3.4.10), weil sie von der Winkelbeschleu-
nigung ~¨ni(t+∆t) abha¨ngig ist, aber diese Winkelbeschleunigung zur Zeit noch unbekannt
ist. Weiterhin ist es auch unmo¨glich, ohne ~˙ni(t + ∆t) die neue Winkelbeschleunigung
~¨ni(t + ∆t) mit der Formel (3.3.11) zu bestimmen. Um dieses Problem zu lo¨sen, werden
die Winkelgeschwindigkeit ~˙ni(t + ∆t) und -beschleunigung ~¨ni(t + ∆t) mit Anfangswert
~¨ni,0(t+ ∆t) = ~¨ni(t) nach folgender Formel:
~¨ni,new(t+ ∆t) = ~Gi(t+ ∆t)−
[
~ni(t+ ∆t) · ~Gi(t+ ∆t)
+
(
~˙ni(t+
1
2
∆t) +
1
2
∆t~¨ni,old(t+ ∆t)
)2]
~ni(t) (3.4.11)
iterativ berechnet, bis die Vera¨nderungen der beiden Werte nicht mehr gro¨ßer als ein
geeigneter Kriteriumswert sind.
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3.5.1. Periodische Randbedingungen
Computer-Simulationen fu¨r Atom- oder Moleku¨l-Systeme wurden entwickelt, um die Ei-
genschaften einer makroskopischen Probe zu erforschen. Die Simulationen ko¨nnen mit
heutigen Rechenleistungen ein paar hundert bis zu einigen Millionen Teilchen simulieren.
Die ha¨ufigsten Systemgro¨ßen in den verwendeten Simulationen sind immer noch von der
Gro¨ßenordnung zwischen 102 und 103. Diese Anzahl von Teilchen ist deutlich vom ther-
modynamischen Limes entfernt. In der Realita¨t findet ein makroskopisches Experiment
an Gas- oder Flu¨ssigkeiten in der Regel in Beha¨ltern statt. In der Simulation kann man
die Teilchen auch durch harte Wa¨nde auf ein bestimmtes Raumgebiet beschra¨nken. Aller-
dings funktioniertder Verlet-Algorithmus mit dieser Idee nicht korrekt, falls die Teilchen
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von harten Wa¨nden reflektiert werden. Andererseits kann durch die Einfu¨hrung von wei-
chen Wa¨nden ebenfalls nicht sichergestellt werden, dass der Einfluss der Randbedingung
auf die bulk -Eigenschaften des kleinen Systems vernachla¨ssigt werden ko¨nnen. Die Wa¨n-
de vera¨ndern die bulk -Struktur des angrenzenden Systems oft auf La¨ngenskalen, die mit
der Gesamtgro¨ße des Systems vergleichbar sind. In einem einfachen kubischen Wu¨rfel mit
1000 Atomen erscheinen zum Beispiel nicht weniger als 488 Moleku¨le (etwa 49% aller
Atome) auf der Oberfla¨che.
Um die bulk -Phasen zu simulieren, ist es wichtig, geeignete Randbedingungen zu wa¨hlen,
so dass das N-Teilchensystem von einer unendlichen bulk -Phase umgeben ist. Dies wird
normalerweise durch den Einsatz von periodischen Randbedingungen [13] erreicht, die mit
Hilfe der sogenannten minimalen Bild-Konvention realisiert werden. Die kubische Schach-
tel bildet eine unendliche Gitterstruktur durch Selbstvervielfa¨ltigung im gesamten Raum.
Bewegt sich ein Teilchen im Verlauf der Simulation in der Originalschachtel, bewegen sich
die Bildteilchen in den benachbarten Schachteln auf die gleiche Weise. Falls ein Teilchen
die Simulationsschachtel verla¨sst, wird eines seiner Bilder durch die gegenu¨berliegende
Seite wieder in die zentrale Schachtel eintreten. Es gibt keine Wa¨nde an den Ra¨ndern der
mittleren Schachtel und somit keine Oberfla¨chenmoleku¨le.
Ein zweidimensionales Beispiel der periodischen Randbedingungen ist in Abbildung 3.1
illustriert. Die farbige Schachtel ist die originale Simulationsschachtel. Diese entha¨lt drei
Teilchen: eine gru¨ne Kugel, einen orangenen Stern und ein pinkes Dreieck. Diese prima¨re
Schachtel ist von ihren identischen Bildern umgeben. Treten nun der Stern und das Dreieck
aus der prima¨ren Schachtel aus, wie die Pfeile zeigen, treten gleichzeitig ihre periodischen
Bilder wieder ein. Auf diese Weise bleibt die Teilchendichte konstant. Analog funktioniert
es auch bei einem dreidimensionalen periodischen System.
Trotz der Verwendung von periodischen Randbedingungen in der Simulation, treten auf-
grund der geringen Systemgro¨ße sogenannte finite-size-Effekte auf. Auf der einen Seite
ko¨nnen Strukturen nicht mehr in der Simulationsschachtel abgebildet werden, falls sie
gro¨ßer als die prima¨re Schachtel sind. Dies tritt z.B. bei Simulationen mit langen Ket-
ten oder großen Aggregaten auf. Falls das intermolekulare Potential langreichweitig war,
wird eine erhebliche Wechselwirkung zwischen den Teilchen und ihren eigenen Bildern in
den benachbarten Schachteln verursacht. Damit wird eine zusa¨tzliche Symmetrie auf dem
Simulationssystem eingefu¨hrt. Auf der anderen Seite halten die periodischen Randbedin-
gungen das Auftreten von Schwankungen mit großen Wellenla¨ngen zuru¨ck. Mit anderen
Worten gesagt ist es unmo¨glich, die Simulation in der Na¨he vom Gas-Flu¨ssigkeit-kritischen
Punkt durchzufu¨hren, weil die Periodizita¨t alle Dichteschwankungen mit Wellenla¨ngen, die
gro¨ßer als die Kantenla¨nge L der kubischen Schachtel sind, unterdru¨ckt.
3.5. Details der Simulationstechniken 45
L
L
Abbildung 3.1.: Periodische Randbedingungen der Simulationsschachtel mit der Kanten-
la¨nge L. Die zentrale farbige Schachtel ist die Simulationsschachtel, die
von ihren identischen Bildern umgeben ist. Falls ein Teilchen aus der pri-
ma¨ren Schachtel austritt, tritt gleichzeitig sein periodisches Bild an der
gegenu¨ber liegenden Seite in die prima¨re Schachtel wieder ein.
3.5.2. Abschneideradius und minimale Bild-Konvention
Obwohl die Zahl der Teilchen im Simulationssystem begrenzt ist, hat aufgrund der Einfu¨h-
rung von periodischen Randbedingungen jedes Teilchen unendlich viele Wechselwirkungs-
partner. Damit wird verursacht, dass die Kra¨fte nicht mehr in endlicher Zeit berechnet
werden ko¨nnen. Die beno¨tigte Rechenzeit kann durch die Einfu¨hrung eines Abschneidera-
dius rcut reduziert werden. Die Wechselwirkungen zwischen den Teilchen werden hier in
kurzreichweitige und langreichweitige Wechselwirkungen unterteilt. In diesem Abschnitt
werden nur die kurzreichwertigen Wechselwirkungen beru¨cksichtigt. Die verwendeten Me-
thoden zur Beru¨cksichtigung langreichweitiger Potentiale werden im Abschnitt 3.9 disku-
tiert. Kurzreichweitig bedeutet, dass die gesamte potentielle Energie eines Teilchens i nur
aus den Wechselwirkungen mit seinen benachbarten Teilchen besteht, deren Abstand zum
Teilchen i kleiner als der Abschneideradius rcut ist.
Ucut(rij) =
{
U(rij), fu¨r rij < rcut
0, fu¨r rij > rcut
Die Skizze einer Abschneidekugel wird in Abbildung 3.2 illustriert. Eine Kugel um das
Teilchen 1 wird mit dem Radius rcut erzeugt. Nur die Wechselwirkungen zwischen Teil-
chen 1 und den anderen Teilchen in der Kugel (Teilchen 2, 3 und 4) ko¨nnen zu der
gesamten potentiellen Energie des 1-ten Teilchens beitragen. In einer kubischen Simulati-
onsschachtel mit V = L3 kann rcut < L/2 verwendet werden. Fu¨r rcut > L/2 beginnt sich
die Information aufgrund der Periodizita¨t zu wiederholen. Die Methode zur Bestimmung
des entsprechenden Abschneideradius wird im Abschnitt 3.8 eingefu¨hrt. Ohne diesen Ab-
schneideradius werden O(N2) Operationen fu¨r ein N-Teilchensystem bei der Berechnung
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Abbildung 3.2.: Die Abschneidekugel um das Teilchen 1 und seine Schale mit Radius rlist.
Mit der Hilfe von rlist wird die Nachbarliste des Teilchens 1 erzeugt. Die
Teilchen 2, 3, 4, 5, 6 sind in der Nachbarliste. Aber nur die Wechselwir-
kungen mit den Teilchen 2, 3, 4 werden berechnet.
der Kra¨fte beno¨tigt, mit Abschneideradius nur noch O(N).
Die Idee der periodischen Randbedingungen wird durch die sogenannte minimale Bild-
Konvention [14] als Algorithmus implementiert. Die Abbildung 3.3 stellt das Grundprinzip
der minimalen Bild-Konvention vor. Ein herausgegriffenes Teilchen ist mit allen anderen
Teilchen in Wechselwirkung, die sich zu einem gegebenen Zeitpunkt in einer virtuellen
Schachtel befinden, die so groß ist wie die prima¨re Schachtel und die um dieses Teil-
chen zentriert ist. Alle auf das zentrale Teilchen einwirkende Teilchen in dieser virtuellen
Schachtel sind die na¨chten periodischen Bilder der N − 1 Teilchen. Der ku¨rzeste Verbin-
dungsvektor zwischen zwei Teilchen in der minimalen Bild-Konvention wird nach folgender
Formel berechnet:
rminij,α = rij,α − L · round
(rij,α
L
)
, (3.5.1)
wobei α ∈ {x, y, z} die Komponente des Verbindungsvektors ~rij zwishen Teilchen i und
Teilchen j ist, und L die Kantenla¨nge der Simulationsschachtel bezeichnet. Die round(x)
Funktion in C++ berechnet die am na¨chsten an x gelegene ganze Zahl.
3.5.3. Nachbarschaftslisten und Zellenlisten
Um den Rechenaufwand fu¨r die Berechnungen der Kra¨fte zwischen den Teilchen zu re-
duzieren, wird ein Abschneideradius in der Simulation eingefu¨hrt. Dies reduziert die Zahl
der Partner, mit denen ein Teilchen wechselwirkt, auf eine endliche Zahl. Aber in jedem
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Abbildung 3.3.: Die minimale Bild-Konvention in einem zweidimensionalen System. Es
gibt fu¨nf Teilchen in der prima¨ren Schachtel (schattierte Schachtel). In der
um jedes Teilchen konstruierte virtuellen Schachtel (gestrichelte Schach-
tel) gibt es ebenso fu¨nf Teilchen (rote Kreise).
Zeitschritt ist es notwendig, die Partner jedes Teilchens zu bestimmen. Um die Simulatio-
nen nochmal zu beschleunigen, wird eine Nachbarschaftsliste fu¨r jedes Teilchen mit Hilfe
von dem sogenannten Listenradius rlist erzeugt [8], wie die Abbildung 3.2 zeigt. Die Ab-
schneidekugel wird von einer zusa¨tzlichen Schale mit einem geeigneten Radius rlist > rcut
eingehu¨llt. In der vorliegenden Arbeit wird fu¨r den Listenradius rlist = rcut + 0.5 gewa¨hlt.
Nach unseren Erfahrungen funktioniert diese Wahl sehr gut. Außer Teilchen 1 gibt es
fu¨nf Teilchen in der Listenkugel mit rlist, na¨mlich Teilchen 2, 3, 4, 5 und 6. Die fu¨nf
Teilchen werden zu diesem Zeitpunkt in der Nachbarschaftsliste des Teilchens 1 gespei-
chert. Teilchen 7 ist kein Nachbar vom Teilchen 1. Die Nachbarschaftsliste muss nicht
bei jedem Zeitschritt aktualisiert werden. Wenn nach einer bestimmten Zeit einige Teil-
chen außerhalb der Listenkugel in die Abschneidekugel eintreten oder umgekehrt muss
die Nachbarschaftsliste aktualisiert werden. Aus diesem Grund wird die Verschiebung je-
des Teilchens bei jedem Zeitschritt berechnet. Und sobald die gesamte Verschiebung eines
Teilchens im System die Entfernung rlist−rcut u¨bersteigt, werden die Nachbarschaftslisten
aller Teilchen gleichzeitig aktualisiert.
Allerdings ist der Rechenaufwand des Programms fu¨r die Erstellung der Nachbarschafts-
listen bei großn Systemen, deren halbe Kantenla¨nge L/2 mehrmals so groß ist wie rcut
, hoch. In diesem Fall ist die Rechenzeit wieder proportional zu N2. Die Zellenuntertei-
lung [15, 16] stellt ein Mittel zur Organisation der Informationen u¨ber die Teilchenposi-
tionen dar, so dass die meisten unno¨tigen Rechenschritte vermieden und der Rechenauf-
wand erheblich auf O(N) verringert wird. Die Kombination der Nachbarschaftsliste und
Zellenliste in einem zweidimensionalen System ist in Abbildung 3.4 gezeigt. Die Simula-
tionsschachtel wird durch ein Gitter aus kleinen Zellen unterteilt. Die Kantenla¨nge der
Zellen ist gleich oder etwas kleiner als rlist. Dann erha¨lt jedes Teilchen durch seine aktu-
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Abbildung 3.4.: Kombination der Nachbarschaftsliste und Zellenliste: Die Simulations-
chachtel wird in Zellen mit der Gro¨ße von rlist geteilt. Fu¨r den Aufbau
der Nachbarschaftsliste werden nur die Teilchen (blaue Dreiecke) in der
gleichen oder benachbarten Zelle des betrachteten Teilchens (roter Kreis)
beru¨cksichtigt (hellblaue Region), der gru¨ne Stern kann zur Zeit vernach-
la¨ssigt werden.
elle Position eine Zellenummer als zusa¨tzliche Information. Teilchen ko¨nnen nur entweder
mit Teilchen derselben Zelle oder mit solchen aus benachbarten Zellen wechselwirken.
Durch die Vernachla¨ssigung von Teilchen, welche in entfernteren Zellen liegen, wird die
Rechenzeit stark reduziert.
3.6. Berechnung der inneren Energie
In der klassischen Mechanik [17] ist die “Lagrangefunktion” als L := K − U definiert,
wobei K und U die kinetische und potentielle Energie des Systems sind. Es gelten dann
die “Lagrangegleichungen 2. Art”
d
dt
∂L
∂q˙j
− ∂L
∂qj
= 0 j = 1, . . . , λN − k (3.6.1)
fu¨r k holonome Zwangsbedingungen eines N-Teilchensystems und fu¨r Kra¨fte, die aus ei-
nem Potential abgeleitet werden ko¨nnen. In der Gl. (3.6.1) werden die generalisierten
Koordinaten qj eingefu¨hrt, und λ ist der Freiheitsgrad jedes Teilchens. Fu¨r ein Dipol gilt
λ = 5. Fu¨r die Simulationssysteme in der vorliegenden Arbeit sind die generalisierten
Koordinaten durch
{qi} = {{xi} , {yi} , {zi} , {θi} , {ϕi}} (3.6.2)
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definiert. Die generalisierten Impulse sind:
{pi} = {{pi,x} , {pi,y} , {pi,z} , {pi,θ} , {pi,ϕ}} . (3.6.3)
Die kinetische Energie eines Dipols kann als die Summe aus Translationsanteil Ktrans und
Rotationsanteil Krot
K = Ktrans +Krot (3.6.4)
beschrieben werden. Die kinetischen Energien sind die Funktionen der Geschwindigkeiten:
Ktrans =
m
2
N∑
i=1
∣∣∣~˙ri∣∣∣2 = m
2
N∑
i=1
(
x˙2i + y˙
2
i + z˙
2
i
)
, (3.6.5)
Krot =
I
2
N∑
i=1
∣∣∣~˙ni∣∣∣2 = I
2
N∑
i=1
(
θ˙2i + ϕ˙
2
i sin
2 θi
)
. (3.6.6)
Nach der Definition der Lagrangefunktion und den Gln. (3.6.5), (3.6.6) wird die Lagran-
gefunktion fu¨r ein N-Dipolsystem durch die Formel:
L =
N∑
i=1
[
m
2
(
x˙2i + y˙
2
i + z˙
2
i
)
+
I
2
(
θ˙2i + ϕ˙
2
i sin
2 θi
)]
− U ({qi}) (3.6.7)
dargestellt, wobei U ({qi}) die potentielle Energie des Systems ist.
Die Hamiltonfunktion ha¨ngt von den Koordinaten und Impulsen ab und kann mittels
einer Legendre-Transformation aus der Lagrangefunktion abgeleitet werden:
H =
N∑
j
q˙jpj − L. (3.6.8)
Mit Hilfe der Hamiltonschen oder kanonischen Gleichungen
q˙i =
∂H
∂pi
(3.6.9)
p˙i = −∂H
∂qi
(3.6.10)
und
∂H
∂t
= −∂L
∂t
(3.6.11)
ko¨nnen die generalisierten Impulse durch
pi,α =
∂L
∂q˙i,α
(3.6.12)
erhalten werden. Weiterhin kann man die Harmiltonfunktion eines Dipolsystems durch
H =
N∑
i=1
[
1
2m
(
p2i,x + p
2
i,y + p
2
i,z
)
+
1
2I
(
p2i,θ + p
2
i,ϕ
)]
+ U ({qi}) (3.6.13)
= E (3.6.14)
beschreiben, wobei E die gewu¨nschte innere Energie ist.
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3.7. Temperatur- und Druckkontrollen
3.7.1. Berechnung der Temperatur und der Berendsen-Thermostat
In der klassischen statistischen Mechanik ist der Gleichverteilungssatz eine allgemeine For-
mel, welche die Temperatur eines Systems mit seinen durchschnittlichen Energien betrifft.
Die allgemeinste Formulierung des Gleichverteilungssatzes [18–20] fu¨r klassische Systeme
im thermischen Gleichgewicht lautet〈
wi
∂H
∂wj
〉
= δijkBT, (3.7.1)
wobei wi fu¨r Orts- (qi) oder Impulskoordinaten (pi) stehen kann. H bezeichnet die Ha-
miltonfunktion des Systems nach der Gl. (3.6.13). δij ist das Kronecker-Delta. Durch das
Einsetzen der Gl. (3.6.9) in den Gleichverteilungssatz (3.7.1)〈
N∑
i=1
pi
∂H
∂pi
〉
=
〈
N∑
i=1
5∑
α=1
pi,αq˙i,α
〉
= 5NkBT (3.7.2)
=
〈
N∑
i=1
(
pi,xx˙i + pi,yy˙i + pi,z z˙i + pi,θθ˙i + pi,ϕϕ˙i
)〉
(3.7.3)
= 2 〈K〉 (3.7.4)
erha¨lt man die Beziehung zwischen Temperatur und kinetischer Energie des Systems
T =
2
5NkB
K. (3.7.5)
Statt des Erwartungswertes der kinetischen Energie 〈K〉 wird der Mittelwert der kineti-
schen Energie
K = lim
M→∞
1
M
M∑
m=1
Km (3.7.6)
fu¨r jeden Zeitschritt in der Gl. (3.7.5) benutzt, weil wir in der Simulation die “instanta-
ne” Temperatur T des Systemes zu diesem Zeitpunkt bestimmen mo¨chten. In Gl. (3.7.6)
bezeichnet Km die “instantane” kinetische Energie des m-ten Teilchens. Auf der rechten
Seite der Gl. (3.7.5) bezeichnet 5N die gesamten Freiheitsgrade eines Dipolsystems, von
denen 3N fu¨r die Translationen und die anderen 2N fu¨r die Rotationen stehen. Deswegen
kann die Gl. (3.7.5) in zwei Gleichungen
Ttrans =
2
3NkB
Ktrans (3.7.7)
Trot =
1
NkB
Krot (3.7.8)
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fu¨r die Beitra¨ge der Translationen und Rotationen zerlegt werden.
Die grundlegende MD wird im mikrokanonischen (NVE) Ensemble durchgefu¨hrt. Dabei
gibt es keine Kontrolle u¨ber die Temperatur T . Eine sta¨ndige Energieabweichung taucht
wegen der Anha¨ufung der numerischen Fehlern in NVE-Simulationen auf. Deswegen ist
in einer NVT-Simulation ein Thermostat erforderlich, wenn man an dem Verhalten des
Systems bei einer bestimmten Temperatur interessiert und die Energieabweichung vermei-
den mo¨chte. Wir stellen hier das Berendsen-Thermostat [21] in allen Simulationen ein, um
die Zieltemperaturen zu erreichen. Um die gewu¨nschte Temperatur TB zu erhalten, wird
das System gedanklich in ein Wa¨rmebad eingebettet. Dadurch wird dem System einer
Wa¨rmemenge
∆Q = JQ∆t = NcV ∆T = αT (TB − T )∆t (3.7.9)
pro Zeitschritt ∆t zugefu¨hrt, wobei JQ der Wa¨rmestrom ist, und cV die spezifische iso-
chore Wa¨rmekapazita¨t. In der Gleichung bezeichnet ∆T die Temperaturabweichung des
Systems. αT ist eine Konstante. Die zugefu¨hrte Wa¨rme soll dabei u¨ber die kinetische
Energie der Teilchen in dem System mit einem Skalierungsfaktor λ einkoppeln, d.h.,
∆Q = ∆K =
(
λ2 − 1)K (3.7.10)
=
(
λ2trans − 1
)
Ktrans +
(
λ2rot − 1
)
Krot (3.7.11)
=
3
2
NkBTtrans
(
λ2trans − 1
)
+NkBTrot
(
λ2rot − 1
)
. (3.7.12)
Da die gesamte kinetische Energie als Summe aus Translationsanteil und Rotationsanteil
dargestellt werden kann, wird der Skalierungsfaktor λ auch in zwei Faktoren umgeschrie-
ben, und zwar als λtrans und λrot, die auf den jeweiligen Anteil der kinetischen Energie
einwirken sollen. Mit den Gln. (3.7.7) und (3.7.8) folgt die Beziehung (3.7.12) zwischen
der zugefu¨hrten Wa¨rmemenge und der momentanen Temperatur des Systems. Aus der
Kombination von (3.7.9), (3.7.10) und der Relaxationszeit
τT =
5N
2αT
=
NcV
αT
(3.7.13)
erha¨lt man
λ =
√
1− ∆t
τT
(
1− TB
T
)
≈ 1− ∆t
2τT
(
1− TB
T
)
. (3.7.14)
Analog ko¨nnen die Skalierungsfaktoren fu¨r die Translation und die Rotation nach Formel
(3.7.14)
λtrans ≈ 1− ∆t
2τT
(
1− 3NTB
2Ktrans
)
(3.7.15)
λrot ≈ 1− ∆t
2τT
(
1− NTB
Krot
)
(3.7.16)
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wieder mit Hilfe der Beziehung zwischen Temperatur und kinetischer Energie bestimmt
werden, um die Teilchengeschwindigkeit und die Winkelgeschwindigkeit des Dipols zu
skalieren:
~˙ri → λtrans~˙ri, (3.7.17)
~˙ni → λrot~˙ni. (3.7.18)
Die Temperaturanpassung erfolgt bei der Berendsen-Methode exponentiell mit einer wa¨hl-
baren Relaxationszeit τT statt bei jedem Zeitschritt vollsta¨ndig an TB anzupassen. Mit der
Anna¨herung ∆T/∆t ≈ dT/dt fu¨r kleine Zeitschritte erha¨lt man die Differentialgleichung
dT
dt
= 1
τT
(TB − T ). Durch einfache Trennung der Vera¨nderlichen folgt
T = TB − (TB − T0) exp
(
− t
τT
)
, (3.7.19)
wobei T0 die Anfangstemperatur ist. Die Wahl der Relaxationszeit bestimmt somit die
Sta¨rke der Ankopplung des Wa¨rmebades an das System. Die Ankopplung soll so schwach
sein, dass das System mo¨glichst wenig gesto¨rt wird. Deswegen sollte ein großes τT in den
Simulationen ausgewa¨hlt werden, wie es in Gl. (3.7.19) gezeigt ist. In dieser Arbeit wird
τT ∈ [0.05, 0.5] eingestellt, um einen mo¨glichst guten Kompromiss zwischen Simulations-
zeit und Sto¨rung des Systems zu erhalten.
3.7.2. Berechnung des Drucks und der Berendsen-Barostat
Der Druck P ist eine wichtige thermodynamische Gro¨ße des Simulationssystems. Um diese
Gro¨ße in den Simulationen zu verwenden braucht man wieder den Gleichverteilungssatz
(3.7.1) und die andere kanonische Gleichung (3.6.10). Dadurch erha¨lt man den Virialsatz
V =
〈
N∑
i=1
~ri · ~F toti
〉
(3.7.20)
=
〈
N∑
i=1
~ri · ~˙p toti
〉
(3.7.21)
(3.6.10)
= −
〈
N∑
i=1
~ri · ∂H
∂~ri
〉
= −3NkBT (3.7.22)
in kartesischen Koordinaten, wobei ~F toti die gesamte Kraft auf dem i-ten Teilchen ist. Da
die gesamte Kraft ~F toti als die Summe aus der internen Weckselwirkungskraft ~F
int
i und
der durch die Oberfla¨che von V wirkenden a¨ußeren Kraft ~F exti dargestellt werden kann,
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wird das gesamte Virial auch als die Summe von zwei Termen
V = Vint + Vext =
〈
N∑
i=1
~ri · ~F inti
〉
+
〈
N∑
i=1
~ri · ~F exti
〉
(3.7.23)
geschrieben. Im isotropen System darf der Ausdruck fu¨r das externe Virial in eine Inte-
gration u¨ber die Oberfla¨che A des Volumens
Vext = −P
∫
A
dA
(
~f · ~r
)
= −P
∫
V
dV ~∇~r · ~r = −3PV (3.7.24)
umgewandelt werden. Dabei ist ~f der a¨ußere Normalen-Einheitsvektor des Fla¨chenele-
ments dA. Mit Hilfe des Gaußschen Satzes la¨sst sich die Integration einfach ausfu¨hren.
Aus der Kombination von (3.7.22), (3.7.23) und (3.7.24) erha¨lt man automatisch die For-
mel fu¨r den Druck des Simulationssystems
P =
NkBT
V
+
1
3V
Vint (3.7.25)
=
NkBT
V
+
1
3V
(VKM + VES) . (3.7.26)
Hier in der Gl. (3.7.26) wird das interne Virial wieder als die Summe der Beitra¨ge der
klassischen Mechanik VKM und Elektrostatik VES geschrieben. VKM kann in der vorlie-
genden Arbeit entweder das Virial des LJ-Potentials VLJ oder des SS-Potentials VSS sein.
Als Beispiel wird hier das Virial des LJ-Potentials
VLJ =
〈
N∑
i=1
~ri · ~FLJi
〉
=
〈
N∑
i<j
~rij · ~FLJij
〉
(3.7.27)
angefu¨hrt. VES bezeichnet den Beitrag der elektrostatischen Wechselwirkungen
VES =
〈
N∑
i=1
~ri · ~FESi
〉
. (3.7.28)
Die Kraft ~FESi bzw. VES oder noch genauer gesagt der Druckanteil aus den elektrostati-
schen Wechselwirkungen werden im Abschnitt 3.10 diskutiert.
Es ist klar, dass u¨ber die Skalierung des Volumens V der Druck P reguliert werden kann.
Beispielsweise ist die Druckkontrolle in der NPT-Simulation sehr wichtig. Die Skalierung
des Volumens kann mit Hilfe von V = L3 und einem Skalierungsfaktor µ erzielt werden.
L → µL (3.7.29)
~ri → µ~ri (3.7.30)
Da die Anzahl N der Teilchen im Volumen V (t) konstant bleibt, mu¨ssen die Teilchen-
positionen ~ri noch entsprechend mit der Formel (3.7.30) verschoben werden. Um den
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Druck des Simulationssystems zu kontrollieren, wird die Berendsen-Methode wieder be-
nutzt. Auf die gleiche Weise wie die Temperaturkontrolle wird das System mit einem
“Volumenbad” angekoppelt. Die Gro¨ße V˙ /V wird als spezifischer Volumenstrom
JV = −αP (PB − P ) = V˙
V
= 3
L˙
L
(3.7.31)
angesehen, der proportional zur Differenz zwischen Solldruck PB und momentanem Druck
P angenommen wird. αP ist wieder eine positive Konstante. Mit der A¨nderung der Kan-
tenla¨nge pro Zeitschritt ∆L/∆t = (µ − 1)L/∆t = ηL kann gezeigt werden, dass der
Volumenstrom durch
JV = 3η (3.7.32)
gegeben ist, wobei η = (µ − 1)/∆t. Demnach ergibt die Kombination von (3.7.31) und
(3.7.32)
µ = 1− 1
3
αP (PB − P ) ∆t. (3.7.33)
Wenn sich in der Simulation das Boxenvolumen vera¨ndert, mu¨ssen nicht nur die Teilchen-
positionen skaliert werden, sondern auch die Teilchengeschwindigkeiten
~˙ri =
~pi
m
+ η~ri (3.7.34)
Jetzt braucht man nur ein geeignetes αP fu¨r die Simulation auswa¨hlen und die Formeln
(3.7.29), (3.7.30) und (3.7.34) gleichzeitig benutzen, um den Solldruck der Simulation
beizubehalten. Die Relaxationszeit der Druckkontrolle mit dem Berendsen-Algorithmus
kann nach τP = κT/αP mit Hilfe der isothermen Kompressibilita¨t
κT = − 1
V
dV
dP
∣∣∣∣
T
(3.7.35)
bestimmt werden. Es ist sehr schwer, die isotherme Kompressibilita¨t im Verlauf der Simu-
lation zu bestimmen. Das ist auch die Grundursache, wieso die Relaxationszeit τP fu¨r die
Druckkontrolle im Gegensatz zu τT nicht explizit eingestellt werden kann. Deswegen wird
ein kleines αP in den Simulationen eingegeben, um sicher zu gehen, dass die Ankopplung
zwischen dem Volumenbad und dem Simulationssystem wirklich schwach ist.
Analog zur Gl. (3.7.19), erha¨lt man die Gleichung fu¨r den Druck
P = PB − (PB − P0) exp
(
− t
τP
)
(3.7.36)
mit Hilfe der Differentialgleichung dP
dt
= 1
τP
(PB − P ), wobei P0 der Anfangsdruck ist, der
auch analog zur Temperaturanpassung exponentiell in den Solldruck PB u¨bergeht.
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Abbildung 3.5.: Die Paar-Korrelationsfunktionen (RDF) g2(r) fu¨r die Simulationen der
ST-Systeme mit 1500 Teilchen bei der Temperatur T = 1.50 und den
Teilchenzahldichten ρ = 0.2, 0.4, 0.6, 0.8 und 1.0 ohne a¨ußerem elektri-
schen Feld.
3.8. Paar-Korrelationen und Ordnungsparameter
In der statistischen Mechanik messen die Verteilungsfunktionen (engl.: distribution func-
tions) die Erwartungswerte einer Eigenschaft als Funktion einer unabha¨ngigen Variablen.
Hier brauchen wir die Paar-Korrelationsfunktion (engl.: Radial Distribution Function or
RDF) g2(r), um zu beschreiben, wie die Teilchendichte als Funktion des Abstandes von
einem bestimmten Teilchen variiert. In der RDF fu¨r das ra¨umlich homogene System ist
nur die relative Trennung sinnvoll und fu¨hrt dazu, dass die RDF als eine Summe u¨ber alle
Teilchen-Paare [9, 22]
g2(r) =
V
N2
〈∑
i
∑
j 6=i
δ (r − rij)
〉
, (3.8.1)
ausgedru¨ckt wird. In der Praxis wird die Delta-Funktion durch eine diskrete Funktion
ersetzt, die fu¨r einen bestimmten Bereich der Trennungen ∆r nicht verschwinden. g2(r)
soll in der Regel eine Struktur haben, wie in der Abbildung 3.5 fu¨r die Simulationen der
ST-Systeme mit N = 1500 bei der Temperatur T = 1.50 und den Teilchenzahldichten
ρ = 0.2, 0.4, 0.6, 0.8 und 1.0 ohne a¨ußerem elektrischen Feld dargestellt. g2(r) zeigt, wie
die Nachbarteilchen konzentrische Schalen mit definierten Radien erzeugen. Die Abbil-
dung 3.5 zeigt auch, dass in solchen Systemen alle Korrelationen u¨ber einen bestimmten
Abstand d mit g2 (r ≥ d) ≈ 1 verschwinden. Dies besta¨tigt die Abwesenheit einer Positi-
onsfernordnung und es bietet sich an, dass Teilchen ihre Nachbarn, welche weiter als dieser
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Abstandt d entfernt sind, als verschmiertes Kontinuum wahrnehmen. Man kann jetzt einen
geeigneten Abschneideradius rcut, der schon im Abschnitt 3.5.2 diskutiert worden ist, mit
Hilfe von g2(r) fu¨r die Simulationen bestimmen.
Es ist nicht unbedingt so, dass alle Korrelationen der Teilchen gleich Null sein mu¨ssen.
In manchen Fa¨llen verschwinden die Korrelationen der Teilchen nicht ganz nach einem
Abstand d. Ein sehr gutes Beispiel ist das ST-System im Einfluß von einem a¨ußeren
elektrischen Feld ~E(∞). Seine ra¨umliche DD-Korrelation u¨ber den Abstand d ist auch un-
gleich null, aber schon unabha¨ngig von der Trennung r. Die DD-Korrelation kann in der
Simulation einfach durch den Mittelwert des Skalarproduktes aller Teilchenorientierungen
〈~n(0) · ~n(r)〉 mit der Trennung r bestimmt werden. Die DD-Korrelation eines ST-Systems
mit µ = 0.5, T = 1.0 und ρ = 1.0 in einem a¨ußeren elektrischen Feld E(∞) = 50 wird
beispielsweise in der Abbildung 3.6 illustriert. In dieser Abbildung kann man auch die
entsprechende Zeichnung von g2(r) finden. Dabei ist zu sehen, dass g2(r) mit r ≥ rcut wie-
der bei Eins bleibt, obwohl die DD-Korrelation an der gleichen Stelle nicht verschwindet.
Dies liegt daran, dass die Teilchen außerhalb der Abschneidekugel in der Simulation als
verschmiertes polarisiertes dielektrisches Kontinuum betrachtet werden.
g2(r) spielt eine sehr wichtige Rolle in der Physik fu¨r die Beschreibung von Flu¨ssigkei-
ten. Die RDF ist nicht nur nu¨tzlich wegen der Einblicke in die Struktur einer Flu¨ssigkeit.
Die Definition von g2(r) impliziert, dass ρg2(r)d
3r proportional zu der Wahrscheinlichkeit
ist, dass ein Teilchen im Volumenelement d3r im Abstand r von dem betrachteten Teil-
chen gefunden werden kann. Deswegen ko¨nnen alle Funktionen, die von der Trennung des
Teilchenpaars abha¨ngen, z.B. die potentielle Energie und der Druck, im Hinblick auf die
Integrale mit g2(r) in der Form
〈h(rij)〉 = 1
V
∫
d3rijh(rij)g2(rij) (3.8.2)
ausgedru¨ckt werden.
Wenn das System in einer bevorzugten Richtung ~e orientiert ist, z.B. in einer ferroelektri-
schen Phase oder in einem starken a¨ußeren elektrischen Feld, kann die ra¨umliche Anord-
nung weiter durch die Beru¨cksichtigung der longitudinalen Paar-Korrelationsfunktion [23]
g‖(r‖) =
2V
σpiN2
〈∑
i
∑
j 6=i
δ
(
r‖ − rij,‖
)
θ
(σ
2
− rij,⊥
)〉
(3.8.3)
analysiert werden. In der Gl. (3.8.3) sind rij,‖ = |~rij · ~e| und rij,⊥ = |~rij − (~rij · ~e)~e| die
zur Richtung ~e parallelen und senkrechten Komponenten der Verbindungsvektoren ~rij
aller Teilchenpaare. Hier bezeichnet θ(x) eine Heaviside-Funktion, auch Theta-, Treppen-
, Schwellenwert-, Stufen-, Sprung- oder Einheitssprungfunktion genannt. Es ist aufgrund
der Definition (3.8.3) ersichtlich, dass g‖(r‖) nur die Teilchen innerhalb eines schmalen
und zum ~e parallelen Zylinders mit Radius σ beru¨cksichtigt.
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Abbildung 3.6.: Die DD-Korrelation (oben) und die Paar-Korrelationsfunktion (unten) fu¨r
das ST-System mit µ = 2.0, T = 1.0 und ρ = 1.0. Die DD-Korrelation
〈~n(0) · ~n(r)〉 ist ungleich Null außerhalb der Abschneidekugel, und fast
unaba¨ngig von dem Abstand. Es zeigt eine nematische Phase des Sy-
stems unter diesen Bedingungen. Trotzdem bleibt g2(r) fu¨r das System
immer gegen Eins bei r ≥ rcut wegen der Anwendung des verschmierten
polarisierten dielektrischen Kontinuums außerhalb der Abschneidekugel
in der Simulation.
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Analog zur Definition von g‖(r‖), kann man die transversale Paar-Korrelationsfunktion
g⊥(r⊥) =
2V
σpiN2
〈∑
i
∑
j 6=i
δ (r⊥ − rij,⊥) θ
(σ
2
− rij,‖
)〉
(3.8.4)
definieren und mit der longitudinalen Paar-Korrelationsfunktion zusammen benutzen, um
die Kristallstruktur eines Dipolsystems zu untersuchen und seine Gitterkonstanten zu
bestimmen. Im Gegensatz zu g‖(r‖) betrachtet g⊥(r⊥) nur die Teilchen im Bereich einer
zu der Richtung ~e senkrechten du¨nnen Scheibe. Dieses Mal bezeichnet das σ die Dicke
dieser Scheibe.
Weiterhin gibt es jetzt nur die Frage, wie die Richtung ~e bestimmt werden kann. Wir
fu¨hren hier zwei Ordnungsparameter 〈P1〉 und 〈P2〉 [24] ein, die auch oft benutzt wer-
den, um die Erscheinung einer Ordnung der Dipole zu bestimmen. Der instantane zweite
Ordnungsparameter P2 wird als gro¨ßter Eigenwert der Ordnungsmatrix
Qαβ =
1
N
N∑
i=1
1
2
(3ni,αni,β − δαβ) (3.8.5)
definiert, wobei α und β die verschiedenen Komponenten des Orientierungsvektors ~ni sind.
Der entsprechende Eigenvektor zeigt in die instantane Richtung ~e. Mit diesem Eigenvektor
kann man mit Hilfe der Definitionen in den Gln. (3.8.3) und (3.8.4) die longitudinalen und
transversalen Paar-Korrelationsfunktionen bestimmen. Der instantane erste Ordnungspa-
rameter P1 wird auch mit Hilfe des Eigenvektors der Ordnungsmatrix dargestellt:
P1 =
1
N
∣∣∣∣∣
N∑
i=1
~ni · ~e
∣∣∣∣∣ . (3.8.6)
3.9. Langreichweitige Korrekturen
Bisher werden die Simulationen mit den Paar-Wechselwirkungen in einer Abschneidekugel
mit Radius rcut durchgefu¨hrt, wie es der Abbildung 3.2 illustriert. Somit beru¨cksichtigen
die Simulationen nur die kurzreichweitigen Wechselwirkungen. Indem rcut groß genug ge-
wa¨hlt wird, kann der Fehler beliebig klein gemacht werden, wenn die Wechselwirkungen
zwischen den Teilchen mit großen Entfernungen (r > rcut) ignoriert werden. Wenn das
intermolekulare Potential nicht streng Null fu¨r r ≥ rcut ist, wird das Abschneiden der
intermolekularen Wechselwirkungen bei rcut einen systematischen Fehler in U
tot verur-
sachen. Einerseits fallen die DD-Wechselwirkungen in unseren Simulationssystemen sehr
langsam ab, andererseits ko¨nnen nur lediglich recht kleine Volumina in einer Simulati-
on behandelt werden. Andernfalls wird die Anzahl der Teilchen zu groß und damit auch
der Rechenaufwand. Es wird sehr nu¨tzlich sein, die Ergebnisse der Simulationen durch
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die Kompensation der fehlenden langreichweitigen Wechselwirkungen zu korrigieren. Auf-
grund der unterschiedlichen Symmetrien ko¨nnen die Korrekturen fu¨r die LJ-, SS- und
DD-Potentiale nicht in gleicher Weise dargestellt werden.
3.9.1. Korrekturen fu¨r radialsymmetrische Wechselwirkungen bei
großen Absta¨nden
Da das LJ-Potential radialsymmetrisch ist, werden die Beitra¨ge U tailLJ der potentiellen
Energie fu¨r r > rcut mit der Annahme g2(r) ≈ 1 in dieser Region fu¨r große N mit Hilfe
von (3.8.2)
ULJ =
N(N − 1)
2V
∫ ∞
0
d3r uLJ(r)g2(r) = U
cut
LJ + U
tail
LJ (3.9.1)
≈ U cutLJ + 2piNρ
∫ ∞
rcut
dr uLJ(r)r
2 (3.9.2)
= U cutLJ +
8
9
piρN
(
1
r9cut
− 3
r3cut
)
(3.9.3)
gescha¨tzt, wobei U cutLJ die abgeschnitte LJ-potentielle Energie bezeichnet und ρ der Mit-
telwert der Teilchenzahldichte ist. Die Korrektur der gesamten potentiellen Energie hat
keine Auswirkungen auf andere Werte.
Um den richtigen Druck des Systems mit der Gl. (3.7.26) abzuscha¨tzen, muss die Korrek-
tur fu¨r das Virial des LJ-Anteils noch vorhanden sein. Mit der Anwendung des gleichen
Verfahrens auf das interne Virial (3.7.27) erha¨lt man
VLJ ≈ VcutLJ +
16
9
piρN
(
2
r9cut
− 3
r3cut
)
. (3.9.4)
Analog zum LJ-Potential ist auch das SS-Potential radialsymmetrisch. Die Korrekturen
fu¨r das SS-Potential sind
U tailSS =
8
9
piρNr−9cut (3.9.5)
V tailSS =
32
9
piρNr−9cut (3.9.6)
ohne die attraktiven Teile.
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3.9.2. Reaktionsfeld-Korrektur
Die Kraft wird als langreichweitig definiert, wenn ihre ra¨umliche Wechselwirkung nicht
schneller als r−d abfa¨llt, wobei d die Dimension des Systems ist. Nach dieser Klassifizie-
rung ist die DD-Wechselwirkung zwischen den Teilchen uDD ∝ r−3 eine langreichweitige
Wechselwirkung. Es ist sehr schwer, solche Wechselwirkungen in der Simulation direkt
zu behandeln, weil ihre Reichweite gro¨ßer als die Ha¨lfte der Kantenla¨nge der Simulati-
onsschachtel fu¨r eine typische Simulation von 500 Moleku¨len ist. Man kann natu¨rlich die
Systemgro¨ße erho¨hen, bis es so viele umgebende Nachbarn gibt, dass die langreichweitige
Wechselwirkung abgeschirmt werden kann. Heutzutage ist es allerdings fast unmo¨glich, so
große Systeme zu simulieren.
Um dieses Problem zu behandeln wird hier die Reaktionsfeld-Methode (RFM) verwen-
det. Die RFM geht davon aus, dass die Wechselwirkung von den weiter als rcut entfernt
liegenden Teilchen durch ein umgebendes homogenes dielektrisches Kontinuum mit Hilfe
der makroskopischen Elektrostatik behandelt werden kann. Zum ersten Mal wurde die
RFM von Barker und Watts [28] in einer Monte Carlo-Simulation von Wasser benutzt.
Es gibt auch nu¨tzliche Diskussionen u¨ber diese Methode in den spa¨teren Arbeiten von
Friedman [29] und Barker [30]. Bei der RFM besteht in der Simulation das elektrische
Feld, welches auf einen Dipol wirkt,aus zwei Teilen, wie es Abbildung 3.7 zeigt. Der erste
Teil ist ein kurzreichweitiger Beitrag der Teilchen innerhalb der Abschneidekugel und der
zweite ergibt sich aufgrund der Teilchen außerhalb der Abschneidekugel, die als ein di-
elektrisches Kontinuum behandelt werden und ein Reaktionsfeld innerhalb des Hohlraums
hervorrufen [25]. Wenn man das Reaktionsfeld als eine momentane Wirkung betrachtet,
kann dieses Konzept auch im MD-Ensemble der Dipole angewendet werden [31].
In der Arbeit von Onsager [25] wird ein einziges Dipolmoment ~m im Hohlraum betrachtet.
Wir gehen von dem Konzept von Onsager aus, um das Konzept zu einer Fluktuationsweise
zu entwickeln. Im Allgemeinen gibt es fu¨r unser Simualtionssystem ein a¨ußeres Feld (ent-
weder ~Eext oder ~E(∞)) entlang der z-Richtung, ein betrachtetes Punktdipol ~m in einem
kugelfo¨rmigen Hohlraum mit Radius rcut und die umgebenden Dipole in diesem Hohlraum.
Das gesamte Dipolmoment der umgebenden Dipole im Hohlraum ist ~M ′i =
4pi
3
r3cut
~P ′i , wobei
~P ′i die elektrische Polarisation bezeichnet und als das Dipolmoment pro Volumeneinheit
definiert ist. Die Dielektrizita¨tskonstante in diesem Hohlraum ist i und außerhalb a.
Aus der klassischen Elektrostatik ist bekannt, dass ~∇2Φ = 0, wobei Φ das elektrostatische
Potential ist. Um diese Laplace Gleichung zu lo¨sen, wird eine allgemeine Lo¨sung
Φ = −(A
r2
+Br) cos θ (3.9.7)
mit zwei Konstanten A und B verwendet, wobei r die Entfernung vom Zentrum des
Hohlraums und θ der Winkel zwischen ~r und der z-Achse ist. Die Konstanten (A, B)
sollen innerhalb (Ai, Bi) und außerhalb (Aa, Ba) des Hohlraums verschiedene Werte
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Abbildung 3.7.: Ein kugelfo¨rmiger Hohlraum in einem Dielektrikum und Reaktionsfeld.
Die Wechselwirkungen der Teilchen innerhalb der Abschneidekugel wer-
den explizit berechnet. Außerhalb der Abschneidekugel wird das Medium
als ein homogenes dielektrisches Kontinuum mit der Dielektrizita¨tskon-
stanten a angenommen.
haben. Wenn wir nur das a¨ußere Feld ~E(∞) betrachten2, folgt
Φ = −E(∞)r cos θ, (3.9.8)
fu¨r r  rcut. Aus der Kombination der Gln. (3.9.7) und (3.9.8) folgt Ba = E(∞). Wenn
wir nur den Dipol im Zentrum des Hohlraums ohne benachbarte Dipole und a¨ußeres Feld
betrachten, folgt
Φ =
|~m|
i
cos θ
r2
(3.9.9)
fu¨r r gegen Null. Dann kann man die Konstante Ai = − |~m| /i bestimmen. Jetzt betrach-
ten wir nur die umgebenden Dipole des zentralen Dipols im Hohlraum und schreiben die
dielektrischen Verschiebungen
~Di = i ~Ei + 4pi ~P
′
i (3.9.10)
~Da = a ~Ea (3.9.11)
fu¨r die zwei Medien auf. Mit Hilfe von den Randbedingungen der Normalkomponenten
von ~D und der Tangentialkomponenten von ~E an den Trennfla¨chen der verschiedene
Medien [26,27] folgt
Aa
r3cut
=
a − i
2a + i
E(∞) − 3
2a + i
|~m|
r3cut
− 4pi
2a + i
∣∣∣~P ′i ∣∣∣ , (3.9.12)
Bi =
3a
2a + i
E(∞) +
2
i
a − i
2a + i
|~m|
r3cut
− 4pi
2a + i
∣∣∣~P ′i ∣∣∣ . (3.9.13)
2Man darf hier natu¨rlich ~Eext statt ~E(∞) betrachten, da es die Relation ~Eext =  ~E(∞) gibt und somit
die beiden Felder einfach ineinander umgeschrieben werden ko¨nnen.
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Nehmen wir jetzt an, dass es keine innere Quelle in dem Hohlraum gibt, d.h. ~m = 0 und
~P ′i = 0. Dann bezeichnet der Koeffizient Bi das im Hohlraum bemerkte a¨ußere Feld ~E
ext
i .
Mit Hilfe von ~E = −~∇Φ und der Gl. (3.9.13) kann das Feld durch
~Eexti =
3a
2a + 1
~E(∞) (3.9.14)
dargestellt werden, da es keine innere Quelle gibt und i = 1 sein soll. Selbstversta¨ndlich
folgt auch
~Eexti =
3
2a + 1
~Eext. (3.9.15)
Falls es keine auf den zentralen Dipol wirkende a¨ußere Quelle gibt, d.h. ~E(∞) = 0 und
~P ′i = 0, erha¨lt man sofort das sogenante Reaktionsfeld des zentralen Dipols
~ER,m =
2(a − 1)
2a + 1
~m
r3cut
= g~m (3.9.16)
wieder aus Gl. (3.9.13) mit i = 1, wobei der Vorfaktor g als g =
a−1
2a+1
2
r3cut
definiert wird.
Fu¨r eine homogene polarisierte Kugel ohne a¨ußere Quelle, d.h. ~E(∞) = 0 und ~m = 0,
repra¨sentiert der Koeffizient Bi das sogenante Selbstfeld der polarisierten Kugel
~ES = −4pi
3
~P ′i = −
~M ′i
r3cut
(3.9.17)
aus der Gl. (3.9.13), wenn die polarisierte Kugel mit dem gesamten Dipolmoment ~M ′i im
Vakuum (a=i=1) liegt. Falls wir diese polarisierte Kugel in das dielektrische Kontinu-
um mit der Dielektrizita¨tskonstante a einbetten, ist die Zunahme des elektrischen Felds
innerhalb der Kugel Bi−ES genau das Reaktionsfeld der polarisierten Kugel. Wir gehen
wieder von der Gl. (3.9.13) aus und erhalten dann
~ER,M ′ =
4pi
2a + 1
~P ′i +
4pi
3
~P ′i =
2(a − 1)
2a + 1
~M ′i
r3cut
. (3.9.18)
Die Kombination der Gln. (3.9.16) und (3.9.16) liefert das gewu¨nschte Reaktionsfeld
~ER =
2(a − 1)
2a + 1
~M ′i + ~m
r3cut
= g
(
~M ′i + ~m
)
= g ~Mi (3.9.19)
fu¨r den gesamten kugelfo¨rmigen Hohlraum, welcher im Zentrum ein Dipol ~m und seine
umgebenden Nachbaren ~M ′i entha¨lt, wobei ~Mi das gesamte Dipolmoment des Hohlraums
bezeichnet. Jetzt kann man das gesamte Feld, welches auf das i-te Teilchen wirkt, explizit
durch
~Ei =
∑
j∈Vcut
j 6=i
Tij ~mj + ~E
ext
i + ~ER(~ri) (3.9.20)
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darstellen. Da in dieser Arbeit nur homogene Dipolsysteme untersucht werden, gilt immer
a = i = .
Die Dielektrizita¨tskonstante kann durch
(− 1)(2+ 1)
9
~Eexti =
1
r3cut
〈
~Mi
〉
(3.9.21)
bestimmt werden. Die Gln. (3.9.19) und (3.9.21) zeigen, dass ein großes rcut ein Vorteil
fu¨r die Genauigkeit der Berechnungen des gesamten elektrischen Felds und der Dielektri-
zita¨tskonstanten ist. Fu¨r die Simulationen ohne a¨ußeres elektrisches Feld, also ~Eexti = 0,
kann man die Dielektrizita¨tskonstante durch die Fluktuationsgleichung
3
4piρ
(− 1)(2+ 1)
3
=
〈
~Mi · ~M
〉
~Eexti =0
TNi
+
3
4piρ
(∞ − 1)(2∞ + 1)
3∞
(3.9.22)
berechnen, wobei ∞ die Hochfrequenzdielektrizita¨tskonstante bezeichnet, die durch die
Clausius-Mossotti-Relation
∞ − 1
∞ + 2
=
4pi
3
ρα (3.9.23)
mit der Abha¨ngigkeit von der Polarisierbarkeit α bestimmt werden kann. Genauer gesagt
kann mit den Randbedingungen die Clausius-Mossotti-Relation durch folgende Formel
(∞ − 1)(2∞ + 1)
9∞
=
4pi
3
ρα (3.9.24)
beschrieben werden. Die genaue Diskussion u¨ber die Herleitung der Dielektrizita¨tskonstan-
te eines polaren Systems kann in der Dissertation von Bartke [35] oder in den originalen
Arbeiten [36,37] gefunden werden.
3.10. Druck aufgrund der elektrischen Wechselwirkungen
Wir haben das elektrische Feld, welches auf das i-te Teilchen wirkt, im letzten Abschnitt
genau diskutiert. Nun ko¨nnen wir hier die Kraft auf das i-te Teilchen aufgrund der elek-
trischen Wechselwirkungen ausfu¨hrlicher kennenlernen. Dadurch ko¨nnen nicht nur die
Bewegungsgleichungen der Teilchen gelo¨st, sondern auch der Druckanteil aus den elek-
trostatischen Wechselwirkungen bestimmt werden. Wenn wir erneut mit der Gradienten-
Formel anfangen, wird der Gradient des Potentials3 uDD durch drei partielle Ableitungen
3Hier benutzen wir den kleinen Buchstaben uDD, um das Potential eines einzelnen Teilchens darzustellen
und um es vom Gesamtpotential des Systems UDD zu unterscheiden.
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in (3.10.2) dargestellt,
~FDDi = −~∇iuDD (3.10.1)
= − ∂
∂~ri
uDD
∣∣∣∣
{~m,V }
− ∂
∂ ~mi
uDD
∣∣∣∣
{~r,V }
− ∂V
∂~ri
∂
∂V
uDD
∣∣∣∣
{~r,~m}
(3.10.2)
= − 3
2~ri
~miTij ~mj − 3V
2/3
~si
∂
∂V
uDD
∣∣∣∣
{~r,~m}
(3.10.3)
da, analog zu dem Verfahren in der Arbeit von Vesely [31], die potentielle Energie uDD
eines einzelnen Teilchens abha¨ngig von den generalisierten Koordinaten ~r, den generalisier-
ten Dipol-Vektoren ~m und dem Volumen V fu¨r ein N-Teilchensystem ist. Der erste Term
der Gl. (3.10.3) bezeichnet die erste partielle Ableitung nach ~ri bei konstantem ~m und V ,
und ihr Ergebnis ist a¨quivalent zur Gl. (3.3.6) mit der Einsteinschen Summenkonvention.
Nach der folgenden Herleitung
∂
∂mxk
uDD
∣∣∣∣
{~r,V }
= −Tkjmxj +
pxk
α
− Eexti,x − gMxk = 0 (3.10.4)
mit ~pk = α~Ei verschwindet der zweite Term der Gl. (3.10.2). Definieren wir den Ortsvektor
~ri = L~si mit L = V
1/3, so ko¨nnen wir die Ableitung ∂V/∂~ri im dritten Term der Gl.
(3.10.2) einfach lo¨sen.
Aus der Kombination der Gln. (3.7.26), (3.7.28) und (3.10.3) kann man den Druckanteil
des Dipols
PD = − 1
2V
〈~miTij ~mj〉 −
〈
∂
∂V
uDD
∣∣∣∣
{~r,~m}
〉
(3.10.5)
bestimmen. Der Druck kann aufgrund der DD-Wechselwirkungen mit dem ersten Term
der Gl. (3.10.5) direkt berechnet werden. Eine wichtige Korrektur fu¨r den Druck ist der
zweite Term. Wir schreiben den Term separat hin und setzen die Definition (2.1.18) wieder
ein:
P = −
〈
∂
∂V
uDD
∣∣∣∣
{~r,~m}
〉
(3.10.6)
=
〈
∂
∂V
(
~mi · ~Eexti +
1
2
~mi · g ~Mi
)∣∣∣∣
{~r,~m}
〉
. (3.10.7)
Hier wird immer noch die Einsteinsche Summenkonvention verwendet. Von der beru¨hmten
Arbeit von Vesely [31] zu den aktuellen Arbeiten von Bartke [32, 33] haben die Autoren
diesen Term nicht beachtet. Nach den Formeln (3.9.21) und (3.9.22) fu¨r die Dielektrizi-
ta¨tskonstante weiß man, dass die Dielektrizita¨tskonstante im Allgemeinen
 = (ρ, ~E) (3.10.8)
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abha¨ngig von der Systemdichte und dem elektrischen Feld ist. Deswegen verschwindet
die partielle Ableitung ∂/∂V nicht, d.h. P 6= 0. Die Vernachla¨ssigung dieses P-Terms
verursacht, dass die kritischen Punkte des Systems in verschiedenen a¨ußeren elektrischen
Feldern ( ~E(∞) oder ~Eext) nicht miteinander separieren ko¨nnen [34]. Wir betrachten zuerst
die partielle Ableitung des Faktors g nach dem Volumen
∂
∂V
g =
6
(2+ 1)2
1
r3cut
∂
∂V
, (3.10.9)
da g eine Funktion von  (2.1.12) ist. Die Ableitung des a¨ußeren Felds muss in zwei Fa¨llen
mit (2.2.4) und (2.2.5) diskutiert werden.
∂
∂V
~Eexti =

3 ~E(∞)
∂
∂V

2+ 1
=
3 ~E(∞)
(2+ 1)2
∂
∂V
, fu¨r ~E(∞) = const (3.10.10)
3 ~Eext
∂
∂V
1
2+ 1
= − 6
~Eext
(2+ 1)2
∂
∂V
, fu¨r ~Eext = const (3.10.11)
Jetzt kann man die Druckkorrektur P fu¨r ein festgehaltenes ~E
(∞)-Feld
P
~E(∞)
 =
〈
3
(2+ 1)2
(
~mi · ~E(∞) + ~mi ·
~Mi
r3cut
)
∂
∂V
〉
(3.10.12)
= −3ρ
V
〈
(2+ 1)−2
(
~mi · ~E(∞) + ~mi ·
~Mi
r3cut
)
∂
∂ρ
〉
(3.10.13)
mit Hilfe der Kombination von (3.10.7), (3.10.9) und (3.10.10) bestimmen4. Analog erha¨lt
man durch Verwendung von Gl. (3.10.11),
P
~Eext
 =
〈
3
(2+ 1)2
(
−2~mi · ~Eext + ~mi ·
~Mi
r3cut
)
∂
∂V
〉
(3.10.15)
= −3ρ
V
〈
(2+ 1)−2
(
−2~mi · ~Eext + ~mi ·
~Mi
r3cut
)
∂
∂ρ
〉
(3.10.16)
als Korrektur fu¨r das festgehaltene ~Eext-Feld. Wir ko¨nnen die Druckkorrekturen fu¨r die
beiden a¨ußeren Felder in einer Formel
P = −3ρ
V
〈
(2+ 1)−2
(
~mi · ~A+ ~mi ·
~Mi
r3cut
)
∂
∂ρ
〉
(3.10.17)
4Durch folgende Tranformation
∂
∂V
=
∂ρ
∂V
∂
∂ρ
= − N
V 2
∂
∂ρ
= − ρ
V
∂
∂ρ
(3.10.14)
kann die Formel direkt mit der partiellen Ableitung nach der Dichte ρ statt V dargestellt werden.
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zusammenfassen, wobei ~A = ~E(∞) bzw. ~A = −2 ~Eext sind. Hier mu¨ssen wir noch erwa¨h-
nen, dass diese Druckkorrektur P nicht nur in den NPT-Simulationen eingefu¨gt werden
soll, sondern auch in den NVT-Simulationen. Die Korrektur muss solange beibehalten
werden, bis die Fluktuation der Ableitung fu¨r ein Ensemble gleich Null ist. Genau wie
die Kompressibilita¨t eines NVT-Ensembles, obwohl diese von ∂V/∂P abha¨ngig ist, ver-
schwindet diese Eigenschaft fu¨r eine bestimmte Dichte im NVT-Ensemble nicht. In einer
NVT-Simulation bestimmen wir die partielle Ableitung ∂/∂ρ approximativ mit ∆/∆ρ.
In der Praxis wird eine Reihe von NVT-Simulationen mit verschiedenen Teilchendich-
ten ρ nacheinander durchgefu¨hrt. Deswegen kann man in der neuen Simulation das ∆
ganz einfach durch  − 〈〉old in jedem Schritt berechnen. Diese Korrektur verursacht,
dass die Simulationen bei einer niedrigen Dichte starten mu¨ssen und dass ∆ρ zwischen
aufeinanderfolgenden Simulationen klein genug sein muss. Die Dielektrizita¨tskonstante ist
bei kleinen Dichten fast eins und wird bei Verwendung eines feinen ∆ρ nicht sehr stark
gea¨ndert, so dass die Korrektur bei diesem Anfangspunkt unwichtig ist.
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4. Das Stockmayer-System im
elektrischen Feld
In diesem Kapitel konzentrieren wir uns auf die Verschiebungen der kritischen Parame-
ter der ST-Flu¨ssigkeiten ∆Tc und ∆ρc, die durch ein a¨ußeres elektrisches Feld verursacht
werden. Die Phasenseparationen eines ST-Modells werden schon lange von verschiedenen
Forschungsgruppen [1–14] untersucht. Das zunehmende Interesse an dem von a¨ußeren elek-
trischen Feldern abha¨ngigen Phasenverhalten einer polaren Flu¨ssigkeit ist in den letzten
Jahren stark gestiegen. Theoretische [15–24] und experimentelle [25–27] Untersuchungen
konzentrieren sich bislang vor allem auf die Einwirkung eines homogenen Felds. Es gibt
aber nur relativ wenige Forschungsarbeiten [28–33], welche mit Computer-Simulationen
die Verschiebungen der g-l-kritischen Parameter fu¨r dipolare Flu¨ssigkeiten untersuchen.
Insbesondere betonen die Autoren des Articels [24] eine scheinbare Widerspru¨chlichkeit
mit anderen theoretischen Arbeiten in Bezug auf das Vorzeichen von ∆Tc unter dem Ein-
fluss eines elektrischen Felds. Die oben genannten Experimente mit reinen Flu¨ssigkeiten
und bina¨ren Mischungen mit niedrigem Molekulargewicht stimmen in Bezug auf die Gro¨ße
von ∆Tc mit der Theorie u¨berein, leider sind allerdings die Vorzeichen der Verschiebun-
gen widerspru¨chlich zueinander. Die Vera¨nderungen der kritischen Dichten ∆ρc sind viel
kleiner als ∆Tc, allerdings werden die Vera¨nderungen von ∆ρc mit zunehmenden elek-
trischen Felsta¨rken deutlicher. Das a¨ußere elektrische Feld wirkt auf dieses Modell, und
vera¨ndert viele seine Eigenschaften. Nicht nur der kritische Punkt, sondern beispielswei-
se auch die dielektrischen Eigenschaften und Wa¨rmekapazita¨ten werden durch das a¨ußere
elektrische Feld beeinflußt. Wir wollen zuerst die Einflu¨sse der a¨ußeren elektrischen Felder
auf die dielektrischen Eigenschaften der ST-Systeme mit verschiedenen Dipolmomenten
vorstellen. Zudem werden die Resultate aus den MD-Simulationen mit der MF-Theorie
verglichen. Die potentielle Energie des gesamten Systems ist abha¨ngig von der mittleren
Dielektrizita¨tskonstanten des Systems. Deswegen mu¨ssen wir damit starten, die richti-
ge dielektrische Struktur zu bestimmen. Danach pru¨fen wir die Simulationen durch den
Vergleich der zweiten Virial-Koeffizienten und der potentiellen Energie aus unseren Simu-
lationen mit der MF-Theorie. Nach Einfu¨hrung der Maxwell-Konstruktion wollen wir das
g-l-Phasenverhalten der ST-Systeme in verschiedenen a¨ußeren elektrischen Feldern be-
trachten und weiter mit der Landau-Lifshits-Theorie vergleichen. Daru¨ber hinaus werden
Wa¨rmekapazita¨t und chemische Potentiale der ST-Systeme vorgestellt.
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4.1. Eigenschaften der Dielektrizita¨tskonstanten
Wir betrachten das gesamte Simulationssystem als ein Dielektrikum. Nicht nur das elektri-
sche Feld auf jedes Teilchen, sondern auch die potentielle Energie ha¨ngen von der Dielek-
trizita¨tskonstanten ab. Außerdem werden die meisten statischen Eigenschaften von der
potentiellen Energie des Systems abgeleitet. Daher sind die dielektrischen Eigenschften
des Systems sehr wichtig fu¨r die weiteren Untersuchungen.
Seit den 70er Jahren des letzten Jahrhunderts haben Wissenschaftler großes Interesse
an der statischen Dielektrizita¨tskonstanten  eines polaren Systems. Hierbei sind nicht
nur theoretische Forschungen, sondern auch viele Computer-Simulationen durchgefu¨hrt
worden. Im Jahr 1973 pra¨sentierte Wertheim seine Arbeit [34] u¨ber die statische Dielek-
trizita¨tskonstante von nicht-polaren Flu¨ssigkeiten mit Hilfe der Graphentheorie und auch
in einem statischen elektrischen Feld. Spa¨ter sind in der Arbeit von Adams und Mc-
Donald [35] die dielektrischen Eigenschaften polarer Gittersysteme (mit SC- und FCC-
Gitterstrukturen) mit der Ewald-Kornfeld-Summation (EKS) und mit der RFM gezeigt
worden. Patey behauptete in seiner Arbeit [36], dass die numerische Lo¨sung der Dielek-
trizita¨tskonstanten fu¨r ein DHS-System aus einer Integrationstheorie mit Hilfe der linea-
risierten “hypernetted-chain”- Gleichung (LHNC) [37] gro¨ßer als die Vorhersage aus der
mittleren spha¨rischen Anna¨herung (MSA) [38] und der Onsager-Theorie war. Im gleichen
Zeitraum vero¨ffentlichte Chandler seine Arbeit [39] u¨ber die dielektrischen Eigenschaften
der molekularen Flu¨ssigkeit mit einer Cluster-Theorie. Adams und seine Mitarbeiter [40]
benutzten eine modifizierte RFM und EKS, um die polaren Flu¨ssigkeit zu untersuchen.
Wertheim hat 1979 seine Arbeit weiter entwickelt. In seiner Arbeit [41] sind seine Aus-
dru¨cke fu¨r die Dielektrizita¨tskonstante der starren polaren und polarisierbaren polare
Flu¨ssigkeiten vorgestellt worden. Zu Beginn der 80er Jahre untersuchten Pollock [43], Al-
der [45], Adams [44] und Caillol [46] die dielektrischen Eigenschaften des ST-Systems mit
Computer-Simulationen. In der Arbeit von Sengers und seinen Mitarbeitern [42] ist eine
Erweiterung der statischen Dielektrizita¨tskonstanten der Flu¨ssigkeiten in der Na¨he des
kritischen Punkts des gl-Phasenu¨bergangs gezeigt worden. Mit Hilfe der Green-Funktion
hatte Caillol in seiner Arbeit [47] Formeln fu¨r die statischen Dielektrizita¨tskonstanten der
polaren periodischen und hyperspha¨rischen Systeme abgeleitet. Aber leider gibt es nur
wenige Arbeiten [48, 49] u¨ber die dielektrischen Eigenschaften eines polaren Systems in
einem elektrischen Feld mit Computer-Simulation. In der Arbeit von Kusalik [49] sind die
verschiedenen Dielektrizita¨tskonstanten ‖, ⊥ und eine integrale Dielektrizita¨tskonstante
p vorgestellt worden. Auch Ballenegger und Hansen untersuchten in ihrer Arbeit [50] die
dielektrischen Eigenschaften einer polaren Flu¨ssigkeit mit metallischen Randbedingungen.
Die Formel fu¨r die Bestimmung der Dielektrizita¨tskonstanten in der vorliegenden Ar-
beit basiert auf der Onsager-Theorie und wird mit Hilfe der Gl. (A.0.16) im Appen-
dix A formuliert. Um die Dielektrizita¨tskonstante eines polaren Systems mit Computer-
Simulationen zu berechnen, benutzen wir in unserem Programm eine einfache Fluktuati-
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onsformel (3.9.21). Diese gilt fu¨r ein System in einem nicht verschwindenen a¨ußeren elek-
trischen Feld und ergibt sich als Kombination der Gln. (A.0.13) und (2.2.4) mit Hilfe von
~M = 4pi
3
r3cut ~P , wobei mit
4pi
3
r3cut das Volumen der Abschneidekugel bezeichnet wird. Fu¨r
den Fall ohne a¨ußeres elektrisches Feld beno¨tigen wir die Formel (3.9.22), die urspru¨ng-
lich in der Arbeit von Kirkwood [51] diskutiert und spa¨ter von Mandel und Mazur [52]
verfeinert wurde.
Die Arbeit von Bartke [12] zeigt die dielektrischen Eigenschaften der ST-Systeme mit
verschiedenen Dipolmomenten, aber ohne a¨ußeres elektrisches Feld. Diese Arbeit ver-
nachla¨ssigt den Korrekturterm (3.10.17) fu¨r den Druck aufgrund der Abha¨ngigkeit der
Dielektrizita¨tskonstanten von der Dichte. Nach unseren Erfahrungen ist diese Korrektur
nicht wichtig fu¨r den Fall ohne a¨ußeres elektrisches Feld oder ohne ferroelektrische Ord-
nung im System. Die Ergebnisse mit oder ohne diesen Korrekturterm vera¨nderen sich fu¨r
ein solches System kaum. Die Korrektur fu¨r den Druck muss aber beru¨cksichtigt wer-
den, wenn ein a¨ußeres elektrisches Feld in der Simulation auftaucht, oder wenn man die
Eigenschaften der ferroelektrischen Phase des Systems untersuchen will. Wie die Auto-
ren in der Arbeit [12] gezeigt haben, ist die Dielektrizita¨tskonstante proportional zu der
Systemtemperatur und dem Dipolmoment. Bei ho¨heren Temperaturen konvergiert die Di-
elektrizita¨tskonstante gegen Eins. Bei einer Verdopplung des Dipolmoments nimmt diese
Eigenschaft des Simulationssystems stark zu. Dies geschieht sogar mit einem Faktor Zehn
oder ho¨her. In der Abbildung 2 ihrer Arbeit besta¨tigen die Autoren, dass die numeri-
sche Lo¨sung der Onsager-Theorie mit den Ergebnissen der Fluktuationsformel sehr gut
u¨bereinstimmen, falls T/(ρµ2) > 1 ist. Diese U¨bereinstimmung besta¨tigt ebenfalls, dass
die Onsager-Theorie in unserem zu erforschenden Bereich (also in der Na¨he von dem
g-l-Phasenkoexistenzgebiet und mit einem nicht starken Dipolmoment) eine sehr gute
Formulierung fu¨r die DD-Wechselwirkung in einem einfachen ST-System ist.
Wir gehen von dieser Grundlage aus und simulieren das ST-System in einem a¨ußeren
elektrischen Feld. Hierbei verwenden wir den Korrekturterm fu¨r den Systemdruck. Bei-
spielsweise illustrieren wir in der Abbildung 4.1 die aus der Onsager-Theorie bestimmten
Dielektrizita¨tskonstanten als Funktion des a¨ußeren elektrischen Felds ~Eext. Die Dielektrizi-
ta¨tskonstante  nimmt mit der Temperatur T bei Eext = 0 stark ab. Aber der Unterschied
∆ zwischen zwei Temperaturen ist kleiner, wenn Eext gro¨ser Null ist, da  auch abha¨ngig
vom a¨ußeren elektrischen Feld ist und bei niedrigerer Temperatur sta¨rker absingt als bei
ho¨herer Temperatur. Die Dielektrizita¨tskonstante konvergiert auch bei großem a¨ußeren
elektrischen Feld gegen Eins. Da die Dielektrizita¨tskonstante des Systems mit µ = 1 oh-
ne ~Eext-Feld kleiner als die mit µ = 2 bei gleicher Temperatur ist, ist die Absenkung
von (µ = 2) mit zunehmenden Eext schneller als die von (µ = 1). Man kann in dieser
Abbildung auch eine flache Region auf jeder Kurve bei kleinem ~Eext-Feld finden. D.h., 
vera¨ndert sich anfangs sehr langsam und fast unabha¨ngig vom a¨ußeren Feld.
Die Abha¨ngigkeit der Dielektrizita¨tskonstanten vom ~E(∞)-Feld wird in der Abbildung 4.2
gezeigt. Die Temperaturen und Dichten sind in der Na¨he der kritischen Parameter der
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Abbildung 4.1.: Abha¨ngigkeit der Dielektrizia¨tskonstanten  aus unserer MF-Theorie mit
Gl. (A.0.16) vom a¨ußeren elektrischen Feld Eext. Durchgezogene Linien:
ρ = 0.3, µ = 2, α = 0, T = 2, 4, 6. Gestrichelte Linien: ρ = 0.3, µ = 1,
α = 0, T = 2, 4, 6 (jeweils von oben nach unten).
Systeme mit µ = 0.5 und µ = 1.0 ohne a¨ußeres Feld. Offensichtlich ist  eines Systems
im ~E(∞)-Feld niedriger als im ~Eext-Feld. Aber bei großen a¨ußeren elektrischen Feldern
liegen die beiden Kurven wieder zusammen. Bevor es zu der Konvergenz kommt, ist zu
beobachten, dass fu¨r gro¨ßere µ auch der Unterschied der Dielektrizita¨tskonstanten jeweils
im ~E(∞)- und ~Eext-Feld bei gleicher Feldsta¨rke gro¨ßer ist. Die Ergebnisse aus den Simu-
lationen, die mit der MF-Theorie sehr gut u¨bereinstimmen, sind auch in der Abbildung
aufgetragen. Wir ko¨nnen dort sehen, dass die beiden Kurven fu¨r ( ~E(∞)) und ( ~Eext) bei
E > 50 gegen den Vakuumswert konvergieren.
In der Abbildung 4.3 bezeichnen die geraden Linien die Funktionen (ρ) aus der MF-
Theorie mit verschiedenen Feldersta¨rken Eext. Die Simulationswerte werden als Symbole
in der Abbildung aufgetragt. Die beiden Ergebnisse der MF-Theorie und den Simulationen
stimmen wieder sehr gut u¨berein. Die Neigungen der drei Linien mit Eext = 0, 1, 2
unterscheiden sich kaum, da dieser Bereich der Feldsta¨rke in der flachen Region liegt.
Die große Feldsta¨rke verursacht eine deutliche Verringerung dieser Neigung. Aber wir
konzentrieren uns in der vorliegenden Arbeit nur auf ein Gebiet mit relativ schwacher
Feldsta¨rke, weil ein zu großes a¨ußeres Feld ha¨ufig eine Inhomogenita¨t im ST-Systems
verursacht. Die Einwirkung des ~E(∞)-Felds auf die Funktion der Dielektrizita¨tskonstanten
 gegen die Dichte ρ ist a¨hnlich wie die des ~Eext-Feld.
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Abbildung 4.2.: Elektrostatische Dielektrizita¨tskonstante  gegen die Feldsta¨rke E. Oberes
Bild : µ = 0.5, T = 1.35, ρ = 0.3132; Unteres Bild : µ = 1.0, T = 1.45, ρ =
0.3123. Die durchgezogenen Linien wurden mittels MF-Theorie berechnet.
Die Symbole sind Simulationenswerte. Kreuze: fu¨r E = Eext; Kreise: fu¨r
E = E(∞). Zusa¨tzlich wird  fu¨r E = 0 mit Gl. (A.0.17) bzw. Gl. (9) in
Ref. [12] ausgerechnet.
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Abbildung 4.3.: Die statische Dielektrizita¨tskonstante  gegen die Zahlendichte eines Sy-
stems ρ mit µ = 0.5 bei T = 1.35. Symbole: Simulationsergebnisse (Qua-
drat: Eext = 0; Nach oben zeigende Dreiecke: Eext = 1; Nach unten zei-
gende Dreiecke: Eext = 2). Linien: Numerische Lo¨sungen der MF-Theorie
(A.0.16) mit Eext = 0, 1, 2 von oben nach unten.
4.2. Vergleich mit dem zweiten Virial-Koeffizienten
Aufgrund der DD-Wechselwirkung und des a¨ußeren elektrischen Felds ist das dipolare
System sehr kompliziert. Daher wollen wir es nun genauer behandeln. Nach der Program-
mierung u¨berpru¨fen wir deswegen gru¨ndlich das gesamte System. Um die Genauigkeit
unseres System zu garantieren, vergleichen wir die Simulationsergebnisse mit den analy-
tischen Ergebnissen aus der Virialentwicklung zweiter Ordnung.
In der Gasphase mit kleiner Dichte kann der Systemdruck P durch eine Virialentwicklung
nach der Dichte dargestellt werden:
P = Tρ
(
1 +B2 (T, µ,E, α) ρ+B3 (T, µ,E, α) ρ
2 + · · · ) , (4.2.1)
wobei B2 und B3 die sogenannten zweiten und dritten Virial-Koeffizienten sind. Der zwei-
te Virial-Koeffizient B2 ist durch die Zustandssumme fu¨r zwei Teilchen bestimmt und
B3 entspricht der Dreiteilchen-Wechselwirkung. In der gesamten Arbeit simulieren wir
polare Systeme mit Modellen, welche durch Paar-Wechselwirkungen beschrieben werden.
Daher betrachten wir nur den zweiten Virial-Koeffizienten B2 bei kleiner Dichte. In der
klassischen Na¨herung kann der zweite Virial-Koeffizient B2 durch
B2 = b− a
T
(4.2.2)
dargestellt werden, wobei a und b Materialkonstanten sind.
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Der zweite Virial-Koeffizient B2 kann durch folgende Integration:
B2 (T ) = −1
2
∫
dΩidΩj
(4pi)2
f (Ωi) f (Ωj)
∫
d3r
(
exp
[
−UpST
T
]
− 1
)
(4.2.3)
bestimmt werden, wobei Ωi das Winkelvolumen dϕidθi sin θi bezeichnet und f (Ωi) die
Orientierungsdichtefunktion des Dipols mit
∫
dΩf = 4pi. Die Herleitung der Gl. (4.2.3)
kann im Appendix der Arbeit von Bartke [13] oder den meisten Bu¨chern der Statistischen
Mechanik (z.B. [57–59]) gefunden werden. UpST ist die gesamte potentielle Energie eines
pST-Systems. Obwohl wir in diesem Kapitel nur das ST-System diskutieren werden, ver-
suchen wir hier immer noch eine allgemeine Formel fu¨r B2 mit der Polarisierbarkeit α
herzuleiten.
Um die ganze Herleitung zu vereinfachen, nehmen wir zuerst an, dass unser System in
einem sehr großen ~Eext- oder ~E(∞)-Feld lokalisiert ist. Damit folgt  → 1, so wie wir es
im letzten Abschnitt diskutiert haben. D.h., der Vorfaktor g verschwindet und die zwei
a¨ußeren elektrischen Felder sind nicht mehr unterscheidbar. Also gilt in dieser Situation
~Eext = ~E(∞) = ~E. Das gesamte Dipolmoment auf das i-te und j-te Teilchen ist jetzt
~mi = ~µi + αTij ~mj + α~E (4.2.4)
~mj = ~µj + αTij ~mi + α~E. (4.2.5)
Aus der Kombination der obigen beiden Formeln erha¨lt man eine neue Formel fu¨r das
Dipolmoment auf das i-te Teilchen:
~mi =
(
1− α2T2ij
)−1
~µi +
(
1− α2T2ij
)−1
αTij~µj + α (1− αT)−1 ~E, (4.2.6)
die unabha¨ngig von ~mj ist.
Wie wir bereits eingefu¨hrt haben, kann die potentielle Energie eines pST-Systems als
UpST = ULJ + UDD geschrieben werden. Die elektrische potentielle Energie ist durch Gl.
(4.2.7) gegeben und schon einfacher als Gl. (2.1.18).
UDD = −1
2
~mi ·Tij ~mj + 1
2
~p 2
α
− ~mi · ~E (4.2.7)
≈ −1
2
[
~µi ·Tij~µj + α~µi ·T2ij~µi + ~µi · αTij ~E + α~E ·Tij~µj
]
−~µi · ~E − 1
2
α~E2 +O (α2) (4.2.8)
Nach Einsetzen der Gl. (4.2.6) in (4.2.7) erhalten wir die Formel (4.2.8) fu¨r die elektrische
potentielle Energie des pST-Systems in einem großen a¨ußeren Feld. Die potentielle Energie
kann auch in zwei Teile uij und ui zerlegt werden, wobei uij abha¨ngig von rij ist und ui
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nicht. Deswegen kann man die Exponentialfunktion auf folgende Weise
exp
[
−UpST
T
]
= exp
[
− 1
T
(∑
i<j
uij +
∑
i
ui
)]
(4.2.9)
=
∏
i<j
(1 + φij)
∏
i
exp
[
−ui
T
]
(4.2.10)
umschreiben, wobei φij als exp
[−uij
T
] − 1 definiert ist. Die Integration des Teilchens ui
ist einfach, weil sie nur von den Raumwinkeln abha¨ngt.
1
4pi
∫
Ω
dΩi exp
[
−ui
T
]
=
1
4pi
∫
Ω
dΩi exp
[
− 1
T
(
~µi +
α
2
~E
)
· ~E
]
=
sinh (µE/T )
µE/T
exp
[
αE2
2T
]
(4.2.11)
Wir definieren eine neue Funktion:
Kj ≡ −2pi
∫ ∞
0
dr exp
[
−uLJ
T
]
r2−j. (4.2.12)
Nach den Annahmen: µE
T
groß aber µ
2
Tr3
klein, kombinieren wir (4.2.3), (4.2.8), (4.2.10)
und (4.2.11) und erhalten die Formel
B2 (T, µ,E, α) ≈ B2,LJ + 2
5
µ4
T 2
(
1− T
µE
)
K6 + 8
5
αEµ3
T 2
(
1− T
µE
)
K6
+2
αµ2
T
(
1− T
µE
)
K6 (4.2.13)
≈ B2,α=0 + 2αµ2
(
4
5
µE
T 2
+
1
T
)(
1− T
µE
)
K6 (4.2.14)
fu¨r ein pST-System mit µi = µj = µ im großen a¨ußeren elektrischen Feld. In der obigen
Formel steht der Term BLJ2 fu¨r den zweiten Virial-Koeffizient des LJ-Systems. Fu¨r ein
ST-System, also α = 0, verschwinden die letzten zwei Terme. Darin kann K6 nach der
Definition von (4.2.12) durch
K6 = − pi
2
6
√
2
e
1
2T
[
I− 1
4
(
1
2T
)
+ I 1
4
(
1
2T
)]
(4.2.15)
formuliert werden, wobei I− 1
4
(x) die modifizierte Bessel-Funktion mit I-Typ ist und analog
zu I 1
4
(x).
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Abbildung 4.4.: P
ρT
− 1 der ST-Systeme als Funktion der Dichte im du¨nnen Gasbreich
mit ~Eexti = 0. Die Symbole bezeichnen die Simulationswerte. Kreise: µ =
2.0; Quadrate: µ = 1.0; Dreiecke: µ = 0.5. Die Linien ergeben sich aus
der Virialentwicklung zweiter Ordnung. Durchgezogene Linien: T = 8.0;
Strichpunktlinien: T = 4.0; Gestrichelte Linien: T = 1.0.
In dem Fall eines pST-Systems ohne a¨ußerem Feld, also E = 0 und α 6= 0, gilt fu¨r den
zweiten Virial-Koeffizient:
B2 (T, µ) = B2,LJ +
µ4
3T 2
K1 + µ
8
25T 4
K2 + · · · (4.2.16)
+α
(
2µ2
T
K1 + 4µ
6
5T 3
K2 + · · ·
)
+α2
(
21µ4
5T 2
K2 + 836µ
8
525T 4
K3
)
+O (α3) .
Herleitungsdetails fu¨r die Formel (4.2.16) sind in der Dissertation von Bartke [60] oder
dem Appendix des Artikels [13] zu finden.
Die Virialentwicklung kann helfen, die Richtigkeit unseres Programms zu testen. Dafu¨r
werden die Simulationswerte P
ρT
− 1 mit den, mittels dem zweiten Virial-Koeffizienten
und Gl. (4.2.1) berechneten, Werte, fu¨r du¨nne Gasphasen verglichen. In der Abbildung
4.4 werden die Ergebnisse fu¨r zwei typische ST-Systeme mit µ = 0.5, 1.0 ohne a¨ußeres
elektrisches Feld bei T = 1.0, 4.0 und sogar 8.0 gezeigt. Daran kann gesehen werden,
dass die Virialentwicklung zweiter Ordnung ST-Systeme mit geringer Dichte sehr gut be-
schreiben kann. Die Steigungen der geraden Linien in Abbildung 4.4 sind die zweiten
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Virial-Koeffizienten fu¨r bestimmte Systeme unter ihren thermischen Bedingungen. Die
zweiten Virial-Koeffizienten fu¨r ST-Systeme mit µ = 0.5, 1.0, 2.0 werden explizit als
Funktion der Temperatur in der Abbildung 4.5 gezeigt. Das obere Bild zeigt den Fall
ohne a¨ußeres Feld. Die Symbole sind unsere Simulationswerte. Die durchgezogenen Lini-
en werden nach Gl. (4.2.16) mit α = 0 ausgerechnet. Zum Vergleich sind die schwarzen
Punkte, welche die mit Gl. (4.2.13) und E = 100 bestimmten zweiten Virial-Koeffizienten
fu¨r die Fa¨lle Eexti 6= 0 sind, aufgetragen. Offensichtlich gibt es zwischen diesen bei ho-
her Temperatur keinen großen Unterschied. Im unteren Bild der Abbildung 4.5 werden
die Daten fu¨r die gleichen Systeme jedoch in einem großen a¨ußeren elektrischen Feld mit
E = 100 illustriert. Die Simulationsergebnisse liegen weit entfernt von den Linnie aus der
Gl. (4.2.13). Nur bei hoher Temperatur stimmt die Simulation fu¨r das System mit einem
kleinen Dipolmoment, also µ = 0.5, mit der Theorie u¨berein. D.h., die reinen Teilchen-
Teilchen-Wechselwirkungen ko¨nnen die Systeme im starken a¨ußeren Feld nicht gut genug
beschreiben. Daher muss man sich in diesem Fall mit der Virialentwicklung dritter Ord-
nung bescha¨ftigen. Nach der Virial-Approximation (4.2.1) und Gl. (4.2.13) erha¨lt man
∆P = Tρ2(BLJ2 (T )−B2(T, µ,E, α)). In der Abbildung 4.6 sind die Simulationswerte fu¨r
PLJ − PST im Feld E(∞) = 100 und die berechneten zweiten Virial-Koeffizienten zu fin-
den. Bis auf eine geringe Streuung der Simulationswerte fu¨r kleine Dipolmomente µ = 0.5,
besta¨tigt die Virialentwicklung zweiter Ordnung unsere Simulationen.
4.3. Dipol-Dipol-potentielle Energie
Die mittlere DD-Wechselwirkung 〈uDD〉 eines ST-Systems kann im Rahmen unserer MF-
Theorie, durch die Integration ihres Orientierungsmittelwerts 〈uDD〉orient bei niedriger
Dichte nach einem schwachen oder einem starken ~Eext-Feld, na¨herungsweise abgeleitet
werden. Die Beitra¨ge der miteinander wechselwirkenden Dipole in einem schwachen a¨u-
ßeren elektrischen Feld ~Eext von 〈uDD〉 lauten:
〈uDD〉 ≈ ρ
2
4pi
∫
r>rcut
drr2 〈uDD〉orient
≈ −4piρ
9
µ4
Tr3cut
[
1 +
1
1125
(
µEext
T
)4]
, (4.3.1)
wobei uDD durch (A.0.4) definiert ist. rcut ist hier der Radius des Hohlraums fu¨r ein
einzelnes Teilchen. Der Orientierungsmittelwert einer Gro¨ße f ist durch die Integration
u¨ber alle Euler-Winkel gegeben. D.h.,
〈f〉orient =
1
8pi2
∫
VΩ
dΩf (Ω) , (4.3.2)
wobei dΩ = sin βdαdβdγ gilt und VΩ = {0 ≤ α ≤ 2pi, 0 ≤ β ≤ pi, 0 ≤ γ ≤ 2pi} das Win-
kelvolumen der Integration ist.
4.3. Dipol-Dipol-potentielle Energie 81
0 1 2 3 4 5 6 7 8 9 T-8
-6
-4
-2
0
2
B2
µ=2.0
µ=1.0
µ=0.5
0 1 2 3 4 5 6 7 8 9 T-8
-6
-4
-2
0
2
B2
Abbildung 4.5.: Oberes Bild: Zweite Virial-Koeffizienten ohne den Einfluss des a¨ußeren
elektrischen Feld als Funktionen der Temperatur. Symbole: Simulations-
ergebnisse; Linien: Ergebnisse aus Gl. (4.2.16) mit Eext = 0; Schwarze
Punkte: Ergebnisse aus Gl. (4.2.13) mit E = 100. Unteres Bild: Zwei-
te Virial-Koeffizienten mit einem a¨ußeren elektrischen Feld E = 100 als
Funktionen der Temperatur. Symbole: Simulationsergebnisse mit E(∞) =
100; Linien: Ergebnisse aus Gl. (4.2.13) mit E = 100. Die ST-Systeme in
den beiden Bildern sind gleich: µ = 0.5 (Kreise), µ = 1.0 (Quadrate) und
µ = 2.0 (Dreiecke).
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Abbildung 4.6.: PLJ −PST der ST-Systeme im Feld E(∞) = 100 gegen die Dichte. Symbo-
le: Simulationsergebnisse; Linien: Ergebnisse der Berechnung der zweiten
Virial-Koeffizienten nach der Gl. (4.2.13). Kreise: µ = 0.5; Quadrate:
µ = 1.0; Dreiecke: µ = 2.0.
Analog erha¨lt man die Formel fu¨r ein großes Eext:
〈uDD〉 ≈ −8piρ
15
µ4
Tr3cut
[
1−
(
T
µEext
)4]
. (4.3.3)
In der Abbildung 4.7 sind die durchschnittlichen simulierten DD-Wechselwirkungen fu¨r
µ = 0.5 mit niedrigen Systemdichten abgebildet. Die Simulationen wurden bei einer hohen
Temperatur T = 10 durchgefu¨hrt. Die analytischen Ergebnisse der beiden Anna¨hrungsfor-
meln (4.3.1) und (4.3.3) werden ebenfalls in der Abbildung 4.7 illustriert. Fu¨r große Dich-
ten sind die obigen Annahmen nicht mehr gu¨ltig und die Form der 〈uDD〉 weicht schnell
von den obigen Anna¨hrungsgesetzen ab. Diese starke Abweichung erkla¨rt die U¨berscha¨t-
zung des zweiten Virial-Koeffizients B2 in unserer analytischen Formel (4.2.13) in einem
großen Eext-Feld.
Analog dazu tragen wir die Simulationsergebnisse fu¨r 〈uDD〉 bei großeren Systemdichten
in der Abbildung 4.8 auf und vergleichen sie mit den analytischen Daten aus dem erstem
Term der Gl. (A.0.6). Qualitativ stimmt die Onsager-Theorie mit der Simulation u¨berein.
Aber wenn wir die Abbildung genauer betrachten, finden wir, mit gro¨ßer werdendem
Eext-Feld, eine wachsende Abweichung der Simulation vom Onsager-Modell.
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Abbildung 4.7.: Die mittlere DD-potentielle Energie 〈uDD〉 des ST-Systems mit µ = 0.5
als Funktion von Eext bei hoher Temperatur T = 10. Symbole: Simu-
lationsergebnisse (Quadrate: ρ = 0.02; nach oben zeigende Dreiecke:
ρ = 0.05; nach unten zeigende Dreiecke: ρ = 0.1). Linien: analytisch
bestimmte Na¨herungen nach Gln. (4.3.1) und (4.3.3) mit rcut = 0.9.
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Abbildung 4.8.: Die mittlere DD-potentielle Energie 〈uDD〉 des ST-Systems mit µ = 0.5
als Funktion von Eext. Offene Kreise: Simulation bei ρ = 0.308 und
T = 1.351; Kreuze: Simulation bei ρ = 0.8 und T = 1.332; Linien: ent-
sprechende Ergebnisse aus der Mean-Field-Theorie nach dem ersten Term
der Gl. (A.0.6) mit rcut = 0.8.
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4.4. Bestimmung des chemischen Potentials mit der
Widom-Methode
Die sogenannte test particle insertion-Methode ist ein statistischer thermodynamischer
Ansatz fu¨r die Berechnung der Eigenschaften des Materials oder der Mischung. Diese Me-
thode ist mit dem Namen von Benjamin Widom benannt, der 1963 diese Methode zuerst
vorgeschlagen hat [71]. Die Widom Insertion-Methode liefert statt der freien Energie des
Systems direkt das chemische Potential. In der Simulation wird ein zusa¨tzliches Teilchen
an einer zufa¨lligen Stelle in das System eingesetzt. Nach der Bestimmung der Energie-
a¨nderung durch das Einsetzen wird das Teilchen wieder entfernt. Durch die zahlreichen
Wiederholungen dieses Vorgangs an verschiedenen Stellen kann das chemische Potential
eines Teilchens in einem beliebigen System gemessen werden. In diesem Abschnitt wird
diese Methode am Beispiel des chemischen Potentials eines einkomponentigen ST-Systems
im kanonischen Ensemble beschrieben und diskutiert. Das chemische Potential µ in einem
einkomponentigen System kann gema¨ß der Gleichung
µ = µid + µex
= −kBT ln
[
V
NΛ3T
]
− kBT ln
〈
1
8pi2V
∫
V
d3r
∫ 2pi
0
dφ
∫ pi
0
dθ sin θ×∫ 2pi
0
dψ exp
[
−∆u(~r, φ, θ, ψ)
kBT
]〉
N
(4.4.1)
berechnet werden, wobei der Term µid das chemische Potential des idealen Systems ist,
d.h., ohne Wechselwirkung zwischen den Teilchen. Der zweite Term µex ist der interessante
Wechselwirkungsbeitrag. Darin ist die Go¨ße ∆u(~r, φ, θ, ψ) die potentialle Energie eines
hypothetischen Teilchens am Ort ~r im System mit der Orientierung durch die Euler-
Winkel φ, θ, ψ. Die ~r sind dabei per Zufallszahlengenerator gleichverteilt-erzeugte Orte im
Integrationsvolumen V . Offensichtlich sollte die Zahl der Einsetzungspositionen genu¨gend
groß sein, um V ausreichend abzudecken. Die Integration u¨ber die Euler-Winkel wird
durch den Faktor 8pi2 vorgenommen, wa¨hrend bei der Winkelintegration ein Faktor sin θ
aufgrund der Jacobi-Matrix beru¨cksichtig werden muss. 〈. . .〉N bezeichnet die Mittelung
des kanonischen Ensembles u¨ber den Konfigurationsraum des N-Teilchensystems.
Fu¨r µex erhalten wir somit
µex ≈ −kBT ln
〈
1
ML
M,L∑
i,j=1
√
1− e2j,z exp
[
−∆UN+1(~ri, ~ej)
kBT
]〉
N
≈ −kBT ln
[
1
KML
K,M,L∑
k,i,j=1
√
1− e2j,z exp
[
−∆U
(k)
N+1(~ri, ~ej)
kBT
]]
, (4.4.2)
wobei M die Anzahl der Einsetzpositionen ~ri in der beru¨cksichtigten Konfiguration ist,
L die Anzahl der zufa¨lligen Orientierungen ~ej des virtuellen ST-Teilchens und ej,z die z-
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Abbildung 4.9.: Der Wechselwirkungsanteil des chemischen Potentials µex fu¨r ST-Teilchen
mit den angegebenen Dipolmomenten als Funktion der Temperatur. Die
Dichte betra¨gt ρ = 0.01. Die Symbole sind aus den Simulationen. Die
durchgezogenen Linien sind nach Gl. (4.4.4) bestimmt worden.
Komponente des Einheitsvektors. Dabei bezeichnet der Index k = 1, . . . , K die simulierten
Konfigurationen. Das zusa¨tzliche Teilchen u¨bt somit keinerlei Einfluss auf die Struktur und
Dynamik des Systems aus.
Um zufa¨llig einen Einheitsvektor ~ej aus einer Gleichverteilung auf der Einheitskugel zu
bestimmen, kann man z.B. den Algorithmus von Marsaglia [72] verwenden. Mit zwei
gleichverteilte Zufallszahlen a und b aus dem Intervall [−1, 1], wobei a2 + b2 > 1 sein
sollte, kann man den Einheitsvektor
~ej =
(
2a
√
1− a2 − b2, 2b
√
1− a2 − b2, 1− 2(a2 + b2)
)
(4.4.3)
mit gleichverteiler, zufa¨lliger Richtung erzeugen.
Die Abbildung 4.23 zeigt das Ergebnis fu¨r µex nach Gl. 4.4.2 als Funktion der Temperatur.
Dabei wurden NVT-Simulationen fu¨r drei ST-Systeme bei einer Dichte von ρ = 0.01
gemacht. Zum Vergleich ist die Gro¨ße
µex = 2TρB
ST
2 (~µ, T ) +O(ρ2) (4.4.4)
als durchgezogenen Linien in der Abbildung 4.23 aufgetragen, d.h., µex in der zweiten
Virialapproximation. Wie man sieht, ist die U¨bereinstimmung recht u¨berzeugend.
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4.5. Maxwell-Konstruktion und Bestimmung der
kritischen Parameter
Fangen wir zuerst mit der vdW-Zustandsgleichung an:
P =
NT
V −Nb −
a
V 2
, (4.5.1)
wobei die Gro¨ßen a und b Materialkonstanten sind. Die vdW-Theorie geht von der mole-
kularen Struktur der Materie in der Gas- oder Flu¨ssigkeits-Phase aus. Fu¨r a = b = 0 geht
die vdW-Gleichung in das Ideale-Gas-Gesetz u¨ber. Am kritischen Punkt gilt(
∂P
∂V
)
Tc
= 0, (4.5.2)(
∂2P
∂V 2
)
Tc
= 0. (4.5.3)
Verwenden wir die beiden Bedingungen des kritischen Punktes und die vdW-Gl. (4.5.1),
so erhalten wir
Pc =
1
27
a
(Nb)2
(4.5.4)
NTc =
8
27
a
Nb
(4.5.5)
Vc = 3Nb (4.5.6)
durch elementare Rechnung. Damit ergibt sich die universelle vdW-Gleichung
p =
8t
3v − 1 −
3
v2
(4.5.7)
mit den reduzierten Variablen p = P
Pc
, t = T
Tc
und v = V
Vc
. In diesen Einheiten ist die
Zustandsgleichung fu¨r alle Stoffe gleich. Man kann die Stoffe mit gleichen p, t und v in
korrespondierenden Zusta¨nden finden. Deswegen wird Gl. (4.5.7) in manchen Vero¨ffenli-
chungen auch als “Gesetz der korrespondierenden Zusta¨nde ”bezeichnet.
Wir benutzen die sogenannte Maxwell-Konstruktion an den Isothermen unserer Simu-
lationen bei verschiedenen Temperaturen, um die Phasenkoexistenz des Systems festzu-
stellen. Das Ziel ist es, das Phasenverhalten (insbesondere das gl-Koexistenzgebiet) des
ST-Systems im a¨ußeren elektrischen Feld in Abha¨ngigkeit der Temperatur und der Dichte
bzw. dem Volumen zu untersuchen. Die Abbildung 4.10 zeigt die mittels der Simulation
angepasste Kurve des Drucks P und der Freien Energie ∆F als Funktion des Volumens
V , fu¨r das ST-System mit µ = 1.0 und 512 Teilchen bei einer Temperatur von T = 1.10.
Die Isotherme fu¨r T = 1.10 verla¨uft unterhalb der kritischen Temperatur Tc. Die vdW-
Isotherme verla¨uft rechts von Vl zuna¨chst unterhalb von P = Pcoex, sowie die gestrichelte
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Abbildung 4.10.: VdW-Isotherme und Freie Energie. Oberes Bild : Druck P als Funktion
des Volumens V bei T = 1.10 fu¨r das ST-System mit µ = 1.0 und 512
Teilchen. Die Kurve ist mit der modifizierten vdW-Zustandsgleichung
(4.5.8) aus den Simulationsdaten angepasst worden. Die durch eine
gestrichelte rote Linie umschlossenen Schattenfla¨chen illustrieren die
Maxwell-Konstruktion. Unteres Bild : Die reduzierte Freie Energie nach
(4.5.9) als Funktion von V . Die gestrichelte Gerade ist die gemeinsame
Tangente.
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rote horizontale Gerade verdeutlicht. Diese horizontale Gerade zeigt auch den heterogenen
Zustand des Systems. Wegen der vorausgesetzten Fla¨chengleichheit sollen zwei Schatten-
fla¨chen unter- und oberhalb von Pcoex gleich groß sein. Die gestrichelte rote Gerade im
unteren Bild der Abbildung 4.10 fu¨r die Freie Energie ist die Doppel-Tangente an die Kur-
ve ∆F mit der Steigung −Pcoex. Das System spaltet sich im Intervall [Vl, Vg] in die flu¨ssigen
und gasfo¨rmigen Phasen mit jeweilligem Zustand (T, Vl) oder (T, Vg) auf. Man ersetzt die
Schleife durch die fla¨chenhalbierende Horizontale P = Pcoex und la¨sst die vdW-Isotherme
außerhalb des Intervalls [Vl, Vg] unvera¨ndert. Dies wird Maxwell-Konstruktion genannt.
Die Volumen Vl und Vg sind abha¨ngig von der Temperatur der betrachteten Isothermen.
Das Intervall wird immer kleiner, falls sich die Temperatur T der vdW-Isothermen an die
kritische Temperatur Tc anna¨hert. Entsprechend erho¨ht sich der Druck Pcoex.
Um die Isothermen aus den Simulationen darstellen zu ko¨nnen, passen wir in der vorlie-
genden Arbeit die Daten mit der modifizierten vdW-Zustandsgleichung an:
P =
NT
(V −Nb)d −
a
V 2−ν
+ c, (4.5.8)
wobei a, b, c, d und ν die anzupassenden Konstanten sind. In Tabelle 1 der Literatur
[53] ko¨nnen unterschiedliche Modifikationen fu¨r die vdW-Gleichung gefunden werden. Die
freie Energie berechnen wir schließlich durch Integration der Beziehung P = − ∂F/∂V |T
entlang der Isothermen mit Hilfe von (4.5.8):
∆F =
1
d− 1
NT
(V − b)d−1 +
aV ν−1
ν − 1 − cV. (4.5.9)
Sowohl die Dru¨cke der koexistierenden Phasen als auch die chemischen Potentiale mu¨ssen
im Phasen-Gleichgewicht zwischen der Flu¨ssigkeit und dem Gas identisch sein. Es muss
also gelten
P ′ = Pg = Pl (4.5.10)
µg = µl, (4.5.11)
wobei sich die Indizes g und l auf das reine Gas bzw. die reine Flu¨ssigkeit an den Punkten
Vg und Vl an den Grenzen des Koexistenzgebiets entlang der gleichen Isotherme beziehen.
Aus diesen beiden Gleichungen ko¨nnen wir durch den Einsatz der Druckgleichung (4.5.8)
mit den aus der Simulation angepassten Werten fu¨r a, b, c, d, ν die Volumen Vg und Vl
bzw. die Dichten ρg und ρl bestimmen. Wir erhalten zuna¨chst aus Gl. (4.5.10)
NT
(Vg −Nb)d −
a
V 2−νg
=
NT
(Vl −Nb)d −
a
V 2−νl
(4.5.12)
fu¨r die Dru¨cke. Die Gleichung fu¨r das chemische Potential kann mit Hilfe der Freien
Enthalphie G = Nµ = F + PV umgeformt werden:
0 = N (µl − µg) = Fl − Fg + P (Vl − Vg) , (4.5.13)
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woraus mit P = − ∂F/∂V |T
∂F
∂V
∣∣∣∣
T,Vg
=
∂F
∂V
∣∣∣∣
T,Vl
=
Fl − Fg
Vl − Vg (4.5.14)
folgt. Substitution von (4.5.9) in (4.5.14) liefert die zweite Gleichung
(Vg − Vl)
[
NT
(Vl −Nb)d −
a
V 2−νl
]
=
NT
d− 1
[
1
(Vl − b)d−1
− 1
(Vg − b)d−1
]
+
a
ν − 1
(
V ν−1l − V ν−1g
)
(4.5.15)
fu¨r Vg und Vl. Jetzt kann mit diesem Verfahren das Phasendiagramm unterhalb der kri-
tischen Temperatur Tc bestimmt werden. Aber wir wollen uns noch mit dem kritischen
Punkt befassen. Um die kritischen Parameter (Tc, ρc) zu bestimmen, benutzen wir die
Formeln einer Entwicklung nach T − Tc von Vg und Vl
ρl − ρg
ρc
= A0t
β + A1t
β+∆ + A2t
β+2∆ + A3t
β+1 + · · · (4.5.16)
ρl + ρg
2ρc
= 1 +D0t
1−α +D1t+D2t1−α+∆ + · · · (4.5.17)
aus der Literatur [54], wobei T = Tc(1− t) gilt. Die positiven Gro¨ßen α, β und ∆ heißen
kritische Exponenten. Hier werden die 3D-Ising-Exponenten benutzt, na¨mlich α ≈ 0.110,
β ≈ 0.326 und ∆ ≈ 0.5 [55], da der g-l kritische Punkt zur Universalita¨tsklasse des
dreidimensionalen Ising-Magneten geho¨rt [56]. Mit diesen beiden Formeln kann man den
kritischen Punkt genau lokalisieren. Ein Beispiel dieses analytischen Verfahrens wird in
der Abbildung 4.11 illustriert. Zu Beginn der Untersuchung kann man schon bemerken,
dass der Abschneideradius die kritische Temperatur beeinflusst. Mit zunehmendem Ab-
schneideradius erniedrigt sich die kritische Temperatur. In unserer Simulation benutzen
wir rcut = 5.5, weil es grundsa¨tzlich nahe am Grenzfall rcut =∞ ist.
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Das Phasenverhalten eines ST-Systems ist schon in der Dissertation von Bartke [60] genau
untersucht worden. In seiner Arbeit hat er ST-Systeme mit Dipolmomenten von µ2 = 0.5
bis µ2 = 60 untersucht. Aber wie alle Vorga¨nger in diesem Forschungsgebiet ha¨lt er sich an
die bekannte Arbeit von Vesley [64] und vernachla¨ssigt den Korrekturterm fu¨r den Druck,
der in unserer Arbeit als Gl. (3.10.17) dargestellt wurde. Aufgrund unserer Forschungen
haben wir festgestellt, dass dieser Term im Falle eines a¨ußeren elektrischen Felds die kri-
tischen Parameter der g-l-Phasentrennung wessentlich vera¨ndern kann. Deswegen wollen
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Abbildung 4.11.: Ein T-ρ-Phasendiagramm des ST-System mit dem Dipolmoment µ =
0.5 und der Teilchenzahl N = 900 in einem a¨ußeren elektrischen Feld
E(∞) = 20. Der Abschneideradius des Systems ist rcut = 5.5. Die Kreise
sind die mit der Maxwell-Konstruktion, und zwar mit den Gln. (4.5.12)
und (4.5.15), erhaltenen Dichten. Die Vierecke sind die entsprechende
Auftragung von (ρl + ρg)/2 gegen Tc − T . Die Dreiecke bezeichnen die
Auftragung von (ρl−ρg)/2 gegen T . Die durchgezogenen Linien sind die
im Text erla¨uterten Anpassungen. Der rote Stern markiert den kritischen
Punkt des Systems.
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Abbildung 4.12.: Vergleich der Isothermen des ST-Systems mit Dipolmoment µ = 2.0
bei der Temperatur T = 2.05. Kreise: Simulation der Isotherme mit
Abschneideradius rcut = 5.5 und der Systemteilchenzahl N = 900; Drei-
ecke: Simulation der Isotherme mit Abschneideradius rcut = 7.5 und der
Systemteilchenzahl N = 2200. Das kleine Bild ist eine einfache Vergro¨-
ßerung der vdW-Schleifen der beiden Isothermen.
wir hier auch das Phasenverhalten von einigen ST-Systemen ohne a¨ußeres elektrisches
Feld pru¨fen.
Die erste Frage vor einer Computer-Simulation mit RFM ist zuna¨chst, welcher Wert fu¨r
den Abschneideradius geeignet ist, um die langreichweitigen Wechselwirkungen zu be-
rechnen. Nach den Untersuchungen der RDF (3.8.1) fu¨r ein paar typischeN ST-Systemen
wissen wir, dass die Korrelationen der Teilchen nach r ≥ 4 in der Flu¨ssigkeitphase ver-
schwinden. D.h., rcut = 4.5 ist schon eine gute Wahl fu¨r die Simulationen eines ST-Systems
bei nicht zu großer Dichte. Um noch sicherer sein zu ko¨nnen, benutzen wir hier bei unseren
Untersuchungen rcut = 5.5. In der Abbildung 4.12 sind zwei Isotherme mit gleichen ther-
mischen Bedingungen, aber verschiedenen Abschneideradien, rcut = 5.5 und rcut = 7.5,
gezeigt. Hier kann man sehen, dass es kaum einen Unterschied zwischen den beiden Iso-
thermen gibt. Deswegen du¨rfen wir in den folgenden Untersuchungen immer mit diesem
Abschneideradius rcut = 5.5 und der Teilchenzahl N = 900 arbeiten.
Wegen der Begrenzung der in unserem Programm benutzten periodischen Randbedingun-
gen, du¨rfen wir nur homogene Systeme mit der Computer-Simulation untersuchen. In der
Arbeit von Bartke [60] wird behauptet, dass sehr ha¨ufig eine Aggregation im ST-System
mit starkem Dipolmoment auftaucht. Dies kann in unseren Simulationen die Homogenita¨t
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diese Arbeit Bartke [60] anderen
µ Tc ρc Tc ρc Tc ρc
0 1.320 0.305 1.35 0.307 1.316 0.304 [61]
0.5 1.346 0.310
1.0 1.445 0.309 1.45 0.3123 1.41 0.30 [62]
1.0 1.45 0.33 [63]
2.0 2.102 0.282 2.09 0.283 2.06 0.289 [6]
4.0 5.216 0.200 5.20 0.191 5.07 0.24 [30]
Tabelle 4.1.: Die kritischen Parameter der LJ- und ST-Systeme aus unseren Simulationen
und anderen Forschungsgruppen.
des Systems verletzen und ein unzuverla¨ssiges Ergebnis verursachen. Um sicher zu sein,
werden deshalb die Konfigurationen neben den Berechnungen immer u¨berpru¨ft. Die Ab-
bildung 4.13 zeigt zwei Konfigurationen des ST-Systems mit µ = 4.0 bei T = 4.70. Die
Dichten der beiden Konfigurationen befinden sich neben dem g-l-Phasenkoexistenzgebiet.
Wie wir an den Konfigurationen sehen ko¨nnen, gibt es kein deutliches Aggregat und das
System ist in der Simulationsschachtel bei den beiden Dichten immer noch fast gleich-
verteilt. Kombinieren wir diese Homogenita¨tspru¨fung mit den vorherigen Pru¨fungen fu¨r
das Simulationsprogramm, ko¨nnen wir davon ausgehen, dass unsere Simulationsergebnisse
zuverla¨ssig sind.
In Tabelle 4.1 sind die Simulationsergebnisse der ST-Systeme ohne a¨ußerem elektrischen
Feld zu finden. Die kritischen Parameter sind durch die Maxwell-Konstruktionen nach
den simulierten Isothermen bestimmt worden. Gleichzeitig vergleichen wir unsere Ergeb-
nisse mit denen aus der Arbeit von Bartke [60] und anderen Gruppen. Es treten keine
wesentlichen Unterschiede zwischen diesen auf. D.h., der Korrekturterm (3.10.17) ist bei
der Bestimmung der kritischen Parameter eines ST-Systems ohne a¨ußerem elektrischen
Feld nicht unbedingt no¨tig, weil die Dipole gleichverteilt sind und keine Bezugsrichtung
besitzen. Die Phasendiagramme mit reduzierten Temperaturen und Dichten sind in der
Abbildung 4.14 illustriert. Bartke gibt in seiner Arbeit [60] auch die kritischen Parameter
der ST-Systeme mit großen Dipolmenten µ2 = 36, 60 an. Nach unseren Versuchen liegt
die kritische Temperatur des Systems mit µ2 = 36 in der Na¨he von 9.75. Bei µ2 = 60
ko¨nnen wir die kritische Temperatur nicht auf die gleiche Weise bestimmen, weil Teil-
chen mit so großem Dipolmoment sehr einfach lange Ketten bilden. Wir haben leider
keine vdW-Schleife bis zu einer Temperatur von T = 14.5 gefunden. Diese Temperatur ist
schon u¨ber 12% kleiner als Tc = 16.51 aus Bartke’s Arbeit [60]. Dies ist sehr einfach zu
verstehen, wenn man die Formel (3.10.17) fu¨r den Druck genau beobachtet. Normalerweise
verschwindet dieser Korrekturterm in unseren Untersuchungen, wenn das System nicht in
ein a¨ußeres Feld gesetzt wird. Des Weiteren hat Bartke in seiner Arbeit behauptet, dass
ein großes Dipolment zur ferroelektrischen Ordnung fu¨hren kann und der Anstieg der fer-
roelektrischen Sprungtemperatur Tcf proportional zu µ
2 bei fester Systemdichte ρ ist. In
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Abbildung 4.13.: Konfigurationen aus den Simulationen des ST-Systems mit dem Dipol-
moment µ = 4.0 und der Temperatur T = 4.70 unterhalb der kritischen
Temperatur. Oberes Bild : ρ = 0.030. Unteres Bild : ρ = 0.501.
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Abbildung 4.14.: Reduziertes g-l-Phasendiagramme der ST-Systeme mit verschiedenen
Dipolmomenten bei der Abwesenheit des a¨ußeren Feldes. Kreise: µ = 0.5;
Quadrate: µ = 1.0; Dreiecke: µ = 2.0; Diamanten: µ = 4.0; Stern: Kriti-
scher Punkt.
diesem Fall ist
〈
~Mi
〉
in Gl. (3.10.17) nicht mehr gleich Null, obwohl das Feld ~A immer
noch abwesend ist. Das ist genau die Ursache dafu¨r, warum wir bei einer so niedrigen
Temperatur noch keine vdW-Schleife sehen ko¨nnen.
In der Abbildung 4.15 sind die Verla¨ufe der kritischen Temperatur und Dichte als Funk-
tionen vom Dipolmoment zu finden. Diese vergleichen wir mit den numerischen Daten
aus der Flory-Huggins(FH)-Theorie. Die FH-Theorie wird aus einem Gittermodell ent-
wickelt, um die reversible Bildung der polymeren Ketten aus den Moleku¨len oder kolloi-
dalen Teilchen darzustellen. Fu¨r eine einzige unendlich lange Kette (s → ∞) lautet die
Gitter-freie-Energie:
FL
sT
= εi − ln [q − 1] , (4.6.1)
wobei s die Teilchenzahl der Kette ist und q die Koordinatenanzahl eines Gitters. Fu¨r ein
dreidimensionales Gitter gilt q = 6 und fu¨r ein zweidimensionales ist q = 4. Die kanonische
Zustandssumme fu¨r die Konfigurationen der Ketten
Q
(chain)
conf =
(
4pi
q
)2s−1
exp
[
−(s− 1)uLJ(r)
T
]
Sp
(
Ms−1M0
)
(4.6.2)
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Abbildung 4.15.: Die kritischen Temperatur Tc (oberes Bild) und Dichte ρc (unteres Bild)
der ST-Systeme als Funktion des Dipolmoments µ im Fall ohne a¨uße-
res Feld. Linien: Gitter-Modell der Flory-Huggins-Theorie mit R = 4.1;
Symbole: Simulationsergebnisse.
ist durch die Transfermatrix M definiert. Die Elemente der Transfermatrix werden durch
Mkl =
6∑
ν=1
exp
[
1
T
∑
α,β
µ(k)α T
ν
αβµ
(l)
β
]
(4.6.3)
bestimmt, wobei T der Dipoltensor mit der Definition (2.1.9) ist. Der gro¨ßte Eigenwert
der M-Matrix kann durch
λmax(r) = 2e
2a(1 + 2e−a + 12e−2a + 2e−3a + e−4a) (4.6.4)
mit a = µ2/(Tr3) bestimmt werden. Damit ko¨nnen wir εi in Gl. (4.6.1) durch
εi ≈
[
uLJ(r)
T
− lnλmax(r) + 2 ln q
]
r=rmin
(4.6.5)
bestimmen, wobei rmin das Minimum des εi liefert. In diesem Sinne zeigt rmin auch die
optimale Trennungsla¨nge eines Monomers in der Kette. Die Lo¨sung fu¨r εi = 0 wird hier
r0 genannt und r0,SL = 1 ist die Lo¨sung fu¨r den Grenzfall (engl.: the simple liquid limit
(SL)) mit µ = 0. Da unser SL die LJ-Flu¨ssigkeit ist, ko¨nnen wir die Formel (4.6.5) direkt
als
εi ≈ [− lnλmax(rmin) + 2 ln q] (4.6.6)
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umschreiben. Dann ko¨nnen wir die kritischen Parameter mit den Formeln
xρ ≈ fρ (nc)
r0fρ (nc,SL)
, (4.6.7)
1
xT
(
1 +
1
xT
κµ4
r0
)
≈ fT (nc,SL)
fT (nc)
(4.6.8)
bestimmen, wobei xρ und xT durch
ρc
ρc,SL
und Tc
Tc,SL
definiert sind. Außerdem gibt es noch
κ =
16piρc,SLfT (nc,SL)
9R3T 2c,SLfρ (nc,SL)
(4.6.9)
mit einem geeigneten Abschneideradius R. Die fρ und fT in den obigen Gleichungen sind
als
fρ (n) ≡
(
1 +
(2n− 1)3/2√
6n (n− 1) + 1
)−1
, (4.6.10)
fT (n) ≡ 1
2
 n
2n− 1 +
5n (n− 1) + 1√
[6n (n− 1) + 1] (2n− 1)3
−1 (4.6.11)
definiert und funktionieren mit der mittleren Kettenla¨nge am kritischen Punkt.
nc =
1
2
+
1
2
√
1 + 4(q − 1)e−εifρ (nc). (4.6.12)
Hier haben wir die FH-Theorie nur kurz eingefu¨hrt. Weitere Information und genaue
Herleitungsverfahren ko¨nnen in den Arbeiten von Bartke und Hentschke [60,65] gefunden
werden.
Kommen wir zuru¨ck zu unserer Untersuchung des ST-Systems. Hier stimmen nicht nur
unsere Simulationsergebnisse fu¨r die kritsche Temperatur, sondern auch die anderer Grup-
pen, sehr gut mit der FH-Theorie u¨berein. Wie in der Abbildung 4.15 gezeigt, gibt es in
unserer Simulation bei einem großem Dipolmoment (µ = 4) eine relativ große Abweichung
der kritischen Dichte von der FH-Theorie. Jedoch liegt unser Ergebnis neben dem Wert
von Bartke [60] und ist besser als das von Stevens und Grest [30].
4.7. Phasenverschiebungen aufgrund a¨ußerer elektrischer
Felder
Das a¨ußere elektrische Feld kann das Phasenverhalten des polaren Systems deutlich be-
einflussen. Dies wurde schon vor langer Zeit von vielen Forschungsgruppen gezeigt. Aber
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E = E(∞) E = Eext
µ E Tc ρc Tc ρc
0.5
2 1.356 0.311 1.322 0.314
4 1.262 0.316
6 1.416 0.305
10 1.453 0.302
20 1.493 0.304
1.0
1 1.464 0.304 1.431 0.315
2 1.502 0.297 1.387 0.331
3 1.554 0.286
2.0 1 2.087 0.289
Tabelle 4.2.: Die kritischen Parameter der ST-Systeme in den a¨ußeren elektrischen Feldern
Eext und E(∞) aus den MD-Simulationen mit der RFM.
die Begrenzung der Rechenleistung und die Vernachla¨ssigung eines sehr wichtigen Terms
(3.10.17) fu¨hren dazu, dass Untersuchungen in diesem Bereich nur mit der Gibbs-Ensemble-
MC-Simulation durchgefu¨hrt werden konnten. Diese Methode hat den Vorteil, dass die
explizite Berechnung des Systemdrucks vermieden werden kann. Des Weiteren konnten
nur die ~E(∞)-Fa¨lle mit der Ewald-Summationsmethode untersucht werden, da man sich
hier keine Gedanken um die Berechnung der Dielektrizita¨tskonstante machen musste. Es
gibt aber offensichtlich einen Nachteil bei der Ewald-Summationsmethode. Es ist mit die-
ser Methode sehr schwer, die dielektrischen Eigenschaften und das Phasenverhalten eines
polaren Systems im ~Eext-Fall gleichzeitig zu bestimmen. Mit anderen Worten gesagt, gibt
es leider keine Mo¨glichkeit, das polare System im konstant gehaltenden ~Eext Feld mit der
Ewald-Sumationsmethode zu untersuchen. In diesem Abschnitt wollen wir unsere For-
schungsergebnisse u¨ber die Auswirkungen der beiden a¨ußeren elektrischen Felder mit der
RFM diskutieren.
In der Abbildung 4.16 werden die Koexistenzkurven der g-l-Phasen aus unseren MD-
Simulationen illustriert. Die kritischen Parameter sind in der Tabelle 4.2 eingetragen.
Man kann die Verschiebungen der kritischen Temperatur ∆Tc = Tc(µ,E)−Tc(µ, 0), wobei
E = Eext oder E = E(∞) ist, in Tabelle 4.3 finden. Man kann in der Tabelle sehen, dass
die U¨bereinstimmung zwischen den Simulationsergebnissen und den numerischen Werten
der MF-Theorie ziemlich gut ist. Insbesondere wird deutlich, dass das Vorzeichen der
Temperaturverschiebungen ∆Tc davon abha¨ngt, ob das E
ext- oder E(∞)-Feld konstant
gehalten wird. Im E(∞)-Fall ist das Vorzeichen positiv. Umgekehrt ist das Vorzeichen im
Eext-Fall negativ. Die Abbildung 4.16 zeigt auch eine leichte Verschiebung der kritischen
Dichte von einer geringeren Dichte in einem großen E = E(∞) Feld zu einer ho¨heren
Dichte in einem großen E = Eext Feld. Da das Dipolmoment µ = 0.5 zu klein ist, liegen
die Verschiebungen der kritischen Dichte noch innerhalb der Streuung der Ergebnisse.
Aber bei µ = 1.0 sind die Verschiebungen schon klar erkennbar.
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Abbildung 4.16.: Die Koexistenzkurven in der Tρ-Ebene aus den Simulationsergebnissen.
Oberes Bild : µ = 0.5; unteres Bild : µ = 1.0. In beiden Fa¨llen ist α = 0.
Die Sterne kennzeichnen die kritischen Punkte. Der statistische Fehler
ist vergleichbar mit der Gro¨ße der Symbole.
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µ E(∞) ∆T simc Ref. ∆T
MF
c
0.5 2.0 0.010 diese Arbeit 0.010
0.5 6.0 0.069 diese Arbeit 0.063
0.5 10.0 0.106 diese Arbeit 0.105
0.5 20.0 0.147 diese Arbeit 0.159
1.0 0.5 0.005 [32] 0.002
1.0 1.0 0.031 [30] 0.018
1.0 1.0 0.018 [28]
1.0 1.0 0.017 [32]
1.0 1.0 0.019 diese Arbeit
1.0 1.5 0.034 [28] 0.042
1.0 1.5 0.034 [32]
1.0 2.0 0.086 [30] 0.069
1.0 2.0 0.053 [28]
1.0 2.0 0.052 [32]
1.0 2.0 0.057 diese Arbeit
1.0 3.0 0.101 [30] 0.126
1.0 3.0 0.108 diese Arbeit√
2 0.4 0.004 [28] 0.010√
2 0.8 0.038 [28] 0.039√
2 1.2 0.073 [28] 0.080
2.0 1.0 0.12 [31] 0.132
2.5 1.0 0.154 [30] 0.128
2.5 2.0 0.265 [30] 0.358
2.5 5.0 0.525 [30] 1.059
µ Eext ∆T simc Ref. ∆T
MF
c
0.5 2.0 -0.025 diese Arbeit -0.021
0.5 4.0 -0.084 diese Arbeit -0.083
1.0 1.0 -0.014 diese Arbeit -0.014
1.0 2.0 -0.058 diese Arbeit -0.056
Tabelle 4.3.: Simulationsergebnisse und Werte der MF-Theorie fu¨r die Verschiebungen der
kritischen Temperaturen ∆Tc in den konstanten E
(∞)- oder Eext-Feldern.
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Ein detaillierter Verlauf der reduzierten kritischen Temperatur fu¨r µ = 0.5 aus der MF-
Theorie wird in der Abbildung 4.17 (oberes Bild) illustriert. Wir mo¨chten hier wieder be-
merken, dass die Verschiebungsrichtung der kritischen Temperatur davon abha¨ngt, ob das
Feld außerhalb des Dielektrikums (feste Ladungsdichte) oder das durchschnittliche Feld
im Dielektrikum (festes Potential), bei A¨nderung der Dichte oder Temperatur, konstant
gehalten wird. Die vorliegende Arbeit entha¨lt keine Simulationsergebnise fu¨r E = Eext
bei großen Feldsta¨rken. Dies liegt daran, dass die Simulationsschnappschu¨sse bei großen
Feldsta¨rken eher inhomogen erscheinen. Das untere Bild in der Abbildung 4.17 zeigt einen
Vergleich zwischen der MF-Theorie und der Simulation fu¨r die Verschiebungen der kri-
tischen Dichten ∆ρc des ST-Systems mit µ = 1.0 als Funktion der externen Feldsta¨rke
E. Die quantitativen U¨bereinstimmungen bei anwesendem E = Eext Feld sind recht gut.
Im Fall E = E(∞) sind relativ große Abweichungen zu beobachten, dennoch stimmen sie
zumindest qualitativ u¨berein.
Die grundliegende Ursache der Abha¨ngigkeit des Vorzeichens der kritischen Temperatur-
verschiebung ∆Tc vom jeweiligen festgehaltenen a¨ußeren Feld kann wie folgt verstanden
werden. Die Abbildung 4.18 zeigt die freie Energie als Funktion des Volumens aus unse-
rer MF-Theorie. Die durchgezogene Linie entspricht dem Fall mit festgehaltenem E(∞),
und die gestrichelte Linie dem Fall mit festgehaltenem Eext. Ohne a¨ußeres elektrisches
Feld wird die freie Energie hier durch die gepunktete Linie dargestellt. Da die Tempe-
ratur in der Abbildung 4.18 niedriger als die kritische Temperatur ist, kann man eine
vdW-Schleife in der Abbildung sehen, a¨hnlich wie in der Abbildung 4.10 gezeigt ist. Das
mittlere Bild in Abb. 4.18 zeigt die mit den a¨ußeren Feldern verbundenen Orientierungs-
beitra¨ge zur freien Energie forient. Diese wurden mittels des ersten Terms der Gl. (A.0.12)
berechnet. Die Beitra¨ge aufgrund der DD-Wechselwirkung fDD, welche mittels des zwei-
ten Terms der Gl. (A.0.12) berechnet wurden, werden im untersten Bild der Abbildung
4.18 illustriert. Wir bemerken, dass fDD in beiden Fa¨llen praktisch unvera¨ndert bleibt, al-
lerdings forient fu¨r den Unterschied der gesamten freien Energien verantwortlich ist. Nach
der schon bekannten Relation ~Eext =  ~E(∞) wissen wir, dass ein konstant gehaltenes Eext
zu einer Reduzierung von E(∞) fu¨hren kann, weil die Dielektrizita¨tskonstante  bei einer
Erho¨hung der Dichte auch stark erho¨ht wird. Diese Erho¨hung von  bei einer Ero¨hung
der Dichte wurde bereits in der Abbildung 4.3 dargestellt. Außerdem mu¨ssen wir beach-
ten, dass die Dielektrizita¨tskonstante  im schwachen Feldsta¨rkenbereich grundsa¨tzlich
unabha¨ngig von der Feldsta¨rke ist. Wegen der Beziehung (2.2.4) zwischen ~E(∞) und ~Ecav
beherrscht die Menge K in Gl. (A.0.12) die Orientierung im elektrischen Feld und da-
durch wird die Orientierung mit dem reduzierten ~E(∞) verringert. Dies bedeutet, dass
der Beitrag zur freien Energie forient mit steigender Dichte zunimmt. Diese Zunahme von
forient vermindert wiederum die vdW-Schleife im Vergleich zum Nullfeld-Fall. D.h., ∆Tc
ist negativ fu¨r ein konstantes Eext. Es wird genau umgekehrt sein, wenn das ~E(∞)-Feld
konstant gehalten wird. Also nimmt forient hier mit Zunahme der Dichte ab und versta¨rkt
die vdW-Schleife im Vergleich zum Fall ohne a¨ußeres Feld. D.h., ∆Tc ist in diesem Fall
positiv. Die Abbildung 4.19 zeigt diesen Effekt der Orientierungsvera¨nderung in Bezug
auf die durchschnittliche Projektion von ~µ/µ auf die Richtung des a¨ußeren elektrischen
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Abbildung 4.17.: Die Verschiebungen der kritischen Parameter des ST-Systems in ver-
schiedenen a¨ußeren elektrischen Feldern. Oberes Bild : Kritische Tempe-
raturen des ST-Systems mit µ = 0.5 aus der MF-Theorie mit der Einheit
der kritischen Temperatur des LJ-Systems als Funktion von E; unteres
Bild : Verschiebungen der kritischen Dichte des ST-Systems mit µ = 1.0
aus der MF-Theorie als Funktion von E. Die Symbole sind die Simula-
tionsergebnisse. Kreise: E = E(∞); Kreuze: E = Eext. Der statistische
Fehler ist auch vergleichbar mit der Gro¨ße der Symbole. In den beiden
Fa¨llen ist rcut = 0.8 fu¨r die MF-Theorie. Die kritischen Parameter des
LJ-Systems sind ρoc = 0.3 und T
o
c = 1.32.
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Felds fu¨r ein System mit µ = 0.5, 1.0 bei T = 1.2. Damit ko¨nnen wir feststellen, dass die
Vereinbarung zwischen der MF-Theorie und unserer Simulation recht vernu¨nftig ist. Im
Allgemeinen ist die Streuung der Simulationsergebnisse fu¨r konstantes ~Eext gro¨ßer als die
fu¨r konstantes ~E(∞). In beiden Fa¨llen wird jeder Punkt durch eine Simulation mit 1.5 ·106
MD-Schritten und einer Schrittweite von 3 ·10−3 erhalten. Von diesen werden 106 Schritte
zur Mittelung verwendet.
In den meisten Fa¨llen basieren Computer-Simulationen von dipolaren Flu¨ssigkeiten in ei-
nem a¨ußeren Feld ~Eo auf folgendem allgemeinen Ansatz. Das Feld wird durch −
∑
i ~µi · ~Eo
im Hamilton-Operator (Vgl. Gl. (2.1.18)) mit dem System verknu¨pft. Die Summe er-
streckt sich u¨ber alle Dipolmomente ~µi. Die Ewald-Summation wird bei der expliziten
Berechnung im Falle eines kugelfo¨rmigen Bereichs, welcher von einem Kontinuum (Di-
elektrizita¨tskonstante out) umgeben ist, verwendet. Das durchschnittliche Feld in der
Flu¨ssigkeit ~E (Maxwell-Feld) und ~Eo werden u¨ber ~E = ~Eo− 4pi ~P/(2out + 1) miteinander
verbunden. Diese Relation ist im Appendix A.2 des Buches von Flo¨hlich [66] hergelei-
tet. Die Dielektrizita¨tskonstante 2 in diesem Buch ist bei uns gleich Eins, da sie sich
auf ein zusa¨tzliches Kontinuum bezieht. Es sollte nicht mit in verwechselt werden. Die
Polarisation der Flu¨ssigkeit von dipolaren Teilchen ist durch 4pi ~P = (in − 1) ~E an das
Maxwell-Feld gebunden, wobei in die Dielektrizita¨tskonstante der Flu¨ssigkeit ist und so-
mit ~Eo = (2out + in)/(2out + 1) ~E gilt. In folgenden Literaturen wurde diese Methode
ausgewa¨hlt.
Eine vollsta¨ndige Liste u¨ber die Forschungen mit Computer-Simulation zur Untersuchung
der Verschiebung des kritischen Punktes einer reinen dipolaren Flu¨ssigkeit wird hier nach
unserem besten Wissen pra¨sentiert. Stevens und Grest haben die Gibbs-Ensemble-MC-
Simulationen in ihrer Arbeit [30] fu¨r die ST-Flu¨ssigkeit in einem Feld verwendet. Sie
nutzen die Randbedingungen mit du¨nner Metallfolie in den Simulationen. Und es folgt
~Eo = ~E = ~E
(∞) nach unserer vorherigen Diskussion. In der Arbeit [28] untersuchten
die Autoren mit der Gubbins-Pople-Stell-Sto¨rungstheorie und Computer-Simulation den
Einfluss von statischen elektrischen Feldern auf die Dampf-Flu¨ssigkeits-Koexistenz der
dipolaren DSS- und ST-Systeme. Ihr angelegtes Feld entspricht wieder E(∞), denn die
Simulationen wurden in der RF-Geometrie mit den leitfa¨higen Randbedingungen durch-
gefu¨hrt, wobei die spha¨rische Probe in einem Kontinuum mit einer unendlich großen
Dielektrizita¨tskonstante eingebettet ist. In der Arbeit [31] fu¨hren die Autoren die Gibbs-
Ensemble-Simulationen fu¨r die ST-Flu¨ssigkeit in einem Feld ~Eo durch. Die Autoren ver-
gleichen drei unterschiedliche Randbedingungen: i). mit du¨nner Metallfolie out =∞ folgt
~Eo = ~E; ii). falls out = in gilt, gilt es auch ~Eo = 3in(2in + 1)
−1 ~E; ii). im Vakuum
out = 1 gilt also ~Eo = (in + 2)/3 ~E. Die Autoren haben in ihrer Arbeit die kritische
Temperatur Tc nicht explizit berechnet. Trotzdem ist es mo¨glich, die relative Reihenfolge
von Tc in ihrer Abbildung 2 fu¨r die drei Randbedingungen zu vergleichen. Und Tc nimmt
genau in der Reihenfolge ab, wie wir es diskutiert haben. Außerdem liegt im Fall mit
abwesendem Feld die kritische Temperatur Tc(out = ∞) u¨ber Tc, wa¨hrend Tc(out = in)
nah an Tc ohne a¨ußeren Feld liegt. Dies steht im Einklang mit unserer Abbildung 4.17,
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Abbildung 4.18.: Die Einflu¨sse der a¨ußeren elektrischen Felder zur freien Energie der
ST-Flu¨ssigkeit aus der MF-Theorie. Oberes Bild : f = ∆F/(NT ) ge-
gen das Volumen V ; mittleres Bild : forient mittels dem ersten Term in
Gl. (A.0.12) berechnet gegen V ; unteres Bild : fDD mittels dem zweiten
Term in Gl. (A.0.12) berechnet gegen V . In allen Fa¨llen ist das ST-
System mit µ = 1.0 bei T = 1.2, und rcut = 0.8 fu¨r die MF-Theorie
realisiert. Die kritischen Parameter des LJ-Systems sind ρoc = 0.3 und
T oc = 1.32. Durchgezogene Linien: E
(∞) = 1 wird konstant gehalten;
gestrichelte Linien: Eext = 1 wird konstant gehalten; gepunktete Linien:
ohne a¨ußeres Feld.
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Abbildung 4.19.: Oberes Bild : Die durchschnittliche Orientierung der Dipole 〈cos θ〉 in
Bezug auf die Richtung des a¨ußeren elektrischen Felds gegen die Dichte ρ
fu¨r µ = 1 and T = 1.2. Durchgezogene Linien: MF-Theorie mit Hilfe der
Verteilungsfunktion (A.0.9); Kreise: Simulationsergebnisse bei E(∞) = 1;
Kreuze: Simulationsergebnisse bei Eext = 1. Unteres Bild : Analog zum
oberen Bild aber mit µ = 0.5, E(∞) = 50 und Eext = 50.
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wo die Kurven E = E(∞) und E = Ecav diesen beiden Fa¨llen entsprechen. Tc(out = 1)
ist niedriger als die kritische Temperatur ohne a¨ußeres Feld. Das erwarten wir gerade
nach unserer Diskussion u¨ber die Abbildung 4.17, da sich E mit zunehmender Dichte
verringert. In der Arbeit [32] erforschen die Autoren die DD-Wechselwirkungen der DHS-
Yukawa-Flu¨ssigkeit mit Hilfe der NPT-MC-Methode mit Testteilchen in Verbindung mit
den langreichweitigen Korrekturen der Reaktionsfeld und leitfa¨higen Randbedingungen.
Ihre Ergebnisse fu¨r ∆Tc entsprechen dem Fall mit ~Eo = ~E = ~E
(∞)-Feld. In Tabelle 4.3
listen wir die Simulationsergebnisse der kritischen Temperaturverschiebungen ∆T simc der
ST-Systme mit verschiedenen Dipolmomenten und Feldsta¨rken, die aus den oben vor-
gestellten Artikeln extrahiert sind, als eine Erga¨nzung zu unseren eigenen Ergebnissen
auf. Daru¨ber hinaus berechnen wir die entsprechenden ∆TMFc mit unserer einfachen MF-
Theorie, die mit den Simulationsdaten der Literaturquellen in guter U¨bereinstimmung
sind. Es muss aber beachtet werden, dass ∆Tc wessentlich kleiner als Tc ist, so dass die
Fehler bei der Bestimmung von Tc oft vergleichbar mit ∆Tc sind.
Es gibt zahlreiche theoretische Untersuchungen u¨ber die g-l-Koexistenz im dipolaren Fluid
unter dem Einfluß eines a¨ußeren elektrischen Felds. Nach unserer Kenntnis ist die erste
Arbeit u¨ber dieses Problem der Artikel [18]. Mit der Dichtefunktionaltheorie (DFT) be-
trachten die Autoren eine offenbar durch Vakuum umgebene, kugelfo¨rmige Flu¨ssigkeit
in einem Feld. Sie finden ein negatives ∆T bei dem erho¨hten Eo-Feld. Dies stimmt mit
unserer obigen Diskussion und dem Ergebnis im Fall mit out = 1 in der Arbeit [31] u¨ber-
ein. Andere Untersuchungen mit der Gubbins-Pople-Stell-Sto¨rungstheorie [21], DFT [22],
modifizierten MF-DFT [23] und selbstkonsistenten Theorien (bezogen auf mittlere spha¨-
rische Na¨herungen fu¨r die dipolare Yukawa-Flu¨ssigkeit) [24] sind viel komplizierter und
nicht ganz transparent. Aber sie bringen, außer der bereits erwa¨hnten Arbeit [19], kei-
ne offensichtlichen Verbesserungen gegenu¨ber der hier verwendeten einfachen Theorie.
Die Arbeit mit einer anderen einfachen Theorie [19] basiert auf dem Debye-Modell und
scheint schlechter als die hier verwendete Verfeinerung der Onsager-Theorie zu sein.
4.8. Landau-Lifschits-Theorie
In dem beru¨hmten Lehrbuch von Landau und Lifschitz [15] haben die Autoren die Ver-
schiebung der kritischen Parameter einer dielektrischen Substanz aufgrund des Einflusses
eines schwachen a¨ußeren elektrischen Felds als Aufgabe eingebracht. Es ist auch sehr
interessant, die im letzen Abschnitt diskutierte MF-Theorie u¨ber die Abha¨ngigkeit der
kritischen Parameter vom elektrischen Feld mit der Formulierung in dem Lehrbuch [15]
zu vergleichen. Wir wiederholen hier die Landau-Lifschitz(LL)-Theorie u¨ber ∆Tc und
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dru¨cken auch die Formel fu¨r ∆ρc explizit aus. D.h.,
∆Tc ≈ ρc,0E
2
8pi
(∂2/∂ρ2)Tc,0,E
(∂2P/∂ρ∂T )Tc,0,E=0
, (4.8.1)
∆ρc ≈ ∆Tc
[(
∂3/∂ρ3
)
Tc,0,E
/
(
∂2/∂ρ2
)
Tc,0,E
+ ρ−1c,0
] (∂2P/∂ρ∂T )Tc,0,E
(∂3P/∂ρ3)Tc,0,E=0
−∆Tc
(∂3P/∂T∂ρ2)Tc,0,E
(∂3P/∂ρ3)Tc,0,E=0
, (4.8.2)
wobei Tc,0 die kritische Temperatur des ST-Systems ohne a¨ußeres elektrisches Feld be-
zeichnet, also Tc,0 = Tc,E=0.
Die Voraussetzung fu¨r die Entwicklungen ist, dass das a¨ußere elektrische Feld sehr schwach
ist, so dass ∆Tc und ∆ρc auch klein sind. Das Feld E in der LL-Theorie ist a¨quivalent zu
unserem E(∞). Um die Ergebnisse mit den Ergebnissen in der Abbildung 4.17 vergleichen
zu ko¨nnen, berechnen wir den Nenner der Gl. (4.8.1) mit Hilfe der vdW-Theorie (4.5.7),
also (∂2P/∂ρ∂T )Tc,E=0,E=0 = 9/4. Dieser Wert ist etwa nur die Ha¨lfte von dem, was
wir aus den Simulationsdaten erhalten. Analog erhalten wir auch den Nenner der Gl.
(4.8.2), also (∂3P/∂ρ3)Tc,0,E=0 = 27Tc,0/(8ρ
2
c,0). Die Ableitungen im Za¨hler werden mit
Hilfe des Onsager-Ausdrucks fu¨r  in Gl. (A.0.17) mit α = 0 bestimmt. Zum Vergleich
von ∆Tc, zeigen wir das Ergebnis der LL-Theorie als gestrichelte Linie im oberen Bild
der Abbildung 4.20 gemeinsam mit dem bisherigen MF-Ergbenis fu¨r konstantes ~E(∞) aus
der Abb. 4.17. Die Abweichung tritt beim starken Feld auf, weil  in der Onsager-Theorie
selbst von E abha¨ngt. Diese Abha¨ngigkeit ist ausdru¨cklich in der Ableitung von Gl. (4.8.1)
ausgeschlossen. Im unteren Bild der Abbildung 4.20 ist die Dichteverschiebung ∆ρc aus der
LL-Theorie (4.8.2) im Vergleich mit den MF-Daten (Kreise) gezeigt. Da die MF-Theorie
nur numerisch gelo¨st werden kann und die Dichteverschiebung eigentlich auch ziemlich
klein ist, ko¨nnen wir nur ein paar diskrete Daten auswa¨hlen und in der Abbildung 4.20
eintragen. Aber die Ergebnisse aus beiden Theorien stimmen zumindestens bei kleinen
Feldsta¨rken sehr gut u¨berein.
4.9. Wa¨rmekapazita¨t in Gas- und Flu¨ssigkeitregion
Die Wa¨rmekapazita¨t ist eine messbare physikalische Gro¨ße und charakterisiert die Wa¨r-
memenge, die beno¨tigt wird, um eine vorgegebene Temperatura¨nderung des Systems zu
bewirken. Die Wa¨rmekapazita¨t ist in den meisten Systemen keine Konstante. Vielmehr
kommt es auf die Zustandsgro¨ßen des untersuchten thermodynamischen Systems an. Ins-
besondere ist diese von der Temperatur, dem Druck und der Dichte des Systems abha¨ngig.
Deswegen ko¨nnen verschiedene Messungen fu¨r die Wa¨rmekapazita¨t durchgefu¨hrt werden.
Am ha¨ufigsten werden die Messungen bei konstantem Druck oder konstantem Volumen
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Abbildung 4.20.: Die Verschiebungen der kritischen Parameter ∆Tc und ∆ρc gegen E
(∞)
fu¨r µ = 0.5. Oberes Bild: die Verschiebungen der kritischen Tempera-
tur ∆Tc gegen a¨ußer Feldgro¨ße. Durchgezognen Linie: aus unserer MF-
Theorie; gestrichelte Linie: aus der LL-Theorie im Buch [15]. Unteres
Bild: die Verschiebungen der kritischen Dichte ∆ρc gegen a¨ußer Feld-
gro¨ße. Kreise: aus unserer MF-Theorie; durchgezogne Linie: aus der LL-
Theorie im Buch [15].
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durchgefu¨hrt. Die so gemessenen Wa¨rmekapazita¨ten sind in der Regel mit dem Index P
oder V bezeichnet. Am ha¨ufigsten wird die Wa¨rmekapazita¨t von Gasen und Flu¨ssigkeiten
bei konstantem Volumen gemessen.
Die Abbildung 4.21 zeigt die spezifische isochore Wa¨rmekapazita¨ten cV = CV /N als Funk-
tionen der Teilchendichte in dem ST-System mit dem Dipolmoment µ = 1.0 ohne a¨ußeres
elektrisches Feld bei verschiedenen Temperaturen. Die Symbole in dieser Abbildung sind
die Ergebnisse aus den Simulationen und nach der Definition
CV =
∂E
∂T
∣∣∣∣
V
≈ E(T + ∆T )− E(T )
∆T
(4.9.1)
grob bestimmt worden. Bei den tiefen Temperaturen, die niedriger als die kritische Tem-
peratur sind, ko¨nnen keine gu¨ltigen Werte von CV im g-l-Koexistenzgebiet bestimmt wer-
den, da die Funktion der Wa¨rmekapazita¨t divergent in diesem Bereich ist. Wie das obere
Bild der Abbildung 4.21 zeigt, befindet sich bei relativ tiefen Temperaturen ein lokales
Maximum der spezifischen Wa¨rmekapazita¨ten in der Na¨he von ρ = 0.3. Die Position
dieses Maximums zeigt auch die g-l-kritische Dichte des Systems. Das lokale Maximum
verschwindet bei hohen Temperaturen. Mit zunehmender Dichte, ab ρ = 0.5, steigt die
spezifische Wa¨rmekapazita¨t schnell an. Diese Steigung ist im Einklang mit dem Ergebnis
aus der Quelle [67]. Außerdem beobachten wir, dass bei einer steigenden Temperatur cV
bei derselben Dichte kleiner wird. Dies stimmt auch quantitativ mit der Abbildung 3 in
der Quelle [68] u¨berein.
Aus der Thermodynamik sind fu¨r einen Prozess ohne Nicht-Volumenarbeit
dE = TdS − PdV, (4.9.2)
d(E − TS) = −SdT − PdV (4.9.3)
bekannt. Somit folgt
∂E
∂V
∣∣∣∣
T
= T
∂S
∂V
∣∣∣∣
T
− P (4.9.4)
und
∂(E − TS)
∂T
∣∣∣∣
V
= −S. (4.9.5)
Da d(E − TS) exakt differenzierbar ist, gilt (∂S/∂V )T = (∂P/∂T )V mit Hilfe der Gln.
(4.9.3) und (4.9.5). Nach Einsetzen in Gl. (4.9.4) folgt
∂E
∂V
∣∣∣∣
T
= T
∂P
∂T
∣∣∣∣
V
− P. (4.9.6)
Somit bekommen wir
∂CV
∂V
∣∣∣∣
T
= T
∂2P
∂T 2
∣∣∣∣
V
(4.9.7)
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Abbildung 4.21.: Oberes Bild : Die spezifische Wa¨rmekapazita¨t CV /N als Funktion der
Dichte ρ fu¨r das ST-System mit µ = 1.0 bei Abwesenheit des a¨ußeren
elektrischen Felds durch die Simulationen der Isothermen bei gegebenen
Temperaturen mit rcut = 4.0; Unteres Bild : Vergleich der Simulationser-
gebnisse mit den analytischen Werten der spezifischen Wa¨rmekapazita¨t
CV /N mit Hilfe der Virial-Entwicklung fu¨r das ST-System mit µ = 1.0.
Die Symbole sind die Ergebnisse aus den Simulationen. Die Linien sind
nach der Gl. (4.9.9) bestimmt worden.
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mit Hilfe der Definition der Wa¨rmekapazita¨t (4.9.1). Da die Zustandsgleichung durch
die Virial-Entwicklung dargestellt werden kann (siehe Gl. (4.2.1)),kann man bei niedriger
Dichte die Ableitung (4.9.7) mit Hilfe des zweiten Virial-Koeffizienten wie folgt schreiben:
T
∂2P
∂T 2
∣∣∣∣
V
≈ Tρ2
[
2
∂
∂T
BST2 (T )
∣∣∣∣
V
+ T
∂2
∂T 2
BST2 (T )
∣∣∣∣
V
]
, (4.9.8)
wobei BST2 den zweiten Virial-Koeffizienten des ST-Systems bezeichnet, der nach der Gl.
(4.2.13) mit α = 0 beschrieben werden kann. Durch die Integration auf beiden Seiten der
Gl. (4.9.7) und der Verwendung der Gl. (4.9.8) erha¨lt man die Formel fu¨r die Wa¨rmeka-
pazita¨t des ST-Systems:
CV − CidealV = −NρT
[
2
∂
∂T
BST2 + T
∂2
∂T 2
BST2
]
, (4.9.9)
wobei CidealV = 5N/2 die Wa¨rmekapazita¨t des idealen Gases ist. Das untere Bild in der
Abbildung 4.21 zeigt den Vergleich der simulierten und theoretischen Ergebnisse (nach Gl.
(4.9.9)) im Bereich der Gasphase. Zumindest bei niedrigen Dichten liegen die Ergebnisse
nah beieinander. Weiterhin haben wir die Simulationen mit verschiedenen a¨ußeren Fel-
dern bzw. verschiedenen Sta¨rken des Felds durchgefu¨hrt. Die eingeschalteten ~E(∞)- und
~Eext-Felder ko¨nnen die gesamte Form der spezifischen Wa¨rmekapazita¨ten bei konstantem
Volumen CV /N nicht vera¨ndern.
Normalerweise erscheint der sogenannte Finite-Size Effekt oft bei Forschungen mit den
Computer-Simulationen. Die Finite-Size Skalierung ist eine Methode, mit der durch die
Beobachtung der Messgro¨ßen bei variierender Systemgro¨ße die kritischen Exponenten und
die U¨bergangstemperatur bestimmt werden ko¨nnen. Die Skalierungsrelation fu¨r die Wa¨r-
mekapazita¨t kann durch
CV = ξ
α/ν · CV,0
(
L
ξ
)
(4.9.10)
mit den kritischen Exponenten α und ν mathematisch dargestellt werden, wobei
CV,0
(
L
ξ
)
∝

Konst., fu¨r ξ  L(
L
ξ
)α/ν
, fu¨r ξ → L
festlegt, wie die Wa¨rmekapazita¨t bei der kritischen Temperatur TC geschnitten wird. Da
die Korrelationsla¨nge ξ des unendlichen Systems noch unbekannt ist, definieren wir eine
neue Skalierungsfunktion C˜V
CV (t) = L
α/ν · C˜V
(
L1/νt
)
, (4.9.11)
um das Problem zu u¨berwinden, wobei t = (T − TC)/TC ist. Die Skalierungsfunktion C˜V
ist so konstruiert, dass sie unabha¨ngig von der Systemsgro¨ße ist, aber stark mit TC und
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Abbildung 4.22.: Finite-Size Skalierung der spezifischen Wa¨rmekapazita¨ten fu¨r das ST-
System mit µ = 1.0 bei jeweiligen kritischen Punkten in den Fa¨llen ohne
bzw. mit a¨ußeren Feldern. Die Symbole bezeichnen die Simulationsergeb-
nisse. Die geraden Linien sind die Anpassungen und ihre Neigungen sind
die gewu¨nschten Skalierungsexponenten α/(3ν). Kreise: in Abwesenheit
des a¨ußeren Felds; Quadrate: E(∞) = 2; Dreiecke: Eext = 2.
den kritischen Exponenten (d.h. α und ν) variiert. Wenn die richtigen Werte fu¨r die drei
Parameter gewa¨hlt werden, sollten die Daten fu¨r unterschiedliche Systemgro¨ßen auf einer
Kurve zusammenfallen.
Wir fu¨hren eine Reihe von Simulationen mit unterschiedlichen Teilchenanzahlen des ST-
Systems durch, um den Finite-Size Effekt in unserer Forschung u¨ber die spezifische iso-
chore Wa¨rmekapazita¨t zu bestimmen. Die Abbildung 4.22 zeigt die Finite-Size Skalierung
des ST-Systems mit Hilfe von
ln
CV
N
=
1
3
α
ν
lnN + konst. (4.9.12)
mit µ = 1.0 bei den kritischen Temperaturen in unterschiedlichen a¨ußeren Feldern. Wir
definieren α/(3ν) in obiger Formel als einen Skalierungsexponent. Falls die Temperatur
unseres beobachteten Systems in der Na¨he der kritischen Temperatur liegt, ist die Korre-
lationsla¨nge ξ vergleichbar mit der Systemgro¨ße L, die abha¨ngig von der Teilchenzahl mit
N = ρL3 im NVT-Ensemble ist. Die schwarzen Kreise zeigen unsere Simulationsergebnis-
se fu¨r das System in Abwesenheit des a¨ußeren elektrischen Felds. Ihre Anpassungslinie,
d.h., die schwarze gerade Linie, liefert einen Skalierungsexponenten mit α/(3ν) ≈ 0.060,
der mit dem Skalierungsexponenten fu¨r das 3D-Ising Modell, also α/(3ν) = 0.058 aus der
Quelle [69], u¨bereinstimmt. Allerdings sollten wir unseres Ergebnis mit der Abha¨ngigkeit
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Abbildung 4.23.: Die spezifische Wa¨rmekapazita¨t gegen N−1 fu¨r das ST-System mit µ =
1.0 bei T = 2.0 und der selben kritischen Dichte. Die Symbole und Linien
haben die selben Bedeutungen wie in der Abbildung 4.22.
der CV von der Systemgro¨ße bei der weit vom kritischen Punkt liegenden Temperatur
korrigiert werden. Die resultierende Steigung bei T = 2.0 ist rund 10% von 0.060. Deswe-
gen wu¨rde unsere resultierende Scha¨tzung des Skalierungsexponent α/(3ν) nah bei 0.054
sein.
Die Anwesenheit eines a¨ußeren Feldes a¨ndert dieses Verhalten. Die beiden Ergebnisse
fu¨r E 6= 0 in der Abbildung 4.22 zeigen deutlich unterschiedliche Steigungen. Wie die
rote Anpassungslinie in der Abbildung 4.22 zeigt, ist im a¨ußeren elektrischen Feld mit
E(∞) = 2 der Exponent fu¨r die ST-Flu¨ssigkeit etwa um 40% kleiner als beim 3D-Ising
Modell. Wegen des eingeschalteten ~E(∞)-Felds verringert die skalierte kritische Dichte die
Korrelationsla¨nge des ST-Systems. Dafu¨r ist die Verkleinerung des Skalierungsexponen-
ten verantwortlich. Im anderen Fall mit Eext = 2 erhalten wir fu¨r die ST-Flu¨ssigkeit
einen sehr starken Exponenten (α/(3ν) = 0.145). Dieses Ergebnis ist genau 2.5-mal gro¨-
ßer als im 3D-Ising Modell. Wir mo¨chten hier nochmal bemerken, dass wir immer noch
den g-l-kritischen Punkt statt des auch in der ST-Flu¨ssigkeit beobachteten ferroelektri-
schen U¨bergangs diskutieren. Nach unseren Kenntnisstand gibt es noch keine Diskussion
u¨ber die Auswirkung des (elektrischen) Feldes auf den kritischen Exponenten im Fall der
Bestimmung der g-l-kritischen Parameter in Gegenwart der (elektrischen) Felder.
Die Werte des kritschen Exponenten ha¨ngen im Wesentlichen von der Symmetrie der Ord-
nungsparameter, der Raum-Dimension und der Reichweite der Wechselwirkungen (lang
oder kurz) [70] ab. Die Reichweite der Wechselwirkungen zwischen den Teilchen kann
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durch die Bildung der reversiblen Aggregate beeinflusst werden. Die mo¨glicherweise langen
Ketten ko¨nnen u¨blicherweise in dipolare Flu¨ssigkeiten in Abha¨ngigkeit der thermodynami-
schen Bedingungen betroffen werden. Allerdings die (kleinen) mittleren Aggregatgro¨ßen,
die durch das Kriterium mit einer einfachen Entfernung zwischen den Teilchen bestimmt
werden, sind identisch innerhalb der Streuung in den Fa¨llen mit E = 0 und E(∞) = 2.0.
Die Gro¨ße im Fall mit Eext = 2.0 ist leicht erho¨ht. Deshalb darf man es im vorliegenden
Fall wahrscheinlich nicht so erkla¨ren, dass die Aggregatbildung den Interaktionsbereich
deutlich erho¨ht und zu der Anna¨herung an ein damit verbundenes MF-Verhalten fu¨hrt.
Das MF-Verhalten wu¨rde zu einem stark verringerten Skalierungsexponenten oder (im
Idealfall) Null-Steigung fu¨hren, die im Einklang mit dem E(∞) = 2.0-Ergebnis aber si-
cherlich nicht mit dem Eext = 2.0-Ergebnis wa¨re. Ein anderer Gedanke ko¨nnte so aussehen:
Die anisotropischen Wechselwirkungen (in z.B. magnetischen Systemen) fu¨hren zu einer
effektiven Verringerung der Dimension des Simulationsraums. Die Orientierungsordnung
wegen der a¨ußeren Felder verursacht sicherlich die Anisotropie. Obwohl die Anisotro-
pien unterschiedlich fu¨r E(∞) > 0 im Vergleich zu dem gegenu¨berstehenden Eext > 0
sind, wie in der Abbildung 4.19 gezeigt, scheint dieser Effekt nicht ausreichend, um die
in zwei verschiedenen Richtungen gezeigten Abweichungen der Skalierungsexponenten im
Vergleich zum Ergebnis fu¨r E = 0 zu verursachen. Weil die kritischen Parameter durch
die Simulationen nur ungefa¨hr (oder ziemlich grob) bestimmt werden ko¨nnen, ko¨nnen die
vermissten Korrekturen zum Skalierungsverfahren die beobachteten Neigungen beeinflus-
sen und verursachen die unterschiedlichen Abweichungen der Skalierungsexponenten im
Vergleich zum Fall ohne a¨ußeres Feld.
Wenn in der Simulation die Temperatur viel ho¨her als die kritische Temperatur des ST-
Systems eingestellt ist, ist die Korrelationsla¨nge klein im Vergleich zu der Kantenla¨nge
der Schachtel. Dies gilt in allen Fa¨llen mit oder ohne a¨ußerem elektrischen Feld. Des-
halb werden die Messungen der Wa¨rmekapazita¨t cV in allen Fa¨llen mit hoher Temperatur
nicht durch den Finit-Size Effekt beeinflusst. Die Messergebnisse sind vergleichbar mit
den Werten der unendlich großen Systeme. Durch die Simulationen bei T = 2.0 wissen
wir, dass die Skalierungsexponenten fu¨r die Wa¨rmekapazita¨ten des ST-Systems in den
drei Fa¨llen (ohne a¨ußeres Feld, oder jeweils mit E(∞) = 2 oder Eext = 2) nur etwa 10%
von denjenigen des 3D-Ising Modells betragen. Diese Exponenten liegen eigentlich inner-
halb des Fehlerbereich der MD-Simulation. Aus diesem Grund sind die Darstellungen der
Relationen von cV gegen N
−1 statt der logarithmischen Darstellungen in der Abbildung
4.23 gezeigt. Mit Hilfe der Trendextrapolation kann man jetzt mit der Abbildung 4.23 die
Wa¨rmekapazita¨t bei dieser Temperatur im Grenzfall N →∞ bestimmen. Die spezifische
Wa¨rmekapazita¨t bei konstantem Volumen cV (T = 2.0) fu¨r das unendliche ST-System mit
µ = 1.0 betra¨gt 2.865 in Abwesenheit des a¨ußen Felds, 3.226 mit E(∞) = 2 und 2.921 mit
Eext = 2.
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5. Das polarisierbare
Stockmayer-System im elektrischen
Feld
In der Natur ist die Polarisierbarkeit eine grundlegende Eigenschaft aller Atome und Mole-
ku¨le. Die Punkt-Polarisierbarkeit kann die makroskopischen Eigenschaften des Materials,
z. B. die Dielektrizita¨tseigenschaften und die kritischen Parameter, durch das induzierte
Moment beeinflussen. Als ein einfaches Modell fu¨r dipolare Flu¨ssigkeiten wurde das ST-
Modell seit Jahrzehnten sehr ha¨ufig sowohl theoretisch als auch mit Hilfe von Computersi-
mulationen untersucht. Dies liegt an dem vielfa¨ltigen und komplizierten Phasenverhalten,
welches sich aus der Addition der DD-Wechselwirkung und dem einfachen kurzreichweiti-
gen Potenzial ergibt. Die zusa¨tzliche Punkt-Polarisierbarkeit auf den Dipolen macht das
Modell komplexer, bringt es aber auch einen Schritte na¨her an reale Materialien. Obwohl
ein Simulationsprozess fu¨r das pST-Modell schon in den 70er Jahren des letzten Jahr-
hunderts in den Arbeiten von Vesely [2,3] bereitgestellt worden ist, wird das pST-Modell
wegen der Komplexita¨t seiner Berechnungen nicht ha¨ufig in wissenschaftlichen Arbeiten
erwa¨hnt.
Carnie und Patey [4] benutzten eine selbstkonsistente MF-Theorie (SCMF), um die po-
larisierbaren harten Kugeln mit Dipolen und tetraedrischen Quadrupolen zu studieren
und wandten diese in ihrer Forschung an flu¨ssigem Wasser an. Spa¨ter verglichen Cail-
lol [5] und Patey [6] die SCMF-Theorie mit ihren MD-Simulationsergebnissen u¨ber die
thermodynamischen und dielektrischen Eigenschaften einer polarisierbaren LJ-Flu¨ssigkeit
mit permanenten Dipol- und Quadrupolmomenten. Zur selben Zeit entwickelten Neu-
mann und Steinhauser [7] eine Reihe Formeln, um die Abha¨ngigkeit der Schwankungen
des Dipolmoments von den Randbedingungen in den Computer-Simulationen fu¨r die iso-
tropischen polarisierbaren polaren Systemen zu beschreiben. Mooil und seine Mitarbei-
ter [8,9] vero¨ffentlichten ihre Ergebnisse aus den MD-Simulationen der Gemische aus den
unpolarisierbaren ST- und polarisierbaren LJ-Teilchen mit Hilfe der Ewald-Summation fu¨r
die Bewertung der dipolaren Wechselwirkungen. Sie pra¨sentierten die thermodynamischen
und strukturellen Eigenschaften einschließlich der Dielektrizita¨tskonstanten der polarisier-
baren polaren Flu¨ssigkeiten aus den Polarisationsschwankungen in der Simulationszelle.
Ebenso wurden die thermodynamischen Eigenschaften der pST-Flu¨ssigkeit durch die MD-
Simulationen und durch die Sto¨rungstheorie von Kriebel und Winkelmann [11] untersucht.
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Millot [10] fu¨hrte umfangreiche MD-Studien fu¨r die statische Dielektrizita¨tskonstante in
der pST-Flu¨ssigkeit durch und verglich verschiedene Methoden fu¨r die Bewertung der
langreichweitigen Wechselwirkungen. Valisko´ [12] berichtete von seiner Untersuchung der
Dielektrizita¨tskonstanten in der pST-Flu¨ssigkeit mit Hilfe von MC-Simulation in Verbin-
dung mit der renormierten Sto¨rungstheorie. Vor kurzer Zeit entwickelte Moucˇka [13] ein
MC-Schema fu¨r voreingenommene Vielteilchensysteme, um die Systeme mit nichtadditiver
Weckselwirkungen zu studieren und testete das Schema in der pST-Flu¨ssigkeit.
Allerdings gibt es bisher nur wenige Arbeite, die sich auf die g-l-Phasenkoexistenzen der
polarisierbaren polaren Flu¨ssigkeiten konzentrieren. Kriebel und Winkelmann [14] studier-
ten die g-l-Gleichgewichte der ST-Flu¨ssigkeiten mit den polarisierbaren Dipolen anhand
einer Sto¨rungstheorie. Sie folgerten daraus, dass die kritischen Dichten mit der erho¨hten
Polarisierbarkeit leicht erho¨ht wurden. Durch großkanonische MC-Simulationen unter-
suchte Kiyohara [15] die Eigenschaften der Phasenkoexistenz in den pST-Flu¨ssigkeiten
mit den Dipolmomenten µ = 1, 2 und den Punkt-Polarisierbarkeiten α = 0.00, 0.03 und
0.06 in Abwesenheit eines a¨ußeren Felds. Die kritische Temperatur bzw. kritische Dichte
aus seiner Untersuchung stiegen auch mit der zunehmenden Polarisierbarkeit an.
In diesem Kapitel konzentrieren wir uns auch auf die dielektrischen und thermodynami-
schen Eigenschaften bzw. die g-l-Phasenkoexistenz der pST-Flu¨ssigkeiten. Zuerst unter-
suchen wir wieder die dielektrischen Eigenschaften der pST-Systeme, besonders in der
Anwesenheit der a¨ußeren elektrischen Felder. Das Punkt-Dipolmoment des pST-Teilchens
wird wegen seiner Polarisierbarkeit durch das lokale elektrische Feld vera¨ndert. Im zwei-
ten Teil dieses Kapitels wollen wir die Vera¨nderungen des effektiven Dipolmoments in
Abha¨nigkeit der Systemdichte, Temperatur und Feldsta¨rke genau diskutieren. Danach
beobachten wir die g-l-Phasenkoexistenzen der pST-Flu¨ssigkeiten in Ab- und Anwesen-
heiten a¨ußerer elektrischer Felder. Schließlich wird noch die isochore Wa¨rmekapazita¨t der
pST-Flu¨ssigkeit studiert.
5.1. Eigenschaften der Dielektrizita¨tskonstanten
Im Allgemeinen ist das Onsager-Modell (OE) eine gute Beschreibung fu¨r die dipolare
Wechselwirkung in einfachen Systemen, wenn der Parameter T/(ρµ2) etwa gleich oder
gro¨ßer als Eins [16] unter der Annahme α = 0 ist. Im Fall mit α 6= 0 muss man zuerst
die Gu¨ltigkeit des Onsager-Modells u¨berpru¨fen. Dazu braucht man eine Vergleichstheorie.
Neben der OE ist die Debye-Theorie eine bei vielen Wissenschaftler beliebte Methode, mit
der die dielektrische Struktur eines polaren Systems dargestellt werden kann. Im Debye-
Modell entha¨lt die Formel fu¨r das lokale Feld einen Term, der proportional zu 〈~m〉 statt
~m in der Gl. (A.0.1) ist. Der Unterschied zwischen den beiden Darstellungen ist schon in
der Arbeit von Bartke und Hentschke [16] genau diskutiert worden. Die dem lokalen Feld
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in der Mitte des Hohlraums zugrunde liegende Debye-Gleichung ist gegeben durch
~E
(D)
loc =
22 + 5+ 1
3(2ε+ 1)
~E(∞). (5.1.1)
Damit erhalten wir die volle Debye-Gleichung (FDE):
3
4piρ
− 1
+ 2
~E
(D)
loc = L(x)µ~ez + α~E(D)loc , (5.1.2)
wobei x = µE
(D)
loc /T gilt. Der Term L(x) in Gl. 5.1.2 ist wieder die Langevin-Funktion und
der Einheitsvektor ~ez ist parallel zum ~E
(D)
loc -Feld. Im Grenzfall
~E
(D)
loc → 0 oder µ2/T → 0,
erhalten wir die lineare Anna¨herung der Debye-Gleichung (LDE)
3
4piρ
− 1
+ 2
≈ 1
3T
µ2 +O(T−3µ4) ~E(D)2loc + α (5.1.3)
im Gegensatz zu FDE.
In der Abbildung 5.1 ist die inverse Suszeptibilita¨t als Funktion von Tr aus den OE,
LDE/FDE und den Simulationen aufgetragen. In der LDE wird die inverse Suszeptibili-
ta¨t durch χ−1 = 3Tr/(1 + 3αρTr) − 4pi/3 bestimmt. Mit Hilfe der LDE beobachten wir
im Fall ohne a¨ußeres elektrisches Feld eine Divergenz der dielektrischen Konstanten. Bei
Anwesenheit des a¨ußeren Felds du¨rfen wir nur die FDE einstellen, um die Dielektrizita¨ts-
konstante aus der Gl. (5.1.2) numerisch zu erhalten. Wie wir in der Abbildung 5.1 sehen
ko¨nnen, ist die OE fu¨r das pST-System bei Ab-/Anwesenheit des a¨ußeren Felds immer
noch eine gute Beschreibung der dipolaren Wechselwirkung, wenn die reduzierte Tempe-
ratur Tr gro¨ßer als eins ist. Die konkaven Teile der Simulationskurven zwischen Tr = 0.1
und 1.0 zeigen die Minima der inversen Suszeptibilita¨t bei den anderen Phasentrennungs-
punkten aufgrund der großen Dichte in diesem Bereich. Solche Minima sollten eigentlich
gar nicht existieren, weil die Suszeptibilita¨t bei Phasentrennungspunkt divergent ist. Aber
in einer Simulation liefert der Computer in diesem Fall einen ungleichgewichten Zustand
als Ergebnis. Trotzdem du¨rfen wir es immer noch schlußfolgern, dass die OE sehr gut
funktioniert, wenn die Temperatur Tr gro¨ßer als Eins ist.
Wir tragen die Dielektrizia¨tskonstante  der pST-Flu¨ssigkeit in Abha¨nigkeit vom Eext-Feld
mit Hilfe der MF-Theorie in der Abbildung 5.2 auf und vergleichen mit den ST-Systemen.
Die ganze Form der Kurve bleibt unvera¨ndert. Nur die absoluten Werte nehmen je nach
Sta¨rke der Punkt-Polarisierbarkeit ewtas zu. Auf jeden Fall sind die Dielektrizita¨tskon-
stanten der pST-Flu¨ssigkeiten aufgrund der zugenommenen effektiven Dipolmomente gro¨-
ßer als die in den ST-Systemen mit denselben permananten Dipolmomenten. Die Abbil-
dung 5.3 pra¨sentiert die Einflu¨sse der a¨ußeren elektrischen Felder zur Dielektrizita¨tskon-
stanten der ST- und pST-Flu¨ssigkeiten mit dem permanenten Dipolmoment µ = 0.5 aus
den Simulationen und der MF-Theorie in der Na¨he des kritischen Punkts des ST-Systems.
Die beobachtete Temperatur und Dichte sind in der Na¨he vom kritischen Punkt des ST-
Systems in Abwesenheit des a¨ußeren Felds. Die MF-Theorie ist eine gute Beschreibung
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Abbildung 5.1.: Inverse Suszeptibilita¨t χ−1 = 4pi/(−1) der pST-Flu¨ssigkeiten als Funkti-
on von der reduzierten Temperatur Tr = T/(ρµ
2) fu¨r das pST-System mit
µ = 1.0 und α = 0.01. Die Symbole entsprechen den Simulationsergebnis-
sen. Oberes Bild : Bei Abwesenheit des a¨ußeren elektrischen Felds; mittle-
res Bild : im Feld mit E(∞) = 2.0; unteres Bild : im Feld mit Eext = 2.0.
Durchgezogene Linien: aus OE; gestrichelte Linien: aus LDE (im oberen
Bild) und FDE (im mittleren und unteren Bild).
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Abbildung 5.2.: Die Dielektrizia¨tskonstante  der pST-Systeme in Abha¨ngigkeit desa¨uße-
ren elektrischen Felds Eext aus unserer Mean-Field-Theorie mit der Gl.
(A.0.16) bei ρ = 0.2 und T = 2.0. Durchgezogene Linien: Fu¨r die Syste-
me mit α = 0; gestrichelte Kurven: fu¨r die Systeme mit α = 0.05; untere
Kurven: fu¨r µ = 1; obere Kurven: fu¨r µ = 2. Der Radius des Hohlraums
fu¨r ein einzelnes Teilchen wird hier als rcut = 0.8 eingestellt.
fu¨r die Dielektrizita¨tskonstante  in Abha¨nigkeit vom elektrischen Feld. Die deutlichen
Abweichungen zwischen den Simulationen und der MF-Theorie treten nur bei großen Po-
larisierbarkeiten in starken a¨ußeren Felder auf, wo die strukturellen Korrelationen in der
pST-Flu¨ssigkeit sehr stark sind. Ein gutes Beispiel zur strukturellen Korrelation ist die
Herausbildung der reversiblen Aggregate (z.B. die Kettenbildung [17]). Deswegen konzen-
tieren wir uns, um zusa¨tzliche Komplexita¨ten in unseren Versuchen zu vermeiden, nur auf
die pST-Flu¨ssigkeiten mit großer Polarisierbarkeit (d.h., α = 0.08) in schwachen Feldern.
In der Abbildung 5.4 wird ein Beispiel fu¨r die Abha¨ngigkeit der statischen Dielektrizita¨ts-
konstanten  von den Dichten aus den Simulationen im Vergleich zu den entsprechenden
Ergebnissen aus der MF-Theorie gezeigt. Wie erwartet erho¨ht sich die statische Dielektrizi-
ta¨tskonstante mit der erho¨hten Punkt-Polarisierbarkeit des pST-Teilchens. Das induzierte
Dipolmoment ist verantwortlich fu¨r die Zunahme der statischen Dielektrizita¨tskonstanten.
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Der einzige Unterschied zwischen dem ST- und dem pST-Modell ist die Polarisierbarkeit
oder mit anderen Worten gesagt, der Bestandteil des gesamten Dipolmoments des Teil-
chens ~µges. Außerhalb des permanenten Dipolmoments, a¨hnlich wie beim ST-Teilchen,
gibt es noch das induzierte Dipolmoment ~pi = α~Ei. Hier nennen wir auch das mittlere ge-
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Abbildung 5.3.: Statische Dielektrizita¨tskonstante  der pST-Flu¨ssigkeit mit µ = 0.5 als
Funktion der a¨ußere Feldsta¨rke bei T = 2.50 und ρ = 0.313181. Die Sym-
bole sind aus den Simulationen. Die  in E = 0 wird in den Simulationen
durch Gl. (A.0.17) bestimmt. Offene Symbole: Eext = const.; gefu¨llte
Symbole: E(∞) = const.. Die Linien von unten nach oben werden durch
die MF-Theorie mit jeweils α = 0, 0.01, 0.02, 0.04, 0.08 aufgezeichnet.
Durchgezogene Linien: E = E(∞); gestrichelte Linien: E = Eext.
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Abbildung 5.4.: Statische Dielektrizita¨tskonstante  der pST-Flu¨ssigkeit mit µ = 0.5 als
Funktion der Systemdichte ρ bei T = 1.40 in Abwesenheit des a¨ußeren
elektrischen Felds. Die Symbole sind die Simulationsergebnisse. Kreise:
α = 0; Quadrate: α = 0.01; Rauten: α = 0.02; Dreiecke: α = 0.04;
umgekehrte Dreiecke: α = 0.08). Die Linien sind aus der MF-Theorie mit
jeweils α = 0, 0.01, 0.02, 0.04, 0.08 von unten nach oben.
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samte Dipolmoment des pST-Teilchens das effektive Dipolmoment µeff = µ+µind, wobei
µind = 〈p〉 ist. Als Beispiel ist die Polarisierbarkeit des Wassers ungefa¨hr 1.45·10−24cm3 im
SI-Einheitssystem. Wir ko¨nnen diese Zahl durch Multiplikation mit σ3 auf die aktuellen
LJ-Einheiten umrechnen, wobei σ der LJ-Parameter ist, der abha¨ngig vom verwendeten
Wasser-Modell ist. Das σ variiert von 3.154A˚ im Falle des SPC/E Wasser-Modells zu
2.65A˚ in einem relativ alten ST-Modell fu¨r Wasser. Je nachdem erha¨lt man α mit Werten
von 0.046 oder 0.08, die gerade in unserem Beobachtungsbereich liegen. Dies gilt auch fu¨r
andere kleine Moleku¨le. Wir ko¨nnen auch mit den Formeln in App. B das Dipolmoment
und die Feldsta¨rke, welche in SI-Einheit gegeben sind, in LJ-Einheit umrechnen. Dies geht
natu¨rlich auch umgekehrt.
Die Abbildung 6 in der Abeit [11] pra¨sentiert die effektiven Dipolmomente der verschiede-
nen pST-Flu¨ssigkeiten als eine Funktion der Systemdichte. Wir fu¨hren auch eine a¨hnliche
Forschung am Anfang aber bei relativ niedrigen Temperaturen durch. Zuna¨chst wird die
gute Konvergenz des effektiven Dipolmoments in unserer Simulation u¨berpru¨ft. In der
Simulation berechnen wir das induzierte Dipolmonent jedes Teilchens durch das Schema
~p
(k+1)
i = α
~Ei(~p
(k)
i ). In der Abbildung 5.5 sieht man schon ab 10
5 MD-Schritten ein sehr
gut konvergiertes effektives Dipolmoment des beobachteten pST-Systems. Beispielsweise
werden in der Abbildung 5.6 unsere Simulationsergebnisse fu¨r die induzieren Dipolmo-
mente in der pST-Flu¨ssigkeit mit µ = 1, α = 0.04 bei Abwesenheit des a¨ußeren Felds und
bei Temperaturen in der Na¨he der kritischen Temperatur des Systems aufgezeichnet. Die
versta¨rkten Kru¨mmungen der Kurven zwischen den Dichten 0.1 und 0.5 bei den Tempe-
raturen, die unter der kritischen Temperatur liegen, kommen aufgrund der Schwierigkeit,
die Zusta¨nde in den g-l-Koexistenzgebieten ins Gleichgewicht zu bringen, zustande. Die
starken Kru¨mmungen verschwinden allerdings bei hohen Temperaturen. Der Einfluß der
Temperatur auf das induzierte Dipolmoment ist nicht sehr stark. Die Abha¨nigkeit des
induzierten Dipolmoments von der Temperatur ist beispielsweise in der Abbildung 5.6
gezeigt. Das induzierte Dipolmoment sinkt mit der zunehmenden Temperatur bei einer
bestimmter Dichte ab.
Nun untersuchen wir auch den Einfluss eines a¨ußeren elektrischen Felds auf das induzierte
Dipolmoment. Die Abbildung 5.7 zeigt die induzierten Dipolmomente der pST-Flu¨ssigkeit
mit µ = 1, α = 0.04 bei der Temperatur T = 1.6, die ein bischen ho¨her als die kritische
Temperatur des beobachteten Systems in diesen Fa¨llen ist, als Funktionen der Dichte bei
Anwesenheit der unterschiedlichen a¨ußeren elektrischen Felder. Wir vergleichen sie auch
mit dem Fall ohne a¨ußeres Feld in der Abbildung 5.7. Bei niedrigen Dichten machen die
Einflu¨sse der Eext- und E(∞)-Felder praktisch keinen Unterschied. Mit ho¨heren Dichten
fallen die Kurven von Eext 6= 0 mit der Kurve von E = 0 wieder zusammen. Die Effekte der
E(∞)-Felder zum induzierten Dipolmoment sind bei hohen Dichten deutlicher und sta¨rker
als in den anderen Fa¨llen. Dieses Pha¨nomen taucht auch in der MF-Theorie auf. Die
Ergebnisse aus den Simulationen und der MF-Theorie sind im Einklang im du¨nnen Gas-
Bereich. Bei hoher Dichte stimmen die Daten nur qualitativ u¨berein. Wie in der Abbildung
5.8 gezeigt, bleibt das System in allen beobachteten Fa¨llen nicht nur bei niedrigen Dichten
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Abbildung 5.5.: Effektives Dipolmoment eines pST-Systems mit µ = 2 und α = 0.04
im Laufe der Simulation bei T = 2.0 und ρ = 0.3 bei Abwesenheit des
a¨ußeren Felds.
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Abbildung 5.6.: Induzierte Dipolmomente einer pST-Flu¨ssigkeit mit µ = 1, α = 0.04 und
N = 900 als Funktionen der Dichte und Temperatur bei Abwesenheit
des a¨ußeren Felds. Die Symbole sind aus den Simulationen mit jeweiligen
Temperaturen. Die Sterne im Bild: ρ = 0.075.
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sondern auch bei ziemlich ho¨hen Dichten immer noch homogen. Die Ursache dafu¨r ko¨nnen
nur die unterschiedlichen Orientierungseffekte der Eext- und E(∞)-Felder sein. A¨hnlich wie
wir im letzten Kapitel diskutiert haben, sind die Orientierungsvera¨nderungen in Bezug auf
die durchschnittliche Projektion von ~µges/µges auf die Richtung des a¨ußeren elektrischen
Felds abha¨ngig von der jeweiligen Art des a¨ußeren Felds. Die Polarisierbarkeit des pST-
Teilchens vera¨ndert den Zusammenhang, dass die Orientierung des Systems in einem E(∞)-
Feld mit der Erho¨hung der Dichte versta¨rkt wird, nicht und es tritt der umgekehrte Fall
auf, wenn ein Eext-Feld als Konstante im System eingebaut wird. Als ein Beispiel zeigen
wir in der Abbildung 5.9 die mittleren Orientierungen der pST-Flu¨ssigkeit mit µ = 0.5
und α = 0.02 jeweils in Eext = 10 und E(∞) = 10-Feldern bei T = 1.10 als Funktion
der Dichte. Die Vereinbarung zwischen der MF-Theorie und unseren Simulationen ist
noch recht gut. Die versta¨rkte Orientierung kann natu¨rlich das lokale Feld des Teilchens
erho¨hen. Deswegen fallen die Kurven mit Eext = const. und E = 0 bei hoher Dichte
wieder zusammen.
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Das induzierte Dipolmoment des pST-Teilchens kann natu¨rlich die kritischen Parame-
ter verschieben. Deswegen untersuchen wir zuerst allein den Effekt der Polarisierbarkeit
auf die Verschiebung des kritischen Punkts. Die Abbildung 5.10 zeigt die Verha¨ltnisse
der kritischen Parameter Tc/T
α=0
c und ρc/ρ
α=0
c als Funktion der Polarisierbarkeit α fu¨r
die pST-Systeme mit verschiedenen permanenten Dipolmomenten bei Abwesenheit des
a¨ußeren Felds. Sowohl die steigenden α als auch µ verschieben die kritische Tempera-
tur zu ho¨heren Werten. Unsere Ergebnisse sind in guter U¨bereinstimmung mit a¨lteren
Werten aus der Arbeit [15], wobei die Autoren die Histogramm-Neugewichtung-Methode
verwenden, um die kritischen Parameter zu bestimmen. Die Sterne im oberen Bild der Ab-
bildung 5.10 zeigen die Ergebnisse via renormierter Sto¨rungstheorie in der Quelle [14] fu¨r
die pST-Flu¨ssigkeit mit µ =
√
2. Die Werte liegen zwischen unseren Ergebnissen fu¨r die
pST-Systeme mit µ = 1.0 und 2.0. Obwohl keine Simulationen mit diesem Dipolmoment
in unserer Forschung durchgefu¨hrt wurden, erscheinen die Ergebnisse aus der Arbeit [14]
zumindest im Einklang mit unseren Simulationen. Die Ergebnisse fu¨r Tc/T
α=0
c gegen α
aus unserer eigenen MF-Theorie werden durch die durchgezogenen Linien im oberen Bild
der Abbildung 5.10 dargestellt. Sie stimmen nur qualitativ mit den Simulationen u¨berein.
Im Fall der kritischen Dichte sind die Verha¨ltnisse ρc/ρ
α=0
c weniger eindeutig. Wir tragen
die Ergebnisse aus den Simulationen und der MF-Theorie im unteren Bild der Abbildung
5.10 auf. Dies liegt daran, dass die Rechenfehler sehr erheblich sind. Dennoch sind die kri-
tischen Dichten fu¨r die Dipolmomente µ =1.0 und 2.0 erho¨ht. Dies steht im Einklang mit
den theoretischen Folgerung im Artikel [14]. Es scheint auch im Einklang mit den Simu-
lationsergebnissen im Artikel [15] zu sein, obwohl die Fehler der kritischen Dichten in der
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Abbildung 5.7.: Induzierte Dipolmomente eines pST-Systems mit µ = 1.0 und α = 0.04
als Funktionen der Dichte bei T = 1.6 in verschiedenen a¨ußeren elektri-
schen Feldern. Die Symbole sind aus den Simulationen. Offene Kreise:
bei Abwesenheit des a¨ußeren Felds; offene Quadrate: Eext = 1.0; offene
Dreiecke: Eext = 2.0; gefu¨llte Quadrate: E(∞) = 1.0; gefu¨llte Dreiecke:
E(∞) = 2.0. Die Linien sind durch die MF-Theorie bestimmt worden.
Die Feldsta¨rken der dargestellten Linien sind durch die entsprechenden
Farben der Symbole aus den Simualtionen dargestellt worden.
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Abbildung 5.8.: Simulationsschnappschu¨sse des pST-Systems mit µ = 1.0 und α = 0.04
in den Fa¨llen ohne bzw. mit a¨ußeren elektrischen Feldern bei T = 1.6.
Obere Bilder: E = 0, ρ = 0.0047 (links), ρ = 0.4101 (rechts); mittlere
Bilder: Eext = 2.0, ρ = 0.0047 (links), ρ = 0.4101 (rechts); untere Bilder:
E(∞) = 2.0, ρ = 0.0047 (links), ρ = 0.3891 (rechts).
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Abbildung 5.9.: Mittlere Orientierungen der pST-Teilchen mit µ = 0.5 und α = 0.02 in
Bezug auf die durchschnittliche Projektion von ~µges/µges auf die Richtung
der a¨ußeren elektrischen Felder als Funktionen der Dichte ρ bei T = 1.10.
Durchgezogene Linien: MF-Theorie; gefu¨llte Kreise: Simulationsergebnis-
se fu¨r E(∞) = 10; offene Kreise: Simulationsergebnisse fu¨r Eext = 10.
Arbeit [15] erheblich sind. Im Fall fu¨r das kleine Dipolmoment µ = 0.5 finden wir einen
leichten Ru¨ckgang der kritischen Dichte mit zunehmender Polarisierbarkeit. Dies steht im
Einklang mit unserer MF-Theorie, die in diesem Fall auch eine gute Vorhersage fu¨r die
Verschiebung der kritischen Temperatur ergibt. Unsere MF-Theorie versagt jedoch bei
der Beschreibung der zunehmenden kritischen Dichten ρc der pST-Systeme mit gro¨ßeren
Dipolmomenten. Wir finden hier in unserer Forschung, einschließlich der Untersuchung fu¨r
α = 0, die einzige qualitative Diskrepanz zwischen der Simulation und dieser einfachen
MF-Theorie. Wir schließen daraus, dass die in der MF-Beschreibung fehlenden strukturel-
len Zusammenha¨nge wahrscheinlich eine Ursache fu¨r die unterschiedlichen Auffassungen
sind. Die numerischen Daten der Abbildung 5.10 sind in Tabelle 5.1 zusammengestellt.
5.4. Phasenverschiebungen aufgrund der a¨ußeren
elektrischen Felder
Wir interessieren uns eigentlich fu¨r die Einflu¨sse der a¨ußeren elektrischen Felder auf die
kritischen Parameter der pST-Flu¨ssigkeiten. Die Abbildung 5.11 zeigt die ausgewa¨hlten
g-l-Koexistenzkurven aus den MD-Simulationen fu¨r µ = 0.5, α = 0.01 und µ = 1.0,
α = 0.04 in Verbindung mit der Maxwell-Konstruktion. Die vollsta¨ndigen Tabellen un-
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Abbildung 5.10.: Die Verha¨ltnisse Tc/T
α=0
c und ρc/ρ
α=0
c der pST-Flu¨ssigkeiten bei Abwe-
senheit des a¨ußeren elektrischen Felds als Funktion der Polarisierbarkeit
α. Die kritischen Parameter der entsprechenden ST-Flu¨ssigkeiten sind
durch Tα=0c und ρ
α=0
c gezeichnet worden. Die Symbole sind aus den Simu-
lationen. Die durchgezogenen Linien werden durch unsere MF-Theorie
berechnet. Offene Kreise: µ = 0.5; offene Quadrate: µ = 1.0; offene Drei-
ecke: µ = 2.0; gefu¨llte Quadrate: µ = 1.0 aus [15]; gefu¨llte Dreiecke:
µ = 2.0 aus [15]; Sterne: µ =
√
2 aus [14].
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α 0 0.01 0.02 0.04 0.08
µ = 0.2 Tc 1.313 1.318 1.320 1.321 1.322
ρc 0.313 0.308 0.308 0.308 0.307
µ = 0.5 Tc 1.346 1.348 1.347 1.355 1.370
ρc 0.310 0.309 0.308 0.307 0.306
µ = 1.0 Tc 1.445 1.463 1.466 1.490 1.564
ρc 0.309 0.309 0.309 0.310 0.313
µ = 2.0 Tc 2.087 2.152 2.217 2.372 -
ρc 0.269 0.278 0.281 0.286 -
Tabelle 5.1.: Kritische Parameter der pST-Flu¨ssigkeiten mit µ = 0.2, 0.5, 1.0, 2.0 und
α = 0, 0.01, 0.02, 0.04, 0.08 bei Abwesenheit des a¨ußeren elektrischen Felds.
serer Ergebnisse fu¨r ∆Tc = Tc(µ,E, α) − Tc(µ, 0, α) und ∆ρc = ρc(µ,E, α) − ρc(µ, 0, α),
wobei E = E(∞) oder E = Eext ist, ko¨nnen in Tabelle 5.2 fu¨r µ =0.5 und 1.0 gefunden
werden. Wir ko¨nnen daran sehen, dass der allgemeine Vergleich der kritischen Tempera-
turverschiebungen zwischen den Simulationen und der MF-Theorie ziemlich gut ist.
Die Verschiebungen der kritischen Temperatur und Dichte der pST-Flu¨ssigkeit mit µ = 0.5
und α = 0.04 sind als Beispiel in der Abbildung 5.12 zusammen mit den entsprechenden
MF-Voraussagen dargestellt. Die Simulationsergebnisse fu¨r große Eext-Feldsta¨rken sind
in der vorliegenden Arbeit nicht enthalten, da das System eher inhomogen erscheint und
man in den Simulationsschnappschu¨ssen leicht die großen reversiblen Aggregate und lan-
gen dicken Bu¨ndelstrukturen finden kann. Wir stellen fest, dass die Vorzeichen von ∆Tc
und ∆ρc davon abha¨ngen, welches Feld (E
(∞) oder Eext) konstant gehalten wird. Die-
se Feldabha¨ngigkeit ist schon im Detail im letzten Kapitel erkla¨rt worden. Im konstanten
Eext-Feld hat der Orientierungsbeitrag zur freien Energie forient mit der steigenden Dichte
zugenommen. Diese Zunahme wiederum verringert die vdW-Schleife im Vergleich zu dem
Fall ohne a¨ußeres Feld. Dies verursacht ein negatives ∆Tc. Auf der anderen Seite, wenn
E(∞) konstant gehalten wird, hat forient mit steigender Dichte abgenommen. Dadurch
wird die vdW-Schleife im Vergleich zu dem Fall ohne a¨ußeres Feld aber versta¨rkt, d.h.
das ∆Tc jetzt positiv ist. Die durchschnittliche Projektion von ~µ/µ in die Richtung des
elektrischen Felds fu¨r µ = 0.5 mit α = 0.02 bei T = 1.10 wurde schon in der Abbildung
5.9 zusammen mit den Voraussagen der MF-Theorie aufgezeichnet.
5.5. Isochore Wa¨rmekapazita¨t in der Gas- und
Flu¨ßigkeitsregion
Durch den im letzten Kapitel vorgestellten Algorithmus bestimmen wir wieder die spezifi-
schen isochoren Wa¨rmekapazita¨ten einer pST-Flu¨ssigkeit mit dem Dipolmoment µ = 1.0
und der Polarisierbarkeit α = 0.04 einmal bei Abwesenheit des a¨ußeren Feldes, dann in
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Abbildung 5.11.: Die g-l-Phasendiagramme der pST-Flu¨ssigkeiten aus den Simulationen
in der T − ρ-Ebene. Oberes Bild : µ = 0.5, α = 0.01; unteres Bild :
µ = 1.0, α = 0.04. Die Sterne bezeichnen die Positionen der kritischen
Punkte. Kreise: ohne a¨ußeres Feld; Dreiecke: E∞ wird konstant gehalten;
Quadrate: Eext wird als konstant gehalten. Der statistische Fehler ist
vergleichbar mit der Gro¨ße der Symbole.
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Abbildung 5.12.: Oberes Bild : die kritischen Temperaturen in der Einheit der LJ-
kritischen Temperatur als Funktionen von den jeweiligen a¨ußeren Fel-
dern. Unteres Bild : die Vera¨nderungen der kritischen Dichten als Funk-
tionen von jeweiligen E-Feldern. Die beobachtete pST-Flu¨ssigkeit ist
mit µ = 0.5 und α = 0.04. Die durchgezogenen Linien wurden durch
die MF-Theorie mit rcut = 0.8 numerisch bestimmt. Die LJ-kritische
Temperatur und die Dichte lauten T 0c = 1.32 und ρ
0
c = 0.3. Die Symbole
sind die Simulationsergebnisse. Gefu¨llte Kreise: E = E(∞); offene Kreise:
E = Eext. Der statistische Fehler ist wieder vergleichbar mit der Gro¨ße
der Symbole.
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µ = 0.5 E = E(∞) E = Eext
α E ∆T simc ∆T
MF
c ∆ρ
sim
c ∆ρ
MF
c ∆T
sim
c ∆T
MF
c ∆ρ
sim
c ∆ρ
MF
c
1.0 0.007 0.006 -0.002 -0.001 -0.006 -0.006 -0.003 0.001
2.0 0.013 0.017 -0.002 -0.001 -0.023 -0.025 -0.003 0.003
0.01 3.0 0.032 0.035 -0.004 -0.002 -0.051 -0.056 0.004 0.005
6.0 0.100 0.099 -0.004 -0.004
10.0 0.162 0.181 -0.007 -0.005
1.0 0.009 0.006 <0.001 0 <0.001 -0.007 0.001 0.001
2.0 0.023 0.023 -0.002 -0.001 -0.025 -0.029 0.002 0.004
0.02 3.0 0.049 0.047 -0.003 -0.002 -0.067 -0.067 0.010 0.007
6.0 0.136 0.139 -0.005 -0.004
10.0 0.245 0.272 -0.010 -0.007
1.0 0.010 0.010 0.001 -0.001 -0.008 -0.010 0.002 0.001
2.0 0.039 0.037 <0.001 -0.002 -0.040 -0.038 0.008 0.005
0.04 3.0 0.075 0.077 -0.003 -0.003 -0.102 -0.087 0.019 0.012
6.0 0.217 0.240 -0.012 -0.009
10.0 0.433 0.511 -0.016 -0.013
1.0 0.018 0.020 0.002 -0.002 -0.013 -0.013 0.005 0.003
2.0 0.074 0.077 0.002 -0.005 -0.057 -0.052 0.017 0.011
0.08 3.0 0.163 0.162 -0.006 -0.010
6.0 0.462 0.532 -0.015 -0.022
10.0 1.101 1.231 -0.027 -0.030
µ = 1.0 E = E(∞) E = Eext
α E ∆T simc ∆T
MF
c ∆ρ
sim
c ∆ρ
MF
c ∆T
sim
c ∆T
MF
c ∆ρ
sim
c ∆ρ
MF
c
1.0 0.022 0.025 -0.006 -0.001 -0.015 -0.014 0.010 0.004
2.0 0.067 0.084 -0.017 -0.004 -0.078 -0.055 0.024 0.019
0.01 3.0 0.106 0.153 -0.025 -0.006
6.0 0.248 0.344 -0.032 -0.006
10.0 0.428 0.548 -0.037 -0.004
1.0 0.016 0.029 -0.010 -0.001 -0.016 -0.014 0.008 0.007
2.0 0.070 0.097 -0.021 -0.006 -0.059 -0.056 0.028 0.022
0.02 3.0 0.125 0.178 -0.031 -0.008
6.0 0.311 0.416 -0.039 -0.010
10.0 0.542 0.699 -0.043 -0.006
1.0 0.031 0.037 -0.010 -0.004 -0.011 -0.015 0.006 0.002
2.0 0.088 0.126 -0.025 -0.010 -0.062 -0.056 0.035 0.019
0.04 3.0 0.166 0.234 -0.037 -0.013
6.0 0.440 0.581 -0.052 -0.016
10.0 0.855 1.056 -0.057 -0.014
1.0 0.032 0.060 -0.018 -0.008 -0.017 -0.015 0.011 0.005
2.0 0.135 0.202 -0.044 -0.016 -0.048 -0.056 0.034 0.025
0.08 3.0 0.287 0.382 -0.059 -0.021
6.0 0.884 1.015 -0.076 -0.024
10.0 1.962 2.027 -0.074 -0.021
Tabelle 5.2.: Verschiebungen der kritischen Parameter ∆Tc und ∆ρc der pST-Flu¨ssigkeit
mit den permanenten Dipolmomenten µ = 0.5, 0.1 und jeweiligen Polarisier-
barkeiten im konstanten E(∞)- oder Eext-Felde aus den Simulationen und der
MF-Theorie.
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Abbildung 5.13.: Die spezifische Wa¨rmekapazita¨t CV /N als Funktion der Dichte ρ fu¨r
pST-System mit µ = 1.0 und α = 0.04 bei Abwesenheit des a¨ußeren
elektrischen Felds durch die Simulationen der Isothermen bei gegebenen
Temperaturen mit rcut = 4.0.
den Felder mit Eext = 2.0 und E(∞) = 2.0. Wie in Abb. 5.13 gezeigt, ist die gesamte Form
der spezifischen Wa¨rmekapazita¨t CV /N als Funktion der Teilchendichte im pST-System
a¨hnlich wie in der ST-Flu¨ssigkeit. Aber die Skalierungsexponenten α/(3ν) weichen von
den Ergebnissen der ST-Flu¨ssigkeit im letzten Kapital relativ stark ab. Auf den kriti-
schen Punkten sind die Exponenten α/(3ν) in allen Fa¨llen kleiner als den in 3D-Ising
Modell. Im Fall ohne a¨ußeres Feld lautet dieser Exponent α/(3ν) ≈ 0.044. Es entspricht
nur knapp 76% demjenigen des 3D-Ising Modells. Im Feld E(∞) = 2.0 ist der Wert noch
schwa¨cher, und liegt bei ungefa¨hr 0.031. Im Feld Eext = 2.0 erhalten wir dieses Mal einen
sehr schwachen Skalierungsexponenten, also α/(3ν) ≈ 0.020. Die Skalierungen sind in
der Abbildung 5.14 dargestellt. Im pST-System sind die durchschnittlichen Kettenla¨ngen
dreimal gro¨ßer als die im ST-System. Wir mu¨ssen hier nochmal betonen, dass die Ab-
schneideradien in allen Berechnungen von CV als rcut = 4.0 eingestellt worden sind. Die
langen Ketten in dipolaren Flu¨ssigkeiten ko¨nnen die Reichweite der Wechselwirkungen
zwischen den Teilchen beeinflussen. Die a¨ußeren elektrischen Felder verkleinern die Ska-
lierungsexponenten weiterhin, da ihre anisotropischen Eigenschaften zu einer effektiven
Verringerung der Dimension des Systems fu¨hren sollen. Auf der anderen Seite beeinflus-
sen die nicht konvergierten Werten von CV bei niedrigen Temperaturen (also T < Tc) im
g-l-Koexistenzgebiet durch unser Bestimmungsverfahren die spezifischen Wa¨rmekapazita¨-
ten auf den kritischen Punkten sehr stark.
Bei der Temperatur T = 2.0, die schon weit von den kritischen Temperaturen in allen
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Abbildung 5.14.: Finite-Size Skalierung der spezifischen Wa¨rmekapazita¨ten fu¨r das pST-
System mit µ = 1.0 und α = 0.04 bei jeweiligen kritischen Punkten. Die
Symbole bezeichnen die Simulationsergebnisse. Die geraden Linien sind
die Anpassungen und ihre Neigungen sind die gewu¨nschten Skalierungs-
exponenten α/3ν. Kreise: in Abwesenheit des a¨ußeren Felds; Quadrate:
E(∞) = 2; Dreiecke: Eext = 2.
Fa¨llen entfernt ist, werden die Skalierungsexponenten stark zur Null hin reduziert. In
Abb. 5.15 tragen wir die Simulationsergebnisse von CV /N als eine Funktion von 1/N ein.
Durch Extrapolation unserer Ergenissen erhalten wir im Granzfall (ein unendlich großes
System) die spezifischen isochoren Wa¨rmekapazita¨ten cV = 2.89, 3.36 und 2.92 fu¨r jeweils
E = 0, E(∞) = 2.0 und Eext = 2.0 bei T = 2.0.
5.6. Diskussion der Fehlerbetrachtung
Bisher haben wir die systematischen Fehler der Simulationsergebnisse noch nicht genau
diskutiert. Im Prozess der Bestimmung der kritischen Parameter durch die Simulatio-
nen verursachen die folgenden Schritte unterschiedliche Beitra¨ge zu dem gesamten syste-
matischen Fehler: (i). Bestimmung der Isothermen durch die grundlegenden NVT-MD-
Simulationen (Die Simulationsergebnisse werden durch die Systemgro¨ße und den Interak-
tionsabschneideradius beeinflusst.); (ii). Anpassung der Simualtionsdaten fu¨r die Isother-
men mit einer pha¨nomenologischen Zustandsgleichung, um das Koexistenzgebiet in der
VdW-Schleife zu erhalten; (iii). Anpassung der Koexistenzdaten durch das Skalierungs-
gesetz mit den Exponenten der Ising-Universalita¨tsklasse. Vor allem fu¨hren die inter-
mittierenden Anpassungen insofern zu großen Schwierigkeiten bei der Betrachtung eines
Standardfehlers, als der wahre Wert durch die Fehlerbalken innerhalb einer bestimmten
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Abbildung 5.15.: Die spezifische Wa¨rmekapazita¨t gegen N−1 fu¨r das ST-System mit µ =
1.0 und α = 0.04 bei T = 2.0 und der selben kritischen Dichte. Die
Symbole und Linien haben dieselben Bedeutungen wie in der Abbildung
5.14.
Wahrscheinlichkeit gehalten wird.
Eine Alternative ist die explizite U¨berpru¨fung der Streuung der Koexistenzdaten bei un-
abha¨ngigen Bedingungen und/oder unterschiedlichen Parametern (z.B. unterschiedlichen
Feldsta¨rken und/oder Polarisierbarkeiten), wie Abbildung 5.11 zeigt. Diese Streuung lie-
fert ein Maß fu¨r die Auflo¨sung unserer Methode im Hinblick auf die Feldsta¨rke und Pola-
risation. Auf dem Niveau der Koexistenzkurven ist der Fehler vergleichbar mit der Gro¨ße
der Symbole in den Abbildungen, also rund 0.3% im Falle der kritischen Temperatur. Der
entsprechende Fehler fu¨r die kritische Dichte ist wegen der Flachheit der Koexistenzkur-
ve gro¨ßer (etwa 1% bis 2%) . Allerdings zeigt das obere Bild der Abbildung 5.10, dass
die kritischen Temperaturen von vo¨llig unabha¨ngigen Simulationen fu¨r unterschiedliche
Polarisationen mit jeweiligem permanenten Dipolmoment nur wenig Streuung zeigen und
in guter U¨bereinstimmung mit Ergebnissen aus anderen Gruppen mit verschiedenen Be-
rechnungsmethoden und Systemgro¨ßen sind. Die entsprechenden kritischen Dichten (im
unteren Bild der Abbildung 5.10) sind weniger sicher, aber unsere eigenen unabha¨ngigen
Ergebnisse fu¨r feste permanente Dipolmomente mit variierten Polarisierbarkeiten ko¨nnen
noch durch eine glatte Kurve innerhalb der Symbolbreite dargestellt werden. Hier ko¨nnte
die Abweichung von den Literaturwerten, die selbst auch nicht vollsta¨ndig u¨bereinstim-
mend sind, auf den systematischen Fehler, entweder in unserer eigenen Analyse oder den
Literaturdaten, zuru¨ckgefu¨hrt werden.
Die Analyse der Finite-Size-Skalierung fu¨r die Wa¨rmekapazita¨t in der Abbildung 5.15 1
1Nicht mit der Wirkung durch die Abschneide der kritischen Fluktuationen in der Abbildung 5.14
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Abbildung 5.16.: Finite-Size-Effekt bei der Bestimmung des g-l-Phasendiagramms und der
kritischen Parameter fu¨r die pST-Systeme mit µ = 1.0 und verschiedenen
Polarisierbarkeiten. Offene Symbole: α = 0.08; gefu¨llte Symbole: α =
0.02; Kreise: N = 200; Quadrate: N = 900; Sterne: kritische Punkte der
Systeme mit endlichen Teilchenzahlen; Dreiecke: kritische Punkte der
unendlich großen Systeme aus den Extrapolationen.
zeigt, dass sich das Ergebnis fu¨r N = 900 (unsere standard Systemgro¨ße) im schlimmsten
Fall um nur etwa 0.5% von der Extrapolation auf die unendlichen Systemgro¨ße unter-
scheidet. Falls wir diese Betrachtung auf die kritischen Parameter u¨bertragen, sollten sie
sich a¨hnlich verhalten. Somit sollte ein mit den obigen Prozentwerten vergleichbarer Wert
erhalten werden. Um diese Annahme zu untermauern, haben wir die Koexistenzkurven
fu¨r zwei Polarisationen in den Systemen mit 200 und 900 Teilchen berechnet. Durch die
Extrapolation auf unendlich große Teilchenzahlen mit einer etwas groben Scha¨tzung in
diesem Fall von nur zwei Systemgro¨ßen, ergeben sich die Dreiecke in Abbildung 5.16.
verwechselt werden.
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6. Das Dipol-weiche-Kugel-System im
elektrischen Feld
Kann allein die reine DD-Wechselwirkung, ohne weiteren Beitrag zur Anziehungskraft
zwischen den Teilchen, zur g-l-Koexistenz fu¨hren? Diese Frage wird schon seit langer Zeit
in wissenschaftlichen Arbeiten diskutiert. Aber bis heute gibt es immer noch keinen Kon-
sens. In den letzten zwanzig Jahren wurde die Abwesenheit eines g-l-kritischen Punkts in
Systemen, bestehend aus Teilchen mit DD-Wechselwirkung ohne weiteres Anziehungspo-
tential, in einer Reihe theoretischer Arbeiten behauptet [1–4]. Diese Schlussfolgerung steht
im Einklang mit Ergebnissen aus einigen Computer-Simulationen fu¨r dipolare Systeme.
Bei der Forschung mit Hilfe der NPT- und Gibbs-Ensemble-MC [5] hatte Caillol keinen
Erfolg einen g-l-U¨bergang in den DHS-Systemen zu finden. Diese Arbeit wurde durch eine
fru¨he MC-Arbeit [6] fu¨r ein DHS-System mit insgesamt 32 Teilchen motiviert, da die Auto-
ren in ihrer Arbeit behaupteten, dass eine g-l-Phasentrennung in diesem System existiere.
Van Leeuwen und Smit [7] untersuchten ein Modell mit dem modifizierten ST-Potenzial.
In ihrem Modell wurde der Anziehungsterm des SPs mit einem Vorfaktor λ multipli-
ziert. Im Grenzfall λ → 0 reduziert sich das Modell auf das DSS-Potenzial. Die Autoren
glaubten, dass es eine bestimmte Schwelle gebe und die g-l-Phasenseparation aufgrund
der Kettenbildung verschwinde, wenn λ kleiner als diese Schwelle sei. Gleichzeitig unter-
suchen Stevens und Grest [8] das DSS-System in einem angelegten a¨ußeren Feld. Obwohl
sie die g-l-Phasenkoexistenz fu¨r die Fa¨lle mit den a¨ußeren Felder beobachteten, folgerten
sie, dass die Koexistenz in Abwesenheit des Felds wahrscheinlich nicht auftrete. Szalai
und seine Mitarbeiter [9] verwendeten Computer-Simulationen, um die Thermodynamik
und strukturellen Eigenschaften der dipolaren Yukawa-harte-Kugel (DYHS)-Flu¨ssigkeit
zu untersuchen. Sie fanden heraus, dass die g-l-Koexistenz bei hohen Dipolmomenten
verschwand und die Kettenstrukturen in der flu¨ssigen Phase mit einer geringen Dichte
auftraten.
Auf der anderen Seite erhielten andere Forscher, durch genaue Untersuchungen neben der
Forschung von Ng und seinen Mitarbeiteren [6], ein gegenteiliges Resultat. McGrother
und Jackson [10] induzierten eine g-l-Koexistenz in einem harten-Kern-dipolaren System,
indem sie die Moleku¨le nicht mehr spha¨risch ließen, sondern harte spha¨rozylindrische Mo-
leku¨le mit zentralen longitudinalen Punktdipolen betrachteten. DHS sind wiederum durch
MC-Simulation in der Arbeit [11] von Camp und seinen Mitarbeitern untersucht worden.
Auf der Grundlage ihrer Berechnung fu¨r die Zustandsgleichung und die freie Energie fan-
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den die Autoren Hinweise fu¨r einen Phasenu¨bergang von einem isotropischen Fluid in ein
anderes isotropisches Fluid. Pshenichnikov und Mechonoschin verwendeten MC in ihrer
Arbeit [12], um das DHS-System mit offenen Randbedingungen zu simulieren. Sie be-
schra¨nkten die Teilchen durch die Anwendung eines zusa¨tzlichen Felds auf ein spha¨risches
Gebiet und beobachteten, je nach Sta¨rke der dipolaren Wechselwirkung, entweder eine
gasfo¨rmige Verteilung innerhalb dieser Region oder eindeutige Cluster. Sie interpretier-
ten dies als Hinweis auf eine Phasentrennung in dem DHS-System. Ganzenmu¨ller und
Camp [13] verfolgten die g-l-Koexistenz, wenn die geladenen harten Hanteln (CHD) in
dem beobachteten System durch die Verku¨rzung ihrer Hantella¨nge nach DHS-Modell re-
duziert sind. Durch die Einschnu¨rung der Ergebnisse aus den MC-Simulationen mit endli-
chen Hantella¨ngen erhielten sie in der Grenze zum DHS-Modell einen g-l-kritischen Punkt.
Vergleichbare Ergebnisse fu¨r ein a¨hnliches Modell mit einem weichen Anziehungspotential
werden in der Arbeit [15] pra¨sentiert. Almarza und seine Mitarbeiter [14] verwendeten die
MC-Methode, um eine Mischung aus harten Kugeln und DHS-Teilchen zu untersuchen. Sie
fanden die kritischen Parameter fu¨r das g-l-Gleichgewicht ebenfalls durch die Einschnu¨-
rung ihrer Mischung bis zur Grenze, bei der die neutralen harten Kugeln verschwinden.
Diese erhaltenen kritischen Parameter sind im Einklang mit der Berechnung in der Ar-
beit [13]. Kalyuzhnyi und seine Mitarbeiter [16] verwendeten auch MC-Methoden, um die
g-l-Koexistenz in der DYHS-Flu¨ssigkeit zu untersuchen. Der kritische Punkt der DHS-
Flu¨ssigkeit kann auch in dem Grenzfall verfolgt werden, dass die Sta¨rke des attraktiven
Yukawa-Potentials verringert wird. Die Autoren definierten einen Steuerparameter, mit
dem der Unterschied zwischen dem beobachteten DYHS-Modell und dem DHS-Modell
dargestellt werden konnte. Der kritische Punkt wurde weit unterhalb des in der fru¨he-
ren Arbeit [9] gefundenen Grenzwerts beobachtet. Die Fortsetzung [17] der obigen Arbeit
fu¨hrte jedoch zu dem Schluss, dass die Phasentrennung u¨ber einen kritischen Wert der
vorher genannten Parameter nicht beobachtet werden konnte.
In diesem Kapitel versuchen wir mit den MD-Simulationen, diese Frage in einem DSS-
System zu diskutieren. Aufgrund der eindeutigen Kettenbildung im DSS-System untersu-
chen wir zuerst die Beziehungen zwischen den Aggregationen und je nach Fall Feldsta¨rken
oder Systemdichten. Danach pra¨sentieren wir unsere Ergebnisse fu¨r die g-l-Koexistenz in
der DSS-Flu¨ssigkeit mit den unterschiedlichen a¨ußeren Feldern. Die aus der Literatur
stammenden, auf das DSS-System skalierten, g-l-kritischen Parameter werden im na¨ch-
sten Abschnitt mit unseren Ergebnissen verglichen und diskutiert. Schließlich pra¨sentieren
wir die spezifische Wa¨rmekapazita¨t bei konstanten Volumen als einen zusa¨tzlichen Hinweis
fu¨r die g-l-Phasenkoexistenz in der DSS-Flu¨ssigkeit.
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6.1. Ketten und Ringe im DSS-System
Wegen der Abwesenheit des attraktiven Terms im SP ist das DSS-System bei niedriger
Dichte schon in der flu¨ssigen Phase. Deswegen stellen wir in diesem Kapitel fu¨r alle Si-
mulationen rcut = 9.5 ein. Aber die Teilchenzahl N = 900 bleibt immer noch bestehen.
Wir finden in dem DSS-System nicht nur Ketten sondern auch Ringe. Die Abbildung
6.1 besteht aus einer Reihe von Simulationsschnappschu¨ssen, die die Konfigurationen mit
den niedrigen und hohen Dichten auf den Phasentrennungslinien in der Na¨he von Tc zei-
gen. Die beiden unteren Schnappschu¨sse sind fu¨r den Fall im Feld mit E(∞) = 0.5. Die
Strukturen sind a¨hnlich zu den entsprechenden Darstellungen von Stevens und Grest [8]
fu¨r H∗ = 1.0, oder E(∞) ≈ 0.22, wenn die Feldsta¨rke auf unser System u¨bertragen wird.
Die Umrechnung wird im folgenden Abschnitt 6.3 genau erkla¨rt. Wenn die Feldsta¨rke
verringert wird, kann man die Abnahme des Orientierungsgrades beobachten. Auf der
Seite mit geringer Dichte erscheinen die ku¨rzeren Ketten oder linearen Aggregate. Wird
die Feldsta¨rke weiter reduziert, bis nahe an den Grenzfall mit E = 0, so erha¨lt man aus
den Monomeren des pST-Teilchens kleine Ringe oder Schlaufen in der Umgebung. Da die
Koexistenzkurven der DSS-Flu¨ssigkeit im schwachen a¨ußeren Feld sogar ohne Feld in der
Na¨he von Tc sehr flach sind, wie spa¨ter in der Abbildung 6.6 gezeigt ist, stellen wir fest,
dass man bei etwas ho¨herer Temperatur in einem von den Monomer dominierten Hin-
tergrund mehr und gro¨ßere Schleifen beobachten kann. Anstatt linearer Aggregate treten
die Schleifen bei kleinen Feldsta¨rken und niedrigen Aggregatzahlen in Erscheinung, weil
der Energiegewinn einer zusa¨tzlichen reversiblen Bindung den Entropieverlust u¨berwiegt
(vgl. Ref. [20].).
Die Abbildung 6.2 zeigt die Werte der durchschnittlichen Aggregatgro¨ße < L > als
Funktion vom E(∞)-Feld bei der jeweiligen kritischen Dichte und Temperatur der DSS-
Flu¨ssigkeit. Es gibt eine ausgepra¨gte und erwartete Steigerung von < L >, wenn die
E(∞)-Feldsta¨rke vermindert wird. Die durchschnittliche Aggregatgro¨ße erho¨ht sich, aber
anscheinend ist sie im Grenzfall mit E(∞) → 0 nicht divergent. Wir entscheiden, ob zwei
Teilchen miteinander Nachbarn im gleichen Aggregat sind, mit Hilfe eines Distanzkriteri-
ums. Zwei Dipole sind Nachbarn, genau dann wenn ihr Abstand kleiner als ro ist. Obwohl
sich der Wert des Abstands ro auf das Ergebnis von < L > auswirkt, wie das Beispiel in
der Abbildung 6.2 zeigt, ha¨ngen die allgemeinen Schlussfolgerungen, innerhalb eines an-
gemessenen Bereiches, nicht von ro ab. Wenn ro zu klein ist, werden keine benachbarten
Teilchen gefunden. Fu¨r ein zu großes ro, besonders im Fall nah bei ρ
−1/3, geht die Unter-
scheidung zwischen den Aggregaten verloren. Hier verwenden wir ro = 2.0. Wir mu¨ssen
noch betonen, dass < L > die Monomere umschliest, d.h., < L >= 1. Wir stellen auch
fest, dass die Anzahlen der Ringe und der Ketten in der Na¨he von E(∞) = 0 vergleichbar
sind. In der Abbildung 6.3 sind die mittleren Anzahlen < n > der Monomere, Ketten und
Ringe als Funktionen vom E(∞)-Feld aufgetragen. Die mittleren Anzahlen der Monomere
und Ketten sind fast u¨berall gleich. Sie nehmen bei schwacher Feldsta¨rke sehr schnell zu
und konvergieren bei einem starken Feld langsam gegen eine Konstante. Umgekehrt sinkt
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Abbildung 6.1.: Simulationsschnappschu¨sse entlang der Koexistenzkurven der DSS-
Flu¨ssigkeit in der Na¨he der jeweiligen kritischen Temperaturen. Obere
Bilder: E(∞) = 0.005, T = 0.064, ρ = 0.0001219 (links), ρ = 0.01218
(rechts); mittlere Bilder: E(∞) = 0.05, T = 0.076, ρ = 0.00157 (links),
ρ = 0.00954 (rechts); untere Bilder: E(∞) = 0.5, T = 0.114, ρ = 0.0129
(links), ρ = 0.0202 (rechts).
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Abbildung 6.2.: Durchschnittliche Aggregatgro¨ßen < L > der DSS-Flu¨ssigkeit als Funk-
tion vom E(∞)-Feld an den kritischen Punkten. Einschubsbild: < L >
gegen ro im Feld E
(∞) = 0.1.
die mittlere Anzahl der Ringe zuerst ab und konvergiert anscheinend ebenfalls gegen eine
niedrigere Konstante.
6.2. g-l-Phasenkoexistenz in der DSS-Flu¨ssigkeit
Wir verwenden wieder das NVT-Ensemble und benutzen die Maxwell-Konstruktion, um
die kritischen Parameter des DSS-Systems mit µ = 1.0 zu bestimmen. In der Arbeit von
Stevens und Grest [8] wird die g-l-Phasenkoexistenz der DSS-Flu¨ssigkeit in einem a¨ußeren
magnetischen Feld vorgestellt. Deswegen ist es wahrscheinlich besser, von diesem Punkt
auszugehen. Die Isothermen der DSS-Flu¨ssigkeit in den Feldern E(∞) = 0.5 und 0.05
werden in der Abbildung 6.4 gezeigt. Man kann hier bei tiefen Temperaturen sehr deutlich
die vdW-Schleifen sehen. Die Schleifen verschwinden wieder bei hohen Temperaturen, wie
wir gehofft hatten. Das niedrigste magnetische Feld in der Arbeit von Stevens und Grest [8]
ist H = 0.25, das in unserer Forschung E(∞) ≈ 0.0543 entspricht. Weiterhin versuchen wir
das System ohne a¨ußeres Feld zu simulieren. Das linke Bild in der Abbildung 6.5 zeigt die
Isothermen der DSS-Flu¨ssigkeit bei Abwesenheit des a¨ußeren Felds. Trotz relativ großer
Streuung sind die vdW-Schleifen bei niedrigen Temperaturen immer noch erkennbar, d.h.,
es gibt tatsa¨chlich die g-l-Phasenkoexistenz im DSS-System ohne a¨ußeres Feld. Und wie
in diesem Bild gezeigt ist, verschwindet die Schleife bei T = 0.064. Mit Hilfe der Maxwell-
Konstruktion bestimmen wir im rechten Bild der Abbildung 6.5 das Phasen-Diagramm
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Abbildung 6.3.: Durchschnittliche Anzahl der verschiedenen Aggregate < n > im DSS-
System als Funktion vom E(∞)-Feld an den kritischen Punkten. Kreise:
Gesamte Anzahl aller Aggregate; Quadrate: Anzahl der Ringe; Dreiecke:
Anzahl der Ketten; Kreuze: Anzahl der Monomere.
der DSS-Flu¨ssigkeit bei Abwesenheit des a¨ußeren Felds. Die Hutform ist nicht wie bei
den ST-Fu¨ssigkeiten. Das Gebiet fu¨r die Gas-Phase ist ziemlich schmal. Deswegen ist die
Phasenkoexistenz in diesem Fall sehr schwer zu entdecken. Die kritische Temperatur und
Dichte lauten Tc = 0.0631 und ρc = 0.0033. Mit der erweiterten E
(∞)-Feldsta¨rke vera¨ndert
sich die Hutform des Phasendiagramms der DSS-Flu¨ssigkeit allma¨hlich zu der Form des
ST-Systems und zwar ist das Gebiet der reinen Gasphase immer gro¨ßer. Wir zeigen diesen
Vera¨nderungsprozess in der Abbildung 6.6.
Wie in den letzten beiden Kapitel diskutiert, verschiebt das a¨ußere elektrische Feld die
kritischen Parameter je nach Verwendung des Felds in verschiedene Richtungen. In Ta-
belle 6.1 listen wir die kritischen Parameter aus unseren Simulationen auf. Die Abbildung
6.7 pra¨sentiert die kritische Temperatur Tc und die kritische Dichte ρc als Funktionen
der a¨ußeren Feldsta¨rke. Im Fall fu¨r E = E(∞) erhalten wir eine monoton abnehmende
Funktion fu¨r Tc. Dies ist qualitativ identisch mit den entsprechenden Ergebnissen fu¨r
die ST- und pST-Systeme, die in den letzten zwei Kapiteln schon erkla¨rt wurden. Aller-
dings besteht der Unterschied, des viel niedrigeren Werts von Tc, aufgrund der teilweise
fehlenden Attraktionskraft zwischen den Teilchen. Zusa¨tzlich ist die quadratische Regel
fu¨r den Anstieg von Tc, welcher sich aus der LL-Theorie [18] ergibt, bei kleineren Feld-
sta¨rken als im ST-System nicht mehr gu¨ltig. Die eingesetzten Bilder in der Abbildung
6.7 enthalten die Vera¨nderungen der kritischen Parameter ∆Tc und ∆ρc nach den E
(∞)-
Feldsta¨rken. In der Abbildung 4.20 sieht man die gute U¨bereinstimmung zwischen den
LL- und MF-Theorien fu¨r das ST-System. Leider gilt die MF-Theorie hier nicht mehr.
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Abbildung 6.4.: Isotherme der DSS-Flu¨ssigkeit mit µ = 1.0 in unterschiedlichen E(∞)-
Feldern. Links: E(∞) = 0.5; rechts: E(∞) = 0.05. Die Symbole sind die
Ergebnisse aus den Simulationen. Die Linien sind die Anpassungslinien
mit Hilfe der modifizierten vdW-Zustandsgleichung 4.5.8.
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Abbildung 6.5.: Isotherme und Phasendiagramm der DSS-Flu¨ssigkeit mit µ = 1.0 bei
Abwesenheit des a¨ußeren Felds. Links : Isotherme. Die Symbole sind die
Simulationsergebnisse. Die Linien sind die Anpassungslinien mit Hilfe der
modifizierten vdW-Zustandsgleichung (4.5.8). Rechts: Phasendiagramm.
Die Kreise sind durch die Maxwell-Konstruktion an den Isothermen be-
stimmt worden. Der rote Stein zeigt die Position des kritischen Punkts
der DSS-Flu¨ssigkeit bei Abwesenheit des a¨ußeren Felds. Die Linien sind
die Anpassungslinien mit Hilfe der Gln. (4.5.16) und (4.5.17).
152 6. Das Dipol-weiche-Kugel-System im elektrischen Feld
0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
ρ
0.13
0.132
0.134
0.136
0.138
0.14
T E(∞)=1.0
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04
ρ
0.1
0.102
0.104
0.106
0.108
0.11
0.112
0.114
0.116
T E(∞)=0.5
0 0.005 0.01 0.015 0.02 0.025 0.03
ρ
0.081
0.084
0.087
0.09
0.093
0.096
0.099
0.102
T E(∞)=0.3
0 0.003 0.006 0.009 0.012 0.015 0.018 0.021 0.024
ρ
0.078
0.081
0.084
0.087
0.09
0.093
0.096
T E(∞)=0.2
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016
ρ
0.07
0.072
0.074
0.076
0.078
0.08
0.082
0.084
0.086
T E(∞)=0.1
0 0.002 0.004 0.006 0.008 0.01 0.012
ρ
0.06
0.063
0.066
0.069
0.072
0.075
0.078
T E(∞)=0.05
0 0.002 0.004 0.006 0.008 0.01
ρ
0.058
0.06
0.062
0.064
0.066
0.068
0.07
T E(∞)=0.025
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014
ρ
0.052
0.054
0.056
0.058
0.06
0.062
0.064
0.066
0.068
T E(∞)=0.015
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016
ρ
0.052
0.054
0.056
0.058
0.06
0.062
0.064
0.066
0.068
T E(∞)=0.005
Abbildung 6.6.: Phasendiagramme der DSS-Flu¨ssigkeit mit µ = 1.0 in den E(∞)-Feldern
mit verschiedenen Feldsta¨rken wie in den Bildern markiert. Alle Krei-
se sind durch die Maxwell-Konstruktion mit der vdW-Zustandsgleichung
(4.5.8) festgelegt worden. Die Sterne bezeichnen die kritischen Punkte fu¨r
die jeweilige Feldstra¨rke. Die Linien sind die Anpassungen mit Hilfe der
Formeln (4.5.16) und (4.5.17).
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E(∞) Tc ρc Eext Tc
0 0.0631 0.0033 0.01 0.06±0.005
0.005 0.0642 0.0034 0.025 0.05±0.005
0.015 0.0667 0.0039 0.05 0.04±0.005
0.025 0.0701 0.0046
0.05 0.0784 0.0057
0.1 0.0854 0.0073
0.2 0.0953 0.0100
0.3 0.1007 0.0120
0.5 0.1142 0.0171
Tabelle 6.1.: Die kritischen Parameter der DSS-Flu¨ssigkeit mit µ = 1.0 bei Abwesenheit
und Anwesenheit der a¨ußeren elektrischen Feldern aus den MD-Simulationen.
Der Faktor fu¨r die kritische Kompressibilita¨t des ST-Systems liegt ungefa¨hr bei 0.35. Die-
ser Wert gibt das Verhalten einer einfachen Flu¨ssigkeit an. Im Vergleich zum ST-System
ist der Kompressibilita¨tsfaktor des DSS-Systems viel kleiner (≈ 0.04). Dies kann durch
die Flory-Zustandsformel fu¨r die reversiblen Dipolketten [19] erkla¨rt werden. Durch diese
Theorie erha¨lt man die Abha¨ngigkeit des Kompressibilita¨tsfaktors von der Kettenla¨nge
n fu¨r die reversiblen langen Ketten. Allerdings beru¨cksichtigt die Onsager-Theorie keine
Kettenbildung der Dipole. Deswegen sind die MF-Theorie hier nicht im Einklang mit der
LL-Theorie fu¨r die DSS-Flu¨ssigkeit.
Die Abbildung 6.7 entha¨lt auch die kritischen Temperaturen fu¨r die Fa¨lle mit festgehal-
tetem Eext-Feld. Wir haben im vorherigen Kapitel fu¨r die ST-Flu¨ssigkeit schon gezeigt,
dass ein von Null verschiedenes Eext zu einer kleineren kritischen Temperatur fu¨hrt. Hier
kann dieses Pha¨nomen im Prinzip an der Einschnu¨rung der kritischen Temperatur der
DSS-Flu¨ssigkeit verwendet werden. Es ist jedoch numerisch unmo¨glich die vdW-Schleifen
bei konstantem Eext-Feld zu erhalten, damit sowohl die kritische Temperatur als auch die
kritische Dichte bestimmt werden ko¨nnen. Allerdings ist es immer noch mo¨glich, einen
Druckabfall bei den Isothermen in der Na¨he der kritischen Temperatur zu beobachten, so
dass man zumindest Tc abscha¨tzen kann. Die Abscha¨tzungen der kritischen Temperaturen
der DSS-Flu¨ssigkeit in einem konstanten Eext-Feld werden als Kreuze in der Abbildung
6.7 dargestellt.
6.3. Skalierte kritische Parameter aus der Literatur
In der Abbildung 6.7 werden die Simulationsergebnisse aus der Arbeit von Stevens und
Grest [8] aufgetragen. Die beiden Autoren untersuchten die g-l-Phasenkoexistenz der DSS-
Flu¨ssigkeit mit µ = 2.5 in den bestimmten a¨ußeren magnetischen Feldern. Um ihre Er-
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Abbildung 6.7.: Kritische Parameter der DSS-Flu¨ssigkeit als Funktion des a¨ußeren elek-
trischen Felds. Linkes Bild : ; rechtes Bild : ; eingesetzte Bilder : . Offene
Kreise: die kritische Temperatur und Dichte bzw. ihre Verschiebungen im
E(∞)-Felde; offene Quadrate: die kritischen Parameter aus der Arbeit [8];
Kreuze: die gescha¨tzten kritischen Temperaturen im Eext-Feld.
gebnisse mit unseren Daten zu vergleichen, mu¨ssen wir sie nach unserem hier diskutierten
System ausrichten, d.h., die Daten fu¨r das DSS-System mit µl = 2.5 werden nach µ = 1.0
umgerechnet. Hier werden alle Daten aus der Literatur mit dem Index “l” gekennzeichnet.
Die Umrechnung von einem DSS-System in ein anderes DSS-System erfordert die Inva-
rianz des NVT-Boltzmann-Faktors. Deswegen definieren wir einen Parameter λ = µl/µ.
In diesem Fall gilt λ = 2.5. Die wichtigen Daten ko¨nnen jetzt nach folgenden Formeln
bestimmt werden: T = λ−8/3Tl, E(∞) = λ−5/3Hl und ρ = λ−2/3ρl. Die Abha¨ngigkeit der
umgerechneten kritischen Temperaturen von den a¨ußeren Feldern sind in einer angemesse-
nen U¨bereinstimmung mit unseren Ergebnissen. Jedoch gibt es, wenn die Feldsta¨rke klein
ist, erhebliche Abweichungen im Fall der kritischen Dichte. Dies kann durch das Problem
der Stichprobe im MC-Algorithmus fu¨r das Gibbs-Ensemble verursacht werden. Die MC-
Simulationen im Gibbs-Ensemble und auch im jetzt sehr ha¨ufig verwendeten großkanoni-
schen Ensemble haben immer das Problem, ein Teilchen mit geringer Wahrscheinlichkeit
in/aus dem großen Cluster einzufu¨gen oder zu lo¨schen. Das Problem kann durch die vor-
eingenommene Orientierung des Teilchens reduziert werden. Dies ist aber nicht einfach, da
kein systematisches Schema zur Verfu¨gung steht. Die hier benutzte MD-Simulation kann
allerdings das obige Problem vermeiden. Daru¨ber hinaus sind, um mo¨gliche Abweichun-
gen zu erkennen, alle Isotherme entlang beider Richtungen simuliert, d.h., von niedriger
Dichte zu hoher Dichte und umgekehrt. Es gibt aber keinen ultimativen Beweis, dass lange
Relaxationszeiten mit erweiterten Aggregaten das Ergebnis nicht beeinflussen.
In Tabelle 6.2 fassen wir die g-l-kritischen Daten der dipolaren Systeme aus den kugelfo¨r-
migen Teilchen in den fru¨heren Versuchen einschließlich unserer gegenwa¨rtigen Ergebnisse
zusammen. Die Autoren der Arbeiten [6, 13–15] behaupteten, dass ein kritischer Punkt
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im DSS/DHS-System gefunden wurde. Die anderen Autoren fanden auch einen kritischen
Punkt, aber sie forschten nicht direkt mit dem DSS- oder DHS-Potential. Die entsprechen-
den Modelle enthalten einen Kontrollparameter und nur fu¨r einen bestimmten Grenzwert
dieses Parameters reduzieren sich die jeweiligen Modelle auf das DSS- oder DHS-Potential.
In diesen Fa¨llen stehen in Tabelle 6.2 die kritischen Punkte, welche sich direkt aus den
Simulationen mit entsprechenden Werten der Parameter in der Na¨he den Grenzfa¨llen zum
DSS oder DHS ergeben, auch wenn die endlichen kritischen Parameter durch die Extrapo-
lation auf die jeweilige DSS- oder DHS-System nicht erhalten werden ko¨nnen. Die Daten
aus der Arbeit [6] sollten hier ausgeschlossen werden, weil die Autoren zu wenige Teil-
chen im System (32 Teilchen) beru¨cksichtigt haben. Die Ergebnisse von Ganzenmu¨ller
und seinen Mitarbeiter [13,17] wurden durch zwei unterschiedliche Modelle gewonnen. Es
ist mo¨glich, die kritischen Parameter im Grenzfall zum DHS durch die Extrapolation der
CHD [13] zu erhalten. Aber es ist unmo¨glich, die Werte mit der gleichen Methode zur
DYHS [17] zu erhalten. Trotzdem liegen die Werte aus der Arbeit [13] auch in der Na¨he
vom DHS-System.
Wir haben alle mo¨glichen Daten dem DHS-System zugeordnet, um die Ergebnisse einfa-
cher miteinander vergleichen zu ko¨nnen. Dazu brauchen wir einen effektiven Durchmesser
des harten Kerns σeff (T ). Wir lassen B
SS
2 (T ) ≈ BHS2 in der Umrechnung sein, wobei BHS2
der zweite Virial-Koeffizient fu¨r das harte-Kugel (HS)-System ist und BSS2 (T ) der zweite
Virial-Koeffizient fu¨r das weiche-Kugel (SS)-System bei der bestimmten Temperatur T
ist. A¨hnlich wie in Gl. (4.2.3) dargestellt, ko¨nnen wir den zweiten Virial-Koeffizienten fu¨r
das SS-System nach folgender Formel berechnen:
BSS2 = −2pi
∫ ∞
0
r2
(
exp
[
− 4
T
r−12
]
− 1
)
dr (6.3.1)
=
2pi
3
(
4
T
)1/4
Γ (3/4) . (6.3.2)
Das Potenzial zwischen den HS-Teilchen kann durch
uHS(rij) =
{∞, fu¨r rij < σ
0, fu¨r rij ≥ σ
beschrieben werden. Es folgt sofort der beno¨tige Boltzmann-Faktor:
exp
[
− 1
T
uHS(rij)
]
− 1 =
{ −1, fu¨r rij < σ
0, fu¨r rij ≥ σ.
Damit erha¨lt man den zweiten Virial-Koeffizient fu¨r ein HS-System:
BHS2 =
2pi
3
σ3. (6.3.3)
Durch Kombination von (6.3.2) und (6.3.3) erha¨lt man BSS2 (T ) ≈ BHS2 = 2pi/3σ3eff (T )
und σeff (T ) = [Γ(3/4)]
1/3(4/T )1/12 mit [Γ(3/4)]1/3 ≈ 1.07011. Deswegen funktioniert die
angenommene Umwandlung mit
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original skaliert
Quelle beobachtetes System Tc ρc Tc ρc
diese Arbeit DSS mit µ = 1.0 0.0631 0.0033 0.2182 0.0114
[15]
CSD mit µ = 1.0
bei d→ 0 0.052 0.004∼0.08 0.18 0.014∼0.028
[13] CHD bei d/σ → 0 0.153 0.1 0.153 0.1
[14]
HS+DHS bei
nHS → 0 0.153 0.06 0.153 0.06
[6] 32 DHS-Teilchen 0.25 0.27 0.25 0.27
[8]
DSS mit µ = 2.5
in H = 0.25
0.0179 0.032 0.2122 0.061
[17]
DYHS bei
ε∗Y = 0.0125
0.16660 0.0907 0.16660 0.0907
[9] DYHS mit µ = 3.0 2.97 0.175 0.33 0.175
[7]
vLS mit µ = 2.0
und λ = 0.35
0.18 0.12 0.48 0.32
Tabelle 6.2.: U¨bersicht der kritischen Parameter aus dieser Arbeit und den Quellen, die
dem DHS-System zugeordnet worden sind.
TDHSc ≈ σ3eff (TDSSc )TDSSc (6.3.4)
ρDHSc ≈ σ3eff (TDSSc )ρDSSc . (6.3.5)
Zum Vergleich tragen wir die skalierten Daten aus Tabelle 6.2 wieder in der Abbildung
6.8 auf. Die schwarz gefu¨llten Symbole sind die Daten direkt aus den Arbeiten mit dem
DHS/DSS-Modell oder die Grenzwerte durch die Extrapolation. Die anderen sind die Er-
gebnisse fu¨r die jeweiligen Modelle mit Kontrollparametern, mit denen aber kein Grenz-
wert durch Extrapolation erhalten werden kann. Die horizontalen Linien stellen Isotherme
mit T = 0.222 und 0.08 ≤ ρ ≤ 0.38 bzw. T = 0.18 und 0.1 ≤ ρ ≤ 0.4 fu¨r die DHS-
Flu¨ssigkeit dar, auf denen keine g-l-Phasentrennung beobachtet wird. Dies ist entnommen
aus der Arbeit [5].
6.4. Isochore Wa¨rmekapazita¨t der DSS-Flu¨ssigkeit
Die Form der spezifischen isochoren Wa¨rmekapazita¨t kann auch die Infomation u¨ber
die g-l-Phasentransformation beinhalten. Wir stellen die Wa¨rmekapazita¨ten einer DSS-
Flu¨ssigkeit mit dem Dipolmoment µ = 1.0 in den Feldern E(∞) = 0.1 und E(∞) = 0.5
als Funktion der Systemdichte ρ in Abb. 6.9 dar. Die Formen sind denen der anderen
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Abbildung 6.8.: Graphische U¨bersicht der kritischen Punkte der dipolaren-Kugel-Systeme
aus den Quellen und dieser Arbeit. Horizontale Linien [5]; offener Kreis [7];
offenes Quadrat [8]; offenes Dreieck [9]; offener Diamant [17]; gefu¨llter
Diamant [6]; gefu¨lltes Quadrat [15]; gefu¨lltes Dreieck [13]; gefu¨llter Kreis:
diese Arbeit.
dipolaren Flu¨ssigkeiten a¨hnlich, aber die absoluten Werte von CV /N sind offensichtlich
viel gro¨ßer als die vorher diskutierten Ergebnisse wegen der sehr niedrigen Temperaturen
und der langen Ketten (oder großen Aggregate) im DSS-System. Da die Untersuchun-
gen im Gebiet mit sehr niedrigen Dichten und Temperaturen durchgefu¨hrt worden sind,
sind die Ergebnisse aus unserem Bestimmungsverfahren sehr sensitiv gegenu¨ber den ther-
mischen Parametern. Die Maxima der Kurven zeigen nur ganz grob die Positionen der
kritischen Dichten in denselben elektrischen Feldern. Die Reihenfolge der Kurven nach
den Temperaturen bleibt immer noch gleich denjenigen bei ST- und pST-Flu¨ssigkeiten.
Mit einem großen Unterschied zu den vorherigen Ergebnissen werden die spezifischen iso-
choren Wa¨rmekapazita¨ten der DSS-Flu¨ssigkeit bei Abwesenheit des a¨ußeren elektrischen
Feldes in der Abbildung 6.10 dargestellt. Die Reihenfolge der Kurven bei relativ niedrigen
Temperaturen ist ganz umgekehrt. Es gibt auch keine deutliche Kru¨mmung auf den Kur-
ven bei niedrigen Temperaturen. Bis T ≥ 0.086, die weit ho¨her als die von uns bestimmte
kritische Temperatur ist, erscheinen die gewu¨nschten Kru¨mmungen wieder in den Kurven.
Und bei hohen Dichten fallen die Kurven bei diesen Temperaturen wieder zusammen. Bei
einem DSS-System mit langen reversiblen Ketten ist es sehr schwer in den Simulationen,
zum geeigneten Gleichgewicht zu gelangen. Bei relativ ho¨heren Temperaturen sind die
Aggregate auch relativ kleiner. Deswegen erreicht die Simulation fu¨r die DSS-Flu¨ssigkeit
auch einfach und schnell das A¨quilibrium. Wir finden, dass den Ergebnissen bei T =0.086
und 0.090 in der Abbildung 6.10 noch vertraut werden ko¨nnen. Die Kru¨mmungen auf den
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Abbildung 6.9.: Die spezifischen isochoren Wa¨rmekapazita¨t CV /N der DSS-Flu¨ssigkeit
mit dem Dipolmoment µ = 1.0 in den a¨ußeren elektrischen Felder als
Funktion der Systemdichte ρ aus unseren Computer-Simulationen. Oberes
Bild : E(∞) = 0.1; unteres Bild : E(∞) = 0.5.
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Abbildung 6.10.: Die spezifischen isochoren Wa¨rmekapazita¨t CV /N der DSS-Flu¨ssigkeit
mit dem Dipolmoment µ = 1.0 bei der Abwesenheit des a¨ußeren elek-
trischen Feldes als Funktion der Systemdichte ρ aus unseren Computer-
Simulationen.
beiden Kurven vermitteln die Information der g-l-Phasenkoexistenz bei niedrigen Tem-
peraturen. Und die Maxima liegen auch gerade in der Na¨he der von uns bestimmten
kritischen Dichte.
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7. Zusammenfassung
Das ST-Potential [1] ist eines von mehreren fru¨hen Modell-Potentialen fu¨r kleine polare
Moleku¨le. Die anschließenden zahlreichen Computersimulationen haben das unerwartet
komplexe Phasenverhalten des ST-Modells enthu¨llt. Das ST-Modell kann reale Flu¨ssig-
keiten mit kleinen polaren Moleku¨len nicht gut beschreiben, z.B. gibt es anscheinend fu¨r
den U¨bergang zur ferroelektrischen Ordnung in der realen Welt keine a¨hnliche Flu¨ssigkeit
mit niedriger Moleku¨lmasse [2]. Jedoch ist es immer noch nu¨tzlich, weil seine Einfachheit
einen Einblick in die dipolaren Wechselwirkungen in Flu¨ssigkeiten ermo¨glicht und so viele
strukturelle, dynamische und thermodynamische Eigenschaften der Flu¨ssigkeiten unter-
sucht werden ko¨nnen [3,4]. Hier mo¨chten wir die wichtigsten Ergebnisse dieser Arbeit kurz
zusammenfassen und einen Ausblick auf anstehende Probleme und Aufgaben geben.
In dieser Arbeit konzentrierten wir uns auf die Wirkung von a¨ußeren elektrischen Fel-
dern auf polare Flu¨ssigkeiten. Zwei unterschiedliche a¨ußere elektrische Felder, u.z. Eext
und E(∞), wurden genau untersucht. Um den Unterschied zwischen den beiden Feldern
klar darzustellen, fu¨hrten wir einen sehr wichtigen, aber schon seit langer Zeit vernach-
la¨ssigt Term (3.10.17), der den Systemdruck korrigiert, in unseren Forschungen ein. Als
sehr wichtige Eigenschaften haben wir zuerst die dielektrischen Eigenschaften der ST-
Flu¨ssigkeiten und ihrer Varianten, u.a. pST-Flu¨ssigkeiten, bei Ab- oder Anwesenheit der
a¨ußeren Felder untersucht. Bei unseren Forschungen fanden wir ein lineares Verha¨ltnis
zwischen den dielektrischen Konstanten und der Dichte. Dies gilt fu¨r die ST- und pST-
Flu¨ssigkeiten nicht nur ohne Feld sondern auch in einem Feld. In beiden Flu¨ssigkeiten
mit einem bestimmten permanenten Dipolmoment ko¨nnen die Feldsta¨rken ihre dielektri-
sche Konstante verringern. Nur die Verringerung im Eext- und E(∞)-Felde mit gleicher
Feldsta¨rke sind unterschiedlich. Mit der erho¨hten Feldsta¨rke fallen die dielektrischen Kon-
stanten in beiden Fa¨llen langsam wieder zusammen. Wir benutzten auch eine einfache
MF-Theorie, um unsere Simulationsergenisse zu u¨berpru¨fen. Die Ergebnisse sind sehr gut
miteinander im Einklang.
Aufgrund des neuen Druckterms bestimmten wir mit Hilfe der sogenannten Maxwell-
Konstruktion nochmal die kritischen Punkte der ST-Flu¨ssigkeit mit Dipolmomenten von
µ = 0 bis 4.0. Aber sie lagen in der Na¨he der alten Resultate von Bartke [5] und anderen
Arbeiten [6–10]. Die Wichtigkeit dieses Terms wurde deutlich, als ein a¨ußeres Feld im Si-
mulationssystem eingerichtet wurde oder sich das System in einer ferroelektrischen Phase
befand. Ein durch eine konstante Ladungsdichte erzeugtes E(∞)-Feld kann die kritische
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Temperatur der ST-Flu¨ssigkeit verringern und die kritische Dichte erho¨hen. Der Einfluss
eines durch ein konstantes Skalarpotential erhaltenes Eext-Feld auf den kritischen Punkt
der ST-Flu¨ssigkeit ist wegen der unterschiedlichen mittleren Orientierungen der Dipole
bei bestimmten Temperaturen und Dichten gerade umgekehrt zum E(∞)-Feld. Durch die
Untersuchung mit Hilfe der MF-Theorie verstanden wir, dass der Orientierungsbeitrag
zur freien Energie forient die vdW-Schleife vera¨nderte und dadurch den kritischen Punkt
verschob. Die MF-Theorie besta¨tigte unsere Simulationsergebnisse fu¨r die Verschiebungen
der kritischen Punkte. Bei niedriger Dichte stimmten die LL-Theorie und die MF-Theorie
u¨berein. Die Gu¨ltigkeit der Onsager-Theorie im pST-System wurde u¨berpru¨ft. Die dielek-
trischen Eigenschaften in den pST-Flu¨ssigkeiten waren a¨hnlich wie in den ST-Systemen.
Nur die Skala wurde mit zunehmenden α erho¨ht. Die induzierten Dipolmomente µind
fallen in verschiedenen Eext-Feldern bei hohen Dichten aufgrund der abnehmenden mitt-
leren Orientierungen wieder mit dem Fall ohne a¨ußerem Feld zusammen. In den Fa¨llen mit
E(∞)-Feldern sind die µind bei hoher Dichte deutlich unterscheidbar. Im Fall mit E = 0
wurden die kritischen Punkte der pST-Flu¨ssigkeiten mit µ = 0.2, 0.5, 1.0, 2.0 bestimmt.
Große Abweichungen der kritischen Punkte traten zwischen den Simulationsergebnissen
und der MF-Theorie auf. Aber unsere Simulationsergebnisse waren im Einklang mit den
Resultaten der anderen Gruppen [11, 12]. Die Trends der Verschiebungen aller kritischen
Parameter der pST-Flu¨ssigkeiten in Eext- und E(∞)-Felder sind auch a¨hnlich wie in ST-
Flu¨ssigkeiten und stimmen auch sehr gut mit der MF-Theorie u¨berein. Außerdem haben
wir die spezifischen Wa¨rmekapazita¨ten der ST- und pST-Flu¨ssigkeiten in der Na¨he der
kritischen Punkte mit Hilfe der Finte-Size-Skalierung untersucht.
Eine genaue Untersuchung der g-l-Phasenkoexistenz in der DSS-Flu¨ssigkeit mit µ = 1.0
wurde auch in dieser Arbeit durchgefu¨hrt. Wir beobachteten zuerst die Aggregatenstruk-
turen im DSS-System bei verschiedenen Temperaturen und Dichten. In den E(∞)-Feldern
haben wir deutliche Phasenkoexistenzen gefunden und die kritischen Parameter festge-
stellt. Im Grenzfall ohne a¨ußerem elektrischen Feld fanden wir tatsa¨chlich die vdW-
Schleifen in den Isothermkurven. Dadurch haben wir den kritischen Punkt der DSS-
Flu¨ssigkeit bei Abwesenheit des a¨ußeren Felds bestimmt. Die kritische Temperatur und
Dichte lauten jeweils 0.0631 und 0.0033 und sind damit viel kleiner als im ST-System
sind.
Es gibt natu¨rlich noch viele offene Fragen im Forschungsbereich der polaren Flu¨ssigkeiten.
Die in dieser Arbeit diskutierten spezifischen Wa¨rmekapazita¨ten wurden im mikrokano-
nischen Ensemble bestimmt. Man kann diese Quantita¨t noch im kanonischen Ensemble
durch die Nose´-Hoover-Methode [13–16] bestimmen und die Einflu¨sse des a¨ußeren Felds
feststellen. Die Bestimmung der kritischen Punkte einer polaren Flu¨ssigkeit kann man
noch durch die Messung der Oberfla¨chenspannung erreichen. Dadurch kann man den Ein-
fluss des a¨ußeren Felds auf die kritischen Parameter untersuchen und unsere Resultate
dieser Arbeit u¨berpru¨fen. Wir haben bisher nur Systeme mit Dipolmomenten untersucht.
Man kann diese Forschung noch mit Multipolmomenten erweitern. Außerdem kann man
die Verschiebungen der Trippelpunkte der dipolaren Flu¨ssigkeiten in a¨ußeren Feldern stu-
165
dieren. Im dipolaren System entdeckten die Wissenschaftler eine Kristallstruktur [17–19].
Es ist auch eine sehr interessante Frage, wie das a¨ußere Feld die Kritallstruktur beeinflus-
sen kann. Alles in allem gibt es noch viele wichtige und interessante Arbeiten in diesem
Gebiet, mit welchen man sich weiter bescha¨ftigen kann.
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A. Eine einfache Mean-Field-Theorie
Im vorliegenden Fall wird das Reaktionsfeld als langreichweitige Wechselwirkung behan-
delt. Wir gehen davon aus, dass jedes Dipolmoment explizit mit allen anderen Dipolmo-
menten innerhalb einer Kugelschale mit Radius rcut wechselwirkt. Außerhalb von rcut gibt
es ein durch eine dielektrische Konstante  gekennzeichnetes dielektrisches Kontinuum.
Eine vereinfachte Darstellung dieses Problems ist von Onsager in seinem beru¨hmten Ar-
tikel [1] u¨ber die elektrischen Momente der Moleku¨le in der Flu¨ssigkeitsphase untersucht
worden. Es ist aufschlussreich, die Formulierungen seines Konzeptes mit den analogen
Ausdru¨cken in der Simulation zu vergleichen.
Onsager betrachtet ein einziges Dipolmoment ~m analog zu ~mi in der Gl. (2.1.5). Das Feld,
welches das Dipolmoment im Hohlraum spu¨rt, wird durch
~Ein = g~m+ ~Ecav (A.0.1)
dargestellt. Der erste Term der Gl. (A.0.1) ist das Reaktionsfeld. Der Faktor g ist nach
Formel (2.1.12) definiert. Beim Konzept von Onsager bezeichnet rcut den Radius des
Hohlraums, in welchem sich nur ein Dipol ~m befindet. Dieser Radius kann durch r−3cut =
(4pi/3)ρ bestimmt werden. Der zweite Term ist das sogenannte Hohlraumfeld (engl.: cavity
field) gegeben durch
~Ecav =
3
2+ 1
~E(∞), (A.0.2)
wobei  die Dielektrizita¨tskonstante des umgebenden Kontinuums ist und ~E(∞) ein vom
Holraum weit entferntes homogenes elektrisches Feld bezeichnet, welches durch a¨ußere
Quellen erzeugt wird1.
Die potentielle Energie des Dipols kann durch Summation der Wechselwirkungen zwischen
den festen Dipolen, der Wechselwirkung zwischen dem Hohlraumfeld ~Ecav und den festen
Dipolen und dem Anteil des induzierten Dipolmoments ~p, d.h.,
uDD = −1
2
~µ · g~µ− ~µ · ~Ecav − 1
2
~p ·
(
g~µ+ ~Ecav
)
. (A.0.3)
berechnet werden. Der letzte Term in Gl. (A.0.3) beschreibt die Abnahme der Gesamtener-
gie, wenn ein polarisierbares Medium in ein elektrisches Feld mit festen Quellen gebracht
1Fu¨r das andere a¨ußere elektrische Feld braucht man nur ~Eext =  ~E(∞), statt ~E(∞) in die Formel (A.0.2)
einsetzen.
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wird. Die genaue Herleitung dieses Terms kann in Abschnitt 4.7 des Lehrbuchs [2] gefun-
den werden. Mit Hilfe der Definition des induzierten Dipolmoments ~p = α~Ein la¨sst sich
Gl. (A.0.3) umschreiben zu:
uDD = −1
2
~m · g~m+ 1
2
~p 2
α
− ~m · ~Ecav (A.0.4)
Setzen wir jetzt Gl. (A.0.1) in Gl. (2.1.5) ein und lo¨sen nach ~m auf, so erhalten wir
~m =
1
1− αg~µ+
α
1− αg
~Ecav. (A.0.5)
Durch die Kombination der Gln. (A.0.4) und (A.0.5) erha¨lt man die potentielle Energie
uDD = −1
2
g
1− αgµ
2 − 1
1− αg~µ ·
~Ecav − 1
2
α
1− αg
~E2cav. (A.0.6)
Die freie Energie kann durch F = −T lnQ bestimmt werden, wobei Q die Zustandssumme
ist. Die Orientierungszustandssumme inklusive aller Wechselwirkungen der Dipole wird
durch
QD ∝ N !∏
ν Nν !
(
∆Ω
4pi
)N
exp
[
−T−1
∑
ν
NνuDD(cos θν)
]
(A.0.7)
dargestellt. Hier betrachten wir die einzelnen Teilchen nicht separat, sondern sortieren
diese gema¨ß ihrer Orientierung in die Raumwinkelelemente ∆Ω and markieren sie mit
dem Index ν. Nν ist die Zahl der Teilchen im ν-ten Raumwinkelelement. Zwei Teil-
chen mit identischer Orientierung bzw. im gleichen Raumwinkelelemente sind ununter-
scheidbar. Die potentielle Energie uD(cos θν) in dieser Formel kann durch Gl. (A.0.6) mit
~µ· ~Ecav = µEcav cos θ bestimmt werden. Nach Anwendung der Stirlingschen Formel2 lautet
die entsprechende freie Energie der Dipole
∆FD
T
=
∑
ν
[
Nν ln
(
4pi
∆Ω
Nν
)
−Nν −K cos θνNν
]
−N lnN +N
− N
2(1− αg)T
(
gµ2 + αE2cav
)
, (A.0.8)
wobei K = 1
1−αg
µEcav
T
ist. Die Verteilungsgleichung der Orientierung kann durch
f(θ) = lim
∆Ω→0
Nν
N
(A.0.9)
=
exp [K cos θ]∫
dΩ
4pi
exp [K cos θ]
(A.0.10)
2Die Stirling-Formel: lnN ! ≈ N lnN −N fu¨r N gegen unendlich.
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definiert werden. Da N lnN =
∑
ν Nν lnN gilt, kann man zwei Terme in Gl. (A.0.8) als∑
ν Nν ln
(
4pi
∆Ω
Nν
) − N lnN = ∑ν Nν ln ( 4pi∆Ω NνN ) zusammenziehen. Aus der Kombination
der Definition (A.0.9) und Gl. (A.0.8) erha¨lt man die gewu¨nschte freie Energiea¨nderung
der Dipole
∆FD
NT
=
∫
dΩ
4pi
f(θ) [ln f(θ)−K cos θ]− 1
2(1− αg)T
(
gµ2 + αE2cav
)
(A.0.11)
= − ln
(
sinh[K]
K
)
− 1
2(1− αg)T
(
gµ2 + αE2cav
)
. (A.0.12)
Mit dem ersten Term der Gl. (A.0.12) kann der Entropieverlust aufgrund der Orientierung
im elektrischen Feld berechnet werden.
Um ∆FD/NT zu bestimmen, fehlt immer noch die Lo¨sung fu¨r . Wir ko¨nnen die lokale
und makroskopische Polarisationen mit der Formel
ρ 〈~m〉 = ~P = − 1
4pi
~E(∞) (A.0.13)
durch die Berechnung des thermischen Mittelwerts 〈~m〉 verbinden. Die Formel (A.0.6) fu¨r
die potentielle Energie uD ist besonders geeignet, um〈~m〉 zu berechnen, weil wir nur
〈~µ〉 = µ 〈cos θ〉~ez = µL(x)~ez (A.0.14)
mit Hilfe der Gibbs-Boltzmann-Verteilung exp[(1 − αg)−1~µ · ~Ecav/T ] berechnen mu¨ssen.
Es gilt L(x) = coth(x)− x−1, wobei x = (1− αg)−1µEcav/T ist. ~ez bezeichnet hier einen
Einheitsvektor, der parallel zum Hohlraumsfeld ~Ecav ist. Durch Einsetzen der Formel
(A.0.14) in Gl. (A.0.5) erhalten wir
〈~m〉 = L(x) µ
1− αg~ez +
α
1− αg
~Ecav. (A.0.15)
Jetzt benutzen wir die Gln. (A.0.13) und (A.0.15) und erhalten die Formel fu¨r  :
1
4piρ
(− 1)(2+ 1)
3
~Ecav = L(x) µ
1− αg~ez +
α
1− αg
~Ecav. (A.0.16)
In dem Fall ~E(∞) → 0 kann man die Formel fu¨r  wie folgt vereinfachen:
1
4piρ
(− 1)(2+ 1)
3
=
1
3T
(
µ
1− αg
)2
+
α
1− αg . (A.0.17)
In dieser vereinfachten Formel von Onsager beziehen sich das mikroskopische Dipolmo-
ment µ und die Polarisierbarkeit α auf die makroskopische Dielektrizita¨tskonstante . Mit
der numerischen Lo¨sung der Gl. (A.0.16) oder (A.0.17)3 fu¨r unterschiedliche Situationen
3Die Gln. (A.0.16) und (A.0.17) sind nicht analytisch lo¨sbar.
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des elektrischen Felds ~E(∞) kann man jetzt die freie Energie des Dipols mit Gl. (A.0.12)
bestimmen.
Die gesamte freie Energie beinhaltet noch die vdW-Wechselwirkung ∆Fvdw. Mit Hilfe
der vdW-Zustandsgleichung (4.5.1) und der Gln. (4.5.4) bis (4.5.6) ko¨nnen wir mit dem
folgenden Verfahren:
∆Fvdw = −
∫
PvdwdV (A.0.18)
= −
∫
NT
V − N
3ρ0c
− 9
8
N2T 0c
V 2ρ0c
dV (A.0.19)
= −NT
∫
3ρ0c/N
3V ρ0c/N − 1
dV − 9
8
NT 0c
ρ0c/ρ
(A.0.20)
= −3
8
NT 0c
(
3
ρ
ρ0c
+
8
3
T
T 0c
ln
(
3
ρ0c
ρ
− 1
))
(A.0.21)
die freie Energie des vdW-Anteils herleiten, wobei ρ0c und T
0
c die kritischen Parameter des
reinen LJ-Systems bezeichnen. Die Gl. (A.0.22) ist die sortierte Formel fu¨r die vdW-freie
Energie pro Teilchen:
∆Fvdw
NT
= ln
(
ρ/(3ρ0c)
1− ρ/(3ρ0c)
)
− 9
8
ρ/(3ρ0c)
T/(3T 0c )
. (A.0.22)
Jetzt ko¨nnen wir mit dieser einfachen MF-Formulierung der freien Energie das g-l-Phasen-
verhalten eines polaren Systems theoretisch untersuchen, da die freie Energie ∆F =
∆FD + ∆Fvdw die g-l-Phasentrennung beherrscht.
Ein a¨hnlicher Ansatz wurde von Zhang und Widom [3] verwendet, um das gesamte Pha-
senverhalten der Dipolflu¨ssigkeiten darzustellen. Ihre Formel fu¨r die vdW-freie Energie ist
der Gl. (A.0.22) dieser Arbeit a¨hnlich. Aber es gab in ihrer Arbeit vielleicht einen Tipp-
fehler in dem Logarithmusterm auf der rechten Seite der Formel, da dieser Term nach
der Dimensionsanalyse nicht wie die anderen Terme einheitenfrei ist. Zum Dipolanteil
beschreiben sie die Wechselwirkungen in Bezug auf das Debye-Modell statt des Onsager-
Modells. Wir bevorzugen den Ansatz von Onsager wegen seiner eindeutig identifizierbaren
Na¨herungen. Im Debye-Modell entha¨lt die Formel fu¨r das lokale Feld einen Term, der pro-
portional zu 〈~m〉 statt ~m in der Gl. (A.0.1) ist. Der Unterschied zwischen den beiden
Darstellungen ist schon in der Arbeit von Bartke und Hentschke [4] genau diskutiert
worden. Der Term von 〈~m〉 im Debye-Modell fu¨hrt insbesondere zu einem isotropischen
Flu¨ssigkeit(IL)-ferroelektrischen Flu¨ssigkeit(FL)-U¨bergang, der im Onsager-Modell nicht
auftaucht. Allerdings sind wir in dieser Arbeit nur an dem Effekt eines elektrischen Felds
auf den g-l-Phasenu¨bergang unter verschiedenen Bedingungen interessiert. Es soll keine
IL-FL-Phasentrennung, keine reversible Aggregate der Dipole (z.B. Kettenbildung) und
keine Inhomogenita¨t im Simulationssystem geben. Die Auswirkungen der Kettenbildung
auf den g-l-Phasenu¨bergang wurden in den Arbeiten [5,6] diskutiert.
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B. Lennard-Jones-Einheitssystem
La¨nge l∗ = l/σ
Zeit t∗ = t
√
ε/mσ2
Dichte ρ∗ = σ3N/V
Energie E∗ = E/ε
Temperatur T ∗ = kBT/ε
Druck P ∗ = Pσ3/ε
Dipolmoment µ∗ = µ/
√
4pi0σ3ε
Kraft ~F ∗ = ~Fσ/ε
Drehmoment ~N ∗ = ~N/ε
elektrisches Feld ~E∗ = ~E
√
/(4pi0σ3)
4pi0 = 1
ε = σ = m = 1
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Index
a¨useres Feld, 40, 65
3D-Ising-Exponenten, 89
Abschneide
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elektristatisches Potential, 28
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Effekt, 110
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Flory-Huggins-Theorie, 94
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generalisierte
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Koordinaten, 48
Gleichverteilungssatz, 50, 52
Hamiltonfunktion, 49
Hohlraumfeld, 169
inverse Suszeptibilita¨t, 123
Isotherme, 87, 91, 151
kanonische Gleichungen, 49
Ketten, 147
kinetische Energie, 49
konstante Ladungsdichte, 31
konstantes Skalarpotential, 31
Kraft, 39
kritische Exponenten, 110
179
180 Index
kritische Parameter, 92, 97, 137, 153, 154,
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skalierte, 153
Verschiebungen, 101, 107, 136
Lagrange, 48
Landau-Lifschits-Theorie, 105
Langreichweitige Korrekturen, 58
LJ-Potential, 59
Reaktionsfeld, 60, 62
Selbstfeld, 62
SS-Potential, 59
Lennard-Jones, 27
Maxwell-Konstruktion, 86
Mean-Field-Theorie, 169
minimale Bild-Konvention, 46
Molekulardynamik, 37
Nachbarschaftslisten, 46
Onsager, 29, 72, 73, 122, 153, 171, 172
Ordnungsparameter, 55, 58
Orientierung, 104, 132, 170
Paar-Korrelationen, 55
longitudinale, 56
transversale, 58
Periodische Randbedingungen, 43
Phasendiagramm, 90, 94, 98, 135, 151, 152
Phasenverschiebungen, 96, 132
Polarisationsenergie, 30
polarisierbares Stockmayer, 121
Reaktionsfeld, 29
Relaxationszeit
Druckkontrolle, 54
Temperaturkontrollen, 51
Ringe, 147
Rotation, 41
Skalierungsexponent, 111, 138
Temperatur, 50
van der Waals
-Zustandsgleichung, 86, 88
van-der-Waals, 26
velocity-Verlet-Algorithmus, 42
Verlet-Algorithmus, 41
Virial, 59
Virialentwicklung, 76
Virialsatz, 52
Wa¨rmekapazita¨t, 106, 134, 156
zweiter Virial-Koeffizient, 110
Wechselwirkungen
elektrische, 28
radialsymmetrische, 26, 27
Widom-Methode, 84
Winkelbeschleunigung, 41
Zellenlisten, 46
Zustandssumme, 38, 94, 170
zweiter Virial-Koeffizient, 76–79, 155
