We consider possible instantaneous causality between transaction times and transaction prices in a financial market in a structural setting. Although a large part of the current literature neglects this possible instantaneous causality, we provide moment conditions that identify these effects both statistically and economically. Based on ultra-high frequency data for IBM, we find that about two-thirds of its volatility can be attributed to instantaneous durations. From an empirical point of view, we find that transaction times indeed cause transaction prices and that failure to take this into account may lead to erroneous inference.
1 Introduction Engle (2000) defines "ultra-high frequency" data as those provided by the measurement of economic (financial) variables when all transactions are recorded. He argues that there is no higher frequency data available to econometricians. In this framework, transaction data are described by two random variables: the first is the time of the transaction and the second is a vector (marks) observed at the time of the transaction. Following Engle (2000) , let t i be the time at which the i-th trade occurs and let ∆t i+1 = t i+1 − t i be the duration between the i + 1-th and i-th trade. The so-called marks describe the actual event (trade) that occurs at time t i and consist of a k-vector y i at this time. Engle (2000) states that "the relevant economic questions can all be determined" from the densities:
which decomposes the joint conditional density of (y i+1 , ∆t i+1 ) given the natural past in discrete time, i.e., given G i = σ(y j , ∆t j : j ≤ i).
The focus of interest in the present paper is the economic interpretation of the occurrence of the current duration ∆t i+1 in the function p(y i+1 |∆t i+1 , G i ). As Engle (2000) , we want in particular to "admit the possibility that variations in ∆t and variations in (the volatility) σ could be related to the same news events". Basically, we want to further address the issue of interest in Dufour and Engle (2000) , which "lies in providing empirical evidence of the relevance of time in the process of price adjustment to information". Our contribution is to stress that the influence of durations on prices, i.e., the occurrence of ∆t i+1 in p(y i+1 |∆t i+1 , G i ), is twofold and should be split, in an identifiable way, into a temporal aggregation effect (compare Meddahi, Renault, and Werker, 1998) and an informational effect. Since both effects have different repercussions for risk measurement and management, this separate identification has important consequences.
We have shown in a previous paper (Meddahi, Renault, and Werker, 1998) , that, even if the time sequence ∆t i , i = 1, . . . , n, were purely deterministic, the current duration ∆t i would explicitly appear in the model p(y i |∆t i , G i ) of the price dynamics, simply through a "time-to-build" effect in volatility fluctuations. This dependence is caused by two effects. On the one hand, the application of a standard discrete time volatility model must consider the "volatility per unit of time", as in Engle (2000) in the context of GARCH modelling. On the other hand, the volatility clustering effect is likely to be erased by longer durations and therefore the model of volatility persistence must be conformable to temporal aggregation formulas (see, e.g., Drost and Werker, 1996 , Ghysels and Jasiak, 1998 , or Grammig and Wellner, 2002 , for proposals to apply the Drost and Nijman, 1993 , formulas of temporal aggregation of weak GARCH processes). The exact formulas taking into account both are rigorously derived in Meddahi, Renault, and Werker (1998) using the Meddahi and Renault (2003) formulas for temporal aggregation of continuous time linear autoregressive volatility dynamics. Without the continuous time paradigm, the application of temporal aggregation formulas with random times has to be justified by resorting to something like a latent "normal duration GARCH process" (Grammig and Wellner, 2002) whose structural foundations are far to be clear.
But the most interesting economic issue, as put forward by Dufour and Engle (2000) , has nothing to do with the aforementioned deterministic effects of irregular time sampling. In fact, the issue is to see the time between trades as a measure of trading activity which could affect price behavior. This is the reason why the economic interpretation of the information content of time durations, in models of price and trade dynamics, is better founded by identifying a structural continuous time model. Actually, only such a continuous time model will be able to disentangle what we have called the time-to-build effect from the genuine information effect. Typically, this structural model specifies the joint probability distribution of the price process S t over some reference period [0, T ] as well as a sequence of stopping times t i , i = 1, . . . , n, over the same period. The marginal probability distribution of the price process provides, for any (fixed and deterministic) time interval h, the density function p h (S ti+h |G i ) of the conditional probability distribution of S ti+h given the natural past G i . For sake of expositional simplicity, this probability distribution will be assumed to be time-invariant (independent of t). Then, the economic issue of interest is the validity of the equality:
When this equality is fulfilled and under the additional assumption that the marginal process describing transaction times does not contain information about the structural parameters in the price dynamics, transaction times contain no genuine information regarding these asset price dynamics and there is no cost when these transaction times are considered to be deterministic. But if, on the contrary, some instantaneous causality relationship between durations and asset prices leads to a violation of equality (1.2), the incremental information content of ∆t i+1 about S ti+1 given the past G i is crucial in several respects. First, one cannot perform meaningful statistical inference about the probability distribution of the price process without taking into account the probability distribution of durations. Typically, when plugging into a likelihood function based on the densities p ∆t i+1 log S t i+1 /S t i the observed values S t i as if the times t i at which the trades occur were deterministic, one would introduce some kind of selection bias which may be significant. Aït-Sahalia and Mykland (2003) extensively document this "cost of ignoring randomness". They also document what they term the "cost of randomness", that is the cost of not observing the randomly-spaced sampling intervals and still recognizing their relevance by integrating them out in the computation of the likelihood function. They conclude that "empirical researchers using randomly spaced data should pay as much attention, if not more, to sampling randomness as they do to sampling discreteness". Besides statistical inference issues, the randomness of duration between trades is also of foremost importance for risk management. When equation (1.2) is violated, one cannot compute the volatility at time t i−1 of the asset return log S ti+1 /S ti as if the duration ∆t i were deterministic or even conditionally independent (given the past) of the asset return.
Our main contribution is a decomposition of the volatility measurement in a standard component (where the randomness of in the duration is just integrated out) and an additional component which has a direct interpretation as transaction time risk. The interest of this decomposition is to provide a framework for the joint modelling of volatility and inter-transaction duration processes. As stressed by Dufour and Engle (2000) , this may give useful insights in the dynamic behavior of market liquidity and thus could be used to design optimal trading and timing strategies. The focus of interest in the present paper is more to state a set of moment conditions that allows one to assess the statistical and economic significance of the aforementioned instantaneous causality relationship. For the purpose of statistical inference about the continuous time price process, this gives an important semiparametric specification test. For the purpose of risk management, this gives insights in the measurement and hedging of liquidity risk.
A byproduct of our framework is the possibility to fruitfully revisit the conclusions of some models previously proposed in discrete time for irregularly spaced financial data. Starting from the seminal Engle and Russell (1998) autoregressive conditional duration (ACD) model, Ghysels and Jasiak (1998) have proposed the ACD-GARCH model to jointly model the volatility and intertransaction duration processes. This joint modelling issue has since been studied in more detail by several authors, including Engle (2000) and Grammig and Wellner (2002) . A crucial issue for all these papers (see also Dufour and Engle, 2000) is the treatment of causality relationships between asset prices' volatility and durations between trades. Both Engle (2000) and Dufour and Engle (2000) maintain as "a simplifying operative assumption" that durations are not Granger caused by prices. This allows them to estimate a simple ACD model where durations are forecasted only from their own past (Engle, 2000) and to compute univariate impulse response functions for durations (Dufour and Engle, 2000) . However, Dufour and Engle (2000) provide some convincing empirical evidence to show that large price changes, in either direction, tend to be followed by shorter wait times. This seems to give support to the significance of a causality relationship from prices (through their volatility) towards duration consistent with the Easley and O'Hara (1992) microstructure model: long durations are likely to indicate an absence of news received by the traders, and thus to be associated with low volatility of returns. Aït-Sahalia and Mykland (2003) find this negative causality relationship from the absolute value of returns towards the duration so striking that they go even further by considering that durations should be forecasted from past returns rather than from their own past. Although our focus in this paper is on instantaneous causality relations between durations and transaction prices, we do not exclude, nor impose, Granger type causality relations in either direction.
The incremental information of the current duration ∆t i+1 in the function p (y i+1 |∆t i+1 , G i ) of (1.1), in excess of the deterministic time-to-build effect is typically neglected in the current literature. The ACD-GARCH model as proposed by Ghysels and Jasiak (1998) or Grammig and Wellner (2002) use the temporal aggregation formulas for weak GARCH processes as derived by Drost and Nijman (1993) with time-varying aggregation period (expected duration). This setup does not allow for a parameter taking into account instantaneous causality between durations and transaction prices. For example, the volatility equation of Grammig and Wellner (2002) , which just takes into account the temporal aggregation effect in a "normal duration GARCH process", implicitly assumes that this "normal" regime is not influenced by unexpected durations. In spite of its name ("interdependent duration-volatility model") the model of Grammig and Wellner (2002) cannot capture any instantaneous causality relationship between volatility and duration since both the volatility equation and the duration equation are only about conditionally expected squared returns and expected durations given the past. This is the reason why the only discrete time model which can be compared with the discrete time moment restrictions that we derive from our continuous time structural model is the one of Engle (2000) . In this model, according to (1.1), the conditional expectation of squared returns is computed given not only the past but also given the current duration. This leads Engle (2000) to draw two sets of conclusions, concerning the instantaneous causality relationship between duration and volatility and the Granger causality relationship from durations to volatility, respectively. Regarding the first issue, he finds that "the reciprocal of duration is significantly positive in all volatility specifications supporting the Easley and O'Hara formulation in which no trade is interpreted as no news so that volatility is reduced". He also introduces the concept of a "surprise in duration" as the duration divided by the expected duration and finds also for this surprise the same negative instantaneous causality between duration and volatility. The Granger causality is also found to play in the same negative direction. However, it is important to note that the instantaneous causality and the Granger causality relationships may play in opposite directions, making the test of an Easley and O'Hara (1992) kind of model (informed trading induces a higher trading intensity) against the model of Admati and Pfeiderer (1988) , according to which liquidity traders could generate a causality in opposite direction, more ambiguous. We find that our continuous time structural model is useful for disentangling more precisely the two causality effects. Actually, it allows us to test without ambiguity the significance and the sign of an instantaneous causality relationship between duration and volatility. It also precisely decomposes, in the spirit of Engle (2000) , the different impacts of the various causality effects for volatility forecasting.
The paper is organized as follows. In Section 2, we present our general continuous time framework for joint modelling of transaction times and prices. We allow in our semiparametric framework for some causality property from transaction times towards asset returns that is in line with parametric models considered by Aït-Sahalia and Mykland (2003) and Duffie and Glynn (2001) . In Section 3, we discuss the informational content of transaction durations by making the difference between the volatility conditional only to the past and the volatility expected given the past and the current duration explicit. In Section 4, we consider more explicit volatility and duration dynamics to get testable moment conditions. Following Engle (2000) , we stress the role of surprises in durations. The explicit moment conditions and related inference issues are detailed in Section 5, while a short empirical application about IBM stock is presented in Section 6. Of course, the specific model choice made in Section 4 and the specific stock considered in Section 6 prevent us to draw general conclusions about theoretical microstructure debates. But we argue in Section 7 that the general framework proposed in this paper is sufficiently versatile to accommodate other statistical model specifications and other types of data as well.
A general framework for modelling transaction times and prices
We introduce our framework for the analysis of continuous time price processes observed at random transaction times. This framework allows us to identify separately the marginal price process, the marginal process for the transaction times, and the interaction between both. An often-used approach, see, e.g., Engle (2000) , is to model the marginal distribution of transaction times and the conditional distribution of transaction prices given the transaction times. This, clearly, requires a priori information on the form of the conditional distribution of returns given (future) transaction times. We feel that it is more natural to model the marginal process for transaction prices, as the majority of the empirical finance literature so far deals with this marginal price processes. We show that, given the (marginal) distributions of transaction times and prices, we can model possible causality relations between both using a simple (conditional) regression coefficient. This regression coefficient is sufficient to derive first and second-order observable moment conditions. In Section 3 we will use the results of the present section to identify the noncausality assumptions made in previous papers. We want to stress that not all previous papers assume noncausality of transaction times to transaction prices (e.g., Engle, 2000, and Duffie and Glynn, 2001 ). However, we think that the present paper is the first to explicitly address the question of (non)causality in a structural way and does not rely on ad hoc reduced form specifications.
The basis of our model is the filtration that generates the information accumulation in the market. Following the majority of the literature, we suppose that this information structure is exogenously given and that it satisfies the so-called 'usual conditions' (see, e.g., Protter, 1995, p. 3).
Assumption A The information flow in the market is described by the filtration (F t ) t≥0 that is supposed to satisfy the usual conditions.
All stochastic processes that appear in the sequel of this paper are assumed to be adapted to the filtration (F t ). Note that the filtration (F t ) is generally not completely observed by the econometrician. The econometrician's information, as described in the introduction, is denoted by (G i ), with i referring to the i-th transaction. We assume that G i ⊂ F ti , where t i denote the transaction times to be introduced in Assumption C.
Consider a financial asset with price at time t given by S t . The evolution of the price S t is supposed to be given by S 0 = 1 and
In this specification, (µ t ) and (σ t ) are arbitrary predictable processes and (L t ) is a Lévy process.
In particular, we do not assume that the processes are continuous or Markovian. Clearly, in order to derive moment conditions, we need some assumptions on the existence of moments. We assume the following.
Assumption B The innovation process (L t ) is assumed to be a locally square-integrable local martingale, with respect to (F t ), whose compensated quadratic variation is time
The drift process (µ t ) and the volatility process (σ t ) are assumed to be predictable with respect to the filtration (F t ) and sufficiently regular so that fourth conditional moments of the process log S t exist. For any stopping time T , with respect to the filtration (F t ), we write E T for the conditional expectation operator given the σ-field F T (Protter, 1995, p. 5) . Moreover, we define
We denote by N T and Ξ T the primitives of ν T and ξ T , respectively, with the normalization that N T (0) = Ξ T (0) = 0. The functions N T and Ξ T will be essential in the sequel.
Note that Assumption B implies that (S t ) is a semimartingale adapted to the filtration (F t ). In fact, it has to be, since it is well-known that ruling out arbitrage possibilities (in the appropriate way) in continuous time, implies that the price processes are semimartingales (Delbaen and Schachermayer, 1997) . The assumption that d L, L t = dt is a normalization that identifies σ t as the volatility process. Assuming that L is continuous would, by Lévy's characterization theorem (Protter, 1995, p. 79) , imply that L is a Brownian motion. A Brownian motion for L is the only way to exclude jumps in S. The conditional predictors ν T and ξ T will appear in the moment conditions that can be used to test for transaction time exogeneity and to estimate parameters in models where transaction times are not necessarily exogenous with respect to the price process. In Section 4, we consider some possible choices. In a simply specification, the stochastic volatility is assumed to be integrated of order one. Also in models where the conditional volatility exhibits linear mean-reversion, the predictors ν T and ξ T (and their primitives N T and Ξ T ) are analytically known. However, we will not pursue this possibility in the present paper. Clearly, for more general volatility specifications (say, in terms of diffusion processes), the predictors ν T and ξ T can be approximated using simulation techniques, but this may be extremely time-consuming.
The process (S t ) is not observed in continuous time by the econometrician. If it would be, the inference problems that follow become extremely different and in some sense degenerated. We assume that S t is only observed at some particular (random) transaction times t 1 , t 2 , . . .. Assumption C The dates t 1 , t 2 , . . . form an increasing sequence of stopping times with respect to the filtration (F t ). We denote the transaction durations by ∆t i+1 = t i+1 − t i . Finally, F ti denotes the distribution function of the conditional distribution of ∆t i+1 given F t i .
The stopping time assumption merely states that, at time t, all transactions up to time t have been observed. For notational convenience we define t 0 = 0.
Under (2.1), returns on the asset S, as they are observed over the interval (t i , t i+1 ], are given by
where
Note that ε t i+1 is a martingale stopped at time ∆t i+1 , so that, under the assumptions stated, Doob's optional sampling theorem (Protter, 1995, p. 10) implies that the (ε t i+1 ) form a martingale difference sequence, i.e.
The following proposition relates conditional expectations and variances of observed returns to the predictors N ti (u) and Ξ ti , to the distribution function of the transaction durations F ti , and to some regression coefficients which we will call β µ ti and β σ ti and which we will formally define below.
Proposition 2.1 Under Assumptions A-C we have the following observable moment conditions:
Also, we have
(2.14)
Proposition 2.1 gives a decomposition for both the first and second moment of observed highfrequency asset returns. Throughout the paper, we will focus in all our discussion on the volatility of asset returns as measured in (2.8). From Proposition 2.1, it is clear that all remarks also apply to the first moment modulo some obvious changes.
It is also worth noting that the result of Proposition 2.1 remains valid if t i and t i+1 are replaced by the minimum of a family of stopping times. These may, e.g., correspond to transactions in other assets. We will not pursue this multivariate extension in this paper. As a special case, Proposition 2.1 yields the well known moment conditions based on non-random time intervals. In that case, the times t i are deterministic and the corresponding regression coefficients β µ and β σ vanish. But, when transaction times are random, they may convey some relevant information about the risk borne at time t i through a non-zero coefficient β σ . A general discussion of this informational content of transaction times is provided in Section 3 before focusing in Section 4 on a more specific statistical framework to identify it.
Informational content of transaction durations
The volatility decomposition (2.8) allows us to characterize the triple role of the current value ∆t i+1 of the duration between subsequent trades in the measurement of Var t i {R t i+1 }. Roughly speaking these three roles are:
1. What we have called in the introduction the time-to-build effect which is nothing but the deterministic effect of irregular sampling. When the duration ∆t i+1 is random, one has to integrate out this random variable in order to define an average risk, but this has nothing to do with causality effects.
2. The filtering effect due to stochastic volatility. Our model is a stochastic volatility one. The information F t i that defines the conditioning in the risk measurement Var t i {R t i+1 } does contain the current latent value σ t i of the spot volatility process. Then, if one wants to specify a GARCH type model that characterizes the dynamics of the conditional variance given the smaller information set defined only from the past observations of the asset price, one has to reproject the above conditional variance on this smaller information set. Then, if the current value ∆t i+1 of the transaction duration is added, as, e.g., in Engle (2000) , to this smaller information set, it may have an informational content, just as way to better filter the past values of the volatility process. This informational content may occur even when the regression coefficient β σ is zero. This would be akin to some indirect Granger causality effect from durations to prices through volatility (see, e.g., Renault, Sekkat, and Szafarz, 1998) and does not correspond to the instantaneous causality relationship between duration and volatility that is the focus of the present paper.
3. The instantaneous causality effect between the duration and the volatility is encapsulated in the second part of the right-hand side of (2.8) when the regression coefficient β σ is non zero. It is typically this effect that may capture "the possibility that variations in durations and variations in the volatility could be related to the same news events". Besides its relevance for microstructure theory, this effect is also important for risk measurement. Typically, neglecting it when β σ is non zero would amount to overlooking a liquidity component of the risk borne by an investor who wonders at time t i how risky the investment in this asset is over the next period.
The main advantage of the continuous time framework used in this paper is to allow one to clearly disentangle the afore described three roles of durations in volatility measurement. Let us now discuss more explicitly each of them.
Effect 1: The time-to-build effect This effect is encapsulated in the first term of the right-hand side of the decomposition (2.8). This term can be seen as an expected integrated volatility imposing non-causality between transaction times and prices. To be more precise, note that
Here, ⊗ indicates that the expectation is taken with respect to the product measure of the marginal (yet conditional on F t i ) distributions of ∆t i+1 and (σ t i +u : u ≤ 0), i.e., the measure ignoring possible instantaneous causality relations. By application of Fubini's theorem, it can then be seen as the expectation with respect to the marginal distribution F t i of ∆t i+1 of the common expected integrated volatility as computed for a deterministic duration ∆t i+1 :
To get explicit expressions, let us assume that we know some deterministic functions a(·) and b(·) such that we have
Note that the linear volatility prediction formula 3.3 is conformable to the linear autoregressive volatility model put forward in Meddahi and Renault (2003) . In that case, there is a positive coefficient κ of mean reversion such that we have
where σ 2 denotes the unconditional variance. Formula (3.3) together with (3.4) is, for instance, implied by a square-root or Ornstein-Uhlenbeck like model of volatility (Barndorff-Nielsen and Shephard, 2002) . We will also consider, in Section 4, the even simpler case of a martingale volatility model (see Hansen, 1995 , and references therein) that is known to be empirically relevant for very high frequency data:
a(u) = 1 and b(u) = 0. (3.5) While (3.4) generalizes the GARCH(1,1) model to a stochastic volatility setting, (3.5) extends the IGARCH(1,1) model. All these models correspond to ARMA(1,1) dynamics for squared innovations of returns (see Meddahi and Renault, 2003) . The log-normal stochastic volatility model (Harvey, Ruiz, and Shephard, 1994) is also conformable to (3.3) with vanishing b(u).
In any case, if we denote by A and B, respectively, the primitive functions of a and b normalized to zero for u = 0, we deduce from (3.3)
(3.6)
For instance, in the case (3.4), we get immediately
Formulas (3.6) and (3.7) basically correspond to the formulas used by Ghysels and Jasiak (1998) or Grammig and Wellner (2002) , formula (5) p.374, when one focuses only on the volatility persistence parameter A(∆t i+1 ) that is the sum of the two GARCH(1,1) coefficients. As already stressed, the occurrence of the current duration (∆t i+1 ) in these formulas has nothing to do with any causal relationship between volatility and durations that would deserve a microstructure theory based interpretation. It is just a time-to-build effect that would equally occur with deterministic transaction times (see Meddahi, Renault, and Werker, 1998) . Actually, to get rid of the random feature of durations, Grammig and Wellner (2002) replace the duration (∆t i+1 ) in (3.6) and (3.7) by its conditional expectation computed from the distribution F t i . The above formulas show that this is not correct, since the functions A and B are in general nonlinear, and the correct formula for the first part of our volatility decomposition is
(3.8)
Note, with the exponential formulas (3.7) for the functions A and B, the quantities E t i {A(∆t i+1 )} and E t i {B(∆t i+1 )} are easily computed explicitly for the most common probability distributions for the duration (∆t i+1 ) like, for instance, the exponential distribution. Actually, the computation of these expectations in closed form is, in the framework of (3.4), tantamount to the computation of the Laplace transform of the conditional distribution F ti of the duration ∆t i+1 given F ti . Darolles, Gourieroux, and Jasiak (2002) provide a flexible family of such dynamic models for durations defined through their Laplace transforms. The resulting closed form formulas would allow, for instance, to extend the approach of Bollerslev and Zhou (2002) to get explicit moments conditions relating E t i {V (t i , t i+1 )} and E t i {V (t i+1 , t i+2 )}. In Section 4 below, we will follow an even easier route by considering only the particular case (3.5).
Effect 2: The filtering effect
Following Engle (2000) and the decomposition (1.1), an alternative route amounts to renounce to integrate out the stochastic duration and to consider directly for the return R ti+1 over the interval (t i , t i+1 ] a volatility measurement given the augmented σ-field F * ti = F t i ∨ σ(∆t i+1 ), that is not only given past observations on prices, volatilities, and transaction times, but also the time needed for the next transaction to come. Actually, the Engle (2000) volatility models (39) and (40), p. 18, can be interpreted as reprojections of this volatility measure on the smaller σ-field R *
where R ti is the sub-σ-field of F ti defined by the econometrician's information about past returns only. Then, even if the regression coefficient β σ is zero, the volatility measure must depend on the duration (∆t i+1 ) as conditional expectation of V (t i , t i+1 ) given R * ti . This dependence may go through not only the aforementioned time-to-build effect (i.e., the dependence of A(∆t i+1 ) and B(∆t i+1 ) on ∆t i+1 ) but also through E{σ
This is the reason why we argue that, in this framework, even an additional significant role (besides the time-to-build effect) of the duration in the volatility measurement does not really prove that "variations in durations and variations in the volatility are related to the same news events". Of course, the empirical evidence documented by Engle (2000) is fairly convincing. The functional forms (39) and (40) in that paper are sufficiently specific to make it difficult to imagine that the significant role of the duration (∆t i+1 ) is just a filtering effect. However, we do consider that, to fully disentangle the filtering effect from the instantaneous causality effect of interest, the stochastic volatility framework in continuous time is better suited.
Effect 3: The instantaneous causality effect
Since we focus on the volatility process, we consider that this effect is significant when β σ is non-zero, that is when the fact to know that ∆t i+1 > u modifies our optimal forecast at time t i of the future spot volatility σ 2 t i +u . Note that this effect is well in line with the doubly-stochastic counting processes as a model for transaction arrivals as proposed in Duffie and Glynn (2001) . If the events arriving at time t is viewed as a Poisson process with time varying intensity λ(S t , σ t ), it is not surprising that the information that no event occurs between dates t i and t i + u is relevant to modify the forecast of the state vector (S ti+u , σ ti+u ). Note however that, in contrast with Duffie and Glynn (2001), we are not interested here in the inference issue about a parametric model from observations of this Markov process. Actually, we do not consider that the econometrician observes the volatility process but we perform only a semiparametric inference based on the first two conditional moments.
The effect of randomness of observations dates on parametric inference on a fully observed Markov process has also been documented by Aït-Sahalia and Mykland (2003) . They also allow for the causality effect we are interested in and they show that this effect implies a selection bias when randomness is not taken into account in inference. Actually, the only non causality assumption they maintain is immaterial in our setting. They only assume that a filtration (F * * t ) does not strongly globally cause the filtration (R t ) associated with past returns in the sense of the Florens and Fougère (1996) non-causality in continuous time. Their filtration (F * * t ) is defined as
.).
In our setting, all transaction times t i are stopping times, and, therefore, all the random variables min(t i , t) are F t -measurable. Thus, by construction, F * * t = F t does not cause (F t ). Since, in the Aït-Sahalia and Mykland (2003) setting, there is no autonomous stochastic volatility process, R t = F t and their non-causality assumption is actually implied by our stopping time assumption. However, as they do stress, it is typically not true that transaction times do not cause prices.
Our focus of interest is the causality property which makes β σ , that is
The equality E ti {σ
is actually a testable implication of the non-causality property:
Following the Florens and Fougère (1996) terminology (more precisely, their Definition 2.1, p. 1197), (3.11) means that the filtration F * t = F t ∨ σ(∆t nt+1 ) does not weakly globally cause the volatility process, given F t where n t = max(i : t i ≤ t) denotes the number of transactions up to time t. In more intuitive terms, the next transaction time to come does not weakly (i.e., in expectation) cause the spot volatility process. Note that if the same non-causality assumption is considered for the drift term (in particular β µ = 0)
the conjunction of (3.11) and (3.12) means that (F * t ) does not weakly instantaneously cause the price process given (F t ) in the Granger sense (Florens and Fougère, 1996 , Definition 3.1., p. 1202): the price process remains a semimartingale with respect to the augmented filtration (F * t ) with the same Doob-Meyer decomposition. If we knew more generally that this property is maintained for any (R t )-adapted special semimartingale, we would say (Florens and Fougère, 1996, Definition 3.2., p. 1203 ) that (F * t ) does not strongly instantaneously cause the price process given (F t ) in the Granger sense. In this case, for any function of the price process, the Doob-Meyer decomposition is not modified by the knowledge of the next transaction time. This strong instantaneous noncausality property in the Granger sense is obviously implied by the strong global non-causality property (Florens and Fougère, 1996 , Definition 2.2., p. 1197): F * t and R t+h are conditionally independent given F t , for all h > 0.
(3.13)
The converse is less clear. Theorem 3.1, p. 1203, in Florens and Fougère (1996) states that "strong global non-causality" and "strong instantaneous non-causality in the Granger sense" are equivalent when F t = R t , that is typically not our case since a stochastic volatility process has been added to the filtration (R t ) of past returns to define the filtration (F t ). The additional instantaneous causality effects in continuous time to consider to get strong global non-causality in the context of stochastic volatility are sketched in Comte and Renault (1996) . The reason why strong global non-causality of transaction times towards the price process is not guaranteed, even when strong instantaneous non-causality is, is that the Doob-Meyer decomposition of the volatility process itself might also be modified by the knowledge of transaction times. Testing for this later causality effect is beyond the scope of this paper. We just define below a simple test for the hypothesis β σ = 0, which is an implication of the weak instantaneous non-causality of transaction times towards volatility.
Implementation and estimation
The goal of the present paper is to discuss and assess the importance of instantaneous causality between transaction times and transaction prices. Thereto, we will employ the moment conditions of Proposition 2.1 to estimate and test the causality function β. The setup of Proposition 2.1 is very general, without any specific assumptions on the price, volatility, or duration process. We now discuss the specification of these to be used in Section 6.
More precisely, we will need to specify the marginal distribution of transaction times (through F t (u)), the marginal expected integrated volatility (through Ξ t (u) 1 ), the relation between expected durations and volatility, and the interplay between actual durations and volatility (through β σ t (u)). As mentioned before, we focus on the volatility, but instantaneous causality between the drift and durations can be handled along similar lines. We discuss all five terms mentioned above separately, starting with the conditional distribution of transaction times and the expected integrated volatility. For both these terms we will largely rely on benchmark specifications from the literature, i.e., a semiparametric ACD formulation for durations and integrated volatility. We'll discuss the choice for β σ in more detail in Section 4.4, since this term essentially specifies the contribution of our paper.
Marginal distribution of durations
Following the ACD literature, we define the expected duration ψ ti = E ti {∆t i+1 } and assume that the normalized durations ∆t i+1 /ψ t i are independent of F t i . Note that this does not exclude instantaneous causality relations between durations and volatility, i.e., durations and future volatility can be, conditionally on F t i , dependent.
For the actual parametric form of the distribution, various choices are possible. For our purposes and in our setup, i.e., for testing the non-causality hypothesis, it is not necessary to specify any particular distribution. Thus, we remain fully non-parametric with respect to distribution of scaled durations and adopt a semiparametric ACD specification, much along the lines of Drost and Werker (2003) .
Expected integrated volatility
As mentioned in Section 3, the first term in the volatility decomposition (2.8) can be seen as the expected integrated volatility imposing non-causality between transaction times and prices, i.e.,
Here, ⊗ indicates that the expectation is taken with respect to the product measure of the marginal (conditional) distributions of ∆t i+1 and {σ 2 ti+u : u ≥ 0}, i.e., the measure ignoring possible causality relations.
Moment conditions for the integrated volatility are studied in Bollerslev and Zhou (2002) , who deal with fixed duration intervals and not with random transaction times. Therefore, the causality issue we focus on does not play a role in that paper. Nevertheless, the calculations in Bollerslev and Zhou (2002) lead to expressions for
Integrating this with respect to the appropriate distribution for the duration ∆ gives the first term in the volatility decomposition (2.8).
An important special case, that we will take in the empirical section of the paper, occurs if we assume that the instantaneous variance is integrated of order one, i.e., E t i σ
This result even holds without any particular distributional assumptions on the durations. Alternatively, one may resort to a model for the instantaneous variance that exhibits linear mean-reversion. In that case, Ξ t (u) can again be calculated explicitly. Under the assumption that durations are conditionally exponentially distributed, this leads to closed form expressions for
. We will not produce these expressions here.
Relation between expected durations and volatility
Both empirical and theoretical papers on the interplay between durations and volatility allow for a direct relation between expected durations and volatility. The main theoretical results in this area are from Easley and O'Hara (1992) and Admati and Pfleiderer (1988) . Both models predict a relation between volatility and expected durations.
We propose a simple specification where volatility and expected durations are linearly related. More specifically, we assume that
In this specification, α 0 + α 1 Eψ t measures the unconditional level of the conditional variance per unit of time, while α 1 measures the volatility/expected duration sensitivity. Once more, the relation between future volatility and actual duration is measured by β σ and is discussed in the next section. Assuming that high instantaneous volatility goes together with small expected durations, we expect α 1 to be negative.
Clearly, more complicated specifications for the volatility-expected duration relation are possible as well. However, they will lead to a more tedious empirical analysis.
Transaction time risk
The specification of the integrated volatility and the relation between volatility and expected durations can be based on existing stylized facts and benchmark models. This is no longer true for the causality terms, which actually measure the relation between future volatility and innovations in the durations. To get more feeling regarding possible specifications for the causality term in (2.8), we consider relation (2.14). Using (2.12), we find
(4.4)
Consequently, given a specification for the duration distribution F t i (u), β σ essentially measures the revision in your instantaneous variance estimate for date t i + u, assuming that you haven't seen the next transaction yet at that date t i + u. Similarly, if we consider the situation that there has been a transaction before date t i + u, we obtain
(4.5)
Note that both relations do not rely on any particular specifications for the volatility process. The results follow using only the assumptions underlying Proposition 2.1. Taking the difference of expressions (4.4) and (4.5), we find
A similar expression can, of course, be derived for β µ t i (u). Any specification relying on a particular functional form for β σ ti (u) seems hard to defend a priori. However, it does seem reasonable to assume that β σ t i (u) depends on u only through a fixed functions of u/ψ t i . This means, that it is only the rescaled duration that influences the instantaneous volatility. Moreover, this assumption is fully in line with the ACD assumption above. Clearly, without any further parametric assumptions, we cannot hope to estimate the function β. However, it will be possible to test the hypothesis of interest H : β = 0.
Expected returns
The simplest specification for the expected return is to assume that µ t = µ. This automatically implies that β µ t (u) = 0. Another possibility would be to allow explicitly for a volatility risk premium. Denoting this risk premium by λ, the expected return then would become
(4.7)
Clearly, such a specification implies
Plugging these relations into the expected return of the next duration as given by (2.7), we obtain
The linear form for the instantaneous volatility risk premium thus translates immediately to the same expression for high frequency returns.
Moment conditions and inference
We will use both returns between transactions and returns over a fixed duration h in the the rest of this paper. Proposition 2.1 allows us to study both of these simultaneously.
In line with the remarks in the previous section, we make the following additional assumption in our empirical analysis.
Assumption D Consider the following specification.
1. Expected returns are constant, i.e., ν t (u) = µ and β µ t = 0. 2. Volatility is integrated, i.e., ξ t (u) = σ 2 t . 3. Rescaled durations are independent of the past, i.e., F t i (u) = F (u/ψ t i ).
4. Volatility causality depends on rescaled durations only, i.e., β
5. Volatility and expected durations are related according to
It is important to note that no specific assumptions are made about either the parametric form of F or that of β σ . This semiparametric approach leads to a flexible model, possibly at the cost of some efficiency of the inference. Given the huge number of data typically available, this is probably of no real concern. Assumption D.1 can be replaced with a specification that allows for a volatility risk premium as explained in Section 4. However, this would lead to the inclusion of third and fourth moments of the durations in the second-order moment conditions. If one is to remain free of assumptions concerning the distributional form of the duration, this would lead to two extra parameters describing skewness and kurtosis of the conditional duration distribution F . Assumption D.3 is standard in the high-frequency financial duration literature. It can be generalized, e.g., taking into account volume, again at the cost of the introduction of extra parameters in the model.
Estimation of the parameters in our model will be based on the moment conditions (2.7) and (2.8) using both transaction durations and deterministic durations over an interval of length h. Clearly,
Similarly, the first term in the conditional variance of returns is easily found to be
The causality term in (2.8) is somewhat more delicate. However, note
It is clear, that we cannot estimate the function β from the moment conditions that we derived. However, β * is identified and we will use β * to assess the importance of causality between transaction times and prices. Summarizing, we obtain
and, consequently, the following (conditional) moment condition can be used
More straightforward is the conditional variance of returns over intervals of length h. We find immediately
Following standard econometric practice, the conditional moment conditions are transformed into unconditional ones using various instruments. It is well-known that both durations and squared returns are highly autocorrelated. Therefore, the obvious candidates for our instruments, besides the constant, are ∆t i and R 2 ti . We use the optimal weighting matrix following in weighting the various unconditional moment conditions. The use of both returns over transaction intervals and deterministic intervals of length h induces a overlapping samples problem. Therefore, the variance of the unconditional moment conditions will be estimated using a Newey-West estimator.
Do IBM durations cause IBM prices?
We consider volatility-duration causality for the IBM stock traded at NYSE. We use transaction data for 64 days from August 2, 1999 , until October 29, 1999 . No trade took place on September 6 due to Labor day. Zero durations are removed from the data set. The only other pre-analysis data cleaning we performed was to replace returns above 30 basis points (in absolute value) by the average return. For the present data set, 30 basis points corresponds to six standard deviations. Durations are measured in seconds (sec) and returns in basis points (bp).
Durations vary from 1 to 221 seconds, with a mean of 10.7 and a standard deviation of 10.4. The mean return between transactions is −0.02bp, with a standard deviation of 5.30bp. As mentioned before, we consider simultaneously returns over 5 minute intervals. These are on average −0.38bp with a standard deviation of 23.71bp. In total we have 137993 observations. These 5 minute interval returns, induce an overlapping samples problem. Therefore, variance estimates are based on the Newey-West procedure, taking into account 60 lags. Given the expected duration of 10.7 seconds, this amounts to lags of about 10.7 minutes.
We adopt the estimation procedure outlined in Section 5, i.e., using the moment conditions (5.1), (5.2), (5.3), and (5.4). We use past durations and past squared returns as instruments. The estimation results are presented in Table 1 , where the upper panel refers to the model described above and the lower panel describes the results of a restricted model where instantaneous causality between durations and prices is excluded a priori (β = 0). From the upper panel of Table 1 , we see a slightly negative estimated drift, corresponding to decreasing stock prices over this period. Given the average duration of 10.7 seconds, the instantaneous variance is on average 1.315 − 0.00263 × 10.7 = 1.287bp 2 /sec 2 , which translates to about 1.1bp/sec, or 1.1bp × √ 2600 × 8 × 250 = 30% on an annual basis (using the standard square-root rule of thumb for calculating aggregate volatility). Note that the relation between expected durations and instantaneous volatility is neither statistically, nor economically significant. We will come back to this point shortly after discussing the causality parameter β * . It is clear from the upper panel of Table 1 that the causality parameter β * is both economically and statistically significant. The unconditional instantaneous volatility is, as calculated above, about 1.1bp/sec. From (4.6) we know that β σ (u) measures the update in instantaneous variances when a transaction has or has not been observed yet. To interpret the size of β * , assume for the moment that durations are (conditionally) exponentially distributed and that β(v) = β is constant. In that case, β * = This amounts to two-thirds of the unconditional instantaneous volatility.
To the best of our knowledge, the present paper is the first one that specifically addresses empirically the origin of observed correlations between durations and volatility. Reduced form VAR-models do not allow us to disentangle dependencies between expected durations and current instantaneous volatility on the one hand, and surprises in durations and in future instantaneous volatility on the other hand. As mentioned before, the approach of Grammig and Wellner (2002) implicitly imposes that all dependence takes place through the relation between expected durations and instantaneous volatility. We find, on the contrary, that this relation is statistically insignificant, while exogenous news events apparently drive both durations and volatility.
Another way to assess the importance of causality between transaction durations and returns, is to consider the estimation results where causality has been excluded a priori. These results are in the lower panel of Table 1 . It is clear that important shifts occur in the parameters. Especially, α 0 increases significantly. The unconditional volatility estimated in this case is √ 2.259 − 0.00234 × 10.7 = 1.5bp/sec, which is almost 40% higher than in the case where causality is not excluded a priori. This unconditional volatility is, however, largely caused by surprises in durations. It is important to note that α 1 , which measures the relation between instantaneous volatility and expected durations, hardly changes (but also is imprecisely estimated). This means that, in our setting, causality effects are not picked up by relations between current instantaneous volatility and expected durations.
Concluding remarks
The present paper considers a structural continuous time model for the analysis of instantaneous causality relations between transaction price volatility and transaction durations. We argue that these instantaneous causality effects are significant and that failure to take them into account may lead to severely biased volatility estimates and inappropriate risk management. We identify the instantaneous causality effects using appropriate moment conditions. These conditions (see, Proposition 2.1) are sufficiently general to be applicable for a wide range of statistical and economic model specifications. In particular, we can accommodate, in an analytical way, the standard linear Ornstein-Uhlenbeck type stochastic volatility models, but also, possibly using a simulated method of moments approach, non-linear specifications. Furthermore, other relevant variables could easily be added to the analysis. This is due to the fact that the results are based on first-and second order predictions of future drift and volatility given all current information, which may include, e.g., volume (see the specification of the functions ν and ξ in Assumption B).
Appendix: Proofs
Proof of Proposition 2.1: We consider the conditional expectation of observed returns. Note,
where the first equality follows from the optional stopping theorem and using the fact the ∆t i+1 is a stopping time for the filtration (F t i +u : u ≥ 0).
The proof for the conditional variance follows along the same lines upon noting, using the DoobMeyer decomposition applied to To obtain the conditional expectation (2.13), note that E ti µ ti+u |I (0,∆t i+1 ] (u) , I (0,∆t i+1 ] (u) being an indicator, is necessarily, conditionally on F ti , linear in I (0,∆t i+1 ] (u). Consequently, the conditional expectation in (2.13) coincides with the (conditional) linear projection.
Similar arguments for the volatility complete the proof.
