Abstract. The existence of solutions for the nonlinear functional differential equation with nonlocal conditions governed by the variational inequality is studied. The regularity and a variation of solutions of the equation are also given.
Introduction
Let H and V be two complex Hilbert spaces. Assume that V is dense subspace in H and the injection of V into H is continuous.
In this paper, we deal with the existence and regularity for solutions of the following nonlinear functional differential equation with the nonlocal initial condition governed by the variational inequality in Hilbert spaces: 
dx(t) dt + Ax(t), x(t) − z) + φ(x(t)) − φ(z)

≤ (f (t, x(t)) + k(t), x(t)
−
dx(t) dt + Ax(t) + ∂φ(x(t)) f (t, x(t)) + k(t), 0 < t ≤ T, x(0) = x 0 − g(x).
The existence and regularity for solutions of the parabolic variational inequality in the linear case( f ≡ 0) without nonlocal initial conditions was investigated by Brézis [5] (also see section 4.3.2 in Barbu [4] ). Jackson [8] showed the existence and uniqueness of solutions to semilinear nonlocal parabolic equations and Byszewski and Akca [7] studied the existence of mild and classical solutions of nonlocal Cauchy problem for a semilinear functional differential evolution equation. Aizicovici, Gao, Mckibben [1, 2] have studied for differential equations governed by maccretive operators under various compactness assumptions. For some other results on nonlocal problems see the bibliographies of [1, 2, 3, 6, 7] .
In this note, with some general condition of the Lipschitz continuity of nonlinear operator f from [0, T ]×V to H, we established the problem for the wellposedness and regularity of solutions of nonlinear variational evolution inequalities with nonlocal conditions by converting the problem into the contraction principle and the norm estimate of a solution of the above nonlinear equation on L
Consequently, an example illustrated the applicability of our work is given in the last section.
Preliminaries
Let V and H be complex Hilbert spaces forming Gelfand triple V ⊂ H ⊂ V * with pivot space H. For the sake of simplicity, we may consider
where || · || * is the norm of the element of V * . Let a(·, ·) be a bounded sesquilinear form defined in V × V and satisfying Gårding's inequality
where ω 1 > 0 and ω 2 is a real number. Let A be the operator associated with the sesquilinear form a(·, ·):
Then A is a bounded linear operator from V to V * and −A generates an analytic semigroup in both of H and V * as is seen in [10; Theorem 3.6.1]. The realization for the operator A in H which is the restriction of A to
The following L
2
-regularity for the abstract linear parabolic equation 
where C 2 depends on T and M (see [9] ).
If an operator A is bounded linear from V to V * associated with the sesquilinear form a(·, ·) then it is easily seen that 
and satisfying
where C 2 is a constant depending on T .
Let φ : V → (−∞, +∞] be a lower semicontinuous, proper convex function. Then the subdifferential operator ∂φ of φ is defined by
First, let us concern with the following perturbation of subdifferential operator:
Using the regularity for the variational inequality of parabolic type as seen in [4; section 4.3] we have the following results on the equation (VE). We denote the closure in H of the set D(φ) = {u ∈ V : φ(u) < ∞} by D(φ) and the minimal segment of ∂φ by (∂φ)
which satisfies
where
2) Let A be symmetric and let us assume that there exist h ∈ H such that for every > 0 and any y ∈ D(φ)
where J = (I + A)
Here, we remark that if D(A) endowed with the graph norm of A to H is compactly embedded in V and x ∈ L 2 (0, T ; D(A))(or the semigroup operator S(t) generated by A is compact), the following embedding
is compact in view of the interpolation theory. Hence, the mapping
, which is also applicable to optimal control problem.
Existence of solutions
In this section, we consider the existence and regularity for solutions of (NDE) under the following basic assumptions:
(0, T ; V ) → H is assumed to be uniformly Lipschitz continuous, namely that there is a constant M > 0 such that
We assume the following inequality condition.
The condition (H3) shows some information for the relation among the parameters, ω 1 , ω 2 , M and T . We shall prove that the existence of solutions of (NDE) is guaranteed if ω 2 , M and T is sufficiently small. It may be possible to prove the existence of solutions at a large time T in case where the system is assumed to satisfy certain inequality, for instance, ω 2 < 0. If the nonlinear term f is a reaction rate function, then the value of f means the velocity of generating a chemical material and Lipschitz constant is the accelerative rate of its reaction. We note that the Lipschitz constant M of the nonlinear term f has no effect on the limits of the existence of solutions of (NDE).
The following Lemma is from Brézis [5; Lemma A.5].
Then,
We establish the following results on the solvability of (NDE). 
and there exists a constant C 4 depending on T such that
Proof. Let us fix 0
where ω i (i = 1, 2), L and M are constants in (2.2), (H1) and (H2), respectively.
has a unique solution y ∈ L
For i = 1, 2, we consider the following equation.
We are going to show that a well known extension of the contraction principle gives the existence of a unique solution of (NDE) if the condition (3.3) is satisfied. Let y 1 , y 2 be the solutions of (3.4) with x, replaced by
Acting on both sides by y 1 (t) − y 2 (t) and using the monotonicity of ∂φ, we have
and integrating (3.5) over (0, t), this yields that
From (3.6) it follows that
G(s)ds).
Thus, integrating (3.7) over (0, t) we have
hence, we get
Combining (3.6) with (3.8) it holds that
Here, by using Lemma 3.1, we obtain that
From (3.9) and (3.10) it follows that 1 2
Hence, we conclude that
Starting from initial value x 0 (t) = x 0 + g(x 0 ), consider a sequence
Then the inequality (3.11) implies that for 0 ≤ t ≤ T 0 ,
So by virtue of the condition (3.3), we have that
and hence, from (3.12) there exists
Next, we establish a variation of constant formula (3.2) of a solution of (NDE). Let y be the solution of
by multiplying by x(t)−y(t) and using the monotonicity of ∂φ, we obtain
By integrating on (3.13) over (0, t) we have
||x(s)|| |x(s) − y(s)|ds.
By the procedure similar to (3.11) the inequality
and hence, from (2.5) in Proposition 2.2, we have that
for some positive constant C 4 . Furthermore, acting on both side of (NDE) by x (t) and by using
, we obtain the norm estimate of x in W 1,2 (0, T 0 ; H) satisfying (3.3). Since the condition (3.3) is independent of initial values, from the fact that a solution x of (NDE) belongs to Finally, we also obtain the asymptotic property of solutions of (NDE) as follows. 
is continuous.
and x i be the solution of (NDE) with (x 0i , k i ) in place of (x 0 , k) for i = 1, 2. Multiplying on (NDE) by x 1 (t) − x 2 (t), we have
Then, by the similar way to (3.9) we have
Combining this and (3.17) it holds that
By Lemma 3.1, we obtain
Thus,
Let T 1 < T be such that
From (3.18) and (3.19) it follows that
The third term of the right of (3.20) is estimated as (3.21) (e
We can choose a constant c > 0 such that
Thus, the second term of the right of (3. 
, and let x n and x be the solutions (NDE) with (x 0n , k n ) and (x 0 , k), respectively. Then, by virtue of (3.23), we see that x n → x in L 
Example
Let Ω be a bounded domain in R n with smooth boundary ∂Ω. We take V = W 
