In wireless multi-hop networks such as ad hoc networks and sensor networks, backoff-based opportunistic routing protocols, which make a forwarding decision based on backoff time, have been proposed. In the protocols, each potential forwarder calculates the backoff time based on the product of a weight and global scaling factor. The weight prioritizes potential forwarders and is calculated based on hop counts to the destination of a sender and receiver. The global scaling factor is a predetermined value to map the weight to the actual backoff time. However, there are three common issues derived from the global scaling factor. First, it is necessary to share the predetermined global scaling factor with a centralized manner among all terminals properly for the backoff time calculation. Second, it is almost impossible to change the global scaling factor during the networks are being used. Third, it is difficult to set the global scaling factor to an appropriate value since the value differs among each local surrounding of forwarders. To address the aforementioned issues, this paper proposes a novel decentralized local scaling factor control without relying on a predetermined global scaling factor. The proposed method consists of the following three mechanisms: (1) sender-centric local scaling factor setting mechanism in a decentralized manner instead of the global scaling factor, (2) adaptive scaling factor control mechanism which adapts the local scaling factor to each local surrounding of forwarders, and (3) mitigation mechanism for excessive local scaling factor increases for the local scaling factor convergence. Finally, this paper evaluates the backoff-based opportunistic routing protocol with and without the proposed method using computer simulations. key words: ad hoc network, wireless sensor network, opportunistic routing, backoff time, scaling factor control, binary feedback, duplicate packet forwarding
communication quality of the terminals varies due to the radio interferences and terminal mobility. Furthermore, a method of replacing wire harnesses by wireless networks has been studied as one of the applications of wireless multihop networks [1] [2] [3] [4] . The routing protocols should dynamically select a forwarding path dynamically in such fastchanging network environments.
Unicast-based routing protocols [5] [6] [7] that forward packets along a specific route have been proposed as a general routing protocol for ad hoc and sensor networks. However, due to the characteristics of using fixed routes in unicast-based routing protocols, it is difficult for them to adapt to unpredictable changes occurred in radio environments since they alter their established route only when the route is broken.
To adapt to temporary wireless quality variations, support methods for unicast-based routing [3] , [4] , [8] [9] [10] [11] establish a detouring path around a temporarily disrupted path and shortcut an established path based on the route information that has been obtained from a routing protocol. However, they only focus on forwarding path changes based on the established route. Therefore, they cannot make a flexible forwarding path selection without performing route reconstruction.
To achieve flexible forwarding path selection, opportunistic routing protocols have been proposed [12] , [13] . In opportunistic routing protocols, every receiver makes the packet forwarding decision based on various metrics (e.g., hop count, packet transmission success rate, geographical information, and so on) when packets are received to exploit the broadcast nature of wireless communications. Hence, the opportunistic routing protocols enable dynamic and flexible packet forwarding path selection without a route reconstruction at the packet level.
As general opportunistic routing protocols, the expected transmission count (ETX)-based opportunistic routing protocols have been proposed [14] [15] [16] [17] [18] . They make the forwarding decision based on a metric that is represented as ETX [19] which represents the expected number of transmissions to send a packet to the destination and is calculated from a packet transmission success rate and hop count. However, it is difficult for them to adapt their metrics to fast radio environmental changes since the metrics becomes obsolete immediately.
As another forwarder selection approach, locationbased opportunistic routing protocols [20] [21] [22] [23] , which forward a packet based on geographical information, have been proposed. However, they require every terminal to have the global positioning system (GPS) function for acquiring positions of the terminals. However, the utilization of GPS function limits the applications of multi-hop networks because it is difficult to accurately track positions of terminals in some situations such as indoor environments.
In case of wireless sensor networks and ad hoc networks, backoff-based opportunistic routing protocols that makes a forwarder selection based on the backoff time obtained by each potential forwarder using hop counts have been proposed [24] [25] [26] [27] [28] [29] [30] . In the protocols, each potential forwarder calculates a backoff time based on the product of a weight and global scaling factor during the packet forwarding procedure. The weight prioritizes potential forwarders and is calculated based on hop counts to the destination of a sender and receiver. The global scaling factor is a predetermined value to map the weight to the actual backoff time.
However, the backoff-based opportunistic routing protocols have three common issues associated with the usage of the predetermined global scaling factor. The first issue is that the necessity of unifying the global scaling factor for the backoff time calculation among all the terminals. The second issue is that the impossibility to change the value of the global scaling factor after the network is initiated. The third issue is that the difficulty associated with setting the global scaling factor to the appropriate value.
To address the aforementioned issues of the backoffbased opportunistic routing protocols associated with the global scaling factor, this paper proposes a novel decentralized local scaling factor control for backoff-based opportunistic routing protocols without relying on the predetermined global scaling factor. The proposed method sets an appropriate scaling factor for each local surrounding based on the binary state that is defined as re-receiving a single forwarded packet or multiple forwarded packets. Thus, the proposed method contains the following: (1) sender-centric local scaling factor setting mechanism in a decentralized manner where each forwarder specifies a local scaling factor for sharing the value of the local scaling factor among the receivers; (2) adaptive scaling factor control mechanism that increases or decreases the local scaling factor based on the binary state that is defined as re-receiving a single forwarded packet or multiple forwarded packets; and (3) mitigation mechanism for excessive local scaling factor increases for the local scaling factor convergence.
The remainder of this paper can be organized as follows. Section 2 introduces the common operations that are performed in backoff-based opportunistic routing protocols. Section 3 proposes a novel decentralized local scaling factor control for backoff-based opportunistic routing protocols. Section 4 evaluates the behavior and performance of the backoff-based opportunistic routing with and without the proposed method using computer simulations. Section 5 presents the conclusion and an introduction to our future work.
Backoff-Based Opportunistic Routing
This section introduces the common model of backoff-based opportunistic routing protocols [24] [25] [26] [27] [28] [29] [30] and their common operations. Note that we will consolidate and/or alter the original names, formulas, and variables in the original papers to easily compare the protocols in terms of their procedures based on the description of the paper [30] .
The backoff-based opportunistic routing protocols generally contains the following two routing phases: phase for discovering a destination that can be referred to as the "discovery phase" and phase for forwarding the reply packets and data packets that can be referred to as the "data phase." In addition, every terminal has "cost table," which has entries that contain at least an address to the destination, a hop count, a sequence number, and a lifetime of the former information. Each receiver updates the entries with information from a source that can be obtained from the header of packets, namely the reverse path information of the original path. Therefore, they should be used with bidirectional flows between the source and the destination. Discovery phase: If a source does not have a valid cost entry for the desired destination in its table before initiating the packet transmission, the source initiates a request packet flooding towards the destination. Note that the request packet must contain at least a source address, destination address, hop count of the packet traversed, sequence number, and time to live (TTL). When the destination receives the request packet, the destination broadcasts a reply packet towards the source with the reverse path. Then, each receiver performs forwarding in the same way as that of data packet forwarding since at least one reverse forwarding path to the source has already been established during the request packet flooding. Thus, the receivers can transit to the data phase for forwarding the reply packet. If the source would not receive any reply packet after a certain period, the source begins the request packet flooding again. Data phase: After receiving a reply packet or a data packet, each receiver makes the forwarding decisions based on the backoff time. Then, the reply packets and data packets contain at least a source address, destination address, hop count to the destination, hop count of the packet traversed, and sequence number. After receiving these packets, each receiver r calculates the expected hop countĥ rd to the destination d and the hop count difference δ r based on Eq. (1) and Eq. (2),
where h id denotes the hop count between the previous forwarder i and the destination d that was recorded in the packet as the hop count to the destination during the previous forwarding. h rd denotes the hop count between the receiver r and the destination d recorded in the cost table of the receiver r. Each receiver r calculates the backoff time b r based on δ r as described below, then it waits for the expiration of the backoff time b r so that it can become a "potential forwarder." If the potential forwarder receives the same packet while it is waiting for the backoff time expiration, it considers the packet to be an implicit acknowledgement (ACK) and cancels the forwarding because the other terminal has already forwarded the same packet. Hence, it is no longer considered to be a potential forwarder. Backoff time calculation: As one of the backoff time calculation mechanisms in backoff-based opportunistic routing, this paper introduces backoff time calculation based on the sigmoid function [30] . During this calculation, a receiver r calculates the fixed backoff time based on the sigmoid function, and it adds a random backoff time based on the change in the sigmoid function. The fixed backoff time ς r (δ r ) can be calculated as
where α denotes the gain of ς r (δ r ) and β denotes the parameter that is used to shift the inflection point. A receiver r calculates the fixed backoff time ς r (δ r ) for determining the priority of packet forwarding based on the sigmoid function according to δ r . Hence, for each δ r , ς r (δ r ) is the lower bound of the backoff time. Furthermore, r adds a random backoff time to the fixed backoff time based on the change in the sigmoid function. The random backoff time μ r (δ r ) can be calculated as
where γ denotes the boundary between slots. u denotes a uniform random number from (0, 1). Using ς r (δ r ) and μ r (δ r ), the backoff time b r can be calculated as
where T global denotes the global scaling factor which is a predetermined value and is shared globally among all the terminals. Finally, the receiver r calculates the backoff time b r by computing the product of the global scaling factor T global and the sum of the fixed backoff time ς r (δ r ) and μ r (δ r ). According to the aforementioned operations, backoffbased opportunistic routing protocols perform dynamic path selections based on the backoff time calculation. However, there are three common issues that are associated with the practical use of the global scaling factor T global as follows.
Necessity of unifying the global scaling factor
among all the terminals: The backoff-based opportunistic routing protocols realize both the reduction of duplicate packet forwarding among potential forwarders who have the same hop count and the prioritization based on the hop count by using backoff time. However, to realize them, it is necessary to unify a global scaling factor of all the terminals to correctly select an appropriate forwarder since each potential forwarder needs to share the same calculation range of the backoff time among all the terminals based on the global scaling factor. 2. Impossibility to change the global scaling factor after the network is initiated: The global scaling factor directly affects the forwarder selection, and hence it is important factor for the backoff-based opportunistic routing protocols to appropriately select a forwarder among potential forwarders. However, it is not possible to change the global scaling factor from the predetermined value during the networks are being used due to the first issue in spite of directly affecting the forwarder selection. 3. Difficulty associated with setting the global scaling factor to an appropriate value: The appropriate value of the global scaling factor varies across various factors such as a local surrounding, data rate, and so on. However, it is difficult to set an appropriate value for the global scaling factor in spite of being not able to change the value due to the second issue.
Hence, it is required to decentralize and control the scaling factor locally to relieve the backoff-based opportunistic routing protocols of the global scaling factor for improving the applicability.
Decentralized Local Scaling Factor Control

Concept
To address the aforementioned issues of the conventional protocols, this paper proposes a novel decentralized local scaling factor control for backoff-based opportunistic routing protocols without using a predetermined global scaling factor to adapt to each local surrounding of forwarders. The proposed method comprises the following three mechanisms.
(1) Sender-centric local scaling factor setting mechanism. The first mechanism relieves the backoff-based opportunistic routing protocols from the usage of a predetermined global scaling factor to use a local scaling factor in a decentralized manner instead of using global scaling factor. It also enables to adapt to each local surrounding of senders since they specify their local scaling factor when the packet forwarding. Therefore, this mechanism realizes the reduction of both unnecessary packet forwarding and redundant backoff delay to set the appropriate value for each local surrounding of forwarders.
(2) Adaptive local scaling factor control mechanism. The second mechanism enables each forwarder to control the variation of its own local scaling factor based on the binary state of receiving either a single forwarded packet or multiple forwarded packets. Therefore, this mechanism can empower the first mechanism to ensure the adaptation of the local scaling factor without using any manual settings. Hence, the combination of mechanisms (1) and (2) solve the aforementioned common issues and perfectly relieve the backoffbased opportunistic routing protocols from the global and manual configurations of the scaling factor.
(3) Mitigation mechanism for excessive local scaling factor increases. The third mechanism provides a threshold for the local scaling factor convergence based on random values, which are stored in packets to mitigate the excessive local scaling factor increases. It can reduce the backoff delay to probably accept duplicate packet forwarding. By using the above mechanisms, the proposed method realizes the decentralized and adaptive scaling factor control for each local surrounding of forwarders. The details of each mechanism are described in Sect. 3.3-3.5.
Backoff-Based Opportunistic Routing with Local Scaling Factor
To realize the above mechanisms, the proposed method requires that each terminal should have an additional field to store a local scaling factor for each cost entry in its cost table. In addition, the proposed method requires that the two additional fields in the data packet header, a local scaling factor τ k and a random value u, are recorded and calculated by the forwarder, respectively. The fields in a packet header are updated by each forwarder while forwarding the packet. The operations of the backoff-based opportunistic routing protocol using the proposed method can be given as follows. Discovery phase: A source initiates a communication to the destination based on the request packet flooding that is similar to that in the conventional methods as described in Sect. 2. Then, each terminal records its initial local scaling factor τ 0 to the destination and its initial slow start threshold s th to the destination as T init in its cost table along with the information that is used in conventional backoff-based opportunistic routing protocols. Note that the aforementioned initialization is described in Sect. 3.4. Data phase: When a terminal receives a reply or data packet, it calculates δ r based on Eq. (1). Next, using δ r and the local scaling factor τ k recorded in the packet header, it calculates a backoff time b r based on the backoff time calculation (such as Eq. (5)) instead of using a global scaling factor T global and waits for the expiration of backoff time.
Note that the detailed sender-centric local scaling factor setting mechanism is described in Sect. 3.3. Subsequently, if the potential forwarder has not received an implicit ACK, it forwards the packet after updating the local scaling factor field and the random value field in the packet header. Note that the local scaling factor τ k is stored in the cost entry to the destination and the random value u is the same one as the value used in the backoff time calculation, respectively. After the packet is forwarded, the forwarder checks the binary state of the reception of either a single forwarded packet or multiple forwarded packets. Based on the binary state, the proposed method increases or decreases its local scaling factor τ k+1 . Note that the local scaling factor control mechanism is described in Sect. 3.4 in detail.
Fig. 1
Example of packet forwarding using the predetermined global scaling factor in backoff-based opportunistic routing.
Sender-centric Decentralized Local Scaling Factor Setting Mechanism
In conventional backoff-based opportunistic routing protocols, a predetermined global scaling factor has to be set among all the terminals for performing the backoff time calculation as shown in Fig. 1 . In other words, potential forwarders must wait for the backoff time based on the global scaling factor even though it is not necessary for a potential forwarder such as a single potential forwarder to wait for the backoff time. Therefore, either an unnecessary backoff delay may be imposed because of the large global scaling factor or the unnecessary duplicate packet forwarding may be increased because of the small global scaling factor. Although the conventional protocols share the global scaling factor among all the terminals, it is sufficient to share the same scaling factor only among the receivers in the light of the characteristics of backoff-based opportunistic routing protocols.
To exploit the characteristics of backoff-based opportunistic routing protocols, this paper proposes a sendercentric local scaling factor setting mechanism in which a local scaling factor is specified by a sender without using the predetermined global scaling factor. In this mechanism, each sender has a local scaling factor for each destination, which is recorded in each cost entry in the cost table. When a sender forwards a packet, it updates the local scaling factor field of the packet header with its own scaling factor to the destination. Therefore, the sender specifies and notifies its local scaling factor for calculating the backoff time of the receivers as shown in Fig. 2 . Hence, this mechanism realizes flexible scaling factor choices to ensure that the scaling factor can be used to adapt to each local surrounding. Note that the adaptive local scaling factor control mechanism is described in detail in Sect. 3.4.
Adaptive Local Scaling Factor Control Mechanism
To exploit the mechanism of Sect. 3.3, each forwarder sets a local scaling factor to adapt their local surroundings, and also be able to autonomously alter the value. This section proposes an adaptive local scaling factor control mechanism based on binary feedback control algorithms that are inspired by the additive increase/multiplicative decrease (AIMD) algorithm [31] .
Generally, the AIMD algorithm, which is one of the binary feedback control algorithms, has been extensively used in congestion avoidance algorithms [32] [33] [34] [35] including transmission control protocol (TCP) congestion control [36] , [37] . In a general AIMD algorithm in TCP, a terminal increases the congestion window size based on the additive function using the last congestion window size when there is no congestion. However, when the congestion is detected by observing the packet loss, a terminal decreases the congestion window size based on multiplicative function using the last window size. Therefore, the congestion avoidance algorithms could simplify their control just to observe the simple binary condition related to the occurrence of a packet loss.
In this paper, we have assumed the application of a binary feedback algorithm with local scaling factor control. In a practical situation, even though the backoff times of the opportunistic routing protocol calculated using potential forwarders are considered to be close, duplicate packet forwarding may occur because the general datalink layer protocol of the wireless medium such as 802.11 protocols [41] contains a function to avoid frame collisions based on the carrier sense multiple access/collision avoidance (CSMA/CA) algorithm. In the light of the characteristics, this paper assumes that a datalink layer protocol can somehow avoid frame collisions based on its collision avoidance algorithm. Therefore, the receivers can correctly receive the packets transmitted by several senders at almost the same time based on the backoff algorithm of the datalink layer protocol.
To exploit the above characteristics of the collision avoidance, the proposed method uses a binary state for receiving either a single forwarded packet or multiple forwarded packets by observing the forwarded packets after forwarding. First, each forwarder sets an initial value T init as the local scaling factor τ 0 . In general, the AIMD algorithm uses a slow start algorithm [38] , [39] . Therefore, T init should also be a larger value to a certain extent. After a packet is forwarded, the forwarder verifies and counts the number of re-forwarded packets that are forwarded to them by the nexthop forwarders during a certain period. Then, the forwarder increases or decreases its local scaling factor τ k+1 for the next time k + 1 to use the functions that is defined below based on the above binary state of receiving either the single forwarded packet or multiple forwarded packets. If the forwarder only receives the single forwarded packet during the period, it decreases its scaling factor τ. If the forwarder receives the multiple forwarded packets during the period, it increases its scaling factor τ. Otherwise, it ignores the packet for adjusting the scaling factor control. The detailed increasing and decreasing functions are the following. Decreasing function: When the forwarder only receives the single forwarded packet, which is the same as the transmitted packet, the forwarder estimates that the transmitted packet may be forwarded only by a single forwarder. Then, it is assumed that the collision avoidance can be achieved among the potential forwarders since the local scaling factor is sufficiently large or excessively larger than an ideal value. Hence, as shown in Fig. 3 , the forwarder decreases its scaling factor τ that can be calculated as
where, T dec , decides the sensitivity of decreasing the scaling factor and denotes the unit of decreasing local scaling factor τ k . n dec denotes the continuous decreasing count, and s th denotes the slow start threshold. T inc , which is a predetermined value, is obtained based on the unit time of the datalink layer protocol such as the slot time, the short inter frame space (SIFS), the DCF inter frame space (DIFS), and so forth. If the current value of τ k is larger than the current s th , the forwarder exponentially decreases τ based on the continuous decreasing count. If the current value of τ k is same or smaller than s th , the forwarder linearly decreases τ for suppressing the excessive decreases.
Increasing function:
In contrast with the aforementioned situation, when the forwarder receives multiple packets that are similar to the transmitted packet, the forwarder estimates that the transmitted packet may be forwarded by multiple forwarders. Figure 4 shows an example of re-receiving multiple forwarded packets. Therefore, the collision avoidance among the potential forwarders based on the backoff time is assumed to fail since the scaling factor is smaller than the ideal value. Hence, before τ is updated, the forwarder updates the threshold s th that can be calculated as
where ζ (0 < ζ < 1) denotes the decreasing factor of s th . Generally, ζ is set to be 0.5 for setting the subsequent s th as the middle point between τ k and the last s th . After updating s th , the forwarder increases the next local scaling factor τ k+1 using the threshold s th that can be calculated as
where,R k denotes the smoothed link round-trip time and η (0 < η ≤ 1) denotes the decreasing factor ofR k . Here, based on the calculation [40] , the smoothed link round-trip timeR k can be calculated as
where ρ denotes a weight for the calculation of an exponential weighted moving average of the link round-trip timeR k . If τ k is same or larger than s th when duplicate packet reception occurs, the forwarder should sufficiently increase its local scaling factor. Hence, the above equation uses the smoothed link round-trip time since a sufficient amount of time is added depending on the data rate of the wireless medium and the local surrounding.
Mitigation Mechanism for Excessive Local Scaling Factor Increases
As mentioned above, the proposed method ensures that the adaptive local scaling factor control mechanism increases or decreases the local scaling factor based on the binary state. However, the local scaling factor is difficult to converge on a certain value for avoiding all of the collisions. Therefore, the larger backoff delay is caused since the local scaling factor becomes an excessively large value. In other words, although there is a trade-off between the reduction of duplicate packets and backoff delay by setting the local scaling factor, it is not possible to choose to prioritize which index due to the above reason.
To alleviate the issue of the delay increase, this section proposes the mitigation mechanism for an excessive local scaling factor that increases based on the difference between random values. First, a terminal forwards a packet and subsequently waits for a re-reception of the same packet for a certain time. After that, when a terminal receives multiple forwarded packets as shown in Fig. 4 , it calculates the difference between the random values u diff (−1 ≤ u diff ≤ 1) as
where u 1 represents the random value that is stored in the initially received packet, and u i (i ∈ N ∧ i 1) represents the random value stored in the second or the successively received packet. Then, if the forwarder observes that the absolute value of the difference |u diff | is larger than the threshold u th , the proposed method increases the local scaling factor τ k+1 . Otherwise, the proposed method ignores the packet for adjusting the scaling factor control. This mechanism can alleviate an excessive increase in the scaling factor permitting a certain ratio of duplicate packet forwarding, and then it reduces the backoff delay because of the backoff time.
Hence, this mechanism can adjust the trade-off between the reduction of duplicate packets and backoff delay based on the threshold u th .
Performance Evaluation
Simulation Setup
The computer simulations have evaluated the performance of an opportunistic routing protocol with and without the proposed method. Common environment: This simulation used QualNet [42] as the network simulator. Every terminal used IEEE 802.11b [41] and disabled the request to send/clear to send (RTS/CTS) function. In this simulation, although the backoff time calculation mechanism is based on [30] , the remaining functions, such as prioritized forwarder (PF) and retransmission control, were disabled except for an explicit ACK function. In the backoff time calculation, α and γ were set to 1 to avoid backoff time range overlapping. To maximize the random backoff amount of 1-hop close terminals, β was set to 0.5. In the proposed method, we set ξ = 0.5, η = 0.2, ρ = 0.1, τ init = 200 ms, and T dec = 50 µs based on DIFS in IEEE 802.11b. The simulations generated single bidirectional traffic using user datagram protocol (UDP) [43] , which consists of 1,000 bytes of 5,000 packets in each flow between S and D. The simulations have used the topology that is shown Fig. 5 . varying the number of potential forwarders over time. The data rate of IEEE 802.11b was set to 11 Mbps. In this simulation, the number of potential forwarders N is changed from 1 → 2 → 5 → 3 → 1 at every 100 seconds interval. This simulation evaluated the following items: (a) the transition of local scaling factor; (b) the transition of link round-trip time; (c) the distribution of u diff and the transition ofū diff ; and (d) the transition of the smoothed random value of the first re-received packetū 1 , and the end-to-end evaluation items (the average packet transmission success rate, average transmission delay, and total number of forwarded packets). Note that the smoothed valuesū diff andū 1 were weighted moving average of u diff and u 1 using the weight ρ, respectively. Simulation 2: This simulation evaluated the impact of the variation in the number of potential forwarders when applying various data rates in IEEE 802.11b since the effectiveness of the proposed method should be verified when the characteristics of the wireless medium are changed. In this simulation, the number of potential forwarders N was varied from 1 terminal to 10 terminals for each data rate. This simulation evaluated the following items: (a) the average local scaling factor, (b) the total number of forwarded packets and (c) the average transmission delay.
Simulation Results
Simulation 1 Figure 6 shows the transition of the local scaling factor of terminals S and D. As can be seen from the result, the proposed method adaptively adjusts scaling factor with to the varied the number of potential forwarders. In particular, the proposed method reduces unnecessary backoff time by setting the local scaling factor τ k to the minimum value when N becomes 1 since there is no necessity of avoiding duplicate packet forwarding. Moreover, S and D increase their local scaling factor when the number of potential forwarders increases since the potential forwarders must sense and cancel duplicate packet forwarding with respect to each other. Figure 7 (a)-(f) show the transition of the smoothed link round-trip time. In the conventional method, the link round-trip time considerably fluctuates when the T global is set to 1 ms. This is because the delay is irregularly imposed due to the traffic load derived from the duplicate packet forwarding. As the global scaling factor T global increases, the backoff time of each potential forwarder also increases. As a result, the link round-trip time significantly increases regardless of the number of potential forwarders N due to the backoff delay. In the proposed method, the smoothed link round-trip time changes according to the number of potential forwarders N. The proposed method changes the local scaling factor based on the binary state of receiving a single forwarded packet or multiple forwarded packets. Therefore, if there is a necessity of avoiding duplicate packet forwarding, the link round-trip time increases according to an increase of the local scaling factor. In contrast to the above situation, if there is no necessity of avoiding duplicate packet forwarding such as N = 1, the link round-trip time decreases according to the decrease in the local scaling factor. Namely, although the transmission delay of the conventional method depends on the value of the global scaling factor, that of the proposed method maintains the small transmission delay as possible based on local environments by automatically setting the local scaling factor. Then,ū diff ideally converges to u th 2 if the scaling factor is set to the ideal value. The proposed method decreases or increases the local scaling factor by ignoring duplicate packet forwarding whenū diff < u th . In other words, u th is the same as the smallest amount of the sensed packet forwarding among potential forwarders. Then, if we assume the random value is uniformly distributed, theū diff will become u th 2 . Hence, it is able to examine the validity of the proposed method to observe the transition ofū diff . In the conventional method, the potential forwarders cannot cancel duplicate packet forwarding appropriately with each other when the global scaling factor T global is small since the difference of backoff time becomes small even though the random values are sufficiently different. As a result, the difference of the random values is widely distributed. When the scaling factor is increased, the distribution range of u diff becomes narrower, and the number of duplicated forwarded packets is reduced. This is because the difference between the backoff times becomes larger as the increase of the global scaling factor T global . Therefore, the difference is sufficient to avoid duplicate packet forwarding in this case even though the difference between the random values is small. In the proposed method, although the distribution range becomes sufficiently wide immediately after the change of the number of potential forwarders N from 1 to the other value, each forwarder can set the local scaling factor close to an appropriate value. Hence, they could cancel the duplicate packet forwarding after the convergence of the local scaling factor. Figure 9 (a)-(f) show the transition of the random values of the first received packetū 1 . Here, note thatū 1 is related to the number of potential forwarders N. If the scaling factor is almost the same as or larger than the ideal value, the smoothed random value of the first received packetū 1 converges to 1 N+1 as red dotted lines shown in the figures. In contrast, when the scaling factor is smaller than the ideal value,ū 1 is close to 0.5 because the potential forwarder is randomly selected owing to inappropriate forwarder selection. In the light of the characteristics, when the global scaling factor becomes a smaller value without applying the proposed method,ū is close to 0.5 due to the above reason. In contrast to the above, when the global scaling factor becomes large,ū almost converges to 1 N+1 . Hence, it becomes sufficient to select an appropriate forwarder based on the random backoff time. The proposed method also adapts to the change of the number of potential forwarders changes without using the predetermined large scaling factor by cal- culating the local scaling factor of sender autonomously. However, the smoothed value is the slightly larger value than the ideal value since the proposed method always searches the appropriate value to increase or decrease the local scaling factor. Therefore, the smoothed value may not become the ideal value although the smoothed value is as close to the ideal value as much as possible. Table 1 shows the end-to-end packet transmission success rate, the average end-to-end transmission delay, and the total number of forwarded packets.
In the results of end-to-end packet transmission success rate, the difference is small when the global scaling factor is set to 20 ms or larger in the conventional method. However, the packet transmission success rate becomes slightly smaller when the global scaling factor is set to 1 ms. In this case, some potential forwarders forward packets at the same time since the global scaling factor is quite small. Therefore, packet collisions may occur among them even though the occurrence rate of collisions is considerably small. However, the proposed method maintains almost same or higher packet transmission success rate compared to the conventional method regardless of the global scaling factor.
In the results of the average end-to-end transmission delay, the average delay in the conventional method increases as the global scaling factor increases since the backoff time is redundantly imposed. In contrast, the proposed method could achieve almost the same average delay as the conventional method does at (T global = 10 ms), and therefore we can conclude that the proposed method could reduce the transmission delay by adapting the local surrounding by changing the local scaling factor by each forwarder.
In the results of the total number of forwarded packets, the conventional methods using the predetermined global scaling factor decrease the total number of forwarded packets as the global scaling factor T global increases since the potential forwarders could sense duplicated packet forwarding with each other. In the proposed method, the total number of forwarded packets is at the same level as or is less than that in the conventional method (T global = 20 ms) without almost affecting the transmission delay. In the conventional method, it is necessary for reducing the transmission delay to explicitly decrease the global scaling factor. However, it causes unnecessary packet forwarding due to the small value of the global scaling factor, and hence network load as well as the load of terminals may increase. The proposed method achieves both the small transmission delay and less total number of forwarded packets by automatically setting the local scaling factor by each forwarder even though the number of potential forwarders varies. Simulation 2 Figure 10 (a) shows the average local scaling factor of each data rate. In the result, the proposed method almost stably adapts the local scaling factor to each local surrounding. In particular, the proposed method works well at data rates of 2 Mbps, 5.5 Mbps, and 11 Mbps. Then, the local scaling factor increases as the number of potential forwarders increases when the data rate is 1 Mbps. This is one of the reasons that T dec is relatively small; thus, the local scaling factor converges to a high value. Therefore, there is a room fofr consideration to set T dec because it correlates with a data rate. To precisely control the local scaling factor, one of the solutions is that an adaptive T dec setting based on wireless airtime of packets if it would be possible to obtain the current data rate and this still remains as future work. Figure 10 (b) shows the total number of forwarded packets of each data rate. In the result, the total number of forwarded packets increases as the number of potential forwarders increases. This is because the proposed method permits duplicate packet forwarding probabilistically based on the threshold u th . However, when the data rate is 1 Mbps with several potential forwarders, the total number of forwarded packets is smaller than the remaining data rates due to the large local scaling factor. Figure 10 (c) shows the average transmission delay of each data rate. In the result, the average transmission delay keeps the same value even when the number of potential forwarder increases since the proposed method permits a certain ratio of duplicate packet forwarding due to the same reason as described above. However, when the data rate is 1 Mbps, the average transmission delay increases to set the large local scaling factor although it can reduce the unnecessary packet forwarding.
Conclusion
This paper proposed a novel decentralized local scaling factor control for backoff-based opportunistic routing protocols. The proposed method consists of the following three mechanisms: (1) sender-centric local scaling factor setting mechanism; (2) adaptive scaling factor control mechanism based on a binary state of receiving a single forwarded packet or multiple forwarded packets; and (3) mitigation mechanism for excessive local scaling factor increases. This paper conducted the computer simulations for observing and evaluating the performance of the proposed method. The results showed that the proposed method has been observed to obtain adaptive local scaling factor settings for adapting to the local surroundings of each forwarder. In addition, the computer simulations confirmed that the proposed method could set the scaling factor to an appropriate value when the number of potential forwarders varies dynamically.
Although this paper has evaluated the performance to clarify the primitive characteristics, simulations in realistic environments such as more dynamic situations should be conducted in the future.
In addition, the simulation has revealed that the unit of decreasing local scaling factor correlates with the data rate of forwarders. Therefore, an adaptive method to set the unit based on the wireless airtime should be discussed although the simulation has only used a fixed unit to decrease the local scaling factor. Furthermore, this paper treated a simple local scaling factor control based on a binary state inspired by the AIMD algorithms in case of TCP congestion control. Hence, we should consider and evaluate other algorithms such as the cubic function-based algorithm [44] and estimation-based algorithm [45] , [46] in the future.
