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while	 addressing	 spatial	 concerns	 is	 not	 an	 easy	 task.	 Solving	 these	 combinatorial	 problems	
exactly	with	mixed-integer	programming	(MIP)	methods	may	be	infeasible	or	else	involve	exces-
sive	computational	costs.	This	has	prompted	the	use	of	heuristics.	In	this	paper	we	analyze	the	
performance of different implementations of the Simulated Annealing (SA) heuristic algorithm 









problem is very large, changing simultaneously the treatment schedule in more than one stand does 
not	improve	the	performance	of	SA.	Contrarily,	if	we	reduce	the	size	of	the	problem	(i.e.	reduce	
considerably	the	number	of	alternatives	per	stand)	the	two-opt	moves	approach	performs	better.
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1 Introduction
In	many	cases	considering	harvest	 scheduling	problem	 in	 forestry	 implies	 taking	 into	account	
sustainability	constraints	together	with	the	need	to	preserve	wildlife	habitat	and	to	maintain	aes-
thetic	aspects.	In	addition,	addressing	sustainability	concerns	in	forest	planning	requires	to	take	















solve, due to the complexity of imposing the relationship of given management unit to the others 
units	as	well	as	their	contiguous	units.
The	URM	has	been	solved	both	by	mathematical	programming	(e.g.	Snyder	and	Revelle	



















above. Another approach is to use search process such as heuristics.
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moves in a harvest scheduling planning problem. Although they used the same study area than in 
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treatment schedule, it occurs at least one harvest event. The goal of this study is to harvest each 
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A	former	decision	support	 system	(DSS)	 (Borges	et	 al.	2002;	Falcão	and	Borges	2005)	
recently	updated	by	Garcia-Gonzalo	et	al.	(2014)	was	used	to	quantify	the	outcomes	associated	to	
all	treatment	schedules	(i.e.	prescriptions)	and	stands.	The	growth	estimated	by	the	DSS	provides	




ment model can be described as:
where
I  =  the number of stands.
Ji  =  the number of treatment schedules for stand i.
T  =  the number of years for a given horizon time.
npvij		=	 	net	present	value	associated	with	treatment	schedule	j for a stand i.
xij		 =	 	binary	variable	which	=	1	if	treatment	schedule	j is assigned to the stand i	and	0	otherwise.
vijt  =  volume harvested in stand i in year t if treatment schedule j is selected.
Vt  =  total volume harvested in year t.
v̂ij   =  volume of the ending inventory in stand i if treatment schedule j is selected.
V̂   =  total volume of the ending inventory.
cijt  =	 	average	carbon	stock	in	stand	i in year t if treatment schedule j is selected.
∑∑=
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α− + ≤ ∀ ∈−V V t T(1 ) 0,  {2,..., } (6)t t 1
α− − ≤ ∀ ∈−V V t T(1 ) 0,  {2,..., } (7)t t1
β− + ≤ ∀ ∈−C C t T(1 ) 0,  {2,..., } (9)t t 1
∑ ≤ − ∀ ∈Λ
∈
+x A Aˆ 1,  ˆ (11)ij
i Â
β− − ≤ ∀ ∈−C C t T(1 ) 0,  {2,..., } (10)t t1
∈x {0,1} (12)ij
ϑ		 	 	 	 	 	 	 	 	 								(8)V̂ ≥
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Ct		 =	 	total	carbon	stock	in	year	t.
α  =	 	deviation	allowed	from	target	level	for	volume	harvest.
β =	 deviation	allowed	from	target	level	for	carbon.
ϑ = ending inventory goal.
Â  = minimally infeasible cluster representing a contiguous set of stands generated by
  algorithm proposed by Goycoolea et al. (2009).
Λ+  = set of minimally infeasible clusters.
Eq.	1	defines	the	objective	of	maximizing	net	present	value	(NPV	includes	the	value	of	the	ending	
inventory).	Eq.	2	states	that	one	and	only	one	treatment	schedule	is	assigned	to	each	stand.	Eq.	3	
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that	alternatives	to	exact	approaches	may	still	be	needed.	In	fact,	Bertomeu	and	Romero	(2001)	
and	Murray	and	Weintraub	(2002)	suggested	that	it	may	be	unrealistic	to	solve	large	or	difficult	





there is no guarantee, that the best solution located is the global optimum solution. The pertinence 
of	choosing	heuristics	is	presented	by	Pukkala	and	Kurttila	(2005).	In	addition,	heuristics	are	more	
promising, than classical methods, due to its better accommodation to complex planning problems 
encompassing	spatial	concerns	(Bettinger	and	Kim	2008).
In	order	to	solve	the	decision	problem	presented	in	subsection	2.1	we	use	a	meta-heuristic	






temperature T0 ), until the system is frozen. Cooling is controlled by cooling schedule parameter, 
and refers to the geometrical decrement:
where
ζ	˂	1	and
Tt = temperature at iteration t,	where	t = 1, 2,..., n, and n is a number of iterations.
Usually	in	the	literature	ζ	is	close	to	1	but	not	lower	than	0.8	(Heinonen	and	Pukkala	2004).
The	 algorithm	 at	 first	 searches	 for	 a	 good	 local	 optimum	 solution	 by	 accepting	 worse	
moves	with	a	probability	according	to	the	Metropolis	criteria.	In	addition	to	the	cooling	schedule	















T T (13)t t 1,ζ= × −
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D	ij = the value of objective function of selected solution pi minus the value of objective function 
of the best solution found so far p j.
The	probability	of	accepting	inferior	solutions	decreases	with	temperature	decreases,	and	it	also	
decreases	with	the	magnitude	with	larger	differences	between	the	objective	function	values	of	the	












for i = : 1 to n do
  pi  =change_current_treatment_schedule(pj )		Dij = Value[pi ]-	Value[pj ]
	 	 if	Dij > 0 do
   pj = pi
   
   if Value[pi]> Value[pbest] do
    pbest = pi
  else





T  ≥	random(0,1) do
    pj = pi
  Tt = ζ× Tt–1
end
9













of treatment schedules (i.e. up to 15). Since the objective of the second experiment is to analyze if 
the number of treatment schedules available has an impact on the optimal number of changes per 
move	and	the	amount	of	decision	choices	is	small	to	address,	only	problem	III	(the	most	complex	
to solve) is analyzed in detail.
















To	 evaluate	 the	methods	 of	 SA	 parameters	 resolution	we	 tested	 our	models	 on	 several	
instances that varied according to the number of stands. The experimental instances included 100, 
250,	500,	and	1000	stands,	taken	from	the	real	instance	(1000	stands)	at	random,	considering	a	
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3 Results
3.1 Impact on the heuristic solution of the parameters used
The application of heuristic methods involves the testing of convergence and evaluation of 
parameters	(Falcão	and	Borges	2002).	In	order	to	assess	the	impact	on	the	heuristic	solution	of	the	
parameters	used	in	SA	we	solved	the	planning	problems	presented	in	section	2	using	all	combina-























ous models and further included adjacency constraints.
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After	a	series	of	experiments	for	different	configuration	of	parameters	on	the	defined	prob-
lems,	the	results	of	the	objective	function	varied	slightly	(about	0.5%)	with	a	small	difference	in	













extension of previous models and further included adjacency constraints.
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Problem	I 253654092.6 254242073 252974250 11560 0.2313 0.499 T0 = 100000,
ζ = 0.8
Problem	II 254044417.2 254553811 253337282 13913 0.2 0.478 T0 = 100000,
ζ = 0.99996







available	per	stand	 (up	 to	15)	changing	 the	 treatment	schedule	 in	 two	stands	 in	each	 iteration	
(two-opt	moves)	implementation	of	the	SA	achieved	better	solutions	that	one-	and	three-opt	moves	
(Fig. 5).





Silva Fennica vol. 49 no. 4 article id 1326 · Bachmatiuk et al. ·Analysis of the performance of different…
3.2 Comparison of experimental results achieved by SA and CPLEX
Results	showed	that	problem	instances	of	smaller	size	and	with	lower	number	of	constraints	for	
experiment	I	were	easily	resolved	under	the	exact	optimization	methods,	while	for	the	large	and	very	
































100 I 19385252 6591 3.78 18208598 784 88 6.07
100 II 18787533 24348 6.93 18247907 1039 96 2.87
100 III 19987548 32813 0.51 18244260 1523 95 8.72
250 I 49576379 80 0.85 47641286 2248 –2710 3.90
250 II 49705423 148 0.58 47762817 2775 –1775 3.91
250 III 49535258 10890 0.92 47787089 4212 61 3.53
500 I 110140532 405 0.14 107751035 4967 –1126 2.17
500 II 109921875 523 0.33 107789228 6416 –1127 1.94
500 III 110059776 13460 0.20 107729193 9448 30 2.12
1000 I 261614671 8459 0.01 254242073 11560 –37 2.82
1000 II 261604515 34076 0.01 254553811 13913 59 2.70
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schedules (i.e. up to 15).
For	 the	 problems	 under	 study,	 the	 instances	 of	 smaller	 size	 and	with	 lower	 number	 of	
constraints	were	easily	solved	using	exact	optimization	methods,	while	for	the	instances	with	big	






size of the instance the resulting solution solving process can easily consume the memory of a 
computer	or	the	software	used	concluding	that	in	these	cases	relying	on	exact	optimization	methods	




moves for any combination of initial temperature and cooling schedule. This is contrary to other 
results	found	by	other	authors	(Bettinger	et	al.	1999;	Heinonen	and	Pukkala	2004).	However,	they	
used considerably smaller number of alternative treatment schedules per management unit and 
their	problem	had	significantly	less	decision	choices.	In	fact,	in	order	to	test	this	hypothesis	we	
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