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Аннотация
Ганкелевы матрицы, рассматриваемые в статье, возникли при одной переформулировке
гипотезы Римана, предложенной ранее автором. Компьютерные вычисления показали, что
в случае дзета-функции Римана собственные числа и собственные вектора таких матриц
обладают интересной структурой.
В статье изучается модельная ситуация, когда вместо дзета-фунции взята функция,
имеющая единственный нуль. Для этого случая указаны первые члены асимптотических
разложений наименьшего и наибольших (по абсолютной величине) собственных чисел и
соответствующих им собственных векторов.
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1. Введение
Изучение предельного распределения собственных чисел ганкелевых матриц растущего
размера является классической тематикой. При этом следует различать две постановки зада-
чи.
При первой рассматривается растущая последовательность матриц(︀
𝑐0
)︀
,
(︂
𝑐0 𝑐1
𝑐1 𝑐2
)︂
,
⎛⎝𝑐0 𝑐1 𝑐2𝑐1 𝑐2 𝑐3
𝑐2 𝑐3 𝑐4
⎞⎠
,
⎛⎜⎜⎝
𝑐0 𝑐1 𝑐2 𝑐3
𝑐1 𝑐2 𝑐3 𝑐4
𝑐2 𝑐3 𝑐4 𝑐5
𝑐3 𝑐4 𝑐5 𝑐6
⎞⎟⎟⎠
,...
(1)
где
𝑐0, 𝑐1, . . . , 𝑐𝑘, . . . (2)
— некоторая фиксированная последовательность чисел.
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При второй постановке задачи матрицы растут в направлении другой диагонали, напри-
мер, так:
(︀
𝑐1
)︀
,
(︂
𝑐2 𝑐1
𝑐1 𝑐0
)︂
,
⎛⎝𝑐3 𝑐2 𝑐1𝑐2 𝑐1 𝑐0
𝑐1 𝑐0 0
⎞⎠
,
⎛⎜⎜⎝
𝑐4 𝑐3 𝑐2 𝑐1
𝑐3 𝑐2 𝑐1 𝑐0
𝑐2 𝑐1 𝑐0 0
𝑐1 𝑐0 0 0
⎞⎟⎟⎠
,
...
(3)
Иными словами, в первом случае фиксируются главные диагонали (как начальные отрезки
последовательности (2)), а во втором — побочные диагонали (для всех матриц все элементы
этих диагоналей равны одному и тому же элементу 𝑐𝑘 последовательности (2)).
Во втором случае матрицы являются почти треугольными — количество ненулевых под-
диагоналей под побочной диагональю останется постоянным.
Поведение собственных чисел матриц последовательностей (1) и (3) является весьма раз-
личным. Первая постановка задачи является более традиционной, но в настоящей работе бу-
дут рассматриваться последовательности матриц вида (3). Интерес к этому возник у автора
при изучении одной переформулировки гипотезы Римана про дзета-функцию (см. [4, 5, 6, 8]).
Появляющиеся при этом ганкелевы матрицы описаны ниже в параграфе 2, причём в общей
постановке, а не только для дзета-функции. Компьютерные вычисления собственных чисел
этих матриц именно для дзета-функции выявили ряд интересных закономерностей и позволи-
ли автору сформулировать новые гипотезы про неё; частично эти наблюдения воспроизведены
ниже в параграфе 3.
Теоретическое исследование матриц, возникающих в случае дзета-функции, представля-
ется трудным, поскольку их элементы определяются через тейлоровские коэффициенты этой
функции, которые ведут себя довольно нерегулярным образом. Для того, чтобы понять, какие
из наблюдаемых закономерностей присущи именно дзета-функции, а какие являются общими
для матриц рассматриваемого типа, в настоящей работе рассматривается простейшая модель-
ная ситуация — случай, когда матрицы являются треугольными, а их элементы порождаются
функцией с единственным нулём вместо дзета-функции. Для таких матриц в параграфах 4
и 5 будут указаны первые члены асимптотических разложений, соответственно, наименьше-
го и наибольших (по абсолютной величине) собственных чисел и отвечающих им собствен-
ных векторов, а затем проведено сравнение с численными данными, полученными для случая
дзета-функции Римана.
2. Связь определителей специальных ганкелевых матриц с нуля-
ми целой функции
Пусть 𝑓(𝑤) — мероморфная функция,
𝑓(0) = 1, (4)
числа
w1, w2, . . . ,w𝑛 (5)
являются нулями этой функции, причём каждый из них встречается в (5) в соответствии со
своей кратностью,
|w1| 6 |w2| 6 . . . 6 |w𝑛−1| 6 |w𝑛|, (6)
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и в кругe
|𝑤| 6 |w𝑛| (7)
нет нулей, отличных от (5).
Рассмотрим апрроксимацию Паде типа (𝑛,𝑚) к 𝑓(𝑤): пусть 𝑃𝑛,𝑚(𝑤) и 𝑄𝑛,𝑚(𝑤) — много-
члены степеней 𝑛 и 𝑚 соответственно, такие что
𝑓(𝑤) ≈ 𝑃𝑛,𝑚(𝑤)
𝑄𝑛,𝑚(𝑤)
=
1 + 𝑝𝑛,𝑚,1𝑤 + · · ·+ 𝑝𝑛,𝑚,𝑛𝑤𝑛
1 + 𝑞𝑛,𝑚,1𝑤 + · · ·+ 𝑞𝑛,𝑚,𝑚𝑤𝑚 (8)
= 𝑓(𝑤) +𝑂(𝑤𝑘), (9)
где 𝑘 имеет максимально возможное значение (поскольку в (8) в нашем распоряжении имеются
𝑛+𝑚 коэффициентов
𝑝𝑛,𝑚,1, . . . , 𝑝𝑛,𝑚,𝑛, 𝑞𝑛,𝑚,1, . . . , 𝑞𝑛,𝑚,𝑚, (10)
то в общем случае 𝑘 = 𝑛+𝑚+ 1).
Теорема Монтессу де Болора [9] (см. также [1, 11]) говорит, что при сделанных предполо-
жениях относительно нулей (5) именно к ним с ростом 𝑚 стремятся нули многочлена 𝑃𝑛,𝑚(𝑤):
𝑃𝑛,𝑚(𝑤)→
𝑛∏︁
𝑘=1
(︂
1− 𝑤
w𝑛
)︂
, (11)
в частности,
|𝑝𝑛,𝑚,𝑛| →W𝑛, (12)
где
W𝑛 =
𝑛∏︁
𝑘=1
1
|w𝑛| . (13)
Нетрудно понять, что коэффициенты (10) выражаются через коэффициенты разложения
𝑓(𝑤) = 1 + 𝜑1𝑤 + · · ·+ 𝜑𝑘𝑤𝑘 + . . . (14)
Для упрощения последующих формул положим 𝜑0 = 1 и 𝜑𝑘 = 0 при 𝑘 < 0. К.Якоби ([3],
см. также [1, теорема 1.1.2]) дал явные выражения для 𝑝𝑛,𝑚,𝑛 через определители ганкелевых
матриц
𝑀𝑛,𝑚 =(−1)𝑛+𝑚
⎛⎜⎜⎜⎝
𝜑𝑛+𝑚−1 𝜑𝑛+𝑚−2 . . . 𝜑𝑛
𝜑𝑛+𝑚−2 𝜑𝑛+𝑚−3 . . . 𝜑𝑛−1
...
...
. . .
...
𝜑𝑛 𝜑𝑛−1 . . . 𝜑𝑛−𝑚+1
⎞⎟⎟⎟⎠ , (15)
а именно,
𝑝𝑛,𝑚,𝑛 = (−1)𝑛+𝑚+1det(𝑀𝑛,𝑚+1)
det(𝑀𝑛,𝑚)
(16)
при условии, что det(𝑀𝑛,𝑚) ̸= 0.
Отсюда и из (12) следует, что если 𝑛 фиксировано, а 𝑚 стремится к бесконечности, то
|det(𝑀𝑛,𝑚)|
1
𝑚 →W𝑛. (17)
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3. Приложения к гипотезе Римана
Дзета-функция Римана 𝜁(𝑧) при Re(𝑧) > 1 задаётся рядом Дирихле
𝜁(𝑧) =
∞∑︁
𝑛=1
1
𝑛𝑧
. (18)
Эта функция может быть аналитически доопределена на всю комплексную плоскость за ис-
ключением точки 𝑧 = 1, которая является единственным и простым полюсом 𝜁(𝑧).
Уже Л.Эйлер знал, что отрицательные чётные числа,
z1 = −2, 𝑧2 = −4, . . . , 𝑧𝑘 = −2𝑘, . . . , (19)
являются нулями дзета-функции; ныне эти нули называют тривиальными. Б. Риман доказал,
что все остальные, нетривиальные, нули этой функции лежат в критической полосе
0 6 Re(𝑧) 6 1, (20)
и высказал свою знаменитую гипотезу о том, что они лежат на критической прямой
Re(𝑧) =
1
2
. (21)
Благодаря установленному Риманом функциональному уравнению для доказательства этой
гипотезы достаточно показать, что тривиальные нули (19) являются единственными нулями
дзета-функции, лежащими в полуплоскости
Re(𝑧) <
1
2
. (22)
Мы избавимся от полюса дзета-функции, введя в рассмотрение целую функцию
𝜁*(𝑧) = 2(𝑧 − 1)𝜁(𝑧); (23)
множитель 2 добавлен ради дальнейшего получения нормировки (4).
При замене переменной
𝑧 =
𝑤
𝑤 + 1
, 𝑤 =
𝑧
1− 𝑧 (24)
полуплоскость (22) переходит в круг
|𝑤| < 1, (25)
а тривиальные нули (19) переходят в числа
w1 =
z1
1− z1 = −
2
3
, . . . , w𝑘 =
z𝑘
1− z𝑘 = −
2𝑘
2𝑘 + 1
, . . . , (26)
являющимися нулями функции
𝜁(𝑤) = 𝜁*
(︁
𝑤
𝑤+1
)︁
. (27)
В терминах этой функции гипотеза Pимана состоит в том, что в круге (25) нет нулей, отличных
от (26).
До конца этого параграфа мы будем полагать, что функция 𝜁(𝑤) взята на роль фук-
ции 𝑓(𝑤) из предыдущего параграфа.
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Из гипотезы Римана следует, что для любого 𝑛 начальные нули (5) (значения которых
указаны в (26)) удовлетворяют условиям, предполагавшимся в предыдущем параграфе. Опре-
деляя матрицы (15) через тейлоровские коэффициенты функции 𝜁(𝑤), мы, согласно (17), по-
лучаем, что
|det(𝑀𝑛,𝑚)|
1
𝑚 →W𝑛 =
𝑛∏︁
𝑘=1
2𝑘 + 1
2𝑘
. (28)
Нетрудно понять, что справедливо и обратное — если условия (28) выполнены для всех 𝑛,
то гипотеза Римана верна. Действительно, предположим, что это не так, и пусть wˇ — это
нуль функции 𝜁(𝑤), лежащий в круге (25), но отличный от нулей (26). Возьмём в качестве 𝑛
количество нулей функции 𝜁(𝑤), лежащих в круге |𝑤| 6 |wˇ|. Пусть это будут нули wˇ1, . . . , wˇ𝑛,
занумерованные так, что |wˇ1| 6 . . . 6 |wˇ𝑛|. Согласно (17)
|det(𝑀𝑛,𝑚)|
1
𝑚 →
𝑛∏︁
𝑘=1
1
|wˇ𝑛| . (29)
Легко видеть, что |wˇ1| 6 |w1|, . . . , |wˇ𝑛−1| 6 |w𝑛−1| и |wˇ𝑛| < |w𝑛|. Следовательно,
𝑛∏︁
𝑘=1
1
|wˇ𝑛| >
𝑛∏︁
𝑘=1
1
|w𝑛| =
𝑛∏︁
𝑘=1
2𝑘 + 1
2𝑘
, (30)
что даёт требуемое противоречие вместе с (29) и (28).
Приведённая переформулировка гипотезы Римана мотивирует изучение матриц вида (15),
в частности, их собственных чисел и собственных векторов. Компьютерные вычисления по-
казали, что в случае дзета-функции эти числа и вектора имеют богатую структуру, частично
описанную ниже.
Пусть
𝜇𝑛,𝑚,1, 𝜇𝑛,𝑚,2, . . . , 𝜇𝑛,𝑚,𝑚 (31)
— собственные числа матрицы 𝑀𝑛,𝑚; они вещественны, поскольку матрица ганкелева, и её
элементы — вещественные числа. Мы будем считать, что нумерация такова, что
|𝜇𝑛,𝑚,1| 6 . . . 6 |𝜇𝑛,𝑚,𝑘| 6 |𝜇𝑛,𝑚,𝑘+1| 6 . . . 6 |𝜇𝑛,𝑚,𝑚|. (32)
На рис. 1 собственные числа (31) для 𝑛 = 1 изображены следующим образом: число 𝜇1,𝑚,𝑘
представлено точкой с координатами (ln(|𝜇1,𝑚,𝑘|),𝑚), причём точка имеет белый цвет, если
𝜇1,𝑚,𝑘 < 0, и чёрный в противоположном случае (изображения собственных чисел 𝜇𝑛,𝑚,𝑘 для
𝑛 > 1, можно найти в [5, 6, 7, 8]; в [7] приведены также изображения соответствующих соб-
ственных векторов).
На рис. 1 видно, что наименьшие (по абсолютной величине) собственные числа располо-
жены вдоль почти прямолинейных “траекторий”. Автор высказал следющую гипотезу про их
параметры.
Предположение A [6, 7, 8] . Для всех 𝑛 и 𝑘 существует рациональное число 𝐴𝑛,𝑘 такое,
что при 𝑚→∞
𝜇𝑛,𝑚,𝑘 = (−1)𝑛+𝑘
(︀
𝑌𝑛,𝑘 + 𝑜(1)
)︀
(−w𝑛+𝑘)𝑚, (33)
где
𝑌𝑛,𝑘 = 𝐴𝑛,𝑘
d
d𝑤
𝜁(𝑤)
⃒⃒⃒⃒
𝑤=w𝑛+𝑘
. (34)
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Рис. 1: Логарифмы модулей собственных чисел матриц (15) при 𝑚 = 1, . . . , 256, 𝑘 = 1, . . . ,𝑚.
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𝑥
Рис. 2: Ожидаемый график 𝐹 (𝑥)
Для 𝑛 = 0 ожидается, что
𝐴0,𝑘 = (w
2
𝑘 − 1)
𝑘−1∏︁
𝑗=1
w𝑗w𝑘 − 1
(w𝑗 − w𝑘)2 . (35)
При 𝑛 > 0 предполагаемую величину 𝐴𝑛,𝑘 удалось указать лишь для отдельных значений 𝑛
и 𝑘 (см. [8, 7]).
На рис. 1 также видно, что собственные числа имеют точку сгущения при ln(|𝜇1,𝑚,𝑘|) ≈ 0.4.
По-другому это можно увидеть следующим образом.
Условие (28) можно переписать в логарифмическом виде:
1
𝑚
ln(|det(𝑀𝑛,𝑚)|) = 1
𝑚
𝑚∑︁
𝑘=1
ln(|𝜇𝑛,𝑚,𝑘|)→ ln(W𝑛). (36)
Положим, что каждое собственное число 𝜇𝑛,𝑚,𝑘 имеет вес 1/𝑚 и рассмотрим соответствующую
функцию распределения:
𝐹𝑛,𝑚(𝑥) =
∑︁
ln(|𝜇𝑛,𝑚,𝑘|)6𝑥
1
𝑚
. (37)
Графики распредедений 𝐹𝑛,𝑚 для небольших значений 𝑛 и 𝑚 можной найти в [5, 7].
Используя 𝐹𝑛,𝑚 условие (28) можно записать следующим образом:
1
𝑚
ln(|det(𝑀𝑛,𝑚)|) =
∫︁ +∞
−∞
𝑥d𝐹𝑛,𝑚(𝑥)→ ln(W𝑛). (38)
Вычисления позволили автору высказать гипотезу о наличии предельного распределения.
Предположение C [8]. Существует непрерывная функция 𝐹 (𝑥) такая, что для каж-
дого 𝑛 и каждого 𝑥 при 𝑚→∞
𝐹𝑛,𝑚(𝑥)→ 𝐹 (𝑥), (39)
причём 𝐹 (𝑥) = 0 при 𝑥 < 𝐶0 и 𝐹 (𝑥) > 0 при 𝑥 > 𝐶0, где
𝐶0 = ln(𝑓(1)) = ln(−𝜁(1/2)) = 0.378679220... (40)
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Ожидаемый вид 𝐹 (𝑥) показан на рис. 2. Удивительным представляется то обстоятельство,
что 𝐹 (𝑥) не зависит от 𝑛, хотя предельные значения интегралов в (38) от этого параметра
зависят.
4. Наименьшее собственное число
В этом и в следующем параграфах мы рассмотрим модельный случай функции, имеющей
лишь один нуль,
𝑔(𝑧) = 1− 𝑧
z1
. (41)
На роль фунуции 𝑓(𝑤) мы возьмём функцию, получающуюся из 𝑔(𝑧) применением замены
переменной (24):
𝑓(𝑤) = 𝑔
(︂
𝑤
1 + 𝑤
)︂
= 1− 𝑤
z1(1 + 𝑤)
; (42)
эта функция имеет единственный нуль
w1 =
z1
1− z1 .
Так определённая функция 𝑓(𝑤) имеет разложение
𝑓(𝑤) = 1− 1
z1
𝑤 +
1
z1
𝑤2 − 1
z1
𝑤3 + . . . , (43)
и, соответственно, ганкелевы матрицы (15) при 𝑛 = 0 имеют вид
𝑀0,𝑚 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−1
z1
1
z1
... (−1)
𝑚−1
z1
(−1)𝑚
1
z1
... ... (−1)𝑚 0
... ... ... ... ...
(−1)𝑚−1
z1
(−1)𝑚 ... ... 0
(−1)𝑚 0 ... 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (44)
На рис. 3 изображены собственные числа матриц (44) для z1 = −100. Видно, что первые
(наименьшие по абсолютной величине) собственные числа расположены вдоль почти прямоли-
нейной траектории аналогично рис. 1. Для них можно указать первые три члена асимптотики
(считая, что w1 мало):
𝜇0,𝑚,1 = (w1 − 1)(−w1)𝑚−1 +
+(−𝑚+w1 +𝑚w1 − w21 +𝑚w21 −𝑚w31)(−w1)3𝑚−2 +
+
1
2
(𝑚− 5𝑚2 + 5𝑚w1 + 5𝑚2w1 − 2w21 − 6𝑚w21 + 10𝑚2w21 + 2w31 − 6𝑚w31 −
− 10𝑚2w31 + 5𝑚w41 − 5𝑚2w41 +𝑚w51 + 5𝑚2w51)(−w1)5𝑚−3 +
+𝑂(w7𝑚1 ). (45)
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Рис. 3: Логарифмы модулей собственных чисел матриц (44) при z1 = −100, 𝑚 = 1, . . . , 256 и
𝑘 = 1, . . . ,𝑚.
Асимптотическая cтруктура собственных чисел . . . 269
Асимптотика для 𝑗-го элемента собственного вектора, соответствующего первому собствен-
ному числу, имеет вид(︂
2𝑤1
𝑗+2 − 2𝑤13−𝑗
)︂
𝑤1
𝑚+(︂(︀− 2𝑗(𝑤12 − 1)𝑤12 − 2𝑤12(2𝑚(𝑤12 − 1) + 1))︀𝑤1−𝑗 +(︀
2𝑤1(2𝑚(𝑤1
2 − 1) + 𝑤12)− 2𝑗𝑤1(𝑤12 − 1
)︀
𝑤1
𝑗
)︂
𝑤1
3𝑚 +
+
(︂(︀
𝑗𝑤1(𝑤1
2 − 1)2 − 𝑗2𝑤1(𝑤12 − 1)2)
)︀
𝑤1
−𝑗 +
+
(︀
𝑗2(𝑤1
2 − 1)2 − 𝑗(𝑤12 − 1)2
)︀
𝑤1
𝑗
)︂
𝑤1
5𝑚 +𝑂(𝑤7𝑚1 ). (46)
Главный член разложения в (45), а именно, (w1−1)(−w1)𝑚−1, согласуется с (35) для 𝑛 = 0,
𝑘 = 1: в этом случае (35) и (34) дают значения
𝐴0,1 = w
2
1 − 1 и 𝑌0,1 = 𝐴0,1
d
d𝑤
𝑓(𝑤)
⃒⃒⃒⃒
𝑤=w1
= 1− 1
w1
(47)
соответственно.
Асимптотические разложения (45) и (46) первоначально были найдены на основе анализа
численных данных для матриц (44) с разными значениями z1 и𝑚. Формальное доказательство
затем было получено посредством символьных вычислений в системе Mathematica.
5. Точка сгущения и предельная функция распределения
В этом параграфе мы рассмотрим асимптотическое поведение собственных чисел мат-
риц (44), отличных от самых маленьких (рассматривавшихся в предыдущем параграфе); при
этом мы будем считать, что 𝑧1 велико (по абсолютной величине). В этих условиях при 𝑘 > 1
(−1)𝑘𝜇0,𝑚,𝑘+1 = 1− 1
2
z−11 +
𝜏𝑘
8
z−21 + (48)
+
(︃
𝜏𝑘
16
+
− 𝜏𝑘16 −
𝜏2𝑘
16
𝑚
)︃
z−31 +
+
(︃
𝜏𝑘
32
− 𝜏
2
𝑘
128
+
− 𝜏𝑘16 −
𝜏2𝑘
16
𝑚
+
3𝜏𝑘
128 +
𝜏2𝑘
16 +
5𝜏3𝑘
128
𝑚2
)︃
z−41 +
+
(︂
𝜏𝑘
64
− 3𝜏
2
𝑘
256
+
−3𝜏𝑘64 −
13𝜏2𝑘
384 +
5𝜏3𝑘
384
𝑚
+
9𝜏𝑘
256 +
3𝜏2𝑘
32 +
15𝜏3𝑘
256
𝑚2
+
− 𝜏𝑘128 −
31𝜏2𝑘
768 −
23𝜏3𝑘
384 −
7𝜏4𝑘
256
𝑚3
)︃
z−51 +
+ 𝑂(𝑧−61 ), (49)
где
𝜏𝑘 = tg
2
(︂
𝜋𝑘
2𝑚
)︂
=
𝜋2𝑘2
4𝑚2
+𝑂(𝑚−6). (50)
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У собственного вектора, соответствующего этому собственному числу, 𝑗-ый элемент асимпто-
тически равен
sin
(︂
𝜋𝑘
𝑚
(𝑗 − 1/2)
)︂
+ (51)
+
(︂
1/4
(︂
(−1)𝑘 + sec2
(︂
𝜋𝑘
2𝑚
)︂)︂
sin
(︂
𝜋𝑘
𝑚
(𝑗 − 1/2)
)︂
+
+
1
8𝑚
(︂(︀
7 + (−1)𝑘)︀ sec(︂ 𝜋𝑘
2𝑚
)︂
− 6
)︂
sin
(︂
𝜋𝑘
𝑚
(𝑗 − 1/2)
)︂
+
+ 2(𝑗 − 1/2) tg
(︂
𝜋𝑘
𝑚
)︂
cos
(︂
𝜋𝑘
𝑚
(𝑗 − 1/2)
)︂)︂
z−11 +𝑂(z
−2
1 ). (52)
Приведённые асимптотические выражения хорошо согласуются с численными данными,
полученными для дзета-функции. А именно, если ограничиться первыми тремя членами (48),
то видно, что значение
𝐶1 = ln
(︀
𝑓(1)
)︀
= ln
(︂
1− 1
2z1
)︂
(53)
является точкой сгущения логарифмов модулей собственных чисел, что аналогично (40). При
этом, согласно определению (37), функция распределения 𝐹0,𝑚(𝑥) имеет вид
𝐹0,𝑚(𝑥) =
{︃
0, если 𝑥 < 𝐶1,
1
𝑚
⌊︁
𝑚
𝜋 arctan(
√︀
2(𝑥− 𝐶1))
⌋︁
, в противоположном случае,
(54)
так что при возрастании 𝑚
𝐹0,𝑚(𝑥)→ 𝐹0(𝑥) =
{︃
0, если 𝑥 < 𝐶1,
1
𝜋 arctan(
√︀
2(𝑥− 𝐶1)), в противоположном случае.
(55)
График 𝐹0(𝑥) очень похож на представленный на рис. 1 график ожидаемого предельного рас-
пределения для дзета-функции.
В разложении (52) его основной член, а именно, (51), зависит от 𝑗 синусоидально, что визи-
ульно хорошо согласуется (при небольших значениях 𝑘) с численными данными, полученными
для случая дзета-функции Римана (см. [7]).
Аналогично (45) и (46), асимптотические разложения (49) и (52) первоначально были най-
дены на основе анализа численных данных для матриц (44), а затем формальное доказатель-
ство было получено в системе Mathematica.
6. Заключение
Приведённые асимптотические выражения для собственных чисел и собственных векто-
ров матриц (44) показывают, что уже для простейшей функции, имеющей лишь один нуль,
проявляются качественные и количественные свойства, численно обнаруженные ранее для
дзета-функции Римана.
Интересным направлением дальнейших исследований представляется нахождение соб-
ственных чисел и векторов матриц (15), порожденных другими функциями с конечным коли-
чеством нулей. Шаги в этом направлении уже были сделаны работах [2, 12]. А именно, там
указаны собственные числа и собственные вектора матриц (3) для специальных случаев анти-
ленточных ганкедевых матриц; в наших обозначениях это соответствует тому, что все, кроме
конечного количества, элементы последовательности (2) равны нулю, то есть случаю, когда
𝑓(𝑤) — это многочлен.
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