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A BSTRACT
Vu, Dominik Kim. Ph.D. The University of Memphis. December 2014. Separating
Families and Combinatorial Games. Major Professor: Béla Bollobás, Ph.D., D.Sc., F.R.S.
This dissertation consists of three results from the domain of extremal combinatorics.
While they are all interconnected, we can distinguish two major areas: separating families
and combinatorial games. In the following we shall outline them in further detail.
Searching is a fundamental tasks inherent to human life both past and present. With
the rise of computers and information technology, it was necessary to put all these related
tasks into a unified mathematical framework. It fell to Rényi and Katona in the 1960s to
pioneer this field. Providing what is nowadays common knowledge about binary search
trees, and standard programming approaches in load balancing like ‘divide and conquer’,
Katona had the foresight (then mostly motivated by medical examples) to explore
parallelised search. His celebrated result not only provided bounds for searching for a
unique unknown element, it also provided a specific way construct such a search
algorithm. The proof relied heavily on analytic methods and optimisation. Surprisingly it
would take more than 40 years for Hosszu, Tapolcai, and Wiener, to simplify the proof
using purely matrix theoretic methods. In Chapter 1 we generalise their work to the search
for unknown sets of general size. While our principal approach is similar, we need to
embed this problem into a framework of regular graphs and hypergraphs with minimal
girth conditions.
We now turn to the second part of this dissertation, where we will consider two
variants of combinatorial games. Chapter 2 is concerned with the 1-person game of
Flood-It. Given a vertex-coloured graph, we seek to obtain a monochromatic graph by
recolouring its monochromatic components. Having started out as an internet game, it
became of interest in terms of computational complexity and the previous work addresses
that, confirming for most instances of this game NP-completeness. We take a different
approach, more in line with extremal combinatorics. We investigate how many moves are
necessary to achieve the goal and establish two kinds of upper bounds for that question.
viii

We show that they are tight for a surprisingly vast array of graph classes, yet for blow-ups
of paths and cycles the time necessary is the same as for the original graph. Furthermore,
we investigate square grids, providing a partial solution.
Related to both previous chapters, Chapter 3 turns to a combinatorial game, called
Cops and Robber, a pursuit and evasion game on a finite graph. Over the years has found
its place in the classical canon of combinatorial problems, mainly due to a longstanding
open conjecture due to Meyniel. As such, it is related to both previous chapters. We are
interested in establishing the cop number and the capture time for certain classes of
graphs. In this chapter, we extend previous results for grids to the torus and give an
explicit capturing algorithm.
Chapter 1 is based on joint work with F.S. Benevides, D. Gerbner, and C.T. Palmer,
Chapter 2 was investigated jointly with K. Meeks and Chapter 3 was researched together
with S. Koch.
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C HAPTER 1
G ENERALISING SEPARATING FAMILIES OF FIXED SIZE
1.1 Introduction
The central question of combinatorial search can be formulated as the following: Given a
set X, we wish to identify a particular subset Y ⊂ X of unknown elements. To this end, we
perform a series of experiments with the following property: when testing a subset A ⊆ X,
we receive a positive result if and only if A contains at least one of these d unknown
elements. It is a generalisation of many a practical problem, amongst which are
Wasserman-type blood tests, chemical analysis and the defective coin problem [12, 40].
As all of these problems vary in their particulars, we shall formulate our problem more
precisely. A more comprehensive overview over the main types of combinatorial search
problems can be found in a survey by Katona [23]. For the remainder of this paper, we
shall only consider a finite ground set X = {x1 , . . . , xn } of n elements and a
(consequentially) finite subset Y = {y1 , . . . , yd } ⊂ X of d unknown elements. Due to the
practical motivation, we shall sometimes also refer to them as defective elements
synonymously.
In addition, we restrict the size of our sample sets by some fixed k ∈ N and
Y ⊂ X, i.e. we consider a test function τ : X (k) → {0, 1}, where X (k) denotes the k-sized
subsets of X, such that
τ(A) =




0 Y ∩ A = 0/


1 Y ∩ A 6= 0.
/

We call a sequence of (k-)sets A = {A1 , A2 , . . . , Aq } a search algorithm (of query or
sample size k), if there exists an evaluation function φ : {0, 1}q → [n](d) such that for all
choices of the defective set Y ,
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φ(τ(A1 ), . . . , τ(Aq )) = Y.
In the above, [n] = {1, . . . , n}, the set of the first n non-negative integers and we will
start identifying the elements of X by their indices. It should be emphasized that τ is a
deterministic function based on the defective set Y . In particular we do not consider the
case where there is some error probability. Our goal is to minimize the size of the search
algorithm |A |, i.e. the number of queries necessary to precisely determine Y. There are
two natural scenarios, each with their associated set of advantages and disadvantages.
A search algorithm is adaptive if Ai ∈ X (k) may depend on τ(A j ) for j < i. The
minimum number of tests required to exactly determine Y is denoted by t(n, d, k).
Adaptive algorithms used to be the main focus of theoretical computer science (sometimes
under the name of online algorithms). They are processed sequentially and yield the
smallest possible number of queries, as query is tailored specifically to the set of
responses already acquired.
If all queries are specified in advance, we call the algorithm non-adaptive. Its
minimum is denoted by q(n, d, k). Because this approach has to take into account all
possible choices for Y , it seems natural that the number of queries is higher than in the
adaptive case. A successful set of queries A is referred to as a (d-)separating family.
Non-adaptive search is most suitable if processing a single query takes a significant
amount of time and there is a way to parallelise the queries. It has gained more notoriety
lately with the rise of parallel computing and we expect that from a contemporary point of
view this might be the more significant problem.
In the case of d = 1, this problem was posed and solved in the 1960s [36, 22], there
are no results in the case of a larger family of defective sets. In this paper our aim is to
generalize these results to larger sets of defective elements. While the extension of the
adaptive case is rather straightforward, a surprising amount of very recently developed
theory is necessary for the non-adaptive one. We provide new (and to our knowledge the
2

first non-trivial) upper bounds in the non-adaptive case as well as lower bounds for the
cases of d = 2, 3 which are asymptotically tight. We do so for a specific range of query
sizes k in terms of n and all ‘meaningful’ choices of d.
This paper is structured as follows. In the next section, we shall present a short and
very non-exhaustive historical overview over the field of mathematical search, with a
focus on the particular problem we are attempting to generalize. Within this framework,
we shall present our main results in Section 1.3. The remainder of the paper will be
divided in section proving our main results. Section 1.4 will swiftly establish the
corresponding result for adaptive search. Certainly, we feel that Section 1.5 and 1.6 are
the main contributions of our work, as they present the proofs the upper and lower bounds
for the general non-adaptive case. Finally, Section 1.7 will provide further conclusions,
conjectures and directions for further research.

1.2 Problem motivation and previous results
Searching for a particular object or information is a task that presents itself in almost
every aspect of every day life. Some examples for this type of problem are:
• Searching for lost or hidden object in a predefined set of locations, e.g. keys in
drawers, books in shelves.
• Medical analysis of large populations: Given a large population, and limited testing
facilities we want to find all carriers of a certain antigen.
• Chemical analysis: Trying to deduce to components of a specific chemicals using
indicator tests which confirm that one component belongs to a certain class of
compounds.
• Diagnosis of complex technological system like TVs or cars: Given a
malfunctioning device, we aim to narrow down the bug to determine what need to
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be repaired.
• Guessing games, like 20 questions.
• Sorting problems: How many pairwise comparisons are necessary to determine the
exact order of a finite set of elements of pairwise distinct weights?
These and many more examples can be found in survey papers by Rényi [37] or
Katona [23]. While specific problems had previously been considered by setting up a
mathematical model for exact case, it was not until that time that a more coherent theory
of mathematical search was proposed. Unsurprisingly, mathematical search is intimately
connected with information theory. Mimicking human nature, one strives to piece together
enough bits of information in order to be able to deduce the correct answer. There is an
associated cost to it, which can vary according to the problem. In the question treated in
this paper we shall concern ourselves with the number of queries.
Another mathematical discipline these problems are intimately related to is
combinatorics. As will be shown in this paper, search theory leads to many interesting
combinatorial problems, but also conversely we shall apply a surprising number of results
from combinatorics and graph theory in order to successfully obtain our results.
It must be mentioned that mathematical search is also connected to statistics and
probability theory, when one strives to introduce noise, i.e. test functions not being
accurate, or strives for a probabilistic result where one is able to determine the unknown
elements with only high probability. These types of questions are not considered in this
work, although they clearly also provide interesting directions for future research.
Using the language just introduced, we could say that in this work we are only treating
noise-less discrete search problems using non-randomised strategies which are either
sequential or predetermined. From a slightly more modern viewpoint, of course we could
also say that we are looking at parallelisation of search algorithms on multi-core
processing units. Therefore our work has high relevance in what is now called
4

high-performance computing, in particular with large data.
This particular problem we consider was first introduced by Rényi in 1961 [36] when
he asked to identify a unique deviant element amongst a finite set, i.e. d = 1. In the same
paper he provided the answer in the case where the sample size is unrestricted. This
seminal result is one of the first mentions of the binary search tree. As we are applying it
at a later point (then restricted to the case when we have confirmed the presence of a
defective element within a set of size at most k), we state and reprove that result.
Lemma 1.2.1. The minimum number of tests in an adaptive (non-adaptive) search to find
the only defective element in a n-element set is dlog2 ne.
Proof. Any proof for the adaptive case also provides a bound for non-adaptive tests. For
the non-adaptive case, label all the elements of X by 1, . . . , n and associate to each element
its binary representation (of length dlog2 ne). Then we define Ai to be the set of elements
whose associated binary string has a 1 in the ith position. Clearly, the answers of these
questions determine all the digits of the defective element.
This first step took a search problem and made it into a problem in set theory: Find a
family A such that for two elements x, y ∈ X, there exists A ∈ A such that A only contains
exactly one of them. In the same paper, Rényi asked for a way to find minimal separating
families under the condition that each member of the family be a subset of size k.
This was studied by Katona [22] who established first bounds and notably showed that
with bounded sample size, the adaptive and the non-adaptive case cease to coincide.
Theorem 1.2.2. Let n, k be integers, such that k < n/2, then
lnm

l 
lnm
m
− 2 + log n − k
+ 2k .
t(n, 1, k) =
k
k
Proof. The proof uses a strategy which can be described as “divide and conquer”. Let us
write n = ak + b where k < b ≤ 2k. Then we consider a partition of X as A1 , . . . , Aa , Aa+1
5

where |A1 | = . . . = |Aa | = k and |Aa+1 | = b. If we get an affirmative result for some Ai
with i ≤ a then using Lemma 1.2.1 we find the defective element by using dlog2 ne
questions. Otherwise we get a yes answer for Aa+1 and then we need dlog2 be more
questions to find the defective element. It is easy to convince that this gives the minimum
number of questions in the worst case.
We also remark that in the case of d = 1, the case of queries of size k > n/2 is the
same as testing sets of size n − k due to the duality caused by the unique defective element.
For the non-adaptive search, Katona reduced the combinatorial problem to a problem
on 0-1-matrices by translating the property of being separating into a columns property.
The paper only gave upper and lower estimates, but determined the exact form of a matrix
representing an optimal search. While the lower bound provided (based on a very nice
entropy approach) is best known, the upper bound was subsequently improved by
Wegener [41] and Luzgin [27]. In 2008 Ahlswede [5] proved that the lower bound was
asymptotically tight.
In 2013, Hosszu, Tapolcai, and Wiener [21] managed to strengthen Katona’s result
while providing a proof entirely reliant on linear algebraic methods.
Theorem 1.2.3. For k < n/2, q(n, 1, k) is the least number q for which there exist positive
q 
such that
integers j ≤ q − 1 and a < j+1
j

 
q
∑ i · i + a( j + 1) ≤ kq,
i=0
j  
q
∑ i + a = n.
i=0
We shall present their proof method in more detail in Section 1.5 when we are using it
as our first step to prove an upper bound for general d. A corollary for both results is the
following for reasonably small choice of sample size k.
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Corollary 1.2.4. If n ≥

k
2 + 1,

then


n−1
q(n, 1, k) = 2
.
k−1

1.3 Description of main results
At the Emléktábla Workshop in 2013, Katona (likely not for the first time) raised the
question of extending his results to larger sets of defective elements. We follow this line of
thought and present two results which can be seen as corresponding analogues.
Following exactly the same strategy of dividing and conquering, we are able to obtain
quite straightforwardly the correct result for online search. The only thing to account for
was that the implicit duality for tests could not be assumed, i.e. if τ(A) = 1, it did not
necessarily follow that τ(X \ A) = 0 anymore and vice versa.
Theorem 1.3.1. For any integers k, n > k, d > 1 it holds
 
 

 
n
n
− 2 + d log n − k
+ 2k .
t(n, d, k) =
k
k
The case of non-adaptive search proved to be much more difficult. While Katona was
able to translate separability into a straight forward condition on the search matrix’s
columns, the generalisation is less natural. A major step was a (meta-)reduction of the
matrix problem to a forbidden sub-graph problem. In the end the existence of regular
graphs of certain degrees assured the existence of the corresponding matrix and so our
bound.
Theorem 1.3.2 (Erdős-Sachs [15]). There exists a graph on at most (2d)g vertices with
girth g in which every vertex has degree at least d.
This graph girth condition turns out to only be true for d = 2. For larger sizes of
defective sets, we had to enter the realm of hypergraph forbidden subgraph problems,
7

resulting in a girth condition on linear uniform hypergraphs. Their existence was only
recently confirmed by Ellis and Linial [14] based on which we are able to conclude our
bounds.
Theorem 1.3.3. Let k, n, d be positive integers with k sufficiently small, then



nd
q(n, d, k) ≤
.
k
As for lower bounds our methods are less apt to tackle all d. Nevertheless, are able to
prove lower bounds for d = 2, 3 which are very close to the corresponding upper bounds.
Theorem 1.3.4. Let k, n, d be positive integers with k sufficiently small, then
(a)
l nm
q(n, 2, k) = 2
k
(b)



l nm
3n + 1
≤ q(n, 3, k) ≤ 3 .
k+3
k

1.4 Generalising adaptive search
In this rather brief section, we are generalising Katona’s result on adaptive search for a
defective set of size d. While the result may come at no surprise, we could not find any
record of this result. We do not wish to give to give the impression this to be contribution
to the existing theory, but as a complementary part to the rest of the paper.
Theorem 1.4.1. Let k, n, d be positive integers with k < n/2, then
l 
lnm
m
t(n, d, k) =
− 2 + d log n − k
+ 2k .
k
k
lnm

Proof. As with the original proof for d = 1, we denote n = ak + b with k < b ≤ 2k.
Similarly, we test all k-sets until a positive result is returned for say Ai , upon which we
8

proceed with the binary search. After having identified one defective element y∗ , we need
to retest Ai \ {y∗ } in order to verify if Ai contains further defective elements. If so, we
reapply binary search on that and repeat until we the remainder of Ai does not contain any
further defective sets. We then proceed onto the next k-set. Appropriate counting yields
the result.

1.5 An upper bound for non-adaptive search
We now proceed to prove our main result: an upper bound for the number of queries
necessary to non-adaptively search for a general number of defective elements. In the
course of the proof we will touch upon ideas from both Katona’s original paper and
Hosszu, Talpocai, and Wiener’s proof. While the main idea of both these papers was to
translate the original problem into problem of construction appropriate 0-1-matrices, we
will add another layer as we are interpreting the matrices as incindence matrices for a
particular class of (hyper-)graphs. It will turn out that the notion of separability has a very
close links to forbidding certain subgraphs of small girth. In the case d = 2 we can use the
classical theorem of Erdős and Sachs [15] on the existence of regular graphs of large girth
and given order. In the case of larger d, it was necessary to consider this problem on
d-uniform linear hypergraphs where we were able to apply the hypergraph version of the
Erdős-Sachs theorem due to Ellis and Linial [14].
This section has three subsections. At first, we shall restate the reduction to a matrix
problem and reprove some of the ideas and lemmas from the aforementioned work by
Katona and Hosszu, Tapolcai and Wiener to familiarize the reader with the concepts. We
then continue with the case of d = 2 in detail, before embarking on the case where d ≥ 3.
1.5.1 Reduction to a matrix problem
Consider a family A ⊂ X (k) . We define M = M(A ) to be the incidence matrix associated
to the family by letting mi j = 1 if and only if x j ∈ Ai for Ai ∈ A and 0 otherwise. Let all
9

matrices in this paper be binary from now onward. We call the number of 1’s in a row or
column A of a matrix its weight, denoted by w(A). The total weight of a matrix M is the
sum of its row (or column) weights.. Further we call a matrix simple if and only if no two
columns are identical.
A first observation [39] is that a family is 1-separating if and only if its incidence
matrix is simple. Therefore, we only need to determine q(n, 1, k) which is the smallest
number q such that a simple q × n-matrix with row weight k exists. Katona also
introduced the notions for a matrix to be admissible if the rows all have the same weights
and quasi-admissible if the weights of any two rows differs at most by one.
We shall reproduce the proof of Theorem 1.2.3, which will give us an insight to the
structure of a minimally simple matrix.
In fact, we will show that for k < n/2 it is irrelevant whether the queries are exactly of
size k, at most of size k or on average of size k. Let q0 (n, 1, k) and q∗ (n, 1, k) denote the
minimal size of an intersecting family with sets at most size k and average size at most k
respectively. Clearly,
q∗ (n, 1, k) ≤ q0 (n, 1, k) ≤ q(n, 1, k).
The following lemma is due to Katona.
Lemma 1.5.1. For k < n/2,
q0 (n, 1, k) = q(n, l, k)
Proof. It remains to prove that q(n, 1, k) ≤ q0 (n, 1, k). To this end, we have to show that
the existence of a q × n simple matrix M 0 with row weights at most k implies that a q × n
simple matrix M with row weights exactly k also exists. Assume M 0 be to have the
maximal number of 1’s. We show that every row has in fact weight k.
We do so indirectly. Suppose there exists a row A in M 0 such that w(A) < k, say the
first row. Then as w(A) < k < n/2, there are more 0’s than 1’s in row A. By the pigeonhole
principle there exists a column C in M 0 such that the first entry of C is 0 and M 0 does not
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contain the column which only differs from C in the first entry. Changing said first entry,
we obtain a matrix M which is still simple, with row weights at most k, but with more 1’s
than M 0 , thus contradicting its maximality.
Let s(n, 1, k) be the least number q, for which there exist positive integers j ≤ q − 1
q 
and a < j+1
such that
j

 
q
∑ i · i + a( j + 1) ≤ kq,
i=0
j  
q
∑ i + a = n.
i=0

(?)
(†)

Lemma 1.5.2. q∗ (n, 1, k) = s(n, 1, k).
Proof. Let q = s(n, 1, k) and j, a numbers such that the conditions hold. Then let M be the
matrix which contains every column of length q and weight at most j as well as a distinct
columns of length q and weight j + 1. Clearly, M is a simple matrix on q rows and by the
conditions, M has n columns and at most kq 1’s. Thus q∗ (n, 1, k) ≤ s(n, 1, k).
For the inverse inequality, let M be a simple q × n matrix with the minimal number of
1’s. We need to show that for some j < n, every column of M has weight at most j + 1 and
that M contains every column of weight at most j. Letting a be the number of columns of
weight j + 1 we need to verify that the conditions hold, from which the inequality follows.
To this end, we need to show that if a column A of length q appears in M, then every
column B of length q with w(B) < w(A) also appears in M. But this is easy, as if such a B
would not be in part of M we could replace A by B, thus producing a simple q × n matrix
with fewer 1’s than M which would contradict minimality.
Katona proved a further lemma ensuring that we can always construct a (sub-)matrix
of fixed column weights such that it is quasi-admissible.
Lemma 1.5.3. Let q, b and c be positive integers such that b ≤ q and c ≤
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q
b .

Then there

exists an q × c simple quasi-admissible matrix M(q, b, c) such that all of its columns have
weight exactly b.
This ensures that we can ‘balance’ the last block of our matrix thus ensuring that all
the row weights are k or k − 1. Ahlswede proved the following lemma for separating
families of average size k from which the theorem immediately follows.
Lemma 1.5.4. For k < n/2,
q0 (n, 1, k) = q ∗ (n, l, k)
Proof. It remains to show that q0 (n, 1, k) ≤ q∗ (n, 1, k) (thus implying that
q(n, 1, k) = s(n, 1, k)). It suffices to prove that if there exists a q × n simple matrix M
containing at most kq 1’s, then there exists a q × n simple matrix M 0 whose row weight is
at most k. Let M be such a simple q × n-matrix of total weight at most kq with the number
of 1’s minimal. From the previous proof, we know that for some j < q every column of M
has weight at most j + 1 and that all columns of weight up to j are in M. We now delete

all the columns of weight j + 1 from M and replace them by M(q, j + 1, n − ∑ni=0 ni )
according to Lemma 1.5.3. Then the resulting matrix M 0 is a q × n quasi-admissible
matrix with the same total weight as M, which was at most kq. Since it is
quasi-admissible, every row of M 0 has weight at most k, which finishes the proof.
The consequence of all this work is that we can write down a general construction for
the matrix M. Furthermore it is easy to compute q(n, 1, k) by first fixing q and k and
finding the maximum value satisfying the conditions. We shall use the same way of
thinking for the coming subsections, fixing q and k and constructing the maximum n, for
which an appropriate search matrix can be realised.
1.5.2 A forbidden subgraph condition
A main challenge in the generalisation of Katona’s result is to find a natural equivalent of
the notion simple for the search matrix in the case of more than one defective elements.
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No longer it is sufficient to compare single columns with each other, but rather unions of
groups of columns. In this subsection we shall concentrate on the case of d = 2 which will
help us develop some of the tools for larger d.
First observe that given a binary q × n matrix with at most qk non-zero entries, If n is
large enough, we will have a low number of 1’s in each column. We will now choose n so
big that we do not have more than 2 entries per column.
We introduce the following auxiliary graph G induced by the a binary q × n-matrix M.
Let V (G) = [q] and let every column of the matrix correspond to an edge (or singleton of
the graph. Note that due to our attempt of being consistent with the notation introduced so
far, |E(G)| = n, for this section. We now establish an equivalent of 2-separability in this
graph setting
Lemma 1.5.5. A k-family A is 2-separable, if and only if every vertex-union of two edges
of its auxiliary graph are distinct.
Proof. Assume that D1 and D2 are columns of M corresponding to the two defective
elements. Then from the definition of 2-separable, for every other choice of columns E1
and E2 which are different (but not necessarily pairwise different) from D1 and D2 , there
must be a row where Ei ’s entries are 0 but at least one of the Di ’s entries is 1, i ∈ [2].
Hence, there exists a vertex that is contained in the union of the edges corresponding
to Di but not in the union of the Ei conversely. Given our choice of Di was arbitrary this
proves the theorem.
We call the above property 2-union-free. So now our problem is reduced to the
following task: Construct a 2-union-free k-regular graph on q vertices with its number of
edges n being maximal.
The maximality condition stated above is perhaps a little misleading, as we observe
that even without the condition of being 2-union-free any graph with maximum degree at
most k on q vertices has at most

qk
2

edges. The next lemma is the key realisation for this
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result, as we explore which subgraphs cannot occur in a graph which represents a
2-separable family.
Lemma 1.5.6. A graph G is the representation of a 2-separable system, if its girth
g(G) ≥ 5 and it contains no isolated vertices.
Proof. As we are only considering unions of 2 pairs of edges, we can prove this lemma by
inspection. Let e1 , e2 , f1 , f2 be edges of G. Then we have three cases: First, if e1 = (v1 , v2 )
and e2 = (w1 , w2 ) do not have a vertex in common, we must avoid having f1 and f2 as any
of the edges which would form a C4 as given a set of 4 vertices, we would not be uniquely
be able to reconstruct which choice of pairs gave rise to this structure. Similarly, we can
convince ourselves that in the case where e1 and e2 share a vertex, then a triangle will be
the forbidden structure. Note that there is one more case, where one of the ‘edges’ is a
singleton. In that case, also have to exclude the path on 3 vertices.
The following figure illustrates the cases.
As singeltons are hard to account for, we have to relax our aim with Lemma 1.5.4 in
mind, we will ignore singletons during the construction of our graph. We now refer to the
classic result of Erdős and Sachs [15] on the existence of such graphs.
Theorem 1.5.7. There exists a connected graph on at most (2k)g vertices with girth g in
which every vertex has degree at least k.
Using this we obtain a first part of our result.
Lemma 1.5.8. Let n, k be positive integers such that n > 16k6 . Then
l nm
q(n, 2, k) ≤ 2 .
k
Proof. By Theorem 1.5.7 we pick a graph on q = (2k)5 vertices with vertex-degree
exactly k. By Lemma 1.5.6 it is the graph of a 2-separating system of size q. Further know
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that such a graph can have at most qk/2 edges. Thus q ≤ 2 nk which gives us the bound.
As for the condition, we have to ensure that q > (2k)5 , so substituting the the bound gives
us the condition
q1/5 1
≤
k≤
2
2



2n
k

1/5
=

(2n)1/5
.
2k1/5

Solving for k yields the result.
1.5.3 Relating large defective sets and hypergraphs
Based from the previous result, our hope was to find a general girth condition for general
d, possibly with the girth growing with the size of the unknown set. At first sight, this
seems to work pretty neatly: For a matrix to be 3-separable, we wish that no unions of
three edges might coincide. Notably, this would mean that a cycle of length 6 would be
forbidden. Colouring its edges alternately red and blue, it would be impossible to
determine whether the cycle had been ‘induced’ by the red or the blue edges.
Unfortunately, holds true for the path on five vertices, which makes k-regularity
impossible.
The main contribution of this subsection is to develop the extend the relationship
between girth conditions and separability to a hypergraph setting. Recall that an r-uniform
hypergraph H = (V, E) is a pair of vertices and edges where the edges are r-sets of the
vertices. In this section we will focus on r-uniform hypergraphs. We call a hypergraph
linear if every two hyperedges intersect in at most one vertex.
We aim to establish a girth condition similar to the above. For this reason, we consider
the linear d-uniform hypergraph H on the vertex set [q]. A hypergraph is said to be a cycle
if it has at least two edges and there exists a cyclic ordering of its edges {e1 , . . . , el } such
that there are distinct vertices q1 , . . . , ql such that qi = ei ∩ ei+1 and el+1 = e1 . This
concept of a cycle in a hypergraph is sometimes called Berge-cycle, after C. Berge [8].
The length of a cycle is the number of edges it contains and the girth of a hypergraph is
the length of its shortest cylce. As above, we aim for a large number of edges, denoted by
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n and k-regularity.
The following lemma is the key tool to all of our deductions.
Lemma 1.5.9. Let k, d be a positive integers with k ≥ 2 and d ≥ 3. Then a k-regular,
d-uniform, linear hypergraph G represents a d-separating system, if it has girth at least 5.
Proof. We show this by showing the contrapositive. If the union of 2 families of d edges
are the same, then G cannot be the graph of a d-separating system. We explore how to
cover the same set of vertices with them. Let us consider D = {D1 , . . . , Dd } and

E = {E1 , . . . , Ed } 2 families of edges of the hypergraph and assume without loss of
generality that D1 ∈
/ E . Then A1 intersects every member of E in at most one vertex due
to linearity and hence it must intersect each Ei in exactly 1 vertex. Now consider E1 , it
might intersect with other members of E , in which obtain a triangle as a forbidden
substructure. Now consider the edge E1 , analogously for its remaining d − 1 vertices to be
covered, it needs to intersect with every member of D once, in particular say D2 and D3 .
While they might intersect each other or even D1 , due to linearity of the hypergraph each
of them has at least one vertex which was not yet covered by an Ei . But covering these
free vertices by an edge, say E2 , will create a 4-cycle (D1 , E1 , D2 , E2 ).
While we do not prove it in the above lemma, more is true: For two families of d
hyperedges to cover d 2 vertices, they must be isomorphic to a grid, which is the
generalisation of the case of excluding C4 in Lemma 1.5.6. Still it is remarkable that while
the forbidden structure is much more complex, the girth condition stays the same.
Note that, so far, while we have proven conditions for a hypergraph to be the
representative of a d-separating system, we have not yet shown that such a system actually
exists. In the previous case of d = 2, we relied on the Erdős-Sachs theorem. In the case of
hypergraphs, the corresponding result is a very recent theorem by Ellis and Linial [14].
Theorem 1.5.10. Let d, k and q be positive integers with k ≥ 2 and d ≥ 3. There exists a
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d-uniform, k-regular hypergraph on at most q vertices with girth greater than
log q − log 4
− 1.
log(k − 1) + log d + 1
From this, Theorem 1.3.3 follows almost instantly. Recall that we have the incidence
matrix of a k-reqular d-uniform hypergraph on q vertices and n edges. Thus,

n≤

qk
.
d

q≤d

nd
e
k

Solving for q yields

and we have proved the theorem.

1.6 Lower bounds for small defective sets
In this section we prove the lower bounds for Theorem 1.3.4. The proofs will also serve
for illustration of why we believe that our upper bound is not even nearly tight for larger
d, a discussion of which will follow in Section 1.7
1.6.1 Two defective elements—Proof of Theorem 1.3.4.(a)
While we upper bound relied on a construction, for the lower bounds we will employ a
type of averaging argument. Pick a binary q × n-matrix M which represents a valid 2- or
3-separating system with query size k ≥ 2 and consider the hypergraph H on q vertices
whose incidence matrix it is (columns represent edges). Note that this hypergraph is not
necessarily uniform. Our aim is to show that the total weight is at least 2n. We would then
be done as we know that we can only have at most qk non-zero entries, hence qk ≥ 2n
which gives us the result.
First, we need to address the easy case where the there is only one vertex with degree
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larger than one. In that case our matrix consists of q − 1 rows with exactly 1 non-zero
entry and a bottom row containing at most k 1’s. Within the first q − 1 rows, we can have
at most two all-zero columns, the remainder of that submatrix is equivalent to the identity
matrix. Thus we have at most n − 2 rows for with single entries and the last row, in total
n − 1 rows, which is larger than 2n/k for all k > 2.
From now on, assume that at least two vertices have degree larger than 1. An
equivalent task to showing that the average size of the number of non-zero entries in M is
at least 2n is proving that the average size of a hyperedge is at least 2. For this, it is
sufficient to show that the number of singletons in H is less than or equal to the number of
large edges, which shall be the notion we use to denote edges with 3 vertices or more.
Lemma 1.6.1. Every large edge of H contains at most one singleton.
Proof. Assume otherwise that the hyperedge e contains two singletons x1 , x2 . Then
e ∪ {x1 } = e = e ∪ {x2 }, making these two unions indistinguishable, thus contradicting
that H is the graph of a 2-separating set.
From this lemma, we see that we only need to concern ourselves with singletons that
are not already contained in a larger edge of the H. We first address the set of singletons
which are also contained in a 2-edge, but not in any larger edge. We show that they have a
very special structure and that we can apply a transformation that removes the singletons
but keeps H 2-union-free.
Lemma 1.6.2. Let a, b ∈ V (H) be vertices, such that according to the search matrix M
vertex a is a singleton and ab is an edge. Then the degree of b is 1.
Proof. Assume there is an edge incident to b, called e. Then e ∪ {a} has the same union as
e ∪ {a, b} contradicting 2-union-freeness of H.
Lemma 1.6.3. The following transformation preserves a hypergraphs property of being
2-union-free: Consider the two vertices a, b where a, ab ∈ E(H). If there exists a vertex c
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with degree larger than 1, for which ac ∈
/ E(H), then we can replace the singleton a by the
edge bc.
Proof. We need to ensure that this tranformation preserves 2-union-freeness, not only
among a, b, c but also other edges h, h0 ∈ e(H) which might intersect some of them. There
are three cases where it could fail, but we show that they cannot occur in the original
graph:
1. Let h be an edge containg the vertex a and h0 and edge containing the vertex c and
{b, c} ∪ h = {a, b} ∪ h0 . This means that the symmetric difference of h and h0 would
be {a, c}. But then in the original graph h0 ∪ {a} = h ∪ h0 .
2. Let h be an edge containing c and consider {b, c} ∪ h = {b, c} ∪ h0 for some other
edge h0 . It follows immediately that h = h0 ∪ {c} By assumption we picked c with
degree at least 2. Therefore there exists an edge h00 ∈ E(H) such that c ∈ h00 . But
then h ∪ h00 = h0 ∪ h00 . A contradiction to 2-union-freeness.
3. {b, c} ∪ h = {a, b} ∪ h for some h ∈ E(H). But this implies that h originally
contained a and c. We required our singleton to not be contained in any large edge,
therefore h = {a, c} which contradicts our assumption for tranformation that
ac ∈
/ E(H).

The last group of singletons we have not yet covered is the one of isolated singletons.
But these are easy, as deleting them inductively gives the hypergraph associated with the
problem of searching an (n − 1)-element set using q − 1 queries. But q − 1 ≥ 2(n − 1)/k
whence, q ≥ 2n/k.
Thus we showed that the average size of an edge in H is at least 2, which gives us our
desired lower bound and the tightness in case of d = 2.
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1.6.2 Three defective elements—Proof of Theorem 1.3.4.(b)
For d = 3, we need to prove the analogue, i.e. that the number of 1’s per column is at least
3. But instead we show that the number of columns containg only two 1’s is small. (Recall
that the number of columns with a single 1 are few and bounded by q).
As above, we consider M a binary, admissible q × n-matrix which represents a
3-separable family of size k > 2 and its associated hypergraph H.
Lemma 1.6.4. If H is restricted to the its 2-edges, it does not contain a cycle of length 4,
a path of length 5 or a triangle as a subgraph.
Proof. For each graph above, we exhibit how it can be written as two different union of
2-edges. For C4 consider vertices a, b, c, d ∈ V (H) then ab ∪ bc ∪ cd = ab ∪ ad ∪ cd. For
P5 consider 5 vertices a, b, c, d, e ∈ V (H) then ab ∪ bc ∪ de = ab ∪ cd ∪ de. The case of C3
was already presented above.
Corollary 1.6.5. The restriction of H to its 2-edges does not contain any cylces.
Therefore we have at most q − 1 2-edges in H. As already mentioned there are at most
q columns with only one 1, thus at least n − 2q + 1 columns contain at least three 1’s. We
now count the number of nonzero entries in the matrix.

w(A) ≥ q + 2(q − 1) + 3(n − 2q + 1) = 3n − 3q + 1

But we also know by definition of a separating system that w(A) ≤ qk. Thus,

qk ≥ 3n − 3q + 1
qk + 3q ≥ 3n + 1
q≥

3n + 1
k+3
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1.7 Conclusions and open problems
Generalising the question of Rényi on searches with restricted size, we establish
generalisations of Katona’s result for defective sets of larger size. While the adaptive case
provides little new insights, the non-adaptive case manages to link information theory and
and search protocols to the construction of binary matrices and subsequently the existence
of hypergraphs with large girth.
For the two specific cases of d = 2 and d = 3, we manage to prove rather tight lower
bounds, which asymptotically agree. For d ≥ 4, though, we are almost sure that none of
our upper bounds are tight. This is due the costly restriction to both linearity and
uniformity in the hypergraphs. As we see in the proof of the lower bound, it is sometimes
very useful to consider non-uniform hypergraphs. Morally speaking we showed that it
makes little sense to query fewer elements than one is allowed, which corresponds to our
intuition. At the same time, we believe that it should not be necessary to consider
d-uniform hypergraphs in order to find a d-separating family. A first step towards
establishing this is the following conjecture, whose proof might give us more insight.
Conjecture 1.7.1. Let n, k be non-negative integers, then there exists a 3-uniform
hypergraph representing a 4-separating family with its member all of size k.
In addition to our results, we are unaware of any corresponding results involving
noise. It would be quite interesting to establish bounds for the expected number of
questions necessary q p (n, k, d) = E(q : P(φ(τ(A1 ), . . . , τ(Aq )) = Y ) > 1 − ε) where every
τ(A) is answered correctly with probability 1 − p only. Another possible take on this,
would also be the study of randomised algorithms.
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C HAPTER 2
E XTREMAL PROPERTIES OF FLOOD - FILLING GAMES
2.1 Introduction
Flood-It is a one-player combinatorial game, played on a coloured graph. The goal is to
make the entire graph monochromatic (“flood” the graph) with as few moves as possible,
where a move involves picking a vertex v and a colour d, and giving all vertices in the
same monochromatic component as v colour d. Implementations of the game, played on a
square grid, are widely available online, and include a flash game [3] as well as popular
smartphone apps [1, 2]. Mad Virus [4] is a version of the same game played on a
hexagonal grid, and the Honey Bee Game [10] is a two player variant also played on a
hexagonal grid. More generally, when played on a planar graph, the game can be regarded
as modelling repeated use of the flood-fill tool in Microsoft Paint.
Questions arising from this game have received considerable attention from a
complexity-theoretic perspective in recent years [11, 16, 18, 24, 29, 30, 31, 13], with such
work focussing on questions of the form, “Given a graph G from a specified class, and a
colouring ω of the vertices of G, what is the computational complexity of determining the
minimum number of moves required to flood G?” The problem is known to be NP-hard in
many situations, provided that at least three colours are present in the initial colouring,
including in the case that G is an n × n grid (as in the original version of the game) [11]
and the case in which G is a tree [16, 25] (the parameterised complexity of the problem
restricted to trees has also been studied [13]). On the other hand, there are known to be
polynomial-time algorithms to determine the minimum number of moves required if G is
a path or a cycle, or more generally for any graph if the initial colouring uses only two
colours. A more complete description of the complexity landscape for these problems can
be found in [31].
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Two different versions of the game have been considered in the literature, known as
the “fixed” and “free” versions. In the fixed version of the game (as in most
implementations), players must always change the colour of the monochromatic
component containing a single distinguished vertex, so the only choice is what colour to
assign to this component; in the free version players can choose freely at each move the
component whose colour is changed, in addition to the new colour. For the remainder of
this paper we shall only be concerned with the free version of the game.
In this paper, we ask a different type of question about the game: given a graph G,
what is the maximum number of moves we may need to flood G, taken over all possible
colourings of G with c colours? In this paper we begin by giving two different upper
bounds on the answer to this question that are valid for all connected graphs, before going
on to consider various special classes of graphs and demonstrating that the upper bounds
are tight for certain families of graphs. We are thus able to determine the precise answer to
the question for paths, and also for cycles and blow-ups of paths and cycles if we place
some restrictions on the number of vertices in the graph relative to c. This work provides a
partial answer to an open question of Meeks and Scott [30].
The rest of the paper is organised as follows. In the remainder of this section, we
introduce some key notation and definitions, and mention some results from the existing
literature that are of particular relevance to addressing extremal problems. In Section 2.2
we prove two upper-bounds on the number of moves required to flood any coloured
connected graph. We continue to prove the tightness of these bounds as we consider
separately trees, paths, cycles in Section 2.3 and prove our main result that blow-ups of
paths and cycles behave like the graphs they were blown-up from, provided there are not
too many colours, in Section2.4. In addition, we provide bounds on the maximum number
of moves that may be required to flood a rectangular k × n board.
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2.1.1 Notation and definitions
For any graph G, we denote by |G| the number of vertices in G (so |G| = |V |). We write

T (G) for the set of spanning trees of G. For u, v ∈ V (G), we let P (u, v) be the set of u-v
paths in G, and the distance d(u, v) from u to v is defined to be minP∈P (u,v) |P| − 1. For any
graph G, we then define the radius of G to be minu∈V (G) maxv∈V (G) d(u, v).
A graph G = (VG , EG ) is said to be a blow-up of a graph H = (VH , EH ) if VG can be
partitioned into sets {Vu : u ∈ VH } such that v1 v2 ∈ EG if and only if v1 ∈ Vu and v2 ∈ Vw
with uw ∈ EH .
Suppose the game is played on a graph G = (V, E), equipped with an initial colouring
ω : V → C (not necessarily a proper colouring); we call C the colour-set. A single move
m = (v, d) (where v ∈ V and d ∈ C) involves assigning colour d to all vertices in the same
monochromatic component as v. Given a colouring ω with colour-set C and any d ∈ C, we
denote by Nd (G, ω) the number of vertices v ∈ V such that ω(v) = d.
For any graph G with colouring ω, we can obtain a new graph and corresponding
colouring by contracting monochromatic components of G with respect to ω, that is
repeatedly contracting an edge e = uv such that ω(u) = ω(v). If G0 (with colouring ω0 is
obtained from G (with initial colouring ω) in this way, it is clear that (up to possibly
changing the vertex at which a move is played to another vertex in the same
monochromatic component with respect to ω) any sequence of moves that floods G with
initial colouring ω will also flood G0 with initial colouring ω0 , and vice versa. We say that
the graph G1 with colouring ω1 is equivalent to the graph G2 with colouring ω2 if the
coloured graphs obtained by contracting monochromatic components of G1 with respect
to ω1 and contracting monochromatic components of G2 with respect to ω2 are identical.
We define mG (G, ω, d) to be the minimum number of moves required to give all
vertices of G colour d, and mG (G, ω) to be mind∈C mG (G, ω, d). Let Ω(V,C) be the set of
all surjective functions from V to C. We then define Mc (G) = maxω∈Ω(V,{1,...,c}) mG (G, ω).
Let A be any subset of V . We set mG (A, ω, d) to be the minimum number of moves we
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must play in G (with initial colouring ω) to create a monochromatic component of colour
d that contains every vertex in A, and mG (A, ω) = mind∈C mG (A, ω, d). Henceforth, we
omit the index should the ground graph and the area to be flooded agree, i.e.
mG (G, ω, d) = m(G, ω, d). We say a move m = (v, d) is played in A if v ∈ A, and that A is
linked if it is contained in a single monochromatic component. Subsets A, B ⊆ V are
adjacent if there exists ab ∈ E with a ∈ A and b ∈ B. We will use the same notation when
referring to (the vertex-set of) a subgraph H of G as for a subset A ⊆ V (G).
2.1.2 Background results
One key result which we will exploit throughout this paper gives a characterisation of the
number of moves required to flood a graph in terms of the number of moves required to
flood its spanning trees. More precisely we will apply the following results by Meeks and
Scott [31].
Theorem 2.1.1. Let G be a connected graph with colouring ω from colour-set C. Then,
for any d ∈ C,
m(G, ω, d) = min mT (T, ω, d).
T ∈T (G)

A corollary of this result, proved in the same paper, is that the number of moves
required to flood a graph H cannot be increased when moves are played in a larger graph
G which contains H as a subgraph.
Corollary 2.1.2. Let G be a connected graph with colouring ω from colour-set C, and H a
connected subgraph of G. Then, for any d ∈ C,

mG (V (H), ω, d) ≤ mH (H, ω, d).

25

We will also use a simple monotonicity result for paths, proved by the same authors in
a previous paper [29].
Lemma 2.1.3. Let P be a path, with colouring ω from colour-set C, and let P0 be a second
coloured path with colouring ω0 , obtained from P by deleting one vertex and joining its
neighbours. Then, for any d ∈ C, m(P0 , ω0 , d) ≤ m(P, ω, d). We also have
m(P0 , ω0 ) ≤ m(P, ω).
Another useful result, proved in an additional paper by Meeks and Scott [30], relates
the number of moves required to flood the same graph with different initial colourings.
Lemma 2.1.4. Let G be a connected graph, and let ω and ω0 be two colourings of the
vertices of G (from colour-set C). Let A be the set of all maximal monochromatic
components of G with respect to ω0 , and for each A ∈ A let cA be the colour of A under ω0 .
Then, for any d ∈ C,
m(G, ω, d) ≤ m(G, ω0 , d) +

∑ m(A, ω, cA).

A∈A

Finally, we make a simple observation about the minimum number of moves required
to flood a graph coloured with c colours.
Proposition 2.1.5. Let G be any graph with colouring ω, where ω uses exactly c colours
on G. Then
m(G, ω) ≥ c − 1.
Moreover, if every colour appears in at least two distinct monochromatic components with
respect to ω, then
m(G, ω) ≥ c.
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Proof. To see that the first statement is true, note that any move can reduce the number of
colours present in the graph by a most one, and so, in order to reduce then total number of
colours present from c to 1, at least c − 1 moves are required. For the second part of the
result, observe that the first move played can change only change the colour of one
monochromatic component under the initial colouring, and so if every colour initially
appears in at least two distinct monochromatic components then the first move cannot
reduce the total number of colours present on the graph; thus a total of at least c moves
will be required to reduce the number of colours in the graph to 1.

2.2 Upper Bounds
In this section we derive two upper bounds on the value of Mc (G), where G is an arbitrary
connected graph. The first bound is more easily proved, and depends only on the number
of vertices in G and the number of colours c, while the second bound depends additionally
on the radius of G. In Section 2.3 below, we will see that these bounds are tight for
particular classes of graphs.
Before giving our first bound, we prove an upper bound on the number of moves
required to flood a graph with a specified colour.
Lemma 2.2.1. Let G be any connected graph with colouring ω from colour-set C. Then,
for any d ∈ C,
m(G, ω, d) ≤ n − Nd (G, ω).

Proof. We proceed by induction on n − Nd (G, ω). In the base case, for n − Nd (G, ω) = 0,
we see that every vertex must initially have colour d, and hence
m(G, ω, d) = 0 ≤ n − Nd (G, ω), as required. Thus we may assume that n − Nd (G, ω) > 0
and that the result holds for any ω0 such that Nd (G, ω0 ) > Nd (G, ω).
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Since, by assumption, n − Nd (G, ω) > 0, there is some vertex v ∈ V (G) such that
ω(v) 6= d. Suppose now that we play the move (v, d). This move will certainly change the
colour of the vertex v to d; if other vertices belong to the same monochromatic component
as v initially, then it may also change the colour of these vertices to d. However, playing
the move (v, d) cannot change the colour of any vertex that already had colour d under ω.
Thus, if ω0 denotes the new colouring of G obtained by playing (v, d), we see that
Nd (G, ω0 ) ≥ Nd (G, ω) + 1, since all vertices having colour d under ω must still have
colour d, and additionally v now has colour d.
As the colouring of G can be changed from ω to ω0 with a single move, it is clear that
m(G, ω, d) ≤ 1 + m(G, ω0 , d). However, by the inductive hypothesis, since
Nd (G, ω0 ) > Nd (G, ω), we know that
m(G, ω0 , d) ≤ n − Nd (G, ω0 ) ≤ n − Nd (G, ω) − 1,

and hence that
m(G, ω, d) ≤ 1 + n − Nd (G, ω) − 1 = n − Nd (G, ω),
as required.
The first bound now follows easily.
Theorem 2.2.2. Let G be any connected graph. Then

Mc (G) ≤ n −

lnm
c

.

Proof. Let ω be any colouring of G with c colours. There must then be at least one colour
 
 
d such that Nd (G, ω) ≥ nc , implying by Lemma 2.2.1 that m(G, ω, d) ≤ n − nc . The
result follows immediately.
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We now give our second bound, which relates the maximum number of moves that
may be required to flood a graph G to the radius of G.
Theorem 2.2.3. Let G be a connected graph with radius r. Then

Mc (G) ≤ (c − 1)r.

Proof. Let G = (V, E) be any graph of radius r, and ω any c-colouring of V . Since the
radius of G is equal to r, there is some vertex v ∈ V such that, for all u 6= v ∈ V ,
d(u, v) ≤ r. For 1 ≤ i ≤ r, let Vi = {u ∈ V : d(u, v) = i}, and note that V = {v} ∪

S

1≤i≤r Vi .

We will argue, by induction on r, that there is a sequence of moves played at v which will
flood the graph. The base case, for r = 0, is trivial: in this case the graph consists of a
single vertex and so is monochromatic initially. Thus we will assume that r > 0 and that
the result holds for all graphs with radius smaller than r.
Note that we may assume that the initial colouring is proper; if not we may contract
each monochromatic component to a single vertex without changing the number of moves
required to flood the graph. Thus, the vertices in V1 have at most c − 1 distinct colours
under ω, since every vertex in V1 is adjacent to and hence must receive a different colour
from v. It is therefore possible, with at most c − 1 moves, to change the colour of v so that
it takes each of these colours in turn; this will create a single monochromatic component
containing (at least) all of {v} ∪V1 ; we will denote the new colouring of G resulting from
these moves by ω0 . The number of moves required to flood the graph G with colouring ω0
e obtained from G by
is equal to the number of moves required to flood the graph G,
contracting the monochromatic component containing {v} ∪V1 to a single vertex, with the
e . Note that every vertex in V is at distance at most r − 1 from
corresponding colouring ω
some vertex in {v} ∪V1 , and so in G0 every vertex is at distance at most r − 1 from the
single vertex obtained by contracting the monochromatic component containing {v} ∪V1 .
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Thus the radius of G0 is at most r − 1, and it follows from the inductive hypothesis that
eω
e ) ≤ (c − 1)(r − 1). Thus, in total, the number of moves required to flood G is at
m(G,
most (c − 1) + (c − 1)(r − 1) = (c − 1)r, as required.

2.3 Lower bounds for specific classes of graphs
In this section we prove lower bounds for some special classes of graphs, which show that
the upper bounds derived in Section 2.2 above are tight in certain situations.
2.3.1 Trees
In this section we show that the upper bound on Mc (G) given in Theorem 2.2.3 above is
tight for a particular family of trees. For any r ∈ N, we define Tc,r to be the tree obtained
from the star K1,r(c−1)r+1 by subdividing each edge exactly r − 1 times (so Tc,r is
composed of (r + 1)(c − 1)r+1 paths on r + 1 vertices, all having a common first vertex).
Note that the radius of Tc,r is equal to r.
Theorem 2.3.1. Let Tc,r be as defined above. Then

Mc (Tc,r ) = (c − 1)r.

Proof. Since the radius of Tc,r is r, it follows from Theorem 2.2.3 above that
Mc (Tc,r ) ≤ (c − 1)r; thus it suffices to demonstrate a c-colouring ω of V (Tc,r ) such that
m(Tc,r , ω) ≥ (c − 1)r.
Let v be the vertex of Tc,r with degree r; we will set ω(v) = 1. Now let Sc,r be the set
of all sequences of elements from {1, . . . , c} of length r with the following properties:
1. the first element of the sequence is not 1, and
2. no two consecutive elements of the sequence are the same.
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Note that this definition implies that |Sc,r | = (c − 1)r . We will set our colouring ω to
colour (r + 1)(c − 1) of the paths in our tree with each σ ∈ Sc,r : to colour a path with σ,
we give the vertex adjacent to v the colour that is the first element of σ, the next vertex the
colour that is the second element, and so on. Note that the conditions on elements of Sc,r
ensure that this colouring ω is a proper colouring of Tc,r .
We now argue that any sequence of moves plated only at v and which floods the graph
must have length at least (c − 1)r. Let S be any sequence of moves played at v which
floods G (as all moves in S are played at the same vertex, we may regard S as simply a
sequence of colours). Note that there must be a colour c1 , other than 1, that is none of the
first c − 2 moves of S. We now define ci inductively: set Si−1 to be the shortest initial
segment of S that is a supersequence of c1 , . . . , ci−1 , and choose ci to be a colour, not equal
to ci−1 , that does not appear in the first c − 2 moves of the sequence S after Si−1 has been
removed. Observe that c1 , . . . , cr is an element of Sc,r , so there is some path in Tc,r whose
vertices (starting from the vertex adjacent to v) are coloured, in order, c1 , . . . , cr . In order
to flood this path, we must play Sr ; but by construction, |Sr | ≥ (c − 1)r, so we must have
|S| ≥ (c − 1)r, as claimed.
Finally, it remains to check that no sequence of fewer than r(c − 1) moves in which
not all moves are played at v can flood the tree. Suppose that some number α of the moves
are not played in monochromatic components containing v, with with 1 ≤ α < (c − 1)r.
Note that any such move cannot change the colour of any vertex outside the path in which
it is played. Thus, even if α = (c − 1)r − 1, there must still be at least one path with each
colouring from Sc,r whose colouring is not changed by any of these moves that is not
played at v; by the argument above, at least (c − 1)r moves played at v will be required to
flood these remaining paths.
Hence we see that m(Tc,r , ω) ≥ (c − 1)r, as required.
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2.3.2 Paths
In this section we show that the upper bound on Mc (G) given in Theorem 2.2.2 is tight in
the case that G is a path. We prove the following result, which determines exactly the
value of Mc (P) for any path P.
Theorem 2.3.2. Let P be a path on n vertices. Then

Mc (P) = n −

lnm
c

.

This theorem follows immediately from Corollary 2.3.5 below, together with Theorem
2.2.2 above. Before proving our lower bound on the number of moves that may be
required to flood a path, we define a special family of colourings of paths.
Definition. Let P = v1 . . . vn be a path with edge-set E = {vi vi+1 : 1 ≤ i ≤ n − 1},
C = {d0 , . . . , dc−1 } a set of colours, and ω : V (P) → C a proper colouring of P. The
colouring ω is said to be a C-rainbow colouring of P if there exists a permutation
π : {0, . . . , c − 1} → {0, . . . , c − 1} such that, for 1 ≤ i ≤ n, ω(vi ) = dπ(i

mod c) .

Note that, up to relabelling of the colours, a C-rainbow coloured path must be as
illustrated in Figure 2.1.
d0

d1

d2

dc

dc−1

d0

d0

di

Figure 2.1: A C-rainbow colouring of a path
We also define a generalisation of rainbow colourings, as follows.
Definition. Let P = v1 . . . vn be a path with edge-set E = {vi vi+1 : 1 ≤ i ≤ n − 1},
C = {d0 , . . . , dc−1 } a set of colours, ω : V (P) → C a proper colouring of P, and
r ∈ {0, . . . , n − 1}. The colouring ω is said to be an r-shifted C-rainbow colouring of P if
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there exists 1 ≤ r < n and a permutation π : {0, . . . , c − 1} → {0, . . . , c − 1} such that, for
1 ≤ i ≤ n,
ω(vi ) =




d

π(i mod c)



dπ((i−r)

mod c)

if 1 ≤ i ≤ r
if r + 1 ≤ i ≤ n.

Note that a C-rainbow colouring is a 0-shifted C-rainbow colouring.
We now make a simple observation about the sizes of colour-classes under rainbow
and shifted rainbow colourings.
Proposition 2.3.3. Let ω be an r-shifted C-rainbow colouring of the path P, for some
colour-set C and some r ∈ {0, . . . , n − 1}. Then, for any d1 , d2 ∈ C,
l m
n
.
|Nd1 (P, ω) − Nd2 (P, ω)| ≤ 1, and maxd∈C Nd (P, ω) = |C|
Proof. This is trivial in the case that ω is a C-rainbow colouring; in the case that C is an
r-shifted C-rainbow colouring for r ≥ 1, observe that deleting the edge vr vr+1 and adding
the edge vn v1 gives a path which is C-rainbow coloured by ω, without changing the size of
any colour class.
We now demonstrate that any r-shifted C rainbow colouring of a path attains the upper
bound from Theorem 2.2.2; to do so, we first prove a lower bound on the number of
moves required to flood such a coloured path in a specified colour.
Lemma 2.3.4. Let P be a path on n vertices, and ω an r-shifted C-rainbow colouring of P
(for some r ∈ {0, . . . , n − 1}), for some colour-set C with |C| = c ≥ 2. Then, for any d ∈ C,

m(P, ω, d) ≥ n − Nd (G, ω).

Proof. We proceed by induction on m(P, ω, d). For the base case, suppose that
m(P, ω, d) = 0, which is only possible if the path is already monochromatic with colour d;
thus Nd (G, ω) = n and so n − Nd (G, ω) = 0 ≤ m(P, ω, d), as required.
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Now suppose that m(P, ω, d) > 0 and that the result holds for any path P0 , colouring ω0
and d 0 ∈ C such that m(P0 , ω0 , d 0 ) < m(P, ω, d). Let S be an optimal sequence of moves to
flood P with colour d (starting from the initial colouring ω), and let α be the final move of
S. There are now two cases to consider, depending on whether or not P is monochromatic
immediately before α is played.
Suppose first that P is monochromatic in some colour d 0 6= d immediately before α is
played. In this case we know that m(P, ω, d 0 ) ≤ m(P, ω, d) − 1 and so we may apply the
inductive hypothesis to see that
m(P, ω, d 0 ) ≥ n − Nd 0 (P, ω).

Thus, by Proposition 2.3.3, we see that
m(P, ω, d) ≥ m(P, ω, d 0 ) + 1
≥ n − Nd 0 (P, ω) + 1
≥ n − (Nd (P, ω) + 1) + 1
= n − Nd (P, ω),

as required.
Now suppose that P is not monochromatic immediately before α is played. In this
case, before the final move, there must be either two or three monochromatic segments;
we denote these segments P1 , . . . , P` (where ` ∈ {2, 3}), and without loss of generality we
may assume that P2 does not have colour d before α is played. For each i ∈ {1, . . . , `}, let
Si be the subsequence of S \ α consisting of moves played in a monochromatic component
that intersects Pi ; note that these subsequences partition S \ α. Moreover, observe that Si ,
played in Pi , must make Pi monochromatic; for i 6= 2 the sequence Si must flood Pi with
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colour d, while S2 must flood P2 with some colour d 0 6= d. Thus we see that, for i 6= 2,

m(Pi , ω, d) ≤ |Si |,

and also
m(P2 , ω, d 0 ) ≤ |S2 |.
Observe further that, if both vr and vr+1 belong to Pi , then ω is an r0 -shifted C-rainbow
colouring of Pi (where r0 = r − ∑ j<i |Pj |); otherwise, ω is a C-rainbow colouring of Pi .
Thus, as |Si | ≤ |S \ α| < mP (P, ω, d) for all i, we can then apply the inductive hypothesis to
see that, for i 6= 2,
|Si | ≥ m(Pi , ω, d) ≥ |Pi | − Nd (Pi , ω),
and that
|S2 | ≥ m(P2 , ω, d 0 ) ≥ |P2 | − Nd 0 (P2 , ω) ≥ |P2 | − Nd (P2 , ω) − 1
by Proposition 2.3.3. This then implies that

m(P, ω, d) = |S|
`

= 1 + ∑ |Si |
i=1

= 1 + |S2 | + ∑ |Si |
i6=2

≥ 1 + |P2 | − Nd (P2 , ω) − 1 + ∑ (|Pi | − Nd (Pi , ω))
i6=2

= |P| − Nd (P, ω),

as required.
The stated lower bound on the number of moves required to flood a path with an
r-shifted C-rainbow colouring now follows easily.
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Corollary 2.3.5. Let P be a path on n vertices, and ω an r-shifted C-rainbow colouring of
P, for some colour-set C. Then

m(P, ω) ≥ n −

lnm
c

.

Proof. We know from Lemma 2.3.4 above that, for any d ∈ C,

m(P, ω, d) ≥ n − Nd (P, ω).

Thus, by definition of m(P, ω), it follows that

m(P, ω) ≥ n − max Nd (P, ω).
d∈C

Since ω is an r-shifted C-rainbow colouring of G, we know by Proposition 2.3.3 that
 
 
maxd∈C Nd (P, ω) = nc , implying that m(P, ω) ≥ n − nc , as required.
Rectangular boards
A substantial portion of previous research into algorithmic aspects of flood-filling games
has concerned the special case in which the game is played on rectangular boards of fixed
height (for example [11, 29, 30]). In this section we give two straightforward bounds on
the number of moves required to flood such graphs.
A lower bound on the value of Mc (G) in the case that G is a k × n board follows easily
from Theorem 2.3.2.
Proposition 2.3.6. Let G be a k × n grid. Then

Mc (G) ≥ n −
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lnm
c

.

Proof. Let ω : V (G) → {0, . . . , c − 1} be the colouring that assigns colour i mod c to
every vertex in the ith column of G. It is clear that G with colouring ω is then equivalent to
a path on n vertices, with a C-rainbow colouring. It therefore follows from Lemma 2.3.4
that
m(G, ω) ≥ n −

lnm
c

,

implying that
Mc (G) ≥ n −

lnm
c

,

as required.
We can also use the extremal results for paths, together with similar ideas to those
employed in [29, Cor. 4.1], to obtain a general upper bound on the number of moves
required to flood a rectangular k × n board, for any k ∈ N.
Proposition 2.3.7. Let G be a k × n grid. Then

k−1
Mc (G) ≤ n −
+ (c − 1)
.
c
2
lnm



Proof. We describe a strategy to flood any graph corresponding to a k × n grid within the
required number of moves. The strategy has two stages: first we flood a path, half-way up
the grid, from one end to the other; then we repeatedly change the colour of this
monochromatic path to flood the remaining vertices.
Note that, by Theorem 2.2.1, we can flood any n-vertex path with at most n −

n
c

moves, so this number of moves suffices to flood the horizontal path in the grid that is as
close to half way up as possible (if k is even we can choose arbitrarily which of the two
paths closest to half way is to be flooded).
Once this path is flooded, we repeatedly change its colour in order to flood the
remaining vertices. Note that c − 1 colour-changes will be sufficient to create a
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monochromatic component containing this path and all vertices adjacent to it; similarly
i(c − 1) moves (after the initial sequence of moves played to flood the path) suffice to
create a monochromatic component containing this path and all vertices at distance at most


i from a vertex on the path. Thus, as every vertex in G is at distance at most k−1
from
2


 
this path, we can flood the entire graph in n − nc + (c − 1) k−1
moves, as required.
2
2.3.3 Cycles
In this section we make use of the results concerning paths in Section 2.3.2 above to
address the question in the case that our underlying graph G is a cycle. We prove that in
fact, provided that the number of vertices is a multiple of the number of colours, the result
is identical to that for a path on the same number of vertices:
Theorem 2.3.8. Let G be a cycle on n vertices. Then

Mc (G) = n −

lnm
c

.

By Theorem 2.2.2 above, it suffices to exhibit a colouring ω of the cycle G such that
m(G, ω) ≥ n − nc . In order to do this, we extend the definition of rainbow colourings to
cycles.
Definition. Let G = (V, E) be a cycle, let V = {v1 . . . vn } and let
E = {v1 v2 , v2 v3 , . . . , vn−1 vn , vn v1 }. Suppose that C = {d0 , . . . , dc−1 } is set of colours, and
ω : V → C is a proper colouring of V . ω is said to be a C-rainbow colouring of G if there
exists a permutation π : {0, . . . , c − 1} → {0, . . . , c − 1} such that, for 1 ≤ i ≤ n,
ω(vi ) = dπ(i

mod c) .

We now demonstrate that a C-rainbow colouring of a cycle will attain the upper bound
from Theorem 2.2.2, thus completing the proof of Theorem 2.3.8.
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Lemma 2.3.9. Let G = (V, E) be a cycle on n vertices, and let ω be a C-rainbow
colouring of G for some colour-set C with |C| = c ≥ 2. Then
n
m(G, ω) ≥ n − .
c

Proof. Observe that every spanning tree of G is a path on n vertices; it follows from the
definitions of rainbow colourings of paths and cycles that ω is an r-shifted C-rainbow
colouring (for some 0 ≤ r ≤ n − 1) of every spanning path of G. Thus it follows from
 
Corollary 2.3.5 that, if P is any spanning path of G, m(P, ω) ≥ n − nc = n − nc . But then,
by Theorem 2.1.1, it follows that
n
m(G, ω) ≥ n − ,
c
as required.

2.4 Blow-ups of paths and cycles
In this section we determine Mc (G) in the case that G is a blow-up of either a path or a
cycle, provided that the length of the underlying path or cycle is sufficiently large
compared with the number of colours. We will consider blow-ups of paths in Section
2.4.1, and blow-ups of cycles in Section 2.4.2.
2.4.1 Blow-ups of paths
In this section we prove the following result, which determines the value of Mc (G) when
G is a blow-up of the path Pt , provided that t is sufficiently large compared with c.
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Theorem 2.4.1. Let G be a blow-up of the path Pt , and suppose that t ≥ c3 . Then

Mc (G) = t −

lt m
c

.

As in previous sections, this result is proved in two stages: we provide a lower bound
on Mc (G) in this setting by analysing a particular colouring of G, and then proceed to
argue that the same value gives an upper bound on the number of moves required to flood
G with any initial colouring. We begin with a straightforward proof of the lower bound.
Lemma 2.4.2. Let G be a blow-up of the path Pt . Then

Mc (G) ≥ t −

lt m
c

.

Proof. We define a colouring ω : V (G) → {0, . . . , c − 1} by, for each 1 ≤ l ≤ t, setting
ω(v) = i mod c, where v ∈ Vi , for 1 ≤ i ≤ t. It is clear that G with colouring ω is then
equivalent to a path P on t vertices with a C-rainbow colouring. Thus it follows from
 
Lemma 2.3.5 that m(G, ω) ≥ t − ct , implying the result.
The remainder of this section is concerned with proving the corresponding upper
bound. We give some definitions and prove several auxiliary results in Section 2.4.1, then
derive the upper bound in three stages in Section 2.4.1.
Definitions and auxiliary results
Throughout the remainder of this section we make use of the fact that, if G is a blow-up of
a path on t vertices, the vertices of G can be partitioned into vertex-classes V1 , . . . ,Vt such
that each class Vi is an independent set in G and uw is an edge in G if and only if u ∈ Vi
and w ∈ V j where |i − j| = 1.
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We now define a restricted family of colourings for graphs that are blow-ups of paths.
Definition. Let G = (V, E) be a blow-up of the path Pt , and let C = {d0 , . . . , dc−1 } be a set
of colours. We say that the colouring ω : V → C is a path colouring of G if there exists a
function f : {1, . . . ,t} → C such that, for each 1 ≤ i ≤ t, we have ω(v) = f (i) for every
v ∈ Vi .
We now extend our definition of C-rainbow colourings to blow-ups of paths, to define
a subfamily of path colourings; note that the colouring described in the proof of Lemma
2.4.2 is a C-rainbow colouring with C = {0, . . . , c − 1}.
Definition. Let G = (V, E) be a blow-up of the path Pt . Suppose that C = {d0 , . . . , dc−1 } is
a set of colours, and ω : V → C is a proper colouring of V . The colouring ω is said to be a
C-rainbow colouring of G if there exists a permutation π : {0, . . . , c − 1} → {0, . . . , c − 1}
such that, for each 1 ≤ i ≤ t, we have ω(v) = dπ(i

mod c)

for every v ∈ Vi .

Before proving any results about flooding blow-ups of paths with these colourings, we
prove a number of auxiliary results. We begin with a characterisation of path colourings
that are not rainbow colourings.
Proposition 2.4.3. Let G be a blow-up of the path Pt , let f : {1, . . . ,t} → {0, . . . , c − 1} be
any function and C = {d0 , . . . , dc−1 } a set of colours, and let ω be defined by setting
ω(u) = d f (i) for all u ∈ Vi (for 1 ≤ i ≤ t). If ω is not a C-rainbow colouring of G, then
there exists 1 ≤ i < j ≤ t such that j − i < c and f (i) = f ( j).
Proof. We prove this result by contradiction, arguing that if there is no such pair (i, j),
then ω must in fact be a C-rainbow colouring of G. Suppose that, for every set A of c
consecutive integers in {1, . . . ,t}, for all a1 < a2 ∈ A we have f (a1 ) 6= f (a2 ). Note that in
particular this implies that { f (1), . . . , f (c)} are all distinct; without loss of generality we
may assume that f (i) = i mod c for 1 ≤ i ≤ c. We will now argue by induction on k that
we must have f (k) = k mod c.
41

Note that this is true for any k ≤ c, so suppose that k > c and that the result holds for
every l < k. By our assumption that there is no set A of c consecutive integers from
{1, . . . ,t} such that, for some a1 < a2 ∈ A we have f (a1 ) = f (a2 ), we know that
f (k) ∈
/ { f (k − c + 1), f (k − c + 2), . . . , f (k − 1)}. However, we know by the inductive
hypothesis that

{ f (k − c + 1), f (k − c + 2), . . ., f (k − 1)}
= {k + 1

mod c,k + 2

mod c, . . . , k + c − 1

mod c},

and so it follows that we must have f (k) = k mod c, as required.
Thus we know that, for all 1 ≤ k ≤ t, we have f (k) = k mod c; this is precisely the
condition required for ω to be a C-rainbow colouring of G, which completes the proof.
Next we give a general bound on the number of moves required to flood a graph that is
a blow-up of a path.
Proposition 2.4.4. Let G = (V, E) be a blow-up of the path Pt , and let ω : V (G) → C be a
colouring of G. Suppose that Q is a subpath of G containing precisely one vertex from
each vertex class. Then
m(G, ω) ≤ m(Q, ω) + (c − 1).

Proof. Note that, by Lemma 2.1.2, mQ (Q, ω) ≤ mG (Q, ω), so it is possible to play at most
m(Q, ω) moves in G to create a monochromatic component A of some colour d ∈ C,
where A contains all of Q and in particular contains at least one vertex from each vertex
class. Thus every vertex in G either belongs to A or has a neighbour in A. We can
therefore flood the remainder of G with at most c − 1 further moves, changing the colour

42

of A repeatedly to give it every colour in C \ {d}. This implies that

m(G, ω) ≤ m(Q, ω) + (c − 1),

as required.
Combined with Theorem 2.3.2, we also have the following immediate corollary.
Corollary 2.4.5. Let G = (V, E) be a blow-up of the path Pt , and let ω : V (G) → C be a
colouring of G. Then
m(G, ω) ≤ t −

lt m
c

+ (c − 1).

It will also be useful to have a further result about the number of moves required to
flood paths.
Lemma 2.4.6. Let P be a path with colouring ω from colour-set C, where |C| = c, and let
Q1 , . . . , Qr be a collection of disjoint sub-paths of P. Then
 r
t − ∑ri=1 (|Qi | − 1)
+ ∑ m(Qi , ω).
m(P, ω) ≤ t − ∑ (|Qi | − 1) −
c
i=1
i=1
r



Proof. For each 1 ≤ i ≤ r, fix di ∈ C such that m(Qi , ω) = m(Qi , ω, d). We now define a
new colouring ω0 of P by setting

ω0 (v) =




d

if v ∈ Qi

i



ω(v) otherwise.
Let A be the set of maximal monochromatic components of P with respect to ω0 , where
each A ∈ A has colour dA under ω. Note that it is possible that more than one of the
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subpaths Q1 , . . . , Qr belongs to the same maximal monochromatic component with respect
to ω0 ; suppose that A1 , . . . , As are the elements of A that contain at least one subpath Qi ,
and observe therefore that s ≤ r. Moreover, it is clear that, for each 1 ≤ i ≤ s,

m(Ai , ω, dAi ) ≤

∑

m(Q j , ω, di ) =

Q j ⊆Ai

∑

m(Q j , ω).

Q j ⊆Ai )

Observe also that, for A ∈ A with A ∈
/ {A1 , . . . , As }, A is also a monochromatic component
of P with respect to ω, so we have m(A, ω, dA ) = 0. Applying Lemma 2.1.4 then gives
m(P, ω) ≤ m(P, ω0 ) +

∑ m(A, ω, dA)

A∈A
s

= m(P, ω0 ) + ∑

∑

m(Q j , ω)

i=1 Q j ⊆Ai
r

= m(P, ω0 ) + ∑ m(Q j , ω).
j=1

Now observe that P with colouring ω0 is equivalent to a coloured path of length
t − ∑rj=1 (|Q j | − 1), so by Theorem 2.3.2 we know that
r

0



m(P, ω ) ≤ t − ∑ (|Q j | − 1) −

t − ∑rj=1 (|Q j | − 1)
c

j=1


.

This then implies that
r

m(P, ω) ≤ t − ∑ (|Q j | − 1) −



t − ∑rj=1 (|Q j | − 1)
c

j=1



r

+ ∑ m(Q j , ω),
j=1

as required.
The upper bound
We now derive an upper bound on the number of moves required to flood G, with any
initial colouring, when G is a blow-up of a path. This upper bound is identical to the lower
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bound given in Lemma 2.4.2, and so will complete the proof of Theorem 2.4.1.
We obtain our upper bound in three stages, by considering different families of
colouring in turn: first we consider rainbow colourings, then general path colourings, and
finally arbitrary colourings.
Lemma 2.4.7. Let G be a blow-up of the path Pt , and let ω be a C-rainbow colouring of
G. Then, if t ≥ c + 2, we have
t
m(G, ω) ≤ t − d e.
c

Proof. We prove the result by induction on t. We begin by considering several base cases,
which together cover the situation in which c + 2 ≤ t ≤ 3c + 1. As usual, we will denote
by V1 , . . . ,Vt the vertex-classes of G, and we may assume without loss of generality that Vi
receives colour i mod c under ω.
For the first of these cases, suppose that c + 2 ≤ t ≤ 2c. We describe a strategy to flood
 
G with t − ct = t − 2 moves. First, we play c − 1 moves at some vertex v ∈ V2 , giving
this vertex colours 3, 4, . . . , 0, 1 in turn; this will create a monochromatic component
containing v and all of V1 ∪V3 ∪ · · · ∪Vc+1 . Note that the only vertices of V1 ∪ · · · ∪Vc+1
that do not belong to this monochromatic component are in V2 and have colour 2. Now we
change the colour of this component to take colours 2, . . . ,t mod c in turn; this will
extend our monochromatic component to contain all of Vc+2 ∪ · · · ∪Vt , and as the
component will take colour 2 at some point in this sequence all remaining vertices of V2
will also be flooded. Thus we have described a sequence of c − 1 + t − (c + 1) = t − 2
moves which floods G, as required.
For the second base case, suppose that 2c + 1 ≤ t ≤ 3c. In this case we play
t 
t − c = t − 3 moves, all at a vertex v ∈ Vc+1 . We first change the colour of v to take
colours 2, 3, . . . , 0 in turn; this creates a monochromatic component containing v and all of
Vc ∪Vc+2 ∪ · · · ∪V2c . Next we give v colours c − 1, c − 2, . . . , 2 in turn; at this point there is
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a monochromatic component containing all of V2 ∪ · · · ∪V2c except for some vertices in
Vc+1 of colour 1. Playing one further move to give this component colour 1 therefore
creates a monochromatic component containing all of V1 ∪ · · · ∪V2c+1 . To flood the
remainder of G, we give this component colours 2, . . . ,t mod c in turn. This strategy
allows us to flood G in a total of c − 1 + c − 2 + 1 + t − (2c + 1) = t − 3 moves, as required.
 
For the final base case, suppose that t = 3c + 1. In this case we play t − 4 = t − ct
moves, all at a vertex v ∈ Vc+2 . We begin by giving v colours 3, . . . , c − 1, 0, 1 in turn,
which creates a monochromatic component containing all of Vc+1 ∪ · · · ∪V2c+1 except for
vertices in Vc+2 having colour 2. We play a further c − 1 moves in this component, giving
it colours 0, c − 1, . . . , 2 in turn, which creates a monochromatic component containing all
of V2 ∪ · · · ∪V2c+2 . Finally, we give this component colours 3, . . . , c − 1, 0, 1 in turn, which
floods the remainder of the graph. Thus we can flood G with a total of
c − 1 + c − 1 + c − 1 = 3c − 3 = t − 4 moves, as required.
From now on, therefore, we may assume that t ≥ 3c + 2, and that the result holds for
any graph that is a blow-up of Ps for s < t. Using a similar strategy to that described in the
second base case above, we can play 2c − 2 moves which create a monochromatic
component in G containing all of V1 ∪ · · · ∪V2c+1 . To achieve this, we play 2c − 1 moves at
a vertex v ∈ Vc+1 : we give this vertex colours 2, . . . , c − 1, 0, followed by c − 1, . . . , 2, 1.
Note that the resulting monochromatic component ends up with colour 1, and that playing
the sequence of moves described above in G will not change the colour of any vertex
outside V1 ∪ · · · ∪V2c+1 . Thus, after playing this sequence, the resulting coloured graph is
equivalent to a graph G0 with colouring ω0 , where G0 is a blow-up of the path Pt−2c and ω0
is a C-rainbow colouring of G0 . Note that t − 2c ≥ c + 2, so we can apply the inductive
hypothesis to see that

lt m
t − 2c
= t − 2c + 2 −
.
mG0 (G , ω ) ≤ t − 2c −
c
c
0

0
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This implies that

m(G, ω) ≤ 2c − 2 + t − 2c + 2 −

lt m
c

=t−

lt m
c

,

as required.
We now extend the upper bound to cover all initial colourings that are path colourings.
To prove this bound, we begin by defining a quantity that captures in a sense how far away
the initial colouring is from a rainbow colouring. If the initial colouring is sufficiently
different from a rainbow colouring, we can argue that we must be able to create a
monochromatic end-to-end path significantly more quickly than in the rainbow case,
meaning that we are then able to flood any remaining vertices greedily. In the event that
the colouring does not differ so much from a rainbow colouring, we demonstrate how we
may perform a sequence of flooding moves that is not too long and which results in a
rainbow-coloured path blow-up, allowing us to apply the previous result.
Lemma 2.4.8. Let G be a blow-up of the path Pt , let c ≥ 3 and let
f : {1, . . . ,t} → {1, . . . , c} be any function, and let ω be defined by setting ω(u) = f (i) for
all u ∈ Vi (for 1 ≤ i ≤ t). Then, if t ≥ 2c2 (c − 1)3 ,

m(G, ω) ≤ t −

lt m
c

.

Proof. Without loss of generality, we may assume that, for every 1 ≤ x < t,
f (x) 6= f (x + 1), as otherwise we could contract all vertices of Vx ∪Vx+1 to a single vertex,
obtaining an equivalent coloured graph which is a blow-up of a path on t − 1 vertices.
Now observe that, for any path colouring ω of G, the graph G can be decomposed into
subgraphs G1 , . . . , Gr , where each Gi is a blow-up of the path Pti and ∑ri=1 ti = t, in such a
way that ω is a C-rainbow colouring of Gi for each 1 ≤ i ≤ r; it is clear that such a
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decomposition must exist since setting Gi = G[Vi ] for 1 ≤ i ≤ t will do.
A more meaningful decomposition with the required properties can be constructed
greedily: we choose t1 to be the largest integer such that ω is a C-rainbow colouring of
G[V1 ∪ · · · ∪Vt1 ], and given t1 , . . . ,ti we set si+1 = 1 + ∑ij=1 t j and choose ti+1 to be the
largest integer such that ω is a rainbow colouring of G[Vsi+1 ∪ · · · ∪Vsi+1 +ti+1 −1 ]. We call
the decomposition constructed in this way the greedy rainbow decomposition of (G, ω),
and denote by grd(G, ω) the collection of subgraphs in this decomposition.
Suppose first that | grd(G, ω)| > 2c(c − 1). Recall that grd(G, ω) = {G1 , . . . , Gr } (for
some r ≥ 1) where Gi = G[Vsi ∪Vsi+1 ∪ · · · ∪Vsi+1 −1 ]. By the greedy construction of
grd(G, ω), we know that, for each 1 ≤ i ≤ r = | grd(G, ω)|, there exists xi with
max{si , si+1 − c + 1} ≤ xi ≤ si+1 − 1 such that f (xi ) = f (si+1 ).
Fix Q to be any path that contains precisely one vertex from each vertex class
V1 , . . . ,Vt . Now, for 1 ≤ i ≤ r − 1, set Qi to be the segment of Q induced by
Q ∩ (Vxi ∪ · · · ∪Vsi+1 ). Observe that for each Qi , by definition of xi , we have |Qi | ≤ c, and
mQi (Qi , ω, f (xi )) ≤ |Qi | − 2, by Lemma 2.2.1. We are not quite able to apply Lemma
2.4.6, as for any i it is possible that Qi and Qi+1 intersect in one vertex; however, it is clear
k
j
} is a
that Qi ∩ Qi+2 = 0/ for any i, so it is certainly the case that {Q2i : 1 ≤ i ≤ | grd(G,ω)|
2
collection of disjoint sub-paths of Q. Setting r = | grd(G, ω)|, Lemma 2.4.6 now tells us
that


b 2r c
b 2r c
b 2r c
t
−
(|Q
|
−
1)
∑
2i
i=1
 + ∑ mQ (Q2i , ω)
mQ (Q, ω) ≤ t − ∑ (|Q2i | − 1) − 
2i


c

 i=1
i=1


b 2r c
jrk
t ∑i=1 (c − 1) 
≤t−
−
−


2
c
c

since |Qi | ≤ c
lt m
≤t−
− (c − 1).
c
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(as r = | grd(G, ω)| ≥ 2c(c − 1)). Thus, by Proposition 2.4.4, we see that

mG (G, ω) ≤ mQ (Q, ω) + (c − 1) ≤ t −

lt m
c

,

as required.
So we may assume from now on that | grd(G, ω)| ≤ 2c(c − 1). In this case, it is clear
from our initial assumption that t ≥ 2c2 (c − 1)3 that it suffices to prove the following
claim.
Claim 1. If t ≥ c(c − 1)2 | grd(G, ω)| then

m(G, ω) ≤ t −

lt m
c

.

We prove the claim by induction on | grd(G, ω)|. In the base case, for | grd(G, ω)| = 1,
ω must be a C-rainbow colouring of G (for C = {1, . . . , c}), and so as t ≥ c(c − 1)2 ≥ 4c
(as c ≥ 3) we are done by Lemma 2.4.7. Thus we may assume from now on that
e with colouring ω
e such that
| grd(G, ω)| ≥ 2 and that the claim holds for any such graph G
eω
e )| < | grd(G, ω)|.
| grd(G,
By our assumption that t ≥ c(c − 1)2 | grd(G, ω)|, there must be some
1 ≤ i ≤ | grd(G, ω)| such that ti ≥ c(c − 1)2 > 2c. Note that may assume without loss of
generality that i 6= | grd(G, ω)|: if the only such subgraph in the decomposition is
G| grd(G,ω)| then we can reverse the ordering of the vertex classes so that the longest
subgraph in the decomposition is instead G1 ; the subgraphs of the decomposition may not
be the same as before, but our longest section can only increase in length in this new
setting. We will now consider the subgraph H0 = G[V (Gi ) ∪V (Gi+1 )], where ω0 is the
(0)

(0)

restriction of ω to V (H0 ). We denote by U1 , . . . ,U`0 the vertex classes of H0 , where
`0 = ti + ti+1 , and let f0 : {1, . . . , `0 } → C be the function such that, for every 1 ≤ z ≤ `0 ,
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(0)

ω0 (u) = f0 (z) for each u ∈ Uz .
We will now define inductively a sequence of graphs (H j )sj=1 for some s ≥ 1, with
corresponding colourings (ω j )sj=1 , having the following properties:
1. H j is a blow-up of a path P` j , where ` j ≥ `0 − ( j + 1)(c − 1) − 1, and ω j is a proper
path colouring of H j ,
( j)

( j)

2. There exists x j ∈ {1, . . . , ` j } such that, if the vertex classes of H j are U1 , . . . ,U` j ,
( j)

( j)

( j)

then |Ux j | = 1 and ω j is a C-rainbow colouring of both H j [U1 ∪ · · · ∪Ux j ] and
( j)

( j)

H j [Ux j ∪ · · · ∪U` j ], and
3. If the colouring ω0j of V (H0 ) is defined by

ω0j (v) =




ω0 (v)

(0)

if v ∈ Uz

and either z < x j or z > `0 − (` j − x j )



ω j (x j ) otherwise,
then H0 with colouring ω0j is equivalent to H j with colouring ω j ; moreover, if A j is
the set of maximal monochromatic components of H0 with respect to ω0j , where
j

j

each A ∈ A j has colour dA under ω0j , then ∑A∈A j mA (A, ω0 , dA ) ≤ `0 − ` j − j − 1.
First, we describe how to obtain H1 and ω1 from H0 and ω0 ; we will then define
further pairs (H j , ω j ) inductively, subject to the assumption that ω j−1 is not a C-rainbow
colouring of H j−1 .
By construction of grd(G, ω), we know that there is some y ∈ {ti − c + 2, . . . ,ti } such
that f0 (y) = f0 (ti + 1): if not, then we would have chosen Gi to include at least one more
vertex class. In fact, by our assumption that no two consecutive vertex classes receive the
same colour under ω, we know that y ∈ {ti − c + 2, . . . ,ti − 1}. Since ω0 is a C-rainbow
colouring of Gi , and ti > 2c, we also know that f0 (y − c) = f0 (y) = f0 (ti + 1). Now set
(0)

(0)

F0 = H0 [Uy−c ∪ · · · ∪Uti +1 ]. We now describe a sequence of moves to flood F0 with colour
(0)

f (y) in at most ti + c − y − 2 moves, all played at some vertex v0 ∈ Uy . We begin by
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giving v0 colours f0 (y − 1), . . . , f0 (y − c + 1) = f (y + 1) in turn; this will create a
(0)

(0)

(0)

monochromatic component containing v0 and all of Uy−c+1 ∪ · · · ∪Uy−1 ∪Uy+1 , and so that
(0)

(0)

the only vertices of Uy−c+1 ∪ · · · ∪Uy+1 not linked to this component have colour f0 (y).
We then give this component colours f0 (y + 2), . . . , f0 (ti + 1) = f0 (y) = f0 (y − c) in turn,
which will clearly flood all remaining vertices in F0 . The total number of moves played is
therefore c − 1 + ti − y = ti + c − y − 1, implying that mF0 (F0 , ω0 , f0 (y)) ≤ ti + c − y − 1.
Now define H1 to be the graph obtained from H0 by contracting all vertices of F0 to a
single vertex w1 , and ω1 to be the colouring of H1 that agrees with ω0 on all vertices of H1
except w1 , and gives w1 colour f0 (y). We claim that H1 with colouring ω1 has the three
properties listed above. It is clear that H1 is a blow-up of a path on

`1 = `0 − (ti + 1 − y + c) ≥ `0 − 2c + 1 = `0 − (1 + 1)(c − 1) − 1

vertices and that ω1 is a proper path colouring of H1 , as required to satisfy the first
(1)

condition. For the second condition, set x1 = y − c, and note that Ux1 = {w1 }. Further
(1)

define f1 : {1, . . . , `1 } → C to be the function so that ω1 (u) = f1 (z) for every u ∈ Uz , for
1 ≤ z ≤ `1 . Observe that f1 (z) = f0 (z) for 1 ≤ z ≤ y − c, so it follows from the fact that ω0
(0)

(0)

(0)

(0)

is a C-rainbow colouring of H0 [U1 ∪ · · · ∪Uti ] ⊃ H0 [U1 ∪ · · · ∪Uy−c ] that ω1 is a
(1)

(1)

C-rainbow colouring of H1 [U1 ∪ · · · ∪Ux1 ]. Moreover, for y − c ≤ z ≤ `1 , we see that
f1 (z) = f0 (z + `0 − `1 ), so the fact that ω0 is a C-rainbow colouring of
(0)

(0)

H0 [Uti +1 ∪ · · · ∪U`0 ] implies that ω1 is a C-rainbow colouring of
(1)

(0)

(1)

(0)

H1 [Uti +1−(`0 −`1 ) ∪ · · · ∪U`0 −(`0 −`1 ) ] = H1 [Ux1 ∪ · · · ∪U`1 ].
Thus the second condition holds. Finally, for the third condition, it is clear from the
definition of ω1 that H1 with colouring ω1 is equivalent to the graph H0 with colouring ω01
(with ω01 defined with respect to ω1 as in the statement of the third condition); note also
that the only maximal monochromatic component of H0 with respect to ω01 that is not also
51

a maximal monochromatic component with respect to ω0 is F0 (it is straightforward to
verify that F0 is indeed a maximal monochromatic component of H0 with respect to ω01 ).
Thus, if A1 denotes the set of maximal monochromatic components of H0 with respect to
ω01 and each A ∈ A1 has colour dA under ω01 , we see that

∑

mA (A, ω0 , dA ) = mF0 (F0 , ω0 , ω1 (x j ))

A∈A1

= mF0 (F0 , ω0 , f0 (y))
≤ ti + c − y − 1
= (ti + 1 − y + c) − 2
= `0 − `1 − 2,

as required to satisfy the third condition. This completes the definition of H1 and ω1 .
To define further pairs (H j , ω j ), suppose that, for some j ≥ 1, H j and ω j satisfy all
three conditions, and moreover that ω j is not a C-rainbow colouring of H j . Let
( j)

f j : {1, . . . , ` j } → C be the function so that ω j (u) = f j (z) for every u ∈ Uz , for 1 ≤ z ≤ ` j .
We now describe how to construct H j+1 and ω j+1 satisfying the same three conditions.
By the assumption that ω j is not a C-rainbow colouring of H j , it follows from
Proposition 2.4.3 that there is some 1 ≤ y < z < y + c ≤ ` j such that f j (y) = f j (z). Since
( j)

( j)

we know that ω j is a C-rainbow colouring of both H j [U1 ∪ · · · ∪Ux j ] and
( j)

( j)

H j [Ux j ∪ · · · ∪U` j ], we cannot have y, z ∈ {1, . . . , x j } or y, z ∈ {x j , . . . , ` j }, so we must
( j)

( j)

have y < x j < z. Now set Fj = H j [Uy ∪ · · · ∪Uz ], and observe that
( j)

mFj (Fj , ω j , f j (y)) ≤ z − y − 1: giving the single vertex u ∈ Ux j colours
f j (x j − 1), . . . , f j (y + 1), f j (x j + 1), . . . , f j (z − 1), f j (y) in turn will certainly flood Fj with
colour f j (y). Now define H j+1 to be the graph obtained from H j by contracting all
vertices of Fj to a single vertex w j , and ω j+1 to be the colouring of H j+1 that agrees with
ω j on all vertices of H j+1 except w j+1 , and gives w j colour f j (y). It is straightforward to
verify that H j+1 with colouring ω j+1 satisfies the three conditions; since the argument is
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very similar to that applied to H1 above we omit the details here.
Suppose we keep following this procedure to obtain pairs (H j , ω j ) for 1 ≤ j ≤ s,
where s is as large as possible. Our procedure to construct (H j+1 , ω j+1 ) from (H j , ω j )
requires only, in addition to the assumption that (H j , ω j ) has the three stated properties,
that ω j is not a C-rainbow colouring of H j ; thus, by maximality of s, we may assume that
ωs is a C-rainbow colouring of Hs . (Note that if our colouring is not a rainbow colouring,
this imposes a minimum condition on the length of the path, so we do not need to consider
separately the possibility of our path becoming too short to apply the procedure.) We
define ω0 to be the colouring of G which agrees with ω on all vertices that do not belong to
H0 , and with ω0s on all vertices of H0 . Note that the maximal monochromatic components
of G with respect to ω0 that are not also maximal monochromatic components with respect
to ω are precisely the maximal monochromatic components of H0 with respect to ω0 = ω0s
(and recall also that ω0 is the restriction of ω to H0 ). Thus we can apply Lemma 2.1.4 to
see that
mG (G, ω) ≤ mG (G, ω0 ) +

∑

mA (A, ω0 , dAs )

A∈As

≤ mG (G, ω0 ) + `0 − `s − s − 1

(1)

by the third condition on (Hs , ωs ). There are now two cases to consider, depending on the
value of s.
First, suppose that s ≥ c(c − 1). Let Q be a path in G which contains precisely one
vertex from each class. Note that there will be a segment of `0 − `s + 1 consecutive
vertices on Q which have the same colour under ω0 so, under this colouring, Q is
equivalent to a path of length Q − `0 + `s ; Theorem 2.3.2 therefore implies that

t − `0 + `s
.
mQ (Q, ω ) ≤ t − `0 + `s −
c


0
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It therefore follows from Proposition 2.4.4 that



t − `0 + `s
mG (G, ω ) ≤ t − `0 + `s −
+ c − 1.
c
0

Substituting this in (1) and using both the first condition on (Hs , ωs ) and the assumption
that s ≥ c(c − 1) we see that



t − `0 + `s
mG (G, ω) ≤ t − `0 + `s −
+ c − 1 + `0 − `s − s − 1
c


t (s + 1)(c − 1) + 1
−
+c−s
≤t−
c
c
lt m
≤t−
+ (c − 1)2 − 1 + c − c(c − 1)
c
lt m
=t−
,
c
as required.
Now suppose instead that s < c(c − 1). Since ωs is a C-rainbow colouring of H0 , it is
clear that | grd(G, ω0 )| < | grd(G, ω)|. Moreover, G with colouring ω0 is equivalent to a
e with colouring ω
e is a blow-up of a path r vertices with
e , where G
graph G
r = t − (`0 − `s )
> c(c − 1)2 | grd(G, ω0 )|

(making use of our assumption on the value of t and the fact that
| grd(G, ω0 )| ≤ | grd(G, ω)| − 1). Thus we can apply the inductive hypothesis to see that
the claim holds for G with colouring ω0 , implying that



t − (`0 − `s )
.
mG (G, ω ) ≤ t − (`0 − `s ) −
c
0
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Substituting into (1), this gives



t − (`0 − `s )
mG (G, ω) ≤ t − (`0 − `s ) −
+ `0 − `s − s − 1
c
lt m
,
<t−
c
as required, completing the proof of the claim, and hence proving the result.
Finally, we extend the results above to give an upper bound for all initial colourings.
The structure of this proof is in some ways similar to the previous result: we define a
notion of the distance of a colouring from a path colouring, and then consider two cases.
Now, if the colouring differs sufficiently from a path colouring, we can quickly create an
end-to-end path and flood any remaining vertices greedily, whereas if our initial colouring
is sufficiently close to a path colouring we demonstrate how to play a sequence of moves
that results in a path-coloured graph, allowing us to apply the previous result.
Lemma 2.4.9. Let G be a blow-up of the path Pt , where t ≥ 2c10 . Then

Mc (G, ω) ≤ t −

lt m
c

.

Proof. let ω be any colouring of G from colour-set C = {1, . . . , c}. We begin by setting

θ(G, ω) = |{i : 1 ≤ i ≤ t and ω is not constant on Vi }|.

Suppose first that θ(G, ω) ≥ c(c − 1), and set

n j = |{i : 1 ≤ i ≤ t and ∃u ∈ Vi with ω(u) = j}.

Since there are θ(G, ω) vertex classes that each contain vertices of at least two distinct
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colours, we see that
c

∑ n j ≥ t + θ(G, ω) ≥ t + c(c − 1).

j=1

Thus there exists some j ∈ {1, . . . , c} such that n j ≥

t 
c

+ (c − 1). Observe therefore that

there exists a path Q containing precisely one vertex from each vertex class V1 , . . . ,Vt and
 
so that at least ct + (c − 1) vertices on Q have colour j under ω. It then follows from
 
Lemma 2.2.1 that mQ (Q, ω) ≤ t − ct − (c − 1), so Proposition 2.4.4 gives
mG (G, ω) ≤ t −

lt m
c

− (c − 1) + (c − 1) = t −

lt m
c

,

as required.
Thus from now on we will assume that θ(G, ω) < c(c − 1). In this case it clearly
suffices to prove the following claim, since t ≥ 2c10 > 2c8 (θ(G, ω) + 1).
Claim 2. Suppose that t > 2c8 (θ(G, ω) + 1). Then

mG (G, ω) ≤ t −

lt m
c

.

We prove the claim by induction on θ(G, ω). In the base case, for θ(G, ω) = 0, we
know that ω must in fact be a path-colouring of G and so the result follows immediately
from Lemma 2.4.8. Thus we may assume that θ(G, ω) ≥ 1 and that the result holds for
any graph G0 with colouring ω0 such that θ(G0 , ω0 ) < θ(G, ω).
Since t ≥ 2c8 (θ(G, ω) + 1), there exists some vertex class Vi such that ω is not
constant on Vi , but for 1 ≤ j ≤ 2c8 we either have ω constant on every Vi+ j , or else ω is
constant on every Vi− j ; reversing the order of the vertex classes if necessary, we may
assume without loss of generality that we have ω constant on every Vi+ j for 1 ≤ j ≤ 2c8 .
The first step in our strategy to flood G is to perform a series of moves in the
(2c5 + 1)(c2 (c − 1) + 1) classes to the right of Vi , resulting in a colouring of these vertices
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that makes the subgraph they induce (after contracting monochromatic components)
equivalent to a path.
e of G. First, for 1 ≤ ` ≤ c2 (c − 1) + 1, set
We begin by defining a new colouring ω
H` = G[Vi+(`−1)(2c5 +1)+1 ∪ · · · ∪Vi+`(2c5 +1) ].
e is then defined
For each `, let d` ∈ C satisfy mH` (H` , ω, d` ) = mH` (H` , ω). The colouring ω
as follows:
e (v) =
ω




d

`

if v ∈ H` for some 1 ≤ ` ≤ c2 (c − 1) + 1



ω(v) otherwise.
Note that, for each `, ω is a path-colouring of H` (as 2c8 > [c2 (c − 1) + 1](2c5 + 1)). Thus,
for each 1 ≤ ` ≤ c2 (c − 1) + 1, it follows from Lemma 2.4.8 that

2c5 + 1
= 2c5 − 2c4 .
mH` (H` , ω, d` ) ≤ 2c + 1 −
c


5

e that are not also
Note also that the monochromatic components of G with respect to ω
monochromatic components with respect to ω are precisely H1 , . . . , Hc2 (c−1)+1 . Thus,
applying Lemma 2.1.4 gives
c2 (c−1)+1

e) +
mG (G, ω) ≤ mG (G, ω

∑

mH` (H` , ω, d` )

`=1

e ) + (c2 (c − 1) + 1)(2c5 − 2c4 ).
≤ mG (G, ω

(2)

We now consider the graph G0 , obtained by contracting monochromatic components
e , and the corresponding colouring ω0 ; by definition this is equivalent
of G with respect to ω
e . Note that G0 is a blow-up of a path on t 0 = t − 2c5 (c2 (c − 1) + 1)
to G with colouring ω
l 0m
vertices. In the remainder of the proof we will argue that in fact mG0 (G0 , ω0 ) ≤ t 0 − tc ,
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and hence, substituting in (2), we have
 0
t
mG (G, ω) ≤ t −
+ (c2 (c − 1) + 1)(2c5 − 2c4 )
c
lt m
,
=t−
c
0

as required.
We now prove this bound on mG0 (G0 , ω0 ). Note first that, if the vertex classes of G0 are
U1 , . . . ,Ut 0 , it is clear that, for 1 ≤ ` ≤ c2 (c − 1 + 1), |Ui+` | = 1. We may also assume
without loss of generality that the colours assigned to vertices of Ui by ω0 are {1, . . . , r}
for some r ≥ 2.
Now, we define a sequence of colourings ω0 , . . . , ωs of G0 with particular properties.
Specifically, we require that, for 0 ≤ a ≤ s, if we set Ha = Ui+1 ∪ · · · ∪Ui+1+a(c−1) , for
every 0 ≤ a ≤ s there exists some da ∈ C such that
1.
ωa (v) =




d

a

if v ∈ Ha



ω0 (v) otherwise,
and
2.
mHa (Ha , ω0 , da ) ≤ a(c − 2).
We begin by setting ω0 = ω0 , and note that both conditions are satisfied in this case by
setting d0 to be the colour assigned to Ui+1 by ω0 .
We now argue that, given ωa with a < c(c − 1), and supposing further that there exists
some d ∈ {1, . . . , r} such that ωa does not assign d to any vertex in Ha+1 , we can define
ωa+1 with the desired properties. Observe that, as a < c(c − 1) and |Ui+` | = 1 for
1 ≤ ` ≤ c2 (c − 1) + 1, the subgraph Ha+1 with colouring ωa is equivalent to a path on c
vertices. Thus, by the assumption that some d ∈ {1, . . . , r} does not appear at any of these
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vertices under ωa , it follows from Lemma 2.2.1 that



c
mHa+1 (Ha+1 , ωa ) ≤ c −
= c − 2.
c−1
Choosing da+1 so that mHa+1 (Ha+1 , ωa ) = mHa+1 (Ha+1 , ωa , da+1 ), we now define ωa+1 by
setting
ωa+1 (v) =




da+1

if v ∈ Ha+1



ωa (v) otherwise,
and observe that the only maximal monochromatic component of Ha+1 with respect to ωa
that is not also a maximal monochromatic component with respect to ω0 is Ha . Thus,
Lemma 2.1.4 gives
mHa+1 (Ha+1 , ω, da+1 ) ≤ mHa+1 (Ha+1 , ωa , da+1 ) + mHa (Ha , ω0 , da )
≤ c − 2 + a(c − 2)
by condition 2 on ωa
= (a + 1)(c − 2),

as required.
Now, suppose we construct a sequence ω0 , . . . , ωs of colourings satisfying the
conditions above, with s as large as possible. There are two cases to consider, depending
on the value of s.
First, suppose that s < c(c − 1). In this case, by the argument above, we would be able
to create a longer sequence if there exists some d ∈ {1, . . . , r} such that no vertex of Hs+1
is assigned colour d by ωs . Thus we may assume that every colour from {1, . . . , r} appears
at some vertex of Hs+1 under ωs . Note that the fact that s < c(c − 1) also implies that
|U` | = 1 for i + s(c − 1) + 2 ≤ ` ≤ i + (s + 1)(c − 1) + 1. We denote by g(1), . . . , g(c) the
colours assigned by ωs to Hs ,Ui+s(c−1)+2 , . . . ,Ui+(s+1)(c−1)+1 respectively, and therefore
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see that {1, . . . , r} ⊂ {g(1), . . . , g(c)}. Setting H = G0 [Ui ∪ · · · ∪Ui+(s+1)(c−1)+1 ], we now
claim that mH (H, ωs , g(c)) ≤ c − 1: it is clear that, if u is the unique vertex in Ui+1 ,
playing c − 1 moves to give u colours g(2), . . . , g(c) in turn will flood H with colour g(c)
from the initial colouring ωs . Let ω be the colouring of G0 that assigns colour g(c) to all
vertices of H and agrees with ω0 on all other vertices. Then, applying Lemma 2.1.4 gives
mG0 (G0 , ω0 ) ≤ mG0 (G0 , ω) + mH (H, ω0 , g(c)).

(3)

Note that the only maximal monochromatic component of H with respect to ωs that is not
also a maximal monochromatic component with respect to ω0 is the component containing
Hs ; thus, applying Lemma 2.1.4 again tells us that
mH (H, ω0 , g(c)) ≤ mH (H, ωs , g(c)) + mHs (Hs , ω0 , ds ) ≤ c − 1 + s(c − 2).
Observe now that G0 with colouring ω is equivalent to a blow-up of a path on
t 00 = t 0 − (s + 1)(c − 1) − 1, and that θ(G0 , ω) ≤ θ(G, ω) − 1. Since
t 00 = t 0 − (s + 1)(c − 1) − 1
> t − 2c8
as c ≥ 2
≥ 2c8 (θ(G, ω) + 1) − 2c8
≥ 2c8 (θ(G0 , ω) + 1),

we can therefore apply the inductive hypothesis to see that
 00 
 0

t
t − (s + 1)(c − 1) − 1
0
= t − (s + 1)(c − 1) − 1 −
.
mG0 (G , ω) ≤ t −
c
c
0

00
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(4)

Substituting this bound and (4) into (3), we see that

t 0 − (s + 1)(c − 1) − 1
mG0 (G , ω ) ≤ t − (s + 1)(c − 1) − 1 −
+ c − 1 + s(c − 2)
c
 0
t
0
≤t −
,
c
0

0



0

as required.
Thus, to complete the proof of Claim 2, it remains only to consider the case that
s ≥ c(c − 1). Observe that the only monochromatic component of G0 with respect to ωs
that is not also a maximal monochromatic component with respect to ω0 is the component
containing Hs , so it follows from Lemma 2.1.4 that
mG0 (G0 , ω0 ) ≤ mG0 (G0 , ωs ) + mHs (Hs , ω0 , ds )
≤ mG0 (G0 , ωs ) + s(c − 2)
by the second property of ωs

 0
t − s(c − 1)
0
+ (c − 1) + s(c − 2)
≤ t − s(c − 1) −
c
by Corollary 2.4.5, as G0 with colouring ωs is equivalent
to a blow-up of a path on t 0 − s(c − 1) vertices
 0

t
0
≤ t +c−1−
+ (c − 1)
c
as s ≥ c(c − 1)
 0
t
= t0 −
,
c
as required, completing the proof of the claim and hence the result.
Together, Lemmas 2.4.2 and 2.4.9 prove Theorem 2.4.1.
We have made no attempt to optimise the dependence of t on c in the statement of
Lemma 2.4.9, and indeed conjecture that the result is true for much smaller values of t.
However, it is clear that some dependence on c is necessary, as it follows from Proposition
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2.2.2 that if G is a blow-up of a path on c vertices in which every vertex class has size at
least two and ω is a C-rainbow colouring of G (for some C with |C| = c) then
 
mG (G, ω) ≥ c > c − cc . Moreover, for blow-ups of paths of length c, a C-rainbow
colouring is not even the worst: if the colour class Vi contains two vertices that are
assigned colours (2i − 1) mod c and (2i) mod c, it is straightforward to verify that c + 1
moves are required to flood the graph, whereas c will suffice in the case of a C-rainbow
colouring.
2.4.2 Blow-ups of cycles
We now consider graphs G where G is a blow-up of a cycle Ct on t vertices, and extend
results from Section 2.4.1 above to determine Mc (G) in this case, provided once again that
t is sufficiently large compared to c. We prove the following result.
Theorem 2.4.10. Let G be a blow-up of a cycle on t vertices, and suppose that t ≥ 2c10 .
Then
Mc (G) = t −

lt m
c

.

Note that the vertex set of G can be partitioned into vertex-classes V1 , . . . ,Vt such that
each Vi forms an independent set in G, and so that uw is an edge of G if and only if u ∈ Vi
and w ∈ V j where either |i − j| = 1 or {i, j} = {1, n}.
We begin by demonstrating an upper bound on the number of moves required to flood
G.
Lemma 2.4.11. Let G be a blow-up of a cycle on t vertices, and suppose that t ≥ 2c10 .
Then
Mc (G) ≤ t −
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lt m
c

.

Proof. Observe that we may delete edges from G between one pair of classes to obtain a
graph G0 that is a blow-up of the path Pt on t vertices. It follows immediately from
Corollary 2.1.2 that Mc (G) ≤ Mc (G0 ), and we also know from Lemma 2.4.9 that
 
Mc (G0 ) ≤ t − ct , giving the result.
We now complete the proof of Theorem 2.4.10 by demonstrating a colouring of G for
which this upper bound is tight.
Lemma 2.4.12. Let G be a blow-up of the cycle Ct , and define the colouring
ω : V (G) → {0, . . . , c − 1} by setting ω(u) = i mod c for u ∈ Vi , for 1 ≤ i ≤ t. Then

m(G, ω) ≥ t −

lt m
c

.

Proof. We begin by arguing that any spanning tree T of G must contain a path P that
contains at least one vertex from every vertex class. Suppose, for a contradiction, that this
is not the case, so there is some spanning tree T 0 of G such that every path in T 0 contains a
vertex from at most t − 1 vertex classes. Let P0 be the path in T 0 that contains a vertex
from the largest number of vertex classes, and within such paths choose P0 to be as short
as possible. Note that the vertex classes that intersect V (P0 ) must correspond to
consecutive vertices on the cycle, so without loss of generality we may assume that the P0
contains vertices from classes V1 , . . . ,Vr , but not from Vr+1 , . . . ,Vt . Our choice of P0 as the
shortest path containing vertices from each of these classes ensures that the endpoints x
and y of P0 lie in V1 and Vr respectively, and moreover that there is precisely one vertex of
P0 in each of these two vertex classes.
Now pick any vertex u ∈ Vt , and let Q be the shortest path in T 0 from u to any vertex of
P0 (note that by connectivity of T 0 such a path must exist); suppose that the single vertex
in V (P0 ) ∩V (Q) is w, and that w ∈ Vs for some 1 ≤ s ≤ r. We will denote by Px0 the
segment of P0 from x to w, and by Py0 the segment from w to y. Observe that the the paths
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Qx and Qy , obtained respectively by concatenating Px0 and Q, and by concatenating Py0 and
Q, are both paths in T 0 .
Note that, as Px contains a path from an element of V1 to an element of Vs but does not
contain any vertex from Vt , the path Px must contain at least one vertex from each class
V1 , . . . ,Vs ; similarly Py must contain a vertex from each class Vs , . . . ,Vr . By the same
reasoning, we see that Q must either contain a vertex from each of Vt ,V1 , . . . ,Vs , or else it
must contain a vertex from each of Vs , . . . ,Vt . In the former case, we claim that Qy is a
path in T 0 that contains vertices from at least r + 1 distinct vertex classes, contradicting
our choice of P0 : for Qy must contain a vertex from each of Vt ,V1 , . . . ,Vs , . . . ,Vr . Similarly,
in the latter case Qx must contain a vertex from each of V1 , . . . ,Vs , . . . ,Vt . Thus P0 cannot
have been a path in T 0 containing vertices from the largest number of distinct vertex
classes, and so there must in fact be a path P in T 0 that contains at least one vertex from
each class, as claimed.
Thus, for any spanning tree T of G, we know that T contains a path P such that P
contains at least one vertex from every class. It is clear that we can obtain a path Pe from P
by repeatedly deleting a segment of the path and joining the two vertices adjacent to the
deleted segment, so that Pe contains exactly one vertex from each vertex-class. It is then
clear that ω must be an r-shifted c-rainbow colouring of Pe for some 0 ≤ r ≤ t − 1. We then
see that

mT (T, ω) ≥ mP (P, ω)
e ω)
≥ mPe(P,
by Lemma 2.1.3
≥t−

lt m
c
by Lemma 2.3.5.

Since this is true for every spanning tree T of G, it follows from Theorem 2.1.1 that
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mG (G, ω) ≥ t −

t 
c , as required.

2.5 Conclusions and Open Problems
We have determined two general upper bounds on the maximum number of moves, taken
over all possible colourings, that may be required to flood a given graph G; the second of
these gives a relationship between the radius of G and the maximum number of moves that
may be required to flood G.
A more detailed analysis of the game played on special classes of graphs showed that
our first general bound is tight in the case that the underlying graph is a path (or a cycle,
provided that the number of colours divides the number of vertices), and that the second is
tight for a particular family of trees. Our analysis of the extremal colourings for paths also
allowed us to obtain upper and lower bounds on the number of moves required to flood a
rectangular k × n board.
Finally, we determined exactly the maximum number of moves that may be required
to flood G when G is a blow-up of a path or a cycle, provided that the length of the path or
cycle is sufficiently large compared with the number of colours (and, additionally, in the
case of blow-ups of cycles, that the number of colours divides the number of vertices in
the cycle); perhaps surprisingly, these results demonstrated that in the worst case the
number of moves required to flood a blow-up of a path or cycle on t vertices is in fact
exactly the same as the number of moves required to flood just a path or cycle respectively
on t vertices.
Our results provide a partial answer to a question raised by Meeks and Scott in [30],
that of determining the maximum number of moves, taken over all possible colourings,
that may be required to flood a given graph G. This general question remains open, and
we mention here two specific sub-questions. First of all, given the emphasis on k × n grids
in the existing algorithmic analysis of flood-filling games, a natural question is to ask what
is the exact value of Mc (G) in the case that G is a k × n grid? Secondly, considering
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general graphs, we know that the bound given in Theorem 2.2.3 is tight for a particular
family of trees (and indeed it follows from results in [31] that a bound that is tight for
some graph must in fact be tight for some tree); can better upper bounds for other classes
of graphs be obtained if additional restrictions added that exclude trees, for example a
condition on the density or the connectivity of the graph?
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C HAPTER 3
C OP

NUMBERS AND CAPTURE TIMES ON THE DISCRETE

TORUS

3.1 Introduction
The game of Cops and Robbers is a pursuit and evasion game on a fixed, finite, undirected
graph between two players, one playing a set of cops and one playing a single robber. The
cops and the robber move alternately. First, the cops take positions on the graph, then the
robber chooses his. Both players have complete information, i.e. know the positions of all
other agents. At every subsequent time step the cops and the robber take turns moving,
each being allowed to either move to an adjacent vertex or remain at their current position.
The robber is captured if one cop can occupy the same vertex as the robber after some
finite time. In this case the cops win. The robber wins if he can avoid capture indefinitely.
For a fixed graph, perhaps the two main questions are the following: Firstly, what is
the cop number for any given graph, i.e. how many cops are needed at least in order to
capture the robber? Secondly, for at most how many steps can the robber avoid capture if
the cops play optimally? This quantity is called the capture time.
3.1.1 Historical background
The game was first considered by Quilliot in his frequently misquoted theses [34, 35] and
independently by Nowakowski and Winkler [33]. Most of the early works are concerned
with determining the cop number for certain classes of graphs as well as the classification
of graphs by their cop number, first introduced and studied by Aigner and Fromme [6].
These questions have been considered by several authors, e.g. Hahn and
MacGillivray [19] or Gavenciak [20].
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Another question of high interest is the maximal cop number over all graphs of a fixed
order. Frankl [17] attributes a conjecture to personal communication with Meyniel which
√
states that for all graphs on n vertices the cop number is in O( n). A more detailed survey
on Meyniel’s conjecture summarizing recent results was produced by Baird and
Bonato [7]. Recently, Peng and Lu [26] and independently Scott and Sudakov [38]
improved the asymptotic bound for the cop number of random graphs.
The graphs studied in this context are simple, connected graphs. This does not change
the fundamental nature of the game: Allowing multi-edges preserves the connectivity
relation between vertices, but as cops and robbers move in alternating turns, their
existence does not make a difference in the eventual outcome. Equally, for a disconnected
graph, neither cops nor robbers can change their component after the initial round.
Consequently, the cop number is the sum of the cop numbers of the connected components
while the capture time would be the maximum amongst the connected components. As a
technical detail we also remark that some authors prefer to have a reflexive graph (loops at
every vertex) and force moving to an ‘adjacent’ vertex at every turn while we ban loops
and allow the agents to remain at their respective positions at any time t.
3.1.2 Definitions and notation
Throughout this paper, we will use standard notation for graphs and their associated
properties, see e.g. Bollobás [9], but will state our notation and game formally in the
following few lines.
Let G be a simple, connected, undirected graph on n vertices and denote by

C = {C1 , . . . ,CN } the set of N cops and let R be the unique robber in the game. At time
t = 0, every cop chooses his position on a vertex of the graph which we will denote by
Ci (0) ∈ V (G). Similarly the robber chooses his position R(0) ∈ V (G). At any subsequent
time step t, changes in position must observe the rule that X(t + 1) ∈ Γ[X(t)] for all
X ∈ {C1 , . . . ,Cm , R} where Γ[X(t)] = Γ(X(t)) ∪ {X(t)} is the closed neighbourhood of the
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vertex x. Assuming rational behaviour – i.e. the robber seeks to avoid capture for as long
as possible, while the cops strive for it as quickly as possible – the cops capture the robber
if there is a finite time t and a cop i, such that Ci (t) = R(t − 1), which means they win. If
this is does not happen, then the robber wins.
The two quantities we shall study are defined next: The minimal number of cops
required to win on a given graph G in finite time is called the cop number of G, denoted
by c(G). The capture time captN (G) is the minimal number of rounds required so that N
cops can catch the robber on the graph G, provided all agents play optimally.
Given an n-dimensional vector k = (k1 , . . . , kn ), where k1 ≥ k2 ≥ · · · ≥ kn , define the
corresponding discrete torus Tk as the Cartesian product of the cycles with lengths k j .
Moreover we will denote by Tn = {Tk : k ∈ Nn } the set of all tori of dimension n. At
times, we shall find it useful to equip our torus with the canonical coordinate system,
noting that it can be seen as a representation of Zk1 × · · · × Zkn , and denote the a cop Ci ’s
position by (ci1 (t), . . . , cin (t)) for all i ∈ [N].
3.1.3 Recent work and motivation
One of the first results concerning graphs with c(G) > 1 is due to Maamoun and
Meyniel [28], who were the first to determine the exact cop number for the Cartesian
product of trees. Recently, Mehrabian [32] studied the capture time on grids and proved
the capture time of a cartesian product of two trees T1 and T2 to be

diam(T1  T2 )
.
capt2 (T1  T2 ) =
2


We investigate cop numbers and capture times on a torus, the Cartesian products of cycles.
We first determine the cop number for a general 2-dimensional torus and shall give upper
and lower bounds for the capture time. In the later sections we shall generalize our ideas
from Section 3.2 in order to obtain a cop number and a lower bound for the capture time.
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We shall prove that the cop number is linear in the dimension, as well as that the capture
time is linear in the sum of the side lengths of the torus considered.

3.2 The base case: Capture time for the 2-torus
In this section, we shall give a proof for upper and lower bounds of the capture time of the
2-dimensional torus. Subsequently, we also obtain the cop number for the 2-dimensional
torus. We achieve the bounds by different means. While the lower bound uses a global
counting argument, the proof for the upper bound requires to give a strategy for the cops
which will assure capture of the robber.
3.2.1 Lower bound for the cop number
In this rather short subsection we show that even with a very simple strategy the robber
can avoid capture if the number of cops is insufficiently low. Here, we exclude the case
where the torus is so small that it becomes degenerate, i.e. where one or more dimensions
have length 2. A theorem concerning these degenerate cases is Theorem 3.3.1, found in
Section 3.3.
Lemma 3.2.1. The cop number of any 2-dimensional torus T = T(k1 ,k2 ) ∈ T2 with k2 > 2
is at least 3.
Proof. Consider the game with only two cops. We will present the following strategy,
called lazy robber, which allows the robber to evade permanently. Only move if there is a
cop at an adjacent vertex, and in this case, move to a vertex which is not adjacent to any
cop if that is possible. Given that set of positions which the robber can occupy after the
subsequent move is equal to Γ[[R], which consists of 5 vertices in the shape of a star S4 ,
the cops have to occupy 2 positions from which any of these can be reached to capture the
robber. Due to the grid structure of the graph, no 2 such vertices— equivalent to the
existence of a K2,3 -subgraph— can exist. Thus the lazy robber wins the game.
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C
R
C
Figure 3.1: Two cops immobilizing the robber
The optimal coverage of Γ[R] is achieved with two cops being placed in the second
neighbourhood ‘diagonally’ across from each other (Figure 3.1). But when a cop moves to
one of the vertices adjacent to the robber, this leaves the other robber-neighbouring vertex
uncovered, where the robber can then move to, thus avoiding capture infinitely.
3.2.2 Lower bound for the capture time
In order to determine a lower bound for the capture time, we shall first introduce the
notion of cumulative distance and explore how the cops’ choice of initial position affects
the optimal position for the robber.
For a given graph G let the cumulative distance for a certain configuration
(C1 (t), ...CN (t), R(t)) be the sum of the graph distances between each cop and the
robber, i.e.
N

DG,t (C1 , . . . ,CN , R) = ∑ dG (Ci (t), R(t)).
i=1

If the graph is clear from the context, we will suppress the index G, the time step t or both.
Lemma 3.2.2. Let ` be a positive integer. Then in a cycle C` three cops can position
themselves such that the cumulative distance the robber can achieve is given by:

max D(C1 ,C2 ,C3 ; R) =
R∈C`




b 5 `c if ` ≡ 0, 3, 5
6

(mod 6)



d 5 `e if ` ≡ 1, 2, 4.
6

Proof. Note that for a single cop the farthest robber position is on the ‘opposite side’ of
the circle. As usual, for each cop let the antipode(s) be the point(s) on the cycle at distance
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dl/2e and call the set of vertices which are either occupied by cops or antipodes critical
vertices. As it is obvious that the total distance either increases or decreases between
critical points, it suffices to study the configuration of critical points on a cycle. In
Figure 3.2 we represent a cycle by a straight line segment while crosses ( ) denote cops
and vertical bars () denote antipodes. Then ignoring rotational symmetry or order, we
theoretically obtain the following cases which also include instances where two or three
cops are on the same vertex, consequently their antipodes agreeing in position as well:
1.

3.

2.
c1 − c2 − c3 − a1 − a2 − a3

c1 − c2 − a1 − c3 − a2 − a3

5.

4.
(c1 = c2 ) − c3 − a3 − (a1 = a2 )

6.
(c1 = c2 ) − a3 − c3 − (a1 = a2 )

(c1 = a3 ) − c2 − a2 − (c3 = a1 )

(c1 = c2 ) − c3 − (a1 = a2 ) − a3

9.

8.

7.

c1 − a3 − c2 − a1 − c3 − a2

(c1 = a3 ) − c2 − (a1 = c3 ) − a2

(c1 = c2 = a3 ) − (c3 = a1 = a2 )

10.
(c1 = c2 = c3 ) − (a1 = a2 = a3 )

Figure 3.2: Distinct configurations of cops and their antipodes on a cycle
Taking into account that a cop and its antipode have to be opposite of each other, it
turns out that cases 2, 4, 5 and 7 are impossible. We proceed to analyse the behaviour
between critical points in order to determine in which directions the cumulative distance
increases. Let d1 be the length of the longest path avoiding the third cop between any two
cops on the cycle. Then for the first case the scheme is as follows:
C1

C2

C3

A1

A2

A3

Figure 3.3: ‘Direction of increase’ of cop-robber distances per cop (above the line) and
cumulative distances (below the line)

In the picture the small arrows signify whether moving left or right within a given
interval would increase the robbers distance to the first, second and third cop respectively.
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The long arrows are obtained by taking the majority over the smaller directions for every
interval. With these definitions, it becomes apparent that a maximum occurs if and only if
two arrow tips of opposing direction meet each other. If two adjacent arrows point into the
same direction, moving further towards that direction would increase the distance. For the
same reason, the meeting point of two tails denotes a local minimum. In the depicted case
a local maximum only occurs at A2 , the antipode of cop C2 . At the same time,
d1 = d(C1 ,C3 ) > `/2. Thus in this case, the maximal cumulative distance in this case, D1 ,
is bounded by
D1 = b`/2c + d1 ≥ ` + 1.
Note that ` + 1 is achieved by positioning C1 and C3 next toA3 and A1 respectively.
Careful inspection of all cases (which we will spare the reader in this context), leads to the
conclusion that for ` < 12, Case 9 can minimise the maximal cumulative distance at ` − 2
(note that, if possible, the robber has to position himself at least two steps away from the
single cop in order to avoid immediate capture), whereas in larger cycles the cop-optimal
configuration is the one displayed in Case 3. Examining divisibility by 6 provides us with
the rounding rules as in the statement of the lemma.
Remark 3.2.3. Strictly speaking the cases above only depict the cases for even `, but for
odd ` the proof is essentially the same. The only difference is that instead of one antipode
per cop we have 2 which are on adjacent vertices.
Corollary 3.2.4. For any 2-dimensional torus T = T(k1 ,k2 ) and any initial cop position,
the robber can position himself to achieve a cumulative distance
5
max D(C1 ,C2 ,C3 ; R) ≥ d (k1 + k2 )e.
R∈T
6
Proof. Recall, that we can see the torus as a Cartesian product of two cycles
T(k1 ,k2 ) = Ck1  Ck2 . As we are only looking to minimise the robber’s distance in the
`1 -norm, it suffices to add every direction separately. From the above lemma, we thus
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obtain the bound as follows.

max DT,0 (C1 ,C2 ,C3 ; R) = max D(C1 ,C2 ,C3 ; R) + max D(C1 ,C2 ,C3 ; R)
R∈T

R∈Ck1

R∈Ck2

5
5
5
= d k1 e + d k2 e ≥ d (k1 + k2 )e.
6
6
6

Before presenting the proof for the lower bound of the capture time on 2-dimensional
tori, we will introduce a few more notions. We say that the robber and a cop are aligned in
some direction i if their ei -coordinates are the same. Similarly, we will say that a cop is
opposite the robber in direction i if he is positioned on an antipode in direction ei , and the
antipode in this direction is unique. Notably, this can only happen if ki is even. For the
2-dimensional case specifically, we will call the two orientations of direction e1 left and
right and the two orientations of direction e2 up and down. We say that a cop is left of the
robber if stepping right reduces his distance to the robber, and similarly for the other
directions. With these concepts in mind, we shall now present the proof of the following
theorem, establishing the lower bound.
Theorem 3.2.5. Let T = Tk ∈ T2 . Then capt3 (T ) ≥

7
5
12 (k1 + k2 ) − 2 .

(Adapt constant

after corollary 3 is fixed)
Proof. We are going to prove that whichever configuration the cops start in, the robber can
place himself at an appropriate position and then adapt a strategy that allows him to avoid
5
being captured for at least d 12
(k1 + k2 ) − 27 e steps. Given any initial position of the cops,

let the robber choose one of the vertices with maximal cumulative distance. From
Lemma 3.2.4 we then know that the initial cumulative distance D0 between the robber and
the cops is at least 56 (k1 + k2 ). We will now describe a strategy for the robber that
principally aims to prevent the cops from reducing the cumulative distance by more than
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two per move. We will see that this will work with very few exceptions. Combined with
the fact that at the point of capture the cumulative distance needs to be small, we will be
able to deduce that the capture time is bounded below by 12 D0 + O (1) and specify the
constant.
Recall that a move consists of the cops’ action, followed by the robber’s response. The
robber’s strategy will only depend on the his current position and the cops’ previous
moves – in most cases only on the former. At his turn, the robber evaluates the current
configuration and moves according to the situation with the lowest index from the list
below.
1. Situation S1 : Either, the number of cops to the left and to the right of the robber are
distinct, or, there is at least one cop aligned with the robber in direction 1. In the
first case, the robber will move in the direction with fewer cops, otherwise he will
move either way, unless this would allow one of the cops to capture him in the next
move. If he can not move as described without being captured, he instead opts to
stay still. We will call the latter situation S1∗ .
2. Situation S2 : Either, the number of cops below and above the robber are distinct,
or, there is at least one cop aligned with the robber in direction 2. In this case the
robber reacts as in situation S1 , but in direction 2 rather than direction 1. The
respective situation where no move is made will be referred to as situation S2∗ .
3. Situation S3 : Both situation S1∗ and S2∗ arise. In this situation the robber stays where
he is.
4. Situation S4 : None of the above situations arises. In this case, the robber chooses to
move to any direction where he will not be caught in the next move, but will not
stay where he is.
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Recall that the cumulative distance after move t is
3

Dt = ∑ d Ci (t), R(t) ,
i=1

3

and let Dt∗ = ∑ d Ci (t + 1), R(t)
i=1

be the cumulative distance after the cops’ (t + 1)th move, but before the robber’s (t + 1)th
move. We will argue that the strategy for the robber presented above results in a reduction
of Dt by at most 2 in all but very few moves, independently of what the cops do.
In what follows, we will use the following phrasing. When we talk about the cops
∗ − D is negative, when we say that the robber increases
decreasing Dt , we mean that Dt+1
t

Dt∗ , the relevant measure is the change of Dt+1 − Dt∗ being positive, and by the decrease of
Dt , without reference to the cops or the robber, we mean that Dt+1 − Dt < 0. At times, he
latter will also be referred to as a decrease in cumulative distance.
Note that, in general, the cops can decrease Dt with their moves by no more than 3 –
each by at most 1. We will give a series of lemmas towards the desired result, handling the
above situations. Let us first analyse the situations S1 and S2 . Note that the strategy the
robber adapts in these situations clearly will never result in him being captured – which is
due to the fact that those situations where a capture would occur after his natural move are
combined into situation S3 .
Lemma 3.2.6. In situation S1 or S2 , the total decrease of Dt is at most 2.
Proof. As situations S1 and S2 are equivalent apart from the direction, it suffices to
consider S1 . By definition, in this case there are either without loss of generality more
cops on the left than on the right of the robber, or there is the same number, but at least
one cop is aligned with the robber in direction 1.
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C1

C1
C3

R
R
C3
C2

C2

Figure 3.4: The two possible scenarios of situation S1 .
In the first case, moving towards the right will decrease the distance to all cops on the
right by 1, but will increase the distance to the cops on the left, of which there are more, by
1, hence increasing Dt∗ by at least 1. In the latter case, moving to either side increases the
distance to any cop aligned with the robber in direction 1 by 1, and increases respectively
decreases it by 1 to the same number of cops on the left and right. Thus Dt∗ is decreased
by at least 1 in this case as well, and hence in any case Dt is decreased by at most 2.
Next, we shall turn our attention towards situation S3 . In this case, Dt may decrease by
3, potentially multiple times. However, it will only be problematic at most once, namely
the first time. To see this, we will have a closer look at the behaviour of the players once
situation S3 has occured, and conclude that to make it appear again, there will have to be a
step inbetween where the cumulative distance decreases by 1 at most. Thus every
appearance of S3 with a decrease of cumulative distance by 3 will be evened out by some
move made after the last appearance of this situation of decrease at most 1. Moreover, in
this situation we will also have to pay attention that the robber can not be captured before
the cumulative distance is sufficiently small. In fact, this situation is the only one after
which the robber can be captured, making it crucial to the cops’ strategy.
Lemma 3.2.7. Between every two appearances of situation S3 for which the decrease of
cumulative distance is 3, there is at least one step where the decrease of cumulative
distance is at most 1. Moreover, if the robber is captured immediately after the
appearance of a situation S3 (not necessarily with decrease of Dt by 3), then the
cumulative distance before this capture is at most 5.
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Proof. Assume situation S3 occurs in step t, and the decrease of cumulative distance in
this step is 3. Then, with their t th move, all 3 cops must have moved towards the robber, as
the robber – as dictated for this situation – did not move. Thus following move t, a quick
thought shows that there must be a cop standing diagonally adjacent to the robber. Thus


there is a cop, without loss of generality C1 , with d c11 (t), r1 (t) = 1 = d c12 (t), r2 (t) ,
blocking both vertices where the robber would move according to the description of
strategies S1 and S2 . This cop has three possible ways to move in the upcoming move

t + 1. He can either stand still, move next to the robber decreasing d C1 , R to 1, or he can
move away from the robber.
(I) C1 does not move in step t + 1.
In this case, even though the robber does not move, the decrease of Dt can at most be
2, as the cops, with C1 not moving, can only decrease Dt by at most 2, and this repeats
until the robber decides to move. The only way how the robber will start moving again
before C1 does is if the cops manage to switch into situation S1 or S2 again. To make this
happen, one of the remaining cops, without loss of generality C2 , must either align himself
with the robber or switch sides by crossing the antipode(s) in some direction, ending up on
the same side as C1 .

C1
R

C2

C3

Figure 3.5: An instance of situation S3 .
(a.a) C2 aligns himself with the robber.
If he chooses to align himself in some step t 0 , the robber can then react by moving to the
side where C2 came from, if this does not result in capture (otherwise see below), thus
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resulting in no change of distance between R and C2 in step t 0 and an increase by 1
between R and C1 , who did not move in step t 0 , hence the cumulative distance can not
decrease in this move, as desired.
(I.b) C2 switches sides.
If C2 opts to switch sides, once he has done so and is for the first time solely on the same
side as C1 (i.e. not opposite the robber), the robber will immitate his move, if he can do so
without being captured (again, if not, see below), thus keeping distance between him and
C2 in move t 0 , but increasing it towards C1 . Note that this imitation would actually not
happen once, but every single time C2 steps away from the robber, making this a very bad
strategy for the cops – but this is not the point of this proof. The total cumulative distance
will thus again not decrease.
C2
C1

C1

C2
R

R

C3

C3

Figure 3.6: Instances of cases I.a (left) and I.b (right)
Should the robber in either case not be able to move without being captured, another
close look at the description of situation S3 reveals that this means that the robber is
blocked to move to any direction by two cops standing diagonally adjacent to him on the
same diagonal. But in this case, only C2 can decrease his distance to the robber anyway –
if any of the others does, the robber reacts by doing the opposite of that cops move. Thus
if C1 and C3 both stand still in some move, this is the required move with decrease in
cumulative distance at most 1. To avoid this until the end of the game, C1 and C3 will have
to work together to chase the robber in the direction of C2 until capture happens. This
would mean that situation S3 never arises again with decrease of Dt by 3 before the end of
the game though, thus not jeopardising the desired result.
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C2
C1

C2

R
C3

Figure 3.7: A resolution of case I.
(II) C1 moves towards the cop in step t + 1.
In this scenario, the robber moves in the same direction as the cop just did, but towards
the opposite orientation. A close inspection of the situation S3 shows that after this move,
the robber can not be captured, thus it is not an unreasonable move to do. It shows
moreover that after this move, either all three cops are on the same side of the robber in
some direction (none being opposite him in the direction of movement), or we are in
situation S3 with reversed sides in the direction of movement. In the latter case, the
following argumentation is thus as if C1 would not have moved. In the former case,
clearly, in order to make situation S3 appear again (and more importantly to capture the
robber), at least one of the cops needs to change sides, as otherwise the robber could
always escape to the side without cops. This would mean that at least one cop would have
to move away from the robber at least once. In this specific step, the cops can not decrease
Dt at all, given that the robber moves to the side with no cops – and nothing can block him
from doing so.

C1

C2

R

C3

Figure 3.8: An instance of case II.
(III) C1 moves away from the robber in step t + 1.
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Here the robber would follow (due to the prescribed strategy), keeping their distance
constant, and not decreasing the distance to the other cops. Hence the cumulative distance
again does not decrease overall – in fact, in this case, with sensible moves of the other two
cops, the overall relative positions do not change, which is why it would not be sensible of
C1 to move this way.

C1

C2

R

C3

Figure 3.9: An instance of Case III.

Finally, when capture arises directly after a situation S3 in some step τ, note that
before step τ, some cop was in the neighbourhood of the robber due to the fact that the
robber is not moving in situation S3 , without loss of generality he was directly below the
robber. But thus, as S3 implies S1∗ , he could have neither moved right nor left without
being captured. As no cop can guard both vertices to the left and the right of the robber,
and the one below him can guard neither, each of the other two cops must attack at least
the neighbourhood of R, i.e. be in the second neighbourhood of R. Thus the cumulative
distance before capture is Dτ ≤ 2 + 2 + 1 = 5.
To conclude, we will analyse situation S4 . Here, a decrease of cumulative distance by
3 – or actually by 4 – is also possible, but we will show a result that is very similar to the
previous Lemma 3.2.7. With the same argument as there, all steps after the first
appearance of S4 combined have an average decrease of cumulative distance of at most 2.
Before going into this, we will make plausible why the robber decides to move rather than
stay where he is, which seems counterintuitive in the first place. We start by analysing
how the cops must be positioned relative to the robber in situation S4 after step t. As
situations S1 and S2 do not happen, there must be exactly one or all three cops opposite the
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robber in direction 1, and one or all three cops opposite him in direction 2 – note that this
implies that both side lengths are even. In each direction the remaining cops are
distributed evenly toward the two sides, i.e. one and one or none at all at each side, where
none is aligned with the robber. Hence any move the robber does can not increase Dt∗ , and
will indeed decrease it. However, it is best for the robber to move anywhere – where he is
not caught immediately – rather than staying where he is for the following reason. Staying
where he is would keep him in situation S4 , and for a certain amount of steps, the cops
could keep him in this situation and each time decrease the cumulative distance by 3. By
moving, he can prevent this, and achieve the following.
Lemma 3.2.8. Between every two appearances of situation S4 for which the decrease of
cumulative distance is at least 3, there is at least one step where the cumulative distance
does not decrease.
Proof. Assume that after step t, situation S4 arises, and the decrease of Dt achieved by the
robbers was 3 or more. Then the cop moves somewhere – without loss of generality we
say he moves to the right. It is easy to see that immediately after step t + 1, situation S4
does not arise any more. This is because the only way of keeping a cop opposite the
robber in the direction 1 would be to have another cop being one step away from being
opposite the robber, located on the left side of the robber. Then, the cop which was
opposite the robber before move t + 1 will be on his right side after the move. Moreover,
as we had a balanced number of cops on the left and on the right before the robber’s move,
there was one cop on the right side of him, and not aligned with him. As the robber moves
right, we can easily see that after this move, there will be 2 cops on his right and no cop on
his left side, not counting the one opposite him, and thus situation S4 can not occur again
immediately.
Now assume that situation S4 appear again after some move t 0 . We will show that there
has to be at least one step t˜ between t and t 0 where Dt˜ is not decreased at all. This is due to
the fact that to achieve S4 again, one cop needs to get on the left side of the robber (where
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being opposite does not count), and one cop needs to get opposite him. In order to achieve
this, some cop will at some point have to move away from the robber, thus allowing the
cops only to decrease Dt by at most 1. As the situation in step t˜ must be S1 or S2 , the
robber can then move appropriately do increase Dt∗ , which results in no decrease
overall.
C1
C1

R
R
C2
C2
C3

C3

Figure 3.10: A typical move in an instance of situation S4 .
Finally, we also remark that the robber can not be captured immediately after the
occurrence of situation S4 . This is due to the fact that in situation S4 some cop must be
opposite the robber in each direction, so unless the torus is a 4 by 4 torus (in which one
can clearly rule it out as well), this means at least one cop is not in the second
neighbourhood of the robber, making capture by the other two cops impossible as can be
seen from the lower bound on the capture number in Theorem 3.3.3 and the arguments
used there. It is also clear from the definition that having less than capt(T ) cops directly
influencing the area where the robber could move, i.e. his neighbourhood, will allow the
robber to not be captured.
Hence, we have shown that we can treat the strategy as if in only at most 2 steps the
cumulative distance decreases by more than 2. Also, we have observed that when the
robber is finally caught at time step τ = capt3 (T ), we will have Dτ ≤ 5 (and will be in a
situation S3 ).
Putting this information together, we get Dt ≥ D0 − 2t − 2 and thus 5 ≥ D0 − 2τ − 2,
leading to
1
capt3 (T ) ≥
2




5
5
7
(n + m) − 7 =
(k1 + k2 ) − .
6
12
2
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Remark 3.2.9. As already pointed out in the end of the proof, capture will occur after
some occurance of situation S3 . More precisely, the way in which this happens is
described in the last section of Situation 3.2.2 in Lemma 3.2.7 within the proof. It
suggests that the final phase of any optimal capture algorithm of the cops should consist of
the chasing movement outlined above, as long as only two cops have managed to reach the
robber’s neighboorhood. This idea will thus reappear in what follows (c.f. also Figure
3.14), where we will describe such algorithms, even though they are not provenly optimal.
3.2.3 Upper bound for the capture time
For an upper bound, it is sufficient to give a cop strategy assuring capture of the robber.
We shall use the initial configuration for the cops which we earlier determined to be
optimal with respect to minimising cumulative distance and shall proceed to determine the
number of rounds necessary for the game to terminate. For the sake of legibility and
clarity, we will discontinue the use of floors and ceilings, trusting our readers to correctly
apply them when exact numerical values are desired.
For the 2-dimensional case, let the diagonals induced by the robber be the set of
vertices which are obtained by adding one of the vectors (h, h), (h, −h), (−h, h) or
(−h, −h) with h ∈ {1, . . . , k22 } to R. In addition, we extend the concept of antipodes
introduced in Lemma 3.2.2 to antipodal lines being the set of points of the form
n
o
n
o
( k21 , h) : h ∈ [k2 ] and (h, k22 ) : h ∈ [k1 ] . We shall call the four subareas delimited by
the diagonals and antipodal lines quadrants. Note that they change with the movement of
the robber, so whenever we speak of diagonals during a process, we mean the diagonals
induced by the robber at that certain time step t.
Before we start describing a winning strategy for the cops, we will outline some
standard moves and highlight their consequences. The simplest observation is that the
cops can always maintain their position relative to the robber by mimicking his move from
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the previous round. The next lemma asserts something only slightly stronger.
Lemma 3.2.10. Once a cop is on a diagonal, he can maintain a position on the diagonal
for all subsequent rounds, either at the same distance to the robber or even decreasing it.
Proof. Without loss of generality, assume the robber to be positioned in the origin and let
the cop be on (v, v), v ∈ [ k22 ].
C

C

R
R
Figure 3.11: Strategy for the cop to stay on the diagonal. (Lemma 3.2.10)
If at time t the robber moves to(−1, 0) or (0, −1), i.e. away from the cop, then the cop
can copy that exact move, thus maintaining the original distance. If the robber chooses to
move to (1, 0) or (0, 1), i.e. towards the cop, then the cop can move to (v, v − 1) or
(v − 1, v) respectively, thus decreasing the distance by 1 in every dimension.
For ease of reference we shall subsequently refer to the four vertices R + (1, 1),
R + (1, −1), R + (−1, 1) and R + (−1, −1) as diagonal neighbours.
Lemma 3.2.11. If a cop is on one of diagonal neighbours, the robber has lost up to two
directions he can move towards.

C
R

Figure 3.12: The cop blocks robber moves. (Lemma 3.2.11)
Proof. Let the cop be at vertex R + (v1 , v2 ) with v1 , v2 ∈ {−1, 1} and no other cop in the
second neighbourhood of R. Then if the robber moves to either R + (v1 , 0) or R + (0, v2 ),
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the cop can capture him in the next move by moving in direction (0, v2 ) or (v1 , 0)
respectively. Thus, the robber is restricted to moves of the kind (−v1 , 0) or (0, −v2 ).
The next lemma states shows an instance where cooperation can be advantageous for
the cops incorporating elements from the previous two.
Lemma 3.2.12. If one cop is a diagonal neighbour and another cop is on the other
diagonal without being a diagonal neighbour, the latter cop can return to the diagonal
within at most 2 moves while potentially decreasing his distance to the robber.
Furthermore, this also holds if the second cop is on the same diagonal but on the opposite
side of the robber.
Proof. Let the robber be in the origin, and without loss of generality let C1 be the diagonal
neighbour on (−1, −1). This prevents the robber from moving up or left. In addition, let
h i
C2 be on (−v, −v), v ∈ k22 . Then C2 can move to the right.
C1

C1
R

R

C2

C2

Figure 3.13: C2 leaving the diagonal can decrease his distance to R. (Lemma 3.2.12)
Either the robber can move to the right, thus returning C2 to the diagonal and
cancelling the positional gain. Moving down, returns C2 to a diagonal at well, but 2 closer
to the robber. If the robber chooses to hold his position, C2 can move upwards on the next
move, thus also decreasing the total distance by 2. During all of this, C1 just has to imitate
the robber’s movement to maintain his relative position.
Finally, we also will introduce a concept how cooperative behaviour by the cops can
force the robber to move in the direction they want. Once the robber is restricted in his
moves as in Lemma 3.2.11, another cop can occupy one of the remaining neighbours of
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the robber. This enables the cops to chase the robber towards his last remaining neighbour
to avoid capture. The figure below gives an example of how two cops chase the robber to
the left.
C
R
C
Figure 3.14: The cops chase the robber to the left

Now we are ready to give a winning strategy for the cops. Define the cop-optimal
initial position to be the one obtained from Lemma 3.2.2:
C1 = ( k61 , k62 ),C2 = ( k21 , k22 ),C3 = ( 5k61 , 5k62 ). It will be our starting point.
As a technical remark, the algorithm is given in pseudocode and we have given
ourselves a little bit of latitude in terms of terminology. Conventionally clauses for
while-loops are only checked at the beginning of the loop, here we assert that the loop
also terminates if the clause is satisfied after an iteration of the loop, i.e. the robber’s
responding move will not force the cop into that while-loop again.
Theorem 3.2.13. Let T = Tk ∈ T2 . Then capt3 (T ) ≤

k1
2

2
+ 11k
12 .

Proof. Fix k1 , k2 and the corresponding torus T = Tk and let the cops take the
cop-optimal initial position on T . Then depending on where the robbers chooses his
position, we have four cases how he could potentially position himself (and the quadrants)
relative to the cops:

Case A

Case B

Case C

Case D

Figure 3.15: How the robber can position himself relative to the cops
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Case D is impossible due to the placement of the cops. We will proceed to give a
capture strategy for each of the remaining three cases and count the number of moves
necessary to complete them. In principle, the strategy for the robber will be to minimise
the reduction of cumulative distance the cops can achieve in each round subject to
avoiding capture. Not doing so, this algorithm can lead to even faster capture of the
robber. The robber’s strategy during each phase will be outlined when analysing the
running time of the capturing algorithm.
Case A
Without loss of generality assume that C1 is in the left and C2 and C3 are in the right
quadrant. In addition we may assume C2 being closer to the robber in both directions and
denote the distance vector between C2 and R by (d1 , d2 ). While this assumption seems
strong, it is easy to see that if C1 were closer horizontally, C3 would no longer be in the
right quadrant. Vertically, it does not matter, until Phase 4, when C1 and C2 ’s relative
position to R will be locked and C3 position relative to C2 will not have changed by then,
subsequently also determining his position relative to the robber at that point. In addition
we assume that C1 and C2 both being below the robber. The case where C2 and C3 are
above the robber shall be commented on in the end.
Case A (3 cops in 2 opposite quadrants) - Phase 1
1:
2:
3:

while C1 is not on a diagonal do
move C1 right, C2 left and C3 left
end while
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C3

d2

C2

R

C1
d1

Figure 3.16: Case A - Phase 1
All cops are moving towards the robber, reducing the cumulative distance by 3, so R
moves left, thus reducing the cops’ gain to 2 per move. Hence, R and his diagonals are
moving towards C1 , thus, it takes 12 ( k31 − k22 − d1 − d2 ) steps for C1 to reach the diagonal.
Case A - Phase 2
4: while C1 is not a diagonal neighbour of R do
5:

move C1 closer to R along the diagonal according to Lemma 3.2.10, move C2 and
C3 left

6:

end while

C3

C2

R

C1

Figure 3.17: Case A - Phase 2
When C1



k2
k2
hits the diagonal, this will be at the point r1 + 3 + d2 , r2 + 3 + d2 . The

robber continues to move left for the same reason as before and C1 needs

k2
3

+ d2 − 1 steps

to end up in one of R’s diagonal neighbours blocking his movement left as well as one
vertical direction, say down.
Case A - Phase 3
7: while C2 is not on the diagonal not distance 2 away do
8:
9:

maintain relative position to R with C1 , move C2 and C3 left
end while
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As the robber is now blocked by C1 from going left, he can only partially offset the
cops’ gain by moving down. By doing so, he also increases the number of steps needed
for C2 to hit the diagonal, as the diagonals keep moving further left, i.e. away from C2 ,
until R eventually is above C2 . Thus this phase requires 21 (d1 + d2 ) steps.
C3

C1

C2

R

Figure 3.18: Case A - Phase 3

Case A - Phase 4
10: while R is not captured do
11:

maintain C1 stable relative to R, move C2 according to Lemma 3.2.10 or
Lemma 3.2.12 as appropriate

12:
13:
14:
15:

if C3 is vertically aligned with R then
move C3 down
else
move C3 horizontally towards R

16:

end if

17:

end while

This phase is not as determined as the previous ones. The robber has two potential
choices of movement, down and right. In either case, either C2 or C3 will
Moving right or down would amplify the cops’ gain as C2 could immediately land on
the diagonal closer to R after his move and/or C3 would only have to make half the moves.


k2
1
3
Thus the robber should stay and it takes C k2 − 3 − d2 + 2 (d1 + d2 ) = 2k32 + d21 − d22 to
have the same e1 -coordinate as C1 . While these should really be seen as two separate
phases, we joined them together, as R has a small degree of freedom in how he wants to
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move. If he chooses to move at all during part a, then he would force C3 to move left,
instead of up, but would trade off with C2 getting to him more quickly. If he remained, C3
would be closer at the end of part a. Regardless, C2 has to bridge the distance of
d1 − d2 − 2 while C3 is initially

k1
3

+ d21 − d22 steps away. Once C2 reaches R’s second

neighbourhood, the distance will be at most

k1
3

− d21 + d22 + 2. Given that at each step the

cops can gain at most 2 steps we get an accumulate maximal running time of
d1 − d2 − 2 + k31 + d21 − 3d22 . The last part will take at most

k2
4

steps, as the robber can be at

most on an antipodal e2 -coordinate to C3 , depending on k2 mod N.
We calculate the total running time of the algorithm by summing up the running times
for each phase and (after some elementary algebra) obtain that the capture time for this
case is
ΣA :=

k1 2k2
+
+ d1 .
2
3

Using our initial assumption that d1 is the shortest horizontal distance of any cop to the
robber, d1 ≤

k1
6

holds and we obtain our final result.

ΣA ≤

2
(k1 + k2 )
3

Case B
Without loss of generality, let the left quadrant be empty. Without loss of generality let C2
be the closest to R in both directions and let C1 , C2 and C3 be in the bottom, top and right
quadrant respectively. In that case the capturing strategy is as follows:
Case B (3 cops in 3 quadrants) - Phase 1
1:
2:
3:

while C2 is not on a diagonal do
move C1 and C2 down and C3 vertically to horizontally align with R.
end while

Again, every cop is moving towards the robber, reducing the cumulative distance by 3.
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Thus the robber most sensible response is to move up, decreasing his loss in distance to 2.
At the same time though, he will come closer to C2 . The number of steps required for C2
to reach the diagonal is 21 ( k31 − d1 − d2 + k32 ).
Case B - Phase 2
4: while C2 is not on the diagonal and not distance 2 away from R do
5:
6:

move C1 and C2 according to Lemma 3.2.10
end while

C2
d1

C2
C2
R

R
C3

C1

R
C3

C1

C3

C1

d2

Figure 3.19: Case B - Initial setup and Phases 1–3
Here, the same applies and R should still move up, until C2 reaches R’s diagonal
neighbourhood, which will be the case after d1 − k32 − 1 steps.
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Case B - Phase 3
7: while c31 6= r1 do
8:
9:
10:

move C1 and C3 up, C2 maintain relative position by imitating R’s previous move.
end while
while C3 is not adjacent to the robber do

11:

move C3 right towards the robber, maintain relative position with C2

12:

if C1 is not on a diagonal then

13:
14:
15:

move C1 up towards the diagonal.
else
move C1 according to Lemma 3.2.10

16:

end if

17:

end while

From now on the robber remains, as he is restricted in his movement up and right,
whereas moving down or left would even further decrease the cumulative distance. It
takes C3 d1 steps to move into the correct horizontal level and further k2 − d2 − 1 steps to
be adjacent to him.
C2
R

C2
C3

C3

C2
C3 R

R

C1
C1

C1

Figure 3.20: Case B - Phases 3 and 4
Case B - Phase 4
18: repeat
19:
20:

chase R down using C2 and C3 and align C3
until C1 catches R.
As the chasing begins, we need to calculate the number of steps remaining for C1 to
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align himself and move upwards towards capture. As R is chased downwards, every step
decreases the cumulative distance by 2. Thus, the number of steps needed to align C1
vertically is 32 k2 − d2 . Subsequently, the number of steps required to finally catch the



robber is 12 k31 + d1 − (d1 + k2 − d2 − 1) − 2k32 − d2 .
Summing up these quantities, we obtain that the capture time for this case is
1
1
ΣB = (k1 + 2k2 ) + (d1 − d2 − 3).
3
2
Given that d1 and d2 are fixed quantities bounded from above by

k1
3

and

k2
3

respectively,

we can see
Case C
Without loss of generality assume C1 to be in the left quadrant and C2 and C3 to be below
R with C2 being closer.
Case C (3 cops in two adjacent quadrants) - Phase 1
1:

while C3 is not on a diagonal do

2:

move C2 up and C3 down

3:

if c11 6= r1 then

4:
5:
6:

move C1 vertically towards R
else
move C1 horizontally towards R

7:

end if

8:

end while
This case is very similar to the previous case. In effect the only difference is that C3 ’s

shorter path to the R in e1 -direction is on the same half of the torus as is C2 ’s. Yet we see
C3 departing in the opposite direction, effectively forcing a scenario similar to the one in
the previous case. It is also the only case where we see the robber strategy to be different
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from the aim of minimizing cumulative distance. It is better for R to move up instead of
down as otherwise C2 would be on the diagonal much faster than C3 , subsequently
reaching his second neighbourhood thus blocking the R’s movement and leading to faster



capture. Instead, he moves up and it takes C3 12 2k31 − d1 − k32 − d2 moves to reach the
diagonal top right relative to the robber.
Case C - Phase 2
9: while C3 is not on the diagonal and distance 2 away from R do
10:

move C2 up and C3 according to Lemma 3.2.10

11:

if c12 6= r2 then

12:
13:
14:

move C1 vertically towards R
else
move C1 horizontally towards R

15:

end if

16:

end while
We observe that it is best for the robber to keep moving upwards, as C1 would

otherwise keep moving left, but now is neutralized to imitating the robber in order to
maintain the same e2 -coordinate as R. This can work as long as C3 is not in the second
neigbourhood, i.e.

k2
3

− d2 − 1 steps.
C1

C3
C1
d1

R

C 2 d2

C3

R

C1
C2

R
C2

C3

Figure 3.21: Case C - Phases 1 and 2
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Case C - Phase 3
17: while C2 is not on the diagonal do
18:

move C2 up and C1 right.

19:

end while

20:

while C2 is not on the diagonal and distance 2 away from R do

21:

move C1 right and C2 according to Lemma 3.2.10.

22:

end while

23:

move C2 left
Now the R stays put and waits until C2 hits the diagonal and gets to his second

neighbourhood, which due to the initial assumptions will occur before C1 becomes
adjacent to R. This phase will take d1 + d2 − 1 steps.
Case C - Phase 4
24: repeat
25:
26:

Using C2 and C3 chase R leftwards, move C1 right.
until C1 catches R.
The last task is to overcome the horizontal distance to C1 , which is

(m/6 + d2 + 1 − d1 − d2 + 2) = m/6 − d1 + 3. Note that only half as may steps are needed
as the C2 and C3 are chasing R towards C1 .
C3
C1

C3
C1

R

C3
C1

R

R
C2

C2

C2

Figure 3.22: Case C - Phases 3 and 4

Thus summing up we obtain that

ΣC =

n m d +2 3 n m
+ +
− = + + O(1).
3 4
2
2 3 4
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Thus we see that regardless of the position the robber chooses relative to the cops capture
is assured. Comparing the bounds, we discover that case A provides the largest bound,
thus arriving at our conclusion.
Corollary 3.2.14. The cop number of any 2-dimensional torus T(k1 ,k2 ) is 3.

3.3 Cop Numbers for the n-dimensional Torus
We will only consider tori where no side length is allowed to be 1 as these are trivially
covered as lower-dimensional cases. The only degenerate cases we have to consider are
the ones where one or more sides of a given torus have length 2. These are degenerate
because the cycle C2 is degenerated and behaves exactly like the path P2 . Hence, if
restricted to such a direction, the robber can not escape from a single cop by going along
the the cycle, unlike he could for any other given side length. This suggests that the cop
number for such a torus is lower then for those without degenerated sides. The following
theorem formulates this observation more precisely.
Theorem 3.3.1. Let T ∈ Tn be an n-dimensional torus, where q of the sides have length 2.
Then the cop number of T is c (T ) = n + 1 − d 2q e.
When proving this result, we will first consider the non-degenerate cases, where every
side has length at least 3. Hence our first aim will be to prove the following result, and we
will assume that all tori we deal with are non-degenerate until we explicitly mention the
contrary.
Theorem 3.3.2. Let T ∈ Tn be an n-dimensional torus, where all side length are at least
3. Then the cop number of T is c (T ) = n + 1.
Firstly, let us observe that establishing the lower bound is rather easy. Since the
n-dimensional torus is a K2,3 -free graph, no cop can guard more than two neighbours of
the vertex on which the robber sits at any time, were we say that a vertex is guarded by a
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cop if it is in his neighbourhood. In order to capture the robber, it is necessary to guard all
of his neighbouring vertices, as otherwise he could escape to a non-guarded one. This is a
generalisation of the concept presented in Lemma 3.2.1. As Tn is 2n-regular, this means
that at least n cops are required to guard the neighbourhood of the robbers vertex, no
matter where he sits. Moreover, the torus is triangle-free, which means that a cop guarding
two neighbours of the robber can not be on a vertex adjacent to him, so can not capture
him without moving first and leaving one previously protected vertex unguarded again.
Because of this, one more cop is required, who can capture the robber once all his
neighbours are guarded so he can not move anymore. Thus we have:
Lemma 3.3.3. The cop number c (Tn ) of an n-dimensional torus is at least n + 1.
To prove that this is also the upper bound, and thus tight, we are going to give an
inductive description of an algorithm which always allows n + 1 cops to capture the robber
in n dimensions. The idea is to position one cop at a time such that each of them takes
away two of the robbers degrees of freedom to move, i.e. such that from that time on, if he
moves to any of those directions for more than a fixed number of steps, he will be caught.
One important observation is that the cops do not guard two directions which are induced
by the same cycle (e.g. ’up/down’, ’left/right’, ’in/out’), but rather are assigned a pair of
different cycles (e.g. ’up/left’). Once this is guaranteed for all but two directions, the
remaining two cops can guard the remaining directions and force the robber to exhaust all
possible steps in the other directions to finally capture him. Before we actually proof this,
we will introduce a few notions which should make it easier to follow the description of
the algorithm.
Consider a torus T ∈ Tn . At a given time t, a planar diagonal is a collection D of
vertices such that there exist i, j ∈ [n] with i 6= j and σ, τ ∈ {−1, 1} such that
D = r(t) + σei + τe j

Tk

.

Note that a planar diagonal may well be a whole 2-dimensional hypertorus (namely
when ni and n j are coprime). However, in what follows, the reader should try to think of a
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planar diagonal as the first few vertices on the diagonal line in the specified orientations in
the two specified directions starting at the current position of the robber, until it “wraps
around” the torus for the first time. This is the intuition behind the definition and might
make it easier to follow the strategies we are going to describe.
In the same setting as above, a planar diagonal is called free if there is no cop on any
of its vertices. A cop is called free if he was not the first one to occupy a given planar
diagonal by moving on one of its vertices. If for a given planar diagonal two or more cops
reach it simultaneously for the first time, pick one of them at random and declare all but
him free. Moreover, say that a given orientation σei of a direction ei (with σ ∈ {−1, 1}) is
active if for any second direction e j and orientation τ, the planar diagonal
D = r(t) + σei + τe j

Tk

is free. Say that a given direction ei is active if at least one of its

orientations σei (with σ ∈ {−1, 1}) is active. Finally, the degree of freedom of the robber
is the number of active orientated directions.
Let us explain briefly the motivation behind those definitions. To understand the
importance of a free diagonal, note that if a diagonal is not free, the robber can only move
in the two orientated directions that make up this diagonal a finite amount of times before
the cop sitting on this diagonal would capture him: If the robber moves into direction σei
for example, the cop moves into direction −τei , after which the planar diagonal is still
occupied, but the distance between the robber and the cop guarding this diagonal has
decreased by 2. Hence we have the following easy result, using the notions just
introduced.
Lemma 3.3.4. If the robber has no degree of freedom, one free cop can capture him.
The free cop is needed to chase the robber, such that the he is forced to actually
exhaust the finite amount of steps which he can still do in each direction and orientation,
rather than just staying where he is and waiting for one of the non-free cops to move,
which would free a planar diagonal that was not free before the cop’s move.
This should also make clear the definition of a free cop. Exactly one cop is needed on
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a given planar diagonal at all times to ensure that it does not become free again, so he is
not free to move wherever he wants. A second cop that reaches the same planar diagonal
however can move away again without endangering the successful capture of the robber.
The usefulness of the definitions of active dimensions and the degree of freedom should
become clear with the following theorem, which is the natural continuation of
Lemma 3.3.4. Theorem 3.3.5 is the core for proving the upper bound on the cop number.
It will be proved by induction. Unfortunately, Lemma 3.3.4 can not be used as the
induction start, as the induction step does not work from m = 0 to m = 1, and thus a more
complicated induction start has to be used.
Theorem 3.3.5. On T ∈ Tn , if R has 2m degrees of freedom distributed over at most m + 1
active dimensions, m + 1 free cops can capture him.
Proof. The proof proceeds by induction on m. We start the induction with the case m = 1,
i.e. with 2 degrees of freedom in at most 2 active dimensions, and 2 free cops to capture
the robber. We can hence without loss of generality assume that n = 2.
For this setting, there are two situations to consider, namely either there are two active
dimensions or just one. The first case can be dealt with exactly as in the proof of
Theorem 3.2.13. For the second case, the robber can only move in one direction, without
loss of generality e1 . Hence two robbers can capture him as follows: Firstly, they both
move in e2 -direction towards him, i.e. Ci aims to decrease d(ci2 , r2 ) in every step until this
value hits 0. Once this has happened, which it will as the robber can not move in direction
e2 , the two cops can capture the robber using the strategy for capturing him on a cycle,
which involves both of them moving in opposite direction.
For the induction step, assume m ≥ 2. It clearly suffices to describe a strategy for
m + 1 cops which allows them to position one of them on one of the free planar diagonals
in such a way that the number of active dimensions afterwards is equal to m, as this will
reduce the number of degrees of freedom of the robber to 2 (m − 1) and the number of free
cops to m, from where we know by induction that capture is possible. Note that 2m
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degrees of freedom have to occupy at least m active dimensions, so we will only have to
distinguish the cases of m and m + 1 active dimensions in the induction step.
For the first case, assume that the active orientations of the robber, whose number is
given by the degree of freedom, are distributed over m active dimensions. This means that
he can freely move inside an m-dimensional subtorus of Tk , and we will without loss of
generality assume m = n, and will give a strategy to place any cop on any planar diagonal,
which will reduce the number of degrees of freedom to 2 (n − 1), but will not change the
number of active dimensions.
The idea is as follows: Pick any two directions out of the n possibilities e1 , e2 , . . . , en ,
without loss of generality e1 and e2 . Denote the 2-dimensional hypertorus through the
robbers position at time t in these directions by

H1,2 (t) := r(t) + he1 , e2 iTk .
Without loss of generality we start the induction step at time t0 = 0.
Moreover, choose 2 cops, without loss of generality C1 and C2 . These cops will aim to
get on H1,2 (t), i.e. they aim to have the last n − 2 coordinates in common with the robber.
We will call those the chasing cops. In the same sense, the remaining n − 1 cops aim to
reach H1,2 (t)⊥ . We will call those the restricting cops. Once this situation has been
reached, the restricting cops will tie the robber to some 2-dimensional hypertorus, where
the chasing cops then position themselves in a way that reduces the degrees of freedom in
H1,2 from 4 to 2, imitating the strategy for the 2-dimensional torus T(k1 ,k2 ) . Some of these
steps will have to happen simultaneously, as we will see shortly.
We will now make this more precise, and start with a few more notations. Define

d i (t) = d(Ci (t), H1,2 (t + 1)) and

i
d⊥
(t) = d(Ci (t), H1,2 (t + 1)⊥ ),

where d(·, ·) denotes the usual graph distance. With these notations, the strategy outlined
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above can be expressed as follows:
Each set of cops, both the chasing and the restricting cops, goes through two phases in
which they follow two different strategies, independent of the other set of cops. The first
phase is a greedy algorithm. At time t, the chasing cops move in any way that decreases
d 1 (t) and d 2 (t), respectively, whereas the restricting cops Ci move in any way that
i (t). To simplify notation, let us also write
decreases d⊥

δi (t) =



 d i (t) if

i ∈ {1, 2}


 d i (t) otherwise.
⊥
Hence, in the first phase of the algorithm, each cop Ci moves in any way that decreases
δi (t). In case this distance is 0 already for a cop – but not for all the other cops in his
group as well – this cop can either stand still or move anywhere in the hyperplane he
aimed to reach (i.e. keeping δi (t + 1) = 0). As we do not examine the efficiency of the
algorithm, this is of no importance to us. Call the time at which δ1 (t) = 0 = δ2 (t) happens
for the first time T0 and the time at which δi (t) = 0 for all i > 2 happens for the first time
T0⊥ , if they are finite. Before continuing to describe the second phase of the algorithm, we
will first show that at least one of T0 and T0⊥ has to be finite.
Note that whenever the robber moves inside H1,2 (t) in step t + 1, we have
n+1

n+1
i

∑ δ (t + 1) < ∑ δi(t);

i=3

i=3

whenever the robber moves inside H1,2 (t)⊥ in step t + 1, we have
δ1 (t + 1) + δ2 (t + 1) < δ1 (t) + δ2 (t);

and when the robber does not move at all both inequalities are valid. Hence, by
i
1
2
assumption, and by the fact that ∑n+1
i=3 δ (0) and δ (0) + δ (0) are bounded by finite

numbers that depend on the size of the torus, after finitely many steps we will have the one
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of those two sums hits 0, which implies that
o
n
t ≥ min T0 , T0⊥ .

We will refer to the set of cops that reached the end of the first phase of their algorithm
first by C1 and to the other set of cops by C2 .
As soon as time T0 respectively T0⊥ is reached, the second phase of the algorithm starts
for C1 , while C2 continues to follow their original strategy. For the chasing cops, the next
aim is to decrease the degree of freedom of the robber on the 2-dimensional hypertorus
H1,2 (t) from 4 to 2, in such a way that one of the two chasing cops on this hypertorus
remains free. This can be achieved by the two chasing cops following the beginning of the
strategy used in Theorem 3.2.13, applied to H1,2 (t).
For the restricting cops, the second phase of the algorithm consists of restricting the
robbers movement such that he can no longer change the last n − 2 coordinates of his
position, i.e. tying him to H1,2 (t). This can be achieved by the restricting cops following
the same strategy that is used by n − 1 cops to capture a robber on a (n − 2)-dimensional
torus, which exists by induction, applied to H1,2 (t)⊥ . We call those strategies the main
strategies of the respective sets of cops. To make notation easier for the rest of this
paragraph, we will just write H(t) for the hypertorus containing the robber towards which
the cops in C2 are moving, hence H(t)⊥ is the hypertorus containing the cops from C1 .
Every time the robber leaves H(t), i.e. he either stays or moves on H(t)⊥ , the cops from
C1 can execute one more step from their main strategy. Hence he can only do this finitely
often, or he will either be captured – if C1 are the restricting cops – or the number of his
degrees of freedom will be decreased by 2 with only one cop less being free than before –
if C1 are the chasing cops – which in any case guarantees capture by induction. Note that
whenever the robber stays on H(t), the cops from C1 imitate his step in order to ensure
that they don’t change their relative positions to the robber, allowing them to continue the
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capture strategy next time he moves inside H(t)⊥ again. Moreover, whenever he does this,
the cops from C2 can, as above, decrease the cumulative distance. As the robber has to do
this all but finitely many times, this means that after finite time, all cops from C2 will
reach H(t), i.e. we will have δi (T ) = 0 for all i for some T . This also implies that both T0
and T0⊥ are finite.
As soon as t = T , the set C2 enters the second phase of their algorithm, so both sets of
cops follow their main strategy. Thus at each time step t ≥ T , the set of cops that is on the
hypertorus which the robber just left, which are those cops Ci that then have δi (t) = 1, will
imitate his step, whereas the other set of cops will execute one move of their main
strategy. As both strategies for themselves only require a finite number of steps, and as the
robber can not leave both H1,2 (t) and H1,2 (t)⊥ at the same time, this implies that either the
restricting cops will capture the robber after finite time, or the chasing cops will decrease
the amount of degrees of freedom of the robber by two, with only one less cop being free
than before. This implies by induction that the robber will be captured, which finished the
induction step for m active dimensions.
Let us now turn to the case where the 2m degrees of freedom are distributed over
m + 1 dimensions. without loss of generality assume n = m + 1. This means that the
robber can freely move in m − 1 different dimensions, and that there are two further
dimensions in each of which the robber can freely move in one direction. without loss of
generality assume these are e1 and e3 in positive direction. Choose one of them, without
loss of generality e1 , and one of the remaining m − 1 directions, without loss of generality
e2 , and define H1,2 (t) as before. The proof proceeds very similarly to the above case.
Again, we choose 2 cops, without loss of generality C1 and C2 , that aim to reach H1,2 (t),
whereas the others aim to reach H1,2 (t)⊥ . The first two cops then again try to restrict the
number of degrees of freedom of the robber on H1,2 (t), but this time from 3 to 1, whereas
the remaining cops will tie the robber to H1,2 (t) for t ≥ T for some T . The proof now goes
through exactly as above, with the exceptions that the first two cops follow a slightly
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different strategy. We will describe this strategy on a two-dimensional torus, on which the
robber can only move in three out of the four possible direction. without loss of generality
assume he can not move in negative e2 -direction. Then the cops will just move in negative
e2 -direction, i.e. in exactly that direction in which the robber can not move, until one of
them hits a free planar diagonal, thus reducing the number of degrees of freedom of the
robber by 2. This will happen eventually, even if only one cop moves, as can be seen
easily:
Let d1 (t) = d(ci1 (t), r1 (t)) be the initial distance in e1 -direction between an arbitrary
cop Ci and the robber R, and let d2 (t) be the distance between them in e2 -direction,
measured in positive direction from the robber’s point of view. That is, even if the way in
negative direction from the robber’s point of view is shorter. Note that the cop reaches a
free diagonal as soon as d1 (t) = d2 (t). If initially d1 (t) ≤ d2 (t), the cop can move in
positive e2 -direction until this aim is reached, as this decreases d2 (t) and the robber can
not increase it again. But now note that a free diagonal is also reached if
d1 (t) = d2 (t) + a · m for some a ∈ N, and that this will be reached with the same strategy
as above for some a eventually.
This result, combined with the lower bound established before, immediately implies
the result on cop numbers for nun-degenerate tori.
Proof (of Theorem 3.3.2): The result follows immediately from Lemmas 3.3.3 and
3.3.5.
To prove Theorem 3.3.1, we will now allow degenerate tori, where we follow the
notion used above and denote by q the number of sides of length 2. As the result suggests,
we will distinguish between the cases of even and odd q, where the first one is very easy to
deal with due to the fact that C2  C2 = C4 . Hence two directions of length 2 collapse to
one dimension of length 4, and the torus turns out to actually be a lower-dimensional,
non-degenerate one. Thus, from Theorem 3.3.2, it follows immediately that in this case
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c(T ) = n + 1 − 2q . So the only actual degenerate case is the one with an odd number of
dimensions of length 2, where all but one of those can again be collapsed to half the
number of dimensions with side length 4. So to prove the last bit of Theorem 3.3.1, it
suffices to show the following lemma.
Lemma 3.3.6. Let T ∈ Tn be an n-dimensional torus where exactly one side has length 2.
Then the cop number of T is c (T ) = n.
Proof. The case T = C2 is trivial, so let us from now on assume that n ≥ 2.
It is clear that c (T ) ≥ n, by a regularity argument similar to the one made for
non-degenerate tori, namely by the fact that each cop can guard at most 2 neighbouring
vertices of the robber, and the fact that each vertex in T has degree 2n − 1. To see that
c (T ) ≤ n, we will first analyse the case n = 2 and then use this to give a general strategy.
If n = 2, we will view T as two connected layers of a non-degenerate 1-dimensional
torus T0 in the obvious way and refer to the two layers as the top and the bottom layer. The
2 cops can capture the robber as follows: They start by positioning themselves such that
their coordinates in direction 1 are the same, but such that they are different in direction 2.
This puts them on neighbouring vertices in the two different layers of the torus. Once the
robber has chosen his spot, one cop always moves in negative and one cop always moves
in positive e1 -direction, unless the robber sits directly next to one of them. Note that a cop
always guards the vertex he is on and the respective vertex in the other copy of T0 at the
same time, as those two vertices are always neighbours. It follows that, at some point, the
situation will occur where it is the robber’s turn to move, and he sits on a vertex adjacent
to a cop in the same layer, and he must stand still or move next to or above respectively
below the other cop. Whatever he does, it will result in capture by the cops.
Now we turn our attention to the case n > 2. we will again give a strategy for the cops
to catch the robber.
We will view T as two connected layers of a non-degenerate (n − 1)-dimensional torus
T0 in the obvious way and refer to the two layers as the top and the bottom layer. The cops
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start by positioning themselves all in the same layer, without loss of generality the bottom
layer, in any fashion. To optimise the capture time these positions would of course have to
be chosen carefully. The robber can of course choose to start in any of the two layers, and
also change between the two layers whenever he wants. When he sits on a specific vertex
v ∈ T0 in any of the two layers, we will refer to that vertex in the bottom copy as his
shadow – so in case he is in the bottom layer himself, the robber’s position and his shadow
are identical, otherwise his shadow lies directly below him.
The cops’ algorithm will again consist of two phases. The first phase is for the cops to
catch the robber’s shadow in T0 following the strategy for an (n − 1)-dimensional torus,
which is possible by Theorem 3.3.2. Once this has happened, the cop that captured the
shadow will always stay in the shadow of the robber, i.e. he will imitate the moves the
robber does in the top layer in the bottom layer. Obviously, this results in the robber not
being able to leave the top layer any more, and also it forces him to move in every time
step, otherwise the cop below him will capture him. All the other cops will move to the
top layer as soon as the shadow is caught, and from then on stay there and adapt a new
strategy. This starts exactly as the original strategy for non-degenerate tori, adapted to the
top layer T0 , i.e. just as in Theorem 3.3.5, they will occupy planar diagonals in T0 one by
one and thus take away degrees of freedom of the robber. A close inspection of this
strategy shows that this will eventually result in the cop having no more degree of
freedom, but none of the cops in the top layer is free anymore. However, this is not a
problem, as the robber is forced to move. Thus with every step he has to go towards some
direction, and this will allow at least one of the cops in the top layer to come closer to the
robber, following the same arguments we used to make the definition of a free diagonal.
So after a finite number of steps, he can not move any more in the top layer without being
captured – but if he stays, the cop following his shadow will capture him.
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[21] É. Hosszu, J. Tapolcai, and G. Wiener. On a problem of Rényi and katona. In Proc.
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