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Abstract
A general framework to combine numerical homogenization and reduced order model-
ing techniques for partial differential equations (PDEs) with multiples scales is described.
Numerical homogenization methods are usually efficient to approximate the effective solu-
tion of PDEs with multiple scale. However, classical numerical homogenization techniques
require the numerical solution of a large number of so-called micro problems to approxi-
mate the effective data at selected grid points of the computational domain. Such compu-
tation become particularly expensive for high-dimensional, time-dependent or nonlinear
problems. In this paper we explain how numerical homogenization method can benefit
from reduced order modeling techniques that allow to identify oﬄine and online com-
putational procedures. The effective data are only computed accurately at a carefully
selected number of grid points (oﬄine stage) appropriately “interpolated” in the online
stage resulting in a online cost comparable to a single scale solver. The methodology is
presented for a class of PDEs with multiple scales, including elliptic, parabolic, wave and
nonlinear problems. Numerical examples, including wave propagation in inhomogeneous
media and solute transport in unsaturated porous media illustrate the proposed method.
Keywords. multiscale method, reduced basis, oscillatory PDEs
AMS subject classifications. 65N30, 74Q05, 74Q10, 74Q15
1 Introduction
The use of multiscale models throughout engineering is nowadays ubiquitous. For exam-
ple, fluid flow problems in heterogeneous media, the characterization of material properties
such as conductivity, deformation or crack propagations in composite materials, or chemical
processes in biology all need mathematical models taking into account different physical pro-
cesses at different scales. While in some applications different physical models might be used
on different scales (quantum mechanics, molecular mechanics or continuum mechanics), we
will focus in this contribution on physical models described by partial differential equations
(PDEs) with multiple scales.
Consider therefore a family of PDEs with appropriate boundary conditions
Lε(u
ε) = f (1.1)
parametrized by ε, where uε : Ω −→ R and Ω is an open subset of Rd, 1 ≤ d ≤ 3. The
parameter ε emphasizes the multiscale nature of the above family of PDEs, and represents
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a typical microscopic length scale of a heterogeneity in the system (oscillatory source term
f ε or multiple microscopic length scale considered by indexing the family of PDEs by ε =
(ε1(ε), . . . , εN (ε)) could be considered as well).
Numerous numerical techniques such as the finite element method (FEM), the finite
difference method (FDM) or the finite volume method (FVM) are nowadays available for
the numerical discretization of (1.1). A major issue, however, is the need to resolve the
finest length scale in the problem leading to a typical grid or mesh size h < ε. For example
thermal management of multiphase composite with typical microstructures of about hundred
micrometers would need a mesh of several billions points for a three-dimensional computation
with a material of size O(1). Fortunately, appropriate averaging techniques such as the
homogenization method have been developed in the past several decades [1, 2, 3, 4, 5, 6,
7] that allow for alternative numerical strategies. In these approaches, one characterizes
the limit uε (or the limit of an appropriate flux of uε) as ε goes to zero and identifies an
averaged equation L0(u
0) = f for the identified limit u0. Several questions then arise such
as whether the sequence uε converges and in which sense, whether the limit function (if
it exists) solves a PDE, whether this PDE can be determined and finally whether u0 is a
good approximation of uε. The rigorous treatment of these questions is at the core of the
mathematical homogenization theory.
The homogenization theory is also at the core of most of the numerical methods for PDEs
with multiple scales. We mention for example
• methods that supplement oscillatory functions to a coarse FE space, pioneered by
Babusˇka and Osborn [8], generalized through the so-called multiscale finite element
method (MsFEM) [9], developed since then by many authors (MsFEM using harmonic
coordinates [10],[11], see [12] for a survey and additional references),
• methods based on the variational multiscale method (VMM) introduced in [13] and
the residual free bubble method (RFB) [14] that are closely related to MsFEM type
strategy for homogenization problems [15],
• methods based on the two-scale convergence theory and its generalization [3, 16] as
proposed in [17] and developed in [18] using sparse tensor product FEM,
• projection-based numerical homogenization method based on projecting a fine scale
discretized problem into a low-dimensional space and eliminating successively the fine
scale components [19, 20],
• numerical homogenisation methods that supplements effective data for coarse FE com-
putation and approximate the fine scale solution via reconstruction such as the hetero-
geneous multiscale method (HMM) [21, 22] or related micro-macro methods [23, 24, 25,
26].
In this paper we focus on the aforementioned HMM. In the context of multiscale PDEs,
this method relies on the following steps
• a macro scale method such as the finite element method (FEM), the finite difference
method (FDM), or the finite volume method (FVM) defined on a macroscopic trian-
gulation TH of the physical domain Ω = ∪K∈THK. The macro scale method solves an
upscaled partial differential equation LH(u
H) = f , where LH is an a priori unknown
approximation of L0 recovered from microscale computations.
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• constrained micro simulations defined on a microscopic triangulation Th of sampling do-
mains Kδj = xKj + δY , where Y = (−1/2, 1/2)d, δ ≥ ε, and xKj ∈ K are appropriate
quadrature points. The microscale method solves a problem involving the original dif-
ferential operator Lε(·) usually with zero forces and with boundary conditions imposed
from the macro state uH .
Our main aim is to present a reduced order modelling technique, that can be combined
with numerical homogenization techniques such as the HMM, to address the complexity
issue of the classical numerical homogenization methods. This method, called the reduced
basis finite element heterogeneous multiscale method (RB-FE-HMM), has been introduced
in [27], combined with adaptive macroscopic methods in [28] and generalized for a class of
nonlinear problem in [29]. In this contribution, we want to review the RB-FE-HMM and
present an unified framework for this method by explaining its use for a variety of problems,
including multiscale elliptic, parabolic and wave equations and a class of non-linear elliptic
or parabolic multiscale problems. In the RB-FE-HMM, a low dimensional subspace, the
so-called reduced basis (RB) space is constructed in an oﬄine stage by a greedy algorithm.
The oﬄine stage is only performed once and the outputs can be repeatedly used for many-
query contexts in a co-called online stage, where the unknown effective parameters of the
macroscopic solution are computed in the RB space. The moderate dimension of the RB
space result in a computational cost for the online stage often comparable to a single scale
FEM. As demonstrated in the numerical examples, the RB-FE-HMM presents significant
efficiency advantage over the FE-HMM and can be easily combined with different model
problems and macro solvers.
This paper is organized as follows. In Section 2, we introduce several model problems con-
sidered in this paper and briefly review the homogenization theory. The FE-HMM framework
is reviewed in Section 3 for the various model problems and in Section 4 we present a priori
error estimates and a complexity analysis for the FE-HMM. We present the RB-FE-HMM in
Section 5 with a uniform description for all the model equations. The proposed reduced order
modeling strategy is then tested in Section 6 at several numerical examples, including wave
propagation in inhomogeneous media and solute transport in unsaturated porous media.
2 Model problem, homogenization and FE-HMM
In this section we describe various PDEs with highly oscillatory coefficients and discuss briefly
the averaging procedure called homogenization.
Our physical domain will always be a bounded polyhedron Ω in Rd with d ≤ 3. In order
to explain our methodology we consider second-order linear elliptic equations of the form
−∇ · (aε(x)∇uε(x)) = f(x) in Ω,
uε(x) = 0 on ∂Ω, (2.2)
where f ∈ L2(Ω). Here we choose a zero Dirichlet boundary condition for simplicity.
We will then explain how the same methodology can be applied to the following PDEs
with appropriate initial and boundary conditions
• linear parabolic equations
∂uε(x, t)
∂t
−∇ · (aε(x)∇uε(x, t)) = f(x, t) in Ω× [0, T ], (2.3)
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• linear wave equations
∂2uε(x, t)
∂t2
−∇ · (aε(x)∇uε(x, t)) = f(x, t) in Ω× [0, T ], (2.4)
• nonlinear elliptic equations
−∇ · (aε(x, uε(x))∇uε(x)) = f(x) in Ω, (2.5)
• nonlinear parabolic equations
∂uε(x, t)
∂t
−∇ · (aε(x, uε(x, t))∇uε(x, t)) = f(x, t) in Ω× [0, T ]. (2.6)
In the above equations, aε is a linear or nonlinear tensor that oscillates rapidly in space
at the scale ε, which denotes a small scale in the problem such as the size of a typical
heterogeneity under consideration in a porous medium, or the size of a typical microstructure
in a composite material, etc. Solving any of the above equations by a standard FEM (or
any other numerical method) requires, for small ε, a very fine meshsize h < ε leading to a
prohibitive computational cost.
2.1 Homogenization
In mathematical homogenization, one aims to describe an averaged equation corresponding to
one of the class of PDEs with rapidly oscillating coefficients described previously. We describe
briefly the homogenization procedure for the elliptic equation (2.2) and comment on similar
techniques for the other equations. The formal approach based on asymptotic expansion
consists in postulating an expansion uε(x) = u0(x, x/ε)+εu1(x, x/ε)+ε2u2(x, x/ε)+. . . for the
solution of (2.2). Here we assume that aε is locally periodic, i.e., aε(x) = a(x, x/ε) = a(x, y)
is y-periodic in Y (usually Y is taken as the unit cube (−1/2, 1/2)d) and correspondingly,
we assume that the functions ui(x, x/ε) = ui(x, y) are periodic in the second variable).
Inserting the asymptotic equation in the original PDE and identifying the power of leads
to an averaged (homogenized) PDE depending on an averaged tensor a0(x) that no longer
depends on ε. For each macro location x, the explicit formulas of a0(x) depending on the
solution of a so-called cell-problem (also referred as a micro problem in this paper) are
available for locally periodic problems. The solution u0(x) of the homogenized PDE is called
the homogenized solution [2]. To make this formal computation rigorous, one can use Tartar’s
method of oscillating test functions [30] (see also [2]) to show that uε ⇀ u0 weakly in H10 (Ω),
aε∇uε ⇀ a0∇u0 weakly in (L2(Ω))d.
Departing from the locally periodic case, there exists more general theory such as the
H−convergence [30]. As a starting point, we have to consider a family of equations, cor-
responding to a family of tensors tensors aε indexed by ε, that are uniformly elliptic and
bounded, i.e., there exist positive λ,Λ ∈ R such that for any ξ ∈ Rd
λ|ξ|2 ≤ aε(x)ξ · ξ, |aε(x)ξ| ≤ Λ|ξ|, a.e. x ∈ Ω, ∀ ε > 0. (2.7)
The H−convergence ensures then the existence of a subsequence of the matrices aε and a
homogenized tensor a0 (again uniformly elliptic and bounded) such that for the correspond-
ing subsequence, uε and aε∇uε converge weakly to u0 in H10 (Ω) and weakly to a0∇u0 in
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(L2(Ω))d, respectively. For non-periodic oscillating tensors, the homogenized tensors a0(x)
are in general not known in an explicit form. Similar averaging procedure exist for the mul-
tiscale problem (2.3)-(2.6), see [2, 5, 31, 32]. For a practical solution, one has to rely on
numerical approximation. The numerical methods that we describe below do not rely on a
periodic tensors. The scale separation seems required for our numerical strategy to make
sense. However the case of locally periodic tensors will sometimes be considered to derive a
complete numerical analysis for the proposed multiscale method. Already in this situation,
the determination of the homogenized tensor a0(x) depends on the macro location x ∈ Ω
and we thus have an infinite number of cell problems to solve to obtain a0(x) and a proper
approximation of a0(x) is required.
3 Numerical homogenization, micro-macro methods
We now present a numerical homogenization method, called the finite element heterogeneous
multiscale method (FE-HMM) [33, 34], that is able to compute an approximation of the
homogenized solution u0(x), relying on a finite number of cell problems chosen in such a way
that the overall computation is efficient and reliable. In a second step, an approximation of
the fine scale solution uε can be obtained by a reconstruction procedure.
3.1 Main ingredients
Assume for simplicity, that Ω is a polyhedral domain in Rd, d ≤ 3 and consider a shape-
regular family of partitions {TH} of Ω in simplicial or quadrilateral elements K ∈ TH of
diameter HK where we denote H := maxK∈TH HK . As H is not required to be smaller or
even commensurate to ε, we call this triangulation a macroscopic triangulation of Ω. In its
simplest form the FE-HMM relies on the following ingredients
1. a macroscopic FE method based on a macroscopic triangulation of Ω,
2. a quadrature formula on each macroscopic element K of the macroscopic triangulation,
3. microscopic FE methods defined on sampling domains around the integration points in
K used to recover the effective parameters (e.g., macroscopic conductivity) around the
integration points.
We next describe the different ingredients listed above. A commonly used macroscopic
FE space is given by
VH(Ω) = {vH is continuous on Ω, vH = 0 on ∂Ω; vH |K ∈ R`(K), ∀K ∈ TH},
where R`(K) is the space P`(K) of polynomials on K of total degree at most ` if K is a
simplicial FE, or the spaceQ`(K) of polynomials onK of degree at most ` in each variable ifK
is a quadrilateral FE. We note that for some problems for which mass conservation is required,
other macroscopic FE space should be used. We mention for example the discontinuous
Galerkin FE-HMM proposed and analyzed for elliptic problem in [35] and for advection-
diffusion problem (with possible high Peclet number) in [36].
For each elementK of the macro partition we consider a quadrature formula (ωKj , xKj )j=1,...,J
with weights ωKj and nodes xKj fulfilling classical assumptions (see Section 4 and [37]).
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Finally the microscopic FE method is defined as follows. Define for each quadrature node
xKj a sampling domain Kδj = xKj + δY . On this sampling domain we consider a simplicial
micro mesh Th and the micro finite element space Vh(Kδj ) defined by
Vh(Kδj ) = {zh ∈W (Kδj ) | zh|T ∈ Rq(T ), ∀T ∈ Th}, (3.8)
where the choice of W (Kδj ) determines the boundary conditions used for computing the
micro functions vhKj . We consider two different spaces:
• periodic coupling: W (Kδ) = W 1per(Kδ) =
{
v ∈ H1per(Kδ) |
∫
Kδ
v dx = 0
}
;
• Dirichlet coupling: W (Kδ) = H10 (Kδ).
The micro problems depend on the specific problem (2.2)-(2.6). For (2.2), given a macroscopic
function vH ∈ VH(Ω), we consider the linearization vHlin,j(x) := vH(xKj )+(x−xKj )·∇vH(xKj )
and the following problem: find vhKj such that v
h
Kj
− vHlin,j(x) ∈ Vh(Kδj ) and∫
Kδj
aε(x)∇vhKj (x) · ∇zh(x)dx = 0 ∀zh ∈ Vh(Kδj ). (3.9)
3.2 The FE-HMM for linear problem
At the macroscopic level, the numerical method is defined as follows: find uH ∈ VH(Ω) such
that
BH(u
H , vH) =
∫
Ω
fvHdx ∀vH ∈ VH(Ω), (3.10)
where
BH(v
H , wH) :=
∑
K∈TH
J∑
j=1
ωKj
|Kδj |
∫
Kδj
aε(x)∇vhKj (x) · ∇whKj (x)dx. (3.11)
In (3.11) vhKj (respectively w
h
Kj
) denotes the solution of the micro problem (3.9). The following
reformulation of the above macro problem is useful for the analysis of the method, namely
BH(v
H , wH) =
∑
K∈TH
J∑
j=1
ωKja
0,h(xKj )∇vH(xKj ) · ∇wH(xKj ), (3.12)
where (
a0,h(xKj )
)
mn
=
1
|Kδj |
∫
Kδj
aε(x)(∇ψhτ (x) + em) · endx, (3.13)
with τ = (xKj ,m) and ψ
h
τ ∈ Vh(Kδj ) and ψhτ +xm is the solution of (3.9) that can be rewritten
as ∫
Kδj
aε(x)∇ψhτ (x) · ∇zh(x)dx = −
∫
Kδj
aε(x)em · ∇zh(x)dx ∀zh ∈ Vh(Kδj ) (3.14)
where em, m = 1, . . . , d denotes the canonical basis of Rd. For a proof of this equivalence
we note that vhKj − vHlin,j(x) can be represented by a linear combination of ψhτ (x), τ =
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(xKj ,m), m = 1, . . . , d (see [38] for details). We next explain how the FE-HMM can be
generalized for parabolic, wave and nonlinear equations. We only focus on the reformulation
of the form (3.12). We close this section by noting that for practical computation f(x) should
be replaced by an appropriate approximation fH(v
H) in a finite element space. Here and
in what follows we will work with exact right-hand side for simplicity. The FE-HMM for
parabolic homogenization problem (2.3) reads: find uH(t) : [0, T ]→ VH(Ω), such that
(∂tu
H(t), vH) +BH(u
H(t), vH) =
∫
Ω fv
Hdx ∀vH ∈ VH(Ω), (3.15)
while for the wave equation it reads: find uH(t) : [0, T ]→ VH(Ω) such that
(∂ttu
H(t), vH) +BH(u
H(t), vH) =
∫
Ω fv
Hdx ∀vH ∈ VH(Ω), (3.16)
where the bilinear form BH(·, ·) is defined by (3.12) for both problems and initial and bound-
ary conditions must be supplemented.
3.3 The FE-HMM for nonlinear problems
We start with the nonlinear homogenization problem (2.5). The FE-HMM reads: find uH ∈
VH(Ω) such that
BH(u
H ;uH , wH) =
∫
Ω
fvHdx = F (wH), ∀wH ∈ VH(Ω), (3.17)
where
BH(z
H ; vH , wH) :=
∑
K∈TH
J∑
j=1
ωKja
0,h
(
xKj , z
H(xKj )
)∇vH(xKj ) · ∇wH(xKj ). (3.18)
The component of the tensor a0,h
(
xKj , s) are defined as in (3.13) using (3.14), where in both
equations aε(x) must be replaced by aε(x, s). The parameter τ for ψhτ (x) now depends on
τ = (xKj , s,m).
Using Newton iterations for the nonlinear problem (3.17), we consider a sequence uHk , k =
0, 1, 2, 3, . . . satisfying the following iteration scheme,
∂BH(u
H
k ;u
H
k+1 − uHk , wH) = F (wH)−BH(uHk ;uHk , wH), ∀wH ∈ VH(Ω), (3.19)
where ∂BH(z
H ; vH , wH) := BH(z
H ; vH , wH) +B′H(z
H ; vH , wH), and
B′H(z
H ; vH , wH) :=
∑
K∈TH
J∑
j=1
ωKj∂sa
0,h
(
xKj , z
H(xKj )
)
vH(xKj )∇zH(xKj ) · ∇wH(xKj ),
where ∂sa
0,h denotes the derivative of a0,h with respect to the second variable.
Finally for nonlinear parabolic problems of the type (2.6) the FE-HMM read: find uH(t) :
[0, T ]→ VH(Ω), such that
(∂tu
H(t), vH) +BH(u
H(t);uH(t), wH) = F (wH) ∀wH ∈ VH(Ω). (3.20)
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4 A priori estimates, fine scale reconstruction and complexity
In this section we discuss a priori error estimates for the various FE-HMM methods introduced
above. First, we observe that appropriate conditions on the quadrature formula are needed to
ensure well-posedness of the macro problem and optimal convergence. The following assump-
tions are the usual requirement for single scale FEM with numerical quadrature (see [37]).
We consider nodes and weights {xˆj , ωˆj}Jj=1 on the reference element Kˆ (the corresponding
nodes and weights on element K ∈ TH are then obtained using a C1- diffeomorphism from
Kˆ to K)
(Q1) ωˆj > 0, j = 1, . . . , J ,
∑J
j=1 ωˆj |∇pˆ(xˆj)|2 ≥ λˆ‖∇pˆ‖2L2(Kˆ), ∀pˆ(xˆ) ∈ R`(Kˆ), λˆ > 0;
(Q2)
∫
Kˆ pˆ(xˆ)dxˆ =
∑J
j=1 ωˆj pˆ(xˆj), ∀pˆ(xˆ) ∈ Rσ(Kˆ), where σ = max(2`− 2, `) if Kˆ is a simpli-
cial FE, or σ = max(2`− 1, `+ 1) if Kˆ is a rectangular FE.
4.1 A priori estimates
The general methodology to estimate the error between the FE-HMM solution uH and the
homogenized solution u0 of any of the problems (2.2)-(2.6) is based on a decomposition in
macro, modeling and micro errors as described below (see also [39]). We first introduce
two auxiliary FE functions, namely u0,H , the solution of any of the homogenized problems
obtained by a FEM with numerical quadrature, and u¯H the FE-HMM solution of any of the
problems (2.2)-(2.6), but with a form B¯H obtained with exact micro functions. Both u
0,H
and u¯H are only introduced to analyze the various contribution to the error and we emphasize
that these solutions cannot be obtained in practical applications. Indeed to obtain u0,H one
needs to know the exact homogenized tensor that is not available in general and to obtain u¯H
one needs to know the exact solution of the micro problems. We then consider the following
decomposition
‖u0 − uH‖ ≤ ‖u0 − u0,H‖︸ ︷︷ ︸
emac
+ ‖u0,H − u¯H‖︸ ︷︷ ︸
emod
+ ‖u¯H − uH‖︸ ︷︷ ︸
emic
, (4.21)
where ‖ · ‖ stands for the L2 or H1 norms for elliptic problems, the L2([0, T ];H1(Ω)) or
L∞([0, T ];L2(Ω)) norms for parabolic problems, and the L∞([0, T ];H1(Ω)) or L∞([0, T ];L2(Ω))
norms for the wave problem. Of course, the rigorous analysis will depend on the type of prob-
lem under consideration, but one common feature is that variational crimes are committed in
the FE-HMM in the sense that the exact homogenized form B0(·, ·) differs from its numerical
counterpart BH(·, ·) and hence standard Galerkin orthogonality arguments fail. This compli-
cates the analysis specially for nonlinear problems [40, 41], non conforming FE discretization
[35, 36] or time-dependent problems [42, 43].
Another common issue is that the micro errors are transmitted to the macro scale resulting
in an error in the effective data. The so-called fully discrete analysis, first given in [33] for the
FE-HMM, gives an indication of the complexity of the numerical method and indicates how
to balance micro and macro mesh sizes in order to achieve a given accuracy with a minimal
computational cost.
Finally, the modeling error encodes the geometric error due to the mismatch between
macro computational domain size and the size of the micro period and the error done in
imposing (artificial) boundary conditions in the micro sampling domains (determined by the
choice of the micro FE space (3.8) that sets the coupling conditions between micro and
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macro FE functions). To be more specific, we mention the a priori error estimates for elliptic
problems obtained in [33, 39, 34].
Theorem 4.1 Let u0 be the homogenized solution corresponding to the problem (2.2) and
uH be the solution of problem (3.10). Assume that (2.7), (Q1), and (Q2) hold. Then,
under sufficient regularities of the tensor aε and the right-hand side f , we have the following
estimates
‖u0 − uH‖H1(Ω) ≤ C
(
H l +
(
h
ε
)2q
+ emod
)
, (4.22)
‖u0 − uH‖L2(Ω) ≤ C
(
H l+1 +
(
h
ε
)2q
+ emod
)
, (4.23)
where C is independent of H,h and ε.
The modeling error does not depend on the micro or macro mesh size. For locally periodic
coefficients it is possible to show that emod = 0 using a slightly modified FE-HMM (collocated
version) when δ/ε ∈ N and for the micro FE space subset of W 1per(Kδ). When δ/ε /∈ N and
W (Kδ) = H
1
0 (Kδ), one can show that emod ≤ C
(
ε
δ + δ
)
[34].
A priori error estimates similar to Theorem 4.1 have been obtained for parabolic problems
of the type (2.3) in [43], for nonlinear elliptic problems of the type (2.5) in [40, 41] and for
wave problems of type (2.4) in [42].
4.2 Fine scale reconstruction
While the numerical methods described in Sections 3.2 and 3.3 allow to compute an approx-
imation uH of the homogenized solution u0, they do not allow to approximate the fine scale
solution uε of (2.2)-(2.6) in the energy norms. We note however that in the L2 norm uH is
still a good approximation of uε due to the error estimate ‖uε − u0‖ ≤ Cε that holds for
sufficiently regular problems [5].
Using the FE-HMM, we can nevertheless recover a fine scale approximation of uε following
a post-processing procedure inspired by [44]. Let D ⊂ Ω be the region of the computational
domain where we want to approximate uε and assume that uH has been computed on Ω.
We start by explaining the reconstruction procedure for the linear problem 2.2. Define
then D ⊂ Dη ⊂ Ω, where dist(∂D, ∂Dη) = η and consider the following problem: find
uHh − uH ∈ Vh(Dη) ⊂ H10 (Dη) such that∫
Dη
aε(x)∇uHh · ∇zhdx = 0 ∀zh ∈ Vh(Dη).
The following error estimate is valid under appropriate regularity assumptions [34]∫
D
|∇(uε − uHh)|2dx ≤ C
η
(‖u0 − uH‖L∞(Dη) + ‖uε − u0‖L∞(Dη)) .
For locally periodic homogenization problem a simpler and cheaper reconstruction can be
obtained. Indeed, consider for example the FE-HMM with piecewise linear macro FE func-
tions and the micro functions uh− uH available in each Kδ (observe that for piecewise linear
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macro FEM, there is only one sampling domain per macro element). Next extend these micro
functions periodically in K (we denote this extension by uh,K) and consider the reconstruction
uHh(x) = uH(x) + uh,K(X), x ∈ K, ∀K ∈ TH . (4.24)
Assuming that Vh(Kδ) ⊂ W 1per(Kδ) and δ/ε ∈ N then the following error estimate hold
[33, 34]
‖uε − uHh‖H¯1(Ω) ≤ C
(
H +
h
ε
+
√
ε
)
,
where C is independent of H,h, ε and ‖u‖H¯1(Ω) =
(∑
K∈TH ‖∇u‖2L2(K)
)1/2
denotes a broken
semi-norm. This result is based on a corrector results for homogenization problems, i.e., a
function u1,ε such that uε ' u0 + u1,ε. For locally periodic problems, such functions u1,ε is
obtained from the solution of localized micro problems of the type (3.9) (in a periodic Sobolev
space) and the convergence results ‖uε− (u0 +u1,ε)‖H1(Ω) ≤ C
√
ε holds for smooth problems
[5].
For the nonlinear problem (2.5) a similar procedure can be employed [40, 41] thanks to
the results in [45, Sect. 3.4.2]. There it is shown that any corrector u1,ε for the linear problem
obtained from (2.5) by replacing aε(x, uε(x)) with aε(x, u0(x)), where u0 is the solution of
the corresponding homogenization problem, is is also a corrector for the solution uε of the
nonlinear problem (2.5) and that
∇rε → 0 strongly in (L1loc(Ω))d where rε(x) := uε(x)− u0(x)− u1,ε(x). (4.25)
Hence, a similar reconstruction as defined in (4.24) can be used and for locally periodic
problems assuming again Vh(Kδ) ⊂W 1per(Kδ) and δ/ε ∈ N we have
‖uε − uHh‖H¯1(Ω) ≤ C(H + h/ε+ ε) + ‖rε‖H¯1(Ω),
where C is independent of H,h, ε and rε is defined in (4.25).
4.3 Complexity
The convergence rates in Theorem 4.1 show a classical rate for the macro error and a better
than usual rate in the micro error (loosely speaking this is due to the fact the product of
micro functions enter in the bilinear form BH(·, ·), see [33, 46, 41] for details).
We next discuss the computational cost of the FE-HMM. If we denote Nmic the number
of degrees of freedom (DOF) in each space dimension for the discretization of the sampling
domain Kδj , we obtain h = δ/Nmic hence hˆ = (δ/ε) · (1/Nmic). By noting that δ scales with
ε (e.g., δ = Cε with C a constant of moderate size) we have hˆ = (C/Nmic). We next denote
by Mmic = O(hˆ−d) the number of DOF for the micro FEM and by Mmac, the number of
DOF of the macro FEM. The macro meshsize H and the micro meshsize hˆ are related to
Mmac and Mmic (for quasi-uniform macro meshes) as
H = O(M−1/dmac ), hˆ = O(M−1/dmic ).
and according to the a priori error estimates of Theorem 4.1 optimal macroscopic convergence
rates require
hˆ ' H `2q for the H1 norm, hˆ ' H `+12q for the L2 norm.
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with an induced complexity given by
H−d︸︷︷︸
Mmac
·H −d`2q︸ ︷︷ ︸
Mmic
·ns = (Mmac)1+
`
2q · ns for the H1 norm,
H−d︸︷︷︸
Mmac
·H
−d(`+1)
2q︸ ︷︷ ︸
Mmic
·ns = (Mmac)1+
`+1
2q · ns for the L2 norm,
where ns denotes the number of sampling domains per macro element K ∈ TH .
We first notice that the method is independent of the size of the oscillatory parameter ε.
This is in sharp contrast with classical FEMs that would require a computational cost that
scales with ε as O(ε−d). Second, it can be seen, as first noticed in [33], that the complexity
is superlinear with respect to the macro DOF. As an example, if we choose piecewise linear
simplicial FEs and assume that the complexity is proportional to the total DOF we obtain a
cost of O(M3/2mac) (H1 norm) and O(M2mac) (L2 norm).
Of course the method is well suited for parallel implementation as the micro problems
are solved independently. We also note that the memory requirement is proportional to
Mmac + Mmic only as the micro problem, being independent of one another, can be solved
one at a time. Finally, as investigated in [47], using spectral method or p-FEM for the micro
solvers can reduce the complexity of the FE-HMM down to a log-linear complexity. This
approach however requires high regularity of the oscillating tensor aε. Another tools allowing
for a reduction of the computational cost is the use of adaptive techniques at the macro scale.
Indeed, micro computations can be recycled in macro elements that are not refined, see [48].
5 Reduced order modeling numerical homogenization
The key issue that leads to a superlinear computational cost in a numerical homogenization
method such as the FE-HMM is the need of repeated computation of micro problems (3.14)
at each quadrature point. At the same time in view of Theorem 4.1, an increasing number
of micro DOF as the macroscopic mesh gets refined is needed. This issue has triggered the
development of a reduced order modeling strategy for the FE-HMM. The framework is built
on the so-called reduced basis methodology [49, 50, 51] first used in the context of numerical
homogenization in [52, 53] and for the FE-HMM in [27, 28, 29]. The new method is called
the reduced basis finite element heterogeneous multiscale method (RB-FE-HMM).
The main observation is the following: instead of computing micro problems in each
macro elements at the quadrature points, we identify in an oﬄine stage a small number N
of precomputed representative micro solutions to construct a reduced basis (RB) space. The
selected parameters τ which determine those representative micro solutions are selected by
greedy algorithm based on a large parameter training set (see Figure 1). A key tool in the
greedy algorithm is the use of a posteriori error estimator to select the parameter τ for which
the micro solutions vary the most.
The actual macro computation is done in an online stage, and the missing effective data
are computed at the required quadrature points of the macro elements K ∈ TH by solving
the micro problem in the pre-computed RB space (of dimension N) which leads to solving
small linear systems of size N ×N .
We see that for the RB-FE-HMM, the repeated micro FEM computation and micro mesh
refinement are avoided though the pre-computation of a fixed low dimensional approximation
space (the RB space). In addition, the RB space is independent of the macro solvers which
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Fig. 1: Selection of sampling domains in the oﬄine stage (pink color) where micro problems
are computed, among a random collection of sampling domains (training set).
can be repeatedly used with different macroscopic partitions and different types of problems
(static or evolutionary). In what follows, we give some details of both the online and the
oﬄine stages.
5.1 Oﬄine stage
We observe that the solutions of the micro problems for any of the problems (3.10), (3.16),
(3.17) or (3.20), depend on the parameter τ = (x,m) (linear problems) or τ = (x,m, s)
(nonlinear problem). To treat both cases at the same time, we will set τ = (κ,m), where κ = x
(linear case) and κ = (x, s) (nonlinear case). The fundamental condition for the efficiency of
the RB method is that the multiscale tensor aε(x, s) has an affine representation. We first
set a correspondence of an arbitrary sampling domain included in Ω namely Kδ = x + δy
with y ∈ Y = (−1/2, 1/2)d through the affine transformation
y ∈ Y 7→ Gx(y) = x+ δy ∈ Kδ. (5.26)
We can then map the tensors aε(x) or aε(x, s) into the reference domain Y = (−1/2, 1/2)d
ax(y) := a
ε(Gx(y)) (linear case), ax,s(y) := a
ε(Gx(y), s) (nonlinear case). (5.27)
When it yields no confusion we will simply write aκ(y) for either situation. A crucial as-
sumption for the RB methodology is that aκ(y) has an affine representation of the form
aκ(y) =
P∑
p=1
Θp(κ)ap(y), ∀y ∈ Y. (5.28)
For example, for a tensor of the form aε(x) = a(x, x/ε) = (α + x sin(x/ε))I, where I is
the d × d identity matrix and α a scalar, the above representation exists. When such an
explicit representation is not available, one can use a greedy algorithm, called the empirical
interpolation method (EIM), to approximate a nonaffine tensor by an affine one of the form
(5.28) (see [54]).
We next map the micro problem (3.14) (or its nonlinear version) for an arbitrary sampling
domain Kδ = x+ δy included in Ω to the reference domain Y by using the change of variable
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Gx(y) ∫
Y
aκ(y)∇ψˆhτ (y) · ∇zˆh(y)dy = −
∫
Y
aκ(y)em · ∇zˆh(y)dy ∀zˆh ∈ Vh(Y ), (5.29)
where τ = (κ,m) and ψhτ (Gx(y)) = δψˆ
h
τ (y).
We next choose a set of parameter D×{1, . . . , d}, where D is a compact subspace of Ω for
linear problems and a compact subspace of Ω×R for nonlinear problems. The construction of
the RB space is done in an oﬄine procedure, where a small number {τ1, . . . , τN} of represen-
tative micro problems with τi = (κi,mi) ∈ D×{1, . . . , d} are selected by a Greedy algorithm.
The corresponding FE solutions ψˆhτi(y) of the cell problem (5.29) for these selected parame-
ters will give the reduced basis functions ξˆi obtained from ψˆ
h
τ1 , . . . , ψˆ
h
τN
through normalization
and orthogonalization. Hence, we obtain the reduced basis space SN := {ξˆ1, . . . , ξˆN}.
Algorithm 5.1 (Oﬄine procedure) Define a training set ΞRB, an oﬄine tolerance tolRB,
and compute for a random selected τ1 ∈ ΞRB the fist RB function ξˆ1 =
fracψˆhτ1‖ψˆhτ1‖,
1. assume that S` := {ξˆ1, . . . , ξˆ`} is computed, compute eˆRB(τ) := ∇(ψˆhτ − ψˆ`τ ), ∀τ ∈ ΞRB,
where ψˆ`τ is the micro solution solved in S`;
2. if maxτ∈ΞRB ‖eˆRB(τ)‖L2(Y ) < tolRB, the oﬄine stage ends (appropriate data must then
be stored, see (5.31) and (5.33)); otherwise, continue with the next step;
3. select the next representative parameter τ`+1 = argmaxτ∈ΞRB‖eˆRB(τ)‖L2(Y ), and com-
pute the new basis function ξˆ`+1. Let ` = `+ 1 and go back to Step (i).
The oﬄine procedure is only operated once and the outputs can be repeatedly used for
the later online computation. Therefore, we require the micro FEM used in the oﬄine stage
to be very accurate so that the corresponding micro FE error emic does not affect the online
results.
We notice that the direct computation of eˆRB(τ) in Algorithm 5.1 can become quite
expensive due to the computation of highly resolved micro FE solution over a large training
set. This issue can be resolved by estimating ‖eˆRB(τ)‖L2(Y ) by an a posteriori error estimator
∆τ which can be computed by solving a few pseudo-FE solutions. The a posteriori estimator
for linear problems ∆lτ is designed in [27]. For nonlinear problem, some care is needed to
construct such estimators ∆nlτ which have been derived in [29] in a numerical homogenization
context. The following results have been obtained
‖eˆRB(τ)‖L2(Y ) ≤ C∆lτ , (linear problems),(‖eˆRB(τ)‖2L2(Y ) + ‖∂seˆRB(τ)‖2L2(Y ))1/2 ≤ C∆nlτ , (nonlinear problems).
We also emphasize that the a posteriori error can be used in the online stage to certify
the accuracy of the online solution. Appropriate procedure to compute the constant C are
available. For nonlinear problem, Newton iteration is applied and we thus need to have
control on the derivative of eˆRB(τ) with respect to the parameter s. A general result proved
in [55, 56] shows that if the best N -dimensional approximation of a subset of a Hilbert space
has a rapidly decaying projection error (e.g. exponential decay), then the N-dimensional
space obtained from the RB method enjoys the same projection error.
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5.2 Online stage
Compared to the FE-HMM, the advantage of the RB-FE-HMM is that in the online stage,
all the micro problems are solved in the same RB space SN with dimension N (usually
of moderate size). Thus the computational cost for the online stage is O(Mmac) and scales
linearly with the macroscopic DOF (assuming that the cost is proportional to the total DOF).
We next detail the online procedure. To obtain the numerical homogenized solution, we
still need to solve the macro problem either in form of (3.10) or (3.17). Now the unknown
homogenized tensor a0(κ) can be estimated by
(
a0N (κ)
)
mn
=
∫
Y
aκ(y)
(
∇ψˆNτ (y) + em
)
· endy. (5.30)
where ψˆNτ ∈ SN . By expending ψˆNτ =
∑N
i=1 βi,τ ξˆi and using the affine representation (5.28)
we can further write (5.30) into
(
a0N (κ)
)
mn
=
P∑
p=1
Θp(κ)
(
βτFp,n + (Gp)mn
)
, m, n = 1, . . . , d,
where βτ :=
(
β1,τ , . . . , βN,τ
)
. The matrices Fp,n and Gp are the oﬄine outputs defined as
(Fp,n)i =
∫
Y
ap(y)en · ∇ξˆi(y)dy, i = 1, . . . , N, (Gp)mn =
∫
Y
(ap(y))mndy, (5.31)
for m,n = 1, . . . , d.
In order to get the coefficients βτ , we need to solve the following cell problem:∫
Y
aκ(y)∇ψˆNτ (y) · ∇zN (y)dy = −
∫
Y
aκ(y)em · ∇zN (y)dy, ∀zN ∈ SN . (5.32)
Using (5.31), (5.28) and the following oﬄine output matrices for p = 1, . . . , P ,
(Ap)ij =
∫
Y
ap(y)∇ξˆi(y) · ∇ξˆj(y)dy, i, j = 1, . . . , N, (5.33)
equation (5.32) can be written as an N ×N linear system P∑
p=1
Θp(κ)Ap
βTτ = − P∑
p=1
Θp(κ)Fp,m. (5.34)
We note that the necessary data that needs to be stored at the end of the oﬄine stage
are only a few N × N matrices with low storage requirement. The linear system (5.34) is
independent of the macro partition or the macro solvers. Furthermore for linear multiscale
problems (5.34), it is independent of the right hand side function f in the multiscale model
equations nor does it depend on the boundary and initial conditions for time dependent
problems. Therefore, the oﬄine outputs can be used for various macroscale scenarios.
In comparison, the micro cell problems for the FE-HMM (3.14) are solved by the micro
FEM with the number of DOF Mmic ≈ Mmac. This triggers simultaneous micro and macro
refinement and leads to a significant computational overhead compared to the RB-FE-HMM.
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We will study this significant difference in the performance of the FE-HMM versus RB-FE-
HMM in the numerical example of Section 6.
Finally, we end this section by mentioning that the a priori error estimate of the RB-FE-
HMM is similar to the FE-HMM but with one more error term arising from the RB model
reduction, i.e.
‖uH,RB − u0‖ ≤ emac + emic + emod + eRB,
where uH,RB is the solution of (3.10) or (3.17) based on the RB-FE-HMM. Compared to
the FE-HMM, the errors emac and emod remain the same, but emic is much smaller due to
the oﬄine requirement that the representative micro problems are computed accurately. The
term eRB is bounded by the a posteriori estimator and therefore controlled by the given
oﬄine tolerance. This a posteriori error estimator can also be computed in the online stage
to certify the accuracy of the computed macro solution by quantifying the reduced basis error.
A priori estimate for eRB relies on appropriate assumption on best N -dimensional subspace
that minimizes the projection error of an arbitrary functions in the space of solutions of cell
problems, see [27, 29]. In practical computations, the RB-FE-HMM and the FE-HMM have
nearly the same accuracy, provided simultaneous refinement of macro and micro meshes is
implemented for the FE-HMM. In contrast, the computational cost for the online stage of
the RB-FE-HMM is comparable to the cost of a FEM for single-scale problems and yields
a substantial saving when compared to numerical homogenization methods such as the FE-
HMM.
6 Numerical examples
In this section, we illustrate the performance of the RB-FE-HMM on three numerical exam-
ples related to various models (2.2),(2.4),(2.6) presented in Section 2. In the first example, we
consider a stationary linear elliptic multiscale problem with a tensor displaying discontinuity
on the micro sampling domains. The simulation of wave propagation in an imhomogeneous
macro domain is treated in the second problem. In the last example, we consider a Richards
equation (a nonlinear problem) in a 3D heterogeneous medium, a widely used model to
evaluate the pressure head in soil infiltration models.
Computational settings. In the following numerical tests, we use a simplicial partition
of the computational domain and piecewise linear polynomial basis functions. The quadrature
points for the corresponding macro FEM are at the bary centers of the elements. All the
tests are performed in a single thread Matlab environment, based on the code presented in
[57]. The numerical convergence rates are presented in relative errors, e.g. ‖u
H−u0‖
‖u0‖ .
6.1 2D stationary problem with discontinuity on the micro domain
We consider in the macro domain Ω = [0, 1]2 a stationary problem of the form,
−∇ · (aε(x)∇uε(x)) = f(x), x ∈ Ω,
with a diagonal locoally periodic multiscale tensor with discontinuities illustrated in Fig. 2.
We set f(x) = 1 and pose a mixed boundary condition, i.e. uε(x) = 0, x ∈ {x1 = 0} ∪ {x1 =
1}, the normal derivative ∂uε∂n = 0, x ∈ {x2 = 0} ∪ {x2 = 1}.
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(a) aε11(x, x/ε) (b) a
ε
22(x, x/ε)
(c) aε11(x¯, x/ε) (d) a
ε
22(x¯, x/ε)
Fig. 2: Figure (a) and (b) illustrate the multiscale tensor in Ω with discontinuities where
ε = 0.05. Figure (c) and (d) represent a zoom of the multiscale tensor on a cell Y = x−x¯ε at
macro location x¯ = (0.5, 0.65) .
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Oﬄine stage. We conduct the oﬄine process following Algorithm 5.1. The oﬄine
settings and outputs are shown in Table 1. As can be seen that only 10 reduced basis
functions are needed to reach our given precision tolerance 10−10. At the end of the oﬄine
stage, necessary data (5.31), (5.33) are stored for later online use, as discussed in Section 5
(b). Due to the discontinuity of the affine representation in this example, we need to apply
the so-called successive constraint method (SCM) [50] to estimate the coercive factor α.
Table 1: Oﬄine settings and output for the discontinuous stationary problem.
Training set size 1000
Mesh 1000× 1000
tolRB 1e-10
RB Basis number 10
Oﬄine CPU time 6149 s
Online stage. Next we apply the RB-FE-HMM online procedure to obtain the numerical
homogenized solution uH,RB. Here, we use uniform macro meshes with sizes 16 × 16, 32 ×
32, 64 × 64, 128 × 128 and 256 × 256, respectively. The values of the unknown homogenized
tensor on the macro quadrature points are estimated using the RB obtained from the oﬄine
stage for any macro domain partition. In this test, we compare the RB-FE-HMM solution
uH,RB with the FE-HMM solution as the reference solution for u0 computed with a uniform
512×512 mesh as both macro and micro meshes. In Fig. 3 we show a loglog plot of the error
‖uH,RB − u0‖ in the H1 and L2 norms versus Nmac = M1/dmac where Mmac is the macroscopic
DOF. According to the RB-FE-HMM a priori error analysis [27], the errors in the H1 and
L2 norms decay with macro rates O(1/Nmac) and O(1/N2mac) as confirmed by the numerical
decay rates shown in Fig.3. As discussed in Section 5(b), the micro error emic of the RB-
FE-HMM is O((hε )2) which is O(10−7) in our setting and remains unchanged during all the
online procedures while the RB error eRB is bounded by the given tolerance tolRB. Therefore
both emic and eRB are negligible compared to emac.
8 16 32 64 128 256
10−6
10−4
10−2
N
mac
Er
ro
r
 
 
H1 error
y=x
L2 error
y=x2
Fig. 3: The a priori errors ‖uH,RB − u0‖H1(Ω) and ‖uH,RB − u0‖L2(Ω) versus Nmac as we
refine the macro mesh uniformly.
In Table 2, we present the CPU time comparison between the RB-FE-HMM and the
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FE-HMM. As we can see when the macro meshsize reaches 256 × 256, the RB-FE-HMM
online time is only 3% of the FE-HMM cost and even considering the oﬄine overhead, the
RB-FE-HMM is still more efficient than the FE-HMM. We conclude from this test that
the RB-FE-HMM proceeds a significant computational speedup compared to the FE-HMM
especially for relatively fine macro mesh.
Table 2: CPU time comparison between RB-FE-HMM and FE-HMM (Nmac = Nmic for the
FE-HMM). The oﬄine CPU time is 6149 s.
RB-FE-HMM FE-HMM
Mesh Online CPU Time (s) CPU Time (s)
8× 8 0.05 0.15
16× 16 0.13 0.99
32× 32 0.51 12.3
64× 64 2.1 195.6
128× 128 8.0 3226.4
256× 256 31.7 11112
6.2 Wave propagation in inhomogeneous media
In this example, we report numerical performance of the RB-FE-HMM for the linear mul-
tiscale wave equation (2.4). Here we consider a multiscale tensor that displays different
heterogeneity in three subdomains as shown in Fig. 4 (a), where we marked each subdomain
with one color and the multiscale tensor is diagonal and set as following,
aεii =
 e
−(x1−0.15)2−(x2−0.85)2 + 2.5(cos(pix2) + 1 + 2x1)(sin(2pixi/ε) + 2) x ∈ Ω1
(sin(6pix1) + 2)
−1 + (cos(pix2) + 1.1)(sin(2pixi/ε) + 2) x ∈ Ω2
0.25(x21 + x
2
2) + (3x1 + 1.5x2 + 0.3)(sin(2pixi/ε) + 2) x ∈ Ω3
We notice in Fig. 4 (b) that we have sharp media discontinuities across the different subdo-
main. We consider uε(x, 0) = 0.1e−((x1−1)2+(x2−1)2)/σ2 , with σ = 0.1 as the initial condition
and use zero Dirichlet boundary condition for simplicity.
Oﬄine stage. Due to the different media, we perform the oﬄine procedure in each
subdomain and obtain three sets of oﬄine basis functions which will be used in the online
stage to estimate the unknown data in the corresponding subdomains. The oﬄine settings
and outputs for this test are presented in Table 3.
Table 3: Oﬄine settings and output for the wave equation.
Subdomain Ω1 Ω2 Ω3
Training set size 1000 1000 1000
Micro mesh 1200× 1200 1200× 1200 1200× 1200
tolRB 1e-10 1e-10 1e-10
RB Basis number 10 8 6
Oﬄine CPU time 954 s 786 s 620 s
Online stage. Using the oﬄine outputs in the online procedure, we obtain the RB-FE-
HMM solution uRB shown in Fig. 5 (left pictures) at time t = 0, 0.1, and 0.2, respectively. For
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(a) Macro domain Ω (b) aε11(x) in Ω
Fig. 4: Heterogeneous medium with three different media having different wave speeds.
Figure (a) shows the initial macro partition on Ω and Figure (b) shows the multiscale tensor
aε in Ω for ε = 0.05.
the initial condition at time t = 0 we choose a Gaussian pulse. When the wave front reaches
the subdomain Ω3, a significant scattering occurs due to the small homogenized diffusion
coefficient in Ω3. We next compare our multiscale algorithm with a numerical solution by
using the local arithmetic average of the multiscale tensor aε(x) in each subdomain (see Fig.
5, right pictures). We can observe that the profiles of the two solutions differ significantly.
We finally compare the RB solution uH,RB to the standard FE solution obtained by
solving the homogenized equation with the corresponding explicit homongenized tensor. The
errors ‖ · ‖L∞([0,T ],L2(Ω)) and ‖ · ‖L∞([0,T ],H1(Ω)) are shown in Fig. 6. We can observe that the
errors decay with rates O(1/N2mac) and O(1/Nmac), which corroborates the analysis in [42].
6.3 Richards equation in an unsaturated soil domain
In the last example, we study a nonlinear parabolic multiscale problem similar to (2.6), known
as the Richards equation in subsurface flow modeling. The classical Richards equation models
the flow pressure head in an unsaturated media and is often combined with a mass trans-
portation equation in order to simulate pollutants distribution in unsaturated soil [58]. In the
literature on numerical simulations for Richards equation, the main study and experiments
are usually done for single scale problems. However, the soil often has a multiscale structure
due to the large scale range between the macro computational domain and the small pores
structure in the soil. The solution of a 3D multiscale Richards equation is thus a challenging
task, and we next discuss computational results obtained with the RB-FE-HMM.
We consider the following Richards equation in a 3D computational domain as presented
in Fig. 7,
Θ(uε)
∂t
= ∇ · (aε(x, uε)∇uε − e3)),
where uε is the pressure head of the pollutant flow and the water content function Θ(u) is
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(a) t = 0 (b) t = 0
(c) t = 0.1 (d) t = 0.1
(e) t = 0.2 (f) t = 0.2
Fig. 5: The RB-FE-HMM solution uH,RB for problem (2.4) at time t = 0, 0.1, 0.2 (left
figures), and FEM solution with arithmetic average of aε in the different subdomains (right
figures).
20
14 27 53 106
10−6
10−4
10−2
NMAC
Er
ro
r
 
 
H1 error
 N
mac
−1
L2 error
N
mac
−2
Fig. 6: H1 and L2 errors of uH,RB for the wave equation (2.4), where the reference solution
u0 is approximated by a single scale FEM using a resolved homogenized tensor.
Fig. 7: The heterogeneous soil, modeled as the 3D macro computational domain Ω. We
denote ΩTop the rough surface on the top of the soil medium.
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defined as
Θ(uε) = Θr + (Θs −Θr)(1 + |αuε|n)−m,
where the residual water content Θr, saturated water content Θs and α, n,m are model
parameters shown in Table 4.
Table 4: Model parameter setting based on the numerical examples presented in [59].
Parameter Test setting
Θr 0.368
Θs 0.102
n 2
m 1− 1/n
α -0.335
We next assume that the multiscale tensor is diagonal with entries defined as
a(x, uε)ii = 5K(u
ε)Ks(x)
(
Ks(x) +K
ε
s,i(x)
)
, i = 1, 2, 3
where
K(uε) = ((1 + |αuε|n)−m)((1 + |αuε|n)m − (|αuε|n)m)2,
Ks(x) = 0.3 sin(x1) sin(x2) + 0.8,
Kεs,i(x) = (0.1
√
|x2|+ 0.5)(sin(2pixi
ε
) + 2).
In order to show the variation of the pressure more clearly, we define the relative pressure
head as vε(x) = uε − x3 and therefore vε(x) satisfies
∂Θ(vε + x3)
∂t
= ∇ · (aε(x; vε + x3)∇vε(x)). (6.35)
We assume that the initial condition is vε(x, 0) = 0.1x3 − 0.5 and that on the top boundary
∂ΩTop of the domain Ω v
ε satisfies Dirichlet boundary condition vε(x, t) = 0.1x3 − 0.5, x ∈
∂ΩTop. Homogeneous Neumann boundary condition are set on all the other boundaries.
Homogenization for such problems has been studied in [60], where it is shown that the
homogenized Richards equation has the same form as (6.35) with an oscillating tensor replaced
by a homogenized one.
Oﬄine stage. As mentioned in Section 5(a), for this type of nonlinear problems we have
cell problems defined in (5.27) indexed by parameter τ = κ,m where κ = (x, s). We apply
the RB-FE-HMM technique to (5.29) with κ = (x, s). The oﬄine settings and outputs can be
seen in Table 5, where the parameter range of s is estimated by an oﬄine procedure proposed
in [61].
Online stage. The total evolution time we consider in this experiment is t = 3 and
we set the time step ∆t = 0.005 for the time integrator. We use the linearized Picard
scheme proposed in [62] and a macro mesh with 12304 DOF. The total RB-FE-HMM online
computational time is 4197s for 600 time steps and for each time step the CPU time cost
is about 6.5s. As for the CPU time comparison, we performed a computation with single
scale FEM with the same macro mesh, for which each time step computation took around 2s.
Therefore we can conclude that the RB-FE-HMM online time cost is comparable to a single
scale FEM (up to some constant). In Fig. 8, we show the evolution of v0(x, t) from t = 0 to
the final time t = 3, illustrating the variation of the pressure head in the soil domain.
22
Table 5: Oﬄine settings and outputs for Richards equation.
Parameter domain Ω× [−2, 0.5]
Training set size 5000
Solver DOF 8 000 000
tolRB 1e-10
RB Basis number 12
(a) t = 0 (b) t = 3
Fig. 8: The solution v0(x, t) at initial t = 0 and final time t = 3.
7 Conclusion
We have presented a unified framework to combine reduced order modeling techniques with
numerical homogenization methods for a variety of problems including linear and nonlinear
elliptic, parabolic and wave equations with highly oscillatory data. The reduced order mod-
eling technique, built on the reduced basis method, allows to precompute a representative
number of micro functions in an oﬄine stage. This precomputed reduced basis is then used
in an online stage to compute effective data for a homogenized model at arbitrary locations
in the computational domain. The use of reduced basis also allows the outputs of the oﬄine
stage to be repeatedly used for many-query contexts. The accuracy of this representative
basis is controlled by appropriate a posteriori error estimators in the oﬄine stage that also
permit to certify the accuracy of the online solution. We have shown that two issues in the
numerical approximation of PDEs with multiple scales are addressed by the RB-FE-HMM,
namely
• a computational cost independent of the size of the oscillatory parameter ε thanks to
the numerical homogenization techniques,
• a linear computational cost for the online stage obtained through the reduced basis
available for the online micro problems.
Finally, we have tested the numerical method on a variety of problems, including an elliptic
problem with discontinuous microscopic oscillatory data, wave propagation in inhomogeneous
media, and a three-dimensional infiltration problem in an unsaturated porous media. Sub-
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stantial computational saving are observed for the new reduced order modeling numerical
homogenization method when compared to classical numerical homogenization.
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