and a posteriori most probable signal estimates are derived. Correlated signals and noises are treated. This formulation yields a set of two matrix integral equations which must be solved for the optimum estimates.
For amplitude modulation, the problem reduces to that of finding a set of time varying filters which are, again, solutions to a matrix integral equation. Special cases such as two-receiver systems, quadrature modulation, and single-sideband have particularly simple representations and are considered in some detail. The problem is to find the set of a,(u), denoted by a;(U), such that the conditional probability p(d/~) is a maximum.
Let the joint probability p(ii, fi, f) be written
where ~(6, ii, 7) is the probability of the simultaneous realizations of T(U), B(U) and ii(u) in the interval t -T < u 5 t, and a similar definition holds for the other terms. Eq. 
Eq. (6) was obtained by integrating both sides of (4) with respect to ii and using the relationship of (1). l?or a given set of received waveforms, ~(7) is a conslant; therefore,
It is desired to maximize this expression with respect to the elements of 6.
ANALYSIS t Define C.?(U) to be a column vector and t,he associated covariance function matrix R(u, V) with elements
where E ( ] indicates the expectation of the bracketted quantity. It is apparent that R(u, v) can be partitioned as
It is convenient to use a multidimensional expansion recently introduced,' and to write where cp,(u) is a column vector of p + lc components,
If the g,(u) are the vector eigenfunctions of the matrix integral equation
t--T t#hen it can be shown' that these vectors up, are orthogonal in the sense that, after normalization and that the coefficients o(, are uncorrelated, i.e., 1 E {cyP~, ) = -6,,. hJ
Since the conditional probability p(~~/f) is proportional to the joint probability of the components of Z(U), P(fm -exp (-+ g ^,G).
(161 Therefore, in order to maximize p(a/~), it is sufficient to minimize the quantity czCl A,&. It is shown in the Appendix that It is now easy to minimize (16) 
where O(U) has been written for the expression
In the one-dimensional case, (22) and (23) reduce to those obtained by You1a.5
In principle, the a posteriori most probable demodulator has been found. It is only necessary to specify the form of modulation and the covariance functions of the signals and noises. In practice, the solutions to the equations may be prohibitively difficult depending on the form of modulation.
AMPLITUDE MODULATION
General forms of amplitude modulation produce relatively simple expressions for the specifying equations and will be considered in some detail. In these cases, the modulation matrix M is not a function of the signals a,(t) and can be written as M(u). Then, the received waveforms are 
IRE TRANSACTIONS
A compasison of (33) and (34) indicates the advantage of a two-receiver syst>em. Effectively, the signal level relative to noise is doubled.
Case 2-Multiplex X@ems
Various multiplex modulation schemes are used in communication.
They have the common chn,racteristic that more than one signal is transmitted simultaneously on a time or frequency sharing basis.l'
Quadrature 114odulation
One of the most familiar examples of multiplexing is Let the received waveform be quadrature modulation, which, in the formulation discussed here, has a particularly simple representation. It should be noted that the kernels of (39) and (40) are identical.
Single Sideband
Although single-sideband amplitude modulation is basically a one-dimensional problem, it can be conveniently treated as a special case of quadrature modulation. In this case, r(u) = cos w,ua(u) + sin wOuci(u> + n(u), Note that the integral equations (47a) and (47b) have kernels which are functions of the difference of two variables and can be solved easily by standard techniques.l* In order to obtain an indication of the forms of the optimum demodulators, we shall give an example with explicit solutions. Let R,(u) = A, % e-"'"' ,
t-Tlult,
where d(u), the Hilbert transform of a(u), is definedI by and the received waveform be given for the range -a to t.
Then, with a change in variables, (37) and (47a) become (4% a:(t) = In the case when the signal and noise are stationary, the s m W:(t, u)r(t -26) du (51) 0 representation simplifies even further. If we define and R(u) A E{a(t) a(t + u)), then the following relationships m are easily derived: s 
In this case, Wz(u, v) is of no interest since it gives the co5 w,t estimate of a(u). It should be noted that B,(u) is an odd function of u, and therefore, the kernel of (46) (57) h,,(u) -+ coO/?ce-"", h,z(u) 3 0 (58) to the first order in E.
2) E -+ a3 (noise power becomes negligible), 
In the same way as before, the optimum estimate 
and (6%
[@"(a' -1)" + 11,
K, = f12@ -I)' + ' , and 3 P(b'z-- 
For nonlinear forms of modulation such as FM and PM, the problem of optimum estimation cannot be reduced to that of finding a time varying filter. In general, one has to consider the solution of (20) for u*(u). Although this equation is not usually amenable to explicit solution, it is of a form that can be treated by analog techniques. Indeed, if feedback is allowed in the system, it essentially specifies the demodulator. Some work along this line has been initiated.*'
