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a b s t r a c t
The global bi-conjugate gradient (Gl-BCG) method is an attractive matrix Krylov subspace
method for solving nonsymmetric linear systems with multiple right-hand sides, but it
often show irregular convergence behavior in many applications. In this paper, we present
a new family of global A-biorthogonal methods by using short two-term recurrences and
formal orthogonal polynomials, which contain the global bi-conjugate residual (Gl-BCR)
algorithm and its improved version. Finally, numerical experiments illustrate that the
proposed methods are highly competitive and often superior to originals.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Some application problems require the solution of systems of linear equations with the same coefficient matrix and
different right-hand sides
Ax(i) = b(i), i = 1, . . . , s (1)
where A is an N × N real sparse nonsymmetric matrix, N is large and s ≪ N . Let X = [x(1), x(2), . . . , x(s)], B =
[b(1), b(2), . . . , b(s)]; then (1) can be written as
AX = B. (2)
The LU decomposition method is a very popular and efficient tool for solving the s given linear systems if the matrices are
of small size. We can compute the LU decomposition of A at a cost of O(N3) operations and then solve the system for each
right-hand at a cost of O(N2) operations. However, the LU decomposition method becomes very expensive if the matrices
are of large size. Most of the iterative methods, such as Krylov subspace methods, for the solution of nonsymmetric linear
systems with a single right-hand side may be used to solve (1) by solving the linear systems individually. But it does not
share the information during the solution of (1) for each right-hand side. Instead of solving each of the linear systems by
some iterative method, it is more efficient to use a block version and generate iterates for all the systems simultaneously.
Some block Krylov subspace methods for linear systems with multiple right-hand sides have been developed in the past
years. For symmetric and positive definite problems, O’Leary [1] presented the block conjugate gradient (CG) algorithm.
Nikishin and Yeremin [2] generalized the block CG algorithm and developed variable block CG algorithm. Haase and
Reitzinger [3] used block variants of the CG method and combined them with cache aware algorithms, and described the
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acceleration of algebraic multigrid methods for solving the linear systems (2). If the matrix is symmetric, an adaptive block
Lanczos algorithm and a block version of Minres method are devised in [4]. If the matrix is nonsymmetric, O’Leary [1]
proposed the block biconjugate gradient (Bl-BCG) algorithm for solving (2), see [5] for a stabilized version. The block version
of BiCGSTAB is presented in [6]. Based on the block Arnoldi process, the block generalized minimal residual (Bl-GMRES)
algorithm is established in [7] and studied by some authors [8–14]. Freund and Malhotra [15] developed the block quasi
minimum residual (BQMR) algorithm based on the block Lanczos process. By using matrix-valued orthogonal polynomials
and the Schur complement, Guennouni et al. [16] derived new block Lanczos-type methods such as block Lanczos/Orthodir
and block BIODIR algorithms. Some new results for blockMinimal residualmethodswhen applied tomultiple linear systems
are given in [17]. For the block methods, a deflation procedure is often presented to delete linearly or almost linearly
dependent vectors in the block Krylov subspaces generated during the iterations; see [15] for details. In [18], instead of
deflating the direction associated with almost converged solution, these are kept and reintroduced in next iterations if
necessary, then two criteria to delete inexact breakdowns are presented.
The seed methods are introduced by some authors to solve the matrix equation (1), see [19–21]. This class of methods
consists of selecting a single system (called the seed system), generating the Krylov subspace by the Arnoldi or Lanczos
process, and projecting the residuals of other systems onto the Krylov subspace. The procedure is repeated with another
seed system until all the systems are solved. The methods have been developed in [21,19]. The seed conjugate gradient
method and seed GMRESmethod are studied in [19,13], respectively. Lotstedt and Nilsson [22] proposed aminimal residual
interpolation method for linear systems with multiple right-hand sides. Recently, Golub et al. [23] presented a hybrid
approach combining Chebyshev filter and conjugate gradient for solving linear systems with multiple right-hand sides.
This technique is especially effective when the right-hand sides of (1) are not available at the same time.
Recently, the global Krylov subspacemethods have been generated byprojecting globally the initialmatrix residual onto a
matrix Krylov subspace. Using the global Arnoldi process, Jbilou et al. [24] presented the global full orthogonalizationmethod
(Gl-FOM) and the global GMRES method (Gl-GMRES) for the nonsymmetric matrix equation (2). Since then, some global
methods based on global Arnoldi or Hessenberg process have been used to solve linear systems with multiple right-hand
sides [25–27]. In the casewhere the coefficientmatrix A is diagonalizable, Bellalij et al. [28] obtained some new convergence
results of Gl-GMRES for nonsymmetric matrix equations. Gu and Yang [29] presented the global semi-conjugate direction
algorithm. Salkuyeh [30] considered the global conjugate gradient type methods for solving symmetric linear systems of
equations with multiple right-hand sides. Using global Lanczos process, Jbilou et al. [31] proposed the global biconjugate
gradient method (Gl-BCG) and developed one of the most effective variants of Gl-BCG, named as the global BiCGSTAB
algorithm (Gl-BiCGSTAB). In order to avoid multiplication by the transpose of a matrix, Zhang and Dai [32] introduced the
global conjugate gradient squared method (Gl-CGS) and its generalization [33], which also show better performance than
the Gl-BCG method.
The Gl-BCG algorithm can be regarded as an important basic method for solving nonsymmetric linear systems with
multiple right-hand sides. Gl-BCG has attractive short-term recurrences, and it is the basis for the successful variants such
as Gl-BiCGSTAB. Thismotivate us to find another basicmethodwith short-term recurrences. Being inspired by the idea of the
papers [34–39], extending Gl-CR algorithm to nonsymmetric systemswithmultiple right-hand sides, we derive a new global
algorithm called the global bi-conjugate residual algorithm (Gl-BCR), which is also a generalization of the bi-conjugate residual
algorithm (BiCR) [34,36,38]. In order to overcome multiplication by the transpose of a matrix, we present a new transpose-
free global method which is called the global conjugate residual squared algorithm (Gl-CRS). From our numerical experiments,
we will see this approach leads to smoother convergence behavior and converge faster than the Gl-BCG method as well as
its corresponding variants.Thus, we concluded that the proposed method offers an option for solving nonsymmetric linear
systems with multiple right-hand sides.
The remainder of the paper is organized as follows. In Section 2, we observe a way to derive the algorithms of Gl-CG,
Gl-CR and Gl-BCG. In Section 3, based on the above observation and formal orthogonal polynomials, we extend Gl-CR to
nonsymmetric linear systems with multiple right-hand sides and present the Gl-BCR algorithm, and then its properties
are discussed. In Section 4, the Gl-CRS algorithm and its variant are introduced. Section 5 is devoted to some numerical
experiments.
Throughout this paper, we use the follow notations. Let E = Rn×s for X and Y in E, we define the inner product
⟨X, Y ⟩F = tr(XTY ), where tr(Z) denotes the trace of the square matrix Z and XT denotes the transpose of the matrix X .
The associated norm is the well-known Frobenius norm denoted by ‖.‖F . For a matrix V ∈ E, the matrix Krylov subspace
Km is defined byKm = span(V , AV , . . . , Am−1V ), which is a subspace of E. A set of members of E is said to be F-orthogonal
if it is orthogonal with respect to the scalar product ⟨., .⟩F .
2. An observation of deriving Gl-CG, Gl-CR and Gl-BCG algorithms
Observing from the Gl-CR algorithm, the recurrence formulas used to update an approximation and a residual matrix are
the same as those used in Gl-CG and Gl-BCG algorithms. However, the computational formulas of recurrence coefficients
are different, and the coefficients are determined by the following conditions:
Rj⊥F W and APj⊥F W . (3)
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When A is symmetric, W = Kj(A, R0) leads to Gl-CG; W = AKj(A, R0) leads to Gl-CR.When A is nonsymmetric, W =
Kj(AT ,R0) leads to Gl-BCG, whereR0 = R0. Let X0 and R0 = B − AX0 denote the initial guess and corresponding initial
residual, respectively. The residual Rj produced by the Gl-BCG algorithm can be expressed as [31]
Rj = ψj(A)R0, (4)
where ψj(λ) denotes the corresponding Lanczos polynomial which holds the following two term recurrence relations,
ψ0(λ) = 1, φ0(λ) = 1, (5)
ψj(λ) = ψj−1(λ)− αj−1λφj−1(λ), (6)
φj(λ) = ψj(λ)+ βj−1φj−1(λ), for j = 1, 2, . . . . (7)
3. Global bi-conjugate residual algorithm (Gl-BCR)
In this section, we define formal orthogonal polynomials and propose the Gl-BCR algorithm.
Aswe can see in (3), a choice of subspaceW is needed to determine the computational formula of recurrence coefficients,
which results in different algorithms. Compared with the W for Gl-CG and Gl-BCG, the main difference is the transpose,
which shows a way to extend the Gl-CG algorithm to nonsymmetric linear systems with multiple right-hand sides. On the
analogy of the relation of Gl-CG and Gl-BCG, it is natural from the subspace for Gl-BCR that we choose
W = ATKj(AT ,R0).
Hence, the recurrence coefficients are determined by the following orthogonality conditions:
Rj⊥F ATKj(AT ,R0) ≡ Kj(AT , ATR0) (8)
and
APj⊥F ATKj(AT ,R0) ≡ Kj(AT , ATR0), (9)
whereR0 is chosen to be equal to P (A)R0, with P (t) an arbitrary polynomial of certain degree with respect to the variable
t andP0 =R0.
Since the Gl-BCR uses the same recurrence formulas as Gl-BCG for updating an approximation and a residualmatrix, then
the residual Rj for the Gl-BCR algorithm can also be defined by
Rj = ψj(A)R0, (10)
where ψj is a polynomial of degree jwith scalar coefficients satisfying ψj(0) = 1. The auxiliary matrices Pj,Rj andPj for the
Gl-BCR algorithm can also be defined as follows:
Pj = φj(A)R0, Rj = ψj(AT )R0, Pj = φj(AT )R0. (11)
These scalar polynomials are also related by the recurrence formulas (5)–(7).
From the polynomials (5)–(7), the residual matrix Rj and auxiliary matrices Pj,Rj andPj of (11), we have the following
recurrence relations.
R0 = B− AX0, P0 = R0, R0 = P (A)R0, P0 =R0; (12)
Rj+1 = Rj − αjAPj; (13)Rj+1 =Rj − αjATPj; (14)
Pj+1 = Rj+1 + βjPj; (15)Pj+1 =Rj+1 + βjPj, for j = 1, 2, . . . . (16)
As for [31,33], let C be the functional defined on the set of scalar polynomials with coefficients in R and given by
C(ψ) = ⟨ATR0, ψ(A)R0⟩F (17)
where ψ is a scalar polynomial.
We also define the functional
C(1)(ψ) = C(tψ). (18)
With these definitions, it is easy to get the following proposition.
Proposition 1. The functional C satisfies the following properties.
(1) C(φ + ψ) = C(φ)+ C(ψ);
(2) C(tψ) = tC(ψ) if t ∈ R;
(3) C(t iψj) = 0, for i = 0, . . . , j− 1, ψj is the matrix residual polynomial;
(4) C(ψjUi) = 0, for i = 0, . . . , j− 1,Ui is an arbitrary scalar polynomial of degree i.
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Proof. The proof is similarity to that of Proposition 1 in [33]. Hence it is omitted. 
This result shows that functional C is linear and scalar polynomial ψj associated with the matrix residual polynomial
generated by Gl-BCR algorithm belongs to the family of formal orthogonal polynomials with respect to C. Note also that φj
satisfies the orthogonality conditions C(1)(t iφj) = 0, i = 0, . . . , j − 1. This shows that the polynomial φj belongs to the
family of formal orthogonal polynomial with respect to C(1).
Using the relation (6) and (7), Proposition 1 and the fact that ψj andφj are some sequence of polynomials of degree j, we
have
C(ψjψj) = αjC(1)(ψjφj) (19)
and
C(1)(φjψj+1) = −βjC(1)(φjφj). (20)
For Gl-BCR algorithm, we set ψj = ψj,φj = φj, where ψj and φj are such that Rj = ψj(A)R0 and Pj = φj(A)R0, respectively.
Therefore, by the definition of the functionals C and C(1), the iteration coefficients αj and βj are determined by
αj = ⟨ARj, ψj(A
T )R0⟩F
⟨APj, ψj(AT )ATR0⟩F (21)
and
βj = −⟨Aφj(A)Rj+1, A
TR0⟩F
⟨APj, φj(AT )ATR0⟩F . (22)
As indicated in [33], we can also show the following result.
From (7), we know that the degree of the polynomial ψj − φj is smaller than j. Since APj is orthogonal to the Krylov
subspace ATKj(AT ,R0), then we have
⟨A(ψj(A)− φj(A))Pj, ATR0⟩F = ⟨APj, (ψj(AT )− φj(AT ))ATR0⟩F = 0.
Therefore we have
⟨APj, ψj(AT )ATR0⟩F = ⟨APj, φ(AT )ATR0⟩F . (23)
This means that the matrix ψ(AT )ATR0 in (21) can be replaced by the matrix φ(AT )ATR0.
Using (11) and (23), we can obtain
αj = ⟨
Rj, ARj⟩F
⟨ATPj, APj⟩F . (24)
From (4), we have
Aφj(A) = ψj(A)− ψj+1(A)
αj
. (25)
Using (7), (22) and (25), βj can be computed as follows:
βj = ⟨ψj+1(A)Rj+1 − ψj(A)Rj+1, A
TR0⟩F
αj⟨ATPj, APj⟩F = ⟨ψj+1(A)Rj+1, A
TR0⟩F
⟨Rj, ARj⟩F
= ⟨Rj+1, ARj+1⟩F⟨Rj, ARj⟩F . (26)
Finally, we give an update formula of the approximate solution Xj. From the relations (10), (12) and (13), we obtain
Xj+1 = Xj + αjPj. (27)
Using (12)–(16), (24), (26), (27), the Gl-BCR algorithm is described as follows.
Algorithm 1 (The Gl-BCR Algorithm).
1. Compute R0 = B− AX0 for a given X0, chooseR0 = P (A)R0, where P (t) is a polynomial in t ,
2. Set P0 = R0 andP0 =R0,
3. For j = 0, 1, . . . , until convergence do
(3.1) Xj+1 = Xj + αjPj, where αj = ⟨Rj,ARj⟩F⟨ATPj,APj⟩F ,
(3.2) Rj+1 = Rj − αjAPj,
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Table 1
Summary of cost per iteration step.
Method Inner product AXPY Matrix–matrix multiplication
Gl-BCG 2 5 1+ 1
Gl-BCR 2 6 1+ 1
(3.3) Rj+1 =Rj − αjATPj,
(3.4) Pj+1 = Rj+1 + βjPj, where βj = ⟨Rj+1,ARj+1⟩F⟨Rj,ARj⟩F ,
(3.5) Pj+1 =Rj+1 + βjPj,
(3.6) APj+1 = ARj+1 + βjAPj.
Here, APj+1 = ARj+1 + βjAPj is newly added to reduce to number of matrix–matrix multiplications per iteration step.
As seen from Algorithm 1 that the approximate solution Xj can be generated by coupled two-term recurrences. When the
coefficient matrix is symmetric, the Gl-BCR reduces to Gl-CR. Note that for linear systems with a single right-hand side, the
Gl-BCR reduces to BiCR [34,36,38]. When the coefficient matrix is complex nonsymmetric and s = 1, the Gl-BCR reduces to
BiCOR [35], which is the Lanczos-type variant of the COCR method [39]. We can see the shadow residual vectorsrj for both
the BiCORmethod and the BiCR method are updated in the same way and are only different in their initializations, for more
details, refer to [35]. We also note that global methods do not suffer from dependence of vectors during the iterations until a
matrix invariant subspace is obtained. However, a breakdownmay occur in Algorithm 1 if ⟨ATPj, APj⟩F = 0 or ⟨Rj, ARj⟩F = 0.
Throughout the rest of this paper, we suppose there is no breakdown encountered during the algorithm implementations.
On the similar analogy of preconditioning techniques in [36], it is easy to have the following preconditioned Gl-BCR
algorithm.
Algorithm 2 (Preconditioned Gl-BCR Algorithm).
1. Compute R0 = B− AX0 for a given X0, chooseR0 = P (A)R0, where P (t) is a polynomial in t ,
2. Set P0 = R0 andP0 =R0,
3. For j = 0, 1, . . . , until convergence do
(3.1) Xj+1 = Xj + αjPj, where αj = ⟨K
−TRj,AK−1Rj⟩F
⟨K−T ATPj,APj⟩F ,
(3.2) Rj+1 = Rj − αjAPj,
(3.3) Rj+1 =Rj − αjATPj,
(3.4) K−TRj+1 = K−TRj − αjK−TATPj,
(3.5) Pj+1 = K−1Rj+1 + βjPj, where βj = ⟨K
−TRj+1,AK−1Rj+1⟩F
⟨K−TRj,AK−1Rj⟩F ,
(3.6) Pj+1 = K−TRj+1 + βjPj,
(3.7) APj+1 = AK−1Rj+1 + βjAPj.
The computational cost for each method without preconditioning is shown in Table 1. As seen from Table 1, Gl-BCR
method and the Gl-BCG method have almost the same computational cost, and thus each computational time depends
strongly on the number of iterations.
Note that (AXPY ) denotes addition of scaled matrices, (1 + 1) denotes 1 multiplication with the matrix and 1 with its
transpose.
The Gl-BCR algorithm can also be derived from Gl-CR by applying the well-known connection that BiCG can be derived





More details, see [36,38]. Finally, let us consider another set of formulas for αj and βj in Algorithm 1. From (20) and (21), it is
easy to verify that αj = ⟨Rj,AT Pj⟩F⟨ATPj,APj⟩F and βj = − ⟨A
T Pj,ARj+1⟩F
⟨ATPj,APj⟩F , which lead to another new algorithm, named Gl-BCGCR. However,
it causes onemore product per iteration step. Some theoretical results and numerical experiments for the algorithm are not
treated in this study.
Observing Algorithm 1, the four iterate matrices Rj, Pj,Rj, andPj can be expressed as
Rj = ψj(A)R0, Pj = φj(A)R0, (28)Rj = ψj(AT )R0, Pj = φj(AT )R0, (29)
where ψj and φj are polynomials of degree j satisfying with (5)–(7). As for [1,36,38], it is not difficult to prove the following
results if breakdown does not occur in Algorithm 1.
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Theorem 1. The matrices generated by the Gl-BCR algorithm satisfy the following properties:
(1) ⟨ARj,Ri⟩F = 0 and ⟨APj, ATPi⟩F = 0; i ≠ j;
(2) span(P0, P1, . . . , Pj) = span(R0, AR0, . . . , AjR0);
(3) span(P0,P1, . . . ,Pj) = span(R0, ATR0, . . . , (AT )jR0).
Corollary 1. Some further properties of Gl-BCR are as follows:
⟨Ri, APj⟩F = 0; for i > j, (30)
⟨Ri, ATPj⟩F = 0; for i > j, (31)
⟨Ri, ARi⟩F = ⟨Ri, APi⟩F , (32)
⟨Ri, ATRi⟩F = ⟨Ri, ATPi⟩F , (33)
⟨ATRi, APi⟩F = ⟨ATPi, APi⟩F , (34)
⟨ARi, ATPi⟩F = ⟨APi, ATPi⟩F . (35)
4. Global conjugate residual squared algorithm (Gl-CRS)
In this section, we present a new transpose-free global method called the global conjugate residual squared (Gl-CRS)
algorithm. Although related to the Gl-BCR algorithm, the Gl-CRS algorithm does not need multiplication by the transpose of
a matrix.
From Algorithm 1, we have
αj = ⟨
Rj, ARj⟩F
⟨ATPj, APj⟩F = ⟨ψj(A
T )R0, Aψj(A)R0⟩F
⟨ATφj(AT )R0, Aφj(A)R0⟩F . (36)
In order to avoid the operations with the transpose of a matrix, the scalar αj is computed by
αj =
⟨R0, Aψ2j (A)R0⟩F
⟨R0, A2φ2j (A)R0⟩F (37)
which indicates that if it is possible to get a recursion for the matrices ψ2j (A)R0 and Aφ
2
j (A)R0, then computing αj and,
similarly, βj causes no problem using the basic recurrence relations (6) and (7). We have the following set of recurrence
relations among the products of polynomials ψj+1ψj+1, φj+1φj+1, φjψj+1 and λφj+1φj+1:
ψj+1ψj+1 = (ψj − αjλφj)ψj+1 = ψjψj − αjλ(ψjφj + φjψj+1), (38)
ψj+1φj+1 = ψj+1ψj+1 + βjφjψj+1, (39)
φjψj+1 = φjψj − αjλφjφj, (40)
λφj+1φj+1 = λφj+1ψj+1 + βj(λψj+1φj + βjλφjφj). (41)
Let us define auxiliary iterates as Ej = φj(A)ψj(A)R0, Hj = φj(A)ψj+1(A)R0, Pj = φj(A)φj(A)R0 and Rj = ψj(A)ψj(A)R0.
According to the recurrence relations (38)–(41), we have the following recurrence formulas:
APj = AEj + βj−1(AHj−1 + βj−1APj−1), (42)
Hj = Ej − αjAPj, (43)
Rj+1 = Rj − αjA(Ej + Hj), (44)
Ej+1 = Rj+1 + βjHj, (45)
αj = ⟨
R0, ARj⟩F
⟨R0, A2Pj⟩F , (46)
βj = ⟨
R0, ARj+1⟩F
⟨R0, ARj⟩F , (47)
AHj = AEj − αjA2Pj, AEj+1 = ARj+1 + βjAHj. (48)
From (44), we have the formula to update the approximate solution Xj+1
Xj+1 = Xj + αj(Ej + Hj). (49)
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If we define Qj = APj,Dj = AEj, Fj = AHj, then (42), (46) and (48) are translated into
Qj = Dj + βj−1(Fj−1 + βj−1Qj−1), (50)
αj = ⟨
R0, ARj⟩F
⟨R0, AQj⟩F , (51)
Fj = Dj − αjAQj, (52)
Dj+1 = ARj+1 + βjFj. (53)
Using the above results, the resulting Gl-CRS algorithm can be summarized as follows.
Algorithm 3 (Global Conjugate Residual Squared Algorithm (Gl-CRS)).
1. Compute R0 = B− AX0 for a given X0, chooseR0 = P (A)R0, where P (t) is a polynomial in t ,
2. Set E0 = R0,D0 = AE0, β−1 = 0,
3. For j = 0, 1, . . . ,until convergence,
4. Qj = Dj + βj−1(Fj−1 + βj−1Qj−1),
5. αj = ⟨R0,ARj⟩F⟨R0,AQj⟩F ,
6. Hj = Ej − αjQj,
7. Fj = Dj − αjAQj,
8. Xj+1 = Xj + αj(Ej + Hj),
9. Rj+1 = Rj − αj(Dj + Fj),
10. βj = ⟨R0,ARj+1⟩F⟨R0,ARj⟩F ,
11. Ej+1 = Rj+1 + βjHj,
12. Dj+1 = ARj+1 + βjFj.
When s = 1, the Gl-CRS algorithm reduces to the CRS algorithm [34,36,37] and CORS algorithm [35] by using different
choices of the initial shadow residual. In many cases, the Gl-CRS can compete with the Gl-BiCGSTAB method. We note that
the Gl-CRS algorithm does not suffer from dependence of vectors during the iterations until a matrix invariant subspace
is obtained. Therefore, no deflation procedure to delete linearly or almost linearly dependent vectors is used. However, a
breakdown may occur in Algorithm 3 if ⟨R0, ARj⟩F = 0 or ⟨R0, AQj⟩F = 0. In [31], Jbilou et al. gave a look-ahead technique
to avoid this problem. This problem is not treated in this study. On the similar analogy of preconditioned Gl-BCR algorithm,
we can easily have the following preconditioned Gl-CRS algorithm.
Algorithm 4 (Preconditioned Gl-CRS Algorithm).
1. Compute R0 = B− AX0 for a given X0, chooseR0 = P (A)R0, where P (t) is a polynomial in t ,
2. Set E0 = R0,D0 = AK−1E0, β−1 = 0,
3. For j = 0, 1, . . . ,until convergence,
4. Qj = Dj + βj−1(Fj−1 + βj−1Qj−1),
5. αj = ⟨R0,AK−1Rj⟩F⟨R0,AK−1Qj⟩F ,
6. Hj = Ej − αjQj, (K−1Hj = K−1Ej − αjK−1Qj),
7. Fj = Dj − αjAK−1Qj,
8. Xj+1 = Xj + αj(K−1Ej + K−1Hj),
9. Rj+1 = Rj − αj(Dj + Fj),
10. βj = ⟨R0,AK−1Rj+1⟩F⟨R0,AK−1Rj⟩F ,
11. Ej+1 = Rj+1 + βjHj, (K−1Ej+1 = K−1Rj+1 + βjK−1Hj),
12. Dj+1 = AK−1Rj+1 + βjFj.
As for [34], if the transposed matrix–vector multiplication is available, then the recurrence coefficients αj and βj are
computed by αj = ⟨A
TR0,Rj⟩F
⟨ATR0,APj⟩F and βj = ⟨A
TR0,Rj+1⟩F
⟨ATR0,Rj⟩F . From Algorithm 3, we can delete three auxiliary iterates Qj, Fj and Dj.
Observing the Gl-CGS method, we can see the only difference between the Gl-CGS and Gl-CRS methods amounts to the
definitionR(q)0 ,whereR(q)0 = (AT )qR0. Using the above result, we have a unified presentation of Gl-CGS and Gl-CRS methods,
named a global double biconjugate direction method. Then, the method can be written as follows.
Algorithm 5 (A Global Double Biconjugate Direction Method).
1. Compute R0 = B− AX0 for a given X0, chooseR0 = P (A)R0, where P (t) is a polynomial in t ,
2. Set E0 = R0, β−1 = 0,
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Fig. 1. The convergence history for E20R0000 (on the left) and WATT1 (on the right).
3. For j = 0, 1, . . . ,until convergence,
4. Pj = Ej + βj−1(Hj−1 + βj−1Pj−1),
5. αj = ⟨(A
T )qR0,Rj⟩F
⟨(AT )qR0,APj⟩F ,
6. Hj = Ej − αjAPj,
7. Xj+1 = Xj + αj(Ej + Hj),
8. Rj+1 = Rj − αjA(Ej + Hj),
9. βj = ⟨(A
T )qR0,Rj+1⟩F
⟨(AT )qR0,Rj⟩F ,
10. Ej+1 = Rj+1 + βjHj.
For q = 0, we can obtain the Gl-CGSmethod. For q = 1, we define themethod as the simpler Gl-CRSmethod, which ATR0
is computed only once before the iterations. When s = 1, the global double biconjugate direction method reduces to the
double biconjugate direction method [40]. If matrix–vector multiplications are bottle-neck in operations per iteration, then
Gl-CRS andGl-CGS have almost the same computational cost. FromAlgorithm5, simpler Gl-CRS andGl-CGS require the same
operations per iteration. We denote by Nnz the number of nonzero elements of the matrix A. For operations requirements,
at each step of Algorithm 3, the computational cost of matrix–vector products is 2sNnz . The Frobenius scalar product costs
2 ns operations, and the Hadamard products require 5 ns operations. Heyouni and Essai [26] analyzed the computational
costs of the Bl-GMRES, Gl-GMRES and Gl-CMRH methods. So our method is much cheaper than these methods.
5. Numerical examples
In this section, we present some numerical examples to illustrate the effectiveness of proposed algorithms for large and
sparse equations. The test matrices are taken from the Matrix Market [41]. All computations are carried out using double
precision floating point arithmetic in MATLAB 7.0.4 with a PC-Intel (R) Core (TM)2 Duo CPU T6570 2.10 GHz, and 2 GB RAM.
In all cases the iteration is startedwith X0 = 0 andR0 = P (t)R0 in all methods and the stopping criterion is ‖Rk‖F‖R0‖F ≤ 1.e−12.
Note that Its, Times and TRR denote the number of iterations, computational times and log10 of the true relative residual
F-norm defined as log10
‖B−AXk‖F
‖B‖F , respectively.
Matrices in the experiments come from electronic circuit design (ADD20, ADD32, MEMPLUS), electrical engineering
(BFW782A, BFW398A, BFW398B), finite element modeling (CAVITY05, CAVITY10, FIDAP001, FIDAP024), fluid dynamics
(CDDE1, CDDE2, CDDE5, E20R0000, E30R0000), oil reservoir simulation (ORSIRR1, ORSIRR2, ORSREG1, SHERMAN1,
SHERMAN2, SHERMAN4, SHERMAN5), partial differential equations (PDE900, PDE2961), atmospheric pollution problem
(FS5414), reaction–diffusion brusselator model (RDB200L, RDB1250), Chemical kinetics (FS6801), Square dielectric
waveguide (DW2048) and petroleum engineering (WATT1, WATT2).
Example 1. In this example,we compare the performance of theGl-BCR and theGl-BCG algorithmswith nopreconditioning.
Let B = rand(N, s),R0 = R0, s = 10. The numerical results are shown in Table 2, together with the order of matrix (N) for
each test problem.
According to numerical results shown in Table 2, the Gl-BCR method converges rather faster than the Gl-BCG method
in almost all cases. In ADD32, CDDE5, E30R0000, ORRSIRR1 and ORRSIRR2, the Gl-BCG method give slightly better accuracy
than the Gl-BCRmethod. However, the Gl-BCRmethod give better accuracy than the Gl-BCGmethod in others test matrices.
Fig. 1 shows the results obtained with the Gl-BCR algorithm (solid line) and the Gl-BCG algorithm (dashed line). In this
figure, we plot the Frobenius norm (in the logarithmic scale) of the residuals versus the iterations. Being seen from Fig. 1
that Gl-BCG gives many peaks in the residual norm, whereas Gl-BCR gives much smoother convergence behavior.
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Table 2
Matrices, their size (N) and numerical results of Gl-BCG and Gl-BCR without preconditioning.
Matrix N Times (s) Its TRR
Gl-BCG Gl-BCR Gl-BCG Gl-BCR Gl-BCG Gl-BCR
ADD20 2395 2.46 2.44 696 664 −11.948 −11.961
ADD32 4960 0.93 0.92 134 130 −12.145 −12.022
BFW782A 782 0.68 0.59 434 363 −11.959 −11.995
CAVITY05 1182 4.95 4.28 893 763 −12.076 −12.279
CAVITY10 2597 19.80 16.68 1454 1206 −12.002 −12.037
CDDE2 961 0.19 0.18 113 108 −12.004 −12.463
CDDE5 961 0.63 0.57 514 421 −12.169 −12.064
E20R0000 4241 46.62 38.80 1951 1598 −9.900 −9.920
E30R0000 9661 166.33 149.80 2800 2462 −9.620 −9.590
FIDAP001 216 0.58 0.56 701 684 −11.982 −12.218
FIDAP024 2283 45.52 37.81 5208 4231 −11.075 −11.889
MEMPLUS 17758 88.11 84.32 2150 1914 −11.372 −11.403
ORRSIRR1 1030 2.79 2.64 1749 1598 −11.142 −11.101
ORRSIRR2 886 1.76 1.71 1275 1192 −12.120 −12.091
ORSREG1 2205 2.06 2.03 608 571 −11.493 −11.497
PDE900 900 0.28 0.27 172 163 −12.064 −12.196
PDE2961 2961 1.76 1.75 327 315 −11.789 −11.802
SHERMAN4 1104 0.25 0.25 167 166 −12.085 −12.121
SHERMAN5 3312 14.83 12.75 2774 2268 −11.198 −11.839
WATT1 1856 1.58 1.43 576 504 −11.193 −11.891
WATT2 1856 3.14 2.32 1101 700 −7.081 −7.355
Table 3
Matrices, their size (N) and numerical results of Gl-BCG and Gl-BCR with ILU(1) preconditioning.
Matrix N Times (s) Its TRR
Gl-BCG Gl-BCR Gl-BCG Gl-BCR Gl-BCG Gl-BCR
ADD20 2395 1.07 1.07 23 23 −12.375 −12.393
ADD32 4960 0.88 0.87 11 11 −12.798 −12.798
BFW782A 782 2.05 1.33 146 95 −11.877 −12.024
CAVITY05 1182 0.73 0.73 20 20 −12.266 −12.263
CAVITY10 2597 2.53 2.32 29 26 −11.341 −11.361
CDDE2 961 0.16 0.16 12 12 −12.194 −12.194
CDDE5 961 1.76 1.39 136 107 −10.506 −11.671
E20R0000 4241 6.20 6.20 40 40 −11.324 −11.324
E30R0000 9661 24.09 24.73 62 63 −11.503 −11.611
FIDAP001 216 0.06 0.05 12 12 −12.347 −12.351
RDB1250 1250 2.37 2.12 139 122 −11.914 −12.204
ORRSIRR1 1030 0.40 0.40 26 26 −11.956 −12.003
ORRSIRR2 886 0.32 0.32 25 25 −11.919 −11.951
ORSREG1 2205 0.83 0.83 25 25 −12.055 −12.072
PDE900 900 0.26 0.26 23 23 −13.078 −13.060
PDE2961 2961 1.55 1.48 39 37 −12.099 −12.079
SHERMAN4 1104 0.38 0.37 27 27 −12.482 −12.502
SHERMAN5 3312 1.36 1.36 28 28 −11.929 −11.935
WATT1 1856 0.96 0.96 36 36 −12.204 −12.268
WATT2 1856 1.11 1.11 40 39 −8.920 −8.950
Fig. 2. The convergence history for BFW782A (on the left) and CDDE5 (on the right).
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Table 4
Numerical results of Gl-CRS with differentR0 without preconditioning.
Matrix R0 AR0 R0 + AR0 A2R0
Its CPU TRR Its CPU TRR Its CPU TRR Its CPU TRR
BFW398A 172 0.12 −12.103 179 0.12 −10.5777 251 0.17 −11.086 181 0.13 −12.034
ADD20 292 0.79 −12.020 317 0.87 −11.672 293 0.81 −12.050 308 0.85 −12.351
ADD32 70 0.40 −12.043 73 0.42 −12.148 70 0.40 −12.040 80 0.47 −13.592
WATT1 295 0.63 −12.219 608 1.30 −12.153 319 0.85 −12.079 800 1.73 1.343
RDB1250 800 1.13 2.345 800 1.52 3.134 800 1.48 −5.704 140 0.20 −11.709
CDDE1 125 0.16 −12.069 126 0.16 −12.043 126 0.16 −12.227 125 0.16 −12.357
CDDE5 395 0.50 −12.296 390 0.49 −12.203 400 0.54 −11.976 473 0.56 −11.913
FS6801 360 0.22 −12.016 395 0.25 −12.187 379 0.23 −12.229 398 0.25 −12.111
Fig. 3. The convergence histories of Gl-CRS with differentR0 for FS6801 (on the left) and WATT1(on the right).
Table 5
Matrices, their size (N) and numerical results of Gl-CRS and Gl-CGS without preconditioning.
Matrix N Its Times (s) TRR
Gl-CRS Gl-CGS Gl-CRS Gl-CGS Gl-CRS Gl-CGS
ADD20 2395 368 475 1.43 1.53 −12.136 −12.058
ADD32 4960 71 74 0.58 0.59 −12.112 −12.025
BFW398B 398 33 33 0.04 0.04 −12.357 −12.159
BFW398A 398 189 216 0.15 0.18 −11.765 −10.968
CAVITY05 1182 552 745 2.87 3.67 −11.718 −11.347
CAVITY10 2597 962 1259 11.75 14.47 −11.973 −11.082
CDDE2 961 60 77 0.12 0.13 −12.044 −12.129
E20R0000 4241 1248 1860 26.34 36.97 −9.931 −5.110
DW2048 2048 1509 1925 7.28 8.26 −11.403 −9.586
ORRSIRR1 1030 1067 1644 2.05 2.62 −11.028 −8.810
ORRSIRR2 886 777 979 1.18 1.30 −11.262 −7.166
SHERMAN1 1000 512 595 0.83 0.81 −12.005 −11.751
SHERMAN5 3312 1680 2302 11.34 13.36 −8.730 −6.072
FS6801 680 421 480 0.48 0.49 −12.056 −12.057
RDB200L 200 80 80 0.04 0.04 −13.001 −12.368
Fig. 4. The convergence history for CDDE5 (on the left) and WATT2 (on the right).
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Table 6
Matrices, their size (N) and numerical results of Gl-CGS and Gl-CRS with ILU(0) preconditioning.
Matrix N Times (s) Its TRR
Gl-CGS Gl-CRS Gl-CGS Gl-CRS Gl-CGS Gl-CRS
ADD20 2395 1.44 1.41 180 163 −11.991 −12.033
BFW398B 782 0.04 0.04 8 8 −13.798 −13.979
CDDE2 961 0.12 0.12 11 11 −12.885 −12.867
CDDE5 961 2.46 1.82 203 143 −7.657 −10.768
FS5414 541 0.05 0.05 8 8 −10.757 −10.770
ORRSIRR1 1030 0.65 0.61 50 45 −11.580 −11.728
ORRSIRR2 886 0.53 0.51 48 45 −11.781 −11.799
PDE900 900 0.27 0.27 25 25 −12.123 −12.311
PDE2961 2961 1.73 1.64 49 44 −11.827 −11.968
SHERMAN1 1000 0.53 0.52 44 43 −12.224 −12.232
SHERMAN2 1080 0.29 0.29 15 15 −8.427 −8.507
SHERMAN5 3312 1.58 1.47 37 33 −12.121 −11.713
FS6801 680 0.05 0.05 6 6 −12.807 −12.615
WATT1 1856 1.02 1.02 42 41 −12.120 −12.220
WATT2 1856 4.71 2.33 199 97 −7.128 −7.557
Example 2. In this example, we compare the performance of the Gl-BCR and the Gl-BCG algorithms with ILU(1) precon-
ditioning [42]. Let B = rand(N, s),R0 = R0, s = 10. The numerical results are shown in Table 3, together with the order of
matrix (N) for each test problem.
As seen from Table 3, the iteration steps and computational time for Gl-BCR are about ninety percent of the ones for
Gl-BCG in CAVITY10 and RDB1250. Especially, we can see the Gl-BCR only requires about seventy percent of the iteration
steps and computational time of Gl-BCG in BFW782A and CDDE5. In other problems, the two methods show almost the
same performance, since preconditioning is a key ingredient in improving the convergence behavior. In CAVITY05, PDE900
and PDE2961, the Gl-BCGmethod gives slightly better accuracy than the Gl-BCRmethod. However, the Gl-BCRmethod gives
better accuracy than theGl-BCGmethod in ADD20, BFW782A, CAVITY10, CDDE5, E30R0000, FIDAP001, RDB1250, ORRISRR1,
ORRISRR2, ORSREG1, SHERMAN4, SHERMAN5, WATT1 and WATT2. In ADD32 and CDDE2, the two methods generated the
same accuracy. Fig. 2 reports the results obtainedwith the Gl-BCG and Gl-BCRwith ILU(1) preconditioning for BFW782A and
CDDE5. As seen from Fig. 2, the Gl-BCR converges faster and gives much smoother convergence behavior than the Gl-BCG.
Example 3. In this example, we examine the performance of the Gl-CRS method with different initial shadow residuals.
Here, we choose four of them for illustration, respectively withR0 = R0,R0 = AR0,R0 = R0 + AR0, andR0 = A2R0.Then
the four cases are called the Gl-CRS, Gl-CRSAR, Gl-CRSRAR, Gl-CRSA2R, respectively. We use matrices from the Matrix
Market [41], and set B = A∗ones(N, s), s = 8 be the right-hand sides. The maximum number of iterations allowed, is set to
800. Note that Its, CPU and TRR denote iterations,CPU-time for computing approximation and accuracy of approximation,
respectively.
From Table 4 and Fig. 3, among the compared four cases, we can see the Gl-CRS performs best in many cases. In CDDE5,
Gl-CRSAR requires less iteration steps and computational time. In ADD20, ADD32 and CDDE1, the Gl-CRSA2R can provide
a more accurate final solution than the other methods in terms of TRR. Notably in RDB1250, we do remark that Gl-CRSA2R
converges after 140 iterations. However, the other three methods do not converge within 800 iterations. Note that the
optimal choice for the polynomial P (t) is in general not easily obtainable and needs further research, this problem is not
treated in this study. When there is no ambiguity, the first choice withR0 = R0 for the Gl-CRS method is used usually in the
next examples.
Example 4. In this example, we compare the performances of the Gl-CRS and Gl-CGS algorithms with no preconditioning.
Let B = rand(N, s),R0 = R0 and s = 10. The numerical results are shown in Table 5.
The results given in Table 5 show the Gl-CRS converges, in general, in less iterations and times than the Gl-CGS except
for RDB200L and BFW398B. In CDDE2 and FS6801, the Gl-CGS return the better final solution in terms of TRR.
Example 5. In this example, we compare the performances of the Gl-CRS and Gl-CGS algorithms with ILU(0) precon-
ditioning [42]. Let B = rand(N, s),R0 = R0 and s = 10. The numerical results are shown in Table 6.
According to numerical results shown in Table 6, the Gl-CRS requires less iteration steps and computational times than
Gl-CGS except for BFW398B, CDDE2, FS5414, FS6801, PDE900 and SHERMAN2, where the two methods report the same
iteration steps and computational time. In CDDE2, SHERMAN5 and FS6801, the Gl-CGSmethod gives slightly better accuracy
than the Gl-CRS method. However, the Gl-CRS method gives better accuracy than the Gl-CGS method in other cases. The
convergence histories of two methods with ILU(0) preconditioning for ADD20 andWATT2 are shown in Fig. 4. As seen from
Fig. 4, the Gl-CRS returns the better results. Especially inWATT2, the Gl-CRS only requires about fifty percent of the iteration
steps and computational time of the ones for Gl-CGS.
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Table 7
Numerical results for Gl-CRS, Gl-GMRES(10) and Gl-BiCGSTAB without
preconditioning.
β Gl-CRS Gl-GMRES(10) Gl-BiCGSTAB
1 141 154 152
(0.70) (6.97) (0.74)
10 138 47 154
(0.67) (2.14) (2.14)
100 94 193 79
(0.46) (0.92) (0.37)
1 000 174 39 –
(0.87) (2.82) –
10000 208 586 –
(1.11) (29.9) –
20000 366 522 –
(1.95) (25.2) –
Table 8
Numerical results for Gl-CRS, Bl-GMRES, Bl-BiCGSTAB and Gl-BiCGSTAB without precondi-
tioning.
Matrix Gl-CRS Bl-GMRES Bl-BiCGSTAB Gl-BiCGSTAB
A(γ = 1.5) 77 7 247 186
(0.27) (1.96) (1.02) (0.60)
ORSREG1 302 70 800 648
(1.36) (18.60) (5.23) (3.18)
ADD32 71 9 85 81
(0.55) (4.70) (0.86) (0.67)
Example 6. In this example, we compare the performances of the Gl-CRS, Gl-GMRES and Gl-BiCGSTAB algorithms. The
matrix A represents the convection–diffusion partial differential operator −1U(x, y) + βUx(x, y) = λU(x, y) on a square
region [0, 1] × [0, 1] with boundary condition U(x, y) = 0, discretizing by center differences with mesh size h = 1n+1
gives rise to a nonsymmetric matrix A(β) of order N = n2. A(β) = tri(−I, B(β),−I) is a block tridiagonal matrix, where
B(β) = tri(b, 4, a) is tridiagonal and is of order n, and a = −1+ β2(n+1) , b = −1− β2(n+1) . The parameter β is used to control
the departure of A(β) from symmetry. The initial guess X0 is taken to be zero. We set n = 50 and B = rand(N, s), s = 10.
In Table 7, we list the iterations obtained with the three algorithms. In parentheses, we give the CPU-time for the three
algorithms. The maximum number of 1000 iterations is allowed for all the algorithms. Finally, a symbol ′−′ is used to
indicate that the method did not obtain the required stopping criterion before maximum iterations.
Table 7 shows that Gl-CRS returns the best performance with respect to CPU time for most cases. For β = 10, 1000,
Gl-GMRES(10) requires less iterations. However, reorthogonalization costs may penalize the Gl-GMRES in practical
applications. Note that, for β = 100, Gl-BiCGSTAB performs best than Gl-CRS and Gl-GMRES(10).












and the matrix A = ORSREG1, ADD32 from Harwell–Boeing collection. We take B = rand(N, s), s = 10 as the right-hand
sides and consider the case of γ = 1.5.
In Table 8, we list the iterations obtained with the four algorithms. In parentheses, we give the CPU-time for the four
algorithms. The maximum number of 800 iterations is allowed for all the algorithms.
Fig. 5 reports on results obtained for Gl-CRS, Bl-GMRES, Bl-BiCGSTAB and Gl-BiCGSTABmethods. Being seen from Table 8,
Gl-CRS requires less timeswhen compared to the other threemethods. As can be seen fromFig. 5 and Table 8, Gl-CRS requires
less iterationswhen compared to the Bl-BiCGSTAB and Gl-BiCGSTABmethods. For ORSREG1, the Bl-BiCGSTABmethod failed
to converge, some deflated and look-ahead techniques are used to overcome this difficult.
As pointed out in [14], although the Bl-GMRES converges in less iterations than the other threemethods, this algorithm is
very expensive, especiallywhenm and s are relatively large.Moreover, Bl-GMRES can suffer fromhighmemory requirements
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Fig. 5. The convergence history for A(γ = 1.5) (on the left) and ORSREG1 (on the right).
Fig. 6. The convergence history for B= CAN24 (on the left) and B= IBM32 (on the right).
and its computational efficiency and numerical behavior are strongly influenced by the relation between m and s. This is
not the case for the global methods. In fact, block methods are, in general, more effective for dense linear systems than for
sparse linear systems [44].
Example 8. In this example, we compare the performances of the Gl-CRS, Gl-GMRES and Gl-CGS algorithms for solving the
Sylvester matrix equation [45]
AX + XC = B (54)
where A ∈ Rn×n, C ∈ Rs×s and X, B ∈ Rn×s. Such a matrix equation play an important role in control theory. Being
inspired by the idea of the papers [29,25–27], the Sylvester matrix equation can also be solved by the Gl-CRS by replacing
in Algorithm 3, the matrix product AX by AX = AX + XC . Accordingly, the residual matrix should be computed by
Rk = B−AXk = B− AXk − XkC . We set A = FS6801 and B = CAN24, IBM32. The matrix C is generated randomly.
As can be seen from Fig. 6, Gl-CRS requires less iterations and gives much smoother convergence behavior than the Gl-
CGS. The experiment also shows that the Gl-CRS algorithm converges faster than Gl-GMRES(8) algorithm. Theoretical results
for this problem and numerical experiments with preconditioning techniques are not treated in this study and will be given
in the future.
6. Conclusions and future work
In this paper, we have proposed Gl-BCR, Gl-CRS and simpler Gl-CRS algorithm for solving linear systems with multiple
right-hand sides. The various numerical examples performed show that the proposed algorithms are effective and less
expensive in memory than the original algorithms. However, we did not give convergence analysis of these new methods.
Like other Krylov subspace methods, it is still a challenging area of research for general problems. In addition, the numerical
experiments given in [25,26,24] show the global methods perform better than the standard single when applied to the s
linear systems Ax(i) = b(i), i = 1, . . . , s.
Finally, as indicated in [29,26,24,27,33], We have also shown how the Gl-CRS algorithm can be applied to solve Sylvester
matrix equation, this is not the case of block Krylov method, and numerical results show the Gl-CRS algorithm has better
convergence performance than other algorithms.
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