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This paper presents a new efficient parameter method for integration of the highly
oscillatory integral
∫ 1
0 f (x)e
iωg(x)dx with an irregular oscillator. The effectiveness and
accuracy are tested bymeans of numerical examples for the case where g(x) has stationary
points.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The quadrature of highly oscillatory integrals has wide application in many areas of applied mathematics. However, the
standard techniques such as using the trapezoid rule, Simpson’s rule or theGaussian rulemay suffer fromdifficulty in dealing
with high oscillation.
Many methods have been developed since Filon’s work [1,2], such as those of Iserles and Nørsett [3,4], Levin [5–7],
Olver [8,9], Huybrechs and Vandewalle [10], Xiang [11,12]. Iserles and Nørsett [3,4] presented an asymptotic method and a
Filon-type method for computing integrals of the form
I(ω) =
∫ 1
0
f (x)eiωg(x)dx, (1.1)
where f , g ∈ C∞[0, 1] and ω  1.
Whenever g is free of stationary points, i.e., g ′(x) 6= 0 within the interval of integration, let σ1 = fg ′ , σk+1 =
σ ′k
g ′ (k ≥ 1);
by repeatedly applying integration by parts, the integral can be obtained as follows:
I(ω) =
∫ 1
0
f (x)eiωg(x)dx = 1
iω
∫ b
a
f (x)
g ′(x)
d
dx
eiωg(x)dx
= 1
iω
f (x)
g ′(x)
eiωg(x)
∣∣b
x=a −
1
iω
∫ b
a
d
dx
[
f (x)
g ′(x)
]
eiωg(x)dx
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= · · ·
=
s∑
k=1
(−1)k+1 1
(iω)k
σk(x)eiωg(x)
∣∣b
x=a − (−1)k+1
1
(iω)k
∫ b
a
σk+1(x)eiωg(x)dx.
The asymptotic method is defined by [3,4]
Q As [f ] =
s∑
k=1
(−1)k+1 1
(iω)k
σk(x)eiωg(x)
∣∣b
x=a
and the error satisfies
I(ω)− Q As [f ] ∼ O
(
ω−(s+1)
)
.
Iserles and Nørsett derived a Filon-typemethod [3,4] which extends the work of Filon: Let s be some positive integer and
let {mk} |v0 be a set of multiplicities associated with the node points a = c0 < c1 < · · · < cv = b such that m0,mv ≥ s.
Suppose that v(x) =∑nk=0 akxk, where n =∑vk=0mk − 1, is the solution of the system of equations
v(ck) = f (ck), v′(ck) = f ′(ck), . . . , v(mk−1)(ck) = f (mk−1)(ck)
for every integer 0 ≤ k ≤ v. Then
I(ω)− Q Fs [f ] ∼ O
(
ω−(s+1)
)
,
whereQ Fs [f ] ≡
∑n
k=0 ak
∫ b
a x
keiωg(x)dx. The integral
∫ b
a x
keiωg(x)dx is defined as themoment. The Filonmethod and Filon-type
method need to evaluate moments; however, moments cannot be computed explicitly in general.
Levin [5–7] presented a collocation method for computing
∫ b
a f (x)e
iωg(x)dx for all ω. On the basis of the collocation
method, Olver obtained a Levin-type method [8,9] as follows. Assume that we have a function f (x) such that
d
dx
[
F(x)eiωg(x)
] = f (x)eiωg(x).
It then follows that∫ b
a
f (x)eiωg(x)dx = [F(x)eiωg(x)]bx=a .
In the absence of critical points, F(x) is a smooth function and the approximation F(x) =∑vk=1 akxk can be constructed by
solving the system of collocation equations
F ′(x)+ iωg ′F(x) = f (x), [F ′(x)+ iωg ′F(x)]′ = f ′(x), . . . , [F ′(x)+ iωg ′F(x)](mk−1) = f (mk−1)(x).
An entirely different approach is proposed by Huybrechs and Vandewalle in [10]. The integral interval [a, b] is replaced
by some special paths hx(p) in the complex plane. The path hx(p) is achieved by solving
g(hx(p)) = g(x)+ ip, x ∈ [a, b].
If the inverse of g is easily computed, the parameter descent method [10] is quite efficient. Otherwise, the accuracy of the
method is decreasing.
In this paper, we introduce a parameter method for solving the integral in the form of (1.1) with little cost. The main
idea is based on parameterizing ω. Instead of integrating by parts or constructing approximating functions, we consider a
technique of ‘reduction’ in the process of parameterizing. This method gives an efficient approximation as ω → ∞. The
proposed method avoids computing the moments and is applicable for the case where g ′(x) = 0.
2. The parameter method for computing
∫ 1
0 f (x)e
iωg(x)dx
To start with either analyzing the asymptotic behavior of highly oscillatory integrals or estimating the error of the
method; a crucial insight is provided by classical results from harmonic analysis.
Lemma 2.1 (van der Corput [13]). Suppose that g(x) is real-valued and smooth in [a, b], and that |g(r)(x)| ≥ 1 for all x ∈ (a, b).
Then ∣∣∣∣∫ b
a
eiωg(x)dx
∣∣∣∣ ≤ C(r)ω−1/r
holds when (i) r ≥ 2, or (ii) kr = 1 and g ′(x) is monotonic. The bound C(r) is independent of g and ω.
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Lemma 2.2 ([13]). Under the assumptions on g(x) in Lemma 2.1, we can conclude that∣∣∣∣∫ b
a
f (x)eiωg(x)dx
∣∣∣∣ ≤ C(r)ω−1/r [|f (b)| + ∫ b
a
|f ′(x)|dx
]
.
For the case where g(x) has no stationary points in [0, 1], let
ψ0(x) = f (x), ψv(x) =
[
ψv−1(x)g(x)
g ′(x)
]′
, v = 1, 2, . . . . (2.1)
Note that
I(ω)− I(M1ω) =
∫ ω
M1ω
I ′(t1)dt1 =
∫ ω
M1ω
dt1
∫ 1
0
if (x)g(x)eit1g(x)dx. (2.2)
For the inner integral on the right in (2.2), we integrate by parts and obtain
I(ω)− I(M1ω) =
∫ ω
M1ω
ψ0(x)g(x)
g ′(x)
eit1g(x)
∣∣∣∣1
x=0
1
t1
dt1 −
∫ ω
M1ω
1
t1
dt1
∫ 1
0
ψ1(x)eit1g(x)dx. (2.3)
According to the van der Corput lemma, we have limM1→∞ I(M1ω) = 0 and
I(ω) =
∫ ω
∞
ψ0(x)g(x)
g ′(x)
eit1g(x)
∣∣∣∣1
x=0
1
t1
dt1 −
∫ ω
∞
1
t1
dt1
∫ 1
0
ψ1(x)eit1g(x)dx. (2.4)
Integrating by parts for the second term in the right hand side of (2.4), we have∫ ω
∞
1
t1
dt1
∫ 1
0
ψ1(x)eit1g(x)dx =
∫ ω
∞
1
t1
dt1
∫ t1
∞
ψ1(x)g(x)
g ′(x)
eit2g(x)
∣∣∣∣1
x=0
1
t2
dt2 −
∫ ω
∞
1
t1
dt1
∫ t1
∞
1
t2
dt2
∫ 1
0
ψ2(x)eit2g(x)dx.
Use this technique repeatedly and define
F1(ω) =
∫ ω
∞
ψ0(x)g(x)
g ′(x)
eit1g(x)
∣∣∣∣1
x=0
1
t1
dt1,
F2(ω) =
∫ ω
∞
1
t1
dt1
∫ t1
∞
ψ1(x)g(x)
g ′(x)
eit2g(x)
∣∣∣∣1
x=0
1
t2
dt2,
...
Fs(ω) =
∫ ω
∞
1
t1
dt1
∫ t1
∞
1
t2
dt2 · · ·
∫ ts−1
∞
ψs−1(x)g(x)
g ′(x)
eitsg(x)
∣∣∣∣1
x=0
1
ts
dts.
Then we derive the following identity:
I(ω) =
s∑
l=1
(−1)l+1Fl(ω)+ (−1)sRs(ω) (2.5)
where Fl(ω) are univariate or multivariate Fourier transformations which can be computed explicitly, and
Rs(ω) =
∫ ω
∞
1
t1
dt1
∫ t1
∞
1
t2
dt2 · · ·
∫ ts−1
∞
1
ts
dts
∫ 1
0
ψs(x)eitsg(x)dx.
It is easy to show that Rs(ω) = O(ω−(s+1)) from Lemma 2.2 and
I(ω) =
s∑
l=1
(−1)l+1Fl(ω)+ O
(
ω−(s+1)
)
.
Hence I(ω) can be approximated by the quadrature of highly oscillatorymultivariate Fourier integralswith asymptotic order
O(ω−(s+1)). For example, we have the following formulas:
Order 2: s = 1,
I(ω) = ψ0(1)g(1)
g ′(1)
B1(y1)− ψ0(0)g(0)g ′(0) B1(y2)+ O(ω
−2),
where B1(y) = 1iyeiy.
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Order 3: s = 2,
I(ω) =
2∑
l=1
ψl−1(1)g(1)
g ′(1)
Bl(y1)−
2∑
l=1
ψl−1(0)g(0)
g ′(0)
Bl(y2)+ O(ω−3),
where B1(y) = 1iyeiy + 1(iy)2 eiy and B2(y) = 1(iy)2 eiy.
Order 4: s = 3,
I(ω) =
3∑
l=1
ψl−1(1)g(1)
g ′(1)
Bl(y1)−
3∑
l=1
ψl−1(0)g(0)
g ′(0)
Bl(y2)+ O(ω−4),
where B1(y) = 1iyeiy + 1(iy)2 eiy + 1(iy)3 eiy, B2(y) = 1(iy)2 eiy + 3(iy)3 eiy and B3(y) = 1(iy)3 eiy, and so on. Generally for positive
integer s,
s∑
l=1
(−1)l+1Fl(ω) =
s∑
l=1
(−1)l+1ψl−1(1)g(1)
g ′(1)
Bl(ωg(1))−
s∑
l=1
(−1)l+1ψl−1(0)g(0)
g ′(0)
Bl(ωg(0))+ O(ω−(s+1)),
and
I(ω) =
s∑
l=1
(−1)l+1ψl−1(1)g(1)
g ′(1)
Bl(ωg(1))−
s∑
l=1
(−1)l+1ψl−1(0)g(0)
g ′(0)
Bl(ωg(0))+ O(ω−(s+1)).
For the case where g(x) has a stationary point ξ in [0, 1], integral (1.1) can be rewritten as
I(ω) = eiωg(ξ)
∫ 1
0
f (x)eiω(g(x)−g(ξ))dx.
Without loss of generality, we assume that ξ = 0 and g(ξ) = 0; then g(x)/g ′(x) is a sufficiently smooth function and g(x)
is strictly monotonic in [0, 1], and the ψv(x) (v = 0, 1, . . .) in (2.1) are also well defined.
Choose one proper ψ˜0(y) such thatψ0(x)dx = ψ˜0(y)dy, where x, y satisfy g(x) = κg(y) for some positive number κ . Let
I˜(κω) =
∫ 1
0
ψ˜0(y)eiκωg(y)dy, ψ˜v(y) =
[
ψ˜v−1(y)g(y)
g ′(y)
]′
, v = 1, 2, . . . ,
and set
F˜1(κω) =
∫ κω
∞
ψ˜0(y)g(y)
g ′(y)
eit1g(y)
∣∣∣∣∣
1
y=0
1
t1
dt1,
F˜2(κω) =
∫ κω
∞
1
t1
dt1
∫ t1
∞
ψ˜1(y)g(y)
g ′(y)
eit2g(y)
∣∣∣∣∣
1
y=0
1
t2
dt2,
...
F˜s(κω) =
∫ κω
∞
1
t1
dt1
∫ t1
∞
1
t2
dt2 · · ·
∫ ts−1
∞
ψ˜s−1(y)g(y)
g ′(y)
eitsg(y)
∣∣∣∣∣
1
y=0
1
ts
dts.
Similarly we have
I˜(κω) =
s∑
l=1
(−1)l+1F˜l(κω)+ (−1)sR˜s(κω) (2.6)
where
R˜s(κω) =
∫ κω
∞
1
t1
dt1
∫ t1
∞
1
t2
dt2 · · ·
∫ ts−1
∞
1
ts
dts
∫ 1
0
ψ˜s(y)eitsg(y)dy.
Define the parameter method Ps(ω, κω) as follows:
Ps(ω, κω) = I˜(κω)+
s∑
l=1
(−1)l+1
[
Fl(ω)− F˜l(κω)
]
, (2.7)
where κω is fixed, that is, κ = C
ω
for some constant C . κω can be chosen according to the computer counting rate. If κω
is small, then the convergence is slow. If κω is very large, then the evaluation will take plenty of time. In this paper, we
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choose κω = 100, 500 or 1000 such that I˜(κω) is lower oscillating and can be computed by the standard quadrature rules,
and Fl(ω) − F˜l(κω) can be computed explicitly using the multivariate Fourier integral without the stationary point for the
oscillator. I(ω) is approximated by Ps(ω, κω)with error bound (Theorem 2.1):
I(ω)− Ps(ω, κω) = O((κω)−(s+1)). (2.8)
In the following, we will prove the error bound (2.8).
Set
φs(ω) =
∫ ω
M1ω
1
t1
dt1
∫ t1
M2t1
1
t2
dt2 · · ·
∫ ts−1
Msts−1
1
ts
dts
∫ 1
0
ψs(x)eitsg(x)dx.
φ˜s(κω) =
∫ κω
M1κω
1
t1
dt1
∫ t1
M2t1
1
t2
dt2 · · ·
∫ ts−1
Msts−1
1
ts
dts
∫ 1
0
ψ˜s(y)eitsg(y)dy.
For positive integer s, we have the following lemma.
Lemma 2.3. Suppose that ψs, g ∈ C∞[0, 1], and g(x) satisfies g(0) = g ′(0) = 0 and g ′(x) 6= 0 for x ∈ [0, 1] \ {0}. If the
function ψ˜s satisfies ψs(x)dx ≡ ψ˜s(y)dy and x, y satisfy g(x) = κg(y), then for large ω > κω  1 and M1,M2, . . . ,Ms > 0,
φs(ω)− φ˜s(κω) = O((κω)−(s+1)). (2.9)
Proof. (i) The case of s = 1: For large κω, we have
φ1(ω)− φ˜1(κω) =
∫ ω
M1ω
1
t
dt
∫ 1
0
ψ1(x)eitg(x)dx−
∫ κω
M1κω
1
t
dt
∫ 1
0
ψ˜1(y)eitg(y)dy
=
∫ κω
M1κω
1
t
dt
∫ 1
0
ψ1(x)eitg(x)/κdx−
∫ κω
M1κω
1
t
dt
∫ 1
0
ψ˜1(y)eitg(y)dy.
Note that g(x) is monotonic in [0, 1], ψ1(x)dx = ψ˜1(y)dy and x = g−1(κg(x)). Then it follows that∫ κω
M1κω
1
t
dt
∫ 1
0
ψ1(x)eitg(x)/κdx−
∫ κω
M1κω
1
t
dt
∫ g−1(κg(1))
0
ψ1(x)eitg(x)/κdx
=
∫ κω
M1κω
1
t
dt
∫ 1
g−1(κg(1))
ψ1(x)eitg(x)/κdx.
Obviously, since g ′(y) 6= 0 for y ∈ [g−1(κg(1)), 1], we can prove that∫ κω
M1κω
1
t
dt
∫ 1
g−1(κg(1))
ψ1(x)eitg(x)/κdx =
∫ κω
M1κω
[∫ 1
g−1(κg(1))
κψ1(x)
it2g ′(x)
deitg(x)/κ
]
dt
∼
∫ κω
M1κω
[
κψ1(x)
it2g ′(x)
eitg(x)/κ
∣∣1
g−1(κg(1))
]
dt. (2.10)
Integrating repeatedly by parts, we obtain φ1(ω)− φ˜1(κω) = O((κω)−2).
(ii) By the same token, we can easily prove formula (2.9) in the case of integer s ≥ 2. 
Remark 1. From (2.10) we see that the stationary point is removed from the quadrature interval. Therefore, the asymptotic
order appears in formula (2.9), which is identical to the case for non-stationary points.
On the basis of Lemma 2.3, define∫ ω
∞
= lim
M1→∞
∫ ω
M1ω
,
∫ t1
∞·t1
= lim
M2→∞
∫ t1
M2t1
, . . . ,
∫ ts−1
∞·ts−1
= lim
Ms→∞
∫ ts−1
Msts−1
and
Rs(ω) =
∫ ω
∞
1
t1
dt1
∫ t1
∞·t1
1
t2
dt2 · · ·
∫ ts−1
∞·ts−1
1
ts
dts
∫ 1
0
ψs(x)eitsg(x)dx,
R˜s(κω) =
∫ κω
∞
1
t1
dt1
∫ t1
∞·t1
1
t2
dt2 · · ·
∫ ts−1
∞·ts−1
1
ts
dts
∫ 1
0
ψ˜s(y)eitsg(y)dy.
LetM1,M2, . . . ,Ms →∞ in formula (2.9); then we can obtain:
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Fig. 1. The error of the parameter method Ps(ω, 100) (the left corresponding to s = 2, the right corresponding to s = 3) for I(ω) =
∫ 1
0 e
x cos(ωx2)dx,
where ψ˜0(y) = √100/ωe
√
100/ωy: κω = 100.
Lemma 2.4. Under the assumptions in Lemma 2.3, we can conclude that
Rs(ω)− R˜s(κω) = O((κω)−(s+1)). (2.11)
Theorem 2.1. Under the assumptions in Lemma 2.3, for large ω > κω  1,
I(ω)− Ps(ω, κω) = O((κω)−(s+1)). (2.12)
Proof. Since ψ˜0 satisfies ψ0(x)dx ≡ ψ˜0(y)dy and ωg(x) = κωg(y), and we note that g(x)/g ′(x) ≡ g(y)/g ′(y), then by
induction it is easy to verify that ψs(x)dx ≡ ψ˜s(y)dy for
ψv(x) =
[
ψv−1(x)g(x)
g ′(x)
]′
, ψ˜v(y) =
[
ψ˜v−1(y)g(y)
g ′(y)
]′
, v = 0, 1, . . . .
According to Lemma 2.4 this yields
Rs(ω)− R˜s(κω) = O((κω)−(s+1)).
Then from (2.5) and (2.6) it follows that
I(ω)− I˜(κω) =
s∑
l=1
(−1)l+1
[
Fl(ω)− F˜l(κω)
]
+ O((κω)−(s+1)). 
Remark 2. Formula (2.8) shows that the larger s is for converted Fourier transformations Fl(ω), Fl(κω)with l = 1, 2, . . . , s,
the greater the accuracy is for I(ω) − I˜(κω). In other words, I(ω) − I˜(κω) can be obtained accurately for arbitrary
ω > κω  1. Meanwhile for lower κω, the integrand ψ˜0(y)eiκωg(y) is less oscillatory, such that it is perfectly possible
for us to compute I˜(κω) by the classical quadrature technique, i.e. using Gaussian quadrature.
3. Evaluation of the factor ψ˜0(y)
From Section 2, we know that we can compute I(ω)− I˜(κω) if we choose one proper ψ˜0(y) for the case where g(x) has
a stationary point, which satisfies ψ˜0(y)dy = ψ0(x)dx, where x, y satisfy ωg(x) = κωg(y).
If the inverse of g(x) can be computed easily, then from x = g−1(κg(y)), we get ψ˜0(y) = ψ0(g−1(κg(y))) dxdy .
For the case where the inverse function is implicit for the function z = g(x), ψ˜0(y) can be approximated by the following
Taylor expansion. Noting that y = 0 as x = 0 owing to ωg(x) = κωg(y), it is reasonable to assume that
x ≈ α1y+ α2 y
2
2! + · · · + αsr+1
ysr+1
(sr + 1)! .
The coefficients can be determined from
α1 = dxdy
∣∣∣∣
y=0
, α2 = d
2x
dy2
∣∣∣∣
y=0
, . . . , αsr+1 = d
sr+1x
dysr+1
∣∣∣∣
y=0
,
where s is the order of the parameter method and r is the order of the stationary point ξ . Thus we obtain an approximation
of ψ˜0(y).
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Table 1
The error for computing I(ω) = ∫ 10 ex cos(ωx2)dx by the parameter method P3(ω, κω), where ψ˜0(y) = √κω/ωe√κω/ωy: κω = 100, 500, 1000, and
Ea(ω, κω) denotes the absolute error and Er (ω, κω) denotes the relative error.
ω 80 200 1200 6000 10000
Ea(ω, 100) 4.00e−8 6.43e−9 7.45e−10 1.93e−10 1.09e−10
Ea(ω, 500) 5.67e−9 9.70e−10 9.93e−12 5.21e−13 8.86e−13
Ea(ω, 1000) 8.31e−9 7.19e−10 6.82e−12 1.66e−13 1.40e−13
Er (ω, 100) 7.56e−7 1.67e−7 4.14e−8 2.25e−8 1.76e−8
Er (ω, 500) 1.07e−7 2.53e−8 5.52e−10 6.06e−11 1.42e−10
Er (ω, 1000) 1.57e−7 1.87e−8 3.79e−10 2.08e−11 2.25e−11
Table 2
Numerical analysis for computing
∫ pi/2
0 cosω(x− sin(x))dx by the parameter descent method, Q(PD,n)[f ] [10], and the parameter method, Ps(ω, 500).
ω 10 100 1000 5000 8000
Exact value 0.5912126257 0.3077208629 0.1396981141 0.08237752488 0.07013813210
Q(PD,5)[f ] 0.5224690437 0.3101518336 0.1396948112 0.08237694530 0.07013791174
Time cost 0.469 s 0.359 s 0.452 s 0.407 s 0.422 s
P2(ω, 500) 0.5927006620 0.3077266267 0.1396980311 0.08237751379 0.07013813344
Time cost 0.047 s 0.061 s 0.078 s 0.063 s 0.063 s
ω ω
Fig. 2. For integrals I(ω) = ∫ pi/20 cosω(x− sin(x))dx, the absolute error of the parameter method P1(ω, 500): s = 1 (on the left) and the relative error of
the parameter method, where we choose ψ˜0(y) ≈ (500/ω)1/3 − (22/3ω−1/3 − 100ω−1)y2/4.
Algorithm of evaluating α1, α2, . . . , αsr+1.
Step 1: Let x = α1y. By ωg(x) = κωg(y), we obtain an equation ωg(α1y) = κωg(y). Compute the first-order derivative for
y of ωg(α1y) = κωg(y) and the limit of the derivative at y = 0; we may obtain three results:
(1) We derive the value α1; go to Step 2.
(2) We obtain a relation C = 0, where C is a non-zero constant. Then we let α1 = 0; go to Step 2.
(3) There exists the relation C = C . Then we compute the second-order derivative for y of ωg(α1y) = κωg(y) and the
limit of the second-order derivative at the stationary point y = 0. We may obtain three results here too: If we can
derive the value α1, go to Step 2. If there exists C = 0, where C is a constant, we let α1 = 0; go to Step 2. If there exists
the relation C = C , then we compute the third-order derivative for y and the limit of the third-order derivative at the
stationary point y = 0.We repeat the above process until we can obtain α1, where the order k of the derivatives satisfies
k ≤ sr + 1.
Step 2: Let x = α1y+α2y2 and replace xwith α1y+α2y2 toωg(x) = κωg(y); we obtainωg(α1y+α2y2) = κωg(y). Compute
the first-order derivative for y of ωg(α1y+ α2y2) = κωg(y) and its limit at y = 0; we obtain three results here too. For the
first case, go to Step 3. For the second case, let α2 = 0 and go to Step 3. For the final case, we repeat the process of Step 1
until we obtain α2.
Step 3: Let x = α1y+ α2y2, . . ., α1y+ α2y2 + · · · + αsr+1ysr+1 in turn; then we can derive α1, α2, . . . , αsr+1.
4. Numerical examples
Example 1. Let us consider the parameter method for computing I(ω) = ∫ 10 ex cos(ωx2)dx (see Fig. 1 and Table 1).
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Fig. 3. For integrals I(ω) = ∫ pi/20 cosω(x− sin(x))dx, the absolute error of the parameter method P2(ω, 500): s = 2 (on the left) and the relative error of
the parameter method (on the right), where we choose ψ˜0(y) ≈ (500/ω)1/3 − (22/3ω−1/3 − 100ω−1)y2/4.
ω ω
Fig. 4. The absolute error for computing
∫ pi/2
0 cosω(x − sin(x))dx with the parameter descent method [10] (the case of five points on the left) and the
relative error (on the right).
Example 2. We compare the parameter method with the parameter descent method [10] for the integral I(ω) = ∫ pi/20
cosω(x − sin x)dx (see Table 2, Figs. 2–4). Let κω = 500. From the algorithm for evaluating α1, α2 and α3, we have
ψ˜0(y) ≈
( 500
ω
)1/3 − (22/3ω−1/3−100ω−1)y24 .
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