Abstract-We propose an effective method to achieve position invariance in the application of Optical Character Recognition (OCR). We normalise the position of all inputs based on their symmetry features. The Generalized Symmetry Transform (GST) is used to determine the symmetry features prior to classification by a Probabilistic Neural Network (PNN). We used the United States Postal Service (USPS) data set to measure performance.
I. INTRODUCTION
Despite being a common feature of man-made objects, little research has been conducted on the usefulness of symmetry in pattern classification. Handwritten, offline optical character recognition performance has not yet reached that of humans. For this reason, we have chosen to investigate how symmetry features can be used by connectionist systems.
The research used the Generalized Symmetry Transform proposed by Reisfeld et al [5] to produce a continuous measure of reflectional symmetry of the patterns to be classified. An object has reflectional symmetry if it is invariant to reflection about a given plane or axis, called the reflection plane. We chose to classify the patterns using a Probabilistic Neural Network based on research comparing its effectiveness to other connectionist systems [8] .
In this paper we discuss our use of symmetry features to create a classifier that was invariant to changes in position. Our approach was to normalise patterns prior to presenting them to the network.
II. PROBABILISTIC NEURAL NETWORKS
Probabilistic Neural Networks (PNNs) have been shown to outperform the traditional Multi-Layer Perceptron (MLP) [2] , [4] classifier in Optical Character Recognition (OCR) tasks [8] . Their main advantage is that their training is trivial and near instantaneous [1] , [6] , requiring only a single pass. Training is based on estimating probability distribution functions utilising Parzen windows. They can support very complex decision surfaces which approach the Bayes optimal [7] .
Probabilistic Neural Networks have three layers of neurons (not including an input layer): the pattern layer; the summation layer; and the output layer. They are connected in a feedforward manner. The structure is depicted in Figure 1 .
The pattern units are similar to the semi-linear neurons of an MLP except that they use an exponential activation-output 
A smoothing parameter, σ, identical for all the units in the layer, controls the exponential scale factor. The activation, Z i is defined as the sum of the weighted (W ) inputs (X):
For each training pattern there is one pattern unit. The training pattern input is used as the weight for that pattern unit. Whilst this layer will be large for any non-trivial classification task, training consists of a single pass. Recognition is slower, but training will be quicker than an MLP used for the same task.
After training, the output of these units represents how similar the new pattern is to the training patterns. The unit with the highest output represents the closest matching training pattern.
The summation units simply sum the output of pattern units belonging to the same class:
The output units have two inputs and a binary output. The first input is from the summation unit of patterns belonging to that class. The second input is from a summation unit of nonclass members. This input is inverted (multiplied by negative one). Hence, the activation for the output unit is equivalent to:
The activation-output function is a hard limiter:
III. THE GENERALIZED SYMMETRY TRANSFORM Reisfeld et al [5] proposed a method of measuring symmetry called the Generalized Symmetry Transform. The measure compares pairs of edge point intensities and orientations. The GST produces a detailed map of the symmetry magnitudes (as a continuous measure) and symmetry orientations, rather than produce an average symmetry position.
Identifying the location of just one reflection plane, that acts globally on an object, is of limited use to classification. Two or more classes of characters are likely to share such a reflection plane. A classifier would be unable to distinguish between these classes. The GST was selected for this experiment because it identifies symmetries which are present in only a subsection of the object. We call this reflectional relationship between a subset of pixels local symmetry.
The symmetry magnitude is calculated from an approximation of the pixel greyscale intensity gradients. We can approximate the gradient using the Sobel edge operator convolution masks:
is associated with each pixel k in the input image consisting of a magnitude of the intensity gradient, r k and the angle between the normal of the gradient and the horizontal axis, θ k .
Each pair of pixels contributes to the symmetry magnitude at a pixel mid-way between them. Hence, the set Γ(p) consists of all the pixel-pairs that contribute to the magnitude at a point p:
A Gaussian-based distance weight function favours contributions from pixel-pairs that are closer together than those further apart:
The shape of the Gaussian is controlled by µ. A phase weight function favours opposing gradient orientations (rather than aligned orientations) from a pair of pixels:
(11) Where α ij is the angle between a line connection points i and j, and the horizontal axis. Whilst the other components of the symmetry contribution calculate a significance (equivalent to weighting), the phase function is the continuous measure of symmetry. Two orientations are symmetrical if θ i − θ j = ±π. Two orientations are not symmetrical if θ i − θ j = 0.
The total contribution of two pixel points is a function of the distance and phase weight functions:
The symmetry magnitude at a given point p is the sum of the contributions over a set of pixels pairs, Γ(p):
IV. POSITION NORMALISATION
The basic idea was to reposition the contents of the pattern such that the point with the greatest symmetry magnitude was at the centre of the pattern. Where multiple symmetry axes exist, this should occur where the axes intersect. Point S = (s x , s y ) is the point where S = max(M σ ) . We then apply the affine transformation:
The point, C = (C x , C y ), is the point at the centre of the image. The affine transformation was applied to the original pattern and not the symmetry magnitude map, M σ . The position normalised pattern was then presented to a neural network for classification.
V. EXPERIMENT
The experiment used the United States Postal Service (USPS) data set. The set contained 9292 patterns each representing a handwritten digit (the numerals zero to nine inclusive.) We trained the networks with 7291 patterns. The network performance was measured by presenting 2001 previously unseen patterns. Based on previous research [3] , the smoothing parameter σ was set to a value of 0.4. This had achieved a recognition rate of 95.12%. A 16x16 greyscale image described each digit in the original data set. To test the classifier's position invariance, the input pattern's dimensionality was 32x32 pixels. The original 16x16 pixel image was placed centrally onto the new input pattern. In effect, this added a padding of 8 pixels around the original data in which we could vary the position of the object. One network trained using this data. A second network trained on the output of the mechanism described in Section IV.
Position invariance was evaluated using fifteen additional sets of control and position normalised, training and test sets. The data sets were produced by repositioning the contents of the image in both the x-and y-dimensions.
VI. RESULTS
The optimal performance of the control classifier was 92.12%. The optimal performance of the position normalised classifier was 94.67%. The rate at which the performance decreases with respect to the position offset distance is depicted in Figure 3 and tabulated in Table I .
VII. DISCUSSION
Increasing the dimensionality of the input space did not affect the performance of the classifier. The control network's test set performance was equal to that in previous research. Normalising the position of the training data reduced the performance slightly, but not significant at only a percentagepoint difference of 0.45. The control network was not tolerant of position variances. Offsetting the pattern by only one pixel in both dimensions reduced the performance to 30.8%.
Using symmetry based position normalisation, the performance remained unchanged up to a distance of three pixels and then dropped slightly for three pixels. After six pixels, the rate of recognition-rate-loss with respect to position offset Fig. 3 . Graph showing the effect on the recognition rate when shifting the object position distance increased. We had anticipated the significant drop in performance to occur at P = 8, when there is no 'padding' around two edges of the original data. However, this occurred one pixel early at P = 7. It occurred one pixel earlier than predicted because of the nature of the gradient approximation method for the GST. We used convolution on only the visible portions of the pattern. The remaining reduction in the recognition rate was the result of important data no longer being visible -i.e. outside the boundaries of the image. This continued to worsen until P = 16, when none of the original data was presented to the network -only the background signal.
The results showed that an affine transformation centring a pattern on the point with the highest symmetry magnitude was effective as a position invariant mechanism for classification. The method presented here could be used as a pre-processing step for classification by any type of neural network.
