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Abstract-In this paper, we present some Lyapunov type inequalities for discrete linear scalar 
Hamiltonian systems when the coefficient c(t) is not necessarily nonnegative valued and when the 
end-points are not necessarily usual zeros, but rather, generalized zeros. Applying these inequalities, 
we obtain some disconjugacy and stability criteria for discrete Hamiltonian systems. @ 2003 Elsevier 
Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The continuous Hamiltonian system, in the case of two scalar linear differential equations, has 
the form (see, for example, [1,2]) 
y'(t) = JH(t)y(% t E I%: (1.1) 
in which 
where hjk (t), j, k = 1,2, are real-valued piece-wise continuous functions &fined on R and /xl2 (t) = 
h(t). 
The vector equation (1.1) will be written as 
Y; = h(th + Wt)yz, Y; = -hll(th - hn.(t)yz 
or setting yl(t) = z(t), yz(t) = u(t), and hn(t) = h(t) = u(t), h22(t) = b(t), hll(t) = c(t), it 
can be rewritten as 
2’ = a(t)z + b(t)u, 21’ = -c(t)22 - a(t)u, t E w. (1.2) 
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We remark that the second-order differential equation 
b(W(t)l + q(t)x(t) = 0, t E w, (1.3) 
in which p(t),q(t) are real-valued functions and p(t) # 0 for all t E R, can be written as an 
equivalent Hamiltonian system of type (1.2). Indeed, let x(t) be a solution of (1.3) and set 
p(t)x’(t) = u(t). Then we have 
1 
x’ = p(t)% u’ = -q(t)x. 
So, (1.3) is equivalent to (1.2) with 
a(t) = 0, 4 = q(t). 
In the proceeding Section 2, an elementary proof of the following theorem is given. 
THEOREM 1.1. In view of the notations described above, assume that b(t) 2 0 for all t E JR and 
assume (1.2) has a real solution (x, U) such that x(a) = x(/3) = 0 and x is not identically zero on 
[CY, p], where a, p E R with (Y < /3. Then the Lyapunov inequality 
~~,a(t),dt+(Cb(l)dt.~pc+(t)dt}1’222 (1.4 
holds, where c+(t) = max{c(t), 0) is the nonnegative part of c(t). 
An introduction to the theory of Lyapunov type inequalities and their applications can be 
found in the survey paper of Cheng [3]. 
The main concern of this paper is to obtain analogies of Theorem ‘1 .l for the discrete case. 
As it is well known (see [4-6]), an adequate form’ of the discrete Hamiltonian system corre- 
sponding to (1.2) is 
Ax(t) = a(t)x(t + 1) + b(t)u(t), Au(t) = -c(t)x(t + 1) - a(t)u(t), t E z, (1.5) 
where A denotes the forward difference operator defined by Ax(t) = x(t + 1) - x(t), with the 
coefficient a(t) satisfying the condition 
1 - 4 # 0, t E z. (1.6) 
Notice that the second-order difference equation 
A[p(t)Ax(t)] + q(t)x(t + 1) = 0, t E z, (1.7) 
where p(t) # 0 for all t E Z, can be written as an equivalent discrete Hamiltonian system of 
type (1.5). Indeed, let x(t) b e a solution of (1.7) and set p(t)Ax(t) = u(t). Then we have 
Ax(t) = -&y(t), Au(t) = -q(t)x(t + 1). 
So, (1.7) is equivalent to (1.5) with 
u(t) = 0, w = &I 
Concerning system (1.5)) besides taking into account (1.6)) we will also assume that the func- 
tions a(t), b(t), and c(t) are real valued and 
b(t) 2 0, t E z. (1.8) 
For each t E Z, let us set 
c+(t) = max{c(t), 0). (1.9) 
In the discrete case, instead of the usual zero, the concept of generalized zero, which is due to 
Hartman [7], is used. A function f : Z -+ R is said to have a generalized zero at to E Z provided 
either f(to) = 0 or f(to - l)f(to) < 0. 
The main results of this paper are the following theorems. 
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THEOREM 1.2. Let CY,~ E Z with (Y < @ - 2. Assume (1.5) has a real solution (x:,u) such that 
z(a) = x(P) = 0 and z is not identically zero on [cY,~]. Then the inequality 
P-2 
i 
P-1 P-2 
I 
112 
c INI + c w . Cc+(t) 2 2 (1.10) t=cx t=a t=a 
holds. 
THEOREM 1.3. Suppose 
1 - a(t) > 0, b(t) > 0, for all t E Z, (1.11) 
and let o,p E Z with a 5 /3 - 2. Assume (1.5) has a real solution (x,u) such that x(o) = 0, 
x(/3 - 1)x(/3) < 0. Then the inequality 
holds. 
P-2 P-2 P-2 w 
c 1491 + c w * Cc+(t) i > 1 
(1.12) t=a t=a t=ol I 
THEOREM 1.4. Suppose condition (1.11) holds and let (Y, ,0 E Z with cr < p - 1. Assume (1.5) 
has a real solution (5,~) such that x(o - 1)x(o) < 0, x(p) = 0. Then the inequality 
holds. 
P-2 
i 
P-1 P-2 
1 
w 
c Ia(t)l + c w . c c+(t) > 1 (1.13) t=a t=a t=a-1 
THEOREM 1.5. Suppose 
1 - u(t) > 0, b(t) > 0, c(t) > 0, for all t E Z, (1.14) 
andleta,/3EZwitha<P-1. Assume(1.5)h as a real solution (z, U) such that X(LY--1)x(o) < 0 
and x(/3 - 1)x(P) < 0. Then the inequality 
y la(t)1 + { 5 b(t). E c(t)}1’2 > 1 (1.15) 
t=a-1 t=a-1 t=or-1 
holds. 
Combining Theorems 1.2-1.5 yields the following corollary. 
COROLLARY 1.6. Suppose 
1 -a(t) > 0, b(t) > 0, c(t) > 0, for all t E %, 
and let Q, p E Z with LY 5 p-2. Assume (1.5) has a real solution (x, u) such that x has generalized 
zeros at (sv and p, and x is not identically zero on [CY, p]. Then the inequality 
holds. 
P-2 
c Ia(t)l + 
t=a-1 
{ 5 b(t) * 5 c(t)}“2 > 1 
km-1 t=a-1 
Proofs of Theorems 1.1-1.5 are given in the subsequent Sections 2-6, successively. As applica- 
tions of Lyapunov inequalities, we obtain in Section 7 a disconjugacy criterion, and in Section 8 
instability and stability criteria for discrete Hamiltonian systems are asserted. Related references 
include [3,6,8-151. 
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2. PROOF OF THEOREM 1.1 
Multiplying the first equation of (1.2) by u and the second one by x, and then adding the 
results, we obtain 
(xu)’ = b(t)u2 - C(t)x2. 
Integrating the last equation from (Y to /3 and taking into account that X(Q) = z(P) = 0 yields 
J P J P b(t)u2(t) dt = c(t)x2(t) dt. a a (2.1) 
Choose r E (a, p) such that 
Since z is not identically zero on [a, p], we have Ix(r)] > 0. Integrating the first equation of (1.2) 
initially from a to r and then from r to p, and taking into account that x(a) = x(p) = 0, we 
get, respectively, 
J 
5- 
J 
T P P X(T) = &)x(t) d  + WMt) d ,-X(T) = a(t)x(t) dt + b(t)u(t) dt. 
a a J T J 7 
Hence, employing the triangle inequality gives 
1x(7)1 I J‘ja(t)ilz.(t)idt+Jib(t)lu(t)ldt, a OL I~(T)I J”b(t)llWl dt + J’wlw dt.- T ‘T 
Adding these last two inequalities gives rise to 
2lX(T)l 5 J ' la(t)llx(t)idt+JPB(t)lIL(t)ldt. a cl 
On the other hand, applying the Cauchy-Schwarz inequality and using (2.1), we have 
J P 01 b(t)l.lL(t)ldt 5 { f,,,,dt}1’2. { fb,,,,2,t,,,i’” 
= {f&,dt}1’2~{fc(t)z2(t)dt}1’2 
5 { /:,,,,,}1’2. { fi+(t)z2(t,dt}1’2. 
Therefore, we get from (2.2) 
+(~)I 5 J p WI . Ixc(t)l dt + { fi(t)dt}“2. { fc+(t,z2(t)dt}1’2 
<[,,I. [/:,u(tJldt+{~~hOdt.~~c+~l)di)lil]. 
(2.2) 
Dividing the latter estimate by ]x(r)], we get the desired inequality (1.4). 
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3. PROOF OF THEOREM 1.2 
Multiplying the first equation of (1.5) by IL(~) and the second one by x(t + l), and then adding, 
we get 
A[x(t)u(t)] = zJ@)u2(t) - c(t)x2(t + 1). (3.1) 
Summing the last equation from cr to ,B - 1 and taking into account that x(a) = Z(P) = 0, we 
obtain 
a-1 P-l 
0 = c b(t)u2(t) - c c(t)x2(t + 1). 
t=a t=a 
Since Z(P) = 0, we have 
P-1 P-2 P-2 
c b(t)u2(t) = c c(t)xZ(t + 1) 5 c c+(t)xZ(t + 1). 
t=a t=a t=a 
(3.2) 
Choose T E [a + 1, P - l] such that 
IX(T)I = a+l~gp-l ‘x(t)‘. 
Then 1x(~)\ > 0. Summing the first equation of (1.5) at first from CI to 7 - 1 and then from T to 
/? - 1, we get, respectively, 
T-l 7-l P-2 P-1 
X(T) = c a(t)x(t + 1) + c b(t)@), -X(T) = c a(t)z(t + 1) + c b(t)+). 
t=a t=a t=r t=7 
Passing here to the modulus, we have 
7-l S-l 
IX(T)1 5 c b(t)1 . IX@ + 1)l + c b(t)lu(t)l, 
t=a t=a 
D-2 P-1 
IX(T)1 5 c b(t)1 . IX(t +111 + c b(t)b(t)l, 
t=T t=r 
Adding these inequalities implies 
P-2 P-1 
214T)1 < c b(t)1 . IX(t +1)l + c b(t)b(t)l. t=a t=a 
On the other hand, applying the Cauchy-Schwarz inequality and using (3.2), we have 
Therefore, we get from (3.3) 
P--2 
WT)l I c WI . I+ + 1)l + c b(t) 
t=a 
{ ;;I }“2. @+Wx2(t + 1)}1’2 
P-1 P-2 
c b(t) . c c+(t) 
t=u t=a 
. 
(3.3) 
Dividing the latter inequality by 1x(7)1, we obtain inequality (1.10). 
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4. PROOF OF THEOREM 1.3 
Choose 7 E [CX + 1, P - l] such that 
I4T)I = a+lyg3-l ‘x(t)‘. 
Then IX(T)] > 0. S umming the first equation of (1.5) f rom a to r - 1 and taking into account 
that x(a) = 0, we get 
T-1 T-l 
X(T) = c a(t)z(t + 1) + c q+(t). 
t=a t=a 
Hence, 
T-l 7-l 
b(~)I 5 c l4Ql . I$ + 111 + ~wl4~)l 
t=a t=a 
P-2 P-2 
5 c l4)l . IXP + 111 + c Wl4t)l 
t=a t=a 
(4.1) 
P-2 
~~l4wG+1)1+ -p(t) 
t=a 
{ 1;; }li2. ~~bwYt~}1’2 
Now summing equation (3.1) from cx to /3 - 2 and taking into account that X(Q) = 0, we obtain 
P-2 P-2 
x(,0 - l)u(/3 - 1) = c b(t)u2(t) - c c(t)x2(t + 1). 
t=n t=a 
(4.2) 
Further, from the first equation of (1.5), we have, for t = p - 1, 
f1 - a(P - l)]X(p) = x(,6 - 1) + b(P _ ~)~(p _ l). 
Multiplying this by x@ - 1) yields 
[l - u(P - l)]x(P - 1)x(P) = x2@ - 1) + b(P - 1)x@ - l)@ - 1). 
Since x(p-1)x(/3) < 0, in view of (l.ll), the above latter equality gives rise to x(p-l)@-1) < 0. 
Therefore, from (4.2) the inequality 
P-2 P-2 P-2 
c b(t)u2(t) < c c(t)x2(t + 1) 5 c c+(t)x2(t + 1) 
t=a t=a t=a 
follows. Employing this last string of relations, inequality (4.1) gives 
,x(T), <+t),.,x(t+q+[~b(t)}1’2~[$c+(t)x2(t+1)}”2 
P-2 P-2 
xb(t). cc+(t) . 
t=n t=a 
Hence, dividing by Ix(r)] we obtain inequality (1.12). 
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5. PROOF OF THEOREM 1.4 
Choose T E [cY,~ - l] such that 
1405 
IX(T)I = ,<y<yel WI. -- 
Then Ix(r)] > 0. Summing the first equation of (1.5) fr om r to p - 1 and taking into account 
that x(P) = 0 yields 
P-2 P-1 
X(T) = - c a(t)x(t + 1) - c b(t)u(t). 
Hence, 
t=r t=r 
P-2 B-1 
1x(7->I I c l4t)l . Ix(t + 1)l + c ~(t)lwl 
t=T t=7 
P-2 P-1 
5 c Ia(t)l . Ix:(t + 1)l + 1 WWI 
t=a t=a 
P-2 P-1 
i 1 
w 
5 c b(t>l * IQ + 111 + c w ’ t=a t=a i 
P-1 c Wu2(t) t=a 
w 
1 . 
(5.1) 
Now summing equation (3.1) from Q - 1 to p - 1 and taking into account that x(p) = 0, we 
obtain 
P-1 P-2 
-x(a - l)u(a - 1) = 1 b(t)u2(t) - c c(t)x2(t + 1) 
t=a-1 t=a-1 
or 
P-1 P-2 
-u(a - l)[x(a - 1) + b(a - l)u(cr - l)] = c b(t)u2(t) - c c(t)x2(t + 1). (5.2) 
t=a t=a-1 
Further, from the first equation of (1.5), we have, for t = (Y - 1, 
[l - a(a - l)]x(cr) = X(CY - 1) + b(a - l)u(a - 1). 
Multiplying this by X(CY - 1) gives that 
[l - a(a - l)]z(cx - 1)x(o) = x2(o - 1) + b(a - l)z(a - l)u(a - 1). 
Since z(o - 1)x(o) < 0, by (1.11) it follows from the above latter equality that 
(54 
x(a - l)u((Y - 1) < 0. (5.4) 
Now our aim is to show that 
u(a - l)[x(a - 1) + b(a - l)u(o - l)] > 0 
holds. Indeed, multiplying (5.3) by u(o - 1) gives 
(5.5) 
[l - a(a - l)]x(a)u(a - 1) = u(o - l)[x(a: - 1) + b(cz - l)u(o - l)]. (5.6) 
On the other hand, it follows from Z(Q - 1)x(a) < 0 and (5.4) that X((Y)U(Q - 1) > 0. Therefore, 
the left-hand side of (5.6) is positive, and hence, (5.5) is true. 
By virtue of (5.5), the string of inequalities 
P-1 P-2 P-2 
x@)u2(t) < c +)x2@ + 1) < 1 c+(t)x2(t + I) 
+.=a ka-1 t=a-1 
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follows from (5.2). As a result of these last relations, from (5.1) we have 
,.,T~,.~l.,,,l.l.(,.l,,.~~~~t,}1’2.{t~lc+~t,,,,.,,?1’2 
Hence, dividing the last estimate by 1x(~)], we get inequality (1.13). 
6. PROOF OF THEOREM 1.5 
(I) First, we assume that z(t) # 0 for all t E [cy,,B - l]. Denote by @J the smallest integer in 
[a, ,B] such that /?o # (Y and 
x(/30 - l)@o) < 0. (6.1) 
Then z does not have any generalized zero in [cx + 1, PO - 11, and without loss of generality we 
may assume that 
z(t) > 0, for all t E [a, @o - 11. (6.2) 
Then we will have 
z(a - 1) < 0, Qo) < 0. (64 
Let s E [cr - 1, @c - 11. Summing the second equation of (1.5) first from a - 1 to s - 1 and then 
from s to /lo - 2, we get 
s-l S-1 
u(s) - u(ck - 1) = - c c(t)z(t + 1) - c a(t)u(t), 
t=a-1 km---l 
h-2 h-2 
4Po - 1) - u(s) = - c c(t)z(t + 1) - c a(t)u(t), 
(6.4) 
(6.5) 
tz.9 t=s 
respectively. Notice that for s = (Y - 1 we write solely (6.5), and for s = /3c - 1 only (6.4) is 
written. 
Let us now show that 
u(a - 1) > 0, u(&l - 1) < 0. (6.6) 
Indeed, from the first equation of (1.5), we have 
[l - a(t)]z(t + 1) = cc(t) + f!q)u(t). 
Multiplying this last equation by z(t) gives 
[l - a(t)]s(t)z(t + 1) = s2(t) + b(t)z(t)u(t), 
where setting t = a - 1 and t = Do - 1, respectively, yields 
[l - a(cy - l)]z(o - 1)x(a) = Zt?(a - 1) + b(a - 1)2(Ly - l)u(o - l), 
11 - Go - l)Wo - l)@o) = z2(Po - 1) + b(&- l)Z(Po - l)U(/% - 1). 
Using the inequalities z(o - l)z(cr) < 0, z(Po - l)z(Pc) < 0, and (1.14), we get from the above 
latter equalities the estimates 
z(a - l)U(cr - 1) < 0, 4Po - 1)‘1L(Po - 1) < 0. (6.7) 
Hence, taking into account CC((Y - 1) < 0 and x(po - 1) > 0, we obtain (6.6). 
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Employing (6.4) if u(s) < 0 and whenever U(S) > 0 using (6.5), and also taking into ac- 
count (6.6), we get 
h-2 h-2 
Iu(s)l 5 c 4t)l+ + 111 + c WI . Ma 
t=a-1 t=a-1 
5 { t~lci’)}“2 . {talc,,,&+ 1)}1’2 + tE1 lq . WI. (6.8) 
Next, summing equation (3.1) from Q - 1 *to pc - 1 gives 
00-l h-1 
a(p,)u(p,) - x(cx - l)u(a - 1) = c b(t)u2(t) - c c(t)22(t + 1) 
t=a-1 t=a- 1 
or 
@“)[u(Po) + c(b - l)z(h)] - x(a - l)u((Y - 1) = c b(t)u2(t) - ‘c +)x2@ + 1). (6.9) 
t=a-1 km-1 
We proceed to show that 
4~0&(~0) + c(Po - l)z(@o)] > 0 (6.10) 
holds. Indeed, from the second equation of (1.5) we have, for t = ,& - 1, 
P - 4Po - lMP0 - 1) = u(P0) + c(& - 1)+30), 
which upon multiplication by ~$3~) yields 
11 - a0 - 1)14Po - 1Wo) = 4Po)[~(Po) + c(Po - l)@o)]. (6.11) 
On the other hand, from the inequalities z(Po - l)z(po) < 0 and x(po - l)u(Po - 1) < 0, it follows 
that u(& - l)@c) > 0. Therefore, (6.10) follows from (6.11). 
By virtue of (6.7) and (6.10), from (6.9) the inequality 
h-2 00-l 
1 c(t)z2(t + 1) < c b(t)u2(t) 
t=a-1 t=a-1 
follows. In view of (6.8), the last estimate above yields 
lu(s)l < { tglcw}“2. { t~lwm}“2 + tEI Ia(t l4tIL (6.12) 
foraIlsE[a-l,Pe-11. 
Choose se G [o - 1,/3e - l] such that 
Mso)l = a-l~%-l Ms)l. 
Then ]~(se)] > 0 and from (6.12), we have 
b(so)l < Mso)l . 
I 
OF2 c(t). y b(t)}1’2 + pg2 lu@),] .
t=a- 1 t=a-1 t=a-1 
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Hence, dividing by ]~(so)] we get 
i 
Al-2 PO--l 
1 
w Pa-2 
1 < c c(t). c b(t) + c kG)I. 
km-1 t&P---l t=a-1 
Since po 5 p, from the latter inequality follows inequality (1.15). 
(II) Second, we consider the case when x(to) = 0 for some to E [(Y + l,p - 21. In this case, 
applying Theorem 1.3 to the points to and p, we get the inequality 
P-2 i P-2 P-2 1 
112 
1 MU + c b(t) . c c(t) > 1. t=tot=to t=to 
Therefore, inequality (1.15) holds in this case as well. 
7. A DISCONJUGACY CRITERION 
Let a, p E Z with Q 5 p - 2. Consider the discrete linear Hamiltonian system 
AZ(~) = a(t)z(t + 1) + by, Au(t) = -c(t)z(t + 1) - a(t)u(t), t E k&PI. (7.1) 
We will assume that the coefficients a(t), b(t), and c(t) are real-valued functions defined on [a, p], 
and 
1 - u(t) > 0, b(t) > 0, for all t E [ck,p]. (7.2) 
Note that each solution (x, U) of system (7.1) will be a vector-valued function defined on [cr, p+l]. 
Now we define the concept of a relatively generalized zero for the component x of a real 
solution (x, U) of system (7.1) and also the concept of disconjugacy of this system on [(Y, /? + l]. 
The definition is relative to the interval [a, /3 + l] and the left end-point (Y is treated separately. 
We say x [or (x, u)] h as a relatively generalized zero at a! if and only if x(o) = 0, while we say x 
has a relatively generalized zero at to > (Y provided either x(to) = 0 or x(to - l)x(to) < 0. Finally, 
we say that system (7.1) is disconjzlgute on [(u, /3 + l] provided there is no real solution (x, U) of 
this system with x nontrivial and having two (or more) relatively generalized zeros in [c.y, p + 11, 
Notice that under condition (7.2) above, given definitions of a relatively generalized zero and 
of disconjugucy are equivalent to those given in [10;5, p. 3541. 
Let us set c+(t) = max{c(t), 0}, that is the nonnegative part of c(t). 
THEOREM 7.1. Assume condition (7.2) holds. If 
P-1 
c IWI + kb(t) . EC+@) 
112 
I 1, t=a i t=a t=a: 1 (7.3) 
then (7.1) is disconjugate on [a, ,L? + I]. 
PROOF. Suppose, on the contrary, that system (7.1) is not disconjugate on [a,/3 + 11. Then 
there exists (see [10;5, Theorem 9.291) a real solution (x,u) of (7.1) with x nontrivial and such 
that x(a) = 0 and that x has a generalized zero ,Bo in [o + 1, p + 11. We will have PO > (Y + 1 and 
either x(Po) = 0 or x(po - 1)x(,&) < 0. Therefore, applying Theorems 1.2 and 1.3, we get 
Pa-2 
{ 
h-1 Pa-2 
1 
w 
c IWI + c w. c c+(t) > 1. t=a t=a t=a 
This contradicts condition (7.3) of the theorem. I 
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8. STABILITY CRITERIA 
Consider the discrete linear Hamiltonian system 
1409 
Ax(t) = a(t)z(t + 1) + b(t)@), AU(~) = -c(t)z(t + 1) - a(t)u(t), t E z. (8.1) 
Let the coefficients a(t), b(t), and c(t) be real-valued functions defined on Z and .
1 - 44 # 0, for all t E Z. (8.2) 
In addition, we assume that the coefficients of (8.1) are periodic, 
a(t + N) = u(t), qt + N) = b(t), c(t + N) = c(t), t E z, (8.3) 
where the N 2 2 is fixed integer (period). 
We first present some facts about the discrete Hamiltonian system (8.1) with periodic coeffi- 
cients (8.3) that will be necessary for the subsequent discussions. Setting 
we can write system (8.1) in the vector form 
b(t) = J~(W’(t), t E z. (8.4) 
Let us seek a nonzero complex number p and a nontrivial solution ‘p of (8.4) such that 
cp(t + N) = w(t), t E z. (8.5) 
Denote by 
$71(t) = zl(t) [ I Ul w and c&(t) = z2(t) 1 I 7.42 (t) 
the solutions of (8.4) under the initial conditions 
and set 
Then 
where 
q(0) = 1, 211(O) = 0; x2(0) = 0, u2(0) = 1, 
A@(t) = JH(t)4Y(t), t E z, 
a(o) = I, 
W(t) = 
[ 
z1(t + 1) 22(t + 1) 
Ul @I uz(t) ] 7 I= [ii i]. 
(8.6) 
(8.7) 
(84 
(8.9) 
The general solution cp(t) of (8.4) will have the form 
q(t) = Clcpl@) + w2(t) = @(t)c, (8.10) 
where ci,cs are arbitrary complex constants and c is a column vector with the components cl 
and cs. 
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Substituting (8.10) in (8.5), we obtain 
qt + N)c = pqt)c, t E z. (8.11) 
On the other hand, 
(a(t + N) = @(t)@(N), t E 25. (8.12) 
Indeed, because H(t + N) = H(t), the left and right sides of (8.12) are solutions of the matrix 
system (8.8), and for t = 0 they coincide. Then by the uniqueness of solution, equality (8.12) 
holds. 
Since det a(t) = 1, the matrix W(t) is invertible for all t E Z. Therefore, from (8.11) by (8.12) 
we get 
aqN)c = pc. 
Thus, in order that the vector function cp defined by (8.10) be a nontrivial solution of (8.4) 
satisfying (8.5), it is necessary and sufficient that p be an eigenvalue and c be a corresponding 
eigenvector of the matrix a(N). 
The matrix G(N) is called the monodromy mat& of system (8.1). The eigenvalues of the 
matrix (P(N), i.e., the roots of the algebraic equation 
det[Q,(N) - pI] = 0, (8.13) 
are called the multipliers of (8.1). 
Equation (8.13) can be written as the quadratic equation 
p2-Dp+l =o, (8.14) 
where 
D = n(N)+ u2(N). 
The roots of (8.14) are defined by 
(8.15) 
p1,2 = f (D& d- > . (8.16) 
DEFINITION 8.1. System (8.1) is said to be 
(i) unstable if all nontrivial solutions are unbounded on Z, 
(ii) conditionally stable if there exists a nontrivial solution which is bounded on Z, and 
(iii) stable if all solutions are bounded on Z. 
Since the coefficient of (8.4) and the initial conditions (8.6) are real, the solutions cpl(t),cpz(t), 
and hence, the number D defined by (8.15) will be real. The following statement can be proved 
in the standard way (see [1,2,16]). 
LEMMA 8.2. System (8.1) is unstable if IDJ > 2, and stable if IDI < 2. If IDI = 2, then 
system (8.1) will be stable in the case ul(N) = x2(N) = 0, but conditionally stable and not 
stable otherwise. 
THEOREM 8.3. If 
(9 1 - a(t) > 0, b(t) 2 0, c(t) 5 0, (8.17) 
(ii) fi&Zl, fi[l-a(t)-=]>l, 
t=1 
(8.18) 
then system (8.1) is unstable. 
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PROOF. Our aim is to show that under the hypotheses of the theorem, the inequalities 
q(N) 2 1, uz(N) > 1 (8.19) 
hold. Then D = xl(N) +u~(N) > 2 will be obtained, and therefore, by Lemma 8.2, system (8.1) 
will be unstable. 
The matrix system (8.8) can be written as 
qt + 1) = M(t)@(t), t E z, (8.20) 
where 
1 
1 - a(t) 
44 -~ 
1 - a(t) 
l- 
b@) 
1 - a(t) 
a(t) _ b(W9 . 
1 - a(t) I 
Conditions (8.3), (8.17), and (8.18) are, respectively, equivalent to 
(8.21) 
(8.22) 
From (8.20) taking into account (8.9), we have 
@(Iv) = M(N - l)M(N - 2). . . M(0). 
Hence, by (8.21) and (8.7), it follows that 
N-l 
xl(N) 2 n ml(t) = fimtl(t)? 
N-l 
~2(3 2 n m22(t) = fim22(4. 
t=o kl t=o t=1 
Consequently, by (8.22) inequalities (8.19) hold. The theorem is therefore proven. I 
THEOREM 8.4. Suppose 
(9 
(ii) 
b(t) > 0, c(t) > 0, b(t)c(t) - a2(t) > 0, b(t)c(t) - a2@) f 0, t E z, (8.23) 
(8.24) 
where 
bo = max{b(l), b(2), . . . , b(N)}. (8.25) 
Then system (8.1) is stable. 
PROOF. It is sufficient by Lemma 8.2 to show that D2 < 4. Assuming on the contrary that 
D2 2 4 will lead to contradiction. 
First, we prove the following lemma. 
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LEMMA 8.5. If D2 2 4, then system (8.1) has a real nontrivial solution (x,u) such that x has a 
generalized zero in [l, N]. 
PROOF. If D2 > 4, then it follows from (8.16) that system (8.1) has a real nontrivial solution 
(z, U) such that 
x(t + N) = px(t), u(t + N) = p(t), t E z, (8.26) 
where p is a nonzero real number. Now we show that x(t) must have at least one generalized 
zero in the segment [l,N]. If not, then by (8.26), x(t) d oes not have any generalized zero in Z, 
so x(t) # 0 and x(t - 1)x(t) > 0 for all t in Z. 
Multiplying the first equation of (8.1) by u(t) and th e second one by x(t), and then subtracting, 
we get 
u(t)Ax(t) - x(t)Au(t) = a(t)x(t + l)u(t) + b(t)u2(t) + c(t)x(t)x(t + 1) + a(t)x(t)u(t). 
Hence, substituting 
x(t + 1) = 
1 
-x(t) + w 
1 - a(t) --------u(t) 1 - a(t) 
in the right-hand side of the previous equation and then dividing both sides by x(t)x(t + l), we 
obtain 
-A u(t) [ 1 = c(t)x2(t) + [2+) - a2(t) + b&(t)] x(t)u(t) + b(t)u2(t) 49 [l - a(t)]x(t)x(t + 1) 
Summing the latter equation from 1 to N and taking into account that, by (8.26), 
u(N + 1) 41) 641) 41) = 0 --=- -- 
z(N + 1) x(l) P(l) 41) ’ 
we get 
c 
N c(t)x2(t) + [2a(t) - a’(t) + b(t)@)] x(+(t) + b(t)u2(t) = o 
t=1 
[l - a(t)]x(t)x(t + 1) 
(8.27) 
From (8.24) and b(t) > 0, c(t) > 0, it follows that 
la(t)1 < 1, 0 < b(t)c(t) < 1, t E z. 
Therefore, 1 - a(t) > 0 and the denominator of the fraction under the sum sign in (8.27) is 
positive. The numerator is equal to 
where 
d = 2a - a2 + bc. 
On the other hand, 
4bc - d2 = (bc - u”) [(2 - a)” - bc] . 
Hence, taking into account that 
bc - a2 2 0, 2-a>l, 0 < bc< 1, 
we get 4bc- d2 2 0 and 4bc - d2 f 0. Therefore, the numerator of the fraction under the summa- 
tion sign in (8.27) is nonnegative and not identically zero, since (x, U) is nontrivial. Consequently, 
equation (8.27) leads to a contradiction, and hence, the lemma is proven. 
Let (x,u) be a solution of system (8.1) indicated in Lemma 8.5. So, x(t) has at least one 
generalized zero cr in [l,N]. From (8.26), we get that x(t) will also have a generalized zero at 
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QI + N. Applying Corollary 1.6 formulated in the Introduction to the solution (z, U) and the 
points a and p = (Y + N, we get 
“5’ la(t), +{ yy’qt) . aF2}1’2 > 1. (8.28) 
t=a-1 t=a-1 iha- 
Next, noticing that for any periodic function f(t) on Z with period N the equality 
tn+N-1 N 
-1 f(t) = If(t) 
t=to t=1 
holds for all to E Z, we have 
a+N-2 
c b@)l = 5 b(t),, 
t=a-1 t=1 t=a-1 kl 
a+N-1 cx+N-1 N N 
c b(t) = b(a - 1) + c b(t) = b(cx - 1) + Cb@) I bo + Cl(t), 
ka-1 t=a t=1 t=1 
where be is defined by (8.25). Consequently, it follows from (8.28) that 
This last inequality contradicts condition (8.24). Therefore, the inequality D2 > 4 cannot be 
true. Thus, D2 < 4 and system (8.1) is stable. The theorem is thus proven. I 
9. CONCLUDING REMARKS 
1. Consider the continuous linear Hamiltonian system (1.2) in which u(t), b(t), and c(t) are 
real-valued piece-wise continuous functions defined on JR and periodic with a period w > 0, 
a(t + w) = a(t), qt + w) = b(t), c(t + w) = c(t), t E I%. 
Applying Theorem 1.1, we can prove the following statement: if 
(9 b(t) > 0, c(t) 2 0, b(t)c(t) - u2(t) 2 0, t E R, (9.1) 
(ii) b(W) - a2(t) $0, v-9 
(iii) 
s 
~,u(t),dt+{~ib(t)dt.Jr;YC(t)dt}1’2<2, (9.3) 
0 
then system (1.2) is stable. 
Indeed, if system (1.2) is not stable, then this system has a real nontrivial solution (x, U) such 
that 
z(t + w) = /m(t), ‘LL(t + w) = p(t), t E R, (94 
where p is a real nonzero number. Now we show that z(t) must have at least one zero in the 
segment [O,w]. If not, then by (9.4), z(t) # 0 for all t E W. Multiplying the first equation of (1.2) 
by u(t) and the second one by x(t), and then subtracting, we get 
u(t)z’(t) - z(t)u’(t) = c(t)z2(t) + 2u(t)z(t)u(t) + b(t)u2(t). 
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Hence, dividing both sides by x2(t), we obtain 
u(t) ’ -- = [ 1 c(t)x2(t) + 2a(t)Z(t)u(t) + b(t)u2(t) x(t) x2(t) 
Integrating the latter equation from 0 to w and taking into account that, by (9.4), 
u(w) 40) P(O) 40) = 0 ---=- -- 
x(w) x(O) P(O) 43 ’ 
we get 
J 
w c(t)x2(t) + 24W)u(t) + WU2W &= 0 
0 x2(t) 
(9.5) 
On the other hand, 
Therefore, equality (9.5) cannot be true, since (x, U) is nontrivial. 
Thus, x(t) has at least one zero (Y in [O,w]. From (9.4), we get that x(t) will have a zero also 
at a + w. Applying Theorem 1.1 to the points (Y and p = cx + w, and taking into account the fact 
that for any periodic function f(t) on R with period w, the equality 
J to+w f(t) dt = J ufWdt to 0 
holds for all to E R, we obtain 
J 0 “,.(t),dt+{JdYb(t)dt.~~C(t)dt}1’2>2. 
The latter inequality contradicts condition (9.3). Therefore, system (1.2) must be stable under 
conditions (9.1)-(9.3). 
2. Consider the discrete linear Hamiltonian system with constant coefficients 
Ax(t) = ax(t + 1) + bu(t), Au(t) = -cx(t + 1) -au(t), t E z, P-6) 
where a, b, and c are real constants and 1 - a # 0. This case corresponds to the value N = 1 of 
the period. 
System (9.6) can be written as the vector equation 
cp(t + 1) = MY@), t E z, (9.7) 
where 
i4t)=[:y7 M= [ + l-~,u]. 
l-u 
It follows from (9.7) that 
v(t) = ~w% t E z. 
Therefore, if the matrix M has two distinct eigenvalues with the modulus 1, then all solutions of 
system (9.6) will be bounded on Z. 
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The eigenvalues of the matrix A4 are defined as the roots of the quadratic equation 
X2+AX+1=0, ’ (9.8) 
where 
A = bc- a2 2 
-j-y--, 
Since the roots of (9.8) are defined by 
xl,2 = f (-A F d=) , 
the matrix M will have two distinct eigenvalues with the modulus 1, provided 
-2 < A < 2. 
(9.9) 
(9.10) 
From (9.9), it follows that (9.10) will be satisfied, if 
bc-a2 >0 and Ial + & < 2. (9.11) 
So, if conditions (9.11) are satisfied, then system (9.6) is stable. This result is better than the 
result given by Theorem 8.4. 
3. Systems (1.2) and (1.5), in general, may have a nontrivial solution (x,u) such that 2 is 
identically zero on any interval. Indeed, for 
a(t) = -1, c(t) = 0, u(t) = et (t E w, 
t > ,B, t > p, 
OItsP, OltlP, 
t < 0, t < 0, 
where p is an arbitrary positive real number, system (1.2) will be satisfied. 
Theorem 1.1 is not true for the solution (z,u) and the points 0 and p, if p < 
Also, for 
a(t) = -1, c(t) = 0, u(t) = 2t (t E a, 
( zt, t2p+1, 
The statement of 
2. 
I 2-p+1, t = p, b(t) = 0, OltlP-1, x(t) = 0, ’ -2, t = -1, 1, t E ic - p,!q, 
I P, t I -2, 
where p > 1 is any integer, system (1.5) will be satisfied. The statement of Theorem 1.2 is not 
true for the solution (x, u) and the points 0 and p, if /? = 2. 
However, if b(t) # 0 for all t, then for any nontrivial solution (z,u) the component z cannot 
be identically zero on any interval containing two or more points. 
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