Analytical modeling and numerical simulation of the short-wave infrared electron-injection detectors This paper describes comprehensive analytical and simulation models for the design and optimization of the electron-injection based detectors. The electron-injection detectors evaluated here operate in the short-wave infrared range and utilize a type-II band alignment in InP/GaAsSb/ InGaAs material system. The unique geometry of detectors along with an inherent negativefeedback mechanism in the device allows for achieving high internal avalanche-free amplifications without any excess noise. Physics-based closed-form analytical models are derived for the detector rise time and dark current. Our optical gain model takes into account the drop in the optical gain at high optical power levels. Furthermore, numerical simulation studies of the electrical characteristics of the device show good agreement with our analytical models as well experimental data. Performance comparison between devices with different injector sizes shows that enhancement in the gain and speed is anticipated by reducing the injector size. Sensitivity analysis for the key detector parameters shows the relative importance of each parameter. The results of this study may provide useful information and guidelines for development of future electron-injection based detectors as well as other heterojunction photodetectors. Ultra-sensitive photon detectors in the short-wave infrared (SWIR) band have far-reaching consequences for a variety of diverse applications. This includes, but is not limited to quantum imaging, secure communication, medical imaging, homeland security, and non-destructive material evaluation. [1] [2] [3] To satisfy this growing need, significant amount of research has been devoted to the development of very sensitive SWIR detectors with ultra-low noise levels and high signal-to-noise ratios (SNRs). State-of-the-art semiconductor SWIR detectors include p-i-n detectors and avalanche photodetectors (APDs).
InGaAs p-i-n detectors have extremely low leakage current levels and short response times. Unfortunately, the lack of internal amplification in such detectors results in the overall system signal-to-noise ratio to be mostly limited by the preamplifier noise. 4 Avalanche photodetectors, on the other hand, are built based on an internal multiplication scheme, which is coupled to the detection mechanism. 5 InGaAs/InP APDs provide stable gain values of close to 3 at $25 V at room temperature. 6 Unfortunately, due to the internal positive feedback in the avalanche multiplication process, the gain tends to destabilize at higher values and increases amplitude uncertainty. Electron-injection based detectors address these shortcomings and operate in the linear-mode and at low bias voltages. 8 Figure 1(a) shows the schematic diagram of the detector. These detectors simultaneously provide high avalanche-free amplification, unity excess noise, and low leakage current. [9] [10] [11] [12] Experimental results show that devices with 10 lm injector diameter and 30 lm absorber diameter provide a peak optical gain of $1000, dark current of $15 nA, and a fast rise time of $10 ns at $20 lW of optical power at a bias voltage of $À3 V and at room temperature. 13 There are many design options possible for the electroninjection based detectors, both geometrically and in terms of different semiconductor layers composition and doping levels. Therefore, robust analytical models are very valuable as they present the relation of these parameters to important performance metrics such as response time, optical gain, and dark current. In this paper, we present our comprehensive analytical models for the detector speed and dark current. Furthermore, we have modified the optical gain model in Ref. 20 to take into account the high-injection effects. We have further modeled the detector numerically. The simulation software package used for this work is a commercial device simulator (ATLAS from Silvaco International). Good agreement between the published experimental data of a detector with 10 lm injector diameter, the analytical modeling, and the numerical simulations is observed. This agreement ensures good confidence in the reported material parameters. Also, the effect of scaling the injector diameter with respect to the absorber has been investigated.
The equilibrium energy band diagram as a function of depth along the central axis of the device is shown in Figure  1 (b). Due to the doping gradients in the device, an internal electric field exists in the large InGaAs absorber, which becomes stronger when the device is appropriately biased. Upon absorption of a photon, an electron-hole pair is generated in the absorber. The electron and the hole are immediately separated by the internal electric field in the device, This leads to a change in the barrier potential, causing the injection of electrons towards the absorption layer, and hence, an internal gain is obtained. The holes that are trapped in the GaAsSb trapping layer will eventually recombine, relaxing the bands.
The numerical simulation model is based on the core driftdiffusion equations in three dimensions. The model involves solution of the five coupled general semiconductor equations using Newton-Raphson algorithm's technique. Boundary conditions were imposed by utilizing ohmic contacts. Furthermore, along the outer (non-contact) edges of devices, homogeneous (reflecting) Neumann boundary conditions were considered.
Fermi-Dirac statistics were taken into account. Semiconductor was considered non-degenerate with uniform doping profiles. The model incorporates several nonlinear effects such as incomplete ionization of electrons and holes, surface recombination, concentration dependent mobility, band gap narrowing, and hot electron effects. Recombination mechanisms were approximated by concentration dependent Shockley-Read-Hall (SRH), as well as the radiative (the optical band-to-band) and Auger recombination models. Dense mesh is used where the gradients of the carrier concentration and electric fields are high. Material parameters employed in our numerical simulation model are based on published experimental parameters.
14-17 Table I shows the parameter values used in the numerical simulation. 18 To obtain a good qualitative agreement between the results obtained from numerical simulation and those obtained from the experimental measurement, a band gap smaller than what is typically reported for the InAlAs layer was utilized.
14 This can be attributed to the unwanted change of alloying mole fraction of InAlAs by Sb ions in the chamber during the deposition period of this layer. Furthermore, simulation results predict that incorporation of radiative generation/recombination does not affect our results appreciably. Radiative recombination rate in our structure is intrinsic to the bulk material, while other recombination channels (namely, surface and SRH recombination lifetimes) are heavily material quality and processing dependent. At the current stage, with the material properties and the device geometry we have, SRH channel appears to be much faster, and thus, the effect of radiative recombination is negligible. Improved device performance is thus expected once improvement in material quality/fabrication process is obtained. The surface recombination velocities for electrons (S n ) and holes (S p ) at the interfaces were assumed as 10 4 cm/s and 10 2 cm/s, respectively, in our numerical modeling.
As shown in Figure 1 (b), in the electron-injection detector, the conduction band-edge discontinuity (
18,19 V dn , V dp , and V di are the barriers corresponding to band bending on the n þ , p þ , and on the undoped InAlAs sides. The detector dark current has two major components, diffusion (I DIFF ) and generationrecombination (I GR ). The diffusion components of current density for electrons and holes in the neutral regions can be expressed as 18, 19 
where n in , n ip are the intrinsic carrier concentrations in the n þ InP and p þ GaAsSb regions, and N A , N D are the acceptor and donor concentrations, respectively, in the p þ GaAsSb and n þ InP regions. A is the injector area, q is the electron charge, k B is the Boltzmann constant, T is the temperature, l p and l n are the hole and electron mobilities, respectively. s p and s n are the hole and electron life times, and L p and L n are the diffusion lengths of holes and electrons on n þ and p þ sides, respectively. W is the quasi natural region width, W 1 is the width of undepleted InP injector layer, and W 2 is the width of undepleted GaAsSb trap layer. The total diffusion current can be expressed as
The generation-recombination component of current in the depletion region can be expressed as 18, 19 Figure 2(a) shows the dark current (I DARK ¼ I DIFF þ I GR ) characteristic of an electron-injection based detector with 10 lm injector at different temperatures. The experimental data is obtained from the data reported in Ref. 13 . There is qualitative agreement between dark current obtained from the analytical model, simulation, and experimental measurement at all temperatures. The dark current after amplification is $15 nA at room temperature, decreasing to $500 fA at 160 K. Figure 2(b) shows the effect of scaling the injector diameter on the detector dark current. We assume that the bulk and surface parameters will be the same for smaller injectors as the 10 lm injector parameters. Both the analytical model and the numerical simulation results suggest that a device with 1 lm injector diameter exhibits dark current of $500 nA at À3 V. Simulation results indicate that, as the injector diameter is reduced, the hole concentration in InAlAs layer increases. Increasing hole concentration causes the barrier potential to drop more pronouncedly in the conduction band and as such, the dark current increases with reduction in injector diameter (Fig. 2(c) ).
For the optical gain (G opt ðPÞ) of the detector, we have utilized the analytical model introduced in Ref. 20 . However, we have taken into account the reduction in the gain at high power levels by incorporating in the model high-level injection effect in the GaAsSb layer, through an ideality factor that depends on the power (P) using g F ðPÞ
In (5), J SE /J S demonstrates the ratio of saturation current density for recombination in the injector/trapping layer space charge region to saturation current density injected to the absorber, A/A B demonstrates the ratio of injector to absorber area, and G Max is the maximum optical gain. To calculate the responsivity of the detector, a continuous-wave monochromatic collimated source at 1550 nm wavelength was defined in our numerical simulator. The beam was applied at normal incidence angle to the device surface. Detector responsivity was obtained from the simulated dark and photocurrent data. Figure 3(a) shows qualitative agreement between the optical gain versus power characteristic, obtained through numerical simulations and analytical modeling. For comparison purposes, the reported experimental data in Ref. 20 for an electroninjection detector with 10 lm injector is also provided. The drop of the optical gain at a low-light-level condition is due to the dominant recombination mechanisms in the space charge region of the injector/trapping layer heterojunction. 20 Figure 3(b) shows that the drop in the gain shifts to a lower power level for a smaller injector device. This is the result of a reduced recombination current in the injector/trap depletion region of a scaled injector device. 20 Similar behavior has also been observed in heterojunction-bipolar-phototransistors. 21 This figure also demonstrates that for a reduced injector size, a larger value of optical gain would be obtained at lower light intensities.
Rise time, (s rise ), is defined as the time required for the detector signal to increase from the 10% to 90% of its final value, in response to a rectangular input light pulse. Rise time of the electron-injection detector has been modeled using (6) 18,22
where I dark and i ph are the internal dark and photocurrents, R T is the total emitter resistance, s e is the minority-electron lifetime in the GaAsSb layer, s b is the GaAsSb transit time s e ¼ G opt Â s b , and s ce is transient time in the absorber layer. C T is the sum of the junction capacitance in the InP/InAlAs/ GaAsSb (C pin ) and the junction capacitance in the GaAsSb/ InGaAs (C pn ) layers, i.e., C T ¼ C pin þ C pn . In this model, C pn and C T are taken as fitting parameters. To obtain the rise time of the detector, from the implemented structure in the numerical simulator, a pulsed monochromatic collimated source at 1550 nm wavelength was used. Upon increasing optical power, internal photocurrent (i ph ) increases and as a result, rise time decreases. At optical power of $10 lW, a rise time of $30 ns is achieved for a detector with 10 lm diameter injector. Reducing the injector size reduces the injector junction capacitance (C pin ) and as a result C T is reduced. For a detector with 1 lm injector diameter at optical power of $10 lW, rise time of $400 ps is predicted.
Finally, results of sensitivity analysis for this device are presented in Table II . This analysis is helpful for local optimization of device parameters. For each variable, X, the sensitivity S X to changes in parameter p is defined as (DX/Dp)(p/X), where DX represents small variation in variable X obtained as a result of variation in the parameter p by Dp. For example, to improve the gain, acceptor concentration in GaAsSb layer should be decreased. This would, however, increase the dark current. A decrease in the InAlAs layer thickness would also improve the optical gain, while it would increase the dark current.
In summary, we developed comprehensive analytical models for the detector response time, dark current, and gain. These models provide insight into the relative importance of the detector parameters and the interplay between them to optimize the detector design and to explain various physical mechanisms that shape detector characteristics. We have also numerically modeled the detector with a commercial simulation tool. The results from analytical models and numerical simulation are compared with the published experimental data. Good agreement between analytical modeling, simulation, and measurement data is obtained, suggesting good confidence in the reported material parameters. Furthermore, enhancements in device performance such as gain and speed are anticipated by reducing the injector diameter. The sensitivity analysis identifies important parameters for optimization of device, as well as the direction that the parameter should be changed (this analysis holds for local optimization rather than a global optimization). For example, to improve the gain, acceptor concentration in GaAsSb layer should be decreased. This would, however, increase the dark current. A decrease in the InAlAs layer thickness would also improve the optical gain, while it would increase the dark current. V.F. and H.M. would like to acknowledge the partial support from NSF Award No. ECCS-1310620, as well as the computational resources and staff contributions provided for the Quest high performance computing facility at Northwestern University, which is jointly supported by the Office of the Provost, the Office for Research, and Northwestern University Information Technology. V.F. would also like to acknowledge the Ryan Fellowship support from Northwestern University. Y.M. and M.F. would like to acknowledge partially support by Nanoelectronic Center of Excellence at department of electrical and computer engineering at University of Tehran. 
