We consider the periodization of the Riesz fractional integrals (Riesz potentials) of two variables and show that already in this case we come across different effects, depending on whether we use the repeated periodization, first in one variable, and afterwards in another one, or the so called double periodization. We show that the naturally introduced doublyperiodic Weyl-Riesz kernel of order 0 < α < 2 in general coincides with the periodization of the Riesz kernel, the repeated periodization being possible for all 0 < α < 2, while the double one is applicable only for 0 < α < 1. This is obtained as a realization of a certain general scheme of periodization, both repeated and double versions. We prove statements on coincidence of the corresponding periodic and non-periodic convolutions and give an application to the case of the Riesz kernel.
Introduction
In the theory of one-dimensional fractional integration it is well known that the periodic fractional integral (Weyl integral) of a 2π-periodic function f (x), generally speaking, coincides with the properly interpreted Liouville fractional integral of f , see [18] , Lemma 19. 3. In fact, this is nothing else but the statement that the periodic Weyl fractional The notion of periodization, at least for fractional integration, appears in the paper H. Weyl [19] . A general idea of the periodization of a function given on a real line, is well exposed in the book A.Zygmund [21] . The periodization of functions is well known in harmonic analysis (in particular, in application to sampling of signals), its central point being the Poisson summation formula, see e.g. the books [4] or [2] , p. 248-257, on the Poisson summation formula, or the papers [3], [5] on relations between this formula and sampling theorems. We mention also the paper [1] devoted to periodization of singular integrals.
In the case of many variables, it is easy to write down the periodization of the mixed (repeated) fractional integration in each variable, when we easily separate variables. For completeness we dwell briefly on this easy case in Subsection 4.6, item a). More difficult is the case of a "real" multidimensional fractional integration, when we cannot separate variables.
There exist many forms of multidimensional fractional integro-differentiation, the reader may be referred to [17] , Ch. 9 and [18], Ch.5. In this paper we dwell on the case of the Riesz fractional integrals (Riesz potentials) of two variables and show that already in this case we come across different effects, depending on whether we use the repeated periodization, first in one variable, and afterwards in another one, or the so called double periodization. We show that the naturally introduced doubly-periodic Weyl-Riesz kernel of order 0 < α < 2 in general coincides with the periodization of the Riesz kernel, the repeated periodization being possible for all 0 < α < 2, while the double one is applicable only for 0 < α < 1, see Theorems 4.20 and 4.21. This is obtained as a realization of a certain general scheme of periodization, both repeated or double which is developed in Section 4.
Our interest to the periodization of fractional integrals is stirred up, in particular, by the growing number of applications of fractional calculus, see for example the recent book [8] , the survey [11] , the papers [6] , [9] and [15] and references therein. We mention also the paper [10] in which the Feller semigroups generated by periodic fractional Weyl derivatives were studied.
The presentation is as follows. In Section 2 we give some one-dimensional background on fractional integrals of periodic functions. Section 3 contains a general approach to the periodization of functions of one variable, mainly based on [21] , but with some modifications and specifications, and show how it works in case of the one-dimensional Riesz kernel.
The main Section 4 is purely two-dimensional. In Subsections 4.2-4.4 we develop a general approach to the periodic and double periodization itself, keeping in mind applications of this approach to the fractional integration operators. In Subsection 4.5 we prove the main statements on coincidence of the corresponding periodic and non-periodic convolutions. Section 4.6 contains an application of those results to the case of the Riesz kernel.
Section 5 contains some final remarks on possible generalizations.
2. The one-dimensional background: Weyl and WeylRiesz periodic fractional integration.
For a 2π-periodic function f (x), x ∈ R with a suitable periodic kernel Ψ(x) playing the same role as the power function
does in the non-periodic case. This was an original idea of Weyl [19] who introduced the fractional integration keeping periodicity via the Fourier series representation
the dash indicating that the term n = 0 is omitted. This definition leads to convolution (2.1) of the form
where
the signs ± corresponding to the left-and right-hand side forms of fractional integration, see details on both forms in [18], Section 19. Starting from (2.2)-(2.3), Weyl showed that in the case of "nice" functions f (t) this definition coincides with
which was introduced by J. Liouville [12] , p. 8, see also [13] and [14] . However, the integral in (2.5) is not absolutely convergent in case of periodic functions and it is in reality treated as conventionally convergent in a special way:
and under the condition that 2π 0
f (x) dx = 0, see details in [18], Subsection 19.2. It is worth noticing that the non-absolutely convergent Weyl integral (2.5) of a periodic function may be transformed to the following absolutely convergent form 
where the function
is infinitely differentiable for t ∈ (−2π, 2π] (see [18] , p. 349).
The one-dimensional Weyl-Riesz fractional integration of periodic functions is introduced via 
3. Periodization in the one-dimensional case.
by k(ξ) and k(ξ) we denote the direct and inverse Fourier transforms:
χ m (x) will stand for the characteristic function of the interval [2πm, 2π(m + 1)]:
the means of a function k(x), x ∈ R 1 over the interval [2πm, 2π(m + 1)] will be denoted as 
(with the convergence of the Fourier integral at infinity specially discussed), B) there holds the following coincidence of convolutions:
for all 2π-periodic functions f (x).
To this end, we need to say more about the function k(x) than just that it is locally integrable.
Definition 3.1. We say that a locally integrable function
). The periodic function
will be referred to as the periodization of the function k * (x) (or of the function k(x).)
In the case of symmetric convergence of the series in (3.5), formula (3.5) is equivalent to
where In the following lemma we give a sufficient condition for a function k(x) to be admissible. To this end, we assume that k(x) is differentiable in every interval 2πm ≤ x ≤ 2π(m + 1) for large |m| ≥ N , with possible jumps at the points x = 2πm. Let 
Proof. We have
k (s) ds, we arrive at (3.10) after easy evaluation. 2
The following lemma provides an exactification of the convergence statement of Lemma 3.2. 
so that series (3.5) defining the periodization of k(x) converges absolutely at any point
from which the inequality (3.11) easily follows. The proof of (3.12) is also direct. 
and K 0 =k * (0) = 0.
Proof. Indeed,
By Lemma 3.2, the series converges absolutely and we may integrate it term by term after which we easily obtain (3.13). The equality K 0 =k * (0) = 0 is obvious. 2
, then the Fourier transform k(ξ) of the kernel k(x) exists at the least at integer points ξ = ±1, ±2, ... in the following sense:
Proof. Indeed, for m = 0 we have
dt.
It suffices to refer to the fact that the Fourier transformk * (ξ) exists in the usual sense. 2
Corollary. From Theorems 3.5 and 3.6 it follows that the periodization K(x) of the kernel k(x) may be represented as
, the Fourier integralsk(m) being treated in the sense of (3.14).
The following theorem shows that convolution on real line with the kernel k(x) coincides with the periodic convolution with the kernel K(x), but the former must be treated as a conventionally convergent at infinity in a special way.
(0, 2π) with f 0 = 0, provided that the integral on the right-hand side is interpreted as conventionally convergent at infinity in the following sense:
The representation by an absolutely convergent integral
is also valid, where M(t) is a piece-wise constant function:
Proof. The series defining
-norm, by Lemma 3.2. Therefore, when substituting (3.5) into the left-hand side of (3.16), we may interchange the integration and summation, by Young theorem for convolutions. As a result, we have
from which (3.16) follows with the interpretation (3.17) of the integral. To obtain (3.18) from (3. 19) , it suffices to choose N 1 = N 2 = n and note that M m m= [
The case of the Riesz kernel k(x)
As is well known (see, for instance, [17] , p.37), the kernel of the multidimensional Riesz potential operator is given by
with the normalizing constant γ n (α) =
Let n = 1 and let
be the periodization of the kernel k α (x) =
with 0 < α < 1, where 
and it may be also represented as
Proof. From 
in view of Theorems 3.5 and 3.6, these theorems being applicable since the Riesz kernel k α (x) is admissible by Lemma 3.8. Then (3.23) follows directly from the definition given in (2.11). 
25) provided that the integral on the right-hand side is interpreted as conventionally convergent at infinity as in (3.17). The representation by an absolutely convergent integral
is also valid.
in the statements of Theorem 3.7. To prove (3.26), the easiest way is to make use of the relation
Periodization of functions of two variables.
Let f (x, y) be a doubly 2π-periodic function on
dxdy .
we use the notation
by S mn we denote the square
we designate the characteristic function of the square S mn ; we shall also need the notation
for the means of the function k(x, y) over S mn , and
for the one-dimensional means over the corresponding intervals.
4.1
Weyl-Riesz fractional integration of periodic functions of two variables.
The Weyl-Riesz fractional integration of periodic functions of two variables may be introduced in a natural way as
This operator has the form
Obviously,
in notation (2.13). We will show that operator (4.5) may be obtained as a result of the periodization of the Riesz potential over R 2 of order α. Therefore, we have to study the periodization of the two-dimensional Riesz kernel as defined in (3.20), that is,
. As is well known (see e.g. [17] , p. 38),
(4.8)
On double and repeated periodization of functions of two variables.
Similarly to the case of one variable, by a given function k(x, y) one can organize a doubly periodic function in the form
but before one has to modify k(x, y) in such a way that it would have zero mean value over every square S mn . There are two natural ways to realize this procedure: i) to subtract directly the mean over S mn from k(x, y) when considered on S mn , ii) to arrange a similar process first with respect to x and afterwards with respect to y. The approach based on the former way will be referred to as the double periodization and in the latter case we shall speak about the repeated periodization. Both the approaches have their advantages and disadvantages: 1) In the case of the double periodization, the obtained construction will have mean value zero over the square S 00 , while in the case of the repeated periodization partial mean values in each variable over [0, 2π] will be identically equal to zero. 2) In applications to kernels k(x, y) with singularities, in particular to the Riesz kernel (4.7), the double periodization proves to be more restrictive; thus the repeated periodization allows us to consider all the orders 0 < α < 2, while the double periodization is possible only for 0 < α < 1: when 1 ≤ α < 2, the corresponding series (4.9) diverges for the Riesz kernel in the case of the double periodization.
3) In the case when the kernel k(x, y) has singularities at the lines x = 0 and y = 0 (for example, in the case of the mixed fractional order integration of order α in x and of order β in y), the double periodization is not applicable at all. 4) The above arguments are in favor of the repeated periodization. However, there appear arguments in favor of the double periodization when we wish to show that the periodic convolution whose kernel is the corresponding periodization of a kernel k(x, y), is the same as the non-periodic convolution on R 2 with the kernel k(x, y) itself. This coincidence is valid for all periodic functions f (x, y) with f 00 = 0 in the case of the double periodization, while in the case of the repeated factorization such a coincidence takes place on functions f (x, y) with a stronger restriction on the Fourier coefficients: Similarly,
Proof. It suffices to observe that f m0 = 
where χ mn (x, y) is the characteristic function of the square S mn . Evidently,
The obvious formula is valid:
where (x, y) ∈ S 00 and
14)
which can be checked directly. However, we are interested in the cases where
). The possibility for a function k * * (x, y) to be integrable over R Below we give some conditions on the function k(x, y) sufficient for the function
). In those conditions it will be assumed that the function k(x, y) satisfies the following conditions: 1) k(x, y) is integrable on S 00 ; 2) k(x, y) is bounded on every square S mn with |m| + |n| = 0. Let
In the case where the function k(x, y) is differentiable in every square S mn , |m| + |n| = 0, one may take
We do not assume the function k(x, y) to be bounded on the square S 00 in order to be able to admit functions with singularity at the origin (like the Riesz kernel).
Lemma 4.2. Suppose that the series
and
Smn Smn
|k(x, y) − k(s, t)| dsdt dxdy.
Passing to constants (4.15) in every term with |m| + |n| = 0, after easy calculations we arrive at (4.18). According to (4.13) we may rewrite this series as the limit
. Then series (4.19) converges absolutely for almost all (x, y) ∈ R 2 and may be also represented by (4.20) . In the case where k(x, y) satisfies the assumptions 1) and 2) and numerical series (4.17) converges, series (4.19) converges absolutely for any point (x 0 , y 0 ) ∈ S 00 at which the function k(x, y) is finite and 
|k(x
The repeated periodization of functions of two variables.
a) The function k * * (x, y). Now for a that function k(x, y) locally integrable on R
2
, we construct a function k * * (x, y) with mean value zero in each variable, first by introducing the function
and then the function 
compare with (3.4) and (4.11). It is not hard to see that
The mixed difference obtained in (4.25) has the representation
under the assumption that the mixed derivative of k(x, y) exists. Therefore,
Similarly to (4.14) we have the following statement.
Making use of representation (4.25), we obtain
|k(x, y)| + |k(s, y)| + |k(x, t)| + |k(s, t)|) dsdt
from which lemma's statement easily follows.
2
However, of more importance is derivation of integrability of k * * (x, y) from local smoothness of the function k(x, y) in the situation when k(x, y) may be not integrable at infinity. To this end, we introduce the series
(S 00 ) and suppose that series (4.28) converges. Then
By (4.27) we arrive at (4.29). 2
Finally we introduce the repeated periodization of the function k(x, y) as
As it follows from (4.24), a relation of type (4.13) in this case has the form |j|≤m | |≤n
for (x, y) ∈ S 00 , so that the corresponding analogue of (4.20) is
for (x, y) ∈ S 00 , where
and C mn is the same as in (4.13).
b) Convergence of the series defining the repeated periodization. where
in view of (4.25), whence (4.32) follows according to (4.27). 
Fourier coefficients of the periodizations K(x, y) and K(x, y)
and coincidence between the corresponding periodic and non-periodic convolutions.
For a doubly 2π-periodic function f (x, y) we consider the periodic convolutions (4.33) and 
and similarly
in the case where
and dxdy. , where the dash as usual means omission of the term with m = n = 0, while the double dash means that all the terms with m = 0 or n = 0 are omitted.
In the excluded cases we have
The next theorem generalizes Theorem 3.7.
(S 00 ) with f 00 = 0 provided that the integral on the right hand side of (4.42) is interpreted as Proof. The proof is similar to that of Theorem 3.7. For example, representation (4.44) is obtained from the relation
if one notices that the terms with M 4.6 Periodization of kernels of two-dimensional fractional integration operators.
a) Periodization of the kernel of the mixed fractional integration. This case is not in fact two-dimensional being easily reduced to repeated one-dimensional application of operations. Of much more interest is the periodization of the Riesz kernel to which we pass in the next item, after we dwell briefly on the main points for the mixed fractional integration. A natural definition of the mixed fractional integration of order α in x and of order β in y of doubly periodic functions (4.1) is
It may be written as a periodic convolution
with the kernel . The double periodization is not applicable in this case (one cannot obtain the convergent series (4.19) just by subtracting only the means over squares as in (4.11) ). Under the repeated periodization (4.30), the corresponding one-dimensional means are equal to
mn (k) = a m (α)a n (β). The terms A m (y), B n (x), and C mn from (4.31) are equal to
for all m ≥ 0, n ≥ 0, being each equal to zero if m < 0 or n < 0. 
The formula
also holds, and for all doubly 2π-periodic functions f (x, y) ∈ L 1 (S 00 ) satisfying condition (4.10), the coincidence
is valid (under the corresponding interpretation of the integral on the right-hand side).
Proof. The convergence of series (4.30) for the kernel k(x, y) = 
Indeed, we have
In Lemmas 4.11 and 4.12, by V ε , ε > 0 we denote the union of arbitrarily small neighborhoods of the vertices (0, 0), (0, 2π), (2π, 0), (2π, 2π) lying inside the square S 00 .
Lemma 4.11. Let 0 < α < 1. Series (4.19) defining the double periodization of the Riesz kernel k α (x, y) converges absolutely for all (x, y) ∈ S 00 and uniformly on any truncated square S 00 \V ε .
Proof. The Riesz kernel is integrable on S 00 and infinitely differentiable outside the origin. Therefore, by Lemma 4.3 it suffices to check that β < ∞, that is, series (4.17) converges. To make use of (4.16), we observe that
and similarly for ∂ ∂y k α (x, y). Consequently,
and it remains to note that Proof. The absolute convergence in S 00 follows from Lemma 4.6. The uniform convergence is easily derived from estimate (4.32) if one shows that µ < ∞. To prove this, we note that
, so that for series (4.28) we have
which converges for all 0 < α < 2. Indeed,
In the case α > 1 it suffices to observe that the function A(x, y) from (4.32) is uniformly bounded on S 00 \V ε .
2
Let K α (x, y) and K α (x, y) be the double and repeated periodizations of the Riesz kernel k α (x, y). According to (4.19) and (4.31), for (x, y) ∈ S 00 we have
in the case 0 < α < 1 and
in the case 0 < α < 2, with a n (y) = 1 2π α (x, y) . Its tendency to zero follows from (4.54).
So we have to study the behavior of g α (m, n) as |m| + |n| → ∞. Obviously, g α (m, n) is a homogeneous function of m and n of degree α:
(4.60)
and takes its maximal value when
Proof. Obviously,
where D r and D R are the quarters of the circles:
of the radii r = min(m, n) and R = √ m 2 + n 2 . Passing to polar coordinates we easily obtain (4.61).
To find the maximum value, we represent g α (µ, ν) as the function of λ = µ
. Then easy calculations yield
We have h ( 
and h (λ) < 0 for 1 2 < λ < 1, which ends the proof. 2
The following lemma gives a precise expression for g α (µ, ν) in terms of the Gauss hypergeometric function
Lemma 4.14. g α (µ, ν) may be calculated by the formula
In particular,
in the case α = 1.
Proof. Passing to polar coordinates we have
The changes cos ϕ = √ t and sin ϕ = √ t in these integrals yield 
for hypergeometric functions (see [7] , formula 9.132.2), we may represent g α (µ, ν) in the case α = 1 also in the form
Now we pass to the study of the asymptotics of the term a m (y) defined in (4.57). First we note that it has the form
as m → ∞, where To obtain the asymptotics (4.71), we make use of formula (4.65) and in the case where α = 1, obtain
Since F (a, b; c;
where M (z) is bounded for |z| ≥ 2, we obtain 
