Let / be a meromorphic function in D. We shall assume knowledge of the usual functions of Nevanlinna theory as in [1] . In addition we define m 2 (r, f) for 0 < r < 1 by m 2 (r, /) = A number of properties of m 2 (r, /) and some value distribution theorems involving m 2 (r, f) appear in [5] . We further define a and a by a = lim sup -log(l -r) and d = lim sup -lθg(l -V)
where Γ(r, /) is the value of the Nevanlinna characteristic function at r. (Of course a and a depend on /, but as we use them no confusion should result from suppressing that dependence, since we are ordinarily dealing with one function at a time.) In this paper we assume a < +oo. We prove the following theorem. If we consider / defined in D by exp((l + s)/(l -z)), it can be shown that a -0 and a -1/2. It is also possible to construct Blaschke products in D for which 0 < a < 1/2 [cf. 2] .
For an arbitrary meromorphic function / in D it will be convenient to define ii(r) and / 2 (r) for 0 < r < 1 by (
We now turn to results about value distribution. Our main concern is to obtain conclusions about the values assumed by a function for which ά < α. Our theorems allow ά = 0, so they apply to functions which are bounded in D for which a > 0 or to functions which have bounded characteristic in D for which a > 0. We have: If we expect to conclude the presence of zeros for analytic functions in D for which a < a, it is clear that a condition such as ( 1.1) One might suspect that for an analytic function in D for which the orders satisfy a < a that it might be possible to conclude that the zeros of such a function could not be uniformly distributed about the circumference of the unit circle. However the function g defined in D by g{z) -where B(z) is the Blaschke product constructed in [3, p. 599] by G. MacLane and L. Rubel has a = 0 and a = 1/2 and zeros rather uniformly distributed, so any theorem in the direction suggested would have to be rather refined.
The remaining sections contain the proofs of the theorems in order. We note that c k (r) = c_ k (r) and φή = 2V(r, 1//) ~ ΛΓ(r, /). Thus, for 0 < r < 1,
Using integration by parts, we can write for k ^ 1 and 0 < r < 1 that And so taking absolute values and making standard estimates, we have for 0 < r < 1 Combining (3.1) and (3.6), we find
Hence there is a constant A 2 such that (3.7) becomes
2^, (0 < r < 1) .
On the other hand we know for 0 < r < 1 that
We also have
. t Combining (3.9) with (3.10) and the assumption /(o) = 1, we see there are constants K x and K such that
, there are constants K 2 , K z , and K, such that (3.11) yields for 1/2 < r < 1
ow if β < a we find (3.8) and (3.12) taken together lead to a contradiction. Hence β ^ α, and (i) is proved.
To see (ii) is true, we first observe that there is a constant K 5 such that Since β + a < 2a, we conclude from (4.1) that the conclusion is true for θ -0. A simple rotation shows it to be valid for each θ.
(Actually the bound in (4.1) is uniform with respect to θ.) If / has zeros in D, we let {a n } be the zeros and r 0 such that \a n \ < r 0 < 1 for all n. Let 0 < r 0 < r < R < 1. If z = re", we proceed in a similar manner to that above using the Poisson-Jensen formula to obtain m 2 (r, ff. Further similar steps to the above along with the choice of R = (1/2)(1 + r) lead to the desired conclusion.
5. Proof of Theorem 4* We may assume without loss of generality that f(p) = 1. It can be shown using Green's theorem as in [6] Since a > 0 and β < 2 + 2a, we see that whatever the value of β the statements in (5.3) lead to contradictions. Hence if / satisfies the hypothesis of Theorem 4, it must have at least one zero in D. So suppose / has zeros but that the number of zeros is finite. Let {a n } be the zeros, and assume r 0 is such that \a n \ < r 0 < 1, for all n. Define the function B in D by B(z) = Π (*""*" ) I<*J<*V 1 -a n z / We consider r 0 < r x < r < 1 and apply (5.1) to the function defined by the quotient f/B in D. Integrating from 0 to r, we obtain
Since the number of zeros of / is finite and r > r 1 > r 0 > \a n \, for each n, we see the first term on the right-hand side of (5. Recalling that α < α and that (1.2) holds, we see as in the earlier case (5.9) leads to a contradiction whatever the value of β subject to β < 2 + 2α with α > 0. Therefore, / has an infinite number of zeros.
