Elastic network models have been used to study the properties of coarse grained models of proteins and larger biomolecular complexes. In this comment, we point out that it is important to build rotational symmetry, as well as translational symmetry, into these models that are designed to describe the rigidity, and the associated low-frequency deformations. This leads to strong restrictions on what form of interactions can be used. In particular, the only allowed two-center harmonic interactions are those corresponding to Hooke springs. Additional complexity can be introduced if required by using three-center harmonic interactions.
Background
In the last decade, various simple network models have been used to describe the large-scale motions of proteins and protein complexes where more detailed classical phenomenological potentials [1, 2] involving all atoms cannot be used because of the restrictions on the amount of time that can be covered in computer simulations. The reader is referred to a recent review [3] for a discussion of present applications. The present resurgence of interest in such models can be traced to Tirion [4] , whose work put earlier work [5] [6] [7] in an easy-to-use form. Network models fall into two broad classes, those with Hooke springs which describe the rigidity of the protein [4] , and those using a connectivity or Kirchoff matrix, which describe the connectivity of the protein [8] . Such network models provide important insights into the nature of macromolecular motions, and the relationships to biological functions, that would be hard to obtain using any other approach. For this reason it seems this is an appropriate time to pause and examine the underpinnings of these approaches.
Atomic force constant models have been used for nearly a century to describe the vibrations in molecules [9, 10] and solids [11, 12] with considerable success. Only in more recent times has it been possible to derive the force constant parameters used in these models from first principle quantum mechanical calculations [13, 14] but this is not yet feasible in proteins because of the large number of atoms involved. Therefore phenomenological atomic models continue to provide an attractive approach in proteins and protein complexes as they can capture the main features, with the force constants being fitted to experimental observables a posteriori.
An additional and novel feature of elastic network models used to describe proteins is that in most cases only some degrees of freedom are included, usually those associated with the C α atoms on the backbone [15] , both because this reduces the number of degrees of freedom that need to be considered, and because the C α atoms provide equivalent markers across the spatial extent of the protein, making it not unreasonable for the interactions to be set equal. This can be thought of as roughly, but not exactly, replacing the protein by a uniform elastic continuum (the difference being in the way the surface of the protein is treated), coupled with a finite element approach, where the C α atoms form the grid points (finite element methods are used in biology to study the elastic response of bones for example [16] ). The idea behind using only the C α atoms in the basis set is that the other degrees of freedom are renormalized out. While in general this would lead to frequency-dependent force constants, this frequency dependence can be reasonably neglected in the low-frequency domain as being small, so that the force constants are taken to be constant and frequency independent and then subsequently fitted to experimental variables, often the mean B values (Debye-Waller factors) as determined from x-ray diffraction [8] . As there are many more B values than force constants, network models lead to significant predictions, which are in good agreement with experiment in many cases.
Symmetry
Symmetry places severe restrictions on the form of the interactions that can be used in elastic network models. The harmonic potential energy function [12] is written as
where the angular brackets indicate that each pair of atoms i, j is included only once in the summation, and the factor 1/2 is conventionally used in the definition of the force constants K αβ ij . The displacements u α i , with α = (x, y, z) being the Cartesian components, are the small movements of atoms i away from assumed equilibrium positions. The symmetric tensor K contains six constants for each pair of atoms. This potential (1) is quadratic in the displacements and two-center (involving two sites). By including only differences in the displacements u α i − u α j in the potential (1), translational invariance is properly built in from the outset. This means that if the displacements are given by a rigid body translation
where the vector d is independent of the site i, then the set (2) leads to V = 0, and hence no energy being associated with the macroscopic rigid body translations of the whole macromolecule. This also leads to a proper description of the low-lying 'acoustic' modes where neighboring atoms move approximately in the same direction, but with a small phase shifts [17] ). In this comment, we point out that it is equally important to build in rotational invariance. A general discussion of the restrictions imposed on molecular potentials is given by Herzberg [9] in chapter 2. A small rigid body rotation by an angle of θ for all sites about an (arbitrary) axis of rotation z is described by
where R i is a vector from any point on the axis of rotation to the site i, andẑ is a unit vector along the axis of rotation. The only invariant form of the potential (1) 
where r i = r (4) is the form used by Tirion [4] (see equation (4)) and in the subsequent work of Hinsen and collaborators [18] [19] [20] . The potential (4) is the only two-center harmonic potential that is consistent with both translational and rotational invariance which of course is very important to build into a model, in order to get the highly correlated directionality and phasing between local displacements in the low-frequency modes. This is the form used in what has become known as the elastic network model (ENM) and is sometimes referred to as the anisotropic network model [21] .
Another example of the potential (1) that has been widely used and applied to biomolecules is the Gaussian network model (GNM) [8, [22] [23] [24] where
leads to a Born model [11, 25, 26] , with
which decouples into three independent pieces V x , V y , V z that are similar in form. It is tempting to use this form involving V x as this involves a scalar variable at each site rather than a vector variable and so reduces the dimensionality of the problem from 3N down to N, where N is the number of nodes, often taken to be the C α atoms. If we insert the rigid rotation (3) into the Born model (6) we see that instead of getting zero, we obtain an energy associated with the rotation that increases as O(N) and so scales with the volume of the protein, leading to ever larger energies associated with rigid body rotations by a fixed angle as the size of the protein becomes larger. The Hessians formed from the potentials in the GNM of proteins, each containing a single zero frequency, gives a total of three zero-frequency modes. In a properly rotationally invariant theory, there are a total of six zerofrequency modes associated with any free-standing body. The lack of rotational invariance in the general case (1) is most easily seen in the Born potential (6) and is illustrated in figure 1 .
Discussion
The GNM has superficial similarities [8] to the work of Flory [27] who considers the statistics associated with the end-to-end distance of a finite polymer chain and the partition function. This model was set up by Flory to study the statistics associated with the random walk of the freely jointed chain and not the vibrational states of a polymer chain which is quite distinct, and requires force constant matrices with spring constants.
Comment
That is the Flory Gaussian distributions are associated entirely with entropy involving the random walk statistics of polymers, whereas the theory of lattice vibrations has both enthalpic and entropic contributions associated with the (small amplitude) vibrations about equilibrium positions, which are controlled by much shorter range coupling constants. The Flory theory involves matrix elements between sites i and j that are given by
where the mean square distance r 2 ij ∼ n, where n is the number of links separating sites i and j in the polymer chain. This comes from the random walk statistics obeyed by polymer chains at large n, and hence leads to a slow fall-off in γ ij ∼ 1/n, which are therefore quite long ranged. This result would not be true or appropriate in the densely cross-linked protein structure and correlated structure of a polypeptide chain in a protein.
The Born model was first used in lattice dynamics almost a century ago by Max Born [11, 25, 26] , before the detailed atomic nature of matter was properly understood. The Born model was the subject of controversy [28] until its lack of rotational invariance was fully understood [29] . More complex potentials than (4) can be constructed, but as pointed out by Keating [29] these must involve the dot products of differences in the displacements. The only two-center invariant is given by (4) . The next harmonic term is given by the three-center contribution to the potential
where the two pairs of atoms i, j and k, j share a common vertex j. Such terms can be used to introduce additional parameters that can also then be subsequently fitted to experimentally measured quantities. Both the two-center and three-center harmonic terms (4) and (7) can be derived from writing down invariant dot products of vectors involving the displaced nodes and linearizing as advocated by Keating [29] to give (8) .
It is particularly important to build in rotational invariance in proteins at the potential level in order to describe various hinge motions, etc involving protruding groups of atoms moving toward each other as the hinge closes and binds a ligand as in for example adenylate kinase [30] . Subsequently, further parameters could be introduced via the three-center Keating-type forces (8) . These are known to be important in small molecules, diamond, silica, polymers, etc, and indeed anywhere where covalent bonds are present. Their magnitude is typically ∼20% of the central forces, and they are probably important for hinge and similar motions.
GNMs are quite distinct from ENMs as they involve a scalar variable at each site (rather than a vector variable) and so have no directional properties. Whereas ENMs couple vector displacements via Hooke springs and so probe elasticity, GNMs couple scalar quantities and hence probe connectivity. GNMs do not involve a 3N × 3N dynamical matrix but rather an N × N connectivity matrix. The GNM has been used successfully in describing B values because the B factor is largely determined by how close to the surface you are, and the connectivity matrix is a convenient phenomenological way of computing this. Note that the agreement Halle [31] gets in figure 3 by placing spheres of radius ∼7Å around each non-hydrogen atom, and counting the number of atoms inside this sphere which is inversely proportional to the B value. The value of 7Å is close to the cutoff used in the GNM and so appears to set the relevant length scale.
Network models have also been extended to couple together blocks in proteins [32, 33] , where physical insight is used in choosing the blocks which are assumed to be more rigid than the protein as a whole. These blocks have six degrees of freedom rather than the three used above with atoms considered as point objects. Here it is also important to write down potential functions that ensure both translational and rotational invariance between the blocks and this is most easily accomplished by joining the blocks by a sufficient number of Hooke springs, located at some convenient anchor points within the blocks.
Summary
The ENM, which uses Hooke springs between pairs of atoms, is firmly based in fundamentals, obeys all the translational and rotational requirements, uses standard dynamical matrices, and so is justified a priori when studying displacements, elasticity, etc. The GNM couples scalar rather than vector variables at each site and so describes connectivity rather than elasticity. The potentials for the GNM and ENM are given as equations (1) and (2) in the commentary by Rader and Bahar [34], but they do not make any comment on the large conceptual differences between these two potentials, in that they relate to connectivity and rigidity respectively. The GNM cannot be regarded as a theory of harmonic vibrations, but rather as a description of the protein connectivity. Therefore, the good agreement between the GNM with observed B values (Debye-Waller factors) in proteins places it in the same class as the work of Halle [31] , who emphasizes the distance from the surface being associated with small B values, etc, and hence use of the GNM must be justified a posteriori. [ 1. Two different and opposing views of equilibrium fluctuations in proteins are in question here. In the first picture, the residues may be assumed to be rigidly fixed at lattice-like points, and exhibit small amplitude fluctuations, similar to those in crystals. In the second view, the fluctuations are larger similar to those of the junctions in a polymer network. The preceding comment is based on the first view. The Gaussian network model (GNM) assumes the second view. The statement 'The GNM has superficial similarities to the work of Flory [ . . . ]' is misleading. The foundations of the model can be traced back to two seminal papers from Flory and Pearson [2, 3] on the statistical thermodynamics and fluctuation dynamics of polymer networks, which, in turn, are based on the original work of James and Guth in the early 1940s [4] . The theory set forth by these pioneering scientists has since been extensively used in rubber elasticity and polymer physics [5] [6] [7] [8] . The GNM of protein dynamics [9, 10] has utilized the key physical concepts, mathematical formulations and even the notation, adopted in these studies. 2. The GNM is based on two assumptions: (i) the extent of the fluctuations of a given residue decreases as the number of other residues sharing its fluctuation volume increases, and (ii) the fluctuations are isotropic and Gaussian. There are no other assumptions in the model. These are also the two basic assumptions of the theory of random amorphous elastic networks [2, 5, 6] . That each residue has a welldefined mean position is implicit in these assumptions. The only information needed to build the model is the 'identity' (index) of amino acids (network nodes) that interact with each other (that are connected by an elastic spring), and in the GNM this information maps to the Kirchhoff matrix of inter-residue contacts. The concern about the lack of rotational invariance raised in the preceding comment is therefore irrelevant. How can a model that does not use as input any directional or vectorial quantities, and not even residue coordinates (but contact topology, exclusively), be frame dependent or yield any results that are rotationally variant? 3. In the literature there has been a tendency to view the anisotropic network model (ANM) [11] , or the normal mode analyses (NMA) with uniform harmonic potentials (originally introduced by Tirion [12] and Hinsen [13] at the atomic and residue levels, respectively) also referred to as elastic network model (ENM) NMA [14, 15] , as an improved version of the GNM, in which the isotropy assumption of the GNM has been removed. The same mistake is seen in the preceding comment [1] . To avoid Reply further confusion, we would like to emphasize again that;
• The ANM (or ENM NMA) is not an improved version of the GNM. In contrast, it is based on a harmonic potential that is physically less realistic than that implicitly underlying the GNM.
• The information on the three-dimensional deformation vectors in the ANM-as opposed to deformation magnitudes only in the GNM, is obtained at the expense of adopting this less realistic potential. The reader is referred to two recent reviews for explicit expressions of the underlying potentials and their implications [16, 17] .
• Not surprisingly, the mean-square fluctuations computed by the GNM have been shown in many applications to agree better with experimental data than those predicted by the ANM. See for example the work of Phillips and coworkers [18] .
• We have extensively analyzed the predictions of the GNM and ANM with two servers [19, 20] that we have developed for the respective GNM and ANM analyses of PDB structures. Our recommendation is to use the GNM (rather than ANM) for evaluating mean-square fluctuations of residues and their crosscorrelations, as well as the profiles of residue displacement sizes in collective modes, and to resort to the ANM only for exploring properties that cannot be computed using the GNM, such as deformation vectors or molecular motions/movies.
In conclusion, the two assumptions inherent to the GNM lead to a simple Hamiltonian that defines the equilibrium dynamics of the network. There is no allusion to the random walk of polymer chains in the model, and in this respect the preceding comment misses the entire point. The efforts therein to remove the isotropy assumption of the GNM by invoking the analogy to Born potential may lead to another model of different complexity. However, the predictive value of such a model above that of the GNM cannot be assessed a priori. In the absence of quantitative formulation and comparison with existing evidence, the utility and significance of the preceding comment remains questionable.
Finally, it should be acknowledged that the network model and methodology used in the GNM has proven useful not only in rubber elasticity and protein dynamics, but in other disciplines (e.g. computer science and information theory) that utilize the concepts of graph theory and the Laplacian (or Kirchhoff) matrix [21] .
