ABSTRACT: Statistical downscaling of general circulation models (GCMs) and limited area models (LAMs) has been promoted as a method for simulating regional-to point-scale precipitation under changed climate conditions. However, several studies have shown that downscaled precipitation is either insensitive to changes in climatic forcing, or inconsistent with the broad-scale changes indicated by the host GCM(s). This has been recently attributed to the omission of the effect that changes in atmospheric moisture content have on precipitation. We describe validation of a nonhomogeneous hidden Markov model (NHMM) for changed climate conditions and apply it to a network of 30 daily precipitation stations in southwestern Australia. NHMMs fitted to 1 × CO 2 LAM data were validated by assessing their performance in predicting 2 × CO 2 LAM precipitation. The inclusion of 850 hPa dew point temperature depression, a predictor reflecting relative (rather than absolute) atmospheric moisture content, was found to be crucial to successful performance of the NHMM under 2 × CO 2 conditions. The NHMM validated for the LAM data was fitted to the historical 30 station network and then used to downscale the 2 × CO 2 LAM atmospheric data, producing plausible predictions of station precipitation under 2 × CO 2 conditions. Our results highlight that the validation of a statistical downscaling technique for present day conditions does not necessarily imply legitimacy for changed climate conditions. Thus statistical downscaling studies that have not attempted to determine the plausibility of their predictions for the changed climate conditions should be viewed with caution.
INTRODUCTION
Demand for realistic assessments of the regional impacts of natural climate variability, and possible climate change due to the enhanced greenhouse effect, has generated increased interest in regional climate simulation. Although current general circulation models (GCMs) perform reasonably well in simulating the present climate with respect to annual or seasonal averages at large spatial scales (>10 4 km 2 ), they perform poorly at the smaller space and time scales relevant to local and regional impact analyses. Also, inter-GCM variation in either precipitation or surface air temperature simulation is greater at the regional scale (Gates et al. 1996 .
The poor performance of GCMs at local and regional scales has led to the development of limited area models (LAMs) in which a fine computational grid over a limited domain is nested within the coarse grid of a GCM (Giorgi & Mearns 1991 , Walsh & McGregor 1995 . The host GCM provides the large-scale synoptic forcing to the LAM through the LAM's lateral boundaries. Although GCMs and LAMs perform reasonably well in simulating synoptic-scale atmospheric fields, they both tend to overestimate the frequency and underestimate the intensity of daily precipitation and thus fail to reproduce the statistics of historical records at local scales (Mearns et al. 1995 , Walsh & McGregor 1995 , Bates et al. 1998 . Moreover, LAMs do not resolve the full structure of precipitating systems even at a spatial resolution of 20 km (M. J. Manton pers. comm. 1996) .
The above limitations of GCMs and LAMs have led to the development of statistical downscaling techniques (Hewitson & Crane 1996) . Early techniques classified large-scale atmospheric circulation patterns, and then modelled the daily precipitation process conditional on the derived patterns (Bardossy & Plate 1991 , 1992 , Bogardi et al. 1993 , Matyasovszky et al. 1993a ,b, Wilby et al. 1994 , Bartholy et al. 1995 , Kidson & Watterson 1995 . These schemes produce weather patterns that are identified independently of the precipitation data and have had only limited success in reproducing wet and dry spell length statistics (Hay et al. 1991 , Wilson et al. 1991 , 1992 , Zorita et al. 1995 . When these schemes are used for climate change studies, it is often found that the changes in weather pattern frequencies are insignificant and thus little can be inferred about possible changes in precipitation (Matyasovszky et al. 1993a ,b, Wilby et al. 1994 . Matyasovszky et al. (1994) used both weather patterns and spatially averaged geopotential height (GPH) at 500 hPa on the basis that this variable exhibited a significant change between GCM results for 1 × CO 2 and 2 × CO 2 equilibrium climates. Recent research has pursued the application of regression or neural networks to continuous atmospheric indices, rather than the classification of weather patterns. However, these approaches have had limited success in simulating present day precipitation statistics and producing precipitation changes that are consistent with the broadscale changes indicated by host GCMs (e.g. Huth 1997 , Wilby & Wigley 1997 , Crane & Hewitson 1998 , Wilby et al. 1998 .
Other challenges for downscaling have been noted. Wilby (1997) shows that the relationships between circulation and precipitation may not be time invariant over inter-decadal periods. Pittock (1993) , Conway et al. (1996) and Huth (1997) warn that the relationships between circulation and local weather variables derived from historical data may not be valid for 2 × CO 2 conditions. In particular, Pittock (1993) notes global warming in the models causes an intensification of the hydrological cycle, and Wilby & Wigley (1997) state that changes in atmospheric circulation may not be enough to derive realistic simulations of precipitation for possible future climates. Thus the effect of changes in atmospheric moisture content on precipitation must be also taken into account (Wilby & Wigley 1997 ).
Here we use the nonhomogeneous hidden Markov model (NHMM) of Hughes et al. (1999) for a downscaling experiment for 2 × CO 2 equilibrium climate conditions in southwestern Australia (SWA). The NHMM determines the most distinct patterns in a multi-station precipitation occurrence record, rather than patterns in atmospheric circulation. These patterns can then be defined as conditionally dependent on a range of atmospheric predictor variables. A split sample validation using historical atmospheric and precipitation data has shown that the NHMM can provide credible reproductions of occurrence probabilities and spell length statistics for 30 daily precipitation stations located throughout SWA . The present study has 3 major objectives: (1) to assess the potential advantages of using a set of predictor variables containing information about atmospheric moisture content, as well as atmospheric circulation, in a downscaling model; (2) to determine if agreement between the daily precipitation occurrence changes indicated by LAM simulations and those obtained from downscaled LAM atmospheric fields is achievable by objective and independent means; and (3) to develop plausible 2 × CO 2 scenarios for precipitation occurrence statistics at existing stations in SWA.
A feature of the study is our attempt to validate the downscaling results for 2 × CO 2 conditions (Step 2 above). In other downscaling studies, this is usually done informally by comparing the grid-scale changes in precipitation indicated directly by a GCM with the differences between downscaled 2 × CO 2 and historical precipitation (e.g. Wilby et al. 1998) . Such comparisons are based on disparate spatial scales and this makes interpretation of results difficult. In contrast, we fit and validate the NHMM for the LAM grid data before developing 2 × CO 2 scenarios for precipitation occurrence statistics at the stations.
STUDY AREA AND DATA
SWA experiences a 'Mediterranean' climate with mild, wet winters and hot, dry summers. Eighty percent of annual precipitation falls in the period from May to October. This is primarily due to the successive passages of cold fronts lodged between high pressure systems at latitudes 30°to 35°S. Frontal rains spread rapidly northwards and increase in intensity throughout May. They retreat southwards and decrease in intensity during August to October. Thus the entire data set was analysed on a seasonal basis: 'winter' (May to October) and 'summer' (November to April). A full set of 'winter' results will be presented here.
Limited area model data.
A 10 yr simulation of atmospheric and precipitation fields on a 125 km grid for 1 × CO 2 (present day) and 2 × CO 2 conditions were obtained from the CSIRO Division of Atmospheric Research limited area model (DARLAM; Walsh & McGregor 1995 . Synoptic forcing at the lateral boundaries of the DARLAM grid was provided by the Mk 2 version of the CSIRO 9-level atmospheric GCM (CSIRO9 GCM; Watterson et al. 1997) . DARLAM currently uses the same number of vertical levels as CSIRO9. The spatial resolution of the GCM is roughly 500 km (spectral R21). We extracted the 12:00 h GMT DARLAM fields for precipitation, mean sea level pressure (MSLP), and the GPH, air temperature and humidity fields for 850 and 500 hPa surfaces. These variables correspond with the historical data held in the Commonwealth Bureau of Meteorology's upper air archive. The atmospheric fields were interpolated onto a rectangular 3.75°longitude by 2.25°latitude grid as the DARLAM grid has a finer resolution than that used for the historical archive (see Fig. 1 and Section 2.2). The precipitation data were not interpolated.
2.2. Historical data. Historical atmospheric data were obtained from the Commonwealth Bureau of Meteorology, Australia, on a Lambert conformal grid of 11:00 h GMT values for the period from 1978 to 1992. The 11:00 h GMT records were chosen on the basis that they are close to the mid-point of the daily precipitation recording period for SWA (24 h total precipitation recorded at 09:00 h local time, 01:00 h GMT). A 10 yr period (1978 to 1987 ) is used in this study to match the length of the DARLAM simulation. The available variables included MSLP and, at 850 and 500 hPa levels, the GPH, air temperature, dew point temperature (T d ), and U and V wind components. These data were interpolated to the same grid used for the DARLAM data (Fig. 1) . Bates et al. (1998, 
where T 850 and T d 850 denote the air temperature (K) and dew point temperature (K) at 850 hPa, respectively. DT d 850 is a measure of how close the atmosphere at 850 hPa is to saturation with moisture.
Daily precipitation data for 30 stations were obtained from the same source for the same 10 yr period. The locations of the stations are shown in Fig. 1 . These stations were chosen as they had no missing records over this period. The range in mean annual precipitation for the 30 stations is 309 (Stn 20) to 1280 mm (Stn 12), and the range in elevation is 2 (Stn 7) to 353 m (Stn 17). These ranges are representative of conditions in SWA. There is a 300 m escarpment arising from the coastal plain, along the line of Stns 5, 4, 12, 15, 11 and 14, with rain shadow effects eastwards.
DOWNSCALING MODEL
We use the NHMM of Hughes et al. (1999) for downscaling. A hidden Markov model is a doubly stochastic process: there is an underlying (unobserved or hidden) stochastic process that can only be observed through another set of stochastic processes that produce the sequence of observed outcomes (Rabiner & Juang 1986 ). In our case, the NHMM defines stochastic conditional relationships that link daily multi-site precipitation occurrence patterns (the observed outcomes) to a discrete set of weather states (the hidden process). A first-order Markov chain defines the transition probabilities from weather state to weather state; these probabilities are conditional on a set of atmospheric circula- Table 2 , Grid Point 1 is the northwesternmost grid point (adjacent to Stn 7), Grid Point 2 is immediately south of Stn 1, ..., and Grid Point 16 is the southeasternmost grid point (southeast of Stn 27) tion predictors. Thus the NHMM is defined by a state transition probability matrix (A) and a precipitation occurrence probability distribution (B):
where S t = j denotes the jth (unobserved or hidden) weather state at time t, R t = l denotes the rain state (precipitation occurrence, using a wet day threshold of 0.3 mm) at the M stations at time t, and X t denotes the derived atmospheric data at time t. The NHMM is termed 'nonhomogeneous' as A depends on a set of observed covariates (X), and is completely specified once N and X are selected. Thus the compact notation N~i.j.k. may be used to represent an N-state NHMM with observed covariates i,j,k.. The NHMM reverts to a standard HMM if no atmospheric data is specified (i.e. no X t in Eq. 2). An overview of the fitting methodology follows. A full description of the fitting of the NHMM to the historical atmospheric and precipitation data for the 30 stations in SWA can be found in Charles et al. (1996) and a split-sample test is presented in Hughes et al. (1999) . Classification trees and other exploratory analyses were used to determine which derived atmospheric variables had the strongest relationship with precipitation occurrence over the region. These variables were considered candidates for inclusion in the NHMM. Maximum likelihood estimation was used to estimate λ = (A, B) for a series of models with different numbers of weather states and different sets of derived atmospheric variables. The estimation problem is to maximise P(R | X, λ) where R = (R 1 , R 2 , ..., R T ) and
. Estimation is computationally intensive; the model fitting times range from less than a day to more than 4 wk (on a Sun Ultra workstation) depending on the number of parameters involved. Methodological issues involved in the maximum likelihood estimation are described in detail by .
The resulting model fits were evaluated using the Bayes information criterion (BIC), an approximation to the Bayes factor (Kass & Raftery 1995) given by -2L + k log(T ), where L is the log-likelihood, k is the number of model parameters, and T is the number of days of data. This criterion is a useful guide for comparing models with different combinations of atmospheric variables and numbers of parameters. The objective is to select an NHMM that minimises the BIC, thus identifying a relatively parsimonious model that fits the data well, whilst (1) producing distinct and realistic weather state patterns, and (2) including the greatest amount of atmospheric information. The weather state sequence for the selected model is obtained using the Viterbi algorithm to assign each day to its respective state (Forney 1978 ). Hughes & Guttorp (1994) describe the generation of precipitation occurrence sequences from the selected model conditional on an observed or modelled sequence of atmospheric variables.
Box-plots of the 1 × CO 2 DARLAM atmospheric data (hereafter designated by LAM1) and the historical data indicated that their spreads (defined by the difference of the upper and lower quartiles) and their extremes were in reasonable agreement. For the experiments presented herein, the LAM1 and historical data are centred using their respective means, and the 2 × CO 2 DARLAM atmospheric data (hereafter designated by LAM2) are centred using the means of the LAM1 data. Thus any biases in the LAM1 means are removed before downscaling, while the 2 × CO 2 signal (1 × CO 2 to 2 × CO 2 mean shift) is retained. We prefer this method to that of Wilby et al. (1998) . They re-scaled simulated current-climate airflow data from the HadCM2 'SUL' experiment (a Hadley Centre coupled ocean-atmosphere GCM run with combined CO 2 and sulphate aerosol forcing) to correspond with their historical data, and applied the same re-scaling to the HadCM2 'SUL' data for projected future conditions. The re-scaling consisted of an empirical quadratic transformation of the modelled airflow data to enforce agreement between the modelled and historical airflow percentiles. Such a re-scaling may effect the internal consistency of the relationships between the atmospheric and precipitation data, as there is no a priori way of assessing whether the scaling function derived from the 1 × CO 2 data applies under 2 × CO 2 conditions. As the NHMM relies completely upon these relationships, we are confident in keeping the centred DARLAM data as they stand.
APPROACH
A climate change downscaling experiment, using the NHMM, was undertaken according to the following steps:
(1) Fit NHMMs to the LAM1 data, with the LAM1 atmospheric predictor variables interpolated to the 3.75°longitude by 2.25°latitude grid. The LAM1 precipitation occurrence data were kept on the finer LAM grid. Use both 'circulation-only' and 'circulation+mois-ture' sets of predictor variables. For each case, select the model providing distinct weather states and a reasonable compromise between the number of predictor variables used and the optimum BIC.
(2) Drive the selected NHMMs fitted to the LAM1 data ('circulation-only' and 'circulation+moisture' cases) with the corresponding LAM2 atmospheric pre-dictor variables (also interpolated to the 3.75°longi-tude by 2.25°latitude grid) to generate downscaled predictions of the 2 × CO 2 precipitation occurrence series on the LAM grid.
(3) Compare these downscaled 2 × CO 2 precipitation occurrence series with the actual LAM2 precipitation occurrence series. A favourable comparison gives us confidence that the selected NHMMs capture the modelled climate change signal.
(4) Independent of Steps 1 to 3, fit NHMMs that downscale the historical atmospheric predictor variables (on the same 3.75°longitude by 2.25°latitude grid) to the historical 30 station precipitation occurrence data, again using 'circulation-only' and 'circulation+moisture' predictor variables. Compare these selected NHMMs to those selected in Steps 1 to 3, in terms of the number of weather states and the predictor variables used.
(5) If the degree of agreement in
Step 4 is strong, use the corresponding LAM2 atmospheric predictor variables (again, on the same 3.75°longitude by 2.25°lati-tude grid) to drive the 'historically-fitted' NHMMs selected in Step 4. This provides downscaled 2 × CO 2 precipitation occurrence series for the 30 station network.
Steps 1 to 3 encompass the validation. We define validity here as the ability of a NHMM to reproduce the first-order statistics of independent data (i.e. the precipitation occurrence probabilities of the LAM2 precipitation series, see Step 3 above). This presumes that DARLAM provides reliable information about projected changes in rainfall at a length scale of 125 km. We cannot validate the results from Step 5, as there are no station data for 2 × CO 2 conditions. We will return to this point in our discussion.
Secondary validation measures are the fits to the distributions of wet and dry spell lengths. Let y denote wet or dry spell length in days. We compared the empirical cumulative distribution functions (cdfs) of y for the 'circulation-only' and 'circulation+moisture' NHMMs with that for LAM2 using 2 criteria: (4) and (5) where i denotes unique wet or dry spell lengths in the LAM2 data, n denotes the maximum spell length, F m y (i) denotes the probability of y ≤ i for either NHMM, F y (i) denotes the probability of y ≤ i for the LAM2 data, and σ F (i) denotes the standard error of F y (i). Thus Eqs. (4) & (5) are measures of goodness-of-fit in that they define weighted mean and weighted maximum absolute differences between the NHMM and LAM2 spell length probabilities, respectively. However, they are less important as validation criteria than the precipitation occurrence probabilities because the tails of the LAM1 distributions for present day conditions are subject to a high degree of sampling uncertainty (see Bates et al. 1998) . These measures are chosen in preference to the more classical measures, such as the KolmogorovSmirnov test, as the standard significance levels used in such tests are not applicable to the NHMM.
RESULTS

DARLAM downscaling
5.1.1. NHMM selection Table 1 reports the results of fitting 6-state NHMMs to the 10 yr of LAM1 atmospheric and precipitation occurrence data. Results for other models are not shown as 7-state NHMMs contain a redundant weather state, and NHMMs with N ≤ 5 have noticeably higher BIC values. For the 'circulation-only' case, the predictors for the selected NHMM are mean MSLP, north-south MSLP gradient and 850 hPa east-west GPH gradient (BIC = 19 546). Although this model gives the same BIC value as the model without the 850 hPa east-west GPH gradient predictor, we choose the former based on our objective of including the greatest amount of atmospheric information in a parsimonious model. For the 'circulation+moisture' case, the best predictors are mean MSLP, north-south MSLP gradient, and (BIC = 19 078). Thus the selected NHMM for the 'circulation+moisture' case provides a better fit to the DARLAM data. Fig. 2a compares the downscaled precipitation probabilities for the LAM1 'circulation-only' and 'circulation+moisture' cases with those from the LAM1 simulation. Both NHMMs provide credible reproductions of the LAM1 probabilities, with the 'circulation-only' NHMM providing a marginally better fit and the 'circulation+moisture' NHMM a small negative bias.
Downscaling for 2 × CO 2 conditions
The LAM2 precipitation probabilities are slightly smaller than those for the LAM1 simulation. The range of the percent relative differences between LAM2 and LAM1 probabilities is -12.6 to -0.12 and the median percent relative difference is -6.22. Generally, the reductions in precipitation probability increase with increasing longitude. Fig. 2b compares the LAM2 downscaled precipitation probabilities (obtained by driving the NHMM fitted to the LAM1 data with atmospheric data from the LAM2 run) for the 'circulation-only' and 'circulation+moisture' cases with those from the LAM2 simulation. The downscaled precipitation probabilities for the 'circulation-only' model consistently overestimate the LAM2 probabilities, while the 'circulation+mois-ture' model gives a credible reproduction of the precipitation probabilities at all 16 grid points. Moreover, the mean error (over the 16 grid points) in the precipitation probabilities predicted by the 'circulation-only' NHMM is over 4 times that predicted by the 'circulation+moisture' NHMM. Thus the 'circulation+mois-ture' NHMM is validated (in terms of the criteria set out in Section 4). Table 2a compares the weighted mean differences (Eq. 4) and the weighted maximum absolute differences (Eq. 5), for the wet spell length distributions produced from the 'circulation-only' and 'circulation+moisture' downscaling, with the distributions obtained from the LAM2 simulation directly. The 'circulation+moisture' model gives better fits for 9 out of the 16 grid points (5, 7, 8, 10, 11, 12, 14, 15, and 16) for Eq. (4), and 19 out of the 30 precipitation stations fall within these LAM grid points (Fig. 1) . For Eq. (5) the 2 models perform equally, each producing better fits at 8 of the 16 grid points. For dry spell lengths, the 'circulation-only' model gives a better fit to the weighted mean differences (Eq. 4) for 11 out of the 16 grid points whereas the 'circulation+mois-ture' model gives a better fit to the weighted maximum absolute differences (Eq. 5) for 11 out of the 16 grid points (Table 2b) . Thus, overall, the 'circulation+mois-ture' model is only marginally better at reproducing the spell length distributions. Table 3 summarises the results of fitting the NHMM to the historical gridded atmospheric data (interpo- lated to the grid as described in Section 2.1) and station precipitation occurrence data. Overall, the 6~1.4 model with 'circulation-only' predictors produces the most parsimonious fit (BIC = 36 458). However, we selected the 6~1.4.8 model for the 'circulation-only' case as it has greater atmospheric information content and only a marginally higher BIC value (BIC = 36 475), and it is compatible with the NHMM selected in Section 5.1.1. The selected NHMM for the 'circulation+moisture' case (6~1.4.25) has a similar BIC value (BIC = 36 501). As the BIC criterion is itself an approximation, we conclude that 6~1.4.25 is a reasonable candidate model for the historical data. Thus there is a reasonable degree of consistency between the sets of predictor variables obtained from historical data and the LAM1 simulation (Step 4 of Section 4). Fig. 3 shows the precipitation occurrence probability patterns and composited MSLP plots associated with the 6 weather states in the 'circulation+moisture' NHMM (6~1.4.25) fitted to the historical data. States 1 to 6 may be broadly classified as 'wet hinterland', 'wet everywhere', 'wet west coast + central', 'wet southwest corner', 'dry everywhere', and 'wet south coast', respectively. State 1 is indicative of a cut-off low with a mid-level moisture source or thunderstorms in mid-to late spring. State 2 is indicative of strong frontal systems associated with low pressure systems that ridge into SWA from the Southern Ocean. State 3 is indicative of weaker frontal systems associated with low pressure systems located in the Southern Ocean. State 4 is indicative of the presence of moist westerly winds generated by low pressure systems located well to the south of SWA. State 5 is indicative of high pressure systems located in the Great Australian Bight (southeast of SWA) that bring dry air into SWA. Finally, State 6 is indicative of the presence of moist southwest winds generated by high pressure systems centred adjacent to and to the west of the region. Fig. 4a compares the downscaled station precipitation probabilities for the 30 precipitation stations shown in Fig. 1 with their historical values. Both the 'circulation-only' and 'circulation+moisture' NHMMs provide credible fits to the historical probabilities, with the 'circulation-only' case providing marginally better estimates for the stations with low to medium precipitation probabilities.
Historical downscaling
NHMM selection
5.2.2. Downscaled DARLAM 2 × CO 2 (LAM2) Fig. 4b shows the precipitation probabilities obtained when the fitted NHMMs are used to downscale the LAM2 atmospheric data to the 30 precipitation stations. The 'circulation-only' NHMM predicts slightly higher precipitation probabilities across the region, whereas the validated 'circulation+moisture' NHMM predicts a slight decrease. Thus the 'circulation+mois-ture' NHMM produces a climate change signal that is consistent with the trend indicated by the DARLAM simulations (Section 5.1.2). While this result adds to our confidence in the 'circulation+moisture' NHMM, it is based on the underlying assumption that the LAM correctly simulates the climate change process. Fig. 5 shows the possible changes to the persistence of wet and dry spell lengths under 2 × CO 2 conditions indicated by the 'circulation+moisture' NHMM at 4 of the 30 precipitation stations. The elevations and rainfall at the selected stations are representative of conditions in SWA (see Table 4 ). The plots suggest little change in the short-duration spells that encompass 90% of wet and dry events. There is an overall but very slight increase in the occurrence of long-duration wet and dry spells. However, the uncertainty in the frequencies of the long-duration spells is largely due to their relatively small sample sizes within both the historical and downscaled DARLAM data. Table 5 reports the weather state transition and steady-state probabilities for the historical and downscaled LAM2 data, and indicates changes that are judged to be significant (greater than 2 SE difference) or moderate (greater than 1 SE difference). The standard errors were obtained using a jackknife procedure (Efron & Tibshirani 1993) . For each data set (historical and 2 × CO 2 ), each of the 10 years were successively removed from the data and the transition and steadystate probabilities were recalculated. These 10 sets of probabilities were then used to compute the jackknife variance. Note that this procedure does not involve refitting the NHMM for each deleted year, which would have been prohibitively expensive.
In Table 5 , the steady-state probabilities for States 1, 3, 5, and 6 are essentially unchanged under 2 × CO 2 conditions. There is a marginal increase in the probability of the southwest corner of SWA being wet (State 4) and a corresponding decrease in the probability of the entire region being wet (State 2). This suggests a small decrease in the northward spread of frontal rain. There are only a few significant changes in the transition probabilities. Consider the transitions from State 2 ('wet everywhere'). There is a significant decrease in the probability of entering State 5 ('dry everywhere') and moderate decreases in the probabilities of entering State 4 ('wet southwest corner') and State 6 ('wet south coast'). Correspondingly, there is a moderate increase in the persistence of State 2. This may indicate a decrease in the frequency of post-frontal showers. Upon leaving State 1 there is a moderate increase in the probability of entering State 5 ('dry everywhere') suggesting a reduction in the persistence of rainfall over the hinterland. State 3 ('wet west coast + central') is moderately more likely to preceed State 1 ('wet hinterland') and State 4 ('wet southwest corner') with a significant decrease in the probability of entering State 5 ('dry everywhere'). The significant decrease in the probability of leaving State 5 and entering State 2, and the moderate decrease in the probability of entering State 3 ('wet west coast + central'), suggests a decrease in frontal strength. This is supported by the corresponding moderate increases in the probabilities of leaving State 5 and entering States 4 and 6. The moderate decrease in the probability of leaving State 4 ('wet southwest corner') and entering State 2, and the increase in the probability of entering State 6 ('wet south coast'), indicates an increase in the tendency for rainfall in the southwest corner of SWA to contract to the south coast. This is also consistent with the suggestion of weaker frontal processes. Nevertheless, it must be emphasised that these projected changes are often for small probabilities that are based on small sample sizes (10 yr LAM simulation) and thus they may confound climate change and interdecadal climate variability. 
DISCUSSION
A fundamental caveat of downscaling methods is the presumption that the relationships between atmospheric circulation and precipitation are maintained for changed climate conditions. Many studies (e.g. Matyasovszky et al. 1993a ,b, Kidson & Watterson 1995 , Wilby & Wigley 1997 have shown that downscaling models with 'circulation-only' predictors are largely insensitive to changed climate conditions or do not reproduce the broad-scale changes indicated by GCM or LAM precipitation fields. Recently, Busuioc et al. (1999) attempted to verify a downscaling scheme for Romania, based on a canonical correlation analysis (CCA) applied to monthly station precipitation and European-scale sea-level pressure. Their verification determined that (1) the CCA for data from a control GCM run produced similar results to the CCA for the historical data (i.e. verifying the performance of the GCM), and (2) that the downscaling relationship derived from the historical data, when driven by the 2 × CO 2 GCM data, produced results consistent with the 2 × CO 2 GCM precipitation fields. Busuioc et al. (1999) conclude that their results are not proof that the downscaling model can be used under 2 × CO 2 conditions, but they add confidence that the empirical relationships derived from the CCA remain valid under the changed climate. They also note that most previous downscaling studies have not considered the veracity of the assumption that their downscaling relationships hold for climate change conditions.
In our study, the incorporation of a measure of relative moisture (DT d 850 ) as a predictor led to a downscaling model that could better reproduce the daily precipitation occurrence probabilities of the LAM2 simulation. Thus the use of a measure of atmospheric moisture content, as suggested by Pittock (1993) and Wilby & Wigley (1997) , has produced results that can be validated against LAM data directly. In assuming that the LAM simulation of circulation and precipitation is consistent with a possible future climate, we have been able to use a dynamical model to validate a downscaling technique. We believe this is preferable to methods that have not considered criteria to assess the validity of their changed climate predictions. As the selected predictors are consistent with the physically plausible LAM2 simulation, we have confidence in the results obtained when an NHMM using these predictors is used to downscale the LAM2 simulation to the 30 station network. We obviously cannot independently validate the predictions for the 30 station network under the 2 × CO 2 conditions. Crane & Hewitson (1998) predicted large precipitation increases (32% for spring and summer in the United States) for 2 × CO 2 conditions when their artificial neural network was driven by 2 × CO 2 GCM GPH and specific humidity data. In our study an NHMM including T d 850 rather than DT d 850 , fitted to the LAM1 data, overestimates the LAM2 grid precipitation probabilities. The range of the percent relative differences between this NHMM and the LAM2 probabilities is 6.30 to 59.2 and the median percent relative difference is 27.6. Thus, based on the criteria set out in Section 4, a model using dew point temperature rather than dew point temperature depression could not be validated.
Specific humidity and dew point temperature are a measure of and a proxy for the absolute moisture content of the atmosphere, respectively. It can be argued that the probability of precipitation occurrence would be better related to a measure of saturation (such as DT d 850 ), and so probability of cloud formation, rather than absolute moisture content. 850 produced an implausibly large climate change signal in terms of precipitation occurrence. The use of a measure of absolute moisture does not account for the compensatory effect caused by the increase in temperature under a changed climate (a rise in temperature would increase the moisture holding capacity of the atmosphere). We therefore caution against the use of predictors based on absolute rather than relative moisture content, and more generally we caution against the use of downscaling methods that do not attempt to ascertain the legitimacy of their results for the changed climate conditions. Finally, the NHMM can be placed against the criteria of Wilby et al. (1998) for a useful downscaling model:
(1) As far as possible the scheme should be globally applicable. To date the NHMM has only been applied to regions in which the dominant precipitation producing systems are synoptic (northwestern USA and SWA). Further work is required to assess its applicability to regions in which precipitation is predominantly convective. If sufficient atmospheric data are available to capture the 'signal' of the convective atmospheric processes, there is no theoretical reason why the NHMM should not perform well. Conversely, if the historical synoptic variables do not provide enough information to allow satisfactory downscaling then any GCM-based method is likely to fail.
(2) The predictor variables used to downscale should be both physically and conceptually sensible. The predictor variables used herein are interpretable in terms of the known circulation patterns and synoptic-scale precipitation generation mechanisms of the region (see Hughes et al. 1999 ).
(3) The predictors should ideally be continuous variables in order to model extreme events. All of the predictors used herein are continuous and the downscaled data match low probability dry and wet spells reasonably well. Nevertheless, the NHMM can work with either continuous or discrete data or both simultaneously. However, less confidence can be placed in findings regarding extremes as they are model dependent.
(4) The predictor variables should be accurately modelled and readily available from GCM output. Our choice of predictors was based on the availability of historical data. We verify that the GCM or LAM adequately simulates the distributions of the historical data using box-plots.
(5) The predictor variables should be strongly correlated with a suite of relevant hydrometeorological variables. The atmospheric predictors in the NHMM are selected on the basis of the strength of their relationship with multi-station precipitation occurrence.
(6) The predictors should preserve observable correlations between downscaled parameters. The NHMM preserves precipitation occurrence correlations among a network of stations . Extension of the NHMM to include rainfall amounts and surface air temperature is on-going.
(7) Time series of the predictor variables should be responsive to greenhouse gas forcing. We have demonstrated that the addition of a predictor that reflects relative atmospheric moisture content improves the sensitivity of downscaling models to greenhouse gas forcing. Moreover, the inclusion of the predictor was justified in terms of a statistical model selection criterion (BIC) rather than professional judgement or its observed sensitivity to greenhouse gas forcing alone.
CONCLUSIONS
We followed the suggestion by Pittock (1993) and Wilby & Wigley (1997) that downscaling models should use predictor variables that characterise atmospheric moisture content as well as circulation. We investigated the application and validation of the nonhomogeneous hidden Markov model (NHMM) of using LAM and historical data for southwestern Australia. Our results show that the NHMM provides a credible downscaling technique for assessing climate change in this region provided a variable characterising the closeness of the atmosphere to saturation rather than absolute moisture content is included in the predictor set. The inclusion of 850 hPa dew point temperature depression was found to be defensible when the NHMM was fit to either LAM1 or historical data. When driven by the LAM2 atmospheric fields, the NHMM fitted to the LAM1 data could reproduce the gridded precipitation occurrence statistics of the LAM2 simulation. This indicates that the selected NHMM is valid. Driving the NHMM fitted to historical data with the LAM2 atmospheric fields results in a small decrease in the probability of precipitation across the 30 stations in southwestern Australia. This result is based on only 1 LAM simulation and is only relevant to the case study region. It should not be extrapolated to other mid-latitude regions of the world.
Our results highlight that the validation of a statistical downscaling technique using historical data does not necessarily imply the model will produce legitimate results for changed climate conditions. This implies that many published findings about downscaling derived climate change impacts should be viewed with caution. Finally, it is important to stress that our results apply only to precipitation occurrence and not necessarily to precipitation amounts.
