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EXECUTIVE SUMMARY 
Project Summary  
Mine countermeasures (MCM) is an extremely challenging and complex Navy mission, due to the wide 
variety of potential threats and operational environments encountered. Unmanned vehicles and advanced 
sensors play an increasingly integral role in these missions, but MCM commanders and vehicle operators 
still lack an ability to maximize the utility of these new search assets. Recent research at the Naval 
Postgraduate School (NPS) has produced a computational framework for solving optimal search 
problems with realistic sensor models, nonlinear vehicle dynamics, and parameter uncertainty. This 
motion planning framework has been used to optimize mine hunting trajectories for unmanned vehicles 
conducting MCM missions. This project investigated ways to include environmental factors and image 
quality considerations into the planning framework. The initial goal of this research was aimed at 
reducing the amount of unusable imagery collected during sonar surveys, since post-mission analysis 
(PMA) by human operators is one of the main bottlenecks in the MCM detect-to-engage sequence. A 
review of the literature, however, suggests that automatic target recognition (ATR) and data processing 
capabilities onboard search vehicles have an even greater potential to improve mine clearance rates. As a 
result, this project also examined the computational feasibility of executing NPS optimal motion planning 
algorithms directly onboard unmanned vehicles, a key enabler for collaborative MCM operations. 
Keywords: optimal control, optimal search, mine countermeasures, motion planning, autonomous vehicles, 
unmanned vehicles, unmanned surface vessel, autonomous underwater vehicle, sonar, detection models, 
mission planning 
Background 
The ocean environment plays a major role in sonar performance. When searching for mine-like objects 
(MLOs) on the seafloor, bottom composition, roughness, clutter density, and burial potential are 
important factors (Dubsky, 2000), especially since modern sonars generate high-resolution imagery and 
targets must be detected against different backgrounds in the image domain. This is usually accomplished 
through a laborious PMA process, performed manually by human operators, or increasingly, by ATR 
algorithms. Recently, onboard sonar processing identified (ATR) as one of the most important 
characteristics impacting future MCM system performance (Camacho et al., 2017). Simulation is a 
powerful tool for comparing sonar performance in different environments (Dubsky, 2000; Percival & 
Stoddard, 2010). More recently, it has also been used to generate synthetic imagery (DeMarco, West, & 
Howard, 2015; Gwon et al., 2017, p.; Pailhas, Petillot, Capus, & Brown, 2009; Saç, LenlebicioğLu, & 
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BozdağI Akar, 2015) to train and evaluate the detection performance of both human operators and new 
ATR algorithms (Groen, Coiras, Vera, & Evans, 2010; Mignotte, Vazquez, Wood, & Reed, 2009; Reed, 
Petilot, & Bell, 2003). 
Sonar surveys are often complicated by environmental conditions which vary significantly over the 
desired search area, and several image-based segmentation approaches have been proposed to address this 
mission–planning challenge. Algorithms have been developed to estimate areas with different seabed 
types based on sonar imagery (Reed et al., 2003; Williams, 2009, 2010a). This information can help 
identify favorable areas for conducting MCM and establishing Q-routes (Dubsky, 2000). It can also be 
used to partition a mission area into sub-regions based on expected sonar performance (Hyland & Smith, 
2015), assign areas of responsibility to differently-equipped search vehicles (Costa & Wettergren, 2010), 
and provide recommended track-spacing for lawnmower survey patterns based on the bottom type of 
each sub-region (Johannsson, Thorhallsson, & Hafsteinsson, 2006; Wiig, Krogstad, & Midtgaard, 2012; 
Williams, 2009, 2010a, 2010b). 
The optimal motion planning framework described in (S. Kragelund, Walton, & Kaminer, 2016) and (S. 
P. Kragelund, 2017) developed signal excess target detection models for MCM vehicles and sonars, but 
also made several simplifying assumptions about the environment and seafloor. One goal of this research 
was to assess whether image-based detection models and environmental information can be used to 
generate optimal motion plans that produce better sonar imagery, reducing the amount of PMA required.  
Findings and Conclusions 
This investigation determined that our model-based framework can accommodate existing high-fidelity 
sonar performance models such as the Navy’s Comprehensive Acoustic System Simulation (CASS), 
although the additional computation required does not support rapid re-planning within a trajectory 
optimization routine. Moreover, developing new environmental models for this purpose was beyond the 
scope of this project. Similarly, we investigated several techniques for simulating and/or predicting image 
quality based on the type of seabed. 
Nearly all of these methods divide the mission area into sub-regions for coverage by a conventional 
lawnmower search pattern whose lane spacing is determined by expected sonar performance for a given 
range and bottom type. They do not address image quality directly, but assume that their prescribed lane 
spacing will produce images of sufficient quality to allow detection by PMA or ATR. In this way, these 
planning methods aim to improve area coverage rates and reduce the percentage of missed targets. These 
assumptions are reasonable for the straight and level mission profiles required for side scan or synthetic 
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aperture sonar (SAS), but may be overly conservative for vehicles equipped with forward looking sonar 
systems that have fewer motion constraints. 
Secondly, all search problems must balance the probability of successful target detections against the 
probability of generating false alarms, a decision usually made at the sensor design stage or mission 
planning stage. This uncertainty drives the need for additional sorties to confirm whether or not 
previously detected contacts are indeed mines. Some methods for performing contact investigation with 
the same vehicle used for initial target detection have been proposed (Johannsson, et al., 2006 and Wiig, et 
al., 2012). Potentially greater clearance rates can be realized when contact investigation sorties are 
conducted in parallel with detection surveys, however this capability requires sufficiently fast onboard 
motion planning algorithms to respond to new target detections. 
After presenting and discussing these initial results with the topic sponsor, we began examining the 
feasibility of an optimal motion planning framework onboard MCM vehicles, assuming typical open 
source software and computer resources. The numerical optimization performance of different 
algorithms was compared for several known test problems provided by (Schittkowski, 2008). A laptop 
computer with Intel Core i7 processor served as the benchmark computing configuration. Test 
configurations included an ODROID XU4 and Nvidia Jetson TX2. All three configurations utilized the 
Ubuntu 16.04 Linux operating system. Several sequential quadratic programming (SQP) optimization 
algorithms were tested, including MATLAB’s fmincon, various open source Python libraries (e.g., SciPy’s 
SLSQP), and MATLAB/Python interfaces to the well-known Sparse Nonlinear OPTimizer (SNOPT) (Gill, 
Murray, & Saunders, 2005). Our comparison revealed that Python optimization libraries could solve a 
standard optimal control problem ten times faster than MATLAB’s fmincon on the laptop, and two times 
faster than MATLAB on the ODROID. These preliminary results indicate that our optimal motion 
planning framework is feasible—even when using typical computer resources onboard MCM vehicles. 
Recommendations for Further Research 
Teams of heterogeneous vehicles with complementary capabilities have potential to significantly improve 
MCM clearance rates, but only if they can overcome the limitations of the prevailing sequential search 
paradigm. Fortunately, researchers have made steady progress toward useful ATR algorithms, a key 
capability for reducing the laborious PMA required between vehicle sorties. Assuming that improved 
sensors and machine learning techniques will soon make ATR a practical reality, mission planning is 
another bottleneck in the MCM timeline that must be addressed. To contribute toward an autonomous, 
detect-to-engage capability, future research should investigate motion planning techniques which can 
utilize appropriate vehicles and sensors to classify detected objects as needed. This will likely require new 
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methods for updating underlying target probability models based on individual vehicles’ mission 
progress, and fast optimization routines suitable for in-stride re-planning in response to new information.  
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