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Abstrat: We present a novel tehnique for designing disrete, logial ontrol loops, on top of ontinuousontrol tasks, ensuring logial safety properties of the tasks sequenings and mode hanges. We denethis new handler on top of the real-time exeutives built with the Orad design environment for ontrolsystems, whih is applied, e.g. to robotis and real-time networked ontrol. It features strutures ofontrol tasks, eah equipped with a loal automaton, used for the reative, event-based managementof its ativity and modes. The additional disrete handler manages the interations between tasks,onerning, e.g., mutual exlusions, forbidden or imposed sequenes. We use a new reative programminglanguage, with onstruts for nite-state mahines and data-ow nodes, and a mehanism of behaviouralontrats, whih involves disrete ontroller synthesis. The result is a disrete ontrol loop, on top of theontinuous ontrol loops, all integrated in a oherent real-time arhiteture. Our approah is illustratedand validated experimentally with the ase study of a robot arm.Key-words: real-time ontrol, adaptive systems, reative programming, disrete ontroller synthesis
∗ INRIA Grenoble Rhne-Alpes
Génération automatique de ontrleur disret de tâhes deommande temps réelRésumé : Nous présentons une nouvelle tehnique pour onevoir des boules de ontrle sur desritères disrets et logiques, au-dessus des tâhes de ommande ontinue , assurant les propriétés logiquesde séquenement des tâhes et de hangement de modes. Nous dénissons e nouveau gestionnaire au-dessus d'un exéutif temps réel. Celui-i est onstruit ave l'environnement Orad de oneption desystèmes de ontrle, qui est appliqué, par exemple à la robotique et à la ommande temps réel enréseau. Le système est onstitué d'un ensemble de tâhe de ommande, haune équipée d'un automateloal, utilisé pour la gestion réative à base d'évènement de son ativité et de ses modes. Le gestionnairedisret additionnel gère les interations entre les tâhes, onernant, par exemple, les exlusions mutuelles,des séquenes interdites ou imposées. Nous utilisons un nouveau langage de programmation réatif, avedes onstrutions pour les mahines à états nis et les noeuds de ot de données, et un méanisme deontrats sur le omportement, qui implique la synthèse de ontrleurs disrets. Le résultat est une boulede ontrle disret, au-dessus des boules de ontrle ontinu, le tout intégré dans une arhiteture tempsréel ohérente. Notre approhe est illustrée et validée expérimentalement ave l'étude de as d'un brasde robot.Mots-lés : ontrle temps réel, systèmes adaptatifs et reongurables, synthèse de ontrleurs disrets,programmation réative.
Automati generation of disrete handlers of real-time ontinuous ontrol tasks 31 Motivation: RTOS and reative ontrolControl systems and their programming A ontrol system is a heterogeneous olletion of physialdevies, in ontinuous time, and information sub-systems, with disrete time sales. The physial devies,e.g. mehanial, eletrial or hemial devies, are governed by the laws of physis and mehanis. Theirinput/output transfer harateristis exhibit a omplex dynami behaviour (e.g. due to inertia) desribedby dierential equations where time is a ontinuous variable. For their ontrol, their state is measuredor estimated using various sensors. Control theory provides a large set of methods and algorithms togovern their behaviour through losed-loop ontrol, ensuring the respet of required performane andruial properties like stability.Control systems are often implemented as a set of tasks running on top of a real-time operatingsystem (RTOS). Closed-loop digital ontrol systems use omputers to ylially sample sensors, omputea ontrol law and send ontrol signals to the atuators of the physial proess. The performane of aontrol loop, e.g. measured by the traking error, and even more importantly its stability, strongly relieson the values of the sampling rates and sensor-to-atuator latenies [2℄. A quite general rule states thatsmaller are the periods and latenies, better is the ontrol performane. Thus it is essential that theimplementation of the ontroller respets a speied timing behaviour to meet the expeted performane,i.e. the atual sampling periods and latenies must be t in ranges whih are onsistent with the digitalontroller speiation. Orad is a design environment dediated to suh ontrol systems [5℄, as brieyrealled in Setion 2.Disrete, reative ontrollers Another level of ontrol systems is more related to events and states,whih dene exeution modes of the ontrol system, typially with hanges of ontrol law. Reativelanguages based on nite state automata, like StateCharts [11℄, or StateFlow in Matlab/Simulink [15℄,are widely used for these aspets. Their underlying fundamental model, transition systems, is the basiformalism for disrete ontrol theory, whih studies losed-loop ontrol of disrete-event and logialaspets of ontrol systems.Dierent reative languages exist, like StateCharts mentioned before, and the languages of the syn-hronous approah [4℄: Lustre, Esterel or Luid Synhrone. They are used industrially in avionisand safety-ritial embedded appliations design [16℄. They oer a oherent framework for speia-tion languages, their ompilers, with funtionalities for distributed ode generation, test generation andveriation.In the framework of disrete ontrol theory, a basi tehnique used for the design of ontrol loops isDisrete Controller Synthesis (DCS) [14, 6℄. It onsists in, from a ontrollable system, and a behaviouralproperty, omputing a onstraint on this system so that the omposition of the system and this onstraintsatises the property. There also is a tool able of automated DCS [12℄, whih is onretely onneted toreative languages and has been applied to the modelling of automati generation of task handlers [13℄.More reently the BZR language has been dened with a ontrat mehanism, whih is a language-level integration of DCS [1, 9℄: the user speies possible behaviours of a omponent, as well as safetyonstraints, and the ompiler synthesises the neessary ontrol to enfore them. The programmer doesnot need to design it expliitly, neither to know about the formal tehnialities of DCS, whih is used ina ompletely enapsulated way. It is briey explained in Setion 3.Contributions of this paper We onsider a disrete ontrol loop handling underlying ontinuousontrol tasks. We design safe disrete ontrollers, ensuring safety properties on the interations of tasks,by applying DCS. We onretely integrate the automatially generated task handlers in the Oradreal-time exeutives. A ontribution of the paper is in a ase study of applying the Orad and BZRompiler real-time tehniques in the design and implementation of a realisti appliation: a robot armontroller. It is a study of the appliation of the DCS formal method to this realisti appliation: in theevent and state-based aspets where it is appliable, it is usable by non-experts, as it is enapsulated ina programming language and ompiler. Its ompilation performane is subjet to the natural omplexityof the algorithms, but we laim that it automatially generates an exeutable ontrol solution, whih isto be ompared with manual programming, veriation and debugging, whih is even more ostly. Theexeution ost of the ontroller is very small (see Setion 4.3).RR n° 7332
Automati generation of disrete handlers of real-time ontinuous ontrol tasks 4Outline of the paper The next setions make brief realls, on the programming of ontrol systems andthe Orad approah in Setion 2, and in Setion 3 on reative programming with the BZR programminglanguage involving DCS. Setion 4 desribes our ontribution integrating the Orad real-time exeutiveand the BZR programming language. Setion 5 then illustrates the tehnique on the ase study of arobot arm, and its dierent ontrol tasks whih have to be sequened aording to a reongurationstrategy.2 Programming ontrol systems in OradOrad is an integrated design and programming environment dediated to roboti systems. Robotsof any type interat with their physial environment. Although this environment an be sensed byexteroeptive sensors like ameras or sonars, it is only partially known and an evolve beause of robotations or external auses. Thus a robot will fae dierent situations during the ourse of a mission andmust reat to pereived events by hanging its behaviour aording to orretive ations. These abrupthanges in the system's behaviour are relevant of the theory of Disrete Events Systems. Besides thelogial orretness of omputations the eieny and reliability of the system relies on many temporalonstraints. The performane of ontrol laws strongly depend on the respet of sampling rates andomputing latenies. Their exeution must ope with strong resoure onstraints.Therefore roboti systems belong to the lass of hybrid reative and real-time systems in whihdierent features require dierent programming and ontrol methods. The Orad environment isaimed to provide users with a set of oherent strutures and tools to develop, validate and enoderoboti appliations.2.1 Real-time tasks for ontinuous ontrolOrad provides a bottom-up approah in whih a robot ontroller design begins with the design andimplementation of spei ontrol laws. Most feedbak ontrol systems are essentially periodi, wherethe inputs (reading on sensors) and the outputs (posting on atuators) of the ontroller are sampled ata xed rate. While basi digital ontrol theory deals with systems sampled at a single rate, it has beenshown, e.g. [7℄, that the ontrol performane of a losed-loop digital ontrol system an be improved usinga multi-rate and multi-tasks ontroller : some parts of the ontrol algorithm, e.g. updating parametersor ontrolling slow modes, an be exeuted at a slower pae. Examples are hybrid position/fore ontrolof a robot arm, visual servoing of a mobile robot following a wall or onstant altitude survey of the seaoor by an underwater vehile.Reahing eient ontrol requires an adequate setting of periods, latenies and gains aording to theavailable omputing resoure, e.g. as done through ontrol/sheduling o-design approahes [3℄. To thisend Orad provides a set of design, programming and ode generation tools allowing the ontrol designerto arbitrarily assign priorities and synhronisations to the set of ontrol modules. Suh a system an beanalysed through algebrai tehniques and an be implemented using the basi features of an o-the-shelfRTOS.One ontrol laws have been designed and tuned, they are enapsulated in a so-alled Robot-Taskobjet (RT) as depited in Figure 1. Dierent omputation modules are dened, that take are ofthe drivers of the sensors and atuators, of the various numerial omputations alulating the ontrolvalues (whih an have multiple rates, or be suspended and resumed in ertain phases), of the observerswhih an produe diagnosti events (e.g., thresholds, or the UnStableCam event in the example); all themodules are assembled in a data-ow fashion, orthogonally to the logial behaviour, whih is managedvia disrete events, as we desribe next.2.2 Automata for task managementIn Orad, logial behaviour appears at two levels: loally to RTs, and at a higher level in missions.2.2.1 Generi ontrol of RTsIt involves these events:RR n° 7332
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Reactive shell
















Figure 1: Enapsulation of the ontrol law in a reative shell preonditions, assoiated with e.g., measurements, sensors and wathdogs; events and exeptions of four types : synhronisations between RTs, e.g. w.r.t. state (e.g., in Figure 1, event STARTED); type 1 exeptions, proessed loally to the RT, e.g. by tuning a parameter of the ontrol law; type 2 exeptions, ending the urrent RT, passing ontrol to the upper level mission (e.g.,event T2_UnStableCam); type 3 exeptions, fatal, stopping the whole system (e.g., event T3_SENSOR_FAILED); postonditions, emitted upon RT suessful termination (e.g., event Good_End).2.2.2 Missions designThe RT automaton gives an abstrat view whih failities their omposition into more omplex ations:the Robot-Proedures (RPs). The RP paradigm is used to logially and hierarhially ompose RTsand RPs, designed to full a basi goal through several possible modes, e.g, a mobile robot an followa wall using predened motion planning, visual servoing, or aousti servoing aording to sensory dataavailability. RPs design is hierarhial so that ommon strutures and programming tools an be usedfrom basi ations up to a full mission speiation.2.2.3 Speiation and validationThe original Orad framework uses Esterel [4℄ for eah RT and RP logial behaviour design, veriationand ode generation. The global behaviour is dened by the parallel omposition of the automata. Thesynhronous tehnology enables the use of formal tehniques for automati veriation of the behaviour,for liveness and safety properties. For example, a safety property speially related with ontrol systemsstates that every physial atuator must be always under ontrol, by one and only one ontrol law. Morespei properties an also be dened and validated for various ase studies.2.2.4 Exeution mahine for the automataBesides the user-dened signals (pre and post-onditions, exeptions), Orad also denes many signalsused at run time to spawn and manage all the real-time threads neessary for the exeution of thetasks and proedures. The urrent Orad Esterel automata are ompiled into a transition funtionin C. Input and output funtions are assoiated to reeived and emitted signals, whih are used tointerfae the synhronous reative program with the asynhronous exeution environment, i.e. the RTOS.Numerial omputations an be alled in linked libraries. The exeution mahine is in harge of feedingthe automaton with signals synthesised from olleted input events, running the automaton transitionand exporting the output ations to the system. The automaton and exeution mahine are furtherompiled into a real-time task and event queue glued with the rest of the system, as depited in setion4.3.RR n° 7332
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Idle Wait
delayable(r,,e) = at
r and  at = falseeAtiveat = trueat = false
r and not 
Figure 2: Example of a node in graphial syntax.2.2.5 Position of the ontribution in this paperUntil now, in Orad, the disrete events ontrol ode is designed as a omputer programming work,written manually, then formally veried. One drawbak is the diulty for ontrol engineers users ofspeifying the disrete ontrol without a methodology related to ontrol theory, and the intriationof veriation tehniques. Another is that stati manual programming of all ases fails to enompassadaptive behaviour, with regulation w.r.t. the system's state and available resoures. This papersaddresses these issues by onsidering disrete ontrol loops on top of the ontinuous ontrol loops.3 Programming reative systems in BZRIn this setion we briey introdue rst the basis of the Heptagon language, to program data-ownodes and hierarhial parallel automata [8℄. As for the reative languages introdued in Setion 1,the basi exeution sheme is that at eah reation a step funtion is alled, taking input ows asparameters, omputing the transition to be taken, updating the state, triggering the appropriate ations,and emitting the output ows. We then dene the BZR language whih extends Heptagon with a newontrat onstrut [1, 9℄.3.1 Data-ow nodes and mode automataFigure 2 shows a simple example of a Heptagon node, for the ontrol of a task that an be ativatedby a request r, and aording to a ontrol ow , put in a waiting state; input e signals the end of thetask. Its signature is dened rst, with a name, a list of input ows (here, simple events whih an beseen as Boolean ows), and outputs (here: the Boolean at), whih is true when the task is ative. Inthe body of this node we have a mode automaton : upon ourrene of inputs, eah step onsists of atransition aording to their values; when no transition ondition is satised, the state remains the same.In the example, Idle is the initial state. From there transitions an be taken towards further states,upon the ondition given by the expression on inputs in the label. Here: when r and  are true then theontrol goes to state Ative, until e beomes true, upon whih it goes bak to Idle; if  is false it goestowards state Wait, until  beomes true. This is a mode automaton [8℄ in the sense that to eah statewe assoiate equations to dene the output ows. In the example, the output at is dened by dierentequation in eah of the states.We an build hierarhial and parallel automata, as will be seen in the ase study e.g., in Figure 13In the parallel automaton, the global behaviour is dened from the loal ones: a global step is performedsynhronously, by having eah automaton making a loal step, within the same logial instant. In thease of hierarhy, the sub-automata dene the behaviour of the node as long as the upper-level automatonremains in its state.3.2 Contrats in the BZR language3.2.1 MotivationWith this new onstrut, the management of dynamial adaptivity an be onsidered as a ontrol loop, onontinuous or disrete riteria. It is illustrated in Figure 3(a): on the basis of monitor information and ofan internal representation of the system, a ontrol omponent enfores the adaptation poliy or strategy,by taking deisions w.r.t. the adaptation or reonguration ations to be exeuted, forming a losedRR n° 7332
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representationsystemsystemmanaged
deisionpoliy / strategymonitor exeute(a) Adaptive system. modelautomatonsystemmanaged
BZR program
exeutemonitorDCS trlr(b) BZR ontroller.Figure 3: BZR programming of adaptation ontrol.ontrol loop. The design of ontrol loops with known behaviour and properties is the lassial objet ofontrol theory. Appliations of ontinuous ontrol theory to omputing systems have been explored quitebroadly. In ontrast, qualitative or logial aspets, as addressed by disrete ontrol theory, have beenonsidered only reently for adaptive omputing systems [17℄. In our new approah, DCS is enapsulatedin the ompilation of BZR [1, 9℄. Models of the possible behaviours of the managed system are speiedin terms of mode automata, and adaptation poliies are speied in terms of ontrats, on invarianeproperties to be enfored. Compiling BZR yields a orret-by-onstrution ontroller, produed by DCS,as illustrated in Figure 3(b), in a user-friendly way: the programmer does not need to know tehnialitiesof DCS.3.2.2 Contrat onstrutAs illustrated in Figure 4, we assoiate a ontrat to a node. It is itself a program, with its internalstate, e.g., automata, observing traes, and dening states (for example an error state where eG is false,to be kept outside an invariant subspae). It has two outputs: eA, assumption on the node environment,and eG, to be guaranteed or enfored by the node. A set C = {c1, . . . , cq} of loal ontrollable variableswill be used for ensuring this objetive. This ontrat means that the node will be ontrolled, i.e., thatvalues will be given to c1, . . . , cq suh that, given any input trae yielding eA, the output trae will yield
eG. This will be obtained automatially, at ompilation, using DCS.Without giving details [9℄ out of the sope of this ase study, we ompile suh a BZR ontrat nodeinto a DCS problem as in Figure 5. The body and the ontrat are eah enoded into a state mahine
f(x1, . . . , xn) = (y1, . . . , yp)assume eAenfore eGwith c1, . . . , cq
y1 = f1(x1, . . . , xn, c1, . . . , cq)
· · ·
yp = fp(x1, . . . , xn, c1, . . . , cq)Figure 4: BZR ontrat node graphial syntax






bodyFigure 5: BZR ontrat node as DCS problemRR n° 7332
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tasksreal-timerobotsystemsensors a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Figure 6: Disrete ontrol handlers of ontinuous ontrol tasks.with transition funtion (resp. Trans and TrC), state (resp. State and StC) and output funtion (resp.
Out and OutC). The ontrat inputs XC ome from the node's input X and the body's outputs Y , andit outputs eA, eC . Assuming eA produed by the ontrat program, DCS will obtain a ontroller Ctrlrfor the objetive of enforing eG (i.e., making invariant the sub-set of states where eA ⇒ eG is true),with ontrollable variables c1, ...cq. The ontroller then takes the states of the body and the ontrat,the node inputs X and the ontrat outputs eA, eG, and it omputes the ontrollables Xc suh that theresulting behaviour satises the objetive.3.2.3 Integration in a development proessThe general sheme for using BZR onsists of a treatment of the ontrol part, using our target-independentlanguage and ompiler, in derivation of the main system development proess. In its instantiation forthe ase of Orad, illustrated in Figure 7, one an see phases of: extration of ontrol part from the adaptive system, in the form of a BZR program; BZR ompilation: synhronous ompilation to: a Boolean equations form, with ontrats ompiled into DCS objetives; given to DCS toprodue the onstraint on ontrollables; a sequential C ode for the automata;both are then assembled into an exeutable involving a resolution of the synthesised onstraint; re-linking of the latter into the global exeutive.We have ongoing work applying this development proess for other targets in adaptive systems e.g., theFratal omponent-based middleware, a Java-based virtual mahine, and reongurable FPGA-basedarhitetures.
onstraintgenerated C oderesolution)(with onstraintexeutiveReal-timeXenomai)(C, Linux/
RT & RPautomata& ontrat BZR ompilerspe.Orad extratlink synhronousompiler DCSseq. C ode
Bool. eq.& obj.
Figure 7: Development proess for BZR with Orad.
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Figure 8: BZR/Heptagon programming of the generi task ontrol automaton, in the ase of ArmXmove.4 Disrete ontrol handlers of ontinuous ontrol tasks4.1 General arhiteture4.1.1 Disrete and ontinuous layersThe ontribution of this paper is a novel method for designing disrete, logial ontrol handlers, on topof ontinuous ontrol tasks. The goal is to ensure, by a disrete ontrol loop, logial safety properties ofthe tasks sequenings and mode hanges. We ontribute this new layer on top of the real-time exeutivesbuilt with the Orad design environment for ontrol systems, by establishing the onnetion with theBZR language and ompiler, whih is relying upon disrete ontroller synthesis tehniques.This is illustrated in Figure 6 where, elaborating on the general Figure 3(b), we show how the physialsystem (a robot, with sensors giving values, and atuators taking ommands) is in a losed loop with theontinuous ontrol layer of the omputing system. The latter is implemented on a RTOS, in the form ofreal-time tasks in the Orad approah .These tasks are provided with loal ontrollers in terms of reative automata, that are interatingwith the real-time tasks typially through events orresponding to ativation of tasks, or their stop-ping, or exeptions to be handled. We will onsider also appliation automata, whih are desribingthe sequenings of tasks, in reation to internal events like task ends, or also to external events fromthe ontrolled system. The appliation automaton interats with the loal automata typially throughemitting starting events towards them, and reeiving end or exeption events. On the basis of theseautomata, we build another layer of losed-loop ontrol, in the omputing system, this time on disreteaspets modelled in these transition systems. We will use DCS to produe a ontroller that will enforelogial objetives on the allowed sequenings of tasks.4.1.2 Design and development proessFigure 7 shows that the partiularities are in the interfae between Orad and BZR, at the two levels of:language, to have the RT and RP automata of Orad in BZR; and exeutive, where the ode generatedby BZR is linked into the real-time exeutive generated by Orad.4.2 Language-level integration4.2.1 RT automataFigure 8 illustrates the BZR/Heptagon programming of the generi automaton node assoiated to eahtask, in the ase of ArmXmove. Input and output signals are exhanged with three main omponents ofthe arhiteture: the real-time tasks managed by the RTOS: typially to ativate them, abort them, ... the ontrolled system, through sensors and monitors, as e.g., the Outbound input orrespondingto the target being outside of the robot work area; signals with names featuring WinX interat withthe robot (2D simulator, see Setion 5.1.2); the appliation-level RP automaton, typially by the start signal, or T2 and T3 exeptions.RR n° 7332
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appliation Task C Task CTTask FTask JoutWorkinWork T2C
StartCTStartFStartJStartC
goodEndJmove goodEndCTFigure 9: Complete BZR program (simplied).For the two rst lasses, the automaton is interfaed with the real-time platform as desribed in Se-tion 4.3.The hierarhial automaton is read as follows: The task is initially in the higher-level state alled Trap_T3. This state is exited upon ourreneof the ondition T3, whih is dened inside the underlying mode as a disjuntion of three inputsignals: Outbound , Errtrak, Redbut. This transition goes to the end state T3, with emission ofT3_ArmXmove towards the RP level. at the lower level, inside state Trap_T3, the sub-automaton is initially in state I. Upon inputsignal start_ArmXmove from the appliation, it goes into state Trap_Abort, where another sub-automaton is exeuted, until the outgoing transition takes the ontrol bak to I; this happens uponthe disjuntion of two possible onditions: upon input reonf, then t2_reonf and t2_ArmXmoveare emitted for the RP, or upon input outwork, then goodEndCmove is emitted towards the RP,meaning that the task ended with suess.This automaton onstitutes the BZR/Heptagon enoding of the behaviour desribed previously inSetion 2.4.2.2 RP automatonThe RP behaviour ould of ourse be programmed in automata as in lassial Orad. Using thespeial feature of BZR involves a hange in speiation style, beause of the mixture between imperativebehaviours and delarative ontrol objetives.Automaton of tasks sequening It desribes possible behaviours, with alternatives leading to dif-ferent sequenings of the tasks upon inoming events. The hoie points are assoiated with free Booleanvariables; the intention is to use the latter as ontrollable variables in the DCS. The automata an alsoinvolve models of parts of the environment, oupation of resoures, or observers of intended or forbid-den sequenes of events. It interats with RT automata typially by sending them requests to start, andreating from their end or exeption signals. This automaton is naturally appliation spei; Figure 11illustrates one on the ase study.Contrats and ontrol objetives The properties to be onsidered for ontrolling the tasks are odedas BZR ontrats. For a given set of tasks of a system to be ontrolled, and appliation automaton, theontrat speies what properties must be invariantly enfored, e.g. those mentioned in Setion 2.2.3.The ontroller obtained by DCS will enfore these, by restriting the system to required behaviours, usingthe ontrollable variables for whih the values are hosen in order to satisfy the properties. Figure 11gives an example of suh a RP, equipped with a ontrat.4.2.3 Complete automatonThe global automaton, representing the omplete ontrol part of the system, in terms of Figure 7, isthen obtained by the omposition of the tasks automata, and of the appliation automaton. Figure 9illustrates this for the ase study.RR n° 7332







































Figure 10: Implementation of the exeution mahine.4.3 Exeutive-level integrationAt this level, we have to interfae the ode generated by the BZR ompiler, as shown in Figure 7,with the Orad-generated real-time exeutive mentioned in Setion 2.2.4. It implements the transitionstep funtion, to be alled at the appropriate pae, with appropriate input parameters, and handling ofoutputs. The implementation of this exeution mahine (i.e. of the dotted box in Figure 6) is skethedas shown in Figure 10.A main task sets up the whole system. It spawns all the real-time tasks and assoiated ommuniationand synhronisation objets. In partiular it generates the needed loks used to trigger the ylialulation modules. Real-time threads are made yli by bloking their rst input port on a semaphorewhih is released by lok tiks. Otherwise they an be triggered by any other event, suh as a dataprodution from another thread or a signal sent by a driver.The automaton is the highest priority task : it is awakened by the ourrene of input signals relatedto the exeution of the ontrollers, e.g. pre-onditions, exeptions, and post-onditions issued by thefeedbak ontrollers. All events are serialised and reeived on a FIFO input events queue. In reation,the automaton tells the RTOS what ation must be taken by releasing the orresponding semaphore.Thanks to the use of a model based approah all the glue ode is automatially generated, while usingonly basi features of operating systems make easier porting the tools for dierent targets (urrent targetsare Linux/Posix threads and Xenomai).Although this automaton is ruial for a safe and suessful behaviour of the appliation, it spendsmost of time doing nothing, just waiting for input events during the yli exeution of the ontrolalgorithms managed by the RTOS. Moreover its transitions take very short times (typially some µses)so that the overhead due to disrete events ontrol is negligible.
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ontinuous ontrol tasks 125 Case study of a robot arm5.1 Desription of the ase study5.1.1 The ArmX robot arm modelWe dene a robot arm, alled ArmX, whih is a two-link manipulator with rotational joints (q1,q2) shownon Figure 11. Eah link i ([1,2℄) has a point masses Mi ([1,2℄) at the end of links. The dynami modelof the manipulator an be written in the form: τ = M(q)q̈ + V (q, q̇) + G(q) where M(q) is the 2 × 2mass matrix of the manipulator, V (q, q̇) is an 2 × 1 vetor of entrifugal an Coriolis terms, G(q) is an
2 × 1 vetor of gravity terms and τ the input joint torque. For this simple manipulator all details ofalulation an be found in [10℄.ArmX is equipped with a roboti tool hanger whih allows the robot to swith end eetor. Thereare two tools manipulated by the arm, one is used when the target is inside the robot workspae (forexample a gripper) and the seond is used outside of this spae (for example a proximity sensor to pointthe target).
Figure 11: The ArmX model.5.1.2 The Orad Robot-TasksIn this appliation, we identify four ontrol-laws, embedded in four RTs:the joint spae ontrol task ArmXjmove ontrols the move in the joint spae of the manipulator i.e.,in terms of values of angles at the joints;the Cartesian spae ontrol task ArmXmove ontrols the move in the Cartesian spae of the ma-nipulator, in terms of 3d oordinates; it is appropriate for aiming at targets inside the workspae.the target aiming task ArmXfmove ontrols the pointing towards a point by trajetory following; itis appropriate for aiming at targets outside the workspae.the tool hange task CT rst brings the robot to its initial position (q1 = 0, q2 = 0), in order to thenswith the end eetor tool.The Simulation environment As our ase study is made in simulation, we need to simulate thedynamis on the two-link manipulator ArmX modelled previously. We use its inverse dynami model toRR n° 7332
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Figure 12: The ArmX 2D simulationnode proRobot (goodEndCT,goodEndJmove,t2,outWork,inWork:bool) returns( startC, startF, startJ, startCT :bool)goodtool = ( AtifCJ implies CTj) & (AtifF implies CTf);ex = AtifF xor AtifCJ xor AtifCT;assume (not (inWork & outWork)) enfore (goodtool & ex)with (ok1,ok2,ok3:bool)
AtifJAtifC Init inWork and not ok2inWork and ok2 / startC Waitok2 / startCgoodEndJmove / startCT2 / startJAtifCJ outWork outWork ok3 / startCTInit AtifCTgoodEndCT
goodEndCT CTfCTj goodEndCTWaitInitinWorkinWorkAtifFok1 / startFoutWork and ok1 / startF
outWork and not ok1
Figure 13: Global BZR node, with ontrat.ompute joint aelerations: q̈ = M−1(q)(τ − V (q, q̇) − G(q)) and we obtain the urrent q and q̇ by adouble Euler integration.The simulation is animated through a X11 window like in Figure 12. This window is interative andthe user an use keyboard to give information to the robot or move a target (a white square) with themouse.So, from Orad or another appliation, this simulator is pereived like a real robot; we havefuntions to initialise it, to put torque, to get joint position, et.5.1.3 The appliationThe appliation designed is a target following task. When the target is inside the robot workspae, theeetor follows the target. When it is outside of the robot workspae the manipulator point towardsthis target. This appliation must be safe and so it is performed taking into aount exeptions like thetraking error is too high, joints limit are reahed, or reonguration arm is required.The objetive is that the arm automatially hanges to the appropriate tool, aording to the targetbeing inside or outside the workspae. The fat that the tool hange task is inserted automatially infuntion of the urrent situation makes it an adaptive system.5.2 The tasks and their loal RT ontrolTo eah task orresponds an instane of the generi task ontrol automaton; for the ase of the ArmXmovetask the automaton is shown in Figure 8. Eah of the three other tasks is assoiated with a similar one.All are featured in the global ontroller as shown in Figure 9.
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ontinuous ontrol tasks 145.3 The appliation RP and its global ontrol5.3.1 Speiation as a BZR ontratWe apply the BZR programming methodology: rst desribe possible behaviours, then speify ontrolobjetives in the ontrat. The appliation must launh robot tasks orresponding to the urrent stateof the target (inside or outside the workspae) and hange the tool arm to get the right tool for eahtask. So the ontrol objetive is rst to ensure we have the right tool, and seond, to hek the smoothrunning of the appliation, i.e., allowing at most task to be ative at a time, and also at least one, asmentioned in Setion 2.2.3. A set C = {ok1, ok2, ok3} of loal ontrollable variable will be used forensuring this objetive. The ontrat speies that the node will be ontrolled, i.e., that values will begiven to ok1, ok2, ok3 suh that, given any unontrollable input trae, the output trae will satisfy thetwo objetives.5.3.2 The BZR node for the appliationIt is named proRobot, and illustrated in Figure 13.PR automaton It is omposed of 4 parallel automata, desribed from left to right: the automaton for the F task: it an start the ArmXfmove task, by emitting startF, when it reeivesthe signal outWork and obtains the permission of the ontroller by the ow ok1; if ok1 is false,then it goes to state Wait, until ok1 beomes true. It models the hoie to delay the starting of F,and orresponds to the delayable tasks pattern illustrated in Figure 2. the automaton for the C and J tasks: it is hierarhial with two levels. The upper level is also aninstane of the delayable task pattern; the Boolean ok2 is used to mark the hoie point.The sub-automaton is in the AtifCJ state manages the alternation between C and J tasks. Uponourrene of an exeption of type T2 in task C, it gives ontrol to the task J. This is a way ofhandling singularities, whih are points that an't be reahed by using the ontrol laws of task C:in this ase ontrol is given to task J, by sending startJ, to reposition the arm to reah this point.At its end a signal goodEndJmove is reeived from the RT, then task C is started again. the automaton observing the urrent tool state (top) is used to memorise the urrent tool of thearm. It has two states orresponding to two tools manipulated by the arm, the rst one is used inthe workspae aessible by the arm, and the other in outside. Every hange of tool this automatonreeives a goodEndCT signal from the RT automaton to indiate that the task ended well. the automaton for the CT task (bottom) is modelling the fat that it an be triggered by theontroller that will be synthesised. Using ontrollable variable ok3, the ontroller an fore thetool hange by sending startCT.This parallel automaton desribes the possible sequenings of the tasks. It an be noted that it doesnot expliitly are for their exlusion, or for managing the appropriateness of the tool. This is shownnext in the delarative ontrat, and ompiled with DCS.Contrat It an be seen in the upper part of Figure 13: it is itself a program, with its own equations.Three ontrollable variables, dened in the with part, will be used for ensuring two objetives: the right tool for the right task: a Boolean variable goodtool is dened, as the onjuntion of twoimpliations: they state that when a task is ative (AtifCJ, respetively AtifF), it implies thatthe arm arries the right tool (CTj, respetively CTf). Mutual exlusion and default ontrol: an equation denes ex, whih is the exlusive disjuntion ofative states for the tasks. it means atually two things: that there is at most one ative task, andalso at least one, so that the arm is always ontrolled, as mentioned in Setion 2.2.3.The ontrat is that, assuming that the target an not be inside and outside of the workspae at thesame time, ontrol enfores that the two Boolean are true.RR n° 7332
Automati generation of disrete handlers of real-time ontinuous ontrol tasks 155.4 Simulation and typial senarioThe above BZR program an be ompiled and exeuted in the robot arm simulator. Here is a typialsenario showing the intervention of the ontroller on the system, so that ontrol objetives are preserved.At some point the task CJmove is ative, and the target inside the workspae, and the tool arriedby the arm orresponds to state CTj. Then, the user liks outside of the workspae, so the appliationreeives the outWork input. This event auses the automaton for CJ to move by a transition to its initialstate.It also auses the automaton for task F to quit its initial state; here, we have a hoie point onditionedby ok1. Due to the rst ontrat property, goodtool must be kept true, so given that the urrent toolstate is CTj the ontroller an not allow the transition to AtifF, and must give the value false took1. Hene task F goes into Wait state. Due to the other ontrat property, ex must be kept true, whihfores the ontroller to maintain at least one ative state. Therefore it launhes the task CT using theontrollable variable ok3, whih will hange the tool.At the end of the task CT, the goodEndCT event allows the automaton observing the urrent tool topass in the state Ctf. Thus we have the right tool for task F, and the ontroller an release F from Waitto AtifF, by giving value true to ontrollable variable ok1.This shows how mutual exlusion, and insertion of reonguration tasks an be obtained delaratively.6 Conlusion and perspetivesWe propose a novel tehnique to design disrete ontrol loops on top of ontinuous ontrol tasks, ensuringlogial safety properties of the tasks sequenings and mode hanges. Its implementation integrates Or-ad, a real-time ontrol exeutives design environment, and the BZR reative language, enapsulatingin a user-friendly way the formal DCS tehnique in its ompilation. A ase of a robot arm is studied.It onstitutes a onrete approah to implementing hybrid systems. Further work inludes onsolidatingthe integration of Orad and BZR beyond this ase study, enrihing the models with more quantita-tive aspets [13℄, dening libraries of ontrol models and ontrats, and onsidering the more involvingexample of a Mars rover.
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