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DE BRANGES-ROVNYAK SPACES: BASICS AND
THEORY
JOSEPH A. BALL AND VLADIMIR BOLOTNIKOV
Abstract. For S a contractive analytic operator-valued func-
tion on the unit disk D, de Branges and Rovnyak associate a
Hilbert space of analytic functions H(S) and related extension
space D(S) consisting of pairs of analytic functions on the unit
disk D. This survey describes three equivalent formulations (the
original geometric de Branges-Rovnyak definition, the Toeplitz op-
erator characterization, and the characterization as a reproducing
kernel Hilbert space) of the de Branges-Rovnyak space H(S), as
well as its role as the underlying Hilbert space for the modeling
of completely non-isometric Hilbert-space contraction operators.
Also examined is the extension of these ideas to handle the mod-
eling of the more general class of completely nonunitary contrac-
tion operators, where the more general two-component de Branges-
Rovnyak model space D(S) and associated overlapping spaces play
key roles. Connections with other function theory problems and
applications are also discussed. More recent applications to a va-
riety of subsequent applications are given in a companion survey
article.
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1. Introduction
In the late 1960s and early 1970s, Louis de Branges and James
Rovnyak introduced and studied spaces of vector-valued holomorphic
functions on the open unit disk D associated with what is now called
a Schur-class function S ∈ S(U ,Y) (i.e., a holomorphic function S
on the unit disk with values equal to contraction operators between
Hilbert coefficient spaces U and Y—although in the original work of de
Branges and Rovnyak the choice U = Y was usually taken). These
spaces were related to but distinct from the Hilbert spaces of en-
tire functions explored in earlier work of de Branges (see in partic-
ular the book [dB1968]); these latter spaces in turn have been re-
vived recently, especially in the work of H. Dym and associates (see
[DyMcK1976, AD2008, AD2012]) as well as others and have deep con-
nections with the work of M.G. Kre˘ın and assorted applied problems
(e.g., continuous analogs of orthogonal polynomials and associated mo-
ment problems, inverse string problems). These spaces also serve as
model spaces for unbounded densely defined symmetric operators with
equal deficiency indices. As other authors will be discussing these
spaces in other chapters of this series, our focus here will be on the
de Branges-Rovnyak spaces on the unit disk. Motivation for the study
of these spaces seems to be from at least two sources:
(1) quantum scattering theory (see [dBR1966a] as well as the pa-
pers [dB1977, dBS1968]), and
(2) operator model theory for Hilbert space contraction operators
and the invariant subspace problem (see [dBR1966a, Appendix]
and [dBR1966b]).
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The connection with quantum scattering had to do with using the
machinery of Hilbert spaces of analytic functions (in particular, an ob-
ject called overlapping spaces) to set up a formalism for the study of
the perturbation theory for self-adjoint operators (or equivalently after
Cayley transformation, to the perturbation theory of unitary opera-
tors), an important topic in the wave-operator approach to scattering
theory. This article does not go into this topic, but rather focuses on
the second application, namely, to operator model theory.
There are now at least three distinct ways of introducing the de
Branges-Rovnyak spaces:
(1) the original definition of de Branges and Rovnyak (as the com-
plementary space of S ·H2),
(2) as the range of the Toeplitz defect operator with lifted norm,
or
(3) as the reproducing kernel Hilbert space with reproducing kernel
given by the de Branges-Rovnyak positive kernel.
In the next three sections, each of these will be discussed in turn.
2. The original de Branges-Rovnyak formulation
In what follows, the symbol L(U ,Y) stands for the space of bounded
linear operators mapping a Hilbert space U into a Hilbert space Y ,
abbreviated to L(Y) in case U = Y . The standard Hardy space of
Y-valued functions on the open unit disk D with square-summable
sequences of Taylor coefficient is denoted by H2(Y) and the notation
S(U ,Y) is used for the Schur class of functions analytic on D whose
values are contractive operators in L(U ,Y).
Let S ∈ S(U ,Y) be a Schur-class function. L. de Branges and J.
Rovnyak define the space H(S) according to the prescription
H(S) = {f ∈ H2(U) : ‖f‖2H(S) := sup
g∈H2(U)
{‖f+Sg‖2H2(Y)−‖g‖
2
H2(U)} <∞}.
(2.1)
At first glance the definition looks rather impenetrable, except for one
easy special case, namely, the case where S is inner. In this case, it
is relatively straightforward to see that H(S) is isometrically equal to
H2(Y)⊖S ·H2(U). Nevertheless, it is possible to show directly from the
definition (2.1) (see [dBR1966a, dBR1966b]) the following basic facts
listed in Theorem 2.1; the notion of reproducing kernel Hilbert space
entering in the first fact is reviewed in Section 3.4 below. The proofs of
the various pieces of the following result are given also in Section 3.4.
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Theorem 2.1. If S ∈ S(U ,Y), the space H(S) has the following prop-
erties:
(1) H(S) is a linear space, indeed a reproducing kernel Hilbert space
with reproducing kernel KS(z, w) given by
KS(z, w) =
I − S(z)S(w)∗
1− zw
.
(2) The space H(S) is invariant under the backward-shift operator
R0 : f(z) 7→ [f(z)− f(0)]/z (2.2)
and the following norm estimate holds:
‖R0f‖
2
H(S) ≤ ‖f‖
2
H(S) − ‖f(0)‖
2
Y . (2.3)
Moreover, equality holds in (2.3) for all f ∈ H(S) if and only
if H(S) has the property
S(z) · u ∈ H(S)⇒ S(z) · u ≡ 0.
(3) For any u ∈ U , the function R0(Su) is in H(S). If one lets
τ : U → H(S) denote the operator
τ : u 7→ R0(Su) =
S(z)− S(0)
z
u, (2.4)
then the adjoint R∗0 of the operator R0 (2.2) on H(S) is given
by
R∗0 : f(z) 7→ zf(z)− S(z) · τ
∗(f) (2.5)
with the following formula for the norm holding:
‖R∗0f‖
2
H(S) = ‖f‖
2
H(S) − ‖τ
∗(f)‖2U . (2.6)
(4) Let US be the colligation matrix given by
US =
[
AS BS
CS DS
]
:=
[
R0 τ
e(0) S(0)
]
:
[
H(S)
U
]
→
[
H(S)
Y
]
(2.7)
where R0 and τ are given by (2.2) and (2.4) and where e(0) : H(S)→
Y is the evaluation-at-zero map:
e(0) : f(z) 7→ f(0).
Then US is coisometric, and one recovers S(z) as the charac-
teristic function of US:
S(z) = DS + zCS(I − zAS)
−1BS. (2.8)
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(5) The operator T on a Hilbert space X is unitarily equivalent to an
operator of the form R0 on a model space HS for a contractive
operator-valued function S on D if and only if T is a completely
non-isometric contraction, i.e.,
‖T‖ ≤ 1 and
⋂
n≥0
{x : ‖T nx‖ = ‖x‖} = {0}.
In addition, there is an extended space D(S) constructed as follows
(see [dBR1966a, dB1970]). One defines D(S) as the space of all pairs
of functions (here written as columns)
[
f(z)
g(z)
]
with f ∈ H2(Y) and
g(z) =
∑∞
n=0 anz
n ∈ H2(U)) such that the sequence of numbers
Nn := ‖z
nf(z)−S(z)(a0z
n−1+ · · ·+an−1)‖
2
H(S)+ ‖a0‖
2+ · · ·+ ‖an−1‖
2
(2.9)
is uniformly bounded. It can be shown that the sequence {Nn}n≥0 is
in fact nonincreasing so the limit lim
n→∞
Nn exists. This limit is then
defined to be the D(S)-norm of
[
f(z)
g(z)
]
:∥∥∥∥[fg
]∥∥∥∥2
D(S)
= lim
n→∞
Nn where Nn is as in (2.9).
In particular, if
[
f
g
]
∈ D(S), then necessarily
znf(z)− S(z)(a0z
n−1 + · · ·+ an−1) ∈ H(S)
for each n = 0, 1, 2, . . . . The special choice n = 0 implies that f ∈
H(S). The formula (2.5) for R∗0 combined with the notation ai =
τ ∗((R∗0)
i+1f) gives rise to the formula
z 7→ znf(z)− S(z)(a0z
n−1 + · · ·+ an−1) = (R
∗
0)
n(f) ∈ H(S)
for the action of (R∗0)
n. Moreover, the norm identity (2.6) implies that
‖znf(z)−S(z)(a0z
n−1+· · ·+an−1)‖
2
H(S)+‖an−1‖
2+· · ·+‖a0‖
2 = ‖f(z)‖2H(S)
for all n ≥ 0. For this special choice of g, namely
g(z) = f˜(z) :=
∞∑
n=0
anz
n with an = τ
∗((R∗0)
n+1f),
it follows that
[
f
f˜
]
∈ D(S) with
∥∥∥[ ff˜ ]∥∥∥D(S) = ‖f‖H(S). Thus f 7→ [ ff˜ ]
is an isometric embedding of H(S) into D(S).
The following theorem gives the properties of D(S) analogous to
those listed in Theorem 2.1 for H(S). The proofs of these results are
given in Section 4.1 below.
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Theorem 2.2. Suppose that S ∈ S(U ,Y) and the space D(S) is defined
as above. Then:
(1) D(S) is a linear space, indeed a reproducing kernel Hilbert space
with reproducing kernel K̂S(z, w) given by
K̂S(z, w) =
[
KS(z, w)
S(z)−S(w)
z−w
S˜(z)−S˜(w)
z−w
KS˜(z, w)
]
where S˜(z) := S(z)∗. (2.10)
(2)&(3) The space D(S) is invariant under the transformation R̂0 given
by
R̂0 :
[
f(z)
g(z)
]
7→
[
[f(z)− f(0)]/z
zg(z)− S˜(z)f(0)
]
(2.11)
with adjoint given by
(R̂0)
∗ :
[
f(z)
g(z)
]
7→
[
zf(z)− S(z)g(0)
[g(z)− g(0)]/z
]
. (2.12)
Moreover, the following norm identities hold:∥∥∥∥R̂0([fg
])∥∥∥∥2 = ∥∥∥∥[fg
]∥∥∥∥2
D(S)
− ‖f(0)‖2Y ,∥∥∥∥(R̂0)∗([fg
])∥∥∥∥2 = ∥∥∥∥[fg
]∥∥∥∥2
D(S)
− ‖g(0)‖2U . (2.13)
(4) Let ÛS be the colligation matrix given by
ÛS =
[
ÂS B̂S
ĈS D̂S
]
:
[
D(S)
U
]
→
[
D(S)
Y
]
where
ÂS := R̂0|D(S), B̂S : u 7→
[
S(z)−S(0)
z
u
KS˜(z, w)u
]
,
ĈS :
[
f(z)
g(z)
]
7→ f(0), D̂S = S(0). (2.14)
Then ÛS is unitary, and S is recovered as the characteristic
function of ÛS:
S(z) = D̂S + zĈS(I − zÂS)
−1B̂S. (2.15)
(5) The operator T on a Hilbert space X is unitarily equivalent to an
operator of the form R̂0 on a model space HS for a contractive
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operator-valued function S on D if and only if T is a completely
non-unitary contraction, i.e., ‖T‖ ≤ 1 and(⋂
n≥0
{x : ‖T ∗nx‖ = ‖x‖}
)⋂(⋂
n≥0
{x : ‖T nx‖ = ‖x‖}
)
= {0}.
3. The de Branges-Rovnyak space H(S): other
formulations
Later, operator theorists, beginning with Douglas [D1965] and con-
tinuing with Fillmore and Williams [FW1971], Sarason [S1986, S1994],
Ando [A1990] and Nikolskii-Vasyunin [NV1986, NV1989, NV1998], be-
came interested in giving a more operator-theoretic formulation for de
Branges-Rovnyak spaces leading to better insights into the results from
the point of view of operator theory; there were also unpublished notes
of Rosenblum and Douglas [R1967, D1972]. To carry this out, one
needs a generalization of closed subspace of a Hilbert space, namely,
contractively included subspace of a Hilbert space, and the notion of
the complementary space more general than the familiar notion of the
orthogonal complement for an isometrically included closed subspace
of a Hilbert space.
3.1. Lifted-norm spaces. Suppose thatM and H are Hilbert spaces
with M a subset of H but with its own norm ‖ · ‖M possibly distinct
from the norm it inherits from H as a subset of H. The terminology
—em M is contractively included in H shall mean that the inclusion
map ι : M→H is contractive, i.e.,
‖x‖2H ≤ ‖x‖
2
M for all x ∈M.
Then one may define an operator P on H by P = ιι∗. Then P = P ∗
and
P 2 = ιι∗ιι∗ = ι(ι∗ι)ι∗ ≤ ιι∗ = P, so that 0 ≤ P 2 ≤ P ≤ IH.
Conversely, if P is any positive semidefinite contraction operator (0 ≤
P ≤ IH), then also 0 ≤ P
2 ≤ P ≤ IH and one may define a Hilbert
space M as M = RanP
1
2 with norm given by
‖P
1
2x‖M = ‖Qx‖H
(the lifted norm construction) where Q is the orthogonal projection
onto (KerP )⊥ = RanP . Then one can check that
‖P
1
2x‖H = ‖P
1
2Qx‖H ≤ ‖Qx‖H = ‖P
1
2x‖M,
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so M is contractively included in H. Moreover, the computation, for
x = P
1
2x1 ∈M and y ∈ H,
〈ιx, y〉H = 〈ιP
1
2x1, y〉H = 〈P
1
2x1, y〉H = 〈P
1
2x1, P y〉M = 〈x, Py〉M
shows that
ι∗ : y ∈ H 7→ Py ∈M.
Therefore, ιι∗ = P as an operator on H. In the sequel the notation
M = HlP (the lifted-norm space associated with the selfadjoint con-
traction P ) will be used whenever the space M contractively included
in H arises in this way from the operator P ∈ L(H) with 0 ≤ P ≤ IH.
This discussion leads to the following observation.
Proposition 3.1. Contractively included subspaces M of a Hilbert
space H are in one-to-one correspondence with positive semidefinite
contraction operators P on H (0 ≤ P 2 ≤ P ≤ IH) according to the
formula
P = ιι∗
where ι : M→H is the inclusion map, and then
M = RanP
1
2 with ‖P
1
2g‖M = ‖Qg‖H
where Q is the orthogonal projection of H onto RanP = (KerP )⊥,
written as M = HlP .
The case where M is isometrically included in H corresponds to the
case where P 2 = P and then P is the orthogonal projection of H onto
M.
It is of interest that, even when P is not an orthogonal projection,
the lifted-norm space HlI−P can be viewed as a kind of generalized
complementary space (Brangesian complement in the terminology of
[S1994]) M[⊥] to M = HlP as explained by the following proposition.
Proposition 3.2. Let P ∈ L(H) with 0 ≤ P ≤ IH and set
M = HlP , M
[⊥] = HlQ where Q = I − P.
Then M and M[⊥] are complementary in the following sense: each
f ∈ H has a (not necessarily unique) decomposition f = g + h with
g ∈M and h ∈M[⊥]. Moreover, the norm of f in H is given by
‖f‖2 = inf{‖g‖2M+‖h‖
2
M[⊥] : g ∈M and h ∈M
[⊥] such that f = g+h}.
(3.1)
Moreover:
(1) The infimum in (3.1) is attained when g = Pf ∈ HlP and
h = Qf ∈ HlQ.
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(2) The space M[⊥] = HlQ (Q = I − P ) can alternatively be char-
acterized as
M[⊥] =
{
h ∈ H : ‖h‖2Q := sup{‖g + h‖
2
H − ‖g‖
2
HlP
: g ∈ HlP} <∞
}
(3.2)
and then ‖h‖HlQ = ‖h‖Q.
Proof. Note first that, since P +Q = IH by definition, any f ∈ H has a
decomposition f = Pf +Qf where g = Pf ∈ HlP and h = Qf ∈ H
l
Q.
Next assume that f = g + h with g ∈ HlP and h ∈ H
l
Q. By Proposi-
tion 3.1 one can find g1 ∈ RanP and h1 ∈ RanQ so that
g = P
1
2g1, h = Q
1
2h1, (g1 ∈ RanP ). (3.3)
Taking into account that P + Q = IH and that P
1
2Q
1
2 = Q
1
2P
1
2 , one
then computes
‖g‖2HlP
+ ‖h‖2HlQ
− ‖f‖2H = ‖g1‖
2
H + ‖h1‖
2
H − ‖P
1
2g1 +Q
1
2h1‖
2
H
= ‖g1‖
2
H + ‖h1‖
2
H − 〈Pg1, g1〉H − 2Re〈P
1
2g1, Q
1
2h1〉H − 〈Qh1, h1〉H
= 〈Qg1, g1〉H + 〈Ph1, h1〉H − 2Re〈Q
1
2 g1, P
1
2h1〉H
= ‖Q
1
2g1 − P
1
2h1‖
2
H ≥ 0 (3.4)
with equality if and only if Q
1
2g1 = P
1
2h1.
To check property (1), note that g = Pf ⇒ g1 = P
1
2 f and h =
Qf ⇒ h1 = Q
1
2f . Therefore,
Q
1
2g1 = Q
1
2P
1
2f = P
1
2Q
1
2 f = P
1
2h1
and hence equality occurs in (3.1) with this choice of g and h. Unique-
ness follows from the general fact that closed convex sets in a Hilbert
space have a unique element of minimal norm.
It remains only to verify statement (2) in the proposition. Given
h ∈ HlQ, define ‖h‖Q as in condition (3.2):
‖h‖2Q = sup
g∈HlP
{‖g + h‖2H − ‖g‖
2
HlP
}.
It has been already shown that, for any g ∈ HlP ,
‖g + h‖2H ≤ ‖g‖
2
HlP
+ ‖h‖2HlP
,
from which it follows that
‖h‖2HlQ
≥ ‖h‖2Q. (3.5)
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The following is an alternative direct proof of (3.5) which provides
some additional information which will be needed later. Take h ∈ HlQ
and g ∈ HlP in the form (3.3). Computation (3.4) gives
‖h‖2HlQ
− ‖g + h‖2H + ‖g‖
2
HlP
= ‖Q
1
2h1‖
2
HlQ
− ‖P
1
2g1 +Q
1
2h1‖
2
H + ‖P
1
2g1‖
2
HlP
= ‖P
1
2h1 −Q
1
2g1‖
2
H ≥ 0 (3.6)
from which (3.5) follows.
Suppose now that h ∈ H with ‖h‖Q < ∞. It suffices to show that
h ∈ HlQ = RanQ
1
2 and that the reverse inequality
‖h‖2HlQ
≤ ‖h‖2Q (3.7)
holds. From the fact that ‖h‖2Q <∞ one can see that
‖h‖2H + 2Re〈h, P
1
2 g1〉H + ‖P
1
2 g1‖
2 ≤M + ‖g1‖
2
for all g1 ∈ RanP for some constant M <∞. It thus follows that
0 ≤M − 〈h, h〉H − 2Re〈h, P
1
2 g1〉H + ‖g1‖
2 − ‖P
1
2 g1‖
2
=M − ‖h‖2H − 2Re〈h, P
1
2g1〉H + 〈(I − P )g1, g1〉H
=M − ‖h‖2H − 2Re〈h, P
1
2g1〉H + ‖Q
1
2g1‖
2
H (3.8)
for all g1 ∈ RanP . Set
M1 :=M − ‖h‖
2
H.
Then M1 ≥ 0 since one may choose g1 = 0 in the inequality (3.8).
Replacing g1 by ωtg1 where t is an arbitrary real number and ω is an
appropriate unimodular constant, (3.8) may be rewritten in the form
M1 − 2|〈h, P
1
2 g1〉H|t+ ‖Q
1
2g1‖
2
Ht
2 ≥ 0 for all real t. (3.9)
The Quadratic Formula test for the roots of a real polynomial implies
that
|〈h, P
1
2g1〉H|
2 ≤M1‖Q
1
2 g1‖
2.
The Riesz representation theorem for a linear functional on a Hilbert
space then implies that there is an h˜ ∈ RanQ so that
〈h, P
1
2g1〉H = 〈h˜, Q
1
2 g1〉H.
It now follows from this last identity that P
1
2h = Q
1
2 h˜ and
h = Ph+Qh = P
1
2Q
1
2 h˜+Qh = Q
1
2P
1
2 h˜+Qh = Q
1
2h1 (3.10)
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with h1 = P
1
2 h˜ + Q
1
2h, which implies that h ∈ HlQ. Furthermore, for
h1 as defined above,
P
1
2h1 = P
1
2 (P
1
2 h˜ +Q
1
2h) = P h˜+ P
1
2Q
1
2h = (I −Q)h˜+Q
1
2P
1
2h
is in RanQ, h˜ itself was arranged to be in RanQ. By Proposition 3.1,
any g ∈ HlP can be written as g = P
1
2 g1 with g1 ∈ RanP . For this
arbitrary g and for h = Q
1
2h1 ∈ H
l
Q (see (3.6)), it holds that
‖g + h‖2H − ‖g‖
2
HlP
= ‖h‖2HlQ
− ‖P
1
2h1 −Q
1
2 g1‖
2
H. (3.11)
Since P
1
2h1 is in RanQ, it follows that
inf
g1∈H
‖P
1
2h1 −Q
1
2g1‖ = 0.
Since P and Q commute, one even has
inf
g1∈RanP
‖P
1
2h1 −Q
1
2 g1‖ = 0.
Combining this with (3.11) and (3.2) leads to the reverse inequality
(3.7), and completes the verification of statement (2) in Proposition
3.2. 
Note next that ifM = HlP , thenM
[⊥] = HlQ with Q = I−P . Hence
for the complementary space (M[⊥])[⊥] of M[⊥],
(M[⊥])[⊥] = HlI−Q = H
l
P =M,
i.e., one comes back to M itself. The following corollary is immediate
from this observation combined with Proposition 3.2.
Corollary 3.3. In addition to the complementary space M[⊥] being
recovered fromM via the criterion (3.2), one can also recoverM = HlP
from M[⊥] = HlQ (Q = I − P ) in the same way:
M = {g ∈ H : ‖g‖2P := sup
h∈HlQ
‖g + h‖2H − ‖h‖
2
HlQ
<∞}.
The next Proposition presents the role of the overlapping space in
measuring the extent to which the Brangesian complementary space
fails to be a true orthogonal complement.
Proposition 3.4. The map Ξ: f ⊕ g 7→ f + g is a partial isometry
fromM⊕M[⊥] onto H. Furthermore, if one introduces the overlapping
space LP ·Q by
LP ·Q =M
[⊥]∩M = HlP∩H
l
Q with norm ‖f‖
2
LP ·Q
= ‖f‖2HlP
+‖f‖2HpQ
,
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then the kernel of the linear transformation Ξ: M[⊥]⊕M→H is given
by
Ker Ξ = {f ⊕−f ∈M⊕M[⊥] : f ∈ LP ·Q}
and the map Ξ̂ : M[⊥] ⊕M→ H⊕LT given by
Ξ̂ : f ⊕ g 7→ (f + g)⊕ k where k ⊕−k = PKerΞ(f ⊕ g)
is unitary.
Proof. This follows essentially from the definitions. 
3.2. Pullback spaces. The following variant of the lifted-norm con-
struction given above will be useful in the sequel. Let T ∈ L(H0,H)
be any contraction operator between two Hilbert spaces H0 and H
(in particular, even if H0 = H, T is not necessarily positive or even
selfadjoint) and set M = RanT with norm given by
‖Tx‖M = ‖Qx‖H (3.12)
where Q is the orthogonal projection of H0 onto (Ker T )
⊥ = RanT ∗
(the pull-back construction). As T is an isometry from the complete
space RanQ in the H0-norm onto M, it is easily seen that M so
defined is a Hilbert space. Whenever the Hilbert spaceM contractively
included in H has the form M = RanT for a contraction operator T
with norm given by (3.12), the notationM = HpT (the pull-back space
associated with T ) shall be applied.
Suppose thatM = HpT and let ι : M = RanT → H be the inclusion
map. The following computation
〈ιTx, y〉H = 〈Tx, y〉H = 〈x, T
∗y〉H = 〈Tx, TT
∗y〉M
shows that
ι∗ : y ∈ H 7→ TT ∗y ∈M
and hence ιι∗ = TT ∗ =: P as an operator on H. Therefore the pull-
back space HpT is isometrically equal to the lifted norm space H
l
TT ∗ ,
and the lifted-norm space HlP (where 0 ≤ P ≤ I) is isometrically equal
to the pull-back space Hp
P 1/2
.
While a lifted norm space uniquely determines the associated positive
contraction P (HlP = H
l
P ′ ⇔ P = P
′), pullback spaces determine the
associated contraction operator only up to a partially isometric right
factor: HpT = H
p
T ′ if and only if there is a partial isometry α : H0 →H
′
0
so that T = T ′α and T ′ = Tα∗.
In conclusion, it follows that all the observations made in the previ-
ous section concerning lifted-norm spaces apply equally well to pullback
spaces. In general, the Brangesian complementary spaces (HpT )
[⊥] to
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the pullback space HpT can be identified with the lifted-norm space
HlI−TT ∗ (or equivalently, the pullback space H
p
(I−TT ∗)
1
2
). An immedi-
ate consequence of these observations and Corollary 3.3 is: given a
contraction operator T ∈ L(H0,H), the space H
p
T can be characterized
as
HpT = {h ∈ H : sup
g∈Hl
I−TT∗
{‖g + h‖2H − ‖g‖
2
Hl
I−TT∗
} <∞}
(see also [FW1971, Theorem 4.1]). Moreover, the pullback spaces HpT
is isometrically included in H exactly when TT ∗ is a projection, i.e.,
when T is a partial isometry.
The overlapping space LP ·Q construction in Proposition 3.4 has a
slightly different form in the original de Branges-Rovnyak theory [dBR1966a,
dBR1966b] for the special case where P = I−TT ∗ and Q = TT ∗ which
will be now described. In the case where T is an isometry (not just
a partial isometry as came up in the previous paragraph), then the
operator [
ιHl
I−tT∗
T
]
: f ⊕ g 7→ f + Tg
is unitary fromHlI−TT ∗⊕H0 ontoH. The de Branges-Rovnyak overlap-
ping space LT measures the extent to which
[
ιHl
I−TT∗
IH0
]
fails to be
isometric for the case of a general contraction operator T ∈ L(H0,H).
Define the space LT by
LT =
{
f ∈ H0 : Tf ∈ H
l
I−TT ∗
}
(3.13)
with norm given by
‖f‖2LT = ‖Tf‖
2
Hl
I−TT∗
+ ‖f‖2H0. (3.14)
Proposition 3.5. For a contraction operator T ∈ L(H0,H) define the
overlapping space LT via (3.13), (3.14). Let ΞT : H
l
I−TT ∗ ⊕H0 →H be
the operator given by
ΞT =
[
ιHl
I−TT∗
T
]
:
[
f
g
]
7→ f + Tg.
Then ΞT is a coisometry from H
l
I−TT ∗ ⊕H0 onto H with kernel given
by
Ker ΞT =
{[
Tf
−f
]
: f ∈ LT
}
,
and the map
Ξ̂T :
[
f
g
]
7→
[
f + Tg
h
]
where h ∈ LT is determined by
[
Th
−h
]
= PKerΞT
[
f
g
]
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is unitary from HlI−TT ∗ ⊕H0 onto H⊕LT . Moreover, the overlapping
space LT is itself isometrically equal to a lifted norm space:
LT = H
l
I−T ∗T . (3.15)
Proof. By definition T is a coisometry from H0 onto H
p
T = H
l
TT ∗ . By
Proposition 3.4, the map ΞlTT ∗ =
[
ιHl
I−TT∗
ιHl
TT∗
]
is a coisometry from
HlI−TT ∗ ⊕H
l
TT ∗ onto H. Note next that the factorization
ΞT = Ξ
l
TT ∗ ◦
[
IHl
TT∗
0
0 T
]
(3.16)
exhibits the map ΞT as the composition of coisometries (here T is
viewed as an element of L(H0,H
p
T )) and hence ΞT is a coisometry as
asserted.
Proposition 3.4 identifies Ker ΞlTT∗ as {f ⊕ −f : f ∈ LP ·Q} (where
P = I−TT ∗ and Q = TT ∗). From the factorization (3.16) one can see
that
[
f
g
]
∈ Ker ΞT if and only if
[
f
Tg
]
∈ Ker ΞlTT ∗ . By Proposition 3.4,
this means that
[
f
Tg
]
has the form
[
f
−f
]
with f ∈ LP ·Q = H
l
I−TT ∗∩H
p
T .
Thus Tg = −f ∈ HlI−TT ∗ ∩ H
p
T so g ∈ LT and
[
−Tg
g
]
∈ Ker ΞT . The
unitary property of Ξ̂T now follows easily.
It remains only to verify that LT = H
l
I−T ∗T isometrically. Suppose
first that g = (I − T ∗T )
1
2g1 ∈ H
l
I−T ∗T . Then certainly g ∈ H0. But
also,
Tg = T (I − T ∗T )
1
2 g1 = (I − TT
∗)
1
2Tg1 ∈ H
l
I−TT ∗ .
Moreover, the same intertwining T (I − T ∗T ) = (I − TT ∗)T implies
that Tg1 ∈ RanH
l
I−TT ∗ since g1 ∈ Ran(I − T
∗T ). Therefore,
‖g‖2LT = ‖h‖
2
H0
+ ‖Tg‖2Hl
I−TT∗
= ‖(I − T ∗T )
1
2 g1‖
2
H0 + ‖(I − TT
∗)
1
2Tg1‖
2
Hl
I−TT∗
= 〈(I − T ∗T )g1, g1〉H0 + ‖Tg1‖
2
H = ‖g1‖
2
H0 = ‖g‖
2
Hl
I−T∗T
and the equality of norms follows. Conversely, if g ∈ LT , then it follows
that g ∈ H0 with Tg ∈ H
l
I−T ∗T . Hence there is a g˜ ∈ Ran(I − TT
∗) so
that Tg = (I − TT ∗)
1
2 g˜. Therefore,
g = T ∗Tg + (I − T ∗T )g
= T ∗(I − TT ∗)
1
2 g˜ + (I − T ∗T )g
= (I − T ∗T )
1
2T ∗g˜ + (I − T ∗T )g ∈ Ran(I − T ∗T )
1
2
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which allows to conclude that g ∈ HlI−T ∗T . The isometric equality
(3.15) has now been verified. 
3.3. Spaces associated with Toeplitz operators. From now on it
will be assumed that all Hilbert spaces are separable. For U a co-
efficient Hilbert space, let L2(U) denote the Hilbert space of weakly
measurable norm-square integrable functions on the unit circle T; in
terms of Fourier series representation, one can write
L2(U) =
{
f(ζ) ∼
∞∑
n=−∞
fnζ
n : fn ∈ U with ‖f‖
2
L2(U) :=
∞∑
n=−∞
‖fn‖
2 <∞
}
.
The vector-valued Hardy space H2(U) is the subspace of L2(U) con-
sisting of functions f(ζ) =
∑∞
n=0 fnζ
n having fn = 0 for n < 0 and
can also be viewed as the space of U-valued analytic functions on the
unit disk D having L2-norm along circles of radius r uniformly bounded
as r ↑ 1. Given two coefficient Hilbert spaces U and Y , let L∞(U ,Y)
denote the space of weakly measurable essentially bounded L(U ,Y)-
valued functions on T (W : T → L(U ,Y)). Given W ∈ L∞(U ,Y), let
LW : L
2(U)→ L2(Y) denote the Laurent operator of multiplication by
W on vector-valued L2:
LW : f(ζ) 7→W (ζ)f(ζ).
The Toeplitz operator TW associated with W is the compression of LW
to the Hardy space:
TW : f 7→ PH2(Y)(LW f) for f ∈ H
2(U).
Let H∞(U ,Y) denote the subspace of L∞(U ,Y) consisting of W with
negative Fourier coefficients vanishing: W (ζ) ∼
∑∞
n=0Wnζ
n; as in the
vector-valued case,W (ζ) can be viewed as the almost everywhere exist-
ing nontangential weak-limit boundary value function of an operator-
valued function z 7→ W (z) on the unit disk D (here the separability as-
sumption on the coefficient Hilbert spaces is invoked—see e.g. [RR1985]
for details). For the case of W ∈ H∞(U ,Y), the Toeplitz operator TW
assumes the simpler form
TW : f(ζ) 7→ W (ζ) · f(ζ).
In this case one says that W is an analytic Toeplitz operator (see
[RR1985]).
The de Branges-Rovnyak spaces discussed in [dBR1966a, Appendix]
and [dBR1966b] amount to the special case of the constructions in
Section 3.2 above applied to the case where H0 = H
2(U), H = H2(Y)
and T is the analytic Toeplitz operator T = TS.
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An easy consequence of the characterization of uniqueness discussed
above for pullback spaces is the following: two Schur-class functions
S ∈ S(U ,Y) and S ∈ S(U ′,Y) determine the same pullback space
M(S) = HpTS = H
p
TS′
(and hence also the same de Branges-Rovnyak
space H(S) = H(S ′)) if and only if there is a partially isometric multi-
plier α so that S = S ′α and S ′ = Sα∗. In particular, there is a choice
of Beurling-Lax representer S for a givenM = HpTS with the additional
property that
{u ∈ U : S(z)u ≡ 0} = {0}. (3.17)
In detail, the following identification of the de Branges-Rovnyak
space H(S) as a lifted-norm space holds.
Proposition 3.6. For an S ∈ S(U ,Y), let H(S) be the de Branges-
Rovnyak space as defined by (2.1) above. Then H(S) is isometrically
equal to the lifted norm space
H(S) = HlI−TST ∗S . (3.18)
Equivalently, if M(S) denotes the pullback space
M(S) := HpTS ,
then H(S) is the Brangesian complementary space (M(S))[⊥] to M(S)
in H2(Y).
Proof. All this can be seen from the definition of theH(S) norm in (2.1)
combined with Proposition 3.2 and the equivalence between pullback
spaces and lifted norm spaces as explained in Section 3.2. 
The next result indicates how one can get parts (2) and (3) in The-
orem 2.1 using the lifted-norm characterization of H(S). The key tool
for this task is the following fundamental result of Douglas.
Proposition 3.7. (See [D1965].) Given two Hilbert space operators
A ∈ L(H1,H2) and B ∈ L(H0,H2), there exists a contraction operator
X ∈ L(H0,H1) with AX = B if and only if the operator inequality
BB∗ ≤ AA∗ holds.
For X any coefficient Hilbert space, let SX denote the unilateral shift
operator of multiplicity dimX as modeled on H2(X ):
SX : f(z) 7→ zf(z) for f ∈ H
2(X ).
Then it is easily verified that its adjoint is given by the difference-
quotient transformation:
S∗X : f(z) 7→
f(z)− f(0)
z
for f ∈ H2(X ).
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Now part (2) (apart from an analysis of when equality holds in(2.3)
which will come later) and part (3) of Theorem 2.1 can be verified as
follows.
Theorem 3.8. Let S be a Schur-class operator-valued function in
S(U ,Y). Then:
(2) The spaceH(S) is invariant under the difference-quotient trans-
formation S∗Y with
‖S∗Yf‖
2
H(S) ≤ ‖f‖
2
H(S) − ‖f(0)‖
2
H(S). (3.19)
(3) For any vector u ∈ U , the function S(z)−S(0)
z
u belongs to H(S).
Let R0 : H(S) → H(S) and τ : U → H(S) be the operators
R0 = S
∗
Y |H(S) and τ : u 7→
S(z)−S(0)
z
u. Then R∗0 ∈ L(H(S)) is
given by
R∗0 : f(z) 7→ zf(z)− S(z) · τ
∗(f) (3.20)
with the norm of τ ∗(f) given by
‖τ ∗(f)‖2U = ‖f‖
2
H(S) − ‖R
∗
0f‖H(S). (3.21)
The following proof synthesizes arguments from [NV1986] and [S1986].
Proof of (2). ViewH(S) as Ran(I−TST
∗
S)
1
2 and introduce the notation
P0 = I − SYS
∗
Y
for the projection onto the constant functions in H2(Y). Next observe
the identity[
SY(I − TST
∗
S)
1
2 P0
] [(I − TST ∗S) 12S∗
P0
]
= SY(I − TST
∗
S)S
∗
Y + I − SYS
∗
Y = I − TST
∗
S .
Then by the Douglas criterion (Proposition 3.7), there is a contraction
operator [XY ] so that[
SY(I − TST
∗
S)
1
2 P0
] [X
Y
]
= (I − TST
∗
S)
1
2 .
Multiplying on the left by S∗Y and then by P0 successively breaks this
up into the pair of equations
(I − TST
∗
S)
1
2X = S∗Y(I − TST
∗
S)
1
2 , P0Y = P0(I − TST
∗
S)
1
2 . (3.22)
The first equation in (3.22) reveals that H(S) is invariant under S∗Y
and
‖S∗Yf‖
2
H(S) = ‖Xf1‖
2
H2(Y)
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(assuming that it is arranged that RanX ⊂ Ran(I − TST
∗
S) which is
always possible). Moreover, the fact that [XY ] is a contraction implies
that Y has the form Y = K(I − X∗X)
1
2 with K a contraction, and
hence
P0K(I −X
∗X)
1
2 = P0(I − TST
∗
S)
1
2 .
Then from the second equation in (3.22) one gets
‖f(0)‖2Y = ‖P0(I − TST
∗
S)
1
2f1‖
2
Y
≤ ‖(I −X∗X)
1
2 f1‖
2
H2(Y)
= ‖f1‖
2
H2(Y) − ‖Xf1‖
2
H2(Y) = ‖f‖
2
H(S) − ‖S
∗
Yf‖
2
H(S),
and the norm estimate (3.19) follows. 
Proof of (3). Note that the subspace
{
S(z)−S(0)
z
u : u ∈ U
}
is the range
of the commutator operator S∗YTS−TSS
∗
Y . Hence to show that
S(z)−S(0)
z
u ∈
H(S) for each u ∈ U , it suffices to show that Ran(I−TST
∗
S)
1
2 is invari-
ant under the commutator S∗YTS − TSS
∗
Y . Again by Proposition 3.7, it
suffices to show that
(S∗YTS − TSS
∗
Y)(S
∗
YTS − TSS
∗
Y)
∗ ≤ I − TST
∗
S . (3.23)
It is readily seen that the left hand side of (3.23) is equal to S∗YT
∗
ST
∗
SSY−
TST
∗
S , so (3.23) does hold.
Finally, the formula for R∗0 can be verified as follows. Assume first
that h ∈ H(S) has the special form h = (I − TST
∗
S)h1 for some h1 ∈
H2(Y). Then the computation
〈R0g, h〉H(S) = 〈S
∗
Yg, h〉H(S) = 〈S
∗
Yg, h1〉H2(Y) = 〈g,SYh1〉H2(Y)
= 〈g, (I − TST
∗
S)SYh1〉H(S)
shows that
R∗0h = (I − TST
∗
S)SYh1 = SYh− TS(T
∗
SSY − SYT
∗
S)h1. (3.24)
It is easily verified that
S∗YTS − TSS
∗
Y : h1(z)→
S(z)− S(0)
z
h1(0) = τ(h1(0))
and hence the adjoint action must have the form
(T ∗SSY − SYT
∗
S)h1 = h˜1(0)
where the constant h˜1(0) ∈ U is determined by
〈h˜1(0), u〉U = 〈h1, τ(u)〉H2(Y) = 〈(I − TST
∗
S)h1, τ(u)〉H(S) = 〈h, τ(u)〉H(S)
= 〈τ ∗(h), u〉U
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where the adjoint is with respect to the H(S) inner product on the
range of τ . Therefore, h˜1(0) = τ
∗(h) and the formula (3.20) for R∗0 is
now an immediate consequence of (3.24) for the case where f has the
special form f = (I − TST
∗
S)f1. But elements in H(S) of this special
form are dense in H(S) so the general case of (3.20) now follows by
taking limits.
The next task is the computation of the action of I − R0R
∗
0 on a
general element f of H(S):
(I − R0R
∗
0)f = f(z)−
1
z
[zf(z)− S(z)τ ∗(f) + S(0)τ ∗(f)]
=
S(z)− S(0)
z
τ ∗(f) = ττ ∗(f).
Therefore,
‖f‖2H(S)−‖R
∗
0f‖
2
H(S) = 〈(I−R0R
∗
0)f, f〉H(S) = 〈ττ
∗(f), f〉H(S) = ‖τ
∗(f)‖2U
and the identity (3.21) follows. 
The next goal is to show that the estimate (3.19) is enough to verify
one direction of part (4) in Theorem 2.1.
Theorem 3.9. Let S be in S(U ,Y) with associated de Branges-Rovnyak
space H(S) and model operator R0 := S
∗
Y |H(S). Then R0 is completely
non-isometric, i.e., if f ∈ H(S) is such that ‖Rn0f‖H(S) = ‖f‖H(S) for
n = 0, 1, 2, . . . , then f = 0.
Proof. Suppose that f(z) =
∑∞
n=0 fnz
n is in H(S) with ‖Rn0f‖ = ‖f‖
for all n = 1, 2, 3, . . . . Then in particular, from the observation that
fn = (R
n
0f)(0) together with (3.19) one gets
‖fn‖
2 = ‖(Rn0f)(0)‖
2
Y ≤ ‖R
n
0f‖
2
H(S) − ‖R
n+1
0 f‖
2
H(S) = 0
and hence fn = 0 for all n = 0, 1, 2, . . . , i.e., f = 0. 
3.4. Reproducing kernel Hilbert spaces. A reproducing kernel Hilbert
space (RKHS) by definition is a Hilbert space whose elements are func-
tions on some set Ω with values in a coefficient Hilbert space, say Y ,
such that the evaluation map e(ω) : f 7→ f(ω) is continuous from H
into Y for each ω ∈ Ω. Associated with any such space is a positive
L(Y)-valued kernel on Ω, i.e., a function K : Ω × Ω → L(Y) with the
positive-kernel property
N∑
i,j=1
〈K(ωi, ωj)yj, yi〉Y ≥ 0 (3.25)
20 J. A. BALL AND V. BOLOTNIKOV
for any choice of finitely many points ω1, . . . , ωN ∈ Ω and vectors
y1, . . . , yN ∈ Y , which “reproduces” the values of the functions in H in
the sense that
(i) the function ω 7→ K(ω, ζ)y is in H for each ζ ∈ Ω and y ∈ Y ,
and
(ii) the reproducing formula
〈f,K(·, ζ)y〉H = 〈f(ζ), y〉Y
holds for all f ∈ H, ζ ∈ Ω, and y ∈ Y .
Such kernels are also characterized by the Kolmogorov factorization
property: there exists a function H : Ω → L(H˜,Y) for some auxiliary
Hilbert spaces H˜ so that
K(ω, ζ) = H(ω)H(ζ)∗. (3.26)
One particular way to produce this factorization is by taking H˜ = H
and setting H(ω) = e(ω) where e(ω) is the point-evaluation map de-
scribed above. Whenever a Hilbert space of functions arises in this way
from a positive kernel K, one writes H = H(K). An early thorough
treatment of RKHSs (for the case Y = C) is the paper of Aronszajn
[Ar1950]; a good recent treatment is in the book of Agler-McCarthy
[AMcC2002] (where they are called Hilbert function spaces) while the
recent papers [BV2003] formulate more general settings (formal com-
muting or noncommuting variables).
Given a pair of reproducing kernel Hilbert spaces H(K0) and H(K)
where say H(K0) consists of functions with values in Y0 and H(K)
consists of functions with values in Y , an object of much interest for
operator theorists is the space of multipliers M(K0, K) consisting of
L(Y0,Y)-valued functions F on Ω with the property that the multipli-
cation operator
MF : f(ω) 7→ F (ω)f(ω)
maps H(K0) into H(K). The simple computation
〈MFf,K(·, ζ)y〉H(K) = 〈F (ζ)f(ζ), y〉Y
= 〈f(ζ), F (ζ)∗y〉Y0 = 〈f,K0(·, ζ)F (ζ)
∗y〉H(K0)
shows that
(MF )
∗ : K(·, ζ)y 7→ K0(·, ζ)F (ζ)
∗y. (3.27)
Therefore
〈(I−MFM
∗
F )K(·, ζ)y, K(·, ω)y
′〉H(K) = 〈(K(ω, ζ)−F (z)K0(ω, ζ)F (ζ)
∗)y, y′〉Y
so that F is a contractive multiplier from H(K0) to H(K) if and only
if the kernel K(ω, ζ) − F (z)K0(ω, ζ)F (ζ)
∗ is positive on Ω × Ω. By
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letting K0(ω, ζ) ≡ IY and rescaling, one can arrive at the following
proposition [BeB1984].
Proposition 3.10. A function F : Ω → Y belongs to H(K) with
‖F‖H(K) ≤ γ if and only if the kernelK(ω, ζ)−γ
−2F (z)F (ζ)∗ is positive
on Ω× Ω.
A first example of a reproducing kernel Hilbert space is the space
H2(Y) (considered as consisting of analytic functions on the unit disk
D) with the Szego˝ kernel tensored with the identity operator on Y :
kSz(z, w)IY where kSz(z, w) =
1
1−zw
. The space of multipliersM(kSzIU , kSzIY)
between two Hardy spaces can be identified with the space H∞(U ,Y)
of bounded analytic functions on D with values in L(U ,Y). Given
F ∈ H∞(U ,Y), the associated multiplication operator MF is simply
the Toeplitz operator TF which was discussed above. Note that in gen-
eral F ∗ is not a multiplier when F is a multiplier; however it does hold
that M∗F = (TF )
∗ = TF ∗ for F a multiplier between two Szego˝-kernel
RKHSs (i.e., Hardy spaces).
The next task is the identification of the de Branges-Rovnyak space
H(S) (where S is a Schur-class function) as a reproducing kernel Hilbert
space in its own right. This fills in part (1) of Theorem 2.1.
Theorem 3.11. The de Branges-Rovnyak space H(S) = HpTS associ-
ated with a Schur-class function S ∈ S(U ,Y) as above is isometrically
equal to the reproducing kernel Hilbert space H(KS) where KS is the
de Branges-Rovnyak kernel
KS(z, w) =
I − S(z)S(w)∗
1− zw
. (3.28)
Proof. As a result of the general identity (3.27), it follows that
T ∗S : kSz(·, w)y 7→ kSz(·, w)S(w)
∗y (3.29)
and hence
KS(·, w)y = (I − TST
∗
S)(kSz(·, w)y).
It then follows that KS(·, w)y ∈ H(S) for each w ∈ D and y ∈ Y , and
also, for f = (I − TST
∗
S)f1 ∈ H(S)
〈f,KS(·, w)y〉H(S) = 〈f, (I − TST
∗
S)(kSz(·, w)y〉H(S)
= 〈f, kSz(·, w)y〉H2(Y) = 〈f(w), y〉Y
from which one can see that KS(z, w) has all the properties required
to be the reproducing kernel for H(S). 
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If e(w) : H(S)→ Y is the evaluation-at-w map
e(w) : f 7→ f(w),
on the space H(S), then its adjoint is given by the kernel function for
the point w:
e(w)∗ : y 7→ KS(z, w)y =
I − S(z)S(w)∗
1− zw
.
In particular,
e(0)∗ : y 7→ (I − S(z)S(0)∗)y. (3.30)
This is the last piece needed to complete the proof of part (4) of The-
orem 2.1. Along the way, here also is a completion of the analysis of
when the inequality (2.3) holds with equality.
Theorem 3.12. The colligation matrix US =
[
AS BS
CS DS
]
:
[
H(S)
U
]
→[
H(S)
Y
]
given by (2.7) is coisometric and has characteristic function
equal to S:
S(z) = DS + zCS(I − zAS)
−1BS. (3.31)
Furthermore, the reproducing kernel KS(z, w) can be expressed directly
in terms of the colligation matrix US:
I − S(z)S(w)∗
1− zw
= CS(I − zAS)
−1(I − wA∗S)
−1C∗S. (3.32)
Moreover:
(1) The following are equivalent:
(a) US is unitary.
(b) S satisfies the condition
S(z)u ∈ H(S)⇒ u = 0. (3.33)
(c) The maximal factorable minorant of I − S∗S is zero, i.e.,
if Φ ∈ S(U ,Y0) satisfies Φ(ζ)
∗Φ(ζ) ≤ I − S(ζ)∗S(ζ) for
almost all ζ ∈ T, then Φ = 0.
(2) The following are equivalent:
(a) The difference quotient identity holds, i.e., equality holds
in (2.3).
(b) S satisfies the condition
S(z)u ∈ H(S)⇒ S(z)u ≡ 0. (3.34)
(c) If S ′ is the normalization of S as in (3.17) (so S ′ satisfies
(3.17) and H(S) = H(S ′)), then the maximal factorable
minorant of S ′∗S ′ is zero.
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Proof. The coisometry property of US amounts to the three identities
R0R
∗
0 + ττ
∗ = IH(S), (3.35)
e(0)e(0)∗ + S(0)S(0)∗ = IY , (3.36)
e(0)R∗0 + S(0)τ
∗ = 0. (3.37)
The identity (3.35) is the same as (2.6) which has been already verified
above. From the formula (3.30) it is immediate that
e(0)e(0)∗ : y 7→ e(0) (I − S(z)S(0)∗) y = (I − S(0)S(0)∗)y
and (3.36) now follows. Next, use the formula (2.5) for R∗0 to compute
e(0)R∗0 : f(z) 7→ −S(0)τ
∗(f)
from which (3.37) is now immediate. This completes the verification
of the coisometry property of US.
To verify (2.8), let S(z) =
∑∞
n=0 Snz
n be the Taylor series for S(z).
Then the computation(
DS + wCS(I − wAS)
−1BS
)
u = S(0)u+ w
∞∑
n=1
wne(0)S∗nY
(
∞∑
k=1
Sk+1z
k
)
u
= S(0)u+ w
∞∑
n=1
wnSn+1u = S(w)u
verifies the realization formula (3.31). The formula (3.32) can be veri-
fied by direct computation: plug in the formula (3.31) for S(z) and use
that US is coisometric.
Once it is known that US is coisometric, it follows thatUS is unitary
if and only if KerUS = {0}. Note that [ f(z)u ] being in KerUS means
that [
0
0
]
= US
[
f(z)
u
]
=
[
[f(z)− f(0)]/z + [S(z)u − S(0)u]/z
f(0) + S(0)u
]
.
Thus
f(z) = f(0) + z ·
f(z)− f(0)
z
= −S(0)u− z ·
S(z)− S(0)
z
u = −S(z)u.
This completes the proof of the equivalence of (a) and (b) in part (1)
in the theorem.
A computation of Nikolskii-Vasyunin (see [NV1986, Theorem 8.7])
gives the following: for f ∈ H(S) of the special form f = (I−TST
∗
S)f1,
‖f‖2H(S) − ‖R0f‖
2
H(S)
= ‖f(0)‖2 + inf{‖(I − T ∗STS)
1
2 (T ∗Sf1)(0) + SYg‖
2
H2(U : g ∈ H
2(U)}.
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Therefore the operator
[
AS
CS
]
=
[
R0
e(0)
]
is isometric if and only if
inf{‖(I−T ∗STS)
1
2 (T ∗Sf1)(0)+SYg‖
2
H2(U : g ∈ H
2(U)} = 0 for all g ∈ H2(U).
(3.38)
Another computation of Nikolskii-Vasyunin (see [NV1986, Lemma i.2])
gives:
‖τ(u)‖2H(S) = ‖u‖
2
U−‖S(0)u‖
2
Y−inf{‖(I−T
∗
STS)
1
2 (u+SUg)‖
2 : g ∈ H2(U)}.
(3.39)
Therefore the operator
[
BS
DS
]
= [
τ
S(0) ] is isometric if and only if
inf{‖(I − T ∗STS)
1
2 (u+ SUg)‖
2 : g ∈ H2(U)} = 0 for all u ∈ U . (3.40)
Note that condition (3.40) implies (3.38). The condition (3.40) amounts
to the statement that vector analytic polynomials in z are dense in the
weighted space L2(U) with (I−S(ζ)∗S(ζ))|dζ |-metric. It is well known
how this condition in turn translates to 0 is the maximal factorable mi-
norant for I − S(ζ)∗S(ζ) (see e.g. [SNF1970, Proposition V.4.2]). In
this way one can see that the zero maximal-factorable-minorant con-
dition is equivalent to each column
[
AS
CS
]
and
[
BS
DS
]
of the colligation
matrix US being isometric. As the isometry property of U
∗
S has al-
ready been verified above, it follows that US is contractive. The next
elementary exercise is to verify in general that a contractive 2×2 block
operator matrix US =
[
AS BS
CS DS
]
with each column isometric must itself
be isometric. In this way the equivalence of (a) and (c) in statement
(1) of the theorem follows, and (1) follows as well.
It remains to verify the equivalence of (a) and (c) with the normal-
ization assumption (3.17) imposed. For simplicity S rather than S ′ is
written with the assumption that S satisfies (3.17). Then one can show
that the set of elements in U of the form (T ∗Sf1)(0)with f1 ∈ H
2(Y)
is dense in U . Then a limiting argument implies that equality hold-
ing in (2.3) for all f ∈ H(S) is equivalent to the condition (3.40). As
explained in the previous paragraph, (3.40) is equivalent to the zero
maximal-factorable-minorant condition. The reverse implication fol-
lows by reversing the argument. 
Remark 3.13. The equivalence of (a) and (c) in part (2) of Theo-
rem 3.12 was already observed in [BK1987, Theorem 6]. The idea of
the proof is as follows. If Φ∗Φ is the maximal factorable minorant
for I − S∗S (with Φ outer), then there is a unitary transformation
J : H(S) → K ([ SΦ ]), where K ([
S
Φ ]) is the Sz.-Nagy-Foias model space
based on the Schur-class function [ SΦ ] which intertwines the de Branges-
Rovnyak model operator R0 with the adjoint of the Sz.-Nagy-Foias
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model operator (T[ SΦ ]
)∗; on kernel functions the map J has the form
J : KS(·, w)y 7→
 KS(·, w)y−ΦS(w)∗kSz(·, w)y
−∇S(w)∗kSz(·w)y

where
∇(ζ) = (I − S(ζ)∗S(ζ)− Φ(ζ)∗Φ(ζ))
1
2 for ζ ∈ T.
Note that the first two components of elements of K ([ SΦ ]) are analytic
functions functions on D while the third component is a measurable
function on T, and that J has the form
J : f 7→
 fgf
wf
 ,
i.e., the projection of J to the first component is the identity map. One
next observes that
‖R0f‖
2
H(S) =
∥∥∥(T[ SΦ ])∗ [ fgfwf ]
∥∥∥2 = ‖f‖2H(S) − ‖f(0)‖2 − ‖gf(0)‖2.
Hence the difference quotient identity (equality in (2.3)) holding for
all f ∈ H(S) is equivalent to gf(0) = 0 for all f ∈ H(S). Under
the assumption (3.17), it can be shown that this is equivalent to the
normalized version S ′ of S (i.e., S ′ satisfying (3.17) while H(S) =
H(S ′)) having maximal factorable minorant equal to 0.1
The equivalence of (a) and (c) in part (1) of Theorem 3.12 also follows
from results of [BK1987]. For this alternative proof, the following fact
will be used: the colligation matrix US being unitary is equivalent to
the isometric embedding of H(S) into the two-component space D(S)
being onto. Theorem 8 of [BK1987] shows that this happens if and only
if the maximal factorable minorant of I − S∗S is zero.
To this point the operator-range characterization of H(S) has been
used to develop the basic properties of the operators R0, τ, e(0), S(0)
in the colligation matrix US. Alternatively, the space H(S) could have
been defined as the RKHS with reproducing kernel KS and this char-
acterization then used to obtain the results concerning US. To see
directly that KS is a positive kernel (without recourse to the operator-
range characterization of H(S)), it suffices to note that the Toeplitz
1This last point was missed in [BK1987]; the normalization condition (3.17) was
not mentioned explicitly.
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operator TS has ‖TS‖ ≤ 1 for S ∈ S(U ,Y) (since the boundary-value
function ζ 7→ S(ζ) on T has contractive values) and hence
‖f‖2H2(Y) − ‖T
∗
Sf‖
2
H2(U) ≥ 0 for all f ∈ H
2(Y). (3.41)
Set f =
∑N
j=1 kSz(·, wj)yj ∈ H
2(Y). Then condition (3.41) translates
to (3.25), and it follows that KS is a positive kernel and hence one
can define H(S) as the reproducing kernel Hilbert space H(KS). The
following discussion presents an alternate proof of parts (2), (3), and
(4) of Theorem 2.1 using the reproducing-kernel-space characterization
(i.e., part (1) of Theorem 2.1) rather than the operator-range charac-
terization (3.18) of the space H(S).
Proof of parts (2), (3), (4) of Theorem 2.1 based on part (1). Given that
S is in the Schur class S(U ,Y), it has been explained in the previ-
ous paragraph why KS is a positive kernel (i.e., satisfies (3.25)) and
hence generates a well-defined RKHS H(KS). By the general theory of
RKHSs (see (3.26) above and the explanation there), it is known that
KS has its canonical Kolmogorov decomposition
KS(z, w) = e(z)e(w)
∗ (3.42)
where e(z) : H(KS) → Y is the point-evaluation map e(z) : f 7→ f(z)
for each z ∈ D. Substituting KS(z, w) = [I −S(z)S(w)
∗]/(1− zw) and
rearranging (3.42) leads to
zwe(z)e(w)∗ + IY = e(z)e(w)
∗ + S(z)S(w)∗.
The inner-product identity
〈we(w)∗y, ze(z)∗y′〉H(KS)+〈y, y
′〉Y = 〈e(w)
∗y, e(z)∗y′〉H(K)+〈S(w)
∗y, S(z)∗y′〉U
then follows, where y, y′ are arbitrary vectors in Y . This inner-product
identity can be written in aggregate form〈[
we(w)∗
I
]
y,
[
ze(z)∗
I
]
y′
〉
H(KS)⊕Y
=
〈[
e(w)∗
S(w)∗
]
y,
[
e(z)∗
S(z)∗
]
y′
〉
H(KS)⊕U
.
It follows that the mapping
V :
[
we(w)∗
I
]
y 7→
[
e(w)∗
S(w)∗
]
y (3.43)
extends by linearity and continuity to an isometry from
D = span
{[
we(w)∗
I
]
y : w ∈ D, y ∈ Y
}
onto
R = span
{[
e(w)∗
S(w)∗
]
y : w ∈ D, y ∈ Y
}
.
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Taking w = 0 in the expression for a given element of D reveals that
D ⊃
[
{0}
Y
]
. Since the kernel elements {e(w)∗y = KS(·, w)y : w ∈ D \
{0}, y ∈ Y} are dense in H(KS), it next follows that in fact D is
the whole space D =
[
H(KS)
Y
]
and V is defined on the whole space
D =
[
H(KS)
Y
]
. Write out V in block-matrix form
V =
[
A∗ C∗
B∗ D∗
]
:
[
H(KS)
Y
]
→
[
H(KS)
U
]
.
It then follows from (3.43) that[
A∗ C∗
B∗ D∗
]
:
[
we(w)∗
I
]
y =
[
e(w)∗
S(w)∗
]
y
or {
wA∗e(w)∗y + C∗y = e(w)∗y
wB∗e(w)∗y +D∗y = S(w)∗y.
(3.44)
The first equation can be solved for e(w)∗y (note that ‖A‖ ≤ 1 since
V is isometric and hence the inverse (I −wA∗)−1 is well-defined for all
w ∈ D):
e(w)∗y = (I − wA∗)−1C∗y.
The second equation then implies(
wB∗(I − wA∗)−1C∗ +D∗
)
y = S(w)∗y.
Cancelling off the vector y, taking adjoints, and replacing the variable
w with the variable z then gives
S(z) = D+ zC(I − zA)−1B where
[
A B
C D
]
= V ∗ is a coisometry.
Putting the pieces together leads to part (4) of Theorem 2.1 apart from
making the identification V ∗ = US.
Letting w = 0 in (3.44) enables one to solve for C∗:
C∗y = e(0)∗y = KS(·, 0)y.
The simple duality computation
〈Cf, y〉Y = 〈f, C
∗y〉H(KS) = 〈f,KS(·, 0)y〉H(KS) = 〈f(0), y〉Y
shows that C = e(0). One can use (3.44) to compute the action of A∗
on kernel elements e(w)∗y as follows:
A∗e(w)∗y =
1
w
(e(w)∗ − e(0)∗) y.
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Another duality computation
〈Af, e(w)∗y〉H(KS) = 〈f, A
∗e(w)∗y〉H(KS)
= 〈f,
1
w
(e(w)∗ − e(0)∗) y〉H(KS)
= 〈[f(w)− f(0)]/w, y〉Y
leads to the conclusion that
A : f(z) 7→ [f(z)− f(0)]/z,
i.e., that A = R0 = S
∗
Y |H(KS). Application of the second equation in
(3.44) with w = 0 yields that D∗ = S(0)∗, i.e., D = S(0). A return to
the second equation in (3.44) then implies that
B∗e(w)∗y 7→ ([S(w)∗ − S(0)∗]/w) y.
Then the computation
〈Bu, e(w)∗y〉H(KS) = 〈u, [(S(w)
∗ − S(0)∗]/w) y〉U
= 〈([S(w)− S(0)]/w)u, y〉Y
verifies that B : u 7→ ([S(z)− S(0)]/z) u, i.e., B = τ where τ is as in
(2.4). It has been now verified that [ A BC D ] = US. Moreover (2.3) and
(2.6) are immediate consequences of the already derived property that
US = [ A BC D ] is a coisometry. 
Remark 3.14. The above construction has become known as the lurk-
ing isometry argument (see [B2000] where this term was first coined).
In this single-variable setting, it turns out that the isometry is defined
on the whole space; in other applications (see [B2000]), the isometry
is defined only on a subspace and one must extend it to an isometry
(or unitary or contraction depending on what is wanted) on the whole
space.
The preparation is now laid for the use RKHS techniques to prove
part (5) of Theorem 2.1. The following is an enhanced version of the
necessity direction of part (5) of Theorem 2.1; note that the sufficiency
direction is handled in Theorem 3.9 above. The following proof is based
on the RKHS characterization of H(S) (part (1) of Theorem 2.1).
Theorem 3.15. Let A be a completely non-isometric contraction op-
erator on a Hilbert space X . Then there is a Schur-class function
S ∈ S(U ,Y) so that T is unitarily equivalent to the model operator
R0 = S
∗
Y |H(S) on H(S). Furthermore one can arrange that I − S
∗S
have maximal factorable minorant equal to 0.
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Proof. Let A be any completely non-isometric contraction operator on
a Hilbert space X . Choose an operator C from X to a coefficient
Hilbert space Y so that the block column operator [ AC ] : X →
[
X
Y
]
is
an isometry, i.e., so that
C∗C = IX −A
∗A.
Note that one way to do this is to take Y = DA equal to the defect
space of A
DA = RanDA
where DA is the defect operator of A:
DA = (I −A
∗A)
1
2 .
Consider the operator OC,A : X → H
2(Y) defined by
OC,A : x 7→ C(I − zA)
−1x. (3.45)
The notation OC,A(z) = C(I − zA)
−1 is useful; then (OC,Ax) (z) =
OC,A(z)x. To see that OC,A maps into H
2(Y), note that OC,Ax has
Taylor series
OC,A(z)x =
∞∑
n=0
(CAnx)zn.
The computation of the H2(Y)-norm of OC,Ax can be organized as
follows:
‖OC,Ax‖
2
H2(Y) =
∞∑
n=0
‖CAnx‖2Y =
∞∑
n=0
〈A∗nC∗CAnx, x〉X
=
∞∑
n=0
〈A∗n(I − A∗A)Anx, x〉X =
∞∑
n=0
[
‖Anx‖2X − ‖A
n+1x‖2X
]
= ‖x‖2X − lim
N→∞
‖ANx‖2X <∞
(where the limit exists since the sequence {‖ANx‖}N≥0 is nonincreas-
ing). For reasons connected with system theory which are not discussed
here, the notation OC,A is sued to suggest the observability operator for
the output pair (C,A). Note that x ∈ KerOC,A if and only if CA
nx = 0
for n = 0, 1, 2, . . . , or equivalently, if and only if
0 = 〈A∗nC∗CAnx, x〉X = 〈A
∗(I−A∗A)Anx, x〉 = ‖Anx‖2X −‖A
n+1x‖2X .
Thus ‖Anx‖ = ‖x‖ for all n = 1, 2, . . . , or KerOC,A is the maximal
invariant subspace for A on which A is isometric. The assumption
that A is completely non-isometric implies that x = 0, and hence the
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observability operator OC,A is one-to-one. Define the Hilbert space H0
as H0 = RanO with the lifted norm:
‖OC,Ax‖H0 = ‖x‖X ,
i.e., H0 is the pullback space H0 = H
p
OC,A
. The computation
S∗YOC,Ax =
∞∑
n=0
(CAn+1x)zn =
(
∞∑
n=0
CAnxzn
)
A = OC,A(Ax)
verifies the intertwining relation
S∗YOC,A = OC,AA.
As by definition OC,A is a unitary transformation from X onto H0, it
follows that A is unitarily equivalent to the operator R0 ∈ L(H0) given
by R0 = S
∗
Y |H0.
It remains to identify the space H0 more explicitly as a RKHS. Since
H0 sits inside H
2(Y), the point-evaluation maps f 7→ f(w) are well-
defined for all w ∈ D. Therefore
〈f(w), y〉Y = 〈C(I − wA)
−1x, y〉Y = 〈x, (I − wA
∗)−1y〉X
= 〈OC,Ax,OC,A(I − wA
∗)−1y〉H0
= 〈f,OC,A(I − wA
∗)−1C∗〉H0
where(
OC,A(I − wA
∗)−1C∗y
)
(z) = C(I−zA)−1(I−wA∗)−1C∗y =: KC,A(z, w)y.
It now follows that H0 is a RKHS with reproducing kernel equal to
KC,A. The claim to be checked now is that KC,A in fact has the form
KS(z, w) = [I − S(z)S(w)
∗]/(1 − zw) for a Schur-class function S ∈
S(U ,Y) for an appropriate coefficient Hilbert space U .
Toward this end, a useful observation is that the formula (3.32) in
Theorem 3.12 is quite general: if U = [ A BC D ] : [
X
U ] →
[
X
Y
]
is coiso-
metric. The function S given by S(z) = D + zC(I − zA)−1B is in the
Schur class S(U ,Y) and
I − S(z)S(w)∗
1− zw
= C(I − zA)−1(I − wA∗)−1C∗ = KC,A(z, w).
Thus, identification of KC,A as having the form KS requires only a
solution of the matrix completion problem: given the isometric output
pair (C,A) (so A∗A + C∗C = I), find a block-column operator matrix
[ BD ] so that the operator matrix U = [
A B
C D ] is coisometric. But this is
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easily done by solving a Cholesky factorization problem: find [ BD ] so
that [
B
D
] [
B∗ D∗
]
=
[
I 0
0 I
]
−
[
A
C
] [
A∗ C∗
]
.
Given that [ AC ] is isometric, it is not difficult to see that this problem
is solvable; in fact, one can arrange that [ BD ] is injective and then U
will be unitary (not just coisometric). Furthermore, an adaptation
of the lurking isometry argument (see Remark 3.14) in the proof of
part (4) of Theorem 2.1 above shows that the colligation matrix U is
unitarily equivalent to the model colligation matrix US (see [BB2010]
for precise details). As a consequence of part (1) of Theorem 2.1, the
conclusion that S has maximal factorable minorant equal to 0 follows.
This completes the proof of Theorem 3.15. 
Remark 3.16. Let S ∈ S(U ,Y) be any Schur-class function (possibly
with nonzero maximal factorable minorant) and let A be the model
operator A = R0 = S
∗
Y |H(S) on H(S). Theorem 3.9 tells us that A is
completely non-isometric. Therefore one can apply the construction
of Theorem 3.15 to arrive at a Schur-class function S0 ∈ S(U0, Y˜0) so
that A is unitarily equivalent to R0 = S
∗
Y0
|H(S0) on H(S0) where S0
has the additional property that I −S∗0S0 has zero maximal factorable
minorant. Since the original S for which I − S∗S does not have zero
maximal factorable minorant, it cannot be the case that S and S0 are
the same. A natural question is: how does S determine S0? As can
be seen from the results of [BK1987] (details left to the reader), the
answer is: one choice of S0 is S0 = [ SΨ ] where Ψ is the outer factor for
the maximal factorable minorant of I − S∗S.
Remark 3.17. The zero maximal-factorable-minorant property is also
closely intertwined with the characterization of the extreme points of
the closed unit ball of H∞(U ,Y), i.e., of the Schur class S(U ,Y). In
the scalar case (U = Y = C), it is well known that a given function s is
an extreme point of S(C) exactly when log(1−|s(ζ)|2) is log-integrable
on T which in turn is equivalent to 1 − |s(ζ)|2 having a factorization
a(ζ)∗a(ζ) with a a nonzero element of S(C) which in turn (in the scalar
case) is equivalent to 0 not being the maximal factorable minorant for
1−|s(ζ)|2. In [BK1987] it was observed for the case of S ∈ S(U ,Y) that
I−S(ζ)∗S(ζ) having a zero maximal factorable minorant is a sufficient
condition for S to be an extreme point of S(U ,Y), and by symmetry it
is also sufficient that I−S(ζ)S(ζ)∗ have a zero maximal factorable mi-
norant. It was then conjectured there (with attribution to de Branges)
that a necessary and sufficient condition for S to be extreme in S(U ,Y)
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is that at least one of I−S(ζ)∗S(ζ) and I−S(ζ)S(ζ)∗ have a zero maxi-
mal factorable minorant. This conjecture was independently confirmed
around the same time by Treil (see [T1989]).
In Section 3.2, the overlapping space LT was defined by formu-
las (3.13), (3.14) for the case of a general contraction operator T ∈
L(H1,H2). Although not discussed in Section 3.3, of course this notion
applies to the situation where T = TS ∈ L(H
2(U), H2(Y)) is the ana-
lytic Toeplitz operator arising from a Schur-class function S ∈ S(U ,Y).
The following result identifies the associated overlapping space LTS as
a reproducing kernel Hilbert space.
Theorem 3.18. For S ∈ S(U ,Y), the overlapping space LTS defined
by (3.13), (3.14) is a reproducing kernel Hilbert spaces H(KL(S)) with
reproducing kernel KL(S) given by
KL(S)(z, w) =
1
2
ϕ(z) + ϕ(w)∗
1− zw
(3.46)
where ϕ(z) is given by
ϕ(z) =
∫
T
ζ + z
ζ − z
(I − S(ζ)∗S(ζ))
|dζ |
2pi
. (3.47)
Proof. Note first that the formula (3.47) for ϕ together with straight-
forward algebra enables one to show that
1
2
ϕ(z) + ϕ(w)∗
1− zw
=
∫
T
1
(1− zζ)(1− wζ)
(I − S(ζ)∗S(ζ))
|dζ |
2pi
. (3.48)
On the other hand, Proposition 3.5 identifies LTS as the lifted-norm
space HℓI−T ∗STS . For f = (I − T
∗
STS)g ∈ LTS and u ∈ U and w ∈ D,
〈f(w), u〉U = 〈(I − TS)
∗TS)g, kSz(·, w)u〉H2(U)
= 〈f, (I − T ∗STS)kSz(·, w)u〉H2(U).
As the set of all f of the form f = (I − T ∗STS)g is dense in H
ℓ
I−T ∗STS
,
it follows that the kernel function for LTS is equal to KL(S)(·, w)u :=
(I − T ∗STS)kSz(·, w)u. This object can be computed as follows: for
u, u′ ∈ U ,
〈KL(S)(z, w)u, u
′〉U = 〈(I − T
∗
STS)kSz(·, w)u, kSz(·, z)u
′〉H2(U)
=
∫
T
1
1− ζw
·
1
1− ζz
· 〈(I − S(ζ)∗S(ζ))u, u′〉U
|dζ |
2pi
.
Comparison of this expression with (3.48) and using that |ζ | = 1 for
ζ ∈ T leads to the conclusion that indeed KL(S) is given by (3.46) as
claimed. 
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4. The de Branges-Rovnyak space D(S)
This section gives a brief discussion of the de Branges-Rovnyak space
D(S). The first point of discussion is the RKHS point of view; there
follows an elaboration of the additional insights coming from viewing
D(S) (or rather a certain minor modification) as a pullback space.
4.1. D(S) as a reproducing kernel Hilbert space. Given a Schur-
class function S ∈ D(S), one can define a kernel K̂S as in (2.10).
Unlike the case for KS (see the discussion around (3.41)), it is not
immediately obvious why K̂S is a positive kernel. One way to see this
is as follows. By the earlier discussion around (3.41), one can use the
connection with Toeplitz operators acting on H2 spaces to see that KS
is a positive kernel. It is known that a Schur-class function S has a
unitary realization
S(z) = D + zC(I − zA)−1B with U =
[
A B
C D
]
unitary;
one can cite the result of Sz.-Nagy-Foias [SNF1970, Theorem VI.3.1]
or adapt the lurking isometry argument to get a unitary realization
[B2000, Theorem 2.1]. Once this is done, it is a direct calculation using
the relations associated with U being unitary to get the Kolmogorov
decomposition for K̂(z, w)
K̂S(z, w) =
[
C(I − zA)−1
B∗(I − zA∗)−1
] [
(I − wA∗)−1C∗ (I − wA)−1B
]
. (4.1)
Proof of parts (2) & (3), (4) in Theorem 2.2 based on part (1): Once
it is known that K̂S is a positive kernel (in this case due to the Kol-
mogorov decomposition (4.1)), then it is also known that K̂S generates
a RKHS D(S) = H(K̂S) and hence has its canonical Kolmogorov de-
composition
K̂S(z, w) :=
[
I−S(z)S(w)∗
1−zw
S(z)−S(w)
z−w
S˜(z)−S˜(w)
z−w
I−S˜(z)S˜(w)
1−zw
]
=
[
e1(z)
e2(z)
] [
e1(w)
∗ e2(w)
∗
]
(4.2)
where
e1(z) :
[
f
g
]
7→ f(z), e2(z) :
[
f
g
]
7→ g(z)
are the point-evaluation maps in the first and second components re-
spectively. A rearrangement of the matricial identity (4.2) leads to the
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system of equations
zwe1(z)e1(w)
∗ + IY = e1(z)e1(w)
∗ + S(z)S(w)∗,
we2(z)e1(w)
∗ + S˜(z) = ze2(z)e1(w)
∗ + S(w)∗,
ze1(z)e2(w)
∗ + S(w) = we1(z)e2(w)
∗ + S(z),
e2(z)e2(w)
∗ + S(z)∗S(w) = zwe2(z)e2(w)
∗ + IU
which is equivalent to the collection of inner-product identities
〈we1(w)
∗y, ze1(z)
∗y′〉H(K̂S) + 〈y, y
′〉Y
= 〈e1(w)
∗y, e1(z)
∗y′〉H(K̂S) + 〈S(w)
∗y, S(z)∗y′〉U ,
〈we1(w)
∗y, e2(z)
∗u′〉H(K̂S) + 〈S˜(z)y, u
′〉U
= 〈e1(w)
∗y, ze2(z)
∗u′〉H(K̂S) + 〈S(w)
∗y, u′〉U ,
〈e2(w)
∗u, ze1(z)
∗y′〉H(K̂S) + 〈S(w)u, y
′〉Y
= 〈we2(w)
∗u, e1(z)
∗y′〉H(K̂S) + 〈u, S(z)
∗y′〉U ,
〈e2(w)
∗u, e2(z)
∗u′〉H(K̂S) + 〈S(w)u, S(z)u
′〉Y
= 〈we2(w)
∗u, ze2(z)
∗u′〉H(K̂S) + 〈u, u
′〉U .
These in turn can be rearranged in aggregate form〈[
we1(w)
∗y + e2(w)
∗u
y + S(w)u
]
,
[
ze1(z)
∗y′ + e2(z)
∗u′
y′ + S(z)u′
]〉
H(K̂S)⊕Y
=
〈[
e1(w)
∗y + we2(w)
∗u
S(w)∗y + u
]
,
[
e1(w)
∗y′ + ze2(z)
∗u′
S(z)∗y′ + u′
]〉
H(K̂S)⊕U
.
Since these inner products match up, the map V defined by
V :
[
we1(w)
∗y + e2(w)
∗u
y + S(w)u
]
7→
[
e1(w)
∗y + we2(w)
∗u
S(w)∗y + u
]
(4.3)
extends by linearity and continuity to an isometry (also denoted by V )
from
D = span
{[
we1(w)
∗y + e2(w)
∗u
y + S(w)u
]
: u ∈ U , y ∈ Y , w ∈ D
}
⊂
[
H(K̂S)
Y
]
onto
R := span
{[
e1(w)
∗y + we2(w)
∗u
S(w)∗y + u
]
: u ∈ U , y ∈ Y , w ∈ D
}
⊂
[
H(K̂S)
U
]
.
By taking y = 0 and w = 0 in the expression for the generic element of
D, one can see that D ⊃
[
{0}
Y
]
. As u ∈ U and y ∈ Y are independent of
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each other, it follows that the projection down to the first component
contains all the kernel functions
K̂(·, w) [ yu ] = e1(w)
∗y + e2(w)
∗u,
and hence D in fact is all of H(K̂)⊕Y . Similarly one can see that R is
all of H(K̂)⊕U , and hence V in fact is a unitary transformation from
H(K̂S)⊕ Y onto H(K̂S)⊕ U . From (4.3) it follows that[
A∗ C∗
B∗ D∗
] [
we1(w)
∗y + e2(w)
∗u
y + S(w)u
]
=
[
e1(w)
∗y + we2(w)
∗u
S(w)∗y + u
]
. (4.4)
As V is actually unitary, it also follows that[
A B
C D
] [
e1(w)
∗y + we2(w)
∗u
S(w)∗y + u
]
=
[
we1(w)
∗y + e2(w)
∗u
y + S(w)u
]
. (4.5)
Upon setting u = 0 in (4.4), one arrives at[
A∗ C∗
B∗ D∗
] [
we1(w)
∗y
y
]
=
[
e1(w)
∗y
S(w)∗y
]
. (4.6)
The next step is to proceed as was done in the proof of (1) ⇒ (4) in
Theorem 2.1 to get
e1(w)
∗y = (I − wA∗)−1C∗y
from the first row of (4.4) and then use this in the second row to get
wB∗(I − wA∗)−1C∗y +D∗y = S(w)∗y.
Then taking adjoints and setting z = w leads to the unitary realization
for S:
S(z) = D + zC(I − zA)−1B. (4.7)
Alternatively, one may set y = 0 in (4.5) to get[
A B
C D
] [
we2(w)
∗u
u
]
=
[
e2(w)
∗u
S(w)u
]
. (4.8)
The first row can be solved for e2(w)
∗u to get
e2(w)
∗u = (I − wA)−1Bu.
From the second row it then follows that
wC(I − wA)−1Bu+Du = S(w)u.
Letting z = w ∈ D then again leads to the realization (4.7). As V
(and V ∗) is unitary, either way leads to a unitary realization (2.15)
for S. It remains to identify V ∗ = [ A BC D ] with the model colligation
ÛS =
[
ÂS B̂S
ĈS D̂S
]
given by (2.14).
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From (4.6) with w = 0 it is seen that C∗y = e1(0)
∗y. A simple
adjoint computation now gives
C :
[
f
g
]
→ f(0),
so C = ĈS. With the action of C
∗ identified, one can use the first row
of (4.6) to solve for A∗e1(w)
∗y:
A∗e1(w)
∗y =
e1(w)
∗ − e1(0)
∗
w
y.
Then a simple adjoint computation〈
A
[
f
g
]
, e1(w)
∗y
〉
H(K̂)
=
〈[
f
g
]
,
e1(w)
∗ − e1(0)
∗
w
y
〉
H(K̂)
=
〈
f(w)− f(0)
w
, y
〉
Y
reveals what the action of A is in the first component. From (4.4) with
y = 0 gives
A∗e2(w)
∗u+ C∗S(w)u = we2(w)
∗y
or
A∗e2(w)
∗u = we2(w)
∗u− e1(0)
∗S(w)u.
Thus〈
A
[
f
g
]
, e2(w)
∗u
〉
H(K̂)
=
〈[
f
g
]
, A∗e2(w)
∗u
〉
H(K̂)
=
〈[
f
g
]
, we2(w)
∗u− e1(0)
∗S(w)u
〉
H(K̂)
= 〈wg(w)− S(w)∗f(0), u〉U .
This completes the confirmation that A = R̂0.
From (4.5) with y = 0 and w = 0 one sees that
Bu = e2(0)
∗u =
[
([S(z)− S(0)]/z)u
KS˜(z, w)u
]
= B̂Su.
Finally, setting w = 0 in (4.8) gives D = S(0). This completes the
verification that V ∗ = R̂0. The verification that V = (R̂0)
∗ is given by
(2.12) is symmetric (interchange the roles of the components
[
f
g
]
in an
element of D(S)). The norm identities (2.13) are simple consequences
of V being unitary. This completes the verification of (1) ⇒ (2) & (3),
(4) in Theorem 2.2. 
The following verification of (1) ⇒ (5) in Theorem 2.2 very much
parallels the proof in Section 3.4 for the corresponding result in Theo-
rem 2.1.
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Proof of (1) ⇒ (5) in Theorem 2.2. Let A be a completely nonunitary
contraction operator on the Hilbert space X . Let U = [ A BC D ] be a
Julia operator for A (see [DR1991]), also known as a Halmos dilation
of A (see [Ha1950])); by this is meant that B,C,D are constructed so
that U is unitary with B injective and with C having dense range.
The simplest choice of B,C,D is to take U = DA∗ = RanDA∗ where
DA∗ = (I − AA
∗)
1
2 , Y = DA = RanDA where DA = (I − A
∗A)
1
2 and
set
U =
[
A DA∗
DA −A
∗
]∣∣∣∣
X⊕DA∗
:
[
X
DA∗
]
→
[
X
DA
]
.
The next step is to define a map Ξ: X →
[
H2(Y)
H2(U)
]
by
Ξ: x 7→
[
OC,Ax
OB∗,A∗x
]
=
[
C(I − zA)−1x
B∗(I − zA∗)−1x
]
.
The assumption that A is completely nonunitary guarantees that Ξ is
injective. Let D0 be the range of the map Ξ with the pullback norm:
‖Ξx‖D0 = ‖x‖X .
Just as in the proof done in Section 3.4 for (1) ⇒ (5) in Theorem
2.1, one can verify that D0 is a reproducing kernel Hilbert space with
reproducing kernel KC,A,B given by
KC,A,B(z, w) =
[
C(I − zA)−1
B∗(I − zA∗)−1
] [
I − wA∗)−1C∗ (I − wA)−1B
]
.
Set S(z) = D + zC(I − zA)−1B; then S is in the Schur class S(U ,Y)
and, as was already observed above (see (4.1)), the fact that U = [ A BC D ]
is unitary implies that KC,A,B(z, w) = K̂S(z, w). It is now a straight-
forward (if perhaps tedious) exercise to verify that R̂0Ξ = ΞA. As
Ξ: X → D0 = D(S) is unitary, it follows that A is unitarily equivalent
to the operator R̂0 on D(S). 
Remark 4.1. Those familiar with the Sz.-Nagy–Foias model theory
[SNF1970] will notice that the function S produced in the preceding
proof is just the Sz.-Nagy–Foias characteristic function for the operator
A∗.
4.2. D(S) as a pullback space. By definition, the two-component de
Branges-Rovnyak space D(S) sits inside the direct sum Hardy space
H2(Y)⊕H2(U). Nikolskii and Vasyunin (see [NV1989, NV1998]) have
introduced an adjusted version which sits insideH2(Y)⊕(L2(U)⊖H2(U))
which is a more natural object to look at in the context of Sz.-Nagy
dilation theory and Lax-Phillips scattering as will be now described.
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The adjustment is simple enough: note that the map j : f(ζ) 7→
ζf(ζ) is an involution on L2(T,U) which transformsH2(U) toH2(U)⊥ :=
L2(U) ⊖ H2(U) and vice versa. Use the notation D˜(S) for the flip of
the space D(S) defined by
D˜(S) =
{[
f
g
]
:
[
f
j(g)
]
∈ D(S)
}
.
Then it is shown in [NV1989] that D˜(S) can be identified with the
pullback space
D˜(S) = Ran
[
IH2(Y) LS
L∗S IH2(U)⊥
]∣∣∣∣
H2(Y)⊕H2(U)⊥
with the pullback norm∥∥∥∥[ I SS∗ I
] [
f
g
]∥∥∥∥
D˜(S)
=
∥∥∥∥Q [fg
]∥∥∥∥
H2(Y)⊕H2(U)⊥
, where Q = P(
Ker
[
I LS
L∗S I
])⊥,
or, in the notation of Section 3.2,
D˜(S) = Hp[
I LS
L∗S I
]∣∣∣∣
H2(Y)⊕H2(U)⊥
. (4.9)
The utility of this formulation is that one can see better the unitary
dilation space and the unitary dilation of the model operator R̂0 as
well as the associated Lax-Phillips scattering. Recall that, for T a
contraction operator on H, by a theorem of Sz.-Nagy (see [SNF1970,
D1974]), T has a unitary dilation U , i.e., there is a unitary operator U
on a Hilbert space K ⊃ H such that
T n = PHU
n|H for n = 0, 1, 2, . . . .
By Sarason’s lemma [S1965], the space K has a decomposition
K = G∗ ⊕H ⊕ G where U
∗G∗ ⊂ G∗, UG ⊂ G. (4.10)
When the unitary dilation U is minimal, i.e., whenK = span{UnH : n ∈
Z}, then necessarily U∗|G∗ and U |G are pure isometries, and hence
G∗ =
⊕
n≥0
U∗n(G∗ ⊖ U
∗G∗), G =
⊕
n≥0
Un(G ⊖ UG).
When the completely nonunitary contraction operator T is modeled as
the model operator(˜̂
R0
)∗
:
[
f(ζ)
g(ζ)
]
7→
[
ζf(ζ)− S(ζ)[g]−1
ζg(ζ)− [g]−1
]
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on D˜(S) (where now the functions in the model space are written as
functions of the variable ζ on the circle T), then it can be shown that
the unitary dilation for T =
(˜̂
R0
)∗
can be modeled as the operator
Mζ :
[
f(ζ)
g(ζ)
]
7→
[
ζf(ζ)
ζg(ζ)
]
on the pullback space
K˜(S) := Hp[
I LS
L∗S I
] (4.11)
where the operator
[
I LS
L∗S I
]
is now viewed as acting of L2(Y)⊕L2(U).
The decomposition (4.10) is valid with K = K˜(S) as in (4.11), H =
D˜(S) as in (4.9), and with the incoming space G∗ = G˜∗(S) and the
outgoing space G = G˜(S) given respectively by
G˜∗(S) = H
p[
I
L∗S
]∣∣∣H2(Y)⊥ and G˜(S) = H
p[
LS
I
]∣∣∣H2(Y). (4.12)
In the Nikolskii-Vasyunin terminology, there is a coordinate-free for-
mulation of the model for a completely nonunitary contraction and
the associated unitary dilation, and this de Branges-Rovnyak formu-
lation is but one of three possible transcriptions, the others being the
Sz.-Nagy-Foias and the Pavlov transcriptions. A thorough extension
of all these ideas to multievolution scattering systems and Schur-class
functions on the polydisk (rather than on the unit disk), where the re-
alization theory has man more subtleties and complications, is carried
out in [BSV2005].
4.3. Two-component overlapping spaces: factorization and in-
variant subspaces. The following enhanced generalization of Propo-
sition 3.18 is relevant to these issues.
Theorem 4.2. (See [dB1970, B1978, BC1991]). Let S1 ∈ S)(U0,U)
and S2 ∈ S(U ,Y) be two Schur-class functions for which the product
S = S2 · S1 ∈ S(U0,Y) is defined. Then the map
Z :
[
f2
g2
]
⊕
[
f1
g1
]
7→
[
f2(z) + S2(z)f1(z)
S˜1(z)g2(z) + g1(z)
]
is a coisometry from D(S2)
⊕
D(S1) onto D(S2S1). If one defines the
two-component overlapping space E(S2 · S1) by
E(S2 · S1) =
{[
f
g
]
∈ H2(U) :
[
S2f
−g
]
∈ D(S2) and
[
−f
S˜1g
]
∈ D(S1)
}
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with norm ∥∥∥∥[fg
]∥∥∥∥2 = ∥∥∥∥[S2f−g
]∥∥∥∥2 + ∥∥∥∥[−fS˜1g
]∥∥∥∥2 ,
then the map
χ :
[
f
g
]
7→
[
S2f
−g
]
⊕
[
−f
S˜1g
]
is a unitary embedding of E(S2 ·S1) into KerZ. Furthermore, E(S2 ·S1)
is RKHS with reproducing kernel KS2·S1 given by
KS2·S1(z, w) =
[
1
2
(1− zw)−1(ϕ(z) + ϕ(w)∗) 1
2
(z − w)−1(ϕ(z)− ϕ(w))
1
2
(z − w)−1(ϕ˜(z)− ϕ˜(w) 1
2
(1− zw)−1(ϕ˜(z) + ϕ˜(w)∗)
]
where in this case ϕ is given by
ϕ(z) =
∫
T
ζ + z
ζ − z
Ω(ζ)
|dζ |
2pi
and Ω(ζ) is a certain positive semidefinite operator on T determined
by the two pointwise defect operators Ω2(ζ) := I − S2(ζ)
∗S2(ζ) and
Ω1(ζ) := I − S1(ζ)S1(ζ)
∗; when Ω2(ζ) and Ω1(ζ) are both invertible,
then Ω(ζ) is determined from the identity
Ω(ζ)−1 = Ω2(ζ)
−1 + Ω1(ζ)
−1 − I. (4.13)
Remark 4.3. It turns out that Theorem 4.2 is connected with factor-
ization and invariant subspaces. A sketch of the explanation with get-
ting into precise details is as follows. As explained in Brodskii [Br1978]
and Ball-Cohen [BC1991], invariant subspaces for the state operator R̂∗0
on D(S) are determined by nontrivial regular factorizations S = S2 ·S1
of the characteristic function S. The factorization S = S2 · S1 being
regular corresponds to the overlapping space E(S2 · S1) being trivial,
or to Z being unitary from D(S2) ⊕ D(S1) to D(S) (see [B1978] and
[BC1991, Section 7]), or to Z being unitary from D(S2) ⊕ D(S1) to
D(S). Tracing through the form of the operator R̂∗0 on D(S) in the
alternative decomposition D(S2) ⊕ D(S1) obtained by applying Z
∗ to
D(S), one can see that 0 ⊕ D(S1) is an invariant subspace of R̂
∗
0; by
the general theory of cascade decompositions of unitary colligations
(see [Br1978] and [BC1991]), every invariant subspace for R̂∗0 arises in
this way. The problem of finding nontrivial invariant subspaces for a
completely nonunitary contraction operator is therefore transferred to
the problem of finding nontrivial regular factorizations for character-
istic operator functions; as these Schur-class functions in general act
between infinite-dimensional coefficient Hilbert spaces, this problem in
turn is tractable only with additional assumptions. it is a curious fact,
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nonetheless, that even when the factorization is not regular, one still
gets an invariant subspace, but for R̂∗0⊕U on D(S)⊕E(S2 ·S1) rather
than for R̂∗0 itself; here U is the unitary operator on E(S2 ·S1) given by
U :
[
f(z)
g(z)
]
7→
[
zf(z) − g(0)
[g(z)− g(0)]/z
]
.
This result was also obtained independently in the setting of the Sz.-
Nagy-Foias model (see [SNF1970, Notes to Chapter VII]). While this
phenomenon appears to be disappointing from the point of view of
searching for invariant subspaces, it is exactly the tool used in [B1978]
to obtain the spectral invariants for the unitary part of a whole class of
contractive integral operators defined on a vector-valued L2-space on
the unit circle (see also [K1976] for a real-line version).
Finally, it turns out that the operator Ω(ζ) appearing in Theorem
4.2 satisfies
RanΩ(ζ)1/2 = RanΩ2(ζ)
1/2 ∩ RanΩ1(ζ)
1/2. (4.14)
Thus the operator Ω(ζ) is related to but not quite the same as the
parallel sum of Ω1(ζ) and Ω2(ζ) studied by Fillmore and Williams
[FW1971] with motivation from circuit theory; the parallel sum studied
in [FW1971] also satisfies the range-intersection property (4.14) but is
determined in simple cases by the parallel-sum identity
Ω(ζ)−1 = Ω2(ζ)
−1 + Ω1(ζ)
−1 (4.15)
rather than by the Brangesian parallel-sum identity (4.13). Neverthe-
less, a consequence of the range intersection property (4.14) is that the
overlapping space E(S2 ·S1) is trivial, i.e., the factorization S = S2 ·S1
is regular, if and only if
RanΩ2(ζ)
1/2 ∩ RanΩ1(ζ)
1/2 = {0} for a.e. ζ ∈ T
(see [B1978]). An independent direct proof for this factorization-regularity
criterion was given in the setting of the Sz.-Nagy-Foias model theory
in [SNF1974].
5. Generalizations and extensions
5.1. Canonical de Branges-Rovnyak functional-model spaces:
multivariable settings. Realization of a Schur-class function as the
transfer function of a canonical functional-model colligation having ad-
ditional metric properties (e.g., coisometric, isometric, or unitary), i.e.,
item (4) in Theorems 2.1 an 2.2, has been extended to settings where
the unit disk playing the role of the underlying domain is replaced
by a more general domain D in Cd; see [BB2012c] for the case of the
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unit ball Bd in Cd, [BB2012b] for the case of the unit polydisk Dd,
[BB2012a] for the case of a general domain with matrix polynomial
defining function, and [BB2010] for an overview of all three settings.
In these multivariable settings, the backward shift operator R0 is re-
placed by a solution of the Gleason problem; an early manifestation
of this idea is in [ADR2003]. For the case where the origin is in the
domain D ⊂ Cd, the Gleason problem (centered at 0) can be formu-
lated as: given f in our space of functions F on D, find f1, . . . , fd
also in F so that f(z) = f(0) +
∑d
k=1 zkfk(z). As the solution of
such a Gleason problem is often not unique, one speaks about many de
Branges-Rovnyak spaces H(S) or D(S) associated with a given func-
tion f in the generalized Schur-class over the domain D; as long as
certain minimal structural components are maintained, all these are
called canonical functional models going with the same S. One then
gets good uniqueness results in the following sense: any other transfer-
function realization satisfying certain observability/controllability and
weak metric properties is unitarily equivalent to some functional-model
transfer-function realization.
There has also been work on extending the functional-model as-
pect (item (5) in Theorems 2.1 and 2.2), at least in the ball setting,
where a commutative row contraction , i.e., a commutative d-tuple
of operators T1, . . . , Td on a Hilbert space H for which the block row[
T1 · · · Td
]
: Hd →H is contractive, replaces a single contraction op-
erator T (see [BES2005, BB2012c]). There has also been extensive work
on noncommutative versions (models for a not necessarily commutative
operator d-tuple with block-row matrix
[
T1 · · · Td
]
contractive—see
[Bu1984, F1982, P1989a, P1989b, P1995, BV2005, BBF2007b]) which
then leads into noncommutative function theory. For lack of space,
these matters are not dealt with in any detail here.
5.2. Extensions to Kre˘ın space settings. Much of the theory of
de Branges-Rovnyak spaces given in Sections 3 and 4 actually extends
to Pontryagin and Kre˘ın-space settings, where Hilbert spaces coming
up in various places are allowed to be Kre˘ın spaces (i.e., the space
is a direct sum of a Hilbert space and an anti-Hilbert space), or at
least Pontryagin spaces (where the anti-Hilbert space is finite dimen-
sional). In particular, the paper of de Branges [dB1988] provides a
nice extension of the theory of complementary spaces developed in Sec-
tion 3 above to the Kre˘ın-space setting; the book [ADRS1997], besides
reviewing these matters, also develops the whole realization theorem
(item (4) in Theorems 2.1 and 2.2) to the Pontryagin-space setting (see
also [DR1991]). One place where these generalizations are relevant is
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in the proof of the Bieberbach conjecture. Certain relevant inequalities
involve contraction operators on a Pontryagin function space, involv-
ing substitution (or composition) contraction operators T rather than
multiplication contraction operators T = TS associated with a Schur
function S (see [dB1984, dB1985]).
The Pontryagin-space formulation of the Nikolskii-Vasyunin model
space D˜(S) in terms of Kre˘ın-Langer representations was given in
[De2001, De2003] as a necessary step to formulate a general interpola-
tion problem for generalized Schur functions.
6. Concluding remarks
The preceding sections give an overview of the basic properties of
de Branges Rovnyak spaces along with their applications to related
function theory and operator theory problems. It is worth noting that
the theory and applications are still evolving, as illustrated by the
following examples.
6.1. Still other settings. Whenever one has a substitute for the
Hardy space H2(Y) and of the Schur class S(U ,Y), possibly in its
role as the multipliers from H2(U) to H2(Y), one has a notion of de
Branges-Rovnyak space H(S). An easier first case is the case where S
is inner, so that H(S) = H2(Y)⊖ S ·H2(U) is just a Hardy-space or-
thogonal difference. Just as in the multivariable context mentioned
in Section 5.1 above, one of the issues often is to find the appro-
priate substitute or analog for the difference-quotient transformation
R0 : f(z) 7→ [f(z) − f(0)]/z. These ideas have been explored at least
in a preliminary way in the following situations:
(1) Quaternionic settings: Two distinct flavors of this topic
are slice hyperholomorphic functions [ACS2012], and Fueter-
regular functions [ASV2004].
(2) Riemann-surface settings: See [AV2002, BV2001].
(3) Subbergman spaces: See [Z1996, Z2003] and [BB2013] for the
treatment of an interpolation problem in sub-Bergman spaces.
(4) de Branges-Rovnyak spaces over a half plane: The paper
of Ball-Kurula-Staffans-Zwart [BKSZ2013] extends the canon-
ical de Branges-Rovnyak functional-model colligation to the
right half plane setting and thereby gets canonical-model energy-
preserving and co-energy-preserving system realizations for Schur-
class functions over the right half plane. Fricain and Mashreghi
[Fri2008] studied the boundary behavior of derivatives of func-
tions in a de Branges-Rovnyak space over the upper half plane.
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6.2. Special questions. Researchers have used de Branges-Rovnyak
spaces as a tool to treat various types of special questions. Examples
are:
(1) Riesz bases of reproducing kernels: Given S ∈ S(U ,Y),
{zn} ⊂ D and {yn} ⊂ Y , find a criterion for {KS(·, zn)un} to a
Riesz basis for H(S). A reference for this topic is [CFT2009].
(2) Multiplication by finite Blaschke products: On which
spaces algebraically included in H2 does multiplication by a
finite Blaschke product act as an isometry? See [ST1997].
6.3. Applications. De Branges-Rovnyak spaces appear naturally in
the context of Schur-class interpolation theory; the prominent role
played by these spaces in interpolation theory is discussed in detail
in separate survey [BB2014]. Besides the H∞-interpolation theory de
Branges-Rovnyak spaces have also appeared as a useful tool in a num-
ber of other applications.
(1) Multipliers of de Branges-Rovnyak spaces: References
include [C1994, DMcC1991, L1990, LS1991, LS1993, LS1998,
Su1995]. Interpolation with operator argument is embedded
into the scheme of [Bo2003]. All solutions are characterized in
terms of positive kernels but there is no more detailed parametriza-
tion of the solution set at this level of generality. Some at-
tempts to get realizations for contractive multipliers were done
in [AB1997].
(2) Norms of weighted composition operators: See [J2007].
(3) Relative angular derivatives: See [Sha2001, Sha2003]
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