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Abstract. Let F be a number field, and let F ⊂ K be a field extension
of degree n. Suppose that we are given 2r sufficiently general linear poly-
nomials in r variables over F . Let X be the variety over F such that the
F -points of X bijectively correspond to the representations of the product
of these polynomials by a norm from K to F . Combining the circle method
with descent we prove that the Brauer–Manin obstruction is the only ob-
struction to the Hasse principle and weak approximation on any smooth
and projective model of X.
1. Introduction
Let K/F be an extension of number fields of degree n ≥ 2. We fix a
basis ξ1, . . . , ξn of K as an F -vector space, and write N(z) for the norm form
NK/F (z1ξ1+. . .+znξn), where z = (z1, . . . , zn). Let L1(t), . . . , L2r(t), where t =
(t1, . . . , tr), be non-zero linear functions with coefficients in F , not necessarily
homogeneous. Consider the Diophantine equation
2r∏
i=1
Leii (t) = cN(z), (1.1)
where c ∈ F ∗, and e1, . . . , e2r are positive integers. It is known that already
for r = 1 and e1 = e2 = 1 weak approximation for (1.1) can fail. Thus one is
naturally led to investigate whether the Brauer–Manin obstruction controls the
Hasse principle and weak approximation on smooth and projective varieties
birationally equivalent to the affine hypersurface (1.1). For r = 1 this was
proved for F = Q in [12] and [6] (see also [5]), and recently generalised to an
arbitrary number field F in [18]. In this paper, which is independent of [18],
we combine the circle method of Hardy and Littlewood with the method of
descent of Colliot-The´le`ne and Sansuc to extend these results to r ≥ 1 and
any number field F .
For the circle method part we require the functions Li to be sufficiently
general. More precisely, we assume the following condition.
Condition I. Let L be the set of linear functions {1, L1, . . . , L2r}. For each
L ∈ L there exist subsets A ⊂ L and B ⊂ L of linearly independent functions
such that |A| = |B| = r + 1 and A ∩ B = {L}.
Our main result is the following theorem.
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Theorem 1.1. Let F be a number field. If L1, . . . , L2r satisfy Condition I,
then the Brauer–Manin obstruction is the only obstruction to the Hasse prin-
ciple and weak approximation on any smooth and proper model of the affine
hypersurface X given by (1.1). When the set of F -points of X is not empty, it
is Zariski dense in X.
The calculation of the Brauer group of a smooth and proper model of X is
a non-trivial open problem, see [6], [19], [20] for some results in this direction.
The following corollary to Theorem 1.1 is based on the simplest case when the
Brauer group is trivial, pointed out in [6, Cor. 2.7].
Corollary 1.2. In the assumptions of Theorem 1.1 assume further that either
(i) (e1, . . . , e2r) = 1 and K does not contain a cyclic extension of F of degree
d such that 1 < d < n, or
(ii) n is prime and K is not a Galois extension of F .
Let Xsm be the smooth locus of X. Then the image of the natural map
Xsm(F )→
∏
ν
Xsm(Fν),
where Fν ranges over all completions of F , is dense in the product of local
topologies.
Our descent argument is summarised in Theorem 2.1 which closely follows
[6]. We construct a smooth partial compactification X ′ of Xsm such that X ′ has
no non-constant invertible regular functions and the geometric Picard group of
X ′ is torsion-free. We define a convenient class of X ′-torsors, called ‘vertical’
torsors. Such X ′-torsors always exist and are birationally equivalent to the
product of the variety Y given by
2r∑
j=1
aijN(zj) + ai,2r+1 = 0, 1 ≤ i ≤ r, (1.2)
where aij ∈ F and zj = (zn(j−1)+1, . . . , znj), and the affine variety N(z) = a,
for some a ∈ F ∗.
We always write s = 2r + 1 and m = [F : Q]. It is easy to show (see the
proof of Theorem 1.1 in Section 2) that Condition I implies that the coefficient
(r × s)-matrix A = (aij) satisfies the following rank condition.
Condition II. If we remove any column of A, the remaining columns can be
partitioned into two (r × r)-matrices of full rank.
Using descent we deduce Theorem 1.1 from Theorem 1.3 below and the
well known theorem of Sansuc that the Brauer–Manin obstruction is the only
obstruction to the Hasse principle and weak approximation on smooth com-
pactifications of principal homogeneous spaces of tori.
Theorem 1.3. Let Y be the affine variety given by (1.2) where the matrix A
satisfies Condition II. Then the image of the natural map
Ysm(F )→
∏
ν
Ysm(Fν),
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where Fν ranges over all completions of F , is dense in the product of local
topologies.
This theorem establishes the Hasse principle and weak approximation for
Ysm. To prove it we homogenise the system of equations (1.2) using an extra
norm form, and then apply the Hardy–Littlewood circle method over F . Write
OF for the ring of integers of F . Let B = (bij) be an (r×s)-matrix with entries
in OF that satisfies Condition II. Write x = (x1, . . . ,xs), and set
fi(x) =
s∑
j=1
bijN(xj)
for 1 ≤ i ≤ r. We look for integer solutions of the system of equations
fi(x) = 0, 1 ≤ i ≤ r, (1.3)
in a certain box. Moreover, we want these solutions to satisfy congruence
conditions. Let n ⊂ OF be an integral ideal, and let ω1, . . . , ωm be a Z-basis
of n. This is also a basis of the real vector space V = F ⊗Q R. Fix κ > 0 and
u = (u1, . . . , uns) ∈ V ns, and define the box B = B(u, κ) ⊂ V ns as
B(u, κ) = {x ∈ V ns : |xij − uij| ≤ κ for 1 ≤ i ≤ ns and 1 ≤ j ≤ m},
where the real variables xij are defined by xi =
∑m
j=1 xijωj, and similarly for
uij. Fix also a vector d ∈ (OF )ns. We are interested in the number of solutions
N(B, P ) = |{x ∈ (PB) ∩ nns : fi(x+ d) = 0 for 1 ≤ i ≤ r}|,
where P is large. Theorem 1.3 is a corollary of the following result.
Theorem 1.4. Let {ξ1, . . . , ξn} ⊂ OK be a basis of K as an F -vector space,
and let B be a matrix that satisfies Condition II. If
rk
(
∂fi
∂xj
(x)
)
= r
for any x ∈ B, then
N(B, P ) = µ(B)Pmn(r+1) +O(Pmn(r+1)−η)
for some η > 0, where µ(B) is the product of local densities given explicitly in
equation (3.16) below. Moreover, if the system of equations fi(x+ d) = 0 has
a nonsingular solution in nnsν for all finite places ν of F , and the system of
equations fi(x) = 0 has a nonsingular solution in B, then µ(B) > 0.
Here nν = nOν , where Oν is the ring of integers of Fν . We specify the
condition on the box B to simplify the treatment of the singular integral.
Theorem 1.4 is of interest because, on the one hand, the number of variables
in (1.3) is linear in the number of the equations and their degrees. On the
other hand, the catalogue of examples in which the circle method has been
applied to number fields with conclusions independent of the degree of the
field, is extremely small (see for example [2] and [15]). Our approach relies on
the work of Birch, Davenport and Lewis [3] and of Heath-Brown and one of
the authors [12]. For our system of linear equations with variables replaced by
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norm forms we obtain an asymptotic formula without weights, in contrast to
[18].
The paper is organised as follows. In Section 2 we describe vertical torsors
for the variety over a field F whose F -points bijectively correspond to the
representations of the values of an arbitrary polynomial in several variables by
a norm from a finite extension K/F . We apply descent and deduce our main
Theorem 1.1 from Theorem 1.3, and prove Corollary 1.2. In Section 3 we set
up the circle method over number fields and prove Theorems 1.3 and 1.4.
Acknowledgements. The first author was partly supported by a DAAD
scholarship. The second author was supported by the Centre Interfacultaire
Bernoulli of the Ecole Polytechnique Fe´de´rale de Lausanne. We are grateful
to Prof. T.D. Wooley for suggesting this problem to us.
2. Descent
We begin by proving a slightly more general descent statement than the one
needed to deduce Theorem 1.1 from Theorem 1.3.
Let F be a field of characteristic zero with an algebraic closure F¯ and the
Galois group ΓF = Gal(F¯ /F ). When X is an F -variety we write X¯ = X×F F¯ .
We denote the smooth locus of X by Xsm.
Let N(z) be a norm form attached to a field extension K/F of degree n.
Define a hypersurface X ⊂ Ar+nF by the equation P (t) = N(z), where P (t) is
a non-constant polynomial in F [t] = F [t1, . . . , tr]. The closed subset Y ⊂ ArF
given by P (t) = 0 is the union of irreducible components Y = Y1 ∪ . . . ∪ Yd.
For each i = 1, . . . , d choose a geometrically irreducible component Y ′i ⊂ Y¯i,
and let Fi ⊂ F¯ be the invariant subfield of the stabiliser of Y ′i in ΓF . Let
Pi(t) ∈ Fi[t] be an absolutely irreducible polynomial in t = (t1, . . . , tr) such
that Y ′i is given by Pi(t) = 0. Let us use NFi/F as an abbreviation for the
norm NFi(t)/F (t). Then NFi/F (Pi(t)) is an irreducible polynomial in F [t] such
that Yi is given by NFi/F (Pi(t)) = 0. Thus the hypersurface X ⊂ Ar+nF can be
given by
d∏
i=1
NFi/F (Pi(t))
ei = cN(z), (2.1)
where c ∈ F ∗ and e1, . . . , ed are positive integers.
Let yi be a variable with values in K ⊗F Fi, for i = 1, . . . , d. Consider the
quasi-affine subvariety V ⊂ ArF ×
∏d
i=1RK⊗FFi/F (A1) defined by
Pi(t) = %iNK⊗FFi/Fi(yi) 6= 0, (2.2)
where %i ∈ F ∗i and i = 1, . . . , d.
Theorem 2.1. Let F be a number field. Suppose that for any %i ∈ F ∗i ,
i = 1, . . . , d, the variety V satisfies the Hasse principle and weak approxi-
mation. Then the Brauer–Manin obstruction is the only obstruction to the
Hasse principle and weak approximation on any smooth and proper model of
the affine hypersurface X.
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Proof. Let pi : X → ArF be the morphism defined by the projection to coordi-
nates t1, . . . , tr. Define U0 ⊂ ArF as the open subset given by N(z) 6= 0, and
U = pi−1(U0). We note that U¯ ∼= U¯0 ×Gn−1m,F¯ , and this implies Pic(U¯) = 0.
We can write N(z) as the product
∏n
i=1 ui(z) of linearly independent linear
forms with coefficients in F¯ . It is easy to check that the complement to the
union of closed subsets given by ui = uj = 0 for all i 6= j, is smooth. Thus
pi(Xsm) = ArF and U ⊂ Xsm.
Recall that RK/F (Gm,K) is a torus over F defined as the Weil restriction of
the multiplicative group Gm,K . The module of characters of RK/F (Gm,K) is
the induced ΓF -module Z[ΓF/ΓK ] that will be denoted by Z[K/F ]. The norm
torus T is the kernel of the surjective homomorphism RK/F (Gm,K) → Gm,F
given by the norm NK/F , so T is the affine hyperplane N(z) = 1. The module
of characters T̂ fits into the exact sequence of ΓF -modules
0→ Z→ Z[K/F ]→ T̂ → 0,
where 1 ∈ Z goes to the sum of canonical generators of Z[K/F ].
It is known (see, e.g., [7]) that T , like any other torus, has a smooth equivari-
ant compactification. This is a smooth, projective and geometrically integral
variety T c over F with an action of T that contains an open T -orbit isomorphic
to T . The contracted product U c = U ×T T c can be defined as the quotient of
U × T c by the simultaneous action of T on both factors. Thus the morphism
pi : U → U0 extends to a smooth and proper morphism U c → U0, and U is
open and dense in U c. Moreover, each geometric fibre of U c → U0 is a smooth
compactification of T . Let X ′ be the scheme over F obtained by gluing Xsm
and U c along U . The argument in [6, p. 71] shows that X ′ is separated, hence
X ′ is a variety. We denote the natural morphism X ′ → ArF also by pi. Since the
generic fibre X ′η of this morphism is projective and geometrically integral, by
restricting an invertible regular function f on X¯ ′ to X ′η we see that f ∈ F¯ (ArF ).
However, the morphism pi : X ′ → ArF is surjective, hence if the divisor of f
in ArF is non-zero, the divisor of f in X¯ ′ is non-zero too. We conclude that
F¯ [X ′]∗ = F¯ ∗, that is, X¯ ′ has no non-constant invertible regular functions.
It is clear that the geometrically irreducible components of the hypersurface
Yi ⊂ ArF form a ΓF -stable Z-basis of the free abelian group Z[Fi/F ]. We thus
have a natural isomorphism of ΓF -modules
F¯ [U0]
∗/F¯ ∗ = ⊕di=1Z[Fi/F ].
The geometrically irreducible components of X ′ \U c form a ΓF -stable Z-basis
of the free abelian group of divisors on X¯ ′ with support outside of U¯ c:
DivX¯′\U¯c(X¯
′) = Z[K/F ]⊗ (⊕di=1Z[Fi/F ]).
We call an irreducible divisor D ⊂ X¯ ′ horizontal if pi induces a dominant
map D → Ar
F¯
. The subgroup of DivX¯′\U¯(X¯ ′) generated by horizontal divisors
is DivU¯c\U¯(U¯ c), which is isomorphic to DivT¯ c\T¯ (T¯ c) as a ΓF -module, see [6,
Lemma 2.1]. We obtain a direct sum decomposition of ΓF -modules
DivX¯′\U¯(X¯
′) = DivT¯ c\T¯ (T¯
c)⊕DivX¯′\U¯c(X¯ ′).
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There is a commutative diagram of ΓF -modules with exact rows and columns
0 0 0
↓ ↓ ↓
0 → F¯ [U0]∗/F¯ ∗ → DivX¯′\U¯c(X¯ ′) → T̂ ⊗ (⊕di=1Z[Fi/F ]) → 0
↓ ↓ ↓
0 → F¯ [U ]∗/F¯ ∗ → DivX¯′\U¯(X¯ ′) → Pic(X¯ ′) → 0
↓ ↓ ↓
0 → T̂ → DivT¯ c\T¯ (T¯ c) → Pic(T¯ c) → 0
↓ ↓ ↓
0 0 0
(2.3)
constructed in the same way as the diagram in [6, Prop. 2.2]. The injective
maps in the top and middle rows are induced by the map divX¯′ sending a
function to its divisor in X¯ ′. The middle row is exact because F¯ [X ′]∗ = F¯ ∗
and Pic(U¯) = 0. The vertical maps from the middle row to the bottom row
are given by the restriction to the generic fibre of pi : X¯ ′ → Ar
F¯
. We refer
to [6, Prop. 2.2] for the identification of the modules and the maps in the
bottom row. The smooth and projective variety T¯ c is rational, hence Pic(T¯ c)
is torsion-free. From the exactness of the right hand column of (2.3) we see
that Pic(X¯ ′) is torsion-free.
We refer to [16, Section 2] for more details on torsors, in particular, for the
definition of the type of a torsor under a torus. Let λ be the injective map
of ΓF -modules from the right hand column of (2.3). We shall call a torsor
T → X ′ of type λ a vertical torsor. Let TU be the restriction of T to U ⊂ X ′.
Lemma 2.2. Vertical X ′-torsors exist. For each such torsor T there exist a
principal homogeneous space E of the torus T , and %i ∈ F ∗i , i = 1, . . . , d, such
that TU = E × V , where V is defined in (2.2).
Proof. Recall that Pic(U¯) = 0, and take the two upper rows of our diagram
(2.3) as the diagram (4.21) of [16]. An immediate application of the local
description of torsors [16, Thm. 4.3.1] shows that TU is given by (2.1) together
with (2.2). Let E be the principal homogeneous space of T with the equation
d∏
i=1
NFi/F (%i)
ei = cN(z).
Multiplying z by
∏d
i=1 NK⊗FFi/K(yi)
ei we get an isomorphism TU = E×V . 
We resume the proof of Theorem 2.1.
Recall that Br0(X) is the image of the natural map Br(F ) → Br(X), and
Br1(X) is the kernel of the natural map Br(X)→ Br(X¯).
It suffices to consider one smooth and proper model of X over F . We
can take it to be a smooth and projective variety Xc that contains X ′ as a
dense open subset. (Since F has characteristic zero, such a variety exists by
Hironaka’s theorem.)
NORMS AS PRODUCTS OF LINEAR POLYNOMIALS 7
Let A be the ring of ade`les of the number field F . Let (Mν) ∈ Xc(A)Br1(Xc)
be a collection of local points Mν ∈ Xc(Fν), one for each place ν of F , or-
thogonal to Br1(X
c). By a theorem of Grothendieck, Br1(X
c) is naturally a
subgroup of Br1(X
′). We have seen that F¯ [X ′]∗ = F¯ ∗ and Pic(X¯ ′) is torsion-
free. It is well known that this implies that Br1(X
′)/Br0(X ′) is a subgroup of
H1(F,Pic(X¯ ′)), and hence is finite. Thus we can use [9, Prop. 1.1] (a conse-
quence of Harari’s ‘formal lemma’) which says that the natural injective map
of topological spaces
X ′(A)Br1(X
′) → Xc(A)Br1(Xc) = (∏
ν
Xc(Fν)
)Br1(Xc)
has a dense image. Thus we can assume (Mν) ∈ X ′(A)Br1(X′). Furthermore,
using the finiteness of Br1(X
′)/Br0(X ′) and the fact that the value of an ele-
ment of Br1(X
′) at a point of X ′(Fν) is locally constant in the topology of Fν ,
we can assume without loss of generality that Mν ∈ U(Fν) for all ν.
The main theorem of the descent theory of Colliot-The´le`ne and Sansuc states
that every point in X ′(A)Br1(X
′) is in the image of the map T0(A) → X ′(A),
where T0 → X ′ is a universal torsor (see [8, Section 3] and [16, Thm. 6.1.2(a)]).
Thus we can find a point (Nν) ∈ T0(A) such that the image of Nν in X ′ is Mν
for all ν.
The structure group of T0 → X ′ is the Ne´ron–Severi torus T0 defined by the
property T̂0 = Pic(X¯
′). The right hand column of (2.3) gives rise to the dual
exact sequence of tori
1→ T1 → T0 → T2 → 1,
which is the definition of T1 and T2. The quotient T = T0/T1 is an X ′-torsor
with the structure group T2. The type of T → X ′ is the natural map
T̂2 = T̂ ⊗ (⊕di=1Z[Fi/F ]) −→ Pic(X¯ ′),
so T is a vertical torsor. Since T0 is a universal torsor, we have F¯ [T0]∗ = F¯ ∗
and Pic(T¯0) = 0, hence Br1(T0) = Br0(T0).
Let (Pν) ∈ T (A) be the image of (Nν). By the functoriality of the Brauer–
Manin pairing we see that (Pν) ∈ T (A)Br1(T ). By Lemma 2.2 the restriction
of T to U is isomorphic to E× V , where V is given by (2.2). Let S be a finite
set of places of F containing all the places where we need to approximate. By
assumption we can find an F -point in V close to the image of Pν in V (Fν) for
ν ∈ S.
The argument in [6, p. 85] shows that there is an F -point in E close to
the image of Pν in E(Fν) for ν ∈ S. We reproduce this argument for the
convenience of the reader. Let Ec be a smooth compactification of E. The
projection TU = E × V → E extends to a rational map f from the smooth
variety T to the projective variety Ec. By a standard result of algebraic geom-
etry there is an open subset W ⊂ T with complement T \W of codimension
at least 2 in T such that f is a morphism W → Ec. By Grothendieck’s purity
theorem the natural restriction maps Br(T ) → Br(W ) and Br(T¯ ) → Br(W¯ )
are isomorphisms. Hence Br1(T ) → Br1(W ) is also an isomorphism. Thus
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f ∗Br1(Ec) ⊂ Br1(W ) is contained in Br1(T ), and so the image of (Pν) in
Ec belongs to Ec(A)Br1(E
c). By Sansuc’s theorem, E(F ) is a dense subset of
Ec(A)Br1(E
c).
We conclude that there is a point in T (F ) which is arbitrarily close to Pν
for ν ∈ S. The image of this point in Xc(F ) approximates (Mν). This finishes
the proof of Theorem 2.1. 
Proof of Theorem 1.1. Consider the particular case of (2.1) where for each
i = 1, . . . , d we have Fi = F and Pi(t) is a linear polynomial Li(t). Then
the natural projection ArF ×
∏d
i=1 RK/F (A1K) →
∏d
i=1RK/F (A1K) defines an
isomorphism V = V0×AgF , where g is the dimension of the kernel of the linear
map F r → F d given by the homogeneous parts of L1, . . . , Ld, and V0 is defined
as follows. For some %1, . . . , %d ∈ F ∗ the variety V0 is given by the equations
in K-variables y1, . . . ,yd:
d∑
i=1
λi%iN(yi) + λd+1 = 0, N(yi) 6= 0, i = 1, . . . , d, (2.4)
for all vectors (λ1, . . . , λd+1) ∈ F d+1 satisfying
d∑
i=1
λiLi(t) + λd+1 = 0 (2.5)
identically in t = (t1, . . . , tr).
In the situation of Theorem 1.1 we have d = 2r, and the linear polynomials
L1, . . . , L2r, L2r+1 = 1 satisfy Condition I. In particular, their linear span has
dimension r + 1 and we have V = V0. Thus the vectors λ = (λ1, . . . , λ2r+1)
satisfying equation (2.5) form an r-dimensional subspace Λ ⊂ F 2r+1. Let
λ(1), . . . ,λ(r) be a basis of Λ. Set aij = λ
(i)
j ρj for 1 ≤ i ≤ r and 1 ≤ j ≤ 2r+ 1,
where we set ρ2r+1 = 1. Thus V is a dense open subset of the affine variety
given by the system of equations (1.2).
An easy linear algebra argument shows that if L1, . . . , L2r+1 satisfy Condi-
tion I, then the matrix (aij) satisfies Condition II. Indeed, take any j0 from 1
to 2r+1 and write {L1, . . . , L2r+1} as the union of subsets of linearly indepen-
dent functions A = {Lj0 , Lj1 , . . . , Ljr} and B = {Lj0 , Ljr+1 , . . . , Lj2r}. Since
the elements of B are linearly independent, there exists a unique vector in Λ
whose coordinates with subscripts j1, . . . , jr are arbitrary elements of F . It
follows that the matrix (aijl)1≤i≤r,1≤l≤r has full rank. The elements of A are
also linearly independent, so the matrix (aijr+l)1≤i≤r,1≤l≤r has full rank too.
Hence the matrix (aij) satisfies Condition II, and now the result follows from
Theorems 2.1 and 1.3. 
Proof of Corollary 1.2. The arguments in the proof of [6, Cor. 2.7] apply ver-
batim in our situation, establishing Br(X ′c) = Br0(X
′
c) in case (i). The proof
of the statement in the example [6, p. 77-78] gives the same conclusion in case
(ii). 
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3. Circle method
3.1. Preliminaries. We write Tr = TrF/Q for the trace from F to Q. Let
C = {x ∈ F : Tr(xy) ∈ Z for all y ∈ OF}
be the inverse different. We extend Tr to a linear form V = F ⊗Q R → R.
Choose a Z-basis ζ1, . . . , ζm of OF . Let ρ1, . . . , ρm be the dual basis of C defined
by the property that the matrix with entries Tr(ζiρj) is the identity matrix.
Then any x ∈ F can be written as
x =
m∑
i=1
Tr(xρi)ζi. (3.1)
We set
fik(x) = Tr(ρkfi(x)).
Let (cik)1≤i≤r,1≤k≤q be a (r× q)-matrix with entries in the R-algebra V . We
shall say that the rank of this matrix is r if it defines a surjective linear map
V q → V r. Recall that ω1, . . . , ωm is a Z-basis of the ideal n ⊂ OF . We attach
to (cik) the (rm× qm)-matrix with real entries (Tr(cikρjωl))(i,j),(k,l), where we
use the lexicographic ordering of the pairs (i, j), 1 ≤ i ≤ r, 1 ≤ j ≤ m, and
the pairs (k, l), 1 ≤ k ≤ q, 1 ≤ l ≤ m.
The following observation will be often used in this paper.
Lemma 3.1. The matrix (cik) with entries in V has rank r if and only if the
matrix (Tr(cikρjωl))(i,j),(k,l) with entries in R has rank mr.
Proof. Take any d1, . . . , dr ∈ V and write di = di1ω1 + . . . + dimωm. If there
exist µ1, . . . , µq ∈ V such that ci1µ1 + . . .+ ciqµq = di, for 1 ≤ i ≤ r, we write
µk = µk1ω1 + . . .+ µkmωm and then obtain
q∑
k=1
m∑
l=1
µklTr(cikρjωl) =
m∑
p=1
dipTr(ωpρj), (3.2)
for 1 ≤ i ≤ r and 1 ≤ j ≤ m. The (m ×m)-matrix Tr(ωpρj) is invertible by
the non-degeneracy of the bilinear form Tr(xy) : F × F → Q. Thus the rank
of (Tr(cikρjωl)) is mr. Conversely, from (3.2) using (3.1) we deduce
q∑
k=1
cik
m∑
l=1
µklωl = di.
This finishes the proof of the lemma. 
Let Z be the affine variety over F defined by the system of equations (1.3).
The Weil restriction RF/Q(Z) is the variety over Q defined by the system of
equations fij(x) = 0 for 1 ≤ i ≤ r and 1 ≤ j ≤ m. For any Q-algebra S there
is a natural bijection of points RF/Q(Z)(S) = Z(S⊗QF ). A useful consequence
of Lemma 3.1 is the observation that a V -point of Z is singular if and only if
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the corresponding R-point on the variety RF/Q(Z) is singular. Indeed, by the
chain rule we have
∂fij
∂xkl
(x) = Tr
(
ρj
∂
∂xkl
fi(x)
)
= Tr
(
ρjωl
∂fi
∂xk
(x)
)
, (3.3)
and the statement follows from Lemma 3.1 with q = ns and cik = ∂fi/∂xk.
3.2. Exponential sums. For 1 ≤ j ≤ s we define Bj to be the set
Bj = {xj ∈ V n : |uik − xik| ≤ κ for n(j − 1) + 1 ≤ i ≤ nj and 1 ≤ k ≤ m}.
Then we have
B = B1 × . . .× Bs.
Now we introduce the exponential sums
Sj(β) =
∑
xj∈(PBj)∩nn
e(Tr(βN(xj + dj))), 1 ≤ j ≤ s,
where we write β = β1ρ1 + . . . + βmρm, and identify β with the vector
(β1, . . . , βm) ∈ Rm. Consider the linear forms
λj =
r∑
i=1
bijαi, 1 ≤ j ≤ s.
For λj and αi we use the same conventions as for β. By orthogonality we have
N(B, P ) =
∫
[0,1]mr
S1(λ1) . . . Ss(λs) dα, (3.4)
where we write α = (α1, . . . ,αr) and dα = dα11 . . . dαrm.
Next we turn towards a form of Weyl’s inequality for the exponential sums
Sj(β), which we deduce from Birch’s work [1].
Lemma 3.2. Let ∆ and θ be positive integers satisfying 2n−1∆ < θ. Let j be
an integer such that 1 ≤ j ≤ s. Then
(i) either we have |Sj(β)|  Pmn−∆, or
(ii) there is an integer q such that 1 ≤ q ≤ Pm(n−1)θ, and integers a1, . . . , am
such that gcd(a1, . . . , am, q) = 1 and
2|qβi − ai| ≤ P−n+m(n−1)θ, 1 ≤ i ≤ m.
Proof. Since j is fixed, we drop it from notation. Recall that z = (z1, . . . , zn),
where zk ∈ V , so we can write zk = zk1ω1 + . . .+ zkmωm. Let Y ⊂ Cmn be the
Zariski closed subset given by
rk
(
∂Tr(ρiN(z))
∂zkl
)
i,(k,l)
< m, (3.5)
where 1 ≤ i ≤ m, and the pairs (k, l), where 1 ≤ k ≤ n and 1 ≤ l ≤ m, are
ordered lexicographically as in the previous section. By Lemma 3.1 and (3.3)
this is equivalent to
∂N(z)
∂zk
= 0, 1 ≤ k ≤ n.
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However, by Euler’s formula for homogeneous polynomials we have
nN(z) =
n∑
k=1
zk
∂N(z)
∂zk
.
Since N(z) is not identically zero, we see that dim(Y ) ≤ mn− 1.
We have
S1(β) =
∑
z∈(PB1)∩nn
e
(
m∑
i=1
βiTr(ρiN(z+ d))
)
.
Applying [1, Lemmas 3.2 and 3.3] to the system of equations Tr(ρiN(z+d)) = 0
in mn variables zkl we obtain that either one of the alternatives of our lemma
holds, or we have
(n− 2)mn+ dim(Y ) ≥ (n− 1)mn− 2n−1∆/θ − ε,
for some ε > 0. This is impossible since 2n−1∆ < θ. 
In the following we always choose ∆ > 0 small enough so that the condition
of Lemma 3.2 is satisfied.
3.3. The circle method. We start this section with choosing appropriate
major and minor arcs. For a positive real number θ, integers q and a11, . . . , arm
define the major arc Ma,q(θ) to be the set of α ∈ [0, 1]mr such that
|qαij − aij| ≤ qP−n+mr(n−1)θ, 1 ≤ i ≤ r, 1 ≤ j ≤ m.
Then M(θ) is the union of the major arcs
M(θ) =
⋃
1≤q≤Pmr(n−1)θ
⋃
a
Ma,q(θ),
where the second union is over all vectors a satisfying gcd(a11, . . . , arm, q) = 1
and 0 ≤ aij < q. We choose θ sufficiently small such that all the major arcs in
the union of M(θ) are disjoint, which is possible by [1, Lemma 4.1]. As usual,
we define the minor arcs m(θ) as the complement m(θ) = [0, 1]mr \M(θ) to
the major arcs.
Let us now treat the contribution of the minor arcs to the integral (3.4).
For this we need the following lemma, which appeared in a similar way in the
work of Birch, Davenport and Lewis [3].
Lemma 3.3. For any ε > 0 we have∫
[0,1]m
|Sj(β)|2 dβ  Pmn+ε, 1 ≤ j ≤ s.
Proof. By orthogonality we see that this integral is equal to the number of
solutions z1, z2 ∈ (PBj) ∩ nn of the equation
N(z1 + d) = N(z2 + d).
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Write NK/Q for the norm from K to Q. For z ∈ K we denote by z(l), where
1 ≤ l ≤ mn, the conjugates of z. By the transitivity of norm, the number
above is bounded by the number of solutions z1, z2 ∈ OK of
NK/Q(z1) = NK/Q(z2), max
1≤l≤mn
|z(l)1 | ≤ C1P, max
1≤l≤mn
|z(l)2 | ≤ C1P,
for some constant C1. For an integer u let r(u) be the number of z ∈ OK such
that
NK/Q(z) = u, max
1≤l≤mn
|z(l)| ≤ C1P. (3.6)
Now the integral in the lemma is bounded by∑
|u|≤C2Pmn
r(u)2,
for some large enough C2. To prove the lemma it is enough to show that for
u in this sum we have r(u)  P ε. One can find this result in Lemma 4.3 in
[13]. For convenience, we repeat a proof here. Group together the solutions
z of (3.6) that generate the same principal ideal (z). Let us denote the norm
of an integral ideal a by Nm(a). By the unique factorisation of prime ideals
the number of integral ideals a of norm Nm(a) = u > 0 is bounded by some
constant times uε. Now we fix a solution z of (3.6), if it exists, and consider
the number A(u, z) of solutions z˜ of (3.6) such that z and z˜ differ by a unit.
Let ι1, . . . , ιT be fundamental units of K. For some integers v1, . . . , vT we have
z˜ = ζιv11 . . . ι
vT
T z, (3.7)
where ζ is a root of unity. Furthermore, we have
mn∑
l=1
log |z˜(l)| = log |u|  logP,
and log |z˜(l)| ≤ log(C1P ) for all l. Therefore, there is a constant C3 such that
for large values of P we have the bound∣∣ log |z˜(l)|∣∣ ≤ C3 logP, 1 ≤ l ≤ mn.
The same estimate is true for | log |z(l)||. Using (3.7) we see that∣∣∣∣∣
T∑
i=1
vi log |ι(l)i |
∣∣∣∣∣ logP, 1 ≤ l ≤ mn.
By Dirichlet’s unit theorem the rank of the matrix (ι
(l)
i ), where 1 ≤ i ≤ T and
1 ≤ l ≤ mn, is T , and hence A(u, z) (logP )T . This implies r(u) P ε. 
Lemma 3.4. There exists η > 0 such that we have∫
m(θ)
|S1(λ1) . . . Ss(λs)| dα = O(Pmn(r+1)−η).
NORMS AS PRODUCTS OF LINEAR POLYNOMIALS 13
Proof. In the first part of the proof we show that if α is of minor arc type,
then so is one of the λi for some possibly different parameter θ
′. For this let
mj(θ) be the set of α ∈ m(θ) such that |Sj(λj)|  Pmn−∆. Assume that
α /∈ ∪sj=1mj(θ) and choose θ′ < θ such that we still have 2n−1∆ < θ′. Then we
apply Lemma 3.2 and find integers 1 ≤ qj ≤ Pm(n−1)θ′ and ajl for 1 ≤ j ≤ s
and 1 ≤ l ≤ m with the property that
2|qjλjl − ajl| ≤ P−n+m(n−1)θ′ ,
for all j and l. For simplicity of notation we assume next that the matrix
(bij)1≤i,j≤r has full rank, which is possible after renaming indices since the
matrix B has full rank by assumption. Thus, there are cij ∈ k such that
αi =
r∑
j=1
cijλj,
for 1 ≤ i ≤ r. Next we define λ˜j = q−1j (aj1ρ1 + . . .+ ajmρm), and
a˜ik = Tr
(
ζk
r∑
j=1
cijλ˜j
)
, 1 ≤ i ≤ r, 1 ≤ k ≤ m.
By construction there is an integer q  Pmr(n−1)θ′ such that qa˜ik ∈ Z for all i
and k. We can estimate
|αik − a˜ik| = |Tr
(
ζk
∑
cij(λj − λ˜j)
)|  max
j,l
(|q−1j ajl − λjl|) P−n+m(n−1)θ′ .
It follows that α ∈M(θ), and hence m(θ) = ∪jmj(θ).
We estimate the contribution from the sets mj(θ) to the integral in the lemma
separately. For simplicity of notation we assume that |Ss(λs)|  Pmn−∆
and that both the first r columns and the next r columns of the matrix B
form submatrices of full rank, which we can do without loss of generality by
Condition II. Using the Cauchy–Schwarz inequality we estimate∫
ms(θ)
|S1(λ1) . . . Ss(λs)| dα Pmn−∆
∫
ms(θ)
|S1(λ1) . . . S2r(λ2r)| dα
 Pmn−∆I1/21 I1/22 ,
where
I1 =
∫
[0,1]mr
|S1(λ1) . . . Sr(λr)|2 dα,
and I2 of analogous form. We now perform a change of variables in the integral
I1. For this note that
λjl = Tr
(
ζl
r∑
i=1
bijαi
)
=
r∑
i=1
m∑
k=1
αikTr(bijρkζl).
Order the pairs (i, k) and (j, l) lexicographically, and let M be the (mr×mr)-
matrix with entries Tr(bijρkζl). Then M has full rank and Tr(bijρkζl) ∈ Z
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for all i, j, k and l. Write dλ for the Lebesgue measure dλ11 . . . dλrm. By
1-periodicity of our exponential sums we have
I1 =
1
detM
∫
M [0,1]mr
|S1(λ1) . . . Sr(λr)|2 dλ
∫
[0,1]mr
|S1(λ1) . . . Sr(λr)|2 dλ.
The integral I2 can be treated in the very same way as I1. Our lemma now
follows from Lemma 3.3. 
We analyse the major arcs following Birch’s approach in [1]. Let us write
S(α) = S1(λ1) . . . Ss(λs) =
∑
x∈(PB)∩nns
e(α11f11(x+ d) + . . .+ αrmfrm(x+ d)),
where the exponential sums Si(λi) were defined in the beginning of Section
3.2. We define the exponential sums
Sa,q =
∑
x∈(Z/q)mns
e
(
r∑
i=1
m∑
j=1
aijfij(x+ d)/q
)
.
For γ ∈ Rmr we define
I(γ) =
∫
t∈B
e
(
r∑
i=1
m∑
j=1
γijfij(t)
)
dt, J(P ) =
∫
|γ|≤P
I(γ) dγ.
In this last integral we use the notation |γ| = maxij |γij|. For the vector t we
use the same conventions as were adopted in the introduction for the vector x.
Lemma 3.5. For a small enough θ > 0 there exists η > 0 such that we have∫
M(θ)
S(α) dα = S(P )J(Pmr(n−1)θ)Pmn(r+1) +O(Pmn(r+1)−η),
where
S(P ) =
∑
q≤Pmr(n−1)θ
q−mns
∑
a
Sa,q,
and a ranges over all vectors with 0 ≤ aij < q and gcd(a11, . . . , arm, q) = 1.
Proof. This is a combination of Lemmas 5.1 and 5.5 of [1] together with the
argument of [14, Section 9] which ensures that the error introduced by replacing
fij(x+ d) by fij(x) is small enough. 
3.4. Singular Integral. By assumption the system of equations fi(t) = 0 has
no singularities in the box B. By Lemma 3.1 and the remark following it, the
corresponding system fij = 0 is also non-singular on B. Splitting the box into
smaller ones if necessary we may assume that the same (mr ×mr)-minor of
the Jacobian matrix of the fij has full rank on the whole box. For simplicity
of notation we assume furthermore that it is the minor C given by
∂fij
∂tnk,l
for
1 ≤ i, k ≤ r and 1 ≤ j, l ≤ m. Here again we order the pairs (i, j) and (k, l)
lexicographically. After splitting the box B into even smaller boxes, so that on
each of them the inverse function theorem becomes applicable, we can perform
a coordinate transformation in the integral I(γ) introduced in the last section,
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as follows. Set uij = fij(t) for 1 ≤ i ≤ r and 1 ≤ j ≤ m, and write u for
the vector (u11, . . . , urm). After renaming the indices of the vector t we can
write t = (t′, t′′) with t′ ∈ Rm(ns−r) and t′′ ∈ Rmr, so that t′′ consists of all
the coordinates of t of the form tnk,l for 1 ≤ k ≤ r and 1 ≤ l ≤ m. Let
V (u) be the set of all t′ ∈ Rm(ns−r) such that there is some t′′ ∈ Rmr with
the corresponding t = (t′, t′′) ∈ B and uij = fij(t′′, t′) for all 1 ≤ i ≤ r and
1 ≤ j ≤ m. Define
ψ(u) =
∫
t′∈V (u)
|detC(t)|−1 dt′,
where t is implicitly given by u and t′. Then we obtain
I(γ) =
∫
Rrm
ψ(u)e(γ · u) du,
where we write γ · u for the scalar product ∑ri=1∑mj=1 γijuij.
Our next goal is to show, using the Fourier inversion theorem, that J(P )
absolutely converges to ψ(0) when P →∞. First we need a lemma.
Lemma 3.6. Let A be a rectangular box in RD. For 1 ≤ i ≤ m let Fi(z) ∈ R[z]
be polynomials with real coefficients in z = (z1, . . . , zD). Let l be an integer
such that 0 ≤ l ≤ D −m. Assume that all (m×m)-minors of the matrix(
∂Fi
∂zj
)
1≤i≤m, 1≤j≤m+l
have full rank on some open subset U ⊃ A. Let G : U → R be a smooth
function. Then for any β1, . . . , βm ∈ R one has∣∣∣∣∫AG(z)e(β1F1(z) + . . .+ βmFm(z)) dz1 . . . dzD
∣∣∣∣ (maxi |βi|)−l−1,
where the implied constant depends only on A and the functions Fi and G.
Proof. Write βF(z) = β1F1(z) + . . . + βmFm(z). Consider the differential D-
form on U :
ω = G(z)e(βF(z)) dz1 ∧ . . . ∧ dzD.
For any smooth functions φi(z) on U we define the (D − 1)-form
µ =
m∑
i=1
G(z)φi(z)e(βF(z)) dz1 ∧ . . . ∧ d̂zi ∧ . . . ∧ dzD,
where d̂zi means that dzi is omitted. Then dµ = ω1 + ω2, where
ω1 =
m∑
i=1
(−1)i+1 ∂
∂zi
(G(z)φi(z))e(βF(z)) dz1 ∧ . . . ∧ dzD,
and
ω2 =
m∑
i=1
(−1)i+1G(z)φi(z) ∂
∂zi
e(βF(z)) dz1 ∧ . . . ∧ dzD.
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Without loss of generality we assume |β1| = maxi |βi|. We claim that the
functions φi(z) can be chosen so that ω2 = β1ω for all β1, . . . , βm. For this we
have to solve
2pi
√−1
m∑
i=1
(−1)i+1φi(z)
(
β1
∂F1
∂zi
(z) + . . .+ βm
∂Fm
∂zi
(z)
)
= β1,
where z ∈ U . The (m×m)-matrix
J =
(
∂Fi
∂zj
)
1≤i,j≤m
is invertible by assumption, hence we can choose the functions φi(z) to be the
functions defined by the following equality of row vectors:
2pi
√−1((−1)i+1φi(z)) = (1, 0, . . . , 0)J−1.
Now we have dµ = ω1 + β1ω on U , and the Stokes theorem gives∫
A
ω =
1
β1
(∫
∂A
µ−
∫
A
ω1
)
, (3.8)
where ∂A is the boundary of A. The integrals in the right hand side of (3.8)
have the same form as the integral we started with. Thus, we can iterate
the above procedure l times for each occuring term. In the end we estimate
each integral by its L1-bound using the trivial estimate |e(βF(z))| ≤ 1. This
produces the desired inequality. 
Now we can prove that the integral J(P ) is absolutely convergent. Define
γi = γi1ρ1 + . . .+ γimρm. From the definition of I(γ) we have
I(γ) =
∫
t∈B
e
(
r∑
i=1
Tr
(
γifi(t)
))
dt.
This can be rewritten as∫
t∈B
e
(
r∑
i=1
Tr
(
γi
s∑
j=1
bijN(tj)
))
dt =
s∏
j=1
νj(γ),
where
νj(γ) =
∫
tj∈Bj
e
(
Tr
( r∑
i=1
γibijN(tj)
))
dtj.
In Theorem 1.4 we have assumed that
rk
(
∂fi
∂xk
)
= r,
on the box B. Without loss of generality we assume that the matrix (bij)1≤i,j≤r
has full rank, and after possibly dissecting the box B into smaller ones, we
assume that
∂N(tj)
∂tn(j−1)+1
6= 0
on Bj, for all 1 ≤ j ≤ r.
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Next we note that
r∑
i=1
γibij =
m∑
k=1
ρkTr
(
ζk
r∑
i=1
γibij
)
=
m∑
k=1
ρkTr
(
r∑
i=1
m∑
l=1
γilbijρlζk
)
.
Since the matrix (bij)1≤i,j≤r with entries in F has full rank, we have
det
(
Tr(bijρlζk) (1,1)≤(i,l)≤(r,m)
(1,1)≤(j,k)≤(r,m)
) 6= 0,
which follows from Lemma 3.1. Thus we have the relation
|γ|  max
(j,k)
∣∣∣∣∣
r∑
i=1
m∑
l=1
γilTr(bijρlζk)
∣∣∣∣∣ ,
where the implied constants only depend on the numbers bij and the bases ζk
and ρl. Next we choose j0 where the maximum is attained, and assume j0 = 1
for simplicity of notation.
Now we apply Lemma 3.6 to the integral ν1(γ). For this we set
Fk(t1) = Tr(ρkN(t1)),
for 1 ≤ k ≤ m. By the above assumptions and Lemma 3.1 we have
det
(
∂Fk(t1)
∂t1l
)
1≤k,l≤m
6= 0,
on the box B1. Lemma 3.6 implies the bound∣∣∣∣∣
∫
B1
e
(
Tr
(
(
r∑
i=1
γibij)N(t1)
))
dt1
∣∣∣∣∣ |γ|−1.
Since the matrix B satisfies Condition II, we can assume that the matrices
(bij) 1≤i≤r
2≤j≤r+1
and (bij) 1≤i≤r
r+2≤j≤s
have full rank, possibly after renaming the indices.
For a large real number T we obtain the estimate∫
T<|γ|≤2T
|I(γ)| dγ  sup
T<|γ|≤2T
|ν1(γ)|
∫
|γ|≤2T
s∏
j=2
|νj(γ)| dγ
 T−1J1(2T )1/2J2(2T )1/2,
where
J1(T ) =
∫
|γ|≤T
r+1∏
j=2
|νj(γ)|2 dγ,
and similarly for J2(T ). To establish the absolute convergence of J(P ) it is
now sufficient to show that Ji(T ) T ε for i = 1, 2.
For this we consider the exponential sum
|S2(λ2) . . . Sr+1(λr+1)|2,
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and perform the circle method analysis of the preceding sections with respect
to this exponential sum instead of S(α). The second part of the proof of
Lemma 3.4 gives the estimate∫
M(θ)
|S2(λ2) . . . Sr+1(λr+1)|2 dα
∫
[0,1]mr
|S2(λ2) . . . Sr+1(λr+1)|2 dα
 Tmnr+ε.
Furthermore, we have∫
M(θ)
|S2(λ2) . . . Sr+1(λr+1)|2 dα = S˜(T )J1(Tmr(n−1)θ)Tmnr +O(Tmnr−η)
for some η > 0, where the singular series is
S˜(T ) =
∑
q≤Tmr(n−1)θ
q−2mnr
∑
a
|S(2)a,q . . . S(r+1)a,q |2.
The term q = 1 and a11 = . . . = arm = 0 produces the lower bound S˜(T ) ≥ 1.
Thus we have J1(T
mr(n−1)θ)  T ε, as desired. Since the same arguments
apply also to J2, we see that J(P ) is absolutely convergent. Indeed, we have
|J(P )− limP→∞ J(P )|  P−1+ε for some ε > 0.
Lemma 3.7. There exists ε > 0 such that J(P ) = ψ(0) + O(P−1+ε) when
P → ∞. Moreover, if the system of equations fi(x) = 0 has a nonsingular
solution in B, simultaneously for all the infinite places of F , then ψ(0) > 0.
Proof. The first statement follows from a form of the Fourier inversion theorem
[17, Cor. 1.21], which can be applied since I(γ) is integrable, and the continuity
of ψ(u) which is explained, for example, in [1, Section 6]. Next, let τ1, . . . , τm
be the m different embeddings F → Q¯. Assume that we are given a solution
t ∈ B of the system of equations τl(fi(t)) = 0 for all 1 ≤ i ≤ r and 1 ≤ l ≤ m.
Then t is a solution of fi(x) = 0 in V since det(τl(ωj)) 6= 0, and thus a non-
singular solution of the system fij(x) = 0. Therefore, ψ(0) is positive as the
integral of a positive integrand over a domain of positive measure. 
3.5. Singular Series. Our next goal is to establish the absolute convergence
of the singular series S(P ) for P → ∞. This is done using a method similar
to that of [12].
As usual, we order the pairs (l, j) lexicographically. We claim that no (m×
m)-minor of the matrix(
∂
∂tlj
Tr
(
ρiN(t1)
))
1≤i≤m
(1,1)≤(l,j)≤(2,m)
(3.9)
has determinant zero. In the opposite case we can find integers 1 ≤ j1 < . . . <
jq ≤ m and 1 ≤ jq+1 < . . . < jm ≤ m, and rational numbers c1, . . . , cm, not all
of them zero, such that
q∑
k=1
ck
∂Tr(ρiN(t1))
∂t1,jk
+
m∑
k=q+1
ck
∂Tr(ρiN(t1))
∂t2,jk
= 0
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for all 1 ≤ i ≤ m. From (3.3) and the non-degeneracy of the trace we deduce
q∑
k=1
ckωjk
∂N(t1)
∂t1
+
m∑
k=q+1
ckωjk
∂N(t1)
∂t2
= 0
identically in t1. Now we set
t1 =
q∑
k=1
ckωjk , t2 =
m∑
k=q+1
ckωjk , t3 = . . . = tn = 0,
and obtain
t1
∂
∂t1
N(t1) + t2
∂
∂t2
N(t1) = 0.
By Euler’s identity the left hand side is equal to mN(t1, t2, 0, . . . , 0). This is a
contradiction since not all of the ci ∈ Q are zero, and thus N(t1, t2, 0, . . . , 0) 6=
0. This proves the above claim, which we use in the proof of our next lemma.
Lemma 3.8. The series
S = lim
P→∞
S(P ) =
∞∑
q=1
q−mns
∑
a
Sa,q
is absolutely convergent, and we have |S−S(P )|  P−η for some η > 0.
Proof. First we choose a box B = B1 × . . . × Bs in V ns in such a way that
each (m×m)-minor of the matrix (3.9) has full rank on B1, and similarly for
all the other Bi. We choose the Bi as cubes of products of half open and half
closed intervals. Stretching B by a suitable factor we can assume that each
box has side length 1. Note that this does not change the nonvanishing of the
(m×m)-minors of (3.9). We have Sa,q = S(α), where P = q and αij = aij/q,
and then we obtain Sa,q = S
(1)
a,q . . . S
(s)
a,q, where S
(j)
a,q = Sj(λj). By the first part
of the proof of Lemma 3.4, for every a satisfying gcd(q, a11, . . . , arm) = 1 there
exists j such that
|S(j)a,q|  qmn−∆ (3.10)
for some ∆ > 0. For simplicity we assume that j = s, since the other contri-
butions can be estimated in exactly the same way. We assume as before that
the submatrix of B formed by the first r columns, as well as that formed by
the next r columns, have both full rank. We now apply the circle method as
before to the exponential sum
|S1(λ1) . . . Sr(λr)|2,
instead of S(α). By the second part of the proof of Lemma 3.4 we have∫
M(θ)
|S1(λ1) . . . Sr(λr)|2 dα
∫
[0,1]mr
|S1(λ1) . . . Sr(λr)|2 dα Pmnr+ε.
Next, the major arc analysis gives us∫
M(θ)
|S1(λ1) . . . Sr(λr)|2 dα = S′(P )J ′(Pmr(n−1)θ)Pmnr +O(Pmnr−η),
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for some η > 0. Here the singular series is
S′(P ) =
∑
q≤Pmr(n−1)θ
q−2mnr
∑
a
|S(1)a,q . . . S(r)a,q|2,
and the singular integral is
J ′(P ) =
∫
|γ|≤P
r∏
j=1
|νj(γ)|2 dγ.
By Lemma 3.6, applied with l = m−1, and the choice of our boxes Bj we have
|νj(γ)| 
m∏
k=1
(1 + |Tr(ζk
r∑
i=1
γibij)|)−1
for all j.
This gives the estimate
J ′(P )
∫
|γ|≤P
r∏
j=1
m∏
k=1
(1 + |Tr(ζk
r∑
i=1
γibij)|)−2 dγ.
Next we use the coordinate transformation γ ′ = Mγ with the matrix M =
(Tr(bijρlζk))(i,l),(j,k), and obtain
J ′(P )
∫
|γ′|≤CP
r∏
j=1
m∏
k=1
(1 + |γ′jk|)−2 dγ ′
for some constant C. Note that M has full rank by Lemma 3.1 since (bij)1≤i,j≤r
is assumed to have full rank. The above equation shows that J ′(P ) is absolutely
convergent, and thus the same arguments as in Lemma 3.7 imply J ′(P ) =
c0 + o(1). Here c0 > 0 since the diagonal solutions ensure the existence of
non-singular solutions in Lemma 3.7. We deduce that
S′(P ) P ε. (3.11)
We come back to our main argument and consider
SR =
∑
R<q≤2R
q−mns
∑
a
|Sa,q|.
Using equation (3.10) and the Cauchy–Schwarz inequality we get
SR  R−∆(S(1)R )1/2(S(2)R )1/2,
where
S
(1)
R =
∑
R<q≤2R
q−2mnr
∑
a
|S(1)a,q . . . S(r)a,q|2,
and S
(2)
R of analogous form. Thus, equation (3.11) gives us SR  R−∆+ε,
which proves the lemma for ε small enough.

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As usual, the singular series factorises as S =
∏
p cp, where the product is
taken over all rational primes p, and the local factors are
cp =
∞∑
l=1
p−lmns
∑
a
Sa,pl .
Note that our polynomials fij(x+d) have coefficients in Z since all the entries
of the matrix B are in OF and also we assumed that {ξ1, . . . , ξn} ⊂ OK in
Theorem 1.4. By standard arguments we see that the constants cp can be
written as
cp = lim
l→∞
p−l(mns−mr)C(p, l).
Here C(p, l) is the number of solutions to the simultaneous congruences
fij(x+ d) ≡ 0 mod pl, (3.12)
for 1 ≤ i ≤ r and 1 ≤ j ≤ m, where all the components xkl of x run through
a complete set of residues modulo pl.
Next we factorise the local densities cp further to obtain an interpretation in
terms of the number field F and the original system of equations fi(x+d) = 0.
For this let p1, . . . , pt be the primes of F which lie above p and let (p) =
∏t
i=1 p
ei
i
be the prime ideal factorization of the principal ideal (p). Note that for any
z ∈ F we have z = ∑mj=1 ζjTr(ρjz), and z ∈ (pl) if and only if Tr(ρjz) ≡
0 mod pl for 1 ≤ j ≤ m. Therefore we see that for fixed i and 1 ≤ j ≤ m the
system of equations (3.12) is equivalent to
fi(x+ d) ≡ 0 mod (pl). (3.13)
Note that for some fixed i a full set of residues xi1, . . . , xim in (Z/pl)m cor-
responds to a full set of residues xi ∈ n modulo the ideal (pl)n under the
identification xi = xi1ω1 + . . .+ ximωm. Therefore C(p, l) is equal to the num-
ber of solutions of the system of congruences (3.13) for 1 ≤ i ≤ r, where xj ∈ n
run through a complete set of residues modulo (pl)n for 1 ≤ j ≤ ns. Next
write n = n′
∏t
i=1 p
ni
i with ni ∈ N such that n′ is coprime to (p). By a slightly
modified Chinese remainder theorem we have an isomorphism
n/(pl)n→ ⊕ti=1pnii /plei+nii . (3.14)
Hence C(p, l) =
∏t
k=1D(pk, lek), where D(pk, l) is the number of solutions of
the system fi(x + d) ≡ 0 mod plk for 1 ≤ i ≤ r, where we count solutions
xj ∈ pnkk modulo pl+nkk for all 1 ≤ j ≤ ns.
Lemma 3.9. The singular series factorises as S =
∏
p σp, where the product
is taken over all primes p of OF , and the corresponding factors are given by
σp = lim
l→∞
Nm(p)−l(ns−r)D(p, l).
Moreover, S > 0 if the system of equations fi(x + d) = 0 has a nonsingular
solution in nnsν for all finite places of k.
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Proof. By the above discussion and the multiplicativity of the norm of ideals,
for the first part of the lemma it is enough to show that the limits in the
definition of σp exist. For this we identify Nm(p)
−l(ns−r)D(p, l) with a subseries
of S. For some ideal a let aˆ be the dual given by
aˆ = {y ∈ F : Tr(yz) ∈ Z for all z ∈ a},
and note that aˆ = a−1C. For some z ∈ OF we consider the character e(Tr(yz))
for y ∈ aˆ. This is trivial if and only if z ∈ a, since ˆˆa = a. Therefore we have
the orthogonality relation∑
y
e(Tr(yz)) =
{
Nm(a) for z ∈ a,
0 otherwise,
where the sum is taken over a complete set of residues y ∈ aˆ modulo C. Note
that the index of C in aˆ is just Nm(a). Using this relation r times we see that
Nm(p)−l(ns−r)D(p, l) = Nm(p)−lns
∑
y
∑
x
e
(
r∑
i=1
Tr(yifi(x+ d))
)
,
where the first sum is over all y ∈ ˆ(pl)r modulo C, and the second sum is
over all x with xj ∈ pnp modulo pl+np . We write here np for the power to
which p occurs in n as we did in the analysis preceding this lemma. Putting
yi = yi1ρ1 + . . . + yimρm with yij = aij/q for some integers aij and q, and
using equation (3.14) for extending the summation over x to several sets of
representatives, we can identify Nm(p)−l(ns−r)D(p, l) with a subseries of S as
claimed above.
We turn to the second part of the lemma. Since S is absolutely convergent, it
is enough to show that σp is positive if the system of equations fi(x+d) = 0 has
a nonsingular solution in nnsp for a fixed prime p. Suppose that y ∈ (n(OF )p)ns
is such a nonsingular solution, and assume for simplicity of notation that the
leading minor of the corresponding Jacobian matrix has full rank. Set
δ = νp
(
det
(
∂fi
∂xj
(y + d)
)
1≤i,j≤r
)
,
where we write νp for the p-adic valuation. Now set u = 2δ+np+1, and choose
xr+1, . . . , xns ∈ OF with
xi ≡ yi mod pu. (3.15)
Then we have
fi(y1 + d1, . . . , yr + dr, xr+1 + dr+1, . . . , xns + dns) ≡ 0 mod pu,
for 1 ≤ i ≤ r. From a slightly modified version of [11, Prop. 5.20], a form of
Hensel’s lemma, we obtain x1, . . . , xr with
fi(x+ d) ≡ 0 mod pl,
and xj ≡ yj mod pδ+np+1 for 1 ≤ j ≤ r. If we restrict ourselves in equation
(3.15) to a complete set of residues modulo pl+np for each xi, then there are
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Nm(p)(l−2δ−1)(ns−r) choices. This shows that
D(p, l) ≥ Nm(p)(l−2δ−1)(ns−r),
for l large enough, which proves the lemma. 
3.6. Proofs of Theorems 1.3 and 1.4.
Proof of Theorem 1.4. We note that
N(B, P ) =
∫
M(θ)
S(α) dα +
∫
m(θ)
S(α) dα.
Therefore, this theorem is a consequence of Lemma 3.4 for the minor arc part,
and Lemma 3.5 together with Lemmas 3.7, 3.8 and 3.9 insofar as the main
term is concerned. In particular, we get
µ(B) = ψ(0)
∏
p
σp, (3.16)
where the product is again taken over all primes of k. 
Now we deduce Theorem 1.3 from Theorem 1.4 using an argument as in
Skinner’s paper (see the proof of Cor. 1 in Section 5 of [15]).
Proof of Theorem 1.3. Assume that we are given some ε > 0 and a finite set of
places S of F , which we can assume to contain all infinite places. Furthermore
assume that we are given solutions
(x
(ν)
1 , . . . ,x
(ν)
2r ) ∈ Ysm(Fν),
for all ν ∈ S. We want to find (x1, . . . ,x2r) ∈ Ysm(F ) such that
|xj − x(ν)j |ν < ε,
for all 1 ≤ j ≤ 2nr and all ν ∈ S.
First we write
x
(ν)
n(j−1)+1ξ1 + . . .+ x
(ν)
nj ξn =
y
(ν)
n(j−1)+1ξ1 + . . .+ y
(ν)
nj ξn
y
(ν)
2nr+1ξ1 + . . .+ y
(ν)
ns ξn
,
with ordν(y
(ν)
j ) ≥ 0 for all finite ν ∈ S and 1 ≤ j ≤ ns. Using the Chinese
remainder theorem we can find d ∈ OnsF with |dj − y(ν)j |ν < ε˜ for all j and all
finite places ν ∈ Sf . As in [15], if p is the prime corresponding to a finite place
ν, we write
np = min
j
ordν(dj − y(ν)j ), n =
∏
p∈Sf
pnp .
We turn to infinite places, and note that there is a unique u ∈ V ns such
that τν(u) = y
(ν) for all infinite places ν. Here we write τν for the embedding
corresponding to the infinite place ν. Then we have
2r∑
j=1
aijN(uj) + ai,2r+1N(u2r+1) = 0,
24 DAMARIS SCHINDLER AND ALEXEI SKOROBOGATOV
for 1 ≤ i ≤ r. We note that there is z ∈ OF such that zξi is integral for all
i. Multiplying the above equation by a power of z we can assume ξ1, . . . , ξn
to be integral. Next, set bij = a˜aij for j ≤ s so that we have bij ∈ OF for all
i and j. By construction, u is then a nonsingular solution of the system of
equations fi(x) = 0. Choosing B sufficiently small around u, we can assume
that for any x ∈ B we have
rk
(
∂fi
∂xj
(x)
)
= r.
Now we can apply Theorem 1.4, and get
N(B, P ) = µ(B)Pmn(r+1) + o(Pmn(r+1)),
with some positive constant µ(B), since Ysm(Fν) 6= ∅ for all places ν. Let P
and t be large integers with P ≡ 1 mod nt. For P sufficiently large we then get
a solution z 6= 0 to the system of equations fi(z) = 0 with z−d ∈ (PB)∩ nns.
We define x by
xn(j−1)+1ξ1 + . . .+ xnjξn =
zn(j−1)+1ξ1 + . . .+ znjξn
z2nr+1ξ1 + . . .+ znsξn
,
for 1 ≤ j ≤ 2r. Then the xi are rational functions in z and hence they are
continuous in z. For an infinite place ν we estimate
max
j
| 1
P
zj − y(ν)j |ν 
1
P
+ κ.
For finite places ν ∈ S we have
max
j
| 1
P
zj − y(ν)j |ν  max
j
(| 1
P
zj − zj|ν + |zj − dj|ν + |dj − y(ν)j |ν) ε˜,
for some P ≡ 1 mod nt with t sufficiently large. By choosing κ and ε˜ sufficiently
small and P sufficiently large we finally obtain
|xj − x(ν)j |ν < ε,
for all 1 ≤ j ≤ 2nr and all ν ∈ S as required. 
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