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Abstract
In this paper we consider a natural extremal graph theoretic problem of
topological sort, concerning the minimization of the (topological) connect-
edness of the independence complex of graphs in terms of its dimension.
We observe that the lower bound dim(I(G))
2
− 2 on the connectedness of
the independence complex I(G) of line graphs of bipartite graphs G is
tight. In our main theorem we characterize the extremal examples. Our
proof of this characterization is based on topological machinery.
Our motivation for studying this problem comes from a classical con-
jecture of Ryser. Ryser’s Conjecture states that any r-partite r-uniform
hypergraph has a vertex cover of size at most (r− 1)-times the size of the
largest matching. For r = 2, the conjecture is simply Ko¨nig’s Theorem.
It has also been proven for r = 3 by Aharoni using a beautiful topological
argument. In a separate paper we characterize the extremal examples for
the 3-uniform case of Ryser’s Conjecture (i.e., Aharoni’s Theorem), and
in particular resolve an old conjecture of Lova´sz for the case of Ryser-
extremal 3-graphs.
Our main result in this paper will provide us with valuable structural
information for that characterization. Its proof is based on the observation
that link graphs of Ryser-extremal 3-uniform hypergraphs are exactly the
bipartite graphs we study here.
1 Introduction
A hypergraph H is a pair (V,E), where V = V (H) is the set of vertices, and
E = E(H) is a multiset of subsets of vertices called the edges of H. The
∗Department of Combinatorics and Optimization, University of Waterloo, Waterloo, ON,
Canada. Partially supported by NSERC and by a Friedrich Wilhelm Bessel Award of the
Alexander von Humboldt Foundation.
†Freie Universita¨t Berlin, Berlin, Germany. Supported by the Research Training Group
Methods for Discrete Structures and the Berlin Mathematical School.
‡Freie Universita¨t Berlin, Berlin, Germany. Research partially supported by DFG within
the Research Training Group Methods for Discrete Structures.
1
Connectedness of Line Graphs of Bipartite Graphs 2
number of times a subset e ⊆ V appears in E is called the multiplicity of e. If
the cardinality of every edge is r, we call H an r-graph. A 2-graph is called a
graph. In our paper we mostly have no restriction on the multiplicity of edges;
whenever we want to assume that each multiplicity is at most 1, we will explicitly
say simple hypergraph, simple r-graph, or simple graph. An edge e ∈ E is called
parallel to an edge f ∈ E if their underlying vertex subsets are the same. In
particular, every edge is parallel to itself.
Let H be a hypergraph. A matching in H is a set of disjoint edges of H,
and the matching number, ν(H), is the size of the largest matching in H. If
ν(H) = 1, then H is called intersecting. A vertex cover of H is a set of vertices
which intersects every edge of H. The size of the smallest vertex cover is called
the vertex cover number of H and is denoted by τ(H). It is immediate to see
that if H is r-uniform, then the following bounds always hold:
ν(H) ≤ τ(H) ≤ rν(H).
Both inequalities are easily seen to be tight for general hypergraphs. Ryser’s
Conjecture [22], which appeared first in the late 1960’s, states that the upper
bound can be lowered by considering only r-partite hypergraphs. (An even
stronger conjecture was made around the same time by Lova´sz [17].) An r-
graph is called r-partite if its vertices can be partitioned into r parts called
vertex classes such that every edge intersects each vertex class in exactly one
vertex.
Conjecture 1 (Ryser’s Conjecture). If H is an r-partite r-graph, then
τ(H) ≤ (r − 1)ν(H).
This conjecture turned out to be extremely difficult to attack. It is solved
completely only for r = 2 and 3, and a few partial results exists for values of
r ≤ 9. In particular, when r = 2, the conjecture is just the well known Ko¨nig’s
Theorem. For r = 3 Ryser’s Conjecture was solved by Aharoni via topological
methods [3]. The conjecture is wide open for r ≥ 4. Haxell and Scott [16]
have proven that for r = 4, 5 there is an ǫ > 0 such that τ(H) ≤ (r − ǫ)ν(H)
for any r-partite r-graph H. The conjecture has been proven for intersecting
hypergraphs when r ≤ 5 by Tuza ([27], [28]), with r ≥ 6 still open. Recently
Francetic´, Herke, McKay, and Wanless [12] proved Ryser’s Conjecture for linear
intersecting hypergraphs (i.e., hypergraphs where any two hyperedges intersect
in exactly one vertex) when r ≤ 9. Fractional versions of the conjecture have
also been studied, and it was shown by Fu¨redi [13] that τ∗ ≤ (r−1)ν, and shown
by Lova´sz [17] that τ ≤ r2ν
∗, where τ∗ and ν∗ are the fractional vertex cover
and matching numbers, respectively. Aharoni and Berger [5] also formulated
a generalization of the conjecture to matroids, which has been partially solved
in a special case by Berger and Ziv [10]. Mansour, Song, and Yuster [18] have
found bounds on the minimum number of edges for an intersecting r-partite
r-graph to be tight for Ryser’s conjecture, and determined the exact numbers
for the cases r ≤ 5. Subsequently Aharoni, Bara´t and Wanless [4] found these
values for r = 6, 7 (see also [1]).
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One plausible approach to Ryser’s Conjecture for 4-graphs is via studying
the 3-uniform link hypergraphs. Given three of the four vertex classes V1, V2,
V3 of a 4-partite 4-graph H, the link hypergraph of V4 in H is the multiset of
those 3-element sets which are the intersection of an edge of H with V1∪V2∪V3.
Having structural information on the links would be helpful in understanding the
situation for 4-graphs. Aharoni’s proof however does not provide information
on the 3-graphs which are extremal for his theorem. Our eventual aim is to
give a complete characterization of them. In a follow-up paper [15] we prove
the following theorem:
Theorem 1.1 ([15]). Let H be a 3-partite 3-graph. Then τ(H) = 2ν(H) if and
only if H is a home-base hypergraph.
Home-base hypergraphs are 3-graphs with a certain restricted structure. For
every k, however, there are infinitely many of them with matching number k and
covering number 2k. Home-base hypergraphs are not the focus of our current
paper, hence their precise but somewhat technical definition will only be given
in [15].
We say that a 3-partite 3-graph H is Ryser-extremal if τ(H) = 2ν(H). In
the present paper we develop the necessary knowledge about the link graphs of
Ryser-extremal 3-graphs. First we show that these link graphs are extremal with
respect to a natural extremal graph theoretic problem of topological nature.
In our main theorem, Theorem 1.5 below, we characterize all those bipartite
graphs that are extremal for this problem. The structure we derive from this
characterization theorem will be an integral part of our proof of Theorem 1.1 in
[15], nevertheless we find the extremal graph theory problem interesting in its
own right.
1.1 Connectedness of the Line Graphs of Bipartite Graphs
The connectedness of the independence complex will be our main parameter to
describe the line graphs of the link graphs of Ryser-extremal 3-graphs.
Let k ≥ −1 be an integer. A topological space X is said to be k-connected if
for any integer j with −1 ≤ j ≤ k, any continuous map from the j-dimensional
sphere Sj into the space X can be extended to a continuous map from the
(j+1)-dimensional ball Bj+1 to X . The connectedness of X , denoted conn(X)
is the largest k for which X is k-connected.
A simplicial complex K is a family of simplices in RN such that (1) if τ is
a face of a simplex σ ∈ K then τ ∈ K and (2) if σ, σ′ ∈ K then σ ∩ σ′ is a
face of both σ and σ′. The connectedness of a simplicial complex K is just the
connectedness of its body ‖K‖ (the union of its simplices).
An abstract simplicial complex C is a simple hypergraph that is closed under
taking subsets. The simple hypergraph consisting of the vertex sets of simplices
of a simplicial complex K (called the vertex scheme ofK) is an abstract simplicial
complex. Every abstract simplicial complex C has a geometric realization, that
is a simplicial complex whose vertex scheme is C. The geometric realization
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is unique up to homeomorphism. The connectedness of an abstract simplicial
complex is just the connectedness of its geometric realization.
For a graph G, we define the independence complex I(G) to be the abstract
simplicial complex on the vertices of G whose simplices are the independent sets
of G. We will simply write conn(G) for conn(I(G)), and refer to this as the
connectedness of G. We remark that in several other papers in this area (e.g.
[5]) the parameter η(I(G)) = conn(G)+2 is used, which typically allows results
to be stated more neatly. However, since in particular here we explicitly describe
a significant amount of background material in terms of simplicial complexes,
we choose to stick with the more traditional terminology.
One of the basic parameters of a simplicial complex is its dimension, that
is, the largest dimension that occurs among its simplices. The connectedness of
an arbitrary simplicial complex, or even of an arbitrary graph’s independence
complex can be arbitrarily small while its dimension is large: just consider
the complete bipartite graph Kd+1,d+1, having an independence complex with
dimension d and connectedness −1.
Comparing dimension and connectedness becomes more interesting if we
introduce restrictions on the graphs we consider. For line graphs for example,
a lower bound on the connectedness in terms of the dimension is implicit in
the work of Aharoni and Haxell [8] (see also [5]). The line graph L(H) of a
hypergraph H is the simple graph L(H) on the vertex set E(H) with e, f ∈
V (L(H)) adjacent if e ∩ f 6= ∅. With foresight, we state the lower bound of [8]
in a more general format, which will be necessary for our investigations. Note
that the dimension of the independence complex of a line graph of a hypergraph
is just its matching number minus 1.
Theorem 1.2. Let G be an r-graph, and let J ⊆ L(G) be a subgraph of the line
graph of G. Let M ⊆ V (J) be a matching in G. Then
conn(J) ≥
|M |
r
− 2.
In particular, for any graph G we have conn(L(G)) ≥ ν(G)2 − 2.
Aharoni and Haxell [8] essentially proved that the connectedness of the line
graph is at least the so called independent set domination number iγ of the
line graph minus 2 (where iγ(G) is the smallest number x, such that every
independent set of G can be dominated with x vertices.) Theorem 1.2 then
follows from iγ(L(H)) ≥ ν(H)
r
, which is immediate from the definitions. For
completeness we give a proof of Theorem 1.2 in the Appendix.
We begin our study of Ryser-extremal 3-graphs with their link graphs.
Definition 1.3. Let H be a 3-partite 3-graph with parts V1, V2, and V3. Let
S ⊆ Vi for some i = 1, 2, 3. Then the link graph lkH(S) is the bipartite graph
with vertex classes Vj and Vk (where {i, j, k} = {1, 2, 3}) whose edge multiset
is {e \ Vi : e ∈ E(H), e ∩ Vi ⊆ S}.
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Note that a pair of vertices appears as an edge in lkH(S) with the same
multiplicity as the number of edges in H that contain it together with a vertex
from S.
As implied by the proof of [3], the link graphs of Ryser-extremal 3-graphs
attest that Theorem 1.2 is optimal for r = 2, that is, among bipartite graphs
they minimize the connectedness of the independence complex of the line graph.
Theorem 1.4. If H is a 3-partite 3-graph with vertex classes V1, V2, and V3,
such that τ(H) = 2ν(H), then for each i we have
(i) conn(L(lkH(Vi))) = ν(H)− 2.
(ii) ν(lkH(Vi)) = τ(H).
In particular
conn(L(lkH(Vi))) =
ν(lkH(Vi))
2
− 2. (1.1)
We prove Theorem 1.4 explicitly in Section 2. On the way, we give a re-
formulated proof of Aharoni’s Theorem [3]. We also mention here that in [15]
we derive, as a consequence of Theorem 1.1, a sort of converse of Theorem 1.4:
every bipartite graph which is optimal for Theorem 1.2 is the link of some
Ryser-extremal 3-graph.
In the main theorem of this paper, proven in Section 3, we characterize
those bipartite graphs which are extremal for Theorem 1.2 and hence we also
obtain valuable structural information about the link graphs of Ryser-extremal
3-graphs.
Theorem 1.5. Let G be a bipartite graph. Then conn(L(G)) = ν(G)2 − 2 if and
only if G has a collection of ν(G)/2 pairwise vertex-disjoint subgraphs, each of
them a C4 or a P4, such that every edge of G is parallel to an edge of one of
the C4’s or is incident to an interior vertex of one of the P4’s.
To be precise, in this paper, we will in fact only prove the “only if” direc-
tion of this theorem. The other direction will be proven in [15], as it is not
necessary for Theorem 1.1, and its proof makes use of the concept of home-base
hypergraphs.
1.2 Topological Tools
The proofs of Theorems 1.4 and 1.5, as well as the proof of Theorem 1.1 (given
in [15]) use two tools to bound the topological connectedness of graphs.
The first one is a theorem of Meshulam [19], reformulated in a way that is
particularly well-suited for our inductive arguments. Let G be a graph, and let
e be an edge of G. We denote by G − e the graph G with the edge e deleted.
We denote by G> e the graph G with both endpoints of e and their neighbors
deleted. G > e is called G with e exploded. We will often write edges with
endpoints x and y as xy.
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Theorem 1.6. Let G be a graph and let e ∈ E(G). Then we have
conn(G) ≥ min {conn(G− e), conn(G> e) + 1} . (1.2)
Meshulam proved a homological version of this theorem, where everywhere
in the statement conn is replaced by the homological connectedness connH . For
completeness, in the Appendix we indicate how to extend Meshulam’s argument
using the approach of Adamaszek and Barmak [2] and obtain (1.2). It is also
possible to give a homology-free proof of Theorem 1.6 via triangulations along
the lines of [26] (cf [21]). Theorem 1.6 in this formulation but with a modified
(non-topological) definition of conn was also stated in [14] and proved without
direct reference to topology.
Our second tool is a special case of a theorem of Aharoni and Berger [5],
which makes a direct connection between the size of the largest hypergraph
matching and the connectedness of the link.
Theorem 1.7 ([5]). Let d ≥ 0 be an integer and let H be a 3-uniform 3-graph
with vertex classes V1, V2, and V3. If we have that conn(L(lkH(S))) ≥ |S|−d−2
for every S ⊆ Vi, then ν(H) ≥ |Vi| − d.
Since the statement of this theorem in [5] appears in a different terminology,
we reproduce an argument using Sperner’s Lemma in the Appendix.
1.3 Extremal Problems with Many Extremal Structures
In a typical extremal combinatorial problem, the greater the number of extremal
configurations, the less likely that a purely combinatorial argument will lead to a
solution, since a proof eventually must consider all extremal structures, at least
implicitly. For our characterization problem, the number of extremal structures
is infinite for every fixed value of the benchmark parameter. This is one of the
few interesting cases in which the full characterization of the extremal structures
of an extremal combinatorial problem with infinitely many extrema is known.
Sometimes, the difficulties posed by multiple extremal examples can be mit-
igated by realizing that the combinatorial problem, or rather its extremal struc-
tures, hide the features and concepts of another mathematical discipline in the
background. In such cases, the simplest, or most efficient descriptions of ex-
tremal structures are not necessarily combinatorial, but might have to be for-
mulated in another language, which could be algebraic, probabilistic, or, as in
the present paper, topological.
A simple example of a combinatorial problem of this sort is the famous Odd-
town Theorem of Berlekamp [11], where the right language is the one of linear
algebra. Even though the number of extremal set-systems is superexponen-
tial [9, Exercise 1.1.14] and the feasibility of their combinatorial characterization
is questionable at best, they have a very simple linear algebraic description as
the orthogonal bases in Fn2 .
Another prominent example is the extremal problem known as Sidorenko’s
Conjecture [24, 23], where the appropriate setting is analytic. The conjectured
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extremal examples are all quasirandom graphs of a certain density, hence it
is also plausible to expect that there are many combinatorially different ex-
tremal or close to extremal constructions, and their combinatorial characteriza-
tion seems out of reach. Yet in analytic language, where graphs are interpreted
as symmetric measurable functions on the unit square (called graphons), they
have a simple description as the constant function corresponding to the density.
Aharoni [3] invoked topological considerations to prove Ryser’s Conjecture
for 3-graphs and hence overcame the combinatorial difficulty of having infinitely
many extremal structures. Our main tasks, the characterization of the extremal
3-graphs for Ryser’s Conjecture (in [15]) and their link-graphs (in the present
paper), go a step further in this direction. The Ryser-extremal hypergraphs are
exactly those that satisfy the topological condition (1.1) in Theorem 1.4. This
translation facilitates the combinatorial description of the links and eventually
of all Ryser-extremal 3-graphs.
1.4 The Structure of the Paper
In the Appendix we collect background material, reformulated as statements
that are convenient for our purposes. There we give a proof of Theorem 1.7,
discuss Theorem 1.6, and include an argument to derive Theorem 1.2 from it.
In Section 2 we give the proof of Theorem 1.4.
In Section 3 we prove our main theorem, Theorem 1.5. We show that those
bipartite graphs whose line graphs are optimal for Theorem 1.2 must have a
certain form, which we call a CP-decomposition. We show a slightly more
general statement involving any subgraph of the line graph of a bipartite graph.
The precise definition of CP-decomposition in this general setup is given in
Section 3.
In Section 4 we prove a theorem that will be crucial for our proof of Theo-
rem 1.1 in [15]. We define the notion of good sets. Good sets will turn out to
be very useful to have in one of the link graphs of a Ryser-extremal 3-graph. In
the main theorem of Section 4 we show that the lack of good sets in a bipartite
graph imposes very strong restrictions on its structure. The proof of this theo-
rem is included in this paper because it uses several of the technical definitions
and lemmas introduced for the proof of our main theorem in Section 3.
In the final section we collect several remarks and open problems.
2 Connectedness of the Link Graph
In this section we prove Theorem 1.4, which states that the link graph of any
Ryser-extremal 3-graph minimizes the connectedness of the independence com-
plex of its line graph. On the way we give a reformulated proof of Aharoni’s
Theorem.
Let H be a 3-partite 3-graph with vertex classes V1, V2, and V3. We aim to
show that τ(H) ≤ 2ν(H). To do this, we will consider the link graph (recall
Definition 1.3). We will use the vertex cover number of H to find a lower bound
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on the connectedness of the line graphs of the link graphs, and we will use the
matching number of H to find an upper bound for at least one link. Combining
these bounds will yield the desired inequality τ(H) ≤ 2ν(H).
Proposition 2.1. Let H be a 3-partite 3-graph with vertex classes V1, V2, and
V3. Then for each i ∈ {1, 2, 3} we have the following:
(i) For all S ⊆ Vi we have
conn(L(lkH(S))) ≥
τ(H)− (|Vi| − |S|)
2
− 2.
(ii) If ν(H) < |Vi|, then there is some S ⊆ Vi such that
conn(L(lkH(S))) ≤ ν(H)− (|Vi| − |S|)− 2.
(iii) If ν(H) < |Vi|, then for every S ⊆ Vi for which the inequality in (ii) holds
we have
|S| ≥ |Vi| − (2ν(H)− τ(H)).
Proof. Let S ⊆ Vi. We want to show that the line graph L(lkH(S)) has suf-
ficiently high connectedness. We construct a vertex cover TS of H by taking
the vertices in Vi \ S and a minimum vertex cover of lkH(S). This is clearly a
vertex cover of H because any edge not incident to S intersects Vi \ S and any
edge incident to S induces an edge in the link of S, and hence intersects the
vertex cover of the link. We have |TS | = |Vi| − |S| + τ(lkH(S)), and since this
is a vertex cover, we thus have
|Vi| − |S|+ τ(lkH(S)) ≥ τ(H) (2.1)
for all subsets S ⊆ Vi. By Ko¨nig’s Theorem, we have τ(lkH(S)) = ν(lkH(S)).
We therefore have a lower bound on the matching number of the link graph,
and so by Theorem 1.2, we have
conn(L(lkH(S)) ≥
ν(lkH(S))
2
− 2 ≥
τ(H) − (|Vi| − |S|)
2
− 2,
which is the inequality in statement (i).
Now we want to show that the inequality in statement (ii) holds for some
S. Suppose to the contrary that for every S ⊆ Vi we had conn(L(lkH(S))) ≥
ν(H)−(|Vi|−|S|)−1 = |S|−(|Vi|−ν(H)−1)−2. Then we can apply Theorem 1.7
with d = |Vi|−ν(H)−1 ≥ 0 to get that ν(H) ≥ |Vi|−(|Vi|−ν(H)−1) = ν(H)+1,
which is a contradiction. Thus some S ⊆ Vi must indeed satisfy the inequality
in (ii).
Now consider such an S. Combining the inequalities in (i) and (ii), we get
τ(H) − (|Vi| − |S|)
2
− 2 ≤ ν(H) − (|Vi| − |S|)− 2,
from which the inequality in (iii) follows after some rearranging.
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Note that Aharoni’s Theorem follows in one line from the above proposition:
there is an S ⊆ Vi such that |S| ≥ |Vi| − (2ν(H)− τ(H)), and hence
τ(H) + |Vi| − |S| ≤ 2ν(H).
Since |Vi| ≥ |S|, we thus have τ(H) ≤ 2ν(H) as desired.
We use Proposition 2.1 to derive the main theorem of this section.
Proof of Theorem 1.4. Applying Proposition 2.1 to H, we see by (iii) that in (ii)
equality holds if and only if S = Vi for some i. Combining the inequalities in (i)
and (ii) for S = Vi with the fact that τ(H) = 2ν(H) immediately gives that
conn(L(lkH(Vi))) = ν(H) − 2, showing part (i) of Theorem 1.4. This gives the
following chain of inequalities:
τ(H)
2
− 2 = ν(H)− 2 = conn(L(lkH(Vi)))
≥
ν(lkH(Vi))
2
− 2 =
τ(lkH(Vi))
2
− 2
≥
τ(H)
2
− 2,
where the first inequality is valid because of Theorem 1.2, the equality following
it is Ko¨nig’s Theorem, and the last inequality is just equation (2.1) for S = Vi.
It follows that every inequality is actually an equality, from which part (ii) of
Theorem 1.4 follows.
From parts (i), (ii), and the fact that ν(H) = τ(H)2 , it follows that the
link graphs lkH(Vi) of a Ryser-extremal 3-graph H must be extremal for Theo-
rem 1.2:
conn(L(lkH(Vi))) =
ν(lkH(Vi))
2
− 2.
3 The Characterization Theorem
In the main theorem of this section we fully characterize those bipartite graphs
for which the connectedness of the line graph is as small as possible, that is, it
is equal to two less than half its matching number.
For the proof we need to choose our definitions very subtly and in order
to make the induction work, we need to consider a carefully formulated more
general statement involving arbitrary subgraphs of the line graphs.
Definition 3.1. Let G be a bipartite graph, and let J ⊆ L(G) be a subgraph
of its line graph. Two edges of G are called J-adjacent if they are connected by
an edge in J , and otherwise J-nonadjacent. An edge e ∈ V (J) is at home in a
subgraph T ⊆ G if T is a path on 4 vertices, e intersects T in an interior vertex,
and e is J-adjacent to some edge of T .
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Definition 3.2. Let k ∈ N, let G be a bipartite graph, let J ⊆ L(G) be a
subgraph of its line graph, and let M ⊆ V (J) be a matching in G of size 2k. A
CP-decomposition of J with respect to M is a set of k vertex-disjoint subgraphs
S1, . . . , Ss, T1, . . . , Tt of G such that
(1) Each Si is isomorphic to C4 (a cycle on 4 vertices), contains two edges of
M , and every two intersecting edges are J-adjacent.
(2) Each Tj is isomorphic to P4 (a path on 4 vertices), contains two edges of
M , and every two intersecting edges are J-adjacent.
(3) Every edge in V (J) is equal to or parallel to an edge of some Si, or is at
home in some Tj.
We call k = |M | /2 the order of the CP-decomposition. Observe for prop-
erty (3) that the edges of any of the subgraphs Tj are themselves at home in Tj
by definition.
Theorem 3.3 (CP-Decomposition Theorem). Let G be a bipartite graph, let
J ⊆ L(G) be a subgraph of its line graph, and let M ⊆ V (J) be a matching in
G. If conn(J) ≤ |M|2 − 2, then J has a CP-decomposition with respect to M .
Note that by Theorem 1.2 we must have that conn(J) = |M|2 − 2, so |M | is
even and V (J) does not contain a larger matching than M .
First we spell out the special case when J is the entire line graph and prove
Theorem 1.5. This will provide a characterization of those bipartite graphs
G whose line graphs have connectedness as small as possible in terms of the
matching number of G.
Proof of Theorem 1.5. Suppose conn(L(G)) = ν(G)2 − 2. Then by Theorem 3.3,
L(G) has a CP-decomposition, which is a collection of ν(G)/2 pairwise vertex-
disjoint subgraphs, each of them a C4 or a P4, such that every edge of G is
either an edge of one of the C4’s or is incident to an interior vertex of one of
the P4’s.
As it was mentioned in the introduction, the converse of this statement is not
used at all in our argument. We include it only to provide a full characterization
of the extremal graphs. It will be proven in our follow-up paper [15], since the
proof uses the concept of home-base hypergraph which is the central concept of
that paper.
The proof of Theorem 3.3 is quite involved and will take up the next two
subsections. We start with some auxiliary lemmas.
3.1 Lemmas on M-reduced Subgraphs
For the proof of Theorem 3.3 and later we will often use Theorem 1.6 in its
contrapositive form, which we state here as a corollary.
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Corollary 3.4. Let H be a graph, let e ∈ E(H), and let k ∈ N. If conn(H) ≤ k,
then either conn(H − e) ≤ k or conn(H > e) ≤ k − 1.
In light of Corollary 3.4, the following definitions will be useful.
Definition 3.5. An edge e ∈ E(H) is called decouplable if conn(H − e) ≤
conn(H), and explodable if conn(H > e) ≤ conn(H)− 1.
By Corollary 3.4 every edge is either decouplable or explodable (or both).
In the grand plan of our proof of the CP-decomposition theorem we intend to
delete edges of J ⊆ L(G) iteratively until there are no decouplable edges left
and hence all edges are explodable (and then we explode one, hence decreasing
the connectedness). Crucially, deleting decouplable edges does not increase the
connectedness. This explains the following key definition of this subsection.
Definition 3.6. Let G be a bipartite graph and let M ⊆ E(G) be a matching
of it. A subgraph J ⊆ L(G) of the line graph is called M -reduced if
(1) M ⊆ V (J),
(2) conn(J) ≤ |M|2 − 2, and
(3) no edge ef ∈ E(J) is decouplable.
Again, note that by Theorem 1.2, if J isM -reduced, then conn(J) = |M|2 −2
and hence M must have an even number of edges.
It will be important to note that if J isM -reduced, then J is alsoM ′-reduced
for any matchingM ′ ⊆ V (J) with |M ′| = |M |. In particular, if we replace edges
of M by parallel edges in V (J), these must share any properties we can deduce
for the original edges.
Assumptions. For the remainder of the section let G be a bipartite graph, let
M ⊆ E(G) be a matching of size 2k in G, and let J ⊆ L(G) be an M -reduced
subgraph of the line graph.
Lemma 3.7 (Degree Lemma). For every edge e ∈ V (J) \M either no edge of
M is J-adjacent to e or two edges of M are J-adjacent to e. In particular, if e
is parallel to an edge of M , then it is not J-adjacent to that edge.
Proof. Since J is M -reduced, we have conn(J) ≤ k − 2. Clearly an edge can
be J-adjacent to at most two edges of M because M is a matching in G and
J ⊆ L(G). Suppose for the sake of contradiction that some edge e ∈ V (J)
is J-adjacent to m ∈ M , but not J-adjacent to any other edge of M . Since
me ∈ E(J) and J is M -reduced, by Corollary 3.4, upon exploding me we have
conn(J ′) ≤ k − 3 for J ′ = J >me. Since e is J-adjacent to only one edge from
M , the explosion keeps M \ {m} in J ′, so J ′ still contains a matching of size
2k − 1. Then by Theorem 1.2 we have conn(J ′) ≥ 2k−12 − 2 > k − 3, which is a
contradiction. Thus every edge in V (J) is J-adjacent to either two edges of M
or no edge of M .
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Corollary 3.8. Let x, y, x′, and y′ ∈ V (G) be the vertices of a C4 such
that xy, x′y′ ∈ M , and xy′, x′y ∈ V (J). Then for every zy ∈ V (J) with z ∈
V (G)\ {x, x′} we have that zy is J-adjacent to xy if and only if it is J-adjacent
to x′y.
Proof. Suppose z ∈ V (G) \ {x, x′} with zy ∈ V (J), and zy is J-adjacent to xy.
Then by the Degree Lemma there is an edge zw ∈ M which is J-adjacent to
zy. Now consider the matching M× = M ∪ {xy′, x′y} \ {xy, x′y′}. Note that
|M×| = |M | and M× ⊆ V (J). Applying the Degree Lemma to M×, we have
that since zw ∈ M× is J-adjacent to zy, also x′y ∈ M× must be J-adjacent
to zy. The reverse inclusion can be shown by exchanging the roles of M and
M×.
If M is a matching in a graph, then an M -exposed vertex is one not in any
edge of M . A path or cycle is M -alternating if for every pair of consecutive
edges, exactly one of them is in M .
Lemma 3.9 (Alternating Lemma). Let J be M -reduced, and let e1, . . . , eq ∈
V (J) be the edges of an M -alternating path in G starting at an M -exposed vertex
or the edges of an M -alternating cycle in G with eqe1 /∈ E(J). Then in both
cases eiei+1 /∈ E(J) for all i = 1, . . . , q − 1.
Proof. Case 1. e1, e2, . . . , eq ∈ V (J) are the edges of an M -alternating path
starting at an M -exposed vertex.
Suppose the lemma did not hold and let j = min {i : eiei+1 ∈ E(J)}. If j is
odd, then ej /∈ M . Since ejej+1 ∈ E(J), by the Degree Lemma there must be
another edge of M which is J-adjacent to ej . However, e1 has an M -exposed
vertex, so j 6= 1, from which it follows that ej−1ej ∈ E(J), which contradicts
the minimality of j.
Therefore j is even and ej ∈ M . Since by assumption J is M -reduced,
ejej+1 is explodable, hence J
′ = J > ejej+1 satisfies conn(J
′) ≤ k − 3. Note
that since ej−1ej /∈ E(J), the explosion does not delete ej−1. Thus M
′ =
M ∪{e1, e3, . . . , ej−1}\{e2, e4, . . . , ej , ej+2} ⊆ V (J ′) is a matching of size 2k−1
(if j+2 > q, let ej+2 be the second edge of M that is J-adjacent to ej+1, which
exists by the Degree Lemma). This means that by Theorem 1.2, conn(J ′) ≥
2k−1
2 − 2 > k − 3, which is a contradiction. Thus the lemma holds for paths.
Case 2. e1, e2, . . . , eq ∈ V (J) are the edges of an M -alternating cycle with
eqe1 /∈ E(J).
Since we can reverse the direction of the cycle if necessary, we can assume
without loss of generality that eq ∈M and e1 /∈M . If the lemma does not hold,
then let j = min {i : eiei+1 ∈ E(J)}. If j is odd, then a reasoning identical to
the one in Case 1 yields a contradiction.
Therefore j is even and ej ∈ M . By assumption, ejej+1 is explodable,
hence J ′ = J > ejej+1 satisfies conn(J
′) ≤ k − 3. We have a matching M ′ =
M ∪{e1, e3, . . . , ej−1, ej+3, . . . , eq−1} \ {e2, e4, . . . , eq} ⊆ V (J ′) of size 2k− 1, so
by Theorem 1.2, conn(J ′) ≥ 2k−12 − 2 > k − 3, which is a contradiction. Thus
the lemma also holds for cycles.
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Given two incident non-parallel edges m ∈ M and e ∈ V (J) \M , we define
PM (m, e) to be the set of edges of M which participate in some M -alternating
path in G starting with m, continuing with e, and using only edges from V (J).
Note that we do not require the edges of the path to be J-adjacent. Also note
that m ∈ PM (m, e), and if me ∈ E(J), then PM (m, e) contains at least one
more edge of M , namely the other one J-adjacent to e, which exists by the
Degree Lemma.
Lemma 3.10. Let m ∈M , e ∈ V (J) \M with me ∈ E(J), and let m′ ∈M be
the other M -edge J-adjacent to e. Let W1 and W2 be the vertex classes of the
bipartite graph G, and let m∩e ⊆Wi. Then for every m∗ ∈ PM (m, e)\{m,m′},
there is an edge g ∈ V (J) for which the following hold:
(i) g is J-adjacent to m∗,
(ii) g ∩m∗ ⊆W3−i,
(iii) If mˆ ∈ M is the other M -edge (besides m∗) J-adjacent to g, then mˆ /∈
PM (m, e).
Proof. Suppose not. Then fix m∗ ∈ PM (m, e) \ {m,m
′} for which the lemma
fails. Let Q = {g ∈ V (J) : gm∗ ∈ E(J), g ∩m∗ ⊆W3−i}. If Q is not empty,
then by assumption every edge g ∈ Q fails property (iii).
Since J is M -reduced, we have conn(J) ≤ k − 2 and when we explode me,
we get conn(J >me) ≤ k − 3. We then iteratively delete decouplable edges of
J > me in an arbitrary order until no edge is decouplable. This results in an
M ′-reduced J ′ ⊆ J>me, where M ′ =M \{m,m′} and conn(J ′) ≤ k−3 (recall
that deleting a decouplable edge does not increase the connectedness). Let a be
the vertex in m′ \ e.
Note that if a is not the endpoint of any edge contained in V (J ′), we are
done, since then PM (m, e) = {m,m′}, so there is no m∗ to choose, and the
statement is vacuously true. Thus, assume this is not the case.
We will arrive at a contradiction by showing that m∗ is isolated in J ′, which
implies conn(J ′) =∞.
First, we show that m∗ has no J ′-neighbors incident to it in W3−i. Take an
arbitrary edge g which intersectsm∗ inW3−i. Ifm
∗g /∈ E(J), thenm∗g /∈ E(J ′),
so we are done. Thus assume m∗g ∈ E(J), which implies g ∈ Q, and this means
that mˆ, the other M -edge J-adjacent to g (which exists by the Degree Lemma
for M and J), is in PM (m, e) by our assumption on m∗. If mˆ ∈ {m,m′}, then
m∗g /∈ E(J ′) by the Degree Lemma applied to J ′ (because m,m′ /∈ V (J ′)).
Otherwise, there is an M -alternating path e1, . . . , eq = mˆ starting at the vertex
a ∈ e1. This is clearly also anM ′-alternating path, and since a is anM ′-exposed
vertex in J ′, the Alternating Lemma (Lemma 3.9) applied to M ′ and J ′ gives
that none of the pairs ei, ei+1 are J
′-adjacent; in particular, eq−1mˆ /∈ E(J ′).
Now there are two cases.
Case 1. m∗ is on this path.
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Then the segment of the path starting at m∗ and ending with mˆ, together
with g, forms an M ′-alternating cycle. Since eq−1mˆ /∈ E(J ′), the Alternating
Lemma tells us that m∗ and g are not J ′-adjacent.
Case 2. m∗ is not on the path.
Then e1, . . . , eq, g,m
∗ is anM ′-alternating path, and the Alternating Lemma
again tells us that m∗ and g are not J ′-adjacent.
This proves that m∗ has no J ′-neighbor which intersects it in W3−i.
We now show that it also has no J ′-neighbor intersecting it in Wi. Take
an arbitrary edge g which intersects m∗ in Wi. We may again assume g is
J-adjacent to m∗, and hence there is an mˆ ∈ M , which is the other M -edge
J-adjacent to g. Again, if mˆ ∈ {m,m′}, then m∗g /∈ E(J ′) because then
mˆ /∈ V (J ′) and the Degree Lemma for J ′ gives that g is not J ′-adjacent to any
edge of M ′ = M ∩ V (J ′). There is an M ′-alternating path e1, . . . , eq = m
∗
starting at the vertex a ∈ e1. Because the path starts at an M ′-exposed vertex,
no two consecutive edges are J ′-adjacent by the Alternating Lemma. Again
there are two cases.
Case 1. mˆ is on this path.
Then the segment of the path starting at mˆ and ending with m∗, together
with g, forms an M ′-alternating cycle. Since eq−1m
∗ /∈ E(J ′), the Alternating
Lemma tells us that m∗ and g are not J ′-adjacent.
Case 2. mˆ is not on the path.
Then e1, . . . , eq, g is an M
′-alternating path, and the Alternating Lemma
will again tell us that m∗ = eq and g are not J
′-adjacent.
In conclusion, we have shown that m∗ does not have any neighbor in J ′,
which was our desired contradiction. Hence no such m∗ exists and the proof is
complete.
Lemma 3.11. Let m, e,m′, f ∈ V (J) be the edges of an M -alternating C4 with
m,m′ ∈ M . Let M× = M ∪ {e, f} \ {m,m′}. Then PM×(e,m) = PM (m, e) ∪
{e, f} \ {m,m′}; in particular, |PM×(e,m)| = |PM (m, e)|.
Proof. Let a be the vertex in m′∩f . AnyM -alternating path starting with m, e
must continue with m′ and then a path starting at a and never again intersect
the vertices of the C4. Similarly, any M
×-alternating path starting with e,m
must continue with f and a path starting at a and never again intersect the
vertices of the C4. Thus the edges outside of the C4 which are reached will be
the same, because the matchings are the same outside the C4.
Lemma 3.12. Let m, e,m′, f ∈ V (J) be the edges of an M -alternating C4 with
m,m′ ∈M , and let M× =M∪{e, f}\{m,m′}. Then J has a CP-decomposition
with respect to M× if and only if J has a CP-decomposition with respect to M .
Proof. Suppose J has a CP-decomposition with respect to M . We will show
that it has a CP-decomposition with respect to M×. Since the roles of M and
M× are symmetric, the reverse implication is analogous. Note also that J is
M -reduced if and only if it is M×-reduced. There are two cases.
Case 1. mem′f is a C4 in the CP-decomposition with respect to M .
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Then mem′f is still an M×-alternating 4-cycle and incident edges are J-
adjacent, so the same CP-decomposition is also a CP-decomposition with re-
spect to M×.
Case 2. mem′f is not a C4 in the CP-decomposition with respect to M .
Thenm andm′ must be in either a C4 or a P4 in this decomposition. Suppose
first that m ∈ S1, where S1 is a C4 in the CP-decomposition. Then m′ /∈ S1,
and hence e, f /∈ S1. It follows that e and f are neither equal to nor parallel
to edges of any C4 in the CP-decomposition, and thus by property (3) of the
CP-decomposition, they are each at home in some P4 of the CP-decomposition.
This means that both endpoints of m′ must be interior vertices of some P4.
However this is impossible, since M -edges are the ending edges of the P4’s of
the decomposition, so only one endpoint could be interior. So m is not in a C4
of the decomposition and by symmetry, neither is m′.
From now on we assume that m and m′ are in two distinct P4’s (they are
not in the same P4 because then either e or f would not be at home in any P4).
Call these P4’s T1 and T2 with edges mgh and m
′g′h′, respectively. Note that
m∩ g contains an interior vertex, as does m′ ∩ g′, and since e and f must be at
home somewhere, one of them, say e, is at home in m ∩ g and the other (f) in
m′ ∩ g′ (since e and f are disjoint).
We claim now that replacing T1 and T2 by egh and fg
′h′ gives us a CP-
decomposition with respect to M×. To check this, we must show that egh
and fg′h′ are both P4’s whose incident edges are J-adjacent, and that every
edge which was at home in T1 or T2 is still at home in either egh or fg
′h′.
Both are straightforward consequences of Corollary 3.8, which states that the
J-neighbors of e and of m at e ∩ m, which are outside of the 4-cycle are the
same (and likewise for f and m′). Thus, e is J-adjacent to g and f is J-adjacent
to g′. And any edge which was at home in T1 because it was J-adjacent to m
is J-adjacent also to e, and so still at home in egh (and likewise for T2 and
fg′h′). The only edges left to check are m and m′ and edges parallel to m, m′,
e, or f . Here m and m′ are at home in egh and fg′h′, respectively, because
they are J-adjacent to g and g′, respectively. Edges parallel to m or m′ are
J-adjacent to g or g′, respectively, since they needed to be at home in some P4
of the original CP-decomposition and those are the only possibilities (they are
not J-adjacent to m or m′ by the Degree Lemma, because J is M -reduced).
Thus they are at home in the new P4’s. All e-parallel edges are also J-adjacent
to g, and f -parallel ones to g′ because of Corollary 3.8. This means that this
is indeed a CP-decomposition with respect to M×, and it is clearly of the same
order. This completes the proof.
3.2 Proof of the CP-Decomposition Theorem
We are now ready to start the proof of Theorem 3.3.
Proof of Theorem 3.3. We prove this by induction on |M |. Recall that |M |must
be even, so write |M | = 2k and proceed by induction on k.
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For k = 0, we have conn(J) = −2, which means V (J) is empty. Thus, it
has a CP-decomposition of order 0, which is an empty collection of cycles and
paths.
For k = 1, we get conn(J) = −1, so I(J) must have at least two components.
Thus there exist two disjoint non-empty subsets E1, E2 ⊆ V (J) with V (J) =
E1 ∪ E2 such that for all e1 ∈ E1 and e2 ∈ E2, we have e1e2 ∈ E(J). By
assumption there is a matching M = {m1,m2} ⊆ V (J). Since m1 and m2 are
not J-adjacent (as they are disjoint), they must be in the same component of
I(J), and so assume without loss of generality that m1,m2 ∈ E1. Then every
edge in E2 is J-adjacent to both m1 and m2, and since G is bipartite, every
such edge must intersect m1 in one vertex class of G and m2 in the other. Thus
the graph formed by the edges in E2 together with m1 and m2 is either a C4
or a P4 together with possibly some parallel edges. If it forms a C4, then the
rest of E1 must consist of edges parallel to m1 and m2 because they must be
J-adjacent to both of the non-M edges of the C4. If the graph is a P4, then the
rest of the edges in E1 must be J-adjacent to all of the middle edges, and hence
are at home in that P4. Therefore, J has a CP-decomposition consisting of a
single C4 or P4. This completes the proof for k = 1.
Now assume k ≥ 2. If |E(J)| = 0, then conn(J) = ∞, so the statement
is vacuously true. So assume |E(J)| ≥ 1. We may assume J is M -reduced so
that all edges of J are explodable. (If J is not M -reduced, iteratively delete
decouplable edges of J until the subgraph is M -reduced. A CP-decomposition
for the subgraph of J will also be a CP-decomposition of J .)
Case 1. There is an edge m = ab ∈M with no J-neighbor incident to a.
Then there must be a J-neighbor e ofm incident to b, otherwisem is isolated,
and conn(J) = ∞, which is a contradiction. Since J is M -reduced, when we
explode me ∈ E(J), we have that J ′ = J >me satisfies conn(J ′) ≤ k − 3. By
the Degree Lemma for J , there is another edge m′ ∈ M which is J-adjacent
to e. Since M ′ = M \ {m,m′} ⊆ V (J ′) is a matching of size 2k − 2, we have
that J ′ together with M ′ satisfy the conditions of the theorem for k′ = k − 1,
so by induction, there is a CP-decomposition of J ′ with respect to M ′, say
S1, . . . , Ss, T1, . . . Tt with s+ t = k − 1, where each Si ∼= C4 and each Tj ∼= P4.
Define Tt+1 to be a P4 consisting of the edges m, e, and m
′. We claim that
S1, . . . , Ss, T1, . . . , Tt+1 is a CP-decomposition of J with respect to M . Since
J ′ ⊆ J and M ′ ⊆ M , the subgraphs Si form C4’s with two M -edges, with
intersecting edges J-adjacent to each other, and the subgraphs Tj with j < t+1
form P4’s also with this property. The new path Tt+1 of course satisfies this as
well, so the only thing we still need to check is that the remaining edges are
parallel to edges of some Si or at home in some Tj. Clearly, this is already true
of the edges in V (J ′), so consider an edge f ∈ V (J) \ V (J ′). Then f ∈ NJ (m)
or f ∈ NJ(e). If f ∈ NJ(e), then f is at home in Tt+1, because both endpoints
of e are interior in Tt+1. If f ∈ NJ(m), then f is also at home in Tt+1 because
m did not have a J-neighbor incident to a, so f must be adjacent to m at b,
which is an interior vertex of Tt+1. This completes the proof of Case 1.
Case 2. Every edge in M has a J-neighbor on both sides.
Recall that given two incident non-parallel edges m ∈M and e ∈ V (J) \M ,
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we define PM (m, e) to be the set of edges of M which participate in some
M -alternating path in G starting with m, e using edges in V (J). Note that
m ∈ PM (m, e), and if me ∈ E(J), then PM (m, e) contains at least one more
edge of M , namely the other one J-adjacent to e (which exists by the Degree
Lemma).
Let M =M(M,J) be the smallest family of all matchings Mˆ ⊆ V (J) with
the properties that
(1) M ∈M
(2) For every Mˆ ∈ M and for every C4 with edges mˆ, eˆ, mˆ′, fˆ ∈ V (J), where
mˆ, mˆ′ ∈ Mˆ , we have Mˆ ∪
{
eˆ, fˆ
}
\ {mˆ, mˆ′} ∈ M.
Obviously, each member of M can be obtained from M by a finite sequence of
the above “C4-switch” operation. Observe also that J is Mˆ -reduced for every
matching Mˆ ∈ M.
Let (M1,m, e) be chosen such that |PM1(m, e)| is maximum among
{
(Mˆ, mˆ, eˆ) : Mˆ ∈M, mˆ ∈ Mˆ, eˆ ∈ NJ(mˆ)
}
.
Note that the set we are maximizing over is non-empty because we are in Case
2, soM ∈ M has an edge J-adjacent to another edge. Our plan is to find a CP-
decomposition with respect to M1. This will be enough to prove our theorem
because we can then “undo” the switches to arrive at our original matching
M by repeatedly applying Lemma 3.12. For convenience we denote the vertex
classes of G by A and B, with m ∩ e ⊆ A.
Let m′ ∈M1 be the other M1-edge J-adjacent to e. If m has no J-neighbor
intersecting it in B, we may proceed as in Case 1, and thereby have a CP-
decomposition with respect to M1. Otherwise, m has a J-neighbor on both
sides, so let f be a J-neighbor of m with m ∩ f ⊆ B. By the Degree Lemma,
f is J-adjacent to another edge m∗ ∈M1. We claim that in fact m∗ = m′, and
hence the edges m, e,m′, f form a C4.
Suppose m∗ 6= m′. Ifm∗ /∈ PM1(m, e), we immediately arrive at a contradic-
tion, because PM1(m
∗, f) would then properly contain PM1(m, e) (just prepend
m∗, f onto any M1-alternating path starting with m, e), which contradicts the
maximality of |PM1(m, e)|. Thus we must have m
∗ ∈ PM1(m, e) \ {m,m
′}.
By Lemma 3.10, there is an edge g ∈ V (J) \M1 which is J-adjacent to m∗
with m∗ ∩ g ⊆ B so that its other J-adjacent matching edge, mˆ ∈ M1, is not
in PM1(m, e). Then we claim PM1(mˆ, g) properly contains PM1(m, e), which
would again be a contradiction.
To see that this is the case, take any matching edge m˜ ∈ PM1(m, e), and
we will show that m˜ ∈ PM1(mˆ, g). If an M1-alternating path starting with m, e
reaching m˜ contains m∗, then we can start with mˆ, g and continue along the
segment of this path starting at m∗, since neither mˆ nor g could be used in
this path (otherwise mˆ ∈ PM1(m, e)). If, on the other hand, m˜ is reachable
from m, e without touching m∗, then we may reach m˜ by a path starting with
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mˆ, g,m∗, f,m, e. Thus, PM1(m, e) ⊆ PM1(mˆ, g), and since the latter contains
mˆ, while the former does not, we have the contradictory proper containment we
were hoping for. Therefore m∗ = m′.
Thus m has only f and edges parallel to f as J-neighbors at B. We will
show now that similarly, m′ has only e-parallel edges as J-neighbors at B.
By Lemma 3.11 applied to mem′f , we have
∣∣∣PM×
1
(e,m)
∣∣∣ = |PM1(m, e)|, so
(M×1 , e,m) is also a maximizing triple, where M
×
1 = M1 ∪ {e, f} \ {m,m
′}.
Thus, the argument of the previous two paragraphs can be applied to show that
e only has m′-parallel edges as J-neighbors at B. By Corollary 3.8, this implies
that m′ also has only e-parallel edges as J-neighbors on that side.
We claim that among m, e, m′, f , and all parallel edges we have that every
parallel pair is non-J-adjacent and every pair of intersecting non-parallel edges
is J-adjacent. To see that two parallel edges are not J-adjacent to each other,
one must simply apply the Degree Lemma to M1, M
×
1 , or one of these with a
matching edge switched out for a parallel edge. Now suppose on the contrary
that edges g parallel to m and h parallel to e are not J-adjacent. Then the
Alternating Lemma for M1 ∪ {g} \ {m} would imply that m′ and f are not
J-adjacent, which would be a contradiction.
Now we distinguish two further cases.
Case 2(a). mem′f and parallel edges form a connected component of J .
Then we explode me to yield J ′ = J > me with conn(J ′) ≤ k − 3. Since
J ′ contains the matching M ′ = M1 \ {m,m
′} of size 2k − 2, J ′ and M ′ satisfy
the conditions of the theorem with k′ = k − 1, so by induction, there is a CP-
decomposition with respect to M ′, say S1, . . . , Ss, T1, . . . Tt with s+ t = k − 1.
Define Ss+1 to be the C4 given by mem
′f . It is clear, that adding Ss+1
to this CP-decomposition yields a CP-decomposition of J . This completes the
proof of Case 2(a).
Case 2(b). mem′f and parallel edges do not form a component of J .
Suppose without loss of generality that there is an edge g ∈ V (J) not parallel
to any ofmem′f which is J-adjacent tom. Note that we must havem∩g = m∩e
because all the J-neighbors of m intersecting it in m∩f are parallel to f . Then
we explode mg and iteratively delete all decouplable edges to yield an M ′1-
reduced J ′ ⊆ J >mg with conn(J ′) ≤ k − 3, where M ′1 = M1 \ {m,m1} with
m1 the other M1-edge J-adjacent to g. Since all J-neighbors of m
′ are parallel
to e, and they are all J-adjacent to m, no J-neighbors of m′ are present in J ′.
So m′ has no J ′-neighbor at m′ ∩ e. Thus it must have some J ′-neighbor g′
at m′ ∩ f , otherwise m′ would be isolated and conn(J ′) = ∞, a contradiction.
Thus we explode m′g′ and get J ′′ = J ′ > m′g′ with conn(J ′′) ≤ k − 4. Let
m2 ∈ M1 be the other matching edge J-adjacent to g′ by the Degree Lemma.
Then the matchingM ′′ =M1\{m,m′,m1,m2} of size 2k−4 is contained in J ′′.
Therefore, J ′′ and M ′′ satisfy the conditions of the theorem for k′′ = k − 2, so
J ′′ has a CP-decomposition with respect to M ′′, say S1, . . . , Ss, T1, . . . , Tt with
s+ t = k − 2.
We define Tt+1 to be the P4 with edges {m, g,m1}, and Tt+2 to be the
P4 with edges {m′, g′,m2}. Then we claim S1, . . . , Ss, T1, . . . , Tt+2 is a CP-
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decomposition of J with respect to M1. To see this, we must verify that every
edge not in an Si and not parallel to an edge of an Si is at home in some Tj .
This is already true for all edges in V (J ′′) (since J ′′ ⊆ J), so we only need to
consider the edges we have removed by exploding mg and m′g′. However, all of
these edges were by definition J-adjacent (or even J ′-adjacent) to m, g, m′, or
g′. The edges J-adjacent to g and g′ are automatically at home in Tt+1 or Tt+2
because the vertices of g and g′ are the interior vertices of the respective P4’s.
However, the only edges J-adjacent to m or m′ but not at m ∩ g or m′ ∩ g′ are
parallel to e and f . However, e-parallel edges are J-adjacent to g and f -parallel
edges are J-adjacent to g′ by Corollary 3.8, so they are also at home in Tt+1 or
Tt+2. Thus we have a CP-decomposition with respect to M1.
All we need now is to use this CP-decomposition to get a CP-decomposition
with respect to our original M . This is possible by several applications of
Lemma 3.12 becauseM1 is obtainable fromM by a sequence of C4-switches.
4 Good Sets
This section introduces the concept of good sets, which (as we will later see in
[15]) will help us find the substructure we need in our Ryser-extremal hyper-
graph in order to prove our characterization theorem by induction. The main
result of this section implies that we can find good sets inside our link graphs
in several cases, and hence if there are no good sets, we will know that the link
graphs must have a certain form.
We start with a graph-theoretic definition, which will form the backbone of
the definition of a good set.
Definition 4.1. Let G be a bipartite graph with vertex classes A and B. A
subset X ⊆ B is called decent if it satisfies the following conditions:
(1) |N(X)| ≤ |X |,
(2) ν(G) = |N(X)|+ |B \X |,
(3) For every x ∈ X and y ∈ N(x) the edge xy participates in a maximum
matching of G.
Lemma 4.2. Let G be a bipartite graph with vertex classes A and B, and let M
be a maximum matching in G. Let X0 ⊆ B be the set of M -unsaturated vertices
in B, and let X be the set of vertices in B reachable on an M -alternating path
from X0 (including X0). Then X is decent, and |N(X)| = |X | − |X0|.
Proof. Let Y = N(X). Then Y is the set of vertices in A reachable on an M -
alternating path from X0. To see this, consider a vertex x ∈ X and a neighbor
y ∈ N(x). Either x is unsaturated, in which case x ∈ X0, so xy is an M -
alternating path from X0 to y, or there is an M -alternating path from X0 to
x, which must end with a matching edge. If y is on this path, we are done.
Otherwise, xy is not a matching edge, and hence we can extend our path by the
edge xy.
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We claim that M saturates Y with (X,Y )-edges. This is because M is
maximum, and thus every M -alternating path starting from an unsaturated
vertex must end in a saturated vertex, and therefore every vertex of Y is incident
to an edge of M . Extending the path by such a matching edge must land us
in X by definition. Thus this matching edge is an (X,Y )-edge. Therefore
|N(X)| = |X | − |X0| ≤ |X |, so X satisfies property (1). Since X contains all
M -unsaturated vertices, M saturates Y and B \ X with distinct edges, and
these are clearly all the edges of M . Thus ν(G) = |Y |+ |B \X |, so we have (2)
as well.
We now show that X satisfies (3). Take an edge e ∈ E(G) between X and
Y . If e ∈ M , then we are done. If it has an M -unsaturated vertex, then it is
only adjacent to one matching edgem ∈M , and soM∪{e}\{m} is a maximum
matching containing e.
Otherwise, e is adjacent to two matching edges m,m′ ∈ M . Since e goes
between X and Y , the vertices of m and m′ are reachable by an M -alternating
path starting from X0. Without loss of generality, the vertex in m ∩ e is in X .
So consider an M -alternating path from X0 which ends at that vertex. Note
that its last edge is m. If m′ is not in this path, then we can extend the path by
e and m′. Switching along this extended path will create a maximum matching
containing e (since the path ends at an M -unsaturated vertex). If, however,
m′ was in the original path, then adding e to the path forms an M -alternating
cycle. Switching the matching along the cycle produces the desired matching.
Therefore X is decent, as desired.
Definition 4.3. Let G be a bipartite graph. A subset X of a vertex class of G
is called equineighbored if X is nonempty and |N(X)| = |X |.
Note that if G has a perfect matching, then each vertex class is an equineigh-
bored set (unless G is the empty graph).
Lemma 4.4. Let G be a bipartite graph with vertex classes A and B and let
M be a perfect matching in G. Let X0 ⊆ B, and let X be the set of vertices in
B reachable on an M -alternating path from X0 (including X0) starting with a
non-matching edge. Then X is equineighbored.
Proof. Let Y = N(X). Since M is a perfect matching, every y ∈ Y has a
partner x ∈ B matched to it by M . If there is an M -alternating path from X0
to y starting with an edge not in M , then x ∈ X because either x ∈ X0 ⊆ X
or the path can be extended by the matching edge xy. If this holds for every
y ∈ Y , then there is a matching from Y to X , so that |Y | ≤ |X |, from which
|Y | = |X | follows by Hall’s Theorem.
Therefore, we need to show that every y ∈ Y can be reached from X0 by an
M -alternating path starting with a non-matching edge. Since y ∈ N(X), it has
a neighbor x ∈ X . By the definition of X , there is such an M -alternating path
ending in x. If y is on that path, we are done. Otherwise, xy is not an edge of
M (because the path to x ends with the matching edge incident to x), and so
the path could be extended by xy, and thus y is on such a path. This concludes
the proof.
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Lemma 4.5. Let G be a bipartite graph with vertex classes A and B, and let
M be a perfect matching in G. Let X ⊆ B be a minimal equineighbored set in
B. Then X is decent.
Proof. X satisfies property (1) by being equineighbored. Since G has a perfect
matching, there is a matching saturating B, and since |X | = |N(X)|, we have
ν(G) = |B| = |N(X)|+ |B \X |, which is (2).
We now show that X satisfies (3). Let Y = N(X). Let x ∈ X , y ∈ Y , and
let xy ∈ E(G). Fix a perfect matching M . Because N(X) = Y , it must match
X to Y . If xy ∈ M , we are done. Otherwise there exist edges xy′, x′y ∈ M
adjacent to xy. We claim that these edges participate in anM -alternating cycle
with xy, and thus by switching along the cycle we get a new perfect matching
which does include xy. To show that this happens, consider all M -alternating
paths starting at x′ with a non-matching edge. If there is such a path which hits
y′, then we can extend the path by y′x and xy to give anM -alternating cycle in
which xy participates. So assume that no such path hits y′. Let X ′ be the set
of X-vertices which we can hit on such a path. Then X ′ is a proper (x /∈ X ′)
non-empty (x′ ∈ X ′) equineighbored subset of X by Lemma 4.4 applied with
X0 = {x′}. This is a contradiction because X was chosen to be minimal.
Definition 4.6. Let G be a bipartite graph with vertex classes A and B. A
subset X ⊆ B is called good if it is decent, and if for all y ∈ N(X) we have
conn (L (G− {yz ∈ E(G) : z ∈ B \X})) > conn(L(G)).
Note in particular that if X is good, then {yz ∈ E(G) : z ∈ B \X} 6= ∅ for
all y ∈ N(X).
Lemma 4.7. Let G be a bipartite graph with vertex classes A and B. Suppose
ν(G) = 2k for some integer k and conn(L(G)) = k− 2. If G has no good set in
A nor in B, then the following hold:
(i) G has a perfect matching
(ii) For every minimal equineighbored subset X ⊆ A or X ⊆ B we have |X | =
2. In particular, G[X ∪N(X)] is a C4 (possibly with parallel edges).
Note that the minimality requirement in (ii) is well-defined because by (i)
both A and B are equineighbored.
Proof. Assume that G has no good sets. First, we show that (i) holds. Suppose
G does not have a perfect matching. Let M be a maximum matching in G. By
assumption, there are some M -unsaturated vertices in A ∪ B. Without loss of
generality assume that at least one of them is in B. Let X0 be the set of M -
unsaturated vertices in B. Consider all the M -alternating paths in G starting
from X0. Let X be the set of vertices in B reachable on an M -alternating path
from X0 (including X0), and let Y = N(X). We claim that X is a good subset.
By Lemma 4.2 X is decent, so we must simply check that for all y ∈ Y we have
conn (L (G− {yz ∈ E(G) : z ∈ B \X})) > conn(L(G)).
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Let y ∈ Y . Let Gy = G − {yz ∈ E(G) : z ∈ B \X}. Clearly M is still a
maximum matching in Gy and X0 remains the set of M -unsaturated vertices.
All of the (X,Y )-edges have been preserved in Gy, so X and Y are still the sets
of vertices reachable by anM -alternating path from X0. Suppose for the sake of
contradiction that we had conn(L(Gy)) = k−2. Then we pass to anM -reduced
subgraph J ⊆ L(Gy) of the line graph by iteratively deleting all decouplable
edges (see Definition 3.6). This means conn(J) = k−2, but conn(J−e) ≥ k−1
for all e ∈ E(J)).
Claim. The edges between X and Y form an independent set in J .
Proof. First, by the Degree Lemma (Lemma 3.7), any edge e parallel to an edge
of M is not J-adjacent to any edge of M . Next, by the Alternating Lemma
(Lemma 3.9) any two edges which are together in an M -alternating path from
X0 are not J-adjacent. Now consider a matching edge m ∈ M and an (X,Y )-
edge e which intersects it in a vertex v. Because m hits X , there is an M -
alternating path starting at X0 which has m as its last edge. If this path ends
in v, then we can add e to that path to obtain either a longer M -alternating
path or to obtain an M -alternating cycle. Either way, the Alternating Lemma
gives that e and m are not J-adjacent.
If v is not at the end of this path, then consider the other M -edge m′ which
intersects e (if this does not exist, then e is not J-adjacent to m by the Degree
Lemma (Lemma 3.7)). There is an M -alternating path starting at X0 which
has m′ as its last edge. This path ends in the intersection of m′ and e, so by
the previous argument, e and m′ cannot be J-adjacent, and so by the Degree
Lemma, e and m are not J-adjacent either. Thus we have shown that none of
the (X,Y )-edges are J-adjacent to the edges of M .
Now consider two intersecting non-matching edges e and f between X and
Y . If they were J-adjacent, then they would be explodable, but because e
and f are not J-adjacent to any M -edges, M ⊆ V (J > ef), so by Lemma 1.2,
conn(J > ef) ≥ |M | /2− 2 = k− 2. This contradicts explodability, so they must
not be J-adjacent.
Now consider the matching edge m ∈ M containing y. It is isolated in
J , because all of the edges intersecting m at all are (X,Y )-edges. This is a
contradiction, becausem is then an isolated vertex of J , which means conn(J) =
∞, a contradiction. Thus we must have conn(L(Gy)) ≥ k − 1 as desired. Thus
X is good. This contradicts the assumption that there were no good sets, so G
must in fact have a perfect matching.
Now we will show (ii) holds. Let X ⊆ B be a minimal equineighbored
set. We want to show that |X | = 2, from which easily follows that the edges
incident to X form a C4 (possibly with parallel edges). Indeed, if X is a minimal
equineighbored set of size 2, then its vertices must both have two neighbors (a
vertex with only one neighbor would be a proper equineighbored subset, a vertex
with more than two neighbors is ruled out by |N(X)| = 2, and an isolated vertex
is ruled out by the fact that we have a perfect matching), which means they
both connect to both neighbors of X , which forms a C4.
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So suppose that |X | 6= 2. We will show that X is good. By Lemma 4.5, X is
decent, so we must simply check that for all y ∈ N(X), the graph Gy formed by
erasing from G all edges incident to y and not incident to X has the property
that conn(L(Gy)) ≥ k − 1.
Indeed suppose it did not. We could then apply Theorem 3.3 to get a CP-
decomposition of L(Gy). Note that X is still a minimal equineighbored subset
of B in Gy.
Claim. X does not contain any interior vertex of a P4 in any CP-decomposition
of L(Gy) with respect to any perfect matching.
Proof. Fix a perfect matchingM of Gy, and fix a CP-decomposition S1, . . . , Ss,
T1, . . . , Tt of L(Gy) with respect to M . Let X0 be the set of interior vertices of
the paths Tj in X . Then X \X0 is also equineighbored because the endpoints
of the paths Tj which are partnered with the vertices of X0 in the matching M
are not in the neighborhood of X \ X0 since all edges incident to them must
connect to interior vertices of the paths. Since there are |X0| endpoints in X ,
we have removed at least as many vertices from the neighborhood as we have
removed from X . Note that X \ X0 cannot be empty as X could not have
consisted entirely of interior vertices of the paths, since those have at least two
distinct neighbors each. It follows that X0 must have been empty and the claim
follows.
Claim. X does not contain any vertices of a C4 in any CP-decomposition of
L(Gy) with respect to any perfect matching.
Proof. Fix a perfect matchingM of Gy, and fix a CP-decomposition S1, . . . , Ss,
T1, . . . , Tt of L(Gy) with respect to M . Let X0 be the vertices of some 4-cycle
Si which are contained in X . Then X \X0 is also equineighbored because the
two vertices of that Si which are adjacent to X0 are not in the neighborhood
of X \X0 as X does not contain any interior vertices of any Tj by the previous
claim, and the only neighbors of the vertices of Si are other vertices of Si and
interior vertices of paths Tj by the definition of a CP-decomposition. Therefore
we would remove at least as many vertices from the neighborhood of X as we
would remove from X . It follows that if X0 is nonempty, then |X0| = 2, because
if |X0| = 1, then we would have |N(X \X0)| < |X \X0|, which contradicts the
fact that Gy has a perfect matching. Since |X | 6= 2, we cannot have X \X0 = ∅,
so X \X0 is a proper equineighbored subset of X , which is a contradiction to
the minimality of X .
Thus we have shown that X consists entirely of endpoints of P4’s (there are
no other types of vertices, since we have a perfect matching). Then y is an
interior vertex of some P4. However, y only has neighbors in X , so this cannot
be the case (since every interior vertex of a path is adjacent to another interior
vertex). Since we have reached a contradiction, it follows that we must have
conn(L(Gy)) ≥ k − 1. Thus X is a good set, which is a contradiction to the
conditions of the lemma. Therefore, we must have |X | = 2 and G[X ∪N(X)] is
a C4, which is (ii). This proves the lemma.
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5 Remarks and Open Problems
Concerning the tightness of Theorem 1.2 several interesting questions remain
open. In the main result of our paper we characterized those bipartite graphs
for which the theorem is tight when r = 2.
What happens with this characterization if one leaves out the restriction of
bipartiteness? The graph G consisting of a triangle and a hanging edge is an
example of a non-bipartite graph which is tight for Theorem 1.2. Indeed, ν(G) =
2 while the line graph is K4 minus an edge, having a disconnected independence
complex. It would be very interesting to obtain a full characterizations of those
graphs G which are tight for Theorem 1.2.
Another natural direction is to consider hypergraphs with uniformity higher
than 2. It is not difficult to see that Theorem 1.2 is also best possible for every
r > 2. Just take a matching of sizemr and addm edges that intersect r different
matching edges each. However, a characterization of those r-graphs for which
conn(H) = ν(H)
r
− 2 is still outstanding; the case of r-partite r-graphs already
being very interesting.
A related question concerns the relationship of Theorem 1.2 to Ryser’s Con-
jecture for r > 2. We mentioned already that in [15] we complete the proof
that a graph is tight for Theorem 1.2 if and only if it is the link graph of a
Ryser-extremal 3-graph. Is this equivalence or at least one of its directions true
for r > 2?
Finally, Theorem 1.2 has a chance to be best possible only for graphs whose
matching number is even. It would be interesting to prove a characterization
of 2-graphs with an odd matching number and having a line graph with con-
nectedness as small as possible (in terms of the matching number). Is there is a
CP-decomposition-type characterization of all (bipartite) graphs with matching
number 2k + 1 and connectedness k − 1?
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6 Appendix
We start with deriving Theorem 1.7 from a more general statement from [5]
about colored simplicial complexes.
A coloring of the vertices of a simplicial complex C by colors from a set X
is a function χ : V (C) → X . For a subset S ⊆ X of colors, denote by C|S the
subcomplex of C induced by the vertices which have colors from S: that is, let
V (C|S) = χ−1(S) and C|S = {σ ∈ C : χ(σ) ⊆ S}. A simplex is rainbow if all its
vertices have distinct colors.
Theorem 6.1. Let C be a simplicial complex whose vertices are colored with
colors from a set X, and let d ≥ 0 be an integer. If for every S ⊆ X we have
that conn(C|S) ≥ |S|−d−2, then C has a rainbow simplex with |X |−d vertices.
For the proof of Theorem 1.7 the crucial thing to note is that if for each
hyperedge xyz ∈ E(H) we color the corresponding edge xy of the link graph
lkH(Vi) with the third vertex z ∈ Vi, then a matching in the hypergraphH corre-
sponds to a rainbow matching (a matching with edges having pairwise distinct
colors) in the link graph lkH(Vi). Then Theorem 1.7 is an immediate conse-
quence of Theorem 6.1 applied with the independence complex I(L(lkH(Vi)))
of the link graph. Indeed, I(L(lkH(Vi)))|S = I(L(lkH(S))) and the vertices of
a rainbow simplex in the independence complex of L(lkH(Vi)) correspond to
pairwise disjoint edges in the link lkH(Vi)), which extend to pairwise distinct
vertices in Vi, and hence form a hypergraph matching.
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6.1 Rainbow Simplices
We now briefly introduce a couple of topological notions which we need for the
proof of Theorem 6.1.
The join of two abstract simplicial complexes C and D is the abstract sim-
plicial complex C ∗ D = {(σ × {0}) ∪ (τ × {1}) : σ ∈ C, τ ∈ D}. A useful fact
relating connectedness to joins is the following:
Proposition 6.2 (Lemma 2.3 in [20]). If C and D are abstract simplicial com-
plexes, then
conn(C ∗ D) ≥ conn(C) + conn(D) + 2.
A map f : V (C)→ V (D) is a simplicial map if the image of each simplex of
C is a simplex of D.
If K is a simplicial complex, then a subdivision of K is a simplicial complex
K′ with ‖K′‖ = ‖K‖ such that every simplex in K′ is contained in a simplex in
K.
To determine the connectedness of a simplicial complex, it is sufficient to
consider simplicial maps into subdivisions of the simplex.
Proposition 6.3 ([26, Proposition 2.8]). A simplicial complex C is k-connected
if and only if for every j with −1 ≤ j ≤ k and for every simplicial map f :
V (S) → V (C), where S is a subdivision of the boundary of a (j + 1)-simplex,
there is a subdivision B of a (j + 1)-simplex with S as its boundary, and a
simplicial map fˆ : V (B)→ V (C) extending f .
We prove Theorem 6.1 using the original proof idea from [8, 5] of the case
d = 0, which constructs an appropriate colored triangulation of the simplex and
then uses Sperner’s Lemma. We prove our d-defect version with the standard
trick of adding a set of d dummy vertices.
Lemma 6.4 (Sperner’s Lemma [25]). Let T be a subdivision of a simplex ∆ of
dimension n. Let c : V (T ) → A be a coloring of the vertices of the subdivision
such that
(1) Each vertex of ∆ receives a different color,
(2) The vertices of T on a face σ of ∆ are colored by the colors of the vertices
of σ.
Then there is an n-dimensional rainbow simplex in T .
Proof of Theorem 6.1. We will prove the statement by induction on d. Let first
d = 0.
Let C be a simplicial complex with a coloring c : V (C) → X of its vertices
satisfying the conditions of the theorem and let ∆ be an (|X | − 1)-dimensional
simplex (so with |X | vertices). The k-skeleton of ∆ is the subcomplex contain-
ing all faces of dimension up to k. By induction on k, we construct a subdivision
Tk of the k-skeleton of ∆ for every k = 0, 1, . . . , |X | − 1, together with a sim-
plicial map fk : V (Tk) → V (C) so that coloring each vertex v ∈ V (Tk) of the
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subdivision by the color c(fk(v)) produces a coloring which has property (1) of
Sperner’s Lemma, as well as property (2) for each face σ of ∆ up to dimension
k. (Such a coloring of will be called a Sperner coloring.)
We start with the 0-skeleton T0 = ∆(0), which consists of just the vertices
of ∆. We choose a simplicial map f0 : V (T0) → V (C) so that every vertex is
sent to a vertex with a different color. This is possible because we have as many
vertices as there are colors and, most importantly, because the assumption on
the connectedness requires that there is a vertex of every color in C. Indeed, for
any x ∈ X , we have conn(C|{x}) ≥ |{x}| − 2 = −1, hence the subcomplex C|{x}
is nonempty.
Now suppose that we have already defined a subdivision Tk of the k-skeleton
of ∆ and a simplicial map fk : V (Tk)→ V (C) such that if one colors the vertices
of the subdivision by the colors of their images under fk, we get a Sperner
coloring. We will extend Tk and fk to the (k + 1)-skeleton of ∆ by defining
the extensions independently for each (k + 1)-face σ of ∆. The boundary ∂σ
of σ is contained in the k-skeleton, so Tk contains a subdivision D of ∂σ. Let
S = c(fk(V (σ))) ⊆ X be the set of colors of the images of the vertices of σ
under fk. Because fk induces a Sperner coloring, we must have that |S| = k+2
and fk(V (D)) ⊆ C|S . By assumption, conn(C|S) ≥ |S| − 2 = k, and since
D is a subdivision of the boundary of a (k + 1)-simplex, by Proposition 6.3
there is a subdivision E of σ with D as its boundary, and a simplicial map
fσ : V (E) → V (C|S) extending fk. Doing this for each (k + 1)-simplex one
after another, we obtain a subdivision Tk+1 of the (k + 1)-skeleton and a map
fk+1 : V (Tk+1)→ V (C) defined as the union of all the maps fσ with σ ranging
over the (k + 1)-faces of ∆. Since each fσ agrees with fk on the boundary, the
union agrees with fk on the k-skeleton and it is well-defined. Also, fk+1 induces
a Sperner coloring by construction.
Continuing in this manner, we end up with a subdivision T|X|−1 = T of the
entire simplex ∆ and a simplicial map f : V (T ) → V (C) inducing a Sperner
coloring. Hence, by Sperner’s Lemma, there is a rainbow simplex τ in T with
|X | vertices. The colors of V (τ) were defined as the colors of its image via f ,
hence the simplex of C with vertices f(V (τ)) must also have |X | vertices with
all different colors. So we found our rainbow simplex, which concludes the proof
for d = 0.
Let now d ≥ 1 and let C be a simplicial complex with a coloring c : V (C)→ X
of its vertices such that for every S ⊆ X we have that conn(C|S) ≥ |S| − d− 2.
Our strategy is to add some new vertices and new simplices to C to get a
complex Cˆ and extend the coloring c to Cˆ such that Cˆ satisfies the conditions
of the theorem with dCˆ = d − 1. We will then apply the induction hypothesis
to find a rainbow simplex in Cˆ, and since it will turn out that it may contain
at most one new vertex, removing it will yield a rainbow simplex in C with at
least |X | − d vertices.
For each x ∈ X , let v(x) be a new vertex which we color by x. Let M be
the simplicial complex consisting of the isolated vertices
{
v(x) : x ∈ X
}
, and let
Cˆ = C∗M. We claim that Cˆ fulfills the conditions of the theorem with dCˆ = d−1.
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Indeed, applying Proposition 6.2 we get that conn(Cˆ|S) ≥ (|S|−d−2)−1+2 =
|S| − (d − 1) − 2 for every S ⊆ X . Here we used that Cˆ|S = C|S ∗ M|S and
that conn(M|S) = −1, as each color is represented among the new vertices, so
M|S is non-empty. Thus, by induction, Cˆ contains a rainbow simplex τ with
|X |−d+1 vertices. To complete the proof of the theorem we just need to recall
that no two vertices of M form a simplex, hence τ can contain at most one of
the new vertices. Thus there is a face of τ spanned by at least |X | − d vertices
from C, providing the rainbow simplex we were looking for.
6.2 The Independence Complex
Meshulam [19] proved a homological version of Theorem 1.6, where everywhere
in the statement conn is replaced by the homological connectedness connH .
He used the Mayer-Vietoris sequence and the observation that, provided G is
simple, I(G − e) = I(G) ∪ (e ∗ I(G > e)) and I(G) ∩ (e ∗ I(G > e)) is the
suspension of I(G > e). (Once proved for simple graphs, Theorem 1.6 follows
easily for arbitrary G.) Adamaszek and Barmak [2], mostly concerned with a
question of Aharoni, Berger, and Ziv [6], proved that the conn on the right hand
side of inequality (1.2) can be replaced with the following function ψ:
ψ(G) =


−2 G = ∅
+∞ V (G) 6= ∅, E(G) = ∅
maxe∈E(G)min {ψ(G− e), ψ(G> e) + 1} otherwise.
It can be easily seen by induction on |E(G)| that Theorem 1.6 implies the
theorem of Adamaszek and Barmak [2], but there seems to be no direct way
to derive the implication in the other direction. However, the proof in [2] can
easily be modified to give Theorem 1.6. One simply takes e to be an arbitrary
edge, defines k = min(conn(G − e), conn(G > e) + 1), and proceeds as in [2] to
show that the homological connectedness of G is at least k. To conclude that
conn(G) ≥ k, one only needs to show that k ≥ 1 implies that I(G) is simply
connected and then appeal to the Hurewicz Theorem. This can be done in an
argument identical to the one in [2].
One can apply Theorem 1.6 to prove Theorem 1.2.
Proof of Theorem 1.2. We proceed by induction on |E(J)|. If J contains an
isolated vertex, the lemma is trivially true, since then conn(J) = ∞. Thus
we may assume that every vertex of J has a neighbor. If M = ∅, the lemma
is trivially true, since the connectedness of anything is at least −2, so assume
|M | ≥ 1. Now consider an edge m ∈ M ⊆ V (J). This edge (vertex of J) has a
neighbor e in J . Since M ⊆ V (J −me), by induction we have conn(J −me) ≥
|M | /r− 2. Now consider what happens when we explode me. We remove from
V (J) all neighbors of m and e. Since m ∈ M , none of the neighbors of m are
in M , and since e has size at most r, it intersects at most r edges of M (one of
them being m). Therefore, V (J >me) still contains a matching of size at least
|M |−r. By induction, we then have conn(J>me) ≥ (|M |−r)/r−2 = |M | /r−3.
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Applying Theorem 1.6, we obtain
conn(J) ≥ min {conn(J −me), conn(J >me) + 1} ≥
|M |
r
− 2,
which is what was wanted.
