A second-order Galton-Watson process with immigration can be represented as a coordinate process of a 2-type Galton-Watson process with immigration. Sufficient conditions are derived on the offspring and immigration distributions of a second-order GaltonWatson process with immigration under which the corresponding 2-type Galton-Watson process with immigration has a unique stationary distribution such that its common marginals are regularly varying. In the course of the proof sufficient conditions are given under which the distribution of a second-order Galton-Watson process (without immigration) at any fixed time is regularly varying provided that the initial sizes of the population are regularly varying.
Introduction
Branching processes have been frequently used in biology, e.g., for modeling the spread of an infectious disease, for gene amplification and deamplification or for modeling telomere shortening, see, e.g., Kimmel and Axelrod [16] . Recently, Kashikar and Deshmukh [14, 15] and Kashikar [13] used second order Galton-Watson processes (without immigration) for modeling the swine flu data for Pune, India and La-Gloria, Mexico. Second-order Galton-Watson processes with immigration as special cases of Generalized Integer-valued AutoRegressive (GINAR) processes have been introduced by Latour [17] , see also Kashikar and Deshmukh [14] in case of no immigration. Kashikar and Deshmukh [14] also studied their basic probabilistic properties such as a formula for their probability generator function, probability of extinction, long run behavior and conditional least squares estimation of the offspring means.
Let Z + , N, R, R + , R ++ , and R −− denote the set of non-negative integers, positive integers, real numbers, non-negative real numbers, positive real numbers and negative real numbers, respectively. For functions f : R ++ → R ++ and g : R ++ → R ++ , by the notation f (x) ∼ g(x), f (x) = o(g(x)) and f (x) = O(g(x)) as x → ∞, we mean that lim x→∞ f (x) g(x) < ∞, respectively. The natural basis of R d will be denoted by {e 1 , . . . , e d }. For x ∈ R, the integer part of x is denoted by ⌊x⌋. Every random variable will be defined on a probability space (Ω, A, P). Equality in distributions of random variables or stochastic processes is denoted by
First, we recall the Galton-Watson process with immigration, which assumes that an individual can reproduce only once during its lifetime at age 1, and then it dies immediately. The initial population size at time 0 will be denoted by X 0 . For each n ∈ N, the population consists of the offsprings born at time n and the immigrants arriving at time n. For each n, i ∈ N, the number of offsprings produced at time n by the i th individual of the (n − 1) th generation will be denoted by ξ n,i . The number of immigrants in the n th generation will be denoted by ε n . Then, for the population size X n of the n th generation, we have
ξ n,i + ε n , n ∈ N, where 0 i=1 := 0. Here X 0 , ξ n,i , ε n : n, i ∈ N are supposed to be independent non-negative integer-valued random variables, and {ξ n,i : n, i ∈ N} and {ε n : n ∈ N} are supposed to consist of identically distributed random variables, respectively. If ε n = 0, n ∈ N, then we say that (X n ) n∈Z + is a Galton-Watson process (without immigration).
Next, we introduce the second-order Galton-Watson branching model with immigration. In this model we suppose that an individual reproduces at age 1 and also at age 2, and then it dies immediately. For each n ∈ N, the population consists again of the offsprings born at time n and the immigrants arriving at time n. For each n, i, j ∈ N, the number of offsprings produced at time n by the i th individual of the (n − 1) th generation and by the j th individual of the (n − 2) nd generation will be denoted by ξ n,i and η n,j , respectively, and ε n denotes the number of immigrants in the n th generation. Then, for the population size X n of the n th generation, we have
ξ n,i + X n−2 j=1 η n,j + ε n , n ∈ N, where X −1 and X 0 are non-negative integer-valued random variables (the initial population sizes). Here X −1 , X 0 , ξ n,i , η n,j , ε n : n, i, j ∈ N are supposed to be independent non-negative integer-valued random variables, and {ξ n,i : n, i ∈ N}, {η n,j : n, j ∈ N} and {ε n : n ∈ N} are supposed to consist of identically distributed random variables, respectively. Note that the number of individuals alive at time n ∈ Z + is X n + X n−1 , which can be larger than the population size X n of the n th generation, since the individuals of the population at time n−1 are still alive at time n, because they can reproduce also at age 2. The stochastic process (X n ) n −1 given by (1.2) is called a second-order Galton-Watson process with immigration or a Generalized Integer-valued AutoRegressive process of order 2 (GINAR(2) process), see, e.g., Latour [17] . Especially, if ξ 1,1 and η 1,1 are Bernoulli distributed random variables, then (X n ) n −1 is also called an Integer-valued AutoRegressive process of order 2 (INAR(2) process), see, e.g., Du and Li [7] . If ε 1 = 0, then we say that (X n ) n −1 is a second-order Galton-Watson process without immigration, introduced and studied by Kashikar and Deshmukh [14] as well.
The process given in (1.2) with the special choice η 1,1 = 0 gives back the process given in (1.1), which will be called a first-order Galton-Watson process with immigration to make a distinction.
For notational convenience, let ξ, η and ε be random variables such that ξ If (X n ) n∈Z + is a (first-order) Galton-Watson process with immigration such that m ξ ∈ (0, 1) and ∞ j=1 P(ε = j) log(j) < ∞, then the Markov process (X n ) n∈Z + admits a unique stationary distribution µ, see, e.g., Quine [18] . If ε is regularly varying with index α ∈ R ++ , then, by Lemma E.5, ∞ j=1 P(ε = j) log(j) < ∞. The content of Theorem 2.1.1 in Basrak et al. [4] is the following statement.
1.1 Theorem. Let (X n ) n∈Z + be a (first-order) Galton-Watson process with immigration such that m ξ ∈ (0, 1) and ε is regularly varying with index α ∈ (0, 2). In case of α ∈ [1, 2), assume additionally that E(ξ 2 ) < ∞. Then the tail of the unique stationary distribution µ of (X n ) n∈Z + satisfies
as x → ∞, and hence µ is also regularly varying with index α.
Note that in case of α = 1 and m ε = ∞ Basrak et al. [ 4, Theorem 2.1.1] assume additionally that ε is consistently varying (or in other words intermediate varying), but, eventually, it follows from the fact that ε is regularly varying. Basrak et al. [4, Remark 2.2.2] derived the result of Theorem 1.1 also for α ∈ [2, 3) under the additional assumption E(ξ 3 ) < ∞ (not mentioned in the paper), and they remark that the same applies to all α ∈ [3, ∞) (possibly under an additional moment assumption E(ξ ⌊α⌋+1 ) < ∞).
In Barczy et al. [3] we study regularly varying non-stationary Galton-Watson processes with immigration.
As the main result of the paper, in Theorem 2.1, in the same spirit as in Theorem 1.1, we present sufficient conditions on the offspring and immigration distributions of a second-order Galton-Watson process with immigration under which its associated 2-type Galton-Watson process with immigration has a unique stationary distribution such that its common marginals are regularly varying. More generally, one can pose an open problem, namely, under what conditions on the offspring and immigration distributions of a general p-type Galton-Watson branching process with immigration, its unique (p-dimensional) stationary distribution is jointly regularly varying.
The paper is organized as follows. In Section 2, first, for a second-order Galton-Watson process with immigration, we give a representation of the unique stationary distribution and its marginals, respectively, then our main result, Theorem 2.1, is formulated. The rest of Section 2 is devoted to the proof of Theorem 2.1. In the course of the proof, we formulate an auxiliary result about the tail behaviour of a second-order Galton-Watson process (without immigration) having regularly varying initial distributions, see Proposition 2.2. We close the paper with seven appendices which are used throughout the proofs. In Appendix A, we recall a representation of a second-order Galton-Watson process without or with immigration as a (special) 2-type Galton-Watson process without or with immigration, respectively. In Appendix B, we derive an explicit formula for the expectation of a second-order Galton-Watson process with immigration at time n and describe its asymptotic behavior as n → ∞. Appendix C is devoted to higher order moment estimations of a second-order Galton-Watson process (without immigration). In Appendix D, we recall a representation of the unique stationary distribution for a 2-type Galton-Watson process with immigration. In Appendix E, we collect several results on regularly varying functions and distributions, to name a few of them: convolution property, Karamata's theorem and Potter's bounds. Appendix F is devoted to recall and (re)prove a result on large deviations for sums of non-negative independent and identically distributed regularly varying random variables due to Tang and Yan [22, part (ii) of Theorem 1] . Finally, in Appendix G, we present a variant of Proposition 2.2, where both initial distributions X −1 and X 0 are regularly varying together with a second type of proof, see Proposition G.1.
Tail behavior of the marginals of the stationary distribution of second-order Galton-Watson processes with immigration
Let (X n ) n −1 be a second order Galton-Watson process with immigration given in (1.2), and let us consider the Markov chain (Y k ) k∈Z + given in (A.2), which is a (special) 2-type GaltonWatson process with immigration, and (e
, P(ε = 0) < 1 and E(½ {ε =0} log(ε)) < ∞, then there exists a unique stationary distribution π for (Y n ) n∈Z + , see Appendix D, since then M ξ,η is primitive due to the fact that
Moreover, the stationary distribution π of (Y n ) n∈Z + has a representation
where (V
, are independent copies of a (special) 2-type Galton-Watson process (V k (ε)) k∈Z + (without immigration) with initial vector V 0 (ε) = ε and with the same offspring distributions as (Y k ) k∈Z + , and the series
i (ε) converges with probability 1, see Appendix D. Using the considerations for the backward representation in Appendix A, we have (e
is a second-order Galton-Watson process (without immigration) with initial values V 0 (ε) = ε and V −1 (ε) = 0, and with the same offspring distributions as (X k ) k −1 . Consequently, the marginals of the stationary distribution π are the same distributions π, and it admits the representation
are independent copies of (V k (ε)) k −1 . This follows also from the fact that the stationary distribution π is the limit in distribution of Y n as n → ∞ and
thus the coordinates of Y n converge in distribution to the same distribution π as n → ∞.
Note that (X n ) n −1 is only a second-order Markov chain, but not a Markov chain. Moreover, (X n ) n −1 is strictly stationary if and only if the distribution of the initial population sizes (X 0 , X −1 )
⊤ coincides with the stationary distribution π of the Markov chain (
and hence for each n, m
is a continuous function of (X m−1 , X m , X m+1 , . . . , X n+m ), these considerations work backwards as well. Consequently, π is the unique stationary distribution of the second-order Markov chain (X n ) n −1 .
2.1 Theorem. Let (X n ) n −1 be a second-order Galton-Watson process with immigration such that m ξ ∈ R ++ , m η ∈ R ++ , m ξ + m η < 1 and ε is regularly varying with index α ∈ (0, 2). In case of α ∈ [1, 2), assume additionally that E(ξ 2 ) < ∞ and E(η 2 ) < ∞. Then the tail of the marginals π of the unique stationary distribution π of (X n ) n −1 satisfies
where m 0 := 1 and
for k ∈ N. Consequently, π is also regularly varying with index α.
Note that λ + and λ − are the eigenvalues of the offspring mean matrix M ξ,η given in (B.3) related to the recursive formula (B.2) for the expectations E(X n ), n ∈ N. For each k ∈ Z + , the assumptions m ξ ∈ R ++ and m η ∈ R ++ imply m k ∈ R ++ . Further, by (B.5), for all k ∈ Z + , we have m k = E(V k,0 ), where (V n,0 ) n −1 is a second-order Galton-Watson process (without immigration) with initial values V 0,0 = 1 and V −1,0 = 0, and with the same offspring distributions as (X n ) n −1 .
We point out that in Theorem 2.1 only the regular variation of the marginals π of π is proved, the question of the joint regular variation of π remains open.
For the proof of Theorem 2.1, we need an auxiliary result on the tail behaviour of secondorder Galton-Watson processes (without immigration) having regularly varying initial distributions.
2.2 Proposition. Let (X n ) n −1 be a second-order Galton-Watson process (without immigration) such that X 0 is regularly varying with index β 0 ∈ R + , X −1 = 0, m ξ ∈ R ++ and m η ∈ R + . In case of β 0 ∈ [1, ∞), assume additionally that there exists r ∈ (β 0 , ∞) with E(ξ r ) < ∞ and E(η r ) < ∞. Then for all n ∈ N,
where m i , i ∈ Z + , are given in Theorem 2.1, and hence, X n is also regularly varying with index β 0 for each n ∈ N.
Proof of Proposition 2.2. Let us fix n ∈ N. In view of the additive property (A.4), it is sufficient to prove
This relation follows from Proposition E.13, since E(ζ 5) . ✷ In Appendix G, we present a variant of Proposition 2.2, where both initial distributions X −1 and X 0 are regularly varying together with a second type of proof, see Proposition G.1.
Proof of Theorem 2.1. First, note that, by Lemma E.5, E(½ {ε =0} log(ε)) < ∞, and that the series
is convergent, since for each i ∈ N, we have m i = E(V i,0 ) λ i + < 1 by (B.6). We will use the ideas of the proof of Theorem 2.1.1 in Basrak et al. [4] . Due to the representation (A.4), for each i ∈ Z + , we have
where ε i , ζ (i) j,0 : j ∈ N are independent random variables such that {ζ (i) j,0 : j ∈ N} are independent copies of V i,0 , where (V k,0 ) k −1 is a second-order Galton-Watson process (without immigration) with initial values V 0,0 = 1 and V −1,0 = 0, and with the same offspring distributions as (X k ) k −1 . For each i ∈ Z + , by Proposition 2.2, we obtain P(V
i (ε i ), i ∈ Z + , are independent, for each n ∈ Z + , by Lemma E.10, we have
and hence the random variables
i (ε i ), n ∈ Z + , are also regularly varying with index α. For each n ∈ N, using that V
hence, letting n → ∞, we obtain
Moreover, for each n ∈ N and q ∈ (0, 1), we have lim sup
Since ε is regularly varying with index α, by (2.2), we obtain
and hence
The aim of the following discussion is to show
First, we consider the case α ∈ (0, 1). For each x ∈ R ++ , n ∈ N and δ ∈ (0, 1), we have
where ̺ is given in (B.7). By subadditivity of probability,
Using Potter's upper bound (see Lemma E.12), for δ ∈ (0, α 2 ), there exists x 0 ∈ R ++ such that
Now we turn to prove that lim n→∞ lim sup x→∞ P 2,n (x,δ) P(ε 1 >x) = 0. By Markov's inequality,
j,0 : j ∈ N} and ε i are independent. Moreover,
By Karamata's theorem (see, Theorem E.11), we have
thus there exists y 0 ∈ R ++ such that
, which holds for i n with sufficiently large n ∈ N and x ∈ [(1 − δ) −1 ̺ n y 0 , ∞) due to ̺ ∈ (0, 1). Thus, for sufficiently large n ∈ N and
), for sufficiently large n ∈ N and for all
where the last step follows by the fact that the series
Consequently, due to the fact that P(
, we obtain (2.4), and we conclude lim n→∞ L 2,n (q) = 0 for all q ∈ (0, 1). Thus we obtain lim sup
for all q ∈ (0, 1). Letting q ↓ 0, this yields
Taking into account (2.3), the proof of (2.4) is complete in case of α ∈ (0, 1).
Next, we consider the case α ∈ [1, 2). Note that (2.4) is equivalent to
Repeating a similar argument as for α ∈ (0, 1), we obtain
for each x ∈ R ++ , n ∈ N and δ ∈ (0, 1). By the subadditivity of probability,
for each x ∈ R ++ , n ∈ N and δ ∈ (0, 1). Since ε 2 is regularly varying with index α 2 (see Lemma E.3), using Potter's upper bound (see Lemma E.12) for δ ∈ 0,
, there exists
. By Markov's inequality, for x ∈ R ++ , n ∈ N and δ ∈ (0, 1), we have
for each x ∈ R ++ , n ∈ N and δ ∈ (0, 1). By Lemma C.2, (B.5) and (B.6) with X 0 = 1 and
and that ε i and {ζ
Since ε 2 is regularly varying with index
, 1) (see Lemma E.3), by Karamata's theorem (see, Theorem E.11), we have
, which holds for i n with sufficiently large n ∈ N, and
Hence for δ ∈ (0,
). Further, if α ∈ (1, 2), or α = 1 and m ε < ∞, we have
, and hence, using that lim
yielding lim n→∞ lim sup x→∞ J 2,1,1,n (x, δ) = 0 for δ ∈ (0, 1).
If α = 1 and m ε = ∞, then we have
for x ∈ R ++ , n ∈ N and δ ∈ (0, 1). Note that
for y ∈ R + . Because of α = 1, Proposition 1.5.9a in Bingham et al. [5] yields that L is a slowly varying function (at infinity). By Potter's bounds (see Lemma E.12), for every δ ∈ R ++ , there exists
for z z 0 and y z. Hence, for x z 2 0 , we have
where we also used that L is monotone increasing. Using this, we conclude that for every δ ∈ R ++ , there exists z 0 ∈ R ++ such that for x z 2 0 , we have
Here, since ̺ ∈ (0, 1) and δ ∈ R ++ , we have lim n→∞
by Lemma E.4, due to the fact that L is slowly varying and the function R ++ ∋ x → P(ε > √ x) is regularly varying with index −1/2. Hence lim n→∞ lim sup x→∞ J 2,1,1,n (x, δ) = 0 for δ ∈ (0, 1) in case of α = 1 and m ε = ∞.
Consequently, we have lim n→∞ lim sup x→∞ J 2,1,n (x, δ) = 0 for δ ∈ (0, α 4
).
Now we turn to prove lim n→∞ lim sup x→∞ J 2,2,n (x, δ) = 0 for δ ∈ (0, 1). Using that
Here, using that ε i , V
, where ε i and {ζ (i) j,0 : j ∈ N} are independent, and (B.6) with X 0 = 1 and X −1 = 0, we have
for x ∈ R ++ and δ ∈ (0, 1). If α ∈ (1, 2), or α = 1 and m ε < ∞, then
for x ∈ R ++ and δ ∈ (0, 1), and then, by Lemma E.4,
If α = 1 and m ε = ∞, then we can apply the same argument as for J 2,1,1,n (x, δ). Namely,
for x ∈ R ++ and δ ∈ (0, 1), where
yielding that lim n→∞ lim sup x→∞ J 2,2,n (x, δ) = 0 for δ ∈ (0, 1) in case of α = 1 and m ε = ∞ as well.
Consequently, lim n→∞ lim sup x→∞
) yielding (2.4) in case of α ∈ [1, 2) as well, and we conclude lim n→∞ L 2,n (q) = 0 for all q ∈ (0, 1). The proof can be finished as in case of α ∈ (0, 1 First, we recall a representation of a second-order Galton-Watson process without or with immigration as a (special) 2-type Galton-Watson process without or with immigration, respectively. Let (X n ) n −1 be a second-order Galton-Watson process with immigration given in (1.2), and let us introduce the random vectors
Then we have
hence (Y n ) n∈Z + is a (special) 2-type Galton-Watson process with immigration and with initial vector
In fact, the type 1 and 2 individuals are identified with individuals of age 0 and 1, respectively, and for each n, i, j ∈ N, at time n, the i th individual of type 1 of the (n − 1) th generation produces ξ n,i individuals of type 1 and exactly one individual of type 2, and the j th individual of type 2 of the (n − 1) th generation produces η n,j individuals of type 1 and no individual of type 2.
The representation (A.2) works backwards as well, namely, let (Y k ) k∈Z + be a special 2-type Galton-Watson process with immigration given by
where Y 0 is a 2-dimensional integer-valued random vector. Here, for each k, j ∈ N and i ∈ {1, 2}, ξ k,j,i,1 denotes the number of type 1 offsprings in the k th generation produced by the j th offspring of the (k − 1) th generation of type i, and ε k denotes the number of type 1 immigrants in the k th generation. For the second coordinate process of (Y k ) k∈Z + , we get Y k,2 = Y k−1,1 , k ∈ N, and substituting this into (A.3), the first coordinate process of (Y k ) k∈Z + satisfies
Thus, the first coordinate process of (Y k ) k∈Z + given by (A.3) satisfies equation (1.2) with X n := Y n,1 , n ∈ N, and with initial values X 0 := Y 0,1 and X −1 := Y 0,2 , i.e., it is a secondorder Galton-Watson process with immigration. Moreover, the second coordinate process of (Y k ) k∈Z + also satisfies equation (1.2) with X n := Y n+1,2 , n ∈ N, and with initial values X 0 := Y 0,1 and X −1 := Y 0,2 , i.e., it is also a second-order Galton-Watson process with immigration.
Note that, for a second-order Galton-Watson process (X n ) n −1 (without immigration), the additive (or branching) property of a 2-type Galton-Watson process (without immigration) (see, e.g. in Athreya and Ney [2, Chapter V, Section 1]), together with the law of total probability, for each n ∈ N, imply Moreover, if (X n ) n −1 is a second-order Galton-Watson process with immigration, then for each n ∈ N, we have
. . , n} are independent random variables such that V (n) 0 (X 0 , X −1 ) represents the number of newborns at time n, resulting from the initial individuals X 0 at time 0 and X −1 at time −1, and for each i ∈ {1, . . . , n}, V (n−i) i (ε i , 0) represents the number of newborns at time n, resulting from the immigration ε i at time i. Indeed, considering the (special) 2-type Galton-Watson process (Y k ) k∈Z + with immigration given in (A.1) and applying formula (1.1) in Kaplan [12] , we obtain 
. . , n}, and with the same offspring distributions as (X k ) k −1 .
B On the expectation of second-order Galton-Watson processes with immigration
Our aim is to derive an explicit formula for the expectation of a second-order Galton-Watson process with immigration at time n and to describe its asymptotic behavior as n → ∞.
Recall that ξ, η and ε are random variables such that ξ
where F X n := σ(X −1 , X 0 , . . . , X n ), n ∈ Z + . Consequently,
which can be written in the matrix form
Note that M ξ,η is the mean matrix of the 2-type Galton-Watson process (Y n ) n∈Z + given in (A.1). Thus, we conclude
Hence, the asymptotic behavior of the sequence (E(X n )) n∈N depends on the asymptotic behavior of the powers (M n ξ,η ) n∈N , which is related to the spectral radius ̺ of M ξ,η , see Lemma B.1 and (B.7). If (X n ) n −1 is a second-order Galton-Watson process with immigration such that m ξ ∈ R + and m η ∈ R + , then (X n ) n −1 is called subcritical, critical or supercritical if ̺ < 1, ̺ = 1 or ̺ > 1, respectively. It is easy to check that a second-order Galton-Watson process with immigration is subcritical, critical or supercritical if and only if m ξ + m η < 1, m ξ + m η = 1 or m ξ + m η > 1, respectively. We call the attention that for the classification of second-order Galton-Watson process with immigration we do not suppose the finiteness of the expectation of X 0 , X −1 or ε.
If m ξ = 0 and m η = 0, then, for all n ∈ N, we have E(X n ) = m ε .
If m ξ + m η > 0, then, for all n ∈ N, we have
where λ + and λ − are given in (2.1), and hence
Further, in case of m ε = 0, we have the following more precise statements:
If m ξ > 0, m η > 0 and m ε = 0, then, for all n ∈ N, we have
If m ε = 0, i.e., there is no immigration, then
Proof. We are going to use (B.4). The matrix M ξ,η has eigenvalues
satisfying λ + ∈ R + and λ − ∈ [−λ + , 0], hence the spectral radius of M ξ,η is (B.7)
In what follows, we suppose that m ξ +m η > 0, which yields that λ + ∈ R ++ and λ − ∈ (−λ + , 0]. One can easily check that the powers of M ξ,η can be written in the form
Consequently,
Moreover, (B.4) and (B.8) yield
and hence, we obtain (B.5) and (B.6). Indeed, by (B.8) and by λ + ∈ R ++ and −λ + < λ − 0, for each k ∈ Z + , we have
(λ + + λ − ) 0, and, in a similar way,
The other statements easily follow from (B.5). ✷
C Moment estimations
The first moments of a second-order Galton-Watson process (X n ) n −1 (without immigration) can be estimated by (B.6). Next, we present an auxiliary lemma on higher moments of (X n ) n −1 .
Proof. By power means inequality, we have
, n ∈ N. By induction we obtain the statement. ✷
Moreover, we present an auxiliary lemma on an estimation of the second moments of a second-order Galton-Watson process (without immigration).
C.2 Lemma. Let (X n ) n −1 be a second-order Galton-Watson process (without immigration) such that
where
. Here we note that formula (A2) in Lemma A.1 in Ispány and Pap [11] is stated only for critical processes, but it also holds in the subcritical and supercritical cases as well; the proof is the very same. Consequently,
Proof. By formula (A2) in Lemma
where we used that e 
where we used that X −1 = 0. We note that the above formula for Var(X n ) can also be found in Kashikar and Deshmukh [14, page 562]. Using (B.6) with X 0 = 1 and X −1 = 0, we obtain
D Representation of the unique stationary distribution for 2-type Galton-Watson processes with immigration
First, we introduce 2-type Galton-Watson processes with immigration. For each k, j ∈ Z + and i, ℓ ∈ {1, 2}, the number of individuals of type i born or arrived as immigrants in the k th generation will be denoted by X k,i , the number of type ℓ offsprings produced by the j th individual who is of type i belonging to the (k − 1) th generation will be denoted by ξ k,j,i,ℓ , and the number of type i immigrants in the k th generation will be denoted by ε k,i . Then we have
Here X 0 , ξ k,j,i , ε k : k, j ∈ N, i ∈ {1, 2} are supposed to be independent, and {ξ k,j,1 : k, j ∈ N}, {ξ k,j,2 : k, j ∈ N} and {ε k : k ∈ N} are supposed to consist of identically distributed random vectors, where
For notational convenience, let ξ 1 , ξ 2 and ε be random vectors such that ξ 1
, and
2 , and put
We call M ξ the offspring mean matrix, and note that many authors define the offspring mean matrix as M
Hence, the asymptotic behavior of the sequence (E(X n )) n∈Z + depends on the asymptotic behavior of the powers (M n ξ ) n∈N of the offspring mean matrix, which is related to the spectral radius r(M ξ ) ∈ R + of M ξ (see the Frobenius-Perron theorem, e.g., Horn and Johnson [10, Theorems 8.2.8 and 8.5.1]). A 2-type Galton-Watson process (X n ) n∈Z + with immigration is referred to respectively as subcritical, critical or supercritical if r(M ξ ) < 1, r(M ξ ) = 1 or r(M ξ ) > 1 (see, e.g., Athreya and Ney [2, V.3] or Quine [18] ). We extend this classification for all 2-type Galton-Watson processes with immigration.
++ , P(ε = 0) < 1 and E(½ {ε =0} log((e 1 + e 2 ) ⊤ ε)) < ∞, then, by the Theorem in Quine [18] , there exists a unique stationary distribution π for (X n ) n∈Z + . As a consequence of formula (16) for the probability generating function of π in Quine [18] , we have
, are independent copies of a 2-type Galton-Watson process (V k (ε)) k∈Z + (without immigration) with initial vector V 0 (ε) = ε and with the same offspring distributions as (X k ) k∈Z + . Consequently, we have
where the series
i (ε i ) converges with probability 1, see, e.g., Heyer [9, Theorem 3.1.6].
E Regularly varying functions
First, we recall the notions of slowly varying and regularly varying functions, respectively.
E.1 Definition. A measurable function U : R ++ → R ++ is called regularly varying at infinity with index
In case of ρ = 0, we call U slowly varying at infinity.
Next, we recall the notion of regularly varying random variables. Proof. For any q ∈ R ++ , we have
E.2 Definition. A non-negative random variable X is called regularly varying with index
For Lemma E. E.5 Lemma. If ε is a non-negative regularly varying random variable with index α ∈ R ++ , then E(½ {ε =0} log(ε)) < ∞ and E(log(ε + 1)) < ∞.
Proof. Since E(½ {ε =0} log(ε)) E(log(ε + 1)), it is enough to prove that E(log(ε + 1)) < ∞.
Since log(ε + 1) 0, we have
Here I 1 1, and, by substitution y = e x − 1,
where L(y) := y α P(ε > y), y ∈ R ++ , is a slowly varying function. By Lemma E.4, there exists y 0 ∈ (e − 1, ∞) such that y 
since y −α L(y) = P(ε > y) 1 for all y ∈ R ++ . ✷ E.6 Lemma. If η is a non-negative regularly varying random variable with index α ∈ (1, 2), then for every ̺ ∈ (α, ∞), there exist y 0 ∈ R ++ and B ∈ R ++ such that
For Lemma E.6, see Proposition 2.2.1 in Bingham et al. [5] . Proof. We can construct L as follows. Let L(x) := 1 for x ∈ [0, x 0 ], where x 0 := sup{y ∈ R + : h(y) > 1}, and we define sup ∅ := 0. Since lim x→∞ h(x) = 0, we have
, where x 2 := max{3x 1 , sup{y ∈ R + : h(y) > 3 −2 }}, and continue this construction in the straightforward way: L(x) := k + 1 for x ∈ (x k−1 , x k ], where
Since h takes positive values and lim x→∞ h(x) = 0, we have lim x→∞ L(x) = ∞, and, since for all k ∈ Z + and x > x k ,
we have lim x→∞ L(x)h(x) = 0. It remains to check that L is slowly varying (at infinity). For this it is enough to verify that for any q ∈ R ++ and sufficiently large x ∈ R ++ , we have x and qx are either in the same interval of type (x k−1 , x k ] or in two neighbouring intervals of this type, since in this case for sufficiently large x ∈ R ++ :
with some k x ∈ N, and for sufficiently large x ∈ R ++ and for y x,
where k y k x and lim y→∞ k y = ∞, yielding that lim x→∞ L(qx) L(x) = 1. To finish the proof, if x ∈ (x k−1 , x k ] with some k ∈ N, then in case of q 1, we have qx ∈ (x k−1 , x k ] ∪ (x k , x k+1 ] provided that k + 2 q, and in case of q ∈ (0, 1), we have qx
If X and Y are non-negative random variables such that X is regularly varying with index α ∈ R + and there exists r ∈ (α, ∞) with E.9 Lemma. If X 1 and X 2 are non-negative regularly varying random variables with index α 1 ∈ R + and α 2 ∈ R + , respectively, such that α 1 < α 2 , then P(X 2 > x) = o(P (X 1 > x) ) as x → ∞. E.10 Lemma. (Convolution property) If X 1 and X 2 are non-negative random variables such that X 1 is regularly varying with index α 1 ∈ R + and P(X 2 > x) = o(P (X 1 > x) ) as
If X 1 and X 2 are independent non-negative regularly varying random variables with index α 1 ∈ R + and α 2 ∈ R + , respectively, then
as x → ∞, and hence X 1 + X 2 is regularly varying with index min{α 1 , α 2 }.
The statements of Lemma E.10 follow, e.g., from parts 1 and 3 of Lemma B.6.1 of Buraczewski et al. [6] and Lemma E.9 together with the fact that the sum of two slowly varying functions is slowly varying.
E.11 Theorem. (Karamata's theorem) Let U : R ++ → R ++ be a locally integrable function such that it is integrable on intervals including 0 as well.
(i) If U is regularly varying (at infinity) with index
−α ∈ [−1, ∞), then R ++ ∋ x → x 0
U(t) dt is regularly varying (at infinity) with index 1 − α, and
(ii) If U is regularly varying (at infinity) with index −α ∈ (−∞, −1), then R ++ ∋ x → ∞ x U(t) dt is regularly varying (at infinity) with index 1 − α, and
For Theorem E.11, see, e.g., Resnick [19, Theorem 2.1].
E.12 Lemma. (Potter's bounds) If U : R ++ → R ++ is a regularly varying function (at infinity) with index −α ∈ R, then for every δ ∈ R ++ , there exists x 0 ∈ R + such that
For Lemma E.12, see, e.g., Resnick [19, Proposition 2.6 ].
Finally, we recall a result on the tail behaviour of regularly varying random sums.
E.13 Proposition. Let τ be a non-negative integer-valued random variable and let {ζ, ζ i : i ∈ N} be independent and identically distributed non-negative random variables, independent of τ , such that τ is regularly varying with index β ∈ R + and E(ζ) ∈ R ++ . In case of β ∈ [1, ∞), assume additionally that there exists r ∈ (β, ∞) with E(ζ r ) < ∞. Then we have
and hence τ i=1 ζ i is also regularly varying with index β.
For a proof of Proposition E.13, see, e.g., Barczy et al. [3, Proposition F.3] .
F Large deviations
We recall a result about large deviations for sums of non-negative independent and identically distributed regularly varying random variables, see, Tang 
F.1 Theorem. (Large deviations)
If (η j ) j∈N are independent, identically distributed nonnegative regularly varying random variables with index α ∈ (1, 2), then for each γ ∈ (E(η 1 ), ∞), there exists a constant C ∈ R ++ such that
for all n ∈ N and y ∈ [γn, ∞).
Proof. We will follow the proof of part (ii) of Theorem 1 in Tang and Yan [22] . Let q ∈ (0, 1) and
Then for all n ∈ N,
and since lim y→∞ P(η 1 >qy) P(η 1 >y) = q −α , there exists an y * ∈ R ++ such that
for all y y * . Now we check that
is bounded on the interval [0, y * ]. Since lim y→0 P(η 1 >qy) P(η 1 >y) = 1, there exists an y 1 ∈ R ++ such that y 1 < y * and can be bounded from above by
. Hence the function R + ∋ y →
is bounded, and consequently, there exists a constant C 1 (q) ∈ R ++ (depending possibly on the distribution of η 1 as well) such that
Let a(n, y) := max{− log(n P(η 1 > y), 1}, n ∈ N, y ∈ R ++ . Then a(n, y) tends to ∞ uniformly for y γn as n → ∞, i.e., lim n→∞ inf y γn a(n, y) = ∞, since, by Lemma E.4,
as n → ∞, where L η 1 (y) := y α P(η 1 > y), y ∈ R ++ , is a slowly varying (at infinity) function. For any y ∈ R ++ , h ∈ R ++ and n ∈ N, we have
where the last step follows from (1 + y) n e ny , y ∈ R + , n ∈ N, and from a(n, y) − log(n P(η 1 > y)), yielding e −a(n,y) n P(η 1 > y). Using that a(n, y) 1, n ∈ N, y ∈ R ++ , let us consider the decomposition
Using the inequality e y − 1 ye y , y ∈ R + , we have
e hqy a(n,y) qy a(n,y) 0 ht F η 1 (dt) he hqy a(n,y) E(η 1 ). Now we turn to treat I 2 . Applying Lemma E.6, for all ̺ > α, there exist y 0 ∈ R ++ and B ∈ R ++ (possibly depending on ̺ and on the distribution of η 1 ) such that
whenever y qy a(n, y) y 0 .
The aim of the following discussion is to show that for each n ∈ N, there exists y 0 (n) ∈ R ++ such that y qy a(n,y) y 0 holds for all y y 0 (n). For each n ∈ N, the first inequality holds for sufficiently large y, since lim y→∞ a(n, y) = ∞. Moreover, for each n ∈ N, the second inequality holds for sufficiently large y, since lim y→∞ a(n,y) y = 0. Indeed, for each n ∈ N we have a(n, y) = − log(n P(η 1 > y)) for sufficiently large y, and hence
By Lemma E.4, for any δ ∈ R ++ , we have y for all x M. Since lim n→∞ inf y γn a(n, y) = ∞, there exists n 0 (M) ∈ N such that a(n, y) M for all y γn with n n 0 (M). Hence log(a(n,y)) a(n,y)
for all y γn with n n 0 (M), as desired. Hence for all ̺ > α and y max{ y 0 (n), γn} with n N 1 , we have
where we used that 1 < a(n, y) = − log(n P(η 1 > y)). Putting together the bounds for I 1 and I 2 and using that hqy a(n,y) 1 K for y γn with n N 1 , we obtain that
for y max{ y 0 (n), γn} with n N 1 . Noting that n P(η 1 > y) → 0 uniformly for y γn as n → ∞ (see, (F.3)), we obtain that there exists C 2 ∈ R ++ such that the right-hand side of (F.4) can be bounded by
C 2 exp a(n, y) − K̺ log(a(n, y)) Kq
for all ̺ > α, sufficiently large n ∈ N (greater than N 1 ) and y max{ y 0 (n), γn}. Since γ > E(η 1 ), we can choose K > 1 sufficiently large such that
i.e., q < 1 2K
(
). Then we have
for all ̺ > α, sufficiently large n ∈ N (greater than N 1 ) and y max{ y 0 (n), γn}, where we used that a(n, y) − K̺ log(a(n, y)) > 0 for y γn with n N 1 . Here C 2 exp {2K̺ log(a(n, y)) − a(n, y)} tends to 0 uniformly for y γn as n → ∞, i.e., sup y γn exp {2K̺ log(a(n, y)) − a(n, y)} = exp sup y γn (2K̺ log(a(n, y)) − a(n, y)) → 0 as n → ∞. Indeed, this will be a consequence of sup y γn (2K̺ log(a(n, y)) − a(n, y)) → −∞ as n → ∞. We have
Moreover, lim x→∞ log(x) x = 0 implies that there exists M > 0 such that
for all x M . Since lim n→∞ inf y γn a(n, y) = ∞, there exists n 0 ( M ) ∈ N such that a(n, y) M for all y γn with n n 0 ( M ). Hence log(a(n,y)) a(n,y)
for all y γn with n n 0 ( M ), thus 2K̺ log(a(n, y)) < 1 2 a(n, y). Consequently, we obtain S 1 (n) 0 for all n n 0 ( M ), and hence, by (F.5), we conclude sup y γn (2K̺ log(a(n, y) ) − a(n, y)) → −∞ as n → ∞, as desired. So we have lim n→∞ sup y γn P( S n > y) n P(η 1 > y) = 0.
Consequently, there exists an N ∈ N such that sup n N, y γn
This, together with (F.1) and (F.2) yield that sup n N, y γn
Finally, using the convolution property (see, Lemma E.10),
The desired statement readily follows from (F.6) and (F. 7) . ✷ G Tail behavior of second-order Galton-Watson processes (without immigration) having regularly varying initial distributions G.1 Proposition. Let (X n ) n −1 be a second-order Galton-Watson process (without immigration) such that X 0 is regularly varying with index β 0 ∈ R + , X −1 is regularly varying with index β −1 ∈ R + and m ξ , m η ∈ R ++ . In case of max{β 0 , β −1 } ∈ [1, ∞), assume additionally that there exists r ∈ (max{β 0 , β −1 }, ∞) with E(ξ r ) < ∞ and E(η r ) < ∞. Then for each n ∈ N,
as x → ∞, where m i , i ∈ Z + , are given in Theorem 2.1 and hence, X n is regularly varying with index min{β 0 , β −1 } for each n ∈ N.
First proof of Proposition G.1. Let us fix n ∈ N. In view of the additive property (A.4) and the convolution property of regularly varying distributions described in Lemma E.10, it is sufficient to prove
as x → ∞. These relations follow from Proposition E.13, since E(ζ N, by (B.5) . ✷ Second proof of Proposition G.1. Let us fix n ∈ N. In view of the additive property (A.4) and the convolution property of regularly varying distributions described in Lemma E.10, it is sufficient to prove (G.1). We show only the first relation in (G.1), since the second one can be proven in the same way. Note that E(ζ (n) 1,0 ) = m n by (B.5). First, we prove lim inf
Let q ∈ (0, 1) be arbitrary. For sufficiently large x ∈ R ++ , we have ⌊(1 + q)x/m n ⌋ 1, since m n > 0. Using that for each i ∈ N, ζ (n) i,0 is non-negative, we obtain
for sufficiently large x ∈ R ++ . For sufficiently large x ∈ R ++ , we have
, since
. Hence, for sufficiently large x ∈ R ++ , we have
We have
by the strong law of large numbers, hence mn 1+(q/2) < m n yields
Thus, using that X 0 is regularly varying with index β 0 , we have
and, by q ↓ 0, we conclude (G.2).
Next, we prove lim sup
Let q ∈ (0, 1) be arbitrary. For sufficiently large x ∈ R ++ , we have ⌊(1 − q)x/m n ⌋ 1, and hence
Since X 0 is regularly varying with index β 0 , we have
hence, by taking the limit q ↓ 0, we get (G.4) provided we check
for all sufficiently small q ∈ (0, 1). (In fact, it will turn out that (G.5) holds for any q ∈ (0, 1).)
First, we consider the case β 0 ∈ (0, 1). Let 0 < δ < (1 − q)/m n . Then for sufficiently large x ∈ R ++ , we have ⌊δx⌋ < ⌊(1 − q)x/m n ⌋, and then
At first, we show that p 2 (x, δ, q) = o(P(X 0 > x)) as x → ∞ for all 0 < δ < (1 − q)/m n . Here, using that ζ (n) i,0 is non-negative for each i ∈ N, we obtain
For sufficiently large x ∈ R ++ , we have
.
Again by the strong law of large numbers (see (G.3)),
hence we obtain (G.6) P
Using that X 0 is regularly varying with index β 0 , we have P(X 0 > δx) ∼ δ −β 0 P(X 0 > x) as x → ∞, hence p 2 (x, δ, q) = o(P(X 0 > x)) as x → ∞ for all 0 < δ < (1 − q)/m n and q ∈ (0, 1). Now we turn to prove lim sup
By Markov's inequality,
for all k ∈ N and x ∈ R ++ , and hence
Since R + ∋ x → P(X 0 > x) is locally integrable (due to the fact that it is bounded), it is integrable on intervals including 0 as well, and since it is regularly varying (at infinity) with index −β 0 , by Karamata's theorem (see Theorem E.11),
and hence lim sup δ↓0 lim sup x→∞
Combining the parts we get p(x, q) = o(P(X 0 > x)) as x → ∞ for any q ∈ (0, 1), as desired.
Next, we consider the case β 0 ∈ (1, 2). Using Lemma E.7, we check that there exists a non-negative random variable ζ (n) having the following properties:
• ζ (n) is regularly varying with index β 0 ,
• P(ζ (n) 1,0 > x) P( ζ (n) > x), x ∈ R + ,
• P( ζ (n) > x) = o(P(X 0 > x)) as x → ∞,
By Lemma C.1, E((ζ (n) 1,0 ) r ) < ∞, and hence, by Lemma E.8, P(ζ (n) 1,0 > x) = o(P(X 0 > x)) as x → ∞. Thus, by Lemma E.7, there exists a monotone increasing, right-continuous, slowly varying (at infinity) function L ζ (n) such that L ζ (n) (x) 1, x ∈ R + , lim x→∞ L ζ (n) (x) = ∞ and lim x→∞ L ζ (n) (x) P(ζ (n) 1,0 >x) P(X 0 >x) = 0. Hence, using also that P(X 0 x) 1, x ∈ R + , there exists x ′ ∈ R + such that L ζ (n) (x) P(ζ (n) 1,0 >x) P(X 0 >x) 1 and
1 hold for all x x ′ . Let ζ (n) be a random variable such that
Such a non-negative random variable exists, since R ++ ∋ x →
is monotone decreasing, converges to 0 as x → ∞ and right-continuous. For all q ∈ R ++ , lim x→∞ P( ζ (n) > qx)
yielding that ζ (n) is regularly varying with index β 0 . For x x ′ , we have P(ζ (n) 1,0 > x) 1 = P( ζ (n) > x). For x > x ′ , we have
1,0 > x) P(X 0 > x) P( ζ (n) > x) P( ζ (n) > x).
Further,
since lim x→∞ L ζ (n) (x) = ∞. Since P(ζ (n) 1,0 > x) P( ζ (n) > x), x ∈ R + , we have
and since ζ (n) is regularly varying with index β 0 ∈ (1, 2), we have E( ζ (n) ) < ∞.
Let ( ζ 
for all x ∈ R + and k ∈ N. Put m n := E( ζ (n) ). Let us consider the decomposition p(x, q) =
Here m n m n , and hence ⌊(1 − q)x/ m n ⌋ ⌊(1 − q)x/m n ⌋, x ∈ R + , q ∈ (0, 1). Applying Theorem F.1 with γ := mn 1−q > m n , we conclude the existence of a constant C(q, n) ∈ R ++ (not depending on k and x, but on q and n) such that
for all x γk, k ∈ N.
Using (G.7) and (G.8), we obtain p 1 (x, q)
k P( ζ (n) > x) P(X 0 = k) C(q, n) E(X 0 ) P( ζ (n) > x), x ∈ R + .
Hence for each q ∈ (0, 1), lim sup x→∞ p 1 (x, q) P(X 0 > x) C(q, n) E(X 0 ) lim sup i,0 − km n > x − km n P(X 0 = k).
Let r ′ ∈ (1, 2]. According to Lemma 2.1 in Robert and Segers [20] with γ = mnq 1−q , there exist positive numbers v and C = C(v, q, n) such that for all x ∈ R + and k ∈ N with k ⌊(1 − q)x/m n ⌋, where for the last but one step, we used that x − km n qx for k ∈ {1, . . . , ⌊(1 − q)x/m n ⌋}. Since r ′ ∈ (1, 2], by Lemma E.4, we have C/(qx) r ′ = o(P(X 0 > x)) as x → ∞, so we only have to work with the first term. If E(X 0 ) < ∞, then E X 0 ½ {X 0 ⌊(1−q)x/mn⌋} E(X 0 ) < ∞ also holds, and P(ζ where we used that X 0 is regularly varying with index 1, and that P(ζ (n) 1,0 > x) = o(P(X 0 > x)) as x → ∞ also holds (as it was already proved earlier). Now we consider the case E(X 0 ) = ∞. By Markov's inequality, P(ζ 
