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A method, called the adaptive cluster approximation (ACA), for single-impurity Anderson models
is proposed. It is based on reduced density-matrix functional theory, where the one-particle reduced
density matrix is used as the basic variable. The adaptive cluster approximation introduces a
unitary transformation of the bath states such that the effect of the bath is concentrated to a
small cluster around the impurity. For this small effective system one can then either calculate the
reduced density-matrix functional numerically exact from Levy’s constrained-search formalism or
approximate it by an implicit approximation of the reduced density-matrix functional. The method
is evaluated for single-impurity Anderson models with finite baths. The method converges rapidly
to the exact result with the size of the effective bath.
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I. INTRODUCTION
Reduced density-matrix functional theory1–3
(rDMFT) emerged recently as viable option to de-
scribe materials with strong electronic correlations. It
can be seen as a relative to density-functional theory4,5
(DFT) that treats the one-particle reduced density ma-
trix as the basic quantity instead of the electron density.
In this sense rDMFT emphasizes orbital occupations
that are more natural for the description of correlated
materials.
Like the exchange-correlation functional of DFT, the
effort to evaluate the exact reduced density-matrix func-
tional is prohibitively high. Different strategies have
been used to cope with this problem: Analogous to
DFT, the many-particle problem can be encoded in
approximate, parameterized density-matrix functionals
that can be evaluated with a small computational ef-
fort. Parametrized functionals have been applied to
models6–17 and real systems18–32.
Levy’s constrained-search algorithm2,33 describes a
constrained optimization problem in the space of many-
particle wave functions. This method inherits the diffi-
culties of the many-particle problem. While being exact
in practice it is restricted to rather small system sizes.
Functionals that require the solution of an internal op-
timization problem like Levy’s constrained-search algo-
rithm or other implicit density-matrix functionals suffer
from a unfavorable scaling of the computational complex-
ity with the total system size.
The electron-electron interaction in a single-impurity
Anderson model34 (SIAM) is limited to only few one-
particle basis states but the entire system is a many-
particle quantum problem. These interacting states are
named the impurity. The remaining non-interacting
states are called the bath. Therefore, methods that al-
low to create a smaller effective bath are highly desir-
able. An example for such an approach is the two-level
approximation12,14 by To¨ws et al. The main idea of the
two-level-approximation is to introduce a unitary trans-
formation of the bath states, such that only two of the
transformed bath states have finite density-matrix ele-
ments with the impurity. All other basis states are ne-
glected, which gives an effective system of four basis
states, two impurity states and two basis states, for which
the density-matrix functional is known. Consequently
the two-level-approximation is limited to impurities with
two spin-orbitals and an effective bath consisting of two
spin-orbitals.
In this paper we introduce a method, named adaptive
cluster approximation (ACA), that can handle impurity
problems within rDMFT with an arbitrary number of
effective bath states/levels, arbitrary impurity sizes and
multi-band interactions. The method sets up a unitary
transformation between the non-interacting basis states,
that aims at minimizing the subsequent truncation error
of bath states. This creates a smaller effective cluster
composed of the impurity and an effective bath for which
one has to evaluate the density-matrix functional.
The paper is organized as follows. In section II, we first
describe the basic ideas of rDMFT. Then we present the
adaptive cluster approximation in sec. III. We describe
relations to existing methods and present exact limits.
In section IV the numerical methodology is presented.
In section V we describe applications of the method to
single-impurity Anderson models with a finite bath and
compare to numerically exact ground state from exact
diagonalization. We explore the dependence of results of
the ACA on different bath truncations. In section VIC
we investigate under which conditions the ACA is exact
for single-impurity Anderson models. We explore SIAMs
with very large baths that approach the limit of a contin-
uous density of states and with multi-orbital impurities.
2II. REDUCED DENSITY-MATRIX
FUNCTIONAL THEORY
A many-particle Hamiltonian Hˆ can be written as a
sum of a non-interacting part hˆ and the general two-
particle interaction Hamiltonian Wˆ ,
Hˆ = hˆ+ Wˆ . (1)
In an orthonormal one-particle basis set, the non-
interacting part hˆ of the Hamiltonian can be written as
hˆ =
∑
a,b
ha,bcˆ
†
acˆb (2)
and the general two-particle interaction Hamiltonian Wˆ
as
Wˆ =
1
2
∑
a,b,c,d
Ua,b,d,ccˆ
†
acˆ
†
bcˆccˆd (3)
using the creation and annihilation operators cˆ†a and cˆa.
The one-particle reduced density matrix ρb,a of an ensem-
ble of normalized fermionic many-particle wave functions
|Ψi〉 with probabilities Pi (0 ≤ Pi,
∑
i Pi = 1) is defined
as
ρb,a =
∑
i
Pi〈Ψi|cˆ
†
acˆb|Ψi〉. (4)
All hermitian matrices ρ that can be generated by Eq. (4)
from an ensemble of normalized fermionic many-particle
wave functions |Ψi〉 with probabilities Pi are called en-
semble representable. Coleman35 has shown that ensem-
ble representability is equivalent to the property that the
eigenvalues of the one-particle reduced density matrix,
called occupations by Lo¨wdin36, are between zero and
one. In other words ρ and 1−ρ are positive semi-definite,
in short 0 ≤ ρ ≤ 1.
Within reduced density-matrix functional theory1–3
(rDMFT) the ground-state energy of a N-particle system
can be written as
EN (hˆ+ Wˆ ) = min
ρ,0≤ρ≤1,Tr(ρ)=N
{
Tr[ρh] + F Wˆ [ρ]
}
, (5)
where the minimization is performed over all ensemble-
representable one-particle reduced density matrices ρ
with N particles. The dependence of the interaction en-
ergy on the one-particle density matrix is encoded in the
density-matrix functional F Wˆ [ρ] in Eq. (5). This func-
tional is a universal functional of the one-particle reduced
density matrix in the sense that it does not depend on
the external one-particle potential of the system1. Levy2
and Valone37 have shown that the density-matrix func-
tional can be obtained from a constrained minimization
over an ensemble of orthonormal fermionic many-particle
wave functions |Ψi〉 and ensemble probabilities Pi with
0 ≤ Pi and
∑
i Pi = 1 as
F Wˆ [ρ] = min
{Pi,|Ψi〉}→ρ
∑
i
Pi〈Ψi|Wˆ |Ψi〉. (6)
With {Pi, |Ψi〉} → ρ we denote the set of ensembles with
a given one-particle reduced density matrix ρ according
to Eq. (4).
For one-particle reduced density matrices that cor-
respond to non-degenerate ground states, the density-
matrix functional can be written as minimization over
just one many-particle wave function, that is P1 = 1 and
Pi = 0 for i > 1, in the form
F Wˆsingle |Ψ〉[ρ] = min
|Ψ〉→ρ
〈Ψ|Wˆ |Ψ〉. (7)
For all systems, the relation
F Wˆ [ρ] ≤ F Wˆsingle |Ψ〉[ρ] (8)
holds. It should also be noted here, that rDMFT,
like DFT, is a ground state-theory. The generalization
of rDMFT to finite temperatures is straight-forward38.
There is no direct way to extract dynamical spectral
functions but additional approximations need to be in-
troduced and the physical content of those is still under
intense discussion16,24,27. Thus we report here only on
ground-state properties such as energies and orbital oc-
cupations.
III. ADAPTIVE CLUSTER APPROXIMATION
A. Transformation of the bath basis states
The solution of the rDMFT-minimization problem
given by Eq. (5) requires the calculation of the reduced
density-matrix functional F Wˆ [ρ] for a given one-particle
reduced density matrix ρ in every minimization step. Un-
fortunately, calculating the density-matrix functional by
Eq. (6) scales exponentially with the size Nχ of the one-
particle basis, even for a local interaction. This is the
case because the one-particle reduced density matrix ρ
includes all one-particle basis states of the system. If
only a subset of the one-particle states take part in the
two-particle interaction as for a single-impurity Anderson
model, we can subdivide one-particle states in two dis-
joint sets: a set Cimp of interacting orbitals (impurity)
and a set Cbath of non-interacting orbitals (bath). The
interaction then has the form:
Wˆ =
1
2
∑
a,b,c,d∈Cimp
Ua,b,d,ccˆ
†
acˆ
†
bcˆccˆd. (9)
In order to set the stage, let us consider the limiting
case of a density-matrix functional F Wˆ [ρ] with a density
matrix that is block-diagonal with respect to Cimp and
Cbath, i.e.
ρ =
(
ρimp,imp 0
0 ρbath,bath
)
. (10)
The density-matrix functional of this density matrix is
independent of the block ρbath,bath and can be calculated
3considering ρimp,imp alone,
F Wˆ [ρ] = F Wˆ [ρimp,imp]. (11)
The proof of this statement is provided in appendix A. In
the case of a general one-particle reduced density matrix
ρ =
(
ρimp,imp ρimp,bath
ρ
†
imp,bath ρbath,bath
)
, (12)
we additionally rely on the invariance of the density-
matrix functional with transformations:
F Wˆ [ρ] = F Wˆ [U †ρU ], (13)
where U is a unitary Nχ ×Nχ matrix of the form
U =
(
1Nimp 0
0 U
†
bath
)
. (14)
Here 1Nimp is a Nimp × Nimp unit matrix and 1Nimp is
a Nimp ×Nimp unit matrix Nimp is the number of inter-
acting states making up the impurity. The proof of this
statement is provided in the supplemental material at
[URL will be inserted by publisher]. We exploit this free-
dom to transform the density matrix to a banded form
ρ˜ = U †ρU =
(
1Nimp 0
0 U
†
bath
)
ρ
(
1Nimp 0
0 Ubath
)
(15)
=


ρimp,imp ρ˜imp,bath1 0 . . .
ρ˜
†
imp,bath1
ρ˜bath1,bath1 ρ˜bath1,bath2 0 . . .
0 ρ˜
†
bath1,bath2
ρ˜bath2,bath2 ρ˜bath2,bath3 0 . . .
... 0 ρ˜†bath2,bath3 ρ˜bath3,bath3 ρ˜bath3,bath4
. . .
... 0 ρ˜†bath3,bath4 ρ˜bath4,bath4
. . .
...
. . .
. . .
. . .


. (16)
We construct the unitary transformation Ubath of the
bath states iteratively. The construction of one step is
outlined in the following: We write the one-particle re-
duced density matrix in block-form as in Eq. (12),
ρ =


ρimp,imp ρimp,bath1 ρimp,rest
ρ
†
imp,bath1
ρbath1,bath1 ρbath1,rest
ρ
†
imp,rest ρ
†
bath1,rest
ρrest,rest

 . (17)
The block bath1 contains Nbath1 states and the block
rest the remaining Nrest states. Transforming the one-
particle basis with a block-diagonal unitary transforma-
tion defined in Eq. (15)
U =

1Nimp 0 00 Ubath1,bath1 Ubath1,rest
0 U rest,bath1 U rest,rest

 (18)
gives the transformed density matrix
ρ˜ = U †ρU =


ρimp,imp ρ˜imp,bath1 ρ˜imp,rest
ρ˜
†
imp,bath1
ρ˜bath1,bath1 ρ˜bath1,rest
ρ˜
†
imp,rest ρ˜
†
bath1,rest
ρ˜rest,rest

 .
(19)
Now we determine the unitary matrix such that the
coupling density-matrix elements ρ˜imp,rest of the trans-
formed density matrix vanish, i.e. ρ˜imp,rest = 0. This
implicitly defines the unitary matrix Ubath1,rest via
ρimp,bath1Ubath1,rest + ρimp,restU rest,rest = 0. (20)
This equation has the form of a bi-orthogonality condi-
tion and can be solved with a modified Gram-Schmidt
procedure. A practical algorithm is provided in the sup-
plemental material at [URL will be inserted by publisher].
This scheme can now be repeated for the submatrix(
ρ˜bath1,bath1 ρ˜bath1,rest
ρ˜
†
bath1,rest
ρ˜rest,rest
)
, (21)
where we consider bath1 as the new impurity. Applied
iteratively, this yields a sequence of unitary transforma-
tions that together form the full transformation Ubath.
The unitary transformation Ubath will directly depend
on the one-particle density matrix. Thus we named it the
adaptive cluster approximation (ACA).
In the banded form, Eq. (16) , there are several bath
levels: The innermost bath with the density matrix
ρ˜bath1,bath1 , the second-level bath with ρ˜bath2,bath2 and
so on. The interacting one-particle states are only cou-
pled to the innermost bath (bath1) via ρ˜imp,bath1 but
not to other higher-level baths. In turn, the innermost
bath only couples to the second-level bath (bath2) via
ρ˜bath1,bath2 and so on. The lower bound for the num-
ber Nbath1 of orbitals in the innermost bath (bath1) is
4less or equal to the number Nimp of interacting orbitals
and the lower bound for the number Nbathn of orbitals in
the nth-level bath (bathn) is less or equal to the number
Nbathn−1 of orbitals in the (n-1)-th level bath (bathn−1).
The proof of this relation is provided in the supplemental
material at [URL will be inserted by publisher]. The goal
is to have as few orbitals per bath level as possible.
B. Truncation of the bath basis states
Based on the banded form of the one-particle reduced
density matrix in Eq. (16), we can set up a sequence
of approximations: If we neglect the coupling density
matrix ρ˜bath1,bath2 we obtain the approximate density
matrix ρ˜M=1 ≈ ρ˜ with a block-diagonal form
ρ˜M=1 =


ρimp,imp ρ˜imp,bath1 0 . . .
ρ˜
†
imp,bath1
ρ˜bath1,bath1 0 . . .
0 0 ρ˜bath2,bath2 . . .
...
...
...
. . .

 .
(22)
The neglect of the coupling between two bath levels
bathn and bathn+1 is identical to a truncation of all bath
levels beyond bathn for the purpose of evaluating the
density-matrix functional. This is the case because the
interaction does not act on the bath.
This yields the adaptive cluster approximation ACA
with one effective bath level (ACA(M=1)) by approxi-
mating the exact density-matrix functional F Wˆ [ρ] with
F WˆACA(M=1)[ρ] := F
Wˆ
[(
ρimp,imp ρ˜imp,bath1
ρ˜
†
imp,bath1
ρ˜bath1,bath1
)]
.
(23)
This approximate density-matrix functional is then used
in Eq. (5) to obtain the approximate ground-state one-
particle reduced density matrix and ground-state energy.
The ACA(M=1) requires only the density-matrix func-
tional for Nimp +Nbath1 ≤ 2Nimp one-particle states in-
stead of the original Nχ = Nimp + Nbath one-particle
states of the full system.
The ACA(M) is obtained by neglecting the cou-
pling between the M-th level and (M+1)-th level bath
ρ˜bathM ,bathM+1 instead of ρ˜bath1,bath2 (M=1). By increas-
ingM we can systematically converge the approximation.
The size NM of the one-particle basis treated explicitely
in the ACA(M) is
NM = Nimp +
M∑
i=1
Nbathi ≤ (M + 1)Nimp. (24)
In order to judge the quality of the transformation we in-
troduce the discarded weight which measures the devia-
tion from the block-diagonal form. The discarded weight
σM (ρ˜) is defined as the sum of the absolute values of the
neglected coupling density matrix ρ˜bathM ,bathM+1 :
σM (ρ˜) =
∑
α,β
|(ρ˜bathM ,bathM+1)αβ |. (25)
A block-diagonal density matrix as Eq. (10) has a van-
ishing discarded weight σM=0(ρ) = 0. The smaller dis-
carded weight the smaller the deviation introduced by the
adaptive cluster approximation. The discarded weight is
not a monotonically decreasing function of M . However,
due to the growing distance from the impurity with in-
creasing bath level M the impact of a finite discarded
weight on the ACA is strongly reduced. In applications
of the ACA we have not yet seen a case where an in-
crease of discarded weight with increasing bath level M ,
that is σM+1(ρ˜) > σM (ρ˜), has caused an increase in the
deviation of the density-matrix functional from the ex-
act value, |F WˆACA(M)[ρ]−F
Wˆ [ρ]|. The numerical evidence
indicates that the error of the ACA is a monotonically
decreasing function of M .
C. Exact limits
The ACA can be shown to be exact in a number of
limiting cases:
• It is trivially exact in the non-interacting limit, be-
cause the density-matrix functional vanishes in this
case.
• For a single-site impurity (Nimp = 2), the ACA
with one effective bath site (M = 1) inherits the
exact limits from the related two-level approxima-
tion, that have been proven by To¨ws et al.12: It be-
comes exact for a single-impurity Anderson model
in both, the limit of a vanishing bath bandwidth
and the limit of widely separated bath levels.
• Furthermore, the ACA(M) is exact if the trans-
formed density matrix ρ˜ = U †ρU , Eq. (16), is in
a block-diagonal form with one block of the size
Nimp +
∑M
i=1Nbathi and one with the remaining
states.
• If ACA(M) is exact, then also ACA(M+1) is exact.
• If the eigenvalue spectrum of the bath density ma-
trix ρbath,bath in Eq. (12) consist of N distinct
values with a nj-fold degeneracy each, there is a
number of bath states NB ≤
∑N
j=1min(nj , Nimp)
such that the transformed density matrix obtains
a block-diagonal form with one block of the size
Nimp + NB containing the impurity. Thus, the
ACA(N) is exact in the case. The proof of this
relation is provide in the supplemental material at
[URL will be inserted by publisher].
5D. Related methods
Methods that employ transformations or truncations
of one-particle basis sets are omnipresent in the field of
quantum chemistry and solid state physics.
The transformation of the one-particle reduced den-
sity matrix to a banded matrix within the ACA can be
seen as a transformation to a quasi one-dimensional sys-
tem. Unitary transformations of the one-particle basis
to create a quasi one-dimensional system have been used
to transform impurity problems with arbitrary bath ge-
ometries so that they can be treated with DMRG and
related methods39,40. Unitary transformations of the
bath in impurity problems have also been used to ex-
press the ground state with a small number of Slater
determinants41,42 or to set up a smaller variationally op-
timized effective model43. These methods differ from our
approach in that they bring the one-particle Hamilto-
nian rather than the reduced density matrix to a specific
shape.
In context of rDMFT, an approach similar to the ACA
has been suggested and used by To¨ws et al. within
the two-level approximation12,14 for the single-impurity
Anderson34 model. To¨ws et al. derived the analytical
dependence of the density-matrix functional with respect
to the density matrix for a simple Anderson problem, i.e.
an impurity site and one bath site. To apply this an-
alytical form to more general single-impurity Anderson
models, they introduced a unitary transformation of the
bath states, so that only two of the transformed bath
states have finite density matrix elements with the im-
purity site. All other bath states have been neglected
in the evaluation of the density-matrix functional. Al-
though constructed in a different way, the transforma-
tion of To¨ws et al. in the case of two interacting spin-
orbitals (Nimp = 2) is equivalent to the first transforma-
tion step in our construction scheme (see supplemental
material at [URL will be inserted by publisher]). To¨ws
et al. used the exact density-matrix functional for the
effective two-site problem (impurity site and first-level
effective bath site) in case of a non-spin-polarized den-
sity matrix12. For the spin-polarized case14 they em-
ployed additional approximations. In contrast, in this
paper we calculate the density-matrix functional for the
truncated density matrix on the fly via a constrained
optimization scheme without additional approximations.
The ACA(M) is the extension of two-level approximation
to an arbitrary number of effective bath states/levels, ar-
bitrary impurity sizes and multi-band interactions.
E. Correction using parametrized functionals
The minimization of the energy given in Eq. (5) with
the adaptive cluster approximation can produce den-
sity matrices with a discarded weight σM (ρ˜) that is
much larger than that for the transformed exact ground-
state density matrix. The reason is, that the truncated
off-diagonal density matrix elements ρ˜bathMbathM+1 do
not influence the density-matrix functional within the
ACA(M). As a consequence during the minimization over
the density matrix they can differ strongly from the exact
solution if this reduces the one-particle energy in Eq. (5).
Our applications to model systems indicate that this be-
comes relevant only at very low truncation levels.
Nevertheless, in order to cope with this problem we
add a correction term ∆F Wˆ≈ [ρ]
∆F Wˆ≈ [ρ] = F
Wˆ
≈ [ρ˜]− F
Wˆ
≈ [ρ˜M ] , (26)
that is the difference of an approximate density-matrix
functional for the full transformed density matrix ρ˜,
Eq. (16), and the truncated density matrix ρ˜M , where
the coupling density-matrix elements ρ˜bathM ,bathM+1 has
been neglected. Thus, the corrected ACA (cACA) is de-
fined by
F WˆcACA(M) [ρ] = F
Wˆ
ACA(M) [ρ] + ∆F
Wˆ
≈ [ρ] . (27)
The correction ∆F Wˆ≈ [ρ] is expressed with the help of a
density-matrix functional F Wˆ≈ [ρ], that should be easy to
evaluate. Suitable are for example parametrized approx-
imations in an analytical form.
In this work, we choose the Mu¨ller density-matrix
functional44 as the correction functional F Wˆ≈ [ρ] in
Eq. (26). The Mu¨ller functional is defined by the an-
alytical expression
F Wˆ≈ [ρ] =
1
2
∑
a,b,c,d
Ua,b,c,d
[
ρd,aρc,b − (ρ
1
2 )ca(ρ
1
2 )db
]
,
(28)
where fn denote the occupations, |φn〉 the natural or-
bitals, |χa〉 a orthonormal one-particle basis set and
Ua,b,d,c interaction matrix elements.
A non-vanishing effect of the correction requires that
the derivatives of F Wˆ≈ [ρ˜] with respect to the off-diagonal
coupling matrices ρ˜bathnbathn+1 in Eq. (16) don’t van-
ish by construction. Otherwise for example in the case
of ACA(M=1), that is when neglecting ρ˜bath1,bath2 , we
would get
∂∆F Wˆ≈ [ρ]
∂ρ˜bath1,bath2
=
∂F Wˆ≈ [ρ˜]
∂ρ˜bath1,bath2
−
∂F Wˆ≈ [ρ˜M ]
∂ρ˜bath1,bath2
= 0. (29)
Thus the correction term ∆F Wˆ≈ [ρ] would yield a vanish-
ing force on the neglected density matrix elements and
not fulfill its purpose of preventing an unphysical increase
of the neglected density matrix elements. For example
this condition is not fulfilled for the Hartree-Fock ap-
proximation, because in this approximation the value of
the functional,
F WˆHF[ρ] =
1
2
∑
abcd
Uabdc(ρdaρcb − ρcaρdb), (30)
is independent of density matrix elements of non-
interacting states.
6F. Beyond single-impurity Anderson models
The extension of the ACA from single impurity Ander-
son models to lattice models is straightforward when we
introduce the local approximation of the density-matrix
functional33: For a Hubbard-like interaction, that can be
written as as sum over local terms,
Wˆ =
∑
i
Wˆi, (31)
we can approximate the density-matrix functional as sum
over local density-matrix functionals:
F Wˆ [ρ] ≈
∑
i
F Wˆi [ρ]. (32)
The individual density-matrix functionals F Wˆi [ρ] now
have the form of a single-impurity Anderson model and
can be treated with the adaptive cluster approximation.
Investigations for model lattice systems are is progress.
The purpose of examinations of the ACA on model
systems such as the SIAM is to benchmark it for sys-
tems that are well understood and to learn about it’s
strengths and weaknesses. We have constructed the ACA
in context of hybrid theories that combine DFT and
rDMFT33,45–47. The main idea of such a hybrid ap-
proach is to treat the degrees of freedom responsible
for strong non-dynamical correlation with an rDMFT-
functional and the dynamical correlation with an exist-
ing density functional. For materials such as transition-
metal oxides it is known that the local atomic physics
of the transition metal multiplets is responsible for the
non-dynamical correlation, which causes DFT with ap-
proximate semi-local or local functionals to fail. Despite
successes24,25,48 of the simple power functional48 some
severe failures of widely used functionals have also been
demonstrated for model systems17,49. Thus there is a
need for better functionals and especially functionals,
that can be systematically improved. We see the future
applicability of the adaptive cluster approximation in the
context of such an advanced functional that contains an
internal minimization problem and an unfavorable scal-
ing. The ACA reduces the number of the non-interacting
orbitals when using implicit functionals with the local ap-
proximation in DFT+rDMFT33,47.
IV. NUMERICAL METHODS
A. Exact ground-state energies and many-particle
wave functions
To benchmark the performance of the adaptive cluster
approximation for a single-impurity Anderson model, we
have calculated the exact ground-state energy and many-
particle wave function for this system at zero tempera-
ture with an exact diagonalization algorithm based on the
Jacobi-Davidson method implemented in Jadamilu50.
For the single-impurity Anderson model with a large
bath in section VI we have used the matrix-product-
state-DMRG51–53 code ITensor54 and employed particle
number conservation and spin-rotation symmetry55. A
measure for the accuracy of the results from a DMRG
calculation is the maximal truncation error ǫ = maxi ǫi.
The truncation error ǫi of an individual bond during the
two-site DMRG procedure is defined in ITensor as
ǫi =
∑
n∈neglected λ
2
i,n∑
n λ
2
i,n
, (33)
where λi,n are the singular values. The number of sin-
gular values that are not neglected is called the bond
dimension. The error introduced into the many-particle
wave function |ψ〉 from the truncation is in the worst
case53,56
‖ |ψ〉 − |ψtrunc〉 ‖
2
2≤ 2
∑
i
ǫi. (34)
The systems studied in section VIC are Anderson models
with single- or multi-site impurities with hopping from
every impurity site to every bath site. Thus the one-
particle Hamiltonian is very non-local and the entangle-
ment entropy of the ground state is expected to be high in
this one-particle basis. In order to make the Hamiltonian
more local we have transformed the matrix elements one-
particle Hamiltonian to a banded form like Bu¨sser et al.39
with the same algorithm that we use for the one-particle
reduced density matrix in Eq. (16). The resulting one-
particle Hamiltonian has a structure that is similar to
the one-particle Hamiltonian of a two-leg Hubbard lad-
der. For a single-site-impurity model with 40 sites, the
interaction strength U = 1 eV and the parameters de-
scribed in detail in section VIC, we need a bond dimen-
sion of about 430 to reach a truncation error of 10−7.
This small bond dimension is numerically straight for-
ward but we expect much higher entanglement entropies
and thus bond dimensions for models with multi-site im-
purities as the structure of the one-particle Hamiltonian
becomes similar to a n-leg Hubbard ladder, where the
number n of legs is twice the number of sites in the im-
purity.
Since we have to calculate the one-particle reduced
density matrix for the whole system anyway, we used
this information to construct a more suitable transfor-
mation of the one-particle basis. Here it is interesting
to note that the matrix elements of the one-particle re-
duced density matrix are in principle only correlation
functions and that matrix product states can’t represent
algebraically decaying correlation functions53 efficiently.
Thus we apply the following computational scheme: We
first perform a cheap DMRG calculation with a small
bond dimension and the one-particle Hamiltonian in a
banded form. This gives us a rough estimate of the one-
particle reduced density matrix of the system. Then we
transform the one-particle basis such that the estimated
one-particle reduced density matrix has a banded form
7as in Eq. (16) making the correlation functions 〈cˆ†αcˆβ〉
very short range. We then transform the matrix elements
of the one-particle Hamiltonian into the same basis and
perform the main DMRG calculation. For the 40-site
SIAM with a single-site impurity mentioned earlier the
final DMRG calculation only needs a fifth of the bond
dimension, 80 instead of 430, to reach a maximal trun-
cation error of 10−7.
B. Minimization over the one-particle reduced
density matrix
The minimization over the ensemble-representable
one-particle reduced density matrix in Eq. (5) is per-
formed using a Car-Parrinello-like57 constrained mini-
mization. For that purpose the density matrix is written
in its spectral representation as
ραβ =
Nχ∑
i=1
fiφi,αφ
∗
i,β (35)
with the occupations fi and the normalized eigenvectors
φi, which are called natural orbitals
36. The ensemble
representability of the density matrix requires the occu-
pations to be between 0 and 1. This condition is satisfied
by expressing the occupations as fi = [1−cos(xi)]/2 with
unconstrained variables xi. Using the set of xi and the
natural orbitals as dynamical quantities, a fictitious La-
grangian for the calculation of the energy can be set up
in the form
L({xi},{x˙i}, {φi}, {φ˙i}) =
1
2
Nχ∑
i=1
mxx˙
2
i
+
Nχ∑
i=1
f(xi)mφ|φ˙i|
2
− Tr[ρh]− F Wˆ [ρ] + µ (Tr[ρ]−N)
+
∑
i,j
Λi,j
(
φ∗i · φj − δi,j
)
(36)
where ρ is given in terms of the occupations and natural
orbitals by Eq. (35). µ and Λi,j are Lagrange multipliers
for the particle number constraint and orthonormality.
Starting from a random initial guess, the Euler-
Lagrange equations are integrated using the Verlet
algorithm58. The particle number constraint and the or-
thonormality constraint of the natural orbitals are en-
forced in every time step of the integration with the help
of the corresponding Lagrange multipliers59.
A minimum of the potential energy
Tr[ρh] + F Wˆ [ρ] (37)
of the fictitious Lagrangian with respect to the con-
straints is obtained by including an additional friction
term. The convergence criterion for the numerical min-
imization of the total energy given by Eq. (5) is chosen
as 10−4t, where t is the hopping parameter. The conver-
gence is verified by propagating the Car-Parriniello dy-
namics without friction for a large number of steps and
checking that the energy stays within a window defined
by the given convergence criterion. The search space in-
cludes density matrices with broken spin-symmetry and
non-collinear density matrices.
C. Evaluation of the exact density-matrix
functional
We explore the performance of the (corrected) adap-
tive cluster approximation in the zero-temperature limit.
We evaluate the density-matrix functional numerically by
solving Eq. (7). The many-particle wave function is rep-
resented as a superposition of Slater determinants with
variable coefficents. A complete set of Slater determi-
nants is used in the present study. Details for the prac-
tical solution of the constrained minimization problem
are given in the supplemental material at [URL will be
inserted by publisher].
V. BENCHMARK RESULTS FOR THE
SINGLE-IMPURITY ANDERSON MODEL
A. Definition of the model
To investigate the properties of the adaptive cluster
approximation, we have chosen the same finite single-
impurity Anderson34 model as in the first publication
of the two-level approximation of To¨ws and Pastor12.
It consists of one impurity site , Limp = 1, with a lo-
cal density-density interaction and a ring of Lbath non-
interacting bath-sites with nearest-neighbor hopping.
Electrons on the impurity site can hop directly to only
one of the bath sites. The Hamiltonian can be divided
into three parts:
Hˆ = Hˆimp + Hˆbath + Hˆhyb . (38)
The impurity Hamiltonian Hˆimp contains the impurity
on-site energy ǫf and a local two-particle interaction
Wˆ = Unˆf,↑nˆf,↓ with the interaction parameter U
Hˆimp =
∑
σ∈{↑,↓}
ǫf fˆ
†
σfˆσ + Wˆ . (39)
fˆ †σ (fˆσ) denotes the creation (annihilation) operator for
an electron in the spin-state σ ∈ {↑, ↓} in the impurity
orbital. The number operator for the impurity orbital is
nˆf,σ = fˆ
†
σ fˆσ. The one-particle Hamiltonian of the bath,
i.e. the non-interacting ring with hopping parameter t >
0 , has the form
Hˆbath = −t
∑
〈i,j〉
∑
σ∈{↑,↓}
cˆ†i,σ cˆj,σ + h.c., (40)
8where cˆi,σ (cˆ
†
i,σ) denotes the creation (annihilation) op-
erator for a state at the bath site i with spin σ. The no-
tation 〈i, j〉 restricts the summation to pairs of nearest-
neighboring bath sites. The hybridization Hamiltonian
Hˆhyb, that describes the hopping between impurity and
bath, can be written as
Hˆhyb = V
∑
σ∈{↑,↓}
(
fˆ †σ cˆ1,σ + cˆ
†
1,σfˆσ
)
(41)
with the hybridization parameter V . The energy eigen-
values of the one-particle Hamiltonian of the non-
interacting bath in Eq. (40) are
ǫk = −2t cos
(
2πk
Lbath
)
, (42)
with k ∈ {0, ..., Lbath−1}. The lowest one-particle energy
level −2t has a multiplicity of two and all other energy
levels have a multiplicity of four.
B. Interaction-strength dependence
In this section, we compare exact results to the (cor-
rected) adaptive cluster approximation to evaluate its
performance for this system. We show exact zero-
temperature results for the total ground-state energy
Eexact = 〈ψexact|Hˆ |ψexact〉, interaction energy Wexact =
〈ψexact|Wˆ |ψexact〉 and impurity occupation nf,exact =
〈ψexact|nˆf,↑+nˆf,↓|ψexact〉 at half filling, i.e. with Lbath+1
electrons, and briefly discuss the physical background.
The interaction-strength dependence is investigated in
this section. The impurity on-site-energy dependence
and bandwidth dependence can found in the supplemen-
tal material at [URL will be inserted by publisher].
1. Exact results
The influence of the interaction strength U/t on the ex-
act and the Hartree-Fock ground state is shown in Fig. 1.
The parameters were Lbath = 11, ǫf = 0, t > 0, V/t = 0.4
and U/t ∈ [0, 8]. The SIAM is half-filled, i.e. the particle
number is fixed to Ne = Lbath + 1 = 12. Consequently,
the impurity can be occupied with up to two electrons,
while the bath can contain between 10 and 12 electrons.
The energy levels of the bath are given in Eq. (42).
The Fermi level ǫF,bath of the bath for a particle num-
ber N is defined as
ǫF,bath = lim
n→N+
∂Ebath(n)
∂n
, (43)
where Ebath(n) is the energy of the non-interacting bath
with n electrons. The bath Fermi level ǫF,bath for the
model under investigation is given by the one-particle
energy of the eleventh and twelfth energy level of the
non-interacting bath,
ǫF,bath = −2t cos(2π · 3/11) ≈ 0.28t > 0. (44)
Because the impurity level ǫf = 0 is chosen to lie below
the bath-Fermi level ǫF,bath > 0 the impurity is more
than half-filled, i.e. nf > 1, in the non-interacting limit
U = 0. Due to the finite impurity-bath hybridization the
impurity is not completely filled except for a completely
filled bath. When increasing the interaction strength
from U = 0, electrons are transferred from the impurity
to the bath, because the interaction penalizes the double
occupancy 〈nˆf,↑nˆf,↓〉 on the impurity. For small inter-
action strengths we have the simple quadratic relation
W ≈ Un2f/4 between the interaction energy W and the
impurity occupation. This relation follows directly from
the Hartree-Fock approximation of the density-matrix
functional for a non-magnetic one-particle reduced den-
sity matrix.
As anticipated, the spin-unrestricted Hartree-Fock ap-
proximation agrees well with the exact result for small
interaction strengths and yields an upper bound to the
exact ground-state energy. However, as shown in the in-
set of Fig. 1, the HF solution undergoes a transition to
a qualitatively incorrect ground state at U ≈ t with a
finite magnetization mf = nf,↑ − nf,↓ on the impurity.
2. ACA-results
In figure 2, the deviations of energies and impurity
occupations obtained by the ACA from the exact results
are shown as function of interaction strength. We have
chosen the number of orbitals per bath level Nbathi equal
to the number of impurity orbitals Nimp = 2.
An important success is that, unlike the Hartree-
Fock approximation, the ACA does not break the spin-
symmetry. This is true even for the lowest truncation
level M = 1. The ground-state density matrix obtained
with the ACA agrees well with the exact one. The ACA
overestimates the impurity occupation nf . This is a con-
sequence of the underestimation of the interaction en-
ergy, which effectively reduces the electron repulsion on
the impurity. On the one hand, the uncorrected ACA
shares many features with the two-level-approximation of
To¨ws et al., notably the large relative error of the interac-
tion energy for large interaction strengths12. The Mu¨ller-
corrected ACA, on the other hand, greatly improves the
results for the entire range of interaction strengths. As in-
tended, the Mu¨ller correction improves the result by pre-
venting the growth of discarded weight during the den-
sity matrix optimization. The reduction of the discarded
weight by the Mu¨ller-corrected ACA has been discussed
in Sec. III E and it is demonstrated in Fig. 3.
For large interactions, the Mu¨ller correction overcor-
rects the results for interaction energy and impurity oc-
cupation, which is a consequence of the well-known19–21
overcorrelation of Mu¨ller’s functional. The overcorrela-
tion of Mu¨ller’s functional is attenuated in the context of
the ACA correction, because it does not affect the dom-
inant contributions as discussed in III E.
The ACA withM = 3, that is three effective bath sites,
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FIG. 1. Ground-state energy E, interaction energy W and
impurity occupation nf of the exact ground state (solid lines)
and the unrestricted Hartree-Fock ground state (dashed lines)
of the Hamiltonian defined Eq. (38)-(41) with Lbath = 11,
ǫf = 0, t > 0, V/t = 0.4 at half filling. The inset in the
third graph shows the magnetic moment mf = nf,exact,↑ −
nf,exact,↓ of the impurity within the unrestricted Hartree-Fock
approximation.
converges to the exact ground-state energy and ground-
state density matrix within the convergence criteria of
the numerical minimization procedures used here. This
can be understood when consulting the eigenvalue spec-
trum of the exact bath density matrix ρbath,bath,exact as
shown in Fig. 4. There are three (N = 3) clusters of
eigenvalues. Thus as explained in sec. III C the ACA
would need at most N ·Nimp = 6 = 2 ·M effective bath
states to be exact if the clusters had exactly degenerate
eigenvalues. However the eigenvalues in two of the clus-
ters have a finite spread: There is one set of ten small
eigenvalues with values below 4 · 10−3. A second set of
ten eigenvalues lies close to 1, i.e. between 1− 10−4 and
1. The third set that contains two degenerate eigenval-
ues lies between the first two sets. Due to the very small
but finite spread of the eigenvalues the discarded weight
does not vanish for M = 3 but has very small finite val-
ues between zero and 10−4 in this parameter range. This
implies that the ACA produces an extremely small error
of the density-matrix functional that is below the prac-
tically feasible convergence criterion of the constrained
minimization for the density-matrix functional and not
physically relevant. The dependence of the discarded
weight for the exact ground state of single-impurity An-
derson models with larger baths and multi-orbital impu-
rities is investigated in the subsequent section.
In conclusion, the ACA with and without correc-
tion describes the interaction-strength dependence of the
single-impurity Anderson model very well in both the
weakly and the strongly interacting regime. Correlation
effects are correctly described without unphysical spin-
symmetry breaking.
VI. BEHAVIOUR FOR LARGER BATH SIZES
AND MULTI-ORBITAL SIAMS
A. Definition of the model
The single-impurity Anderson model used in this work
to investigate the performance of the ACA seems to have
the feature, that at zero temperature the eigenvalue spec-
trum of the bath density matrix ρBB has only three clus-
ters of eigenvalues with a very small spread. We numeri-
cally found this to be true for the model in Eq. (38)-(41)
in all parameter ranges that we studied except for van-
ishing bandwidth t = 0. As the number of clusters is
an indicator for the performance of the ACA we study
this quantity for SIAMs beyond the one studied in sec-
tion VA. We focus on the dependence on the bath size
and number of impurity orbitals. Even though Ander-
son models have been studied intensely, we found no sys-
tematic investigations of the eigenvalue spectrum of the
one-particle reduced density matrix.
We choose a single-impurity multi-orbital Anderson
model with Nimp = 2Limp impurity orbitals. fˆ
†
i,σ (fˆi,σ)
denote the creation (annihilation) operators for an elec-
tron in the spin-state σ ∈ {↑, ↓} in the impurity site
with index i. These impurity sites have an on-site en-
ergy of ǫf,i and a local interaction Wˆi = Uinˆf,i,↑nˆf,i,↓
with nˆf,i,σ = fˆ
†
i,σ fˆi,σ,
Hˆimp =
Limp∑
i=1
∑
σ∈{↑,↓}
ǫf,ifˆ
†
σ,ifˆσ,i +
Limp∑
i=1
Wˆi. (45)
The one-particle Hamiltonian of the Lbath bath sites,
Hˆbath =
Lbath∑
j=1
∑
σ∈{↑,↓}
ǫb,j
(
cˆ†j,σ cˆj,σ + h.c.
)
, (46)
includes the bath energy levels ǫb,j that are uniformly
distributed in the interval [ǫb − wb/2, ǫb + wb] where ǫb
denotes the mean bath energy and wb the bandwidth of
the bath. In the limit of infinitely many bath sites this
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FIG. 2. Deviation of the ground-state energy ∆E =
E(c)ACA(M)−Eexact, interaction energy ∆W =W(c)ACA(M)−
Wexact and impurity occupation ∆nf = nf,(c)ACA(M) −
nf,exact between the ground state within the (corrected) adap-
tive cluster approximation and the exact ground state. The
corresponding exact results are shown in Fig. 1. Same model
as in Fig. 1. Solid lines correspond to the uncorrected ACA
and dashed lines to the Mu¨ller-corrected ACA results. Trun-
cation with M = 1 (solid line with diamonds), M = 2 (solid
line with squares) and M = 3 (solid line with circles). The
noise, especially in ∆nf , is due to the finite convergence cri-
terion for the minimization in Eq. (5).
yields a continuous flat density of states. The hopping
between the impurity sites and the bath sites is described
by the hybridization Hamiltonian
Hˆhyb =
Limp∑
i=1
Lbath∑
j=1
Vi,j
∑
σ∈{↑,↓}
(
fˆ †i,σ cˆj,σ + h.c.
)
. (47)
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FIG. 3. Discarded weight σM given by Eq. (25) of the trans-
formed ground state density matrix ρ˜(c)ACA(M) within the
(corrected) ACA and the transformed exact density matrix
ρ˜exact. Same model as in Fig. 1. The ACA-truncation with
M = 1 of the transformed exact density matrix ρ˜exact (solid
line without symbols) is compared the ground state of the
uncorrected (solid line with symbols) and corrected (dashed
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FIG. 4. Eigenvalue spectrum (occupations) of the bath den-
sity matrix ρbath,bath,exact of the exact ground state. Same
model as in Fig. 1.
The ground state of the total Hamiltonian,
Hˆ = Hˆimp + Hˆbath + Hˆhyb, (48)
at zero temperature is then solved with matrix-product-
state-DMRG51–53.
B. Relation to the SIAMs studied by Schu¨ler et al.
Single-impurity Anderson models with finite baths of
the form in Eq. (45)-Eq. (48) have been investigated for
example by Schu¨ler et al.43,60. The single-impurity An-
derson model used as benchmark cases by Schu¨ler et
11
al. for their variational exact diagonalization method
can be represented by the above model with the choices
Limp = 1, Lbath = 6, ǫf,1 = −2 eV, U1 = 4 eV and
wb = 2 eV. To compare the performance of the ACA to
their results we show here for which truncation level the
ACA is practically exact for this system. We have cho-
sen this indirect method of comparison because in order
to faithfully compare the two computational methods it
would be necessary to know which truncation parameter
in the ACA corresponds to their variational exact diago-
nalization method in terms of computational effort.
In their first work43 Schu¨ler et al. fixed the hy-
bridization strength V1,j = 0.9 eV and varied the mean
bath energy ǫb ∈ [−6 eV, 6 eV]. For ǫb < −3.9 eV
and ǫb > 3.9 eV we found a doubly degenerate ground
state and otherwise a non-degenerate ground state. In
the subsequent work60 they fixed the mean bath energy
ǫb = 0.02 eV and varied the hybridization strength V =
V1,j ∈ [0.0 eV, 1.5 eV]. For this choice the ground state
is doubly degenerate below the hybridization strength
V ≈ 0.42 eV and non-degenerate above. The eigen-
value spectra of the bath density matrix of the exact
ground state for these two parameter ranges are shown
in Fig. 5. For a non-degenerate ground state there are at
most three clusters of eigenvalues and for a degenerate
ground state at most four. These clusters have a finite
but very small spread. Consequently the ACA with M=3
for the non-degenerate ground states or M=4 for the de-
generate ground states would result in a ground state
energy and one-particle density matrix with a negligible
deviation from the exact results.
C. Approaching a continuous bath density of states
For the model described by Eq. (45)-Eq. (48) we can
easily increase the number of bath sites Lbath. We investi-
gate the interaction strength dependence of the spectrum
of the bath density matrix of this model with Limp = 1
for half-filling. The bandwidth of the bath was chosen
similar to Schu¨ler et al. as wb = 2 eV and ǫf,1 = 0. The
hybridization parameters V1,j are distributed randomly
in the interval [0, wb/Lbath] to break any accidental spa-
tial symmetry of the model.
For the SIAM with a single-site impurity (Limp = 1) we
used a total number of Limp+Lbath = 200 sites such that
the spacing of the bath energy levels is approx. 0.01 eV.
This is sufficiently close to the limit of a continuous den-
sity of states. The DMRG-results for the eigenvalues of
the bath density matrix for several interaction parame-
ters are shown in Fig. 6. It is clearly visible that there
are only three clusters of eigenvalues just like in the bath
density matrix of the related model with only eleven bath
sites shown in Fig. 4. Thus we expect this feature to hold
also for a continuous density of states.
For the SIAM with a two-site-impurity (Limp = 2)
there are four distinct clusters of eigenvalues of the bath
density matrix as shown in Fig. 7. These results together
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FIG. 5. Eigenvalue spectrum (occupations) of the bath den-
sity matrix ρbath,bath,exact of the exact ground state. The
model is the 7-site SIAM used by Schu¨ler et al.43,60. The
upper graph shows the eigenvalues for the model parameters
used in43 and the lower one the corresponding ones for the
parameter regime of60. The model parameters are explained
in section VI.
with the five clusters emerging for an impurity with three
sites shown in Fig. 8 indicate a linear dependency be-
tween the number of eigenvalue clusters and the impurity
size. Thus the numerical results suggest for a SIAM with
a non-degenerate ground state and a spin-independent
one-particle Hamiltonian the relation
ncluster = 2 + Limp (49)
between the number of sites Limp in the impurity and
the number of eigenvalue cluster ncluster in the bath den-
sity matrix. Cauchy’s eigenvalue interlacing theorem61
states that the eigenvalues of a principal submatrix B ∈
C(n−1)×(n−1) of a hermitian matrix A ∈ Cn×n and the
eigenvalues of A interlace. Applied to the situation here
the theorem states that the eigenvalues fσ,i of the full
one-particle reduced density matrix and the eigenvalues
fbath,σ,i of the bath density matrix for a spin direction
σ ∈ {↑, ↓} fulfill the relation
fσ,1 ≤ fbath,σ,1 ≤ fσ,2 ≤ .... ≤ fσ,n−1 ≤ fbath,σ,n−1 ≤ fσ,n.
(50)
As most eigenvalues of the full one-particle reduced den-
sity matrix of a SIAM are zero or one this relation re-
quires that also most eigenvalues of the bath density ma-
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trix are zero or one. However according to the interlac-
ing theorem there could be up to five distinct clusters
of eigenvalues of the bath density matrix. This is the
case because the eigenvalues of the full density matrix
are arranged in four clusters as shown in Fig. 6 where the
clusters with fractional eigenvalues only have a two-fold
degeneracy because of the two spin directions. Why the
number of eigenvalue clusters is smaller than the number
allowed by Cauchy’s eigenvalue interlacing theorem is a
interesting topic for further research.
In conclusion, the ACA would be practically exact for
this model for the truncation parameter M = ncluster =
2 + Limp. The clusters with fractional occupations are
only two-fold degenerate, nj = 2, so that the effective
bath level corresponding to these eigenvalues contains
only two instead of Nimp = 2Limp spin-orbitals as dis-
cussed in section III C. Consequently for a truncation
parameter of M = 2 + Limp the ACA only constructs
2(ncluster − 2) + 2Nimp = 3Nimp ≤MNimp effective bath
states.
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FIG. 6. Eigenvalue spectrum (occupations) of the full one-
particle reduced density matrix ρexact (upper graph) and of
the bath density matrix ρbath,bath,exact (lower graph) of the
exact ground state of a SIAM with a single-site impurity
(Limp = 1, Limp + Lbath = 200). All other parameters are
described in section VIC.
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FIG. 7. Eigenvalue spectrum (occupations) of the bath den-
sity matrix ρbath,bath,exact of the exact ground state of a SIAM
with a two-site impurity (Limp = 2, Limp + Lbath = 40). All
other parameters are described in section VIC.
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FIG. 8. Eigenvalue spectrum (occupations) of the bath den-
sity matrix ρbath,bath,exact of the exact ground state of a SIAM
with a three-site impurity (Limp = 3, Limp+Lbath = 40). All
other parameters are described in section VIC.
VII. CONCLUSION
We have introduced a method, which we call adaptive
cluster approximation (ACA), to evaluate the density-
matrix functional for a single impurity Anderson model.
The ACA provides a systematic way to reduce the
number of bath sites surrounding the impurity with
minimal loss of accuracy. For this smaller cluster,
the density-matrix functional can be evaluated using
Levy’s constrained-search algorithm or other advanced
approaches with an unfavourable scaling of the compu-
tational complexity. This is an important step towards
the use of advanced density-matrix functionals in first-
principles calculations, especially in the context of hybrid
theories combining density functional theory and local
rDMFT33,47.
An effective correction scheme has been presented,
which reduces the build-up of truncation errors dur-
ing optimization of the density matrix. These devia-
tions result from the absence of constraining forces on
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the corresponding density matrix elements. This correc-
tion scheme uses parameterized functionals to embed the
truncated cluster into a larger effective system
For the lowest possible truncation, that is one effective
bath site, and a single interacting site the ACA is equiv-
alent to the two-level approximation of To¨ws et al.12. In
contrast to the two-level approximation, the ACA can
be applied to multi-orbital impurities and systematically
converged to the exact result. The performance of the
ACA has been explored for a single-orbital SIAM with a
finite bath. The results show that the ground-state en-
ergy and orbital occupations converge rapidly with the
level of the effective bath in the ACA.
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Appendix A:
Here we show that the density-matrix functional of
a block-diagonal one-particle reduced density matrix is
the sum of the density-matrix functional of the inter-
acting block and an entropy contribution from the non-
interacting block. That is, for an interaction Wˆ restricted
to the impurity states imp, the relation
F Wˆβ
[(
ρimp 0
0 ρbath
)]
= F Wˆβ
[
ρimp
]
+ F 0ˆβ [ρbath], (A1)
holds. For the purpose of this proof, the impurity
can also include some non-interacting orbitals and we
work at finite temperature to avoid some non-uniqueness
problems1,38,62,63. The inverse temperature is defined as
β = 1/(kBT ).
First we note some useful properties of the grand po-
tential
ΩWˆβ,µ[h] = −
1
β
ln
(
Tre−β(hˆ+Wˆ−µNˆ)
)
, (A2)
where µ denotes the chemical potential and Nˆ the oper-
ator of the total particle number. The grand potential is
a concave function63,64 of the matrix elements h of the
one-particle Hamiltonian hˆ, that is
ΩWˆβ,µ[(1 − λ)h1 + λh2] ≥ (1− λ)Ω
Wˆ
β,µ[h1] + λΩ
Wˆ
β,µ[h2].
(A3)
At finite temperatures the above inequality is strict, i.e.
the grand potential is strictly concave. Additionally the
grand potential is an extensive quantity,
ΩWˆβ,µ
[(
himp 0
0 hbath
)]
= ΩWˆβ,µ [himp] + Ω
0ˆ
β,µ [hbath] .
(A4)
This can easily be shown by using that hˆimp + Wˆ and
hˆbath commute.
The derivatives of the grand potential with respect to
the matrix elements h of the one-particle Hamiltonian hˆ
are given by the thermal expectation values of the one-
particle density-matrix operator as
∂ΩWˆβ,µ [h]
∂hi,j
=
Tr
(
e−β(hˆ+Wˆ−µNˆ)cˆ†i cˆj
)
Tre−β(hˆ+Wˆ−µNˆ)
. (A5)
We can apply the general relation Eq. (A5) to the sit-
uation of a one-particle Hamiltonian with block-diagonal
matrix elements
h =
(
himp 0
0 hbath
)
. (A6)
Then the Hamiltonian hˆimp + Wˆ , which only acts on
the impurity states, commutates with the one-particle
Hamiltonian hˆbath of the bath. The eigenstates |Ψa,b〉 of
the full system,
(hˆimp + Wˆ + hˆbath)|Ψa,b〉 = ǫa,b|Ψa,b〉, (A7)
Nˆ |Ψa,b〉 = na,b|Ψa,b〉, (A8)
can be written as product states of the eigenstates of
the impurity Hamiltonian and eigenstates of the bath
Hamiltonian,
(hˆimp + Wˆ )|Ψimp,a〉 = ǫimp,a|Ψimp,a〉 (A9)
Nˆ |Ψimp,a〉 = nimp,a|Ψimp,a〉, (A10)
hˆbath|Ψbath,b〉 = ǫbath,b|Ψbath,b〉, (A11)
Nˆ |Ψbath,b〉 = nbath,b|Ψbath,b〉, (A12)
as |Ψa,b〉 = |Ψimp,a〉 ⊗ |Ψbath,b〉. Expectation values
of the one-particle reduced density-matrix operator be-
tween impurity and bath states vanish for such product
states,
〈Ψa,b|cˆ
†
impcˆbath|Ψa,b〉 = 〈Ψimp,a|cˆ
†
imp|Ψimp,a〉
· 〈Ψbath,b|cˆbath|Ψbath,b〉
= 0. (A13)
The matrix elements vanish because the eigenstates
|Ψimp,a〉 and |Ψbath,b〉 are also eigenstates of the total
particle number operator. Consequently also the expec-
tation values
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Tr
(
e−β(hˆ+Wˆ−µNˆ)cˆ†impcˆbath
)
Tre−β(hˆ+Wˆ−µNˆ)
=
∑
a,b
e−β(ǫa,b−µna,b)∑
a′,b′ e
−β(ǫa′,b′−µna′,b′ )
〈Ψa,b|cˆ
†
impcˆbath|Ψa,b〉 (A14)
vanish in the thermal ground state ensemble. Thus, for
a vanishing impurity-bath Hamiltonian the derivatives of
the grand potential with respect to the matrix elements
of the impurity-bath Hamiltonian vanish, i.e.
∂ΩWˆβ,µ
[(
himp himp,bath
h
†
imp,bath hbath
)]
∂(himp,bath)i,j
∣∣∣∣∣
himp,bath=0
= 0 ∀i, j.
(A15)
This means that himp,bath = 0 is a stationary point of
the maximization problem
max
himp,bath
ΩWˆβ,µ
[(
himp himp,bath
h
†
imp,bath hbath
)]
. (A16)
Combined with the concavity of the grand potential with
respect to the matrix elements of the one-particle Hamil-
tonian this shows that himp,bath = 0 is a maximizer of
the problem in Eq. (A16).
For the main part of the proof, that is to show
Eq. (A1), we use that the density-matrix functional is
the Legendre-Fenchel transform of the grand potential3
ΩWˆβ,µ(h) with respect to the one-particle Hamiltonian
F Wˆβ [ρ] = max
h,µ
{
ΩWˆβ,µ[h]− Tr(ρh)
}
. (A17)
For the block-diagonal density matrix in Eq. (A1) the
density-matrix functional is
F Wˆβ
[(
ρimp 0
0 ρbath
)]
= max
himp,hbath,himp,bath,µ
{
ΩWˆβ,µ
[(
himp himp,bath
h
†
imp,bath hbath
)]
− Tr(ρimphimp)− Tr(ρbathhbath)
}
.
(A18)
The maximization over himp,bath can be performed with the help of Eq. (A16), which yields together with
Eq. (A4) the decomposition
F Wˆβ
[(
ρimp 0
0 ρbath
)]
= max
himp,hbath,µ
{
ΩWˆβ,µ
[(
himp 0
0 hbath
)]
− Tr(ρimphimp)− Tr(ρbathhbath)
}
(A19)
= max
himp,µ
{
ΩWˆβ,µ[himp]− Tr(ρimphimp)
}
+ max
hbath,µ
{
Ω0ˆβ,µ[hbath]− Tr(ρbathhbath)
}
(A20)
= F Wˆβ [ρimp] + F
0ˆ
β [ρbath]. (A21)
This concludes the proof. The non-interacting density-
matrix functional F 0ˆβ [ρbath] only contains an entropy con-
tribution
F 0ˆβ [ρbath] =
1
β
Tr [ρbathln(ρbath) + (1− ρbath)ln(1− ρbath)]
(A22)
and vanishes in the zero temperature limit.
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