Abstract. In this paper, an analogue of matrix models from free probability is developed in the bi-free setting. A bi-matrix model is not simply a pair of matrix models, but a pair of matrix models where one element in the pair acts by left-multiplication on matrices and the other element acts via a 'twisted'-right action. The asymptotic distributions of bi-matrix models of Gaussian random variables tend to bi-free central limit distributions with certain covariance matrices. Furthermore, many classical random matrix results immediately generalize to the bi-free setting. For example, bi-matrix models of left and right creation and annihilation operators on a Fock space have joint distributions equal to left and right creation and annihilation operators on a Fock space and are bi-freely independent from the left and right action of scalar matrices. Similar results hold for bi-matrix models of q-deformed left and right creation and annihilation operators provided asymptotic limits are considered. Finally bi-matrix models with asymptotic limits equal to Boolean independent central limit distributions and monotonically independent central limit distributions are constructed.
Introduction
Since the notion of bi-free pairs of faces was introduced by Voiculescu in [19] , the theory has quickly developed by generalizing many ideas and results from free probability. For example, [19] determined the bi-free central limit distributions. On the combinatorial side, Mastnak and Nica in [8] introduced a collection of partitions for bi-free pairs of faces that was postulated to be analogous to the role non-crossing partitions play in free probability. In [3] , the postulate of Mastnak and Nica was confirmed to be correct. Subsequently [2] generalized such notions to the operator-valued setting where things get 'interesting'.
Following the development of free probability, Voiculescu in [20] constructed a bi-free partial R-transform as an analogue of his R-transform from [16] , which plays an important role in free probability. Furthermore, Voiculescu in [21] developed a bi-free partial S-transform and combinatorial proofs were later found in [13] and [14] respectively. In addition, the notion of bi-free infinitely (additive) divisible distributions was developed in [5] thereby discovering the bi-free Poisson distributions.
One important result in free probability is the connection between free probability theory and random matrix theory. Indeed Voiculescu in [18] connected these two theories by demonstrating that the distributions of certain matrices tend to the free central limit distributions, namely semicircular distributions, as the size of the matrices increase. Furthermore, results pertaining to asymptotic freeness were demonstrated in [18] and similar results for other matrix models were developed in [4, 11, 12] . The matrix models of [4, 11, 12, 18] have since been important tools in free probability.
The goal of this paper is to introduce a bi-free analogue of matrix models. Such bi-matrix models have been elusive and the view taken in this paper is that a bi-matrix model is not simply a pair of matrices, but a pair of matrices with specific actions on matrices. This approach of requiring actions on matrices may be slightly unsatisfactory, but the notion of random matrices acting on matrices has precedence (e.g. [6] ) and work in [13, Section 6] provides evidence (beyond that presented here) for why this view is possibly the correct one. Including this introduction, this paper contains seven sections which are summarized as follows.
The necessary background on bi-free probability is recalled in Section 2. Said background includes bi-noncrossing partitions, the bi-non-crossing Möbius function, (ℓ, r)-cumulants, the universal moment polynomials for bi-freeness, and the abstract structures required for bi-freeness with amalgamation. Complete expositions of these results may found in [2, 3] .
The structures and notion of a bi-matrix model are introduced in Section 3. One should think of a bimatrix model as a pair of matrices of operators that act on matrices of vectors (or operators) where the left matrix in the pair acts via left matrix multiplication whereas the right matrix in the pair acts via right matrix multiplication with a 'twist'. In addition to developing such notions, an essential lemma is presented which enables one to compute the joint distributions of bi-matrix models.
Bi-matrix models with commutative entries are examined in Section 4. Due to the commutation of the entries, bi-matrix models simplify slightly in this setting. Many results analogous to those in free probability are obtained. In particular, bi-matrix models with asymptotic distributions equal to certain bi-free central limit distributions from [19] are demonstrated. However, due to commutative, only bi-free central limit distributions where the left and right operators commute in distribution may be obtained. These restriction produced by commutativity have already been seen in the theory of bi-free pairs of faces in that the operator model in [8] using left and right creation operators on a Fock space was insufficient to describe all bi-free distributions and a more complicated model was required (see [3] ).
However, commutativity is pleasant in bi-free probability as it enables the importation of results from free probability. In fact, Theorem 4.13 demonstrates that asymptotic bi-freeness for commutative bi-matrix models is not much more than asymptotic freeness of random matrices. Consequently most (if not all) results relating random matrix theory to free probability should have an analogue in the bi-free setting. Therefore we only exhibit specific results such as realizing bi-free Poisson distributions via random pairs of Wishart matrices and demonstrating the asymptotic bi-freeness from constant matrices of random pairs of Gaussian (or Haar) unitary matrices.
Some inadequacies from Section 4 are rectified in Section 5. In particular, generalizing [12, Theorem 5 .2], bi-matrix models where the left matrices consists of left creation and annihilation operators on a Fock space and the right matrices consists of right creation and annihilation operators have joint distributions are equal to the joint distribution of left and right creation and annihilation operators. Using these models, all bi-free central limit distributions may be obtained. Furthermore, such bi-matrix models are bi-free from the left and right actions of constant matrices.
Bi-matrix models involving q-deformed left and right creation and annihilation operators are examined in Section 6. In particular, asymptotic bi-freeness from block matrices is obtain and the asymptotic limit of these bi-matrix models is again left and right creation and annihilation operators on a Fock space. The results of this section generalize those of [11] to the bi-free setting and provide an alternate approach to Theorem 4.11 by the q = 1 case.
Finally, in Section 7, bi-matrix models with asymptotic limits equal to Boolean independent central limit distributions and monotonically independent central limit distributions are constructed. These results require the use of products of left and right matrices to represent a single random variable in order to obtain the desired limit distributions.
Background on Bi-Free Pairs of Faces
In this section, we will summarize some essential combinatorial aspects of bi-free probability from [3] and the structures for operator-valued bi-free probability from [2] . We will only present the results essential to this paper and refer the reader to complete summarizes in [2] and [13] respectively.
Bi-Freeness for Pairs of Faces. For the remainder of this paper, a map χ : {1, . . . , n} → {ℓ, r} is used to designate whether the k th operator in a sequence of n operators should be a left operator (when χ(k) = ℓ) or a right operator (when χ(k) = r). Similarly, a map ǫ : {1, . . . , n} → K is used to determine which colour from a collection K each operator is coloured.
The main difference between the combinatorial aspects of free and bi-free probability stem from handling the following permutation.
Definition 2.1. Given χ : {1, . . . , n} → {ℓ, r}, if
the permutation s χ on {1, . . . , n} is defined by s χ (k) = i k .
Note the sequence (s χ (1), . . . , s χ (n)) corresponds to, instead of reading {1, . . . , n} in the traditional order, reading χ −1 ({ℓ}) (that is, the left nodes) in increasing order followed by reading χ −1 ({r}) (that is, the right nodes) in decreasing order.
Let P(n) denote the set of partitions on n elements. Given a partition π ∈ P(n) and x, y ∈ {1, . . . , n}, we write x ∼ π y whenever x and y are in the same block of π (a set in π) and x ≁ π y otherwise. Given two partitions π, σ ∈ P(n), π is said to be a refinement of σ, denoted π ≤ σ, if every block of π is contained in a single block of σ. Refinement defines a partial ordering on P(n) turning P(n) into a lattice. Definition 2.2. A partition π ∈ P(n) is said to be bi-non-crossing with respect to χ if the partition s −1 χ · π (the partition formed by applying s −1 χ to the blocks of π) is non-crossing. Equivalently π is bi-non-crossing if π is non-crossing on {1, . . . , n} when the set is ordered via s χ (1) ≺ χ s χ (2) ≺ χ · · · ≺ χ s χ (n). The set of bi-non-crossing partitions with respect to χ is denoted by BN C(χ).
Example 2.3. If χ : {1, . . . , 6} → {ℓ, r} is such that χ −1 ({ℓ}) = {2, 3, 6} and χ −1 ({r}) = {1, 4, 5}, then (s χ (1), . . . , s χ (6)) = (2, 3, 6, 5, 4, 1) . If π = {{1, 4}, {2, 5}, {3, 6}}, then π is crossing on {1, . . . , 6} yet is bi-non-crossing with respect to χ. This may be seen via the following diagrams.
One function on pairs of elements of BN C(χ) required in this paper is the following. 
π is a refinement of σ, and otherwise defined recursively via the formulae
Due to the similarity in lattice structures, the bi-non-crossing Möbius function is related to the noncrossing Möbius function µ N C by the formula
This implies that µ BN C inherits many 'multiplicative' properties that µ N C has. For more details, see [3, Section 3] . Definition 2.5. Let (A, ϕ) be a non-commutative probability space: that is, let A be a unital algebra and ϕ : A → C be unital and linear. A pair of faces in A is a pair (C, D) of unital subalgebras of A. We will call C the left face and D the right face.
Given Z 1 , . . . , Z n ∈ A and π ∈ P(n) with blocks V x = {k 1,x < · · · < k mx,x } for x ∈ {1, . . . , p}, define
Given a map χ : {1, . . . , n} → {ℓ, r} and π ∈ BN C(χ), define
The (ℓ, r)-cumulant of Z 1 , . . . , Z n corresponding to χ is κ χ (Z 1 , . . . , Z n ) := κ 1χ (Z 1 , . . . , Z n ) where 1 χ is the full partition {{1, . . . , n}}. Each (ℓ, r)-cumulant should always be viewed as a function where only elements of left faces may be inserted into the k th entry when χ(k) = ℓ and only elements of right faces may be inserted into the k th entry when χ(k) = r. Furthermore, if π ∈ BN C(χ) has blocks V x = {k 1,x < · · · < k mx,x } for x ∈ {1, . . . , p}, then one can verify
Furthermore, the reversion formula
holds thereby giving each moment as a sum of products of (ℓ, r)-cumulants.
The following is the main result from [3] . For ǫ : {1, . . . , n} → K, note ǫ defines an element of P(n) whose blocks are {ǫ −1 ({k})} k∈K .
Theorem 2.6 ([3, Theorem 4.3.1]). Let (A, ϕ) be a non-commutative probability space and let {(C k , D k )} k∈K be a family of pairs of faces from A. Then {(C k , D k )} k∈K are bi-free with respect to ϕ if and only if for all χ : {1, . . . , n} → {ℓ, r}, ǫ : {1, . . . , n} → K, and
we have
Furthermore, it suffices to verify equation (3) for Z k in generating subsets of C ǫ(k) and D ǫ(k) and bi-freeness of {(C k , D k )} k∈K is equivalent to κ χ (Z 1 , . . . , Z n ) = 0 whenever χ, ǫ, and Z k are as above and ǫ is not constant.
Important to this paper are the bi-free central limit distributions of [19, Section 7] .
Definition 2.7. Let (A, ϕ) be a non-commutative probability space and let I and J be disjoint index sets. A two-faced family ({Z i } i∈I , {Z j } j∈J ) is said to be a (centred) bi-free central limit distribution if all (ℓ, r)-cumulants of order 1 and of order at least 3 are zero.
Note [19, Theorem 7.4] completely describes all possible (centred) bi-free central limit distribution via the (complex) numbers ϕ(Z k1 Z k2 ) = κ χ (Z k1 , Z k2 ) for k 1 , k 2 ∈ I ⊔ J, and concretely represents such two-faced families as combinations of left and right creation and annihilation operators on Fock spaces. The matrix C indexed by I ⊔ J obtained with the (k 1 , k 2 ) entry equal to ϕ(Z k1 Z k2 ) is called the covariance matrix of the family ({Z i } i∈I , {Z j } j∈J ).
Structures for Operator-Valued Bi-Freeness. With [2] things just got stranger as there are two copies of the amalgamation algebra and the natural structures for operator-valued bi-free probability appear, on the surface, very different from from those for operator-valued free probability. We describe these structures here. For the remainder of this section B will denote a unital algebra. One may replace B with the N × N matrix algebra M N (C) as this is all that is required in other sections of this paper. Definition 2.8. A B-non-commutative probability space is a pair (A, Φ) where A is a unital algebra containing B (with 1 A = 1 B ) and Φ : A → B is a unital linear map such that
Definition 2.9. A B-B-non-commutative probability space is a triple (A, E A , ε) where A is a unital algebra, ε : B ⊗ B op → A is a unital homomorphism such that ε| B⊗1B and ε| 1B ⊗B op are injective, and E A : A → B is a linear map such that
To simplify notation, L b and R b are used in place of ε(b ⊗ 1 B ) and ε(1 B ⊗ b) respectively. The unital subalgebras of A defined by
are called the left and right algebras of A respectively.
Given a B-B-non-commutative probability space (A, E A , ε), notice (A ℓ , E A ) is always a B-non-commutative probability space with ε(B ⊗ 1 B ) as the copy of B and (A r , E A ) is a B op -non-commutative probability space with ε(1 B ⊗ B op ) as the copy of B op . Furthermore (A, E A , ε) is simply a non-commutative probability space whenever B = C.
The reason B-B-non-commutative probability spaces are the correct setting of operator-valued bi-free probability can be seen through the following. Definition 2.10. A B-B-bimodule with a specified B-vector state is a triple (X ,X , p X ) where X is a direct sum of B-B-bimodules X = B ⊕X , and p X : X → B is the linear map
The unital subalgebras of L(X ) defined by
are called the left and right algebras of L(X ) respectively. Given a B-B-bimodule with a specified B-vector state (X ,X , p), the expectation of
is a concrete B-B-non-commutative probability space. Moreover [2, Theorem 3.2.4] demonstrated every abstract B-Bnon-commutative probability space can be represented inside a concrete B-B-non-commutative probability space, at least for the purposes of computing distributions.
General Structure for Bi-Matrix Models
The general structures required for bi-matrix models are introduced in this section. These structures are motivated by the main result of [13, Section 6] which is stated below. The symbols {E i,j (N )} N i,j=1 will denote the standard matrix units for
th entry a i,j depending on which better fits the current context. Furthermore Tr will denote the trace on M N (C) defined by
The following introduces the general structure for bi-matrix models for matrices with elements in L(X ) where X is a pointed vector space. Construction 3.1. Let (X ,X , ξ, p X ) be a pointed vector space; that is, X is a vector space over C with X = Cξ ⊕X and p X : X → C is the linear map defined by
and the linear map p XN :
non-commutative probability space associated with (X , p X ). Since X is a pointed vector space, there is a canonical choice of linear functional ϕ X :
where I N,ξ is the diagonal matrix diag(ξ, ξ, . . . , ξ).
To consider bi-matrix models, two homomorphisms from
On the other hand (or perhaps, on the other face),
Is is elementary to verify that R is a homomorphism (hence the
. We use L and R instead of L N and R N as the size of the input matrices determine N . The image of L (respectively R) is called the left (respectively right) matrix algebras of L(X ) and elements of this algebra are called left (respectively right) matrices of L(X ). 
This fact will be important later in the paper in order to 'transition from right operators to left operators'; a theme that has been essential in bi-free probability (see [2, 3, 5] ). 
As similar computations hold for any product of left and right matrices of L(X ), we see that E L(XN ) applied to a product of left and right matrices of L(X ) depends only on the sequence of left and right matrices, the entries in the left and right matrices, and the linear map ϕ X : L(X ) → C. In particular, for such products, E L(XN ) is the expected expectation obtained by applying ϕ X to each entry of an element of M N (L(X )).
Remark 3.5. Given a non-commutative probability space (A, ϕ), there are many ways to view A ⊆ L(X ) in a state-preserving way. In particular, we adopt the convention that X = A with p X (A) = ϕ(A) (so X = C ⊕ ker(ϕ)) and A ⊆ L(X ) via T (A) = T A for all A ∈ X and T ∈ A ⊆ L(X ). In particular, this convention implies
Under this convention and using the notation of Construction 3.1, we see for N ∈ N that X N = M N (A) and op ) depends only on the sequence of left and right matrices, the entries in the left and right matrices, and the linear map ϕ : A → C.
It is important to emphasize one does not want the operators Z i,j in R([Z i,j ]) to be elements of A acting 'on the right' of A; that is, via the action S(A) = AS. One reason for this, other than Theorem 3.6, is that L([T i,j ]) and R([S i,j ]) would commute by Remark 3.2 and too much commutativity in bi-free probability is not optimal.
Previous evidence towards why Construction 3.1 is the correct mathematical construction to use is the following result which demonstrates how bi-freeness of pairs or faces extends to bi-freeness of matrices of the pairs of faces. . Let (A, ϕ) be a non-commutative probability space and let {(C k , D k )} k∈K be bi-free pairs of faces with respect to ϕ.
A piece of the proof of Theorem 3.6 essential to this paper is the following computation.
Lemma 3.7. Using the notation and conventions of Construction 3.1, let χ : {1, . . . , n} → {ℓ, r}, and let
Proof. By the linearity of all maps involved, it suffices to consider
regardless of the value of χ(n).
If χ(n − 1) = ℓ, observe that
whereas, if χ(n − 1) = r, observe that
In particular, this pattern repeats where
is placed on the left-hand side of the product of matrix units if χ(k) = ℓ whereas E i k ,j k (N ) is placed on the right-hand side of the product of matrix units if χ(k) = r. Hence the result follows by the definition of s χ .
. . , j n ); N ) to be non-zero and to be a diagonal entry (thereby contributing to the trace), it is required that j sχ(k) = i sχ(k+1) for all k (where n + 1 → 1). This implies
The Commutative Case
In this section, we will study bi-matrix models in the commutative case to obtain (commutative in distribution) bi-free central limit distributions. In particular, for this section we take A = (L ∞ (Ω, µ), E) for our non-commutative (well, commutative) probability space where
Although some results in this section may be obtained via the bi-matrix models with bosonic creation and annihilation in Section 6 (i.e. with q = 1), the ideas in this section are not only simpler but important for demonstrating that many random matrix models have direct analogues in the bi-free setting. In particular, this section can be summarized as, "there is a bi-free analogue of any random matrix model that can be generalized from random matrices with independent entries to pairs of random matrices where each pair is independent from each other pair and each pair has a certain covariance matrix associated to it."
We begin by recalling some definitions.
is a (centred) Gaussian family if there exists a non-singular positive n × n matrix C with real entries (called the covariance matrix ) such that for all k ∈ N and all 1
where x = (x 1 , . . . , x n ) and ·, · denotes the standard inner product on R n . A family of complex random variables X 1 , . . . , X n in a * -probability space (
Of important use in this section is the following formula. 
where P 2 (n) denotes all pair partitions on {1, . . . , n}. Furthermore 
Y is a non-singular positive matrix with real entries, then we claim there exists a complex Gaussian family
Indeed consider the Gaussian family Z 1 , . . . , Z 4 with the covariance matrix
which is clearly a non-singular positive matrix with real entries. Therefore, if X = Z 1 +iZ 2 and Y = Z 3 +iZ 4 , then X, Y is a complex Gaussian family that satisfies the above equations. Indeed
and similar computations yield the other equalities.
We now introduce Construction 3.1 into this setting.
where X ℓ is a left matrix and X r is a right matrix with entries from
Remark 4.6. Note that a random pair of matrices is not simply a pair of random matrices, but a pair of random matrices with a certain action on elements of M N (L ∞ (Ω, µ)).
be a non-singular, positive matrix with real entries. A self-adjoint C-Gaussian random pair of matrices is an
for all k ∈ {ℓ, r} and i, j ∈ {1, . . . , N }, and Remark 4.9. Due to commutativity and positivity requirements, only certain bi-free central limit distributions ({Z i } i∈I , {Z j } j∈J ) on (A, ϕ) will be limits distributions of random pairs of matrices. Indeed we will require that (A, ϕ) is a * -non-commutative probability space, ϕ is a positive linear functional, and the covariance matrix of ({Z i } i∈I , {Z j } j∈J ) is positive, non-singular, and has real entries. In particular, each Z i and Z j must be a non-zero self-adjoint semicircular variable. Furthermore, as the covariance matrix is self-adjoint with real entries,
Since a joint moment of ({Z i } i∈I , {Z j } j∈J ) can be computed as sums of products of second-order (ℓ, r)-cumulants by the definitions and results of Section 2, one can verify that ( be a non-singular, positive matrix with real entries and let (S ℓ , S r ) be a C-bi-free central limit distribution with respect to ψ. For each N ∈ N let (X ℓ (N ), X r (N )) be an N × N self-adjoint C-Gaussian random pair of matrices. Then the joint distribution of (X ℓ (N ), X r (N )) with respect
tends to the joint distribution of (S ℓ , S r ) with respect to ψ as N tends to infinity; that is, for every n ∈ N and every χ : {1, . . . , n} → {ℓ, r},
Proof. 
(where the last line follows by replacing i k with j s −1 χ (k) ). Notice equation (4) is zero unless n = 2m, in which case it equals
The computations on [10, page 365] demonstrate for a fixed π ∈ P 2 (2m) that
δ jx,jy+1 δ jy,jx+1 = 0 unless π is non-crossing in which case the limit is 1. Consequently, for a fixed π ∈ P 2 (2m),
χ · π is non-crossing pair partition, which means π ∈ BN C(χ) is a pair partition. For a pair partition π ∈ BN C(χ), the limit in equation (5) is {x,y}∈π c χ(x),χ(y) . Therefore, if BN C 2 (χ) denotes the bi-non-crossing pair partitions corresponding to χ, then
Using the above ideas, asymptotic bi-freeness of random pairs of matrices is easily obtained via observing the correct 'colouring'. Theorem 4.11. Fix an index set K. For each k ∈ K let C k be a 2 × 2 non-singular, positive matrix with real entries and let {(S ℓ,k , S r,k )} k∈K be a collection of bi-free two-faced pairs with respect to ψ where (S ℓ,k , S r,k ) is a C k -bi-free central limit distribution. For each N ∈ N and k ∈ K let (X ℓ,k (N ), X r,k (N )) be an N × N self-adjoint C k -Gaussian random pair of matrices such that entries are independent for different k ∈ K.
For every n ∈ N, every χ : {1, . . . , n} → {ℓ, r}, and every ǫ : {1, . . . , n} → K,
In particular, {(X ℓ,k (N ), X r,k (N ))} k∈K are asymptotically bi-free with respect
By repeating the ideas of Theorem 4.10, we obtain 1
χ(x),χ(y) .
The result now follows as in Theorem 4.10 as the only π that contribute asymptotically to the sum are π ∈ BN C 2 (χ) that may be coloured correctly.
Remark 4.12. A more general result than Theorem 4.11 is easy to obtain. Indeed let ({Z i } i∈I , {Z j } j∈J ) be a (centred) bi-free central limit distribution and let C = (c k,m ) k,m∈I⊔J be the (I ⊔ J) × (I ⊔ J) covariance matrix. If C is non-singular, positive matrix with real entries, then similar arguments to those given in Remark 4.8 show that for each N ∈ N there exists {X
Similar arguments to those above show that the asymptotic joint distribution of (
as N → ∞ is equal to the joint distribution of ({Z i } i∈I , {Z j } j∈J ). Theorem 4.11 then follows by using the correct covariance matrix.
For those familiar with the development of bi-free probability, it should not be a surprise that results from free probability can be generalized to bi-free probability provided all left operators commute with all right operators. Indeed the following result can be interpreted as "in the commutative world, asymptotic bi-freeness is pretty much asymptotic freeness." Theorem 4.13. Let K be a fixed set and consider (L(X ), ϕ X ) for some pointed vector space X . For each N ∈ N let {X k (N )} k∈K be left N × N matrices and let {Y k (N )} k∈K be right N × N matrices of L(X ). Suppose that the joint distributions of {X k (N )} k∈K ∪ {Y k (N )} k∈K converge with respect to
for all k, m ∈ K and for all N , and
Proof. The proof of this result is obtained by demonstrating that the universal bi-free moment polynomials (i.e. equation (3)) hold asymptotically for ({X k 
if and only if the universal free polynomials (those in equation (3) restricted to χ with χ(m) = ℓ for all m) hold asymptotically for {X k (N )} k∈K1 with {X k (N )} k∈K2 . A carbon copy of the proof of [2, Theorem 10.2.1] with lim N →∞ inserted in multiple places yields the result. We omit further details as similar arguments will be used later in the paper (see Example 4.15 and the proof of Theorem 5.3).
Remark 4.14. Note the condition "{X k (N )} k∈K1 is asymptotically free from {X k (N )} k∈K2 with respect to 1 N Tr • E L(XN ) " in Theorem 4.13 is precisely saying that {X k (N )} k∈K1 is asymptotically free from {X k (N )} k∈K2 as usual matrices of operators. As such, since random matrices have commutative entries, many results from random matrices immediate have random pairs of matrices analogues. Furthermore, if a result can be proved for random matrices grouped into pairs of two, one immediately has a random pair of matrices result by viewing the first element in each pair as a left matrix and the second element in the pair as a right matrix. is equal to the free Poisson law µ P with rate λ and jump size 1. Recall the n th free cumulants of µ P is λ for all n ∈ N so the n th free cumulant of X(N ) with
where ⊞⊞ denotes the bi-free additive convolution. Furthermore [5] demonstrates that if χ : {1, . . . , n} → {ℓ, r} then the (ℓ, r)-cumulant of µ bP,α,β with respect to χ is λα
If, for each N ∈ N, X ℓ (N ) = αL(X(N )) and X r (N ) = βR(X(N )), we claim the joint distribution of the random pair of matrices (X ℓ (N ), X r (N )) with respect to
tends to µ bP,α,β as N → ∞. Indeed, by the moment-cumulant equations (1) and (2) it suffices to show for all χ : {1, . . . , n} → {ℓ, r} that
Notice that if χ ℓ , χ r : {1, . . . , n} → {ℓ, r} are defined by χ ℓ (k) = ℓ and χ r (k) = r for all k then
n ) (the later computed traditionally). Therefore, if α = 0 or β = 0, the proof is complete. Thus we assume that α, β = 0 and χ = χ ℓ , χ r .
Let s be the permutation such that
Note that replacing χ byχ corresponds to moving all the right nodes down to be beneath the left ones, without changing their relative order. Furthermore s induces a natural isomorphism from BN C(χ)
as µ BN C is completely determined by the lattice structure (see Definition 2.4). Therefore, since X ℓ (N ) and X r (N ) commute, we obtain that
Let χ ′ : {1, . . . , n} → {ℓ, r} be defined by χ ′ (n) = ℓ and χ ′ (k) =χ(k). Note that replacingχ by χ ′ corresponds to moving the bottom right node to the left side and thus induced a natural isomorphism from 
By repeating the above arguments (i.e. commuting X ℓ (N ) past all the X r (N ) in the above expression and then changing the last X r (N ) to a X ℓ (N )), we obtain that
We will generalize a few more results from random matrix theory to the bi-free setting by using Theorem 4.13. Of course these results are not exhaustive and there are many more applications and generalizations of random matrix results.
For the first result, we will use the ideas of [10, Lecture 22] to demonstrate the asymptotic bi-freeness from Gaussian random pairs of matrices and "constant matrices". By constant matrices, we mean elements Ω, µ) ), say {D m (N )} m∈K ′ , such that there exists a non-commutative probability space (A, ϕ) and elements {d m } m∈K ′ ⊆ A such that the joint distributions of {D m (N )} m∈K ′ with respect to 1 N Tr tend to the joint distribution of {d m } m∈K ′ . Often one takes D m (N ) to be diagonal matrices as such matrices can approximate the distribution of any measure on C.
The following result is immediately obtain from the proof of [10, Theorem 22 .35] by running said argument with pairs of Gaussian random matrices independent from one another instead of just independent Gaussian random matrices -something that had little value to write down in the past. As the proof is modified simply by keeping track of cumulant terms from non-crossing pair partitions (e.g. see the proof of Theorem 4.10), we omit the details. For those unhappy with this omission, the results of Sections 5 and 6 can be used to prove asymptotic bi-freeness from 'constant diagonal matrices' (see Remark 6.4). The joint distribution of
is a pair of self-adjoint semicircular variables with covariance matrix C k . Consequently, Theorem 4.13 implies {(L(Z k (N )), R(Z ′ k (N )))} k∈K are asymptotically bi-free central limit distributions and are asymptotically bifree from ({L (D m (N ) 
For our final application of Theorem 4.13, we will examine Haar bi-unitary random pairs of matrices. Recall from [2, Section 10] that a pair (U ℓ , U r ) in a non-commutative probability space (A, ϕ) is said to be a Haar bi-unitary if the joint distribution of (U ℓ , U r ) with respect to ϕ is equal to the joint distribution of (U, U ) where U is a Haar unitary in some non-commutative probability space. Consequently, if U (N ) ∈ M N (L ∞ (Ω, µ)) is a Haar unitary random matrix, we will call (L(U (N )), R(U (N ))) a Haar bi-unitary random pair of matrices.
Based on definition and [10, Theorem 23.13], we immediately obtain the following.
Theorem 4.17. For each N ∈ N let {U k (N )} k∈K be independent N × N Haar unitary random matrices and let {D m (N )} m∈K ′ ⊆ M N (C) be such that for some * -non-commutative probability space (A, ϕ) and for some elements {d m } m∈K ′ ⊆ A the joint * -distributions of {D m (N )} m∈K ′ with respect to 1 N Tr tend to the joint * -distribution of {d m } m∈K ′ . Then the joint * -distributions of
with respect to 1 N Tr • E L(XN ) tends to the joint * -distribution of the bi-free pairs of faces
as N → ∞, where each (U ℓ,k , U r,k ) is a Haar bi-unitary. In particular, Haar bi-unitary random pair of matrices are asymptotically bi-free from constant matrices. 
Bi-Matrix Models with Fock Space Entries
In this section, a bi-matrix model involving left and right creation and annihilation operators on a Fock space will be examined. The results of this section generalize those of [12, Section 5] to the bi-free setting and provide bi-matrix models for all bi-free central limit distributions.
Throughout this section let X = F (H), namely the Fock space of a Hilbert space H of sufficiently large size. If Ω is the vacuum vector of F (H) then p X : X → C is defined by p X (λΩ ⊕ η) = λ. Furthermore ϕ 0 := ϕ X : L(X ) → C is defined by ϕ 0 (T ) = T Ω, Ω (all inner products linear in the first entry) thereby making (L(X ), ϕ 0 ) a non-commutative probability space.
Given an element h ∈ H, let l(h) and r(h) denote the left and right creation operators by h respectively and let l * (h) = (l(h)) * and r * (h) = (r(h)) * be the corresponding annihilation operators. Then:
[l
[r
where P Ω ∈ L(X ) is the projection onto the vacuum vector. Furthermore, for all T, S ∈ L(X ),
Using notation and conventions from Construction 3.1, we have the following which is the bi-free analogue of part of [12, Theorem 5.2].
Theorem 5.1. Given an index set K, an N ∈ N, and an orthonormal set of vectors {h k i,j | i, j ∈ {1, . . . , N }, k ∈ K} ⊆ H consider the N × N left and right matrices of L(X N ) defined for each k ∈ K by
as L is a homomorphism and
and since, by equation (9),
Part (2) is a trivial computation using the fact that P 
For part (4) , it must be shown that given any word
Thus we proceed by an induction argument using parts (1) and (3). Suppose it has been demonstrated that Φ(W ) = ϕ 0 (w) for all words W with at most n ≥ 0 occurrences of {R k , R * k } k∈K and all words W with n + 1 occurrences {R k , R * k } k∈K and length at most m ≥ 0. Let W be a word with n + 1 occurrences of {R k , R * k } k∈K and length m + 1. If W = V R g k for some word V of length one less than the length of W and some g ∈ {·, * }, then, since R
Thus the inductive hypotheses then implies that Φ(W ) = ϕ 0 (w).
Otherwise we may decompose
m V 2 for some g 1 , g 2 ∈ {1, * } and some words V 1 , V 2 with V 2 a word in {L k , L * k } k∈K . We will now demonstrate a process to reduce the length of L (8), (9) , and (10), we obtain
by parts (1) and (3) whereas
by equation (9) . As similar expressions hold for g 1 = * , g 2 = 1, and k = m (changing + to −), by the inductive hypotheses we obtain that Φ(
. By repeating this process, we eventually reduce the word W into one ending with R g1 k thereby completing the inductive step by previous arguments. 
are bi-free with respect to Φ.
Proof. To prove the claim, it suffices by Theorem 2.6 to show that the universal bi-free moment polynomials from equation (3) are satisfied; that is, we must demonstrate that
, . . . , Z χ(n),ǫ(n) kn (11) for all χ : {1, . . . , n} → {ℓ, r} and ǫ : {1, . . . , n} → {1, 2} where
Suppose equality has been demonstrated in equation (11) . . , n} → {ℓ, r} be defined by χ ′ (n) = ℓ and χ ′ (y) = χ(y) for all y = n. Since
where π ∈ BN C(χ) is automatically an element of BN C(χ ′ ) as moving the bottom node from the right side to the left side is a bijection from BN C(χ) to BN C(χ ′ ). Since this bijection preserves the coefficient
due to the relation between µ BN C and µ N C (see comment after Definition 2.4), we obtain both sides of equation (11) are preserved under this operation. Consequently, equation (11) holds in this case by the inductive hypothesis. Otherwise, we may select x ∈ {1, . . . , n} such that χ(x) = r yet χ(y) = ℓ for all y > x. Let χ ′ : {1, . . . , n} → {ℓ, r} be defined by χ ′ (x) = ℓ, χ ′ (x + 1) = r, and χ ′ (y) = χ(y) for all y = x, x + 1. Similarly, let ǫ ′ : {1, . . . , n} → {1, 2} be defined by ǫ ′ (x) = ǫ(x + 1), ǫ ′ (x + 1) = ǫ(x), and ǫ ′ (y) = ǫ(y) for all y = x, x + 1, and let
for all y = x, x + 1. Note there is a bijection from BN C(χ) to BN C(χ ′ ) obtained by sending an element π ∈ BN C(χ) to π ′ ∈ BN C(χ ′ ) where π ′ is obtained from π by interchanging x and x + 1. If
where the second equality holds for all π as either x and x+1 are in the same block of π and the corresponding operators commute, or are in different blocks in which case the equality is trivial. Since
due to the connection between µ BN C and µ N C , both sides of equation (11) are preserved under this operation in this case. Otherwise if
= 0 then we must be in the case
In the first case, we obtain that
by parts (1) and (3) of Theorem 5.1. If x ≁ π x + 1, then we trivially obtain that
where π 1 = π| {1,...,x} (remove all of x + 1, . . . , n otherwise keeping the blocks the same) and π 2 = π| {x+1,...,n} . Note the map taking π ∈ BN C(χ) with x ∼ π x + 1 to (π 1 , π 2 ) ∈ BN C(χ| {1,...,x} ) × BN C(χ| {x+1,...,n} ) is a bijection such that
where σ 1 = σ| {1,...,x} and σ 2 = σ| {x+1,...,n} . Indeed the above equality can immediately be obtained using Definition 2.4 (which shows µ BN C is completely determined by the lattice structure) followed by the multiplicative properties of the Möbius function to obtain
Since, the inductive hypothesis implies
, we obtain that equation (11) holds for the sequence Z χ(1),ǫ (1) k1 , . . . , Z χ(n),ǫ(n) kn if and only if equation (11) holds for the sequence Z
= L * k . The same holds by similar arguments when
By repeating these arguments of interchanging left and right operators (which preserve both sides of equation (11)) we eventually reach the case that χ(n) = r. As a previous case implies equation (11) holds when χ(n) = r, equation (11) holds. Thus the result follows by the Principle of Mathematical Induction.
Bi-Matrix Models with q-Deformed Fock Space Entries
In this section, we will demonstrate the bi-free analogue of [11, Theorem 2.1] by determining the asymptotic distributions of left and right matrices containing creation and annihilation operators on q-deformed Fock spaces. Although this section is long and technical, it can be summarized via two points:
(1) If {h k } k∈K is an orthonormal set in a Hilbert space H, then the two-faced families
are bi-free and a bi-free central limit distribution by [19, Theorem 7.4] . Thus the joint distributions are completely determined by bi-non-crossing pair partitions where the * -terms precede the non- * -terms and the pairs must be of the same k ∈ K colour. (2) The proof of [11, Theorem 2.1] directly generalizes once the permutation s χ is applied in the appropriate manner. As a consequence of Theorem 6.1, Theorem 4.11 is automatically obtained via the q = 1 case and many implications from [11] immediately carry forward to the bi-free setting.
We begin with definitions. Let H be a (finite dimensional) Hilbert space. Recall, for q ∈ [−1, 1], the q-deformed Fock space F q (H) is the Hilbert space
equipped with the inner product
where S n is the permutation group on {1, . . . , n} and
is the number of inversions in σ. We define the vacuum state ϕ q : L(F q (H)) → C by
For this section X will denote F q (H). For each h ∈ H, there are left (right) creation and annihilation operators, denoted a(h) and a * (h) (b(h) and b * (h)) respectively, which are defined by
whereȟ k denotes h k is omitted in the tensor. Note (a(h)) * = a * (h) and (b(h)) * = b * (h). Furthermore, it is possible to verify the relations
[a
[b
where P n ∈ L(X ) is the projection onto the tensors of length n. Let N ∈ N and let K be a fixed set. Suppose h
where, symbolically, Z ℓ = L, Z r = R, z ℓ = a, and z r = b.
Theorem 6.1. The asymptotic distribution of
with respect to ϕ 0 , where
, and {h k , h t k | k ∈ K} is an orthonormal set. Furthermore, the difference in the distributions of a fixed word is O(
Proof. This proof is obtained by modifying the proof of [11, Theorem 2.1]. As such, many details are omitted by referring to [11] .
It suffices to show that if χ : {1, . . . , n} → {ℓ, r}, g : {1, . . . , n} → {·, * , t, t * }, and k 1 , . . .
Recall z
is a bi-free central limit distribution by [19, Theorem 7.4] with
unless k = k ′ and either w = * and w ′ = · or w = t * and w ′ = t (in which case it is equal to 1). Consequently
= 0 unless there exists a π ∈ BN C 2 (χ) such that (a) if x ∼ π y then k x = k y , and (b) if x ∼ π y with x < y, then either g(x) = * and g(y) = ·, or g(x) = t * and g(y) = t.
If such a π exists, then ϕ 0 z
= 1 by the moment-cumulant formulae of Section 2. By Lemma 3.7 and Remark 3.8, we obtain the left-hand-side of equation (18) 
where
Notice that if h k i,j is replaced by zh k i,j for some z ∈ C with |z| = 1, the distribution of any term in expression (19) is not changed. Therefore, since h → a(h) and h → b(h) are linear in h, we obtain that
unless there is a π ∈ P 2 (n) such that (1) x ∼ π y implies k x = k y , and (2) x ∼ π y and x = y implies that the set {g(x), g(y)} is one { * , ·}, { * , t}, {t * , ·}, {t * , t}. Moreover, for such a partition π, we have that if x ∼ π y and x = y then
Denote by Θ the set of all partitions satisfying (1) and (2) . Then expression (19) (20), (21) for some π∈Θ
The sum is zero if Θ is empty, which occurs when n is odd. Since ϕ 0 z χ(1),g(1) k1 · · · z χ(n),g(n) kn = 0 by above discussions when n is odd, we may assume n is even for the remainder of the proof.
As in [11] , let C be a polygon with n edges and let D = {maps from the vertices on C to {1, . . . , N }}.
Enumerate the vertices of C clockwise. Then the tuples {(j 1 , . . . , j n ) | j k ∈ {1, . . . , N }} can be identified with elements of D in the trivial way where j k is the value of an element of D on the k th vertex. Orient the edges of C via 1 → 2 → · · · → n → 1 and label the edge from k to k + 1 (where n + 1 = 1) with s χ (k). Thus π can be viewed as a partition on the set of edges of C labelled in this way. Consider the quotient graph C/π, where two edges x and y with x = y and x ∼ π y are "glued" together with orientation reversion if {g(x), g(y)} = { * , ·} or {t * , t} and with orientation preservation otherwise. Hence if s χ (x) ∼ π s χ (y) then the vertices j x and j y+1 pair up and the vertices j x+1 and j y pair up if orientation is reversed and the vertices j x and j y pair up and the vertices j x+1 and j y+1 pair up if orientation is preserved. Note there is a clear injection i from D π := {maps from the vertices on C/π to {1, . . . , N }} into D such that (j 1 , . . . , j n ) satisfies (20) and (21) (j1,...,jn)∈i(Dπ ) for some π∈Θ
As in [11] , the number of elements of D π that are not injective is of order at most O(N 
If π satisfies (1) and (2) and C/π has at most n 2 vertices, then |D π | = O(N n 2 ) so such π may be ignored asymptotically in the sum. As C has n edges, C/π has at most (1) , . . . , s χ (n)) (with the nodes in that order) and the edges of C were glued together only using orientation reversion. Hence π ∈ BN C(χ) and we need only consider π satisfying (20) everywhere.
Let Θ ′ denote the subset of Θ consisting of π ∈ BN C(χ) satisfying (20) everywhere. It is possible to verify
Again, an empty sum is zero by definition. If π ∈ Θ ′ is such that there exists x ∼ π y with x < y and g(x) = · (so g(y) = * ), then we claim that
To see this, we recall that D ′ π consists of injective elements so the set j s
is not equal to any set j s
for m = x, y. Since z y j s
h ∈ H, we obtain using equations (13), (14), (15), (16) , and (17) that
χ (y)+1 ; k y Ω q = 0, the claim follows. Similarly if π ∈ Θ ′ is such that there exists x ∼ π y with x < y and g(x) = t (so g(y) = t * ), then
Thus we need only consider π ∈ Θ ′ satisfying (b). Suppose π ∈ Θ ′ satisfies (b). We claim that
Indeed, using just equations (12), (13), (14) , and (15) one can write
. . , m} → {·, * }, and there is a pair non-crossing partition π ′ on {1, . . . , m} such that if x ∼ π y and x < y then g ′ (x) = * , g ′ (y) = ·, and h
where h is a unit vector. This is best seen via the following process on bi-non-crossing diagrams (thinking of equations (12), (13) , (14) , and (15)) where h x ⊥h y if x = y.
Since each of the four possible products when applied to Ω q produces Ω q , we obtain that
thereby completing the claim. Therefore
π∈BN C2(χ) π satisfies (a) and (b)
The first part of this proof shows, either there are no such π (in which case we get both sides of equation (18) equal to zero), or there is a unique π (in which case the right-hand-side of equation (18) was 1). In the case of a unique π, since |D
π is the set of injective maps on N n 2 +1 vertices, we obtain the right-hand-side of equation (18) is also 1 thereby completing the proof.
As Theorem 6.1 parallels [11, Theorem 2.1], we immediately obtain similar applications. Indeed asymptotic bi-freeness from "constant block matrix algebras" holds. That is, for n a positive integer divisor of N , let
, r} be as in Theorem 6.1, and let n be a fixed positive integer. For multiples N of n, 
Remark 6.4. We note that Theorem 6.1 may be used to obtain many bi-free analogues of random matrix results as [11, Section 3] does. However, we will not formal state all such results.
For one example, if q = 1 (the bosonic case) and {h k } k∈K ∪ {h k (N ) for θ ∈ {ℓ, r} and Theorem 6.1 which determines the limit distributions, several bi-free central limit distributions (contained in those where left operator commute with right operators in distribution) may be obtained. Furthermore, Theorem 4.11 may be obtain using this method and Theorems 6.2 and 6.3 imply such pairs of faces are asymptotically bi-free from "constant block matrix algebras" and "constant diagonal matrices". These later results also hold in the fermonic case (q = −1).
Similar results hold for "real Gaussian random matrices" by using the real and imaginary parts of Z θ,· k (N )+ Z θ,t * k (N ) for θ ∈ {ℓ, r} since Z θ,· k (N ) + Z θ,t * k (N ) converges in distribution to a free circular element acting on either the left or right so that the real and imaginary parts are free semicircular elements.
Bi-Matrix Models producing Boolean and Monotone Central Limit Distributions
In this section, we demonstrate the existence of left and right matrices of creation and annihilation operators on a Fock space that, when combined in certain patterns, have asymptotic distributions equal to Boolean independent, Boolean central limit distributions and monotonically independent, monotone central limit distributions. The main ideas behind these models arise from [13] , which demonstrates ways Boolean and monotone independence arise from bi-free pairs of faces. One motivation for these results is an alternate model for such distributions than those provided in [7] .
Boolean Bi-Matrix Models. Recall, by [15] , an operator Z in a non-commutative probability space (A, ϕ) whenever m ∈ N, w 1 , . . . , w m ∈ N, and k 1 , . . . , k m ∈ {1, . . . , n} are such that k j = k j+1 for all j.
Let K be an arbitrary set and let {h j,k | j ≥ 1, k ∈ K} be an orthonormal basis for a Hilbert space H. If X = F (H), for each N ∈ N and k ∈ K let and the above computations will still work (i.e. we only need |K| creation/annihilation operators).
Monotone Bi-Matrix Models. For the monotone setting, as the main idea is taken from [13] where only monotonic independence of at most two algebras is obtained, we will only produce two asymptotically monotonically independent semicircular distributions. Recall from [9] that the monotone central limit distributions are also semicircular operators and two operators Z 1 and Z 2 in a non-commutative probability space (A, ϕ) are said to be monotonically independent with respect to ϕ if ϕ Z . for all n ∈ N ∪ {0}, m 1 , m n+1 ∈ N ∪ {0}, and k j , m j ∈ N. Three types of operators will need to be considered. Again let X = F (H). Fix N ∈ N and let {h n | n ∈ {0, 1, . . . , N }} be an orthonormal set in a Hilbert space H. Let s(h k ) = l(h k ) + l * (h k ), let In addition, let T 2 (N ) = L (diag(s(h 1 ), . . . , s(h n ))) .
Let s 1 , s 2 be two semicircular variables each of variance 1 that are monotonically independent with respect to a state ψ. .
We claim that
is a diagonal matrix diag(z 1 , . . . , z N ) where
Indeed the above can be verified since due to freeness, and since each s(h k ) is a semicircular operator of variance 1, the result now follows as the zero diagonal terms are irrelevant as N → ∞.
