In recommendation systems (RSs), nowadays, not only the traditional user-item rating matrices but also more additional information like contents, contexts, trust friends and other auxiliary information are available to enhance the performance of RS, leading to content-aware, context-aware, trust-aware RS, etc. Thus, it provides much potential to take into consideration the additional information in RS. Hence, we focus on a general low-rank matrix factorization (LRMF) model with similarity constraints and propose a decentralized algorithm based on alternating direction method of multipliers (ADMM) to relieve the computation burden in each server while preserving privacy. What's more, we utilize low-complexity skills in numerical analysis to reduce the computational complexity, based on the exploitation of the special form of the problem. Finally, simulations are performed to validate the effectiveness of our algorithms.
I. INTRODUCTION
Recommendation system (RS) aims to recommend the most suitable items to particular users, thereby reducing the information load and providing personalized services [1] . Relevant research can be traced back to mid-1990s when recommendations were made explicitly relying on the rating structure, and recommendation techniques focused on collaborative filtering (CF), content-based methods (CB) and hybrid methods [2] . Propelled by the Netflix Prize since 2006 [3] , whose database contains 100 million movie ratings, a large amount of research arose and low-rank matrix factorization (LRMF) became one of the most successful techniques applied in RS [4] . With the coming of big data era, its research focuses on new algorithms integrated with big data characteristics such as decentralization and online update, and new applications combined with heterogeneous social networks, or location information, etc. [1] , [5] . Recently, the adoption of deep learning techniques into RSs has attracted much attention as well [6] - [12] . As mentioned above, two major methods to deal with RS are CB and CF [2] , [13] - [15] . CB intends to understand the commonalities the user rated highly in the The associate editor coordinating the review of this manuscript and approving it for publication was Theofanis P. Raptis . past and obtains her/his preference as the user profile and recommends similar items according to the user profile. However, there exist some problems in CB such as limited content analysis, overspecialization and cold start for new users [2] . In contrast, CF looks more like peer recommendation, which makes recommendations based on the opinions of other people who share similar interests. Nevertheless, the cold start problem and the sparsity of the available data are common obstacles in CF. Compared to CB which relies on the features of users and items, CF shows more flexibility because of only using the user-item rating matrix to make predictions and recommendations. In CF, k Nearest Neighbors (kNN ) and LRMF dominate the mainstream of memory-based methods and model-based methods respectively [2] . Unlike kNN which needs to determine k nearest neighbors for each user, LRMF is one type of dimensionality reduction techniques to learn a low-dimensional model by mapping items and users to factor vectors in a joint latent factor space [16] . Due to its better scalability and higher predictive accuracy and flexibility, LRMF has received much attention from all over the world [17] - [21] .
Propelled by the intelligent devices and social networks, nowadays, large auxiliary information including contents like browsing histories, contexts like time and locations, social networks like circles of friends, etc., is becoming available in RSs besides traditional user-item rating matrices. For example, the introduction of the genres and prices of the items on the market could lead to context-aware RS [22] , [23] , and taking the guidance from friends into consideration when making choices could result in trust-aware RS [5] , [24] , to name a few. Not only can they be used to provide more accurate and personal recommendations, but also have been shown effective to handle the prevalent sparsity and cold-start problems especially in CF. In summary, all the aforementioned improvements strongly motivate us to consider a more general LRMF model with similarity constraints, which can characterize the influence of similar peers spanning contents, contexts, social networks, and many other aspects.
However, the introduction of similarity constraints brings difficulties in its decentralized implementation, which could not only relieve the computation burden in each agent or server but also alleviate the robustness concerns raised by the centralized fashion [25] . Because of the coupling of the similar users or items, the conventional LRMF methods like ALS or SGD cannot work in a decentralized manner. Thus it motivates us to design a decentralized algorithm for the LRMF with similarity constraints, which is our focus in this paper.
There are numerous works on LRMF and decentralized algorithms, and here we summarize the works that are most representative and relevant to our study. For LRMF, a comprehensive analysis is shown in [17] and maximum margin matrix factorization is proposed as a convex surrogate to LRMF which can be formulated as a semi-definite programming (SDP) in [26] . In [18] , the problem of LRMF is formulated as multi-task learning where tensor product kernels and represent theorem are used to complete the matrix completion. Refenence [19] presents probabilistic matrix factorization which scales linearly with the number of observations thus very suitable for large-scale dataset. Reference [20] deals with LRMF by nonlinear successive over-relaxation which only requires solving a least-square problem instead of a singular value decomposition (SVD). For decentralized algorithms, [27] gives an overview and offers algorithmic analysis at a high level of abstraction. Among these decentralized algorithms, alternating direction method of multipliers (ADMM) is well studied and widely applied in diverse application domains including optimization and machine learning [28] - [31] , sparsity and low-rank recovery [32] , resource management [33] , multicell coordinated beamforming [34] and average consensus problem [35] . It adopts an augmented Lagrangian method to solve local optimization problems which can lead to a greater advance towards the optimal solution per iteration, resulting in good robustness and convergence without assumptions [36] - [40] . In addition, ADMM can provide decentralized consensus implementation taking privacy concern into consideration and use MapReduce computing conveniently. Recently, it has also been demonstrated successfully in research on LRMF [32] , [41] - [44] . In detail, a distributed stochastic ADMM is proposed for large-scale LRMF problems in [41] with designed data split strategy and stochastic scheme. In [42] , ADMM is adopted to solve nonnegative LRMF which separates the minimization objective from the non-negativity constraints. The authors in [43] use ADMM to solve LRMF with max-norm constraints and provide guaranteed convergence to the global optimum for convex problems. Moreover, decentralized LRMF algorithm based on ADMM is proposed in [32] to solve LRMF with nuclear-norm regularization, yet the similarity constraints and the subsequent challenges are not considered. What's more, a framework based on alternating optimization and ADMM is proposed under a variety of constraints and loss functions in [44] , whereas the similarity constraints are beyond the proximal operators studied. All in all, to our best knowledge, none of the above works take into consideration the application of ADMM and its decentralization implementation in LRMF with similarity constraints.
In this paper, to make the decentralization of LRMF with similarity constraints possible, firstly, we cluster the users/items into groups according to their similarities, thus we could constrain the similarities within smaller groups, other than considering the similarity influence from any other user/item. Note that this clustering step converts the original problem to a reasonable approximation at the cost of ignoring the much smaller similarity influences between the users/items from different groups. Nevertheless, the resulted problem cannot yet be decentralized due to the global variable which couples the computation of each server. Hence, secondly, we introduce local estimates and consensus constraints to decompose the coupling, turning the problem to a constrained consensus optimization problem. Then to deal with the similarity constraints within each group, we turn it into a quadratic programming problem. Finally, we adopt the ADMM to decentralize the optimization problem and give closed-form solutions. Subsequently, to accelerate the algorithm, low-complexity algorithms are designed to make full use of the special form of the problem. In summary, the main contributions of this paper are as follows:
• Decentralized algorithm for RS with similarity constraints: A decentralized algorithm based on ADMM is designed for LRMF, which can relieve the computation burden in each agent but also alleviate the robustness concerns raised by the centralized fashion while keeping data privacy.
• Low-complexity optimization: Low-complexity algorithms are proposed to optimize the decentralized algorithm, which aim at reducing the computational complexity and providing some parallelism by taking advantage of the form of the optimization problem.
The remainder of this paper is organized as follows. Section II gives some preliminaries about LRMF and proposes the problem with similarity constraints we aim to solve in the sequel, and then introduces the ADMM. Section III develops the decentralized algorithm for the problem. Then low-complexity algorithms are proposed to optimize the decentralized algorithm in Section IV. What's more, Section V gives simulation results for validation. Finally, we conclude the whole paper in Section VI and several technical details are deferred to the appendices.
Notation: Uppercase letters denote matrices and bold lowercase letters refer to column vectors. Calligraphic letters are used for sets. Operators (·) T , tr(·), ·, · , and ⊗ denote transposition, matrix trace, inner product and Kronecker product (a generalization of the outer product from vectors to matrices), respectively. || · || denotes the Euclidean distance. vec(·) is the matrix vectorization operator which stacks its columns on top of each other to return a supervector, with its inverse unvec(·). ind(·) returns a 0-1 column vector of the same size, with each entry indicating whether zero or not. diag(·) returns a diagonal matrix with vector entries selected as diagonal entries. The Frobenius norm of the matrix A = [a i,j ] ∈ R m×n is ||A|| F := tr(AA T ). The n × n identity matrix is presented by I n . ρ (·) represents the spectral norm. λ(A) and σ (A) denote the eigenvalues and singular values of A respectively.
II. PRELIMINARIES
In this section, we first explain LRMF, followed by the LRMF with similarity constraints, then we briefly introduce the ADMM.
A. LRMF
Being more suitable for large-scale data sets, LRMF has become one of the most successful techniques applied in RS. For an m × n user-item rating matrix R, each entry of R accounts for the rating of one item given by one user. It can be approximated by the product of two low-rank matrices as follows:
where the size of U = [u i ] and V = [v j ] are m × ρ and n × ρ, respectively, with ρ ≤ m, n, and in most cases much smaller. Naturally, it could be explained that all the users and items are projected into one low-dimensional feature space, where each entry r ij in R is approximated by the likeness of user i and item j characterized by the inner product of columns u i and v j .
Considering the common sparsity of R, a projector P is introduced to account for the missing entries where P equals to one for available ratings in R and zero otherwise and the LRMF problem can be presented by the following objective:
Usually, two regularization terms are added to avoid overfitting, the optimization problem turns to as follows:
where λ 1 and λ 2 are regularization parameters.
B. LRMF WITH SIMILARITY CONSTRAINTS
In RS, on the usual not only can we obtain the rating matrix, but also plentiful additional information such as detailed size and colorful photos of items, which may influence the recommendation to some degree. To make full use of it, we could integrate similarity constraints resulted from the additional information in addition to the rating matrix into the optimization objective. In detail, inspired by the use of social information in [5] , we assume that we could get a general similarity between pairs of items, and employ them to modify the relative positions of feature vectors in the LRMF problem. Thus, we could arrive at the LRMF problem with similarity constraints as follows:
where α > 0, and Sim(j, s) denotes the similarity between item j and item s, and F(j) denotes the set of similar items of item j [45] . The second term of (P0) indicates that the feature vector of one item should keep consensus with those of its similar items and the influences have positive relations with their similarities. It is noteworthy that without loss of generality, here we take the similarities of items for demonstration, and the model allows great flexibility for the design of Sim(j, s) and F(j). Another point is that the symmetry between U and V in (P0) disappears due to the introduction of similarity terms, leading to the models using nuclear-norm to characterize the low-rank property of R in matrix completion like [46] and [32] not suitable.
C. THE ADMM
ADMM is known to be well suited for solving distributed convex optimization problems. It is regarded to try to blend the benefits of dual decomposition and augmented Lagrangian methods for constrained optimization [36] , [47] . It solves problems in the form:
It first forms the augmented Lagrangian
then updates the variables iteratively as follows:
where µ > 0 is the penalty parameter and the newest variables are used immediately like the Gauss-Seidel style in the iteration. The rate of convergence of ADMM has been studied in [37] - [40] , etc. What's more, compared to classical synchronous implementation in the multi-agent network, studies of asynchronous ADMM are made in [28] , [29] , where only some components of the network are allowed to wake up at random. Moreover, multi-block ADMM, namely minimizing the sum of more than two convex functions whose variables are linked by linear constraints, is a valuable extension of ADMM [30] , [31] . We will analyze the convergence and consensus of ADMM adopted in our LRMF with similarity constraints in Section III-E.
III. DECENTRALIZED ALGORITHM USING ADMM
To relieve the computation burden in each agent, alleviate the robustness concerns raised by the centralized fashion, and protect privacy, in this section, we put forward a decentralized algorithm based on ADMM to solve (P0). We first split the rating matrix after clustering the items into groups according to their similarities. Then we introduce local estimates and consensus constraints to decompose the coupling of the computation of each server. Next, to deal with the similarity constraints within each group, we turn it into a quadratic programming problem. Finally, we adopt the ADMM to decentralize the optimization problem and give closed-form solutions.
A. CLUSTERING THE ITEMS AND SPLITTING THE RATING MATRIX
First, in order to prepare for the decentralized processing, it is necessary to group the items into clusters, since the influence from other items may follow community properties, thus it's reasonable to constrain the similarity influence within groups. Next, based on the assumption that the items are clustered into C groups, the whole rating matrix is divided into C smaller matrices {R c } C c=1 according to its columns, where the split corresponds to C clusters. Here without the loss of generality, we could assume R = [R 1 , · · · , R c ], otherwise, a simple permutation operation on the right hand of R could achieve it and finally an inverse operation on the resulted V needed.
Thus LRMF can be assigned to corresponding C servers, with each server dealing with a smaller task independently. The size of R c is m × |J c |, where J c is the set of column indexes of R c , and apparently C c=1 |J c | = n. Furthermore, the least-square term in (P0) can be simplified by defining
By the same means, due to its separability according to clusters, the similarity term in (P0) can be approximated by defining
F through ignoring the similarity influences between the items from different groups. Moreover, for ease of explanation, we mark the similarity information of cluster c ∈ C as S c . Thus the problem (P0)
is turned into matrix forms as follows:
Here it is noteworthy that the split of the matrix will surely deteriorate the accuracy of LRMF compared to the centralized methods. However, unlike other tasks, the decentralization of LRMF requires the consensus of learned latent feature space in each server, due to the need for the combination of {V c } C c=1 from all servers. As a result, the common strategy of assigning multiple copies of U and V to each server cannot work here.
Though we have made a step towards decentralization by splitting the rating matrix, the problem (P1) is still not amenable to be implemented in a decentralized manner because the global variable U couples the computation of each server. Hence, we introduce local variables and consensus constraints to deal with it in the sequel.
B. LOCAL VARIABLES AND CONSENSUS CONSTRAINTS
To decouple the summation involved by the global variable U in problem (P1), we introduce auxiliary variables {U c } C c=1 , which present the local estimates of U in each server. Thus the problem (P1) turns into the following separable constrained minimization problem (P2):
where N c is the set of the neighboring clusters of cluster c, and C is the set of all C clusters. Note that consensus constraints are added to guarantee the equivalence with the problem (P1). What's more, here it's common to assume that neighboring servers can communicate and exchange information with each other in a decentralized multi-agent network. Thus we assume there exists a multi-hop path connecting any two servers in the C servers.
To demonstrate the consensus constraints more concretely, the constraints can be reparametrized as
are auxiliary optimization variables which will be eventually eliminated.
C. THE ADMM SOLVER
To solve the problem (P2), augmented Lagrangian function is brought in with the multipliersM d c and M d c to handle the constraints in (10) . The augmented Lagrangian function is stated as follows:
where µ is a positive penalty constant, and the primal variables are split into three groups:
is not dualized here and will be utilized for the simplicity of the following algorithm.
To solve the problem (P2) in a decentralized manner, the ADMM is implemented to iteratively solve the variables [27] . The procedure consists of four steps per iteration k = 1, 2, ...
[S1] Update the dual variables for all c ∈ C, d ∈ N c :
[S2] Update the first group of primal variables:
[S3] Update the second group of primal variables:
[S4] Update the auxiliary primal variables:
Compared to the conventional ADMM cycling over two groups of primal variables, the above procedure is a variation with three groups of primal variables. If the multipliers are initialized to zero, [S1]-[S4] will induce the Algorithm 1 below, which is shown in Appendix A.
Remark 1 (Simplification of Redundant Variables): Through the operation of simplification, the variables
{ M d c ,F d c , F d c } have
been eliminated. And there is no need to keep track of the variableM d c for each iteration, but instead only to update its summation P c
is introduced to characterize the influence of similar items in the same cluster c. However, due to its introduction, it becomes much difficult to deal with (P2) and its decentralized implementation. Hence, we adopt the methods from quadratic programming to transform the similarity term.
The v j and v f denote the columns of V T c , with j, f ∈ J c . More visually, the similarity term can be regarded
[S1] Update the local dual variables:
[S2] Update the first group of local primal variables:
Update the second group of local primal variables:
as a quadratic programming problem commonly considered in circuit design, which aims to place the |J c | points in R ρ . It is a complete graph where each pair of points has a link denoted by its similarity. Thus, the problem is converted to place |J c | points and minimize their total least-square distances weighted by the corresponding similarities. The physical meaning is how to place the feature vectors which have the connections weighted by the similarities in the ρ-dimension feature space. The similarities denote the penalties to constrain similar feature vectors to locate nearer.
The similarity term s(V T c ) can be induced to the following format:
It is evident that the summations of each row of K equal to zero and K is proven to be semi-definite and of rank J c − 1 in [48] . What's more, for each cluster c ∈ C, we can easily get K c from S c .
E. SOLVING CLOSED-FORM SOLUTIONS
To derive the closed-form solutions in Algorithm 1, firstly, it is necessary to convert the sampling operator P into a matrix format. For P (R − UV T ), we introduce an indicator matrix A ∈ R mn×mn with diagonal entries equal to one if the ratings are available and zero otherwise, thus vec(P (R − UV T )) = A vec(R − UV T ). Note that another strategy to deal with the sampling operator is to fill in the unknown entries of R with zeros or best guess, then adopt expectation-maximization (EM) based on singular value decomposition (SVD) [49] or alternating least square (ALS) [15] when regularizations exist. However, due to the similarity constraints in the LRMF, they are not suitable here.
Recall [S2] in Algorithm 1, it can be converted to the followings:
Note that (19) is an unconstrained convex quadratic problem, which can be solved by letting the derivative of u c to zero. The closed-form solution is shown in Algorithm 2.
As for [S3] in Algorithm 1, by the same token, with v c defined as v := vec(V T ), we have:
The closed-form solution of the above unconstrained convex quadratic problem is indicated in Algorithm 2.
When employing ADMM to solve non-convex problems such as (P2), there is no guarantee of algorithm convergence. However, ample experimental evidence in the literature supports the empirical convergence of ADMM, especially for those non-convex problems with special structure [38] . Here, our problem (P2) is bi-convex and offers strictly convex subproblems (19) and (20) that both admit unique closed-form solutions at each iteration, thus endowing Algorithm 1 with good convergence properties. It is also demonstrated by extensive numerical tests including those presented in Section V. Upon convergence, the following proposition asserts that Algorithm 1 attains consensus and stationary guarantees [50] , which is proved in Appendix B.
Proposition 1 (Consensus and Stationary Guarantees of
the stationary conditions of the unconstrained optimization problem (P0).
[S3] Update the second group of local primal variables:
Inspecting Algorithm 2, we can find that the updating of local primal variables, namely [S2] and [S3] are the main steps of LRMF, which however generate heavy cubic computational complexity resulted from the matrix inversions, hence it motivates us to exploit the specific structures of G c and S c , marked as Kronecker-structured matrices, to reduce its complexity.
IV. LOW-COMPLEXITY OPTIMIZATION
In this section, based on careful analysis on the form of Kronecker-structured matrices G c and S c in Algorithm 2, we adopt three algorithms to reduce the complexity of their inversions, along with the theoretical analysis of the performance of the algorithms. Although there is a lot of work VOLUME 7, 2019 on the efficient inversion of Kronecker-structured matrices, to our best knowledge, no prior work considers both the element-wise computation caused by the sampling operator and the pairwise computation due to similarity terms at the same time, especially for LRMF algorithms.
Conventional parallel matrix inversion algorithms like Gaussian Jordan algorithm, LU decomposition, and QR decomposition, etc, will destroy the special forms of G c and S c in Algorithm 2. Therefore, we put forward a recursive matrix inversion strategy in Section IV-A based on the divideand-conquer method. Further, a modified Strassen algorithm is proposed in Section IV-B which adopts the framework of the block elimination method to treat the solution of the linear equation as a whole. Since S c has a different form of G c due to Kronecker product from a different side and the introduction of similarity terms, we introduce block Gauss-Seidel method in Section IV-C to exploit the potential of its form.
A. RECURSIVE PARTITIONED MATRIX INVERSION
In order to take full use of the form of G c , we propose a recursive strategy to directly calculate its inverse without destroying its form, which can largely reduce the computational complexity.
Firstly, the forms and some properties of G c and S c are given in the following proposition.
Proposition 2: G c is symmetric and positive-definite, and if let G c := (G ij ) ρ×ρ , where G ij ∈ R m×m , then G ij is diagonal with the following expression:
By the same way, S c is symmetric and positive-definite as well, with S c := (S ij ) |J c |×|J c | where S ij ∈ R ρ×ρ having the following expression:
Proof: Please refer to Appendix C. Note that the specific block structures of G c and S c result from Kronecker computations other than some assumptions, which make the following work practical in real applications. For convenience, we define the form of G c as array-diagonal.
Secondly, we introduce a lemma to calculate the inverse of a partitioned symmetric and nonsingular matrix [51] .
Lemma 1: For a symmetric positive-definite matrix A, partition it into four submatrices with square matrix B:
then we have:
Proof: The existence of B −1 and S −1 can be guaranteed by the following two lemmas [52] , and the expression of A −1 can easily be verified by AA −1 = I . Lemma 2: If A is a symmetric positive-definite matrix, then every leading submatrix of A is symmetric and positivedefinite.
Lemma 3 (Schur Complement Lemma): If A is a symmetric positive-definite matrix and A k is a leading k × k submatrix of A, then the Schur complement S of A with respect to A k is symmetric and positive-definite.
Next, we introduce the corollary about recursive partitioned matrix inversion as follows, which can take advantage of the array-diagonal form of G c .
Corollary 1: The inverse of a symmetric positive-definite matrix can be solved recursively by the divide-and-conquer method.
Proof: As shown in Algorithm 3, the computation of A −1 can be reduced to the inverses of two symmetric positive-definite matrices, i.e., B −1 and S −1 , and some multiplications. Next, to compute B −1 and S −1 , recursively partition B and S like A until the final scale of matrix inversion is small enough and easily solved.
Based on Proposition 2 and Corollary 1, we can use the divide-and-conquer method to calculate G −1 c by partitioning G c into four submatrices with similar sizes along its diagonal, with each m × m diagonal block treated as a whole. The general recursive partitioned matrix inversion algorithm for the matrix with array-diagonal form is shown in the following Algorithm 3.
Note that in Algorithm 3: i) for ease of explanation, we use function RecursiveMI to denote the algorithm, whose input variables block_len presents the row size of the square diagonal block, and A_block_num presents the number of blocks each row of the square matrix A, same for B_block_num and D_block_num; ii) the DiagonalMatrixInversion in [S1] states the function for inversion of a diagonal matrix, which returns the matrix with reciprocal of each diagonal entry; iii) the symmetry property of A and A −1 could be used in [S2] and [S6] to further reduce the computations by transposition.
Hence, G −1 c can be calculated by using the function Recur-siveMI (G c , ρ, m) according to Proposition 2.
Corollary 2: For a symmetric positive-definite matrix which has array-diagonal form, its inverse will preserve the form.
Proof: We use induction to prove the corollary. Suppose here the minimum block matrix is of size m × m and is diagonal. Obviously, its inverse is surely diagonal thus preserving the form. Then suppose for an nm × nm symmetric positive-definite matrix which has the array-diagonal form, its inverse preserves the form. For an (n + 1)m × (n + 1)m symmetric positive-definite matrix having the arraydiagonal form, we partition it into four submatrices denoted 
Due to supposition, B −1 preserves the form. C and D preserve the form because A has the form of G c . Thus the Schur complement S of A with respect to B is an m × m diagonal matrix due to S = D − CB −1 C T . Hence, S −1 preserves the form. According to Lemma 1, the four blocks of A −1 preserve the form because multiplication and addition don't destroy the form, leading to A −1 preserving the form. The above corollary meets the intuition of operation of partitioned matrices as well.
Proposition 3 (Complexity Analysis of Recursive Partitioned Matrix Inversion): The computational complexity of matrix inversion G −1 c is O(ρ 3 m), which extremely reduces the usual O(ρ 3 m 3 ).
Proof: The computational reduction is due to the arraydiagonal form of G c . The complexity of multiplication and inversion of diagonal m×m matrices are both O(m). Carefully looking into [S6] of Algorithm 3, the computation of A −1 contains two inversions, i.e. B −1 and S −1 , and four multiplications, namely C · B −1 , (CB −1 · C T ), S −1 · (CB −1 ) and (CB −1 ) T · (S −1 CB −1 ). Without loss of generality, we can assume ρ is an exact power of 2, thus G c can be partitioned into four submatrices with the same size. Define the number of multiplications to compute G −1 c is T (ρ). Then T (ρ) = 2 3 (ρ 3 − ρ)m can be obtained by the recursion T (ρ) = 2T ( ρ 2 ) + 4( ρ 2 ) 3 m and T (1) = 0, leading to the conclusion of O(ρ 3 m).
B. MODIFIED LINEAR EQUATIONS SOLVER ALGORITHM
To further relieve the computational complexity of [S2] in Algorithm 2, we propose a modified Strassen algorithm which adopts the framework of the block elimination method to treat the solution of the linear equation as a whole, instead of implementing a full matrix inversion followed by matrix-vector multiplications. It also could preserve the advantages of Strassen's inversion algorithm, namely reducing the number of multiplications and providing some parallelization.
On one hand, Strassen's inversion algorithm [53] is famous for reducing the complexity from O(n 3 ) to O(n lg7 ), and provide some parallelization. However, for solving a system of linear equations, a full matrix inversion followed by matrix-vector multiplication is unnecessary [54] . On the other hand, block elimination method [55] can solve a system of linear equations directly without inverting the matrix fully, and can be more efficient for the case submatrix is easily factored, which coincides with the case of G c . Nevertheless, the block elimination method adopts block LU factorization for the submatrix inversion, without exploiting the form of G c in our case, and does not reveal the underlying parallelization. All in all, it is necessary to employ block elimination in conjunction with Strassen's inversion algorithm.
For demonstration, we consider a general case x = A −1 b, namely to solve Ax = b. Instead of calculating A −1 before solving x, here we solve x directly in Algorithm 4.
Algorithm 4 Modified Linear Equations Solver Algorithm for Solving Ax = b
1: input A, b 2: [S1] Partition A and b:
Remark 2 (Parallel Computation of Algorithm 4):
It is noticeable that after calculating P 1 , {P 3 , P 4 , P 5 , P 6 } and {P 2 , P 7 , b} and {P 8 } can be calculated in parallel. It is very suitable for the local servers with multiple cores to handle these jobs simultaneously. Though not fully parallel, the processing speed can be accelerated to some extent.
Remark 3 (Complexity Analysis of Algorithm 4):
Inspecting Algorithm 4, its main computation burden relies on two matrix inversion P 1 and P 6 , and three matrix multiplication P 2 , P 3 and P 4 , with matrix-vector multiplications and additions in other steps omitted. Recall Corollary 1 and Corollary 2, here both A 11 and P 5 admit array-diagonal form and can be solved recursively by RecursiveMI shown in Section IV-A. For demonstration purposes, we assume A 11 and P 5 are of size n 1 m × n 1 m and n 2 m × n 2 m, respectively. Thus, the two matrix inversions contribute 2 3 (n 3 1 +n 3 2 )m multiplications. P 2 , P 3 , and P 4 also have array-diagonal form and contribute n 2 1 n 2 m, n 2 1 n 2 m and n 1 n 2 2 m multiplications, respectively. Hence, the total multiplication cost of Algorithm 4 is 2 3 (n 3 1 + n 3 2 )m + (2n 2 1 n 2 + n 1 n 2 2 )m. In order to analyze comprehensively, we compare it with Strassen's inversion algorithm [53] and block elimination [55] in Table 1 . Here, we also employ the symmetric property of G c for Strassen's inversion algorithm, which can reduce its multiplications from six to five, nevertheless two additional multiplications compared to Algorithm 4 are needed to complete a full matrix inversion, leading to 2 3 (n 3 1 + n 3 2 )m + (3n 2 1 n 2 + 2n 1 n 2 2 )m multiplications. For convenience and stability, all multiplications involved adopt common matrix multiplications here, instead of Strassen's multiplication algorithm [53] . For conventional block elimination, it includes two matrix inversions and three multiplications. Moreover, standard LU decomposition is adopted to compute matrix inversion P 1 and P 6 with 1 3 n 3 1 m 3 and 1 3 n 3 2 m 3 multiplications, respectively [51] . Hence, the total multiplication cost is 1 3 (n 3 1 + n 3 2 )m 3 + (3n 2 1 n 2 + 2n 1 n 2 2 )m. For a detailed demonstration, we assume the feature number to depict u i and v j is 20, namely ρ = 20, thus leading to n 1 = n 2 = 10, and give the detailed amount of multiplications needed for each method with the number of users m equaling 1000, 5000, 10000, respectively, in Table 1 .
In conclusion, [S2] in Algorithm 2 is solved by Algorithm 4, where related matrix inversions are completed by Algorithm 3 to obtain a lower computational complexity linear with the number of rows of the matrix.
C. BLOCK GAUSS-SEIDEL METHOD FOR S −1 C
To exploit the potential of the form of S c , which is different from that of G c and therefore Algorithm 4 cannot be adopted, we introduce block Gauss-Seidel method to solve [S3] in Algorithm 2. It benefits from the block structure of S c to confine the heavy matrix inversion only on square matrices with the size of ρ × ρ, and adopts Gauss-Seidel iteration with matrix inversion computed just once and rest merely involve matrix-vector multiplications.
Gauss-Seidel method is one of the most classical iterative methods for solving a linear system Ax = b. It generates a sequence of approximate solutions which converges to the real solution with the most current estimates of the solution components being used as follows [56] :
where {a ij }, {x i } and {b i } are the respective sets of entries, and a ii = 0 for 1 ≤ i ≤ n, and k denotes the iteration index.
As for our problem S c v c = t c , referring to equation (22), we can find that {S ii } |J c | i=1 are symmetric and positive-definite thus the inverses can be computed in an acceptable cost, and {S ij } i =j are convenient to implement matrix-vector multiplications. Hence, the block Gauss-Seidel method can exploit the potential of the form of S c , where the operations on S c are decomposed on blocks of size ρ × ρ. The detailed algorithm is shown in Algorithm 5.
The convergence of Algorithm 5 is guaranteed by the following Lemma [56] .
Lemma 4: If S c is symmetric and positive-definite, then the Gauss-Seidel iteration [S3] in Algorithm 5 converges for any v (0) .
Next, we analyze the rate of convergence of Algorithm 5, thus we express its main iterative step [S4] in the following equation:
where M := (S ij ) i≥j and is lower triangular, and N := (−S ij ) i<j , thus we have S c = M − N . Then we introduce the concept of iteration matrix in the following Lemma [56] .
Lemma 5: The rate of convergence associated with the equation (24) depends on the spectral radius of the iteration matrix G GS = M −1 N . Based on Lemma 5, we give an estimate of the rate of convergence of Algorithm 5 in the following proposition:
Proposition 4: For the given and setting v (0) = 0 ρ×1 , Algorithm 5 meets the stopping criterion [S3] in k max iterations with its bound: 
Algorithm 5 Block Gauss-Seidel Algorithm for Solving
[S1] Initiation and partition: (k) and terminate [S4] Update v:
S6] Judge stopping criterion:
If k < k max , k = k + 1, go to [S3] Otherwise, issue the message that ''algorithm did not converge in k max iterations. 3: return v c Proof: Please refer to Appendix D. What's more, we also analyze the computational complexity of Algorithm 5 as follows.
Proposition 5 (Complexity Analysis of Algorithm 5): The computational complexity of Algorithm 5 is O(ρ
Proof: The main computation burden comes from two parts: one part from [S2] which runs only once, whose com-
ii ; the other part from [S4]-[S5] which need at most k max runs, leading to O(ρ 2 |J c |k max ) complexity because of only matrix-vector multiplications involved. It is remarkable that Algorithm 5 largely reduces the computational complexity of [S3] in Algorithm 2 compared to O(ρ 3 |J c | 3 ) of common matrix inversion for S c . In summary, the above three algorithms provide only linear complexity for heavy computational matrix inversions, which is comparable with ALS [21] . Finally, we provide a graphical demonstration to show the optimization process of the algorithms more explicitly in Fig. 1 , where the solid lines denote the data flow and the dashed lines explain the outputs of the ADMM and the dotted lines between U s denote the data broadcast and exchange.
V. SIMULATION
In this section, we first describe the details of experimental design and metrics, and then make comparisons with existing optional methods followed by the analysis on the results.
A. EXPERIMENTAL DESIGN AND METRICS
All the experiments were performed on a server with two 2.10 GHz Intel(R) Xeon(R) E5-2620 CPUs (each contains six cores) and 64 GB RAM. To realize decentralized implementation, we run our programs on a VMWare Workstation which can separate the computing resource into several virtual servers thus being able to formulate our algorithm well.
To evaluate the efficiency of our proposed algorithms, we adopted the top-k RS, and split the data set into the training set and the test set by randomly selecting 80% nonzero entries of the rating matrix for training and the rest for testing.
We focused on the recall or top-k hit ratio which is especially suitable for the top-k recommendation [57] , [58] . For each user u, top-k hit ratio is defined as follows:
where N (u) denotes the number of relevant items in the test set for user u and N (k, u) denotes the hit number. It is general to aggregate it over all users to obtain the recall for the test set:
In our experiment, we adopted recall as our evaluation metric, and obviously, higher is better.
B. EVALUATION ON REAL DATA SET
To give reliable results, we made simulations on real RS data. However, distinct from conventional public RS data sets with only rating matrix, or data crawled from the Internet without rating matrix, here both characteristics of items and the corresponding rating matrix were needed. Fortunately, we obtained the public real RS data from the competition of clothing combination at Taobao.com [59] , which contained the 0-1 matrix R where ''1'' present one user had bought the item otherwise being unknown and a large number of photos of clothes and accessories which could reflect the visual characteristics besides the purchase decision. Consider that the computational capacity needs to be separated into C virtual servers and the communication cost needs to be reserved for the decentralized implementation, we chose handbags as target items and extracted 805 handbags from the original data stored in a sparse array. Then we selected the users who had bought these handbags and sorted them descending on the number of handbags they had bought and chose the top 1000 users as target users. Even though, the sparsity of the user-item matrix we obtained was only 0.11%. Finally, we got our data which included 805 photos of handbags for the subsequent computation of similarity and a 1000-805 useritem rating matrix which characterized the purchase results of users.
Next, to compute the similarity of items to characterize the relations on visual characteristics of the handbags, for simplicity, we extracted the HSV indexes {f i } of the photos [60] on the OpenCV platform [61] , to represent the color systems of the handbags. Fig.2 visualizes the HSV values of the handbags, with each point presenting the HSV of one bag. Then we used the classical k-means method to cluster the feature vectors with setting the number of clusters C = 7 for classical color systems. Afterward, we adopted Sim(j, s) = 1 − ||f j − f s ||/ √ 3 to compute the similarities between any two items within each cluster, where the Euclidean distance was adopted instead of Pearson correlation since it was not suitable to omit the amplitude information of HSV.
√
3 was used to regularize the three-dimension HSV, and the regularized Euclidean distance was subtracted by 1 to guarantee Sim(j, s) ∈ (0, 1], thus making the value positive correlated with the intuition.
Subsequently, to realize decentralized implementation, we separated R into C submatrices R c s according to clusters, instead of dividing the whole data into blocks in sequence as usual, and input each R c and K c (computed from the similarities as explained in Section II-B) into C individual servers on Hadoop platform. Notice that due to the split of R, there was no consensus between the column indexes of R and that of R c , thus preserving the mapping tables of column indexes becoming a necessity.
We evaluated our ADMM algorithm and analyzed the effects of related factors meanwhile making comparisons with parallel ALS [15] and random recommendation. For convenience, we adopted parallelALS provided by mahout that had been widely used for RS [62] , where its parameters had been set delicately, nevertheless, without the similarity terms. And the random recommendation was implemented by randomly generating recommendations with the same amount of the items in the test data set for each user. The parameters we used were tabulated in Table. 2, where we use N c = 2 to indicate that the servers are linked as a circle and one server communicates and exchanges information with neighboring two servers as explained in (P2). The recalls were calculated separately on three recommendation results, i.e., our ADMM results, ALS results, and random results. For ALS, we adopted the same percentage, namely 80% of the whole data set for training and the rest for testing, and its regularization parameter λ took the default value of the mahout package 0.065. Due to the randomness of random recommendation, we got random results by averaging the results of thirty runs. It is noteworthy that our ADMM results averaged on C servers, and ALS did not take similarity terms into consideration. Next, we analyzed and compared our ADMM algorithm with ALS algorithm and random recommendation from several aspects. 
1) EFFECT OF ITERATION NUMBER
Here, we set the number of features, namely the dimensions of u i and v j , to 10, and top-k to 20, i.e., recommending items with top 20 ratings to each user. Inspecting Fig.3 , we can conclude that our ADMM algorithm can achieve and converge to an outstanding performance in a very few iterations, which benefits from its utilization of the efficient augmented Lagrangian method. Meanwhile, its performance largely outperforms ALS and random recommendation. To verify the final performance of ALS, we run it for 50 iterations and found that the recall obtained at the fifth iteration had nearly achieved the best performance over 50 iterations, 0.13. What' more, we notice that the recall for random recommendation fluctuates around its expectation top-k/item_num, which fits the intuition well. Since it is used to give a comparison baseline, we adopted its expectation to depict the performance for the subsequent simulations. It is also noteworthy that due to the intrinsic sparsity of real data set and the smaller 0-1 scale in the user-item matrix (also known as positive-unlabeled learning [63] ) compared to 0-5 scale in movie rating matrices, the recall of both ADMM and ALS could not achieve relatively high values.
2) EFFECT OF TOP-K For practical applications, there will be a tradeoff between recall and the number of recommendations, so we analyzed the effect of top-k on the algorithms. To avoid confusion with the disconnection matrix K in Section III-D, we just used topk to denote the value of k. For convenience, we fixed the number of features to 10 and plotted with the results of the fifth iteration. We only varied the considered factor and fixed the others in the following analysis as well. Based on Fig.4 , we can find that our ADMM algorithm can obtain a higher recall with increasingly top-k stably while outperforming ALS and random recommendation.
3) EFFECT OF FEATURE NUMBER
The performance of MF largely depends on the rank we assume beforehand, thus we analyzed the effect of feature number ρ, namely the number of hidden features which characterize the bags and the purchasing behavior of people. Looking at the Fig.5 , we can conclude that both the trends of performance of ADMM and ALS improve with a larger feature number. However, considering the detailed fluctuations, more features can not surely guarantee better performance, which may result from the misleading features learned or over-fitting.
4) EFFECT OF TRAINING RATE
When dealing with the split of the whole data set into the training set and the probe set, we adopted the usual 8-2 rule for training. However, especially for data set with high spar- sity, more part of data for testing may lead to better performance. Hence, we marked the percentage of data for training as the training rate and relaxed it to analyze its impact. As depicted in Fig.6 , the high performance of fifty-fifty may benefit from the decrease of the sparsity of the probe set. What's more, 70% for training may offer a better tradeoff between training and testing for ADMM.
The guidance obtained from the above analysis of different factors can be summarized as follows: i) our ADMM algorithm shows good convergence; ii) there exists a tradeoff for top-k and number of features when taking the computational complexity and accuracy into consideration; iii) the sparsity of the data set affects the choice of training rate. What's more, to be objective, our ADMM outperforms ALS at the expense of computation for the similarity terms. Moreover, our proposed method which is aimed to get the accurate closed-form solutions by optimization theory might be suitable for relatively small-scale datasets, due to the introduction of Kronecker product to solve the quadratic programming resulted from the similarity constraints, which would put much pressure on the memory. Nevertheless, we believe the proposed method is still meaningful for providing accurate closed-form solutions with good convergence properties and keeping private privacy in small-scale RSs or networks where decentralization implementation is needed.
VI. CONCLUSION
This paper focuses on the decentralization design of a general LRMF with similarity constraints. For the computational pressure, storage requirement and privacy concern, we put forward a decentralized framework using ADMM. Moreover, three low-complexity matrix inversion algorithms are proposed to exploit the specific forms of the involved Kronecker-structured matrices, resulting in only linear computational complexity with the row size of the matrix. Simulation results on real data set validate the effectiveness of our algorithms. We can conclude that our low-complexity decentralized LRMF based on ADMM can converge fast and outperform the popular ALS method in general.
APPENDIX A PROOF OF REMARK 1
Proof: Recall [S1]-[S4] in Section III-C, it will induce the procedures in Algorithm 1, shown in the followings in detail.
Firstly, focus on [S4], and we have:
Note (28) is an unconstrained quadratic problem, which can be solved by ∇Fd c = 0 and the closed-form solution is
is assumed, it can be obtained by adding (12) and (13):
By plugging (29) into (30) and assume µ = µ as usual, it becomes:
Thus, (29) turns into:
Due to the equivalence of cluster c and cluster d,
, which will be used in the order. Plugging (32) into (12), (12) becomes:
For (33) , exchange c and d and add with itself, we get: 
Then for [S2], (14) turns into: 
Here, V 3 := {F d c , F d c } d∈N c c∈C can be eliminated due to (32) . And [S1] becomes: To prove the second part of Proposition 1, we show that for the fixed points {Ū ,V }, the corresponding gradients of the objective function of (P0) vanish. For convenience, we convert (P0) to matrix form as follows: 
Taking limit from both sides of (39) and summing up over all c ∈ C yields 
Without loss of generality, we can assume V T = (V T 1 , V T 2 , · · · , V T C ), since the order of columns of V T makes no influence on the value of (P0). Therefore, we get
where (42) is used to obtain the last equality. Based on the above, the following equation is obtained by taking limit from both sides of (41) and summing up over all c ∈ C.
The proof is concluded by noticing that (40) and (44) comprise the stationary conditions of (P0).
APPENDIX C PROOF OF PROPOSITION 2
Proof: Recall the G c [k + 1] −1 in Algorithm 2:
For the sake of simplicity, visualize V T c = (v ij ) ρ×|J c | , thus due to the property of Kronecker product, we have: 12 I m · · · · · · · · · · · · · · · · · · · · · v 1ρ I m · · · · · · v |J c |ρ I m
and V c ⊗ I m = (V T c ⊗ I m ) T . Let R c := r 1 , · · · , r |J c | ∈ R m×|J c | and consider the definition of A , it is obvious that:
A c = diag(ind(r 1 ), · · · , ind(r |J c | )).
It is noticed that both V T c ⊗ I m and A c can be presented by matrix blocks with the size of m × m. Hence, G c can be computed with respect to m × m blocks.
For convenience, define G c := (G ij ) ρ×ρ , where G ij ∈ R m×m , thus we can calculate each G ij as follows:
ki diag(ind(r k )) + (
From the above, it is obvious that G ij is diagonal and
are invertible due to λ 1 > 0, C > 0 and µ > 0. What's more, G ij = G ji . Thus G c is a symmetric matrix with ρ×ρ diagonal blocks, with each block having size m×m. And G c can be guaranteed to be positive-definite by the tuning parameter λ 1 , C and µ .
By the same token, recall the S c [k + 1] −1 in Algorithm 2 and define the disconnection matrix K = (k ij ) |J c |×|J c | , and S c = (S ij ) |J c |×|J c | with S ij ∈ R ρ×ρ , then we can have
It is obvious that S c is symmetric and positive-definite.
APPENDIX D PROOF OF PROPOSITION 4
Proof: Recall the iteration matrix G GS = M −1 N in Lemma 5. For convenience, define M −1 := (M ij ) |J c |×|J c | with M ij ∈ R ρ×ρ . Then M ij can be calculated by the following iterative equation:
We mark the theoretical solution of S c v c = t c as v , then we have S c v = t c , i.e. M v = N v +t c . By subtracting the above equation from equation (24), we obtain
Thus combining with the definition of G GS and by deduction we have
Considering their Frobenius norms, we have
Multiply S c at both sides of the above equality and recall v (0) is set to 0, we obtain
Taking into consideration the diagonal-dominant property of S c and the iteration equation (49), we have [56] ||G GS || F < 1.
Then we adopt ||G k max GS || F < ||G k GS || F and spectral radius property
Referring to the stopping criterion [S3] in Algorithm 5, we can get the following estimatê
To give a rough estimate of its upper bound, we assume the stopping criterion equals at the k max iteration, and adopt
Thus we get the following estimate and finish the proof.
ln(||G GS || F ) .
