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1Multi-task Learning for Influence Estimation and
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George Panagopoulos, Fragkiskos D. Malliaros, and Michalis Vazirgiannis
Abstract—We address the problem of influence maximization when the social network is accompanied by diffusion cascades. In the
literature, such information is used to compute influence probabilities, which is utilized by stochastic diffusion models in influence
maximization. Motivated by the recent criticism on diffusion models and the galloping advancements in influence learning, we propose
IMINFECTOR (Influence Maximization with INFluencer vECTORs), a method that uses representations learned from diffusion
cascades to perform model-independent influence maximization. The first part of our methodology is a multi-task neural network that
learns embeddings of nodes that initiate cascades (influencer vectors) and embeddings of nodes that participate in them (susceptible
vectors). The norm of an influencer vector captures a node’s aptitude to initiate lengthy cascades and is used to reduce the number of
candidate seeds. The combination of influencer and susceptible vectors form the diffusion probabilities between nodes. These are
used to reformulate the computation of the influence spread and propose a greedy solution to influence maximization that retains the
theoretical guarantees. We apply our method in three sizable datasets and evaluate it using cascades from future time steps.
IMINFECTOR’s scalability and accuracy outperform various competitive algorithms and metrics from the diverse landscape of
influence maximization.
Index Terms—influence maximization, influence learning, multi-task learning
F
1 INTRODUCTION
SOCIAL networks have come to play a substantial rolein numerous economical and political events, exhibiting
their effect on shaping public opinion. The core component
of their potential in micro level is how a user influences
another user online, which is depicted in the users’ con-
nections and activity. Formally, social influence is defined
as a directed measure between two users and represents
how possible is for the target user to adapt the behavior
or copy the action of the source user. In viral marketing,
influence is used to simulate how information flows through
the network and find the optimal set of nodes to start
a campaign from, the well-known influence maximization
(IM) problem. In IM, the users are represented as nodes and
the edges depict a relationship, like following, friendship,
coauthorship, etc. A stochastic diffusion model, such as
independent cascade and linear threshold [1], governs how
an epidemic traverses the users based on their connections.
It is used to compute the number of users activated during a
diffusion simulation, which is called the influence spread. The
aim is to find the optimal set of k users that would maximize
the influence spread of a diffusion cascade starting from
them [1].
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One of the main problems in the IM literature is that
diffusion models utilize random or uniform influence pa-
rameters. Experiments have shown that such approach pro-
duces a less realistic influence spread compared to models
with empirical parameters [2]. Even when the parameters
are learned in an empirical manner from historical logs of
diffusion cascades, the independent cascade (IC) model is
utilized [3], [4], [5], which is problematic for two reasons.
Apart from severe overfitting due to the massive number of
parameters, this approach assumes influence independence
throughout related nodes or edges of the same node. This
assumption overlooks the network’s assortativity, meaning
that an influential node is more prone to effect a susceptible
node then a less influential node, even when the edge of
the latter to the susceptible is stronger than the edge of
the former. This effect comes in contrast with the actual
mechanics of influence [6]. In addition, diffusion models
themselves suffer from oversimplifying assumptions over-
looking several characteristics of real cascades [7] which can
provide inaccurate estimations compared to actual cascades
[8] while they are highly sensitive to their parameters [9].
To address these issues, we propose a method that learns
influencer and susceptible embeddings from cascades, and
uses them to perform IM without the use of a diffusion
model. The first part of our method is INFECTOR (INflu-
encer Vectors), a multi-task neural network that learns influ-
encer vectors for nodes that initiate cascades and susceptible
vectors for those that participate in them. Our focus on the
cascades’ initiators is justified from empirical evidence on
the predominantly initiating tendency of influencers and
it is considerably faster compared to previous influence
learning (IL) models [10]. INFECTOR additionally embeds
the aptitude of an influencer to create sizable cascades in the
norm of her embedding. From this, we derive an estimate of
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2influencers’ spread and use it to diminish the number of the
candidate seeds for IM. Following suit from recent model-
independent algorithms [11], [12], we overlook the diffusion
model and connect each candidate seed (influencer) and ev-
ery susceptible node with a diffusion probability using the
dot product of their respective embeddings, forming a bi-
partite network. Apart from removing the time-consuming
simulations, diffusion probabilities have the advantage of
capturing higher-order correlations that diffusion models
fail to due to their Markovian nature. Finally, we propose
IMINFECTOR, a scalable greedy algorithm that uses a sub-
modular influence spread to compute a seed set, retaining
the theoretical guarantee of 1− 1/e.
To evaluate the performance of the algorithm, the quality
of the produced seed set is determined by a set of unseen
cascades from future time steps, similar to a train and
test split in machine learning. We deem this evaluation
strategy more reliable than traditional evaluations based on
simulations because it relies on actual traces of influence.
IMINFECTOR outperforms previous IM methods with
learned edge weights, either in quality or speed in three
sizable networks with cascades. This is the first time, to
the best of our knowledge, that representation learning is
used for IM with promising results. Our contributions can
be summarized as follows:
• INFECTOR: a multi-task learning neural network
that captures simultaneously the influence between
nodes and the aptitude of a node to create massive
cascades.
• IMINFECTOR: a model-independent algorithm that
uses the combinations and the norms of the learnt
representations to produce a seed set for IM.
• A novel, thorough experimental framework with
new large scale datasets, seed set size adapted to the
network scale and evaluation based on ground truth
cascades instead of simulations.
Reproducibility: The implementation and links to the
datasets can be found online on github1.
2 RELATED WORK
The basic solution in the problem of IM is a greedy
algorithm that builds a seed set by choosing the node that
provides the best marginal gain at each iteration, i.e., the
maximum increase of the set’s influence spread [1]. The
algorithm estimates the influence spread using the live-edge
model, a Monte Carlo sampling of edges that estimates the
result of simulating a diffusion model. The algorithm is
guaranteed to reach a near optimal solution because of the
submodularity if the marginal gain. Having said that, the
1000 samplings needed for the sufficient estimation of the
influence spread for each candidate seed in each iteration,
renders the approach infeasible for real world networks.
Several methods have been developed that achieve notable
acceleration and retain the theoretical guarantees using
sketches [13] or reverse reachable sets [14], [15]. Moreover
numerous heuristics have been proposed that, though lack-
ing guarantees, exhibit remarkable success in practice [16],
1. https://github.com/GiorgosPanagopoulos/IMINFECTOR
[17]. The main problem of such approaches, as mentioned
above, is that the established influence spread may lead
to seed sets of poor quality. This can be caused either by
the assignment of simplistic influence weights or by the
diffusion model’s innate assumptions. To address the issue
with the random influence weights, some novel influence-
maximization approaches assume multiple rounds of influ-
ence maximization can take place over the graph, hence
multiple simulations can be used to compute the influence
probabilities while balancing between the number of nodes
influenced in each round and learning influence for non
examined parts of the network. Since this is an inherently
exploration-exploitation problem these models are based on
multi-armed bandits to use the feedback and update of the
parameters [18], [19], [20]. Though usefull, these algorithms
are built based on the diffusion models as well, hence
they share their aforementioned deficiencies. Recently more
model-independent online learning [11] approaches that
utilize regret functions without the use of diffusion models
have been proposed [12], but they suffer from important
scalability issues and would not be able to scale in real-
world social networks, such as the datasets we examine in
this work.
Overall, there have been very few attempts to address
influence maximization with learned influence parameters
from real past cascades, which serve as benchmark com-
parisons for our proposed approach [21], [22]. These mod-
els suffer from overfiting due the number of parameters
which is proportional to the number of edges. To reduce
the number of parameters, a more practical approach is to
express the influence probabilities as a combination of the
nodes’ influence and susceptibility embeddings and learn
them from cascades [4]. This method however relies on IC,
and consequantly suffers from the aforementioned influence
independence assumption. More recent IL methods are de-
void of diffusion models and learn the embeddings based
on co-occurrence in cascades [10], similarly to node repre-
sentation learning. This type of IL has not been used yet
for IM. Although more accurate in diffusion prediction, the
input of this model consists of node-context pairs derived
from the propagation network of the cascade, a realization
of the underlying network (e.g., follow edges) based on
time-precedence in the observed cascade (e.g., retweets).
This requires looping through each node in the cascade
and iterating over the subsequent nodes to search for a
directed edge in the network, which has a complexity of
O(cn¯(n¯− 1)/2), where c is the number of cascades and n¯ is
the average cascade size. This search is too time-consuming
as we analyze more on the experimental section. It should
be noted that apart from pure IL, multiple methods have
been developed to predict several aspects of a cascade, such
as TOPO-LSTM and HIDAN to predict the next infected
node [23], [24], RMTPP, DEEPDIFFUS and CYANRNN for
next node and time of infection [25], [26], [27], DEEPCAS to
predict cascade size [28], and FOREST to predict next node
and size together [29]. These methods have advanced end-
to-end neural architectures focused each on their respective
tasks. However, their hidden representations can not be
utilized in the context of IM, because they are derived by
a sequence of nodes, hence we can not form individual
influence relationships between two distinct nodes. In other
3words, an IM algorithm requires a node-to-node influence
relationship, which is not clearly provided by the aforemen-
tioned references. Moreover, methods that do learn node-to-
node influence but capitalize on other information such as
sentiment of the context [30] can not be utilized as well due
to our datasets missing content, but it is a promising future
approach.
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Figure 1: Influencer’s initiating versus participating in dif-
fusion cascades. DNI stands for distinct nodes influenced,
size stands for cascade size, and no stands for number of
cascades started.
3 LEARNING INFLUENCER VECTORS
Our goal in the first part of our methodology is to
create a model that learns representations suitable for scal-
able model-independent IM. Due to the lack of a diffusion
model, the network’s structure becomes secondary and on-
line methods tend to rely only on the activity of individual
nodes [11], [12]. We follow suit and propose an IL method
that focuses mainly on influencers.
We start from the context creation process that produces
the input to the network. In previous node-to-node IL mod-
els, initiating a cascade is considered equally important with
participating in a cascade created by someone else [10], thus
the context of a node is derived by the nodes occuring after
it in a cascade. This process requires the creation of the prop-
agation network, meaning going through every node in the
cascade and iterating over the subsequent nodes to search
for a directed edge in the network. This has a complexity of
O
(
c(n¯(n¯− 1)/2)), where c is the number of cascades and n¯
is the average cascade size. Given that the average size of a
cascade can surpass 60 nodes, it is a very time consuming
for a scalable IM algorithm. To overcome this we focus on
the nature of IM, meaning the final chosen seed users will
have to exert influence over other nodes, thus we may accel-
erate the process by capitalizing on the differences between
influencers and simple users. Intuitively and empirically,
we expect the influencers to exhibit different characteristics
in sharing content than the simple/susceptible nodes [31].
Symbol Meaning Type
N number of nodes scalar
tu time of node’ u post scalar
Cu cascade initiated by u set
x,yt one-hot embedding of a node vector
yc cascade length scalar
Xt x,y pairs extracted from cascade list
O origin embeddings of INFECTOR matrix
T target embeddings of INFECTOR matrix
C constant embeddings of INFECTOR vector
pu,v probability of u influencing v scalar
z hidden layer output vector
ft softmax function
fc sigmoid function
ϕt,ϕc output after non-linear activation vector
Φ jacobian of INFECTOR’s output matrix
L loss of INFECTOR vector
D INFECTOR classification probabilities matrix
λu number of nodes to be influenced by u scalar
Dˆs D sorted for the row of node s matrix
σ′(s) influence spread of node set s scalar
S Set of seed nodes set
Table 1: Table of symbols.
We argue that an influencer’s strength lies more on the cas-
cades she initiates, and evaluate this hypothesis through an
exploratory analysis. We utilize the cascades of Sina Weibo
dataset, a large scale social network accompanied by retweet
cascades to validate our hypothesis. The dataset is split in
train and test cascades based on their time of occurrence
and each cascade represents a tweet and its set of retweets.
We keep the 18,652 diffusion cascades from the last month
of recording as a test set and the 97,034 from the previous
11 months as a train set. We rank all users that initiated a
cascade in the test set based on three measures of success:
the number of test cascades they spawn, their cumulative
size, and the number of Distinct Nodes Influenced (DNI)
[3], [7], [32], which is the set of nodes that participated in
these test cascades. We bin the users into three categories
based on their success in each metric, and for each category
we compute the total cascades the users start in the training
set opposed to those they simply participate in. Intuitively,
what we want to examine here is whether users that are
popular in the present and the future are more prone to
participate or start their own cascades. As is visible in Figure
1, users that belong to the top category of the test set in all
metrics are far more likely to start a train cascade rather
than participate in it. In contrast, moderate or low level
users create significantly less novel content, compared to
their reshares.
Thus, for our purpose, the context is extracted exclu-
sively for the initiator of the cascade and will be comprised
of all nodes that participate in it. Moreover, we will take
into account the copying time between the initiator and the
reposter, based on empirical observation on the effect of time
in influence [22], [33].To be specific, all cascade initiators are
called influencers, an influencer u’s context will be created
by sampling over all nodes v in a given cascade c that
u started, with probability inversely proportional to their
copying time. In this way, the faster v’s retweet is, the more
probable it will appear in the context of u, following this
formula P (v|Cu) ∼ (tu−tv)
−1∑
v′∈Cu (tu−t′v)−1
. It is a general principle
to utilize temporal dynamics in information propagation
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Figure 2: Schematic representation of the INFECTOR model. Given the cascade, a sequence of pairs is extracted, each pair
consisting of the initiator node x (one-hot embedding) which is the input, and one of the "infected" nodes yt i.e. e,b etc.
which is the output. The last pair is the initiator and the cascade size yc i.e. 4 as output. After the initator’s embedding
lookup through the origin embeddings O, the vector passes through T and ft if the output is another node or through C
and fc if the output is scalar. The loss functions are log-loss Lt for node output or mean squared error Lc for scalar output.
when the network structure is not used [3], [34], [35] and
is based on empirical observation on the effect of influence
in time [22]. In our case we do an oversampling of 120%
to emphasize the importance of fast copying. This node-
context creation has a complexity of O(cn), which is linear
to the cascade’s size and does not require searching in the
underlying network. Even more importantly, this type of
context sets up the model to compute diffusion probabili-
ties, i.e. influence between nodes with more than one hop
distance in the network.
The diffusion probabilities (DPs) are the basis for our
model-independent approach, and exhibit important practi-
cal advantages over influence probabilities, as we analyze
further below. We use a multi-task neural network [36]
to learn simultaneously the aptitude of an influencer to
create long cascades as well as the diffusion probabilities
between her and the reposters. We chose to extend the
typical IL architecture in a multi-task learning setting be-
cause (i) the problem could naturally be broken in two
tasks, and (ii) theoretical and applied literature suggests
that training linked tasks together improves overall learning
[37], [38]. In our case, given an input node u, the first task
is to classify the nodes it will influence and the second to
predict the size of the cascade it will create. An overview
of our proposed INFECTOR model can be seen in Figure
2. There are two types of inputs. The first is the training
set comprised of the node-context pairs. As defined in the
previous section, given a cascade t with length m, we get a
set Xt = {(x1,y1t ), (x1,y2t ), ..., (xm,ymt )}, where x ∈ RI
and yt ∈ RN are one hot encoded nodes, with I the
number of influencers in the train set and N the number
of nodes in the network. The second is a similar set Xc,
where instead of a vector e.g. y1t , there is a number y
1
c
denoting the length of that cascade, initiated by the x1.
To perform joint learning of both tasks we mix the inputs
following the natural order of the data; given a cascade, we
first input the influencers-context pairs extracted from it and
then the influencers-cascade length pair, as shown in Figure
2. O ∈ RI×E , with E being the embeddings size, represents
the source embeddings, Ou ∈ R1×E the embeddings of
cascade initiator u, T ∈ RE×N the target embeddings and
C ∈ RE×1 is a constant vector initialized to 1. Note that
Ou is retrieved by the multiplication of the one-hot vector
of u with the embedding matrix O. The first output of the
model represents the diffusion probability pu,v of the source
node u for a node v in the network. It is created through a
softmax function and its loss function is the cross-entropy.
The second output aims to regress the cascade length, which
has undergone min-max normalization relative to the rest
of the cascades in this set, and hence a sigmoid function is
used to bound the output at (0, 1). The respective equations
can be seen in Table 2. Here yt is a one-hot representation
of the target node and yc is the normalized cascade length.
We employ a non-linearity instead of a simple regression
because without it, the updates induced to the hidden layer
from the second output would heavily overshadow the ones
from the first. Furthermore, we empirically observed that
the update of a simple regression would cause the gradient
to explode eventually. Moreover, variable C is a constant
vector of ones that is untrainable, in order for the update
of the regression loss to change only the hidden layer. This
change was motivated by experimental evidence.
Classify Influenced Node Regress Cascade Size
Hidden zt,u = OuT + bt zc,u = OuC + bc
Output ϕt =
e(zt,u)∑
u′∈G e
z
t,u′ ϕc =
1
1+e−(zc,u)
Loss Lt = yt log(ϕt) Lc = (yc −ϕc)2
Table 2: The layers of INFECTOR.
The training happens in an alternating manner, meaning
when one output is activated the other is idle, thus only one
of them can change the shared hidden layer at a training
5step. For example, given a node u that starts a cascade of
length 4 like in Figure 2, Ou will be updated 4 times based
on the error of ∂Lt∂O , and one based on
∂Lc
∂O , using the same
same learning rate e for the training step τ :
Ou,τ+1 = Ou,τ − e ∂L
∂Ou
(1)
The derivatives from the chain rule are defined as:
∂L
∂O
=
∂L
∂ϕ
∂ϕ
∂z
∂z
∂O
. (2)
The derivatives in Eq. (2) differ between regression and
classification. For the loss function of classification Lc, we
have that
∂zc
∂Ou
= T> (3)
∂ϕt
∂zt
=
{
ϕut (1−ϕvt ), u = v
−ϕutϕvt , u 6= v
(4)
where u is the input node and v each of all the other nodes,
represented in different dimensions of the vectors ϕt. If we
create a matrix consisting of N replicates of ϕt, we can
express the Jacobian as this dot product:
∂ϕt
∂zt
= Φt · (I −Φt)>, Φt =
ϕt...
ϕt
 ∈ RN×N (5)
∂Lt
∂ϕt
= yt
(
− 1
ϕt
)
(6)
The derivatives for the regression task are:
∂zc
∂Ou
= C> (7)
∂ϕc
∂zc
=
1
1 + e−zc,u
(
1− 1
1 + e−zc,u
)
= ϕc(1−ϕc) (8)
∂Lc
∂ϕc
= 2(yc −ϕc)
(−ϕc)
∂ϕc
= −2(yc −ϕc) (9)
From Eqs. (2), (7), (3), (8), (5), (9), (6) we have:
∂L
∂Ou
=
{
∂Lt
∂Ou
= − ytϕt (Φt · (I −Φt)
>)T>
∂Lc
∂Ou
= −2(yc −ϕc)(ϕc(1−ϕc))C>
(10)
As mentioned above, the aim here is for the embedding
of an influencer (hidden layer O) to not only capture who
she influences but also her overall aptitude to create lengthy
cascades. The embeddings undergo:
• Updates of certain dimensions using the upper for-
mula from Eq. (10) to form the diffusion probabilities
with the output layer T .
• Scalar updates using the lower formula from Eq. (10),
which increase or decrease the overall norm of the
embedding analogously to the size of the cascade the
initiator creates.
The main difference between INFECTOR and similar
node-to-node IL methods is that it computes diffusion
v
u z
pu,v pv,z
pu,z
Figure 3: Example of higher order influence showing the
difference between influence and diffusion probabilities.
probabilities and does not require the underlying social
network, in contrast to influence probabilities which are
assigned to edges of the network [4], [5], [10]. Intuitively,
DP is the probability of the susceptible node appearing in
a diffusion started by the influencer, independently of the
two nodes’ distance in the network. This means that the
underlying influence paths from the seed to the infected
node is included implicitly, which changes drastically the
computation of influence spread. For example, in a setting
with diffusion models and influence probabilities, a node
u might be able to influence another node z by influencing
node v between them, as shown in Figure 3. However, in our
case, if u could indeed induce the infection of z in a direct
or indirect manner, it would be depicted by the diffusion
probability pu,z .
This approach captures the case when v appears in the
cascades of u and z appears in the cascades of v but not in
u’s. This is a realistic scenario that occurs when v reshares
various types of content, in which case content from u
might diffuse in different directions than z. Hence, it would
be wrong to assume that u’s infection would be able to
eventually cause z’s. Typical IM algorithms fail to capture
such higher order correlations because diffusion models act
in a Markovian manner and can spread the infection from u
to z. Apart from capturing higher order correlations, DPs
will allow us to overcome the aforementioned problems
induced in IM by the diffusion models as well as surpass
the computational bottleneck of the repeated simulations.
Please note that our method’s final purpose is influence
maximization, which is why we focus so much on the
activity of influencers and overlook the rest of the nodes.
If we aimed for a purely prediction task, such as cascade
size or next infected node prediction, it is not clear that our
learning mechanism would be effective.
4 INFLUENCE MAXIMIZATION WITH INFLUENCER
VECTORS
In the second part of the methodology, we aim to
perform fast and accurate IM using the representations
learnt by INFECTOR and their properties. Initially, we
will use the combination of the representations which form
thediffusion probability of every directed pair of nodes. The
6DPs derived from the network can define a matrix:
D =
ft(O1T )...
ft(OIT )
 (11)
which consists of the nodes that initiate train cascades
(influencers) in one dimension and all susceptible nodes
in the other. Even though influencers are fewer than the
total nodes, D can still be too memory-demanding for real-
world datasets. To overcome this, we can keep the top P%
influencers based on the norm of their influencer embedding
|Ou| to reduce space, depending on the device. Recall that,
the embeddings are trained such that their norm captures
the influencers’ potential to create lengthy cascades, because
OuC =
∑E
i Ou(i) = |O|, since C is constant.
Subsequently, D can be interpreted as a bipartite net-
work where the left side nodes are the candidate seeds
for IM, and each of them can influence every node in the
right side, where the rest of the network resides. Since all
edges are directed from left to right, no paths with length
more than 1 exist. This means that the probability of an
edge can only define the infection of one node, and it is
independent of the infection of the rest — hence, we do
not require a diffusion model to estimate the spread. In this
setting, one can either model the influence spread based on
the total probability of each node getting influenced, which
results in a non-convex function, or approach the problem as
weighted bipartite matching. Both these cases are analyzed
further in Appendix ??. To define an effective new influence
spread, we will use again the embedding of candidate seed
u’s to compute the fraction of all N nodes it is expected to
influence based on its |Ou|:
λu =
⌈
N
||Ou||2∑
u′∈I ||Ou′ ||2
⌉
(12)
where I is the set of candidate seeds. The term resembles
the norm of u relative to the rest of the influencers and the
size of the network. It is basically computing the amount
of the network u will influence. Since we know a seed
s can influence a certain number of nodes, we can use
the diffusion probabilities to identify the top λs nodes it
connects to. Moreover, we have to take into account the
values of the DPs too, to refrain from selecting nodes with
big λs but overall small probability of influencing nodes.
Consequently, the influence spread is defined by the sum of
the top λs DPs:
σ′(s) =
λs∑
j
Dˆs,j (13)
where Dˆs is the DPs of seed s sorted in descending order.
Once added to the seed set, the seed’s influence set is
considered infected and is removed from D. Thus a seed’s
spread will never get bigger in two subsequent rounds,
and we can employ the CELF trick [39] to accelerate our
solution. To retain the theoretical guarantees of the greedy
algorithm (1−1/e), we need to prove the monotonicity and
submodularity of the influence spread that we optimize in
each iteration. To do this, we need to separate the influence
spread of the seed set S throughout the different steps of the
algorithm. Let i(s) be the step before node s was inserted in
S, Si be seed set at step i, Di the DP matrix at step i and u
the current candidate seed.
Corollary 1. The influence spread is monotonic increasing.
Proof:
σ′(Si(u) ∪ {u}) =
∑
s∈Si(u)∪{u}
λs∑
j
Dˆ
i(s)
s,j =
∑
s∈Si(u)
λs∑
j
Dˆ
i(s)
s,j +
λu∑
j
Dˆ
i(u)
u,j =
σ′(Si(u)) +
λu∑
j
Dˆ
i(u)
u,j ≥ σ′(Si(u))
(14)
Corollary 2. The influence spread is submodular.
Proof:
σ′(Si(u)−1 ∪ {u})− σ′(Si(u)−1) =∑
s∈Si(u)−1∪{u}
λs∑
j
Dˆ
i(s)
s,j −
∑
s∈Si(u)−1
λs∑
j
Dˆ
i(s)
s,j =
λu∑
j
Dˆ
i(u)−1
u,j
(15)
σ′(Si(u) ∪ {u})− σ′(Si(u)) =
λu∑
j
Dˆ
i(u)
u,j (16)
Dˆ
i(u)
u,j ,∀j ∈ λu are the top DPs of u for nodes that are
left uninfected from the seeds in Si(u). Note here that,
Dˆ
i(u)
u,j ,∀j ∈ λu are the top DPs of u for nodes that are left
uninfected from the seeds in Si(u). So, the influence spread
of u is reverse analogous to the influence spread of the seed
set up to that step:
Si(u)−1 ⊆ Si(u) ⇔
∑
s∈Si(u)−1
λs∑
j
Dˆ
i(s)
s,j ≤
∑
s∈Si(u)
λs∑
j
Dˆ
i(s)
s,j ⇔
λu∑
j
Dˆ
i(u)−1
u,j ≥
λu∑
j
Dˆ
i(u)
u,j
(17)
The algorithm is given at Algorithm 1 and is an adap-
tation of CELF using the proposed influence spread and
updates on D. We keep a queue with the candidate seeds
and their attributes (line 2) and the uninfected nodes (line
3). The attributes of a candidate seed are its influence set
(line 5) and influence spread (line 6), as defined by eq. (13).
We sort based on the influence spread (line 8) and proceed
to include in the seed set the candidate seed with the
maximum marginal gain, which is Ω after the removal of the
infected nodes. Once a seed is chosen, the nodes it influences
are marked as infected (line 14). The DPs of the candidate
seeds are reordered after the removal of the infected nodes
(line 17) and the new marginal gain is computed (line 18).
An alternative to Eq. (12) would be to keep the actual
percentage of nodes influenced by each seed, i.e., ||Ou||2/N .
This approach, however, suffers from a practical problem.
In real social networks, influencers can create cascades with
7tens or even hundreds of thousands of nodes. In this case,
|λu| can be huge, so when our algorithm is asked to come up
with a seed set of e.g., 100 nodes, matrix D will be emptied
in the first few iterations that will include seeds covering
the whole network. This would constrain our algorithm to
small seed set sizes, in which case simple ranking metrics
tend to be of equal strength with IM, as we argue further on
the evaluation methodology. Hence, we use a normalization
that alleviates moderately the large differences between
influence spreads and allows for bigger seed set sizes.
Algorithm 1 IMINFECTOR
Input: Probability diffusion matrix D, expected influence
spread λ, seed set size `
Output: Seed set S
procedure IMINFECTOR(D,λ, `)
2: set q ← [ ],S ← ∅
F = 0 : dim(D)[1]
4: for s = 0; s < dim(D)[0]; s+ + do
R← argsort(D[s, F ])[0 : λ[s]]
6: Ω← sum(D[s,R])
q.append([s,Ω, R, 0])
8: q ← sort(q, 1)
while |S| < ` do
10: u← q[0]
if u[3] == |S| then
12: S.add(u[0])
R← u[2]
14: F ← F −R
q.delete(u)
16: else
R← argsort(D[u[0], F ])[0 : λ[u[0]]]
18: Ω← sum(D[u[0], R])
q[0]← [u[0],Ω, R, |U|]
20: q ← sort(q, 1)
return S
To give a concrete example of how the algorithm works,
let’s imagine a simple network with 8 nodes, as depicted in
Figure 4, with the respective weights from each candidate
seed S to each susceptible node N . In the first step, λ of a
seed S defines how many of the S’s top susceptible nodes
should be taken into account in the computation of σ′. In
this case, we keep the top 3 for S3 and top 2 for S2 and S1.
The top 3 for S3 correspond to {N1, N3, N4}, as indicated
by the green edges in the bipartite network, whose sum
gives a σ′ = 0.9. For S2, we could either take {N1, N2}
or {N1, N3}, both giving a σ′ = 0.6, which is lower than
S3, and the same applies for S1. Thus S1 is chosen as the
seed for step 1 and the influenced nodes are removed.
In the next step, matrix D is updated to remove the
influenced nodes and σ′ is recomputed. In this case, there
are only two nodes left for each seed, so their influence
spread is computed by the sum of all their edges, since their
λ = 2. An important point here is that while in the first step
S2 had a stronger σ′ than S1, S1 is stronger now, due to
the removal of N1, which was strongly susceptible to the
influence of S2, but infected in the previous round by S3.
Thus, the chosen seed in step 2 is S1.
Running time complexity. The first step of the algorithm
Seed N1 N2 N3 N4 N5 λ σ′
S1 0.1 0.3 0.2 0.2 0.2 2 0.5
S2 0.4 0.2 0.2 0.1 0.2 2 0.6
S3 0.5 0.1 0.2 0.2 0 3 0.9
S1
S2
S3 N5
N4
N3
N2
N1
Figure 4: Example of IMINFECTOR: step 1.
Seed N2 N5 λ σ′
S1 0.3 0.2 2 0.5
S2 0.2 0.2 2 0.4
S1
S2 N5
N2
Figure 5: Example of IMINFECTOR: step 2.
is to compute the influence spread for all candidate seeds
I in D, which takes I · N logN , because we sort the
DPs of each candidate seed to take the top λ. The sort-
ing of q which has O(I · log I) before the algorithm’s
iterations start adds constant time to the total complexity.
With that in mind, the worst case complexity is analogous
to O(` · I(I log I) · (N logN)), similar to CELF, but with
sorting on N in every evaluation of the influence spread. In
practice, in every iteration, N is diminished by an average
of λ because of the removed influence set, so the final
logarithmic term is much smaller. Finally, due to the nature
of CELF, much fewer influence spread evaluations than I
take place in reality (line 16 in the algorithm), which is why
our algorithm is so fast in practice.
5 EXPERIMENTAL EVALUATION
5.1 Datasets
It is obvious that we can not use networks from the IM
literature because we require the existence of ground truth
diffusion cascades. Although such open datasets are still
quite rare, we managed to assemble three, two social and
one bibliographical, to provide an estimate of performance
in different sizes and information types. Table 3 gives an
overview of the datasets.
Digg MAG Sina Weibo
Nodes 279,631 1,436,158 1,170,689
Edges 2,251,166 15,928,078 225,877,808
Cascades 3,553 181,020 115,686
Avg Cascade size 847 29 148
Table 3: Summary of the datasets used.
8• Digg: A directed network of a social media where
users follow each other and a vote to a post allows
followers to see the post, thus it is treated as a retweet
[40].
• MAG Computer Science: We follow suit from [41] and
define a network of authors with undirected co-
authorship edges, where a cascade happens when
an author writes a paper and other authors cite it. In
other words, a co-authorship is perceived as a friend-
ship, a paper as a post and a citation as a repost. In
this case, we the employ Microsoft Academic Graph
[42] and filter to keep only papers that belong to
computer science. We remove cascades with length
less than 10.
• Sina Weibo: A directed follower network where a
cascade is defined by the first tweet and the list of
retweets [43]. We remove from the network nodes
that do not appear in the cascades i.e. they are
practically inactive, in order to make more fair the
comparison between structural and diffusion-based
methods, since the evaluation relies on unseen diffu-
sions.
5.2 Baseline Methods
Most traditional IM algorithms, such as greedy [1] and
CELF [39], do not scale to the networks we have used
for evaluation. Thus, we employ only the most scalable
approaches:
• K-CORES: The top nodes in terms of their core num-
ber, as defined by the undirected k-core decompo-
sition. This metric is extensively used for influencer
identification and it is considered the most effective
structural metric for this task [44], [45].
• AVG CASCADE SIZE: The top nodes based on the
average size of their cascades in the train set. This
is a straightforward ranking of the nodes that have
proven effective in the past [46].
• SIMPATH: A heuristic that capitalizes on the locality
of influence pathways to reduce the cost of simula-
tions in the influence spread [16]. (The threshold is set
to 0.01).
• IMM: An algorithm that derives reverse reachable
sets to accelerate the computation of influence spread
while retaining theoretical guarantees [15]. It is con-
sidered state-of-the-art in efficiency and effective-
ness. (Parameter  is set to 0.1).
• CREDIT DISTRIBUTION: This model uses cascade logs
and the edges of the network to assign influence
credits and derive a seed set [21]. (Parameter λ is
set to 0.001).
• IMINFECTOR: Our proposed model based solely
on cascades, with embedding size equal to 50, trained
for 5 epochs with a learning rate of 0.1. The reduction
percentage P is set to 10 for Weibo and MAG, and 40
for Digg.
Comparing network-based methods such as SIMPATH
and IMM with methods that use both the network and
cascades, is not a fair comparison as the latter capitalize on
more information. To make this equitable, each network-
based method is coupled with two influence learning
(IL) methods that provide the IM methods with influence
weights on the edges, using the diffusion cascades:
• DATA-BASED (DB): Given that the follow edge u→ v
exists in the network, the edge probability is set to
Au→v/Au, i.e., the number of times v has copied
(e.g., retweeted) u, relative to the total activity (e.g.,
number of posts) of u [22]. Any edge with zero
probability is removed, and the edges are normalized
such that the sum of weighted out-degree for each
node is 1.
• INF2VEC: A shallow neural network performing IL
based on the co-occurence of nodes in diffusion
cascades and the underlying network [10]. It was
proven more effective than similar IL methods [4],
[5] in the tasks of next node prediction and diffusion
simulation.
5.3 Evaluation Methodology
We split each dataset into train and test cascades based
on their time of occurrence. The methods utilize the train
cascades and/or the underlying network to define a seed
set. The train cascades amount for the first 80% of the whole
set and the rest is left for testing. The evaluation is twofold:
computational time and seed set quality, similar to previous
literature in influence maximization. We evaluate the quality
of the predicted seed set using the number of Distinct Nodes
Influenced (DNI) [3], [7], [32], which is the combined set
of nodes that appear in the test cascades that are initiated
from each one of the chosen seeds. To be specific, each
predicted seed in the seed set has started some cascades
in the test set. We compute the set of all infected nodes
(DNI) by simply adding every node appearing in these test
cascades, in a unified set. The size of this set indicates a
measure of how successful was that seed set on the test
set. To understand the choice of DNI we need to take into
consideration that each seed can create several test cascades.
For example, another metric we could use is the sum of
the average cascade length of each seed’s test cascades [47].
With this approach though, we fail to counter for the overlap
between different seeds’ spreads, and hence we can end up
with influential seeds whose influence spreads overlaps a
lot, resulting in an eventually smaller number of infected
nodes. As mentioned above, DNI maintains a set of all
distinct nodes participating in cascades started by each of
the seeds, hence tackling the potential overlap issue. Over-
all, the most significant advantage over other standard IM
evaluations is that it relies on actual spreading data instead
of simulations. Although not devoid of assumptions, it is
the most objective measure of a seed set’s quality, given the
existence of empirical evidence.
Since our datasets differ significantly in terms of size,
we have to use different seed set size for each one. For
MAG which has 205,839 initiators in the train set, we test
it on 10,000, Weibo with 26,158 is tested on 1,000, and Digg
with 537 has a seed set size of 50. This modification is
crucial to the objective evaluation of the methods because
small seed sets favor simpler methods. For example, the top
100 authors based on K-CORES in MAG would unavoidably
work well because they are immensely successful. However,
increasing the seed set size allows the effect of influence
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overlap to take place, and eventually, simplistic methods fall
short. The experiments were run on a machine with Intel(R)
Xeon(R) W-2145 CPU @ 3.70GHz, 252GB ram, and an Nvidia
Titan V. Any method that required more memory or more
than seven days to run, it is deemed unable to scale.
5.4 Results
Figure 6 shows the computational time of the examined
methods, separated based on different parts of the model,
and Figure 7 shows the estimated quality of each seed
set. In terms of quality, we can see that IMINFECTOR
surpasses the benchmarks in two of the three datasets. In
Digg, CREDIT DISTRIBUTION performs better but is almost
10 times slower, because of the average cascade size in
the dataset. All methods could scale in MAG except for
SIMPATH with INF2VEC weights, because in contrast to
DB, INF2VEC retains all the edges of the original MAG
network, for which SIMPATH takes more than one week
to run. Moreover, SIMPATH with both types of weights is
not able to scale in the Weibo dataset, due to the number
of edges. CREDIT DISTRIBUTION also fails to scale in Weibo
due to the network’s and cascade size. IMM with INF2VEC
can not scale due to the high demand in memory. It can still
scale with DB weights (close to 1M nodes), but it performs
purely. IMM’s low performance comes in contrast with
its known accuracy. This disparity highlights the immense
difference between data-driven means of evaluation and the
traditional simulations of diffusion models which have been
used in the literature due to the absence of empirical data.
IMM optimizes diffusion simulations as part of its solution,
so it is reasonable to outperform other methods in this type
of evaluation. However, it performs purely in a metric based
on real influence traces. This can be attributed largely to
the aforementioned problems of diffusion models and their
miscalculation of the influence spread.
In terms of IL methods, DB outperformed INF2VEC be-
cause it removes edges with no presence in the cascades, di-
minishing significantly the size of the networks, some even
close to 90%. However, it also had a severe shortcoming
most notable in the social networks. Due to the general lack
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of consistent reposters and the huge amount of posts, the
total activity of a node (the denominator in edge weight)
was much larger than the number of reposts by a follower
(numerator). Hence, the edge weights were too small with
insignificant differences, alleviating the computation of the
simulated influence spread. This effect is not so strong in
the bibliographical network, because authors tend to cite the
same popular authors more consistently. A side observation
is the heavy computational burden of INF2VEC. It accounts
for most of the computational time (blue color), which justi-
fies the context creation mechanism of INFECTOR, while the
accuracy validates our hypothesis that influencers’ success
lies more on the cascades they initiate rather their reposts.
In general, we see that IMINFECTOR provides a fair
balance between computational efficiency and accuracy.
Most importantly, it exhibits such performance using only
the cascades, while the rest baselines use both, the network
and cascades. Being unaffected by the network size, IM-
INFECTOR scales with the average cascade size and the
number of cascades, which makes it suitable for real world
applications where the networks are too big and scalability
is of utmost importance.
6 CONCLUSION
In this paper, we have proposed IMINFECTOR, a model-
independent method to perform influence maximization
using representations learned from diffusion cascades. The
machine learning part learns pairs of representations from
diffusion cascades, while the algorithmic part uses the rep-
resentations’ norms and combinations to extract a seed set.
The algorithm outperformed several methods based on a
data-driven evaluation in three large scale datasets.
A potential future direction is to examine deeper and
more complex architectures for INFECTOR to capture more
intricate relationships. From the algorithmic part, we can
experiment with bipartite matching algorithms, given suf-
ficient resources. Overall, the main purpose of this work
is primarily to examine the application of representation
learning in the problem of influence maximization and
secondarily to highlight the importance of data-driven eval-
uation (e.g., DNI). In addition, we want to underline the
strength of model-independent methods and evaluations,
given the recent findings on the severe shortcomings of
diffusion models. We hope this will pave the way for
more studies to tackle influence maximization with machine
learning means.
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