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Green’s Lemma [l, Lemma 2.21 is one of the most important theorems in the 
theory of semigroups. The main purpose of this note is to establish a generalized 
Green’s Lemma and a generalized Clifford and Miller’s Theorem [l, p. 591 in 
linear semigroups. A generalized Green’s Lemma describes the behavior of 
certain mappings between two distinct D-classes. 
1. INTRODUCTION 
We have no work in linear semigroups, for example, comparable to 
the work of L. E. Dickson [2] in linear groups. Gluskin [4] proved that 
the principal factor T,/T,-, of the multiplicative matrix (or linear) semi- 
group M,(F) over a field F is a completely O-simple semigroup, where T, 
denotes the set of all matrices of M,(F) of rank less than or equal to r. 
Kim [12] proved that the semigroup TV/T,-, is homogeneous regular [13]. 
Erdiis [3] and Kim [ll] independently proved that T,-, of M,(F) is an 
idempotent generated semigroup. We shall discuss this in Section 7. 
In Section 2 we shall introduce basic known results and in Section 3 we 
shall introduce the rank theorem of matrices. In Section 4 we shall prove 
some basic results. A generalized Green’s Lemma will appear in Section 5. 
We shall have two product theorems for linear semigroups. 
2. NOTATION 
We shall introduce some notation in this introduction. Let F be a field 
with p elements. V = V,(,F) denotes the n-dimensional vector space over F. 
Let S = SL(n, F) denote the multiplicative semigroup of all linear trans- 
formations of V or the (isomorphic to it) multiplicative semigroup of all 
n x n matrices over F, and S will be called the linear semigroup of degree n 
over F. With each element a in S we associate two subspaces of V: 
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(i) the range space M(a) of a, consisting of all ua with u in V, 
(ii) the null space N(u) of a, consisting of all ZJ in V such that ua = 0. 
ps(a) denotes the rank of a linear transformation a of V. 
Let a, b E S. We define aLb (aRb) to mean that a and b generate the 
same principal left (right) ideal of S. If aLb, we say that a and b are 
L-equivalent. By L, we mean that the set of all elements of S which are 
L-equivalent to a. The join of the equivalence relations L and R is denoted 
by D. Define H = R n L. We list some known properties [l, p. 571 of a 
linear semigroup S = SL(V). 
THEOREM A. Zf SL(V) is the multiplicative semigroup of all linear 
transformations of a finite dimensional vector space V over afield F. 
(i) SL(V) is regular. 
(ii) Two elements a and b are L-equivalent @M(a) = M(b). 
(iii) aRb iff N(a) = N(b). 
(iv) aDb zfl ~(a) = y(b). 
(v) Zf N and M are subspaces of V such that dim( V/N) = dim M, then 
there exists at least one element a in SL(V) such that N = N(a) and 
M = M(u). 
(vi) Let N and M be subspaces of V such that dim(V/N) = dim M. Let 
H be the H-class consisting of all elements of SL(V) with the null space N 
and range M. Then H contains an idempotent tJ” N and M are comple- 
mentary in V, and this idempotent is the projection of V upon M which 
annuls N. Zf this is the case, H induces and is isomorphic with the full linear 
group GL(M) on M, consisting of all non-singular linear transformations 
of M. 
By Theorem A, if L, , R, , H, denote, respectively, the L, R, H-class 
containing a in S, then we can write M(u) = M(Ha) = M(L,) and N(u) = 
N(R,) = N(H,). If x E D and v(x) = r, then D = D,. will be called the 
D-class of rank r, H, is an H-class of rank r. We shall mention an egg-box 
table of a D-class D. An egg-box table of D is an arrangement of all 
H-classes of D such a way that if H, R, L are, respectively, H, R, L-class 
of D with H = R n L, M(H) = M(L) = M, N(R) = N(H) = N, then H 
is placed in the row corresponding to N, and in the column corresponding 
to M. We say that an N x M section of an egg-box table of D is Hand M 
column is L. M is called the range space of L and N is called the null 
space of R. Similarly, if Ri (LJ are R(L) classes of D with Ni = N(RJ 
(Mj = M(L,)) then the collection {Ri n Lj = Hij} of H-classes is called 
the (Ni) x (MJ section of an egg-box table of D. 
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3. THE RANK THEOREM OF MATRICES 
It is well known that the rank of the product of two matrices can not 
exceed the rank of either factor. This is related to the following theorem 
[ 151, which will be called the rank theorem of matrices. 
THEOREM 1. If a and b are two linear transformations of aJinite dimen- 
sional vector space V, then F(ab) = y(a) - dim(M(a) n N(b)). 
The proof of Theorem 1 is not hard and we omit the proof. 
We shall make use of the following lemma in the proof of a product 
theorem of elements. 
LEMMA 1. Let a and b be two elements of S = SL(n, F). For ab there 
exist two elements s and t in S such that y(ab) = y(sa) = v(bt) and 
M(sa) n B(bt) = (0). 
Proof. Let v(ab) = r and let {ei: i = 1,2,..., n} be a basis for V = V,(F). 
For ab there exist non-singular elements h and q in S such that 
ei(habq) = 1: 
if iE{1,2 ,..., r>, 
if iE{r + 1, r + 2 ,..., n}. 
Define a linear transformation s by the following: 
eis = ! 
ei if iE{1,2 ,..., r}, 
0 if i E {r + 1, r + 2 ,..., n}. 
Then we can check that @ha) = r = cp(bqs), shabqs = habq, and M(sha) 
N(bqs) = (0). This proves Lemma 1. 
Notation. We shall use MN(a) = (uI , u2 ,..., u,; u,+~ ,..., u,) to mean 
that N(a) = {u,+~ , u,+~ ,..., u,> and {ui : i = 1,2 ,..., n} is a basis for the 
vector space V,(F) and a is a linear mapping in SL(n, F) of rank r. 
4. LEMMAS 
From now on S will always denote a linear semigroup S = SL(n, F) 
of all linear transformations of a n-dimensional vector space V = V,(F) 
over a finite field F with p elements. (p is a power of a prime number 
[2, p. 141.) D, denotes the D-class of S consisting of all elements of S of 
rank r. a, b ,..., x, y ,..., denote elements of S, and u, v, w ,..., denote ele- 
ments of V. 
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LEMMA 2. Zf a and b are elements of S, then M(ab) C M(b) and N(ab) 
I) N(a). Zfa is non-singzdar, then M(ab) = M(b) and N(ba) = N(b). 
LEMMA 3. (i) Let H be an H-class contained in D. Zf q is non-singular 
then qH = {qs : x E H} and Hq are H-classes in D. 
(ii) Zf Hi (i = 1, 2) are any two H-classes of D, then there exist non- 
singular elements h and q in S such that hH,q = H, . 
Proof. (i) By Lemma 2, we see that M(qx) = M(x) for all x in H, and 
N(qx) = N(qy) for x, y in H; we can check that ) H 1 = 1 qH 1, the car- 
dinal number of H. This proves that qH is an H-class of D. 
(ii) Let a E HI and b E H, . Let MN(a) = (aI , u2 ,..., u,; u,+~ ,..., u,) 
and MN(b) = (ur , z+ ,..., 21~; v,+r ,..., 03. Define h by uih = ~4%) and 
define a non-singular linear transformation q by uiaq = uib. Consider 
vihxq(xEH~).v,hxq=u,xq=Oifi=r+1,r+2,...,n.SinceuixEM(a), 
forj = 1, 2,..., r, we see that v,hxq E M(b), and hence M(hxq) C M(b) = 
M(H,). By Lemma 2, we have that M(hxq) = M(H,) for all x in HI. 
Similarly, we can show that N(hxa) = N(H,). This proves Lemma 3. 
LEMMA 4. D, contains exactly 
I)? = (p” - I)(p+l - 1) *** (p%-?+l - l)/[(p’ - 1) **. (p - I)] 
L-classes. The number of all R-classes of D, is m. D,-, contains m distinct 
L-classes and m distinct R-classes. 
Proof Since there is a one-to-one correspondence between the set 
of all r-dimensional subspaces of V and the set of all L-classes of D, , 
Lemma 4 is equivalent to the following theorem [2, p. 491: 
THEOREM B. The number of all r-dimensional subspaces of the vector 
space V = V,(F) is given by 
m = (p” - 1 )(p”-’ - 1) *.. (p--r+1 - l)/[(pT - 1) 1.. (p - l)]. 
Proof of Theorem B. From line 16 on page 49 of Dickson [2], we may 
identify GF(p”) with V,(F); then the number given in the theorem 
[2, p. 491 is equal to our m if we replace p’ by p and m by r in [2, p. 491. 
If T C S, E(T) = (x E T : xx = x]. A\B denotes the set of all elements 
of A which are not in B. Define 
[p”] = (p” - l)(pm -p) ... (p” -pm-l). 
582a/I1/ I -5 
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LEMMA 5. 
I Wdl = [P”l [P’l * [P”-‘l . 
Proof. From Theorem 1 in [12], if L and R are, respectively, L- and 
R-class of S contained in D, , we have that I E(R)1 j E(L)/ = p2+(11-r); hence 
it is not hard to see that 1 E(R)] = 1 E(L)1 = prcn+. By Lemma 4, we 
have that I E(DJ = I E(L)/ * (the number of all L-classes in D,) = 
. r(n-r), where m is given in Lemma 4. Now Lemma 5 follows from 
?cokputation. (See [S].) 
LEMMA 6 AND DEFINITION 1. Let H be an H-class associated with 
M = M(H) = {ui : i = 1, 2,..., r}andN(H) = N= {vi :j= 1,2,...,n-r} 
Then : 
(i) With H we associate, with respect to D,-l, two sets: the range 
shadow Ml(M) = {Mi : i = 1, 2,..., p’ - l/p - l} of M, consisting of aI/ 
subspaces of M of dimension r - 1, and the null shadow Nl(N) = {Ni : 
j = 1, 2,..., pT - l/p - l> of N of aN subspaces of V of nullity n - r + 1 
containing N. 
(ii) With H we associate, with respect to Drpx, two sets: the range 
shadow Mk(M) = (Mi : i = 1, 2,..., m> of M, consisting of all r - k 
dimensionalsubspacesof M,and thenullshadow N”(N)= {Ni: j = 1,2,...,m}. 
of all subspaces of V of nullity n - r + k containing N, where 
r m = (p’ - l)(p’-l - 1) *.. (p - k+l - l)/[(p” - l)(pk-1 - 1) a.. (p - l)]. 
For the proof, consider SL(r, F) and apply Lemma 4 to SL(r, R). A range 
shadow and a null shadow appeared in the above as definitions. 
LEMMA 7. If H is an H-class of rank r, then I H I = [p’]. 
Proof. Let H C D, . Then there is an H-class H’ in D, containing an 
idempotent; H’ is a group. Lemma 7 follows from the theorem in [2, 
p. 771 and Theorem 2.3 in [l]. 
LEMMA 8. D,-,D,-,r\D,#O jbrm=n-r,n-r-l,...,n-2r(>l) 
and r = 1, 2,..., n - 1. 0 denotes the empty set. 
Proof. Let a, b E D,-, . Then we know that 
T(ab) = q(a) - dim(M(a) n N(b)) 
by Theorem 1. Hence we can see that 0 < dim(M(a) n N(b)) < n - r 
if we choose a and b (in D,-,) properly. 
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5. A GENERALIZED GREEN'S LEMMA 
We shall prepare to introduce a generalized Green’s Lemma in a linear 
semigroup SL(n, F). 
DEFINITION 2. Let a and b be two elements of SL(n, F). 
(i) Let b = sa, b E D,-, , and a ED,. Then the mapping x---f sx 
(x E R,) is said to be L-class shadow preserving if M(La) = u M(sx) for 
some x in R, . 
(ii) Let b = as, aE D,, and b E D,-, . Then the mapping x--f xs 
(x E L,) is said to be R-class shadow preserving if N(Ra) = 0 N(xs) for 
some x iri L, . 
(iii) In (i), the mapping x + sx (x E RJ is said to be subpsace keeping 
if(M(sx) : x E R,) contains all subspaces of M qf dimension r - m. 
(iv) Zn (ii), the mapping x -+ xs (x E L,) is said to be superspace keeping 
if {N(xs) : x E L,} contains all subspaces of V of nullity n - r + m con- 
taining N( R,). 
Define m(r, k) = (p - l)(p2 - 1) ..* (p” - l)~~(+~+l). 
Notation. Let a E H, an H-class of rank r. If MN(a) = (uI , u2 ,..., u,; 
u,+~ ,..., u,J, then we define MN(H) = (ul , u2 ,..., u,.; u~+~ ,..., uJ. 
A generalized Green’s Lemma is based on the following lemma. 
LEMMA 9. Let H be an H-class of rank r containing an idempotent with 
MN(H) = (uI ,..., u,; u,.+~ ,..., Us). Define a linear mapping e(i) in S = 
SL(n, F) : 
uje(i) = I : if i f j, if i=j. 
(i) Let s = e(i). Then sH = {sx : x E H} contains exactlyp’ - l/p - 1 
distinct H-classes {Hj : j = 1,2,...,p’ - l/p - 1) of rank r - 1 such that 
M(H,) is a subspace of M(H). 
(ii) Let R be an R-class containing H. The mapping x --+ sx (x E H C R) 
is an L-class shadow preserving, subspace keeping and m(r, I)-to-one 
mapping of H onto u H,, for x E H. 
(iii) Let iI , i 2 ,..., ik be distinct positive integers in I,2 ,..., n. Let s = 
e(iI) e(Q *.. e(ik). Then sH contains exactly m distinct H-classes {Hj : 
j= 1,2 ,..., m> of rank r - k such that M(Hj) is a subspace of M(H). 
The mapping x + sx (x E H C R) is an L-class shadow preserving, subspace 
keeping and m(r, k)-to-one mapping of H onto usaH H,, , where 
m = (pr - I)(p’-l - 1) m*. (~‘-~+l - l)/[(p’ - 1) **. (p - l)]. 
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Proof. (i) Consider the linear semigroup SL(r, F) and GL(r, F) = G, 
the full linear group consisting of all non-singular linear mappings of the 
r-dimensional vector space V,(F). By Theorem A(vi), H is isomorphic 
with G. We can assume (without loss of generality) that M(G) = 
tu1 3 %2 ,..., 11,). Define a linear mapping F(i) of V,(F) by 
24&J = I 11j if ifj, if i=j. 
Since every element x of F(i)G is of rank r - 1 and (M(x) : x E Z(i)G} 
contains all r - 1 dimensional subspaces of M(G) = V,(F), we can infer 
that .?(i)G is an R-class of the linear semigroup SL(r, F) of rank r - 1, and 
hence it contains p’ - l/p - 1 H-classes by Lemma 4. Notice that 
M(s.x) C M(x) for x C G. Hence we can prove that (i) holds by using the 
isomorphism of G onto H. 
(ii) We consider m(r, I). We know that 1 H 1 = [pr] and 1 H, 1 = 
[p’-‘1 for x E Z(i)G. Hence 
~~(i)G~=~H,l~andm(r,l)=~H~~-l)p~-~. 
P--l I 4) G I 
The rest is trivial and check (i). 
(iii) The proof of this is technically the same of that of(i) and (ii). 
The following theorem is called a generalized Green’s Lemma of a 
linear semigroup SL(n, F). 
THEOREM 2. Let S = SL(n, F). 
(i) Let a E Sb, a = sb, a E DTel , and b E D, . Then the mapping x -+ sx 
(x E RJ is a L-class shadow preserving, and m(r, I)-to-one mapping of 
H, (x E &J onto USEHQHSI. The set (H,, : y E Hz} contains exactly 
pr - I/p - 1 distinct H-classes of rank r - 1. 
(ii) Let a = sb, aE DrPI,, and b E D,, Then the mapping x + sx 
(x E Rh) is a L-class shadow preserving and m(r, k)-to-one mapping of H, 
onto a union u H,, ( y E HJ. The set (H,, : y E Hz} contains exactly 
(p’ - l)(p’-1 - 1) ... (pr-“+I - l)/[(p” - 1) a** (p - l)] 
distinct H-classes of rank r - k. 
(iii) Let a = bs, a ED~-~, and b E D,. Then the mapping x + xs 
(x E L,) is an R-class shadow preserving and m(r, k)-to-one mapping of H, 
onto a union u H,, of H-classes (HuS : y E Hz} = A. A contains exactly 
(p’ - l)(pr-1 - 1) **. (pr-k+l - l)/[(p” - 1) **a (p - l)] 
distinct H-classes of rank r - k. 
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Proof. Let H = H, (X E Rb). If H contains an idempotent, then (i) 
follows from an application of lemma 9. If H does not contain an idem- 
potent, then, by Lemma 3, there exist two non-singular linear transforma- 
tions h and q such that hHq contains an idempotent. We can find a linear 
transformation 4 such that @z-l is equal to e(i) or a product e(il)e(iz). . . e(ij) 
so that Lemma 9 is applicable to sH in (i). This proves (i). For the rest we 
refer to Lemma 9. 
Remark. The last statement of (i) of Theorem 2 is equivalent to that 
the mapping in Lemma 9(ii) is subspace keeping with respect to M(H). 
6. THE PRODUCT THEOREMS 
The main object of this section is to establish two product theorems. 
The product theorem of H-classes is that: If Hi (i = 1,2) are two 
H-classes of a semigroup S, then H,H, is a union of H-classes H,, , for 
XEH~,~EH~. 
The product theorem of elements is that: If a and b are elements of a 
semigroup S, then ab belongs to a D-class D iff D is the D-class of the 
highest rank such that bS n Sa n D contains an idempotent. 
These two theorems are connected with Clifford and Miller’s Theorem 
in [l, p. 591. 
THEOREM 3. If Hi (i = 1,2) are two H-classes qf S, then 
6) a& = u Ha, , where a is an element of HI ; 
xsff, 
(ii) H,b = u Hz,, , where b is an arbitrary element of S; 
XGf, 
(iii) H,H, = u H,,, . 
xeHl 
YEH* 
Proqf By Theorem 2, we can see that aH, is a union of H-classes. 
For each ax (x in H,) there exists an H-class H,, , and (i) follows. By 
Theorem 2.4 of [l], H,H, is contained in a D-class, and hence (iii) follows 
from (i). 
To establish the product theorem of elements, we need the following. 
LEMMA 10. y a and b are elements qf D,. and if M(u) n N(b) = (0), 
then Rb n L, = H contains an idempotent. 
Proof. We see that M(u) = M(H) and N(b) = N(H); hence, by 
Theorem A(vi), H contains an idempotent. 
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THEOREM 4. If a and b are elements of S = SL(n, F), then ab E D I$” 
D is the D-class of highest rank with E(bS n Sa n D) # 0. 
Proof (Necessity). Let ab ED, . By Lemma 1, there exist some s and t 
such that q(ab) = v(sabt) = v(sa) - dim(M(sa) n N(bt)) = v(sa) = 
qi(bt) in view of Theorem 1. By Lemma 10, Rot n L,, contains an idem- 
potent. We can check that (Rbt n L,,) C (bS n Su n DJ. We shall show 
that E(bS n Sa n D,+J is empty. For, if E(bS n Sa n D,+i) # 0, for 
i = 1, 2,..., then there exist elements bi and Sa in D,+i such that r + i = 
&abi) = &z) - dim(M(Sa) n N(bt)) = +$I) < v(ab) = r, a contra- 
diction. Now we can also show that E(bS n Sa n D+) # 0, for 
i = 1, 2,... . This proves the necessity. We can prove the sufficiency by 
applications of Theorem 1, Lemma 1, Lemma 10, and Theorem A(vi). 
The main tool to prove Theorem 4 was Theorem 1. 
7. A SEMIGROUP GENERATED BY ITS IDEMPOTENTS 
Let S = SL(n, F). ErdSs [3] and Kim [I 1] have proved that S\D, is a 
semigroup generated by the idempotents of S\D, . This is sharpened by the 
following: 
THEOREM 5. S\D, is a semigroup generated by the idempotents of D,-, . 
The proof of Theorem 5 follows from Theorem 6: 
THEOREM 6. Ij’r < n - 1, then D,D, contains DrW1 . 
The proof of Theorem 6 follows from applications of Theorem 2, 
Theorem 1, and Theorem A(v). 
DEFINITION 3. If S is a regular semigroup having a finite set {Di : i = 
1, 2,..., n} of D-classes and .iyS contains a D-class G which is a group, then S 
is said to be regular regular if there exists a D-class D such that D 
generates S\G. 
We have that S(rz, F) is a regular regular semigroup. 
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