The solution of high dimensional function has always been a hot topic. In this paper, a novel algorithm based on Kernel Fuzzy C-means and dolphin swarm algorithm are proposed to solve highdimensional functions more accurately. First, to improve the global convergence ability of dolphin swarm algorithm, Kernel Fuzzy C-means is introduced into the algorithm, named as Kernel Fuzzy C-means dolphin swarm algorithm (KFCDSA); Second, the five typical high-dimensional functions are applied to test the performance of the combination of KFCDSA. Finally, some indicators are used to evaluate the performance of different meta-heuristic algorithms. The results show that: the performance of the proposed algorithm exceeds that of the dolphin swarm algorithm and some advanced metaheuristic algorithms considered for comparison based on five different evaluating indicators. Through the test results, it can be concluded that introducing Kernel Fuzzy C-means into dolphin swarm algorithm is an effective improvement and provides a possibility for obtaining global optimal solutions for high-dimensional functions.
I. INTRODUCTION
The swarm intelligence algorithm is a new evolutionary computing technology [1] - [6] . Since its emergence in the 1980s, it has attracted the attention of researchers in many fields and has become a research hotspot in the field of artificial intelligence [7] . In the real world, many optimization problems often have high dimensions, which are called large-scale global optimization problems [8] . Many scientific and engineering applications can be described as large-scale global optimization problems, such as optimization problem of high-dimensional functions, design of large-scale electronic systems, many resource scheduling problems, vehicles in large-scale traffic, gene recognition in bioinformatics et al. [9] . In the past decades, there have The associate editor coordinating the review of this manuscript and approving it for publication was Abdullah Iliyasu . been many meta-heuristic algorithms, which are proposed to improve the accuracy and efficiency of large-scale global optimization. However, with the gradual increase of largescale global optimization decision variables, the search space increases exponentially with the number of decision variables, and meta-heuristic algorithms usually require too much computational cost, especially the optimization of highdimensional functions. Therefore, based on existing metaheuristic algorithms, it is of great significance to develop an improved meta-heuristic algorithm to solve high-dimensional function optimization problems.
In 1995, an algorithm called particle swarm optimization [10] is proposed. This algorithm is initially inspired by the regularity of bird cluster activities, and then a simplified model is established by using swarm intelligence. Based on observing the behavior of animal clusters, particle swarm optimization makes use of the sharing of information among VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ individuals in a swarm to make the movement of the whole swarm evolve from disorder to order in the problem-solving space, thus obtaining the optimal solution. In recent years, the dolphin swarm algorithm (DSA) based on particle swarm optimization has been widely used in structural optimization and other fields. In [11] , simplified dolphin echolocation optimization is proposed based on dolphin echolocation optimization. This new metaheuristic algorithm improves the convergence rate and accuracy of the dolphin echolocation and comparing with some advanced metaheuristic algorithms, the simplified dolphin echolocation can also compete. In [12] , the dolphin echolocation algorithm is used to solve the multi-objective reactive power dispatch problem, which is tested in view of the IEEE 30 bus system. In order to verify the performance of the dolphin echolocation algorithm, this algorithm is compared with some metaheuristic algorithms. The results verify the superiority of the dolphin echolocation algorithm. In [13] , The revised version of the dolphin echolocation is proposed to optimize the structures of the steel frame, modified dolphin echolocation can find better solutions with standard dolphin echolocation and some meta-heuristic algorithms through three steel frame optimization examples. There are many application examples of DSA, for example, the dolphin echolocation algorithm is used to optimize trusses with natural frequency constraints in [14] and [15] .
The dolphin echolocation algorithm is combined with differential evolution to optimize the layout of braced frames in [16] . Based on [16] and [17] improves the performance of the dolphin echolocation algorithm through dolphin monitoring and then carries out the optimization research of the layout of braced frames. DSA is further developed [18] , which is more comprehensive. There are many examples, which use DSA, such as [19] - [25] . Furthermore, there are other variants of the DSA. Zhao et al. [26] proposed a heuristic algorithm based on leadership strategy. Hota et al. [27] developed an extreme learning machine with DSA to predict net asset value. Kaveh et al. [28] proposed a modified dolphin monitoring operator to optimize the layout of planar braced frames. Arjmand et al. [29] developed a hybrid improved dolphin echolocation and ant colony optimization for optimal discrete sizing of truss structures.
Through the above summary, we can clearly see that the dolphin swarm algorithm and its improvement enhance the ability to obtain the global optimal solution. However, the DSA is inspired by the particle swarm algorithm, and the particle swarm algorithm has fallen into the problem of the local optimal solution in the early stage of development. In order to further improve the ability of DSA to obtain the global optimal solution, Kernel Fuzzy C-means (KFC) and DSA are combined in this paper, and the effectiveness of this combination is verified by some high-dimensional test functions.
The structure of the study is organized as follows:
The detailed calculation steps of DSA is listed in Section II; The theoretical derivation of KFC is shown in Section III; Section IV gives the hybrid process of KFCDSA; Section V gives the test of the proposed algorithm; Section VI gives the experimental platform design, research object, parameter setting, and comparison algorithm; Section VII give the comparison of the experimental results. The conclusion in this study is given in Section VIII.
II. DOLPHIN SWARM ALGORITHM A. HUNTING PROCESS OF DOLPHIN SWARM
The development of some meta-heuristic algorithms is inspired by the particle swarm algorithm [30] - [31] . DSA [11] is no exception. Wu et al. [18] observed dolphin swarm and found some behaviors, including echolocation, division of labor, cooperation and information exchange. Dolphins prey on their prey through these behaviors.
B. SOME BASIC DEFINITIONS 1) DOLPHIN
In the optimization process of dolphin swarm optimization, each dolphin is equivalent to the particle in the particle swarm optimization, representing a feasible solution in the optimization problem. In this study, dolphins are defined as
where N means the number of dolphins, and x j (j = 1, 2, . . . , D) mean the component.
2) OPTIMAL INDIVIDUAL AND NEIGHBORHOOD SOLUTION
The two important definitions related to the DSA are the optimal individual solution (expressed as L) and neighborhood solution (shown as K). Furthermore, for each Dol i (i = 1, 2, . . . , N ), there are two important parameters which are K i (i = 1, 2, . . . , N ) and L i (i = 1, 2, . . . , N ), where L i means the optimal solution that Dol i finds in a unique time, and K i represents the optimal solution of what Dol i gets from others.
3) FITNESS AND DISTANCE
In DSA, three kinds of distances need to be defined, which are the distance between L i and K i , named DLK i , the distance between Dol i and K i , named DK i , and the distance between Dol i and Dol j , named DD i,j . These three distances are expressed as follows:
C. CRITICAL STAGES 1) SEARCH STAGE When dolphins are searching for prey, they deliver the sound in M directions in the area near the dolphin in general. To accurately describe the process of dolphin hunting for prey, the sound is defined as
. . , M ) in this study, where v j (j = 1, 2, . . . , D) means the component of each dimension, called M means the number of sounds and the direction attribute of the sound. Furthermore, sound satisfies ||V i || = speed (i = 1, 2, . . . , M ), where 'speed' is the speed attribute of sound. A maximum search time T 1 is set to prevent dolphins from falling into the search phase. In the range of 0 to T 1 , the sound V j that Dol i (i = 1, 2, . . . , N ) makes at time t will find a new solution X ijt . The definition of X ijt is as follows.
For X ijt , its fitness value E ijt is defined as follows:
If
Then L i of Dol i is defined as
Then L i replaces K i ; otherwise, K i does not vary. After all the Dol i (i = 1, 2, . . . , N ) update, L i and K i , dolphins get into the call stage.
2) RECEPTION STAGE
In DSA, the reception stage happens after the call stage. The reception stage is first represented in detail.
A N× N arrays which is named 'transmission time matrix' (TS = TS ij (i = 1, 2, . . . , N ; j = 1, 2, . . . , N )) is used to express the information exchange between dolphins, where TS ij is the rest of the time for the sound of moving from Dol i to Dol j . When dolphins enter the reception stage, that all components TS ij (i = 1, 2, . . . , N ; j = 1, 2, . . . , N ) in the TS will decrease indicate that the sounds spread on any component TS ij in the TS, and if
This shows that the sound, which will be obtained by Dol i , transmitting from Dol j to Dol i . What is more, TS ij will be substituted by a new acquisition time, which is named 'maximum transmission time' (T 2 ). Through this process, the related sound will be received. Besides, comparing K i and K j , if
Then K i will be replaced by K j , or K i does not vary. Then, DSA enters the predation stage.
3) CALL STAGE
For K i , K j , and TS i,j , if
where A means the acceleration. Then, TS i,j is updated in the light of the following equation:
After all the TS i,j is updated, DSA enters the reception stage.
4) PREDATION STAGE
In this stage, each dolphin hunts for prey within a surrounding radius called R 2 . Besides, R 2 determines the distance between its position after the predation obtains a new position and the dolphin's optimal neighborhood solution. In addition, the search radius R 1 , which is the maximum range in the search stage, is calculated as follows:
Then, Dol i (i = 1, 2, . . . , N ) is supposed to an example for depicting the calculation of R 2 and update the dolphin's position.
(a) For Dol i (i = 1, 2, . . . , N ), if
Next, R 2 is calculated based on EQUATION (16) .
where e means the radius reduction coefficient. After obtaining R 2 , Dol i 's new position newDol i is got:
and
Next, R 2 is calculated based on EQUATION (20) . (20) After obtaining R 2 , Dol i 's new position newDol i can be obtained:
Next, R 2 is calculated based on EQUATION (23). (23) After obtaining R 2 , Dol i 's new position newDol i is got by EQUATION (21).
After Dol i moves to the position newDol i , comparing
Then K i will be replaced by newDol i , or K i does not vary. At last, if the end condition of iteration is satisfied, DSA gets into the termination stage, otherwise, DSA gets into the search stage.
III. KERNEL FUZZY C-MEANS
In this study, in order to improve the global convergence ability of DSA, KFC [32] - [37] is introduced into DSA. Kernel method is first applied to the support vector machine, model. The feature function (ϕ) is used to map the non-linear separable samples in the original space to the higher dimensional feature space so that the samples are linearly separable in the feature space. Kernel functions solve the problem of nonlinear classification of high-dimensional feature kernels to a large extent. KFC replaces Euclid distance in Fuzzy Clustering with a kernel function. The specific operation process of KFC is as follows:
Given the data set X = {x 1 , x 2 , . . . , x n }, it is classified into class C: {S 1 , S 2 , . . . , S C }, and the degree of subordination of µ ij data to corresponding classes are between 0 and 1.
The objective function of traditional FC is
The constraint condition is
where J is the objective function; m stands for the fuzzy factor; c is the number of clusters; n is the number of samples; µ ij is the membership degree of sample j to class i; c i is the center of class i; x j represents the raw data of sample j. Fuzzy C-means clustering with kernel method is introduced, and the objective function is transformed into:
According to the conversion techniques in kernel methods:
Taking the Gauss kernel as an example, according to κ(x, x) = 1, the objective function can be converted to:
Combining with the constraints of the FC and using the Lagrange multiplier method to minimize the objective function, the updated EQUATION (28) of clustering center c i and membership matrix µ ij are obtained as follows: Take EQUATION (30) as an example.
The following EQUATIONs. (31) and (32) can be obtained.
IV. THE HYBRID ALGORITHM BASED ON KFC AND DSA
The combination of KFC and DSA is a data transfer process. The calculation steps of KFC are as follows:
Step1: Initialize the membership matrix U (0) , the membership matrix must satisfy the constraints;
Step2: The membership matrix is updated by EQUA-TION (31), and the partition matrix U (t) is obtained.
Step3: Update the clustering center with the EQUA-TION (32) and get the clustering center matrix C (t) .
Step4: If the membership matrix of iteration
|| < ε, stop iteration, otherwise repeat Step2∼ Step4. After the above steps, the membership matrix is transferred to the DSA for further processing. The specific steps in this process are: (1) initialize the fuzzy distribution matrix; (2) change the cluster center in the k-step cycle; (3) change the old cluster center with the new cluster center; (4) output the membership matrix. Finally, the solution of the highdimensional function is output.
The detailed calculation steps of KFCDSA are shown in FIGURE 1. The development of meta-heuristic algorithms is greatly influenced by computer performance. The higher the hardware configuration of the computer, the better the performance of the meta-heuristic algorithms. The lower the hardware configuration of the computer, the worse the performance of the meta-heuristic algorithm. In this study, five experiments are performed, which tested performance between the proposed and state-of-the-art algorithms based on solving Levy function [38] , Rastrigin function [39] , Sphere function [40] , Sum of different powers function [41] , and Dixon-price function [42] and [43] , respectively. For the comparison fairness of these five experiments, the experimental platform must be the same. And, the specific experimental configuration is central processing unit: Intel (R) Core (TM) i7-8550, RAM: 16.0 GB (Available 15.9 GB), system type: the 64-bit operating system of windows 10 family Chinese edition, application program: MATLAB R2018a. The high-dimensional Levy function is defined as follows:
(ω i − 1) 2 1 + 10sin 2 (π ω i + 1)
where x i belongs to [−10, 10] and the global minimum of Levy function is 0, when x * is equal to (1, . . . , 1). VOLUME 8, 2020 The high-dimensional Rastrigin function is defined as follows:
where x i belongs to [−5.12, 5.12] and the global minimum of Rastrigin function is 0, when x * is equal to (0, . . . , 0). The high-dimensional Sphere function is defined as follows:
where x i belongs to [−5.12, 5.12] and the global minimum of Sphere function is 0, when x * is equal to (0, . . . , 0). The high-dimensional Sum of different powers function is defined as follows:
where x i belongs to [−1, 1] and the global minimum of Sum of different powers function is 0, when x * is equal to (0, . . . , 0).
The high-dimensional Dixon-price function is defined as follows:
where x i belongs to [−10, 10] and the global minimum of Sum of different powers function is 0, when the expression of x * is as follows:
2) EXPERIMENTAL COMPARISON ALGORITHM
A new algorithm proposed must be tested to ensure its effectiveness. After testing, it needs to be compared with some existing advanced algorithms to determine the superiority of the proposed algorithm. In this study, the performance of KFCDSA is compared with some advanced meta-heuristic algorithms, including DSA, adaptive genetic algorithm [44] , whale optimization algorithm [45] , adaptive particle swarm optimization [46] , wolf swarm algorithm [47] , chicken swarm algorithm [48] .
C. EXPERIMENTAL PARAMETER SETTING AND EVALUATING INDICATOR 1) EXPERIMENTAL PARAMETER SETTING
In order to ensure the fairness of the five experiments in this paper, it is necessary to compare them under the same experimental parameters. In this study, multiple metaheuristic algorithms are involved, and the parameters of these algorithms are set as shown in TABLE 1.
2) EXPERIMENTAL EVALUATING INDICATOR
In this experiment, in order to evaluate the performance of KFCDSA and advanced algorithms, five evaluation indicators are used for testing, which is the average generation, standard deviation, mean, max, and min [49] - [53] , respectively. (1) The iterative behavior based on 75 dimension of Levy function is shown in FIGURE 3. It can be seen from FIGURE 3. (a) that the average and optimal fitting values of the algorithm tend to be stable with the gradual increase of the iteration number. It can be seen from FIGURE 3. (b) that the change of the first dimension of individual tends to be stable. It can be seen from FIGURE 3. (c) and (d) that the first individual and the optimal individual of the population approach to a value within the search range. These results indicate that KFCDSA can obtain the optimal solution of Levy function.
VI. EXPERIMENTAL RESULTS COMPARISON
(2) Comparisons I qualitatively determine the convergence performance of the proposed algorithm and some advanced algorithms. As can be seen from FIGURE 4. (a), (b), (c), (d), and (e) the average fitting curves of KFCDSA are lower than those of other algorithms considered for comparison with the gradual increase of Levy function dimension. The results show that KFCDSA has better convergence ability than other algorithms considered for comparison.
(3) In comparison II, according to .4878, and 723.7068 lower than DSA, WOA, AGA, APSO, WSA, CSA in view of min. These results suggest that KFCDSA has better performance than DSA, WOA, AGA, APSO, WSA and CSA to solve Levy function. The reason for these results is that the dolphin swarm is divided into many swarms, and the mechanism of division is KFC, which increases the diversity of the population. Therefore, compared with DSA, KFCDSA has a stronger ability to obtain the optimal solution based on Levy function.
B. EXPERIMENT II: PERFORMANCE COMPARISON BETWEEN THE PROPOSED AND STATE-OF-THE-ART ALGORITHMS BY SOLVING THE RASTRIGIN FUNCTION
In this experiment, the Rastrigin function is used to test the proposed and state-of-the-algorithms performance. The dimension of the Levy function is 75, 125, and 175, 500, (1) The iterative behavior based on 75 dimensions of Rastrigin function is shown in FIGURE 5. It can be seen from FIGURE 5. (a) that the average and optimal fitting values of the algorithm tend to be stable with the gradual increase of the iteration number. It can be seen from FIGURE 5. (b) that the change of the first dimension of individual tends to be stable. It can be seen from FIGURE 5. (c) and (d) that the first individual and the optimal individual of the population approach to a value within the search range. These results indicate that KFCDSA can obtain the optimal solution of Rastrigin function.
(2) Comparisons I qualitatively determine the convergence performance of the proposed algorithm and some advanced algorithms. As can be seen from show that KFCDSA has better convergence ability than other algorithms considered for comparison.
(3) In comparison II, according to .3295, and 1075.5406 lower than DSA, WOA, AGA, APSO, WSA, CSA in view of min. These results suggest that KFCDSA has better performance than DSA, WOA, AGA, APSO, WSA and CSA to solve Rastrigin function. The reason for these results is that the dolphin swarm is divided into many swarms, and the mechanism of division is KFC, which increases the diversity of the population. Therefore, compared with DSA, KFCDSA has a stronger ability to obtain the optimal solution based on Rastrigin function. (1) The iterative behavior based on 75 dimensions of Sphere function is shown in FIGURE 7. It can be seen from FIGURE 7. (a) that the average and optimal fitting values of the algorithm tend to be stable with the gradual increase of the iteration number. It can be seen from FIGURE 7. (b) that the change of the first dimension of individual tends to be stable. It can be seen from FIGURE 7. (c) and (d) that the first individual and the optimal individual of the population approach to a value within the search range. These results indicate that KFCDSA can obtain the optimal solution of Sphere function.
(2) Comparisons I qualitatively determine the convergence performance of the proposed algorithm and some advanced algorithms. As can be seen from FIGURE 8. (a), (b), (c), (d), and (e) the average fitting curves of KFCDSA are lower than those of other algorithms considered for comparison with the gradual increase of Sphere function dimension. The results show that KFCDSA has better convergence ability than other algorithms considered for comparison.
(3) In comparison II, according to The reason for these results is that the dolphin swarm is divided into many swarms, and the mechanism of division is KFC, which increases the diversity of the population. Therefore, compared with DSA, KFCDSA has a stronger ability to obtain the optimal solution based on Sphere function.
D. EXPERIMENT IV: PERFORMANCE COMPARISON BETWEEN THE PROPOSED AND STATE-OF-THE-ART ALGORITHMS BY SOLVING THE SUM OF DIFFERENT POWERS FUNCTION
In this experiment, the Sum of different powers function is used to test the proposed and state-of-the-algorithms the performance comparison of different meta-heuristic algorithms based on the different dimensions of Sum of different powers function.
Through analyzing FIGUREs. 9 and 10 and TABLE 5, some key comparisons are shown below.
(1) The iterative behavior based on 75 dimensions of Sum of different powers function is shown in FIGURE 9. It can be seen from FIGURE 9. (a) that the average and optimal fitting values of the algorithm tend to be stable with the gradual increase of the iteration number. It can be seen from FIGURE 9. (b) that the change of the first dimension of individual tends to be stable. It can be seen from FIGURE 9. (c) and (d) that the first individual and the optimal individual of the population approach to a value within the search range. These results indicate that KFCDSA can obtain the optimal solution of Sum of different powers function.
(2) Comparisons I qualitatively determine the convergence performance of the proposed algorithm and some advanced algorithms. As can be seen from the average fitting curves of KFCDSA are lower than those of other algorithms considered for comparison with the gradual increase of Sum of different powers function dimension. The results show that KFCDSA has better convergence ability than other algorithms considered for comparison.
(3) In comparison II, according to TABLE 5, KFCDSA is 12. 16, 11.66, 9.66, 15 .83, 0.50, and 9.50 lower than DSA, WOA, AGA, APSO, WSA, CSA in view of average generation. KFCDSA is 1.93E-04, 2.02E-04, 1.74E-01, 2.43E-01, 2.95E-01, and 3.39E-03 lower than DSA, WOA, AGA, APSO, WSA, CSA in view of standard deviation. KFCDSA is 2.81E-04, 1.81E-04, 5.27E-01, 1.49E+00, 7.36E-01, and 2.41E-03 lower than DSA, WOA, AGA, APSO, WSA, CSA in view of mean. KFCDSA is 4.74E-04, 3.41E-04, 6.50E-01, 1.66E +00. 9.44E-01, and 4.80E-03 lower than DSA, WOA, AGA, APSO, WSA, CSA in view of max. KFCDSA is 1.79E-04, 6.27E-05, 4.04E-01, 1.32E+00, 5.27E-01, and 2.24E-05 lower than DSA, WOA, AGA, APSO, WSA, CSA in view of min. These results suggest that KFCDSA has better performance than DSA, WOA, AGA, APSO, WSA and CSA to solve the Sum of different powers function. The reason for these results is that the dolphin swarm is divided into many swarms, and the mechanism of division is KFC, which increases the diversity of the population. Therefore, compared with DSA, KFCDSA has a stronger ability to obtain the optimal solution based on Sum of different powers function.
E. EXPERIMENT IV: PERFORMANCE COMPARISON BETWEEN THE PROPOSED AND STATE-OF-THE-ART ALGORITHMS BY SOLVING THE DIXON-PRICE FUNCTION
In this experiment, the Dixon-price function is used to test the proposed and state-of-the-algorithms performance. The dimension of Sphere function is 75, 125, and 175, 500, 1000 respectively. FIGURE 11 gives iterative behavior based on 75 dimensions of Dixon-price function. FIGURE 12 shows the comparison of convergence curves of different metaheuristic algorithms with different dimensions based on VOLUME 8, 2020 the Dixon-price function. TABLE 6 lists the performance comparison of different meta-heuristic algorithms based on the different dimensions of the Dixon-price function.
Through analyzing FIGUREs 11 and 12 and TABLE 6, some key comparisons are shown below.
(1) The iterative behavior based on 75 dimensions of Dixon-price function is shown in FIGURE 11. It can be seen from FIGURE 11. (a) that the average and optimal fitting values of the algorithm tend to be stable with the gradual increase of the iteration number. It can be seen from than those of other algorithms considered for comparison with the gradual increase of Dixon-price function dimension. The results show that KFCDSA has better convergence ability than other algorithms considered for comparison.
(3) In comparison II, according to KFCDSA has better performance than DSA, WOA, AGA, APSO, WSA and CSA to solve the Dixon-price function. The reason for these results is that the dolphin swarm is divided into many swarms, and the mechanism of division is KFC, which increases the diversity of the population. Therefore, compared with DSA, KFCDSA has a stronger ability to obtain the optimal solution based on Dixon-price function.
F. COMPLEXITY ANALYSIS
In this subsection, we use the big O analysis method to analyze the complexity of the metaheuristic algorithm involved in this paper. The number of random searches, the length of position 1 and position 2 are represented by R, P 1 , and P 2 respectively in the DSA and KFCDSA. The number of searches and the location k of fuzzy clustering is represented by K and K 1 respectively in KFCDSA. The number of attempts is represented by W 1 and W 2 in the WSA. The maximum number of iterations and population is expressed by t and m respectively. Through calculation, the complexity of the KFCDSA, DSA, WOA, AGA, APSO, WSA, and CSA is O(48t+ 10tm+ 2tK+ 9tmK 1 + 3tmm+ 3tmK 1 R+tP 1 P 2 ), O(m+ 3tmR+ 17tm+ 13t+ 2tmm+ tP 1 P 2 ), O(24t+ 17tm), O(23t+ 8tm), O(10t+ 8tm), O(7t+ 21tP 1 + 9W 1 tm+ 2tP 2 m), and O(7t+ 16tm). Because R, P 1 , P 2 , K, K 1 , W 1 is smaller than t, the worst operands of different metaheuristic algorithms are O(48t+ 12t 2 + 14t 3 + 3t 4 ), O(14t+ 17t 2 + 23t 3 ), O(24t+ 17t 2 ), O(23t+ 8t 2 ), O(10t+ 8t 2 ), O(7t+ 21t 2 + 11t 3 ), and O(7t+ 16t 2 ).
VII. DISCUSSION
Based on the results and comparisons of experiments I to V, some interesting study findings and deficiencies are summarized as follows.
A. STUDY FINDINGS
Based on five commonly used evaluation indicators including average generation, standard deviation, mean, max, and min, KFCDSA performs better than standard DSA for five largescale test functions including Levy function, Rastrigin function, Sphere function, Sum of different powers function, and Dixon-price function. The results show that the combination of KFC and DSA is an effective improvement.
In addition, KFCDSA performs better than some advanced algorithms including AGA, WOA, APSO, WSA, and CSA in view of five evaluating indicators.
B. THE DEFICIENCIES IN THIS STUDY
The proposed KFCDSA tests five test functions. In future research, some other commonly used test functions should be tested to further verify the validity of KFCDSA. At the same time, KFCDSA is applied to practical research fields, such as [54] - [68] . Because this paper only gives the calculation process of KFCDSA, and verifies the effectiveness and superiority of KFCDSA through some experiments, but the theoretical proof of KFCDSA needs further derivation.
VIII. CONCLUSION
The solution of high dimensional function has always been a hot and difficult problem. In this paper, a novel hybrid algorithm is proposed to solve high-dimensional functions more accurately based on Kernel Fuzzy C-means and DSA. Furthermore, some key conclusions are obtained through the algorithm test.
(1) KFCDSA is used to solve five different test functions, and the iterative behavior of KFCDSA is given. Through the analysis of these iterative behaviors, KFCDSA can obtain the optimal solution of these five different test functions.
(2) Based on the different dimensions of five different test functions, KFCDSA is compared with some advanced metaheuristic algorithms. The ability of KFCDSA to obtain the global optimal solution is better than other advanced metaheuristic algorithms.
In conclusion, although KFCDSA has good performance in this study, it still needs to test other high-dimensional functions and apply the KFCDSA to parameter optimization in other fields.
