Fractional sample delay 0) filters are useful and necessary in many applications, such as the accurate steering of acoustic arrays, delay lines for physical models of musical instruments, and time delay estimation. This paper addresses the design of finite impulse response (FIR) FD filters. The problem will be posed as a convex optimization problem in which the maximum modulus of the complex error will be minimized. Several design examples will be presented, along with an empirical formula for the filter order required to meet a given worst case group delay error specification.
Introduction
This paper presents an optimization technique for designing FIR FD filters. FD filters are those which exhibit near unity magnitude response and a flat p u p delay which is not necessarily an integer multiple of the sampling interval. Essentially, FIR FD filters are discrete-time interpolators which approximate the signal in between sample points as a linear combination of sample values on either side of the desired signal value.
Designing FD filters involves determining the coefficients of an FIR filter such that its response best approximates the complex valued frequency response of the desired FD. In this paper, the design of F'D filters will be approached as a convex optimization problem. In general, a convex optimization problem is one in which a convex function is "ized subject to any number of convex constraints.
Specifically, the problem is posed as a second order cone problem (SOCP), which is a general form that includes many other problems such as linear programs, quadratic programs, and quadratically constrained quadratic programs. A discussion of the details of the optimization procedure is outside the scope of this paper. The reader is directed to [ 11 for a thorough treatment.
The paper is organized as follows. Section 2 presents previous work in the areas of FIR filter design for fractional delay filters. Section 3 presents the formulation of the optimization problem specifically for FD filters. Section 4 presents design examples which depict the nature of the group delay error for even and odd length filters. Furthermore, an empirical formula is provided which relates the length of a filter to the resultant worst case group delay. 
Previous Work

Problem Formulation
The group delay of a filter is defined as:
An ideal fractional delay filter exhibits a constant group delay with a magnitude spectrum constant, and equal to unity. For a filter to have a constant group delay of A, the desired response would be:
The problem of fractional delay filter design is that of choosing the coefficients of a filter such that its response best approximates the desired response Hd(w) in some sense. In this paper, the e, norm onCN ischosen. Itisdefinedbyllzlloo =ma&, 1~~1 .
Thismeans that the worst case modulus of the complex error over frequency will be minimized.
Using the above definition, the optimization problem becomes:
A where H ( w ) is the frequency response of a filter with coefficients h, , and is given by:
Qpically, in the formulation of the optimization problem, one would allow for a transition or "don't care" region in which the response of the filter is unspecified. Defining the optimization problem over a bandlimited set 0, results in:
This problem has a finite number of design variables, but an i dnite number of constraints, and hence is known as a semi-infinite programming problem [7] . In practice, it is usually sufficient to perform the optimization over a finite discrete set of w,. Typically, the number of constraints is taken to be approximately 4N, where N is the number of design variables. Furthermore, it can be shown that the sampled-frequency solution converges to the optimal solution of the semi-infinite problem as the discretization interval becomes small [SI.
If af E C N is defined as: then the frequency response at wi is then given by:
At frequency U,, the approximation error is given by IaThHd (U,) I. The problem can now be stated as:
By introducing a new variable t , the problem can be formulated as minimize t subject to IuTh -Hd(w,)I < t , i E I,. . . , M where a, E C N , and &(U,) E C. The problem can now be stated in terms of real parameters as follows:
Hence the original problem can be written as:
By extending the design variable h to include the slack variable t , the optimization problem can be stated in terms of a new variable E, where zT 2 [hTt] . Using this, the problem becomes:
A,z = d,z and t = fTz. This is the final form, and it can be seen that its nature is that of minimizing a linear function subject to quadratic constraints. This is known as a quadratically constrained quadratic program (QCQP).
Many approaches to this problem have been presented in the literature. A number of researchers have approximated equation 10 as a linear program by approximating each of the quadratic constraints as a set of linear constraints. An example of this class of solution is given in [9] . Another class of solutions involves approximating the complex e, norm as a weighted norm. This approximation is possible due to a theorem of Lawson [14] . The appropriate weighting function is determined using an iterative procedure. Examples of this method include [ 101 and [ 111. In general, these method suffer from slow convergence [12] . More recently, extensions to the Remez algorithm have been presented to handle the case of filters with arbituary phase and magnitude responses. An example of this is presented in [13] .
In this paper, equation 10 was solved using convex optimization. Specifically, it was expressed as a second-order cone problem (SOCP) which can be solved very efficiently [l] . One advantage of this approach is the flexibility it allows in extending the problem to include any set of convex constraints. A practical example would be a case in which one wished to design a filter which optimally approximates a desired response in the passband, subject to a maximum allowable stopband response. This would be useful in the design of filters for asynchronous sample rate conversion, where one must low-pass filter to avoid aliasing, as well as provide fractional delay to reconstruct the signal at non-rational multiples of the sampling rate [16].
Examples
All the optimization problems presented herein were solved using the code presented m [ 11 which is available via ftp [ 151. Code for the fractional delay filter design, as well as all the examples in this paper is also available via the web.
As mentioned previously, the complex Chebychev optimization results in the filter which best approximates the complex valued frequency response of the desired constant group delay filter in a mhmax sense. Figure 1 shows the impulse response and the the magnitude of the complex error in the frequency response for a typical FD design problem. In this example, the desired fractional component of the delay of the filter is .2 samples. Specifically, the overall specified group delay of the filter was 15.2 samples. The results clearly show the equiripple nature of the solution. Figure 2 shows the group delay, and group delay error for the same filter. Figures 3-4 show the group delay error versus frequency for fractional delays ranging from 0 to 1 sample. Data are presented for both even and odd length filters since they exhibit different behaviour in terms of group delay. As might be expected, an even-length filter has no problem achieving a delay of .5 samples. As seen in Figure 3 , the worst case error occurs at .25 and .75 samples. Likewise, an odd length filter achieves its worst case group delay error at .5 samples.
Error vs. Delay
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fmdi0n.l delay Figure 5 depicts the tradeoff curve for worst case group delay error as function of the filter length for both even and odd length filters. This error is presented both on a linear and a logarithmic axis. Worst case error was determined by designing a large number of filters over a range of fractional delays and then taking the maximum error for all filters over a dense grid of frequencies.
Error / Length tradeoff Curves
It is striking that the group delay error varies approximately linearly on a logarithmic scale. This allows for the a simple closed form expression predicting the necessary filter order for a given desired group delay or magnitude error. As can be seen in the bottom plots in Figure 5 , log,, ED varies approximately linearly with the length of the filter, and hence can be expressed as: for both odd and even length filters. The error is plotted on both a linear and logarithmic axis. The dashed line is the error predicted by equation 11, using the appropriate parameters from Table 1 .
Using a least squares fit, the parameters a and b were determined for both the even and odd length cases, and are given in Table 1 .
Equation 11
can be rearranged into the following form which expresses the minimum length filter necessary to meet a group delay error specification:
Conclusions
This paper presented the design of fractional delay filters whose &e-quency response is optimal in a complex Chebchev sense. Design examples were provided which demonstrate the usefullness of this method. An empirical closed form approximate expression was presented which expresses the filter length required in order to meet a desired worst case group delay error.
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I uarameter: /I a 1 b I Table 1 : Parameters determined by a least squares fit of the data in Figure 5 . These parameters are used in equation 12 to determine the minimum length filter required to meet a group delay error specification.
