For many machine learning problems, training an accurate classifier in a supervised setting requires a substantial volume of labeled data. While large volumes of labeled data are currently available for some of these problems, little or no labeled data exists for others. Manually labeling data can be costly and time consuming. An alternative is to learn classifiers in a domain adaptation setting in which existing labeled data can be leveraged from a related problem, referred to as source domain, in conjunction with a small amount of labeled data and large amount of unlabeled data for the problem of interest, or target domain. In this paper, we propose two similar domain adaptation classifiers based on a naïve Bayes algorithm. We evaluate these classifiers on the difficult task of splice site prediction, essential for gene prediction. Results show that the algorithms correctly classified instances, with highest average area under precision-recall curve (auPRC) values between 18.46% and 78.01%.
INTRODUCTION
In recent years, a rapid increase in the volume of digital data generated has been observed. Gantz et al. (2007) estimated that the total volume of digital data doubles every 18 months. Contributing to this growth, in the field of biology, large amounts of raw genomic data are generated with next generation sequencing technologies, as well as data derived from primary sequences. The availability and scale of the biological data creates great opportunities in terms of medical, agricultural, and environmental discoveries, to name just a few.
A stepping stone towards advancements in such fields is the identification of genes in a genome. Accurate identification of genes in eukaryotic genomes depends heavily on the ability to accurately determine the location of the splice sites (Bernal et al., 2007; Rätsch et al., 2007) , the sections in the DNA that separate exons from introns in a gene. In addition to identifying the gene structure, the splice sites also determine the amino acid composition of the proteins encoded by the genes. Therefore, considering that the content of a protein plays a major role with respect to its function, the splice site prediction is a crucial task in identifying genes and ultimately the functions of their products.
To identify genes, we need to identify two types of splice sites: donor and acceptor. The donor splice site indicates where an exon ends and an intron begins, while the acceptor splice site indicates where an intron ends, and an exon begins. Virtually most donor sites are the GT dimer and most acceptor sites are the AG dimer, with very few exceptions. However, not every GT or AG dimer is a splice site. In fact, only about one percent of them are, which makes the task of identifying splice sites very difficult. Nonetheless, this problem can be addressed with supervised machine learning algorithms, which have been successfully used before for many biological problems, including gene prediction. For example, hidden Markov models have been used for ab initio gene predictions, while support vector machines (SVMs) have been used successfully for problems such as identification of translation initiation sites (Müller et al., 2001; Zien et al., 2000) , labeling gene expression profiles as malign or benign (Noble, 2006) , ab initio gene prediction (Bernal et al., 2007) , and protein function prediction (Brown et al., 2000) .
However, one drawback of these algorithms is that they require large amounts of labeled data to learn accurate classifiers. And many times labeled data is not available for a problem of interest, yet it is available for a different but related problem. For example, in biology, a newly sequenced organism is generally scarce in labeled data, while a well-studied model or-ganism is rich in labeled data. However, the use of the classifier learned for the related problem to classify unlabeled data for the problem of interest does not always produce accurate predictions. A better alternative is to learn a classifier in a domain adaptation (DA) framework. In this setting, the large corpus of labeled data from the related, well studied organism is used in conjunction with available labeled and unlabeled data from the new organism.
Towards this goal we propose two similar algorithms, described in Section 3.2. Each algorithm trains a classifier in this configuration, by using the large volume of labeled data from a well studied organism, also called source domain, some labeled data, and any available unlabeled data from the new organism, called target domain. Once learned, the classifier can be used to classify new data from the new organism. These algorithms are similar to the algorithms in (Tan et al., 2009; Herndon and Caragea, 2013a; Herndon and Caragea, 2013b) , which produced good results on the tasks of sentiment analysis and protein localization, respectively.
For example, the algorithm proposed by Herndon and Caragea (2013b) uses a weighted multinomial Naïve Bayes classifier combined with the iterative approach of the Expectation-Maximization algorithm and self-training (Yarowsky, 1995; Riloff et al., 2003; Maeireizo et al., 2004) . It iterates until the probabilities in the expectation step converge. In the maximization step, the posterior probabilities and the likelihood are estimated using a weighted combination between the labeled data from the source domain and the labeled and unlabeled data from the target domain. In the expectation step, the conditional class probabilities for each instance in the target unlabeled dataset are estimated with the probability values from the maximization step using Bayes theorem. After each iteration, a number of instances from the unlabeled target dataset are considered labeled and moved to the labeled dataset. The number of these instances is proportional to the prior probability, with a minimum of one instance selected from each class. For example, if the target labeled dataset had 1% positive instances and 99% negative instances, and at each iteration we select 10 instances, one instance with the top positive probability and nine instances with the top negative probabilities would be selected. In addition, the weight is shifted from the source data to the target data with each iteration.
However, this algorithm did not perform well on the task of splice site prediction and to improve its classification accuracy we made the following four changes to it:
• We normalized the counts used in computing the posterior probability and the likelihood, and assigned different weights to the target labeled and unlabeled datasets.
• We used mutual information to rank the features instead of the marginal probabilities of the features.
• We assigned different weights to the features instead of selecting which features to use from the source domain.
• We used features that took into consideration the location of nucleotides instead of counts of 8-mers generated with a sliding window.
With these changes, the two algorithms produced promising results, shown in Section 3.5, when evaluated on the splice site prediction problem with the data presented in Section 3.3. They increased the highest average auPRC from about 1% in (Herndon and Caragea, 2013b) all the way up to 78.01%.
RELATED WORK
Although there are good domain adaptation results for text classification, even with algorithms that make significant simplifying assumptions, such as naïve Bayes, there are only a few domain adaptation algorithms designed for biological problems. For example, for text classification, Dai et al. (2007) proposed an algorithm that combined naïve Bayes (NB) with expectation-maximization (EM) for classifying text documents into top categories. This algorithm performed better than SVM and naïve Bayes classifiers. Two other domain adaptation algorithms that used a combination of NB with EM are (Tan et al., 2009) , which produced promising results on the task of sentiment analysis of text documents, and (Herndon and Caragea, 2013a) , with good results on the task of protein localization. However, for the task of splice site prediction, up until now, most of the work used supervised learning classifiers with only two exceptions in domain adaptation setting to the best of our knowledge: one that analyzed several support vector machine algorithms (Schweikert et al., 2008) , and another that used naïve Bayes (Herndon and Caragea, 2013b) . The latter did not obtain good results, primarily due to the features generated. It used the number of occurrences in each instance of the k-mers of length eight generated with a sliding window.
For supervised learning, Li et al. (2012) evaluated the discriminating power of each position in the DNA sequence around the splice site using the chi-square test. With this information, they proposed a SVM algorithm with a RBF kernel function that used a combination of scaled component features, nucleotide frequencies at conserved sites, and correlative information of two sites, to train a classifier for the human genome. Other supervised learning approaches based on SVM include (Baten et al., 2006; Sonnenburg et al., 2007; Zhang et al., 2006) , while (Cai et al., 2000) proposed an algorithm for splice site prediction based on Bayesian networks, (Baten et al., 2007) proposed a hidden Markov model algorithm, and (Arita et al., 2002) proposed a method using Bahadur expansion truncated at the second order. However, supervised learning algorithms typically require a large volume of labeled data to train a classifier.
For domain adaptation setting, Schweikert et al. (2008) obtained good results using a SVM with weighted degree kernel (Rätsch and Sonnenburg, 2004) , especially when the source and target domains were not close. However, the complexity of SVM classifiers increases with the number of training instances and the number of features, when training the classifier (Schweikert et al., 2008) . Besides, the classification results are not as easy to interpret as the results of probabilistic classifiers, such as naïve Bayes, to gain insight into the problem studied. For example, Scheikert et al. (2008) further processed the results to analyze the relevant biological features. In addition, their algorithms did not use the large volume of target unlabeled data. Although unlabeled, this dataset could improve the classification accuracy of the algorithm.
METHODOLOGY
The two algorithms we propose are based on the algorithm presented in our previous work (Herndon and Caragea, 2013b) . That algorithm modified the algorithm introduced by (Tan et al., 2009) , by using self-training and the labeled data from the target domain, to make it suitable for biological sequences. To highlight the changes made to our previous algorithm we'll describe it here.
Naïve Bayes DA for Biological Sequences
The algorithm in (Herndon and Caragea, 2013b ) was designed to use labeled data from the source domain in conjunction with labeled and unlabeled data from the target domain to build a classifier to be used on the target domain. It is an iterative algorithm that uses a combination of the Bayes' theorem with the simplifying assumption that features are independent, and the expectation-maximization algorithm (Dempster et al., 1977) , to estimate the posterior probability as proportional to the product of the prior and the likelihood:
where the prior is defined as
and the likelihood is defined as
where λ is a weight factor between the two domains:
τ is the iteration number, with a value of 0 for the first iteration, and δ ∈ (0, 1) is a constant that indicates how fast the weight of the source domain decreases while the weight of the target domain increases; c k stands for class k, d i for document i, and w t for feature t. |D x | is the number of instances in x domain (x ∈ {S, T }, where S denotes the source domain and T denotes the target domain), |V | is the number of features, and N x t,k is the number of times feature w t occurs in x domain in instances labeled with class c k :
t,i is the number of occurrences in x domain of feature w t in instance d i .
To determine which features from the source domain are generalizable to the target domain, i.e., generalizable from use on D S to use on D T , they are ranked with the following measure and only the top ranking features are kept:
where α is a small constant used to prevent division by 0 when P S = P T , and P x is the probability of feature w t in x domain, i.e., the number of times feature w t occurs in x domain divided by the sum over all features of the times each feature occurs in x domain.
This algorithm iterates until convergence. In the maximization step, the prior and likelihood are simultaneously estimated using Equations 2 and 3, respectively, while in the expectation step the posterior for the target unlabeled instances is estimated using Equation 1. In addition to expectation-maximization, this algorithm uses self-training, i.e., at each iteration it selects a number of unlabeled instances with highest class probabilities, proportional to the class distribution, and considers them to be labeled during subsequent iterations, while the remaining unlabeled instances are assigned "soft labels" for the following iteration. By soft labels we mean that the class probability distribution is used instead of the class label. For the target domain, during the first iteration, only the instances from the labeled dataset are used, and for the rest of the iterations, instances from both labeled and unlabeled datasets are used.
Note that when the algorithm goes through just one iteration and λ = 1, the prior and likelihood Equations, 2 and 3, respectively, reduce to
and
respectively, which are the equations for the multinomial naïve Bayes classifier (Mccallum and Nigam, 1998) trained and tested with data from the same domain. Although the algorithm in (Herndon and Caragea, 2013b ) performed well on the task of protein localization with maximum auPRC values between 73.98% and 96.14%, on the task of splice site prediction, the algorithm performed poorly. The splice site prediction is a more difficult task because only about 1% of the AG dimer occurrences in a genome are splice sites. To simulate this proportion, unbalanced datasets were used, with each containing only about 1% positive instances. Therefore, the training sets for splice site prediction were much more unbalanced than the training sets for the protein localization, leading to worse performance for the former.
Our Approach
One major drawback of the algorithm in (Herndon and Caragea, 2013b ) is that it assigns low weight to the target data (through λ in Equations 2 and 3), including the labeled data, during the first iterations. This biases the classifier towards the source domain. However, it is not effective to only assign a different weight to the target labeled data in Equations 2 and 3. This is because we'd like to use much more instances from the source domain as well as much more unlabeled instances from the target domain, i.e., |D S | |D T L | and |D TU | |D T L |, where subscripts S, T L, and TU stand for source data, target labeled data, and target unlabeled data, respectively. This would cause the sums and counts for the target labeled data in these two equations to be much smaller than their counterparts for the source data and target unlabeled data, rendering the weight assignment useless. Instead, we need to also normalize these values, or better yet, to use their probabilities. Thus, we estimate the prior as
and the likelihood as
where β ∈ (0, 1) is a constant weight, and λ is defined the same as in our previous approach. In addition to using different formulas for prior and likelihood, we made a second change to the algorithm in (Herndon and Caragea, 2013b) . We replaced the measure for ranking the features, Equation 4, with the following measure in Equation 9. We made this change because the goal of ranking the features is to select top features in terms of their correlation with the class, or assign them different weights: higher weights to features that are more correlated with the class, and lower weights to the features that are less correlated with the class. Therefore, the mutual information (Shannon, 1948) of each feature is a more appropriate measure in determining the correlation of the feature with the class rather than the marginal probability of the feature. With this new formula, the features are ranked better based on their generalizability between the source and target domains:
where
is the mutual information between feature w t and class c k , and x ∈ {S, T L}. The numerator ranks higher the features that have higher mutual information in their domains, while the denominator ranks higher the features that have closer mutual information between the domains, as shown in Figure 1 .
If instead of ranking the features and using the top ranked features, we want to assign different weights to the features and higher values for f (w t ) we can compute them with the formula in Equation 10. For the splice site prediction problem using the data from Section 3.3 with the features described in Section 3.4, most of the mutual information values are close to zero since each feature contributes very little to the classification of an instance. Therefore, the nominator is about one order of magnitude smaller than the denominator in Equation 9, while in Equation 10, the numerator is close to the denominator, resulting in higher values for f (w t ).
The final change we made to (Herndon and Caragea, 2013b) was the use of different features, as explained shortly in Section 3.4.
Thus, the two algorithms we propose use the source labeled data and the target labeled and unlabeled data to train a classifier for the target domain. For the source domain, Algorithm 1 selects generalizable features to be used, while Algorithm 2 assigns different weights to the features. These differences are highlighted in italics in steps 1 and 2 of the algorithms by using italics text. The algorithms iterate until convergence. In the first iteration, they use only the source and target labeled data to calculate and assign the posterior probabilities for the unlabeled data. Proportional to the prior probability distribution, the algorithms select top instances from the target unlabeled dataset and consider them to be labeled for subsequent iterations. For the rest of the iterations, the algorithms use the source labeled data, the target labeled data, and the target unlabeled data to build a classifier for labeling the remaining unlabeled instances. For the target unlabeled data, the algorithms use the probability distributions, while for the other datasets, source and target labeled, they use the labels of each instance when computing the prior probabilities and the likelihood.
Data Set
To evaluate these algorithms, we used a dataset for which (Herndon and Caragea, 2013b) M-step: Same as step 2, except that we also use the instances in the target unlabeled dataset; for this dataset we use the class for the self-trained instances, and the class distribution for the rest of the instances.
6: E-step: Same as step 3. 7: end while 8: Use classifier on new target instances.
Algorithm 2: DA with weighted features.
1: Assign different weights to the features of the source dataset using either Equation 9 or Equation 10. 2: Simultaneously compute the prior and likelihood, Equations 7 and 8, respectively. Note that for the source domain all labeled instances are used but the features are assigned different weights in step 1, while for the target domain only labeled instances are used with all their features. 3: Assign labels to the unlabeled instances from the target domain using Equation 1. Note that we use self-training, i.e., a number of instances, proportional to the class distribution, with the highest class probability are considered to be labeled in subsequent iterations. 4: while labels assigned to unlabeled data change do
5:
M-step: Same as step 2, except that we also use the instances in the target unlabeled dataset; for this dataset we use the class for the self-trained instances, and the class distribution for the rest of the instances.
in (Schweikert et al., 2008) , which contains DNA sequences of 141 nucleotides long, with the AG dimer , showcasing the different combinations of mutual information of the features in the two domains. Feature A has high mutual information in both domains, as shown on the left of subfigure (a) , resulting in large numerator and small denominator, and thus a high rank, as shown on the left of subfigure (b) . Feature B has low mutual information in both domains, resulting in small denominator, and thus a high rank, but lower than the rank of A since the numerator for A is greater than the numerator for B. Features C and D have high mutual information in one domain and low mutual information in the other domain, resulting in large denominator, and thus a low rank. Features E and F have close mutual information between the two domains, resulting in small denominator, and thus a higher rank than Features C and D.
at sixty-first position in the sequence, and a class label that indicates whether this dimer is an acceptor splice site or not. Although this dataset contains only acceptor splice sites, classifying donor splice sites can be done similarly to classifying the acceptor splice sites.
This dataset contains sequences from one source organism, C.elegans, and four target organisms at increasing evolutionary distance, namely, C.remanei, P.pacificus, D.melanogaster, and A.thaliana. The source organism contains a set of 100,000 instances, while each target organism has three folds each of 1,000, 2,500, 6,500, 16,000, 25,000, 40,000, and 100,000 instances that can be used for training, as well as three corresponding folds of 20,000 instances to be used for testing. In each file, there are 1% positive instances with small variations -variance is 0.01 -and the remaining instances are negative.
Data Preparation and Experimental Setup
To limit the number of experiments, we used the following datasets, as shown in Figure 2: • The 100,000 C.elegans instances as source labeled data used for training.
• Only the sets with 2,500, 6,500, 16,000, and 40,000 instances as labeled target data used for training.
• The set with 100,000 instances as unlabeled target data used for training.
• The corresponding folds of the 20,000 instances as target data used for testing. We represent each sequence as a combination of features that indicate the nucleotide and codon present at each location, i.e., 1-mer and 3-mer, respectively. We chose these features to create a balanced combination of simple features, 1-mers, and features that capture some correlation between the nucleotides, 3-mers, while keeping the number of features small. For example, a sequence starting with AAGATTCGC... and class -1 would be represented in WEKA ARFF 2 format as: In our previous work we used a bag-of-words approach with k-mers of length eight. This led to 4 8 or 65,535 sparse features. Moreover, those features did not take into consideration the location of each nucleotide. We believe that the major improvement we achieved is due to the features used, fewer and more location-aware.
We ran two different experiments with a grid search for the optimal values for β ∈ {0.1, 0.2, . . . , 0.9} and δ ∈ {0.01, 0.02, . . . , 0.08, 0.09, 0.1, 0.2}.
In the first one, we used only the nucleotides as features, while Figure 2 : Experimental setup. Our algorithms are trained on the source labeled dataset (100,00 instances) from C.elegans, target labeled instances (2,500, 6,500, 16,000, or 40,000 instances) and target unlabeled instances (100,000 instances) from C.remanei, P.pacificus, D.melanogaster, or A.thaliana. Once trained, each algorithm is tested on 20,000 instances from the corresponding target dataset.
in the second one we used nucleotides and codons as features. In both settings, we ran Algorithm 1 to select the features in the source domain (A1), Algorithm 2 using Equation 9 to weigh the features in the source domain (A2E9), and Algorithm 2 with Equation 10 to weigh the source domain features (A2E10).
To ensure that our results are unbiased, we repeated the experiments three times with different training and test splits. We used two baselines to evaluate our classifiers. The first baseline, which we expect to represent the lower bound, is the naïve Bayes classifier trained on the target labeled data (NBT). We believe that this will be the lower bound for our classifiers because we expect that adding the labeled data from a related organism (the source domain) as well as unlabeled data from the same organism (the target domain) should produce a better classifier. The second baseline is the naïve Bayes classifier trained on the source labeled data (NBS). We expect that the more distantly related the two organisms are, the less accurate the classifier trained on the source data would be when tested on the target data.
Our goal with this experimental setup was to determine how each of the following influence the performance of the classifier: 1. Features used, i.e., nucleotides, or nucleotides and codons.
2. Algorithm used, i.e., Algorithm 1 which keeps only the generalizable features in the source domain, or Algorithm 2 which assigns different weights to the features in the source domain.
3. Number of target labeled instances used in training the classifier, i.e., 2,500, 6,500, 16,000, or 40,000.
4. The evolutionary distance between the source and target domains.
5. Using source labeled data and target unlabeled data when training the classifier.
Results
Since the class distribution is highly skewed, with each set containing about 1% positive instances and the rest, about 99%, negative instances, we used the area under the precision-recall curve as a metric for evaluating the accuracy of our classifiers, and we present the highest auPRCs averaged over the three folds.
In Table 1 , we list the auPRC for our classifiers, the best overall algorithm in (Schweikert et al., 2008) , SVM S,T , and for the classifiers in (Herndon and Caragea, 2013b ). An additional view, that presents the trends of our classifiers, is shown in the Appendix. Although our results are not as good as the ones in (Schweikert et al., 2008) , they are greatly improved compared to results in (Herndon and Caragea, 2013b ), yet not as much as we expected. Even though they are not as good as the SVM S,T in (Schweikert et al., 2008) , they could be superior in some contexts. In addition, as we mentioned in Section 2, the complexity of SVM classifiers increases with the number of training instances and the number of features, when training the classifier (Schweikert et al., Table 1 : auPRC values for four target organisms based on the number of labeled target instances used for training: 2,500, 6,500, 16,000, and 40,000. The tables on the left (a, c, g, and e) show the values for the algorithms trained with nucleotide features, while the tables on the right (b, d, f, and h) show the values for the algorithms trained with nucleotide and codons features. NBT and NBS are baseline naïve Bayes classifiers trained on target labeled and source data, respectively, for the two algorithms we proposed, Algorithm 1 (A1) and Algorithm 2 (A2E9 and A2E10 when using Equation 9 and 10, respectively). We show for comparison with our algorithms the values for the best overall algorithm in (Schweikert et al., 2008) , SVM S,T , and the values in (Herndon and Caragea, 2013b) 2008). While their algorithms "required an equivalent of about 1,500 days of computing time on state-ofthe-art CPU cores" to tune their parameters (Schweikert et al., 2008) , and additional computing to analyze the biological features, our algorithms required the equivalent of only 300 days of computing, and the results can be easily interpreted. Furthermore, we believe that our algorithms are interesting from a theoretical perspective and it is useful to know how well they perform. Based on these results, we make the following observations: 1. Using a classifier with both the nucleotides and the codons as features performs better as the size of the target labeled data increases, while a classifier using only the nucleotides as features performs better with smaller target labeled datasets. We believe that this is caused by the fact that the codon features are sparser than the nucleotide features, and when there is little target labeled data the classifier does not have enough data to separate the positive from the negative instances.
2. The A1 classifier, based on Algorithm 1, and the A2E10 classifier, based on Algorithm 2, performed better than the other classifier, A2E9, each producing the best results in 11 and 5 cases, respectively. As mentioned above, the sparsity of the data affects the performance of the classifiers based on the features used. The A1 classifier, which uses only the nucleotides as features, performs better when the target labeled dataset is small, and also when the two organisms are more distantly related, while the A2E10 classifier, which uses the nucleotides and codons as features, performs better when the target labeled dataset is larger and the two organisms are more closely related.
3. The general trend in all classifiers is that they perform better as more target labeled instances are used for training. This conforms with our intuition that using a small dataset for training does not produce a good classifier.
4. As the evolutionary distance increases between the source and target organisms, the performance of our classifiers decreases. When the source and target organisms are closely related, as is the case with C.elegans and C.remanei, the large volume of labeled source data significantly contributes to generating a better classifier, compared to training a classifier on the target data alone. However, as the source and target organisms diverge, the source data contributes less to the classifier.
5. Using the source data and the target unlabeled data in addition to the target labeled data improves the performance of the classifier (e.g., A1 v. NBT for A.thaliana with 2,500 instances) compared to training a classifier on just the target labeled data. The improvement occurs even with larger datasets, although less substantial than with smaller datasets.
CONCLUSIONS AND FUTURE WORK
In this paper, we presented two similar domain adaptation algorithms based on the naïve Bayes classifier. They are based on the algorithms in (Herndon and Caragea, 2013a; Herndon and Caragea, 2013b) , to which we made four changes. The first change was to use probabilities for computing the prior and likelihood, Equations 7 and 8, instead of the counts in Equations 2 and 3. The second change was to use mutual information in Equations 9 and 10 instead of marginal probabilities to rank the features in Equation
4
. The third change was to assign different weights to the features from the source domain instead of selecting the features to use during training. The final change was to use fewer but more informative features. We used nucleotides and codons features that are aware of their location in the DNA sequence instead of 8-mers generated with a sliding window approach.
With these changes, we significantly improved the classification performance as compared to (Herndon and Caragea, 2013b) . In addition, empirical results on the splice site prediction task support our hypothesis that augmenting a small labeled dataset with a large labeled dataset from a close domain and unlabeled data from the same domain improves the performance of the classifier. This is especially the case when we have small amounts of labeled data but the same trend occurs for larger labeled datasets as well.
In future work, we would like to more thoroughly evaluate the predictive power of the features we used, and to investigate whether other algorithms might produce better results when used with these features. To evaluate the features, we plan to use data from other organisms, and also shuffle the existing data and the labels, and see how this affects the performance of the classifiers. To identify algorithms that might potentially be better for the task addressed in this work, we will investigate other transfer learning algorithms and compare their results with the results of our proposed algorithms.
In addition, we would like to further improve our classifier and are considering three approaches. In one approach, besides the features derived from biological background, nucleotides (1-mers) and codons (3-mers), we would like to use additional features, such as 2-mers, for example, or biological features, such as pyrimidine-rich motifs around the acceptor splice site. In another approach, we would like to address the splice site prediction problem as an anomaly detection problem, since the preponderance of positive instances is so small. And in the final approach, we would like to balance the ratio of positive and negative instances going as far as using only the positive labeled data for training.
