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Abstract—This paper studies the infinite-horizon adaptive op-
timal control of continuous-time linear periodic (CTLP) systems.
A novel value iteration (VI) based off-policy ADP algorithm
is proposed for a general class of CTLP systems, so that
approximate optimal solutions can be obtained directly from the
collected data, without the exact knowledge of system dynamics.
Under mild conditions, the proofs on uniform convergence of the
proposed algorithm to the optimal solutions are given for both the
model-based and model-free cases. The VI-based ADP algorithm
is able to find approximate optimal controllers without assuming
the knowledge of an initial stabilizing controller. Application
to the optimal control of a triple inverted pendulum subjected
to a periodically varying load demonstrates the feasibility and
effectiveness of the proposed method.
Index Terms—Adaptive dynamic programming, linear periodic
systems, optimal control, value iteration.
I. INTRODUCTION
Recently, reinforcement learning (RL) has invoked a lot
of research interests from both researchers in academia and
practitioners in industry, due to its successful applications
to the design of intelligent computer GO player and many
other intelligent agents learning tasks [1]. In RL, agents (or
controllers) find optimal decisions (controls) from scratch
through its interactions with an unknown environment. In spite
of its popularity, most previous RL algorithms have their own
limitations. Firstly, the underlying environments are described
by Markov decision processes [1], where time is discrete and
the state and input spaces are finite or countable. Secondly,
stability and safety properties associated with the use of the
obtained optimal policy are not considered and guaranteed.
However, many physical systems are more naturally described
by differential equations, where time is continuous and the
state and input spaces are infinite and continuous. Stability
and safety are also indispensable considerations in real-world
applications, e.g., autonomous vehicles. To this end, over the
past decade, another stream of RL algorithms has emerged, to
solve the optimal control problems described by differential
equations, without the exact knowledge of the system dy-
namics, and with stability guarantees; see, e.g., [2], [3] and
numerous references therein. This class of RL algorithms are
often coined adaptive dynamic programming (ADP), to be
distinguished from those with Markov decision processes. The
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interested reader can consult the books [2], [4] for several
practical applications of ADP.
While significant progresses have been made in the de-
velopment of ADP, most of the existing results are devoted
exclusively to time-invariant systems. When problems arise
from applications involving time-varying control systems,
those ADP algorithms previously developed for time-invariant
systems are not directly applicable. Recently, in [5] and [6], the
finite-horizon optimal control problem was studied for time-
varying systems by ADP. However, the corresponding infinite-
horizon optimal control problem for time-varying systems de-
scribed by differential equations has received scanty attention.
There are several technical obstacles for this generalization.
First, the stability analysis and control synthesis of time-
varying systems are much more challenging than the case of
time-invariant systems. Second, predicting the future evolution
of the system trajectories becomes an intractable task for
general time-varying systems, using only the historical data
collected over a finite period of time, which is a key to the
development of ADP algorithms. With these observations in
mind, how to develop ADP algorithms to address the infinite-
horizon optimal control problem of uncertain time-varying
systems with guaranteed stability remains an open problem. In
this paper, we take a step forward to study this longstanding
unresolved issue. To this end, we will examine the infinite-
horizon adaptive optimal control of continuous-time linear
periodic (CTLP) systems. Given that periodic disturbances are
common in machinery with rotating parts, the analysis and
control of CTLP systems have played an important role in
applications such as wind turbine [7], attenuation of vibration
in helicopter rotors [8], spacecraft attitude control [9], ellip-
tical spacecraft rendezvous [10], inverted pendulum subject
to periodic load [11]. Orbital stabilization of time-invariant
nonlinear systems can also be analyzed and designed using
CTLP systems, since linearization of nonlinear systems along a
periodic orbit yields CTLP systems [12, Section 5.1]. It should
be emphasized that even for this class of CTLP systems, the
design of ADP algorithm is a non-trivial task, as a result of the
nonlinear dependence of system parameters on the time. The
well-known Floquet-Lyapunov theory can hardly be directly
applied here, since it is unclear how to obtain the Floquet
factors [13], when the exact system matrices are unknown.
Inspired by the time-invariant results in [14], a novel value
iteration (VI) based ADP algorithm is proposed for a class
of CTLP systems in this paper, to find approximate optimal
controllers without the exact knowledge of system dynamics
and an initial stabilizing controller. The VI-based ADP is
based on the asymptotic property of finite-horizon solution
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2of the periodic Riccati equation (PRE). It is claimed in
[15] that the solution of the PRE starting from a positive
semidefinite initial matrix converges to the stabilizing solution
of the same PRE, under certain conditions. However, it is
pointed out by the authors of [16] and [17] that the proof
of the claim in [15] is based on some wrong preliminary
results. In the present paper, we firstly give a new proof
of the claim, and then present a VI-based ADP algorithm,
using the Fourier basis approximation. It turns out that the
VI-based ADP algorithm amounts to numerically solving the
final value problem of a nonlinear differential equation, which
only involves collected data and is independent of the exact
system dynamics. In Section III, the uniform convergence of
the VI-based ADP algorithm to the optimal solution of the
corresponding optimal control problem is rigorously proved. In
Section IV, the proposed VI-based ADP algorithm is applied
to the adaptive optimal control of a triple inverted pendulum
subjected to a periodically varying load, which demonstrates
the effectiveness of the resulting algorithm. Section V closes
the paper with some concluding remarks. It is worth noting
that there is a rich literature on model-based optimal control
(see, e.g., [18], [17] and references therein) and on adaptive
control (see, e.g., [19], [20] and references therein) for CTLP
systems, but not on adaptive optimal control.
Notations: R (R+) is the set of (nonnegative) real num-
bers. Z+ is the set of nonnegative integers. Sn denotes the
vector space of all n-by-n real symmetric matrices. ⊗ is
the Kronecker product operator. | · | and ‖ · ‖ represent
the Euclidean norm for vectors and the Frobenius norm for
matrices, respectively. [v]j denotes the jth element of vector
v ∈ Rn. [X]i,j denotes the element in ith row and jth column
of matrix X ∈ Rm×n. bvc represents the largest integer no
larger than v ∈ R. X† denotes the Moore-Penrose inverse of
matrix X . σmin(X) is the minimal singular value of matrix
X .
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider continuous-time linear periodic systems
x˙(t) = A(t)x(t) +B(t)u(t), (1)
where x(t) ∈ Rn is the system state, u(t) ∈ Rm is the control
input, A(·) : R → Rn×n, B(·) : R → Rn×m are continuous
and T -periodic matrix-valued functions, i.e.,
A(t+ T ) = A(t), B(t+ T ) = B(t), T ∈ R+, ∀t ∈ R.
Let Φ(t, τ) denote the state transition matrix of the unforced
system of (1), with u = 0. Namely, it satisfies
Φ˙(t, τ) = A(t)Φ(t, τ), Φ(τ, τ) = I, t > τ,
and Φ(t+T, τ+T ) = Φ(t, τ). In the setting of linear periodic
system, the matrix Φ(t + T, t) is known as the monodromy
matrix at time t. Its eigenvalues (also called characteristic
multipliers) are independent of t. A(·) is asymptotically stable
if and only if its characteristic multipliers are inside the open
unit disk. See [21] for the details.
The infinite-horizon periodic linear quadratic (PLQ) optimal
control problem [17, Section 6.5.1.1] is to find a linear stabiliz-
ing control law u(t) = −K(t)x(t), where K(·) : R→ Rm×n
is continuous and T -periodic, such that the following quadratic
cost is minimized
J(t0, ξ, u(·)) =
∫ ∞
t0
(
|C(t)x(t)|2 + uT (t)R(t)u(t)
)
dt, (2)
where C(·) : R → Rr×n, R(·) : R → Rm×m are continuous
and T -periodic, R(·) is positive definite, x(t) is the solution
of (1) with initial state x(t0) = ξ, ξ ∈ Rn. Associated with
the PLQ control problem is the PRE
−P˙ (t) = AT (t)P (t) + P (t)A(t)
− P (t)B(t)R−1(t)BT (t)P (t) + CT (t)C(t). (3)
Generally, the PRE (3) may admit many different kinds of
solutions, among which two particular kinds [17], [22] are
relevant to this paper.
Definition 1. Consider the real symmetric, periodic and
positive semidefinite (SPPS) solutions satisfying PRE (3) over
time interval (−∞,∞).
1) PS(·) is called strong solution, if the characteristic multi-
pliers of DS(t) = A(t)−B(t)R−1(t)B(t)TPS(t) belong
to the closed unit disk.
2) P+(·) is called stabilizing solution, if the characteristic
multipliers of D+(t) = A(t) − B(t)R−1(t)B(t)TP+(t)
belong to the open unit disk.
Assumption 1. (A(·), B(·)) is stabilizable and (A(·), C(·)) is
detectable [21, Theorem 4].
Under Assumption 1, the optimal solution to the infinite-
horizon PLQ control problem exists and is unique [17, Theo-
rem 6.5 and 6.12].
Lemma 1. There exists a unique SPPS solution P ∗(·)
of the PRE, and the corresponding closed-loop system is
stable, if and only if Assumption 1 is satisfied. In ad-
dition, a) PS = P+ = P ∗. b) the cost (2) is mini-
mized by the optimal controller u∗(t) = −K∗(t)x(t), with
K∗(t) = R−1(t)BT (t)P ∗(t). c) the corresponding minimum
cost is J∗(t0, ξ) = J(t0, ξ, u∗(·)) = ξTP ∗(t0)ξ.
In general, it is difficult to obtain an analytic expression for
P ∗(·), which is a nonlinear matrix-valued function of time t. In
this paper, Fourier basis functions are adopted to approximate
different periodic functions. For a continuous and T -periodic
function f(·) : R → R, partial sums of its Fourier series
representation are
fN (x) =
a0
2
+
N∑
i=1
(ai cos (ωix) + bi sin (ωix)) ,
where ω = 2pi/T , N ∈ Z+, {ai}Ni=0 and {bi}Ni=1 are
Fourier coefficients. The following lemma gives the asymptotic
property of using fN to approximate f .
Lemma 2 ( [23, Theorem 1.5.1]). If f is T -periodic, contin-
uous and piecewise continuously differentiable, then fN → f
uniformly, as N →∞.
When matrices A(·) and B(·) are unknown, the optimal
solution P ∗(·) can hardly be obtained directly due to the
nonlinearity of the PRE. In next section, VI is exploited to find
3approximate optimal controllers directly from the input/state
data collected along the controlled system trajectories.
Definition 2. For X ∈ Rn×m, Y ∈ Sm, v ∈ Rn, define
vec(X) = [XT1 , X
T
2 , · · · , XTm]T ,
vecs(Y ) = [y11,
√
2y12, · · · ,
√
2y1m, y22,
√
2y23,
· · · ,
√
2ym−1,m, ym,m]T ∈ R 12m(m+1),
v˜ = [v21 ,
√
2v1v2, · · · ,
√
2v1vn, v
2
2 ,
√
2v2v3,
· · · ,
√
2vn−1vn, v2n]
T ∈ R 12n(n+1),
where Xi is the ith column of X . In addition, vecs−1(·) and
vec−1(·) denote the inverse functions of vecs(·) and vec(·),
respectively.
As it can be directly checked, we have
Fact 1. For X ∈ Sn, Y ∈ Rn×m, v ∈ Rn, |vecs(X)| = ‖X‖,
|vec(Y )| = ‖Y ‖, vTXv ≡ v˜Tvecs(X).
III. VALUE ITERATION BASED ADAPTIVE DYNAMIC
PROGRAMMING FOR CONTINUOUS-TIME LINEAR
PERIODIC SYSTEMS
The value iteration method is based on the asymptotic
property of the solution to the finite-horizon PLQ optimal
control problem. For any t < tf and a measurable locally
essentially bounded input u : [t, tf ) → Rm, define finite-
horizon cost
V (t, tf , ξ, u(·), G) = x(tf )TGx(tf )
+
∫ tf
t
(
|C(t)x(t)|2 + u(t)TR(t)u(t)
)
dt,
for all ξ ∈ Rn and G ∈ Sn, G ≥ 0, where x(t) = ξ. Starting
at P (tf ) = G, the corresponding solution of the PRE (3) at
time t < tf , denoted by P (t; tf , G), satisfies
ξTP (t; tf , G)ξ = min
u
V (t, tf , ξ, u(·), G).
Generally, P (·; tf , G) is not necessarily periodic, and different
from the SPPS solutions in Definition 1, P (·; tf , G) satisfies
PRE (3) over time interval (−∞, tf ] [24, Section 6.1.4]. Next,
it is shown that P (t; tf , G) with G ≥ 0 will approach the SPPS
solution P ∗(t) of the PRE (3), as time t goes to the negative
infinity. We first introduce a useful lemma.
Lemma 3. For any 0 ≤ G1 ≤ G2 and t < tf ,
P (t; tf , G1) ≤ P (t; tf , G2).
Proof. For any fixed ξ ∈ Rn, and any measurable locally
essentially bounded u,
ξTP (t; tf , G1)ξ ≤ V (t, tf , ξ, u,G1) ≤ V (t, tf , ξ, u,G2).
Minimizing the above inequalities simultaneously over u,
we obtain ξTP (t; tf , G1)ξ ≤ ξTP (t; tf , G2)ξ. Since ξ is
arbitrary, the proof is completed.
Theorem 1. Under Assumption 1, if G = GT ≥ 0, then
lim
t→−∞ (P (t; tf , G)− P
∗(t)) = 0. (4)
Proof. See the Appendix.
Remark 1. In 1975, Hewer drew the same conclusion [15,
Theorem 4.11] with Theorem 1. However, as pointed out in
[17, Section 6.3.4] and [16], the proof of Theorem 4.11 in [15]
was based on several wrong preliminary results. The proof of
Theorem 1 in this paper is new and is included for the sake
of completeness.
Theorem 1 means that near-optimal solutions of P ∗(·)
can be found by solving the PRE (3) backward in time
with boundary condition G ≥ 0. This property enables us
to develop a novel VI-based ADP algorithm, to find near-
optimal controllers of the infinite-horizon PLQ optimal control
problem, when the system dynamics is not precisely known.
Before proceeding, we make the following assumption.
Assumption 2. The matrix-valued functions A(·) and B(·)
are T -periodic and continuously differentiable on R.
Note that the solutions of PRE (3) need not evolve according
to the same time variable in system (1). To emphasize this
point, in the rest of this paper we use s ∈ R for the algorithmic
time, which is the time used in the PRE, while t ∈ R is
reserved for the system evolution time, i.e. the time used in
system (1). This separation of time variables is essential in
the development of our proposed algorithm in the sequel (also
see Remark 3). To find an approximate solution of P ∗(·) using
Theorem 1, we can solve the following final value problem on
[0, sf ] for large sf > 0
−P˙ (s) = AT (s)P (s) + P (s)A(s) + CT (s)C(s)
− P (s)B(s)R−1(s)BT (s)P (s), P (sf ) = G,
(5)
where G = GT ≥ 0, P (s) is equivalent to P (s; sf , G).
Define matrix-valued functions
H(s, t) = AT (t)P (s) + P (s)A(t),
K(s, t) = BT (t)P (s).
(6)
For fixed s ∈ [0, sf ], H(s, t) and K(s, t) are periodic with
respect to time t ∈ R. Thus we can express vecs(H(s, t)) and
vec(K(s, t)) by their Fourier series
vecs(H(s, t)) = W (1)(s)FN (t) + e
(1)
N (s, t),
vec(K(s, t)) = W (2)(s)FN (t) + e
(2)
N (s, t),
(7)
where W (1)(s) ∈ Rn1×(2N+1), n1 = n(n + 1)/2 and
W (2)(s) ∈ Rn2×(2N+1), n2 = mn are Fourier coefficients
at algorithmic time s,
FN (t) = [1, cos (ωt), sin (ωt), cos (2ωt), sin (2ωt),
· · · , cos (Nωt), sin (Nωt)]T ,
e
(1)
N (s, t) ∈ Rn1 and e(2)N (s, t) ∈ Rn2 are truncation errors.
For M ∈ Z+\{0}, define tj = j∆t, j = 0, 1, 2, · · · ,M .
∆t is the sampling interval. Assuming a measurable locally
essentially bounded input u0(·) : [0, tM ] → Rm is applied to
system (1) to collect input/state data for learning, we have
dxT (t)P (s)x(t)
dt
= x˙T (t)P (s)x(t) + xT (t)P (s)x˙(t)
= xT (t)H(s, t)x(t) + 2uT0 (t)K(s, t)x(t).
(8)
4Integrating both sides of (8) from tj to tj+1, by Fact 1, we
obtain
[x˜(tj+1)− x˜(tj)]Tvecs(P (s)) =∫ tj+1
tj
x˜T (t)vecs(H(s, t))dt+∫ tj+1
tj
(
xT (t)⊗ 2uT0 (t)
)
vec(K(s, t))dt.
(9)
Using (7), we can organize (9) for j = 0, 1, 2, · · · ,M−1 into
a single linear matrix equation
Θ
[
vec(W (1)(s))
vec(W (2)(s))
]
+ EN (s) = Γx˜vecs(P (s)), (10)
where
Θ =

∫ t1
t0
FTN ⊗ x˜Tdt,
∫ t1
t0
FTN ⊗ xT ⊗ 2uT0 dt∫ t2
t1
FTN ⊗ x˜Tdt,
∫ t2
t1
FTN ⊗ xT ⊗ 2uT0 dt
...
...∫ tM
tM−1
FTN ⊗ x˜Tdt,
∫ tM
tM−1
FTN ⊗ xT ⊗ 2uT0 dt
 ,
Γx˜ =

x˜T (t1)− x˜T (t0)
x˜T (t2)− x˜T (t1)
...
x˜T (tM )− x˜T (tM−1)
 , EN (s) =

e0,N (s)
e1,N (s)
...
eM−1,N (s)

ej,N (s) =
∫ tj+1
tj
x˜T (t)e
(1)
N (s, t)dt
+
∫ tj+1
tj
(
xT (t)⊗ 2uT0 (t)
)
e
(2)
N (s, t)dt.
(11)
Assumption 3. Given N > 0, there exist M¯ > (n1 +
n2)(2N + 1) and α > 0 (independent of N ), such that for
all M > M¯ , M ∈ Z+,
1
M
ΘTΘ ≥ αI(n1+n2)(2N+1). (12)
Moreover, for all t ∈ [0, tM ], |x(t)| ≤ β, β independent of N .
Remark 2. Condition (12) appeared in the past literature of
ADP [2], [4], [25], which is in the spirit of persistency of
excitation (PE) in adaptive control. An exploration noise, such
as sum of sinusoidal signals with diverse frequencies, can be
added to u0, if needed, to satisfy (12). To guarantee the state
trajectories are bounded, a state-resetting strategy similar to
[26, Remark 4.3] can be adopted.
Under Assumption 3, (10) can be rewritten as[
vec(W (1)(s))
vec(W (2)(s))
]
= Θ† (Γx˜vecs(P (s))− EN (s)) . (13)
Note that by (5) and (6),
−P˙ (s) = H(s, s) + CT (s)C(s)
−KT (s, s)R−1(s)K(s, s). (14)
Thus if (13) is differentiable, combined with equations (14)
and (7), a differential equation of W (1)(s) and W (2)(s) can be
obtained, where A(·), B(·) and P (·) do not appear explicitly.
Lemma 4. W (1)(·), W (2)(·), e(1)N (·, t), e(2)N (·, t) and EN (·)
in equations (7) and (10) are continuously differentiable in
algorithmic time s.
Proof. From the definition (6), H(s, t) and ∂sH(s, t) are
continuous both in s and t. Then by Leibniz integral rule and
the definition of Fourier coefficients, we have
[W˙ (1)(s)]i,k =
2
T
∫ T/2
−T/2
[vecs(∂sH(s, t))]ip(k, t)dt, (15)
where i = 1, 2, · · · , n1, k = 1, 2, · · · , 2N + 1 and
p(k, t) =

1, if k = 1
cos (ωtk/2), if k is even
sin (ωtbk/2c), if k is odd and k > 1
.
Thus by [27, Definition 10.1], W (1)(·) is continuously differ-
entiable in s. By (7), e(1)N (·, t) is continuously differentiable in
s. With similar arguments, we know that W (2)(·) and e(2)N (·, t)
are continuously differentiable in s. Note that e(1)N (s, t),
e
(2)
N (s, t), ∂se
(1)
N (s, t) and ∂se
(2)
N (s, t) are continuous both
in s and t. Again, by Leibniz integral rule, (11) and [27,
Definition 10.1], EN (·) is continuously differentiable in s.
This completes the proof.
By Lemma 4, equations (14) and (7), taking derivatives with
respect to s on both sides of (13), we obtain[
vec(W˙ (1)(s))
vec(W˙ (2)(s))
]
= H (W (s), s) + G (W (s), s) , (16)
where
H (W (s), s) = Θ†Γx˜
[
−W (1)(s)FN (s)− vecs(CT (s)C(s))
+vecs
(
(vec−1(W (2)(s)FN (s)))TR−1(s)
vec−1(W (2)(s)FN (s))
)]
,
G (W (s), s) = Θ†
[
−E˙N (s)
+Γx˜
(
vecs
(
(vec−1(W (2)(s)FN (s)))TR−1(s)
vec−1(e(2)N (s, s)) + (vec
−1(e(2)N (s, s)))
TR−1(s)
vec−1(W (2)(s)FN (s)) + (vec−1(e
(2)
N (s, s)))
TR−1(s)
vec−1(e(2)N (s, s))
)
− e(1)N (s, s)
)]
,
W (s) =
[(
W (1)(s)
)T
,
(
W (2)(s)
)T]T
.
In above calculation, all the terms containing the truncation
errors are grouped into G(W (s), s). If G(W (s), s) is ignored,
we obtain the following differential equation[
vec(
˙ˆ
W (1)(s))
vec(
˙ˆ
W (2)(s))
]
= H
(
Wˆ (s), s
)
, Wˆ (sf ) = 0. (17)
where
Wˆ (s) =
[(
Wˆ (1)(s)
)T
,
(
Wˆ (2)(s)
)T]T
.
Notice that no explicit system dynamics information is con-
tained in (17). Thus if Wˆ (s) is close to W (s), approximate
5optimal controllers are possible to be found in view of (7),
directly from the collected data. Indeed, the following two
lemmas show that Wˆ (s) can be made close to W (s).
Remark 3. Through the derivations from (5) to (17), equation
(8) is a critical step in getting rid of the knowledge of system
dynamics. The validity of (8) is a result of distinguishing the
algorithmic time s from the system evolution time t. This
justifies the importance of the separation of time variables.
Lemma 5. Under Assumptions 1, 2 and 3, for any −∞ <
s′ < sf :
1) e(1)N (s, t), e
(2)
N (s, t), ∂se
(1)
N (s, t), ∂se
(2)
N (s, t) all converge
uniformly to 0 on [s′, sf ]× R, as N →∞.
2) for any  > 0, there exists N¯ > 0, such that ∀N > N¯ ,
sup
s∈[s′,sf ]
|G (W (s), s) | < .
Proof. See the Appendix.
Lemma 6. Let G = 0 in PRE (5). Under Assumptions 1, 2
and 3, for any  > 0 and 0 < sf < ∞, there exists N¯ > 0,
such that ∀N > N¯ ,
sup
s∈[0,sf ]
‖W (1)(s)− Wˆ (1)(s)‖ < ,
sup
s∈[0,sf ]
‖W (2)(s)− Wˆ (2)(s)‖ < ,
where Wˆ (1)(s) and Wˆ (2)(s) are generated by (17).
Proof. See the Appendix.
With Lemma 6, we can solve equation (17) by any conver-
gent numerical method [28, Section 213] backward in time on
[0, sf ], to find approximate values of W (s). Supposing in the
numerical method, the largest stepsize is h > 0, and at step
values {sk}Lk=0, L ∈ Z+, s0 = 0, sL = sf , the numerical
solutions of (17) are computed, denoted by {Wˆ (1)k }Lk=0 and
{Wˆ (2)k }Lk=0. Then we can define
vecs(Hˆk) = Wˆ
(1)
k FN (sk), vec(Kˆk) = Wˆ
(2)
k FN (sk), (18)
which are used as approximations to H(s, s) and K(s, s) at
{sk}Lk=0, respectively. By Theorem 1, as long as sf is large
enough, (18) with sk near 0 will be good approximations to
H∗(t) = AT (t)P ∗(t) + P ∗(t)A(t),
K∗(t) = BT (t)P ∗(t),
(19)
at the same step values. But (18) is discrete, which is not
convenient. We would like to fit the part of the data close to
(19) in (18) to get two continuous functions H¯(·) and K¯(·).
Supposing we are able to choose a L¯ ∈ Z+, satisfying sL¯ > T
and bL/2c > L¯ > 2N + 1, define
U = [ FN (s0) FN (s1) · · · FN (sL¯) ]T ,
V = [ vecs(Hˆ0) vecs(Hˆ1) · · · vecs(HˆL¯) ]T ,
W = [ vec(Kˆ0) vec(Kˆ1) · · · vec(KˆL¯) ]T .
Assumption 4. Given N > 0, there exist bL/2c > L¯0 >
2N + 1 and α > 0 (independent of N ), such that for all
bL/2c > L¯ > L¯0, sL¯ > T ,
1
(L¯+ 1)
UTU ≥ αI2N+1.
Under Assumption 4, over-determined least squares fittings
are implemented on data sets {V,U} and {W,U}, respec-
tively, to get
H¯(t) = vecs−1(W¯ (1)FN (t)),
K¯(t) = vec−1(W¯ (2)FN (t)),
(20)
where
(W¯ (1))T = U†V, (W¯ (2))T = U†W. (21)
We are in a position to state our main result on approximating
the optimal solution of the infinite-horizon PLQ problem
without the precise knowledge of system dynamics.
Theorem 2. Consider the infinite-horizon PLQ optimal con-
trol problem of system (1) with cost (2). Under Assumptions 1,
2, 3 and 4, for any  > 0, there exist s¯f > 0, N¯ > 0, h¯ > 0,
such that ∀sf > s¯f , ∀N > N¯ , any 0 < h < h¯, we have
sup
t∈R
‖H¯(t)−H∗(t)‖ < , sup
t∈R
‖K¯(t)−K∗(t)‖ < ,
where L¯ is chosen to satisfy sL¯ > T , bL/2c > L¯ > 2N + 1.
Proof. See the Appendix.
To sum up, our novel VI-based off-policy ADP algorithm
is presented in Algorithm 1.
Algorithm 1: VI-based off-policy ADP
Choose ∆t > 0, large enough M > 0, N > 0, sf > 0,
and small enough h > 0.
Apply u0(·) : [0, tM ] → Rm (with exploration noise) to
system (1), collect the system state and control input data.
Construct the data matrices Θ and Γx˜.
Solve (17) backward in time on [0, sf ] by any numerical
method.
Choose L¯ satisfying sL¯ > T , bL/2c > L¯ > 2N + 1.
(W¯ (2))T ← (UTU)−1UTW.
K¯(t)← vec−1(W¯ (2)FN (t)).
Use u¯(t) = −R−1(t)K¯(t)x(t) as the approximate opti-
mal control for all t ∈ [0,∞).
Lemmas 2,5,6
𝐻 𝑠, 𝑠 , 𝐾(𝑠, 𝑠) 𝑊(1) 𝑠 ,𝑊(2)(𝑠)
෡𝑊(1) 𝑠 , ෡𝑊(2)(𝑠)
ഥ𝑊(1), ഥ𝑊(2)ഥ𝐻(𝑡), ഥ𝐾(𝑡)
𝐻∗(𝑡), 𝐾∗(𝑡)
(7)
Lemma 6
(20)
(19)
Theorem 2
Theorem 1 Lemma 5Lemmas 1,3
Lemma 2
(13) (15)
Lemma 4
Fig. 1. Overview of derivations and convergence analysis of Algorithm 1.
6To give a clearer explanation of the derivations and conver-
gence analysis of Algorithm 1, the relationships of different
components in this section are summarized in Figure 1.
Remark 4. Here is a heuristic procedure for the choice of
parameters in Algorithm 1:
(1) Choose some ∆t > 0, N > 0.
(2) In view of Assumption 3, Θ should be at least full column
rank. Thus M  (n1 + n2)(2N + 1). Then tM = M∆t.
(3) Find an sf , such that ‖Wˆ (s)‖ given by (17) is almost
periodic near s = 0. If such an sf can not be found for
large values of sf , increase N and go back to step (2).
(4) Set h > 0 such that b sfh c  2N + 1.
(5) Choose L¯ satisfying sL¯ > T , bL/2c > L¯ > 2N + 1.
Under Assumption 2, H(s, t) and K(s, t) in (6) are contin-
uously differentiable both in s and t. By [29, Theorem 4.4],
their Fourier coefficients decay like 1N . Thus a satisfactory N
will not be unrealistically large.
IV. SIMULATION RESULTS
Consider the triple inverted pendulum with a periodically
varying load [13], modeled by system (1) with
A(t) =
[
03 I3
A21(t) A22
]
, B(t) =
[
03
B2
]
(22)
A21(t) =
 (γ − 3) (3− γ) −1(4− γ) 2(γ − 3) (3− γ)
−1 (4− γ) (γ − 3)
 ,
A22 = 0.5
 −1 0 01 −1 0
0 1 −1
 , B2 =
 1 −1 0−1 2 −1
0 −1 2
 ,
and states x(t) = [η1(t), η2(t), η3(t), η˙1(t), η˙2(t), η˙3(t)]
T ,
inputs u(t) = [u1(t), u2(t), u3(t)]T , where γ = 1 + 2cos(t).
For each i = 1, 2, 3, ηi(·) is the angle of the ith pendulum with
respect to the vertical line; η˙i(·) is the corresponding angular
velocity; ui(·) is the control torque applied at the bottom of
the ith pendulum.
The weighting matrices are chosen as C = I6, R = I3. If
system matrices (22) is known, (5) can be solved to obtain an
approximate optimal controller, which is referred as model-
based PLQ controller. However, the actual system need not
evolve exactly as (22). Suppose an extra periodically varying
disturbance exists, which changes A21(t) in (22) to A˜21(t) =
A21 + (1 + sin(3t))I3. As shown in Figure 3 (a), the model-
based PLQ controller is not robust to this extra disturbance.
Now Algorithm 1 is applied to (22) with A˜21(t), to obtain
an ADP controller. By following the procedure in Remark 4,
with ∆t = 0.2 we find that N = 6, sf = 40 are enough for
this example. Thus M is chosen to be 800 and tM = 160.
The following initial controller
[u0(t)]i = 0.2 ∗
500∑
j=1
sin (ωi,jt), i = 1, 2, 3
is applied to the system over time interval [0, tM ] to collect
data, where ωi,j is drawn from a uniform distribution over
[−500, 500]. To guarantee the collected data is bounded, we
reset x(t+j ) to the initial state as long as |x(t−j )| > 10. It is
easy to check that A(·), B(·) and C(·) of this system satisfies
Assumptions 1 and 2. The MATLAB ODE solver ode45
[30] is utilized to solve (17), in which h = 0.3. The ODE
solver ends in L = 809 steps. Thus we choose L¯ = 388.
The different control gains generated by Algorithm 1 and the
optimal gains (5) are compared in Fig. 2. The closed-loop
response of the triple pendulum under the final control gain
K¯(·) is presented in Fig. 3 (b). These figures demonstrate
that Algorithm 1 successfully finds the approximate optimal
controller stabilizing the triple inverted pendulum, without the
exact knowledge of the system dynamics.
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Fig. 2. Comparison of different control gains. K¯(·) is the output of Algorithm
1; Kˆk is generated by solving (17) numerically; K(·) is generated by model-
based VI (5); K∗(·) is the optimal control gain; Wˆ (2) is generated by (17);
W¯ (2) is given in (21).
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0 2 4 6 8 10
System Evolution Time
-2
0
2
4
St
at
es
(b) State trajectories under ADP controller
Fig. 3. Closed-loop responses of the triple inverted pendulum under the
model-based PLQ controller and the ADP controller.
V. CONCLUSION
An innovative VI-based ADP algorithm is proposed for
CTLP systems in this paper, such that learning-based approx-
imate optimal controllers can be obtained without the exact
knowledge of system dynamics. The proposed algorithm does
not assume an initial stabilizing controller, and is off-policy,
7which is easy-to-use and data-efficient. Convergence analysis
is developed for the presented VI-based ADP algorithm. It
is shown that, under mild conditions, the proposed algo-
rithm generates a sequence of approximate optimal controllers
converging uniformly to the optimal solutions. In addition,
the proposed adaptive optimal control method is successfully
tested in a benchmark example of controlling a triple inverted
pendulum with a periodically varying load.
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APPENDIX
A. Proof of Theorem 1
The proof is divided into three cases: Case 1) G > 0; Case
2) G = 0; Case 3) G ≥ 0, G 6= 0 with at least one zero
eigenvalue.
Case 1): In this case, by Lemma 1 and [22, Corollary],
we immediately obtain limt→−∞ (P (t; tf , G)− P ∗(t)) =
limt→−∞ (P (t; tf , G)− PS(t)) = 0.
Case 2): In this case, for any t ≤ τ1 ≤ τ2 and any
ξ ∈ Rn, define u(2)(s) , −B(s)TP (s; τ2, 0)x(2)(s), where
x(2)(s), t ≤ s ≤ τ2, is the solution of system (1) under control
u(2)(s). By definition,
ξTP (t; τ1, 0)ξ = min
u
V (t, τ1, ξ, u, 0) ≤ V (t, τ1, ξ, u(2), 0)
≤ V (t, τ2, ξ, u(2), 0) = ξTP (t; τ2, 0)ξ.
Hence P (t; τ, 0) is nondecreasing as τ →∞, when t ≤ τ . By
Lemma 1, P ∗(t) is stabilizing solution of the PRE, which
means ξTP ∗(t)ξ < ∞, for any fixed ξ ∈ Rn and t. Let
u∗(s) = −B(s)TP ∗(s)x∗(s), where x∗(s), t ≤ s ≤ τ is
the solution of system (1) under control u∗(s). Again, by
definition,
ξTP (t; τ, 0)ξ ≤ V (t, τ, ξ, u∗, 0)
≤ lim
τ¯→∞V (t, τ¯ , ξ, u
∗, 0) = ξTP ∗(t)ξ <∞.
Therefore when t ≤ τ , P (t; τ, 0) is nondecreasing as τ →∞,
and bounded from the above. By the monotone convergence
theorem, P¯ (t; 0) := limτ→∞ P (t; τ, 0) exists. By periodicity,
P (t+ T ; τ + T, 0) = P (t; τ, 0).
Then we have
P¯ (t+T ; 0) = lim
τ→∞P (t+T ; τ, 0) = limτ→∞P (t; τ, 0) = P¯ (t; 0).
Furthermore, P (t; τ, 0) is symmetric and positive semidefinite
for all t ≤ τ . This implies that P¯ (t; 0) is a SPPS solution
of the PRE. Due to the uniqueness of the SPPS solution, we
have P¯ (t; 0) = P ∗(t). In P (t; τ, 0), τ → ∞ is equivalent to
t→ −∞, thus (4) holds when G = 0.
Case 3): In this case,we can always find a G¯ > 0, such that
0 ≤ G ≤ G¯, then (4) follows by Lemma 3 and the squeeze
theorem [31, Theorem 3.3.6].
B. Proof of Lemma 5
For 1), by Assumption 2, A(t) is locally Lipschitz contin-
uous at t, hence A(·) is Lipschitz continuous on compact set
[t, t+T ]. Due to the periodicity, we know that A(·) is Lipschitz
continuous on R. Define
F(s, τ) = vecs(H(s, t− τ))− vecs(H(s, t))
sin(ωτ/2)
for 0 < |τ | ≤ T2 , and put F(s, 0) = 0. Then we have
|F(s, τ)| ≤ 2‖A(t− τ)−A(t)‖‖P (s)‖| sin(ωτ/2)| ≤ U¯
∣∣∣∣ τsin(ωτ/2)
∣∣∣∣ ,
where U¯ > 0 does not depend on t, s or τ , since A(·) is
Lipschitz continuous on R and P (s) is bounded by Theorem
1. From above inequalities, it is easy to see that |F(s, τ)|
is bounded on [s′, sf ] × [−T/2, T/2]. Following the same
derivations as those in [27, Theorem 8.14], we have
W (1)(s)FN (t)− vecs(H(s, t)) =
1
T
∫ T/2
−T/2
[
F(s, τ) cos(ωτ
2
)
]
sin(Nωτ)dτ
+
1
T
∫ T/2
−T/2
[
F(s, τ) sin(ωτ
2
)
]
cos(Nωτ)dτ,
which converges uniformly on [s′, sf ] × R to 0 as N → ∞,
as a result of [27, Theorem 8.12] and the boundedness of
F(s, τ). Therefore, limN→∞ e(1)N (s, t) = 0 uniformly on
[s′, sf ] × R. Through similar arguments, we can prove that
e
(2)
N (s, t), ∂se
(1)
N (s, t), ∂se
(2)
N (s, t) all converge uniformly to 0
on [s′, sf ]× R.
For 2), by definition of G(W (s), s), Lemma 2 and As-
sumption 3, for any 0 > 0, there exists N¯0 > 0, such that
∀N > N¯0,
sup
s∈[s′,sf ]
|G (W (s), s) | < M‖Θ†‖2(1 + 2β4)0
=
M(1 + 2β4)
σmin(Θ)
0 ≤ 1 + 2β
4
α
0.
Note that α and β are independent of N , the proof is
completed.
C. Proof of Lemma 6
Firstly, we prove that if the solution of (17) exists on interval
[s′, sf ], for some −∞ < s′ < sf and ∀N > N1, N1 > 0, then
Lemma 6 holds on this interval. Subtracting (17) from (16),
we have
[
vec(Z˙(1)(s))
vec(Z˙(2)(s))
]
= H (W (s), s)
−H
(
Wˆ (s), s
)
+ G (W (s), s) ,
(23)
where
Z(s) =
[
Z(1)(s)
Z(2)(s)
]
=
[
W (1)(s)− Wˆ (1)(s)
W (2)(s)− Wˆ (2)(s)
]
, Z(sf ) = 0.
8Consider the following differential equation evolving on
[s′, sf ][
vec(Z˙
(1)
0 (s))
vec(Z˙
(2)
0 (s))
]
= H (W0(s), s)−H
(
Wˆ0(s), s
)
, (24)
with Z0(sf ) = 0. Obviously, it admits a solution Z0(·) ≡ 0.
On one hand, we know from Lemma 5 that for any  > 0,
there is some N, such that sups∈[s′,sf ] |G (W (s), s) | < . On
the other hand, note that the RHS of (23) and RHS of (24)
are locally Lipschitz in Z(s) and Z0(s), respectively. Then by
[32, Theorem 55], we have
sup
s∈[s′,sf ]
‖Z(s)‖ < g(), (25)
where g(·) : R+ → R+ is a class K∞ function [33, Definition
4.2]. Thus, by choosing  arbitrarily small, sups∈[s′,sf ] ‖Z(s)‖
can also be made arbitrarily small.
Now, we prove that the solution of (17) indeed exists on
[0, sf ] for N large enough. This amounts to proving that Z(s)
exists on [0, sf ] for N large enough, because W (1)(s) and
W (2)(s) always exist on (−∞, sf ]. For a fixed N ∈ Z+, since
the RHS of (23) is continuous in s and locally Lipschitz at
Z(sf ) = 0, by [33, Theorem 3.1], (23) has a unique solution
on [sf − δ, sf ], for some δ > 0. Let (SN , sf ] be the maximal
interval of existence of (23). If SN = −∞, then we are done.
Otherwise, lim
s→S+N
‖Z(s)‖ = ∞. In the latter case, we claim
that lim
N→+∞
SN = −∞. To see this, let N1, N2 ∈ Z+ and
N1 < N2. Supposing SN1 < SN2 , by (25) and Lemma 5, for
(23) with N = N2, lim
s′→S+N2
sups∈[s′,sf ] ‖Z(s)‖ < c, where c >
0 is some finite constant. This contradicts to the fact that SN2
is a finite escape time for (23) with N = N2. Thus we can only
have SN1 ≥ SN2 , i.e., {SN}∞N=0 is a non-increasing sequence.
Assuming lim
N→∞
SN = S > −∞, we have lim
s→S+
‖Z(s)‖ =
∞. But by (25) and Lemma 5,
lim
N→∞
(
lim
s′→S+
sup
s∈[s′,sf ]
‖Z(s)‖
)
< c′,
where c′ > 0 is some finite constant. We arrive at another
contradiction. Thus the only possibility is lim
N→+∞
SN = −∞,
which means the solution of (17) exists on [0, sf ] for N large
enough. The proof is thus completed.
D. Proof of Theorem 2
For convenience, only the convergence of H¯ to H∗ is
proved. The proof on the convergence of K¯ to K∗ is anal-
ogous. Set G = 0. For any 0 > 0, by Lemma 5, there exists
N¯1 > 0, such that ∀N > N¯1,
sup
s∈[0,sf ]
‖vecs−1(W (1)(s)FN (s))−H(s, s)‖ < 0
4
.
By Lemma 6, there exists N¯2 > 0, such that ∀N > N¯2,
sup
s∈[0,sf ]
|Wˆ (1)(s)FN (s)−W (1)(s)FN (s)| < 0
4
.
According to [28, Theorem 213B], we can choose a h¯0, such
that for all maximum step size 0 < h < h¯0,
sup
k∈{1,2,··· ,L¯}
|vecs(Hˆk)− Wˆ (1)(sk)FN (sk)| < 0
4
.
From Theorem 1, there exists a s¯f,0 > 0, such that ∀sf > s¯f,0,
sup
s∈[0,sL¯]
‖H(s, s)−H∗(s)‖ < 0
4
.
Set N¯0 = max{N¯1, N¯2}. Applying the triangle inequality to
the above inequalities and by Fact 1, we obtain that, ∀sf >
s¯f,0, N > N¯0, any 0 < h < h¯0, there are
sup
k∈{1,2,··· ,L¯}
‖Hˆk −H∗(sk)‖ < 0. (26)
Now define
V∗ = [vecs(H∗(s0)), vecs(H∗(s1)), · · · , vecs(H∗(sL¯))]T ,
and express H∗(s) by their Fourier series,
vecs(H∗(s)) = W ∗1 FN (s) + e
∗
1,N (s).
In view of (21) and Assumption 4, we have
(W ∗1 )
T = U†(V∗ + E∗1,N ).
Thus we obtain
(W ∗1 − W¯ (1))T = U†
[
(V∗ − V) + E∗1,N
]
.
By the properties of matrix norms, we have
1√
n1
‖(W ∗1 − W¯ (1))T ‖ ≤ ‖(W ∗1 − W¯ (1))T ‖2
≤ ‖U†‖2‖
(V∗ − V) + E∗1,N∥∥ .
By (26), Lemma 2 and Assumption 4, for any 3 > 0, there
exist large enough sf,3, N3, and small enough h3, such that
‖W ∗1 − W¯ (1)‖ <
√
n1(L¯+ 1)
σmin(U) 3 <
√
n1
α
3.
As a result of the boundedness of FN (·), for any  > 0, there
exist s¯f > 0, N¯ > 0, h¯ > 0, such that ∀sf > s¯f , ∀N > N¯ ,
any 0 < h < h¯,
sup
t∈R
‖H¯(t)− vecs−1(W ∗1 FN (t))‖ <

2
,
sup
t∈R
‖vecs−1(W ∗1 FN (t))−H∗(t)‖ <

2
.
Again, using the triangle inequality completes the proof.
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