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IDEAL WHITEHEAD GRAPHS IN Out(Fr) III:
ACHIEVED GRAPHS IN RANK 3
CATHERINE PFAFF
Abstract. By proving precisely which singularity index lists arise from the pair of invariant
foliations for a pseudo-Anosov surface homeomorphism, Masur and Smillie [MS93] determined a
Teichmu¨ller flow invariant stratification of the space of quadratic differentials. In this final paper of a
three-paper series, we give a first step to an Out(Fr) analog of the Masur-Smillie theorem. Since the
ideal Whitehead graphs defined by Handel and Mosher [HM11] give a strictly finer invariant in the
analogous Out(Fr) setting, we determine which of the twenty-one connected, simplicial, five-vertex
graphs are ideal Whitehead graphs of fully irreducible outer automorphisms in Out(F3).
1. Introduction
Let Fr denote the free group of rank r and Out(Fr) its outer automorphism group. In this paper
we prove realization results for an invariant dependent only on the conjugacy class (within Out(Fr))
of the outer automorphism, namely the “ideal Whitehead graph.”
1.1. Main result. A “fully irreducible” (iwip) outer automorphism is the most commonly used
analogue to a pseudo-Anosov mapping class and is generic. An element φ ∈ Out(Fr) is fully
irreducible if no positive power φk fixes the conjugacy class of a proper free factor of Fr.
We give in Subsection 2.3 the exact Out(Fr) definition of an ideal Whitehead graph. For now, to
give context, we remark that, for a pseudo-Anosov surface homeomorphism, the component of an
ideal Whitehead graph coming from a foliation singularity is a polygon with edges corresponding to
the lamination leaf lifts bounding a principal region in the universal cover [NH86].
Handel and Mosher define in [HM11] a notion of an ideal Whitehead graph for a fully irreducible
outer automorphism, a finite graph whose isomorphism type is an invariant of the conjugacy class of
the outer automorphism. In this paper we investigate the extent to which the Out(Fr) situation is
more complicated by giving a partial answer to a question posed by Handel and Mosher in [HM11]:
Question 1.1. For each r ≥ 2, which isomorphism types of graphs occur as IW(φ) for a fully
irreducible φ ∈ Out(Fr)?
Theorem. A. Exactly eighteen of the twenty-one connected, simplicial five-vertex graphs are the
ideal Whitehead graph IW(φ) for a fully irreducible outer automorphism φ ∈ Out(F3).
The twenty-one connected, simplicial five-vertex graphs ([CP84]) are:
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Those that are not the ideal Whitehead graph for any fully irreducible φ ∈ Out(F3) are:
We focus on the situation of graphs with 2r − 1 edges because this restricts our attention to fully
irreducibles as close to those coming from surface homeomorphisms (geometrics) as possible without
actually coming from surface homeomorphisms (or being geometric-like parageometrics).
1.2. An ideal Whitehead graph definition. Fully irreducible outer automorphisms have “train
track representatives” [BH92]: Let Rr denote the r-petaled rose (graph with one vertex and r edges)
together with an identification pi(Rr) ∼= Fr. A finite connected 1-dimensional CW-complex Γ such
that each vertex has valence greater than two, together with a homotopy equivalence (marking)
Rr → Γ, is called a marked graph. A train track (tt) representative of an outer automorphism
φ ∈ Out(Fr) is a homotopy equivalence g : Γ→ Γ of a marked graph Γ, where
• φ = g∗,
• g sends vertices to vertices, and
• gk is locally injective on edge interiors for each k > 0.
The ideal Whitehead graph was defined by Handel and Mosher in [HM11] using the expanding
lamination for a fully irreducible outer automorphism. We give an equivalent (see [Pfa12a])
combinatorial description here, via the local Whitehead graphs and local stable Whitehead graphs
of [HM11] (interesting on their own right, as described in 1.3):
Given a marked graph Γ and point x ∈ Γ, a direction at x is a germ of edge-segments emanating
from x. To avoid over-burdening the reader with notation, for an edge e, we additionally let e denote
the germ of initial segments of e and let e¯ denote the germ of terminal segments of e. (For edges,
e¯ denotes the edge e with the reverse orientation.) A map g : Γ→ Γ induces a map of directions,
which we denote by Dg. A direction d is called periodic for g if Dgk(d) = d for some k > 0.
Let Γ be a marked graph, v ∈ Γ a vertex with at least three periodic directions, and g : Γ→ Γ a
train track representative of φ ∈ Out(Fr). The local Whitehead graph LW(g; v) for g at v has:
(1) a vertex for each direction d at v and
(2) an edge connecting the vertex for ei with the vertex for ej when there exists an edge E of Γ
and k > 0 such that gk(E) contains either e¯iej or e¯jei (g
k takes the turn {ei, ej}).
The local stable Whitehead graph SW(g; v) is the subgraph of LW(g; v) obtained by restricting
precisely to vertices labeled by periodic directions and the edges connecting them. Given an
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appropriate choice of train track representative (see Section 2 for a detailed explanation), the ideal
Whitehead graph IW(φ) of φ will precisely be a disjoint union of the local stable Whitehead graphs
at the periodic vertices. (In a nonideal situation, some gluing of pairs of vertices in distinct local
stable Whitehead graphs will need to occur to obtain the ideal Whitehead graph.)
1.3. Context. Free groups and their outer automorphisms are studied via a variety of Whitehead
graphs, linking purely algebraic, dynamical, and topological properties.
Whitehead first introduced Whitehead graphs [Whi36] in the context of solving the automorphic
equivalence problem for free groups, i.e the question as to whether two elements u, v ∈ Fr satisfy
that φ(u) = v for some φ ∈ Aut(Fr). This led to the Whitehead algorithm of [Whi36], used to
determine whether or not a word in the free group, written in a given basis, represents a primitive
element of the free group. There is prolific work surrounding the Whitehead algorithm. Whitehead
graphs also play a key role in the proof by Culler and Vogtmann [CV86] of the contractibility of
Culler-Vogtmann outer space.
The study of local Whitehead graphs, local stable Whitehead graphs, and ideal Whitehead graphs
is much newer and carries more topological and dynamical information about outer automorphisms.
The local Whitehead graph is used, for example, in the Full Irreducibility Criterion of [Pfa12b].
And in fact, it has been known for many years that full irreducibility requires that no representative
has a local Whitehead graph with separating vertices.
Ideal Whitehead graphs and stable Whitehead graphs also tell us about fold lines in Culler-
Vogtmann outer space and train track maps. Fold lines are of importance in understanding the
geometry of outer space, as (apart from geodesics formed by shrinking the edge of a graph) geodesics
of outer space are fold lines. (An explanation of how fold lines are geodesics can be found in
[FM11] or [Bes12].) Handel and Mosher proved in [HM11] that, for a fully irreducible φ, the ability
to fold from a point in outer space (marked graph with lengths on edges) carrying a train track
representative of a φk to a distinct such point, depends on a decomposition of the ideal Whitehead
graph for φ into local stable Whitehead graphs. The decomposition of an ideal Whitehead graph
into local stable Whitehead graphs further gives important information about the nature of the
train track representatives of a fully irreducible. The possible decompositions of the ideal Whitehead
graph are exactly determined by the separating vertices in the ideal Whitehead graph.
It is notable that, while local Whitehead graphs and stable Whitehead graphs record finer
information about train track representatives, the ideal Whitehead graph is the only one of these
representative invariants to in fact only rely on the expanding lamination of a fully irreducible (and
hence to actually be an outer automorphism invariant).
1.3.1. Ideal Whitehead graphs and laminations. In [BFH97], Bestvina, Feighn, and Handel define
the expanding lamination for a fully irreducible outer automorphism. This lamination is an analog
of the expanding lamination for a pseudo-Anosov. However, as explained in [CHL08] and [ABH+06],
the lamination can also be realized as the fixed point of a substitution system in the context of
substitution systems and symbolic dynamics. In all of these contexts, the lamination is not only a
set of lines invariant under the action of a fully irreducible, but also satisfies that all other lines
are attracted to it under the action. We do not give or use a formal description of the expanding
lamination in this paper, but one way to quickly understand the intrinsic significance of the object
is to view it as the set of infinite words (or pairs of distinct points in the boundary of the free group)
obtained by applying the automorphism repeatedly to a free group generator and then taking the
closure in the space of lines. One can find an explanation in [HM11] or [Pfa12a] of how the edges of
the ideal Whitehead graph come from leaves of the expanding lamination.
1.3.2. Relationships to mapping class groups and index theory. Index theory and the index list
realization work of Masur and Smillie in [MS93] provide one large source of motivation for exploration
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of ideal Whitehead graph realization in the Out(Fr) context. Index theory exists both in the mapping
class group (pseudo-Anosov) setting and in the Out(Fr) setting. We start by explaining the mapping
class group context for those more familiar with surface theory.
Recall that the mapping class group of a compact surface S is the group of isotopy classes of
orientation-preserving self-homeomorphisms of S. Pseudo-Anosovs are the most common mapping
class group elements (see for example [Mah11]) and are characterized by having a representative
leaving invariant a pair of transverse measured singular minimal foliations. The index list can
identically be ascertained from the invariant foliation of the pseudo-Anosov or from its dual R-tree.
In fact, the singularities of the invariant foliation, lifted to the universal cover, are in one-to-one
correspondence with the branchpoints of the dual R-tree. In the respective settings, the index
list has an entry of 1− k2 obtained by counting the number k of prongs at the singularity or the
valence of the branch point. For a pseudo-Anosov, the component of the ideal Whitehead graph
coming from a foliation singularity is a polygon with edges corresponding to the lamination leaf
lifts bounding a principal region in the universal cover [NH86]. In fact, since the number of vertices
of each polygonal ideal Whitehead graph component is determined by the number of prongs of
the singularity, the index list and the ideal Whitehead graph record the same data in this setting.
(For each component of the ideal Whitehead graph with k vertices, the index list has an entry
1− k2 .) Note that, alternatively, one can ascertain the index list (thus ideal Whitehead graph) from
singularities of the expanding invariant lamination (obtained as the limit of any simple closed curve
under repeated application of the pseudo-Anosov) or from the invariant train track.
A key point about index lists in the pseudo-Anosov setting is that they determine a stratification
(invariant under the Teichmu¨ller flow) of the cotangent bundle of a Teichmu¨ller space. The flow
is proved ergodic and mixing by Masur [Mas82] and Veech [Vee82]. The stratification itself has
even been extensively studied, for example in the work of [EMR12], [KZ03], [Lan04], [Lan05], and
[Zor10]. Our work particularly relates to the work on determining connected components of a strata,
as we show that a given index list naturally divides into many components. However, the theorem of
Masur and Smillie [MS93], we directly strive to emulate in this paper, lists precisely which singularity
index lists permitted by the Poincare´-Hopf index formula are realized by pseudo-Anosovs. The
author hopes this work is a step toward having the machinery to emulate, in the Out(Fr) setting,
theorems about the dynamics of Teichmu¨ller space with the Teichmu¨ller metric.
As with a pseudo-Anosov acting on Teichmu¨ller space (or a hyperbolic isometry acting on
hyperbolic space), a fully irreducible acts with north-south dynamics [LL03] on the natural com-
pactification of Culler-Vogtmann outer space [CV86]. Both the attracting and repelling points for
the action are R-trees, denoted respectively T+φ and T
−
φ . The repelling tree is an extension, to
fully irreducibles not induced by pseudo-Anosovs, of the dual tree to the invariant foliation for
a pseudo-Anosov. As with a pseudo-Anosov, the index list for a fully irreducible, as defined in
[HM11], has an entry of 1− k2 obtained by counting the valence k of the branch point. The index
list can again also be computed from the expanding lamination of [BFH97]. The key observation
here (explored in this paper) is the fact that the singular lamination leaves need not simply connect
adjacent periodic points in the boundary of T+φ , as would make the situation analogous to that in
the mapping class group setting. In other words, the components of the ideal Whitehead graph
need not just be polygons. It is also important to note that, while the indices for a pseudo-Anosov
on a surface sum to the Euler characteristic of the surface, the index sum for a fully irreducible in
Out(Fr) is not a function of r, but is uniformly bounded by a function of r, as proved in [GJLL98].
1.3.3. Applications of ideal Whitehead graphs. In [HM11] Mosher and Handel defined the axis
bundle for a fully irreducible and use ideal Whitehead graphs to prove that the axis bundle for each
nongeometric fully irreducible outer automorphism is proper homotopy equivalent to a line. The
axis bundle is an analog to the axis for a hyperbolic isometry of hyperbolic space or the Teichmu¨ller
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axis for a pseudo Anosov. It has further significance in that, if φ and ψ are two fully irreducible
outer automorphisms, then Aφ and Aψ differ by the action of an Out(Fr) on its Culler-Vogtmann
outer space if and only if there exist powers k, l > 0 such that φk and ψl are conjugate in Out(Fr).
More recently Mosher and Pfaff [MP13] proved a necessary and sufficient ideal Whitehead graph
condition for an axis bundle to be a unique, single axis. The essence of this fact is that the axis
bundle for a fully irreducible φ is the closure of the set of points in outer space (marked graphs
with lengths on edges) on which there exists an affine train track representative for some power φk
of φ. And, as mentioned above, the decomposition of an ideal Whitehead graph into local stable
Whitehead graphs gives information about the nature of the train track representatives of a fully
irreducible, as well as about when two points in outer space are connected by a fold line.
Finally, the index list for a nongeometric fully irreducible can be computed from the number of
vertices in the components of the ideal Whitehead graph, exactly as in the pseudo-Anosov case.
1.4. Related work. While exploration into understanding ideal Whitehead graphs is still a young
endeavour, the index theory for free group outer automorphisms has in some directions already been
extensively developed. In fact, there are three types of Out(Fr) index invariants in the literature,
those of [GL95], [GJLL98], and [CH10]. The index of φ, as defined and studied in [GJLL98], is
equal to the geometric index of T+φ , as established by Gaboriau-Levitt [GL95] for more general
R-trees. [CH12] provides a relationship between the index of [CH10] and the geometric index,
as well as uses the index to relate different properties of the attracting and repelling tree for a
fully irreducible. There are also even index realization results of several different natures. For
example, [JL09] gives examples of automorphisms with the maximal number of fixed points on
∂Fr, as dictated by an inequality in [GJLL98]. And [Pfa13b] gives a version of the Masur-Smillie
theorem for fully irreducibles in Out(F3), focusing on a related inequality in [GJLL98].
In [Pfa12b] we proved that certain types of graphs are never ideal Whitehead graphs. We proved
in [Pfa13a] that in each rank r, the complete (2r− 1)-vertex graph is the ideal Whitehead graph for
some fully irreducible φ ∈ Out(Fr).
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2. Preliminary definitions and notation
For each graph G of Theorem 5.1, we construct a train track representative (in the sense of
[BH92]) of a fully irreducible φ ∈ Out(Fr) with ideal Whitehead graph IW(φ) ∼= G. Subsection
2.1 is thus devoted to establishing the definitions and notation we use regarding train track maps.
The existence of “ideally decomposed” representatives was established in [Pfa13a], see Subsection
2.4, allowing us to restrict attention to maps on roses. In [Pfa13a], we introduced ltt structures
(described in Subsection 2.5), graphs extending a potential ideal Whitehead graph to include the
edges of the rose, as well as an edge including the nonfixed direction of the train track representative.
An “admissible fold” (in practice an inverse of a fold) yields a move between ltt structures, either
an “extension” or “switch,” as described in Subsection 2.6. For a potential ideal Whitehead graph
G, an “ID diagram” is defined in [Pfa12b] whose vertices are ltt structures, whose directed edges
are admissible moves, and who contain loops for train track representatives of fully irreducible
φ ∈ Out(Fr) with IW(φ) ∼= G. We describe ID diagrams in Subsection 2.7. In Section 4 we describe
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methods for composing folds (within an ID diagram) to obtain an irreducible train track map whose
ideal Whitehead graph will be the desired graph G.
Given a rank r ≥ 2, we let FIr denote the set of all fully irreducible φ ∈ Out(Fr).
2.1. Graph maps and train track maps. We first recall from the introduction the definition of
a “train track representative” for a φ ∈ Out(Fr) (as defined in [BH92]).
Definition 2.1 (Train track (tt) representatives). Let Rr denote the r-petaled rose (graph with
one vertex and r edges) together with an identification pi(Rr) ∼= Fr. A connected 1-dimensional
CW-complex Γ such that each vertex has valence greater than two, together with a homotopy
equivalence (marking) Rr → Γ, is called a marked graph. A train track (tt) representative of φ is
a homotopy equivalence g : Γ→ Γ of a marked graph Γ, where φ = g∗, where g sends vertices to
vertices, and where gk is locally injective on edge interiors for each k > 0.
We need a more general notion of a “graph map” and “train track map”. Every map we deal
with in this paper is on the rose. Thus, we assume Γ is a rose (wedge of circles), with vertex v, and
give all definitions only in this restrictive setting.
Definition 2.2 (Graph maps and train track (tt) maps). We call a continuous map g : Γ→ Γ a
graph map if it takes v to v and is locally injective on edge interiors. Here we assume a graph map
is also a homotopy equivalence. A graph map g is a train track (tt) map if additionally each gk,
with k > 1, is locally injective on edge interiors.
In general we use definitions of [BH92] and [BFH00] for discussing train track maps. We remind
the reader here of additional definitions and notation given in [Pfa12b].
Convention 2.3 (Edge sets). We denote by E+(Γ) := {E1, . . . , En} the edge-set of Γ with a
prescribed orientation and set E(Γ) := {E1, E1, . . . , En, En} = {e1, e2, . . . , e2n−1, e2n}, where Ei is
Ei oppositely oriented, e2i = Ei and e2i+1 = Ei. If an indexing of E+(Γ) (thus of E(Γ)) is prescribed,
we call Γ edge-indexed.
Definition 2.4 (Edge paths). Depending on the context, an edge-path e1 · · · en of length n will
either mean a continuous map [0, n]→ Γ that, for each 1 ≤ i ≤ n, maps (i− 1, i) homeomorphically
to int(ei), or the sequence of edges e1, . . . , en.
Definition 2.5 (Expanding irreducible tt maps). The tt map g : Γ→ Γ is irreducible if g leaves
invariant no proper subgraph with a noncontractible component. g is expanding if for each E ∈ E+(Γ),
length(fn(E))→∞ as n→∞.
Definition 2.6 (Directions and turns). D(Γ) denotes the set of directions at v, i.e. germs of edge
segments emanating from v. As in the introduction, for each e ∈ E(Γ), we also let e denote the
initial direction of e. We let Dg denote the direction map induced by g, i.e. Dg(e) = e1 where
g(e) = e1 . . . ek for some e1, . . . , ek ∈ E(Γ). We call d ∈ D(Γ) periodic if Dgk(d) = d for some k > 0
and fixed if k = 1.
By a turn at v, we mean an unordered pair {di, dj} with di, dj ∈ D(Γ). Then g induces a turn
map defined by Dg({ei, ej}) = {Dg(ei), Dg(ej)}. For an edge-path γ = e1 · · · ek in Γ, we say γ
contains or takes {ei, ei+1} for each 1 ≤ i < k. We define
T (g) :=
⋃
edges ∈E(Γ)
{turns taken by g(e)}.
A turn {di, dj} is illegal for g if Dgp(di) = Dgp(dj) for some p > 1 and is considered legal otherwise.
Given Φ ∈ Aut(Fr), defined for X1, . . . , Xr ∈ X by Φ(Xi) = xi,1 · · ·xi,ni for some xi,k ∈ X±1, we
define the graph map gΦ corresponding to Φ. Let Γ = Rr with the identity marking. Then, for each
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Ei ∈ E+(Γ), we have gΦ(Ei) = ei,1 · · · ei,ni with the ei,k ∈ E(Γ) such that, under the identification of
F (X1, . . . , Xr) with pi1(Rr, v), we have that each Ei and ei,k corresponds to Xi and xi,k.
By the correspondence of a Φ ∈ Aut(Fr) with a graph map gΦ, we can translate all of the language
of directions, turns, etc, to free group automorphisms.
2.2. Periodic Nielsen paths.
Definition 2.7 (Nielsen paths). Let g : Γ → Γ be an expanding irreducible train track map.
Bestvina and Handel [BH92] define a nontrivial tight path ρ in Γ to be a periodic Nielsen path (pNP)
if, for some power R ≥ 1, we have gR(ρ) ∼= ρ rel endpoints (and just a Nielsen path (NP) if R = 1).
A NP ρ is called indivisible (hence is an “iNP”) if it cannot be written as ρ = γ1γ2, where γ1 and
γ2 are themselves NP’s.
For a fully irreducible φ ∈ FIr, [BH92] gives an algorithm for finding an expanding irreducible tt
representative (stable representative) with the minimal number of iNP’s.
Definition 2.8 (Rotationless). An expanding irreducible tt map is called rotationless if each
periodic direction is fixed and each pNP is of period one. By [FH11] Proposition 3.24, one can
define a φ ∈ FIr to be rotationless if one (hence all) of its tt representatives is rotationless.
Gaboriau, Ja¨eger, Levitt, and Lustig introduce in [GJLL98] the “ageometric” subclass of non-
geometric fully irreducibles, defined there in terms of the index sum. We give here an equivalent
definition in terms of periodic Nielsen paths.
Definition 2.9 (Ageometrics). φ ∈ FIr is called ageometric if it has a tt representative with no
pNP’s (each stable representative of each rotationless power has no pNP’s).
Since ageometrics are our main focus, we set notation and let Ar denote the subset of FIr
consisting of the ageometric elements of FIr.
2.3. Whitehead graphs. Ideal Whitehead graphs were introduced by Handel and Mosher in
[HM11]. They are proved to be an outer automorphism invariant in [Pfa12a], where the equivalence
of several ideal Whitehead graph definitions is also established. We give here an explanation in
terms of a pNP-free tt representative g : Γ→ Γ of a φ ∈ Ar, where Γ is a rose with vertex v.
Definition 2.10 (Local Whitehead graphs LW). The local Whitehead graph LW(g) for g at v has:
(1) a vertex for each direction d ∈ D(Γ) and
(2) edges connecting vertices for d1, d2 ∈ D(Γ) when {d1, d2} ∈ T (gp) for some power p > 1.
Definition 2.11 (Ideal Whitehead graphs IW). The local stable Whitehead graph SW(g) is the
subgraph of LW(g) obtained by restricting precisely to vertices with periodic direction labels and
the edges of LW(g) connecting them. In this circumstance of a pNP-free representative on the rose,
the ideal Whitehead graph IW(φ) of φ is precisely SW(g).
We need one more notion of a Whitehead graph.
Definition 2.12 (Limited Whitehead graphs WL). Let g : Γ→ Γ be a graph map on the rose. The
limited Whitehead graph (WL(g)) for g has:
(1) a vertex for each direction d ∈ D(Γ) and
(2) edges connecting vertices for d1, d2 ∈ D(Γ) when {d1, d2} ∈ T (g).
Notice that, if g is a tt map, so that LW(g) is defined, WL(g) is a subgraph of LW(g) and, in
fact, LW(g) =WL(gp) for some sufficiently high power gp of g.
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2.4. Ideal decompositions. Let r ≥ 2 and let X be a free basis for Fr. By a standard Nielsen
generator, we mean an automorphism Φ ∈ Aut(Fr) such that there exist x, y ∈ X±1 with Φ(x) = yx
and Φ(z) = z for each z ∈ X±1 with z 6= x±1. We specify such Φ using notation Φ = [x 7→ yx].
In [Pfa13a] it is proved that, if the ideal Whitehead graph of φ ∈ Ar is a connected (2r−1)-vertex
graph, then there exists a rotationless power φR with a pNP-free tt representative on the rose that
is a composition of graph maps corresponding to standard Nielsen generators:
Proposition 2.13 ([Pfa12b, Proposition 3.3]). Let φ ∈ Ar be such that IW(φ) is a connected
(2r − 1)-vertex graph. Then there exists a rotationless power ψ = φR and pNP-free tt representative
g of ψ on the rose decomposing into the graph maps
(1) Γ = Γ0
g1−→ Γ1 g2−→ · · · gn−1−−−→ Γn−1 gn−→ Γn = Γ
where
(I): The index set {1, . . . , n} is viewed as the set Z/nZ with its natural cyclic ordering.
(II): Let Γ0 be the base rose Rr with the edges identified with the fixed generators of Fr. Each Γs is
a rose with a marking ms : Γ0 → Γs so that, if we denote ms(et) = es,t, for some is, js with
es,is 6= (es,js)±1, we have
(2) gs(es−1,t) :=
{
es,ises,js for t = js
es,t for et 6= e±1js
(III): For each ei ∈ E(Γ) such that i 6= jn, Dg(ei) = ei
(IV): mn is the identity map and en,t = et for each 1 ≤ t ≤ 2r.
As in [Pfa13a], we call tt maps satisfying (I)-(IV) of the proposition ideally decomposable (i.d.)
and call (1) an ideal decomposition (i.d.).
Notation 2.14. We let u : {1, . . . , n} → {1, . . . , 2r} and a : {1, . . . , n} → {1, . . . , 2r} be defined by
u(s) = js and a(s) = is. Notice that the direction es,js is missing from the image of Dgs. We thus
call it the unachieved direction for gs (or in Γs) and denote it by d
u
s , i.e. d
u
s = es,u(s). Since the
direction es,is is the image of two directions under Dgs, we call it the twice-achieved direction for
gs (or in Γs) and denote it by d
a
s , i.e. d
a
s = es,a(s).
We use the notation fk := gk ◦ · · · ◦ g1 ◦ gn ◦ · · · ◦ gk+1 : Γk → Γk and
gk,i :=
gk ◦ · · · ◦ gi : Γi−1 → Γk if k > igk ◦ · · · ◦ g1 ◦ gn ◦ · · · ◦ gi if k < i
the identity id if k = i− 1.
Remark 2.15. It is proved in [Pfa12b] that if Γ = Γ0
g1−→ Γ1 g2−→ · · · gn−1−−−→ Γn−1 gn−→ Γn = Γ is an
ideal decomposition of g, then Γk
gk+1−−−→ Γk+1 gk+2−−−→ · · · gk−1−−−→ Γk−1 gk−→ Γk is an ideal decomposition
of fk (and fk is in fact also a pNP-free tt representative of the same ψ = φ
R as g).
2.5. Lamination train track (ltt) structures. Instead of just viewing the gi in an ideal decom-
position as graph maps, we want to be able to “blow up” the vertices of the graphs Γi−1, Γi to give
them extra structure and then have gi induce a move between these structures. The structures are
the “ltt structures” of [Pfa12b] defined as follows (the moves are the extensions and switches of
Subsection 2.6):
Definition 2.16 (Lamination train track (ltt) structures G(g)). Let g : Γ → Γ be a pNP-free tt
map on the rose (with vertex v). The colored local Whitehead graph for g at v, denoted CW(g),
is the graph LW(g) with the subgraph SW(g) colored purple and LW(g) − SW(g) colored red
(nonperiodic direction vertices are red). Let N(v) be a contractible open neighborhood of v and
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ΓN = Γ−N(v). For each Ei ∈ E+(Γ), we add vertices labeled by the directions Ei and Ei at the
corresponding boundary points of the partial edge Ei− (N(v)∩Ei). The lamination train track (ltt)
structure G(g) for g is formed from ΓN
⊔ CW(g) by identifying each vertex di in ΓN with the vertex
di in CW(g). Vertices for nonperiodic directions are red, edges of ΓN are black, and all periodic
vertices are purple.
By the smooth structure on G(g) we mean the partition of the edges at each vertex into two
sets: Eb (the black edges of G(g)) and Ec (the colored edges of G(g)). We call any path in G(g)
alternating between colored and black edges smooth.
Example 2.17. For g = gΦ, where
Φ =

a 7→ abacbabac¯abacbaba
b 7→ bac¯
c 7→ ca¯b¯a¯b¯a¯b¯c¯a¯b¯a¯c
.
the ltt structure looks like:
b
a c
b
a c
In light of Remark 2.15, for an ideal decomposition Γ = Γ0
g1−→ Γ1 g2−→ · · · gn−1−−−→ Γn−1 gn−→ Γn = Γ,
one in fact has an associated cyclic sequence of ltt structures G1 = G(f1), . . . , Gn = G(fn) = G(g).
For this reason we sometimes write an ideally decomposed map as (g1, . . . , gn;G1, . . . , Gn).
Remark 2.18. Notice that the red vertex of each Gi is labeled by d
u
i , which is the unique nonperiodic
direction. Also, since gi (viewed as an automorphism) replaces each copy of xu(i) with xa(i)xu(i), Gi
has a unique red edge and it connects dui to d
a
i (this argument is formulated more completely in
[Pfa12b]).
The next subsection (Subsection 2.6) is dedicated to describing the only two possible categories
of moves relating the structures Gi and Gi+1 in an ideal decomposition.
2.6. Switches and extensions. We need an abstract notion of an ltt structure so that we can
take a potential ideal Whitehead graph, extend it to an abstract ltt structure, and see if this could
be the ltt structure for a representative, as in Proposition 2.13. In fact, we will want an entire
sequence of ltt structures (and moves between them) to have an ideal decomposition.
Since we frequently deal with graphs whose vertices are labeled by the directions at the vertex
of a rose (sometimes abstractly), we first establish notation for discussing such graphs and their
vertex-labeling sets. We call a 2r-element set of the form {X1, X1, . . . , Xr, Xr}, with elements paired
into edge pairs {Xi, Xi}, a rank -r edge pair labeling set (we write Xi = Xi). We call a graph with
vertices labeled by an edge pair labeling set a pair-labeled graph, and an indexed pair-labeled graph
if an indexing is prescribed.
Definition 2.19. [(Abstract) lamination train track (ltt) structures] A lamination train track (ltt)
structure is a colored pair-labeled graph G (black edges are included, but not considered colored)
satisfying
I: Each vertex has valence at least 2.
II: Each edge has 2 distinct vertices.
III: Vertices are either purple or red.
IV: Edges are of 3 types:
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Black Edges: G has a single black edge connecting each pair of (edge-pair)-labeled vertices.
There are no other black edges. Thus, each vertex is contained in a unique black edge.
Red Edges: A colored edge is red if and only if at least one of its endpoint vertices is red.
Purple Edges: A colored edge is purple if and only if both endpoint vertices are purple.
V: Two distinct colored edges never connect the same pair of vertices.
It is proved in [Pfa12b] that, in our situation, G(g) has a unique red vertex and red edge (see
Remark 2.18). Hence, we also require:
VI: G has precisely 2r − 1 purple vertices, a unique red vertex, and a unique red edge.
We consider ltt structures equivalent that differ by an ornamentation-preserving graph isomorphism
(homeomorphism taking vertices to vertices and edges to edges and preserving colors and labels).
We say that an ltt structure is based at a rose Γ if its vertex labelling set is D(Γ).
Notation 2.20. We let [x, y] denote the edge connecting the vertex pair labeled by {x, y}. To be
consistent with the situation of Definition 2.16, we call the unique red vertex du. Also, we call the
unique red edge [du, da]. In particular, da labels the purple vertex of the red edge.
Suppose one has a sequence of ltt structures Gk, . . . , Gn such that, for each k ≤ i ≤ n, we have
that Gi is based at the rose Γi. Then the notation will carry indices (for example, d
u
i will denote
the red vertex in Gi). Additionally, eu(i) denotes the edge in the Γi whose initial direction is d
u
i and
ea(i) denotes the edge in Γi whose terminal direction is d
a
i .
Since we are looking for an ltt structure G which could belong to a representative with some
potential ideal Whitehead graph G as its ideal Whitehead graph (in which case G would be the
purple subgraph of G), we denote the purple subgraph by P(G) and, if G ∼= P(G), say G is an ltt
structure for G. For the same reason, in light of the [Pfa12b] Birecurrency Condition (of which we
remind the reader in Proposition 3.1 below), we call an ltt structure admissible which is birecurrent,
i.e has a locally smoothly embedded line traversing each edge infinitely many times as R→∞ and
as R→ −∞. C(G) will denote the colored subgraph of G.
Given a graph map gk : Γk−1 → Γk as in Proposition 2.13(II) and ltt structures Gi based at Γi, for
i = k − 1, k, the induced map DCgk : C(Gk−1)→ C(Gk) (when it exists) is defined by sending each
vertex d in Gk−1 to the vertex Dgk(d) in Gk and each edge [d1, d2] in C(Gk−1 to [Dgk(d1), Dgk(d2)].
Definition 2.21 (Generating triples). By a generating triple (gk;Gk−1, Gk) for G we mean an
ordered set of three objects, where
gtI: gk : Γk−1 → Γk is a graph map as in Proposition 2.13(II).
gtII: For i = k − 1, k, we have that Gi is an ltt structure for G based at Γi and in fact:
• the red vertex of Gk is labelled by eu(k), i.e. duk = eu(k), and
• the red edge of Gk is [eu(k), ea(k)], i.e. dak = ea(k).
gtIII: The induced map DCgk : C(Gk−1)→ C(Gk) exists and restricts to a graph isomorphism from
P(Gk−1) to P(Gk).
The triple is admissible if
(1) each Gi is admissible and
(2) either u(k − 1) = u(k) or u(k − 1) = a(k).
Remark 2.22. The inspiration for (2) is its necessity in an ideal decomposition for ensuring that
the composition is a tt map with 2r − 1 periodic directions.
Given an ltt structure Gk for G and a determining purple edge [dak, dk,l], there are potentially two
admissible triples (gk;Gk−1, Gk) that could arise in an ideal decomposition. They correspond to the
situation where u(k− 1) = u(k) (the “extension” situation) and the situation where u(k− 1) = a(k)
(the “switch” situation).
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Definition 2.23 (Extensions). The extension determined by [dak, dk,l] is the generating triple
(gk;Gk−1, Gk) for G satisfying
extI: u(k − 1) = u(k), thus the restriction of DCgk to P(Gk−1) is an isomorphism sending the
vertex ek−1,i to the vertex ek,i for each i 6= u(k − 1).
extII: ek−1,u(k) = duk−1, i.e. is the red vertex of Gk−1.
extIII: dak−1 = dk−1,l, i.e. the purple vertex of the red edge in Gk−1 is dk−1,l.
Definition 2.24 (Switches). The switch determined by [dak, dk,l] is the generating triple (gk;Gk−1, Gk)
for G satisfying
swI: u(k − 1) = a(k), thus DCgk restricts to an isomorphism from P(Gk−1) to P(Gk) defined by{
ek−1,u(k) 7→ ek,a(k) = ek,u(k−1)
ek−1,s 7→ ek,s for s 6= u(k)
swII: ek−1,a(k) = duk−1, i.e. is the red vertex of Gk−1.
swIII: dak−1 = dk−1,l, i.e. the purple vertex of the red edge in Gk−1 is dk−1,l.
Definition 2.25 (Admissible compositions). An admissible composition (gi−k, . . . , gi;Gi−k−1, . . . , Gi)
for G with 0 ≤ k < i consists of
• a sequence of automorphisms gi−k, . . . , gi such that Γi−k−1 gi−k−−−→ · · · gi−→ Γi satisfies Proposi-
tion 2.13 (I)-(III) and
• a sequence of ltt structures Gi−k−1, . . . , Gi for G so that each (gj ;Gj−1, Gj), with i−k ≤ j ≤ i
is either an admissible switch or an admissible extension.
When k = 1, we call the composition an i.d. admissible triple. We may also write that
(gi−k−1, . . . , gi;Gi−k−1, . . . , Gi) is an admissible composition if
gi−k−1 = [ei−k−2,u(i−k−1) 7→ ei−k−1,a(i−k−1)ei−k−1,u(i−k−1)] : Γi−k−2 → Γi−k−1
is additionally as in Proposition 2.13, dui−k−1 = ei−k−1,u(i−k−1), and d
a
i−k−1 = ei−k−1,a(i−k−1).
Two admissible compositions (gi−k, . . . , gi;Gi−k−1, . . . , Gi) and (g′i−k, . . . , g
′
i;G
′
i−k−1, . . . , G
′
i) for
the same G are considered equivalent if, for each i− k − 1 ≤ j ≤ i, we have that Gj is equivalent to
G′j and that gj and g
′
j correspond to the same standard Nielsen generator.
2.7. Ideal decomposition diagrams (ID(G)). Recall that a directed graph is strongly connected,
if for each pair of vertices v1, v2 in the graph, the graph contains a directed path from v1 to v2.
Notice that one can find the union of the maximal strongly connected components in a graph by
taking the union of all of the directed loops in the graph. Since we want a diagram containing a
loop for each ideally decomposed pNP-free representative with a given ideal Whitehead graph, this
is precisely what we want. Such a diagram is defined in [Pfa12b]:
Definition 2.26 (Ideal decomposition diagrams). Let G be a connected (2r− 1)-vertex graph. The
ideal decomposition diagram for G (or ID(G)) is defined to be the disjoint union of the maximal
strongly connected subgraphs of the directed graph where:
Nodes: The nodes are equivalence classes of admissible indexed ltt structures for G.
Edges: For each equivalence class of an i.d. admissible triple (gi;Gi−1, Gi) for G, there is a directed
edge E(gi;Gi−1, Gi) in ID(G) from the node [Gi−1] to the node [Gi].
[Pfa12a] gives a procedure for constructing ID diagrams (there called “AM diagrams”).
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3. Unachieved Graphs
The three connected, (2r − 1)-vertex graphs that are not the ideal Whitehead graph for an outer
automorphism in A3 are proved not to be achieved as such in [Pfa12b]. We include here the tools
used to prove they are not achieved, as they can be viewed as preliminary checks performed on a
graph G before applying the strategies described below to find a representative yielding G.
Proposition 3.1 (Birecurrency Condition). [Pfa12b] Let φ ∈ Ar be such that IW(φ) is connected
with 2r − 1 vertices. Then the ltt structure G(g) for each pNP-free tt representative g of each power
φp, with p ≥ 1, is birecurrent.
Proposition 3.1 can in fact be used to prove that Graph II is unachieved, as it is shown in [Pfa12b]
that there is no admissible (birecurrent, in particular) ltt structure for Graph II. It also explains
why the ltt structures giving the nodes of an ID diagram must be birecurrent.
The following test is inspired by our need for our representatives to be irreducible:
Irreducibility Potential Test [Pfa12b]: Check whether, in each connected component of ID(G),
for each edge vertex pair {di, di}, there is a node N in the component such that either di or di
labels the red vertex in the structure N . If it holds for no component, then G is unachieved.
It is shown in [Pfa12b] that no component of the ID diagram for Graph V or for Graph VII
passes the test, which is how we show that neither is “achieved.”
4. Representative construction strategies
4.1. Underlying Strategy. The following proposition ([Pfa12b], Proposition 8.3) allows us to
search for representatives realized as loops in ID diagrams:
Proposition 4.1 ([Pfa12b], Proposition 8.3). Suppose (g1, . . . , gn;G0, G1 . . . , Gn−1, Gn) is a pNP-
free rotationless i.d. tt representative of a φ ∈ Ar such that IW(φ) = G is a connected (2r−1)-vertex
graph. Then E(g1;G0, G1) ∗ · · · ∗ E(gn;Gn−1, Gn) exists in ID(G) and forms an oriented loop.
Inspired by the Full Irreducibility Criterion of [Pfa13a], the following lemma ([Pfa13a] Lemma
4.2) tells us what kind of loops to look for:
Lemma 4.2 ([Pfa13a], Lemma 4.2). Suppose G is a connected (2r−1)-vertex graph, g = gn ◦ · · · ◦g1
is rotationless, and
L(g1, . . . , gn;G0, G1 . . . , Gn−1, Gn) = E(g1;G0, G1) ∗ · · · ∗ E(gn;Gn−1, Gn)
is a loop in ID(G) satisfying each of the following:
A: Each purple edge of G(gn,1) is labelled by a turn taken by some g
p(ej), where p ≥ 1 and
ej ∈ E(Γ0).
B: For each 1 ≤ i, j ≤ r, there exists some p ≥ 1 such that gp(Ej) contains either Ei or Ei.
C: g has no periodic Nielsen paths.
Then g is a tt representative of some φ ∈ Ar such that IW(φ) = G.
In light of Proposition 4.1, given a potential ideal Whitehead graph G (connected, with 2r − 1
vertices), our strategies involve finding a loop in ID(G) for a rotationless pNP-free tt representative
g of φ ∈ Ar with IW(φ) ∼= G. In light of Lemma 4.2, our main obstacles are ensuring that:
st1: The loop is indeed a loop (returns to the initial ltt structure).
st2: The entire graph G is obtained (as in Lemma 4.2A).
st3: g is irreducible (as in Lemma 4.2B).
st4: g has no pNP’s (as in Lemma 4.2C).
st5: g is rotationless.
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Remark 4.3. It will also be important in both strategies presented below that the map obtained
in fact lives in ID(G). For this reason one must check the admissibility of the triples, in particular,
the birecurrence of each of the ltt structures.
Remark 4.4. Lemma 4.2 tells us how to address (st3). One can check for (st5) by composing
generator direction maps (if g = gn ◦ · · · ◦ g1, then Dg = Dgn ◦ · · · ◦Dg1). This obstacle is then
simple to address by taking an adequate power to fix the periodic directions. One can check for the
existence of pNP’s (by hand, as in [Pfa13a], or using the computer package of Thierry Coulbois, for
example). While this was not necessary for constructing any of the maps appearing in the proof of
Theorem 5.1, one could construct a “Nielsen path prevention sequence” (as in [Pfa13a]) to ensure
that there are no pNP’s.
One of the trickiest obstacles to address is (st2). Hence, we devote Subsection 4.2 precisely to
addressing this obstacle.
4.2. Tracking progress and construction compositions. This subsection is devoted to explain-
ing how we make sure an entire ideal Whitehead graph is actually achieved. An important lemma
we include first is indirectly proved in [Pfa12b]. We provide a direct proof here for completeness.
Lemma 4.5. Suppose (gm, . . . , gn;Gm, . . . , Gn) is an admissible composition with the standard
notation that gi = [ei−1,u(i) → ei,a(i)ei,u(i)], for each m ≤ i ≤ n. Then
A: for each Em−1,t ∈ E+(Γm−1), we have that g(Em−1,t) contains En,t,
B: g is a graph map,
C:
T (gn,m) =
n⋃
k=m
Dgn,k+1({ek,a(k), ek,u(k)}),
D: and for each m ≤ s ≤ n,
T (gn,m) = Dgn,s+1(T (gs,m)) ∪ T (gn,s+1).
Proof. (D) follows directly from (C). We proceed by induction on n −m to prove (A)-(C). For
the base case suppose n − m = 0, so that gn,m = gm. For em−1,i 6= e±1m−1,u(m), we have that
gm(em−1,i) = em,i, which clearly has no back-tracking, contains em,i, and provides no taken
turns. gm(em−1,u(m)) = em,a(m)em,u(m), which also has no back-tracking (since each gm cor-
responds to a standard Nielsen generator), contains em,u(m), and contains precisely the turn
{em,a(m), em,u(m)}. Also, gm(em−1,u(m)) = em,u(m) em,a(m), which again has no back-tracking (since
it is the path em,a(m)em,u(m) oppositely oriented), contains em,u(m), and contains precisely the same
turn {em,a(m), em,u(m)} as gm(em−1,u(m)).
Now suppose n −m > 1 and (A)-(C) hold for all n ≥ n′ ≥ m′ ≥ m with n′ −m′ ≤ n −m. In
particular, gn−1,m(Em−1,t) contains En−1,t for each Em−1,t ∈ E+(Γm−1), gn−1,m is a graph map, and
T (gn−1,m) =
n−1⋃
k=m
Dgn−1,k+1({ek,a(k), ek,u(k)}).
For each Em−1,t ∈ E+(Γm−1), there is an Nj > 0 and function J : {1, . . . , Nj} → N>0 so that
gn−1,m(Em−1,j) = en−1,J(1) · · · en−1,J(Nj) for some en−1,J(t) ∈ E(Γn−1). We first show that no
gn,m(Em−1,j) has cancellation. Since gn−1,m(Em−1,j) has no cancellation and gn is also a graph
map, it suffices to show that we never have Dgn(en−1,J(i)) = Dgn(en−1,J(i+1)). In other words, it
suffices to show that no turn in T (gn−1,m) is the illegal turn {en−1,u(n), en−1,a(n)} for gn. Now
T (gn−1,m) = {en−1,a(n−1), en−1,u(n−1)} ∪Dgn−1(
n−2⋃
k=m
Dgn−2,k+1({ek,a(k), ek,u(k)})).
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Since the drection en−1,u(n) is not in the image of Dgn, we are left to show that we cannot have
(3) {en−1,a(n−1), en−1,u(n−1)} = {en−1,u(n), en−1,a(n)}.
Since (gn;Gn−1, Gn) is either an admissible switch or extension, either u(n−1) = a(n) or u(n−1) =
u(n). We consider separately the switch (u(n− 1) = a(n)) and extension (u(n− 1) = u(n)) cases.
If u(n− 1) = u(n), then (3) becomes
(4) {en−1,a(n−1), en−1,u(n)} = {en−1,a(n), en−1,u(n)},
so equality in (3) would imply en−1,a(n−1) = en−1,a(n). But then the “determining” edge for the
extension would be [en,a(n), en,a(n)], which cannot be a purple edge in an ltt structure.
If u(n− 1) = a(n), then (3) becomes {en−1,a(n−1), en−1,a(n)} = {en−1,u(n), en−1,a(n)}, so equality
would imply en−1,a(n−1) = en−1,u(n). But then the “determining” edge for the switch would be
[en,a(n), en,u(n)], which cannot be a purple edge in an ltt structure,as en,u(n) is red. So it suffices
to show that {en−1,u(n), en−1,a(n)} is not in the image of Dgn−1. Since gn−1 = [en−2,u(n−1) 7→
en−1,a(n−1)en−1,u(n−1)], the image of Dgn−1 is missing precisely the direction en−1,u(n−1). Hence,
{en−1,u(n), en−1,a(n)} is not in the image of the induced turn map and no gn,m(Em−1,j) has cancellation
and gn,m is a graph map.
Now, for each Em−1,j , we have
gn,m(Em−1,j) = gn(en−1,J(1) · · · en−1,J(Nj)) = gn(en−1,J(1)) · · · gn(en−1,J(Nj)).
By the inductive hypotheses, En−1,j is contained in gn−1,m(Em−1,j). Thus, some en−1,J(i) = En−1,j .
And gn(en−1,J(i)) contains En,j by the inductive hypotheses. So we are left to prove (C).
T (gn,m) consists precisely of the turns taken by the gn(en−1,J(i)) and the turns
(5) {Dgn(en−1,J(i)), Dgn(en−1,J(i+1))}.
The set of turns of the form of (5) is precisely Dgn(T (gn−1,m)).
Now notice that
n⋃
k=m
Dgn,k+1({ek,a(k), ek,u(k)}) = {en,a(n), en,u(n)} ∪Dgn(T (gn−1,m)).
So we are left to show that the set of turns taken by the gn(en−1,J(i)) is precisely {en,a(n), en,u(n)}.
This follows from the fact that gn = [en−1,u(n) 7→ en,a(n)en,u(n)] and that each gn−1,m(Em−1,j)
contains En−1,m. 
Before presenting the two classes of strategies, we show how to check Lemma 4.2A. In light of
Lemma 4.5, one can check that the entire graph is built by taking images of the red edges created
by gi, as in the following example:
Example 4.6. In light of Lemma 4.5, we show here an example of how to check that all of G is
“built” (we iteratively take the image under each Dgk of the edges “created” thus far):
1 2 3
4 5 6 7
g g g
g g g g
H H H
H H H H
1 2 3
4 5 6 7
b
b
c
c
a a
b c
c ac
c bc b bc a a
b c
b bc a a
b c
a ba
b
b
c
c
a ca
a a
b
b
c
c
b
b
c
c
b ba
b cb cb c
a a a aa a
We include subgraphs Hi = WL(gi,1) of the ltt structures Gi to track how edges are “built.”
g1 = [c 7→ b¯c]. Thus, the red edge of H1 is [c, b], with red vertex c. Since g2 = [b 7→ bc¯], the red
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edge in H2 is [b¯, c¯], with red vertex c¯. H2 will also contain the image [c, b] of the red edge [c, b]
under Dg2 : b¯ 7→ c. Since g3 = [b 7→ bc¯], the red edge in H3 will be [b¯, c¯], with red vertex b¯. H3 will
also contain the image [c, c¯] of the red edge [b¯, c¯] and the image [c, b] of the purple edge [c, b] under
Dg3 : b¯ 7→ c. Since g4 = [a 7→ b¯a], the red edge in H4 will be [a, b], with red vertex a. H4 will also
contain the image [b¯, c¯] of the red edge [b¯, c¯] and the images [c, b] and [c, c¯] of the purple edges [c, b]
and [c, c¯] under Dg4 : a 7→ b¯. The remaining Hi are constructed similarly.
4.2.1. Construction paths. We present a key tool used to ensure that all edges of a potential ideal
Whitehead graph appear.
Definition 4.7. We call a composition of standard generators Φ = Φn ◦ · · · ◦Φ1, with Φi : xi → yixi
for each i, a construction automorphism if xi = xj for each 1 ≤ i, j ≤ n.
Example 4.8. Consider the graph maps induced by a construction automorphism g = gi ◦ · · · ◦ gi−4
where gi−4 = [a→ ac¯], gi−3 = [a→ ab], gi−2 = [a→ ac¯], gi−1 = [a→ ab¯], and gi = [a→ ac¯]. The
following depicts the limited Whitehead graphs Wj =WL(gj ◦ · · · ◦ gi−4).
b
b c
ba
c
a
c
a
Dgi-3
Wi-4
b
b c
a
a
Dg
W Wi-3
c
i-2
i-2
ba
Dgi-1 cb b c
a
Wi-1
a
Dg
c
i cb b c
a
Wi
It can be noted that the edges of Wi are the colored edges of a smooth path (in the ltt structure
sense) in the graph depicted below (obtained by adding the black edges [b, b¯] and [c, c¯]). The edges
are traversed in the reverse order of their “addition.”
bc
12
3
4
0
a
c b
The “construction” of such a path by a construction automorphism is proved to always occur in
[Pfa13a] (see Lemma 4.12 below).
In building automorphisms yielding particular ideal Whitehead graphs, we reverse this construction
procedure. We start with a smooth path (a “construction path”) in a certain subgraph (the
“construction subgraph”) of a potential ltt structure and then use the path to build an automorphism,
in fact a construction composition:
Definition 4.9. An admissible construction composition for a connected, (2r − 1)-vertex graph G
is an admissible composition (gi−k, . . . , gi;Gi−k−1, . . . , Gi) for G such that
(CC1): each (gj , Gj−1, Gj) with i− k < j ≤ i is an extension for G and
(CC2): (gi−k, Gi−k−1, Gi−k) is a switch for G.
We call the composition without the initial switch a pure construction composition.
Below we include the abstract definitions necessary to make the processes of Example 4.8 formal.
However, first, since we use this procedure repeatedly in what follows, we explain how to find the
construction automorphism (and intermediary ltt structures) from a construction path.
Example 4.10. We start on the right with an ltt structure Gi including the potential construction
path (of Example 4.8). Since we want each triple to be an extension, we keep the purple graph the
same in each Gj . In the ltt structure Gi−k, we attach a¯ by a red edge to the terminal vertex of the
edge labeled in Gi by k. We determine gi−k by the red edge of Gi−k. If the red edge is [eu(i−k), ea(i−k)]
then, to make (gi−k;Gi−k−1, Gi−k) a generating triple, we set gi−k = [eu(i−k) → ea(i−k)eu(i−k)].
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gigigi -1-2gi -3
c b
aa
GG ii-1i-2i-3
a ab a ac
c b
c b
aa
G
a
c b
ab
c b
aa
G
a ac
c b
c b
aa
c b
c b
aaa ac
c b
-4iG
-4ig
Definition 4.11. The construction subgraph Gcon is constructed from G via the following procedure:
1. Remove the interior of the black edge [du, du], the purple vertex du, and the interior of any
purple edges containing du. Call the graph with these edges and vertices removed G1.
2. Given Gj−1, recursively define Gj : Let {αj−1,i} be the set of vertices in Gj−1 not contained
in any colored edge of Gj−1. Gj is obtained from Gj−1 by removing all black edges containing
a vertex αj−1,i ∈ {αj−1,i}, as well as the interior of each purple edge containing a vertex
αj−1,i.
3. Gcon = ∩
j
Gj .
Because [Pfa13a] Lemma 3.6 plays such a crucial role in ensuring (st2), we restate the lemma in
the form in which we use it (still implied by its proof, combined with [Pfa12b] Lemma 5.7). It gives
some kind of formalization of Examples 4.8 and 4.10.
Lemma 4.12 ([Pfa13a] Lemma 3.2, Lemma 3.6). Let (g1, . . . , gn;G1, . . . , Gn) be an i.d. represen-
tative of a φ ∈ Ar with IW(φ) ∼= G, where G is a connected, (2r − 1)-vertex graph. Suppose that
some (gi−k, . . . , gi;Gi−k−1, . . . , Gi), with 1 ≤ i− k ≤ i ≤ n, is a construction composition. Then:
(1) The sequence of vertices ei,u(i), ei,a(i), ei,a(i), ei,a(i−1), . . . , ei,a(i−k), ei,a(i−k) defines a smooth
path in Gi (starting with the red edge [ei,u(i), ei,a(i)] oriented from its red vertex to its purple
vertex). We call such a path the construction path for (gi−k, . . . , gi;Gi−k−1, . . . , Gi).
(2) Letting H denote the subgraph of Gi consisting of the purple edges in the construction path
from gi,i−k, we have that DC(gi,i−k)(H) is a subgraph of P (Gn).
In [Pfa13a] Lemma 3.4 it is proved that, under certain conditions, given a path in an admissible
ltt structure starting with the red edge and living in the construction subgraph (we call such a path
a potential construction path), the process of Example 4.10 yields an admissible construction com-
position with that path as its construction path. Hence, one can look for construction compositions
via paths in construction subgraphs. We do not make this statement precise here because, as we
only deal with specific low-rank examples in this paper, one can check by hand in each particular
circumstance whether one has obtained a construction composition via the procedure of Example
4.10, then apply Lemma 4.12.
4.3. Switch sequences. An important tool we use to ensure our loops “close up” (in circumstances
where we do not start with a loop in an ID diagram) is a “switch sequence.” As with construction
compositions, they can be found via paths in ltt structures and one still needs to check that every
triple constructed from the path is admissible (in particular that the ltt structures are admissible).
Definition 4.13. An admissible switch sequence for a connected, (2r − 1)-vertex graph G is an
admissible composition (gi−k, . . . , gi;Gi−k−1, . . . , Gi) for G such that
(SS1): each (gj ;Gj−1, Gj) with i− k ≤ j ≤ i is a switch and
(SS2): a(n+ 1) = u(n) 6= u(l) = a(l + 1) and ea(l) 6= eu(n) = ea(n+1) for each i ≥ n > l ≥ i− k.
Remark 4.14. While (ss2) is technical, it is very important because the purple subgraph of an ltt
structure changes with a switch and so, after applying a sequence of switches, the purple edge that
would have determined the next switch may no longer exist in the ltt structure.
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“Switch paths” are handled more formally in [Pfa13a] than we need here, as we can use the
ideas behind them to suggest the construction of a sequence, that we can then check by hand is an
admissible switch sequence. We describe the idea behind the paths here:
Consider an admissible switch sequence (gi−k, . . . , gi;Gi−k−1, . . . , Gi). Recall that the red edge
in each Gj is [ej,u(j), ej,a(j)]. Because of the nature of switches, under the constraints of (ss2), each
[ei,u(j), ei,a(j)] is a purple edge Gi. Since a switch (gj ;Gj−1, Gj) satisfies that u(j − 1) = a(j), these
purple edges piece together (with black edges between) to form a smooth path in Gi determined
by the sequence of vertices: ei,u(i), ei,a(i), ei,a(i) = ei,u(i−1), ei,a(i−1), ei,a(i−1), . . . , ei,a(i−k+1),
ei,a(i−k+1) = ei,u(i−k), ei,a(i−k), ei,a(i−k).
We call this smooth path the switch path for (gi−k, . . . , gi;Gi−k−1, . . . , Gi). It is proved in [Pfa13a]:
If (g1, . . . , gn, G0, . . . , Gn) is an i.d. tt representative for a φ ∈ Ar, with IW(φ) a connected, (2r−1)-
vertex graph, and (gi−k, . . . , gi;Gi−k−1 . . . , Gi) is a switch sequence for some 1 ≤ k < i ≤ n, then
the associated switch path forms a smooth path in Gi.
Thus, one can start with a smooth path and check that it gives an admissible sequence of switches.
It is worth noting, though, that (ss2) is still necessary to ensure that the purple edges in a switch
path do not disappear before they can play their role as the determining edge for the switch.
Example 4.15. In the ltt structure Gi, we number the colored edges of a switch path:
a
b c
a
cb
0
1
2
The switch sequence constructed from the switch path is:
c
b
a
gg
-1 c
a a
GGG
-1-2
a ab
c
c
cb b
c a
b bb bc
a b
a
kkk
k k
The red edge in Gk is (0), the red edge in Gk−1 is (1), and the red edge in Gk−2 is (2). Notice
that here the purple graph changes according to the isomorphism in (swI).
4.4. Strategy I.
Step 1: Find a loop L(g1, . . . , gn;G0, G1 . . . , Gn) in ID(G) so that, for each 1 ≤ i ≤ r, there exists
a Gj such that either Ei or Ei labels the red vertex in Gj .
(This can be accomplished using the ID diagram itself or using a switch sequence).
Step 2: Add in construction compositions or more general loops to ensure (st2). If more general
loops are added, one can check as in Example 4.6 whether all of G is showing up in the
purple subgraphs.
Step 3: Check (st3), then add in loops until irreducibility is obtained.
Step 4: Take a power to ensure all periodic directions are fixed. (This may be necessary since
symmetries in G may allow a loop in ID(G) to return to the same ltt structure node without
the constructed automorphism having its periodic directions fixed.)
Step 5: Check for the existence of pNP’s (see Remark 4.4).
Example 4.16. We analyze Graph XX, starting with the switch sequence of Example 4.15.
Our first construction composition (with construction automorphism a 7→ abc¯c¯bbcb) is given by
the construction path in the following ltt structure:
17
ab c
1
2
3
4 56
0
a
cb
.
After that composition we still need:
b
a
b c
We take the preimage of edges left under the direction map for the final switch and get:
b
a
b c
ba
b
a
ca
Since we could not obtain all these edges from a single construction composition, we take another
preimage (the preimage under the direction map of a second switch in the switch sequence):
b
a
b
b
a b
a
ca
c
We use the construction composition for the following construction path to obtain these edges:
6
b
c
0
2
3
1
4 5
c
b
a
When composed we get:
b
b
bb
b       bc
6
b
c
0
2
3
1
4 5
c
a
abccbbcba
b
c0
2
3
1 4 5
ba
a
caababac
a
a a
a
ab b
b
bc
c
c c
cc
c
c
a
a
a
b
The automorphism obtained is:
Φ =

a 7→ abc¯c¯bbcb
b 7→ bc
c 7→ cabc¯c¯bbcbabc¯c¯bbcbc¯c¯b¯abc¯c¯bbcbbccabc¯c¯bbcb
Since the periodic directions for this map are not fixed, we take Φ2, so that the representative is gΦ2 .
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4.5. Strategy II. In cases where most “determining” edges yield an admissible switch and an
admissible extension, the ID diagram can be large and impractical to construct. On the other hand,
in these cases, a potential construction path is likely to lead to a construction composition and
a potential switch path is likely to lead to a switch sequence. We thus present a second strategy
(“Strategy II”) for this circumstance.
Definition 4.17 (Preimage subgraph). For an admissible map (g(k,m); Gm−1, . . . , Gk), the preimage
subgraph under (g(k,m); Gm−1, . . . , Gk) for a subgraph H ⊂ P (Gi) is obtained from H by replacing
each edge of H with its preimage under the isomorphism from P (Gm−1) to P (Gk).
The following is Strategy II :
Step 1: Choose an admissible ltt structure G for G, determineGcon, and find a potential construction
path p in Gcon (hopefully traversing as many distinct purple edges as possible).
Step 2: Carry out the procedure of Example 4.10 and check whether this gives a construction
composition.
Step 3: Repeat Step 1 and Step 2 until a construction composition is obtained from a construction
path p.
Step 4: Let H denote the subgraph of G consisting of purple edges not hit by p, i.e. H =
P(G)− P(G) ∩ p.
Step 5: Perform admissible switches and extensions (each time taking the preimage of H, as in
Definition 4.17) until an admissible ltt structure G′ is reached whose construction subgraph
G′con contains a path p′ with edges from the preimage of H.
Step 6: Recursively apply Steps 1-5 to the new G′ and p′ until there are no edges left to construct.
Step 7: Close up the loop either by a switch sequence ending with G or by applying admissible
moves until one reaches G. (One can note that this process is in fact finite, as each ltt
structure only has finitely many potential “determining” edges, each “determining” edge
can lead to at most one admissible switch and one admissible extension, and there are only
finitely many admissible ltt structures for a given connected, (2r − 1)-vertex graph G.)
Step 8: Take a power to ensure all periodic directions are fixed.
Step 9: Check for the existence of pNP’s (see Remark 4.4).
Example 4.18. We show how to apply Strategy II to obtain Graph XIII. It should be
noted that we add an extra edge in the first construction path so that, before a switch is
chosen for the construction composition, the initial and final ltt structures (the first and
last of the five graphs depicted below) are the same. While unnecessary for the procedure,
this makes recording the example in short-hand simpler.
1
34 a c
)
We chose And constructred
path maximizing
blue edges crossed
c ba
a b
2 0 (still left withcc
asource
ltt structure
a b
b
This gives (all graphs here are birecurrent):
The preimage of
a c
under the direction map for
a
b
a
b
c
a
c
a
c
a
c
a c
c cb c ca c cb c ca c cb
a a a a a
b b b b
c
c
c
c
c
c cb (c     b) is
b bbb
c
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a b band and
We decide to continue with the Left-hand graph.
b
c c a c
The choices for the source ltt structure for the switch starting the composition are (in short-hand)
b b b
a a a
c c c
(all are birecurrent)a
Construct path maximizing
blue edges crossed: 1
c b a0
c a
b
c a
b
ac
The ltt structure is:
b
a
c
a
c
b aba
c
b
b
b cbThis gives
(all graphs here are birecurrent):
a
b c
We close up the loop with:
21c
b
a
c
b
a
c
b
a
g g
GG G1 20
a ab c caa
a
a
b b b
c c
c
We have the final map and get the entire representative for Graph XIII:
5421c
b
a
c
b
a
c
b
a
c
a
c
ba
b
3g g g g g
G GGG G1 2 3 40
a ab c ca b cb b ab c cba
b b b
b b
c c
c
c ca
a
a a
10
a
b
c6 7 8 9
a
b
c
a
b
c
a
b
c
a
b
c
a
b
cg ggg
G GG G GG5 6 7 8 9 10a
b
b c
c
c c
c cba a a a a
c ca
g
c cb c ca c cb a ac
bbb
a
11 12 13 14 15
a
b
c
b
c
a
b
c
a
b
c
a
b cg g g gg
GG GGG11 12 13 14 15
ba ab a ac a ac a ab a ac
a
c c c c c
a a
a
a
bbbb
It can be noted that we showed that this map does not have any pNPs in [Pfa12b].
5. Achievable Graphs in Rank 3
This section includes our main theorem. The theorem gives a refinement of the achievability of
the index list (−32) by fully irreducible φ ∈ Out(F3).
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Theorem 5.1 (Theorem A). Precisely eighteen of the twenty-one connected, simplicial five-vertex
graphs are the ideal Whitehead graph IW(φ) for a fully irreducible outer automorphism φ ∈ Out(F3).
Proof. Graphs II, V, and VII were proved unachievable in [Pfa12b]. We give representatives for the
remaining graphs, leaving it to the reader to prove they are pNP-free (see Remark 4.4), that they
satisfy Lemma 4.2B, and have the appropriate ideal Whitehead graphs. Then, by Lemma 4.2, they
are representatives of φ ∈ Ar with the desired ideal Whitehead graphs.
For each achieved graph, we give a representative g achieving it and then an ideal decomposition
for g. When showing the ideal decomposition, in most cases, we leave out the black edges in the
ltt structures. For Graphs X, XII, XV, and XIX we give a condensed description of the ideal
decomposition where a pure construction composition starting and ending at an ltt structure Gi
is shown below as a path in (Gi)con. For graphs XI and XVI, the pure construction compositions
do not start and end with the same ltt structure, so are depicted as paths in (Gi)con below, but
between, their initial and terminal ltt structures.
Graph I (The Line):
Φ =

a 7→ acb¯cab¯cacacb¯ca
b 7→ a¯c¯bc¯a¯c¯a¯c¯b
c 7→ cacb¯cab¯cac
a ab
a
a
a
a
a
a
a
a
a
a
b
b
b
b
b b b b b b
c
c
c
c
c
c
c
c
c
c
a
a
a
a
a
a
a
a
a
a
b
b
b
b
b
b
b
b
b b
c
c
c
c
c
c
c
c
c
c
b ab c cb c ca b cb a ab a ac b ab b cb
Graph III:
Φ =

a 7→ ab¯ca
b 7→ ba¯c¯a¯c¯c¯a¯c¯
c 7→ caccacab¯cac
b
c
a
c
b b
c
a
b
c
a
b
c
a
b
c
a
b
c
a
b
c
a
bcc b bc b bcc c
c c
c c
c ca ba c ac a ca b ba
a
a a a a a a a
b
b
b b b b
b
b
a
Graph IV:
Φ =

a 7→ cb¯a
b 7→ bca¯bcb
c 7→ cb¯abc
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a c b
c
b
b
ca a
a
c b
b
c a
a
bc
c
a
b
a
b c
a a
a a
a a
b
b b b b
b
c c
c
c c
c
c ac b cb b ab c bc a ca a ba
Graph VI:
Φ =

a 7→ abacbabac¯abacbaba
b 7→ bac¯
c 7→ ca¯b¯a¯b¯a¯b¯c¯a¯b¯a¯c
b
a
a
c
b
a
c
b
b
b
b
b
a
c
a
c
c
a
a
c c
a
b
c
a
b
c
a
b
ca aba acc bc c ac b bc a ab a ac a ab b ba
a
a
a
a
a
a a
a
a
a
b
b b
b
b
b
b b b
b
c
c
c
c
c
c
c
c
c c
Graph VIII:
Φ =

a 7→ ac¯aab¯ac¯ba¯a¯cac¯aab¯ac¯a
b 7→ ba¯a¯c
c 7→ ca¯ba¯a¯ca¯ba¯a¯c
bb
a a
c ca
cac cb c caa ca
c cb
ba
bc ba b ba
a
a a
a
a
a
aa
a
a
a
a a
a a a
a
aaaaa
b
b b
b
b
b
bbb
b
b
b
b b
b b
b
bb
b
b
b
c
c
c c c
c
c c
c
c c
c
c c
c
c
c
cc
c
c
c
Graph IX:
Φ =

a 7→ abc¯bc¯abc¯bc¯b¯cb¯a¯c¯b¯abc¯bc¯
b 7→ bcabc¯bcb¯cb¯a¯cabc¯b
c 7→ cb¯cb¯a¯bcabc¯bcb¯cb¯a¯c
22
cc cb c caa ac
a
a
a a a
a
a
a a a a
a a
b ba b bc
b bc b ba b bc
b ba
a ab a aba ac
b b
b
b b b
b
b
b
b bb b
c c c
c
c
c
cc
c
c
ccc
a a a a a a
aa aaaaa
b b b b b b
bb bbbbb
c c c c c
c
c cccc
c
c
Graph X:
Φ =

a 7→ abacbabaca¯bc¯a¯b¯a¯c¯a¯b¯a¯b¯c¯a¯b¯a¯babacb¯abacbabacabacb¯a
b 7→ babaca¯bc¯a¯b¯a¯c¯a¯b¯a¯b¯c¯a¯b¯a¯babaca¯bc¯a¯b¯a¯c¯a¯b¯a¯b¯c¯a¯b¯a¯b
c 7→ babaca¯bc¯a¯b¯a¯c¯a¯b¯a¯b¯c¯a¯b¯a¯babaca¯bc¯a¯b¯a¯c¯a¯b¯a¯b¯c¯a¯b¯a¯babacbabaca¯bc¯a¯b¯a¯c¯a¯b¯a¯b¯c¯a¯b¯a¯babac
c
c
c c c c c a
a
aa
a
aab b
b b b b bca
b
c a ca b ba c cb b bc a ba c ac
a
c
c
c
a
2 b
0
1
b
b
2
b
0
b
5
43 1
a
a
a2
0
1
c
c
bcc
a b a a a a a a ab b
b
b
b
b b
c
c
c
c
c c c
Graph XI:
Φ =

a 7→ ac¯b¯c¯bc¯b¯cb¯cbca¯bcb¯cbca¯b¯cb¯
b 7→ bc¯bac¯b¯c¯bc¯b¯ac¯b¯c¯bc¯b
c 7→ cb¯cbca¯b¯cb¯cbca¯bcb¯cbca¯b¯c
a
c
b
b
a
c
b
a
c
a
c b
a
b
c
a
b
c
a ab c ac b bc c bc a ac
a a a
a
a
a
b
b
b
b
b b
c c
2
a b
c
0
3
1
4 c
b
ac
3a 2
b
0
1
4
b
c
c c
c
Graph XII:
Φ =

a 7→ ac¯b¯b¯c¯bc¯b¯cb¯cbcca¯bcb¯cbcca¯b¯cb¯
b 7→ bc¯bac¯c¯b¯c¯bc¯b¯ac¯c¯b¯c¯bc¯b
c 7→ cb¯cbcca¯b¯cb¯cbcca¯bcb¯cbcca¯b¯c
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ac
b
b
a
c
b
a
c
a
c b
a
b
c
a
b
c
5
a ab c ac b bc c bc a ac
2
a b
c
0
3
14
c
b
ac
3
a 2
b
0
1
4
b
b
b
b
b
b b
a a a
a
a
a
c c
c
c
c
c
Graph XIII:
Φ =

a 7→ acb¯ccbcb¯c¯b¯c¯c¯bc¯a¯cb¯acb¯ccbcb¯c¯b¯c¯c¯bc¯a¯b¯
b 7→ bacb¯ccbcbc¯b¯c¯c¯bc¯a¯bc¯acb¯ccbcb
c 7→ cb¯acb¯ccbcb¯c¯b¯c¯c¯bc¯a¯b¯acb¯ccbc
Our ideal decomposition for this representative and further explanation were given in Example ??.
Graph XIV:
Φ =

a 7→ abcaabcab¯abcacab¯abcaabcaabcab¯abcacab¯abcaabcaabcab¯abcaabcaabcab¯abcacab¯abcaba¯c¯abc
aababcaabcab¯abcacab¯abcaabcaabcab¯abcacab¯abcaabcaabcab¯abcaabcaabcab¯abcacab¯abca
b 7→ ba¯c¯abcaaba¯c¯b¯a¯ba¯c¯b¯a¯a¯c¯b¯a¯a¯c¯b¯a¯ba¯c¯a¯c¯b¯a¯ba¯c¯b¯a¯a¯c¯b¯a¯a¯c¯b¯a¯ba¯c¯b¯a¯a¯c¯b¯a¯a¯c¯b¯a¯ba¯c¯abcaabcab¯abcacab¯
abcaabcaabcab¯abcacab¯abcaabcaabcab¯abcaabcaabcab¯abcacab¯abcaba¯c¯abcaab
c 7→ cab¯abcaabcaabcab¯abcaabcaabcab¯abcacab¯abcaabcaabcab¯abcab¯a¯a¯c¯b¯a¯cab¯
b abb cb c cb a aca c cac
c
c
a aa
a
a
a a
b bb
b
b b
bb
b
b
bc cc
c
c
c
c
c
c
c
c
a
a
a
a
a
a
a
a
a
a
a
a
b
b
b
b
b
bb
bb
b
b
cc
c
cc
c
c
ca
a
a
ba a ac
bc
a
a
b
c
c ca
bc
a
a
b
c
a ac
bc
a
a
b
c
b abba c bc a ca c
b
c
a
a
b
c
ac bcb
bc
a
a
b
c
a c ca
bc
a
a
b
c
Graph XV:
Φ =

a 7→ ac¯b¯b¯c¯bc¯b¯cb¯cbbca¯bcb¯cbbca¯b¯cb¯
b 7→ bc¯bac¯b¯b¯c¯bc¯b¯ac¯b¯b¯c¯bc¯b
c 7→ cb¯cbbca¯b¯cb¯cbbca¯bcb¯cbbca¯bc
2
a
c
b
b
a
c
b
a
c
a
c b
a
b
c
a
b
a a a c a
b
c c
c
b
b c
c aca a b
a
c a
b bc c cb a a c
c
b b
a b
c
0
3
1
4 5 c
b
ac
3
a 2
b
0
1
4
b
b
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Graph XVI:
Φ =

a 7→ ab¯ccbcb¯c
b 7→ bc¯b¯c¯c¯ba¯c¯b
c 7→ cab¯ccbcb¯c
ab
c b
c
a
b
cc
b
a
a
b
c
a
b
c
c ca a ac b ab b cb aba
c
b a
c
ccc
b b
b b
a
a
a
a ab
2
a
b c
0
3
1
4 5 cb
a
c
a
b0
1
c
c
a
Graph XVII:
Φ =

a 7→ acbcb¯cb¯acbcb¯acbc
b 7→ bc¯b¯c¯a¯bc¯c¯b¯c¯a¯bc¯b¯c¯a¯bc¯b
c 7→ cb¯acbcb¯b¯cb¯acbcb¯acbccb¯acbcb¯acbcb¯cb¯acbcb¯acbc
c ca c cb b cb
c cbc cb c ca
b cb
a ac a aca ab
aba ab
a
a a
a
a
a a
a
a
a
a a
aaa
a
a
aa
a
aa
a
a
a
a
b b
b
b
b
b
b
b
b
b b
bb
b b b
b
b
bb
b
b
b
b
bb
c
c
c
c
c
c c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
b
Graph XVIII:
Φ =

a 7→ ab¯cb¯ab¯c¯
b 7→ ba¯bc¯ba¯ba¯b
c 7→ cba¯bc¯ba¯ba¯bc¯ba¯ba¯bc
b
c
a
a
c
b
b
c
a
b
c
a b
c
a b
c
a
b
c
a b
a b
c
a
c
c ac
a
c bc
b
c
ac b ab aba aca b abaab
a
a
a
a a
a
aa
c
cc
c
c
c
c
c
b b b
b
b b
b
b
a
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Graph XIX:
Φ =

a 7→ accb¯cbc
b 7→ bc¯b¯c¯bc¯c¯a¯bc¯b
c 7→ cb¯accb¯cbcb¯accb¯cbc
1
2
0
1
a a a
a
a
a
a a a a
a
a
a
b b
b
b
b
b
b
b b b
b
b
b
b
c
c c c
c
c
c
c
c
c
c
c
a accb cbc ca
c 25
4
3 0
cb
Graph XX:
The representative g = h2Φ having ideal Whitehead graph GRAPH XX, where
Φ =

a 7→ abc¯c¯bbcb
b 7→ bc
c 7→ cabc¯c¯bbcbabc¯c¯bbcbc¯c¯b¯abc¯c¯bbcbbccabc¯c¯bbcb
,
was constructed in the examples above.
Graph XXI (Complete Graph): This was given in [Pfa13a].
Φ =

a 7→ abab¯aacb¯abab¯aacbabab¯aacabab¯aacb¯a
b 7→ babab¯aaca¯bc¯a¯a¯ba¯b¯a¯c¯a¯a¯ba¯b¯a¯b¯c¯a¯a¯ba¯b¯a¯b
c 7→ abab¯aac

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