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FROM GAP PROBABILITIES IN RANDOM MATRIX THEORY TO EIGENVALUE
EXPANSIONS
THOMAS BOTHNER
Dedicated to Percy Deift and Craig Tracy on the occasion of their 70th birthdays
Abstract. We present a method to derive asymptotics of eigenvalues for trace-class integral operators
K : L2(J ; dλ) 	, acting on a single interval J ⊂ R, which belong to the ring of integrable operators [28].
Our emphasis lies on the behavior of the spectrum {λi(J)}∞i=0 of K as |J | → ∞ and i is fixed. We show
that this behavior is intimately linked to the analysis of the Fredholm determinant det(I − γK)|L2(J) as
|J | → ∞ and γ ↑ 1 in a Stokes type scaling regime. Concrete asymptotic formulæ are obtained for the
eigenvalues of Airy and Bessel kernels in random matrix theory.
1. Introduction and statement of results
A well-known result in orthogonal polynomial random matrix ensembles states that the spacing distribu-
tions of eigenvalues of N ×N Hermitian matrices are encoded in Fredholm determinants [31, 23]. In more
detail, for a given positive weight function w(t), the probability EN (n; J) that a matrix from the ensemble
associated with w(t) has n ∈ Z≥0 eigenvalues in J ⊂ R equals
EN (n; J) =
(−1)n
n!
dn
dγn
det(I − γKN )
∣∣
γ=1
. (1.1)
Here, KN is the finite rank integral operator on L
2(J ; dλ) with kernel
KN (λ, µ) =
N−1∑
j=0
pj(λ)pj(µ)w
1
2 (λ)w
1
2 (µ); pj ∈ C[t] :
∫
pj(t)pk(t)w(t)dt = δjk.
The Fredholm representation of eigenvalue spacing statistics is also valid in the limit N → ∞ and the
resulting trace-class integral operator K : L2(J ; dλ) 	 depends crucially on the Hermitian model we start
with and at which local point in the spectrum the scaling is considered.
For instance, two of the most commonly encountered kernels in random matrix theory arise in the Gaussian
Unitary Ensemble (GUE) by scaling in the “bulk” of the spectrum [23, 34, 39], resp. at the “soft edge”
[10, 26, 32]:
Ksin(λ, µ) =
sin(λ− µ)
pi(λ− µ) , Jsin = (−s, s), s > 0; resp. (1.2)
KAi(λ, µ) =
Ai(λ)Ai′(µ)−Ai′(λ)Ai(µ)
λ− µ , JAi = (s,∞), s ∈ R; (1.3)
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i.e. the sine kernel and the Airy kernel, where Ai(z) is the Airy function. A third well-known kernel appears
when one scales the Laguerre or Jacobi Unitary Ensembles (LUE or JUE) at the “hard edge” [26, 39]:
K
(a)
Bess(λ, µ) =
Ja(
√
λ)
√
µJ ′a(
√
µ)− Ja(√µ)
√
λJ ′a(
√
λ)
2(λ− µ) , JBess = (0, s), s > 0; a > −1, (1.4)
i.e. the Bessel kernel, where Ja(z) is the Bessel function of order a. From the random matrix point of view
one is interested in the analogue of (1.1),
E(n; J) =
(−1)n
n!
dn
dγn
D(J ; γ)
∣∣
γ=1
; D(J ; γ) = det(I − γK)∣∣
L2(J)
which equals the probability that there are n ∈ Z≥0 bulk scaled (K = Ksin), resp. soft-edge scaled (K = KAi),
resp. hard-edge scaled (K = K
(a)
Bess) eigenvalues in the interval Jsin, resp. JAi, resp. JBess.
1
We shall denote the eigenvalues of the integral operator K by {λi(J)}∞i=0. In case of the three kernels
(1.2), (1.3) and (1.4) it has been proven [35, 27, 36, 37] that the spectrum is simple and we can order
1 > λ0(J) > λ1(J) > . . . > 0. (1.5)
The lower bound follows from positivity and the upper one from the fact that K : L2(R; dλ) 	 with
K = Ksin,KAi and K : L
2((0,∞); dλ) 	 with K = K(a)Bess are projection operators (cf. [35, 36, 37]). In
particular, the last statement implies by minimax characterizations that for each fixed i ∈ Z≥0 we have
λi(J)→ 1, as |J | → +∞ ⇔ λi(J)→ 1, as
{
s→ +∞, K = Ksin,K(a)Bess
s→ −∞, K = KAi
. (1.6)
The eigenvalue behavior (1.5) provides us with a quick qualitative explanation of the phase transition near
γ = 1 in the asymptotic behavior of D(J ; γ) as |J | → ∞, cf. [40]. Indeed, use Lidskii’s Theorem and write
D(J ; γ) = det(I − γK)∣∣
L2(J)
=
∞∏
i=0
(
1− γλi(J)
)
, (1.7)
so that (1) for γ < 1 all factors are bounded away from zero. Hence D(J ; γ) approaches zero exponentially
fast. On the other hand (2) for γ = 1 the i-th factor will approach zero for each i and D(J ; γ) tends to
zero faster than for γ < 1. In the remaining case (3) for γ > 1 the determinant will vanish for a discrete set
{Ji}i∈Z, the solutions of λi(J) = γ−1.
As another application, the eigenvalue asymptotics (1.6) can be used to derive quantitative asymptotic
information for the normalized eigenvalue probabilities
r(n; J) ≡ E(n; J)
E(0; J)
=
∑
i1<...<in
λi1 · . . . · λin
(1− λi1) · . . . · (1− λin)
, n ∈ Z≥1,
i.e. (1.6) serves in the exact evaluation of “large gap probabilities”, see [36, 37] for concrete formulæ. For
this to work one requires subleading terms in (1.6) and a standard way to obtain these is the method of
commuting differential operators: by a remarkable coincidence the three integral operators on L2(J ; dλ) with
kernels (1.2) and (1.3), (1.4) commute with the operators given by
Lsin[f ] =
(
d
dx
(
x2 − s2) d
dx
+ x2
)
f,
and
LAi[f ] =
(
d
dx
(x− s) d
dx
− x(x− s)
)
f, L(a)Bess[f ] =
(
d
dx
x(s− x) d
dx
−
(
a2s
4x
+
x
4
))
f ; (1.8)
defined on appropriate function spaces. Since (K,L) share the same eigenfunctions the desired eigenvalue
expansion is then obtained from WKB arguments applied to the differential equation. This is exactly the
1Equivalently, E(0; JAi) and E(0; JBess) are the distribution functions of the (rescaled) largest and smallest eigenvalue drawn
from the GUE and LUE.
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approach employed by Pollak, Slepian and Fuchs [35, 27] for Ksin: the eigenfunctions of Lsin are prolate
spheroidal wave functions, cf. [33], and the following asymptotics was derived,
1− λi(Jsin) =
√
pi
i!
23i+2si+
1
2 e−2s
(
1 +O (s−1)) , s→ +∞, (1.9)
valid for fixed i ∈ Z≥0.
In case of (1.8) no explicit formulæ for eigenfunctions are known, still Tracy and Widom [36, 37] used
the operators (1.8) in combination with a trick and derived analogues of (1.9), see Corollaries 1.7 and 1.10
below. This derivation was somewhat heuristic and it seems to work well only for Sturm-Liouville operators
L with rather simple potentials. For more general kernels in random matrix theory, compare Section 1.3 for
a short discussion, the potentials would be transcendental functions of Painleve´ type and the method fails.
For this reason we choose a different approach to the asymptotics of λi(J) as |J | → ∞ which will only
rely on the integrable structure [28] of the kernels, i.e. them being of the form
K(λ, µ) =
φ(λ)ψ(µ)− ψ(λ)φ(µ)
λ− µ . (1.10)
The idea is to obtain “large gap asymptotics” for D(J ; γ) as |J | → ∞ and simultaneously γ ↑ 1 in a specific
scaling regime. This regime has to be chosen in such a way that we can observe individual factors of the
infinite product (1.7), i.e. preferably we would like to produce an asymptotic expansion of D(J ; γ) which
involves a finite product with distinct factors.
Remark 1.1. It is not clear at all how to read off individual factors from the expansions of D(J ; γ) as
|J | → ∞ and γ ≤ 1 is kept fixed: For instance, for the sine-kernel determinant [2, 12, 30, 24, 18], as
s→ +∞,
D(Jsin; γ < 1) = exp
[
−2v
pi
s
]
(4s)
v2
2pi2G2
(
1 +
iv
2pi
)
G2
(
1− iv
2pi
)(
1 +O (s−1) ), v = − ln(1− γ);
D(Jsin; 1) = exp
[
−s
2
2
]
s−
1
4 c0
(
1 +O (s−1) ), c0 = exp [ 1
12
ln 2 + 3ζ ′(−1)
]
; (1.11)
involving Barnes G-function G(·) and the Riemann zeta-function ζ(·).
In order to motivate the usefulness of the phase transition point γ = 1 we recall the following result from
[6]. This result was obtained with the help of the known behavior (1.9), i.e. the line of reasoning is reversed
in loc. cit. – nevertheless it will provide us with valuable insight for the general case (1.10) where little
information on λi(J) is available. The result we are referring to is the Theorem below.
2
Theorem 1.2 ([6], Theorem 1.12). Given χ ∈ R let p = p(χ) ∈ Z≥1 such that p = 1 for χ < 12 and
χ+ 12 < p ≤ χ+ 32 for χ ≥ 12 . There exist constants s0 = s0(χ) > 0 and v0 = v0(χ) > 0 such that
D(Jsin; γ) = exp
[
−s
2
2
]
s−
1
4 c0
p−1∏
i=0
(
1 + e−v
λi(Jsin)
1− λi(Jsin)
)(
1 +O
(
s−min{p−χ−
1
2 ,1}
))
(1.12)
uniformly for s ≥ s0, v = − ln(1− γ) ≥ v0 and v ≥ 2s−χ ln s. The universal constant c0 appeared in (1.11).
Note that from (1.9), we have explicit information on the factors,
1 + e−v
λi(Jsin)
1− λi(Jsin) = 1 +
i!√
pi
2−3i−2s−i−
1
2 e2s−v
(
1 +O (s−1)) , 0 ≤ i ≤ p− 1
and these contribute in general to the leading behavior of D(Jsin; γ) as |Jsin| → ∞. In fact by construction
of p ∈ Z≥1 we have 0 < p− χ− 12 ≤ 1 and thus for v = 2s− χ ln s,
i = p− 1 : e−v(1− λp−1(Jsin))−1 ∼ Cp−1s−(p−χ− 12 ) = o(1);
i = 0, . . . , p− 2 : e−v(1− λi(Jsin))−1 ∼ Cis−(i−χ+ 12 ) ≥ s−(p−χ− 32 ) 6= o(1)
2We have changed the definition of v = − 1
2
ln(1 − γ) in [6] to v = − ln(1 − γ). This allows us to have a uniform v for all
kernels considered in this paper. Also, [6] uses Ksin(λ, µ) =
sin s(λ−µ)
pi(λ−µ) acting on (−1, 1).
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so that the asymptotics of D(Jsin; γ) changes each time we cross one of the infinitely many Stokes curves
v = 2s− χ ln s, χ = p− 1
2
, p ∈ Z≥1.
In short, the asymptotic Stokes phenomenon of the Fredholm determinant encodes the information of the
spectrum we are after. The natural idea is now to reverse the procedure which lead to (1.12), i.e.
(A) Identify the asymptotic Stokes region for a given determinant D(J ; γ) and derive transition asymp-
totics of type (1.12), i.e. derive an expansion of the form
D(J ; γ) ∼ D(J ; 1)
p−1∏
i=0
(
1 + e−vfi(J)
)
, |J | → +∞, γ ↑ 1,
with distinct factors fi(J) and where p ∈ Z≥1 is tailored to the double scaling regime.
(B) Extract from fi(J) the behavior of λi(J) as |J | → ∞ and i ∈ Z≥0 is fixed.
Remark 1.3. The existence of a phase transition for D(J ; γ) near γ = 1 is a priori ensured for many, if
not all, kernels in orthogonal polynomial random matrix theory. The operators are positive definite and since
D(J ; 1) has a probabilistic interpretation we have automatically
1 > λ0(J) ≥ λ1(J) ≥ . . . > 0.
In this paper we carry out both steps for KAi,K
(a)
Bess and discuss applicability of the results to a more
general Painleve´ type kernel to be discussed below.
1.1. Results for the Airy and Bessel kernel. The following two Theorems are the major results of the
manuscript.
Theorem 1.4. Given χ ∈ R determine p = p(χ) ∈ Z≥0 such that p = 0 for χ < − 12 and χ+ 12 < p ≤ χ+ 32
for χ ≥ − 12 . There exist positive t0 = t0(χ) and v = v0(χ) such that
D(JAi; γ) = exp
[
s3
12
]
|s|− 18 η0
p−1∏
i=0
(
1 +
i!√
pi
2−
7
2 i− 94 t−i−
1
2 e
2
3
√
2t−v
)(
1 +O
(
t−min{p−χ−
1
2 ,
1
2}
))
(1.13)
uniformly for t = (−s) 32 ≥ t0, v = − ln(1− γ) ≥ v0 and v ≥ 23
√
2t− χ ln t. Here
η0 = exp
[
1
24
ln 2 + ζ ′(−1)
]
,
involving the Riemann zeta function ζ(·) and in case p = 0 we take ∏p−1i=0 (. . .) ≡ 1.
Expansion (1.13) is the direct analogue of (1.12) for the Airy kernel determinant and completes part (A)
of the aformentioned procedure for the same object.
Remark 1.5. Note that in the limit κAi ≡ vt → +∞, all factors in the product (1.13) contribute to the
error term and we correctly restore the well-known expansion for D(JAi; 1) to leading order, cf. [1, 19]. See
Appendix A for further details on this matter.
Remark 1.6. Expansion (1.13) completely captures the behavior of D(JAi; γ) in the underlying Stokes region,
the Stokes curves in the (v, t)-plane are given by
v =
2
3
√
2 t− χ ln t, χ = q − 1
2
, q ∈ Z≥1.
In previous work [7] the very first Stokes curve q = 1 was identified and here we extend the results (with
different techniques) to the full Stokes region.
The most important consequence for us is contained in the following Corollary which is part (B) of the
procedure for the Airy kernel.
Corollary 1.7. For any fixed i ∈ Z≥0, we have, as s→ −∞,
1− λi(JAi) =
√
pi
i!
2
7
2 i+
9
4 ti+
1
2 e−
2
3
√
2 t
(
1 + o(1)
)
, t = (−s) 32 .
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This expansion matches exactly the formal result of Tracy and Widom in [36], (1.23). Next we turn our
attention towards (1.4).
Theorem 1.8. Given χ ∈ R and a > −1, determine p = p(χ) ∈ Z≥0 such that p = 0 for χ < − 12 and
χ+ 12 < p ≤ χ+ 32 for χ ≥ − 12 . There exist positive constants t0 = t0(χ, a) and v0 = v0(χ, a) such that
D(JBess; γ) = exp
[
−s
4
+ a
√
s
]
s−
1
4a
2
τa
p−1∏
i=0
(
1 + di(a)t
−2i−1−ae2t−v
)(
1 +O
(
max
{
t−2(p−χ−
1
2 ),
ln t
t
}))
(1.14)
uniformly for t = s
1
2 ≥ t0, v = − ln(1− γ) ≥ v0 and v ≥ 2t− 2(χ+ a2 ) ln t. Here
di(a) = i! Γ(1 + a+ i)pi
−12−4i−2a−3, τa =
G(1 + a)
(2pi)
a
2
,
involving Barnes G-function G(·) and Γ(·) is the Euler gamma function. We take ∏p−1i=0 (. . .) ≡ 1 for p = 0.
Remark 1.9. As κ
Bess
≡ vt → +∞, we rediscover the leading terms of D(JBess; 1) since all factors in the
product of (1.14) move to the error term, compare [20, 25] as well as Appendix B. On the other hand the
Stokes curves of D(JBess; γ) are given by
v = 2t− 2
(
χ+
a
2
)
ln t, χ = q − 1
2
, q ∈ Z≥1
and these have not been analyzed previously.
The Corollary below summarizes the anticipated eigenvalue asymptotics for K
(a)
Bess. We have again match-
ing with the formal result of [37],(1.27).
Corollary 1.10. For any fixed i ∈ Z≥0 and a > −1, we have, as s→ +∞,
1− λi(JBess) = pi
i!
24i+2a+3
Γ(1 + a+ i)
t2i+1+ae−2t
(
1 + o(1)
)
, t = s
1
2 .
Remark 1.11. With [36, 37], Theorem 1.4 and 1.8 can be used to derive transition asymptotics for the
underlying Painleve´ II and III transcendents.
1.2. The ring of integrable integral operators. The technical part of the procedure is contained in its
part (A), i.e. the derivation of transition asymptotics of, say, type (1.13) and (1.14). These asymptotics are
obtained through an application of the Deift-Zhou nonlinear steepest descent method [21] to the following
master Riemann-Hilbert problem (RHP). This RHP is associated with integral operators of type (1.10) and
first appeared in [28].
Riemann-Hilbert Problem 1.12 (Master RHP). Determine Y (z) = Y (z; J, γ) ∈ C2×2, a matrix-valued
piecewise analytic function which is uniquely characterized by the following four properties.
(1) Y = Y (z) is analytic for z ∈ C\J and J ⊂ C is assumed to be a simple oriented curve.
(2) The limiting values Y±(z) from either side of the contour J are square integrable and related via the
jump condition
Y+(z) = Y−(z)
(
1− 2piiγφ(z)ψ(z) 2piiγφ2(z)
−2piiγψ2(z) 1 + 2piiγφ(z)ψ(z)
)
, z ∈ J.
(3) At possible finite endpoints of J , the function Y (z) is assumed to be square integrable.
(4) As z →∞, in a full neighborhood of infinity,
Y (z) = I + Y∞z−1 +O
(
z−2
)
, Y∞ =
(
Y jk∞
)2
j,k=1
.
For a given kernel (1.10) the derivation of an asymptotic solution for RHP 1.12 is kernel specific, never-
theless the general philosophy is always to obtain first a “local identity” for the logarithmic derivative
∂ lnD(J ; γ), (1.15)
taken with respect to endpoints of J and γ fixed. This means an identity for ∂ lnD(J ; γ) involving local
characteristica of Y (z) such as its residue at z =∞ or behavior near specific points of J , see (2.8) and (6.4)
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below. Second, through an application of the nonlinear steepest descent method [21], one derives asymptotic
expansions for the local characteristica and, third, integrates (1.15) to obtain an expansion for D(J ; γ).
Remark 1.13. The RHP 1.12 has been asymptotically analyzed for a variety of kernels over the past 20
years. In particular in the context of gap probabilities D(J ; 1) we mention, for instance, [17, 29, 15, 8]. Away
from γ = 1 the method has been successfully used in [9, 6].
1.3. Non-generic kernels in Hermitian matrix models. The Airy kernel (1.3) is obtained from scaling
matrices in the GUE at the edge of the support of the eigenvalue densities ρ. Near a, say, right edge point
x∗ of an interval in the density support we have
ρ(x) ∼ c(x∗ − x)2k+ 12 , x ↑ x∗, c > 0, k ∈ Z≥0 (1.16)
and (1.3) simply corresponds to the generic situation k = 0. In more fine tuned cases, i.e. for k ∈ Z≥1, the
limiting kernels are described by a Lax pair solution associated with a distinguished solution of the (2k)-th
member of the Painleve´ I hierarchy. We will briefly discuss the first non-trivial case k = 1 and refer to [16]
for a rigorous derivation of the underlying critical kernel:
KP 2I (λ, µ;x, τ) =
i
2pi
Φ11(λ;x, τ)Φ21(µ;x, τ)− Φ11(µ;x, τ)Φ21(λ;x, τ)
λ− µ ; JP 2I = (s,∞), s ∈ R (1.17)
with x, τ ∈ R and the matrix entries Φjk(ζ) (viewed as analytic extensions from arg ζ ∈ (0, 6pi7 ) to the entire
complex plane) are characterized in terms of the following RHP.
Riemann-Hilbert Problem 1.14. Determine Φ(ζ) = Φ(ζ;x, τ) ∈ C2×2 with x, τ ∈ R such that
(1) Φ(ζ) is analytic for ζ ∈ C\⋃4j=1 Γj with
Γ1 = [0,∞), Γ3 = (−∞, 0], Γ2 = e−ipi7 (−∞, 0], Γ4 = eipi7 (−∞, 0]
and the rays are oriented as shown in Figure 1.3
(2) The limiting values Φ±(ζ) from either side of the jump contour satisfy the jump relations
Φ+(ζ) = Φ−(ζ)
(
0 1−1 0
)
, ζ ∈ Γ3; Φ+(ζ) = Φ−(ζ)
(
1 1
0 1
)
, ζ ∈ Γ1
and
Φ+(ζ) = Φ−(ζ)
(
1 0
1 1
)
, ζ ∈ Γ2 ∪ Γ4.
(3) Φ(ζ) is bounded at ζ = 0.
(4) As ζ →∞, away from the jump contours
Φ(ζ) = ζ−
1
4σ3
1√
2
(
1 1
−1 1
)
e−i
pi
4 σ3
{
I − vσ3ζ− 12 + 1
2
(
v2 −iu
iu v2
)
ζ−1 +O
(
ζ−
3
2
)}
e−θ(ζ;x,τ)σ3
where u, v do not depend on ζ, we define ζα : C\(−∞, 0]→ C such that ζα > 0 for ζ > 0 and
θ(ζ;x, τ) =
2
7
ζ
7
2 +
2
3
τζ
3
2 − 2xζ 12 . (1.18)
Remark 1.15. The particular scaling chosen in (1.18) differs slightly from [16] and also [13]. For instance
Ψ(ζ; s, t1) in [13], Section 2, connects to Φ(ζ;x, τ) in RHP 1.14 via
Φ(ζ;x, τ) = 2−
σ3
14 Ψ
(
2−
2
7 ζ;−2 87x, 2− 47 τ
)
, ζ ∈ C
∖ 4⋃
j=1
Γj , x, τ ∈ R.
On the other hand (1.18) matches exactly [15],(1.21).
The above RHP characterizes a solution of the second member of the Painleve´ I hierarchy, the P 2I equation:
indeed it is straightforward to show that Φ(ζ;x, τ) solves a Lax system
∂Φ
∂x
(ζ;x, τ) = A(ζ;x, τ)Φ(ζ;x, τ),
∂Φ
∂ζ
(ζ;x, τ) = B(ζ;x, τ)Φ(ζ;x, τ)
3Except for the opening angles of Γ2 ∪ Γ4 the jump contours in RHP 1.14 and RHP 2.1 below are identical.
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and its compatibility yields for u = u(x; τ) and v = v(x; τ),
(P 2I ) : x = −τu−
(
5
2
u3 − 5
32
(
u2x + 2uuxx
)
+
1
256
uxxxx
)
; vx = −2u. (1.19)
The precise expressions for A(ζ) and B(ζ) can be found in, say, [13] but they will not be relevant for us, we
only use the existence of a real-valued, pole-free solution of (1.19) for x, τ ∈ R, see again [13]. Equivalently
we only use solvability of RHP 1.14 for x, τ ∈ R.
Remark 1.16. The solution to RHP 1.14 is unique within the family of solutions of the form
(
1 0
ω 1
)
Φ(ζ;x, τ)
with ω independent of ζ. However, the critical kernel KP 2I (λ, µ;x, τ) is invariant under this gauge.
Using the Lax equation ∂Φ∂x = AΦ as well as symmetry constraints of RHP 1.14 we have for x, τ ∈ R,
KP 2I (λ, µ;x, τ) =
i
2pi
∫ ∞
0
Φ11(λ;x+ t, τ)Φ11(µ;x+ t, τ)dt =
1
2pi
∫ ∞
0
Φ11(λ;x+ t, τ)Φ11(µ;x+ t, τ) dt,
which should be viewed as the generalization of (5.9). The last identity implies in particular that KP 2I :
L2
(
(s,∞); dλ) 	 is positive-definite, compare Remark 1.3. For the analysis of the spectrum we would have
to solve RHP 1.12 tailored to the choice
φ(z) = Φ11(z;x, τ), ψ(z) =
i
2pi
Φ21(z;x, τ), JP 2I = (s,∞)
as s → −∞, γ ↑ 1 (in an appropriate Stokes regime) and x, τ ∈ R are kept fixed. The derivation of this
solution is in fact very similar4 to the analysis of KAi presented in Sections 2 and 3 and it would provide
us with an expansion for D(JP 2I ; γ) of type (1.13). From it we would then obtain the desired information
on the spectrum {λi(JP 2I )}i≥0. We shall devote a separate publication to the spectrum analysis associated
with non-generic edge behavior (1.16) for general k ∈ Z≥1.
Remark 1.17. The purpose of this small section is to emphasize that the method of commuting differential
operators will become very involved, if not impossible, when applied to, say, (1.17). As can be seen from
the Lax system a commuting differential operator would necessarily involve a Painleve´ transcendent. And
besides (1.17) several other kernels in the theory of random determinantal point processes (for instance
Pearcey [38, 5] or Tacnode [22] kernels) fit naturally into the Riemann-Hilbert based scheme rather than the
method of commuting differential operators.
1.4. Outline of paper. The manuscript is split into the following two major parts.
(i) First, in Sections 2 and 3, we derive an asymptotic solution to RHP (1.12) subject to (2.1) and (2.2).
As can be seen in particular from Section 2 the steps we carry out in that section are closely related
to the ones chosen in the analysis of the gap probability D(JAi; 1), see [15], Section 3. The effect
of γ 6= 1, in contrast to the gap probability, becomes fully visible only in Section 3: we have a new
g-function and we require different model functions than the ones chosen in [15], some differ only by
a rank one perturbation, others are entirely new. In particular the new ones encode the discretized
effect of the Stokes region and we use classical Hermite polynomials for our construction.
Once all local contributions are in place we derive our first small norm estimates, however addi-
tional steps are required to resolve a certain singular structure, see Subsection 3.5 for all details. The
necessity of solving RHP 1.12 is related to the existence of differential identities for lnD(JAi; γ), com-
pare Subsection 2.2. Using these identities we first obtain an asymptotic expansion for ∂∂s lnD(JAi; γ)
and then perform a definite integration using the known expansion for D(JAi; 1). In fact the known
expansion for D(JAi; 1) has to be improved to fit our purposes and we carry out the necessary steps
in Appendix A. Finally, the information on {λi(JAi)} is derived in Section 5 using an inductive
argument.
(ii) Second, in Sections 6 and 7, we focus on RHP 1.12 with (6.1) and (6.2) in the background. To the
author’s knowledge the Bessel determinant D(JBess; γ) has not been analyzed previously with the
help of RHP 1.12, although the analysis displays a few overall similarities with part (i). In fact we use
4This can already be seen from the analysis of the gap probability D(JP2
I
; 1) presented in [15].
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again rank perturbations of more standard model functions and also here orthogonal polynomials,
this time Laguerre polynomials. The asymptotic expansion for ∂∂s lnD(JBess; γ) is derived in Section 8
and subsequently integrated using a refinement for D(JBess; 1) derived in Appendix B. The eigenvalue
expansions are obtained via the same argument as in part (i), compare Section 9.
Remark 1.18. In recent years several model functions in nonlinear steepest descent analysis with discretized
parameter values have appeared, we mention in chronological order [14, 3, 4, 11]. These works have all in
common that orthogonal polynomials (with the corresponding degrees as the discrete parameter) were used in
the relevant constructions.
2. Nonlinear steepest descent analysis associated with KAi – part 1
The Airy kernel (1.3) is of type (1.10) with
φ(z) = Ai(z), ψ(z) = Ai′(z); JAi = (s,∞), s ∈ R (2.1)
and we shall derive an asymptotic solution of RHP 1.12 for sufficiently large (negative) s and γ close to 1
such that
κ
Ai
≡ v
t
=
2
3
√
2− χ ln t
t
, v = − ln(1− γ) > 0, t = (−s) 32 ; χ ∈ R≥0. (2.2)
2.1. Preliminary transformations. Before we display the connection between Y (z) and D(JAi; γ) we first
simplify RHP 1.12 in case of (2.1): Introduce the entire, unimodular function
Φ0(ζ) =
√
2pi e−i
pi
4 σ3
(
1 0
0 −i
)(Ai(ζ) eipi3 Ai(e−i 2pi3 ζ)
Ai′(ζ) e−i
pi
3 Ai′
(
e−i
2pi
3 ζ
)) , ζ ∈ C (2.3)
and assemble an Airy-type parametrix,
Φ(ζ) = Φ0(ζ)

I, arg ζ ∈ (0, 2pi3 )(
1 0−1 1
)
, arg ζ ∈ ( 2pi3 , pi)(
1 −1
0 1
)
, arg ζ ∈ (− 2pi3 , 0)(
1 −1
0 1
)(
1 0
1 1
)
, arg ζ ∈ (−pi,− 2pi3 ).
(2.4)
This matrix valued function solves the following standard model problem which, in one form or another,
 2
 1 3
 4
+
 
+
 
+
 
⇣ = 0
+
 
1
Figure 1. The oriented jump contours for the Airy parametrix Φ(ζ) in the complex ζ-plane.
has appeared numerous times in nonlinear steepest descent literature.
Riemann-Hilbert Problem 2.1. The Airy parametrix Φ(ζ) satisfies the properties below
(1) Φ(ζ) is analytic for ζ ∈ C\⋃4j=1 Γj with
Γ1 = [0,∞), Γ3 = (−∞, 0], Γ2 = e−ipi3 (−∞, 0], Γ4 = eipi3 (−∞, 0]
and all rays are oriented “from left to right”, compare Figure 1.
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(2) The limiting values from either side of the jump contours are related via
Φ+(ζ) = Φ−(ζ)
(
0 1−1 0
)
, ζ ∈ Γ3; Φ+(ζ) = Φ−(ζ)
(
1 1
0 1
)
, ζ ∈ Γ1;
Φ+(ζ) = Φ−(ζ)
(
1 0
1 1
)
, ζ ∈ Γ2 ∪ Γ4.
(3) Φ(ζ) is bounded at ζ = 0.
(4) As ζ →∞, valid in a full neighborhood of infinity off the jump contours,
Φ(ζ) = ζ−
1
4σ3
1√
2
(
1 1
−1 1
)
e−i
pi
4 σ3
{
I +
1
48ζ
3
2
(
1 6i
6i −1
)
+O
(
ζ−
6
2
)}
e−
2
3 ζ
3
2 σ3 .
where ζα is defined and analytic for ζ ∈ C\(−∞, 0] such that ζα > 0 for ζ > 0.
The model function (2.4) is useful as it allows us to reduce RHP 1.12 to a problem with constant, that is
z-independent, jumps. This step appeared in [15] and amounts to the following transformation: We set for
s < 0, see Figure 2,
X(z) = Y (z)Φ(z)

I, z ∈ Ω1 ∪ Ω2 ∪ Ω3(
1 0
1 1
)
, z ∈ Ω4(
1 0−1 1
)
, z ∈ Ω5
(2.5)
and in case s > 0, see Figure 3,
X(z) = Y (z)Φ(z)

I, z ∈ Ω1 ∪ Ω2 ∪ Ω3(
1 0−1 1
)
, z ∈ Ω4(
1 0
1 1
)
, z ∈ Ω5.
(2.6)
z = s z = 0
⌦1
⌦1
⌦2
⌦3
⌦4
⌦5
1
Figure 2. “Undressing”
of RHP 1.12 in case s < 0.
Jump contours of X(z) as
solid lines.
⌦1
⌦1
⌦2
⌦3
⌦4
⌦5
z = 0 z = s
1
Figure 3. “Undressing”
of RHP 1.12 in case s > 0.
Jump contours of X(z) as
solid lines.
Hence we obtain for X(z) the RHP below.
Riemann-Hilbert Problem 2.2. Determine X(z) ∈ C2×2 such that
(1) X(z) is analytic for z ∈ C\⋃4j=1 Γ(s)j with
Γ
(s)
1 = (s,∞), Γ(s)3 = (−∞, s), Γ(s)2 = s+ e−i
pi
3 (−∞, 0), Γ(s)4 = s+ ei
pi
3 (−∞, 0)
(2) The following jump conditions relate the limiting values X±(z), the jump contours are shown in
Figures 2 and 3 as solid black lines:
X+(z) = X−(z)
(
0 1−1 0
)
, z ∈ Γ(s)3 ; X+(z) = X−(z)
(
1 0
1 1
)
, z ∈ Γ(s)2 ∪ Γ(s)4
and
X+(z) = X−(z)
(
1 1−γ
0 1
)
, z ∈ Γ(s)1 .
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(3) In a full vicinity of z = s,
X(z) = X̂(z)
(
1 γ2pii ln(z − s)
0 1
)
I, arg(z − s) ∈ (0, 2pi3 )(
1 0−1 1
)
, arg(z − s) ∈ ( 2pi3 , pi)(
1 −1
0 1
)(
1 0
1 1
)
, arg(z − s) ∈ (pi, 4pi3 )(
1 −1
0 1
)
, arg(z − s) ∈ ( 4pi3 , 2pi)
(2.7)
with X̂(z) analytic at z = s and we fix the branch of the logarithm with arg(z − s) ∈ (0, 2pi).
(4) As z →∞,
X(z) = z−
1
4σ3
1√
2
(
1 1
−1 1
)
e−i
pi
4 σ3
{
I +X∞z−
1
2 + X̂∞z−1 +O
(
z−
3
2
)}
e−
2
3 z
3
2 σ3
where we choose principal branches for all fractional exponents. The matrices X∞, X̂∞ are z-
independent,
X∞ =
1
2
(−1 i
i 1
)
Y 12∞ ; X̂∞ =
1
2
(
0 i
−i 0
)(
Y 11∞ − Y 22∞
)
.
2.2. Differential identity. The connection of D(JAi; γ) to the solution of RHP 2.2 has been established
for γ = 1 in [15], (2.17). For γ 6= 1 the derivation in loc. cit. can be copied almost verbatim and we simply
state the following result.
Proposition 2.3. For fixed γ ≤ 1, we have
∂
∂s
lnD(JAi; γ) =
γ
2pii
(
X−1(z)X ′(z)
)
21
∣∣∣
z→s
, (′) =
d
dz
(2.8)
in terms of the solution X(z) of RHP 2.2 and the limit is carried out for arg(z − s) ∈ (0, 2pi3 ).
Remark 2.4. The requirement γ ≤ 1 is imposed for technical purposes only, it is in this case that RHP 2.2
is solvable for sufficiently large v and t. For γ > 1 the problem is only solvable for large (v, t) away from a
discrete set in the (v, t)-plane.
Remark 2.5. Another differential identity can be derived for ∂∂γ lnD(JAi; γ), see Section A.3 for further
details.
On the upcoming pages we will derive an asymptotic solution of RHP 2.2 and then compute the asymp-
totics of ∂∂s lnD(JAi; γ) through (2.8).
3. Nonlinear steepest descent analysis associated with KAi – part 2
3.1. Initial transformation. From now on we assume that s < 0 is sufficiently large negative. Define
T (z) = X(|s|z + s), z ∈ C\(ΣT ∪ {0}).
which “centers” the problem at the origin z = 0 so that we have jumps on the contour
ΣT =
4⋃
j=1
Γj
shown in Figure 1. More precisely we obtain
Riemann-Hilbert Problem 3.1. Determine a function T (z) = T (z; s, γ) ∈ C2×2 which is uniquely char-
acterized by the following properties:
(1) T (z) is analytic for z ∈ C\(ΣT ∪ {0})
(2) We have the jump conditions
T+(z) = T−(z)
(
1 1−γ
0 1
)
, z ∈ Γ1\{0}; T+(z) = T−(z)
(
0 1−1 0
)
, z ∈ Γ3\{0}
and
T+(z) = T−(z)
(
1 0
1 1
)
, z ∈ (Γ2 ∪ Γ4)\{0}.
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(3) In a neighborhood of z = 0,
T (z) = T̂ (z)
(
1 γ2pii ln z
0 1
)
I, arg z ∈ (0, 2pi3 )(
1 0−1 1
)
, arg z ∈ ( 2pi3 , pi)(
1 −1
0 1
)(
1 0
1 1
)
, arg z ∈ (pi, 4pi3 )(
1 −1
0 1
)
, arg z ∈ ( 4pi3 , 2pi)
where T̂ (z) is analytic at z = 0 and the branch of the logarithm is specified by the requirement
arg z ∈ (0, 2pi).
(4) The normalization at z =∞ reads as
T (z) =
(|s|z)− 14σ3 1√
2
(
1 1
−1 1
)
e−i
pi
4 σ3
{
I +X∞(|s|z)− 12 +O
(
z−1
)}
e−
2
3 (|s|z+s)
3
2 σ3 .
Remark 3.2. Compared to [15], the RHPs 2.2, resp. 3.1 also have a jump on (s,∞), resp. (0,∞) since
we are interested in the analysis of D(JAi; γ) with γ 6= 1 in general. This will have a crucial impact on the
steps below.
3.2. Normalization transformation. We define for z ∈ C\R,
g(z) =
2
3
z
1
2
(
z − 3
2
)
+ V ln
(
1 + (2z)
1
2
1− (2z) 12
)
, V =
χ
t
, (3.1)
with principal branches for all fractional exponents and logarithms. In particular we choose
−pi < arg
(
1 + (2z)
1
2
1− (2z) 12
)
≤ pi.
Further steps require the following analytical properties of the g-function:
Proposition 3.3. The function g(z) introduced in (3.1) is analytic for z ∈ C\((−∞, 0)∪ ( 12 ,+∞)). In more
detail along the real axis with orientation as shown in Figure 1,
g±(z) ≡ lim
ε↓0
g(z ± iε) = ±2
3
i
√
|z|
(
z − 3
2
)
+ iV arg
(
1± i√2|z|
1∓ i√2|z|
)
, z ∈ (−∞, 0);
as well as
g±(z) =
2
3
√
z
(
z − 3
2
)
+ V ln
(
1 +
√
2z
1−√2z
)
, z ∈
(
0,
1
2
)
;
and
g±(z) =
2
3
√
z
(
z − 3
2
)
+ V ln
(√
2z + 1√
2z − 1
)
± ipiV, z ∈
(
1
2
,+∞
)
.
Also, near z =∞,
−2
3
(z − 1) 32 + g(z) = ipiV +
(
V
√
2− 1
4
)
z−
1
2 +O (z−1) , z →∞, z /∈ R.
At this point we introduce
S(z) = e−ipitV σ3T (z)etg(z)σ3 , z ∈ C\(ΣT ∪ {0}),
which leads us to the problem below.
Riemann-Hilbert Problem 3.4. The normalized function S(z) = S(z; s, γ) ∈ C2×2 is characterized by
the following properties
(1) S(z) is analytic for z ∈ C\(ΣT ∪ {0}).
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(2) The limiting values S±(z), z ∈ ΣT are related by the equations
S+(z) = S−(z)
(
1 0
e2tg(z) 1
)
, z ∈ (Γ2 ∪ Γ4)\{0}; S+(z) = S−(z)
(
0 1
−1 0
)
, z ∈ Γ3\{0};
and
S+(z) = S−(z)
(
1 e−t(κAi+2g(z))
0 1
)
, z ∈
(
0,
1
2
)
;
S+(z) = S−(z)
(
et(g+(z)−g−(z)) e−t(κAi+g+(z)+g−(z))
0 e−t(g+(z)−g−(z))
)
, z ∈
(
1
2
,+∞
)
.
(3) Near z = 0, with arg z ∈ (0, 2pi),
eipitV σ3S(z)e−tg(z)σ3 = T̂ (z)
(
1 γ2pii ln z
0 1
)
I, arg z ∈ (0, 2pi3 )(
1 0−1 1
)
, arg z ∈ ( 2pi3 , pi)(
1 −1
0 1
)(
1 0
1 1
)
, arg z ∈ (pi, 4pi3 )(
1 −1
0 1
)
, arg z ∈ ( 4pi3 , 2pi).
(4) We have the normalized behavior at z =∞ /∈ ΣT ,
S(z) = (|s|z)− 14σ3e−ipitV σ3 1√
2
(
1 1
−1 1
)
e−i
pi
4 σ3eipitV σ3
{
I + S∞z−
1
2 +O (z−1)} ,
with
S∞ = e−ipitV σ3X∞eipitV σ3 |s|− 12 + t
(
V
√
2− 1
4
)
σ3.
We make a few important observations: With 0 < r < 18 fixed,
<(g(z)) < 0, z ∈ (Γ2 ∪ Γ4)\D(0, r); D(z0, r) = {z ∈ C : |z − z0| < r}; (3.2)
next for z ∈ (0, 12 )\(D(0, r)∪D( 12 , r)) and sufficiently large t ≥ t0, v ≥ v0 (see (2.2) for the definition of κAi),
κ
Ai
+ 2g(z) = κ
Ai
+
4
3
√
z
(
z − 3
2
)
+ 2V ln
(
1 +
√
2z
1−√2z
)
≥ δ > 0. (3.3)
Finally,
g+(z)− g−(z) = 2piiV ≡ const. ∈ iR, z ∈
(
1
2
,+∞
)
; (3.4)
κ
Ai
+ g+(z) + g−(z) = κAi +
4
3
√
z
(
z − 3
2
)
+ 2V ln
(√
2z + 1√
2z − 1
)
≥ δ > 0, z ∈
(
1
2
,+∞
)∖
D
(
1
2
, r
)
.
These estimates lead us to the expectation that the major contribution to the asymptotic solution of the
S-RHP arises from the line segments (−∞, 0) ∪ ( 12 ,+∞) as well as two small vicinities of z = 0 and z = 12 .
Remark 3.5. Observe that through (3.1),
tV = χ,
and if we represent
χ = k + α; k ∈ Z≥0, −1
2
≤ α < 1
2
,
thus
e2piitV = e2piiα.
We now continue with the relevant local analysis.
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3.3. Analysis of model Riemann-Hilbert problems. The outer model function,
P (∞)(z) = (|s|z)− 14σ3e−ipiασ3 1√
2
(
1 1
−1 1
)
e−i
pi
4 σ3
(D(z))σ3 , z ∈ C∖((−∞, 0] ∪ [1
2
,+∞
))
, (3.5)
with the scalar Szego˝ function
D(z) =
(
1 + (2z)
1
2
1− (2z) 12
)α
, z ∈ C\R, D(z) = eipiα
(
1 +
2α
(2z)
1
2
+O (z−1)) , z →∞;
satisfies the properties listed below.
Riemann-Hilbert Problem 3.6. The parametrix P (∞)(z) has the following analytical properties
(1) P (∞)(z) is analytic for z ∈ C\((−∞, 0] ∪ [ 12 ,+∞)) with orientation of the real axis as indicated in
Figure 1.
(2) The function P (∞)(z) assumes square integrable limiting values on (−∞, 0] ∪ [ 12 ,+∞) which are
related by the jump conditions
P
(∞)
+ (z) = P
(∞)
− (z)
(
0 1−1 0
)
, z ∈ (−∞, 0)
P
(∞)
+ (z) = P
(∞)
− (z)
(
e2piiα 0
0 e−2piiα
)
, z ∈
(
1
2
,+∞
)
.
(3) As z →∞, z /∈ R,
P (∞)(z) = (|s|z)− 14σ3e−ipiασ3 1√
2
(
1 1
−1 1
)
e−i
pi
4 σ3eipiασ3
{
I +O
(
z−
1
2
)}
.
The local parametrix near z = 0 differs from the one used in [15], Section 3.4, by a rank one perturbation,
compare (3.10) below. In more detail we first define
J(ζ) = e−i
pi
4 σ3pi
1
2σ3
(
I0(ζ
1
2 ) ipiK0(ζ
1
2 )
ipiζ
1
2 I ′0(ζ
1
2 ) −ζ 12K ′0(ζ
1
2 )
)
, ζ ∈ C\(−∞, 0] (3.6)
in terms of the modified Bessel functions I0 and K0 and with principal branches for ζ
1
2 : arg ζ ∈ (−pi, pi].
The standard properties of Bessel functions [33] in mind we obtain a bare Bessel parametrix:
Riemann-Hilbert Problem 3.7. The function J(ζ) ∈ C2×2 defined in (3.6) has the following properties
(1) J(ζ) is analytic for ζ ∈ C\(−∞, 0].
(2) On the negative half ray, oriented from −∞ to the origin, we have
J+(ζ) = J−(ζ)
(
1 1
0 1
)
, ζ ∈ (−∞, 0). (3.7)
(3) As ζ → 0,
J(ζ) = Ĵ(ζ)
(
1 12pii ln ζ
0 1
)
, arg ζ ∈ (−pi, pi), (3.8)
and Ĵ(ζ) is analytic at ζ = 0. In more detail,
Ĵ(ζ) = e−i
pi
4 σ3pi
1
2σ3
 I0(ζ 12 ) ipi (I0(ζ 12 ) ln 2 +∑∞k=0 ψ(k + 1) ( 14 ζ)k(k!)2 )
ipiζ
1
2 I ′0(ζ
1
2 ) −
(
ζ
1
2 I ′0(ζ
1
2 ) ln 2− I0(ζ 12 ) +
∑∞
k=1 ψ(k + 1)
( 14 ζ)
k2k
(k!)2
) , |ζ| < r
with
I0(ζ
1
2 ) =
∞∑
k=0
( 14ζ)
k
(k!)2
; ζ
1
2 I ′0(ζ
1
2 ) =
∞∑
k=1
2k
( 14ζ)
k
(k!)2
, ζ ∈ C; ψ(ζ) = Γ
′(ζ)
Γ(ζ)
, ζ ∈ C\{0,−1,−2, . . .}.
(4) The function J(ζ) is normalized so that
J(ζ) = ζ−
1
4σ3
1√
2
(
1 1
−1 1
)
e−i
pi
4 σ3
{
I +
1
8ζ
1
2
(−1 −2i
−2i 1
)
+O (ζ−1)} eζ 12 σ3 , (3.9)
as ζ →∞ with −pi + δ ≤ arg ζ ≤ pi − δ and δ > 0 fixed.
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We can now define the parametrix P (0)(z) near the origin in terms of the model function J(ζ): For
0 < |z| < 18 ,
eipitV σ3P (0)(z)e−tg(z)σ3 = E(0)(z)J
(
ζ(z)
)(1 γ−12pii ln z
0 1
)
I, arg z ∈ (− 2pi3 , 2pi3 )(
1 0−1 1
)
, arg z ∈ ( 2pi3 , pi)(
1 0
1 1
)
, arg z ∈ (−pi,− 2pi3 )
(3.10)
with the locally analytic left multiplier
E(0)(z) = eipikσ3t−
1
6σ3z−
1
4σ3
(
ζ(z)
) 1
4σ3 , |z| < 1
8
,
the locally conformal change of coordinates, for |z| < 18 ,
ζ(z) = t2
{
g(z)− α
t
ln
(
1 + (2z)
1
2
1− (2z) 12
)}2
= t2z
(
1− 2 32 k
t
)2(
1− 4
3
1 + 2
3
2
k
t
1− 2 32 kt
z +O (z2)) ,
and the branch of the logarithm in (3.10) such that arg z ∈ (0, 2pi). It is straightforward to verify the
analytical properties of P (0)(z):
Riemann-Hilbert Problem 3.8. The parametrix P (0)(z) has the following analytical properties
(1) P (0)(z) is analytic for z ∈ D(0, 18 )\(ΣT ∪ {0}) with D(z0, r) = {z ∈ C : |z − z0| < r}.
(2) Since ζ = ζ(z) locally conformal near z = 0, we obtain directly the jump behavior
P
(0)
+ (z) = P
(0)
− (z)
(
1 0
e2tg(z) 1
)
, z ∈ ((Γ2 ∪ Γ4)\{0}) ∩D(0, 1
8
)
;
P
(0)
+ (z) = P
(0)
− (z)
(
0 1
−1 0
)
, z ∈ (Γ3\{0}) ∩D(0, 1
8
)
compare Figure 1 for orientation, and where we used (3.7) in the last identity. Also, by the choice
of branches in (3.9),
P
(0)
+ (z) = P
(0)
− (z)
(
1 e−t(κAi+2g(z))
0 1
)
, z ∈ (Γ1\{0}) ∩D(0, 1
8
)
.
All together, P (0)(z) models precisely the jump behavior of S(z) for z ∈ D(0, 18 )\{0}, see RHP 3.4.
(3) Near z = 0 with arg z ∈ (0, 2pi), we deduce from (3.8) and (3.10),
eipitV σ3P (0)(z)e−tg(z)σ3 = P̂ (0)(z)
(
1 γ2pii ln z
0 1
)
I, arg z ∈ (0, 2pi3 )(
1 0−1 1
)
, arg z ∈ ( 2pi3 , pi)(
1 −1
0 1
)(
1 0
1 1
)
, arg z ∈ (pi, 4pi3 )(
1 −1
0 1
)
, arg z ∈ ( 4pi3 , 2pi)
which matches exactly the singular behavior of S(z) near z = 0.
(4) As t→ +∞, γ ↑ 1 subject to (2.2), we derive from (3.9),
P (0)(z) = P (∞)(z)
{
I +
1
8ζ
1
2 (z)
(D(z))−σ3 (−1 −2i−2i 1
)(D(z))σ3 +O (t−2)} (3.11)
uniformly for 0 < r1 ≤ |z| ≤ r2 < 18 . Here, we used in particular that on the latter annulus,
e−t(κAi+g+(z)+g−(z)) = O (t−∞) , t→ +∞, γ ↑ 1 : κAi = 23√2− χ ln tt .
Remark 3.9. Note that from properties (2) and (3) in RHP 3.8 we obtain
S(z) = N0(z)P
(0)(z), 0 ≤ |z| < 1
4
where N0(z) is analytic at z = 0.
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The outstanding parametrix near z = 12 is in some sense more elementary than the Bessel-type parametrix
(3.10). We draw inspiration from [14, 3, 4, 11] and define first
H(ζ) =
(
pk(ζ)
1
2pii
∫
R pk(t)e
−t2 dt
t−ζ
γk−1pk−1(ζ)
γk−1
2pii
∫
R pk−1(t)e
−t2 dt
t−ζ
)
e−
1
2 ζ
2σ3 , ζ ∈ C\R, k ∈ Z≥0 (3.12)
with the help of monic Hermite polynomials {pk(ζ)}k∈Z≥0 , p−1(ζ) ≡ 0 = γ−1, cf. [33]:
pk(ζ) = ζ
k + ak,k−2zk−2 +O
(
ζk−4
)
, ζ →∞;
∫
R
pj(t)pk(t)e
−t2dt = hkδjk,
where
hk = k!
√
pi
2k
, k ∈ Z≥0; ak,k−2 = −1
4
k(k − 1), k ∈ Z≥0.
Remark 3.10. The normalization in [33] of the Hermite polynomials {Hk(ζ)}k∈Z≥0 is different from the
one chosen here: we have to use the relation pk(ζ) = 2
−kHk(ζ), ζ ∈ C.
These properties lead at once to a bare Hermite parametrix:
Riemann-Hilbert Problem 3.11. For any k ∈ Z≥0, the function H(ζ) ∈ C2×2 defined in (3.12) has the
following properties
(1) H(ζ) is analytic for ζ ∈ C\R and we orient the real axis from −∞ to +∞.
(2) Along the real line we have
H+(ζ) = H−(ζ)
(
1 1
0 1
)
, ζ ∈ R.
(3) As ζ →∞, ζ /∈ R, with γk = − 2piihk ,
H(ζ) =
{
I +
1
ζ
(
0 γ−1k
γk−1 0
)
+
1
ζ2
(
−γk−2γk 0
0 γk−1γk+1
)
+
1
ζ3
(
0 γ−1k+2
−γk−3 0
)
+O (ζ−4)}ζkσ3e− 12 ζ2σ3 . (3.13)
For the actual model function we then take with |z − 12 | < 18 ,
P (
1
2 )(z) = E(
1
2 )(z)H
(
ζ(z)
)
e
t
2κAiσ3etg(z)σ3 , (3.14)
where
E(
1
2 )(z) = (|s|z)− 14σ3e−ipiασ3 1√
2
(
1 1
−1 1
)
e−i
pi
4 σ3
(
β(z)
)−σ3
, 0 ≤
∣∣∣∣z − 12
∣∣∣∣ < 18 ,
with the choice
β(z) =
(
ζ(z)
1 + (2z)
1
2
1− (2z) 12
)k
t−
χ
2 = (−1)k2 5k4 t−α2
{
1 +
2k
3
(
z − 1
2
)
+O
((
z − 1
2
)2)}
,
is analytic at z = 12 . Throughout, ζ = ζ(z), |z − 12 | < 18 denotes the locally conformal change of variables
ζ(z) =
√
2t
(
g(z)− χ
t
ln
(
1 + (2z)
1
2
1− (2z) 12
)
+
√
2
3
) 1
2
= 2
1
4
√
t
(
z − 1
2
){
1− 1
3
(
z − 1
2
)
+O
((
z − 1
2
)2)}
,
and we use again the representation
R≥0 3 χ = k + α, k ∈ Z≥0, −1
2
≤ α < 1
2
. (3.15)
The important properties of P (
1
2 )(z) are summarized below.
Riemann-Hilbert Problem 3.12. The parametrix P (
1
2 )(z) has the following analytical properties
(1) P (
1
2 )(z) is analytic for z ∈ D( 12 , 18 )\ΣT .
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(2) By local analyticity of ζ = ζ(z), we have
P
( 12 )
+ (z) = P
( 12 )− (z)
(
1 e−t(κAi+2g(z))
0 1
)
, z ∈
(
0,
1
2
)
∩D
(
1
2
,
1
8
)
;
P
( 12 )
+ (z) = P
( 12 )− (z)
(
e2piitV e−t(κAi+g+(z)+g−(z))
0 e−2piitV
)
, z ∈
(
1
2
,+∞
)
∩D
(
1
2
,
1
8
)
.
This matches exactly the jump behavior of S(z) for z ∈ D( 12 , 18 ), compare RHP 3.4.
(3) As t→ +∞, γ ↑ 1 subject to (2.2), we derive from (3.13),
P (
1
2 )(z) = P (∞)(z)
{
I +
1
ζ(z)
(D(z))−σ3 ( 0 γ−1k β−2(z)
γk−1β2(z) 0
)(D(z))σ3 + 1
ζ2(z)
(
−γk−2γk 0
0 γk−1γk+1
)
+
1
ζ3(z)
(D(z))−σ3 ( 0 γ−1k+2 β−2(z)−γk−3 β2(z) 0
)(D(z))σ3 +O (t−2+|α|)} (3.16)
uniformly for 0 < r1 ≤ |z − 12 | ≤ r2 < 18 .
Remark 3.13. Note that from property (2) in RHP 3.12 we obtain
S(z) = N 1
2
(z)P (
1
2 )(z), 0 ≤
∣∣∣∣z − 12
∣∣∣∣ < 18
where N 1
2
(z) is analytic at z = 12 .
This completes the construction of local model functions, we now use the explicit functions P (∞)(z), P (0)(z)
and P (
1
2 )(z) and compare them to the unknown S(z) in RHP 3.4.
3.4. Ratio transformation and first small norm estimate. With (3.5), (3.10) and (3.14) this steps
amounts to the transformation
R(z) =
(
1 0
ω 1
)
S(z)

(
P (0)(z)
)−1
, |z| < r(
P (
1
2 )(z)
)−1
, |z − 12 | < r(
P (∞)(z)
)−1
, |z| > r, |z − 12 | > r
; ω = −|s| 12 (N(S∞ − α√2σ3)N−1)21
in which 0 < r < 18 is kept fixed. Here we have made use of the abbreviation
N = e−ipiασ3
1√
2
(
1 1
−1 1
)
e−i
pi
4 σ3eipiασ3 ,
and S∞ occurred in RHP 3.4. Recalling RHP 3.6, 3.8 and 3.12 we are lead to the following problem.
z = 0 z = 12
1
Figure 4. The oriented jump contours for the ratio function R(z) in the complex z-plane.
Riemann-Hilbert Problem 3.14. Determine R(z) = R(z; s, γ) ∈ C2×2 such that
(1) R(z) is analytic for z ∈ C\ΣR with square integrable boundary values on the contour
ΣR = ∂D(0, r) ∪ ∂D
(
1
2
, r
)
∪
(
r,
1
2
− r
)
∪
(
1
2
+ r,∞
)
∪
((
Γ2 ∪ Γ4
) ∩ {z ∈ C : |z| > r})
which is shown in Figure 4.
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(2) On the contour ΣR we have jumps R+(z) = R−(z)GR(z; s, γ), z ∈ ΣR with
GR(z; s, γ) = P
(0)(z)
(
P (∞)(z)
)−1
, z ∈ ∂D(0, r); GR(z; s, γ) = P ( 12 )(z)
(
P (∞)(z)
)−1
, z ∈ ∂D
(
1
2
, r
)
;
GR(z; s, γ) = P
(∞)(z)
(
1 e−t(κAi+2g(z))
0 1
)(
P (∞)(z)
)−1
, z ∈
(
r,
1
2
− r
)
;
GR(z; s, γ) = P
(∞)
− (z)
(
1 e2piiαe−t(κAi+g+(z)+g−(z))
0 1
)(
P
(∞)
− (z)
)−1
, z ∈
(
1
2
+ r,+∞
)
;
GR(z; s, γ) = P
(∞)(z)
(
1 0
etg(z) 1
)(
P (∞)(z)
)−1
, z ∈ (Γ2 ∪ Γ4) ∩ {z ∈ C : |z| > r}.
By construction, see Remarks 3.9 and 3.13, there are no jumps inside D(0, r) ∪ D( 12 , r) and on
(−∞,−r). Moreover R(z) is bounded at z = 0.
(3) As z →∞,
R(z) =
(
1 0
ω 1
)
e−ipikσ3P (∞)(z)
(D(z))−σ3eipitV σ3 {I + S∞z− 12 +O (z−1)} (P (∞)(z))−1
= I +O
(
z−
1
2
)
.
Through standard small norm estimations, compare (3.2), (3.3), (3.4) and (3.11), we obtain at once
Proposition 3.15. Given χ ∈ R≥0 there exist positive t0 = t0(χ), v0 = v0(χ) and c = c(χ) such that
‖GR(·; s, γ)− I‖L2∩L∞(ΣR\∂D( 12 ,r)) ≤
c
t
2
3
, ∀ t ≥ t0, v = − ln(1− γ) ≥ v0 : v = 2
3
√
2 t− χ ln t.
The circle boundary ∂D( 12 , r) requires further analysis: From (3.16), uniformly for z ∈ ∂D( 12 , r),
GR(z; s, γ)− I = (|s|z)− 14σ3
{
R+1 (z)t
− 12+α +R−1 (z)t
− 12−α +R2(z)t−1 +R+3 (z)t
− 32+α
+R−3 (z)t
− 32−α +O
(
t−2+|α|
)}
(|s|z) 14σ3 , (3.17)
with the t-independent matrices
R+1 (z) = −iγ−1k
βˆ−2(z)
2ζˆ(z)
e−ipiασ3
(
1 1
−1 −1
)
eipiασ3 ; R−1 (z) = iγk−1
βˆ2(z)
2ζˆ(z)
e−ipiασ3
(
1 −1
1 −1
)
eipiασ3
which are both of rank one, and
R2(z) =
k
4ζˆ2(z)
e−ipiασ3
(
1 k
k 1
)
eipiασ3 , R+3 (z) = −iγ−1k+2
βˆ−2(z)
2ζˆ3(z)
e−ipiασ3
(
1 1
−1 −1
)
eipiασ3
as well as
R−3 (z) = −iγk−3
βˆ2(z)
2ζˆ3(z)
e−ipiασ3
(
1 −1
1 −1
)
eipiασ3 .
We have introduced β(z) = t−
α
2 βˆ(z) and ζ(z) = t
1
2 ζˆ(z) where βˆ(z) and ζˆ(z) are t-independent. Note that
for α ∈ [− 12 , 12 ) the first two leading terms in (3.17) are in general not close to zero. In order to overcome
this feature we use matrix factorizations,
GR(z; s, γ) = E
+(z)(|s|z)− 14σ3
{
I +R−1 (z)t
− 12−α +
(
R2(z)−R+1 (z)R−1 (z)
)
t−1 (3.18)
+
(
R+3 (z)−R+1 (z)R2(z)
)
t−
3
2+α +R−3 (z)t
− 32−α +O
(
t−2+|α|
)}
(|s|z) 14σ3 , 0 ≤ α < 1
2
;
GR(z; s, γ) = E
−(z)(|s|z)− 14σ3
{
I +R+1 (z)t
− 12+α +
(
R2(z)−R−1 (z)R+1 (z)
)
t−1 (3.19)
+
(
R−3 (z)−R−1 (z)R2(z)
)
t−
3
2−α +R+3 (z)t
− 32+α +O
(
t−2+|α|
)}
(|s|z) 14σ3 , −1
2
≤ α ≤ 0,
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where
E+(z) = (|s|z)− 14σ3(I +R+1 (z)tα− 12 )(|s|z) 14σ3 , E−(z) = (|s|z)− 14σ3(I +R−1 (z)t−α− 12 )(|s|z) 14σ3
are invertible and meromorphic for z ∈ D( 12 , r). The factorizations (3.18), (3.19) above, i.e.
GR(z; s, γ) ≡ E±(z)E±0 (z), z ∈ ∂D
(
1
2
, r
)
,
motivate our next move.
3.5. Singular Riemann-Hilbert problem and iterative solution. In this step we introduce
Q(z) = R(z)

{
E+(z), |z − 12 | < r
I, |z − 12 | > r
, 0 ≤ α < 12{
E−(z), |z − 12 | < r
I, |z − 12 | > r
, − 12 ≤ α ≤ 0
which leads us to a singular RHP.
Riemann-Hilbert Problem 3.16. Determine Q(z) = Q(z; s, γ) ∈ C2×2 such that
(1) Q(z) is analytic for z ∈ C\(ΣR ∪ { 12}) with square integrable boundary values on the jump contour
ΣR shown in Figure 4.
(2) The jumps on ΣR are as follows,
Q+(z) = Q−(z)GR(z; s, γ), z ∈ ΣR\∂D
(
1
2
, r
)
;
Q+(z) = Q−(z)
{
E+0 (z), 0 ≤ α < 12
E−0 (z), − 12 ≤ α ≤ 0
, z ∈ ∂D
(
1
2
, r
)
.
(3) The function Q(z) has a first order pole at z = 12 . In more detail, near z =
1
2 ,
Q(z) = Q̂(z)
(
1 σ
±
z− 12
0 1
)(
T±
)−1
,
∣∣∣∣z − 12
∣∣∣∣ < r; (3.20)
where Q̂(z) is analytic at z = 12 and we have introduced
σ+ =
−iγ−1k 2−
5k
2 − 54 tα−
1
2
1− iγ−1k 2−
5k
2 − 54 tα−
1
2
, α ∈
[
0,
1
2
)
; σ− =
iγk−12
5k
2 − 54 t−α−
1
2
1 + iγk−12
5k
2 − 54 t−α−
1
2
, α ∈
[
−1
2
, 0
]
; (3.21)
as well as
T+ =
(
1 1
−e2piiα( |s|2 ) 12 0
)
, α ∈
[
0,
1
2
)
; T− =
(
1 1
e2piiα
( |s|
2
) 1
2 0
)
, α ∈
[
−1
2
, 0
]
. (3.22)
(4) As z →∞
Q(z) = I +O
(
z−
1
2
)
.
Remark 3.17. The singular structure (3.20), (3.21), (3.22) follows from the observation that
R(z) = Q(z)
(
E±(z)
)−1
,
∣∣∣∣z − 12
∣∣∣∣ < r (3.23)
is analytic at z = 12 . Hence the singular part of Q(z) can be derived by comparison in (3.23) which leads to
(3.20).
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Note that all jump matrices in the Q-RHP are close to unity at the cost of an isolated singularity at
z = 12 . This will now be resolved by a final transformation. Define L(z), z ∈ C\ΣR such that
Q(z) =
{(
z − 1
2
)
I +B±
}
L(z)
1
z − 12
, (3.24)
with B± ∈ C2×2 constant in z.
Riemann-Hilbert Problem 3.18. Determine L(z) = L(z; s, γ) ∈ C2×2 such that
(1) L(z) is analytic for z ∈ C\ΣR with square integrable boundary values on the jump contour ΣR shown
in Figure 4.
(2) The jumps are identical to the ones in the previous Q-RHP 3.16, i.e.
L+(z) = L−(z)GQ(z; s, γ), z ∈ ΣR.
(3) The function L(z) is analytic at z = 12 provided
B± = σ±L
(
1
2
)
T±
(
0 1
0 0
)(
T±
)−1{
L
(
1
2
)
− σ±L′
(
1
2
)
T±
(
0 1
0 0
)(
T±
)−1}−1
, (3.25)
which follows directly from (3.24) and (3.20).
(4) As z →∞, we have that L(z)→ I.
Remark 3.19. Note that
B± = σ±L
(
1
2
)
T±
(
0 1
0 0
)(
T±
)−1{
I − σ±L−1
(
1
2
)
L′
(
1
2
)
T±
(
0 1
0 0
)(
T±
)−1}−1
L−1
(
1
2
)
and thus
trB± = 0 = detB±.
This implies that det((z − 12 )I +B±) = (z − 12 )2 and hence (3.24) is consistent with the identities
detL(z) = detQ(z) ≡ 1.
At this point it is clear that the L-RHP admits direct asymptotic analysis, indeed we have
Proposition 3.20. Given χ = k+ α ∈ R≥0 with k ∈ Z≥0,− 12 ≤ α < 12 , there exist positive t0 = t0(χ), v0 =
v0(χ) and c = c(χ) such that
‖GQ(·; s, γ)− I‖L2∩L∞(∂D( 12 ,r)) ≤ c t
− 16−|α|, ∀ t ≥ t0, v = − ln(1− γ) ≥ v0 : v = 2
3
√
2 t− χ ln t.
Hence together with Proposition 3.15, by standard arguments [21], the singular integral equation
L(z) = I +
1
2pii
∫
ΣR
L−(w)
(
GQ(w)− I
) dw
w − z , z ∈ C\ΣR (3.26)
which is equivalent to RHP 3.18 is solvable for sufficiently large t ≥ t0, v ≥ v0. In fact
Proposition 3.21. Given χ ∈ R≥0 there exist positive t0 = t0(χ), v0 = v0(χ) and c = c(χ) such that RHP
3.18 is uniquely solvable for t ≥ t0, v ≥ v0 : v = 23
√
2 t− χ ln t. The solution L = L(z; s, γ) satisfies
‖L−(·; s, γ)− I‖L2(ΣR) ≤ c t−
1
6−|α|, ∀ t ≥ t0, v ≥ v0 : v = 2
3
√
2 t− χ ln t.
The last Proposition can be used to derive an asymptotic expansion for the logarithmic s-derivative
through (2.8). In the derivation of such an expansion a certain structural information will prove useful:
Note that all jump matrices in the Q-RHP are in fact (formally) conjugated by |s|− 14σ3 , compare for
instance (3.18), (3.19), i.e. we can write
GQ(z; s, γ) = |s|− 14σ3ĜQ(z; s, γ)|s| 14σ3 , z ∈ ΣR.
This leads to a RHP for the function L̂(z) = L̂(z; s, γ) = |s| 14σ3L(z; s, γ)|s|− 14σ3 which is uniquely solvable
by iteration,
‖L̂−(·; s, γ)− I‖L2(ΣR) ≤ c t−
1
2−|α|, ∀ t ≥ t0, v ≥ v0 : v = 2
3
√
2 t− χ ln t. (3.27)
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4. Extraction of large gap asymptotics
We recall (2.8),
F (JAi; γ) ≡ ∂
∂s
lnD(JAi; γ) =
γ
2pii
(
X−1(z)X ′(z)
)
21
∣∣∣
z→s
where the limit is carried out for arg(z − s) ∈ (0, 2pi3 ).
4.1. Asymptotics for the derivative. Through the sequence of transformations
X(z) 7→ T (z) 7→ S(z) 7→ R(z) 7→ Q(z) 7→ L(z),
identity (2.8) leads us to
F (JAi; γ) =
γ
2pii|s|
(
T−1(w)T ′(w)
)
21
∣∣∣
w→0
=
γe−2tg+(0)
2pii|s|
(
S−1(w)S′(w)
)
21
∣∣∣
w→0
=
γ
2pii|s|
{(
P (0)(w)
)−1(
P (0)(w)
)′}
21
∣∣∣
w→0
+
γ
2pii|s|
{(
P (0)(w)
)−1
Q−1(w)Q′(w)P (0)(w)
}
21
∣∣∣
w→0
and the first summand is computed with the help of RHP 3.8 as
γ
2pii|s|
{(
P (0)(w)
)−1(
P (0)(w)
)′}
21
∣∣∣
w→0
=
1
4
γ|s|2
(
1− 2 32 k
t
)2
.
For the second, with (3.24),
γ
2pii|s|
{(
P (0)(w)
)−1
Q−1(w)Q′(w)P (0)(w)
}
21
∣∣∣
w→0
= − 2γ
pii|s|
{(
P (0)(w)
)−1
L−1(w)B±L(w)P (0)(w)
}
21
∣∣∣
w→0
+
γ
2pii|s|
{(
P (0)(w)
)−1
L−1(w)L′(w)P (0)(w)
}
21
∣∣∣
w→0
= 2γe−2piiα
(
1− 2 32 k
t
){
L−1(0)B±L(0)
}
21
− γ
2
e−2piiα
(
1− 2 32 k
t
){
L−1(0)L′(0)
}
21
.
We now begin to compute the contributions from L±1(0), L′(0) and L±1( 12 ), L
′( 12 ). In order to achieve this,
we use the integral equation corresponding to L̂(z). Modulo exponentially small contributions, for z ∈ C\ΣR,
L̂(z) = I +
1
2pii
∮
∂D(0,r)
(
ĜQ(w)− I
) dw
w − z +
1
2pii
∮
∂D( 12 ,r)
(
ĜQ(w)− I
) dw
w − z (4.1)
+
1
2pii
∮
∂D(0,r)
(
L̂−(w)− I
)(
ĜQ(w)− I
) dw
w − z +
1
2pii
∮
∂D( 12 ,r)
(
L̂−(w)− I
)(
ĜQ(w)− I
) dw
w − z .
With (3.27),
1
2pii
∮
∂D(0,r)
(
L̂−(w)− I
)(
ĜQ(w)− I
) dw
w − z = O
(
t−
3
2−|α|
)
, z ∈ C\ΣR.
For an analogous estimation on ∂D( 12 , r) which we require in (4.1), we use
1
2pii
∮
∂D( 12 ,r)
(
L̂−(w)− I
)(
ĜQ(w)− I
) dw
w − z = O
(
t−1−2|α|
)
, z ∈ C\ΣR;
and therefore back in (4.1), for z ∈ C\ΣR, since 1 ≤ 1 + 2|α| ≤ 32 + |α| ≤ 2,
L̂(z) = I +
1
2pii
∮
∂D(0,r)
(
ĜQ(w)− I
) dw
w − z +
1
2pii
∮
∂D( 12 ,r)
(
ĜQ(w)− I
) dw
w − z +O
(
t−1−2|α|
)
. (4.2)
Starting from (4.2) it is now straightforward to derive the following estimates,
|s| 14σ3L−1(0)|s|− 14σ3 = I − e−ipiασ3
{
A±0 t
− 12−|α| +A0t−1 +A±1 t
−1 +O
(
t−min{1+2|α|,
3
2−|α|}
)}
eipiασ3 , (4.3)
|s| 14σ3L′(0)|s|− 14σ3 = e−ipiασ3
{
A±2 t
− 12−|α| +A2t−1 +A±3 t
−1 +O
(
t−min{1+2|α|,
3
2−|α|}
)}
eipiασ3 , (4.4)
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with
A0 =
1
8
(
1− 2 32 k
t
)−1 0 23 1+2 32 kt1−2 32 kt−3 0
 ; A±1 = 2− 32 k3 (k ± 1)2 14σ3
(
0 7
1 0
)
2−
1
4σ3 ;
and
A2 = −1
4
(
1− 2 32 k
t
)−1 0 ?1+2 32 kt
1−2 32 kt
0
 ; A±3 = 2− 12 k3 (k ± 1)2 14σ3
(
0 13
7 0
)
2−
1
4σ3 .
Remark 4.1. Explicit expressions for the matrices A±0 and A
±
2 , for instance
A±2 = 2
± 5k2 + 34 2
1
4σ3
(
1 ∓1
±1 −1
)
2−
1
4σ3
{
−iγk−1, (+)
iγ−1k , (−)
,
are not going to be important later on: As we shall see shortly, all powers of t which explicitly contain the
parameter α will not contribute to leading orders after integration, see (4.10) and (4.12) below.
We now obtain{
L−1(0)L′(0)
}
21
= e2piiα|s| 12
{
A±2 t
− 12−|α| +A2t−1 +A±3 t
−1 +O
(
t−min{1+2|α|,
3
2−|α|}
)}
21
(4.5)
= e2piiαt
1
3
[
− 1
4t
+
7k
6t
(k ± 1)± 2± 5k2 + 14 t− 12−|α|
{
−iγk−1, (+)
iγ−1k , (−)
+O
(
t−min{1+2|α|,
3
2−|α|}
)]
.
Since furthermore
L±1
(
1
2
)
= e−ipiασ3 |s|− 14σ3
[
I +O
(
t−
1
2−|α|
)]
|s| 14σ3eipiασ3 ,
we also deduce from (3.25),
B± = σ±e−ipiασ3 |s|− 14σ3
{
I +O
(
t−
1
2−|α|
)}
2
1
4σ3
(
1 ±1
∓1 −1
)
2−
1
4σ3
{
I +O
(
t−
1
2−|α|
)}
|s| 14σ3eipiασ3 ,
and thus {
L−1(0)B±L(0)
}
21
= e2piiα|s| 12σ±
{
2
1
4σ3
(
1 ±1
∓1 −1
)
2−
1
4σ3 +O
(
t−
1
2−|α|
)}
21
. (4.6)
Summarizing (recall that γ = 1− e−κAit = 1 +O (t−∞)),
F (JAi; γ) =
1
4
|s|2
(
1− 2 32 k
t
)2
∓
√
2 t
1
3σ± − 1
2
t
1
3
(
− 1
4t
+
7k
6t
(k ± 1)
)
+O
(
t−
1
6−|α|
)
=
|s|2
4
− 1
8s
∓
√
2|s| 12σ± −
√
2|s| 12 k − 2k
2
s
+
7k
12s
(k ± 1) +O
(
t−
1
6−|α|
)
, (4.7)
which is the central estimation for the upcoming integration.
4.2. Integration of expansion (4.7). Let us first work out the details in the special case k = 0 and
0 ≤ α < 12 . Note that in this situation
F (JAi; γ) =
s2
4
− 1
8s
−
√
2|s| 12σ+ +O
(
t−
1
6−α
)
, σ+ =
pi−
1
2 2−
9
4 tα−
1
2
1 + pi−
1
2 2−
9
4 tα−
1
2
, (4.8)
and thus the following Lemma will be useful.
Lemma 4.2. Let t = t(s) = (−s) 32 and sˆ0 < s < 0. For any f ∈ L1(sˆ0, s), we have∫ s
sˆ0
f
(
t(u)
)
du = −2
3
∫ t
tˆ0
f(w)
dw
w
1
3
; tˆ0 = (−sˆ0) 32 > 0.
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Recall that
κ
Ai
=
v
t
=
2
3
√
2− χ ln t
t
; v = − ln(1− γ) > 0, χ = k + α; (4.9)
so that
tα = tχ−k = t−ke−v+
2
3
√
2 t, (4.10)
and thus back in (4.8),
−
√
2
∫ s
sˆ0
(−u) 12σ+(t(u))du = 2
3
√
2
∫ t
tˆ0
pi−
1
2 2−
9
4w−
1
2 e−ve
2
3
√
2w
1 + pi−
1
2 2−
9
4w−
1
2 e−ve
2
3
√
2w
dw
= ln
(
1 + pi−
1
2 2−
9
4w−
1
2 e−ve
2
3
√
2w
) ∣∣∣∣t
w=tˆ0
+
1
2
∫ t
tˆ0
pi−
1
2 2−
9
4w−
1
2 e−ve
2
3
√
2w
1 + pi−
1
2 2−
9
4w−
1
2 e−ve
2
3
√
2w
dw
w
.
Let us now choose (v, t) sufficiently large positive such that
3
2
√
2
v ≤ t ≤ 3
2
√
2
(
v +
1
2
ln t
)
,
i.e. the base point of integration is sˆ0 = −( 3v2√2 )
2
3 or equivalently tˆ0 =
3v
2
√
2
. Then
−
√
2
∫ s
sˆ0
(−u) 12σ+(t(u))du = ln(1 + pi− 12 2− 94 t− 12 e 23√2 t−v)+O (t− 12) .
Summarizing, we can integrate (4.8) as follows,
ln
(
det(I − γKAi)
∣∣
L2(s,∞)
det(I − γKAi)
∣∣
L2(sˆ0,∞)
)
=
1
12
(s3− sˆ30)−
1
8
ln
∣∣∣∣ ssˆ0
∣∣∣∣+ ln(1 + pi− 12 2− 94 t− 12 e 23√2 t−v)+O (t− 12) , (4.11)
where we used that∫ s
sˆ0
O
(
t−
1
6−α(u)
)
du =
∫ t
tˆ0
O
(
w−
1
2−α
)
dw =
∫ t
tˆ0
O
(
w−
1
2 e−
2
3
√
2wev
)
dw = O
(
t−
1
2
)
, (4.12)
uniformly as t→ +∞, γ ↑ 1 such that 3
2
√
2
v ≤ t ≤ 3
2
√
2
(v + 12 ln t). However, with (A.1), we have that
ln det(I − γKAi)
∣∣
L2(sˆ0,∞) =
sˆ30
12
− 1
8
ln |sˆ0|+ ln c0 +O
(
tˆ
− 12
0
)
, c0 = exp
[
1
24
ln 2 + ζ ′(−1)
]
since for the latter determinant κ
Ai
= vt(sˆ0) =
2
3
√
2 ≥ 23
√
2. This substituted back into (4.11) we obtain
Proposition 4.3. There exist t0 > 0 and v0 > 0 such that
ln det(I − γKAi)
∣∣∣
L2(s,∞)
=
s3
12
− 1
8
ln |s|+ ln c0 + ln
(
1 +
1√
pi
2−
9
4 t−
1
2 e
2
3
√
2 t−v
)
+O
(
t−
1
2
)
uniformly for
t ≥ t0, v ≥ v0 : 3
2
√
2
v ≤ t ≤ 3
2
√
2
(
v +
1
2
ln t
)
. (4.13)
Remark 4.4. Note that the result of Proposition 4.3 matches the leading order expansion derived in [7],
Corollary 1.17. We only have to use that (4.13) implies
t ≥ t0, v ≥ v0 : 2
3
√
2 ≥ v
t
= κ
Ai
≥ 2
3
√
2− χ ln t
t
with χ =
1
2
(
1 +O
(
ln t
t
))
.
For the general case k ∈ Z≥0 we require the following notation: Let
tˆk =
3
2
√
2
(
v +
(
k − 1
2
)
ln t
)
, tˆ′k =
3
2
√
2
(
v + k ln t
)
, k ∈ Z≥1; tˆ0 = tˆ′0 = v,
or equivalently sˆk = −tˆ
2
3
k , sˆ
′
k = −tˆ
′ 23
k . In this case (4.11) generalizes to the following two expansions
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Lemma 4.5. For tˆk ≤ t ≤ tˆ′k, i.e. α ∈ [− 12 , 0],
ln
( det(I − γKAi)∣∣L2(s,∞)
det(I − γKAi)
∣∣
L2(sˆk,∞)
)
=
1
12
(
s3 − sˆ3k
)− 1
8
ln
∣∣∣∣ ssˆk
∣∣∣∣+ ln(1 + iγk−12 5k2 − 54 tk− 12 e− 23√2 t+v)
− ln
(
1 + iγk−12
5k
2 − 54
)
+
7k
12
(k − 1) ln
∣∣∣∣ ssˆk
∣∣∣∣− 2k2 ln ∣∣∣∣ ssˆk
∣∣∣∣+ 23√2 k(t− tˆk) +O (t− 12) . (4.14)
Proof. We use that
√
2
∫ s
sˆk
(−u) 12σ−(t(u))du = −2
3
√
2
∫ t
tˆk
iγk−12
5k
2 − 54wk−
1
2 eve−
2
3
√
2w
1 + iγk−12
5k
2 − 54wk−
1
2 ev e−
2
3
√
2w
dw
= ln
(
1 + iγk−12
5k
2 − 54 tk−
1
2 e−
2
3
√
2 t+v
)
− ln
(
1 + iγk−12
5k
2 − 54
)
+O
(
t−
1
2
)
and the stated identity follows from (4.7). 
Lemma 4.6. For tˆ′k ≤ t ≤ tˆk+1, i.e. α ∈ [0, 12 ],
ln
( det(I − γKAi)∣∣L2(s,∞)
det(I − γKAi)
∣∣
L2(sˆ′k,∞)
)
=
1
12
(
s3 − sˆ′3k
)− 1
8
ln
∣∣∣∣ ssˆ′k
∣∣∣∣+ ln(1− iγ−1k 2− 5k2 − 54 t−k− 12 e 23√2 t−v)
+
7k
12
(k + 1) ln
∣∣∣∣ ssˆ′k
∣∣∣∣− 2k2 ln ∣∣∣∣ ssˆ′k
∣∣∣∣+ 23√2 k(t− tˆ′k) +O (t− 12) . (4.15)
Proof. Use
−
√
2
∫ s
sˆ′k
(−u) 12σ+(t(u))du = 2
3
√
2
∫ t
tˆ′k
−iγ−1k 2−
5k
2 − 54w−k−
1
2 e−ve
2
3
√
2w
1− iγ−1k 2−
5k
2 − 54w−k−
1
2 e−ve
2
3
√
2w
dw
= ln
(
1− iγ−1k 2−
5k
2 − 54 t−k−
1
2 e
2
3
√
2 t−v
)
+O
(
t−
1
2
)
,
back in (4.7). 
The idea at this point is to successively improve Proposition 4.3 with the help of Lemma 4.5 and 4.6. For
instance, start with k = 1 in Lemma 4.5, then with Proposition 4.3,
ln det(I − γKAi)
∣∣∣
L2(sˆ1,∞)
=
sˆ31
12
− 1
8
ln |sˆ1|+ ln c0 + ln
(
1 + pi−
1
2 2−
9
4
)
+O
(
tˆ
− 12
1
)
and back into (4.14),
ln det(I − γKAi)
∣∣∣
L2(s,∞)
=
s3
12
− 1
8
ln |s|+ ln c0 + ln
(
1 + pi
1
2 2
9
4 t
1
2 e−
2
3
√
2 t+v
)
− ln
(
pi
1
2 2
9
4
)
+
2
3
√
2 (t− tˆ1) +O
(
t−
1
2
)
=
s3
12
− 1
8
ln |s|+ ln c0 + ln
(
1 + pi−
1
2 2−
9
4 t−
1
2 e
2
3
√
2 t−v
)
+O
(
t−
1
2
)
where we used that
2
3
√
2 (t− tˆ1) = ln
(
t−
1
2 e
2
3
√
2 t−v
)
.
Summarizing,
Proposition 4.7. There exists t0 > 0 and v0 > 0 such that
ln det(I − γKAi)
∣∣∣
L2(s,∞)
=
s3
12
− 1
8
ln |s|+ ln c0 + ln
(
1 +
1√
pi
2−
9
4 t−
1
2 e
2
3
√
2 t−v
)
+O
(
t−
1
2
)
uniformly for
t ≥ t0, v ≥ v0 : 3
2
√
2
(
v +
1
2
ln t
)
≤ t ≤ 3
2
√
2
(v + ln t).
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Next, with k = 1 in Lemma 4.6 and Proposition 4.7,
ln det(I − γKAi)
∣∣∣
L2(sˆ′1,∞)
=
sˆ′31
12
− 1
8
ln |sˆ′1|+ ln c0 + ln
(
1 + pi−
1
2 2−
9
4 tˆ
′− 12
1 e
2
3
√
2 tˆ′1−v
)
+O
(
tˆ
′− 12
1
)
=
sˆ′31
12
− 1
8
ln |sˆ′1|+ ln c0 + ln
(
1 + pi−
1
2 2−
9
4 t
1
2
)
+O
(
t−
1
2
)
.
We substitute this back into (4.15),
ln det(I − γKAi)
∣∣∣
L2(s,∞)
=
s3
12
− 1
8
ln |s|+ ln c0 + ln
(
1 + pi−
1
2 2−
7
2− 94 t−1−
1
2 e
2
3
√
2 t−v
)
+ ln
(
1 + pi−
1
2 2−
9
4 t
1
2
)
+
2
3
√
2 (t− tˆ′1) +O
(
t−
1
2
)
.
and note that
ln
(
1 + pi−
1
2 2−
9
4 t
1
2
)
+
2
3
√
2 (t− tˆ′1) = ln
(
1 + pi−
1
2 2−
9
4 t−
1
2 e
2
3
√
2 t−v
)
+O
(
t−
1
2
)
, tˆ′1 ≤ t ≤ tˆ2.
Hence,
Proposition 4.8. There exists t0 > 0 and v0 > 0 such that
ln det(I − γKAi)
∣∣∣
L2(s,∞)
=
s3
12
− 1
8
ln |s|+ ln c0 + ln
1∏
j=0
(
1 +
j!√
pi
2−
7
2 j− 94 t−j−
1
2 e
2
3
√
2 t−v
)
+O
(
t−
1
2
)
uniformly for
t ≥ t0, v ≥ v0 : 3
2
√
2
(v + ln t) ≤ t ≤ 3
2
√
2
(
v +
3
2
ln t
)
.
Remark 4.9. Note that the lower constraint on t is artificial: if we were to fix t < 3
2
√
2
(v+ ln t), the second
factor in the product moves to the error term and we reproduce the result of Proposition 4.7, after adjusting
the error term.
So far repeated integration has lead us to a sequence of results,
(A.1) 7→ t ∈ [tˆ0, tˆ1]︸ ︷︷ ︸
Prop. 4.3
7→ t ∈ [tˆ1, tˆ′1]︸ ︷︷ ︸
Prop. 4.7
7→ t ∈ [tˆ′1, tˆ2]︸ ︷︷ ︸
Prop. 4.8
,
but this strategy can be continued indefinitely leading to the following result (here we also use Remark 4.9).
Theorem 4.10. Given q ∈ Z≥1, there exists t0 = t0(q) > 0 and v0 = v0(q) > 0 such that
ln det(I − γKAi)
∣∣∣
L2(s,∞)
=
s3
12
− 1
8
ln |s|+ ln c0 + ln
q−1∏
j=0
(
1 +
j!√
pi
2−
7
2 j− 94 t−j−
1
2 e
2
3
√
2 t−v
)
+O
(
t−
1
2
)
uniformly for
t ≥ t0, v ≥ v0 : 3
2
√
2
v ≤ t ≤ 3
2
√
2
(v + q ln t) .
5. Proof of Theorem 1.4 and asymptotics for eigenvalues
The content of Theorem 1.4 is simply a combination of Theorems 4.10 and A.1:
Corollary 5.1. Given χ ∈ R determine p ∈ Z≥0 such that p = 0 for χ < − 12 and χ + 12 < p ≤ χ + 32 for
χ ≥ − 12 . There exist positive t0 = t0(χ), v0 = v0(χ) such that
D(JAi; γ) = exp
[
s3
12
]
|s|− 18 c0
p−1∏
j=0
(
1 +
j!√
pi
2−
7
2 j− 94 t−j−
1
2 e
2
3
√
2 t−v
)(
1 +O
(
t−min{p−
1
2−χ, 12}
))
uniformly for t ≥ t0, v ≥ v0 and κAi = vt ≥ 23
√
2− χ ln tt . In case p = 0, we take
∏p−1
j=0(. . .) ≡ 1.
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We now begin to derive asymptotic information for individual eigenvalues and employ techniques which
have occurred previously in [7]. First, by positivity of e−vλj(1− λj)−1,
∀ p ∈ Z≥0 : 1 + e−v λp(s)
1− λp(s) ≥ 1 =
det(I − γKAi)
det(I − γKAi)
∣∣∣∣
L2(s,∞)
.
Now, we use Corollary 5.1 for the determinant in the denominator (with χ′ = χ, χ ≥ 0 and thus p′ = p ∈ Z≥0)
as well as in the numerator (with χ′′ = χ+ 1, χ ≥ 0 and thus p′′ = p′ + 1 = p+ 1), i.e.
1 + e−v
λp(s)
1− λp(s) ≥
(
1 +
p!√
pi
2−
7
2p− 94 t−p−
1
2 e
2
3
√
2 t−v
)(
1 +O
(
t−min{p−
1
2−χ, 12}
))
uniformly for t ≥ t0, v ≥ v0 such that κAi ≥ 23
√
2− χ ln tt , χ ≥ 0. Hence, after algebra,
∀ p ∈ Z≥0 : λp(s)
1− λp(s) ≥ Cpt
−p− 12 e
2
3
√
2 t, t→ +∞; (5.1)
and the constant Cp > 0 can be chosen independent of v. Next, we make use of Lidskii’s Theorem: Valid
for any ` ∈ Z≥0,
det(I − γKAi)
det(I −KAi)
∣∣∣∣
L2(s,∞)
= det
(
I + e−vKAi(I −KAi)−1
)
=
`−1∏
j=0
(
1 + e−v
λ`(s)
1− λ`(s)
)
det
(
I + e−vK`(I −K`)−1
)
,
with K` = KAi · P` and P` projects on the space of eigenvectors of KAi with corresponding eigenvalues
{λj : j ≥ `}. In this exact identity we can use the expansion of Corollary 5.1, i.e. as t → +∞, γ ↑ 1 such
that κ
Ai
≥ 23
√
2− χ ln tt ,
p−1∏
j=0
(
1 +
j!√
pi
2−
7
2 j− 94 t−j−
1
2 e
2
3
√
2 t−v
)(
1 +O
(
t−min{p−χ−
1
2 ,
1
2}
))
(5.2)
=
`−1∏
j=0
(
1 + e−v
λj(s)
1− λj(s)
)
det
(
I + e−vK`(I −K`)−1
)
.
In here we first choose χ = 12 , i.e. we take p = 2 and, say, ` = 1:(
1 +
1√
pi
2−
9
4 t−
1
2 e
2
3
√
2 t−v
)(
1 +O
(
t−
1
2
))
=
(
1 + e−v
λ0(s)
1− λ0(s)
)
det
(
I + e−vK1(I −K1)−1
)
. (5.3)
For 23
√
2 t ≥ v ≥ 23
√
2 t − 12 ln t we now see that det(I + e−vK1(I −K1)−1) ≥ 1 together with (1.6) implies
in (5.3) that
t
1
2 e−
2
3
√
2 t
1− λ0(s) = O(1), t ≥ t0, v ≥ v0 :
2
3
√
2 ≥ κAi ≥
2
3
√
2− 1
2
ln t
t
. (5.4)
Next we choose χ = 32 in (5.2), i.e. we take p = 3 and, say, ` = 2:(
1 +
1√
pi
2−
9
4 t−
1
2 e
2
3
√
2 t−v
)(
1 +
1√
pi
2−
7
2− 94 t−
3
2 e
2
3
√
2 t−v
)(
1 +O
(
t−
1
2
))
=
(
1 + e−v
λ0(s)
1− λ0(s)
)(
1 + e−v
λ1(s)
1− λ1(s)
)
det
(
I + e−vK2(I −K2)−1
)
(5.5)
Multiplying through with the second summand of the first factor in the left hand side of (5.5), we obtain(
1 +
√
pi 2
9
4 t
1
2 e−
2
3
√
2 t+v
)(
1 +
1√
pi
2−
7
2− 94 t−
3
2 e
2
3
√
2 t−v
)(
1 +O
(
t−
1
2
))
=
(
√
pi 2
9
4 t
1
2 e−
2
3
√
2 t+v +
√
pi 2
9
4 t
1
2 e−
2
3
√
2 tλ0(s)
1− λ0(s)
)(
1 + e−v
λ1(s)
1− λ1(s)
)
det
(
I + e−vK2(I −K2)−1
)
.
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For 23
√
2 t− 12 ln t ≥ v ≥ 23
√
2 t− 32 ln t, all factors in the left hand side are bounded, hence by positivity all
factors in the right hand side have to be bounded and with det(I + e−vK2(I −K2)−1) ≥ 1, this leads us to
t
1
2 e−
2
3
√
2 t
1− λ0(s) = O(1),
t
1
2 e−
2
3
√
2 t
1− λ1(s) = O(1); t ≥ t0, v ≥ v0 :
2
3
√
2− 1
2
ln t
t
≥ κAi ≥
2
3
√
2− 3
2
ln t
t
. (5.6)
After that, we let χ = 52 , i.e. p = 4 and, say, ` = 3: After simplification in (5.2),(
1+
√
pi 2
9
4 t
1
2 e−
2
3
√
2 t+v
)(
1 +
√
pi 2
7
2+
9
4 t
3
2 e−
2
3
√
2 t+v
)(
1 +
2!√
pi
2−
7
2 2− 94 t−2−
1
2 e
2
3
√
2 t−v
)(
1 +O
(
t−
1
2
))
=
(
√
pi 2
9
4 t
1
2 e−
2
3
√
2t+v +
√
pi 2
9
4 t
1
2 e−
2
3
√
2 tλ0(s)
1− λ0(s)
)(
√
pi 2
7
2+
9
4 t
3
2 e−
2
3
√
2 t+v +
√
pi 2
7
2+
9
4 t
3
2λ1(s)
1− λ1(s)
)
×
(
1 + e−v
λ2(s)
1− λ2(s)
)
det(I + e−vK3(I −K3)−1)
and by boundedness of the left hand side, also with the help of (5.1), for t ≥ t0, v ≥ v0,
t
1
2 e−
2
3
√
2 t
1− λ0(s) = O(1),
t
3
2 e−
2
3
√
2 t
1− λ1(s) = O(1),
t
3
2 e−
2
3
√
2 t
1− λ2(s) = O(1);
2
3
√
2− 3
2
ln t
t
≥ κ
Ai
≥ 2
3
√
2− 5
2
ln t
t
. (5.7)
Iterating this approach for general χ = p− 12 , ` = p− 1, p ∈ Z≥1 we derive a sequence of estimates,
tj+
1
2 e−
2
3
√
2 t
1− λj(s) = O(1), 0 ≤ j ≤ p−2;
tp−
3
2 e−
2
3
√
2 t
1− λp−1(s) = O(1);
2
3
√
2−
(
p− 3
2
)
ln t
t
≥ κAi ≥
2
3
√
2−
(
p− 1
2
)
ln t
t
.
Since these estimates are valid for any p ∈ Z≥1, we have in fact
∀ j ∈ Z≥0 : λj(s)
1− λj(s) ≤ Djt
−j− 12 e
2
3
√
2 t, t→ +∞ (5.8)
and the constant Dj > 0 can be chosen independent of v. With (5.1) and (5.8) thus
Proposition 5.2. For any j ∈ Z≥0 fixed, as t→ +∞,
1− λj(s) = cjtj+ 12 e− 23
√
2 t
(
1 + o(1)
)
, cj > 0.
We now recall a few general facts about the trace class operator KAi : L
2
(
(s,∞); dλ) 	. From the identity
KAi(λ, µ) =
Ai(λ)Ai′(µ)−Ai(µ)Ai′(λ)
λ− µ =
∫ ∞
0
Ai(λ+ t)Ai(t+ µ)dt (5.9)
it follows that KAi is positive definite with finite operator norm ‖KAi‖ < 1 and trace norm
‖KAi‖1 =
∫ ∞
s
KAi(λ, λ)dλ ≤ ct, c > 0, t = |s| 32 . (5.10)
Note that for any positive definite, trace class operator B,∣∣det(I +B)− 1∣∣ ≤ ‖B‖1 exp (‖B‖1) ,
and thus, for any p ∈ Z≥1∣∣det(I + e−vKp(I −Kp)−1)− 1∣∣ ≤ e−v‖Kp(I −Kp)−1‖1 exp (e−v‖Kp(I −Kp)−1‖1) .
But with (5.8),
e−v‖Kp(I −Kp)−1‖1 ≤ e−v‖Kp‖1‖(I −Kp)−1‖ ≤ e−v ‖Kp‖1
1− λp ≤ Cp t
1
2−pe
2
3
√
2 t−v.
With this back to (5.2) where κAi ≥ 23
√
2− χ ln tt , and we now let ` = p,
det
(
I + e−vKp(I −Kp)−1
)
= 1 +O
(
t−(p−χ−
1
2 )
)
= 1 + o(1).
Summarizing,
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Proposition 5.3. Given χ ∈ R, determine p ∈ Z≥0 as in Corollary 5.1. There exist positive t0 = t0(χ), v0 =
v0(χ) such that
p−1∏
j=0
(
1 +
j!√
pi
2−
7
2 j− 94 t−j−
1
2 e
2
3
√
2 t−v
)
=
p−1∏
j=0
(
1 + e−v
λj(s)
1− λj(s)
)(
1 +O
(
t−min{p−χ−
1
2 ,
1
2}
))
uniformly for t ≥ t0, v ≥ v0 and κAi ≥ 23
√
2− χ ln tt . Also here we take
∏p−1
j=0(. . .) ≡ 1, if p = 0.
At this point we use Proposition 5.2, take ln(. . .) of both sides and compare powers in t, this gives
cj =
j!√
pi
2−
7
2 j− 94 , j ∈ Z≥0,
and Corollary 1.7 follows.
6. Nonlinear steepest descent analysis associated with K
(a)
Bess – part 1
The Bessel kernel (1.4) is of type (1.10) with
φ(z) = Ja(
√
z), ψ(z) =
1
2
√
zJ ′a(
√
z); JBess = (0, s), s > 0 (6.1)
and we will derive an asymptotic solution of RHP 1.12 for sufficiently large (positive) s and γ close to 1 such
that
κ
Bess
≡ v
t
= 2− 2
(
χ+
a
2
) ln t
t
, v = − ln(1− γ) > 0, t = s 12 ; χ ∈ R≥0, a ∈ R>−1. (6.2)
6.1. Preliminary transformations. We introduce the unimodular function
Ψa(ζ) =
√
pi e−i
pi
4
(
Ia
(
(e−ipiζ)
1
2
) − ipiKa((e−ipiζ) 12 )
(e−ipiζ)
1
2 I ′a
(
(e−ipiζ)
1
2
) − ipi (e−ipiζ) 12K ′a((e−ipiζ) 12 )
)
ei
pi
2 aσ3 , ζ ∈ C\[0,∞)
in terms of the modified Bessel functions Iν(z),Kν(z), cf. [33]. As before, we choose principal branches for
ζ
1
2 : arg ζ ∈ (−pi, pi]. Next we assemble
Ψ(ζ; a) = Ψa(ζ)e
−ipi2 aσ3

( 1 0
−e−ipia 1
)
, arg ζ ∈ (0, pi3 )
I, arg ζ ∈ (pi3 , 5pi3 )(
1 0
eipia 1
)
, arg ζ ∈ ( 5pi3 , 2pi)
(6.3)
which leads us to the problem below.
Riemann-Hilbert Problem 6.1. The parametrix Ψ(ζ; a) defined in (6.3) has the following properties:
(1) Ψ(ζ; a) is analytic for ζ ∈ C\(⋃3j=1 Γ̂j ∪ {0}) with
Γ̂1 = e
ipi3 (0,∞), Γ̂2 = (0,∞), Γ̂3 = ei 5pi3 (0,∞)
and all three rays are oriented as shown in Figure 5.
(2) We observe the following jumps,
Ψ+(ζ; a) = Ψ−(ζ; a)
( 1 0
e−ipia 1
)
, ζ ∈ Γ̂1; Ψ+(ζ; a) = Ψ−(ζ; a)
( 1 0
eipia 1
)
, ζ ∈ Γ̂3;
Ψ+(ζ; a) = Ψ−(ζ; a)
( 0 1
−1 0
)
, ζ ∈ Γ̂2.
(3) Near ζ = 0, in case a /∈ Z,
Ψ(ζ; a) = Ψ̂(ζ; a)(e−ipiζ)
a
2 σ3
(
1 i2
1
sinpia
0 1
)
( 1 0
−e−ipia 1
)
, arg ζ ∈ (0, pi3 )
I, arg ζ ∈ (pi3 , 5pi3 )(
1 0
eipia 1
)
, arg ζ ∈ ( 5pi3 , 2pi)
;
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and for a ∈ Z,
Ψ(ζ; a) = Ψ̂(ζ; a)(e−ipiζ)
a
2 σ3
(
1 − eipia2pii ln(e−ipiζ)
0 1
)
( 1 0
−e−ipia 1
)
, arg ζ ∈ (0, pi3 )
I, arg ζ ∈ (pi3 , 5pi3 )(
1 0
eipia 1
)
, arg ζ ∈ ( 5pi3 , 2pi)
.
Here, Ψ̂(ζ; a) is analytic at ζ = 0 and we choose principal branches for fractional exponents and
logarithms.
(4) As ζ →∞, valid in a full neighborhood of infinity off the jump contours,
Ψ(ζ; a) =
(
e−ipiζ
)− 14σ3 1√
2
(
1 −1
1 1
)
e−i
pi
4 σ3
{
I +
1
8(e−ipiζ)
1
2
(−(1 + 4a2) 2i
2i 1 + 4a2
)
+O (ζ−1)}
× exp
[
(e−ipiζ)
1
2σ3
]
where ζα is defined and analytic for ζ ∈ C\(−∞, 0] such that ζα > 0 for ζ > 0.
+
 
+
 
+
 
⇣ = 0
b 1
b 3
b 2
1
Figure 5. The oriented
jump contours for the
Bessel parametrix Ψ(ζ; a)
in the complex ζ-plane.
b⌦1 b⌦4
b⌦5
b⌦2
b⌦3z = sz = 0b⌦1
1
Figure 6. “Undressing”
of RHP 1.12 with s > 0.
Jump contours of X(z) as
solid lines.
Remark 6.2. We observe that, cf. [33],
ei
pi
2 aIa
(
(e−ipiζ)
1
2
)
= Ja(ζ
1
2 ), ζ ∈ C\[0,∞)
and hence for ζ > 0, we have(
Ψa11(ζ)
)
+
=
√
pi e−i
pi
4 Ja(
√
ζ),
(
Ψa21(ζ)
)
+
=
√
pi e−i
pi
4
√
ζJ ′a(
√
ζ).
This enables us to rewrite the Bessel kernel in terms of the entries of Ψa(ζ),
K
(a)
Bess(λ, µ) =
i
2pi
(Ψa11(λ))+(Ψa21(µ))+ − (Ψa11(µ))+(Ψa21(λ))+
λ− µ , λ, µ ∈ (0, s)
in which all limits are taken coming from the upper half-plane.
In our next move we reduce RHP 1.12 with (6.1) to a problem with z-independent jumps and this step is
the analogue of (2.5), (2.6) for the Bessel kernel determinant. Let s > 0 and set with help of Figure 6,
X(z) = Y (z)Ψ(z; a)

I, z ∈ Ω̂1 ∪ Ω̂2 ∪ Ω̂3( 1 0
e−ipia 1
)
, z ∈ Ω̂4( 1 0
−eipia 1
)
, z ∈ Ω̂5
.
We arrive at the problem below:
Riemann-Hilbert Problem 6.3. Determine X(z) = X(z; s, γ; a) ∈ C2×2 such that
FROM GAP PROBABILITIES IN RANDOM MATRIX THEORY TO EIGENVALUE EXPANSIONS 29
(1) X(z) is analytic for z ∈ C\(⋃4j=1 Γ̂(s)j ∪ {0, 1}) with
Γ̂
(s)
1 = (0, s), Γ̂
(s)
2 = s+ e
ipi3 (0,∞), Γ̂(s)3 = (s,+∞), Γ̂(s)4 = s+ ei
5pi
3 (0,∞)
(2) The jump conditions are as follows,
X+(z) = X−(z)
(
e−ipia 1−γ
0 eipia
)
, z ∈ Γ̂(s)1 ; X+(z) = X−(z)
(
0 1−1 0
)
, z ∈ Γ̂(s)3 ;
and
X+(z) = X−(z)
(
1 0
e−ipia 1
)
, z ∈ Γ̂(s)2 ; X+(z) = X−(z)
(
1 0
eipia 1
)
, z ∈ Γ̂(s)4 .
(3) Near z = s, with H± = {z ∈ C : =z ≷ 0},
X(z) = X̂(z)
[
I +
γ
2pii
( −1 −e−ipia
eipia 1
)
ln(z − s)
]{( 0 1−1 0 ), z ∈ H+
I, z ∈ H−

(
1 0
e−ipia 1
)
, arg(z − s) ∈ (pi3 , pi)( 1 0
−eipia 1
)
, arg(z − s) ∈ (pi, 5pi3 )
I, else
where X̂(z) is analytic at z = s and we choose the principal branch for the logarithm. On the other
hand, near z = 0,
X(z) = X̂(z)(e−ipiz)
a
2 σ3
(
1 i2
1−γ
sinpia
0 1
)
, a /∈ Z;
X(z) = X̂(z)(e−ipiz)
a
2 σ3
[
I − e
ipia
2pii
(1− γ) ln(e−ipiz)( 0 10 0 )] , a ∈ Z.
(4) As z →∞,
X(z) = (e−ipiz)−
1
4σ3
1√
2
(
1 −1
1 1
)
e−i
pi
4 σ3
{
I +X∞(e−ipiz)−
1
2 +O (z−1)} exp [(e−ipiz) 12σ3]
with
X∞ = −1
2
(
1 i
i −1
)
Y 12∞ +
1
8
(−(1 + 4a2) 2i
2i 1 + 4a2
)
.
6.2. Differential identity. The required identity is derived along the same lines as for D(JAi; γ), cf. [15].
We skip details and summarize the final formula in the Proposition below.
Proposition 6.4. For fixed γ ≤ 1, we have
∂
∂s
lnD(JBess; γ) = − γ
2pii
eipia
(
X−1(z)X ′(z)
)
21
∣∣∣
z→s
; (′) =
d
dz
(6.4)
in terms of the solution X(z) to RHP 6.3 and the limit is carried out for arg(z − s) ∈ (pi3 , pi).
7. Nonlinear steepest descent analysis associated with K
(a)
Bess – part 2
7.1. Initial transformation. We choose s > 0 and define
T (z) = X(sz), z ∈ C\(ΣT ∪ {0, 1}),
where the contour ΣT consists of four line segment,
ΣT =
4⋃
j=1
Γ̂j,T ; Γ̂1,T = (0, 1), Γ̂2,T = 1 + e
ipi3 (0,∞), Γ̂3,T = (1,+∞), Γ̂4,T = 1 + ei 5pi3 (0,∞);
oriented “from left to right”, see Figure 6. This leads us to
Riemann-Hilbert Problem 7.1. Determine a function T (z) = T (z; s, γ; a) ∈ C2×2 which is uniquely
determined by the following properties:
(1) T (z) is analytic for z ∈ C\(ΣT ∪ {0, 1}).
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(2) We have the jump conditions
T+(z) = T−(z)
(
e−ipia 1−γ
0 eipia
)
, z ∈ Γ̂1,T ; T+(z) = T−(z)
(
0 1−1 0
)
, z ∈ Γ̂3,T ;
and
T+(z) = T−(z)
(
1 0
e−ipia 1
)
, z ∈ Γ̂2,T ; T+(z) = T−(z)
(
1 0
eipia 1
)
, z ∈ Γ̂4,T .
(3) The singular behavior near z = 0 and z = 1 is unchanged from the one stated in RHP 6.3, modulo
the change of variables T (z) = X(sz).
(4) As z →∞, with t = √s,
T (z) = (e−ipisz)−
1
4σ3
1√
2
(
1 −1
1 1
)
e−i
pi
4 σ3
{
I +X∞(e−ipisz)−
1
2 +O (z−1)} exp [t(e−ipiz) 12σ3] .
7.2. Normalization transformation. We introduce the g-function, for z ∈ C\R,
g(z) = −(e−ipi(z − 1)) 12 + V ln(1 + (e−ipi(z − 1)) 12
1− (e−ipi(z − 1)) 12
)
, V =
χ
t
(7.1)
where ζα as well as ln ζ are defined and analytic for ζ ∈ C\(−∞, 0]. We also choose
−pi < arg
(
1 + (e−ipi(z − 1)) 12
1− (e−ipi(z − 1)) 12
)
≤ pi.
The relevant analytical properties of the g-function are summarized below.
Proposition 7.2. The function g(z) defined in (7.1) is analytic for z ∈ C\((−∞, 0) ∪ (1,+∞)), more
precisely,
g±(z) = −
√
1− z + V ln
(√
1− z + 1√
1− z − 1
)
∓ ipiV, z ∈ (−∞, 0);
and
g±(z) = −
√
1− z + V ln
(
1 +
√
1− z
1−√1− z
)
, z ∈ (0, 1);
as well as
g±(z) = ±i
√
z − 1± iV arg
(
1− i√z − 1
1 + i
√
z − 1
)
, z ∈ (1,+∞).
Also for z →∞, z /∈ R,
(e−ipiz)
1
2 + g(z) = ipiV +
(
2V − 1
2
)
(e−ipiz)−
1
2 +O (z−1) .
In the next transformation we set
S(z) = e−ipitV σ3T (z)etg(z)σ3 , z ∈ C\(ΣT ∪ {0, 1})
and are lead to the problem below.
Riemann-Hilbert Problem 7.3. Determine S(z) = S(z; s, γ; a) ∈ C2×2 such that
(1) S(z) is analytic for z ∈ C\(ΣT ∪ (−∞) ∪ {0, 1}).
(2) The limiting values S±(z), z ∈ ΣT are related by the equations
S+(z) = S−(z)
(
1 0
e−ipiae2tg(z) 1
)
, z ∈ Γ̂2,T ; S+(z) = S−(z)
(
1 0
eipiae2tg(z) 1
)
, z ∈ Γ̂4,T ;
and
S+(z) = S−(z)
(
0 1
−1 0
)
, z ∈ Γ̂3,T ; S+(z) = S−(z)e−2piitV σ3 , z ∈ (−∞, 0);
as well as
S+(z) = S−(z)
(
e−ipia e−t(κBess+2g(z))
0 eipia
)
, z ∈ Γ̂1,T .
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(3) Near z = 1 and z = 0 with Ŝ(z) analytic at either point,
eipitV σ3S(z)e−tg(z)σ3 = Ŝ(z)
[
I +
γ
2pii
(−1 −1
1 1
)
ln(z − 1)
]
ei
pi
2 aσ3
{(
0 1−1 0
)
, z ∈ H+
I, z ∈ H−
×

(
1 0
e−ipia 1
)
, arg(z − 1) ∈ (pi3 , pi)( 1 0
−eipia 1
)
, arg(z − 1) ∈ (pi, 5pi3 )
I, else
, z → 1, z /∈ ΣT ;
and, as z → 0, z /∈ ΣT ,
eipitV σ3S(z)e−tg(z)σ3 = Ŝ(z)(e−ipisz)
a
2 σ3
(
1 i2
1−γ
sinpia
0 1
)
, a /∈ Z
eipitV σ3S(z)e−tg(z)σ3 = Ŝ(z)(e−ipisz)
a
2 σ3
[
I − e
ipia
2pii
(1− γ) ln(e−ipisz)( 0 10 0 )] , a ∈ Z.
(4) As z →∞,
S(z) = (e−ipisz)−
1
4σ3e−ipitV σ3
1√
2
(
1 −1
1 1
)
e−i
pi
4 σ3eipitV σ3
{
I + S∞(e−ipiz)−
1
2 +O (z−1)}
with
S∞ = e−ipitV σ3X∞eipitV σ3s−
1
2 + t
(
2V − 1
2
)
σ3.
As before, the following observations are crucial: With 0 < r < 14 fixed,
<(g(z)) < 0, z ∈ (Γ̂2,T ∪ Γ̂4,T )\D(1, r) (7.2)
and for z ∈ (0, 1)\D(0, r) and sufficiently large t ≥ t0, v ≥ v0 subject to (6.2),
κ
Bess
+ 2g(z) = κ
Bess
− 2√1− z + 2V ln
(
1 +
√
1− z
1−√1− z
)
≥ δ > 0. (7.3)
Hence, we expect the major contribution to the asymptotic solution of RHP 7.3 to arise from the line
segments (−∞, 0) ∪ (0, 1) ∪ (1,+∞) and two small neighborhoods of z = 0 as well as z = 1.
Remark 7.4. We will again represent tV = χ as
χ = k + α; k ∈ Z≥0, −1
2
≤ α < 1
2
,
and hence the jump on (−∞, 0) in RHP 7.3 equals
S+(z) = S−(z)e−2piiασ3 , z < 0.
7.3. Analysis of model Riemann-Hilbert problems. The outer parametrix, for z ∈ C\R,
P (∞)(z) =
(
e−ipis(z − 1))− 14σ3e−ipiασ3 1√
2
(
1 −1
1 1
)
e−i
pi
4 σ3
(
(e−ipi(z − 1)) 12 + 1
(e−ipi(z − 1)) 12 − 1
)− a2 σ3 (D(z))σ3 , (7.4)
with the Szego˝ function
D(z) =
1 + (e−ipi(z − 1)) 12
1− (e−ipi(z − 1)) 12
α , z ∈ C\R, D(z) = eipiα(1 + 2α
(e−ipiz)
1
2
+O (z−1)) , z →∞;
displays the properties summarized below.
Riemann-Hilbert Problem 7.5. The parametrix P (∞)(z) has the following analytical properties
(1) P (∞)(z) is analytic for z ∈ C\R and we orient the real axis from left to right.
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(2) The limiting values P
(∞)
± (z), z ∈ R are square integrable and related by the jump conditions
P
(∞)
+ (z) = P
(∞)
− (z)e
−2piiασ3 , z ∈ (−∞, 0); P (∞)+ (z) = P (∞)− (z)e−ipiaσ3 , z ∈ (0, 1);
P
(∞)
+ (z) = P
(∞)
− (z)
(
0 1−1 0
)
, z ∈ (1,+∞)
(3) As z →∞, z /∈ R,
P (∞)(z) = (e−ipisz)−
1
4σ3e−ipiασ3
1√
2
(
1 −1
1 1
)
e−i
pi
4 σ3eipiασ3
{
I +O
(
(e−ipiz)−
1
2
)}
.
For the local parametrix near z = 1 we use ideas from [6], Section 3.4. Consider the unimodular function
B(ζ) =
1
2
√
pi
(
1 0
0 i
)(
H
(1)
0 (ζ
1
2 ) −H(2)0 (ζ
1
2 )
−ζ 12 (H(1)0 )′(ζ 12 ) ζ 12 (H(2)0 )′(ζ 12 )
)
, ζ ∈ C\(−∞, 0] (7.5)
which uses the Hankel functions H
(1)
0 and H
(2)
0 and the principal branch for ζ
1
2 : arg ζ ∈ (−pi, pi].
Riemann-Hilbert Problem 7.6. The function B(ζ) ∈ C2×2 defined in (7.5) has the following properties:
(1) B(ζ) is analytic for ζ ∈ C\(−∞, 0].
(2) Provided we orient the negative half-ray from −∞ to the origin, we have
B+(ζ) = B−(ζ)
(
0 −1
1 2
)
, ζ ∈ (−∞, 0).
(3) As ζ → 0, ζ /∈ (−∞, 0],
B(ζ) =
1
2
√
pi
(
1 0
0 i
)
B̂(ζ)
[
I +
ln ζ
2pii
(−1 −1
1 1
)]
,
with the principal branch for the logarithm and
B̂(ζ) =
(
J0(ζ
1
2 )(1− 2ipi ln 2) −J0(ζ
1
2 )(1 + 2ipi ln 2)
−ζ 12 J ′0(ζ
1
2 )(1− 2ipi ln 2)− 2ipi J0(ζ
1
2 ) ζ
1
2 J ′0(ζ
1
2 )(1 + 2ipi ln 2)− 2ipi J0(ζ
1
2 )
)
−2i
pi
∞∑
k=0
ψ(k + 1)
(
1 1
−2k −2k
)
(− ζ4 )k
(k!)2
, |ζ| < r;
J0(ζ
1
2 ) =
∑∞
0
(− 14 ζ)k
(k!)2
ζ
1
2 J ′0(ζ
1
2 ) =
∑∞
1 2k
(− 14 ζ)k
(k!)2
.
(4) The function B(ζ) is normalized so that as ζ →∞, ζ /∈ R,
B(ζ) = ζ−
1
4σ3
1√
2
(
1 −1
1 1
)
e−i
pi
4 σ3
{
I +
i
8ζ
1
2
(
1 −2i
−2i −1
)
+
3
128ζ
(
1 4i
−4i 1
)
+O
(
ζ−
3
2
)}
eiζ
1
2 σ3 . (7.6)
In terms of B(ζ) we can now define the local parametrix as follows: consider
eipitV σ3P (1)(z)e−tg(z)σ3 = E(1)(z)B
(
ζ(z)
) [
I − 1− γ
2pii
(−1 −1
1 1
)
ln
(
ζ(z)
)]
ei
pi
2 aσ3
×
{(
0 1−1 0
)
, z ∈ H+
I, z ∈ H− ×

(
1 0
e−ipia 1
)
, arg(z − 1) ∈ (pi3 , pi)( 1 0
−eipia 1
)
, arg(z − 1) ∈ (pi, 5pi3 )
I, else
; 0 < |z − 1| < 1
4
(7.7)
where we make use of the locally conformal change of variables
ζ(z) = t2eipi
{
g(z)− α
t
ln
(
1 + (e−ipi(z − 1)) 12
1− (e−ipi(z − 1)) 12
)}2
= t2(z − 1)
(
1− 2k
t
)2 {
1 +
4k(z − 1)
3(t− 2k) +O
(
(z − 1)2)},
so that
ζ
1
2 (z) = e−i
pi
2 t sgn(=z)
{
g(z)− α
t
ln
(
1 + (e−ipi(z − 1)) 12
1− (e−ipi(z − 1)) 12
)}
, z ∈ D
(
1,
1
4
)∖(3
4
,
5
4
)
(7.8)
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and the locally analytic multiplier, for |z − 1| < 14 ,
E(1)(z) = eipitV σ3P (∞)(z)
(D(z))−σ3 {( 0 −11 0 ), z ∈ H+
I, z ∈ H− × e
−ipi2 aσ3ei
pi
4 σ3
1√
2
(
1 1
−1 1
)(
ζ(z)
) 1
4σ3 .
It is easy to verify the properties of P (1)(z) which are summarized below:
Riemann-Hilbert Problem 7.7. The parametrix P (1)(z) defined in (7.7) has the following properties:
(1) P (1)(z) is analytic for z ∈ D(1, 14 )\(ΣT ∪ {1}).
(2) Since the change of variables ζ 7→ ζ(z), z ∈ D(1, 14 ) is locally conformal, we obtain from RHP 7.6
directly the jump behavior
P
(1)
+ (z) = P
(1)
− (z)
(
1 0
e−ipiae2tg(z) 1
)
, z ∈ Γ̂2,T ∩D
(
1,
1
4
)
,
P
(1)
+ (z) = P
(1)
− (z)
(
1 0
eipiae2tg(z) 1
)
, z ∈ Γ̂4,T ∩D
(
1,
1
4
)
;
and
P
(1)
+ (z) = P
(1)
− (z)
(
0 1
−1 0
)
, z ∈
(
1,
5
4
)
;
P
(1)
+ (z) = P
(1)
− (z)
(
e−ipia e−t(κBess+2g(z))
0 eipia
)
, z ∈
(
3
4
, 1
)
.
This matches exactly the jump behavior near z = 1 of RHP 7.3.
(3) Near z = 1, with the principal branch for the logarithm,
eipitV σ3P (1)(z)e−tg(z)σ3 = P̂ (1)(z)
[
I +
γ
2pii
(−1 −1
1 1
)
ln(z − 1)
]
ei
pi
2 aσ3
{(
0 1−1 0
)
, z ∈ H+ ∩D(1, 14 )
I, z ∈ H− ∩D(1, 14 )
×

(
1 0
e−ipia 1
)
, arg(z − 1) ∈ (pi3 , pi)( 1 0
−eipia 1
)
, arg(z − 1) ∈ (pi, 5pi3 )
I, else
, z → 1, z /∈ ΣT ,
and we have thus the same singular structure near z = 1 as in RHP 7.3.
(4) In case t→ +∞, γ ↑ 1 subject to (6.2), we obtain from (7.6) and (7.8),
P (1)(z) = P (∞)(z)
{
I +
i
8ζ
1
2 (z)
M(z)
(
1 −2ie−ipia
−2ieipia −1
)(
M(z)
)−1
+
3
128ζ(z)
(7.9)
× M(z)
(
1 4ie−ipia
−4ieipia −1
)(
M(z)
)−1
+O (t−3)}; M(z) = (D(z))−σ3 {( 0 −11 0 ), z ∈ H+
I, z ∈ H− ,
uniformly for 0 < r1 ≤ |z − 1| ≤ r2 < 14 . Here we use that on the annulus
exp
[
−κ
Bess
t± 2iζ 12 (z)
]
= O (t−∞) , t→ +∞, γ ↑ 1 : κ
Bess
= 2− 2
(
χ+
a
2
) ln t
t
.
Remark 7.8. Observe that from properties (2) and (3) in RHP 7.7 we obtain
S(z) = N1(z)P
(1)(z), 0 ≤ |z − 1| < 1
4
,
with N1(z) analytic at z = 1.
For the remaining parametrix near z = 0 we shall use again classical orthogonal polynomials: define for
k ∈ Z≥0, with principal branches for fractional exponents,
L(ζ; a) =
(
q
(a)
k (ζ)
1
2pii
∫∞
0
q
(a)
k (t) t
ae−t dtt−ζ
γk−1q
(a)
k−1(ζ)
γk−1
2pii
∫∞
0
q
(a)
k−1(t) t
ae−t dtt−ζ
)
(e−ipiζ)
a
2 σ3e−
1
2 ζσ3 , ζ ∈ C\[0,∞), (7.10)
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in terms of monic Laguerre polynomials {q(a)k (ζ)}k∈Z≥0 , q(a)−1 (ζ) ≡ 0 = γk−1, cf. [33]:
q
(a)
k (ζ) = ζ
k + ak,k−1ζk−1 + ak,k−2ζk−2 +O
(
ζk−3
)
, ζ →∞;
∫ ∞
0
q
(a)
j (t)q
(a)
k (t) t
ae−tdt = hkδjk,
with
hk = k! Γ(1 + k + a), k ∈ Z≥0; ak,k−1 = −k(k + a), ak,k−2 = k
2
(k + a)(k − 1)(k + a− 1), k ∈ Z≥0.
Remark 7.9. The normalization in [33] of the Laguerre polynomials {L(a)k (ζ)}k∈Z≥0 is again different from
the one we choose: we have to use the relation q
(a)
k (ζ) = (−1)kk!L(a)k (ζ), ζ ∈ C.
Riemann-Hilbert Problem 7.10. For any k ∈ Z≥0, a > −1, the function L(ζ; a) ∈ C2×2 defined in (7.10)
has the following properties
(1) L(ζ; a) is analytic for ζ ∈ C\[0,+∞) and we orient the positive half-ray from 0 to +∞.
(2) Along this ray we have
L+(ζ; a) = L−(ζ; a)
(
e−ipia 1
0 eipia
)
, ζ ∈ (0,∞).
(3) Near ζ = 0,
L(ζ; a) = L̂(ζ; a)(e−ipiζ)
a
2 σ3
(
1 i2
1
sinpia
0 1
)
, a /∈ Z;
L(ζ; a) = L̂(ζ; a)(e−ipiζ)
a
2 σ3
[
I − e
ipia
2pii
ln
(
e−ipiζ
)(
0 1
0 0
)]
, a ∈ Z;
with L̂(ζ; a) analytic at ζ = 0.
(4) As ζ →∞, ζ /∈ [0,∞), with γk = − 2piihk ,
L(ζ; a) =
{
I +
1
ζ
(
−γk−1γk γ
−1
k
γk−1
γk−1
γk
)
+
1
ζ2
(
1
2
γk−2
γk
γ−1k+1
−γk−2 12 γk−1γk+1
)
+O (ζ−3)} ζkσ3(e−ipiζ) a2 σ3e− 12 ζσ3 . (7.11)
The required model function near z = 0 is now given by
P (0)(z) = E(0)(z)L
(
ζ(z); a
)
e
t
2κBessσ3etg(z)σ3 , z ∈ D
(
0,
1
4
)∖(
−1
4
,
1
4
)
, (7.12)
where
E(0)(z) = P (∞)(z)
(D(z))−σ3(e−ipiζ(z))− a2 σ3t a2 σ3(β(z))−σ3 , 0 ≤ |z| < 1
4
,
with the choice
β(z) =
(
ζ(z)
1 + (e−ipi(z − 1)) 12
1− (e−ipi(z − 1)) 12
)k
t−χ = 22kt−α
{
1− k
4
z +O (z2)} , z → 0,
is analytic at z = 0. In (7.12) we have employed the locally conformal change of variables
ζ(z) = 2t
(
g(z)− χ
t
ln
(
1 + (e−ipi(z − 1)) 12
1− (e−ipi(z − 1)) 12
)
+ 1
)
= tz
{
1 +
z
4
+O (z2)} , |z| < 1
4
and we collect the relevant properties of P (0)(z) below.
Riemann-Hilbert Problem 7.11. The parametrix P (0)(z) has the following analytical properties
(1) P (0)(z) is analytic for z ∈ D(0, 14 )\(− 14 , 14 ).
(2) With local analyticity of ζ = ζ(z),
P
(0)
+ (z) = P
(0)
− (z)e
−2piitV σ3 , z ∈
(
−1
4
, 0
)
;
P
(0)
+ (z) = P
(0)
− (z)
(
e−ipia e−t(κBess+2g(z))
0 eipia
)
, z ∈
(
0,
1
4
)
;
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which matches the jump behavior of S(z) in a neighborhood of z = 0, compare RHP 7.3.
(3) Near z = 0, compare RHP 7.10,
eipitV σ3P (0)(z)e−tg(z)σ3 = P̂ (0)(z)(e−ipisz)
a
2 σ3
(
1 i2
1−γ
sinpia
0 1
)
, a /∈ Z;
eipitV σ3P (0)(z)e−tg(z)σ3 = P̂ (0)(z)(e−ipisz)
a
2 σ3
[
I − e
ipia
2pii
ln
(
e−ipisz
)(
0 1
0 0
)]
, a ∈ Z;
i.e. we also have a matching of the singular behavior with the one stated in RHP 7.3.
(4) As t→ +∞, γ ↑ 1 subject to (6.2), we derive from (7.11) (using also that R≥0 3 χ = k + α),
P (0)(z) =P (∞)(z)
{
I +
1
ζ(z)
(D(z))−σ3 ( −γk−1γk γ−1k β−2(z)(e−ipit−1ζ(z))−a
γk−1β2(z)(e−ipit−1ζ(z))a
γk−1
γk
)(D(z))σ3
+
1
ζ2(z)
(D(z))−σ3 ( 12 γk−2γk γ−1k+1β−2(z)(e−ipit−1ζ(z))−a−γk−2β2(z)(e−ipit−1ζ(z))a 12 γk−1γk+1
)(D(z))σ3
+O
(
t−3+2|α|
)}
(7.13)
uniformly for 0 < r1 ≤ |z| ≤ r2 < 14 .
Remark 7.12. From properties (2) and (3) in RHP 7.11 we deduce
S(z) = N0(z)P
(0)(z), 0 ≤ |z| < 1
4
where N0(z) is analytic at z = 0.
We have now completed the necessary local analysis and can move on to the comparison of the explicit
model functions P (∞)(z), P (1)(z) and P (0)(z) to the unknown S(z) of RHP 7.3.
7.4. Ratio transformation and first small norm estimate. Use (7.4), (7.7), (7.12) and define
R(z) =
(
1 0
ω 1
)
S(z)

(
P (0)(z)
)−1
, |z| < r(
P (1)(z)
)−1
, |z − 1| < r(
P (∞)(z)
)−1
, |z| > r, |z − 1| > r
; ω = −s 12 (N(S∞ − (a+ 2α)σ3)N−1)21
with 0 < r < 14 fixed and we put, compare RHP 7.3,
N = e−ipiασ3
1√
2
(
1 −1
1 1
)
e−i
pi
4 σ3eipiασ3 .
z = 0 z = 1
1
Figure 7. The oriented jump contours for the ratio function R(z) in the complex z-plane.
Riemann-Hilbert Problem 7.13. Determine R(z) = R(z; s, γ; a) ∈ C2×2 such that
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(1) R(z) is analytic for z ∈ C\ΣR with square integrable boundary values on the contour
ΣR = ∂D(0, r) ∪ ∂D(1, r) ∪ (r, 1− r) ∪
((
Γ̂2,T ∪ Γ̂4,T
) ∩ {z ∈ C : |z − 1| > r})
which is depicted in Figure 7.
(2) We have jumps R+(z) = R−(z)GR(z), z ∈ ΣR with GR(z) = GR(z; s, γ; a) and
GR(z) = P
(0)(z)
(
P (∞)(z)
)−1
, z ∈ ∂D(0, r); GR(z) = P (1)(z)
(
P (∞)(z)
)−1
, z ∈ ∂D(1, r);
followed by
GR(z) =P
(∞)(z)
(
1 0
e−ipiae2tg(z) 1
)(
P (∞)(z)
)−1
, z ∈ Γ̂2,T ∩ {z ∈ C : |z − 1| > r},
GR(z) =P
(∞)(z)
(
1 0
eipiae2tg(z) 1
)(
P (∞)(z)
)−1
, z ∈ Γ̂4,T ∩ {z ∈ C : |z − 1| > r};
as well as
GR(z) = P
(∞)
− (z)
(
1 e−ipiae−t(κBess+2g(z))
0 1
)(
P
(∞)
− (z)
)−1
, z ∈ (r, 1− r).
Note that by construction, see Remarks 7.8 and 7.12, there are no jumps inside D(0, r)∪D(1, r) and
on (−∞,−r) ∪ (1 + r,+∞). Moreover R(z) is bounded at z = 0 and z = 1.
(3) As z →∞,
R(z) =
(
1 0
ω 1
)
(e−ipisz)−
1
4σ3e−ipitV σ3
1√
2
(
1 −1
1 1
)
e−i
pi
4 σ3eipitV σ3
{
I + S∞(e−ipiz)−
1
2 +O (z−1)}
× (P (∞)(z))−1 = I +O ((e−ipiz)− 12) .
Observe that we obtain from (7.2), (7.3) and (7.9) the following small norm estimate for
ĜR(z; s, γ; a) = s
1
4σ3GR(z; s, γ; a)s
− 14σ3 , z ∈ ΣR. (7.14)
Proposition 7.14. Given χ ∈ R≥0, a > −1 there exist positive t0 = t0(χ, a), v0 = v0(χ, a) and c = c(χ, a)
such that
‖ĜR(·; s, γ; a)− I‖L2∩L∞(ΣR\∂D(0,r)) ≤
c
t
, ∀ t ≥ t0, v = − ln(1− γ) ≥ v0 : v = 2t− 2
(
χ+
a
2
)
ln t.
For the remaining contour ∂D(0, r) we have to be more careful: From (7.13), uniformly for z ∈ ∂D(0, r),
ĜR(z; s, γ; a)− I = (e−ipi(z − 1))− 14σ3
{
R+1 (z)t
−1+2α +R−1 (z)t
−1−2α +R2(z)t−1
+R+3 (z)t
−2+2α +R−3 (z)t
−2−2α +R4(z)t−2 +O
(
t−3+2|α|
)}
(e−ipi(z − 1)) 14σ3
with t-independent coefficients
R+1 (z) = iγ
−1
k
βˆ−2(z)
2ζˆ(z)
ηˆ−1(z)e−ipiασ3
(
1 −1
1 −1
)
eipiασ3 ; R−1 (z) = −iγk−1
βˆ2(z)
2ζˆ(z)
ηˆ(z)e−ipiασ3
(
1 1
−1 −1
)
eipiασ3
and
R+3 (z) = iγ
−1
k+1
βˆ−2(z)
2ζˆ2(z)
ηˆ−1(z)e−ipiασ3
(
1 −1
1 −1
)
eipiασ3 ; R−3 (z) = iγk−2
βˆ2(z)
2ζˆ2(z)
ηˆ(z)e−ipiασ3
(
1 1
−1 −1
)
eipiασ3 ;
all of rank one as well as
R2(z) =
1
ζˆ(z)
e−ipiασ3
(
0 −γk−1γk
−γk−1γk 0
)
eipiασ3 ; R4(z) =
1
4ζˆ2(z)
e−ipiασ3
(
γk−2
γk
+ γk−1γk+1
γk−2
γk
− γk−1γk+1
γk−2
γk
− γk−1γk+1
γk−2
γk
+ γk−1γk+1
)
eipiασ3 .
We have introduced β(z) = t−αβˆ(z), ζ(z) = tζˆ(z) and
ηˆ(z) =
(
1 + (e−ipi(z − 1)) 12
1− (e−ipi(z − 1)) 12 ζˆ(z)
)a
= 22a
{
1− a
4
z +O (z2)}, z → 0.
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Similar to the approach for the Airy kernel we use also here matrix factorizations,
ĜR(z; s, γ; a) = Ê
+(z)(e−ipi(z − 1))− 14σ3
{
I +R−1 (z)t
−1−2α +R2(z)t−1 +
(
R+3 (z)−R+1 (z)R2(z)
)
t−2+2α
+R−3 (z)t
−2−2α +
(
R4(z)−R+1 (z)R−1 (z)
)
t−2 +O
(
t−3+2|α|
)}
(e−ipi(z − 1)) 14σ3 , 0 ≤ α < 1
2
;
ĜR(z; s, γ; a) = Ê
−(z)(e−ipi(z − 1))− 14σ3
{
I +R+1 (z)t
−1+2α +R2(z)t−1 +
(
R−3 (z)−R−1 (z)R2(z)
)
t−2−2α
+R+3 (z)t
−2+2α +
(
R4(z)−R−1 (z)R+1 (z)
)
t−2 +O
(
t−3+2|α|
)}
(e−ipi(z − 1)) 14σ3 , −1
2
≤ α ≤ 0
with the invertible meromorphic factors
Ê+(z) = (e−ipi(z − 1))− 14σ3(I +R+1 (z)t−1+2α)(e−ipi(z − 1)) 14σ3 ,
Ê−(z) = (e−ipi(z − 1))− 14σ3(I +R−1 (z)t−1−2α)(e−ipi(z − 1)) 14σ3 .
We have thus
GR(z; s, γ; a) = s
− 14σ3Ê±(z)s
1
4σ3E±0 (z), z ∈ ∂D(0, r)
and can move on to the next transformation.
7.5. Singular Riemann-Hilbert problem and iterative solution. Put
Q(z) = R(z)

{
s−
1
4σ3Ê+(z)s
1
4σ3 , |z| < r
I, |z| > r , 0 ≤ α <
1
2{
s−
1
4σ3Ê−(z)s
1
4σ3 , |z| < r
I, |z| > r , −
1
2 ≤ α ≤ 0
(7.15)
and obtain
Riemann-Hilbert Problem 7.15. Determine Q(z) = Q(z; s, γ; a) ∈ C2×2 such that
(1) Q(z) is analytic for z ∈ C\(ΣR ∪ {0}) with square integrable boundary values on the contour ΣR
depicted in Figure 7.
(2) The jump conditions are as follows,
Q+(z) = Q−(z)GR(z; s, γ; a), z ∈ ΣR\∂D(0, r);
Q+(z) = Q−(z)
{
E+0 (z), 0 ≤ α < 12
E−0 (z), − 12 ≤ α ≤ 0
, z ∈ ∂D(0, r).
(3) We have a first order pole singularity at z = 0,
Q(z) = Q̂(z)
(
1 σ±z−1
0 1
)(
T±
)−1
, |z| < r
with Q̂(z) analytic at z = 0 and
σ+ =
iγ−1k 2
−4k−2a−1t−1+2α
1− iγ−1k 2−4k−2a−2t−1+2α
, α ∈
[
0,
1
2
)
; σ− =
−iγk−124k+2a−1t−1−2α
1 + iγk−124k+2a−2t−1−2α
, α ∈
[
−1
2
, 0
]
;
as well as
T+ =
(
1 1
e2piiαs
1
2 0
)
, α ∈
[
0,
1
2
)
; T− =
(
1 1
−e2piiαs 12 0
)
, α ∈
[
−1
2
, 0
]
.
(4) As z →∞,
Q(z) = I +O
(
(e−ipiz)−
1
2
)
.
In order to complete the nonlinear steepest descent analysis we perform a final transformation, define for
z ∈ C\ΣR
Q(z) =
{
zI +B±
}
L(z)
1
z
(7.16)
and obtain the problem below
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Riemann-Hilbert Problem 7.16. Determine L(z) = L(z; s, γ; a) ∈ C2×2 such that
(1) L(z) is analytic for z ∈ C\ΣR with the contour ΣR shown in Figure 7.
(2) We have identical jumps as in the latest Q-RHP 7.15, i.e.
L+(z) = L−(z)GQ(z; s, γ; a), z ∈ ΣR.
(3) L(z) is analytic at z = 0 provided that
B± = σ±L(0)T±
(
0 1
0 0
)(
T±
)−1{
L(0)− σ±L′(0)T±
(
0 1
0 0
)(
T±
)−1}−1
.
(4) As z →∞, we have L(z)→ I.
At this point we use a similar factorization as in (7.14),
ĜQ(z; s, γ; a) = s
1
4σ3GQ(z; s, γ; a)s
− 14σ3 , z ∈ ΣR
and summarize our results.
Proposition 7.17. Given χ = k + α ∈ R≥0 with k ∈ Z≥0,− 12 ≤ α < 12 as well as a > −1, there exist
positive t0 = t0(χ, a), v0 = v0(χ, a) and c = c(χ, a) such that
‖ĜQ(·; s, γ; a)− I‖L2∩L∞(∂D(0,r)) ≤ c t−1−2|α|, ∀ t ≥ t0, v = − ln(1− γ) ≥ v0 : v = 2t− 2
(
χ+
a
2
)
ln t.
Hence, from general theory [21], the latter Proposition together with Proposition 7.14 implies
Proposition 7.18. Given χ ∈ R≥0 and a > −1 there exist positive t0 = t0(χ, a), v0 = v0(χ, a) and c =
c(χ, a) such that RHP 7.16 is uniquely solvable for t ≥ t0, v ≥ v0 : v = 2t − 2
(
χ+ a2
)
ln t. The solution
L = L(z; s, γ; a) can be computed iteratively via the integral equation
L̂(z) = I +
1
2pii
∫
ΣR
L̂−(w)
(
ĜQ(w)− I
) dw
w − z , z ∈ C\ΣR; L̂(z; s, γ; a) = s
1
4σ3L(z; s, γ; a)s−
1
4σ3
using the estimate
‖L̂−(·; s, γ; a)− I‖L2(ΣR) ≤ c t−1−2|α|, ∀ t ≥ t0, v ≥ v0 : v = 2t− 2
(
χ+
a
2
)
ln t.
8. Extraction of large gap asymptotics
We employ the central differential identity (6.4), i.e.
F (JBess; γ) ≡ ∂
∂s
lnD(JBess; γ) = − γ
2pii
eipia
(
X−1(z)X ′(z)
)
21
∣∣∣
z→s
and the limit is taken with arg(z − s) ∈ (pi3 , pi).
8.1. Asymptotics for the derivative. Tracing back the transformation sequence
X(z) 7→ T (z) 7→ S(z) 7→ R(z) 7→ Q(z) 7→ L(z)
we derive for (6.4) the following exact identity
F (JBess; γ) = − γe
ipia
2piis
(
T−1(w)T ′(w)
)
21
∣∣∣
w→1
= −γe
ipia
2piis
e−2tg+(1)
(
S−1(w)S′(w)
)
21
∣∣∣
w→1
= − γe
ipia
2piis
{(
P (1)(w)
)−1(
P (1)(w)
)′}
21
∣∣∣
w→1
− γe
ipia
2piis
{(
P (1)(w)
)−1
R−1(w)R′(w)P (1)(w)
}
21
∣∣∣
w→1
.
The first summand is derived from RHP 7.7
−γe
ipia
2piis
{(
P (1)(w)
)−1(
P (1)(w)
)′}
21
∣∣∣
w→1
= γ
(
−1
4
+
a
2
√
s
+
k√
s
− k
s
(a+ k)
)
FROM GAP PROBABILITIES IN RANDOM MATRIX THEORY TO EIGENVALUE EXPANSIONS 39
and for the second we have from (7.15) and (7.16),
−γe
ipia
2piis
{(
P (1)(w)
)−1
R−1(w)R′(w)P (1)(w)
}
21
∣∣∣
w→1
=
γeipia
2piis
{(
P (1)(w)
)−1
L−1(w)B±L(w)P (1)(w)
}
21
∣∣∣
w→1
− γe
ipia
2piis
{(
P (1)(w)
)−1
L−1(w)L′(w)P (1)(w)
}
21
∣∣∣
w→1
= − γ
2s
(
1− 2k
t
)
e−2piiα
{
L−1(1)B±L(1)
}
21
+
γ
2s
(
1− 2k
t
)
e−2piiα
{
L−1(1)L′(1)
}
21
.
Note that with Proposition 7.18, for z ∈ C\ΣR,
L̂(z) = I +
1
2pii
∮
∂D(0,r)
(
ĜQ(w)− I
) dw
w − z +
1
2pii
∮
∂D(1,r)
(
ĜQ(w)− I
) dw
w − z +O
(
t−2−4|α|
)
and hence by standard residue computations,
L̂(1) = I − e−ipiασ3
{
A±0 t
−1−2|α| +A0t−1 +O
(
t−min{2−2|α|,2}
)}
eipiασ3 ,
L̂′(1) = e−ipiασ3
{
A±2 t
−1−2|α| +A2t−1 +O
(
t−min{2−2|α|,2}
)}
eipiασ3
where
A0 =
1
8
(
1− 2k
t
)−1(−4a −4a2 − 2k3t−2k
3 4a
)
− γk−1
γk
(
0 1
1 0
)
;
A2 =
1
8
(
1− 2k
t
)−1( ∗ ∗
−4a2 − 6k3t−2k ∗
)
+
γk−1
γk
(
0 1
1 0
)
and
A±0 = 2
±4k−1±2a
(
1 ±1
∓1 −1
){−iγk−1, (+)
iγ−1k , (−)
; A±2 = −A±0 .
We now obtain{
L−1(1)L′(1)
}
21
= e2piiαs
1
2
{
A±2 t
−1−2|α| +A2t−1 +O
(
t−min{2−2|α|,2}
)}
21
= e2piiαs
1
2
[
−a
2
2t
+
k
t
(k + a)± 2±4k−1±2at−1−2|α|
{
−iγk−1, (+)
iγ−1k , (−)
+O
(
t−min{2−2|α|,2}
)}
and with
L±1(0) = e−ipiασ3s−
1
4σ3
[
I +O
(
t−1−2|α|
)]
s
1
4σ3eipiασ3 ,
also
B± = σ±e−ipiασ3s−
1
4σ3
{
I +O
(
t−1−2|α|
)}( 1 ∓1
±1 −1
){
I +O
(
t−1−2|α|
)}
s
1
4σ3eipiασ3 ,
so that {
L−1(1)B±L(1)
}
21
= e2piiαs
1
2σ±
{(
1 ∓1
±1 −1
)
+O
(
t−1−2|α|
)}
21
.
We summarize (using that γ = 1− e−κBesst = 1 +O (t−∞)),
F (JBess; γ) = −1
4
+
a
2
√
s
− a
2
4s
∓ σ
±
2
√
s
+
k√
s
− k
2s
(k + a) +O
(
t−2−2|α|
)
(8.1)
and can now move to the integration.
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8.2. Integration of expansion (8.1). Start with k = 0 and 0 ≤ α < 12 , i.e.
F (JBess; γ) = −1
4
+
a
2
√
s
− a
2
4s
− σ
+
2
√
s
+O (t−2−2α) , σ+ = − Γ(1 + a)pi−12−2a−2 t−1+2α
1 + Γ(1 + a)pi−12−2a−3 t−1+2α
(8.2)
and make use of
Lemma 8.1. Let t = t(s) = s
1
2 and 0 < sˆ0 < s. For any f ∈ L1(sˆ0, s), we have∫ s
sˆ0
f
(
t(u)
)
du = 2
∫ t
tˆ0
wf(w) dw; tˆ0 = sˆ
1
2
0 > 0.
Since
κBess =
v
t
= 2− 2
(
χ+
a
2
) ln t
t
; v = − ln(1− γ) > 0, χ = k + α
we have that
t2α = t−2k−ae−v+2t,
and thus in (8.2),
−1
2
∫ s
sˆ0
σ+
(
t(u)
)du
u
1
2
=
∫ t
tˆ0
2d0(a)w
−1−ae−ve2w
1 + d0(a)w−1−ae−ve2w
dw
= ln
(
1 + d0(a)w
−1−ae−ve2w
)∣∣∣∣t
w=tˆ0
+
1
2
(1 + a)
∫ t
tˆ0
2d0(a)w
−1−ae−ve2w
1 + d0(a)w−1−ae−ve2w
dw
w
with d0(a) = Γ(1 + a)pi
−12−2a−3. Suppose t ≥ t0, v ≥ v0 are sufficiently large such that
0 <
1
2
(v + a ln t) ≤ t ≤ 1
2
(
v + (1 + a) ln t
)
,
and thus the base point of integration equals sˆ0 =
1
4 (v + a ln t)
2 or equivalently tˆ0 =
1
2 (v + a ln t) > 0. Then
−1
2
∫ s
sˆ0
σ+
(
t(u)
)du
u
1
2
= ln
(
1 + d0(a)t
−1−ae2t−v
)
+O (t−1)
and we can integrate (8.2) as follows,
ln
(
det(I − γKBess)
∣∣
L2(0,s)
det(I − γKBess)
∣∣
L2(0,sˆ0)
)
= −1
4
(s− sˆ0) + a
(√
s−
√
sˆ0
)− a2
4
ln
∣∣∣∣ ssˆ0
∣∣∣∣+ ln(1 + d0(a)t−1−ae2t−v)
+O (t−1) (8.3)
where we use that∫ s
sˆ0
O (t−2−2α(u)) du = ∫ t
tˆ0
O (w−1−2α)dw = ∫ t
tˆ0
O (w−1+ae−2wev)dw = O (t−1)
uniformly as t → +∞, γ ↑ 1 such that 0 < 12 (v + a ln t) ≤ t ≤ 12 (v + (1 + a) ln t). But with (B.1), we know
that
ln det(I − γKBess)
∣∣∣
L2(0,sˆ0)
= −1
4
sˆ0 + a
√
sˆ0 − a
2
4
ln sˆ0 + ln τa +O
(
tˆ−10
)
, τa =
G(1 + a)
(2pi)
a
2
since κ
Bess
= vt(sˆ0) ≥ 2− a ln tt . Substituting the latter back into (8.3) we have thus
Proposition 8.2. For any given a > −1 there exist t0(a) > 0 and v0(a) > 0 such that
ln det(I − γKBess)
∣∣∣
L2(0,s)
= −s
4
+ a
√
s− a
2
4
ln s+ ln τa + ln
(
1 + d0(a)t
−1−ae2t−v
)
+O (t−1)
uniformly for
t ≥ t0, v ≥ v0 : 0 < 1
2
(v + a ln t) ≤ t ≤ 1
2
(
v + (1 + a) ln t
)
with d0(a) = Γ(1 + a)pi
−12−2a−3.
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In the general case k ∈ Z≥0 we let
tˆk =
1
2
(
v + 2
(
k − 1
2
+
a
2
)
ln t
)
, tˆ′k =
1
2
(
v + 2
(
k +
a
2
)
ln t
)
, k ∈ Z≥1
and first derive the following two expansions.
Lemma 8.3. For tˆk ≤ t ≤ tˆ′k, i.e. α ∈ [− 12 , 0],
ln
(
det(I − γKBess)
∣∣
L2(0,s)
det(I − γKBess)
∣∣
L2(0,sˆk)
)
= −1
4
(s− sˆk) + a
(√
s−
√
sˆk
)− a2
4
ln
∣∣∣∣ ssˆk
∣∣∣∣+ 2k(√s−√sˆk )
− k
2
(k + a) ln
∣∣∣∣ ssˆk
∣∣∣∣+ ln(1 + iγk−124k+2a−2t−1+a+2ke−2t+v)− ln(1 + iγk−124k+2a−2)+O (t−1) .
Proof. We use that
1
2
∫ s
sˆk
σ−
(
t(u)
)du
u
1
2
= ln
(
1 + iγk−124k+2a−2t−1+a+2ke−2t+v
)
− ln
(
1 + iγk−124k+2a−2
)
+O (t−1)
and the stated identity follows now from (8.1). 
Lemma 8.4. For tˆ′k ≤ t ≤ tˆk+1, i.e. α ∈ [0, 12 ],
ln
(
det(I − γKBess)
∣∣
L2(0,s)
det(I − γKBess)
∣∣
L2(0,sˆ′k)
)
= −1
4
(s− sˆ′k) + a
(√
s−
√
sˆ′k
)
− a
2
4
ln
∣∣∣∣ ssˆ′k
∣∣∣∣+ 2k(√s−√sˆ′k )
− k
2
(k + a) ln
∣∣∣∣ ssˆ′k
∣∣∣∣+ ln(1− iγ−1k 2−4k−2a−2t−1−a−2ke2t−v)+O (t−1)
Proof. Note that
−1
2
∫ s
sˆ′k
σ+
(
t(u)
)du
u
1
2
= ln
(
1− iγ−1k 2−4k−2a−2t−1−a−2ke2t−v
)
+O (t−1) ,
and substitute this back into (8.1). 
At this point we follow the logic carried out for the Airy kernel determinant, i.e. first choose k = 1 in
Lemma 8.3 and use Proposition 8.2,
ln det(I − γKAi)
∣∣∣
L2(0,sˆ1)
= − sˆ1
4
+ a
√
sˆ1 − a
2
4
ln sˆ1 + ln τa + ln
(
1 + d0(a)
)
+O (t−1) ,
so that
ln det(I − γKBess)
∣∣∣
L2(0,s)
= −s
4
+ a
√
s− a
2
4
ln s+ ln τa + ln
(
1 + d0(a)t
−1−ae2t−v
)
+O
(
ln t
t
)
and we used that
2
(
t− tˆ1
)
= − ln (t1+ae−2t+v) .
Summarizing,
Proposition 8.5. Given a > −1 there exist t0(a) > 0 and v0(a) > 0 such that
ln det(I − γKBess)
∣∣∣
L2(0,s)
= −s
4
+ a
√
s− a
2
4
ln s+ ln τa + ln
(
1 + d0(a)t
−1−ae2t−v
)
+O
(
ln t
t
)
uniformly for
t ≥ t0, v ≥ v0 : 1
2
(v + (1 + a) ln t) ≤ t ≤ 1
2
(v + (2 + a) ln t) .
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Now we continue with k = 1: use Proposition 8.5,
ln det(I − γKBess)
∣∣∣
L2(0,sˆ′1)
= − sˆ
′
1
4
+ a
√
sˆ′1 −
a2
4
ln sˆ′1 + ln τa + ln
(
1 + d0(a)t
)
+O
(
ln t
t
)
,
let d1(a) = Γ(2 + a)pi
−12−7−2a, and thus back in Lemma 8.4,
ln det(I−γKBess)
∣∣∣
L2(0,s)
= −s
4
+ a
√
s− a
2
4
ln s+ ln τa + 2(t− tˆ′1) + ln
(
1 + d0(a)t
)
+ ln
(
1 + d1(a)t
−3−ae2t−v
)
+O
(
ln t
t
)
.
But since
2(t− tˆ′1) = ln
(
t−2−ae2t−v
)
,
we obtain in fact
Proposition 8.6. Given a > −1, there exist t0(a) > 0 and v0(a) > 0 such that
ln det(I − γKBess)
∣∣∣
L2(0,s)
= −s
4
+ a
√
s− a
2
4
ln s+ ln τa +
1∏
j=0
ln
(
1 + dj(a)t
−2j−1−ae2t−v
)
+O
(
ln t
t
)
uniformly for
t ≥ t0, v ≥ v0 : 1
2
(v + (2 + a) ln t) ≤ t ≤ 1
2
(v + (3 + a) ln t) .
Remark 8.7. Also here the lower constraint on t is artificial since for t < 12 (v+ 2 ln t), the second factor of
the product only contributes to the error term and we reproduce Proposition 8.5 with adjusted error estimate.
At this point we would iterate the procedure (just as in the case of the Airy kernel) and obtain in the end
the following result
Theorem 8.8. Given q ∈ Z≥1 and a > −1, there exist t0 = t0(q, a) > 0 and v0 = v0(q, a) > 0 such that
ln det(I − γKBess)
∣∣∣
L2(0,s)
= −s
4
+ a
√
s− a
2
4
ln s+ ln τa +
q−1∏
j=0
(
1 + dj(a)t
−2j−1−ae2t−v
)
+O
(
ln t
t
)
with dj(a) = j! Γ(1 + a+ j)pi
−12−4j−2a−3, uniformly for
t ≥ t0, v ≥ v0 : 0 < 1
2
(v + a ln t) ≤ t ≤ 1
2
(v + (2q + a) ln t) .
9. Proof of Theorem 1.8 and asymptotics for eigenvalues
To obtain Theorem 1.8 we combine Theorem 8.8 with expansion (B.1),
Corollary 9.1. Given χ ∈ R and fixed a > −1 determine p ∈ Z≥0 such that p = 0 for χ < − 12 and
χ+ 12 < p ≤ χ+ 32 for χ ≥ − 12 . There exist positive t0 = t0(χ, a), v0 = v0(χ, a) such that
D(JBess; γ) = exp
[
−s
4
+ a
√
s
]
s−
1
4a
2
τa
p−1∏
j=0
(
1 + dj(a)t
−2j−1−ae2t−v
)(
1 +O
(
max
{
t−2(p−
1
2−χ),
ln t
t
}))
with dj(a) = j! Γ(1 + a+ j)pi
−12−4j−2a−3, uniformly for t ≥ t0, v ≥ v0 and κBess = vt ≥ 2− 2(χ+ a2 ) ln tt . In
case p = 0, we take
∏p−1
j=0(. . .) ≡ 1.
At this point the logic is just as before we only have to use that K
(a)
Bess is positive definite with finite
operator norm ‖K(a)Bess‖ < 1 and trace norm
‖K(a)Bess‖1 =
∫ s
0
K
(a)
Bess(λ, λ)dλ ≤ ct, ∀ t ≥ t0, t = s
1
2 .
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Appendix A. Refining Corollary 1.2 in [7]
In this appendix we will improve the error estimate derived in [7], Corollary 1.2.. In more detail, we shall
prove the following Theorem.
Theorem A.1. As s→ −∞, γ ↑ 1,
det(I − γKAi)
∣∣∣
L2(s,∞)
= exp
[
s3
12
]
|s|− 18 c0
(
1 +O
(
s−
3
4
))
, c0 = exp
[
1
24
ln 2 + ζ ′(−1)
]
, (A.1)
uniformly for
κ
Ai
= − ln(1− γ)
(−s) 32 ≥
2
3
√
2.
Expansion (A.1) was proven in [7] with a weaker error term. The result in loc. cit followed from the
Tracy-Widom representation of D(JAi; γ) in terms of a Painleve´ transcendent and the derivation of transition
asymptotics for the latter.
Here, we will apply the method of integrable integral operators and use RHP 1.12. In more detail, (A.1)
will follow from a comparison of the nonlinear steepest descent analysis of RHP 1.12 for γ = 1, s → −∞
(corresponding to κAi = +∞), cf. [15], to the nonlinear steepest descent analysis of the same RHP for
γ ↑ 1, s→ −∞ such that κ
Ai
≥ 23
√
2 is fixed. We will see that the difference between κ
Ai
≥ 23
√
2 fixed and
κ
Ai
= +∞ is “almost beyond all orders”.
A.1. Comparison of nonlinear steepest descent analysis. We go back to RHP 1.12 tailored to (2.1)
and observe its validity for any choice of γ ≤ 1. The same also applies to the first two transformations
Y (z) 7→ X(z) 7→ T (z)
carried out in Section 2.1. After that, we can formally copy the g-function transformation (3.1), however for
the scale
κ
Ai
∈
[
2
3
√
2,+∞
)
fixed, or κ
Ai
= +∞
we shall see that setting V ≡ 0 in (3.1) is sufficient. With this, the next transformation
S0(z) = T (z)e
t(g(z)|V=0)σ3 , z ∈ C\ΣT
leads us to the following problem.
Riemann-Hilbert Problem A.2. The normalized function S0(z) = S0(z; s, γ) ∈ C2×2 is characterized by
the following properties
(1) S0(z) is analytic for z ∈ C\(ΣT ∪ {0}).
(2) The limiting values S±(z), z ∈ ΣT are related by the equations
S0+(z) = S0−(z)
(
1 0
e2tg(z)|V=0 1
)
, z ∈ (Γ2 ∪ Γ4)\{0}; S0+(z) = S0−(z)( 0 1−1 0
)
, z ∈ Γ3\{0};
and, along the entire positive half-ray,
S0+(z) = S0−(z)
(
1 e−t(κAi+2g(z)|V=0)
0 1
)
, z ∈ (0,+∞).
(3) The singular behavior is identical to the one stated in RHP 3.4 subject to the replacement V = 0.
(4) Also the asymptotic normalization at z =∞ /∈ ΣT is the same as in RHP 3.4, modulo V = 0.
Note that, as before, with 0 < r < 18 fixed,
<(g(z)|V=0) < 0, z ∈ (Γ2 ∪ Γ4)\D(0, r) (A.2)
and, since
g(z)|V=0 ≥ −1
3
√
2, z ∈ (0,+∞); g
(
1
2
)
|V=0 = −1
3
√
2,
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we have now for z ∈ (0,+∞)\D(0, r),
κAi + 2g(z)|V=0 ≥ 0 with equality iff κAi =
2
3
√
2 and z =
1
2
(A.3)
as a consequence of our choice κ
Ai
≥ 23
√
2. But this means that we only require a simplified local Riemann-
Hilbert analysis near z = 12 when working with the scale κAi ∈ [ 23
√
2,+∞]. In fact, for κ
Ai
∈ [ 23
√
2,+∞) we
take k = 0 in (3.12), i.e.
H(ζ)
∣∣
k=0
=
(
1 12pii
∫
R e
−t2 dt
t−ζ
0 1
)
e−
1
2 ζ
2σ3 , ζ ∈ C\R,
and adjusting all subsequent steps of the construction to V = 0 = α = k is sufficient. The matching (3.16)
is then replaced by
P (
1
2 )(z) = P (∞)(z)
∣∣
V=0
{
I +
γ−10
ζ(z)
(
0 1
0 0
)
+O
(
t−
3
2
)}
; ζ(z) =
√
2t
(
g(z)
∣∣
V=0
+
√
2
3
) 1
2
, (A.4)
uniformly for 0 < r1 ≤ |z − 12 | ≤ r2 < 12 . On the other hand, for κAi = +∞ we do not need any separate
analysis near z = 12 .
Remark A.3. If we were to keep κ
Ai
> 23
√
2 fixed, there would be no need for a local analysis near z = 12
at all, see (A.3). The difference between κAi > 23
√
2 and κAi = +∞ is thus “beyond all orders” and between
κAi ≥ 23
√
2 and κAi = +∞ “almost beyond all orders”.
The local model functions in (3.5) and (3.10) can be used again, subject to the replacements V = 0 =
α = k.
A.2. Small norm theorem. In the given situation the ratio transformation consists of the replacement
R0(z) =
(
1 0
ω 1
)
S0(z)

(
P (0)(z)
)−1∣∣
V=0=α=k
, |z| < r(
P (
1
2 )(z)
)−1∣∣
V=0=α=k
, |z − 12 | < r(
P (∞)(z)
)−1∣∣
V=0=α=k
, |z| > r, |z − 12 | > r
; ω = −|s| 12 (NS∞N−1)21
when κAi ∈ [ 23
√
2,+∞) is fixed and without P ( 12 )(z)∣∣
V=0=α=k
for κAi = +∞. In either case 0 < r < 18 and
we use
N =
1√
2
(
1 1
−1 1
)
e−i
pi
4 σ3 .
We are lead to the problem below which is formulated on the contour shown in Figure 4 for κ
Ai
∈ [ 23
√
2,+∞)
and in Figure 8 for κ
Ai
= +∞.
z = 0
1
Figure 8. The oriented jump contours for the ratio function R0(z) in the complex z-plane,
case κAi = +∞.
Riemann-Hilbert Problem A.4. Determine R0(z) = R0(z; t,κAi) ∈ C2×2 such that
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(1) R0(z) is analytic for z ∈ C\ΣR0 with square integrable boundary values on the contours ΣR0 ,
ΣR0 = ∂D(0, r) ∪
(
(Γ2 ∪ Γ4) ∩ {z ∈ C : |z| > r}
)
;
ΣR0 = ∂D(0, r) ∪ ∂D
(
1
2
, r
)
∪
(
r,
1
2
− r
)
∪
(
1
2
+ r,∞
)
∪ ((Γ2 ∪ Γ4) ∩ {z ∈ C : |z| > r});
shown in Figures 4 and 8.
(2) On the contour ΣR0 we have jumps R0+(z) = R0−(z)GR0(z; s, γ), z ∈ ΣR with
GR0(z) =P
(0)(z)
∣∣
V=0
(
P (∞)(z)
∣∣
V=0
)−1
, z ∈ ∂D(0, r);
GR0(z) =P
( 12 )(z)
∣∣
V=0
(
P (∞)(z)
∣∣
V=0
)−1
, z ∈ ∂D
(
1
2
, r
)
GR0(z) =P
(∞)(z)
∣∣
V=0
(
1 e−t(κAi+2g(z)|V=0)
0 1
)(
P (∞)(z)
∣∣
V=0
)−1
, z ∈
(
r,
1
2
− r
)
∪
(
r +
1
2
,+∞
)
;
GR0(z) =P
(∞)(z)
∣∣
V=0
(
1 0
etg(z)|V=0 1
)(
P (∞)(z)
∣∣
V=0
)−1
, z ∈ (Γ2 ∪ Γ4) ∩ {z ∈ C : |z| > r}.
These jumps hold for κAi ∈ [ 23
√
2,+∞). For κAi = +∞ we simply have to dispose of ∂D( 12 , r) ∪
(r, 12 − r) ∪ (r + 12 ,+∞).
(3) As z →∞, we have R0(z)→ I.
It is evident that the latter problem admits direct asymptotical analysis, in fact from Proposition 3.15
and (A.4) we obtain at once
Proposition A.5. There exist t0 and c positive such that
‖GR0(·; t,κAi)−I‖L2∩L∞(ΣR0 ) ≤
c
t
1
6
, ∀ t ≥ t0, κAi ≥
2
3
√
2; ‖GR0(·; t,+∞)−I‖L2∩L∞(ΣR0 ) ≤
c
t
2
3
, ∀ t ≥ t0.
This estimate implies unique solvability of the R0-RHP in L
2(ΣR0). Moreover, the solution satisfies
R0(z; t,κAi) = |s|−
1
4σ3
{
I +O
(
t−
1
2
1 + |z|
)}
|s| 14σ3 , t→∞, γ ↑ 1 : κ
Ai
≥ 2
3
√
2 (A.5)
R0(z; t,+∞) = |s|− 14σ3
{
I +O
(
t−1
1 + |z|
)}
|s| 14σ3 , t→∞ (A.6)
uniformly for z ∈ C\ΣR0 . We shall now consider
χ(z; t,κAi) = R0(z; t,κAi)
(
R0(z; t,+∞)
)−1
, z ∈ C\ΣR; t ≥ t0, κAi ∈
[
2
3
√
2,+∞
)
fixed.
Because of (A.5) and (A.6) the function χ(z; t,κ
Ai
) is well defined and it again satisfies a RHP
Riemann-Hilbert Problem A.6. Determine χ(z) = χ(z; t,κ
Ai
) ∈ C2×2 such that
(1) χ(z) is analytic for z ∈ C\Σχ with square integrable boundary values on the jump contour
Σχ = ∂D(0, r) ∪ ∂D
(
1
2
, r
)
∪
(
r,
1
2
− r
)
∪
(
r +
1
2
,+∞
)
shown in Figure 9.
z = 0 z = 12
1
Figure 9. The oriented jump contours for the ratio function χ(z) in the complex z-plane.
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(2) The limiting values are related via the jump conditions χ+(z) = χ−(z)Gχ(z; t,κ) with
Gχ(z) =R0−(z; t,+∞)
[
P (0)(z)
∣∣
V=0
(
P (0)(z)
∣∣
V=0
κ=+∞
)−1]
R−10−(z; t,+∞), z ∈ ∂D(0, r);
Gχ(z) =R0(z; t,+∞)
[
P (
1
2 )(z)
∣∣
V=0
(
P (∞)(z)
∣∣
V=0
)−1]
R−10 (z; t,+∞), z ∈ ∂D
(
1
2
, r
)
and for z ∈ (r, 12 − r) ∪ (r + 12 ,+∞),
Gχ(z) = R0(z; t,+∞)
[
P (∞)(z)
∣∣
V=0
(
1 e−t(κAi+2g(z)|V=0)
0 1
)(
P (∞)(z)
∣∣
V=0
)−1]
R−10 (z; t,+∞).
(3) As z →∞, we have χ(z)→ I.
Using (3.10) together with (A.6) we obtain the following important small-norm estimate
Proposition A.7. There exists t0 and c positive such that
‖Gχ(·; t,κAi)− I‖L2∩L∞(Σχ) ≤
c
t
1
6
, ∀ t ≥ t0, κAi ≥
2
3
√
2.
But this implies again unique solvability of the χ-RHP for t ≥ t0,κ > 23
√
2 and we have
χ(z) = |s|− 14σ3
{
I +O
(
t−
1
2
1 + |z|
)}
|s| 14σ3 , z ∈ C\Σχ, c > 0.
We summarize the relation between the nonlinear steepest descent analysis with fixed κ
Ai
∈ [ 23
√
2,+∞) and
κ
Ai
= +∞ in the following Corollary.
Corollary A.8. There exists t0 > 0 and c > 0 such that
R0(z; t,κAi) = |s|−
1
4σ3
{
I +O
(
t−
1
2
1 + |z|
)}
|s| 14σ3R0(z; t,+∞), ∀ t ≥ t0, κAi ∈
[
2
3
√
2,+∞
)
(A.7)
uniformly for z ∈ C\Σχ.
A.3. Proof of expansion A.1. We recall the differential identity (2.8),
∂
∂s
lnD(JAi; γ) =
γ
2pii
(
X−1(z)X ′(z)
)
21
∣∣∣
z→s
in which the derivative is taken for any fixed γ ≤ 1. Repeating the steps carried out in Section 4.1, here
however tailored to the transformation sequence
X(z) 7→ T (z) 7→ S0(z) 7→ R0(z),
we derive immediately the following exact identity
F (JAi; γ) ≡ ∂
∂s
lnD(JAi; γ) =
1
4
γ|s|2 − γ
2
{
R−10 (0)R
′
0(0)
}
21
.
We can now either directly use the R0-RHP to compute the remaining matrix entry or simply refer to
our previous computations of Section 4.1. If we choose the latter we have to keep in mind the additional
transformation Q(z) 7→ L(z) and tailor it to the current situation. In either case, we obtain after indefinite
integration with respect to s,
lnD(JAi; γ) =
s3
12
− 1
8
ln |s|+ ln d0 +O
(
t−
1
2
)
, t→ +∞, γ ↑ 1 : κ
Ai
∈
[
2
3
√
2,+∞
)
(A.8)
where d0 > 0 may still depend on γ (but not s) at this point.
Remark A.9. Observe that for κAi > 23
√
2 all power like error terms in (A.8) are in fact γ-independent.
This matches the result of Remark 7.4. in [7].
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It is clear that
d0(γ) = c0
(
1 + o(1)
)
, γ ↑ 1; c0 = exp
[
− 1
24
+ ζ ′(−1)
]
but we would like to have a better error estimate. To this end, note that
∂
∂γ
lnD(JAi; γ) = −tr
(
(I − γKAi)−1KAi
) ∣∣∣
L2(s,∞)
= − 1
γ
∫ ∞
s
R(λ, λ; t,κ
Ai
) dλ
with, (cf. [15], Section 2),
R(λ, λ; t,κ
Ai
) =
γ
2pii
(
X−1(z; t,κ
Ai
)X ′(z; t,κ
Ai
)
)
21
∣∣∣
z→λ
, λ ∈ (s,∞); (′) = d
dz
.
But from (A.7), we get, after tracing back the transformations,
∂
∂γ
lnD(JAi; γ) =
∂
∂γ
lnD(JAi; 1) +O
(
t−
1
2
)
= O
(
t−
1
2
)
where we used the classical gap asymptotics from, say, [15] in the last equality. Hence, back in (A.8), we
deduce
∂
∂γ
ln d0(γ) = O
(
t−
1
2
)
,
and thus
ln d0(γ) ≡ ln c0 +O
(
t−
1
2
)
, t→ +∞, γ ↑ 1 : κ
Ai
∈
[
2
3
√
2,+∞
)
,
which completes the proof of (A.1).
Appendix B. Refining Theorem 4 in [20]
This part of the appendix complements the previous one and we derive the analogue of Theorem A.1 for
the Bessel kernel. In more detail, we shall prove
Theorem B.1. For any fixed a > −1, as s→ +∞, γ ↑ 1,
det(I − γKBess)
∣∣∣
L2(0,s)
= exp
[
−s
4
+ a
√
s
]
s−
1
4a
2
τa
(
1 +O
(
s−
1
2
))
, τa =
G(1 + a)
(2pi)
a
2
, (B.1)
uniformly for
κ
Bess
= − ln(1− γ)√
s
≥ 2− a ln t
t
.
Expansion (B.1) was proven in [20] in case γ = 1, i.e. κ
Bess
= +∞, allowing also for a ∈ C : <a > −1.
Another proof of the gap expansion (i.e. κ
Bess
= +∞) appeared in [25] using operator theoretic methods
valid for |<a| < 1. Here we will use once more the method of integrable integral operators and RHP 1.12
subject to (6.1).
B.1. Comparison of nonlinear steepest descent analysis. Since the initial RHP 1.12 is valid for any
γ ≤ 1 we can again apply the first two transformations
Y (z) 7→ X(z) 7→ T (z)
as worked out in Sections 6.1 and 7.1. After that we set V ≡ 0 in (7.1) and define
S0(z) = T (z)e
t(g(z)|V=0)σ3 , z ∈ C\ΣT .
This leads us to the problem below
Riemann-Hilbert Problem B.2. The normalized function S0(z) = S0(z; s, γ) ∈ C2×2 is characterized by
the following properties
(1) S0(z) is analytic for z ∈ C\(ΣT ∪ {0, 1}).
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(2) The jump conditions are as follows,
S0+(z) = S0−(z)
(
1 0
e−ipiae2tg(z)|V=0 1
)
, z ∈ Γ̂2,T ; S0+(z) = S0−(z)
(
1 0
eipiae2tg(z)|V=0 1
)
, z ∈ Γ̂4,T
and on the positive real axis,
S0+(z) = S0−(z)
(
e−ipia e−t(κBess+2g(z)|V=0)
0 eipia
)
, z ∈ Γ̂1,T ; S0+(z) = S0−(z)
(
0 1
−1 0
)
, z ∈ Γ̂3,T .
(3) The singular behavior is identical to the one stated in RHP 7.3, subject to the replacement V = 0.
(4) The normalization at z = ∞ is identical to the one stated in RHP 7.3, also here subject to the
replacement V = 0.
We have, as before, with 0 < r < 14 fixed,
<(g(z)|V=0) < 0, z ∈ (Γ̂2,T ∪ Γ̂4,T )\D(1, r),
but since
g(z)|V=0 ≥ −1, z ∈ (0, 1); g (0) |V=0 = −1,
we now also have that for given a > −1 there exist t0 > 0, 0 < r < 14 such that for z ∈ (0, 1)\D(0, r) and
t ≥ t0,
κ
Bess
+ 2g(z)|V=0 ≥ 2− 2
√
1− z − a ln t
t
≥ δ > 0.
This means we only need a simplified local analysis near the origin z = 0. In fact, take k = 0 in (7.10)
L(ζ; a)
∣∣
k=0
=
(
1 12pii
∫∞
0
tae−t dtt−ζ
0 1
)
(e−ipiζ)
a
2 σ3e−
1
2 ζσ3 , ζ ∈ C\[0,∞),
and adjust (7.12) to V = 0 = α = k. The same adjustments have to be made for the local model functions
in (7.4) and (7.7).
B.2. Small norm theorem. We are left with the final transformation: put
R0(z) =
(
1 0
ω 1
)
S0(z)

(
P (0)(z)
)−1∣∣
V=0=α=k
, |z| < r(
P (1)(z)
)−1∣∣
V=0=α=k
, |z − 1| < r(
P (∞)(z)
)−1∣∣
V=0=α=k
, |z| > r, |z − 1| > r
; ω = −s 12 (N(S∞ − aσ3)N−1)21
(B.2)
with 0 < r < 14 and
N =
1√
2
(
1 −1
1 1
)
e−i
pi
4 σ3 .
The jump conditions of R0(z) are posed on the contour shown in Figure 7 when κBess + a ln tt ∈ [2,∞). For
κ
Bess
= +∞ we have no jumps on ∂D(0, r)∪ (r, 1− r). In either case we easily derive the following estimate
for
ĜR0(z; s, γ; a) = s
1
4σ3GR0(z; s, γ; a)s
− 14σ3 , z ∈ ΣR0
with GR0(z) denoting the jump matrix associated with (B.2).
Proposition B.3. Given a > −1 there exist t0 = t0(a), v0 = v0(a) and c = c(a) such that
‖ĜR0(·; s, γ; a)− I‖L2∩L∞(ΣR0 ) ≤
c
t
, ∀ t ≥ t0, v = − ln(1− γ) ≥ v0 : v ≥ 2t− a ln t.
From this estimate we obtain unique solvability of the R0-RHP in L
2(ΣR0) and the solution satisfies
a > −1 : s 14σ3R0(z)s− 14σ3 = I +O
(
t−1
1 + |z|
)
, t→∞, γ ↑ 1 : κ
Bess
≥ 2− a ln t
t
(B.3)
uniformly for z ∈ C\ΣR0 . The required comparison follows from writing R0 = R0(z; t,κBess ; a) and analyzing
χ(z; t,κBess ; a) = R0(z; t,κBess ; a)
(
R0(z; t,+∞; a)
)−1
, z ∈ C\ΣR0 ; t ≥ t0, κBess + a
ln t
t
∈ [2,+∞) fixed.
Riemann-Hilbert Problem B.4. Determine χ(z) = χ(z; t,κBess ; a) ∈ C2×2 such that
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(1) χ(z) is analytic for z ∈ C\Σχ with square integrable boundary values on the jump contour
Σχ = ∂D(0, r) ∪ ∂D(1, r) ∪ (r, 1− r)
shown in Figure 10.
z = 0 z = 1
1
Figure 10. The oriented jump contours for the ratio function R0(z) in the complex z-plane.
(2) We have jump conditions χ+(z) = χ−(z)Gχ(z; t,κBess ; a) with
Gχ(z) =R0(z; t,+∞; a)
[
P (0)(z)
∣∣
V=0
(
P (∞)(z)
∣∣
V=0
)−1]
R−10 (z; t,+∞; a), z ∈ ∂D(0, r);
Gχ(z) =R0−(z; t,+∞; a)
[
P (1)(z)
∣∣
V=0
(
P (1)(z)
∣∣
V=0
κ
Bess
=+∞
)−1]
R−10−(z; t,+∞; a), z ∈ ∂D(1, r);
and for z ∈ (r, 1− r),
Gχ(z) = R0(z; t,+∞; a)
[
P (∞)(z)
∣∣
V=0
(
1 e−ipiae−t(κBess+2g(z)|V=0)
0 1
)(
P (∞)(z)
∣∣
V=0
)−1]
R−10 (z; t,+∞; a).
(3) Near z =∞, the function behaves as χ(z)→ I.
Now we use (B.3) and derive for the conjugated jump matrix
Ĝχ(z; t,κBess ; a) = t
1
2σ3Gχ(z; t,κBess ; a)t−
1
2σ3 , z ∈ Σχ
the estimate
Proposition B.5. For any given a > −1 there exist positive t0 = t0(a) and c = c(a) such that
‖Ĝχ(·; t,κBess ; a)− I‖L2∩L∞(Σχ) ≤
c
t
, ∀ t ≥ t0, κBess ≥ 2− a
ln t
t
.
This provides in turn the analogue of (A.7) for the Bessel kernel and the remaining argument is just as
in Section A.3.
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