Abstract Image fusion techniques are widely used for remote sensing data. A special application is for using low resolution multi-spectral image with high resolution panchromatic image to obtain an image having both spectral and spatial information. Alignment of images to be fused is a step prior to image fusion. This is achieved by registering the images. This paper proposes the methods involving Fast Approximate Nearest Neighbor (FANN) for automatic registration of satellite image (reference image) prior to fusion of low spatial resolution multi-spectral QuickBird satellite image (sensed image) with high spatial resolution panchromatic QuickBird satellite image. In the registration steps, Scale Invariant Feature Transform (SIFT) is used to extract key points from both images. The keypoints are then matched using the automatic tuning algorithm, namely, FANN. This algorithm automatically selects the most appropriate indexing algorithm for the dataset. The indexed features are then matched using approximate nearest neighbor. Further, Random Sample Consensus (RanSAC) is used for further filtering to obtain only the inliers and co-register the images. The images are then fused using Intensity Hue Saturation (IHS) transform based technique to obtain a high spatial resolution multi-spectral image. The results show that the quality of fused images obtained using this algorithm is computationally efficient.
Introduction
Image fusion techniques are used to fuse two or more images, resulting in a final image that has more information than the information of the individual images. The information in the images are typically spectral and spatial information. One very important application of image fusion is multisensory image fusion. The Earth observation satellites like IKONOS and Quickbird provide two types of images, panchromatic image with high spatial resolution and low spectral information and multispectral images with high spectral information and low spatial resolution. Image fusion techniques are applied to fuse the two types of images resulting into an image which has both spatial as well as spectral information. This is known as pan-sharpening (Padwick et al. 2010) .
Image fusion includes a number of steps under preprocessing such as feature detection, feature matching and mapping in that order (Heather and Smith 2005) , before final step of fusing the images. The process of aligning two images of the same scene, taken at different views, time or by different sensors is called image registration (Brown 1992; Senthilnath and Prasad 2014; Senthilnath et al. 2014a ). Initially, distinctive features or keypoints are extracted from the images. The keypoints are matched to each other by comparing their Euclidean distances (Deza and Deza 2009 ) so that the two images can be co-registered. Error in registration leads to incorrect fusion and low quality of fused image.
Earlier, registration process prior to image fusion was a big challenge (Zitova and Flusser 2003) . It was, and still remains mostly manual. After the introduction of scale invariant feature transform (SIFT) (Lowe 2004) , feature detection became largely automated but matching the features was still a problem. SIFT features are 128-dimensional vectors and most conventional methods fail to correctly match these features or descriptors (Muja and Lowe 2009 ). Hence, an exhaustive search needs to be performed in feature matching, which is time consuming. To address the speed of registration, several researches have adopted several methods. Muja and Lowe (2009) applied indexing using randomized K-D tree (Silpa-Anan and Hartley 2008) and a modified hierarchical K-Means (Muja and Lowe 2009 ) resulting in faster computational time in matching of the feature points. From earlier studies, it is observed that indexing high dimensional keypoints for matching provides more scope for reducing time for matching although several methods exist.
In this paper, we present Fast Approximate Nearest Neighbor (FANN) to index keypoints and complete automation of the registration process with reduced matching time. The most important feature of FANN is its automatic tuning algorithm which identifies the best algorithm between randomized K-D tree and hierarchical K-Means, considering appropriate parameters for the algorithm according to the data (images) used. FANN reduces the matching time for large number of high dimensional keypoints by indexing. FANN allows us to optimize the pre-processing according to time, memory and precision automatically, where the user is allowed to decide the weightage given to speed, memory utilized and precision. The automatic tuning algorithm chooses an indexing algorithm with relevant parameters on its own. FANN library, with its automatic tuning feature provides a faster and simpler way to choose the optimal solution for a particular data. FANN library has been used in many applications (Thomas et al. 2011; Kumar et al. 2015) to speed up the matching process. As per the authors' knowledge, FANN is not explored for registering satellite images in image fusion application. Our study involves combining automatic image registration using FANN with the fusion process on satellite images.
Conventional methods (González-Audícana et al. 2004 ) are used for other steps of image fusion. SIFT is used for feature extraction. These features are indexed using the FANN library and then matched using nearest neighbor approach. The inliers and outliers are calculated using RanSAC. Finally, the image is transformed based on the inliers. Panchromatic image and multispectral image of Quickbird are fused to realize pan sharpening. Results show that images fused using the algorithm proposed in this paper perform better on several parameters by increasing computational time. It can be thus stated that FANN produces results comparable to the conventional methods. At the same time it allows us to set different parameters for time and precision according to our data. It is seen that the performance of automatic tuning feature of FANN library gets better with increasing size of data.
Methodology
This section we discuss the proposed method for image fusion of multi-sensor satellite images:
Keypoint Detection
Many researchers have proposed different keypoint detectors for images of varying scale, SIFT and SURF being the most significant ones. These methods can handle both scale invariance and orientation invariance. In keypoint detection phase, SURF (Bay et al. 2008 ) uses integral images and also reduces the dimensionality of descriptors. This leads to reduced robustness in comparison with SIFT extracted keypoints. Hence in our study, we use SIFT method for keypoint detection using multisensor satellite images.
Keypoint Matching
SIFT is applied independently on the reference (high spatial resolution panchromatic image) and sensed images (low spatial resolution multispectral image) to extract keypoints. Let 'A' represent the set of m keypoints extracted in the reference image and B represent the set of n keypoints extracted in the sensed image, given by:
where the keypoints a i and b j are given by x a i ; y a i À Á and
For these extracted keypoints (A and B) the feature match is carried out to know the common features between the two images. Conventionally, brute-force matching takes computationally more time. To overcome this problem, Fast Approximate Nearest Neighbors (FANN) (Muja and Lowe 2009 ) based indexing approach has been adopted to choose the optimal computational time and the inliers. The speed up for matching in FANN is mainly due to the indexing. queue is created in an order of increasing distance, to each bin boundary; (3) Hierarchical K-means Index (Muja and Lowe 2009 ): The keypoints are split into K-distinct regions using k-means clustering. This process is iterated recursively for keypoints between reference and sensed images in each region. This process is stopped after the number of points in a region falls below K or for specified number of iterations. While searching, a single traversal is performed and all the unvisited branches in each node along the path are added to the priority queue. Here, automatic selection approach creates an index set that is tuned by optimally choosing the best possible index type and its corresponding parameters, out of all possible solutions. The overall cost of the process is calculated using the equation (Muja and Lowe 2009 ):
where s represents the search time and b represents the build time. w b is the build-time weight which is a ratio of the buildtime and the search-time, i.e. w b = 0 means no importance to the build time while having fastest search time. w m represents the memory weight which is a ratio of the memory utilized to the time taken, i.e. w m = 0 means the least time taking search without giving any weightage to the memory utilized. Also, the entire optimal solution can be found out on a part of the entire dataset which is beneficial in case of very large datasets. These indexed keypoints are matched using approximate nearest neighbor and are filtered using distance rule. The good matches are those for which the distance between descriptors is less than twice the minimum distance between any two descriptors.
Image Mapping
Let S be the set of matched keypoints that are obtained using FANN i.e. S = {U,V} where U and V are corresponding matched keypoints between the reference and sensed images. FANN matched keypoints contain exact and approximate nearest neighbors, in some cases these approximate neighbors may lead to mis-registration. To overcome this problem RanSAC is used (Thomas et al. 2011; Kumar et al. 2015) . Fischer and Bolles (1981) developed RanSAC (Fischer and Bolles 1981; Senthilnath et al. 2014b) or random sample consensus to estimate the proper transformation using matched features in FANN. The procedure involves detecting the number of incorrect matches and finding the number of inliers to the transformation that is obtained using the previously matched keypoint set 'S′. More are the number of inliers, better would be the image registration. In satellite images, three parameters of interest are the translation along x-y axis, the scaling factor and the rotation angle. These parameters can be determined by obtaining the affine transformation (Brown 1992) . RanSAC randomly selects three keypoints and finds the affine transformation matrix corresponding to selected random points, then this transformation is applied to entire keypoint set and the number of inliers is calculated by comparing it with the threshold parameter. The threshold parameter t is the amount of deviation that can allowed from the ideally registered image. An ideally registered image is an image with all the keypoints as inliers. RANSAC is iterated until the transformation which provides the maximum number of the inliers is determined. Considering these points the sensed image is registered with respect to the reference image by applying the obtained transform.
Image Fusion
Once we have registered the multispectral image in reference to the high spatial resolution PAN image, the next major task is to fuse these two images, so that the resultant image (fused) provides the integrated information from both the images. The integrated information will be complementary.
There are many techniques by which image fusion can be carried out (Kumar et al. 2009; Dong et al. 2009 ). In our study, we have used the Intensity-Hue-Saturation (IHS) (González-Audícana et al. 2004; Al-Wassai et al. 2011 ) in order to fuse a high resolution PAN image with a low resolution multispectral image. In order to fuse a low spatial resolution MS image with the high spatial resolution PAN Image, the low resolution MS image is co-registered with the high resolution PAN imagery. The registered image has the same resolution as the PAN image. This registered image is fused in which conversion from the red, green and blue color space to the IHS color space takes place. In IHS the intensity refers to the average brightness component, hue represents the balance of the color and the saturation band that is the measure of purity of the color. 
Results and Discussion
In the study, we have taken 5 datasets of different sizes. The description of these datasets is given in Table 1 . The images considered cover several parts of Karnataka, India. They vary in spatial resolution and size. We are trying to compare the efficiency of the algorithm for images of different sizes. SIFT gives us the feature points. For datasets 1 and 2, HSR images return 100,000 keypoints which is the maximum threshold set. LSR images return 35,656 keypoints for dataset 1 and 10,728 keypoints for dataset 2. Similarly, the number of keypoints keeps on decreasing with decreasing size of datasets. The matching between the descriptors is carried out by Fast Approximate Nearest Neighbors (FANN) (Muja and Lowe 2009 ). The indexing is done by randomized K-D Tree, Table 2 shows the variation of the search speedup with respect to linear search as we go on varying the precision, for the first dataset. We keep build weight and memory weight equal to 0. It highlights the fact that as we decrease the autotuned precision, we have an increased speed and consequently greater distance error. Also in Table 2 , we can observe that when the sample fraction is set to be constant, say 50 %, an increase in the precision from 50 to 90 % consumes more time but also reduces the error percentage. Also, suppose, we go on reducing precision value, i.e., say precision to be 20 % and 10 %, the algorithm chosen is K-D Tree. However, for decreasing precision, the number of branches in K-D Tree algorithm also decreases whereas distance error and search speedup are increased.
Similar observations are made for the second dataset as shown in Table 3 . As in the case of dataset 1, we can observe that decreasing precision while keeping sample fraction constant results in better speed. Also, if we keep sample fraction constant and decrease precision we result in better speed. Since both the images are large, the observations for both are very similar. Although, the images of the first dataset are larger than the images of second dataset. Tables 2 and 3 show that speedup over linear search for first dataset are better than those for second dataset.
Similar observations are made for other datasets too. These observations have not been included in this manuscript. But, as we decrease the size of image, the speed over linear search is reduced. When the image size is very small, linear search is faster than the proposed method. This may be because for small images, the algorithm takes time for choosing between the different algorithms. For larger images, the time taken to choose the algorithm is compensated for by the fast matching. Linear search takes very long time for matching keypoints in large datasests. Figures 6 and 7 show the speedup over linear search versus precision and speedup over linear search versus distance error graphs for the first two datasets. The speedup over linear search decreases with increasing precision. The distance error increases as the speedup value increases. Since these images are very large in size, the results are promising.
In case of smaller size images, the graph shows decreasing trend with increasing precision. But, the speedup is not very significant (6.4, 3.5 times over linear search) and also less than unity in some cases (less than 1 for all values of precision and sample for dataset 5).
Once the images are registered, the next step is to fuse registered sensed image with the reference image. The IHSbased fusion method is applied to automatic registered image to fuse it with the HSR-PAN image.
Further, the performance analysis is done using RMSE (Root Mean Squared Error) (Kour and Singh 2013) , PFE (Percentage Fit Error), PSNR (Peak Signal to Noise Ratio) (Kour and Singh 2013) and SSIM (Structural SIMilarity) (Wang et al. 2004) . Table 4 shows the values of different parameters for measuring the correctness of the results. The values of the parameters suggest that the fusion of all the images has been done efficiently. The values are within the desirable limits for all the datasets. PFE and RMSE values must be low, ideally 0, for fusion to be correct. The PSNR and SSIM values should be high. Ideal value for SSIM is 1, which indicates a hundred percent similarity between the images. As the image size decreases, the values for these parameters decrease. This is due to the fact that smaller data sets have a larger chance of mismatch and hence result in non-ideal values for these parameters. Figure 8 shows the box plot for all the datasets. The box plot takes into account speedup over linear search as the parameter for comparison for all the datasets amongst all the parameters present in Tables 2 and 3 . Thus, it is clear from the plot that as we move towards lower size datasets the maximum, median and minimum values for speedups keep decreasing. Also, variation in speedups for different methods (KMeans (32), KMeans (16), KDTree (4), etc.) for a particular dataset is higher for larger datasets while it is lower as we move towards lower datasets. The interquartile ranges for all datasets also decreases showing decreasing variation in speedup.
The method presented in this paper incorporates accuracy by using SIFT for feature extraction and automation along with speedup using the FANN library. Thus, we achieve both accuracy and speed in different steps.
Conclusions
The combined algorithm for image registration and fusion presented in this paper allows automatic image fusion. The automation is due to incorporation of automatic tuning algorithm of FANN library for indexing keypoints of the two images which can be easily matched. It selects the most optimal method for indexing based on the data type and the weightage given to indexing time, tree build time, memory and precision. Increasing precision reduces speedup over linear search but tends to provide more accuracy. Also, smaller fractions of total number of keypoints are considered for matching. It speeds up the overall process while giving satisfactory results. It is also observed that the presented algorithm becomes more useful with increasing image size. For smaller size data, speedup with respect to linear search does not change much at higher precision but increases more rapidly for lower precisions. However, for larger size data, speedup is more prominent for a range of higher precisions also. The method presented in this paper incorporates accuracy by using SIFT for feature extraction and automation along with speedup using the FANN library. Thus, we achieve both accuracy and speed in different steps.
