Learning vector space representation of words, or word embedding, has attracted much recent research attention. With the objective of better capturing the semantic and syntactic information inherent in words, we propose two new embedding models based on the singular value decomposition of lexical co-occurrences of words. Different from previous work, our proposed models allow for injecting linear constraints when performing the decomposition, with which the desired semantic and syntactic information will be maintained in word vectors. Conceptually the models are flexible and convenient to encode prior knowledge about words. Computationally they can be easily solved by direct matrix factorization. Surprisingly simple yet effective, the proposed models have reported significantly improved performance in empirical word analogy and sentence classification evaluations, and demonstrated high potentials in practical applications.
Introduction
Vector space representation, or word embedding, refers to the technique of mapping words or phrases to vectors of real numbers. As a key step in natural languages processing (NLP), it has attracted much research attention since the 1970s. A popular approach is the one-hot representation, with which words are treated as atomic units and represented as sparse vectors [Salton et al., 1975] . Although simple and successful in certain scenarios, the approach has evident limitations. There is no way to compare the similarity or relatedness of two words, which often restricts the method from even wider applications.
Very recently, people began to resort to machine learningbased approaches for word embedding, which tries to automatically obtain a semantically meaningful representation of words with the support from a large text corpus. Methods trying to generate this semantic mapping include matrix factorizations, neural networks, probabilistic models, and so on [Lund and Burgess, 1996; Bengio et al., 2003; Hofmann, 1999] . A key result achieved in this area is the concept of distributed representation of words, which achieves state-of-theart results in many practical applications [Bengio et al., 2003; Mikolov et al., 2013; Pennington et al., 2014] .
Despite the success, these distributed word embedding approaches often suffer from the vulnerability of not being able to distinguish word "genuine" similarity from "associative" similarity [Tversky, 1977] . In practice, this vulnerability could cause significant side effects to downstream applications if not properly handled, which brings a non-trivial technical challenge to these word embedding techniques.
To tackle the challenge, our work follows the machine learning framework. Instead of seeking a completely distributed representation of words, we aim to answer the following question. Is it possible to integrate the prior knowledge into this learning process? To achieve this goal, our work proposes two linearly constrained decomposition models for word embedding, the additive model and the projection model. Starting with a word co-occurrence matrix, the two models try to find a low rank approximation of the matrix while satisfying given linear constraints. These constraints are simple, flexible and could encode domain specific knowledge about words in a variety of forms, which helps to make up the vulnerability of the distributed word embedding approaches.
There are a number of reasons to consider integrating prior knowledge in embedding. Namely, it benefits real applications with better visualization, desired semantic relationship among word vectors, and the ability to differentiate word similarity from relatedness, etc. Empirically, the word vectors generated from the additive model bring significantly better results in a benchmark evaluation of word analogies. The word vectors generated from the projection model give evidently improved accuracies in sentiment analysis and related tasks.
Similarly to unconstrained models, the proposed models can be solved through direct matrix factorization, which is effective for moderately large problems. For even larger problems, approximation is possible through modern optimization techniques, which admit high execution efficiency in parallel and distributed computing platforms and thereby provide a practical solution to very large problems.
The paper is organized as follows. Firstly we introduce the related work in Section 2, and present our additive and projection models in Section 3. After reporting the empirical results in Section 4, we conclude the paper with discussion and future work in Section 5.
Related Work

Learning Word Vectors
Our work is closely related to the word embedding techniques recently studied in machine learning and NLP areas. These techniques usually start with a "term-term" matrix where each element gives the information about the number of times that two words co-occur in a context. The idea of using co-occurrence for word embedding is that words with similar semantics tend to occur in similar contexts, and therefore the statistics provides a natural basis for semantic representation. Convincing evidences and excellent empirical results support this argument well in the literature [Landauer and Dumais, 1997; Lund and Burgess, 1996; Mikolov et al., 2013; Pennington et al., 2014] .
Based on the co-occurrence statistics, a natural idea is to factorize the matrix into a low-rank representation for vector representations of words. A number of models were developed along this line. The hyperspace analogue to language model [Lund and Burgess, 1996] directly uses the number of cooccurrences as the "term-term" matrix entry. The correlated occurrence analogues to lexical semantic model transforms the co-occurrence statistics through a correlation-based normalization. More recent work also suggests positive point-wise mutual information and Hellinger PCA for the transformation and reports improved results [Bullinaria and Levy, 2007; Lebret and Collobert, 2013] .
Besides matrix factorization methods, another line of work resorts to neural networks to learn word vectors within local context windows. A neural network architecture for language and word modeling was proposed in [Bengio et al., 2003] , which has significant influence on subsequent research. For example, based on the idea of re-constructing linguistic contexts with large text corpus, the work of [Mikolov et al., 2013] proposes the skip-gram (SG) model and the continuous bag-ofwords (CBOW) model to learn word representations. Another work, the Global Vectors (GloVe) algorithm, performs on aggregated global term-term co-occurrence statistics from a corpus, and the resulting representation often exhibits interesting linear sub-structures of the word vector space [Pennington et al., 2014] .
It is worth mentioning that, as revealed in the work of [Levy and Goldberg, 2014] , the two lines of work have a close relationship. The neural network based word embedding approaches can also be studied from a matrix factorization point of view. And therefore matrix factorization in fact provides a unified framework to investigate distributed word embedding techniques.
Encoding Prior Knowledge in Word Vectors
A key challenge to distributed word vector learning approaches is that the corpus-driven approaches are often unable to distinguish "genuine" similarity from "associative" similarity (relatedness) [Tversky, 1977] . Based on the distributional hypothesis, these approaches could generally learn embeddings that capture both similarity and relatedness reasonably well, but neither perfectly. As an example, antonyms are often interchangeable in context and thus have similar word embeddings even though they denote totally opposite meanings, which could often bring non-trivial side effects in applications [Kiela et al., 2015] .
As a remedy for the challenge, a natural choice is to encode the knowledge from existing knowledge-bases, such as the WordNet [Miller, 1995] and the paraphrase database [Ganitkevitch et al., 2013] , into word vectors. Wide lexical resources, such as synonym/antonym relations between words, are available in these knowledge-bases which provide a good start for us to improve downstream performances.
To integrate these manually annotated knowledge into word vectors, a number of combinational approaches were proposed which modify the distributional objective through a combination of context-based learning and knowledge-based learning. Specifically, the work of [Yu and Dredze, 2014] combines CBOW objective with a set of linguistic constraints describing a lexical relation. The work of [Kiela et al., 2015] combines SG objective with similar linguistic constraints. The work of [Liu et al., 2015] transforms linguistic knowledge into ordinal constraints, which results in a neural network architecture for optimization. The work of [Osborne et al., 2015] encodes the knowledge in the form of canonical correlation analysis. All these approaches have achieved some success in real applications, with reasonable computational overhead.
Besides the combinational approaches, post-processing methods were designed as well, which optimize a cost function to bring semantically similar words closer to each other while not being far away from their initial word vectors. The methods in this category include the retro-fitting method [Faruqui et al., 2014] , the counter-fitting method [Mrkšić et al., 2016] , the PARAGRAM embedding method [Wieting et al., 2015] , etc. Simple and computationally efficient as they are, these methods have also exhibited good performance in real applications.
Models
Linear Operations on Word Vectors
In practice, different types of knowledge exist in different forms and need different models to encode them. This paper considers two types of linear operations to encode semantic relationship among word vectors: the additive operation and the projection operation. The two types of operations are common and powerful with various applications.
The additive operation aims to encode the semantic similarity and difference of multiple words into word vectors. For example, a vector equation w good = 0.5 × w excellent denotes that good is half excellent; w good = −1 × w bad denotes that good is opposite to bad (additive inverse); w very + w good = 0.9 × w excellent denotes that very good is quite similar to that of excellent.
The additive operation, or constraint, is especially useful for modeling word analogy. Word analogy operates on four words and probes the finer structure of the vector space by examining the distance or similarity between word vectors. For example, the analogy, man is to woman as boy is to girl, could be encoded by the vector equation w man −w woman = w boy −w girl .
As pointed out in [Bengio, 2009] , ensuring word analogy in the vector space favors models that produce dimensions of semantics, and thereby captures the multi-clustering idea of the distributed representation.
The projection operation ensures that the word vectors lie in specific hyperplanes for a clear separation of words with different natures. For example in a practical application of sentiment analysis of movie reviews, good and excellent are often used in positive reviews and we may wish to place their word vectors in one hyperplane, which has no intersection with another hyperplane containing the word vectors of bad and terrible that typically appear in negative reviews. In our evaluation (ref. Section 4.3), NLP applications benefit much from this projection operation with significantly improved sentence classification accuracy.
Previously, the work of [Rothe and Schütze, 2016 ] models the polarity operation on exactly two words, i.e., w good = −1 × w bad . The counter-fitting method [Mrkšić et al., 2016] also injects constraints on two words. Comparatively our additive model generalizes the polarity operation and the counterfitting method, and extends to linear relationship among an arbitrary number of words. Besides, our projection model is the first work that separates words with different semantics into parallel hyperplanes, as we are aware.
Additive Model
To implement an embedding technique that ensures additive constraints on word vectors, we propose the following model. For a text corpus with a vocabulary size of n, we construct an n × n symmetric matrix D = {d ij } with each element d ij = log (n ij + 1) where n ij is the number of co-occurrences of the i-th word and the j-th word in the same context if i = j and n ii is the number of occurrences of the i-th word in the given corpus. The matrix D gives the pairwise co-occurrence information of all words. Our objective is to seek an n × r (r n) matrix W , each row being a word vector, to:
where • 2 F denotes the squared Frobenius norm of a matrix, A is an m × n (m n) matrix and O m,r is a zero matrix of size m × r.
Comparing with classical matrix factorization-based embedding methods, the additive model exerts m linear constraints on each column of W in a mathematical form of AW = O m,r .
The linearly constrained optimization problem in Equ.
(1) can be solved via follows. Let an n × (n − m) matrix K be a basis for the null space of A which satisfies K T K = I n−m where I n−m is an identity matrix of size (n − m) × (n − m). Then for any W satisfying AW = O, it can be expressed as W = KU , where U is an (n − m) × r matrix.
Expand K to an orthonormal basis of R n ,K = KK , which can be obtained through QR orthogonal-triangular decomposition of A T . Considering thatKK T =K TK = I n , then we have
and
Therefore minimizing the norm ofK
T D − W W T K becomes equivalently the problem of seeking an (n − m) × r matrix U to minimize the norm of K T DK−U U T , which is an unconstrained optimization problem and can be easily solved by singular value decomposition or eigen-decomposition [Golub and Van Loan, 2012] .
Projection Model
To implement an embedding technique that supports projection constraints on word vectors, we propose the following model. For an n × n co-occurrence matrix D, we seek an n × r matrix
satisfying
where A is an m × r matrix and B = {b ij } is an m × n matrix. Denote the m rows of A by a 1 , · · · , a m and the n rows of W by w 1 , · · · , w n . For the j-th word, a constraint a i w T j = b ij ensures that its word vector w j appears in a specified hyperplane. And with all m constraints, w j appears in the intersection of the m given hyperplanes.
To solve the optimization problem in Equ. 
Now the problem becomes again unconstrained. We seek an (r − m) × n matrix U to minimize the Frobenius norm of
Similarly this can be solved by decomposing the matrix D − B T N T N B.
Scalability Issues
As remarked in previous studies [Mikolov et al., 2013; Pennington et al., 2014] , a key challenge to matrix factorizationbased embedding approaches lies in the computational issue.
To fully decompose an n × n matrix through SVD, the best known algorithm has a time complexity of O n 3 [Golub and Van Loan, 2012 ] and a space complexity of O n 2 , which is quite impractical for large problems.
Fortunately in our projection model, the matrix to be decomposed, D − B T N T N B, has special structures. D is usually sparse. B is an m × n matrix. N is an r × m matrix. Considering that m and r are two small numbers and far less than n, multiplying B T N T N B with an n × 1 column vector becomes very cheap. Therefore we are able to solve the problem very effectively by iteratively finding each column vector of U with the power method.
For the additive model, the matrix to be decomposed, K T DK, is dense and its structure is hard to explore. We found that conventional matrix factorization approaches are still applicable and effective in many cases. On a mainstream workstation, we are able to decompose a moderately large matrix (n = 50, 000, r = 300) within 30 minutes (ref. Section 4.4). For even larger un-structured problems (say, n > 100, 000), the computation and memory requirements grow quickly. It becomes infeasible to directly decompose such a large matrix. As a remedy, we can re-write our two models as an optimization problem of seeking two matrices X and Y to:
for a given matrix Z. The problem can be approximated by:
where Γ denotes the matrix of dual variables, and ρ is a positive number. This becomes a standard problem that can be solved by the alternating direction method of multipliers (ADMM) [Boyd et al., 2011] , which executes efficiently in parallel or distributed computing platforms with high scalability. The detailed discussion of the ADMM method goes beyond the scope of the paper, and is therefore omitted.
Evaluation
The proposed models were evaluated on different NLP applications, including word visualization, word analogy and sentence classification. The results demonstrated high potentials in practical applications.
Word Visualization
Our first experiment is on word visualization. We chose a sub-matrix of the co-occurrence matrix generated from the Wikipedia dump with 4.2 billion sentences. With simple additive constraints: w good + w bad = 0, w f ast + w slow = 0, w good = 0.33 × w best , w bad = 0.33 × w worst , w f ast = 0.33 × w f astest and w slow = 0.33 × w slowest , the additive model generated an embedding in 2-dimensional space. From the results shown in Fig. 1a , we can see that the constraints not only place the words good/bad/best/worst/fast/slow/fastest/slowest correctly, but also place the words better/worse/few/fewer/fewest/... by their semantic meanings.
The second example is on ensuring constraints with the projection model, which requires a set of words be in two parallel hyperplanes (specified by aw T = 1 and aw T = −1 respectively where a is a row vector of random coefficients). From the visualization results in Fig. 1b , we can observe the correct placement of the words. The positive words happy/luck/good/... appear in one line, while the negative words ugly/silly/bad/... appear in a parallel line.
Word Analogy
Our next experiment is on the word analogy task, as described in the work of [Mikolov et al., 2013] . Its objective is to answer questions of the type: word a is to word b as word c is to word ?. The benchmark set has 19, 544 such questions, dividing into a semantic category and a syntactic category. Questions in the semantic category are mostly about people or places. Questions in the syntactic category are mostly about verb tenses or forms of adjectives. For each question, each method uniquely identifies the missing word. An exact correspondence is counted as a correct match. The question is answered by finding the word whose representation w is closet to w b − w a + w c in the 2 -distance (SVD and our model) or the cosine similarity (SG, CBOW and GloVe). The accuracy of a method is defined as the ratio between the number of correctly identified words and the total number of questions.
The experiment was carried out on the latest 2017 Wikipedia dump of English articles with 1 billion and 4.2 billion tokens respectively 1 . The dump is in XML format. After removing XML tags and special symbols, tokenizing and lowercasing each token 2 , we were left with 27 character text (lowercase letters and spaces). We built a vocabulary of the 50, 000 most common words, and then constructed a matrix of cooccurrence statistics. When constructing the co-occurrence matrix, we used the context window size of 5.
We compared the results of our additive model against the results of SG, CBOW and GloVe. The results from the SVD decomposition of the co-occurrence matrix is also provided as a baseline. For our additive model, 1%, 2%, 3% of questions (with answers) were randomly chosen and used as the prior knowledge during training. For each selected question and its answer, word a is to word b as word c is to word d, a constraint in the form of w a − w b = w c − w d was added as a constraint to the optimization problem. The results are shown in Table 1 . From the results, we can see that SG, CBOW and GloVe reported better results than a naïve implementation of the SVD approach. On the other hand, with 1% questions and answers as the prior knowledge for training, our model reported evidently better results, which confirms the benefits of encoding prior knowledge in word vectors. When we increased the portion of training questions to 2%, the improvement is even more significant and the accuracy is nearly 100% with 3% questions.
In addition to SVD, SG, CBOW and GloVe methods, the results of the retrofitting method from [Faruqui et al., 2014] and the SPPMI method from [Levy and Goldberg, 2014] are also listed in the table 3 . It can be seen that our results also outperformed these results significantly.
Sentence Classification
Besides the visualization and the word analogy tasks, we also evaluated our projection model's performance on practical sentence classification applications with convolutional neural networks (CNN) [Kim, 2014] . The CNN model achieves good classification accuracy across a variety of text classification tasks and has hence become a standard baseline for classification.
Three applications were investigated in the evaluation using the movie review dataset, the subjectivity dataset [Pang and Lee, 2005] and the 20-newsgroups dataset [Lang, 1995] . The movie review dataset is a collection of 5, 331 positive and 5, 331 negative movie review sentences. The subjectivity dataset is a collection of 5, 000 subjective and 5, 000 objective pre-processed sentences. The 20-newsgroups dataset is a collection of about 20, 000 messages evenly distributed in 20 groups. In our experiments, 5 groups (comp.*) were used as the positive samples and 4 groups (rec.*) were used as the negative samples.
Under the supervised learning setting, our objective in the experiment is to build a classifier based on the training data that is able to predict whether a future movie review is positive or negative, to predict whether a sentence is subjective or objective, and to predict the category a short message belongs to. To train the classifier, we used a publicly-available CNN implementation 4 on Google's Tensorflow platform. As suggested in [Kim, 2014] , the training process was done through stochastic gradient descent over shuffled mini-batches based on the Adadelta update rule [Zeiler, 2012] .
In the experiment, we hope to test the influence of different word representations on the classification accuracies. Specifically, we compared with three representation schemes as illustrated in [Kim, 2014] 5 : 1. rand: All words are randomly initialized and then modified during training. 2. static: the pre-trained vectors from word2vec (CBOW), GloVe and our projection model. These vectors are kept static during training. 3. nonstatic: the pre-trained vectors from word2vec (CBOW), GloVe and our projection model. These word vectors can be fine-tuned during the training process.
To obtain word vectors with the projection model, all words are projected into three parallel hyperplanes. Given each training sentence set, the words that appear only in positive/subjective/comp.* sentences were projected into the hyperplane of aw T = 1 where a is a 300-dimensional random row vector; the words that appear only in negative/objective/rec.* sentences were projected into the hyperplane of aw T = −1; all other words were projected into the hyperplane of aw T = 0.
In the experiment, we used a similar experimental and hyperparameter setting as described in [Kim, 2014] . Ten-fold cross validation was used and the average accuracy in predicting positive/negative reviews and subjective/objective sentences was collected as a record of the performance of the trained classifiers.
The results are shown in Fig. 2 (rand, static and nonstatic). The vertical axis shows the CNN classification accuracy in percentage. From the results we can see that different embeddings indeed have significant influences on the classification accuracies. Randomly generated word vectors performed remarkably the worst. Comparatively, our projection model reported evidently improved classification accuracy for both static and non-static schemes on all datasets. The improvement on the Movie Review dataset is especially evident, which further verifies the benefit brought from the projection of words based on prior knowledge.
Run-time
A practical concern about matrix factorization-based embedding techniques is about its computational complexity. To investigate this issue, we specially recorded the run-time of the two models when decomposing a 50, 000 × 50, 000 model with 100/300/1000 dimensions on a mainstream workstation with 36 CPU cores. The results are shown in Fig. 3 . From the results, we can see that, without considering the input/output time, the computations of the additive model with 300 dimensions were finished within 30 minutes. Comparatively, by exploring the sparse structure of the co-occurrence matrix, the projection model runs much faster and is about five or more times quicker than the additive model, which is in fact quite comparable to the speed of word2vec and GloVe reported in the literature [Mikolov et al., 2013; Pennington et al., 2014] .
Conclusion
Word embedding through machine learning has attracted much research attention recently. Following the line of matrix factorization-based approaches, our work explicitly models the semantic relationship among the words with the usage of linear constraints when decomposing lexical co-occurrence statistics, and results in two models that are simple, yet powerful to encode domain specific knowledge into word vectors. The effectiveness of the approach was empirically verified in various applications, as in the work of [Xu et al., 2009] .
More generally, a strong motivation of our work is the consideration of linear operations in word vector spaces. As pointed out in a seminal paper of object vectorization in the context of image processing [Beymer and Poggio, 1996] , "Vectorization allows the creation of a flexible model for a class of objects as the linear combination of prototype images and their affine deformations". Our work just provides a trial along this line, trying to exhibit linear operations in a semantic word space, thereby making word vectors behave more like being in a mathematical vector space.
Despite the results obtained, a number of challenges remain for future study. One challenge is the computational complexity. Based on matrix factorization, the two proposed models operate well on moderately large applications. But when the word vocabulary grows even larger (e.g. > 100, 000), the computational requirement often becomes prohibitive. To tackle the difficulty, more effective approximations, such as ADMM modeling, need to be investigated.
Another challenge seems more interesting. Besides the additive constraint and the projection constraint studied in this paper, are there any other constraints that are both practically useful and easy to solve? Unfortunately, our current answer is a bit pessimistic. We found the constraints other than the two forms always seem to incur nontrivial computational issues. Yet this remains an open problem.
