We extend three types of overloaded CDMA systems, by displacing in time the binary signature sequences of these systems: (1) random spreading (PN), (2) multiple-OCDMA (MO), and (3) PN/OCDMA (PN/O). For each of these systems, we determine the time shifts that minimize the overall multiuser interference power. The achievable channel load with coded and uncoded data is evaluated for the conventional (without displacement) and improved (with displacement) systems, as well as for systems based on quasi-Welch-bound-equality (QWBE) sequences, by means of several types of turbo detectors. For each system, the best performing turbo detector is selected in order to compare the performance of these systems. It is found that the improved systems substantially outperform their original counterparts. With uncoded data, (improved) PN/O yields the highest acceptable channel load. For coded data, MO allows for the highest acceptable channel load over all considered systems, both for the conventional and the improved systems. In the latter case, channel loads of about 280% are achievable with a low degradation as compared to a single user system.
INTRODUCTION
In a time-aligned system based on code-division multiple access (CDMA), interference between the users can be avoided by the application of orthogonal signatures (OCDMA) as long as the number of users K remains smaller than the spreading factor N of the system. A nontrivial question is how to choose the signatures if K exceeds N (i.e., an "oversaturated" or "overloaded" CDMA system). In the literature, three different approaches are proposed for such overloaded systems.
(i) A first possibility is to select the signatures at random, that is, random spreading (PN) [1, 2] . This is a straightforward choice for the signatures, as orthogonality among the users is impossible if K > N.
(ii) In a second approach, one can look for signatures that are "as orthogonal as possible." A popular measure for the quasi-orthogonality of a set of K (> N) unit-norm signatures is the total squared correlation (TSC) of this signature set. Recently, lower bounds on the TSC of binary-valued signatures were derived, along with a construction method of binary "quasi-Welch-bound-equality" (QWBE) signatures achieving these lower bounds [3, 4] .
(iii) Finally, one can design signature sets that are especially suited to be detected by means of a particular multiuser detector (MUD) [5] . In order to allow for a high number of users with binary spreading sequences and suboptimal MUDs, the present authors introduced the OCDMA/OCDMA (O/O) [6, 7, 8] , multiple-OCDMA (MO) [9] and PN/OCDMA (PN/O) sequence sets [6] . In these systems, particular subsets of users suffer from less interference than others, favoring interference cancellation [5] , where at every iteration the users with low interference levels are detected prior to the users with high interference levels. Note that the quasi-orthogonal signatures (QOS) [10] , that are part of the cdma2000 standard [11] , are a special type of MO.
In the overloaded systems mentioned above, the binary signature sequences of all users are symbol-synchronous; such time alignment can be achieved in downlink transmission. In this paper we extend these conventional systems, by displacing in time the signatures of the users with respect to each other. In this way, we have an additional degree of freedom at our disposition to manipulate the crosscorrelation between the users, allowing us to improve upon the conventional symbol-synchronous systems. Since all downlink signals are controlled by the base station, systems with displaced signature sequences can easily be realized in the downlink.
Due to the inevitably high interference levels in overloaded systems, MUD is required to obtain an acceptable performance. Iterative nonlinear serial and parallel interference cancellation (SIC/PIC) are known to be very effective in highly loaded CDMA systems [9, 12, 13, 14] . These turbo detectors have the additional advantage of a low-to-moderate complexity, and can easily be implemented for both uncoded or coded data. In the latter case, MUD and single user decoding are performed in succession at each iteration of the detection. In this article, the performances of PN, MO, and PN/O with turbo detection, both for the conventional overloaded systems and their extensions, are evaluated, and compared with the performance resulting from QWBE sequences. In Section 2, the general system model is explained. In Section 3, the considered CDMA systems are described, and (sub)optimum time shifts between the binary signatures are determined. The turbo detector we use to evaluate the performance is explained in Section 4, and the simulation results are presented in Section 5. Conclusions and topics for future research are summarized in Section 6.
SYSTEM MODEL
Consider a CDMA system with spreading factor N and K users, where each user
The code rate is L/L and the channel load is K/N. The coded bits are randomly interleaved, resulting in the set c k = (c k (1), . . . , c k (L )). In a next step, we map the interleaved coded bits to the BPSK constellation {1, −1} and obtain the symbol sequence
In conventional systems where the time alignment of the signature sequences can be tightly controlled (e.g., downlink transmission), the signatures of all users are made symbolsynchronous. This is optimal as long as the number of users does not exceed N, since in this case interference between the users can be eliminated by the application of orthogonal signatures. However, if K exceeds N, one can deliberately displace in time the signatures of the users with respect to each other, in an attempt to favorably influence the crosscorrelation between the users. Hence, we focus on the most general system, where we assign to each user k a particular wellchosen time shift τ k . The resulting received multiple-access signal corresponding to one block of L coded BPSK symbols is then
where the signal of user k (before applying the displacement) is given by
In these expressions, the following hold.
) is the length-N signature sequence of user k in symbol interval i. Since common cellular systems require the chips of the signatures to be binary valued, we focus exclusively on unit-norm binary signature sequences β
(ii) The unit-energy chip pulse p c (t) is a square-root Nyquist pulse with rolloff α, and chip duration T c [15] . The associated pulse, obtained after matched filtering of p c (t), is a Nyquist pulse φ c (t), that is, φ c ( jT c ) = δ j .
The numerical results in this paper will be derived assuming that φ c (t) is a cosine-rolloff pulse with rolloff factor α. (iii) n(t) is real-valued white Gaussian noise with spectral density σ 2 .
In order to obtain observables
. . , K), we apply S(t) to a set of matched filters with impulse responses
and sample the output y(t) at time instants iNT c + τ k :
where n k (i) is a Gaussian noise sample with variance σ 2 , and
The variance I k (i) of the multiuser interference (MUI) that affects the kth user during the ith symbol interval is then given by
where the expectation in the right-hand side of (5) is with respect to the (possibly random) chips of the considered users.
BINARY SYSTEMS FOR OVERSATURATED SYSTEMS
We systematically describe the characteristics of PN, QWBE, MO, and PN/O, along with propositions for corresponding systems with displaced signature sets.
Random spreading (PN)
With PN, each user is assigned in every symbol interval a signature from the set A = {1/ √ N, −1/ √ N} N completely at random. Signatures in different symbol intervals and/or belonging to different users are statistically independent. Based on the fact that the chips of any signature sequence and the chips of different spreading sequences are uncorrelated, we obtain the following variance I k (i) of the MUI experienced by user k (k = 1, . . . , K) in symbol interval i:
where φ(x) is the periodic extension (period T c ) of φ 2 c (x):
In obtaining (6) we have assumed that the transmitted block is very long (L → ∞), so that I k (i) does not depend on i.
In the conventional symbol-synchronous PN system, τ j = 0 for j = 1, . . . , K, so that the variance of the MUI is given by I synch k = (K − 1)/N. An interesting question is how to choose the time shifts τ j of the users, so that the total interference I tot = I 1 + I 2 + · · · + I K is minimized. Note that the solution to this problem is not unique, as the interference does not change when a common shift is added to all τ k , or an arbitrary multiple of T c is added to any of the shifts τ k . In the appendix we show that the interference achieves a minimum for
For this choice of time shifts, the interference is perfectly balanced over all users:
where Φ DC is the DC component of Φ(x). In Figure 1 , we illustrate the reduction in interference (in dB) for this choice of delays as compared to the symbol-synchronous PN system. We see that this reduction is largest for K = 2, and decreases sharply as the number of users increases from 2 to 10. For large K, the reduction reaches an asymptotic value that amounts to about 0.3 dB, 0.6 dB, 0.9 dB, and 1.3 dB for α = 0.25, 0.5, 0.75, and 1 respectively.
Quasi-WBE sequences
As discussed in the introduction, a popular criterion to evaluate the quasi-orthogonality of a set of K unit norm signatures {β 1 , . . . , β K } for overloaded channels is the TSC of this set, defined as
When using these sequences in symbol-synchronous CDMA, the resulting total interference power I tot = k I k is given by I tot = TSC −K . The TSC is lower bounded by TSC ≥ TSC WBE = K 2 /N [16] . Sequences that achieve this lower bound are called Welch bound equality (WBE) sequences [17, 18] . These WBE sequences can be calculated by means of an iterative procedure [19] , but they are not binary valued in general. Indeed, constraining the signatures to have binary chips (i.e., {β 1 , . . . ,
, with equality only when K is a multiple of 4. We refer to binary signatures achieving the lower bound TSC bin WBE as "quasi-WBE (QWBE)" sequences.
The low interference levels of (Q)WBE sequences are guaranteed only for the conventional symbol-synchronous systems (τ j = 0 for j = 1, . . . , K). In [3, 4] , construction methods are given for QWBE sequences, and the interference levels I QWBE k of all users k (k = 1, . . . , K) can easily be equalized by a random construction of the signature set in every symbol interval. Since QWBE sequences achieve the lower bound TSC bin WBE , we find that QWBE sequences yield the following variance of the MUI experienced by an arbitrary user:
where δ(K, N) accounts for the increase in interference, due to the fact that the signatures are constrained to be binary.
Multiple-OCDMA systems
In the MO systems with a number of users
), the users are divided into s complete orthogonal sets {β 
In order to preserve the intrinsic properties of MO, users belonging to the same orthogonal subset have to be symbolsynchronous. Nevertheless, the conventional (all K users symbol-synchronous) MO system can be extended by displacing the signatures of different orthogonal subsets with respect to each other. Hence, the users can be shifted by means of a subset-specific shift T z (z = 1, . . . , s + 1), turning (1) into
where s 
Summing over all users, we obtain the total interference:
For conventional MO (T j = 0 for j = 1, . . . , s + 1), any user belonging to a complete orthogonal set suffers from MUI with variance (
which is about the same as with QWBE (see (9)). The variance of the MUI experienced by any user from the incomplete orthogonal set amounts to (K − M)/N = s. In the following, we try to minimize the total interference I tot by a proper selection of the time shifts. We restrict our attention to the cases s = 1 (K ≤ 2N) and s = 2 (K ≤ 3N); for s > 2, the interference levels are so large that even systems with powerful coding are expected to perform rather poorly. For s = 1, according to the appendix, the delay sets
The interference levels of the set-1 users (z = 1) and the set-2 users (z = 2) are then given by (K/N − 1) · Φ(T c /2) and Φ(T c /2), respectively. For square-root cosine rolloff chip pulses, this corresponds to a reduction of about 0.6 dB, 1.25 dB, 2 dB, and 3 dB for α = 0.25, 0.5, 0.75 and 1, respectively, as compared to the conventional O/O system. For s = 2, the delay set that minimizes I tot is hard to determine. Instead, we look for a suboptimal delay set. In appendix, it was found that the first term of (13) 
. So, disregarding the second term of (13), we propose these delay sets as suboptimal ones. 1 For these delay sets, any user belonging to a complete and an incomplete orthogonal set suffers from interference levels of (K/N − 1) · Φ(T c /3) and 2 · Φ(T c /3), respectively. For square-root cosine rolloff chip pulses, this corresponds to a reduction of the interference levels of about 0.4 dB, 0.9 dB, 1.4 dB, and 2 dB for α = 0.25, 0.5, 0.75 and 1, respectively, as compared to the conventional MO system.
PN/OCDMA
In the PN/O system, the first N users are assigned binary orthogonal Walsh-Hadamard signatures {WH 1 , . . . , WH N } in every symbol interval, while each additional user The interference levels of the set-1 users (belonging to the orthogonal set) and the set-2 users (excess users) are derived as
In the conventional PN/O system (all τ j = 0), the variance of the MUI of the set-1 users amounts to (K/N − 1), while that of the set 2 users is (K − 1)/N ≈ K/N. Hence, the set-1 users and set-2 users suffer from about the same interference levels as QWBE and conventional PN, respectively. The minimization of I tot with respect to (τ N+1 , . . . , τ K ) is a challenging problem. From the appendix, we know that the first term of (15) ∆ is an arbitrary time shift, common to all excess users. On the other hand, since Φ(x) is minimum at T c /2, the second term is minimized for
Unfortunately, the latter choice maximizes the first term.
We take a suboptimal choice (τ
, such that the first term is minimized, while the second term is kept as low as possible by proper selection of ∆. This yields ∆ = T c /(2M), so that the resulting time shifts are given by
Comparison of the signal-to-interference ratio
In Figure 2 , the signal-to-interference ratio SIR k = 1/I k is compared for the systems discussed in this section, with N = 64, channel loads K/N varying from 0 to 3, and squareroot cosine rolloff chip pulses with α = 0.5. We have verified that nearly the same curves are obtained for other values of N, provided that N ≥ 32. The SIR corresponding to QWBE sequences serves as an upper bound for the lowest SIR value over all users of any symbol-synchronous CDMA system with binary signatures. Note that the set-1 users of conventional PN/O and the users that belong to a complete orthogonal set of a conventional MO system have nearly the same SIR as a QWBE system. From Figure 2 , we see that the SIR of PN (both conventional and improved) is more than 10 dB lower than that of QWBE for small channel overloads (i.e., (K − N)/N 1), although this difference decreases sharply with increasing channel load, dropping to about 1.7 dB for K/N = 3.
The SIR of the users belonging to a complete orthogonal subset of improved MO is about 1.25 dB and 0.9 dB above that of QWBE for channel loads belonging to (1, 2) and (2, 3), respectively. Furthermore, the SIR of users that belong to the o-set of improved PN/O is somewhat between that of QWBE and that of the users of a complete o-set of improved MO.
TURBO DETECTION
In order to detect the data of the users, we make use of a turbo detector [12, 13, 14] . This is an iterative detector, where in each iteration, the data of the users are detected successively (successive interference cancellation, SIC) or in parallel (parallel interference cancellation, PIC), taking into account estimates of the interference caused by the other users. Prior to the decoding of user k in iteration I, we cancel the interference on user k caused by the other users, based on the estimated values of the coded bits a j ( j = k) of the interfering users. This yields the vector z 
We will adopt the following cancellation strategy.
(i) For PN and QWBE, we consider both SIC and PIC, where the users of the SIC can be detected in a random order, since the interference levels are balanced over all users. (ii) For MO the interference is unbalanced over the users.
Both in the symbol-synchronous and the improved case, the interference levels of the users belonging to a complete orthogonal set can be much lower than those of users belonging to the incomplete orthogonal set. Hence, a straightforward way to detect the users is to apply SIC, where at each iteration users with the lowest interference levels are detected prior to the users with the highest interference levels. We propose to detect the data of the users of each orthogonal subset in parallel, while detecting each subset in succession according to the index number. (iii) Both for symbol-synchronous and improved PN/O, the interference levels of the users belonging to the orthogonal set can be much lower than those of users belonging to the random set. Moreover, the set-2 users experience different interference levels in the case of improved PN/O. Hence we propose two types of detectors for PN/O. A first possibility is to detect the set-1 users in parallel, followed by a parallel detection of the set-2 users at every iteration. Another detection strategy is to detect the set-1 users first in parallel, followed by a successive detection of the set-2 users, according to decreasing interference level. Next, we discuss the turbo detector with uncoded data and coded data separately. Figure 3 gives a schematic overview of the proposed turbo detectors.
Turbo detection with uncoded data
For uncoded data,â 
Assuming that N I k (i) has a Gaussian distribution with expected value 0 and variance (σ I k (i)) 2 , we obtain for the ratio Ψ I k (i) of a posteriori probabilities (APPs) of a k (i) at iteration I:
where 2 , and α I k (i) is the logarithm of the ratio of a priori probabilities. Taking as estimate of a k (i) the a posteriori mean of a k (i), we obtain from (19)
In order to apply (20) , we need the variance (σ I k (i)) 2 , which can be calculated as
A strict derivation of (σ I k (i)) 2 from (17) gives κ = 0. However, the choice κ = 0 implies that each term of the estimate of variance (21) decreases, even when the tentative decision of that term is wrong. To counter this effect, we propose to introduce the empirical positive factor κ.
Since a k (i) is equally likely to be +1 or −1, it is sensible to consider the a priori probabilities to be equal (i.e., α I k (i) = 0). If also κ = 0, we actually obtain the iterated soft decision interference canceller (ISDIC) of [21] . Alternatively, we can replace the estimate of the ratio of the a priori probabilities by the ratio of the a posteriori probabilities, obtained in the previous iteration:
In this expression, α 0 k (i) = 0 for every i, and a forgetting factor λ (∈ [0, 1]) is introduced to alleviate the influence of the previous iterations on the present iteration. The resulting data estimates arê
We can select the factors (λ, κ) by means of computer simulations for every particular case of (K, N), in order to optimize the performance. Unfortunately, this is extremely time consuming. For this reason, we will restrict our attention to systems with (λ, κ) = (0, 0), (0.25, 0.25), (0.5, 0), and (0.5, 0.5), corresponding to the original ISDIC, and three improved versions of this ISDIC. A high number of simulations have pointed out that these four choices are representative of the performance of this ISDIC detector, although optimization of the parameters can result in some additional performance improvement. The decision functions discussed so far are user-and iteration-specific. As opposed to this, we can take the same decision function for all users over all iterations [9, 22] , while allowing to feed back information obtained in the previous
where Φ(x) is the piecewise linear approximation of the hyperbolic tangent [9] :
and parameter ω ∈ [0, 1] is selected by means of a computer simulation in order to optimize the performance. Its value is typically about 0.7.
Turbo detection with coded data
For coded data,â
is derived from the a posteriori log likelihood ratio (AP-LLR) of a j , acquired at iteration I( j, k):
where event D j (I( j, k) ) is the decoding of user j in iteration I( j, k). The a posteriori probabilities of the coded bits of user k are obtained by soft decoding of the deinterleaved version of (z
. In order to perform the decoding, we have to supply the decoder with the a priori probabilities of the coded bits and the estimated variance of the interference on the code bits. This variance can be estimated as (21) . Simulations indicate that the performance does not improve for κ = 0 when the data are coded, so that we will always estimate this variance with
and, since each code bit is equally likely to be +1 or −1 a priori, Λ k (i) = 0. As in the uncoded case, we can use the estimate of the value of a k (i) in the previous iteration (I − 1) to reestimate the a priori LLR in iteration I. Taking into account that the reliability of the data estimates can be low in highly loaded channels, we consider the more general case where the knowledge on the databits from the previous iteration is fed back only partially by means of a partial feedback factor λ ∈ [0, 1], replacing (27) by
For λ = 0 and λ = 1, (28) reduces to Λ 
SIMULATION RESULTS
In order to compare the performance of the various CDMA systems from Section 3 with the turbo detectors of Section 4, we consider (1) transmission of uncoded data with L = L = 100, and (2) 
where n z takes one value of {0, . . . , N − 1} with equal probability in every code block.
For all simulations, we restrict the number of iterations to 10, and the system performance is evaluated by means of the critical load. The critical load is a measure for the maximum acceptable channel load K/N, so that the system performance is degraded only slightly as compared to the single user performance. Hence, we define the critical load as the maximum achievable channel load K max /N, so that the required E b /N 0 for an average BER = 10 −5 is less than 0.35 dB above the required E b /N 0 of a single user system that achieves the same BER.
Simulation results: the uncoded case
The major simulation results are summarized in Table 1 . We discuss the performance of the considered binary systems.
(i) PN. For PIC, the ISDIC detector with (λ, κ) = (0.5, 0.5) has a much better performance than the original ISDIC detector ((λ, κ) = (0, 0)), or the detector with only feedback ((λ, κ) = (0.5, 0)). For SIC, the performance can be improved by selecting (λ, κ) = (0.5, 0.5) (symbol-synchronous) or (0.25, 0.25) (improved alignment). For ISDIC, the performance of the best PIC detector is better than that of the best SIC detector. The contrary is true with a fixed decision function: SIC (with λ = 0) outperforms PIC (with λ = 0.5) both for the conventional and the improved system. Moreover, SIC with fixed decision function is superior to any ISDIC detector. Table 1 shows the critical load for N = 16, 32, and 64 for SIC with a fixed decision function. Apparently, for any PN system, the critical load increases drastically if we increase the spreading factor from 16 to 64: for conventional PN and improved PN with α = 0.25, the critical load increases from 6% to 75% and from 31% to 113%, respectively. Moreover, major increases of the critical load are obtained for the improved PN systems, as compared to the conventional system. For example, for N = 32, the critical load of improved PN with α = 0.25 is more than twice that of the conventional PN system. Table 2 : Critical load for coded data.
(ii) QWBE. A high number of simulations for PIC and SIC, both for a fixed decision function and for ISDIC with various values of (λ, κ), have led to the conclusion that SIC with fixed decision function (and λ = 0) is the best detection strategy. Table 1 illustrates the critical load for this detector. It is clear that the performance of QWBE is significantly better than that of conventional PN: for N = 32, the critical load of QWBE is about 2.5 times that of conventional PN. However, the critical load of the improved PN systems gets close to that of QWBE for high spreading factor: for N = 64, improved PN with α = 0.5 and N = 64 achieves almost the same critical load as QWBE. (iii) MO. The application of a fixed decision function (with λ = 0) is superior to the ISDIC function, both for the conventional and the improved system. The critical load for this detector is shown in Table 1 . Conventional MO performs nearly as well as the QWBE system, and much better than the conventional PN system. The improved O/O systems have a much better performance than the conventional systems, and do outperform QWBE significantly: for N = 64, improved O/O with α = 0.5 allows for a critical load that is 1.4 times that of QWBE. (iv) PN/O. Once again, the use of a fixed decision function (with λ = 0) leads to a higher critical load as compared to the ISDIC detectors. In addition to this, the performance is improved if we detect the set-2 users in parallel (instead of successively) at each iteration of the detection. The critical load of this detector can be read in Table 1 . In spite of the high interference levels of the set-2 users, the conventional PN/O system is superior to the conventional O/O system and the QWBE system. Even the improved PN/O system achieves a higher critical load than the improved O/O system, except for the combination of a high rolloff (α = 0.5) with a high spreading factor (N = 64).
Simulation results: the coded case
(i) PN. Simulations indicate that SIC (with (λ, κ) = (0, 0)) is superior to PIC (with (λ, κ) = (0.5, 0)), both for the conventional and the improved PN system. The simulation results with SIC are shown in Table 2 . As compared to the case with uncoded data, the gain in critical load with increasing spreading factor is rather modest for α = 0.25. The improved PN system with α = 0.5 shows even a slight decrease in critical load with increasing spreading factor. But here too, we notice that the improved PN systems can achieve higher critical loads than the conventional PN system: improved PN with α = 0.5 achieves a critical load that is about 1.17 times that of conventional PN for N = 16 and 64.
Channel loads of about 219% can be accommodated in an improved PN system with α = 0.5. (ii) QWBE. SIC without feedback (λ = 0) outperforms PIC with feedback (λ = 0.5) for QWBE. The critical load with SIC is illustrated in Table 2 . As in the uncoded case, the QWBE system is clearly superior to the conventional PN system for any spreading factor. Nevertheless, the improved PN system with α = 0.5 outperforms the QWBE system for N = 4 and 16, while both systems have about the same performance for N = 64. (iii) MO. The best results are obtained without feedback (i.e., λ = 0). Table 2 shows the achievable channel load of the conventional and improved MO systems. The performance of the MO system is superior to that of any of the other considered conventional systems. For the improved MO system with rolloff α = 0.5 and N = 64, critical loads of about 280% can be achieved. (iv) PN/O. As opposed to the uncoded case, a better performance is obtained if the set-2 users are detected successively at each iteration of the detection. Feedback does not improve the performance. The results of the simulations with successive detection of the excess users are summarized in Table 2 . In the coded case, both conventional and improved PN/O are clearly inferior to MO.
CONCLUSIONS AND TOPICS FOR FUTURE RESEARCH
In this article, the performance of four types of coded and uncoded overloaded CDMA systems (PN, QWBE, MO, and PN/O) with binary symbol-synchronous signatures has been evaluated with different turbo detectors (SIC and PIC). For uncoded data, several improved ISDIC detectors were compared to detectors with a fixed decision function. For coded data, the performance is best with an (improved or classical) ISDIC detector. A detailed summary with respect to the performance of these turbo detectors follows.
(i) SIC without feedback is the best detection strategy for PN and QWBE for coded and uncoded data. With uncoded data, the best performance is obtained by selecting a fixed decision function. (ii) The best detection strategy for MO with uncoded data is to use a fixed decision function without feedback. In this way, all users of an orthogonal subset can be detected in parallel, while the users of different subsets are detected in succession, according to increasing interference level. With coded data, combining feedback with SIC does not improve the performance, as compared to SIC without feedback. (iii) With PN/O, the best performance with uncoded data is obtained by means of a fixed decision function, such that all users belonging to the same set are detected in parallel, while the different sets are detected in succession, according to increasing interference level. For coded data, a better performance is obtained if the users of the random set are detected successively without feedback.
We also improved the symbol-synchronous PN, MO, and PN/O systems by applying well-chosen time displacements to the signatures of the users. We mention the major findings of the comparison of the conventional and improved systems.
(i) Especially with uncoded data, we notice for all systems important increases of the allowable channel loads if the signatures are displaced with respect to each other. For example, for PN with N = 32 and uncoded data, the critical load can be more than doubled if we apply improved PN (α = 0.5) instead of conventional PN. (ii) With uncoded data, PN/O achieves the highest critical load of all overloaded systems. This is true for the conventional and the improved systems. (iii) Systems based on QWBE are superior to conventional MO if the data are uncoded. The improved MO systems, however, do achieve critical loads that can be 1.4 times the critical load of QWBE and conventional MO. (iv) Improved MO is the best overloading strategy with coding: critical loads of about 280% can be realized for a rolloff α = 0.5.
In this paper, the focus was on CDMA systems with binary signatures. Simulations have pointed out that realvalued WBE sequences have essentially the same performance as their binary counterparts (QWBE). On the other hand, conventional nonbinary MO systems were shown to be somewhat superior to the conventional binary MO systems with optimal detection in [23] . An interesting question is whether improved nonbinary MO also outperforms improved binary MO, with turbo detection. This question, along with the performance of these systems with fixed sequences (independent of the symbol interval) are left for future research. 
of the random spread system, we put the gradient of I to zero: 
