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A aplicac¸a˜o de redes neurais a problemas de otimizac¸a˜o, de-
vido a` dificuldade deste tipo de problema, tem se tornado
uma opc¸a˜o na busca por soluc¸o˜es em tempos aceita´veis. Este
artigo apresenta um modelo de rede neural aplicado a Pro-
blemas de Satisfac¸a˜o de Restric¸o˜es. O modelo utiliza redes
neurais espec´ıficas para identificar soluc¸o˜es candidatas que
violam restric¸o˜es ao problema. Uma implementac¸a˜o para o
problema de Distribuic¸a˜o de Tarefas foi feita para analisar
a aplicabilidade do modelo a este tipo de problema. Nesta
implementac¸a˜o, foram desenvolvidas estrate´gias que permi-
tissem treinamento mais ra´pido das redes e melhor identifi-
cac¸a˜o de caracter´ısticas espec´ıficas nas soluc¸o˜es candidatas.
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ABSTRACT
Application of neural networks to optimization problems,
due to the complexity of such problem, has become an op-
tion in the search for getting solutions in acceptable times.
This paper presents a neural network model applied to Cons-
traints Satisfaction Problems. The model aims to utilize
specific networks to identify candidate solutions that vio-
late constraints to the problem. An implementation to the
Timetabling Problem was made in order to analyze the ap-
plicability of the model to this type of problem. In this
implementation, strategies were developed to allow faster
network training and better identification of specific charac-
teristics in the candidate solutions.
Keywords
neural networks; IA applications; constraints satisfaction
problems; timetabling problem
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1. INTRODUÇÃO
Uma Rede Neural Artificial assemelha-se a` rede neural
do ce´rebro humano e dos animais, principalmente por sua
capacidade de aprendizagem, pela utilizac¸a˜o de forc¸as/pe-
sos para ressaltar a importaˆncia de determinadas entradas
e pela capacidade de modificar sua estrutura de acordo com
os conhecimentos adquiridos. Desta forma, tais redes po-
dem utilizar acontecimentos obtidos no passado para tomar
deciso˜es sobre acontecimentos no presente ou futuro.
As redes neurais utilizam me´todos heur´ısticos para tomar
deciso˜es a partir de conhecimentos adquiridos. Este com-
portamento “deciso´rio” pode se tornar uma boa opc¸a˜o na
busca por soluc¸o˜es adequadas para problemas em que a uti-
lizac¸a˜o de me´todos determin´ısticos na˜o produziu bons resul-
tados. Sobretudo, diferentes estrate´gias podem ser usadas
como forma de evidenciar caracter´ısticas espec´ıficas em so-
luc¸o˜es e, com isto, permitir o treinamento e aplicac¸a˜o de
redes neurais a problemas de otimizac¸a˜o, por exemplo, na
soluc¸a˜o do problema de distribuic¸a˜o de tarefas (Timetabling
Problem [4]).
Este trabalho tem como objetivos apresentar conceitos
importantes da implementac¸a˜o de redes neurais artificiais,
descrever um modelo para aplicac¸a˜o de redes neurais a pro-
blemas de satisfac¸a˜o de restric¸o˜es (Constraint Satisfaction
Problem - CSP [11]) e descrever detalhes de uma aplicac¸a˜o
destas redes ao problema de distribuic¸a˜o de tarefas em uma
universidade.
Com esse propo´sito, a Sec¸a˜o 2 apresenta a definic¸a˜o do
problema de satisfac¸a˜o de restric¸o˜es. A Sec¸a˜o 3 descreve
conceitos importantes sobre a implementac¸a˜o de redes neu-
rais utilizando o software Matlab, principais arquiteturas e
processo de aprendizagem. A Sec¸a˜o 4 descreve caracter´ısti-
cas relevantes com relac¸a˜o a` modelagem e utilizac¸a˜o destas
redes e a Sec¸a˜o 5 descreve trabalhos relacionados. Um mo-
delo para aplicac¸a˜o de redes neurais a problemas de satisfa-
c¸a˜o de restric¸o˜es e´ descrito na Sec¸a˜o 6 e uma aplicac¸a˜o deste
modelo ao problema de distribuic¸a˜o de tarefas e´ apresen-
tado na Sec¸a˜o 7. Finalmente, na Sec¸a˜o 8, sa˜o apresentadas
as considerac¸o˜es finais dos autores.
2. SATISFAÇÃO DE RESTRIÇÕES
A satisfac¸a˜o de restric¸o˜es e´ uma te´cnica para modelagem
e soluc¸a˜o de problemas computacionais. A satisfac¸a˜o das
restric¸o˜es depende de uma descric¸a˜o declarativa do problema
que consiste em um conjunto de varia´veis e seus respectivos
domı´nios. Cada domı´nio e´ composto por um conjunto de
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valores poss´ıveis e as restric¸o˜es restringem o conjunto de
combinac¸o˜es poss´ıveis das varia´veis.
Um problema de Satisfac¸a˜o de Restric¸o˜es, do ingleˆs Cons-
traint Satisfaction Problem - CSP, e´ um par (S, φ), onde S e´
um espac¸o de busca livre e φ e´ uma fo´rmula (func¸a˜o boole-
ana sobre S) [11]. A soluc¸a˜o de um problema de satisfac¸a˜o
de restric¸o˜es e´ um s ∈ S com φ(s) = true. Usualmente, um
CSP e´ iniciado como um problema de encontrar uma ins-
tanciac¸a˜o para as varia´veis v1, . . . , vn com domı´nios finitos
D1, . . . , Dn tais que as restric¸o˜es c1, . . . , cn, definidas para
as varia´veis (ou algumas delas), sejam satisfeitas. O leitor
pode encontrar mais informac¸o˜es sobre o CSP em [8, 14].
3. REDES NEURAIS
Uma Rede Neural [15] consiste de um conjunto de unida-
des de processamento ba´sico (neuroˆnios) que sa˜o organizados
em camadas e se comunicam enviando sinais de uma para
outra, com cada conexa˜o associada a um peso. Um Neuroˆnio
(veja Figura 1) e´ a representac¸a˜o de uma unidade ba´sica de
processamento. Este recebe sinais de entrada, por meio da
camada de entrada ou de outros neuroˆnios, que sa˜o multi-
plicados pelos pesos das respectivas conexo˜es e, juntamente
com a bias, sa˜o somados por meio de uma func¸a˜o somato´rio.
A bias1 e´ usada como uma forma de ajustar todas as entra-
das. Uma func¸a˜o de ativac¸a˜o determina exatamente como



















Figura 1: Unidade ba´sica de processamento - Neuroˆnio [15].
A arquitetura de redes neurais e´ baseada na construc¸a˜o
de blocos ou camadas, com um ou mais neuroˆnios, que exe-
cutam o processamento. As treˆs principais configurac¸o˜es
para uma rede neural sa˜o: feed forward com uma camada;
feed forward com mu´ltiplas camadas; e redes recorrentes. O
termo feed forward e´ usado para representar redes neurais
em que os sinais sa˜o transportados em uma u´nica direc¸a˜o,
ou seja, sem recorreˆncia (feedback).
A arquitetura mais simples de uma rede neural e´ definida
com uma u´nica camada e um ou mais neuroˆnios represen-
tando a(s) sa´ıda(s) da rede (veja Figura 2). Neste caso, a
camada contendo os dados de entrada na˜o e´ contada porque
nenhum tipo de processamento e´ efetuado nesta camada.
Mu´ltiplas camadas intermedia´rias podem ser utilizadas
para dar maior flexibilidade a` rede na adequac¸a˜o da estru-
tura a problemas que exigem maior processamento de da-
dos. E´ importante ressaltar que a rede neural e´ composta
de unidades de processamento ba´sico, ou seja, cada neuroˆ-
nio recebe um conjunto de sinais, faz um somato´rio e exibe
1A bias pode ser usada como um conceito estat´ıstico para
avaliar modelos antes do treinamento ou como um tipo de
neuroˆnio espec´ıfico, chamado de neuroˆnio bias.
uma sa´ıda. Desta forma, para a grande maioria dos pro-
blemas, uma u´nica camada de sa´ıda com alguns neuroˆnios
na˜o conseguira´ bons resultados. A Figura 3 apresenta uma
arquitetura em duas camadas, com quatro neuroˆnios na ca-
mada intermedia´ria e dois neuroˆnios na camada de sa´ıda.
O projetista da rede neural pode fazer uso de recorreˆncia
na arquitetura da rede. Este tipo de projeto de rede se ca-
racteriza por permitir que as sa´ıdas dos neuroˆnios em uma
camada sejam entradas para neuroˆnios em camadas prece-
dentes (veja Figura 4). Em alguns casos, o projetista deve
fazer uso de unidades de atraso (delay) para evitar que um
neuroˆnio processe uma informac¸a˜o que ainda esta´ depen-































Figura 4: Redes Recorrentes.
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Dois aspectos importantes devem ser considerados no pro-
jeto de uma rede neural, o Conhecimento e a Aprendizagem.
O conhecimento se refere a`s informac¸o˜es armazenadas ou
modelos usados por uma pessoa ou ma´quina para interpre-
tar, prever e apropriadamente responder ao mundo exterior
[15]. Em redes neurais, o conhecimento fica armazenado na
pro´pria estrutura da rede, com a utilizac¸a˜o de pesos sina´p-
ticos e bias, e representa modelos caracterizados por mape-
amentos de entrada e sa´ıda de informac¸o˜es.
Aprendizagem e´ um processo em que os paraˆmetros livres
de uma rede neural sa˜o adaptados por meio de um processo
de estimulac¸a˜o pelo ambiente da rede [15]. Desta forma, no
processo de aprendizagem, a rede e´ estimulada pelo seu am-
biente (com informac¸o˜es passadas pela camada de entrada),
recebe mudanc¸as em seus paraˆmetros (ajustes para adequar
a sa´ıda da rede) e pode responder de maneira diferente.
4. MODELAGEM DE REDES NEURAIS
Para definir a arquitetura de uma rede neural, em geral,
o projetista comec¸a definindo uma rede de tamanho mı´nimo
e, caso na˜o consiga treina´-la, inicia um processo que envolve
aumentar sucessivamente o nu´mero de camadas intermedia´-
rias e neuroˆnios nas camadas ate´ conseguir uma taxa de erro
aceita´vel. Este processo tambe´m pode ser visto como um
problema de otimizac¸a˜o em que o objetivo e´ encontrar uma
configurac¸a˜o de rede com taxa de erro mı´nimo. Neste caso,
primeiro diferentes arquiteturas de rede (redes candidatas)
sa˜o treinadas, depois sa˜o estimados os erros de generalizac¸a˜o
para cada uma e, por fim, a rede com erro de generalizac¸a˜o
mı´nimo e´ selecionada.
A relac¸a˜o entre os erros que acontecem no treinamento e
na generalizac¸a˜o com o tamanho da rede neural (em camadas
ou neuroˆnios) revela um tamanho ideal/o´timo da rede neural
[5]. Isto implica que o aumento do tamanho da rede na fase
de treinamento diminui a quantidade de erros nesta fase.
No entanto, a partir de certo ponto, comec¸a a influenciar de
forma negativa a quantidade de erros que acontecem na fase
de generalizac¸a˜o. Outros aspectos podem ser importantes
na modelagem de redes neurais, tais como:
• Dividir e validar dados. Te´cnicas de divisa˜o dos dados
esta˜o relacionadas com as formas de dividir o conjunto
de dados dispon´ıveis em dados de treinamento e da-
dos de teste (generalizac¸a˜o). A validac¸a˜o teˆm como
objetivo fornecer paraˆmetros que possam ser u´teis no
processo de selec¸a˜o de uma rede o´tima.
• Utilizar informac¸o˜es a priori. Utilizac¸a˜o de conheci-
mentos pre´vios teˆm como objetivo diminuir as possi-
bilidades de ajustes de paraˆmetros livres na correc¸a˜o
de erros em redes backpropagation [15], geralmente fa-
zendo com que a sa´ıda de um neuroˆnio em uma camada
na˜o seja entrada para todos os neuroˆnios nas camadas
seguintes.
• Gerar automaticamente a estrutura da rede. O Cas-
cade Correlation [7] e´ um algoritmo de aprendizagem
supervisionado que define uma arquitetura“o´tima”para
a rede neural. Ao inve´s de ajustar os pesos em uma
rede com uma topologia fixa, o algoritmo comec¸a com
uma rede mı´nima, enta˜o automaticamente treina e adi-
ciona novas unidades de camadas intermedia´rias, uma
a uma, criando uma estrutura multicamadas.
5. TRABALHOS RELACIONADOS
Diferentes estrate´gias ja´ foram utilizadas para resolver
problemas de satisfac¸a˜o de restric¸o˜es. A dificuldade de de-
senvolvimento de algoritmos determin´ısticos para o CSP ser-
viu de motivac¸a˜o para Eiben e Ruttkay [6] utilizarem algorit-
mos gene´ticos na soluc¸a˜o deste tipo de problema. Os autores
fizeram transformac¸o˜es no problema original e aplicaram al-
goritmos evoluciona´rios a estas transformac¸o˜es. Uma carac-
ter´ıstica importante desta forma de soluc¸a˜o do CSP e´ que
as transformac¸o˜es podem acarretar em situac¸o˜es ainda mais
dif´ıceis de serem resolvidas que o pro´prio problema original.
A combinac¸a˜o de algoritmos (algoritmos h´ıbridos) pode
ser uma alternativa interessante na soluc¸a˜o do CSP. Prosser,
P. [12] utilizou a combinac¸a˜o de algoritmos cla´ssicos para for-
mar quatro algoritmos h´ıbridos (backmarking com backjum-
ping, backmarking com conflict-directed backjumping, forward
checking com backjumping e forward checking com conflict-
directed backjumping). Em uma abordagem similar, algorit-
mos h´ıbridos foram utilizados para solucionar o CSP com
base em tarefas de configurac¸a˜o de sistemas [17].
Redes neurais tambe´m teˆm sido uma boa opc¸a˜o na soluc¸a˜o
de CSPs. Adorf et al. [1], desenvolveram um algoritmo ba-
seado em redes Hopfield para resolver va´rios tipos de CSPs,
dentre eles o problema das N-Rainhas (N-Queen Problem).
Outro exemplo da aplicac¸a˜o de redes neurais na soluc¸a˜o do
CSP foi apresentada por Wang e Tsang [16]. Os autores as-
sociaram as varia´veis do problema a` ativac¸a˜o de neuroˆnios
para fazer com que as restric¸o˜es representem as conexo˜es da
rede, possivelmente com pesos diferentes. Assim, quando a
rede converge, o conjunto de neuroˆnios representando um
conjunto de associac¸o˜es formam uma soluc¸a˜o. Um dos pro-
blemas da utilizac¸a˜o deste tipo de te´cnica e´ que a rede pode
convergir para um local mı´nimo.
Mais recentemente, outros trabalhos teˆm abordado a uti-
lizac¸a˜o de redes neurais para resolver o problema de satis-
fac¸a˜o de restric¸o˜es. Dentre as estrate´gias mais satisfato´-
rias esta´ a utilizac¸a˜o das Redes Neurais de Hopfield. Este
tipo de rede neural e´ inspirada em conceitos das a´reas de
f´ısica, dinaˆmica na˜o-linear e tem como principais caracte-
r´ısticas: unidades computacionais na˜o-lineares; simetria nas
conexo˜es sina´pticas; e sa˜o totalmente realimentadas (exceto
auto-realimentac¸a˜o). O leitor pode encontrar mais informa-
c¸o˜es sobre a utilizac¸a˜o das Redes Neurais de Hopfield em [2,
3, 9, 10].
6. MODELO APLICADO AO CSP
O modelo aqui proposto tem como objetivo definir e trei-
nar redes neurais para identificar soluc¸o˜es (geradas aleatori-
amente) que violem as restric¸o˜es para o problema de satisfa-
c¸a˜o de restric¸o˜es (veja na Figura 5). Ou seja, deve ser criada
uma rede neural para identificar soluc¸o˜es que violem cada
restric¸a˜o do problema. As soluc¸o˜es sa˜o passadas individual-
mente a cada rede e separadas de acordo com as restric¸o˜es
que foram violadas. Por fim, o modelo disponibiliza bancos
de dados contendo soluc¸o˜es que na˜o violem nenhuma restri-
c¸a˜o e soluc¸o˜es que violem 1, 2, . . . , n restric¸o˜es (que podem
ser consideradas relaxac¸o˜es para o problema).
Na Figura 5, as redes neurais (R1, R2, . . . , Rn) sa˜o repre-
sentadas por nuvens e os cilindros sa˜o bancos de dados con-
tendo inicialmente o conjunto total de soluc¸o˜es candidatas.
Apo´s a execuc¸a˜o de cada rede, sa˜o criados novos bancos de
dados contendo o conjunto de soluc¸o˜es que violam alguma
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restric¸a˜o (“soluc¸o˜es violam Rx”), e o conjunto de soluc¸o˜es
que na˜o violam nenhuma restric¸a˜o para problema (“soluc¸o˜es
apo´s Rx”).
Na implementac¸a˜o do modelo, o sistema deve funcionar
como um “testador de soluc¸o˜es”, ou seja, as redes neurais
devem ser criadas a partir das restric¸o˜es para um problema
e aplicadas individualmente a`s soluc¸o˜es candidatas (gera-
das aleatoriamente) em busca de soluc¸o˜es que na˜o violem
nenhuma restric¸a˜o ou, soluc¸o˜es que violem um nu´mero/con-
junto permitido de restric¸o˜es (relaxac¸o˜es ao problema). A
seguir, sa˜o descritos os passos necessa´rios na implementac¸a˜o
do modelo:
1. Gerar as soluc¸o˜es candidatas (criar o banco de dados
inicial “soluc¸o˜es”);
2. Gerar soluc¸o˜es de treinamento para cada uma das re-
des;
3. Definir e treinar as redes neurais;
4. Aplicar a primeira rede neural (R1) ao conjunto de
soluc¸o˜es candidatas (soluc¸o˜es);
5. Aplicar a segunda rede neural (R2) aos resultados ob-
tidos com a rede neural R1 (“soluc¸o˜es apo´s R1”);
6. Aplicar a rede neural Rn aos resultados obtidos com a
rede neural Rn−1 (“soluc¸o˜es apo´s Rn−1”).


























Figura 5: Modelo Aplicado ao Problema de Satisfac¸a˜o de
Restric¸o˜es.
O modelo proposto, ale´m de permitir a aplicac¸a˜o de redes
neurais a problemas de satisfac¸a˜o de restric¸o˜es, tambe´m per-
mite: o agrupamento de soluc¸o˜es candidatas de acordo com
caracter´ısticas espec´ıficas; a identificac¸a˜o de relaxac¸o˜es ao
problema (soluc¸o˜es candidatas que violam alguma restric¸a˜o
mas ainda podem ser utilizadas como soluc¸o˜es parciais para
o problema); e tambe´m pode disponibilizar diferentes solu-
c¸o˜es que na˜o violam nenhuma restric¸a˜o (desde que o sistema
pode continuar em execuc¸a˜o, mesmo apo´s a identificac¸a˜o de
alguma soluc¸a˜o que na˜o viola nenhuma restric¸a˜o).
7. IMPLEMENTAÇÃO PARA O STP
O modelo proposto neste artigo foi testado em uma versa˜o
do Problema de Distribuic¸a˜o de Tarefas (School Timetabling
Problem - STP) para fazer a distribuic¸a˜o de tarefas a pro-
fessores do Instituto de Informa´tica da Universidade Fede-
ral de Goia´s. A implementac¸a˜o foi feita com a utilizac¸a˜o do
software Matlab [13] e todos os experimentos foram feitos
em um desktop com processador Intel Core 2 Duo 2.20GHz
e 2.00GB de RAM. As Sec¸o˜es seguintes descrevem o pro-
blema, modelagem e implementac¸a˜o, estrate´gias utilizadas
e resultados obtidos.
7.1 O Problema
O problema foi dividido em duas etapas: alocac¸a˜o de pro-
fessores para ministrar disciplinas do curso; e alocac¸a˜o de
outras atividades para os professores. Na primeira etapa,
foram consideradas a distribuic¸a˜o de hora´rios a priori (ho-
ra´rio de aulas pre´-definido) e a existeˆncia de um nu´mero
mı´nimo de professores para ministrar todas as disciplinas.
Ale´m disso, a alocac¸a˜o de disciplinas deve respeitar as se-
guintes restric¸o˜es:
• Um professor na˜o pode ser associado a duas disciplinas
que tenham aulas no mesmo hora´rio;
• A distribuic¸a˜o de disciplinas deve ser feita tentando
satisfazer as prefereˆncias dos professores (cada profes-
sor indica treˆs disciplinas com prioridade alta, me´dia
e baixa);
• Um professor deve ficar, necessariamente, com uma a
treˆs disciplinas por semestre;
• Cada professor deve ser associado a pelo menos uma
disciplina de prioridade 1 ou 2, segundo suas prefereˆn-
cias.
Na segunda etapa, outras atividades (orientac¸a˜o de alu-
nos, participac¸a˜o em comisso˜es, etc.) devem ser alocadas
para os professores. Neste caso, deve ser considerada a dis-
ponibilidade de horas do professor e na˜o os hora´rios. Esta
distribuic¸a˜o de atividades deve ser gerada de forma dinaˆ-
mica, ou seja, quando uma nova demanda surgir, devera´ ser
indicado um professor para atendeˆ-la.
7.2 Modelagem e Implementação
As redes foram definidas por meio de experimentos na
busca por estruturas que retornassem melhores resultados.
A Figura 6 mostra como foram definidas as arquiteturas
para as redes utilizadas na primeira etapa (R1, para iden-
tificar soluc¸o˜es candidatas com professores sem disciplinas
associadas, e R2, para identificar soluc¸o˜es candidatas com
professores com mais de 3 disciplinas associadas). A Figura
7 mostra a estrutura da rede R3, definida na segunda etapa
para fazer a distribuic¸a˜o dinaˆmica das tarefas.
As redes R1 e R2 teˆm como entrada um vetor de 35 po-
sic¸o˜es (soluc¸a˜o candidata), treˆs camadas intermedia´rias (a
primeira com 40 e as outras duas com 20 neuroˆnios) e uma
camada de sa´ıda (com um neuroˆnio). O Algoritmo 1 des-
creve a definic¸a˜o e treinamento da rede R1. A rede R2 foi
definida e treinada de maneira similar a` rede R1.
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Figura 7: Rede R3 - Distribuic¸a˜o dinaˆmica das tarefas.
Algoritmo 1: Arquitetura para a rede R1.
1 . . .
2 redeR1=newff ( [ 1 21 ;1 21 ;1 21 ;1 21 ;1 21 ;
3 1 21 ;1 21 ;1 21 ;1 21 ;1 21 ;1 21 ;1 21 ;1 21 ;
4 1 21 ;1 21 ;1 21 ;1 21 ;1 21 ;1 21 ;1 21 ;1 21 ;
5 1 21 ;1 21 ;1 21 ;1 21 ;1 21 ;1 21 ;1 21 ;1 21 ;
6 1 21 ;1 21 ;1 21 ;1 21 ;1 21 ;1 2 1 ; ] , [ 0 1 ] ,
7 [ 40 20 2 0 ] ) ;
8 rede R1 = t r a i n ( rede R1 , s o r t ( trainR1 ( : ,
9 hora r i o ( : , 1 ) ) ’),trainR1_res’ ) ;
10 . . .
A rede R3 tem como entrada um vetor de quatro posic¸o˜es
(quantidade de aulas de cada um dos professores e a ta-
refa a ser distribu´ıda), duas camadas intermedia´rias (ambas
com 10 neuroˆnios) e uma camada de sa´ıda (com um neuroˆ-
nio). O Algoritmo 2 mostra como foi definida a rede R3 no
Matlab. O comando newff (linha 1) define os quatro paraˆ-
metros para os valores de entrada da rede (correspondente
a` faixa de valores para cada paraˆmetro), a faixa de valo-
res correspondente aos co´digos dos professores (de 1 a 21) e
a quantidade de neuroˆnios nas duas camadas. O comando
train (linha 2) define qual e´ a rede a ser treinada (redeR3),
os dados de entrada (colunas 1, 2, 3 e 4 da matriz trainR3) e
os resultados desejados para cada uma das entradas (coluna
5 da matriz trainR3).
Algoritmo 2: Arquitetura para a rede R3.
1 redeR3 = newff ( [ 1 0 0 700 ; 1 10 ; 1 10 ; 1 1 0 ; ] ,
2 [ 1 2 1 ] , [ 1 0 1 0 ] ) ;
3 redeR3 = t r a i n ( redeR3 , trainR3 ( : , [ 1 , 2 , 3 , 4 ] ) ’,
4 trainR3(:,[5])’ ) ;
Na primeira etapa, uma soluc¸a˜o candidata para o pro-
blema foi formada a partir do hora´rio de aulas dos profes-
sores, ou seja, um vetor de 70 posic¸o˜es correspondente a 35
disciplinas (cada disciplina ocupando 2 posic¸o˜es no vetor)
que devem ser distribu´ıdas a 21 professores do curso de ci-
eˆncia da computac¸a˜o. Foi constru´ıdo um banco de dados
com 50.000 soluc¸o˜es candidatas (geradas a partir do hora´-
rio de aulas definido a priori) para professores e disciplinas
selecionados aleatoriamente.
As duas redes criadas para a primeira etapa (R1 e R2 ),
foram treinadas com 2.500 soluc¸o˜es “boas” (que na˜o violam
nenhuma restric¸a˜o) e 2.500 soluc¸o˜es “ruins” (que violam al-
guma restric¸a˜o), e trabalharam sobre as 50.000 soluc¸o˜es can-
didatas. A Figura 8 apresenta como foram definidas as so-
luc¸o˜es candidatas e as redes R1 e R2.
Para segunda etapa, uma u´nica rede neural (R3 ) foi trei-
nada a partir da carga hora´ria definida na distribuic¸a˜o de
disciplinas da primeira etapa e a a´rea da tarefa a ser dis-
tribu´ıda (por exemplo: A´lgebra, Algoritmos, Internet, etc.).
Assim, uma nova tarefa a ser distribu´ıda deve ser analisada,
de acordo com a carga hora´ria e o conjunto de disciplinas
que cada professor esta´ habilitado a ministrar.
O Algoritmo 3 descreve como foram geradas 500 soluc¸o˜es
para treinamento da rede R3. Neste caso, a a´rea e´ “area
100” (linha 2), cada professor nesta a´rea recebe uma carga
hora´ria aleato´ria (linhas 3, 4 e 5) e a rede seleciona qual
professor da “area 100” (linhas 6 a 12) que possui menor
carga hora´ria.
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Figura 8: Soluc¸o˜es candidatas e configurac¸a˜o das redes R1
e R2.
Algoritmo 3: Gerar 500 soluc¸o˜es de treinamento para a rede
R3.
1 for l = 1 : 500
2 trainR3 ( l , 1 ) = 100 ;
3 trainR3 ( l , 2 ) = randi ( 5 ) ;
4 trainR3 ( l , 3 ) = randi ( 5 ) ;
5 trainR3 ( l , 4 ) = randi ( 5 ) ;
6 i f ( trainR3 ( l ,2)< trainR3 ( l , 3 ) ) &
7 ( trainR3 ( l ,2)< trainR3 ( l , 4 ) )
8 trainR3 ( l , 5 ) = 1 ;
9 else i f ( trainR3 ( l ,3)< t r a in01 ( l , 4 ) )
10 trainR3 ( l , 5 ) = 2 ;




7.3 Estratégias de Representação
Uma soluc¸a˜o candidata, da maneira que foi definida inici-
almente, corresponde a um vetor de 70 posic¸o˜es podendo ter
em cada posic¸a˜o valores entre 1 e 21 (´ındice para identificar
os professores). Tal definic¸a˜o expoˆs, durante os experimen-
tos, uma dificuldade muito grande de treinamento das redes
criadas. Ale´m disto, possivelmente, foi responsa´vel por um
fraco desempenho da rede durante a fase de generalizac¸a˜o.
Isto se deve a` grande quantidade de possibilidades que as
redes precisavam lidar durante o treinamento.
Outro aspecto importante esta´ na forma de trabalho das
redes. O objetivo principal do modelo proposto e´ fazer com
que a rede neural reconhec¸a caracter´ısticas particulares nas
soluc¸o˜es e assim, identifique se as mesmas violam alguma
restric¸a˜o do problema. No entanto, redes neurais funcionam
como uma “caixa preta” (a configurac¸a˜o da rede e´ feita pelo
algoritmo de treinamento). Isto impede que o projetista da
rede determine como a rede deve fazer os ajustes nos paraˆ-
metros livres para identificar caracter´ısticas nas soluc¸o˜es.
Estes aspectos incentivaram o desenvolvimento de estra-
te´gias de representac¸a˜o (estrate´gias utilizadas para eviden-
ciar caracter´ısticas particulares nas soluc¸o˜es candidatas) que
permitissem um treinamento mais ra´pido das redes e uma
melhor identificac¸a˜o de caracter´ısticas espec´ıficas nas solu-
c¸o˜es candidatas, sa˜o elas:
• Reduzir o tamanho das soluc¸o˜es candidatas. De
acordo com o hora´rio de aulas definido a priori, todas
as disciplinas correspondem a duas posic¸o˜es neste ho-
ra´rio (no mesmo dia ou na˜o). Desta forma, foi criada
uma matriz horario contendo as posic¸o˜es de cada dis-
ciplina e as soluc¸o˜es passaram a ser organizadas em
um vetor de 35 posic¸o˜es (correspondente a` primeira
posic¸a˜o de cada disciplina na matriz horario). Para
a segunda etapa, o vetor de 21 posic¸o˜es (quantidade
de professores) foi reduzido para apresentar como en-
trada somente professores da a´rea espec´ıfica da tarefa
a ser distribu´ıda. Por exemplo, uma palestra sobre
Seguranc¸a de Internet (tarefa) so´ pode ser atribu´ıda a
professores que esta˜o na a´rea “Sistemas para Internet”.
• Ordenar os valores nas soluc¸o˜es. Esta estrate´gia
foi motivada pelo fato que e´ mais fa´cil identificar ele-
mentos espec´ıficos em soluc¸o˜es ordenadas. Por exem-
plo, dados dois vetores: A = {10 1 8 3 7 5 9 6 4 0}
e B = {0 1 3 4 5 6 7 8 9 10}, e´ mais natural ao ser
humano identificar pelo vetor B auseˆncia do nu´mero 2.
• Multiplicar os valores de cada posic¸a˜o em uma
soluc¸a˜o por um valor fixo. Esta tambe´m foi uma
forma de evidenciar elementos espec´ıficos nas soluc¸o˜es.
Dado o vetor: A = {10 1 8 3 7 5 9 6 4 0}, a ex-
pressa˜o: if A[x] > 1, A[x] = A[x] * 500; resulta
em: A = {5000 1 4000 1500 3500 2500 4500 3000
2000 0}. Isto pode fazer com que a rede neural iden-
tifique de forma “mais fa´cil” as entradas 0 e 1.
• Sair do mı´nimo gradiente. O mı´nimo gradiente
corresponde ao menor valor para a func¸a˜o de perda do
algoritmo de treinamento. Em outras palavras, signi-
fica que o algoritmo de treinamento conseguiu ajustar
da melhor maneira poss´ıvel os paraˆmetros livres da
rede de acordo com os dados de entrada. Em muitos
casos, este ajuste pode ser bem demorado. No entanto,
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o projetista da rede pode optar por treinamentos que
se aproximam do mı´nimo gradiente e ainda oferecem
bons resultados de generalizac¸a˜o.
7.4 Resultados Obtidos
Devido a` utilizac¸a˜o de procedimentos heur´ısticos, os re-
sultados (soluc¸o˜es e tempos estimados) tiveram variac¸o˜es
em seus valores durante cada execuc¸a˜o do sistema. Por-
tanto, os resultados foram coletados e analisados a partir de
10 execuc¸o˜es em sequeˆncia. As redes R1 e R2 precisaram
de 2.000 e 1.800 segundos respectivamente em seus treina-
mentos. A rede R3 foi treinada com gradiente mı´nimo em
aproximadamente 400 segundos.
A Tabela 1 apresenta de forma detalhada os dados coleta-
dos para a primeira etapa. A colunas Qtde apo´s R1 e Qtde
apo´s R2 apresentam a quantidade de soluc¸o˜es que na˜o vio-
laram nenhuma restric¸a˜o apo´s a aplicac¸a˜o da rede R1 e da
rede R2 respectivamente. Ja´ as colunas % Boas e % Ruins
indicam a percentagem de soluc¸o˜es que, apo´s a execuc¸a˜o das
redes, na˜o violam nenhuma restric¸a˜o e que violam pelo me-
nos uma restric¸a˜o, respectivamente. A quantidade inicial
em todas as execuc¸o˜es foi de 50.000 soluc¸o˜es.
Qtde apo´s R1 Qtde apo´s R2 % Boas % Ruins
1 120 8 80% 20%
2 80 12 50% 50%
3 87 6 73% 27%
4 70 15 60% 40%
5 55 13 70% 30%
6 63 5 60% 40%
7 45 10 46% 54%
8 90 8 72% 28%
9 49 12 41% 59%
10 72 16 85% 15%
Tabela 1: Resultados de 10 execuc¸o˜es da redes R1 e R2.
Apesar de todas as redes terem sido treinadas ate´ se con-
seguir o gradiente mı´nimo, ao final da execuc¸a˜o do sistema,
nem todas as soluc¸o˜es encontradas foram soluc¸o˜es “Boas”.
Isto e´, apesar das redes na˜o identificarem caracter´ısticas que
violassem alguma restric¸a˜o, em uma ana´lise po´s-execuc¸a˜o
das redes, algumas soluc¸o˜es foram consideradas “Ruins” por
ainda violarem restric¸o˜es do problema. Isto aconteceu, pos-
sivelmente, por causa da utilizac¸a˜o de func¸o˜es para gerar de
nu´meros aleato´rios.
Para a segunda etapa, tambe´m foram realizadas 10 execu-
c¸o˜es, em todas elas a rede R3 conseguiu responder de forma
apropriada qual a melhor distribuic¸a˜o de tarefas de acordo
com a quantidade de horas de cada professor e a a´rea de apli-
cac¸a˜o da tarefa (ou a´rea de atuac¸a˜o dos professores). Nesta
etapa, a cada execuc¸a˜o da rede, o banco de dados corres-
pondente a` carga hora´ria dos professores era atualizado. Ou
seja, se uma tarefa X com carga hora´ria 8 for distribu´ıda ao
professor Y, a referida carga hora´ria da tarefa e´ somada a`
carga hora´ria atual do professor.
8. CONSIDERAÇÕES FINAIS
A opc¸a˜o por utilizar redes neurais para resolver problemas
de satisfac¸a˜o de restric¸o˜es surgiu devido a` grande dificuldade
de sistemas determin´ısticos em criar/encontrar soluc¸o˜es que
na˜o violassem nenhuma restric¸a˜o ao problema. Esta difi-
culdade vem do fato de que, de forma geral, quando o sis-
tema encontra uma caracter´ıstica que viole uma restric¸a˜o
do problema, todo ou quase todo o processo de busca/cria-
c¸a˜o da soluc¸a˜o deve ser reiniciado. Assim, uma rede neural
que identifique caracter´ısticas espec´ıficas em soluc¸o˜es sem a
reinicializac¸a˜o de todo o processo apresentou-se como uma
opc¸a˜o promissora.
Alguns aspectos chamaram mais a atenc¸a˜o durante o pro-
cesso de modelagem e execuc¸a˜o das redes. Por exemplo,
desde que as soluc¸o˜es candidatas e as soluc¸o˜es de treina-
mento sa˜o geradas de forma aleato´ria, os resultados podem
ser completamente diferentes em cada execuc¸a˜o. Sobretudo,
gerar soluc¸o˜es aleatoriamente pode exigir que o projetista
da rede modifique a arquitetura da mesma (quantidade de
camadas intermedia´rias e neuroˆnios em cada camada) na
busca por uma configurac¸a˜o que resulte em um gradiente
mı´nimo. Ale´m destes, outros aspectos importantes influen-
ciaram muito nos resultados alcanc¸ados, sa˜o eles:
• Quantidade de camadas e neuroˆnios. A quantidade
de camadas intermedia´rias e neuroˆnios foi influenciada
pela quantidade de exemplos treinados. Ou seja, uma
quantidade grande de exemplos de treinamento exigiu
um nu´mero maior de camadas intermedia´rias e neuroˆ-
nios nestas camadas.
• Quantidade de soluc¸o˜es usadas para treinamento das
redes. Tal quantidade de soluc¸o˜es pode melhorar a
generalizac¸a˜o. No entanto, tambe´m pode aumentar
muito o tempo de treinamento das redes.
• Estrate´gias de representac¸a˜o. A utilizac¸a˜o de estra-
te´gias que evidenciem caracter´ısticas particulares nas
soluc¸o˜es candidatas, tais como as apresentadas na Se-
c¸a˜o 7.3, sa˜o de real importaˆncia na reduc¸a˜o do tempo
de treinamento e em melhores resultados na fase de
generalizac¸a˜o.
Outro fator importante que deve ser ressaltado e´ o tempo
de projeto e execuc¸a˜o. O treinamento das redes, ate´ que se
consiga um mı´nimo gradiente, e a utilizac¸a˜o de estrate´gias
de representac¸a˜o pode aumentar muito o tempo de execuc¸a˜o
de todo o sistema. Esta situac¸a˜o pode ser amenizada com
a aplicac¸a˜o de redes neurais por meio de sistemas parale-
los/distribu´ıdos. Isto porque a execuc¸a˜o das redes neurais
e´ ass´ıncrona, ou seja, nenhuma execuc¸a˜o depende de resul-
tados de outras execuc¸o˜es. O tempo de execuc¸a˜o tambe´m
esta´ relacionado com a modelagem e a capacidade do proje-
tista de modificar a estrutura da rede a partir dos resultados
alcanc¸ados.
Por fim, e´ importante destacar que o modelo apresentado
pode ser utilizado com outras te´cnicas de Inteligeˆncia Artifi-
cial que tenham comportamento similar ao das redes neurais,
por exemplo a utilizac¸a˜o de a´rvores de decisa˜o, algoritmos
gene´ticos ou outras te´cnicas combinadas, ao inve´s de redes
neurais. Sobretudo, a combinac¸a˜o das estrate´gias apresen-
tadas neste artigo com utilizac¸a˜o das Redes Neurais de Hop-
field pode ser uma boa opc¸a˜o para trabalhos futuros.
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