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1. INTRODUCTION 
Differential equations have been used to model 
physical systems, but in many processes this has not 
been sufficient due to the presence of random 
occurrences in the system. One method of dealing 
with this problem is to model the system as a 
stochastic or random process. 
A stochastic process, x, is a function mapping the 
product of a probability space, n , and a subset of 
the real numbers, TcR, into the real numbers, 
In many physical situations, T can be 
thought of as representing time and n as all possi-
ble outcomes of the process. For a fixed t ET, 
x (·) is a random variable, and for a fixed wEn, t 
x (w) is called a sample function for the stochastic 
process. (For notational convenience, a stochastic 
process xt(w) will be denoted by xt, the outcome, w, 
being understood.) 
When dealing with stochastic processes, mean square 
calculus will be used, see Jazwinsky [3]. A random 
sequence 
x if lim 
{x} is said to converge in mean square to n 
E(lx -xl 2 )=0 where Eis the expected value n 
function. This is denoted as l.i.m. x =x or limit 
n 
1 
in mean square of x is x. In order to use this 
n 
type of convergence, the random variables must be 
mean square integrable; ie, E(x 2 )<oo. 
In mean square calculus, integration is defined as 
follows. 
For a stochastic process xt, Jbxtdt is defined as 
a 
follows: Partition [a, b] so that a=t 0 <t 1 < ... <tn=b 
and pick tk so that tk~tk~tk+l for k=O, 1, ... n-1. 
Consider the mean square integral equation. 
Eqn 1.1: xt = x + Jtf(x ,s)ds + Jtg(x ,s)y ds. 
t 0 t s t s s O 0 
where f(x,t) and g(x,t) are real valued functions, 
yt is the random input to the system, and xt is 
0 
this initial condition on the interval TcR. 
Equation 1.1 can be represented in a shorthand 
manner by 
Equation 1.2 will be referred to as a stochastic 
differential equation. This paper will deal only 
2 
with integral equations when any reference is made 
to stochastic differential equations. 
For a physical system modeled by a differential 
equation, the principle of causality states that the 
future state of the system can be completely deter-
mined by knowing all information about the present 
state. ru1 analogous condition for a stochastic 
process occurs when the stochastic process is a 
Markov process. A Markov process is one in which 
the future state of the system is statistically 
independent of the past when the present state is 
known. In other words, knowledge of the past and 
present states of the system offers no more infor-
mation about the future than is obtained by knowing 
the present state of the system. 
To use a process xt as described in Equation 1.1 to 
describe a physical system, it is desirable that xt 
be a Markov process. This leads to the fact ·that yt 
must be a a-correlated process in order that xt will 
be a Markov process as discussed by Arnold [2]. A 
a-correlated process is a stochastic process which 
for t,sET the expected value of YtYs' E(ytys)=ca(t-s) 
where c is a constant and a(t-s) is the Dirac delta 
function. The Dirac delta function, while not a 
function in the ordinary sense of the word, is 
3 
useful in describing a random input to a system 
known as white noise. Formally yt can be viewed as 
a derivative of a stochastic process, ut, where ut 
has independent increments, see Jazwinsky [3]. Or 
du 
symbolically yt=__!:. 
dt 
So Equation 1.1 can be written 
t t du 
xt=xt + J f(x ,s)ds + J g(x ,s) s ds. 
0 t 0 s t 0 s ds 
The second integral could be viewed as a Riemann-
Stieltjes integral, see Apostol [l], so the integral 
Equation 1.1 would become 
t t 
xt=xt + J f(x ,s)ds + J g(x ,s)du 0 t s t s s 
0 0 
However, the second integral fails to converge as a 
mean square Riemann-Stieltjes integral, see Soong 
[5]. This paper will construct a special stochastic 
integral to handle this situation and make xt a 
valid solution to the differential equation with the 
property that xt is a Markov process. 
Before the stochastic integral can be defined, 
several properties of stochastic processes will be 
investigated. Then with the properties of this 
stochastic integral verified, the existence and 
uniqueness of a solution, xt' to the integral 
Equation 1.1 will be proven. Finally, application 
of this stochastic integral for Brownian motion, 
4 
which has Gaussian white noise as its formal deriv-
ative, will be discussed and stochastic differential 
equations for this special case will be further 
investigated. 
5 
2. STOCHASTIC PROCESSES WITH INDEPENDENT INCREMENTS 
A type of stochastic process which will play an 
important part in this paper is a process with 
independent increments. 
Def 2.1: A stochastic process, xt, has independent 
increments if for t 0 <t 1 <t 2 ... <tn ET the random 
variables yt =xt -xt for k=l, 2, ... n are inde-
k k k-1 
pendent random variables. 
As was mentioned in the previous chapter, a o-
correlated process is formally the derivative of a 
process with independent increments. Another 
important property of processes with independent 
increments is found in the following theorem. 
Theorem 2.1: If xt is a stochastic process with 
independent increments, then it is also a Markov 
process. 
A special case of a stochastic process with inde-
pendent increments is one which has stationary 
independent increments. 
Def 2.2: A process xt is said to have stationary 
independent increments if xt has independent 
6 
increments and for all h, the random variable Yt +h 
k 
=x -x has the same probability distribution 
tk+l+h tk+h 
as y =x -x for k=l, 2, ... n. 
tk tk+l tk 
The Brownian motion process or the Gaussian process 
which will be investigated later is an example of a 
process with stationary independent increments. 
If xt is a process with stationary independent 
increments it has the property that E(xt)=c, a 
constant. Also E(xtxs) is a function of (t-s). 
Independent increments will play an important part 
in defining the stochastic integral as will be seen 
in the next chapter. 
7 
3. STOCHASTIC INTEGRATION 
b In this chapter the integral J gt(w)dut will be 
a 
defined. 
Let ut be a stochastic process with the following 
properties: 
la.) ut has independent increments 
2 lb. ) E (ut ) < 00 
le.) E(ut)=0 
ld.) u 0=0 
le.) ut is mean square continuous 
ie, l.i.m. xt+h=xt for all t£T 
h-+0 
Property le is included for convenience. If 
E(ut)=c, then a new random variable could be de-
fined, vt=ut-c, so that E(vt)=E(ut-c)=0. 
Let gt(w) be a random function on [a, b]c[o, · 00 ] 
which satisfies: 
2a.) gt(w) is independent of 
{utk-utj:t 2tj 2tk 2b} for all t£[a, b] 
b 2 2b.) J E(lgt(w)I )dt < 00 for all t£[a, b] 
a 
8 
2c.) gt(w) is mean square continuous on [a, b] 
To define the integral Jbgt(w)dut the interval 
a 
[a, b] is partitioned so that a=t 0<t 1 < ... <tn=b. 
Let p=max(tk+l-tk). The stochastic integral is a 
k 
specialized mean square integral given by: 
Def 3.1: 
n-1 
Jbgt (w) dut=l. i.m. I gt (w) (ut 
a p+O k=O k k+l 
This differs from the mean square Riemann-Stieltjes 
integral in that in the summation the function g is 
evaluated at the lower endpoint of each interval, 
gt (w) for the interval [tk, tk+l], rather than at 
k 
an arbitrary gt, (w) where tk 2tk 2tk+l· This insures 
k 
the convergence of the sum as becomes clear when the 
existence of this integral is proven. 
Before stating and proving an existence theorem for 
this integral, the following lemma is proven: 
Lemma 3.1: For the process ut as defined in this 
2 
chapter, E[(ut -u
5 ) J=var(ut)-var(u 5 ) for t>S. 
Proof: Since ut has independent increments 
E[(ut-u) (u )]=E[(ut-u) (u -u 0 )J=O s s s s 
9 
= E{ (ut-u ) [ (ut-u ) + 2u ] } s s s 
2 2 
= E(ut )-E(us) 
Theorem 3.1: For gt a random function satisfying 
the conditions 2a.-c. and ut a random process having 
properties 1 a.-e., the stochastic integral defined 
in Def 3.1 exists. 
Proof: Using the mean square convergence crite-
rion; ie, l.i.m. x = x, if and only if, 
n 
lim E[!xn-xmi 2 J = 0, it suffices to show 
n, m-+00 
that 
m-1 n-1 
E [I gt (ut -ut ) ~ gt. (ut. -ut.)] 
k=0 k k+l k J=0 J J+l J 
converges as n,m-+00 • This double sum is 
evaluated over the region [a, b] x [a, b] 
10 
s 
b 
s . 
J 
s . 
J 
a 
a 
where one interval i s p art i tioned into n 
parts and the other into m parts. 
G 
b t 
Figure 3.1 
Then each term of the sum is evaluated on 
rectangles such as R1 , which contain a 
segment of the line t=s or on rectangles 
such as R2 which contain at most one point 
on the line t=s. 
On rectangles such as R2 where say sj <sj+l 
<tk <tk+l this term of the sum will be: 
E[gt g (ut -ut) (u -u )] 
k sj k+l k sj+l sj 
11 
= E[gt g (u -u )]E(ut -ut) 
k sj sj+l sj k+l k 
= 0 
since the increments of ut are independent 
and the expected value of any increment is 
zero. 
In rectangles such as R1 , where say 
sj<tk<sj+l<tk+l this term of the sum will 
be: 
E[gt g (ut -ut) (u -u )] 
k sj k+l k sj+l sj 
+ (u -ut ) ] 
sj+l k 
x ( (u -u ) + (ut -s.) ] } 
sj+l tk k J 
and due to the independent increments of 
ut the only non-zero term is: 
2 
= E[gt g (u -ut) ] 
k sj sj+l k 
= E ( gt g ) E [ ( u -ut ) 2 ] 
k sj sj+l k 
The function gt is mean square continuous 
on [a, b], so E(gt gs) is continuous on 
12 
the closed bounded set [a, b] x [a, b]. 
Therefore, E(gt gs) is uniformly continu-
ous on [a, b] x [a, b]. For every £>0, 
there is p so that the variation of 
E(gt gs)<£ on all regions [si, si+l] x 
[t 1 , tI+l] where [si, si+ll, [t 1 , tI+l] 
belong to partitions finer than p. 
Relabeling the points sj, tk, sj+l re-
spectively by r. 1 , r., r.+l then, l- l l 
I I: E ( g g ) E [ ( u -u ) 2 ] 
i ri-1 ri ri+l ri 
2 2 
- LE ( g ) E [ ( u -u ) ] I 
. r , r. 1 r. l l l+ l 
= Ir E(g gr_) 
l. r. l l- l 
- E ( g 2 ) E [ ( u -u ) 2 ] I 
r. r. 1 r. l l+ l 
<£I:E[ (u -u ) 2 ] 
l. r . +l r. l l 
= £I:var(u )-var(u ) 
. r. 1 r. l l+ l 
Notice that as p • O and recalling Lemma 3.1 
I:E(g 
. r. 
l l 
2 2 )E[(u -u ) ] 
ri+l ri 
+ fbE(gt 2 )d var(ut) 
a 
13 
Hence, 
m-1 
E[I gt (ut -u ) 
k=O k k+l tk 
n-1 
x ~ gt . (ut. -ut . ) J 
J=O J J+l J 
= I E(g g )E[(u -u ) 2 ) 
. r. 1 r . r. 1 r. l l- l l+ l 
-var (u ) J 
r. 
l 
[var(u ) 
ri+l 
+JbE(g 2 )d ( ) t var ut as n,m +00 
a 
This ordinary Riemann-Stieltjes integral 
2 
exists because E(gt) is continuous on 
[a, b] and var(ut) is increasing on [a, b], 
see Apostol [1). 
Hence the stochastic integral will exist. 
The following theorems state the properties .of this 
integral: 
Theorem 3.2: 
Proof: 
14 
n-1 
= lim E[ L gt (ut -u )] 
p+O k=O k k+l tk 
n-1 
= lim L E(gt) [E(ut 
p+O k=O k k+l 
= 0 
E(ut )] 
k 
Theorem 3.3: E(fbgt dut Jbft dut) 
Proof: 
For k>j 
ft., and 
J 
zero. 
a a 
n-1 
= E[ l.i.m. ~ gt (u -u ) 
p+O k=O k tk+l tk 
n-1 
x l.i.m. ~ ft _ (ut. -ut.) 
p+O J=O J J+l J 
then (ut -u~ ) is independent of gt, 
k+l L.k k 
(ut -u.), so each term of the sum will be j+l J 
Similarly for k<j each term of the sum will be zero. 
15 
If k=j, then, 
2 
= lim EE(gt ft )E[(ut -ut) ] 
p+O k k k k+l k 
= lim EE(gt ft) [var(ut ) - var(ut )] 
p+O k k k k+l k 
which is the ordinary Riemann-Stieltjes 
integral. 
Theorem 3.5: b b b ft) dut J gtdut + J ftdut = J (gt + 
a a a 
Theorem 3.6: b b J cgtdut = cf gtdut 
a a 
Theorem 3.7: b C b for a<c<b J gtdut = J gtdut + J gtdut 
a a a 
The proofs of Theorems 3.5-3.7 follow the same 
method as Theorems 3.2 and 3.3. 
Theorem 3.8: The process xt defined by xt = 
t Jg du is mean square continuous. 
t s s 
0 
Proof: Show that l.i.m. Jt+hg du 
s s h+O t 0 
t 
=Jg du 
t s s 
0 
16 
Verifying this mean square limit: 
= Jt+hE(g
5
2 )d var(u) 
t s 
Then Jt+hE(g 5
2 )d var(u )+Oas h+O since this is an 
t s 
ordinary Riemann-Stieltjes integral which when 
viewed as a function of its upper limit is con-
tinuous at every point where var(ut) is continuous. 
And since ut is mean square continuous then var(ut) 
is continuous. 
With a well defined stochastic integral, the origi-
nal problem of stochastic differential equations can 
now be investigated. 
17 
4. STOCHASTIC DIFFERENTIAL EQUATIONS 
A model for a physical system with random input is 
given by the differential equation on the interval 
[t 0 ,TJ with initial condition xt as discussed in 
0 
Chapter 1. 
For the proper stochastic process, ut, satisfying 
the conditions of the previous chapter, the differ-
ential equation can be rewritten as an integral 
equation. 
t t 
xt = xt + J f(x ,s)ds + J g(x ,s)du 
0 t s t s s 
0 0 
The second integral is now a well defined integral. 
This integral equation will be written in the fol-
lowing abbreviated form: 
This equation will be referred to as a stochastic 
differential equation. 
The following theorem is proven for stochastic 
differential equations of this form: 
18 
Theorem 4.1: Suppose f and g are real valued 
functions which satisfy: 
a.) f(xt,t) and g(xt,t) are independent of 
{utk-utj:t 2tj 2tk 2T} for all t£[t 0 ,T]. 
b.) f(xt,t) and g(xt,t) are mean square 
continuous on [t 0 ,T]. 
Suppose the var(ut) satisfies a uniform Lipschitz 
condition, jvar(ut)-var(us) I 2 Mjt-sl for some 
positive constant M. Further, suppose the following 
hypotheses are satisfied: 
Hl: There is a K>O so that 
1 
if(x,t> I < K(l + IX I 2) 2 
1 
i9 (x,t>I < K(l + Ix I 2 ) 2 
H2 : f and g satisfy a uniform Lipschitz condi-
tion in x. 
jf(x 2 ,t)-f(x 1 ,t) I < Kjx 2 -x 1 1 
jg(x 2 ,t)-g(x 1 ,t) I < Kjx 2 -x 1 1 
19 
H3 : f and g satisfy Lipschitz conditions int 
on [t 0 ,T]. 
if(x,t 2 )-f(x,t 1 ) I < Kjt 2-t 1 1 
lg(x,t 2 )-g(x,t 1 ) I < Kjt 2-t 1 1 
xt is any random variable with E(xt 2 )< 00 
0 0 
and independent of the increments of ut on 
The solution xt exists on [t 0 ,T] with the following 
properties: 
xt is mean square continuous on [t 0 ,T]. 
xt-xt is independent of the increments of 
0 
us' s>t for every ts[t 0 ,T]. 
The process xt is a Markov process and in the mean 
square sense is uniquely determined by xt . 
0 
Before proceeding with the proof of Theorem 4.1, a 
lemma concerning successive approximations is proven. 
Lemma 4.1: Assume the hypotheses H1 , H2 , H3 , and 
H4 . Let xt be a process which satisfies P1 and P2 . 
20 
Then the process yt defined by 
t t y = J f(x ,s)ds + J g(x ,s)du 
t t s t s s 
0 0 
has properties P1 and P2 for tE[t 0 ,T1. 
1
2 2 2 Proof - P1 : lf(xt,t) .::_ K (1 + lxtl ) 
So E(lf(xt,t) 12 ) < E[K 2 (1 + lxtl 2 )1 
= K2[1 + E(lxtl2)1 < oo 
since xt is mean square continuous. 
Then using H2 , H3 , and P1 
2 E [If (xt+h, t+h) -f (xt, t) I 1 
2 
= E[lf(xt+h't+h)-f(xt,t+h)+f(xt,t+h)-f(xt,t) I 1 
< 2E[lf(xt+h't+h)-f(xt,t+h) 12 1 + 2E[lf(xt,t+h) 
2 
-f(xt,t)I 1 
< 2K2E(lxt+h-xtl 2 ) + 2K2 (t+h-t) 2 
= 2K2E(lxt+h-xt1 2 ) + 2K2h 2 • 0 ash • 0 
Similarly E[lg(xt+h't+h)-g(xt,t) 12 1 • 0 ash • 0. 
Hence f and g are mean square continuous. f is mean 
square integrable and Jtf(x ,s)ds is a mean square 
t s 
0 
continuous function of its upper limit. And since 
g(xs,s) is independent of the increments of ut for 
t t>s, then J g(x ,s)du is a mean square continuous t s s 
0 
function of its upper limit. 
21 
So yt = Jtf(x ,s)ds + Jtg(x ,s)du is the sum of 
t s t s s 
0 0 
mean square continuous functions and is, therefore, 
mean square continuous. 
P2 : Since yt is the mean square limit of functions 
which satisfy the independence condition, Yt is 
independent of the increments of u for s>t. 
s 
Proof of theorem: The p r ocess x ~ = 0 satisfies P1 
and P2 . Define a successive appro x imation scheme as 
follows: 
for n >l. 
The proof will show that: 
1.) l.i.m. x~ exists for all t. Call this 
n • oo 
limit xt. 
2 . ) xt has properties Pl and P2. 
3. ) l.i.m. t n t f f(x ,s)ds = f f(x ,s)ds 
n • co t s t s 
0 0 
1. i.m. t n t f g(x ,s)ds = f g(x ,s)ds 
n+co t s t s 
0 0 
4 • ) xt is a Markov process. 
22 
5.) xt is uniquely determined by the initial 
condition. 
Proceeding with the proof: 
l.) Let 6 n n-1 X = xt-xt n 
6 f n n-1 't) = f(xt,t)-f(xt n 
6 n n-1 't) ng = g(xt,t)-g(xt 
Where the last inequality is obtained from 
t 2 J E(Jt:in_lxl )d var(u
5
) 
to j-1 2 
= l. i.m. I: E ( I 6 1x I ) [var (u -var (u ) ] 0 . O n- s. l s. p-+ l= l+ l 
23 
j-1 2 
< l.i.m. L E(j6 1xi )M(s.-s . 1 ) . n- l l-p-+O i=O 
t 2 
= M J E ( j 6n-l x I ) ds 
to 
2 t s I 
1
2 < L J [J E( 6 1x )dr]ds to to 
Where the inequality was arrived at through 
integration by parts. Continuing in this 
manner gives: 
< Ln-l Jt(t-s)n- 2E(j6 xj 2 )ds 
t 0 (n-2) ! 
1 
< cn-
2 for some positive constant C 
(n- 2 ) ! and for all tE[t 0 ,T] 
Now using the Cauchy criterion of mean square 
convergence and for 2<m<n 
I n ml 2 n 2 E ( xt-xt ) = E ( I L 6 . x I ) 
. 1 l i=m+ 
24 
< 22-m~ (2C)i-2 < 2mB 
i=m+l(i-2) ! 
for some positive constant B. 
I n ml 2 -m So E( xt-xt ) ~ 2 B + 0 as m + 00 
n Hence l . i.m. xt = xt e x ists uniformly int. 
n+ oo 
2.) P1 : x t is mean square continuous since it 
is the uniform mean square limit of 
3 • ) 
n mean square continuous functions xt. 
P2 : xt is the mean square limit of proc-
esses which satisfy the independence 
condition, hence xt is independent of 
the increments of us for s >t. 
t I n 
1
2 < (t-t 0 ) J E[ f(x ,s) - f(xs,s) ]ds t s 
0 
2 t I n 
1
2 < (t-t 0 )K J E( x -x )ds t s s 
0 
25 
So 1. i. m. t n f f(x ,s)ds = t J f(x ,s)ds. 
n+oo t s 
0 
t s 
0 
t I n 2 
= f E [ g ( x , s ) - g ( x s , s ) I ] d var (us ) 
t s 
0 
t n So l.i.m. f g(x ,s)du 
s s 
= Jtg(x ,s)du . 
t s s n+oo to 
0 
4.) Let t 0<r<t<T. 
X -x t r + Jtf(x ,s)ds + Jtg(x ,s)du t s t s s 
0 0 
-xt -frf(x ,s)ds - Jrg(x ,s)du 
0 t s t s s 
0 0 
xt is dependent only on xr and the increments 
of u . 
s 
Hence xt is a Markov process. 
26 
5.) Let 6t be the difference between two 
solutions of our integral equation with 
the same initial condition. As before 
(Part 1) 
Repeating this process recursively, we 
have E(l6tl 2 ) ~ en for some positive 
n! 
constant C and for all n. Hence the 
solution xt is unique as determined by the 
initial condition. 
27 
5. EXAMPLE OF STOCHASTIC INTEGRATION AND DIFFER-
ENTIAL EQUATIONS - BROWNIAN MOTION 
An important example of a stochastic process which 
has been used in modeling is the Brownian motion or 
Gaussian process. It is used to describe particles 
suspended in a fluid undergoing Brownian motion and 
to describe the behavior of thermal noise in an 
electrical circuit. This process, {St, t~O}, is 
characterized by: 
1.) s0=0 with probability 1. 
2.) St is normally distributed for t>0. 
3.) St has stationary independent increments, 
hence, St is a Markov process. 
5.) The correlation function of St, E(StSs)= 
yS(t,s)=o 2 min(t,s), hence, E(St 2 ) < 00 
6.) The moments for St are 
E (S n) = - n 
{
0 for n odd, n>l 
t n 2 1•3·5• ... •(n-l)o t for n even, n>2. 
28 
7.) St is not mean square differentiable, but 
dSt st+h-st . 
formally dt = l.i.m. h describes 
h+O 
Gaussian white noise which has the properties: 
MdS (t) = 0 
dt 
dS dt is normally distributed. 
yd S (t,s) -
cl.t 
2 a o(t-s) where o(t-s) is the 
Dirac delta function. 
8.) St is mean square continuous. 
9.) St is mean square Riemann integrable. 
St satisfies the conditions necessary to define 
b f gtdSt for gt satisfying the appropriate condi-
a 
tions. 
This integral has the properties: 
29 
b 
= cf gtd8t for any constant c 
a 
To show the difference in this stochastic integral 
and the ordinary mean square Riemann integral consi-
der the stochastic integral Jb8td8t. If this were 
a 
an ordinary Riemann integral, we would have 
b 82 -
82 
b a 
stochastic integral f 8td8t = 2 But as a 
a 
82 - 82 2 b a (b-a) b a This is verified J 8td 8t = as 2 2 
a 
follows: 
For p a partition of (a, b) so that a=t 0<t 1 < ... <tn =b 
b n f 8td8t = l.i.m. z: 8 rnt -st ) 
a p+O k=l tk-1 k k-1 
2 82 Sb - n ) 2] a 1 z: rnt -st = l.i.m.[ 2 - 2 p+ O k=l k k-1 
82 
-
82 
1 n ) 2 l.i.m. b a l.i.m. Z: (8 - 8 = 2 - 2 p-+0 p+ O k=l tk tk-1 
30 
Clearly 1. i.m. 
p-+0 
82 - 82 82 - 82 
b a b a 
---,2-- = 2 
n 2 2 
l.i.m. L (St -St ) = a (b-a) since 
p-+O k=l k k-1 
n 
= E[(L ((St -8 ) 2 
k=l k tk-1 
2 2 
X ((St -st ) -a (t.-t._l))] 
. . 1 J J J J-
For j >k 
2 2 
X (( St- s t ) -a (t.-t._l))] 
. . 1 J J J J-
2 2 
= E[(St -st ) ]E[(St -st ) ] 
k k-1 j j-1 
31 
32 
= 0 
Similarly for k<j. 
So for k=j 
n 2 2 2 
So lim E[(E [U\ -f\ ) -a (tk-tk_ 1 )]) ] 
p+O k=l k k-1 
2 n 
< lim 2a pE (tk -tk-l) = 0 
p+O k=l 
St is a mean square continuous process and the 
var(St)=a 2t satisfies a Lipschitz condition since 
2 jvar(ut)-var(us) l=a jt-sl so the stochastic dif-
ferential equation on [t 0 ,T] [O, oo] 
dxt=f(xt 1 t)dt + g(xt,t)dSt 
has a solution xt uniquely determined by the initial 
condition xt. 
0 
Suppose xt is a random process which is a function 
of Brownian motion. The following theorem gives a 
method of determining what stochastic differential 
equation has a solution equal to xt. 
Theorem 5.1: Suppose xt = ¢(St) where¢ is three 
times continuously differentiable with compact 
support. 2 Assume a = 1. 
integral equation 
Then xt satisfies the 
33 
and hence is the solution to the stochastic 
differential equation on [t 0 ,T] c: (0, 00 ] 
with initial condition xt. 
0 
Proof: Since qi is c 3 there is an M>0 so that for 
all x,y E: R then I qi" (x) - qi" (y) I ~ Mlx-yl by the 
Mean Value Theorem. 
Partition [t 0 ,T] into N intervals and let 
p = max (tk-tk_ 1 ). Then kE:{1,2, ... N} 
N N 
xt-xt = I x -x 
0 k=l tk tk-1 
= I qi(St )-qi(St 
k=l k k-1 
N 
= I (qi, mt > mt -st > 
k=l k-1 k k-1 
+ 1 qi"(S ) (St -St )2 2 tk-1 k k-1 
+ 
1 [qi" rn -es >- qi" cs > 1 2 tk-1 tk-1 tk-1 
where 0<0<1. This expansion is a Taylor series with 
remainder. 
34 
35 
N 
Eqn 5 .1: xt =xt + 1. i. m. E <I>" U\ ) U\ -1\ ) 
0 p• O k=l k-1 k k-1 
N 
+}l.i.m. E <I>"(Bt )[(Bt- Bt ) 2 
p• O k=l k-1 k k-1 
N 
+ 1.i.m. E [ <P"(B -0(8 - B )) 
p• O k=l tk-1 tk tk-1 
Since 
N N 
= E(E E <I>"(B )<P"(B ) 
k=l i=l tk-1 tk-1 
2 
X [(Bt -Bt ) -(t.-t._l)]) 
. . l l l l l-
Through independence arguments as in eariler proofs, 
the terms with ilk are zero. For i=k 
N 2 2 2 
= I E([ <P"( B )] )E([(Bt - St ) -(tk-tk_ 1 )] ) k =l tk-1 k k-1 
hav i ng e x panded the second term and the moments of 
N 
< 2 p I E([ <P"(Bt)] 2 )(tk-tk-l -• 0 asp+ 0. 
k=l 
N 
l.i.m. I [<P"(B - 0 (8 -St ))- <P"(B )] 
p+O k=l tk-1 tk k-1 tk-1 
X (B -B ) 2 = 0 
tk tk-1 
Since 
l[<P"(Bt -0(Bt -Bt ))-<P"(Bt )](!\ -Bt )21 
k-1 k k-1 k-1 k k-1 
This gives 
36 
Again through independence arguments, the terms with 
ilk are zero. For i=k 
2 N 6 
M E[I (St -St ) ] 
k=l k k-1 
asp+ 0 
With the example provided using Brownian motion, it 
is seen that the stochastic integral developed in 
this paper can be used in defining stochastic differ-
ential equations which can be used to model physical 
systems. 
37 
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