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Abstract
Zero-shot learning (ZSL) can be formulated as a cross-
domain matching problem: after being projected into a
joint embedding space, a visual sample will match against
all candidate class-level semantic descriptions and be as-
signed to the nearest class. In this process, the embedding
space underpins the success of such matching and is cru-
cial for ZSL. In this paper, we conduct an in-depth study
on the construction of embedding space for ZSL and posit
that an ideal embedding space should satisfy two criteria:
intra-class compactness and inter-class separability. While
the former encourages the embeddings of visual samples of
one class to distribute tightly close to the semantic descrip-
tion embedding of this class, the latter requires embeddings
from different classes to be well separated from each other.
Towards this goal, we present a simple but effective two-
branch network to simultaneously map semantic descrip-
tions and visual samples into a joint space, on which visual
embeddings are forced to regress to their class-level seman-
tic embeddings and the embeddings crossing classes are re-
quired to be distinguishable by a trainable classifier. Fur-
thermore, we extend our method to a transductive setting
to better handle the model bias problem in ZSL (i.e., sam-
ples from unseen classes tend to be categorized into seen
classes) with minimal extra supervision. Specifically, we
propose a pseudo labeling strategy to progressively incor-
porate the testing samples into the training process and thus
balance the model between seen and unseen classes. Ex-
perimental results on five standard ZSL datasets show the
superior performance of the proposed method and its trans-
ductive extension.
1. Introduction
With the profit from deep learning [14], object recogni-
tion [16, 9] has gained great success in recent years. The
premise of such success is that sufficient annotated sam-
ples for each considered object are available for supervised
learning [14, 16]. However, this is often difficult to com-
ply with in real applications due to the prohibitive anno-
tation cost or some harsh conditions for sample collection
(e.g., samples in danger scene, newly emerging or identi-
fied) [27, 25]. Zero-short learning (ZSL) [7, 20, 19, 4, 33,
12, 32, 3, 25] is a task proposed to address an extreme prob-
lem, where no annotated samples but only a semantic de-
scription are available for a class.
In contrast to conventional supervised learning, ZSL at-
tempts to recognize samples from unseen classes through
exploiting the semantic connections between these classes
and some other seen classes which have sufficient annotated
training samples. In ZSL, each class is represented by a se-
mantic vector (e.g., attributes [6], word vector [23, 7], or
even an encoding vector for a sentence [23]), which com-
poses the semantic space shared by both seen and unseen
classes, and the visual representations of the visual samples
constitute the visual space.
Essentially, ZSL can be formulated as a cross-domain
matching problem: after being projected into a joint em-
bedding space, a visual sample will match against all candi-
date class-level semantic descriptions and be assigned to the
nearest class. In this process, the embedding space under-
pins the success of matching and stimulates research on ap-
proaches to learn an effective embedding space. Generally,
the embedding schemes can be categorized into two groups
based on learning unidirectional mapping functions or bidi-
rectional mapping functions. The former fixes either se-
mantic space [23, 7, 13, 8] or visual space [32, 22, 3] as the
anchor space and learn a mapping function to align the other
modality onto this space. These approaches are based on a
common assumption that the chosen anchor space has suffi-
cient discriminability to distinguish different classes either
seen or unseen. But in practice, this assumption may not
hold for state-of-the-art semantic representations or even
for powerful deep features [32] trained on large-scale ex-
ternal dataset, as shown in Figure 1 (a)(d). Another line
of works project both visual samples and the class-level
semantic descriptions into a latent intermediate space via
fitting a compatibility function between two modalities in
order that the visual samples can be successfully distin-
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Method Type of embedding space Intra-class
compactness
Inter-class
separability
Comments
DAP, IAP [13],
CMT [23], DEVISE [7]
Semantic space
√ × 1) Fixing semantic space and assuming
it has sufficient discriminability; 2) Bias
toward seen classes [5]
PSR [3], DEM [32] Visual space
√ × 1) Fixing visual space and assuming it
has sufficient discriminability; 2) Bias
toward seen classes [5]
CONSE [17], SSE [33],
LATEM [29], ALE [1],
SJE [2], ESZSL [20],
SYNC [4], SAE [12],
GFZSL [26], RN [25]
Latent intermediate space × √ 1) Implicitly learning an intermediate
space by fitting a compatibility
function; 2) Bias toward seen classes [5]
Ours Latent intermediate space
√ √
1) Explicitly learning an intermediate
space; 2) Less effected by bias problem
Table 1. Different embedding spaces learned in existing ZSL methods.all classes with original features
(a) Visual space (all classes)
all classes with transformed features
(b) Ours (all classes)
all classes with transformed features
(c) Ours ex (all classes)
unseen classes with original features
(d) Visual space (unseen classes)
unseen classes with transformed features
(e) Ours (unseen classes)
unseen classes with transformed features
(f) Ours ex (unseen classes)
Figure 1. Visualization of the distribution of samples from the AwA1 dataset [13] in different embedding spaces, including the visual
space [32] and those learned in our method (i.e., ’Ours’ and ’Ours ex’ denote our method and its extension to transductive setting). Dots
and squares represent the embeddings of visual samples and the class-level semantic descriptions, respectively. Different colors represent
different classes. The first row shows the distribution of embeddings from both seen and unseen classes, while the second row shows the
distribution of embeddings from unseen classes.
guished [20, 2, 15, 34, 25]. These approaches, however,
suffer from a common drawback that they ignore the intra-
class compactness and the resultant large intra-class vari-
ance thereon can hinder the generalization capacity in ZSL.
In this paper, we posit that an ideal embedding space
should satisfy two criteria: intra-class compactness and
inter-class separability, which promote the generalization
capacity in ZSL in different ways. While the former encour-
ages the visual embeddings of a class to distribute tightly
close to the semantic embedding of this class, the latter
forces the embeddings crossing classes to be distinguish-
able. Towards this goal, we design a simple but effective
2
two-branch network to simultaneously map the semantic
descriptions and visual representations into a joint space.
We design a new loss function which is composed of two
terms: a regression term and a classification term. The re-
gression term minimizes the absolute distance between the
embeddings of a visual sample and its class-level semantic
description. The classification term forces the embeddings
crossing classes can be distinguished by learning an auxil-
iary classifier. Through learning the embedding space this
way, a visual sample will be close to its class-level seman-
tic identification and far away from identifications of other
classes, thus enhancing the generalization capacity in ZSL,
as shown in Figure 1 (b)(e).
Furthermore, we also extend our method to a transduc-
tive setting to better handle the model bias problem [5] in
ZSL: a sample from unseen class has high probability to
be assigned to a seen class. Specifically, we propose a
pseudo labeling strategy to progressively incorporate the
testing samples with pseudo labels into the training process,
thus enabling the learned embeddings to better balance be-
tween seen and unseen classes, as shown in Figure 1 (c)(f).
Although our method employs the testing data, we require
no other extra supervision information. A summary of ex-
isting embedding schemes and our embedding scheme for
ZSL can be found in Table 1.
Experimental results on five standard ZSL datasets show
the superior performance of the proposed method as well as
its transductive extension.
2. Related works
Embedding model Based on whether unidirectional
mapping function or bidirectional mapping functions are
learned, existing ZSL methods can be roughly divided into
two groups. While the former fixes either the seman-
tic space or visual space as an anchor space and aligns
the other modality onto this anchor space, the latter si-
multaneously encodes these two spaces in order that they
can match each other. For simplicity, we call these three
types of approaches: semantic space, visual space, and la-
tent intermediate space. 1) Semantic space. This group
of methods exploit the semantic space as the embedding
space [23, 7, 13, 8]. For example, Socher et al. [23] and
Frome et al. [7] learn to project the pre-computed shallow
features or deep features of visual samples to the semantic
descriptions and adopt a nearest neighbor (NN) classifier
to assign visual samples to their classes. However, due to
the limited representation capacity of a low-dimensional se-
mantic representation, e.g. visual attributes [6], word vector
[23], these approaches may suffer from the hubness prob-
lem [32]: a semantic description can be nearest neighbour
to visual samples from multiple classes. 2) Visual space.
This line of research learns to align the semantic description
of a class onto the fixed visual space of this class [32, 22].
ZSL Setting Training (labeled) data Testing (unlabeled) data
Conventional Samples from seen classes Samples from unseen classes
Generalized Samples from seen classes Samples from seen classes and
unseen classes
Table 2. Conventional ZSL setting vs. generalized ZSL setting.
They attempt to mitigate the hubness problem through ex-
ploiting the discriminative capacity of visual features, such
as deep features trained on large-scale external dataset [32].
Recently, Annadani et al. [3] take a step further by explic-
itly modeling the inter-class semantic relationships (e.g.,
similar or dissimilar) when learning the embedding space.
However, visual space often shows large intra-class vari-
ance which means samples from different classes may be
difficult to be dispersed from each other by an obvious mar-
gin, as shown in Figure 1 (a)(d). 3) Latent intermediate
space. This class of methods project both visual and se-
mantic features into a latent intermediate space and fit a
compatibility function to distinguish samples from differ-
ent classes [20, 2, 15, 34, 25]. For example, recently, Sung
et al. [25] employ the relation network [21] as the compati-
bility function and learn this compatibility function as well
as two separate mapping functions in an end-to-end man-
ner. A common problem for this line of works is that they
focus more on distinguishing the training samples but ig-
noring limiting the intra-class variance within each class,
which can hinder the generalization capacity in ZSL.
Inductive & transductive ZSL According to whether the
testing data is used for training or not, existing ZSL meth-
ods can be grouped into two categories. 1) Inductive ZSL
methods [7, 4, 33, 12, 32, 3, 25]. They only utilize the la-
beled training samples for model training. 2) Transductive
ZSL methods [11, 24]. They also introduce unlabeled test-
ing samples into model training to handle the model bias
problem [5] in ZSL. For example, on top of the seen classes,
Song et al. [24] learn another super-category to represent
all the unseen classes. By encouraging the samples from
unseen classes to be classified into this super-category, they
can alleviate the model bias problem. But their method is
based on a strong assumption, that is they need to pre-know
a testing sample is from a seen or unseen class. This super-
vision information, however, cannot be obtained in practical
generalized ZSL setting, where the testing data is the com-
bination of samples from both seen and unseen classes, as
shown in Table 2. Our method exploits the testing samples
for model training by automatically generating the pseudo
labels to them, which requires no extra supervision informa-
tion. In this sense, our method is more practical and more
appropriate to cope with generalized ZSL setting.
3
Latent embedding space
tiger leopard
Semantic description Semantic description
CNN MLP
MLP MLP
MLP CNN
leopardtiger
Figure 2. The architecture of the proposed two-branch deep embedding model.
3. Methodology
Provided that a training set with N samples is given as
Dtr = {(xi, ysi ), i = 1, ..., N}, where xi denotes the i-
th visual sample (e.g., image) with class label ysi ∈ Ytr
and Ytr is the label set of all seen classes. In the testing
phase, ZSL aims at predicting the label ytj ∈ Yts for a new
sample xj . Yts denotes the label set of all unseen classes
and Ytr ∩ Yts = ∅. Each class of ysi or ytj is associated
with a semantic description (e.g., attribute vector) zsi or z
t
j .
For the generalized ZSL setting [30], the only difference is
that the test sample xj may come from either unseen classes
or seen classes, i.e., ytj ∈ Ytr ∪ Yts.
3.1. Proposed deep embedding model
In this study, we attempt to learn an effective interme-
diate embedding space which shows both intra-class com-
pactness and inter-class separability. To this end, we design
a two-branch deep embedding model to simultaneously em-
bed the visual and semantic representations. As illustrated
in Figure 2, the network is composed of two branches: a vi-
sual embedding branch and a semantic embedding branch.
For the visual embedding branch, an image is firstly fed into
a pre-trained deep convolutional network to obtain its visual
representation xi1. Then, a multilayer perceptron (MLP)
θv(xi) is learned to embed the visual representation into a
latent space. Parallelly, for the semantic embedding branch,
another MLP ψθs(z
s
i ) is applied on the semantic descrip-
tion zsi to map the semantic description into the same latent
space. On top of the intermediate latent space, we define
a novel loss function which is composed of two terms: a
regression term and a classification term. While the regres-
sion term minimizes the distance between the embedding
of a visual sample and its class-level semantic embedding,
the classification term distinguishes the embeddings cross-
ing categories by learning an auxiliary classifier. Mathemat-
1We employ the same notation xi to denote both the image and its
visual representation to avoid the abuse of notations.
ically, this process can be formulated as,
min
θv,θs,W
N∑
i=1
‖φθv (xi)− ψθs(zsi )‖22 + λL(WTφθv (xi), ysi )
+η
(‖θv‖22 + ‖θs‖22 + ‖W‖22) ,
(1)
where θv and θs are the parameters involved in the MLPs,
W denotes the linear classifier to be learned, and L(·, ·) is
a classification loss, which is chosen to be CrossEntropy in
this paper. Also, to prevent overfitting, we constrain the `2
norm of all parameters, which are weighted by η. Given the
learned parameter θv and θs, the label for a testing sample
xtj can be predicted as,
yˆtj = min
y∈Yts
‖φθv (xtj)− ψθs(z)‖22 (2)
where z denotes the semantic description associated with
the label y. For the generalized ZSL setting, we only need
to modify the solution space of label as y ∈ Ytr ∪ Yts.
Note that two-branch embedding structure has been em-
ployed in some previous works [15, 2] to learn an inter-
mediate latent embedding space. These methods tend to
model the latent embedding space implicitly via learning
a compatibility function between visual samples and their
associated class-level semantic descriptions to distinguish
samples from different classes. In this study, we embrace
an explicit way to learn such an intermediate embedding
space. On one hand, we explicitly project the samples from
two modalities (i.e., semantic and visual modalities) into a
joint space and minimize their distances thereon to increase
the intra-class compactness, viz., reducing the intra-class
variance. On the other hand, an auxiliary linear classifier is
learned to force the samples from different classes to be well
separated on the embedding space, viz., increasing the inter-
class separability. The classifier can also prevent a trivial
solution that may be caused by minimizing the distances
crossing modalities 2. Both of theses two aspects turn out to
be important in maintaining the generalization capacity in
ZSL.
2By minimizing the Euclidean distance, both modalities tend to be
mapped to 0.
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3.2. Optimization
Considering that θv is coupled with θs in Eq. (1), we
adopt the alternative minimizing scheme [31] to reduce the
optimization problem in Eq. (1) into two subproblems and
then optimize each of them alternatively until convergence.
In this study, we term these two subproblems, the visual
embedding problem and the semantic embedding problem.
Visual embedding problem. Given θ(t)s in the t-th it-
eration, we can estimate θ(t+1)v and W(t+1) by solving the
following problem
min
θv,W
N∑
i=1
‖φθv (xi)− ψθ(t)s (z
s
i )‖22 + λL(WTφθv (xi), ysi )
+η
(‖θv‖22 + ‖W‖22) .
(3)
Semantic embedding problem. Given θ(t+1)v , the sub-
problem for estimating θ(t+1)s can be formulated as
min
θs
N∑
i=1
‖φ
θ
(t+1)
v
(xi)− ψθs(zsi )‖22 + η‖θs‖22, (4)
Since both subproblems above are differential, we adopt
back-propagation algorithm [9] to solve them. The training
pipeline of our model is summarized into Algorithm 1.
Algorithm 1: Learning embedding space
Input: Training set Dtr, class-level semantic
descriptions, scalar λ and η;
Loop: for t = 1, 2, ..., T do
(a) Solve visual embedding problem as Eq. (3);
(b) Solve semantic embedding problem as Eq. (4);
End for
Output: Model parameters θv and θs.
4. Pseudo labeling strategy
In most ZSL methods, only training samples from seen
classes are utilized to learn the embedding space. Thus,
the learned embedding space can produce bias towards seen
classes [5]. To better cope the bias problem, we present a
pseudo labeling strategy to extend our method to the trans-
ductive setting [11, 24] where unlabeled testing samples
also can be exploited for model training.
Specifically, given a set of testing samples (which may
come from both seen and unseen classes in generalized ZSL
setting), we first predict their pseudo labels with the learned
embedding space as Eq. (2). Then, according to the gener-
ated pseudo labels as well as the visual-semantic gap (i.e.,
‖φθv (xtj)−ψθs(z)‖22), we select the top-M high-confidence
testing samples that are predicted to belong to an unseen
Algorithm 2: Learning embedding space with pseudo
labeling strategy
Input: Training set Dtr, class-level semantic
descriptions, testing images {xtj}, scalar λ, η,
M =M0;
Loop: for r = 1, 2, ..., R do
1. Learning embedding space as Algorithm 1;
2. Training dataset augmentation:
(a) Predict {yˆtj} for {xtj} as Eq. (2);
(b) Select the top-M high-confidence samples from
each unseen class;
(c) Augment Dtr with selected samples;
(d) Update M =M0 ∗ (r + 1);
End for
Output: Model parameters θv and θs.
class and incorporate them as well as their predicted pseudo
labels into the training set Dtr. With the augmented Dtr,
the optimization objective becomes,
min
θv,θs,W
N∑
i=1
‖φθv (xi)− ψθs(zsi )‖22 + λL(WTφθv (xi), ysi )
+
CM∑
i=1
‖φθv (x˜i)− ψθs(z˜si )‖22 + λL(WTφθv (x˜i), y˜si )
+η
(‖θv‖22 + ‖θs‖22 + ‖W‖22) ,
(5)
where C denotes the number of unseen classes and x˜i is
the i-th selected sample. y˜si and z˜
s
i are the corresponding
pseudo label and the class-level semantic description.
In Eq. (5), the regression loss, i.e., ‖φθv (x˜i)−ψθs(z˜si )‖22,
forces each testing visual sample x˜i from a predicted un-
seen class to coincide with its semantic description z˜si . The
classification loss, i.e., L(WTφθv (x˜i), y˜si ), forces the sepa-
rability between any two classes, including seen and unseen
classes, in the augmented training data. Thus, the proposed
strategy above is able to well alleviate the bias problem, and
consequently lead to better ZSL performance. Resorting
to a coarse-to-fine strategy, we repeat this pseudo-labelling
process to incorporate increasing number of testing sam-
ples into training and progressively calibrate the embedding
space. To minimize the risk of introducing incorrectly la-
beled testing samples, we set M to be a small value at be-
ginning and then gradually increase M to select more sam-
ples. The pipeline of this strategy is summarized in Algo-
rithm 2. Note that although the proposed strategy utilizes
the testing samples in the training process, it requires no
other extra supervision. For example, we do not need to
know whether a testing sample is from a seen or unseen
class in advance [24].
In Figure 1 (c)(f), we visualize the embedding space
5
Function Implementation
φθv Fully Connected (FC) layer + Rectified Linear Unit (ReLU)
ψθs FC
3 + ReLu + FC + ReLu
Table 3. Implementation of two non-linear mapping functions.
learned by our method with the pseudo labeling strategy in
Eq. (5) with 9 rounds of calibration. It can be seen that
the embeddings of visual samples from unseen classes stay
close to their associated class-level semantic embeddings
and far away from other semantic embeddings, especially
those of seen classes.
5. Experiment
Datasets We evaluate the proposed method on five stan-
dard ZSL datasets. AwA1 [13] contains 30, 745 images of
50 classes of animals where 40 classes are seen for train-
ing while the remaining 10 classes are unseen during train-
ing. Each class is associated with a 85-dimension con-
tinuous attribute vector. AwA2 [30] consists of 37, 322
images of the same 50 classes but with images not over-
lapped with AwA1. CUB (Caltech-UCSD Birds-200-
2011) [28] contains 11, 788 images of 200 fine-grained
bird species. A standard split divides these bird species
into 150 seen classes and 50 unseen classes. For each
class, a 312-dimension continuous attribute vector is pro-
vided. SUN [18] consists of 14, 340 images to describe 717
scene categories where 645 classes are selected for train-
ing and the remaining 72 classes are used for testing. A
102-dimension continuous attribute vector is provided for
each class as semantic description. aPY [6] is a small-scale
dataset with 64 attributes. It contains 32 classes, where 20
Pascal classes are used for training and 12 Yahoo classes are
used for testing.
ZSL settings In this study, we conduct experiments un-
der both conventional ZSL setting [24] and generalized ZSL
setting [25]. In the conventional ZSL, testing samples are
restricted to unseen classes, while in the generalized ZSL,
they may come from either seen classes or unseen classes,
as shown in Table 2.
Implementation details For fair comparison, following
[30], we adopt 2048-dimensional ResNet101 [9] feature as
image representation in our method (e.g., as well as all com-
paring methods in this study). We utilize two MLPs φθv ,
ψθs to embed both the visual features and semantic descrip-
tions into a 1024-dimensional space. The details of these
two MLPs can be found in Table 3. The scalar λ and η
are determined by cross validation on each benchmark. We
train our network with Adam [10] optimizer with learning
rate 1e−4. In Algorithm 1 and Algorithm 2, the maximal
3Since the dimension of input semantic vector differs in five ZSL
datasets, we set the output dimension of the first FC in ψθs as
(dimension of the input semantic vector + 1024)/2.
Method AwA1 AwA2 CUB SUN aPY
DAP [13] 44.1 46.1 40.0 39.9 33.8
IAP [13] 35.9 35.9 24.0 19.4 36.6
CMT [23] 39.5 37.9 34.6 39.9 28.0
DEVISE [7] 54.2 59.7 52.0 56.5 39.8
PSR [3] - 63.8 56.0 61.4 38.4
DEM [32] 68.4 67.1 51.7 40.3 35.0
CONSE [17] 45.6 44.5 34.3 38.8 26.9
SSE [33] 60.1 61.0 43.9 51.5 34.0
LATEM [29] 55.1 55.8 49.3 55.3 35.2
ALE [1] 59.9 62.5 54.9 58.1 39.7
SJE [2] 65.6 61.9 53.9 53.7 32.9
ESZSL [20] 58.2 58.6 53.9 54.5 38.3
SYNC [4] 54.0 46.6 55.6 56.3 23.9
SAE [12] 53.0 54.1 33.3 40.3 8.3
GFZSL [26] 68.3 63.8 49.3 60.6 38.4
RN [25] 68.2 64.2 55.6 - -
Ours 70.1 66.5 57.1 62.4 20.4
Ours ex 85.3 77.5 67.8 61.6 31.3
Table 4. Recognition accuracy on five benchmarks under the con-
ventional ZSL setting. The best results are in blod, and the second
best results are in blue. The competing approaches are grouped
into three categories according to the type of their embedding
spaces (from top to bottom: semantic space, visual space and the
latent intermediate space).
iteration of the loop is set as T = 50 and R = 10. In Al-
gorithm 2, the initial number of selected samples is set as
M0 = 40. For simplicity, in the following experiments we
denote our method in Eq. (1) as ’Ours’, while its trans-
ductive extension in Eq. (5) is denoted as ’Ours ex’. Our
implementation is based on Pytorch.
Comparing methods We compare our method to 17 ex-
isting ZSL methods. Among them, DAP [13], IAP [13],
CMT [23] and DEVISE [7] are semantic embedding space
based methods. PSR [3] and DEM [32] are visual embed-
ding space based methods. The rest, e.g., CONSE [17],
SSE [33], LATEM [29], ALE [1], SJE [2], ESZSL [20],
SYNC [4], SAE [12], GFZSL [26], RN [25] and QFSL [24],
are the latent intermediate embedding space based meth-
ods. Note that all these comparing methods utilize the same
visual features, e.g., 2048-dimensional ResNet101 [9] fea-
tures, as our method for image representation.
5.1. Comparison in conventional ZSL
In this part, we evaluate our method in conventional ZSL
setting. Our method, as well as other comparing methods,
follow the same evaluation setting in [30]. Table 4 shows
the comparing results. It can be seen that out method ob-
viously outperforms competitors which directly fix either
6
AwA1 AwA2 CUB SUN aPY
Method ts tr H ts tr H ts tr H ts tr H ts tr H
DAP [13] 0.0 88.7 0.0 0.0 84.7 0.0 1.7 67.9 3.3 4.2 25.1 7.2 4.8 78.3 9.0
IAP [13] 2.1 78.2 4.1 0.9 87.6 1.8 0.2 72.8 0.4 1.0 37.8 1.8 5.7 65.6 10.4
CMT [23] 8.4 86.9 15.3 8.7 89.0 15.9 4.7 60.1 8.7 8.7 28.0 13.3 10.9 74.2 19.0
DEVISE [7] 13.4 68.7 22.4 17.1 74.7 27.8 23.8 53.0 32.8 16.9 27.4 20.9 4.9 76.9 9.2
PSR [3] - - - 20.7 73.8 32.3 24.6 54.3 33.9 20.8 37.2 26.7 13.5 51.4 21.4
DEM [32] 32.8 84.7 47.3 30.5 86.4 45.1 19.6 57.9 29.2 20.5 34.3 25.6 11.1 75.1 19.4
CONSE [17] 0.4 88.6 0.8 0.5 90.6 1.0 1.6 72.2 3.1 6.8 39.9 11.6 0.0 91.2 0.0
SSE [33] 7.0 80.5 12.9 8.1 82.5 14.8 8.5 46.9 14.4 2.1 36.4 4.0 0.2 78.9 0.4
LATEM [29] 7.3 71.7 13.3 11.5 77.3 20.0 15.2 57.3 24.0 14.7 28.8 19.5 0.1 73.0 0.2
ALE [1] 16.8 76.1 27.5 14.0 81.8 23.9 23.7 62.8 34.4 21.8 33.1 26.3 4.6 73.7 8.7
SJE [2] 11.3 74.6 19.6 8.0 73.9 14.4 23.5 59.2 33.6 14.7 30.5 19.8 3.7 55.7 6.9
ESZSL [20] 6.6 75.6 12.1 5.9 77.8 11.0 12.6 63.8 21.0 11.0 27.9 15.8 2.4 70.1 4.6
SYNC [4] 8.9 87.3 16.2 10.0 90.5 18.0 11.5 70.9 19.8 7.9 43.3 13.4 7.4 66.3 13.3
SAE [12] 1.8 77.1 3.5 1.1 82.2 2.2 7.8 54.0 13.6 8.8 18.0 11.8 0.4 80.9 0.9
GFZSL [26] 1.8 80.3 3.5 2.5 80.1 4.8 0.0 45.7 0.0 0.0 39.6 0.0 0.0 83.3 0.0
RN [25] 31.4 91.3 46.7 30.0 93.4 45.3 38.1 61.4 47.0 - - - - - -
QFSL* [24] - - - 66.2 93.1 77.4 74.9 71.5 73.2 31.2 51.3 38.8 - - -
Ours 36.9 90.6 52.4 35.2 93.0 51.1 21.0 66.0 31.9 22.1 35.6 27.3 7.8 75.3 14.1
Ours ex 71.4 90.1 79.7 68.4 93.2 78.9 54.0 62.9 58.1 47.2 38.5 42.4 29.8 79.4 43.3
Table 5. Recognition accuracy on five benchmarks under the generalized ZSL setting. ts denotes the recognition accuracy on unseen
classes, and tr denotes the recognition accuracy on seen classes. H denotes the harmonic mean [30]. The best results are in blod, and
the second best results are in blue. (QFSL*: using test samples with extra supervision for model training and the Resnet101 backbone is
fine-tuned.)
the semantic space or the visual space as the embedding
space. For example, our method outperforms DEVISE [7]
by 15.9% on AwA1 dataset. In the comparison with two
recent state-of-the-arts, PSR [3] and DEM [32], our method
surpasses PSR [3] by 2.7% on AwA2 dataset, and even out-
performs DEM [32] by 22.1% on the SUN dataset. This is
because the unidirectional embedding schemes fail to model
the separability between different classes, as shown in Fig-
ure 1 (a)(d), while we can learn a latent intermediate em-
bedding space and explicitly maximize the inter-class sep-
arability as Eq. (1). Although many competitors also pro-
pose to learn an intermediate embedding space, our method
still observes improvement, since most of them ignore the
intra-class compactness and exhibit large intra-class vari-
ance, which hinders their generalization capacity in ZSL.
For example, our method surpasses CONSE [17] by 24.5%
on the AwA1 dataset. Even comparing with the state-of-
the-art RN [25], our method still outperforms it constantly
with a clear margin.
In addition, we can find that our method with the pseudo
labeling strategy can further improve the performance obvi-
ously. In particular, on the CUB dataset, Ours ex outper-
forms the most competitive method, i.e., PSR [3], by 11.8%,
while on the AwA1 dataset, the improvement over the most
competitive method, i.e., DEM [32], is even up to 16.9%.
Since most competitors only utilize the supervision infor-
mation from training data of seen classes for model train-
ing, the learned embedding space often produces bias to-
wards seen classes. In contrast, the proposed pseudo la-
beling strategy incorporates unlabeled testing samples into
model training, which can progressively balance the embed-
ding space between seen and unseen classes, thus being able
to better distinguish visual samples from unseen classes.
5.2. Comparison in generalized ZSL
In this part, we evaluate our method in generalized ZSL
setting. Our method, as well as other comparing meth-
ods, follow the same evaluation setting in [30]. The results
are shown in Table 5. In this setting, unseen testing sam-
ples may come form both seen and unseen classes, which
makes the ZSL problem more challenging. Limited by ig-
noring the intra-class compactness or the inter-class separa-
bility in constructing the embedding space, most competi-
tors fail to generalize well to unseen classes. For example,
on AwA1 dataset, DAP [13], SSE [33] and SAE [12] etc.,
obtain recognition accuracy on unseen classes below 10%.
In contrast, our method generalizes better to unseen classes
in most cases. For example, compared with recent state-
of-the-arts, DEM [32] and RN [25], Ours improves the
recognition accuracy on unseen classes by 4.7% and 5.2%
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Figure 3. Recognition accuracy of Ours ex and prediction accu-
racy of selected unseen class samples versus round (e.g., R) of
model calibration in Algorithm 2 on AwA1 dataset. ’zsl’ denotes
the accuracy under conventional ZSL setting. ’ts’, ’tr’ and ’H’ de-
notes measures (e.g., accuracy on unseen classes, accuracy on seen
classes and the harmonic mean) under generalized ZSL setting.
on AwA2 dataset.
As mentioned above, most of the competitors suffer
more from the bias problem in this setting, but our method
with pseudo labelling strategy (i.e., Ours ex) shows bet-
ter performance in most cases and surpasses its counterpart
without utilizing testing data (i.e., Ours) with an obvious
margin. For example, compared with other competitors on
AwA1 dataset, Ours ex improves the recognition accu-
racy on unseen classes by 39.6% and above. QFSL [24]
is another work that utilizes testing samples in the training
process, thus under transductive setting as well. It obtains
satisfactory performance. But their results are not directly
comparable to ours. First, they use extra supervision infor-
mation that they know a testing sample is from a seen or un-
seen class in advance. But we are blind to this information.
Second, they fine-tune the ResNet101 backbone, which is
frozen in our network training.
5.3. Further discussion
In this subsection, we will conduct the ablation study
for the proposed pseudo labeling strategy and the sensitivity
analysis of parameter λ.
Ablation study for pseudo labeling strategy To clar-
ify this point, we plot the recognition accuracy curves of
Ours ex on AwA1 dataset under both conventional and
generalized ZSL settings versus the round R of model cal-
ibration in Figure 3 (a). It can be seen that with the incre-
ment of rounds, the recognition accuracy on unseen classes
is gradually improved and ultimately converges. The rea-
son is intuitive. At the beginning, to avoid introducing too
many incorrectly labeled testing samples to mislead the cal-
ibration, we only select very limited testing samples from
predicted unseen classes which fail to represent the com-
prehensive distribution of unseen classes. The learned em-
bedding space thus can be further improved. With more
rounds of calibration, more and more correctly labeled test-
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Figure 4. Recognition accuracy of our methods on AwA1 dataset
with different λ under both conventional and generalized ZSL set-
tings. ’zsl’, ’ts’, ’tr’ and ’H’ are the same as that in Figure 3.
ing samples from unseen classes are introduced and the
capacity of the embedding space in distinguishing unseen
classes is gradually enhanced. It will ultimately converge
when no new information is introduced. In contrast, the
recognition accuracy on seen classes stays stable. This is
because no testing samples are introduced from seen class.
We also tried to select testing samples from seen classes
for calibration. However, no obvious improvement on seen
classes is observed, since extensive training samples from
seen classes already contain sufficient information for dis-
criminating seen classes, e.g., the recognition accuracy of
Ours on seen classes is up to 90.6% on AwA1 dataset in
Table 5.
The success of pseudo labeling strategy depends on the
premise that most of the selected testing samples are labeled
correctly. To clarify this point, we show the prediction ac-
curacy of selected samples from unseen class in each round
of model calibration under generalized ZSL setting in Fig-
ure 3(b). We find that the prediction accuracy in the first
round is over 70%. With the increase of round, the predic-
tion accuracy can be further slightly increased.
Sensitivity analysis of λ To demonstrate the effect of λ to
the performance of the proposed method, we evaluate Ours
and Ours ex with different λs on the AwA1 dataset under
both conventional and generalized ZSL settings. The re-
sults are summarized into Figure 4. It can be seen that our
methods perform stably within a wide range of λ, especially
Ours. When λ = 0, the resultant embedding model col-
lapses obviously. This is owing to that we separately map
the visual samples and the semantic descriptions into a la-
tent embedding space. When λ = 0, trivial solutions will
be reached, e.g., visual samples and semantic descriptions
from different classes are mapped into the same point or ze-
ros. Therefore, regularizing the inter-class separability with
a non-zero λ is crucial for the proposed method.
6. Conclusion
In this study, we conducted an in-depth study on the con-
struction of embedding space for ZSL and posited that an
8
ideal embedding space should satisfy two criteria: intra-
class compactness and inter-class separability. Towards this
goal, we presented a simple but effective two-branch net-
work to simultaneously map semantic descriptions and vi-
sual samples into a joint space, on which visual embeddings
are forced to regress to their class-level semantic embed-
dings and the embeddings crossing classes are required to
be distinguishable by a trainable classifier. In addition, we
developed a pseudo labeling strategy to extend our method
to the transductive setting to handle the model bias problem
in ZSL. Experimental results demonstrated the effectiveness
of the proposed method as well as its transductive extension.
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