Abstract-We introduce a new method for analyzing and constructing combined modulation and error-correcting codes (ECCs), in particular codes that utilize some form of reverse concatenation and whose ECC decoding scheme requires easy access to soft information. We expand the work of Immink and Wijngaarden and also of Campello, Marcus, New, and Wilson, in which certain bit positions in the modulation code are deliberately left unconstrained for the ECC parity bits, in the sense that such positions can take on either bit value without violating the constraint. Our method of analysis involves creating a single graph that incorporates information on these unconstrained positions directly into the constraint graph without any assumptions of periodicity or sets of unconstrained positions, and is thus completely general. We establish several properties of the tradeoff function that relates the density of unconstrained positions to the maximum code rate. In particular, the tradeoff function is shown to be concave and continuous. Algorithms for computing lower and upper bounds for this function are presented. We also show how to compute the maximum possible density of unconstrained positions and give explicit values for the runlength-limited (RLL (
I. INTRODUCTION

I
N recording channels, an error-correcting code (ECC) and a modulation code are often used together to improve the detection performance. An ECC improves the minimum distance, while a modulation code imposes a constraint on the recorded sequences. Some well-known binary constraints include the runlength-limited (RLL ) system, which limits the run of to be at least and at most , and the maximum transition run (MTR ) [3] , which limits the run of to be at most and the run of to be at most . When there is no restriction on the runs of , we say that and, by tradition, we denote such a constraint by MTR [12] . The ECC and the modulation code are usually concatenated so that the ECC is the outer code and the modulation code is the inner code. Since a modulation decoder is typically a hard decoder, the error-correcting decoder does not have the soft information from the channel, and hence the error-correction capability is degraded. Several schemes have been proposed to solve this limitation, such as soft decoding for modulation codes and reverse concatenation [8] , [5] . In this paper, we are interested in the scheme presented by Wijngaarden and Immink [14] , and Campello et al. [1] , in which we design a modulation code so that some prespecified positions are "unconstrained." Such a position can take on any symbol without violating the constraints of the modulation code. Thus, we can employ a systematic ECC with appropriate rate and insert the parity symbols in these positions. At the receiver, the ECC is first decoded with no loss of soft information, and the modulation code is subsequently decoded with minimal error propagation.
Example 1 ([14] , [1] ): Consider a block code for MTR with two codewords:
. It is clear that if the third or fifth bit of either codeword is flipped, the constraint is still satisfied. Hence, we can map a user bit to and then encode these words by a systematic rate-ECC to obtain an overall rate of , see Fig. 1 . We say that the period is and the insertion rate is . Moreover, by letting be the bit positions, the unconstrained set is defined to be the set of bit positions that can be flipped, which is .
The ECC design is beyond the scope of this paper. We will focus on computing the maximum overall code rate for a given constraint and insertion rate. We view the overall code rate as a function of insertion rate and call it the insertion rate-code rate tradeoff function for the constraint. For brevity, we will refer to it as the tradeoff function for the rest of this paper. Given a constraint, a period, and an unconstrained set, Campello et al. [1] introduced a graph presentation that can be used to compute the maximum rate. However, this approach is somewhat inefficient: we need to consider all unconstrained sets and the period may need to be large. Thus, we would need a presentation that does not depend on the unconstrained set and period; such a presentation is given in Section III.
The paper is organized as follows. In Section II, we give a short background in constrained coding. Following this, we lay out a new framework for understanding constrained systems with unconstrained positions in Section III. In Section IV, we state the general definitions of tradeoff functions for code rate and the maximum insertion rate. In Section V, we show that the maximum insertion rate is rational and equals the maximum cycle mean of the presentation constructed in Section III. In Section VI, we examine different properties of the code rate versus insertion rate tradeoff function in detail. In Section VII, we com- pare different tradeoff functions. Some lower and approximate upper bounds for the tradeoff function are presented in Section VIII. In Section IX, we consider further properties of the tradeoff functions for specific maximum transition run (MTR) and run-length-limited (RLL) constraints. Finally, in Section X, we summarize the main definitions and results of this paper.
II. DEFINITIONS AND BACKGROUND
In this section, we briefly summarize some background on constrained systems, graph presentations, and follower sets of constrained systems. For a more thorough treatment, the reader may consult [11] .
A labeled graph consists of • a finite set of states ; • a finite set of edges , where each edge has an initial state and a terminal state , both in ; • an edge labeling , where is a finite alphabet. For convenience, we sometimes use to denote an edge or transition from state to state with label .
A path of length in a graph is a finite sequence of edges such that for . The state sequence of a path is the sequence . A cycle in is a path where . A cycle of length one is a loop. A simple cycle is a cycle in which the state sequence consists of distinct states except the initial and terminal states.
Two labeled graphs can be viewed as the same if there is a labeled graph isomorphism from one to the other, i.e., a bijection from states to states and a bijection from edges to edges which preserve initial states, terminal states and labels.
For a graph , the adjacency matrix is the matrix whose entries are indexed by the states of and is the number of edges from to in . Formally, a constrained system or constraint is the set of finite sequences obtained by reading the edge labels of a path in a labeled graph . Such a graph is called a presentation of the constraint. An element in is called a word or codeword. We will use to denote the empty word. A homing word for a state in a labeled graph is a word such that all paths in that generate terminate at . We use to denote the concatenation of two words and ;
denotes the concatenation of copies of ; denotes the length of ; and denotes the th symbol in . The capacity of a constrained system , denoted by , is defined to be where is the number of words of length in . Let be a deterministic presentation of . The capacity can be computed by , where denotes the spectral radius of , which is defined as the maximum of the absolute values of the eigenvalues of .
Let be a graph and a state of . The follower set of in , denoted by , is defined to be the set of all finite words that can be generated from in . A labeled graph is reduced if for any two distinct states and in , . For an irreducible constraint, there is a unique minimal (in terms of the number of states) deterministic presentation, called the Shannon cover. It is the unique presentation that is irreducible, deterministic, and reduced. Every state of the Shannon cover has a homing word.
We can also define the follower set of a finite word in as follows:
We allow to be the empty word , in which case the follower set is all of . Note that if does not occur in , then is empty. If is a presentation of , , where the union is over the terminal states of all paths with label . Since a constrained system is presented by a finite-state graph, it has finitely many follower sets.
The follower sets can be used to construct a special presentation , called the follower set graph, of a constrained system . The states of are follower sets of all words in and the transitions are given by where and . Note in particular that the follower set graph is deterministic. Note also that whenever a word is the label of a path in the follower set graph ending at state , then . The Shannon cover, defined earlier, turns out to be the subgraph of the follower set graph, determined by follower sets of homing words.
III. PRESENTATIONS WITH THE UNCONSTRAINED SYMBOL
One of the main contributions of this paper is introducing a constrained system and a graph with unconstrained symbol, which we denote by . This symbol represents the unconstrained position and can be thought of as a wildcard symbol, which is allowed to take on any symbol in the alphabet of the constraint. From now on, we will only consider binary constraints, whose alphabet is . Most results can be easily extended to nonbinary constraints.
We use and to denote the alphabets and , respectively. For an alphabet , we define to be the set of all finite words over . For a given word , we define the set of all fillings of as if or and if
For example, if then
For convenience, we extend the domain of to include rightinfinite words. In particular, if is a right-infinite word, is given by if or and if
Let be a binary constrained system. Define
This set is a collection of words such that if we replace each occurrence of in independently by or , we obtain a word Fig. 2 . The Shannon cover G andĜ for the constraint that forbids 00 and 11. Fig. 3 . The Shannon cover G andĜ for the RLL (0; 1). Fig. 4 . The Shannon cover G andĜ for the RLL (1; 3).
in . We will construct a graph from and show that is the constrained system presented by . We define the graph from as follows.
• States: All intersections of the follower sets of words in .
• 
Let be the set of terminal states of the paths from with label . Since is deterministic, . From (2), , which contradicts c); this proves the claim. 
IV. TRADEOFF FUNCTIONS
Let be an integer, and . Let be a constrained system. Define to be the number of words such that • , • if and only if . Hence, the set represents the positions of in ; we say that satisfies . For , define to be the set of all sequences such that and . We define the overall optimum code rate for at insertion rate to be
We call this overall rate the insertion rate-code rate tradeoff function for , or tradeoff function for short. Thus, the tradeoff function is the frontier of all achievable rate regions for this scheme using unconstrained positions. Note that by taking each to be empty and can be ngative. With this notation, we define the maximum insertion rate to be We remark that the in the definition of can in fact be taken over (see the second half of proof of Theorem 18). The following proposition states that the supremum in the definition of the tradeoff function is achieved by some sequence . Hence achieves the supremum in definition of .
The following example shows why we use in the definition of , namely, the limit may not exist for some choice of . The matrix is the part of the adjacency matrix of that corresponds to edges with label and , while the matrix is the part of that corresponds to edges with label (see Fig. 3 The following two examples show that need not be zero.
Example 14:
The Shannon cover and of the -charge constraint is shown in Fig. 5 . The capacity for this constraint is , and so . However, there is no word in that has more than two . Therefore, when .
Example 15: Let be the graph in Fig. 6 without the dashed edges and let . The constraint is primitive since is irreducible and aperiodic. The graph has memory and hence is finite-type. The irreducible component of that contains is obtained by adding the dashed edges. It can be shown that and . This example shows that need not be zero.
In the spirit of Campello et al. [1] , which examined constructions with periodic insertions of , we can also define the notion of periodicity here. A set is said to be periodic if there exists a period and such that if and only if for some . A sequence is periodic if • for all , i.e., the sequence is increasing, • is a periodic set. In this case, the sequence of is determined by . Hence also converges to the same limit as its subsequence .
Let denote the definition of code rate in [1] . We repeat in our notation for clarity of presentation as follows:
It can be shown from the definitions of and and Proposition 16 that . We will show in Section VII that on the rationals , and for finite-type constraints . To prove further results, we need to consider the tradeoff function in a more general setting. We define the tradeoff function for any labeled graph with alphabet by simply letting in (3) to be the number of words such that and if and only if . The tradeoff function for is denoted by . Similarly, we define . In this setting, the tradeoff function is equal to . Similar extensions can be applied to and .
V. COMPUTING MAXIMUM INSERTION RATES
Let be a path in . Define to be the ratio of the number of in the label of to its length. We define A cycle that achieves is called a max-insertion-rate cycle. Proposition 17 implies that exists and we only need to consider simple max-insertion-rate cycles. Also, note that corresponds to the maximum cycle mean when a weight of is assigned to the edges labeled and a weight of is assigned to the other edges. From Proposition 17 and Theorem 18, we can compute the maximum insertion rate by finding a simple max-insertion-rate cycle. This is accomplished by applying Karp's algorithm [9] to . Karp's algorithm is a polynomial time algorithm that finds the maximum cycle mean of a weighted directed graph by searching over simple cycles.
A. Periodic Insertions at the Maximum Insertion Rate
In this subsection, we will show that . This result will be used later in Section VII, where we prove that in general, and if the constraint is finite-type.
Throughout this subsection, let be the subgraph of consisting of all edges that belong to a max-insertion-rate cycle.
Lemma 19: A cycle in is contained in if and only if it is a max-insertion-rate cycle.
Proof: Let be a max-insertion-rate cycle. Then is contained in by definition.
For the other direction, suppose that is a cycle of length in . For each edge , there is a path such that is a max-insertion-rate cycle. Note that is a cycle in , and so is . . (Two states are in the same period class if they are connected by a path whose length is a multiple of the period of the graph. This is clearly an equivalence relation.)
For any integer that is a multiple of , any path of length has initial and terminal states in the same period class. Thus, for any (6) where is the number of words of length , satisfying and generated by a path in beginning and ending in period class . Let maximize . Restricting our attention to words starting and ending in the period class , it follows from (6) that (7) where . Let be the adjacency matrix of , with the rows and columns grouped by period classes. From [10, 
B. Maximum Insertion Rates for RLL and MTR
Next we present explicit formulas for the maximum insertion rates of RLL and MTR constraints. Instead of finding a max-insertion-rate cycle in , we find a word that can be freely concatenated and has the maximum ratio of to its length. This approach is equivalent to finding a max-insertion-rate cycle by Lemma 8, as can be seen by the following argument. Suppose that can be freely concatenated. Then there is a cycle in with label for some . Thus, the ratio of in is at most the maximum insertion rate. The converse is obvious; given a max-insertion-rate cycle, the label of the cycle can freely concatenated and its density of is exactly the maximum insertion rate.
Theorem 25:
RLL
Proof: We will find a word that can be freely concatenated and has the maximum density of . We first claim that, every run of in has length . To see this, if there is a run of with length greater than , we replace this run with a run of length . The new word still satisfies the constraint and induces a higher insertion rate.
Thus, it suffices to assume that has the form where is a sequence comprising only and . If , a sequence of and of length greater than one will violate the constraint; thus, each is a single symbol of or . If , we can write as a word of length :
, where . Now, from the expression of , it is clear that the maximum insertion rate is at most . Suppose that there are at least two in . If there are symbols between two consecutive , we insert after the first and the insertion rate does not decrease (because the ratio of of the inserted word is maximum possible insertion rate). Thus, any portion of between two consecutive is , where is the largest integer such that , i.e., . Hence, can be assumed to have the form , and the insertion rate is Proof: Let be a word that can be freely concatenated. We first show that can be assumed to start with . Let be the smallest integer such that is a subword of . Then we can cyclically shift the positions of all in to the left by to obtain another word with the same ratio of . This word contains as a subword, and we can cyclically shift the positions of all and so that the word starts with .
Starting with the prefix , we will show that an optimal strategy to construct a word that has the maximum ratio of is to keep appending until the constraint is almost violated. Given a word with prefix , define Then we can append to and still be able to continue, i.e., . We will show that it is optimal to append when (14) holds. Fig. 7 shows some choices, denoted by A-R, of appending symbols to a word with state . From the discussion above, it is clear that G is better than A. Table I summarizes all choices and shows that it is optimal to add whenever (14) Corollary 27: Let be a finite-type constrained system. Then .
The following example shows that Corollary 27 may not hold for a constraint that is not finite-type.
Example 28: Let be the constrained system presented by the graph in Fig. 8 . It is easy to check that is the Shannon cover for . The subgraph of that can be reached from is given in two separate components for ease of viewing. Since has a cycle at with label , is not finite-type. The following proposition gives a continuity property of the tradeoff function. Later, we will show that is continuous on . The proof of Lemma 35 is given in the Appendix . The key idea in the proof is that every path in must follow a chain of irreducible components, but there are finitely many such chains, so there must exist one chain, , whose code rate dominates in the following sense. For a given , there exists , , for such that a) , b) , c)
. Then use the inequality to complete the proof.
The next lemma introduces an important concept that we will use to prove subsequent results. Suppose that and are irreducible components of a graph such that can be reached from . Clearly, for any and , and . The lemma states that the graph of lies above the straight line connecting and . We prove the lemma by using the concept of "time-sharing," which can be described roughly as follows. Suppose that . We concatenate the sequences in with insertion rate and the sequences in with insertion rate to obtain sequences with insertion rate . Then we show that must be at least the weighted average of and . We remark that there is a constraint whose tradeoff function is not equal to .
VII. ON THE TRADEOFF FUNCTIONS AND
In this section, we will explore some properties of the periodic tradeoff function and the tradeoff function given by [1] . Both functions were defined earlier in Section IV. We will also establish their relation to the tradeoff function . Recall from the end of Section IV that the periodic tradeoff function is equal to and similarly, is equal to . As in the previous sections, the maximum insertion rate of is given by . The code rate is bounded as follows:
Using the above lemma, we show in the following theorem that for finite-type constraints, periodic insertions can achieve for rational . This justifies the intuitive usage of periodic insertions in certain (finite-type) constrained block codes [1] , [14] . We remark that is not equal to in general because periodic time-sharing between any two components of is not achievable.
Corollary 45:
The tradeoff function for a finite-type constrained system is the uniformly continuous extension of to the domain .
The following proof for being nonincreasing on rational is similar to that of Proposition 42. The following proposition reconciles our definition of the tradeoff function with that given by [1] . . For all sufficiently large since . Thus, we can fill in boxes within and extend the length of by a small amount , using only a path with no boxes in its label. Denote the resulting set of box positions by . The sequence obtained by this procedure has insertion rate exactly , length , and satisfies . Now
This implies that for all . Thus, .
VIII. BOUNDS FOR TRADEOFF FUNCTIONS
A. General Bounds
The following proposition gives a simple, but somewhat poor, upper bound on the tradeoff function .
Proposition 48: For ,
Proof: Let and in (15).
Let be a deterministic graph. We will present bounds for the tradeoff function . First, we can use Proposition 16 to derive a greedy lower bound as follows. Let where corresponds to the edges with label and in and corresponds to the edges with label . Let be a square matrix. We recall that denotes the spectral radius of . For a given number , the following algorithm returns an insertion rate such that . We further remark that for a fixed constraint, other lower bounds for can be derived by considering specific bit-insertion schemes. This is shown in the next section for the case of MTR constraints.
B. Bit-Stuffing Lower Bounds for MTR Constraints
A lower bound for MTR constraints can be obtained by considering bit-stuffing schemes (see [1] and [6] ). The bit-stuffing scheme for the MTR constraint is given as follows. For -bitstuffing, begin with a string of length that satisfies the MTR constraint and subdivide into intervals of size ; then, in between each of these intervals, insert a string of ones. The resulting string satisfies the MTR constraint and has insertion rate with asymptotic optimal code rate (as ), of . Thus, Campello et al. [1] established that the piecewise-linear curve connecting the points
MTR is a concave lower bound for .
We remark that such a scheme can be imitated for the MTR constraint to obtain similar lower bounds, which we describe below.
Since MTR has a symmetry between and (by swapping and ), we assume without loss of generality (WLOG) that . Let . We define a -bit stuffing scheme for the MTR constraint as follows. Begin with a string that satisfies the MTR constraint. Subdivide into intervals of length . In between each of these intervals, insert a string of ones. It is easily checked that the resulting string satisfies the MTR constraint and has parity insertion rate . The set of all such strings of a fixed length can be viewed as a block code, and the asymptotic optimal code rate of such codes as is (where denotes the largest eigenvalue of the standard adjacency matrix for the MTR constraint). For MTR and parity insertion rate , let denote the code rate obtained by the weighted average of -bit stuffing and -bit stuffing, as described above. The graph of is the piecewise-linear curve that connects the points
. We remark that the value of can be found separately from Theorem 26. For , the above reduces to the piecewise-linear curve connecting the following points:
Proposition 49: The curve on is a lower bound to .
Note that the first points are achieved by -bit stuffing schemes, which induces periodic insertions. The last point is also achievable by a max-insertion-rate cycle. Any point on the line connecting two adjacent points can be achieved by time-sharing.
Example 50: The MTR has capacity and maximum insertion rate (see Theorem 26). Taking , the solid line in Fig. 10 shows the greedy lower bound of for MTR . The dotted line is the upper bound in Proposition 48. The dashed line is a lower bound from the GREEDY LOWER BOUND algorithm with the condition removed from the if statement. This dashed line is very close to the straight line between and . Taking again, the solid line in Fig. 11 shows the dynamic programming lower bound and the dotted line is the approximate upper bound. The dashed line is the analytical lower bound based on bit-stuffing schemes. By Corollary 41, the tradeoff function is concave. Thus, if and are lower bounds for , their convex combination is also a lower bound for . This technique can be used to construct a better lower bound.
Example 51: The MTR has capacity and maximum insertion rate (see Theorem 26). Taking , the solid line in Fig. 12 shows the dynamic programming lower bound and the dotted line is the approximate upper bound. The dashed line is the analytical lower bound based on bit-stuffing schemes.
IX. SOME PROPERTIES OF THE TRADEOFF FUNCTIONS FOR CERTAIN RLL AND MTR CONSTRAINTS
A. NRZ Versus NRZI Tradeoff Functions for RLL and MTR
In recording channels, binary data is often represented in two ways: the nonreturn to zero inverted (NRZI) and the nonreturn to zero (NRZ) representations. Let be a binary sequence in NRZI. The corresponding NRZ sequence is given by . Thus, given a sequence in one representation, there are two corresponding sequences in the other representation, depending on the value of . For . This is because we neglect at most one unconstrained position when constructing .
• . This follows from the fact that, given , there are at most two words, and , in such that . These words are the "flipped" version of each other. From the second property, . Hence,
B. On the RLL and MTR Tradeoff Functions
The RLL constraint (see Fig. 3 ) is equivalent to the MTR constraint, except that the labels are reversed ( , ). Thus, RLL has the same capacity as MTR , which is . From Theorem 25, the maximum insertion rate for RLL is . The tradeoff functions for MTR and MTR are given in [1, Theorem 3] . We restate the theorem specifically for RLL in a proposition below.
Proposition 53 ([1]):
Let denote the RLL constraint. Then is given by the straight line connecting the points and .
The MTR constraint is the NRZ version of the RLL constraint, so at zero insertion rate, the optimal code rate is also . The Shannon cover for MTR is given in Fig. 13 . From Theorem 26, the maximum insertion rate for MTR is . Clearly, any point on the straight line connecting the points and can be achieved by weighted bit-stuffing schemes, and the line presents a lower bound to the tradeoff function for MTR . We further show that this lower bound curve is in fact the tradeoff function itself. Fig. 13 , let denote the part of corresponding to the edges with binary labels and denote the part of corresponding to the edges with box labels, i.e., Fig. 13 . The Shannon cover G and the only nontrivial component G (ofĜ) for MTR (2; 2) . The subgraph of G with solid edges is H , which is isomorphic to G.
and By inspecting in Fig. 13 , it is clear that an unconstrained position with label is always followed by two constrained positions.This can only happen in the follower set transitions:
Given a length , a rational insertion rate , and a specification of unconstrained positions with , define the matrix representing the periodic configuration by where if and if , with the indices taken . Each entry of represents the number of fillings in satisfying , with length exactly , that begin with a restricted set of prefixes and suffixes.
The restrictions in the follower set transitions deduced above imply that any can be written in terms of and another matrix , which when evaluated has only two nonzero entries (each of value ), in the and entries. Since the nonzero entries are situated along the main diagonal, for any . It is also straightforward to verify the matrix inequality . Thus, for any and , where , , , are nonnegative integers that satisfy , we can use to upper-bound repeatedly where the last inequality uses the relation for any . The expression on the right corresponds to another periodic configuration sharing the same length but with a different set of unconstrained positions, and higher code rate (due to the eigenvalue inequality). However, the new configuration is one that uses a weighted average of the -bit stuffing and the one-in-three bit stuffing schemes, which have code rates and , respectively. This in turn implies that the tradeoff function must be a straight line connecting those two points.
The tradeoff functions for RLL and MTR are given in Fig. 14 . We remark that the tradeoff function of a constraint is not necessarily a straight line. An example is the tradeoff function of MTR , which was proven in [1] to equal the bit-stuffing lower bound.
X. SUMMARY
We summarize the main definitions and results of this paper below.
For a binary constraint , we let be the set of words over such that if we replace each occurrence of in independently by or , we obtain a word in . In Section III, a graph construction is given, and is shown to be the constrained system presented by . The graph contains all information on the permissible sets of unconstrained positions for the constraint . The graph is deterministic and reduced, but not necessarily irreducible (even if is irreducible). We show that there is a unique subgraph of that is isomorphic to the Shannon cover of . For finite-type constraints, has only one nontrivial irreducible component . For irreducible constraints, a special topological feature of exists (which we refer to as the "alias" property): Given an irreducible component of , there are irreducible components , of such that can reach and can reach ; moreover, the constrained system is contained within that of and , respectively. , and the definition of code rate that was given in [1] . Both and are defined only on the rationals . We show in Section VII that , on the rationals , and for finite-type constraints, . More generally, for a graph over , we denote its tradeoff function by , and its maximum insertion rate by . In Section V, we show that the maximum insertion rate of a constraint is rational, and can be computed directly from its presentation by finding a max-insertion-rate cycle that yields the largest ratio of box-labeled edges to cycle length. For any constraint, the maximum insertion rate can be computed numerically using Karp's algorithm on each irreducible component of (if more than one) and then taking the maximum. We also present explicit closed-form expressions for the maximum insertion rates of the RLL and MTR constraints. The maximum insertion rate corresponds to the highest redundancy (or lowest rate) ECC that is compatible with the constraint in this scheme of unconstrained positions. The fact that it is easily computable for any constraint enables it to be used as a first check for code compatibility when attempting to combine any ECC with for this scheme.
In Section VI, properties of the tradeoff function are presented. We show that is decreasing and left-continuous for any constraint. For an irreducible, finite-type constraint , its tradeoff function is shown to equal , where is the single nontrivial irreducible component in . An irreducible constraint may have more than one irreducible component in its presentation. We show that timesharing between two components , where one can be reached from the other, can be achieved by proportionate concatenation of long sequences from one component with those obtained from the other. Using timesharing and the alias property of for , we establish that is concave and hence continuous on the domain . Furthermore, can be determined from the nontrivial irreducible components that can be reached from .
However, we remark that it is still an open problem to determine the tradeoff function exactly from an irreducible component. The existence of such an algorithm would not only yield the tradeoff function exactly for any finite-type constraint, but would also yield the tradeoff function for any irreducible constraint. A practical method for the latter would be to apply the algorithm to each component of to determine each tradeoff function , and then take the smallest concave function dominating each .
APPENDIX PROOFS OF LEMMAS 31 AND 35
A. Proof of Lemma 31
For each , define as follows. Let be a set of paths of length with labels that satisfy and . There exist states and in such that the number of paths in with initial state and terminal state is at least . Since is irreducible, there is a path of length at most from to . Let be the label of this path. Let be a word of length that satisfies . Let 
Since for all , we can find a subsequence of such that the corresponding subsequence of converges. Similarly, we can find a subsequence of that converges. Moreover, since are nonnegative integers, we can find a subsequence of that is nondecreasing; if the limit of the subsequence of is strictly positive, then we can also choose a subsequence that is strictly positive and nondecreasing. It is clear that any subsequences of and still satisfy (20) and (21) 
