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Introduction
Solution approaches to NP-hard problems fall into four basic categories: meta-heuristics, combinatorial approximation algorithms, exact combinatorial algorithms, or integer programming. Since the problems are NP-hard, exact solution methods are often impractical.
On the other hand, sub-optimal solutions such as those provided by meta-heuristics and approximation algorithms require practicioners to accept costs that could be avoided with a better solution. In this paper, we use a branch decomposition technique to improve approximations to the p-median problem. This technique can be used to develop a solution from the linear relaxation of the problem, or to combine a pool of heuristic solutions into a solution of higher quality than any in the original pool. Our computational results show
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Definition 1. Integer Program Model of the PMP (PMPIP) minimize
c T x subject to:
The linear relaxation of an integer program is the linear program that arises when the integrality constraints of an IP (the constraints (5) in the PMPIP) are relaxed to allow fractional values. We wish to solve the linear relaxation of the PMP integer program (PMPIP) and exploit this solution to find low-cost feasible solutions to the PMPIP. We will call this relaxation the PMPLP. In particular, we are interested in the support graphs of the relaxations. In our case, since we posed the PMP over a complete graph, where the nodes are demand/median locations, the support graph of the PMPLP solution contains the nodes of the complete graph together with all edges whose corresponding variables take on positive value in the solution of the PMPLP. All the edges whose corresponding variables have a value of 0 in the PMPLP solution are not in the support graph.
Note that in considering the support graph of the PMPLP, we simply use the edges whose corresponding variables are positive in the PMPLP solution. We do not create any new edges by shortcutting shortest paths (shortcutting means adding a new edge between two nodes with cost equal to the cost of the minimum cost path between the two nodes).
Thus, if an edge variable is not positive in the PMPLP, then that edge is not in the PMPLP support graph, and the two ends of that edge cannot be linked in a PMP solution contained in the PMPLP support graph. Since many of the edges present in the complete graph may not be present in the PMPLP support graph, it is possible that for every potential subset of nodes, M , with |M | = p, there exists a node, v ∈ V \M , such that none of the edges directly connecting v to a node in M are present in the PMPLP support graph. That is, it is possible that no dominating set of size p exists in the PMPLP support graph. In
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In certain cases, for example when the PMP instance is too large to be solved by current linear programming software or if the linear program is too slow, it is necessary to solve the PMP using heuristics. Although these heuristic solutions may not be optimal, we expect that a combination of these solutions will contain information that will help us build a better solution than any of the individual solutions. In a similar manner to the PMPLP, we can build a support graph out of multiple heuristics by simply including any edge of the complete graph that is used in at least one of the heuristic solutions.
Whether we use the PMPLP or heuristics to create a support graph, we will use dynamic programming to mine the useful information contained in it. While Hribar and Daskin (1997) have previously developed a dynamic programming heuristic for the PMP, our method is unique because we use branch decompositions to form the dynamic programming subproblems. Branch decompositions were introduced by Robertson and Seymour (1991) , and they have proved to be an efficient means of solving NP-hard problems on certain graphs. For example, Cook and Seymour (2003) used branch decompositions in a heuristic for the traveling salesman problem, and Hicks (2004) used them to solve the graph minor containment problem.
Branch decompositions are essentially an assignment of the edges of a graph to the leaves of a binary tree. For the purposes of dynamic programming, they provide a hierarchical decomposition of a graph into subgraphs that will form the subproblems of the dynamic programming algorithm. Figure 1 gives an example of a graph together with a branch decomposition of the graph. We now give a formal definition of a branch decomposition.
Definition 2. Consider a graph, G = (V, E), and a tree, T , and denote the leaves of T by L. Suppose that each vertex of T \L has degree exactly 3, and suppose further there exists a bijection, τ : E ↔ L. Then we say that the pair (T, τ ) is a branch decomposition of
G
We will use the branch decomposition to define the subproblems in a dynamic programming scheme. Towards this end, throughout the rest of this paper we will assume that the branch decompositions are rooted. We root our branch decompositions by picking some Note. Each of the edges in the support graph (left graph) is assigned to one of the leaves of the the branch decomposition (right graph). Also, each interior vertex except the root (labeled h) has degree exactly 3.
arbitrary edge of the tree and subdividing it. The new vertex of degree 2 that results from subdividing the edge will be the root of the tree.
The ideal branch decomposition for dynamic programming would be such that the edges assigned to different branches of the branch decomposition tree would have little interaction with each other in the graph, i.e. the edges would not be incident to the same node.
The set of nodes of G that have incident edges from two different branches of a branch decomposition is called the middle set. We want to use branch decompositions with small middle sets. This idea is formalized in the concept of branchwidth.
Definition 3. Consider a graph, G, with a rooted branch decomposition, T , of G.
Given a vertex, v, of T , let S denote the graph induced by the edges corresponding to leaves descending from v. The set of nodes of G that are incident to both edges in S and edges in G\S is called the middle set of v. 
The Branch Decomposition Heuristic
Dynamic programming algorithms have two essential components: a decomposition of the problem into subproblems and a method for using smaller subproblem solutions to build solutions for larger subproblems. In this section, we describe how we use branch decompositions to build these components and incorporate them into our algorithm.
In our algorithm, we consider the directionality of the edges when we solve the smallest subproblems in the dynamic programming. Thus, rather than using branch decompositions of directed graphs we only consider the branch decompositions of the underlying undirected
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Article submitted to INFORMS Journal on Computing; manuscript no. JOC-2015-11-OA-210.R1 graphs. In theory, this distinction makes little difference because, given a directed graph, the branch decomposition of the underlying undirected graph can be extended to a branch decomposition of the directed graph by simply adding a pair of leaves representing each direction descending from the leaf representing the undirected edge. This extension does not affect the branchwidth of the decomposition.
For our heuristic, given a support graph, G, that comes from either linear programming or heuristics, and a branch decomposition of G, we start by defining the subproblems for dynamic programming. We have a subproblem for each vertex of the branch decomposition tree, and for a given tree vertex, the corresponding subproblem is a p-median problem on the subgraph induced by the leaves descending from that tree vertex. For leaf vertices of the branch decomposition tree, these subproblems are p-median problems on single edges of G. For our algorithm, we must determine how the allowed p medians will be distributed on the subgraphs. It is likely that, in an optimal solution, the medians will be spread throughout the graph, and the subgraphs will only use a fraction of the medians. However, we know of no theory that will allow us to distribute the medians to the branches of the decomposition while guaranteeing that solution quality does not suffer. Therefore, we simply allow each branch of the decomposition to use the full allotment of p medians. We ensure that no more than p medians are used in the final solution by only merging partial solutions that together have no more than p medians.
Since all p medians are allowed on each branch, there are six possible solutions to the subproblems on the leaves of the decomposition, see Figure 2 . Each end of the corresponding edge can either be a median, be linked to the other end of the edge, or it can be free.
Free nodes are necessary because, in a solution of the full problem, it is possible that a node may be linked to a median that is not part of the current subproblem, and if a node is either a median or linked to a median in a subproblem it will never be linked to a median outside of the subproblem. However, if one of the nodes incident to the edge corresponding to a leaf vertex has a degree of 1 in G, then that node will not be part of the middle set of any branch decomposition vertex and cannot be free. For such edges, there are at most the 4 possible solutions where the node with degree 1 is not free.
Once we have solutions for the leaves of the decomposition, we form solutions to the interior vertex subproblems by merging a partial solution from one of the children of the interior vertex with a partial solution from the other child of the vertex. The operation of Note. M denotes a median node, L denotes a node linked to a median, and F denotes a free node. Nodes that are not in either child subproblem are also not part of the subproblem on the new vertex. It is obvious that this process leads to conflicts if the two child subproblems disagree on the state of a node, i.e. one child has a node linked to certain median and the other child has the node linked to a different median. We call these partial solutions incompatible.
Our goal with defining compatible solutions is to reduce the number of partial solutions that we need to merge in the dynamic programming stage. Since we do not need to merge an incompatible pair of solutions, it is in our best interest to make as many pairs incompatible as is possible while still retaining an optimal solution. We say that two states of a middle set node are compatible if a partial solution with one state at the node can be merged with a partial solution that has the other (not necessarily different) state on that node without violating some property of integral p-median solutions. We say that two partial solutions are compatible if each of the nodes in the intersection of their middle sets have compatible states. The compatibilities of the three states for middle set nodes are given in Table 1 .
Most of the definitions in Table 1 JOC-2015-11-OA-210.R1 which is unnecessary because a median node is considered to satisfy its own demand.
Median nodes are also defined to be incompatible with free nodes. We chose to make these states incompatible to reduce the number of compatible solutions. This definition is safe because if a middle set node is a median in one partial solution (L) and free in the other (R), then it will be a median in the merged solution. Thus, we get the same merged solution as we would have by merging L with the partial solution (P) obtained by changing the node to a median in R. P must be one of the partial solutions of the R child branch because if L and R could be merged without exceeding p medians, then there are no more than p medians in P. Thus, P must be in the list of partial solutions for the R child branch. It follows that we are not discarding any possible solutions by declaring the median state to be incompatible with the free state.
We saw that the linked state was incompatible with the median state. The linked state is also incompatible with the linked state. If a middle set node is linked to a node that is not in the middle set in one partial solutions, then in the merged solution, it will be linked to two different nodes, which is unnecessary because linking to one median is all that is needed to satisfy a node's demand. If the node is linked to the same middle set node in both partial solutions, then we could have just used one partial solution where the node was free. Thus, the linked state is incompatible with the linked state. However, the linked state is compatible with the free state, because in that case the node is linked to a single median in the merged solution.
The only pair left to determine is the compatibility of the free state with the free state.
If the node is not just in the middle set of the child branches but is also in the middle set of our current branch decomposition vertex, then we must have that the free state is compatible with the free state. However, nodes cannot be free in the final solution. So, if the node is in the middle set of the child vertices but not in the middle set of our current branch decomposition vertex, then the free state is not compatible with the free state.
Now that we have a rule for determining compatibility, we build partial solutions for a branch decomposition vertex by merging compatible partial solution pairs from its two children. However, when building solutions in this manner, it is possible that two partial solutions, A and B, will have the same number of medians and the same middle set configuration, but different configurations on the nodes that are not in the middle set. A and B will both be compatible with the exact same set of solutions from the other branch
Fast and Hicks: A Branch Decomposition Algorithm for the p-Median Problem
Article submitted to INFORMS Journal on Computing; manuscript no. JOC-2015-11-OA-210.R1 9 decomposition vertices. However, if A costs less than B, then A will give the lower cost in the merged solutions. Thus, we only need to store the lowest cost partial solution with each middle set configuration and number of medians. We store the partial solutions in a hash table with the hashing function
where x i ∈ {0, 1, 2} represent the state of the middle set node i, BW is the branchwidth, and m is the number of medians used.
Since we are building solutions by merging partial solutions from the children, we must first obtain the partial solutions on the children. A post-depth-first search ordering ensures that the children will be processed before the parent. When we finally reach the root vertex of the branch decomposition, the partial solutions become complete, and we choose the lowest cost solution at the root vertex to be the solution returned by our algorithm. The dynamic programming procedure is summarized in Algorithm 1.
Performance Tweaks
In our numerical experiments, and in practical application, situations arise where Algorithm 1 needs to be tweaked somewhat. First, as explained in §2, it is possible that no feasible solution exists for the given p on the PMPLP support graph. Since our branch decomposition algorithm on the PMPLP support (BDPM-LP) finds solutions only on the PMPLP support graph, our algorithm may not be able to find a feasible solution. There are three ways to deal with this problem. The first way is to shortcut the graph. This method essentially entails adding edges to the support graph until a feasible solution can be found. Unfortunately, adding edges to the graph can increase it's branchwidth, and since the complexity of our algorithm is so closely tied to branchwidth, shortcutting will likely have a detrimental effect on efficiency.
The second way to deal with the problem, is to add a cutting plane to the PMPLP. If no integral solution exists on the support graph of the PMPLP, then any integral solution must contain an edge that is not in the support graph. Let E be the set of edges in the support graph of the PMPLP. Then the constraint Because the performance of BDPM-LP depends on the branchwidth of the PMPLP support, we want to avoid runnning the heuristic on graphs with high branchwidth. Fixing a single variable will not necessarily decrease the branchwidth and may in fact increase it.
However, repeatedly fixing variables will eventually reduce the branchwidth of the support graph. This statement can easily be seen from the fact that fixing will eventually cause the PMPLP solution to be integral. Consequently, we can limit the branchwidths of the support graphs that we use for BDPM-LP by fixing whenever branchwidth is above the given limit.
In our numerical experiments, our heuristic became impractical with branchwidths larger than 7. Consequently, we tweaked BDPM-LP by fixing whenever branchwidth is above 7. In a similar manner, the algorithm using multiple heuristic runs (BDPM-H) can have branchwidths that are too high. We correct this by using fewer heuristics to create the support graph.
There are multiple fixing strategies, such as fixing lexicographically or fixing the node with largest fractional weight. In our numerical experiments, we use lexicographic fixing.
Given some indexing of the nodes, we simply scan the list of node variable values from the LP solution and fix the fractional node with the lowest index.
Complexity and Error Bounds
In this section, we give a complexity result and a theoretical error bound for BDPM-LP.
We do not give similar error bounds for the version of our algorithm where the support graph comes from heuristics (BDPM-H) because the heuristics themselves generally do not have error bounds. In general, all that we can say about the error of BDPM-H is that it is at least as good as the heuristics used to build the support graph. Proof: The branch decomposition has m log(m) vertices, and at each vertex the algorithm needs to find the pairs of compatible solutions and merge them. To do this, we first need to find the middle set of the branch decomposition vertex. This step requires checking the induced degree of each node against its actual degree. Thus, the step requires N For the interesting case of half-integral solutions, theorem 2 gives an error bound of 2 when fixing is not needed. Note that on these limited instances, our bound is better than the 1 + √ 3 + ϵ bound of Li and Svensson (2013) , but in general it is worse. However, in our computational experiments, whether fixing was needed or not, the average performance of our algorithm is much better than the worst-case bound.
Computational Experiments
In this section, we report computational results for both the PMPLP-based algorithm and the heuristic-based algorithm. The first strategy for which we report computational results is the use of multiple runs of the GRASP heuristic of Feo and Resende (1995) to create the JOC-2015-11-OA-210.R1 13 support graph. In our experiments, we use four runs of GRASP and we call this heuristic BDPM-GRASP. The second strategy for which we report results is BDPM-LP. We compare the results of our algorithm to GRASP, integer programming, the imp-GA algorithm of Rebreyend et al. (2015) , and the hybrid heuristic (HHP) of Resende and Werneck (2004) .
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The imp-GA algorithm was demonstrated by Rebreyend et al. (2015) to outperform other genetic algorithms on large problems, and HHP is also known to be an effective heuristic for p-median problems (see for example Avella et al. (2012) ).
Our computational results were obtained on a Dell Precision T1650 workstation with a 3.3 GHz Intel Core i3-2120 CPU, 3.7 GB of RAM, and Red Hat Enterprise Linux version 6.6. The code was written in C++ and compiled with g++ version 4.4.7. Integer and linear programs were solved using Gurobi version 5.5.0 with the dual simplex method and a single thread. Branch decompositions were found using the C++ code of Hicks (2002) . GRASP results and HHP results were obtained from the POPSTAR code of Resende and Werneck (2004) . We obtained imp-GA results from our own implementation in C++.
The first set of instances that we test comes from the TSPLIB of Reinelt (1991) . From this library, we used lin318, rd400, si535, ali535, rat575, gr666, u724, dsj1000, pr1002, rl1304, nrw1379, fl1400, u1432, vm1748, d2103, and pcb30308. Many of these instances have been used before as test instances for the p-median problem, see for example Avella et al. (2007) and García et al. (2011) . For each file chosen from the TSPLIB, we ran instances with the number of medians, p, in the set 5, 10, 50, 100, 200, 300, 400, 500, up to half the number of vertices in the instance.
The second set of instances that we test are the OR-Library instances from Beasley The running times of both BDPM versions show a loose correlation with branchwidth, which should be expected given Theorem 3.1. However, since it is possible for the decomposition to have only one large middle set and for the rest of the middle sets to be small, or for a linear program solution to be mostly integer with only a small fractional part with high branchwidth, higher branchwidths do not necessarily lead to higher running times.
For both the TSPLIB instances and the OR-Library instances, BDPM-LP is generally faster and can solve larger problems than integer programming. It is also more accurate Also, BDPM-GRASP was able to improve on the best GRASP run, was faster than imp-GA, and was more accurate than imp-GA for p > 100. The following subsections give more detailed discussion of these results.
BDPM-GRASP
For BDPM-GRASP, we use four runs of GRASP to form the support graph for our algorithm. For some instances, the branchwidth of the support graph using four runs was too high for BDPM-GRASP to be practical. For these instances, we simply decrease the number of GRASP runs that we use to build the support graph. Detailed results for these instances, including the number of runs required, are reported in Table 9 . We compare the results of BDPM-GRASP to integer programming, imp-GA, and to the best GRASP run from the four used to build the support graph. Average results for each of these methods are reported in Table 2 . The averaged results in this table show that BDPM-GRASP slightly reduced the error of the best GRASP run, and BDPM-GRASP only had smaller error than imp-GA on the ORLIB instances. However, the averaging hides a clear trend in our data. Our data shows that BDPM-GRASP performs better as p increases, and imp-GA performs worse. We consistently saw improvement over the best GRASP run when p was at least 50. Likewise, BDPM-GRASP consistently had less error than imp-GA when p was at least 200 for small instances and 100 for large instances. These trends are seen in Tables   3 and 4 .
For the OR-Library instances, the best GRASP run was often exact. However, on average over all the OR-library instances, the error ratio (calculated as the average of the heuristic cost divided by the true solution cost for each instance) of BDPM-GRASP was 1.00018 (this error ratio was calculated using the best GRASP solution for the two instances pmed37 and pmed40 where branchwidth was too high for BDPM-GRASP), while the best of the GRASP runs had an average error ratio of 1.00153. Imp-GA had an average error ratio of 1.00136. On average BDPM-GRASP removed 32.9% of the error of the best GRASP run (calculated as the average of the percentage of the GRASP error that was still present in BDPM-GRASP for each instance). Thus, on these instances, BDPM-GRASP was more
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For the TSPLIB instances, we divide the instances into two groups. The small instances have less than 1000 vertices, and the large instances have at least 1000 vertices. The average error ratio of our algorithm for small instances was 1.0373 compared to an average error ratio of 1.0392 for the best GRASP run and 1.004 for imp-GA. On average for small instances, BDPM-GRASP removed 27.8% of the error of the best GRASP run. Detailed results for small instances are reported in Table 6 . The average error ratio of BDPM-GRASP for large instances was 1.0353 compared to an average error ratio of 1.0388 for the best GRASP run. On average for large instances, BDPM-GRASP removed 37.0% of the error of the best GRASP run. Detailed results for large instances are reported in Tables 7   and 8 .
Although the average results show a small improvement from using BDPM-GRASP over GRASP, and no improvement from using BDPM-GRASP over imp-GA, the benefit of using Tables 3 and 4 indicate that BDPM-GRASP offers significant improvement over GRASP when p is at least 50.
For the small instances, Table 3 shows that BDPM-GRASP outperforms imp-GA when p is 200 or 300, and for the large instances, Table 4 shows that BDPM-GRASP outperforms imp-GA when p is at least 100. The # solved column indicates the number of instances that the relevant algorithm solved without exhausting available memory. Time is reported in seconds. The time reported for BDPM-GRASP does not include the time required to run GRASP. Comparison of BDPM-GRASP to GRASP and imp-GA for TSPLIB instances.
Note. The left plot compares average relative error for BDPM-GRASP (solid line, +), the best GRASP run (dashed line, □), and imp-GA (dash-dotted line, ▶) for different values of p and test instances from the TSPLIB with less than 1000 vertices. The right plot makes the same comparison for test instances with at least 1000 vertices. Note that BDPM-GRASP performs better as p increases, while imp-GA performs worse as p increases. Table 4 Average relative errors for BDPM-GRASP on large TSPLIB instances broken down by p Algorithm p=5 p=10 p=50 p=100 p=200 p=300 p=400 p=500 Note that BDPM-GRASP performs better as p increases, while imp-GA performs worse as p increases. Bold text indicates the method that had the least error, or the fastest method if the methods had the same error. Time is reported in seconds. The time reported for BDPM-GRASP does not include the time required to run GRASP. Thus, the total time required for BDPM-GRASP is the reported time plus four times the time reported in the Best GRASP column. K indicates that the algorithm ran out of memory. BW stands for branchwidth. The column labeled Best GRASP gives the result of the best GRASP run. Optimal solutions specified in the OR-Library data set were used to calculate error ratios.
Article submitted to INFORMS Journal on Computing; manuscript no. JOC-2015-11-OA-210.R1 Table 6 Results for small TSPLIB instances using branch decompositions of four GRASP heuristic runs. Bold text indicates the method that had the least error, or the fastest method if the methods had the same error. Time is reported in seconds. The time reported for BDPM-GRASP does not include the time required to run GRASP. Thus, the total time required for BDPM-GRASP is the reported time plus four times the time reported for in the Best GRASP column. K indicates that the algorithm ran out of memory. BW stands for branchwidth. The column labeled Best GRASP gives the result of the best GRASP run. Where the PMPIP could not be solved, the PMPLP solution was used to calculate the error ratios. Table 8 More results for large TSPLIB instances using branch decompositions of four GRASP heuristic runs. Bold text indicates the method that had the least error, or the fastest method if the methods had the same error. Time is reported in seconds. The time reported for BDPM-GRASP does not include the time required to run GRASP. Thus, the total time required for BDPM-GRASP is the reported time plus four times the time reported for in the Best GRASP column. K indicates that the algorithm ran out of memory. BW stands for branchwidth. The column labeled Best GRASP gives the result of the best GRASP run. Where the PMPIP could not be solved, the PMPLP solution was used to calculate the error ratios. Table 9 Results for instances using branch decompositions of less than four GRASP heuristic runs. Bold text indicates the method that had the least error, or the fastest method if the methods had the same error. Time is reported in seconds. The time reported for BDPM-GRASP does not include the time required to run GRASP. Thus, the total time required for BDPM-GRASP is the reported time plus four times the time reported for in the Best GRASP column. K indicates that the algorithm ran out of memory. BW stands for branchwidth. The column labeled runs gives the number of GRASP runs used to build the support graph for BDPM-GRASP. The column labeled Best GRASP gives the result of the best GRASP run. For TSPLIB instances where the PMPIP could not be solved, the PMPLP solution was used to calculate the error ratios. For the pcb3038 instances the PMPLP could not be solved. So, we use the best available solution to calculate the error ratios.
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BDPM-LP
The results of BDPM-LP show that our algorithm obtains high quality solutions and usually gets a better quality solution than both HHP and imp-GA. Table 10 gives average results for the different methods. The BDPM-LP algorithm does have a much higher computational cost than HHP since the PMPLP must be solved. However, when the linear program solution is already known, and the branchwidth of the support graph is at most 5, then BDPM-LP is faster than the HHP algorithm. Over all the TSPLIB instances, the average time required by the BDPM portion of BDPM-LP was 106 seconds compared to 4.8 seconds for the HHP algorithm. However, for the instances that did not require fixing, the average time required was 10.2 seconds compared to 3.6 seconds for the HHP algorithm. If we only consider instances that did not require fixing and had branchwidth at most 5, then the average time required by the BDPM portion of BDPM-LP was 1.2 seconds compared to 3.7 seconds for the HHP algorithm. So, if the root relaxation solution is already known and it has branchwidth at most 5, then BDPM-LP is actually faster than the HHP algorithm. The BDPM-LP method also outperforms the imp-GA method. In contrast to the results for BDPM-GRASP, Table 10 shows that BDPM-LP has less error than imp-GA even when results are averaged over all p values.
For most of the OR-Library instances, the HHP algorithm is exact, and the PMPLP solution is either integral or has high branchwidth. Table 13 lists the branchwidths for these instances. Because they either could not be solved or were solved by fixing without using the branch decomposition algorithm, we do not report results for these instances.
For the small (less than 1000 vertices) TSPLIB instances where the linear program solution was not integral, the average error ratio of BDPM-LP was 1.000783 compared to 1.0147 for the HHP algorithm and 1.0063 for imp-GA. On average for small instances, BDPM-LP had 79.2% less error than the HHP algorithm and 64.9% less error than imp-GA.
Detailed results for these instances are reported in Table 14 . Thus, BDPM-LP outperforms both HHP and imp-GA on these instances.
For the large (at least 1000 vertices) TSPLIB instances where the linear program solution was not integral, the average error ratio of BDPM-LP was 1.00238 compared to 1.00951 for the HHP algorithm and 1.0266 for imp-GA. On average for large instances, BDPM-LP had 33.3% less error than the HHP algorithm and 86.0% less error than imp-GA. Detailed
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Much of the additional error for the large instances appears to be caused by fixing when the branchwidth of the linear program solution support graph was too high. If we remove the instances where we used fixing to reduce the branchwidth, then BDPM-LP had an average error ratio of 1.000413 compared to an average error ratio of 1.00656 for the HHP algorithm and 1.0290 for imp-GA. On average for these instances, BDPM-LP had 44.6% less error than the HHP algorithm and 96.4% less error than imp-GA.
As with the BDPM-GRASP results, we break the average results down by p values. Note that BDPM-LP performs better than HHP for all p values, and better than imp-GA for p at least 50.
Table 12
Average relative errors for BDPM-LP on large TSPLIB instances broken down by p Algorithm p=10 p=50 p=100 p=200 p=300 p=400 p=500 Note that BDPM-LP performs better than HHP for p less than 400, and better than imp-GA for all p values. Bold text indicates the method that had the least error, or the fastest method if the methods had the same error. Time is reported in seconds. The LP time column gives the time required to solve the root relaxation. The BD time column gives the time required for BDPM-LP after the root relaxation was solved. K indicates that the algorithm ran out of memory. BW stands for branchwidth. If fixing was required, we indicate that with superscripts on the branchwidth. The BW superscript indicates that we fixed because of high branchwidths, and the F superscript indicates that we fixed because the PMPLP support graph did not contain a feasible solution. Where the PMPIP could not be solved, the PMPLP solution cost was used to calculate the error ratios. Instances for which the PMPLP solution was integral are not reported.
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Conclusions
In this paper, we introduced BDPM, a branch decomposition based dynamic programming algorithm for the p-median problem. This algorithm works both for finding a high quality solution in the linear programming support graph and for finding an improved solution out of a pool of heuristic solutions. However, BDPM is sensitive to branchwidth and branchwidths above 7 are not feasible on a typical desktop computer due to memory requirements. However, our computational experiments showed that BDPM can perform better than other state-of-the-art methods when these branchwidth restrictions are met.
The computational results in §5 show that our BDPM algorithm is a useful tool for improving on a pool of heuristic solutions. Using BDPM to improve a pool of heuristic solutions works best when p is sufficiently large. BDPM-GRASP significantly improved on GRASP solutions and also had less error than imp-GA for instances with p values of at least 100, while still being significantly faster than integer programming or our implementation of imp-GA. In terms of relative error, imp-GA was the better heuristic when p values were less than 100. The dependence of BDPM-GRASP on high p values corresponds to the observation that, as p increases, the difference between the GRASP runs used to form the support graph likely increases. Thus, the support graph likely has more edges and contains better solutions as p increases. A possible direction for future study is to investigate whether the use of different heuristics leads to a better pool on which to run BDPM.
The results in §5 also show that BDPM-LP is able to create high quality solutions when the branchwidth of the linear program support graph is at most 7. While slower than the HHP algorithm, BDPM-LP was more accurate. BDPM-LP was also faster and more accurate than our implementation of imp-GA. However, BDPM-LP requires a solution of the PMPLP, which may become difficult for larger problems. Higher branchwidths are not feasible on a typical desktop computer due to memory requirements, and although these higher branchwidths can be dealt with through fixing, such fixing led to higher errors in our experiments. Thus, a possible direction for future study is to investigate whether different fixing rules can lower the branchwidth of the support graph without hurting solution quality. Also, Theorem 2 gives an error bound on the result of BDPM-LP based on the smallest fractional part of the linear program support graph. This bound is not known to be tight and can likely be improved.
