This paper explores the feasibility of using in-cylinder pressure-based variables to predict gaseous exhaust emissions levels from a Navistar T444 direct injection diesel engine through the use of neural networks. The networks were trained using in-cylinder pressure derived variables generated at steady state conditions over a wide speed and load test matrix. The networks were then validated on previously "unseen" real-time data obtained from the Federal Test Procedure cycle through the use of a high speed digital signal processor data acquisition system. Once fully trained, the DSP-based system developed in this work allows the real-time prediction of NO X and CO 2 emissions from this engine on a cycle-by-cycle basis without requiring emissions measurement.
INTRODUCTION
Next-generation heavy-duty diesel engines are projected to require much more sophisticated control than those in use today, specifically as they will probably employ some combination of exhaust gas recirculation, variable geometry turbocharging, variable rate fueling and exhaust aftertreatment. Conventional "map"-based or look-up table-based engine calibration systems have reached the limits of their utility, as it is generally accepted that such systems require too much time and effort to calibrate. Model-based engine control offers a significant advantage over traditional "map" or table-based engine control, insofar as the true multidimensionality of the engine control is acknowledged in such an approach. A modelbased system allows the opportunity to associate engine emissions with those engine operating parameters that give rise to variations in the emissions. To that end, the development of virtual sensors is needed to provide the model-based control systems with a useful feedback signal.
Recent work has described the use of neural networks for emissions prediction based on parameters commonly associated with engine control and monitoring in an approach termed "virtual sensing". [1, 2] . Significant success was demonstrated in predicting emissions levels from various engine types using a recurrent network. The recurrent architecture incorporated time dependent trends into the back propagation-based prediction algorithms. The problem with that approach involves the effect of the dilution tunnel used in the emissions measurement and the response of the emissions analyzers themselves. Because there is a distinct time lag between the time the engine produces a change in exhaust emissions and when the analyzers respond to that change, the network is, in effect, treating the entire engine/ exhaust/tunnel system as a "black box". Additionally, the parameters used as inputs to the system are for the most part secondary indicators of emissions. Furthermore, the networks must have the emissions data shifted in time to correlate with the engine behavior in order to provide a meaningful training data set. This paper presents an alternative strategy to emissions prediction that avoids the training problems mentioned.
The best, most easily accessible indicators of the emissions levels from an engine come from the combustion information provided by in-cylinder pressure transducers. By using variables gleaned from these signals, the network is able to incorporate information more directly linked to emissions formation. To defeat the analyzer response problem, a matrix of engine operating conditions was tested at steady state to provide a wide range of combustion conditions with their associated emissions levels. The average values of the pressure variables and emissions were then fed into general neural network architectures in an attempt to produce a suite of virtual emissions sensors.
EXPERIMENTAL SETUP
A 1994-specification Navistar direct injection diesel engine (7.3L V8 with a HEUI based EEC-IV control system, turbocharged and aftercooled) served as the test bed for this study. The engine was thoroughly instrumented and connected to a data acquisition system consisting of a 486 class personal computer containing a DAS-16 data acquisition board, a CTM-10 counter timer board and a DAS-58 high speed simultaneous sample and hold board. The DAS-58 was used to sample pressure signals generated by piezoelectric pressure transducers flush mounted in cylinders #3 and #5 as well as an index signal that provided information on the top dead center timing of cylinder #1. The CTM-10 was used to record engine speed, fuel injection pulse width, injection timing and manifold air pressure (MAP). The DAS-16 recorded various engine temperatures, injection control pressure, engine load, accelerator pedal position and the emissions levels. The engine's exhaust stream was diverted to a dilution tunnel containing sample probes connected to gas analyzers capable of measuring hydrocarbons, carbon monoxide, oxides of nitrogen and carbon dioxide (Table 1) . The tunnel sampling, analyzer calibrations and calculations were performed according to CFR 40 specifications.
A test matrix of 64 separate load and speed settings were chosen ( Figure 1 ) to provide a wide range of engine performance. At each set point, the engine was brought to the appropriate speed and load and allowed to settle into a steady state condition in order to prevent transience in operating conditions and to provide steady gaseous exhaust emissions production. Once all the parameters of interest had achieved a steady state condition, data acquisition was initiated. Every revolution of the engine generated a trigger signal for the acquisition of the designated "slow-speed" variables such as MAP, intake and coolant temperatures, start of injection, engine speed, emissions, etc. After a set number of revolutions a trigger initiated the "high-speed" acquisition using the DAS-58. With the pressure signals from two cylinders and the top dead center (TDC) phasing signal being recorded, the DAS-58 was capable of acquiring complete pressure histories for 128 successive combustion events. An optical encoder triggered the high speed acquisition board enabling 1024 points per revolution to be taken.
IN-CYLINDER PRESSURE DATA
PCB Piezotronics, Inc. piezoelectric pressure transducers (model 145A01) were installed in cylinders 3 and 5 through the holes originally intended for the glow plugs. They were flush mounted and once installed, the engine was motored to provide the correct phasing information. Plots of pressure versus volume for the motored cylinders allowed for more precise determination of top dead center and final analysis showed straight compression curves with no crossover and met the checks of accuracy provided by Lancaster et al. [3] .
The transducers did not suffer from thermal drift to any significant degree, but each combustion cycle was nevertheless pegged to the intake manifold air pressure. In order to approximate that, the first 20 points of each cycle were averaged and this value was set to the corresponding MAP value in order to calculate the actual pressures during the rest of the cycle. Additionally, a five-point centrally positioned moving average was used on the pressure signal to filter out noise.
Indicated mean effective pressure (IMEP) was calculated by integrating the work performed on the piston and dividing through by the displacement volume. This was done computationally by finding the difference between the volume at the current time step and the previous time step, multiplying by the current pressure and integrating this product over the entire power cycle. Because the exhaust cycle is omitted the subscript "g" has been placed onto IMEP to indicate the gross amount of work done.
Ignition delay provided a measure of the time between the crank angle when the fuel was actually injected and the point at which discernible combustion occurred within the cylinder. Discernible combustion has been defined in a number of ways: from the point at which the pressure history deviates from a theoretical motoring curve, to the point at which either 1% or 10% of the mass fraction has burned depending upon researcher preference. Ignition delay in this paper has been defined as the time in crank angle degrees from injection to where pressure due to combustion deviates from a theoretical compression curve. The theoretical compression curve stems from the first law analysis and assumes that the heat addition term remains zero. In practice, the algorithm searches for areas in the curve where a significant amount of heat addition has occurred (i.e. combustion).
Combustion duration has been defined as the time between 10% and 90% of the mass fraction burned in crank angle degrees. The algorithm used for this parameter is based upon the First Law of Thermodynamics and is the same as that used for the ignition delay. Once the start of burn has been determined, the incremental heat released is summed until the heat added returns to zero. From this, the points at which 10%, 50% and 90% are determined.
Additionally, several other parameters were calculated from the pressure histories. The location of mass fraction burned-50% (LMFB50) was calculated as the point at which 50% of the mass fraction of fuel has burned. The maximum burning rate and its location were calculated through a five point central difference differentiation algorithm, and the maximum instantaneous torque generated and its location were tracked for each combustion cycle. The instantaneous torque value was calculated from the geometric parameters of the engine that provided a moment arm which was then multiplied by the total downward force impinging on the piston (i.e. the pressure) recorded at that point.
Finally, the incremental heat addition calculations provided three additional parameters: the mixing burn, defined as the time in crank angle degrees for the mass fraction burned to go from 50% to 99%; the maximum heat added, defined as the highest calculated incremental heat value that occurs in the cycle; and the location of the maximum heat added. These were all byproducts of the combustion duration calculations already being performed. In a typical diesel combustion process, there are two distinct burning phases that can be seen in the heat release information: the premixed combustion spike and the longer mixing-controlled combustion time. The mixing burn attempted to approximate the mixing-controlled combustion sequence. Figures 2 and 3 show a typical combustion event with the parameters defined.
The basic algorithm which has been used previously at this university [4, 5] with some success was derived from the First Law of Thermodynamics and assumed a quasistatic condition within the combustion chamber, that is that combustion occurred at a uniform temperature and pressure. Unfortunately, the diesel direct injection process suffers from problems with this assumption and consequently any method of analysis based on this can only give approximate answers. Problems with the assumption include the presence of crevice volumes that do not behave quasi statically, the unknown burned gas composition, non-uniform air-fuel ratios during combustion and inaccuracies involved in the prediction of heat transfer to the walls of the cylinder [6] . For the First Law approach used in this paper, see Appendix.
All the parameters mentioned were chosen either to reflect accepted and traditional variables from the literature or to attempt to produce a variable with a high potential for correlation with emissions levels. It was hoped that such parameters as the mixing burn, LMFB50, and MaxQ would be strongly correlated to the production of hydrocarbons, carbon monoxide and oxides of nitrogen. The mixing burn length for instance could possibly provide a good measure to post-oxidation times and by extension potential carbon monoxide and hydrocarbon burning. MaxQ and its location might provide a measure of initial oxidation rates and might reflect initial HC, CO and NOx production. Furthermore, combinations of these variables might prove to be valuable as neural network inputs. Table 2 lists the parameters used in this study.
STATISTICAL CORRELATION OF EMISSIONS WITH IN-CYLINDER DERIVED INFORMATION
Once all the data had been collected and averaged for each of the 64 points, a correlation analysis was performed using Microsoft's Excel spreadsheet program (Table 3 ). This provided a way to select the most promising potential inputs to a series of neural network architectures for each gaseous emission. Absolute values above 0.5 have been boldfaced to indicate these potential inputs.
NEURAL NETWORK TRAINING
After review of the correlation analysis, a review of the charted emissions data was performed to offer further insight. The correlation analysis only provided linear relationships between the gaseous emissions and the incylinder variables. Analysis of the data in charted form revealed non-linear and subtler relationships. Considering these relationships, the correlation analysis and theoretical influences, seven variables were chosen as inputs for each of the emissions. Only seven were chosen due to the enormous amount of processing time required to explore the relationships among the variables (Table 4) . The software used for the training was NeuroShell 2, release 3.0, produced by the Ward Systems Group [8] . The software allowed for several different network architectures and three were chosen for their potential to interpolate among a wide range of operating points and the ability to predict continuously, as opposed to categorically. The three architectures included a simple three layer back propagation network and two designed by Ward Systems Group. The three layer back propagation network (an example of which can be seen in Figure 4 ) employed the hyperbolic tangent as the activation function between the input and the hidden layers and a linear activation function between the hidden and output layers. The first Ward network (Ward 1) used two separate hidden layers, one using the Gaussian distribution for an activation function and the other using the Gaussian complement. The activation function between the output and hidden layers remained linear. The second Ward network (Ward 2) employed a third hidden layer in addition to the Gaussian and its complement that used the hyperbolic tangent as the activation function. The output activation was also linear. By sending the same inputs to all three networks to be trained, it was hoped that one architecture might uncover a relationship that the others missed. With the help of a batch processor included with the software, the seven inputs were systematically fed to the architectures over a wide range of nodes in the hidden layer(s) (the networks were tried with 3, 4, 5, 6 and 7 inputs with all combinations of the selected variables. This resulted in a total of 19000 different networks.) Additionally, only 52 of the 64 points were used for training. The other 12 were held in reserve to test the networks on "unseen" data in order to better gauge the accuracy of the networks and to provide the software with a means to determine when enough training had been performed (Fig. 1) . Upon completion of training, the networks were applied to the test data and the training data. A representative statistical measure, R 2 , was determined within NeuroShell to provide a relative measure of the accuracy of the predictive network. A R 2 value of 1 would represent a perfect fit while a value of 0 would indicate a very poor fit. The results for the top 5 trained networks are given in Table 5 . These are not to be confused with the predictive networks that were actually used and which were determined by comparison to the actual FTP data.
DIGITAL SIGNAL PROCESSING
In order to test the ability of the networks to predict continuous emissions results from an engine in real time, a way to supply the in-cylinder pressure variables had to be found. To achieve this, a Texas Instruments TMS320C30 digital signal processor (DSP) evaluation board kit was
The pressure signals were taken from the transducers in cylinder #3 of the engine and fed into a Maxim MAX121 analog to digital converter. The MAX121 chip was designed to work with the TMS320 DSP family and provided the needed bandwidth for data transfer. A custom designed engine controller provided a triggering pulse at the start of each combustion event in cylinder #3 while allowing the original EEC-IV controller to operate the engine in parallel. Steady state tests with the new data acquisition system showed definite agreement with the previous DAS-58 based system with only a few exceptions (to be discussed later). The system allowed for the possibility of acquiring the in-cylinder data and applying the predictive networks in real-time.
NEURAL NETWORK VALIDATION
While each neural network used for the prediction of the emissions of each gaseous constituent was trained using steady state data, it was decided to use the networks to predict the engine emissions across a cycle which had not been used for the training, namely the Federal Test Procedure (FTP) cycle.
The engine was tested over the FTP schedule with in-cylinder parameters being recorded in real time for the entire 20 minutes of the test. The in-cylinder parameters were calculated at the rate of once per two revolutions of the engine (the power revolution provided time to acquire and the pumping revolution provided the time for computation and transfer to the PC host). The emissions were sampled continuously at the same rate.
Before applying the networks to the data, some basic filtering had to be performed to remove obvious errors in the data acquisition process. These errors in the data were the result of algorithms incapable of producing correct results during periods of engine idling or motoring by the dynamometer.
After these points had been accounted for, the data were sent through a simple 5 point moving average for smoothing purposes.
Once the data had been pre-processed, some of the better network candidates were converted to C source code and the data were processed. Due to the time delay of the dilution tunnel and analyzer response, the predicted results do not line up directly with the sampled emissions, but the trends are remarkably similar for NO X and CO 2 . The NO X prediction network used a combination of peak pressure, combustion duration, IMEPg, LMFB50, and ignition delay in a Ward 1 network with 10 nodes in the hidden layer. The CO 2 prediction network used peak pressure, IMEPg, maximum burn rate, and the ignition delay. Because of the nature of the acquisition system, the time shift between the predicted values and the actual values was not constant throughout the FTP cycle. As the engine changed speed, the delay time between the engine exhaust and the analyzer response shortened. This, combined with the fact that the sample rate was based on the engine speed, caused difficulty in accurately shifting the data for analysis purposes. Most of the data presented have not been shifted in time (Figures 5-10) . Due to the nature of the FTP, however, the central portion allowed an approximate shift in time to be performed. Although far from perfect, it allows the investigator to compare the results in a more direct manner (Figures 11-14) .
HC and CO have proven far more elusive in finding a set of input parameters that produce an adequate predictive network. This may partially be due to switching acquisition systems between the gathering of the training and the testing data. The DSP setup used an ADC chip with 14 bit precision as compared to the DAS-58 with 12 bit precision. Further, the signal from the engine was amplified 6 times for the DAS-58 while the signal was sent through a small voltage divider to the DSP. To add to the complications, the DAS-58 was conditioned to filter higher frequency noise off of the signal. Attempts to filter the DSP signal were moderately successful, but problems remained. Mainly the maximum heat released equations suffered from this inaccuracy. The overall integrated values for the mass fraction burned curves remained stable, but the peaks and valleys in the instantaneous heat released values skewed the MaxQ value higher for the DSP-based data acquisition system. The majority of the networks that responded well to training for CO and HC relied on that very variable. This only underlines the importance of using the same system with the same accuracy to both train and test a neural network.
Additionally, the training matrices for CO and HC proved inadequate. Data from the FTP indicated levels of HC that were much higher than those recorded during the steady-state training sets. There were no steady-state conditions that could adequately mimic the transient conditions during the FTP test. Failure to encompass all potential operating conditions in the neural network training data sets doomed the virtual sensing system to perform poorly.
Due to time constraints, the networks were validated offline, but the system was designed for real-time prediction of the gaseous emissions. The nature of the network application is such that a Pentium-based computer could easily handle the computational load required for realtime prediction. The DSP-based system would enable a user to have immediate feedback on the levels of gaseous emissions through any transient cycle in real-time.
CONCLUSIONS
Despite difficulties in predicting HC and CO, there was considerable success in using in-cylinder pressure based variables in a predictive neural network to predict realtime engine out emissions in a completely blind test condition. NO X and CO 2 were shown to respond very well to the method. NO X in particular gave encouraging results, due mostly to the parameters chosen as the inputs. Additionally, it was shown that a simple steady-state test matrix can provide enough information for a neural network to adequately predict gaseous emissions levels during a standard transient test cycle.
Peak pressure is a very good indicator of the combustion temperatures encountered in the cylinder which is a major factor in NO X production. The method shows promise for producing a virtual sensor suite capable of predicting accurate emissions levels for engines being operated in circumstances other than those in a transient engine testing cell. Due to the nature of the DSP-based system, a user could apply the predictive networks in real-time using a Pentium class host computer and receive information concerning the levels of gaseous emissions as they occur. Potential applications include development of engine control strategies, emissions compliance or test-cycle validation.
Because the predictions are based on individual cylinder combustion events, there is much greater variation on a cycle by cycle basis than the smoother "smeared" analyzer signals. The dilution tunnel system combined with an engine speed-based acquisition system poses difficulties in comparing the predicted and actual gaseous emissions levels. 
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APPENDIX
The First Law of Thermodynamics as applied to this case is given by:
where Q is the heat transferred, p is the pressure, V is the volume, m i is the mass of fuel injected, h is the enthalpy and U is the internal energy. Since the only mass crossing the system boundary is the fuel injected, the mass-enthalpy term reduces to a "mass of fuel enthalpy" term. Assuming that the enthalpy and internal energy are sensible terms (using a baseline of 298 kelvin) and that the net heat released is defined as the difference between the energy released through combustion and the energy lost to heat transfer from the system, the equation can be rewritten as:
The heat transfer lost through the system boundary presents a problem only at the end of combustion where temperatures have risen. Studies have shown that the energy lost due to heat transfer does not affect the ignition delay parameter significantly [6, 7] . The fuel enthalpy difference is sufficiently small so as to be negligible. Next, the system is assumed to behave as an ideal gas: where c v is the specific heat. Differentiation of the perfect gas law with R assumed constant provides a means of eliminating the temperature term which is generally unavailable in pressure analysis:
Substituting the specific heat ratio, γ, provides the final equation used in the analysis with the result being equally valid when substituting the independent variable θ, or crank angle, for time, t: 
