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Resumo
Motivados pela definic¸a˜o de t-estruturas proposta por Beilinson e Bernstein e
Deligne em [BBD82], apresentamos a construc¸a˜o de categorias abelianas a partir de uma
categoria triangulada. Ale´m disso, a partir do trabalho de Keller-Vossieck [KV88b], es-
tudaremos compatibilidade entre t-estruturas limitadas. Para isso, estabelecemos inici-
almente algumas propriedades elementares das categorias trianguladas introduzidas por
Verdier em [Ver96]. Logo estudaremos as t-estruturas na categoria derivada.
Palavras-chave: categoria triangulada, t-estruturas, aisles, categoria derivada.
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Abstract
Motivated by the definition of t-structures proposed by Beilinson, Bernstein and
Deligne in [BBD82], we present a construction of abelian categories from a triangulated
category. In addition to that, we study the compatibility between bounded t-structures
as seen in Keller-Vossieck [KV88b]. In order to do so, we first establish some basic pro-
perties of the triangulated categories introduced by Verdier [Ver96], then we study the
t-structures in a derived category.
Keywords: triangulated category, t-structures, aisles, derived category.
v
Suma´rio
Introduc¸a˜o 1
1 Conceitos e Resultados Preliminares 4
1.1 Categorias e funtores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Categorias trianguladas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.1 Propriedades ba´sicas de categorias trianguladas. . . . . . . . . . . . 12
1.2.2 Funtor exato . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2 t-Estrutura na categoria derivada. 19
2.1 Funtor de cohomologia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Funtores de truncamento na categoria C(A). . . . . . . . . . . . . . . . . . 24
2.3 Funtores de truncamento na categoria D(A). . . . . . . . . . . . . . . . . . 33
2.3.1 Sequeˆncias exatas curtas e triaˆngulos distinguidos. . . . . . . . . . . 36
2.4 A t-estrutura natural na categoria derivada. . . . . . . . . . . . . . . . . . 38
3 t-estruturas 49
3.1 t-estruturas em categorias trianguladas. . . . . . . . . . . . . . . . . . . . . 49
3.2 Funtores truncamento em categorias trianguladas . . . . . . . . . . . . . . 57
3.3 Composic¸a˜o de funtores truncamento . . . . . . . . . . . . . . . . . . . . . 73
3.4 O corac¸a˜o de uma t-estrutura . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.5 Funtor de cohomologia em categorias trianguladas. . . . . . . . . . . . . . 95
3.6 t-estruturas na˜o degeneradas e limitadas. . . . . . . . . . . . . . . . . . . . 108
4 Aisles e t-estruturas 112
4.1 Aisles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.2 Compatibilidade de t-estruturas. . . . . . . . . . . . . . . . . . . . . . . . . 123
4.2.1 Ligac¸o˜es entre os corac¸o˜es de t-estruturas compat´ıveis . . . . . . . . 126
4.2.2 Compatibilidade em t-estruturas limitadas. . . . . . . . . . . . . . . 136
Refereˆncias Bibliogra´ficas 143
vi
Introduc¸a˜o
Tendo as suas origens em geometria e topologia alge´brica, as categorias trian-
guladas foram introduzidas em meados dos anos 1960 por Jean-Louis Verdier em sua
tese doutoral, ver [Ver96]. Hoje em dia existem aplicac¸o˜es importantes de categorias tri-
anguladas em a´reas como geometria alge´brica, topologia alge´brica, a´lgebra comutativa,
geometria diferencial e teoria de representac¸a˜o.
Uma descoberta importante em a´lgebra homolo´gica na de´cada de oitenta foi o fato
de as categorias derivadas de duas categorias abelianas absolutamente diferentes poderem
ser equivalentes como categorias trianguladas. Neste trabalho, descrevemos uma abor-
dagem axioma´tica do problema e estudaremos uma te´cnica que iranos permitir construir
subcategorias abelianas dentro de uma mesma categoria triangulada. Essa axioma´tic¸a˜o
e´ chamada de o formalismo das t-estruturas, as quais foram introduzidas por Beilinson,
Bernstein e Deligne [BBD82]. Ale´m disso, estudaremos as t-estruturas no casso particular
das categorias derivadas. Mais especificamente, temos que os axiomas de uma t-estrutura
formalizam a seguinte situac¸a˜o: Seja A uma categoria abeliana e D = D∗(A ) sua cate-
goria derivada. Denote D≥n (respectivamente D≤n) a` subcategoria plena de D formada
pelos complexos K• com H i(K•) = 0 para i < n (respectivamente Para i > n). Pela Pro-
posic¸a˜o 2.14, a subcategoria plena D≥0
⋂
D≤0 (chamada de categoria dos H0− complexos)
coincide com A ; mais explicitamente, o functor A −→ D≥0⋂D≤0 e´ a equivaleˆncia de
categorias. Acontece que para provar que a intersecc¸a˜o D≥0
⋂
D≤0 e´ abeliana precisamos
apenas das propriedades formais que apresentamos em 3.1. Desta maneira resulta claro
que cada categoria abeliana pode ser entendida como o corac¸a˜o de uma t-estrutura na
sua categoria derivada. A questa˜o de quais categorias abelianas podem ser dadas como
corac¸o˜es de t-estruturas sobre uma categoria derivada fixa, na˜o foi abordada neste traba-
lho, e pode ser encontrada em [LV12]. Outra questa˜o interessante e´ comparar categorias
abelianas que tem as mesmas categorias derivadas, isto e´ estudado por Keller e Vossieck
em [KV88b], no qual se coloca o seguinte problema:
Dadas duas categorias trianguladas A e B, tais que existe uma equivaleˆncia
triangulada Φ : D b(A ) −→ D b(B). Temos em D b(A ) uma t-estrutura natural cujo
corac¸a˜o e´ A . Analogamente em D b(B). Pela equivaleˆncia triangulada, esta t-estrutura
em D b(B) pode ser olhada como uma t-estrutura em D b(A ). O que objetivo do conceito
de compatibilidade de t-estruturas e´ comparar duas t-estruturas que alguma forma rete´m
informac¸o˜es sobre os objetos de D b(A ). Estas informac¸o˜es ora esta˜o codificadas pela
1
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t-estrutura natural de D b(A ), ora pela t-estrutura natural de D b(B) que foi levada para
D b(A ) pelo funtor Φ.
O objetivo deste trabalho e´ fornecer as condic¸o˜es ba´sicas necessa´rias para o leitor
interessado em compreender o tema. Para isso, buscamos apresentar a definic¸a˜o cla´ssica
de t-estrutura e sua versa˜o moderna que sa˜o os ailes introduzidos por Keller-Vossieck.
Ale´m disso, como estamos bastante interessados na compreensa˜o de compatibilidade em
t-estruturas, fizemos uma sec¸a˜o de aplicac¸o˜es provando os principais resultados sobre o
mesmo. Note que a maior parte do que encontramos sobre este tema na˜o estavam prova-
dos e apresentamos aqui os resultados com as respectivas provas, assim apresentamos por
exemplo o teorema 3.48 o qual na˜o aparece na bibliografia existente. Por conseguinte, os
temas neste trabalho esta˜o dispostos da seguinte maneira: no primeiro cap´ıtulo, sa˜o apre-
sentados os axiomas e as propriedades ba´sicas de Categorias Trianguladas, ale´m de outras
definic¸o˜es e resultados necessa´rios nos cap´ıtulos seguintes. O segundo cap´ıtulo e´ dedicado
a` construc¸a˜o da t-estrutura natural numa categoria derivada e suas propriedades as quais
serviram de modelo para formular o conceito de t-estrutura em categorias trianguladas,
e que iremos apresentar no terceiro cap´ıtulo, mais ainda, nesse mesmo cap´ıtulo iremos
demonstrar as seguintes proposic¸o˜es:
• O corac¸a˜o da t-estrutura numa categoria triangulada e´ uma categoria abeliana.
• A composic¸a˜o dos funtores de truncamento definem um funtor cohomolo´gico, isto e´,
a cada triaˆngulo distinguido faz corresponder uma sequeˆncia longa de cohomologia.
O funtor de cohomologia resulta ser de grande utilidade no estudo das t-estructuras, pois
dito funtor descreve completamente os morfismo e os objetos no caso que a t-estructura e´
na˜o degenerada, neste caso iremos demonstrar que: Um morfismo na categoria triangulada
e´ um isomorfismo nela, se e somente se, o funtor de cohomologia induz um isomorfismo
no corac¸a˜o da t-estructura. Ale´m disso o funtor de cohomologia permite-nos descrever os
objetos que pertencem a` t-estructura em termos das cohomologias nulas do objeto.
O quarto e u´ltimo cap´ıtulo e´ destinado a um estudo de Aisles e provaremos que a
func¸a˜o (D≤0, D≥0) −→ D≤0 e´ uma bijec¸a˜o entre o conjunto de t-estruturas na categoria
triangulada e o conjunto de Aisles da mesma categoria. Ale´m do mais, caraterizaremos
um aisle como uma subcategoria estritamente plena U que e´ fechada por translac¸o˜es po-
sitivas e na qual para cada objeto, existe um triaˆngulo distinguido cujo primeiro elemento
pertencem a U , o segundo elemento e´ o pro´prio objeto e o terceiro pertence a` categoria
ortogonal direita de U .
Finalmente, consideramos o conceito de t-estruturas compat´ıveis. Dadas duas
t-estruturas dizemos que a primeira compat´ıvel com a segunda se a primeira coordenada
da primeira t-estructura e´ esta´vel por todos os funtores de truncamento induzidos pela
segunda t-estrutura. Advertimos ao leitor que iremos precisar estudar alguns conceitos
adicionais, os quais sa˜o: subcategoria geradora, e a categoria dos q-fechados. Assim
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apresentamos um novo teorema (ver 4.38 ) que diz: O corac¸a˜o numa de uma t-estructura
em uma categoria triangulada, gera dita categoria, se e somente se, a t-estrutura e´ limitada
nesta categoria.
Destacamos tambe´m os seguintes resultados:
• Suponhamos que U e V sa˜o aisles compat´ıveis numa categoria triangulada. Segue
que: os funtores de cohomologia associados a U e V respectivamente, induzem
funtores adjuntos entre subcategorias dos corac¸o˜es das t-estructuras subjacentes.
Mais ainda, iremos construir funtores quasi-inversos, rac¸a˜o pela qual estudaremos
as propriedades dos objetos que denominaremos q-fechados.
• Dadas duas t-estructuras limitadas (associadas aos aisles U e V ). Neste caso pode-
mos entender a noc¸a˜o de compatibilidade entre t-estruturas, dizendo que o aisle U
sera´ compatibilidad com o co-aisle V ⊥, se U e´ esta´vel pelos funtores de cohomologia
induzidos pelo aisle V .
Cap´ıtulo 1
Conceitos e Resultados Preliminares
Neste cap´ıtulo apresentaremos apenas alguns dos conceitos e das propriedades
que usaremos ao longo deste trabalho no qual utilizaremos a linguagem catego´rica, mo-
tivo pelo qual comec¸aremos apresentando as definic¸o˜es formais de: Categoria e funtores,
assim como algumas de suas propriedades genais. Logo, iremos definir categorias aditivas,
categorias pre´-trianguladas e categorias trianguladas e suas propriedades ba´sicas. Final-
mente, descreveremos brevemente alguns dos elementos que fazem com que a categoria
de homotopia da categoria dos complexos seja uma categoria triangulada.
1.1 Categorias e funtores
Nesta sec¸a˜o introduziremos a noc¸a˜o de categoria, subcategoria (plena e estrita-
mente plena), funtor, funtor adjunto, equivalencia de funtores, categoria aditiva, par de
torc¸a˜o. Mais detalhes podem ser encontrados em [GY03, KS90, Mit65, HJR10, Ass97].
Definic¸a˜o 1.1 Uma categoria D e´ dada por uma classe de objetos Obj(D) = D0 e uma
classe de morfismos Mor(D) = MD com uma operac¸a˜o ◦ definida em MD tal que:
(1) MD =
⋃
(A,B)∈D0×D0
HomD(A,B) onde HomD(A,B) e´ um conjunto para cada (A,B) ∈
D0 ×D0;
(2) HomD(A,B) = HomD(C,D) se e somente se, A = C e B = D;
(3) Para cada terna (A,B,C) ∈ D0 × D0 × D0 a operac¸a˜o ◦ definida em MD induz por
restric¸a˜o, uma func¸a˜o
HomD(A,B)×HomD(B,C) // HomD(A,C)
(f, g) // g ◦ f
satisfazendo as seguintes propriedades:
a) Vale a associatividade da composic¸a˜o quando estiver definida: g◦(f◦h) = (g◦f)◦h;
4
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b) ∀A ∈ D0, existe um elemento 1A ∈ HomD(A,A), tal que se f ∈ HomC (B,A) e
g ∈ HomD(A,B) enta˜o 1A ◦ f = f e g ◦ 1A = g;
Definic¸a˜o 1.2 Seja D uma categoria. Dizemos que:
i) Uma categoria C e´ uma subcategoria da categoria D se:
(a) Obj(C ) ⊂ Obj(D);
(b) HomC (X, Y ) ⊂ HomD(X, Y ) para quaisquer X, Y ∈ Obj(C );
(c) A composic¸a˜o em C e´ a mesma de D
(d) Para cada X ∈ Obj(C ) o morfismo identidade 1X em C e´ o mesmo que o
morfismo identidade 1X em D .
ii) Uma subcategoria C e´ plena se HomC (X, Y ) = HomD(X, Y ) para quaisquer X, Y ∈
C0.
iii) Uma subcategoria C e´ estritamente plena se e´ plena e fechada por isomorfismos, isto
e´, dado X ∈ C0 e um isomorfismo f : X −→ Y em MD enta˜o Y ∈ C0 e f e´ um
morfismo em MC .
Definic¸a˜o 1.3 Um funtor F da categoria C na categoria D (o qual denotaremos por
F : C −→ D) e´ dado por:
a) Um mapeio C0 −→ D0 : X −→ F (X).
b) Um mapeio MC −→ MD : α −→ F (α), tal que F (α) ∈ HomC (F (X), F (Y )) quando
α ∈ HomC (X, Y ).
Satisfazendo as seguintes condic¸o˜es: F (α ◦ β) = F (α) ◦ F (β) para quaisquer α, β ∈MC
sempre que α ◦ β esteja definida e F (1X) = 1F (X),∀X ∈ C0.
Observac¸a˜o 1.4 Ao funtor que satisfac¸a a definic¸a˜o anterior o chamaremos de Funtor
covariante. Por outro lado se o funtor F satisfaz a condic¸a˜o F (α ◦ β) = F (β) ◦ F (α)
para quaisquer α, β ∈ MC sempre que α ◦ β esteja definida, o chamaremos de Funtor
contravariante.
Definic¸a˜o 1.5 Dadas as categorias C e D e o funtor F : C −→ D . Dizemos que:
i) O funtor F e´ fiel se para quaisquer X, Y ∈ C0 a aplicac¸a˜o F : HomC (X, Y ) −→
HomD(FX,FY ) e´ injetiva, e e´ pleno se esta aplicac¸a˜o e´ sobrejetiva.
ii) O funtor F e´ denso se, para cada Y ∈ D0 existe um X ∈ C0, tal que FX e Y sa˜o
isomorfos.
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iii) Dado o funtor G : C −→ D . Uma transformac¸a˜o natural ou morfismo funtorial
η : F −→ G e´ uma famı´lia de morfismos em D : ηX : F (X) −→ G(X) um para cada
X ∈ C0, satisfazendo a condic¸a˜o seguinte: para cada morfismo f : X −→ Y em C o
diagrama
F (X)
ηX //
F (f)

G(X)
G(f)

F (Y )
ηY // G(Y )
e´ comutativo. Mais ainda, se para cada X ∈ C0, temos que ηX : F (X) −→ G(X) e´
um isomorfismo em D enta˜o denominaremos a´ transformac¸a˜o natural η : F −→ G
de isomorfismo funtorial.
Definic¸a˜o 1.6 Sejam C e D duas categorias. Um funtor F : C −→ D e´ chamado de
equivaleˆncia de categorias se existe um funtor G : D −→ C tal que o funtor GF e´
isomorfismo ao funtor IdC e o funtor FG e´ isomorfismo ao funtor IdD .
Dizemos que C e D sa˜o equivalentes se existe um equivaleˆncia F : C −→ D .
Observac¸a˜o 1.7 Ao funtor G na definic¸a˜o anterior o chamaremos de quasi-inverso do
funtor F .
Definic¸a˜o 1.8 Sejam C e D duas categorias. F : C −→ D e G : D −→ C dois funtores.
F e´ adjunto a` esquerda de G, ou G e´ adjunto a` direita de F , ou (F,G) e´ um par adjunto,
se para cada X ∈ C0 e M ∈ D0, existe uma bijec¸a˜o ϕX,M : HomC (X,G(M)) −→
HomD(F (X),M) e se e´ funtorial em cada varia´vel, isto e´, supondo F e G covariantes;
se f : X −→ Y e´ um morfismo de C e u : M −→ N e´ um morfismo em D , os diagramas
seguintes sa˜o comutativos:
HomC (X,G(M))
ϕ
X,M // HomD(F (X),M)
HomC (Y,G(M))
ϕ
Y,M //
HomC (f,G(M))
OO
HomD(F (Y ),M)
HomD(F (f),M)
OO
e
HomC (X,G(M))
ϕ
X,M //
HomC (X,G(u))

HomD(F (X),M)
HomD(F (X),u)

HomC (X,G(N))
ϕ
X,N // HomD(F (X), N)
Proposic¸a˜o 1.9 Dadas as categorias C e D . Se F : C −→ D e G : D −→ C e´ um par
adjunto de funtores, enta˜o os morfismos σY : FGY −→ Y , tal que σY = ϕGY,Y (1GY ) e ηX :
X −→ GFX, tal que ηX = ϕ−1X,FX (1FX) sa˜o funtoriais, onde ϕX,Y : HomC (X,GY ) −→
HomD(FX, Y ) e´ uma bijec¸a˜o ∀X ∈ C e ∀Y ∈ D .
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [GY03, p. 90]. 
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Definic¸a˜o 1.10 Dadas as categorias C e D . Seja F : C −→ D um funtor adjunto
a` esquerda do funtor G : D −→ C . Os morfismos funtoriais σ : F ◦ G −→ IdD e
η : IdC −→ G ◦ F da proposic¸a˜o 1.9 sa˜o chamados morfismos adjuntos associados ao
par adjunto de funtores F e G.
Definic¸a˜o 1.11 A categoria A e´ chamada de categoria aditiva se sa˜o verdadeiras as
seguintes condic¸o˜es :
(A1) Para todo par de objetos X, Y ∈ A , o conjunto HomA (X, Y ) e´ um grupo abeliano e
a composic¸a˜o de morfismos HomA (Y, Z)×HomA (X, Y )→ HomA (X,Z) e´ bilinear
sobre os inteiros.
(A2) A conte´m um objeto 0, isto e´, para todo objeto X ∈ A os conjuntos de morfismos
HomA (X, 0) e HomA (0, X) tem um u´nico elemento.
(A3) Para tudo par de objetos X e Y na categoria A , exite um coproduto X ⊕ Y ∈ A .
A definic¸a˜o a seguir pode ser encontrada em [Hap88, p. 58].
Definic¸a˜o 1.12 Seja A uma categoria aditiva e sejam T ,F duas subcategorias plenas
da categoria A . O par (T ,F) e´ chamado de par de torc¸a˜o em A se as treˆs condic¸o˜es
seguintes sa˜o satisfeitas:
(i) HomD(X, Y ) = 0, ∀X ∈ T e ∀Y ∈ F .
(ii) Se HomD(X, Y ) = 0, ∀Y ∈ F enta˜o X ∈ T .
(iii) Se HomD(X, Y ) = 0, ∀X ∈ T enta˜o Y ∈ F .
Nas condic¸o˜es acima, T e´ chamada de classe de torc¸a˜o, e F , classe livre de torc¸a˜o.
Observe que o par de torc¸a˜o determina a direc¸a˜o dos morfismos da categoria.
1.2 Categorias trianguladas
Nesta sec¸a˜o apresentaremos a definic¸a˜o de categoria triangulada dada por Jean-
Louis Verdier em [Ver96] e listamos as suas propriedades ba´sicas. Ale´m disso, estudaremos
o funtor de cohomologia que esta definido numa categoria triangulada e funtor exato que
definiremos entre categorias trianguladas.
Comecemos definindo o conceito de funtor translac¸a˜o.
Definic¸a˜o 1.13 Dada uma categoria aditiva C . Seja T : C −→ C uma equivaleˆncia de
categorias, tal que T e´ um funtor aditivo.
Observac¸a˜o 1.14 Ao funtor T da definic¸a˜o anterior o chamaremos de funtor translac¸a˜o.
Utilizaremos a seguinte notac¸a˜o: T n(X) = X[n],∀n ∈ Z e diremos que X[n] e´ o n−e´simo
shift do objeto X.
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Definic¸a˜o 1.15 Seja C uma categoria aditiva.
1. Um triaˆngulo em C e´ um diagrama
X // Y // Z // X[1]
e e´ denotado por
Z
[1]

X // Y
ZZ
2. Sejam Z
[1]

X // Y
[[ Z
′
[1]

X ′ // Y ′
\\
dois triaˆngulos em C . Um morfismo de triaˆngulos e´ um diagrama comutativo.
X //
u

Y //
v

Z
w

// X[1]
u[1]

X ′ // Y ′ // Z ′ // X ′[1]
Um morfismo de triaˆngulos e´ um isomorfismo de triaˆngulos se u, v e w sa˜o
isomorfismos.
Definic¸a˜o 1.16 Uma categoria triangulada e´ uma tripla (C , T,∆), onde C uma ca-
tegoria aditiva, T um funtor translac¸a˜o de C e ∆ e´ uma classe de de triaˆngulos que
chamamos triaˆngulos distinguidos, os quais satisfazem os axiomas seguintes:
(TR1) (a) Todo triaˆngulo isomorfo a um triaˆngulo distinguido e´ tambe´m um triaˆngulo
distinguido.
(b) Para cada objeto X em C , o triaˆngulo
0
[1]

X
1x // X
ZZ
e´ um triaˆngulo distinguido.
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(c) Para cada f ∈ HomC (X, Y ), existe um triaˆngulo distinguido
Z
[1]

X
f // Y
ZZ
(TR2) Um triaˆngulo
Z
[1]
h

X
f // Y
g
ZZ
e´ distinguido se, e somente se,
X[1]
[1]
−f [1]

Y
g // Z
h
\\
e´ um triaˆngulo distinguido.
(TR3) Se
Z
[1]
h

Z ′
[1]
h′

X
f // Y
g
[[
X ′
f ′ // Y ′
g′
\\
sa˜o triaˆngulos distinguidos, u ∈ HomC (X,X ′) e v ∈ HomC (Y, Y ′) tal que vf =
f ′u, enta˜o existe w ∈ HomC (Z,Z ′) tal que o seguinte diagrama e´ comutativo.
X
f //
u

Y
g //
v

Z
h //
∃w

X[1]
u[1]

X ′
f ′ // Y ′
g′ // Z ′ h
′
// X ′[1]
(TR4) (Axioma do octaedro) Sejam f ∈ HomC (X, Y ), g ∈ HomC (Y, Z) e h = g ◦ f . Se
Z ′
[1]

X
f // Y
a
\\ X
′
[1]

Y
g // Z
c
\\ Z
′
[1]

X h // Z
b
\\
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sa˜o triaˆngulos distinguidos, enta˜o o diagrama
X
f //
1X

Y
a //
g

Z ′ // X[1]
1X[1]

X
h //
f

Z
b //
1Z

Y ′ // X[1]
f [1]

Y
g // Z
c // X ′ // Y [1]
pode ser completado ao diagrama comutativo
X
f //
1X

Y a //
g

Z ′ //
u

X[1]
1X[1]

X h //
f

Z b //
1Z

Y ′ //
v

X[1]
f [1]

Y
g //
a

Z c //
b

X ′ //
1X′

Y [1]
a[1]

Z ′ u // Y ′ v // X ′ w // Z ′[1]
onde
X ′
[1]
w

Z ′ u // Y ′
v
]]
e´ um triaˆngulo distinguido e as setas verticais sa˜o morfismos de triaˆngulos.
A` segunda propriedade e´ chamada o axioma da rotac¸a˜o de triaˆngulos, a qual
podemos enunciar de forma equivalente (rodando o triaˆngulo no outro sentido).
(TR2’) Um triaˆngulo
Z
[1]
h

X
f // Y
g
ZZ
e´ distinguido se, e somente se,
Y
[1]
g

Z[−1] −h[−1] // X
f
ZZ
e´ um triaˆngulo distinguido.
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Utilizando o mesmo racioc´ınio que acima temos que:
Observac¸a˜o 1.17 Aplicando o axioma TR2 infinitamente (nos dois sentidos) ao triaˆngulo
distinguido X // Y // Z // X[1] obtemos a sequeˆncia infinita
. . . // X[n]
(−1)nf [n] // Y [n]
(−1)ng[n] // Z[n]
(−1)nh[n] // X[n+ 1] // . . .
onde treˆs morfismos consecutivos formam um triaˆngulo distinguido.
A` terceira propriedade a chamaremos de axioma do prisma
Z
[1]
h
		
w // Z ′
[1]h′

Y
g
[[
v // Y ′
g′
\\
X
f
99
u // X ′
f ′
99
E a quarta propriedade e´ chamada de axioma do octaedro. Para ver a conexa˜o
considere o diagrama octae´drico
Y ′
[1]

v
!!
Z ′
u
HH
[1]
~~
X ′w
[1]
oo
[1]

X
h //
f
!!
Z
b
SS
c
>>
Y
g
HH
a
SS
onde o diagrama original esta composto por treˆs triaˆngulos distinguidos baseados nos
treˆs morfismos f , g e h, que formam um diagrama comutativo. Este diagrama pode ser
completado adicionando o triaˆngulo distinguido pontilhado que completa o octaedro. Os
outros lados que conteˆm setas pontilhadas sa˜o comutativos e definem morfismos entre
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pares de triaˆngulos distinguidos originais. Em particular, os quadrados ligando Y na
parte inferior a Y ′ na parte superior atrave´s de Z e Z ′, e Y ′ no topo a Y [1] na parte
inferior atrave´s de X[1] e X ′ comutam.
1.2.1 Propriedades ba´sicas de categorias trianguladas.
Os resultados desta sec¸a˜o na˜o dependem do axioma do octaedro (TR4).
Definic¸a˜o 1.18 Um funtor aditivo F : C −→ A e´ um funtor cohomolo´gico se para
qualquer triaˆngulo distinguido
Z
[1]
h

X
f // Y
g
ZZ
temos uma sequeˆncia exata
F (X)
F (f) // F (Y )
F (g) // F (Z)
em A.
Observac¸a˜o 1.19 Aplicando o funtor cohomolo´gico F : C −→ A a` sequeˆncia da ob-
servac¸a˜o 1.17, podemos construir a sequeˆncia exata infinita
. . . // F (X[n])
(−1)nF (f [n]) // F (Y [n])
(−1)nF (g[n]) // F (Z[n])
(−1)nF (h[n]) // F (X[n+ 1]) // . . .
na categoria abeliana A , a` qual denominaremos sequeˆncia exata longa de cohomo-
logia.
Proposic¸a˜o 1.20 Seja U um objeto em C . Enta˜o,
(i) O funtor X 7→ HomC (U,X) que vai de C na categoria de grupos abelianos e´ um
funtor cohomolo´gico.
(ii) O funtor X 7→ HomC (X,U) de C opp na categoria de grupos abelianos e´ um funtor
cohomolo´gico.
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [Ver96, p. 97]. 
Observac¸a˜o 1.21 Em virtude da proposic¸a˜o acima e pela observac¸a˜o 1.19, para cada
objeto U da categoria C , temos as seguintes sequeˆncias exatas longas de grupos
abelianos:
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a) Para F = HomC (U, ).
. . . // HomC (U,X)
f∗ // HomC (U, Y )
g∗ // HomC (U,Z)
h∗ // HomC (U,X[1])
f [1]∗ // . . .
onde f∗ : HomC (U,X) −→ HomC (U, Y ) e´ dado por f∗(ϕ) = f ◦ ϕ.
b) Para F = HomC ( , U).
. . .
f [1]∗ // HomC (X[1], U)
h∗ // HomC (Z,U)
g∗ // HomC (Y, U)
f∗ // HomC (X,U) // . . .
onde f ∗ : HomC (Y, U) −→ HomC (X,U) dado por f ∗(ψ) = ψ ◦ f .
Corola´rio 1.22 Seja
Z
[1]
h

X
f // Y
g
ZZ
um triaˆngulo distinguido. Enta˜o a composic¸a˜o de dos morfismos consecutivos e´ nula.
Demonstrac¸a˜o: Veja, por exemplo, [Ver96, p. 97]. 
Corola´rio 1.23 Seja
X //
u

Y //
v

Z //
w

X[1]
u[1]

X ′ // Y ′ // Z ′ // X ′[1]
um morfismo de dois triaˆngulos distinguidos. Se dois dos morfismos u, v e w sa˜o isomor-
fismos, o terceiro e´ tambe´m um isomorfismo.
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [Ver96, p. 97]. 
Corola´rio 1.24 Sejam
Z
[1]
h

X
f // Y
g
ZZ
e
Z ′
[1]
h′

X
f // Y
g′
ZZ
Preliminares 14
dois triaˆngulos distinguidos. Enta˜o existe um isomorfismo u : Z −→ Z ′ tal que o diagrama
X
f //
1X

Y
g //
1Y

Z
h //
u

X[1]
1X[1]

X
f // Y
g′ // Z ′ h
′
// X[1]
e´ um isomorfismo de triaˆngulos.
Demonstrac¸a˜o: Ver [Ver96, p. 98]. 
Observac¸a˜o 1.25 O corola´rio acima mostra que os triaˆngulos distinguidos baseados no
morfismo f sa˜o u´nicos (salvo isomorfismos de triaˆngulos), portanto, o terceiro ve´rtice de
um triaˆngulo distinguido e´ determinado a menos de isomorfismos. Esse objeto e´ chamado
de Cone de f . Mas e´ importante levar em conta que em geral o isomorfismo u que
completa o diagrama na˜o e´ u´nico. Pore´m, adicionando a hipo´tese Hom(X,Z[−1]) = 0 o
lema 1.31 permite-nos demonstrar a unicidade deste isomorfismo.
Corola´rio 1.26 Seja
Z
[1]
h

X
f // Y
g
ZZ
e
Z ′
[1]
h′

X ′
f ′ // Y ′
g′
[[
dois triaˆngulos distinguidos. Enta˜o
Z ⊕ Z ′
[1]
h⊕h′
}}
X ⊕X ′ f⊕f ′ // Y ⊕ Y ′
g⊕g′
aa
e´ um triaˆngulo distinguido.
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [Ver96, p. 98]. 
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Corola´rio 1.27 Seja
Z
[1]
0

X
u // Y
v
ZZ
um triaˆngulo distinguido em D . Enta˜o, v e´ monomorfismo que cinde, isto e´, existe s :
Z −→ Y tal que v ◦ s = 1Y . Mais ainda X ⊕ Z (u,s) // Y e´ isomorfismo. Reciprocamente,
tudo triaˆngulo da forma
Z
[1]
0

X
i // X ⊕ Z
p
^^
onde i : X −→ X ⊕ Y a inclusa˜o natural e p : X ⊕ Y −→ Y a projec¸a˜o natural, e´
distinguido.
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [Ver96, p. 100]. 
Observac¸a˜o 1.28 E´ claro que o isomorfismo (u, s) : X ⊕ Z −→ Y do corola´rio acima
induz o isomorfismo de triaˆngulos
X
i //
1X

X ⊕ Z p //
(u,s)

Z
0 //
1Z

X[1]
1X[1]

X u // Y v // Z 0 // X[1]
Lema 1.29 Seja
Z
[1]

X // Y
ZZ
um triaˆngulo distinguido em C . Se dois de seus ve´rtices sa˜o isomorfos a 0, o terceiro e´
isomorfo a 0.
Demonstrac¸a˜o: Em virtude do axioma (TR2), podemos supor que existem isomorfismos
u : X −→ 0 e v : Y −→ 0. Ale´m disso, pelo axioma (TR1), consideremos o triaˆngulo
distinguido
0
[1]

0 // 0
YY
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Logo, temos o seguinte diagrama comutativo
X //
u

Y //
v

Z // X[1]
u[1]

0
10 // 0 // 0 // 0[1]
onde as linhas horizontais sa˜o triaˆngulos distinguidos. Assim, pelo axioma (TR3), existe
um morfismo w : Z −→ 0 tal que o seguinte diagrama e´ um morfismo de triaˆngulos
X //
u

Y //
v

Z //
w

X[1]
u[1]

0
10 // 0 // 0 // 0[1]
Portanto, w e´ um isomorfismo (ver corola´rio 1.23). 
Lema 1.30 Um morfismo f : X −→ Y na categoria C e´ isomorfismo se, e somente se,
para algum Z (necessariamente isomorfo com zero), o triaˆngulo
Z
[1]
0

X
f // Y
0
ZZ
e´ distinguido.
Demonstrac¸a˜o: Veja, por exemplo, [Nee01, p. 41]. 
O seguinte resultado e´ um refinamento do axioma (TR3).
Proposic¸a˜o 1.31 Seja
Z
[1]
h

X
f // Y
g
ZZ
e
Z ′
[1]
h′

X ′
f ′ // Y ′
g′
[[
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dois triaˆngulos distinguidos e v : Y −→ Y ′. Enta˜o tem-se o seguinte diagrama
X
f //
u

Y
g //
v

Z
h //
w

X[1]
u[1]

X ′
f ′ // Y ′
g′ // Z ′ h
′
// X ′[1]
e as seguintes afirmac¸o˜es sa˜o equivalentes:
(i) g′ ◦ v ◦ f = 0;
(ii) existe u tal, o primeiro quadrado no diagrama e´ comutativo;
(iii) existe w tal que o segundo quadrado no diagrama e´ comutativa;
(iv) existem u e w de modo a que o diagrama e´ um morfismo de triaˆngulos.
Se essas condic¸o˜es forem satisfeitas e Hom(X,Z ′[−1]) = 0, o morfismo u em (ii) (res-
pectivamente w em (iii)) e´ u´nico.
Demonstrac¸a˜o: A demonstrac¸a˜o pode ser encontrada em [Mil14, p. 59]. 
1.2.2 Funtor exato
Adicionamos duas definic¸o˜es funtoriais ba´sicas que iremos utilizar frequentemente
neste trabalho. Mais informac¸o˜es podem ser consultadas em [Ver96, Nee01, Mit65, GY03,
KS90].
Definic¸a˜o 1.32 Sejam C e D duas categorias aditivas. Um funtor F : C −→ D e´
chamado aditivo se todas as func¸o˜es
F : HomC (X, Y ) −→ HomD(F (X), F (Y )), ∀X, Y ∈ Obj(C ),
sa˜o homomorfismos de grupos abelianos.
Definic¸a˜o 1.33 Sejam C e D sa˜o duas categorias trianguladas. Um funtor triangulado
(ou exato) F : C −→ D e´ um funtor aditivo F : C −→ D junto com o isomorfismo
funtorial η : F ◦ T −→ T ◦ F tal que para cada triaˆngulo distinguido
Z
[1]
h

X
f // Y
g
ZZ
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em C o triaˆngulo
F (Z)
[1]
ηX◦F (h)

F (X)
F (f) // F (Y )
F (g)
^^
e´ distinguido em D .
Cap´ıtulo 2
t-Estrutura na categoria derivada.
O objetivo principal deste trabalho e´ o estudo das t-estruturas. Neste cap´ıtulo
faremos um estudo de um tipo de t-estrutura que se define de forma natural na cate-
goria derivada e por isso a chamaremos de t-estrutura natural. Os seguintes livros
conte´m parte essencial do tema: [KS90, GY03, Mil14]. Pore´m para introduzir este tema,
precisamos definir os funtores de cohomologia Hn. Motivo pelo qual na primeira sec¸a˜o
definiremos estes funtores na categoria dos complexos junto com algumas propriedades
que ira˜o nos permitir construir os funtores de truncamento, os quais em virtude dos
teoremas de localizac¸a˜o podemos estender a` categoria derivada. Ale´m disso, demonstrare-
mos as propriedades ba´sicas que definem uma t-estrutura, conceito que formalizaremos
e estudaremos no contexto geral das categorias trianguladas no pro´ximo cap´ıtulo.
O leitor e´ aconselhado a consultar previamente as noc¸o˜es de categoria: aditiva,
abeliana, de homologia e derivada, localizac¸a˜o entre outras, as quais podem ser encontra-
das por exemplo em [HJR10].
2.1 Funtor de cohomologia
O objetivo principal nesta sec¸a˜o e´ definir categoricamente os funtores de cohomo-
logia Hn na categoria dos de homotopia, os quais sa˜o induzidos pelos respectivos funtores
Hn na categoria dos complexos. Assim iniciaremos nossa construc¸a˜o supondo que A e´
uma categoria abeliana (uma definic¸a˜o pode ser encontrar em [HJR10, p. 8]).
Sabemos por definic¸a˜o que o complexo (X•, dX) na categoria A e´ representado
pelo diagrama
. . . // Xn−2
dn−2X // Xn−1
dn−1X // Xn
dnX // Xn+1
dn+1X // . . .
tal que dkX ◦ dk−1X = 0,∀k ∈ Z.
Logo, para cada n ∈ Z, seja (Ker(dnX), µ) o kernel do diferencial dnX , enta˜o
dnX ◦ dn−1X = 0, assim pela propriedade universal do kernel existe um u´nico morfismo
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ϕ : Xn−1 −→ Ker(dnX), tal que o diagrama
Xn−1
ϕ &&
dn−1X // Xn
dnX // Xn+1
ker dnX
µ
99
comuta, isto e´, dn−1X = µ◦ϕ, onde µ e´ monomorfismo e dnX ◦µ = 0. Por conseguinte, sendo
(Im(dn−1X ), α) a imagem do diferencial d
n−1
X , pela propriedade universal da imagem, existe
um u´nico morfismo θ : Im(dn−1X ) −→ Ker(dnX) tal que: α = µ◦θ, onde α e´ monomorfismo
e dn−1X = α ◦ β. Assim temos o diagrama comutativo
Im(dn−1X )
α
$$
θ

Xn−1
dn−1X //
β
99
ϕ %%
Xn
dnX // Xn+1
Ker(dnX)
µ
99
Ale´m disso, dado que α e´ monomorfismo, enta˜o θ e´ monomorfismo, assim Im(dn−1X ) e´ um
subobjeto de Ker(dnX). Mais ainda, desde que A e´ uma categoria abeliana, enta˜o existe
o cokernel de θ : Im(dn−1X ) −→ Ker(dnX) nesta categoria, isto e´, existe um epimorfismo
ρ : Ker(dnX) −→ Coker(θ) tal que, ρ ◦ θ = 0. Portanto, temos que a sequeˆncia
0 // Im(dn−1X )
θ // Ker(dnX)
ρ // Coker(θ) // 0
e´ exata curta na categoria A , isto e´, Coker(θ) = Ker(dnX)/Im(d
n−1
X ).
Por conseguinte temos:
Definic¸a˜o 2.1 Seja A uma categoria abeliana. Para cada complexo (X•, dX) e n ∈ Z,
definamos o objeto Hn(X•) = Ker(dnX)/Im(d
n−1
X ) ∈ A .
Observac¸a˜o 2.2 Da construc¸a˜o acima e´ claro que Coker(θ) = 0 se e somente se, θ
e´ isomorfismo. Portanto, pela definic¸a˜o 2.1 temos que: Hn(X•) = 0 se e somente se
Ker(dnX) = Im(d
n−1
X ), isto e´, dizemos que X
• e´ um complexo exato na posic¸a˜o n.
Seja (Y •, dY ) e´ outro complexo na categoria A e f • : X• −→ Y • um morfismo
de complexos, isto e´, ∀k ∈ Z os quadrados no diagrama seguinte comutam
X•
f•

. . . // Xn−2
dn−2X //
fn−2

Xn−1
dn−1X //
fn−1

Xn
dnX //
fn

Xn+1
dn+1X //
fn+1

Xn+2
dn+2X //
fn+2

. . .
Y • . . . // Y n−2
dn−2Y // Y n−1
dn−1Y // Xn
dnY // Y n+1
dn+1Y // Y n+2
dn+2Y // . . .
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Logo, fixado n ∈ Z e supondo que (Ker(dnY ), µ′) e´ o kernel do diferencial dnY , enta˜o
dnY ◦ (fn ◦ µ) = (dnY ◦ fn) ◦ µ = (fn+1 ◦ dnX) ◦ µ = fn+1 ◦ (dnX ◦ µ) = 0, assim pela
propriedade universal do kernel existe um u´nico morfismo Φ : Ker(dnX) −→ Ker(dnY ) tal
que o diagrama
Ker dnX
Φ ''
fn◦µ // Y n
dnY // Y n+1
Ker dnY
µ′
99
comuta, isto e´, fn ◦ µ = µ′ ◦ Φ. Portanto, temos o diagrama comutativo
Xn−1
fn−1

dn−1X // Xn
dnX //
fn

Xn+1
fn+1

Ker(dnX)
µ
88
Φ

Y n−1
dn−1Y // Y n
dnY // Y n+1
Ker(dnY )
µ′
88
Mais ainda, pela construc¸a˜o de cima temos o diagrama comutativo
Im(dn−1X )
α
&&
θ
~~
Xn−1
fn−1

dn−1X //
β
33
Xn
dnX //
fn

Xn+1
fn+1

Ker(dnX)
µ
33
Φ

Im(dn−1Y )
α′
&&
θ′
~~
Y n−1
dn−1Y //
β′ 33
Y n
dnY // Y n+1
Ker(dnY )
µ′
33
Por outro lado, suponhamos que (I, σ) e´ a imagem do morfismo fn ◦ dn−1X e que (I ′, σ′)
e´ a imagem do morfismo fn ◦ α, enta˜o existem epimorfismos δ : Xn−1 −→ I e δ′ :
Im(dn−1X ) −→ I tais que os diagramas seguintes comutam
I
σ
  
Xn−1
fn◦dn−1X //
δ
<<
Y n
I ′
σ′

Hn(Im(dn−1X )
fn◦α //
δ′
99
Y n
Como σ′ ◦(δ′ ◦β) = (σ′ ◦δ′)◦β = (fn ◦α)◦β = fn ◦dn−1X , enta˜o pela propriedade universal
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da imagem existe um u´nico morfismo ε : I −→ I ′ que faz comutar o diagrama seguinte
I
σ
  
ε

Xn−1
fn◦dn−1X //
δ
77
δ′◦β
''
Y n
I ′
σ′
>>
Isto e´, σ′ ◦ ε = σ e ε ◦ δ = δ′ ◦ β. Do qual deduzimos que, ε e´ monomorfismo pois σ e´
monomorfismo e dado que β e σ′ sa˜o epimorfismos, enta˜o ε e´ epimorfismo, portanto, ε e´
isomorfismo, pois a categoria A e´ abeliana. Logo, existe um isomorfismo ε−1 : I ′ −→ I,
assim podemos definir o epimorfismo λ = ε−1 ◦ δ′ : Im(dn−1X ) −→ I o qual satisfaz
λ ◦ β = ε−1 ◦ δ′ ◦ β = δ.
Como α′ ◦ (β′ ◦ fn−1) = (α′ ◦ β′) ◦ fn−1 = dn−1Y ◦ fn−1 = fn ◦ dn−1, enta˜o pela propriedade
universal da imagem existe um u´nico morfismo λ′ : I −→ Im(dn−1Y ) que faz comutar o
diagrama seguinte
I
σ
%%
λ′

Xn−1
fn◦dn−1X //
δ
55
β′◦fn−1 ((
Y n
Im(dn−1Y )
α′
::
Isto e´, α′ ◦ λ′ = σ e λ′ ◦ δ = β′ ◦ fn−1, em particular λ′ e´ monomorfismo pois σ e´
monomorfismo.
Finalmente o morfismo γ = λ′ ◦ λ : Im(dn−1X ) −→ Im(dn−1Y ), faz verdadeira a seguinte
igualdade:
µ′ ◦ (θ′ ◦ γ) ◦ β = (µ′ ◦ θ′) ◦ γ ◦ β = α′ ◦ γ ◦ β = (α′ ◦ λ′) ◦ (λ ◦ β) = σ ◦ δ
= fn ◦ dn−1X = fn ◦ α ◦ β = (fn ◦ µ) ◦ (θ ◦ β) = (µ′ ◦ Φ) ◦ (θ ◦ β)
= µ′ ◦ (Φ ◦ θ) ◦ β.
Enta˜o, θ′ ◦ γ = Φ ◦ θ, pois µ′ e´ monomorfismo e β e´ epimorfismo. Por conseguinte, dado
que θ′ e´ monomorfismo, enta˜o γ e´ u´nico. Mais ainda, fn ◦ α = fn ◦ µ ◦ θ = µ′ ◦ Φ ◦ θ =
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µ′ ◦ θ′ ◦ γ = α′ ◦ γ. Portanto, temos que o diagrama seguinte comuta
Im(dn−1X )
α
&&
θ
~~
γ

Xn−1
fn−1

dn−1X //
β
33
Xn
dnX //
fn

Xn+1
fn+1

Ker(dnX)
µ
33
Φ

Im(dn−1Y )
α′
&&
θ′
~~
Y n−1
dn−1Y //
β′ 33
Y n
dnY // Y n+1
Ker(dnY )
µ′
33
Logo, pela definic¸a˜o 2.1, as linhas no diagrama seguintes sa˜o sequeˆncias exatas na categoria
A
0 // Im(dn−1X )
θ //
γ

Ker(dnX)
ρ //
Φ

Hn(X•) // 0
0 // Im(dn−1Y )
θ′ // Ker(dnY )
ρ′ // Hn(Y •) // 0
Ale´m disso, o quadrado da esquerda comuta, portanto pela propriedade universal do
cokernel existe um u´nico morfismo Ψ : Hn(X•) −→ Hn(Y •), tal que o diagrama
0 // Im(dn−1X )
θ //
γ

Ker(dnX)
ρ //
Φ

Hn(X•) //
Ψ

0
0 // Im(dn−1Y )
θ′ // Ker(dnY )
ρ′ // Hn(Y •) // 0
e´ um morfismo de sequeˆncias exatas na categoria A .
Definic¸a˜o 2.3 Seja f • : X• −→ Y • um morfismo na categoria C(A ). Para cada n ∈ Z,
denotaremos por Hn(f •) : Hn(X•) −→ Hn(Y •) ao morfismo Ψ, na construc¸a˜o acima.
Observac¸a˜o 2.4 A aplicac¸a˜o Hn : C(A ) −→ A , definida como em 2.1 e 2.3 e´ um funtor
covariante e aditivo, para cada n ∈ Z e sa˜o chamados funtores de cohomologia.
O pro´ximo teorema diz que toda sequeˆncia exata curta na categoria dos complexos
induz uma sequeˆncia exata longa de cohomologia na categoria abeliana A.
Teorema 2.5 Seja 0 // X•
f• // Y •
g• // Z• // 0 uma sequeˆncia exata curta na ca-
tegoria C(A ). Enta˜o, existe uma sequeˆncia exata longa canoˆnica em A :
. . . // Hn−1(Z•) δ
n−1
// Hn(X•)
Hn(f•)// Hn(Y •)
Hn(g•)// Hn(Z•) δ
n
// Hn+1(X•) // . . .
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mais ainda, se
0 // X //

Y //

Z //

0
0 // X ′ // Y ′ // Z ′ // 0
e´ uma diagrama comutativo de sequeˆncias exatas na categoria C(A ), enta˜o o diagrama
Hn(Z) //

Hn+1(X)

Hn(Z ′) // Hn+1(X ′)
comuta, ∀n ∈ Z.
Demonstrac¸a˜o: Ver [KS90, p. 32] 
O pro´ximo resultado mostra que os funtores de cohomologia Hn esta˜o bem defi-
nidos na categoria de homotopia.
Lema 2.6 Se f • : X• −→ Y • e g : X• −→ Y • sa˜o morfismos homoto´picos, enta˜o
Hn(f •) = Hn(g•),∀n ∈ Z.
Demonstrac¸a˜o: Ver [Mil14, p. 95] 
Observac¸a˜o 2.7 Pelo lema 2.6 temos que Hn : K(A ) −→ A e´ um funtor covariante e
aditivo.
2.2 Funtores de truncamento na categoria C(A).
Comec¸amos esta sec¸a˜o construindo um sub-objeto limitado superiormente de um
complexo qualquer. A seguir provaremos que a cohomologia deste sub-complexo e´ nula
ou e´ igual a` cohomologia do complexo original. Finalmente, definiremos os funtores de
truncamento na categoria dos complexos.
Seja A uma categoria abeliana. Seja (A•, dA) um complexo e n ∈ Z, logo temos
o diagrama
. . . // An−2
dn−2A // An−1
dn−1A // An
dnA // An+1
dn+1A // . . .
tal que dkA ◦ dk−1A = 0,∀k ∈ Z, enta˜o pela propriedade universal do kernel existe um u´nico
morfismo ϕ : An−1 −→ kerdnA tal que o diagrama
An−1
ϕ &&
dn−1A // An
dnA // An+1
ker dnA
µ
99
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comuta, isto e´, dn−1A = µ ◦ ϕ, enta˜o µ ◦ ϕ ◦ dn−2A = dn−1A ◦ dn−2A = 0, portanto ϕ ◦ dn−2A = 0,
dado que µ e´ monomorfismo. Ale´m disso, dnA ◦ µ = 0. Assim temos o morfismo de
complexos
τ≤n(A•)
i•

. . . // An−2
dn−2A //
1An−2

An−1
ϕ //
1An−1

ker dnA
//
µ

0 //

0 //

. . .
A• . . . // An−2
dn−2A // An−1
dn−1A // An
dnA // An+1
dn+1A // An+2
dn+2A // . . .
Mais ainda, suponhamos que existe um morfismo f • : X• −→ τ≤n(A•) tal que i• ◦ f • = 0,
enta˜o o diagrama
X•
f•

. . . // Xn−2
dn−2X //
fn−2

Xn−1
dn−1X //
fn−1

Xn
dnX //
fn

Xn+1
dn+1X //
fn+1

Xn+2
dn+2X //
fn+2

. . .
τ≤n(A•) . . . // An−2
dn−2A // An−1
ϕ // ker dnA
// 0 // 0 // . . .
e´ um morfismo de complexos. Por conseguinte fk = 0,∀k > n e o diagrama
X•
i•◦f•

. . . // Xn−2
dn−2X //
fn−2

Xn−1
dn−1X //
fn−1

Xn
dnX //
µ◦fn

Xn+1
dn+1X //
0

Xn+2
dn+2X //
0

. . .
A• . . . // An−2
dn−2A // An−1
dn−1A // An
dnA // An+1
dn+1A // An+2
dn+2A // . . .
representa o morfismo nulo. Do qual se infere que fk = 0,∀k < n e µ ◦ fn = 0, mas µ e´
monomorfismo. Portanto, fk = 0, ∀k ∈ Z, isto e´, f • = 0, portanto, i• e´ monomorfismo.
Logo, podemos afirmar que o complexo τ≤n(A•) dado por:
τ≤n(A•)p =

Ap se p < n;
ker dnA se p = n;
0 se p > n.
dpτ≤n(A•) =

dpA se p < n− 1;
ϕ se p = n− 1;
0 se p ≥ n.
e´ um sub-complexo de A•. Este complexo e´ chamado de complexo truncado. Mais
ainda, ao monomorfismo i• : τ≤n(A•) −→ A• o denominaremos a inclusa˜o canoˆnica.
O lema a seguir mostra que os funtores de cohomologia levam a` inclusa˜o canoˆnica
em isomorfismo ou no morfismo nulo.
Lema 2.8 O morfismo Hp(i•) : Hp(τ≤n(A•)) −→ Hp(A•) e´ um isomorfismo para p ≤ n
e e´ nulo para p > n.
Demonstrac¸a˜o:
a) p = n. Seja (kerdnA, µ) o kernel do morfismo d
n
A e (Imd
n−1
A , α) a imagem do morfismo
dn−1A . Por hipo´tese d
n
A ◦ dn−1A = 0, enta˜o pela propriedade universal do kernel existe
um u´nico morfismo ϕ : An−1 −→ kerdnA, tal que dn−1A = µ ◦ ϕ, assim pela propriedade
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universal da imagem existe um u´nico morfismo θ : Imdn−1A −→ kerdnA, tal que α = µ◦θ.
Imdn−1A
α
##
θ

An−1
dn−1A //
β
::
ϕ
%%
An
dnA // An+1
kerdnA
µ
::
onde β e´ epimorfismo pois a categoria A e´ abeliana (Ver [Var07, Proposicio´n 1.11.4]).
Seja (Imϕ, α′) a imagem do morfismo ϕ. Enta˜o existe um monomorfismo α′ : Imϕ′ −→
An e um epimorfismo β′ : An−1 −→ Imϕ, tal que ϕ = α ◦β, pois a categoria A e´ abe-
liana (Ver [Var07, Proposicio´n 1.11.4]). Alem disso, como ϕ = θ ◦ β, pela propriedade
universal da imagem existe um u´nico λ : Imϕ −→ Imdn−1A tal que o diagrama
Imϕ
α′
$$
λ

An−1
ϕ //
β′
99
β $$
An
Imdn−1A
θ
;;
comuta, isto e´, α′ = θ ◦λ e β = λ ◦β′. Como α′ e´ monomorfismo, enta˜o λ e´ monomor-
fismo, e dado que β e´ epimorfismo, enta˜o λ e´ epimorfismo, portanto λ e´ isomorfismo,
pois A e´ abeliana (Ver [Var07, Proposicio´n 1.16.5]).
Finalmente, consideremos o diagrama
0 // Imϕ α
′
//
λ

kerdnA
//
1kerdn
A

Hn(τ≤n(A•)) // 0
0 // Imdn−1A
θ // kerdnA
// Hn(A•) // 0
no qual o primeiro quadrado comuta e as linhas sa˜o sequeˆncias exatas curtas, enta˜o
existe um morfismo Hn(i•) : Hn(τ≤n(A•)) −→ Hn(A•), tal que o segundo quadrado
do diagrama comuta
0 // Imϕ α
′
//
λ

kerdnA
//
1kerdn
A

Hn(τ≤n(A•)) //
Hn(i•)

0
0 // Imdn−1A
θ // kerdnA
// Hn(A•) // 0
Mais ainda, dado que λ e 1kerdnA sa˜o isomorfismos, enta˜o H
n(i•) e´ isomorfismo (Ver
[GY03, Five-Lemma, p.135]).
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b) p = n − 1. Seja (kerdn−1A , µ′) o kernel do morfismo dn−1A e (Imdn−2A , α) a imagem do
morfismo dn−2A . Por hipo´tese d
n−1
A ◦dn−2A = 0, enta˜o pela propriedade universal do kernel
existe um u´nico morfismo ϕ′ : An−2 −→ kerdn−1A , tal que dn−2A = µ′ ◦ ϕ′, assim pela
propriedade universal da imagem existe um u´nico morfismo θ : Imdn−2A −→ kerdn−1A ,
tal que α = µ′ ◦ θ.
Imdn−2A
α
$$
θ

An−2
dn−2A //
β
::
ϕ′ $$
An−1
dn−1A // An
kerdn−1A
µ′
::
Seja (kerϕ, µ′′) o kernel do morfismo ϕ. Enta˜o existe um morfismo ϕ′′ : An−2 −→ kerϕ
tal que dn−2A = µ
′′ ◦ ϕ′′, enta˜o pela propriedade universal da imagem existe um u´nico
θ′ : Imdn−2A −→ kerϕ tal que o diagrama
Imdn−2A
α
$$
θ′

An−2
dn−2A //
β
::
ϕ′′ %%
An−1
kerϕ
µ′′
99
comuta, isto e´, α = µ′′ ◦ θ′.
Ale´m disso, dn−1A ◦µ′′ = µ◦ϕ◦µ′′ = 0, enta˜o existe um morfismo Φ : kerϕ −→ kerdn−1A
tal que o diagrama
kerϕ
µ′′ //
Φ

An−1
ϕ //
1An−1

ker dnA
µ

kerdn−1A
µ′ // An−1
dn−1A // An
comuta, isto e´, µ′′ = µ′ ◦ Φ e como µ′′ e´ monomorfismo, enta˜o Φ tambe´m e´ mo-
nomorfismo. Por outro lado, 0 = dn−1A ◦ µ′ = µ ◦ ϕ ◦ µ′, enta˜o ϕ ◦ µ′, por con-
seguinte, existe um morfismo Ψ : kerdn−1A −→ kerϕ tal que µ′ = µ′′ ◦ Ψ. Enta˜o,
µ′ ◦ Φ ◦ Ψ = µ′′ ◦ Ψ = µ′ = µ′ ◦ 1kerdn−1A , e como µ
′ e´ monomorfismo, temos que
Φ ◦Ψ = 1kerdn−1A , assim Φ e´ epimorfismo que cinde. Portanto, Φ e´ isomorfismo.
Finalmente, dado que µ′ ◦ θ = α = µ′′ ◦ θ′ = µ′ ◦ Φ ◦ θ′ e µ′ e´ monomorfismo, enta˜o
θ = Φ ◦ θ′, logo temos o diagrama comutativo
0 // Imdn−2A
θ′ //
1
Imdn−2
A 
kerϕ //
Φ

Hn−1(τ≤n(A•)) // 0
0 // Imdn−2A
θ // kerdn−1A // H
n−1(A•) // 0
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no qual as linhas sa˜o sequeˆncias exatas curtas, enta˜o existe um morfismo Hn−1(i•) :
Hn−1(τ≤n(A•)) −→ Hn−1(A•), tal que o segundo quadrado do diagrama comuta
0 // Imdn−2A
θ′ //
1
Imdn−2
A 
kerϕ //
Φ

Hn−1(τ≤n(A•)) //
Hn−1(i•)

0
0 // Imdn−2A
θ // kerdn−1A // H
n−1(A•) // 0
Mais ainda, dado que Φ e 1Imdn−2A
sa˜o isomorfismos, enta˜o Hn−1(i•) e´ isomorfismo (Ver
[GY03, Five-Lemma, p.135]).
c) p < n − 1. Seja (kerdpA, µ′) o kernel do morfismo dpA e (Imdp−1A , α) a imagem do
morfismo dp−1A . Por hipo´tese d
p
A ◦ dp−1A = 0, enta˜o pela propriedade universal do kernel
existe um u´nico morfismo ϕ′ : Ap−1 −→ kerdpA, tal que dp−1A = µ′ ◦ ϕ′, assim pela
propriedade universal da imagem existe um u´nico morfismo θ : Imdp−1A −→ kerdpA, tal
que α = µ′ ◦ θ.
Imdp−1A
α
##
θ

Ap−1
dp−1A //
β
::
ϕ′ $$
Ap
dpA // Ap+1
kerdpA
µ′
;;
Logo o diagrama
0 // Imdp−1A
θ //
1
Imd
p−1
A 
kerdpA
//
1
kerd
p
A

Hp(τ≤n(A•)) // 0
0 // Imdp−1A
θ // kerdpA
// Hp(A•) // 0
pode ser completado com o isomorfismo 1Hp(A•), portanto por unicidade H
p(i•) =
1Hp(A•).
d) p = n + 1. Sabemos que (0, 10) e´ o kernel do morfismo 10, mais ainda tambe´m e´ a
imagem do morfismo kerdnA −→ 0, enta˜o Hn+1(τ≤n(A•)) = 0, portanto, Hn+1(i•) = 0.
e) p > n + 1. Sabemos que (0, 10) e´ o kernel e a imagem do morfismo 10, enta˜o Im10 e´
isomorfismo com ker10 = 0, por conseguinte H
p(τ≤n(A•)) = 0, portanto, Hp(i•) = 0.

Dado outro complexo B• e f • : A• −→ B• um morfismo de complexos, enta˜o
dkB◦fk = fk+1◦dkA,∀k ∈ Z. Ale´m disso, suponhamos que (kerdnA, µ) e´ o kernel do morfismo
dnA e que (kerd
n
B, µ
′) e´ o kernel do morfismo dnB enta˜o, d
n
B ◦ (fn ◦ µ) = fn+1 ◦ (dnA ◦ µ) = 0,
assim pela propriedade universal do kernel existe um u´nico morfismo Φ : kerdnA −→ kerdnB,
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tal que fn ◦ µ = µ′ ◦ Φ, portanto temos o diagrama comutativo seguinte
kerdnA
µ //
Φ

An
dnA //
fn

An+1
fn+1

kerdnB
µ′ // Bn
dnB // Bn+1
Por outro lado, temos por hipo´tese que dkB ◦ dk−1B = 0,∀k ∈ Z, enta˜o pela propriedade
universal do kernel existe um u´nico morfismo ϕ′ : Bn−1 −→ kerdnB tal que o diagrama
Bn−1
ϕ′ &&
dn−1B // Bn
dnB // Bn+1
ker dnB
µ′
99
comuta, isto e´, dn−1B = µ
′◦ϕ′, enta˜o µ′◦(ϕ′◦fn−1) = dn−1B ◦fn−1 = fn◦dn−1A = (fn◦µ)◦ϕ =
(µ′ ◦Φ)◦ϕ = µ′ ◦ (Φ◦ϕ) e como µ′ e´ monomorfismo, enta˜o ϕ′ ◦fn−1 = Φ◦ϕ, assim temos
o diagrama comutativo
An−1
ϕ &&
dn−1A //
fn−1

An
dnA //
fn

An+1
fn+1

ker dnA
µ
99
Φ

Bn−1
ϕ′ &&
dn−1B // Bn
dnB // Bn+1
ker dnB
µ′
99
Logo, f • induz o morfismo de complexos τ≤n(f •) : τ≤n(A•) −→ τ≤n(B•), isto e´,
τ≤n(A•)
τ≤n(f•)

. . . // An−2
dn−2A //
fn−2

An−1
ϕ //
fn−1

ker dnA
//
Φ

0 //

0 //

. . .
τ≤n(B•) . . . // Bn−2
dn−2B // Bn−1
ϕ′ // ker dnB
// 0 // 0 // . . .
Mais ainda, seja j• : τ≤n(B•) −→ B• a inclusa˜o canoˆnica. Enta˜o temos o quadrado
comutativo
τ≤n(A•)
i•

τ≤n(f•) // τ≤n(B•)
j•

A•
f• // B•
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De fato, dados os morfismos de complexos
τ≤n(A•)
i•

. . . // An−2
dn−2A //
1An−2

An−1
ϕ //
1An−1

ker dnA
//
µ

0 //

0 //

. . .
A•
f•

. . . // An−2
dn−2A //
fn−2

An−1
dn−1A //
fn−1

An
dnA //
fn

An+1
dn+1A //
fn+1

An+2
dn+2A //
fn+2

. . .
B• . . . // Bn−2
dn−2B // Bn−1
dn−1B // Bn
dnB // Bn+1
dn+1B // Bn+2
dn+2B // . . .
temos o morfismo
τ≤n(A•)
f•◦i•

. . . // An−2
dn−2A //
fn−2

An−1
ϕ //
fn−1

ker dnA
//
fn◦µ

0 //

0 //

. . .
B• . . . // Bn−2
dn−2B // Bn−1
dn−1B // Bn
dnB // Bn+1
dn+1B // Bn+2
dn+2B // . . .
Por outro lado, dados os morfismos de complexos
τ≤n(A•)
τ≤n(f•)

. . . // An−2
dn−2A //
fn−2

An−1
ϕ //
fn−1

ker dnA
//
Φ

0 //

0 //

. . .
τ≤n(A•)
j•

. . . // Bn−2
dn−2B //
1Bn−2

Bn−1
ϕ′ //
1Bn−1

ker dnB
//
µ′

0 //

0 //

. . .
B• . . . // Bn−2
dn−2B // Bn−1
dn−1B // Bn
dnB // Bn+1
dn+1B // Bn+2
dn+2B // . . .
temos o morfismo
τ≤n(A•)
j•◦τ≤n(f•)

. . . // An−2
dn−2A //
fn−2

An−1
ϕ //
fn−1

ker dnA
//
µ′◦Φ

0 //

0 //

. . .
B• . . . // Bn−2
dn−2B // Bn−1
dn−1B // Bn
dnB // Bn+1
dn+1B // Bn+2
dn+2B // . . .
Portanto, f • ◦ i• = j• ◦ τ≤n(f •), pois fn ◦ µ = µ′ ◦ Φ.
Por conseguinte podemos definir o funtor aditivo,
C(A )
τ≤n // C(A )
A•  // τ≤n(A•)
f • : A• −→ B•  // τ≤n(f •) : τ≤n(A•) −→ τ≤n(B•)
O funtor τ≤n : C −→ C sera´ chamado de funtor de truncamento na categoria dos
complexos.
A seguir definiremos o outro funtor de truncamento na categoria dos complexos
e enunciaremos as propriedades ana´logas as anteriormente demonstradas.
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Dado um complexo (A•, dA) e n ∈ Z, temos o diagrama
. . . // An−2
dn−2A // An−1
dn−1A // An
dnA // An+1 // . . .
tal que dkA ◦ dk−1A = 0,∀k ∈ Z, enta˜o pela propriedade universal do cokernel existe um
u´nico morfismo ψ : coker dn−1A −→ An+1 tal que o diagrama
An−1
dn−1A // An
dnA //
ρ &&
An+1
coker dn−1A
ψ
77
comuta, isto e´, dnA = ψ ◦ ρ, enta˜o dn+1A ◦ψ ◦ ρ = dn+1A ◦ dnA = 0, portanto dn+1A ◦ψ = 0, pois
ρ e´ epimorfismo. Ale´m disso, ρ ◦ dn−1A = 0. Assim temos o morfismo de complexos
A•
q•

. . . // An−2
dn−2A //

An−1
dn−1A //

An
dnA //
ρ

An+1
dn+1A //
1An+1

An+2
dn+2A //
1An+2

. . .
τ≥n(A•) . . . // 0 // 0 // coker dn−1A
ψ // An+1
dn+1A // An+2
dn+2A // . . .
Mais ainda, suponhamos que existe um morfismo f • : τ≥n(A•) −→ X• tal que f • ◦ q• = 0,
enta˜o o diagrama
τ≥n(A•)
f•

. . . // 0 //
fn−2

0 //
fn−1

coker dn−1
ψ //
fn

An+1
dn+1A //
fn+1

An+2
dn+2A //
fn+2

. . .
X• . . . // Xn−2
dn−2X // Xn−1
(dn−1X ) // Xn
dnX // Xn+1
dn+1X // Xn+2
dn+2X // . . .
e´ um morfismo de complexos. Por conseguinte fk = 0,∀k < n e o diagrama
A•
f•◦q•

. . . // An−2
dn−2A //
0

An−1
dn−1A //
0

An
dnA //
fn◦ρ

An+1
dn+1A //
fn+1

An+2
dn+2A //
fn+2

. . .
X• . . . // Xn−2
dn−2X // Xn−1
(dn−1X ) // Xn
dnX // Xn+1
dn+1X // Xn+2
dn+2X // . . .
representa o morfismo nulo. Do qual se infere que fk = 0,∀k > n e fn ◦ ρ = 0, mas ρ e´
epimorfismo. Portanto, fk = 0,∀k ∈ Z, isto e´, f • = 0, portanto, q• e´ epimorfismo, assim
podemos considerar o complexo τ≥n(A•) definido como o quociente do complexo A• da
forma:
τ≥n(A•)p =

0 se p < n;
coker dn−1A se p = n;
Ap se p > n.
dpτ≥n(A•) =

0 se p < n;
ψ se p = n;
dpA se p > n.
Onde q• : A• −→ τ≥n(A•) e´ chamado projec¸a˜o canoˆnica.
Lema 2.9 O morfismo Hp(q•) : Hp(A•) −→ Hp(τ≥n(A•)) e´ um isomorfismo para p ≥ n
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e 0 para p < n.
Demonstrac¸a˜o: Ana´loga a` prova do lema 2.8. 
Agora suponhamos que B• e´ outro complexo e que f • : A• −→ B• um morfismo
de complexos, enta˜o dk−1B ◦ fk−1 = fk ◦ dk−1A ,∀k ∈ Z. Ale´m disso, suponhamos que
(CokerdnA, ρ) e´ o cokernel do morfismo d
n−1
A e que (Cokerd
n−1
B , ρ
′) e´ o cokernel do morfismo
dnB enta˜o, ρ
′ ◦ fn ◦ dnA = 0, assim pela propriedade universal do cokernel existe um u´nico
morfismo Ψ : Cokerdn−1A −→ Cokerdn−1B , tal que o diagrama
An−1
dn−1A //
fn−1

An
fn

ρ // Cokerdn−1A
Ψ

Bn−1
dn−1B // Bn
ρ′ // Cokerdn−1B
comuta. E como ρ e´ um epimorfismo, enta˜o podemos construir o diagrama comutativo
An−1
dn−1A //
fn−1

An
dnA //
fn

ρ ''
An+1
fn+1

Coker dn−1A
ψ
77
Ψ

Bn−1
dn−1B // Bn
dnB //
ρ′ ''
Bn+1
Coker dn−1B
ψ′
77
Logo, f • induz o morfismo de complexos τ≥n(f •) : τ≥n(A•) −→ τ≥n(B•), isto e´,
τ≥n(A•)
τ≥n(f•)

. . . // 0 //

0 //

Coker dn−1A
ψ //
Ψ

An+1
dn+1A //
fn+1

An+2 //
fn+2

. . .
τ≥n(B•) . . . // 0 // 0 // Coker dn−1B
ψ′ // Bn+1
dn+1B // Bn+2 // . . .
Mais ainda, seja p• : B• −→ τ≥n(B•) a projec¸a˜o canoˆnica. Enta˜o temos o quadrado
comutativo
A•
f• //
q•

B•
p•

τ≥n(A•)
τ≥n(f•) // τ≥n(B•)
Por conseguinte podemos definir o funtor aditivo,
C(A )
τ≥n // C(A )
A•  // τ≥n(A•)
f • : A• −→ B•  // τ≥n(f •) : τ≥n(A•) −→ τ≥n(B•)
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O funtor τ≥n : C −→ C sera´ chamado de funtor de truncamento na categoria dos
complexos.
2.3 Funtores de truncamento na categoria D(A).
No final da presente sec¸a˜o veremos que dentro da categoria derivada podemos
encontrar uma sub-categoria equivalente a` categoria dos complexos. Mas antes disso
deveremos definir os funtores truncamento na categoria derivada, o qual iremos conseguir
utilizando o fato conhecido que a categoria derivada da categoria dos complexos pode ser
constru´ıda como a localizac¸a˜o da categoria de homotopia.
Primeiro definiremos os funtores de truncamento na categoria de homotopia como
a seguir. Suponhamos que f • : A• −→ B• e´ homoto´pico a` zero, enta˜o ∀k ∈ Z temos que
fk = hk+1 ◦ dkA + dk−1B ◦ hk, isto e´, o diagrama seguinte comuta
A•
f•

. . . // An−3
dn−3A //
fn−3

An−2
dn−2A //
fn−2

hn−2
zz
An−1
dn−1A //
fn−1

hn−1
zz
An
dnA //
fn

hn
{{
An+1
dn+1A //
fn+1

hn+1
{{
An+2 //
fn+2

hn+2
zz
. . .
B• . . . // Bn−3
dn−3B // Bn−2
dn−2B // Bn−1
dn−1B // Bn
dnB // Bn+1
dn+1B // Bn+2 // . . .
Ale´m disso temos o morfismo hn ◦ µ : kerdnA −→ Bn+1, enta˜o
a) Si k = n− 1, enta˜o fn−1 = hn ◦ dn−1A + dn−2B ◦ hn−1 = (hn ◦ µ) ◦ ϕ+ dn−2B ◦ hn−1.
b) Si k = n, enta˜o fn = hn+1 ◦ dnA + dn−1B ◦ hn e compondo com µ temos que µ′ ◦ Φ =
fn ◦ µ = hn+1 ◦ dnA ◦ µ+ dn−1B ◦ hn ◦ µ = µ′ ◦ϕ′ ◦ hn ◦ µ portanto, Φ = ϕ′ ◦ (hn ◦ µ), pois
µ′ e´ monomorfismo.
Assim, de a) e b) se deduz que o diagrama
τ≤n(A•)
τ≤n(f•)

. . . An−3 //
dn−3A //
fn−3

An−2
dn−2A //
fn−2

hn−2
zz
An−1
ϕ //
fn−1

hn−1
{{
ker dnA
//
Φ

hn◦µ
zz
0 //
}}
0 //

. . .
τ≤n(B•) . . . Bn−3 //
dn−3B // Bn−2
dn−2B // Bn−1
ϕ′ // ker dnB
// 0 // 0 // . . .
comuta. Portanto, τ≤n(f •) e´ homoto´pico a` zero. Em consequeˆncia, supondo que f • :
A• −→ B• e g• : A• −→ B• sa˜o homoto´picos, isto e´, f • − g• e´ homoto´pico a` zero, enta˜o
τ≤n(f • − g•) e´ homoto´pico a` zero e como τ≤n e´ um funtor aditivo, τ≤n(f •) − τ≤n(g•) e´
homoto´pico a` zero, portanto, τ≤n(f •) e τ≤n(g•) tambe´m sa˜o homoto´picos. Assim, o τ≤n
induz um funtor aditivo
τ≤n : K(A ) −→ K(A )
Ale´m disso, temos
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i) Pelos itens d) e e) da prova do lema 2.8 segue que Hp(τ≤n(A•)) = Hp(τ≤n(B•)) =
0,∀p > n enta˜o, Hp(τ≤n(f •)) = 10,∀p > n.
ii) Suponhamos p ≥ n. Aplicando o funtor Hp as incluso˜es canoˆnicas i• : τ≤n(A•) −→ A•
e j• : τ≤n(B•) −→ B•, enta˜o Hp(τ≤n(i•)) e Hp(τ≤n(j•)) sa˜o isomorfismos, pelo lema
2.8. Mais ainda, temos o diagrama comutativo
Hp(τ≤n(A•))
Hp(i•)

Hp(τ≤n(f•)) // Hp(τ≤n(B•))
Hp(j•)

Hp(A•)
Hp(f•) // Hp(B•)
Enta˜o, Hp(τ≤n(f •)) = Hp(j•)−1 ◦Hp(f •) ◦Hp(i•).
Assim de i) e ii), segue que se f • : A• −→ B• e´ um quasi-isomorfismo, τ≤n(f •) tambe´m e´
quasi-isomorfismo.
Portanto, o funtor Q ◦ τ≤n : K(A ) −→ D(A ), onde Q : K(A ) −→ D(A ) e´ o fun-
tor localizac¸a˜o, levara´ quasi-isomorfismo em quasi-isomorfismo. Enta˜o pelo teorema de
localizac¸a˜o [Mil14, p. 35], o diagrama
K(A )
Q //
τ≤n

D(A )
K(A )
Q // D(A )
pode ser completado com um u´nico funtor aditivo τ≤n : D(A ) −→ D(A ) tal que τ≤n◦Q =
Q ◦ τ≤n, isto e´, o diagrama seguinte comuta
K(A )
Q //
Q◦τ≤n $$
D(A )
D(A )
τ≤n
::
O funtor τ≤n : D −→ D sera´ chamado de funtor de truncamento na categoria derivada.
Analogamente, podemos definir o funtor truncamento τ≥n : D −→ D .
Proposic¸a˜o 2.10 O funtor natural D−(A ) −→ D(A ) e´ fiel e pleno, isto e´, D−(A ) e´
uma subcategoria plena de D(A ).
Demonstrac¸a˜o: O funtor natural K−(A ) −→ K(A ) induz o funtor natural D−(A ) −→
D(A ). Ale´m disso, a classe localizante S− consiste de todos os morfismos em S tais que
sa˜o morfismos em K−(A ). Suponhamos que X• um complexo limitado superiormente,
Y • um complexo qualquer e s : Y • −→ X• um quasi-isomorfismo. Dado que X• um
complexo limitado superiormente, enta˜o existe n ∈ Z tal que Hp(X•) = 0 para p > n e
como s e´ quasi-isomorfismo enta˜o Hp(Y •) = 0 para p > n. Portanto, i : τ≤n(Y •) −→ Y •
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e´ quasi-isomorfismo, pelo lema 2.8. Por conseguinte, s ◦ i : τ≤n(Y •) −→ X• e´ quasi-
isomorfismo. Assim, pelo teorema [Mil14, p. 24] temos que D−(A ) −→ D(A ) e´ fiel e
pleno. 
Proposic¸a˜o 2.11 O funtor natural D+(A ) −→ D(A ) e´ fiel e pleno, isto e´, D+(A ) e´
uma subcategoria plena de D(A ).
Demonstrac¸a˜o: O funtor natural K+(A ) −→ K(A ) induz o funtor natural D+(A ) −→
D(A ). Ale´m disso, a classe localizante S+ consiste de todos os morfismos em S tais que
sa˜o morfismos em K+(A ). Suponhamos que X• um complexo limitado superiormente,
Y • um complexo qualquer e s : X• −→ Y • um quasi-isomorfismo. Dado que X• um
complexo limitado inferiormente, enta˜o existe n ∈ Z tal que Hp(X•) = 0 para p < n e
como s e´ quasi-isomorfismo enta˜o Hp(Y •) = 0 para p < n. Portanto, q : Y • −→ τ≥n(Y •)
e´ quasi-isomorfismo, pelo lema 2.9. Por conseguinte, q ◦ s : X• −→ τ≥n(Y •) e´ quasi-
isomorfismo. Assim, pelo teorema [Mil14, p. 25] temos que D+(A ) −→ D(A ) e´ fiel e
pleno. 
Proposic¸a˜o 2.12 O funtor natural Db(A ) −→ D(A ) e´ fiel e pleno, isto e´, Db(A ) e´
uma subcategoria plena de D(A ) igual a D−(A )
⋂
D+(A ).
Demonstrac¸a˜o: O funtor natural Kb(A ) −→ K+(A ) induz o funtor Db(A ) −→
D+(A ). Ale´m disso, a classe localizante Sb consiste de todos os morfismos em S+ tais que
sa˜o morfismos em Kb(A ). Suponhamos que X• um complexo limitado, Y • um complexo
limitado inferiormente e s : Y • −→ X• um quasi-isomorfismo. Dado que X• um complexo
limitado, enta˜o existe n ∈ Z tal que Hp(X•) = 0 para p > n e como s e´ quasi-isomorfismo
enta˜o Hp(Y •) = 0 para p > n. Portanto, i : τ≤n(Y •) −→ Y • e´ quasi-isomorfismo, pelo
lema 2.8, logo, τ≤n(Y •) e´ um complexo limitado. Por conseguinte, s ◦ i : τ≤n(Y •) −→ X•
e´ quasi-isomorfismo. Assim, pelo teorema [Mil14, p. 24] temos que Db(A ) −→ D+(A ) e´
fiel e pleno. Portanto, pela proposic¸a˜o 2.11 temos que o funtor natural Db(A ) −→ D(A )
e´ fiel e pleno. 
Observac¸a˜o 2.13 Os funtores truncamento τ≤n e τ≥n preservam as subcategorias ple-
nas Db(A ), D+(A ) e D−(A ) da categoria D(A ). Portanto, temos os correspondentes
funtores truncamento nestas categorias os quais denotaremos da mesma forma.
Denotaremos por D : A −→ D∗(A ) ao funtor natural que e´ a composic¸a˜o do
funtor K : A −→ K∗(A ) e o funtor quociente Q : K∗(A ) −→ D∗(A ), isto e´, D = Q◦K.
Teorema 2.14 O funtor D : A −→ D(A ) produz uma equivaleˆncia da categoria A com
a subcategoria plena de D(A ) formada pelos H0−complexos.
Demonstrac¸a˜o: Ver, por exemplo [GY03, p. 164] 
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2.3.1 Sequeˆncias exatas curtas e triaˆngulos distinguidos.
Sabemos que para uma categoria abeliana A , a categoria C∗(A ) e´ tambe´m abe-
liana. Logo, dado o monomorfismo f • : X• −→ Y • nesta categoria, na˜o somente podemos
construir a sequeˆncia exata curta
0 // X•
f• // Y •
g• // Z• // 0
em C∗(A ), assim como tambe´m o triaˆngulo canoˆnico
Cf•
[1]
pf•

X•
f• // Y •
if•
\\
nesta mesma categoria.
Lema 2.15 Seja m• : Cf• −→ Z• o morfismo dado por m• = g• ◦ pY , onde pY : Cf• −→
Y • e´ a projec¸a˜o natural. Enta˜o m• e´ quasi-isomorfismo na categoria K∗(A ).
Demonstrac¸a˜o: Por hipo´tese temos que m• = g• ◦ pY , enta˜o se verificam as igualdades
seguintes:
mn+1 ◦ dnCf• =
[
0 gn+1
] [ −dn+1X 0
fn+1 dnY
]
=
[
gn+1fn+1 gn+1dnY
]
=
[
0 dnZg
n
]
= dnZ ◦
[
0 gn
]
= dnZ ◦mn
para cada n ∈ Z, isto e´, m• e´ um morfismo de complexos.
Por outro lado, aplicando o lema [Mil14, lema 1.6.1, p. 99] ao diagrama comutativo
X•
1X• //
1X•

X•
f•

X•
f• // Y •
Enta˜o existe um morfismo w : C1X• −→ Cf• tal que o diagrama
X•
1X• //
1X•

X•
i1X• //
f•

C1X•
p1X• //
w•

T (X•)
T (1X• )

X•
f• // X•
if• // Cf•
pf• // T (X•)
Cap´ıtulo 2 37
comuta salvo homotopia, portanto, w• ◦ i1X• = if• ◦ f •. Assim, ∀n ∈ Z
wn =
[
1Xn+1 0
0 fn
]
Logo, temos que w• e´ um monomorfismo e im wn = Xn+1 ⊕ im fn = Xn+1 ⊕ ker gn =
ker mn, ∀n ∈ Z. Portanto, a sequeˆncia curta
0 // C1X•
w• // Cf•
m• // Z• // 0
e´ exata em C∗(A ). Enta˜o pelo teorema [Mil14, lema 2.1.2, p. 102], C1X• = 0 na categoria
K∗(A ), do qual segue que Hp(C1X• ) = 0, ∀p ∈ Z. Portanto, da sequeˆncia exata longa
de cohomologia baseada na sequeˆncia exata curta constru´ıda acima (teorema 2.5), temos
que Hp(m•) : Hp(Cf•) −→ Hp(Z•) e´ um isomorfismo, ∀p ∈ Z. 
A pro´xima proposic¸a˜o nos mostra que toda sequeˆncia exata curta na categoria
dos complexos, induz um triaˆngulo distinguido na categoria derivada.
Proposic¸a˜o 2.16 Seja
0 // X•
f• // Y •
g• // Z• // 0
uma sequeˆncia exata curta em C∗(A ). Enta˜o o diagrama
Z•
[1]

X•
f˜• // Y •
g˜•
\\
e´ um triaˆngulo distinguido na categoria D∗(A ), onde f˜ • e g˜• sa˜o respectivamente as
classes de homotopia dos morfismos f • e g•.
Demonstrac¸a˜o: Pelo lema 2.15, sabemos que a classe de homotopia do morfismo m• =
g• ◦ pY e´ um isomorfismo na categoria D∗(A ). Mais ainda, m• ◦ if• = (g• ◦ pY ) ◦ iY =
g• ◦ 1Y = g•. Por conseguinte, o diagrama
X•
f˜• //
1˜X•

Y •
i˜
f• //
1˜Y •

Cf˜•
p˜
f• //
m˜•

T (X•)
T (1˜X• )

X•
f˜• // Y •
g˜• // Z•
p˜
f• ◦m˜•
−1
// T (X•)
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e´ um isomorfismo de triaˆngulos em D∗(A ). Ale´m disso, por definic¸a˜o o triaˆngulo
Cf˜•
[1]
p˜
f•

X•
f˜• // Y •
i˜
f•
\\
e´ canoˆnico. Portanto, o triaˆngulo
Z•
[1]
p˜
f• ◦m˜•
−1

X•
f˜• // Y •
g˜•
\\
e´ distinguido. 
2.4 A t-estrutura natural na categoria derivada.
Em virtude dos lemas 2.8 e 2.9, vemos que podemos simplificar o estudo da
categoria derivada ao considerar as classe dos complexos que sa˜o exatos superior ou infe-
riormente. Assim surge uma questa˜o importante, quando baixo que condic¸o˜es estas duas
classes determinam a categoria derivada toda? isto e´, podemos supor que todo complexo
e´ isomorfo a algum complexo limitado na categoria derivada? Estas e outras questo˜es ire-
mos responder no pro´ximo cap´ıtulo. Por enquanto comec¸aremos nosso estudo definindo
formalmente estas classes especiais de complexos, assim temos que na definic¸a˜o a seguir
D≤n e´ a categoria dos complexos que sa˜o exatos para todo p > n e D≥n e´ a categoria dos
complexos que sa˜o exatos para todo p < n.
Definic¸a˜o 2.17 Seja A uma categoria abeliana e D = D∗(A ). Para n ∈ Z, sejam D≤n
e D≥n as sub-categorias plenas de D tais que: Obj(D≤n) = {A• ∈ D |Hp(A•) = 0,∀p > n}
e Obj(D≥n) = {A• ∈ D |Hp(A•) = 0,∀p < n}.
As categorias da definic¸a˜o acima tem algumas propriedades ba´sicas que listamos
a continuac¸a˜o
Proposic¸a˜o 2.18 Se A uma categoria abeliana. Enta˜o,
a) Para n ∈ Z, D≤n e D≥n sa˜o subcategorias estritamente plenas de D .
b) . . . ⊂ D≤n−1 ⊂ D≤n ⊂ D≤n+1 ⊂ . . . e . . . ⊃ D≥n−1 ⊃ D≥n ⊃ D≥n+1 ⊃ . . .
c) Para cada n ∈ Z, D≤n = T−n(D≤0) e D≥n = T−n(D≥0), onde T e´ o funtor translac¸a˜o
da categoria D .
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Demonstrac¸a˜o: Fixado n ∈ Z temos que:
a) Dado que as sub-categorias D≤n e D≥n sa˜o plenas por definic¸a˜o, basta demonstrar que
as mesmas sa˜o fechadas por isomorfismos. De fato, suponhamos que f : X• −→ Y •
e´ um isomorfismo na categoria D e X• ∈ D≤n, aplicando o funtor Hp, segue que
Hp(f) : Hp(X•) −→ Hp(Y •) e´ um isomorfismo, ∀p ∈ Z. Por outro lado, Hp(X•) e´
isomorfismo ao objeto nulo ∀p > n por hipo´tese, enta˜o Hp(Y •) = 0, ∀p > n, portanto
Y • ∈ D≤n por definic¸a˜o. Analogamente podemos demonstrar que, D≥n e´ fechada por
isomorfismos.
b) Suponhamos A• ∈ D≤n, enta˜o Hp(A•) = 0,∀p > n pela definic¸a˜o 2.17, logo Hp(A•) =
0,∀p > n+1 e portanto A• ∈ D≤n+1, assim D≤n ⊂ D≤n+1,∀n ∈ Z. Agora suponhamos
que A• ∈ D≥n+1, enta˜o Hp(A•) = 0,∀p < n + 1 pela definic¸a˜o 2.17, logo Hp(A•) =
0,∀p < n e portanto A• ∈ D≥n, assim D≥n+1 ⊂ D≥n,∀n ∈ Z.
c) Seja A• ∈ D≤n, enta˜o aplicando a definic¸a˜o 2.17 temos que Hp(A•) = 0,∀p > n, logo
T n(A•) ∈ D≤0 e como A• = T−n(T n(A•)), enta˜o A• ∈ T−n(D≤0). Reciprocamente,
suponhamos que A• ∈ T−n(D≤0), enta˜o existe um complexo B• ∈ D≤0, tal que A• =
T−n(B•), logo, Hp(A•) = H0(T p(A•)) = H0(T p−n(B•)) = 0, quando p − n > 0,
enta˜o A• ∈ D≤n. Portanto, D≤n = T−n(D≤0). Analogamente se demonstra que,
D≥n = T−n(D≥0).

Observac¸a˜o 2.19 A partir da definic¸a˜o 2.17 e pelo lema 2.8, podemos definir o funtor
truncamento τ≤n como um funtor da categoria D na categoria D≤n, da mesma forma pelo
lema 2.9 podemos definir o funtor truncamento τ≥n como um funtor da categoria D na
categoria D≥n.
No seguinte lema provaremos que cada funtor de truncamento admite como funtor
adjunto ao funtor inclusa˜o que tem como dominio a sub-categoria de complexos limitados
e como contradomı´nio a categoria derivada.
Lema 2.20 Seja n ∈ Z. Enta˜o
(i) τ≤n : D −→ D≤n e´ adjunto a` direta do funtor inclusa˜o I : D≤n −→ D ;
(ii) τ≥n : D −→ D≥n e´ adjunto a` esquerda do funtor inclusa˜o J : D≥n −→ D .
Demonstrac¸a˜o:
(i) Seja A• ∈ D≤n e B• ∈ D e i• : τ≤n(B•) −→ B• a inclusa˜o canoˆnica, enta˜o temos o
homomorfismo
HomD≤n(A
•, τ≤n(B•))
Φ // HomD(I(A
•), B•)
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C•
s•
∼
~~
f•
$$
C•
s•
∼
~~
i•◦f•
  
A• τ≤n(B•) A• B•
Agora provaremos que Φ e´ uma bijec¸a˜o.
a) Sobrejetividade: Seja φ ∈ HomD(I(A•), B•) representada pela frac¸a˜o
C•
s•
∼}}
f•
!!
A• B•
tal que s• : C• −→ A• e´ quasi-isomorfismo. Portanto, Hp(C•) = 0 para p > n,
isto e´, C• ∈ D≤n. Enta˜o pelo lema 2.8, a inclusa˜o canoˆnica j• : τ≤n(C•) −→ C•
e´ quasi-isomorfismo. Portanto o diagrama
C•
s•
∼
zz
f•
$$
A• τ≤n(C•)
j• ∼
OO
1

B•
τ≤n(C•)
s•◦j•
∼
cc
f•◦j•
;;
comuta, com o qual estabelecemos a equivaleˆncia da frac¸a˜o de cima com a de-
baixo. Assim, podemos supor que Cp = 0 se p > n. Ale´m disso, o morfismo de
complexos f • : C• −→ B• podemos representa´-lo pelo diagrama
C•
f•

· · · // Cn−2 d
n−2
C //
fn−2

Cn−1
dn−1C //
fn−1

Cn
dnC //
fn

0 //

0 //

· · ·
B• · · · // Bn−2 d
n−2
B // Bn−1
dn−1B // Bn
dnB // Bn+1
dn+1B // Bn+2 // · · ·
Por outro lado, consideremos a inclusa˜o canoˆnica i• : τ≤n(B•) −→ B•, isto e´,
τ≤n(B•)
i•

. . . // Bn−2
dn−2B //
1Bn−2

Bn−1
ϕ //
1Bn−1

ker dnB
//
µ

0 //

0 //

. . .
B• . . . // Bn−2
dn−2B // Bn−1
dn−1B // Bn
dnB // Bn+1
dn+1B // Bn+2
dn+2B // . . .
Ale´m disso, suponhamos que Im fn e´ a imagem do morfismo fn, enta˜o o diagrama
Im fn
α
%%
Cn
fn //
β 99
Bn
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e´ comutativo, onde α e´ monomorfismo e β e´ epimorfismo. Logo, dnB ◦ α ◦ β =
dnB ◦ fn = 0, assim dnB ◦ α = 0, enta˜o pela propriedade universal do kernel, existe
um u´nico morfismo λ : Im fn −→ Ker dnB tal que o diagrama
Im fn
α //
λ &&
Bn
dnB // Bn+1
Ker dnB
µ
99
comuta. Enta˜o, µ ◦ (λ ◦ β) = (µ ◦ λ) ◦ β = α ◦ β = fn e µ ◦ (λ ◦ β) ◦ dn−1C =
fn ◦ dn−1C = dn−1B ◦ fn−1 = µ ◦ (ϕ ◦ fn−1), enta˜o (λ ◦ β) ◦ dn−1C = ϕ ◦ fn−1, pois µ
e´ monomorfismo, portanto temos os morfismo de complexos
C•
g •

. . . // Cn−2
dn−2C //
fn−2

Cn−1
dn−1C //
fn−1

Cn //
λ◦β

0 //

0 //

. . .
τ≤n(B•)
i•

. . . // Bn−2
dn−2B //
1Bn−2

Bn−1
ϕ //
1Bn−1

ker dnB
//
µ

0 //

0 //

. . .
B• . . . // Bn−2
dn−2B // Bn−1
dn−1B // Bn
dnB // Bn+1
dn+1B // Bn+2
dn+2B // . . .
cuja composic¸a˜o e´
C•
i•◦g•

. . . // Cn−2
dn−2C //
fn−2

Cn−1
dn−1C //
fn−1

Cn //
µ◦λ◦β

0 //

0 //

. . .
B• . . . // Bn−2
dn−2B // Bn−1
dn−1B // Bn
dnB // Bn+1
dn+1B // Bn+2
dn+2B // . . .
Portanto, f • = i• ◦ g•.
Finalmente, consideremos os morfismos i• : τ≤n(B•) −→ B• e ψ : A• −→ τ≤n(B•)
na categoria D , os quais podem ser representados pelas frac¸o˜es
τ≤n(B•)
1
∼
yy
i•
##
τ≤n(B•) B•
C•
s•
∼
~~
g•
$$
A• τ≤n(B•)
Enta˜o obtemos o diagrama comutativo
C•
1
∼
zz
g•
&&
C•
s•
∼
~~
g•
##
τ≤n(B•)
1
∼
yy
i•
##
= C•
s•
∼
~~
i•◦g•
  
A• τ≤n(B•) B• A• B•
Portanto, φ = i• ◦ ψ = Φ(ψ).
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b) Injetividade: Agora suponhamos que existe ψ ∈ HomD≤n(A•, τ≤n(B•)) tal que
Φ(ψ) = i•◦ψ = 0 na categoria D . Enta˜o, pela discussa˜o anterior ψ e´ representada
pela frac¸a˜o
C•
s•
∼
~~
g•
$$
A• τ≤n(B•)
onde C• e´ tal que Cp = 0 para p > n. Mais ainda, Φ(ψ) e´ representado pela
frac¸a˜o
C•
s•
∼}}
i•◦g•
!!
A• B•
e como Φ(ψ) = 0, enta˜o existe D• e um quasi-isomorfismo j• : D• −→ C• tal
que o diagrama seguinte comuta
C•
s•
∼}}
i•◦g•
!!
A• D•
j• ∼
OO

B•
A•
1
∼
aa
0
==
Enta˜o, Hp(D•) = Hp(C•) = 0 para p > n, dado que j• e´ quasi-isomorfismo.
Assim, definindo E• = τ≤n(D•) e k• = j• ◦ j′•, tal que j′• : τ≤n(D•) −→ D• e´
a inclusa˜o canoˆnica, a qual e´ quasi-isomorfismo pelo lema 2.8, temos que k• e´
quasi-isomorfismo e o diagrama
C•
s•
∼}}
i•◦g•
!!
A• E•
k• ∼
OO

B•
A•
1
∼
aa
0
==
e´ comutativo. Portanto, a• = i• ◦ g• ◦ k• e´ homoto´pico a zero, isto e´, o diagrama
E•
a•

. . . En−3 //
dn−3E //
an−3

En−2
dn−2E //
an−2

hn−2
yy
En−1
dn−1E //
an−1

hn−1
zz
En //
an

hn
{{
0 //

hn+1
{{
0 //

hn+2
zz
. . .
B• . . . Bn−3 //
dn−3B // Bn−2
dn−2B // Bn−1
dn−1B // Bn
dnB // Bn+1
dn+1B // Bn+2 // . . .
e´ comutativo e ∀p ∈ Z se cumpre que ap = dp−1B ◦ hp + hp+1 ◦ dpE.
1) Suponhamos p < n, enta˜o ip = 1BP , logo g
p ◦ kp = ip ◦ gp ◦ kp = ap =
dp−1B ◦ hp + hp+1 ◦ dpE.
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2) No caso p = n, sabemos que in = µ, enta˜o µ◦gn ◦kn = an = dn−1B ◦hn+hn+1 ◦
dnE = µ◦ϕ◦hn, pois hn+1 = 0, e dado que µ e´ monomorfismo, conclu´ımos que
gn ◦ kn = ϕ ◦ hn.
3) Para p > n, temos que hp = gp = 0, enta˜o gp ◦ kp = 0 = dp−1B ◦ hp + hp+1 ◦ dpE.
De 1), 2) e 3), temos o diagrama comutativo seguinte g• ◦ k• : E• −→ τ≤n(B•) e´
homoto´pico a` zero. Ale´m disso, temos que o diagrama
C•
s•
∼
~~
g•
$$
A• E•
k• ∼
OO
1

τ≤n(B•)
E•
s•
∼
``
g•◦k•
::
e´ comutativo, portanto ψ = 0.
Ja´ demonstramos que ∀A• ∈ D≤n e B• ∈ D , ΦA•,B• : HomD≤n(A•, τ≤n(B•)) −→
HomD(I(A
•), B•) e´ uma bijec¸a˜o, por conseguinte, so´ resta demonstrar que e´ funtorial
em ambas as varia´veis.
a) Se ϕ : A• −→ C• e´ um morfismo na categoria D≤n, enta˜o o diagrama seguinte e´
comutativo
HomD≤n(A
•, τ≤n(B•))
ΦA•,B• // HomD(I(A
•), B•)
HomD≤n(C
•, τ≤n(B•))
ΦC•,B• //
Hom
D≤n (ϕ,τ≤n(B
•))
OO
HomD(I(C
•), B•)
HomD(I(ϕ),B
•)
OO
De fato, seja ψ ∈ HomD≤n(C•, τ≤n(B•)) a qual e´ representada pela frac¸a˜o
M•
t•
∼
}}
g•
$$
C• τ≤n(B•)
e suponhamos que o morfismo ϕ e´ representado pela frac¸a˜o
L•
s•
∼}}
f•
!!
A• C•
Enta˜o, temos que:
(1) O morfismo ψ ◦ ϕ e´ representado pela frac¸a˜o
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K•
r•
∼}}
h•
""
L•
s•
∼
~~
f•
  
M•
t•
∼
}}
g•
$$
=
A• C• τ≤n(B•)
K•
s•◦r•
∼
}}
g•◦h•
$$
A• τ≤n(B•)
Portanto, o morfismo ΦA•,B•(HomD≤n(ϕ, τ≤n(B•))(ψ)) = ΦA•,B•(ψ ◦ϕ) e´ re-
presentado pela frac¸a˜o
K•
s•◦r•
∼}}
i•◦g•◦h•
!!
A• B•
(2) O morfismo ΦC•,B•(ψ) e´ representado pela frac¸a˜o
M•
t•
∼||
i•◦g•
""
C• B•
Portanto, o morfismo HomD(I(ϕ), B
•)(ΦC•,B•(ψ)) = ΦC•,B•(ψ) ◦ ϕ e´ repre-
sentado pela frac¸a˜o
K•
r•
∼}}
h•
""
L•
s•
∼}}
f•
!!
M•
t•
∼||
i•◦g•
""
= K•
s•◦r•
∼}}
i•◦g•◦h•
!!
A• C• B• A• B•
Segue de (1) e (2) ΦA•,B• ◦HomD≤n(ϕ, τ≤n(B•)) = HomD(I(ϕ), B•) ◦ ΦC•,B• .
b) Seja µ : B• −→ D• um morfismo na categoria D . O diagrama seguinte comuta
HomD≤n(A
•, τ≤n(B•))
ΦA•,B• //
Hom
D≤n (A
•,τ≤n(µ))

HomD(I(A
•), B•)
HomD(I(A
•),µ)

HomD≤n(A
•, τ≤n(D•))
ΦA•,D• // HomD(I(A
•), D•)
De fato, seja ψ ∈ HomD≤n(A•, τ≤n(B•)) o qual e´ representado pela frac¸a˜o
M•
t•
∼
}}
g•
$$
A• τ≤n(B•)
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e suponhamos que o morfismo µ e´ representado pela frac¸a˜o
K•
s•
∼}}
f•
!!
B• D•
por conseguinte, o morfismo τ≤n(µ) : τ≤n(B•) −→ τ≤n(D•) e´ representado pela
frac¸a˜o
τ≤n(K•)
τ≤n(s•)
∼
xx
τ≤n(f•)
&&
τ≤n(B•) τ≤n(D•)
Assim temos o seguinte:
(1) O morfismo τ≤n(µ) ◦ ψ e´ representado pela frac¸a˜o
L•
r•
∼
||
h•
%%
M•
t•
∼

g•
!!
τ≤n(K•)
τ≤n(s•)
∼
zz
τ≤n(f•)
$$
=
A• τ≤n(B•) τ≤n(D•)
L•
t•◦r•
∼
~~
τ≤n(f•)◦h•
$$
A• τ≤n(D•)
Portanto, o morfismo ΦA•,D•(HomD≤n(A
•, τ≤n(µ))(ψ)) = ΦA•,D•(τ≤n(µ) ◦ ψ)
e´ representado pela frac¸a˜o
L•
t•◦r•
∼}}
j•◦τ≤n(f•)◦h•
!!
A• D•
(2) O morfismo ΦA•,B•(ψ) e´ representado pela frac¸a˜o
M•
t•
∼||
i•◦g•
""
A• B•
Por outro lado, sabemos que os diagramas seguintes comutam
L• h
•
//
r• ∼

τ≤n(K•)
τ≤n(s•)∼

M•
g• // τ≤n(B•)
τ≤n(K•)
τ≤n(s•) //
k• ∼

τ≤n(B•)
i•∼

K• s
•
// B•
Enta˜o, i• ◦ g• ◦ r• = i• ◦ τ≤n(s•) ◦ h• = s• ◦ k• ◦ h•. Portanto, o morfismo
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HomD(I(A
•), µ)(ΦA•,B•(ψ)) = µ ◦ ΦA•,B•(ψ) e´ representado pela frac¸a˜o
L•
r•
∼||
k•◦h•
!!
M•
t•
∼||
i•◦g•
""
K•
s•
∼}}
f•
!!
= L•
t•◦r•
∼}}
f•◦k•◦h•
!!
A• B• D• A• D•
Mais ainda, pela comutatividade do diagrama
τ≤n(K•)
τ≤n(f•) //
k• ∼

τ≤n(D•)
j•∼

K•
f• // D•
temos a equivaleˆncia
L•
t•◦r•
∼}}
f•◦k•◦h•
!!
A• L•
1 ∼
OO
1 ∼

D•
L•
t•◦r•
∼
aa
j•◦τ≤n(f•)◦h•
==
Segue de (1) e (2) ΦA•,D• ◦HomD≤n(A•, τ≤n(µ)) = HomD(I(A•), µ) ◦ ΦA•,B• .
Portanto, de a) e b) o funtor τ≤n e adjunto a` direta do funtor I.
(ii) A prova de (ii) e´ ana´loga.

O lema acima nos permite demonstrar que na categoria derivada o morfismo nulo
e´ o u´nico morfismo entre um complexo que e´ exato a partir da posic¸a˜o n+ 1 em diante e
um complexo que e´ exato da posic¸a˜o n pra atra´s.
Corola´rio 2.21 Se m < n. Enta˜o HomD(A
•, B•) = 0 para qualquer A• ∈ D≤m e
B• ∈ D≥n.
Demonstrac¸a˜o: Pelo lema 2.20, temos HomD(A
•, B•) = HomD(A•, τ≤m(B•)). Por
outro lado, temos:
a) Por hipo´tese B• ∈ D≥n, enta˜o pela definic¸a˜o 2.17 Hp(B•) = 0,∀p < n e como m <
n, enta˜o Hp(B•) = 0,∀p ≤ m, ale´m disso, do lema 2.8 deduzimos que Hp(B•) =
Hp(τ≤m(B•)),∀p ≤ m, portanto Hp(τ≤m(B•)) = 0,∀p ≤ m.
b) Pelos itens d) e e) da prova do lema 2.8, temos que Hp(τ≤m(B•)) = 0,∀p > m.
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Assim, dos itens a) e b), temos que: Hp(τ≤m(B•)) = 0 para todo p ∈ Z, enta˜o, τ≤m(B•) =
0 na categoria D . Portanto, HomD(A•, B•) = HomD(A•, 0) = 0. 
Finalmente, temos um dos resultados mais importante deste cap´ıtulo, o qual
reflete a importaˆncia de estudar as sub-categorias dos complexos limitados na categoria
derivada, pois nos diz que a cada complexo podemos associar um triaˆngulo distinguido na
categoria derivada e consequentemente, para cada complexo temos uma sequeˆncia exata
curta tal que o cokernel da inclusa˜o natural e´ um complexo exato inferiormente, como
veremos a seguir.
Proposic¸a˜o 2.22 Para cada complexo X• e n ∈ Z existe um u´nico morfismo h˜• :
τ≥n+1(X•) −→ T (τ≤n(X•)) tal que
τ≥n+1(X•)
[1]
h˜•
{{
τ≤n(X•)
i˜• // X•
p˜•
``
e´ um triaˆngulo distinguido na categoria D∗(A ).
Demonstrac¸a˜o: Dado X• um complexo de A -objetos e n ∈ Z, definamos Q• =
Coker (i•) onde i• : τ≤n(X•) −→ X• e´ a inclusa˜o canoˆnica, a qual sabemos que e´ um
monomorfismo na categoria C(A ) e que e´ represento pelo diagrama comutativo
τ≤n(X•)
i•

. . . // Xn−2
dn−2X //
1Xn−2

Xn−1
ϕ //
1Xn−1

Ker dnX
//
µ

0 //

0 //

. . .
X•
coker(i•)

. . . // Xn−2
dn−2X //

Xn−1
(dn−1X ) //

Xn
dnX //
ρ

Xn+1
dn+1X //
1Xn+1

Xn+2
dn+2X //
1Xn+2

. . .
Q• . . . // 0
10 // 0 // Coker µ
ψ // Xn+1
dn+1X // Xn+2
dn+2X // . . .
onde µ = ker(dnX), ρ = coker(µ) e ψ e´ o morfismo induzido pela propriedade universal do
cokernel, pois (1Xn+1 ◦ dnX) ◦ µ = 0.
Por outro lado, considerando o diagrama
Ker(β)
ker(β) // Xn
dnX //
β %%
Xn+1
coker(α) // Coker(α)
Im(dnX)
α
88
Onde α = im(dnX) e´ monomorfismo e β = coim(d
n
X) e´ um epimorfismo. Enta˜o, µ = ker(β),
ρ = β, Coker(µ) = Coim(dnX) e coker(d
n
X) = coker(α). Logo, pela unicidade do morfismo
ψ e dado que dnX = α ◦ β, segue que ψ = α, assim temos que
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(Q•)p =

0 se p < n;
Coim (dnX) se p = n;
Xp se p > n.
dpτ≤n(A•) =

0 se p ≤ n− 1;
α se p = n;
dpX se p ≥ n.
Se consideramos a projec¸a˜o canoˆnica q• : Q• −→ τ≥n+1(Q•), isto e´, o morfismo de com-
plexos
Q•
q•

. . . // 0 //

Coim(dnX)
α //

Xn+1
dn+1X //
coker(α)

Xn+2
dn+2X //
1Xn+2

Xn+3
dn+3X //
1Xn+3

. . .
τ≥n+1(Q•) . . . // 0 // 0 // Coker(α) // Xn+2
dn+2X // Xn+3
dn+3X // . . .
tal que Hp(q•) : Hp(Q•) −→ Hp(X•) para cada p ≥ n + 1 e Hp(q•) = 0 para cada
p < n+ 1, pelo lema 2.9. Por outro lado, como α monomorfismo, enta˜o Ker(α) = 0, logo
Hn(Q•) = 0, portanto Hp(q•) = 10, para cada p ≤ n+1. Ale´m disso, sendo Coker(dnX) =
Coker(α), enta˜o τ≥n+1(Q•) = τ≥n+1(X•), do qual conclu´ımos que o morfismo
Q•
q•

. . . // 0 //

Coim(dnX)
α //

Xn+1
dn+1X //
coker(dnX)

Xn+2
dn+2X //
1Xn+2

Xn+3
dn+3X //
1Xn+3

. . .
τ≥n+1(X•) . . . // 0 // 0 // Coker(dnX) // X
n+2
dn+2X // Xn+3
dn+3X // . . .
e´ quasi-isomorfismo, portanto, Q• e´ isomorfismo a τ≥n+1(X•) na categoria D∗(A ).
Por conseguinte, temos que a sequeˆncia
0 // τ≤n(X•)
i• // X• // Q• // 0
e´ exata e Q• = τ≥n+1(X•) na categoria D∗(A ). Enta˜o pela proposic¸a˜o 2.16, o triaˆngulo
Q•
[1]

τ≤n(X•)
i˜• // X•
q˜•
[[
e´ distinguido na categoria D∗(A ). Portanto, o triaˆngulo
τ≥n+1(X•)
[1]
{{
τ≤n(X•)
i˜• // X•
p˜•
``
e´ distinguido na categoria D∗(A ). Finalmente, a unicidade do morfismo h˜• e´ consequeˆncia
do lema 1.31 e corola´rio do 2.21. 
Cap´ıtulo 3
t-estruturas
Na primeira sec¸a˜o deste cap´ıtulo introduziremos a noc¸a˜o de t-estruturas a qual
foi definida pela primeira vez por Beilinson-Bernstein-Deligne no artigo [BBD82]. Nesse
mesmo artigo eles constroem subcategorias abelianas em categorias trianguladas. Assim
o objetivo deste cap´ıtulo sera´ provar esse e outros resultados ba´sicos de t-estruturas pelo
qual apresentaremos as definic¸o˜es precisas e demonstraremos uma se´rie de lemas funda-
mentais. Outras fontes de refereˆncia sa˜o [KS90, GY03, Mil14].
Ao longo deste cap´ıtulo D e´ uma categoria triangulada.
3.1 t-estruturas em categorias trianguladas.
A discussa˜o na u´ltima sec¸a˜o ilustra a seguinte definic¸a˜o, formalizando assim as
propriedades observadas.
Definic¸a˜o 3.1 Uma t-estrutura em D e´ um par de subcategorias estritamente plenas
(D≤0,D≥0) que satisfazem as seguintes condic¸o˜es:
(t1) D≤0 ⊂ D≤1, D≥0 ⊃ D≥1, onde D≤1 = T−1(D≤0) e D≥1 = T−1(D≥0);
(t2) Hom(X, Y ) = 0 para X ∈ D≤0 e Y ∈ D≥1;
(t3) para qualquer X ∈ D existe um triaˆngulo distinguido
B
[1]

A // X
\\
tal que A ∈ D≤0 e B ∈ D≥1.
Exemplo 3.2 Seja D = D∗(A ) a categoria derivada da categoria abeliana A . Dadas
as subcategorias D≤0 e D≥0 (ver definic¸a˜o 2.17), pela proposic¸a˜o 2.18 e o corola´rio 2.21
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e a proposic¸a˜o 2.22, temos que (D≤0,D≥0) satisfaz as condic¸o˜es da definic¸a˜o 3.1. Esta
t-estrutura e´ chamada a t-estrutura natural em D∗(A ).
A seguir apresentamos algumas propriedades elementares que se deduzem da
definic¸a˜o de t-estrutura e que iremos utilizar no resto do trabalho.
Proposic¸a˜o 3.3 Denotando por D≤n = T−n(D≤0) e D≥n = T−n(D≥0), para cada n ∈ Z.
a) X ∈ D≤n se e somente se X[1] ∈ D≤n−1 se e somente se X[−1] ∈ D≤n+1
b) X ∈ D≥n se e somente se X[1] ∈ D≥n−1 se e somente se X[−1] ∈ D≥n+1
c) . . . ⊂ D≤n−1 ⊂ D≤n ⊂ D≤n+1 ⊂ . . ., isto e´, a famı´lia (D≤n; n ∈ Z) e´ crescente.
d) . . . ⊃ D≥n−1 ⊃ D≥n ⊃ D≥n+1 ⊃ . . ., isto e´, a famı´lia (D≥n; n ∈ Z) e´ decrescente.
Demonstrac¸a˜o: Fixado n ∈ Z.
a) Dado que T e´ um equivaleˆncia de categorias, temos as equivaleˆncias seguintes:
1) X ∈ D≤n ⇔ ∃X0 ∈ D≤0;X = X0[−n] ⇔ ∃X0 ∈ D≤0;X[1] = X0[−(n − 1)] ⇔
X[1] ∈ D≤n−1
2) X ∈ D≤n ⇔ ∃X0 ∈ D≤0;X = X0[−n] ⇔ ∃X0 ∈ D≤0;X[−1] = X0[−(n + 1)] ⇔
X[−1] ∈ D≤n+1
b) E´ ana´logo ao item a).
c) Suponhamos X ∈ D≤n, enta˜o aplicando o item a) n−vezes, temos que X[n] ∈ D≤0,
mas D≤0 ⊂ D≤1 por (t1) da definic¸a˜o 3.1, enta˜o X[n] ∈ D≤1 ⇔ X[n+ 1] ∈ D≤0, pelo
item a). Enta˜o ∃X0 ∈ D≤0;X[n+ 1] = X0 e sendo T uma equivaleˆncia de categorias,
conclu´ımos que X = X0[−(n+ 1)] ∈ D≤n+1.
d) Suponhamos X ∈ D≥n+1, enta˜o aplicando o item b) n−vezes, temos que X[n] ∈ D≥1,
masD≥1 ⊂ D≥0 por (t1) da definic¸a˜o 3.1, enta˜oX[n] ∈ D≥0, enta˜o ∃X0 ∈ D≥0;X[n] =
X0 e sendo T uma equivaleˆncia de categorias, conclu´ımos que X = X0[−n] ∈ D≥n.

Na pro´xima proposic¸a˜o apresentamos um me´todo para construir t-estruturas a
partir de uma t-estrutura dada, o qual generaliza a construc¸a˜o que aparece no item i) do
Exemplo 1.3.2 no artigo [BBD82, p. 29].
Proposic¸a˜o 3.4 Seja F : C → D uma equivaleˆncia triangulada e (C ≤0,C ≥0) e´ uma
t-estrutura na categoria triangulada C enta˜o, (FC ≤0, FC ≥0) e´ uma t-estrutura em D .
Demonstrac¸a˜o: Chamando D≤0 = FC ≤0 e D≥0 = FC ≥0, temos que D≤1 = T−1FC ≤0
e D≥1 = T−1FC ≥0. Agora demonstraremos que D≤0 e D≥0 satisfazem as condic¸o˜es da
definic¸a˜o 3.1.
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1) Demonstraremos somente que D≤0 e´ uma subcategoria estritamente plena da categoria
D , pois a demonstrac¸a˜o para a categoria D≥0 e´ ana´loga.
a) Como C ≤0 e´ uma subcategoria plena da categoria C e F e´ uma equivaleˆncia de
categorias enta˜o, D≤0 e´ uma subcategoria plena da categoria D .
b) Suponhamos que g : Y → Y ′ e´ um isomorfismo na categoria D tal que Y e´ um
objeto da subcategoria D≤0, enta˜o existe um objeto X na subcategoria C ≤0 tal
que Y = FX, mais ainda dado que F e´ uma equivaleˆncia de categorias, existe
um objeto X ′ e um isomorfismo f : X → X ′ na categoria C tais que g = F (f) e
Y ′ = FX ′, enta˜o X ′ e´ um objeto da categoria C ≤0, pois C ≤0 e´ uma subcategoria
estritamente plena da categoria C . Assim, Y ′ e´ um objeto da categoria D e g e´
um isomorfismo da categoria D . Portanto, D≤0 e´ uma subcategoria estritamente
plena da categoria D .
2) Para demonstrar a condic¸a˜o (t1) da definic¸a˜o 3.1, temos que demonstrar que:
(a) D≤0 ⊂ D≤1. Suponhamos que Y ∈ D≤0, enta˜o existe um objeto X ∈ C ≤0 tal que
Y = FX. Mas, T e´ um automorfismo de categoria e F e´ um funtor exato enta˜o
FX = T−1(TFX) = T−1(FTX), onde TX ∈ C ≤−1 ⊂ C ≤0 pela proposic¸a˜o 3.3.
Logo, X0 = TX ∈ C ≤0 e Y = T−1(FX0) ∈ D≤1.
(b) D≥0 ⊃ D≥1. Suponhamos que Y ∈ D≥1, enta˜o existe um objeto X ∈ C ≥0 tal
que Y = T−1FX. Mas, T e´ um automorfismo de categoria e F e´ um funtor
exato enta˜o T−1FX = T−1TFT−1X = F (T−1X), onde T−1X ∈ C ≥1 ⊂ C ≥0
pela proposic¸a˜o 3.3. Logo, X0 = T
−1X ∈ C ≥0 e Y = FX0 ∈ D≥0.
3) Suponhamos que Y ∈ D≤0 e Y ′ ∈ D≥1, enta˜o existe um objeto X ∈ C ≤0 e um objeto
X ′ ∈ C ≥1 tais que: Y = FX e Y ′ = FX ′. Assim, HomD(Y, Y ′) = HomD(FX,FX ′) =
HomC (X,X
′), pois F e´ fiel e pleno. Mas HomC (X,X ′) = 0, pela condic¸a˜o (t2) da
definic¸a˜o 3.1, portanto HomD(Y, Y
′) = 0.
4) Dado Y ∈ D , existe X ∈ C tal que Y = FX pois F e´ pleno. Enta˜o pela condic¸a˜o (t3)
da definic¸a˜o 3.1 existe um triaˆngulo distinguido
B
[1]

A // X
\\
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tal que A ∈ C ≤0 e B ∈ C≥1. Por conseguinte,
FB
[1]
  
FA // FX
__
e´ um triaˆngulo distinguido pois F e´ um funtor exato. Mais ainda, FA ∈ D≤0 e
FB = FT−1B0 = T−1FB0 ∈ D≥1, pois F e´ um funtor exato e B0 ∈ C ≥0. Portanto,
(D≤0,D≥0) satisfaz a condic¸a˜o (t3) da definic¸a˜o 3.1.

O pro´ximo lema e´ uma extensa˜o da condic¸a˜o (t2) de t-estrutura que sera´ funda-
mental neste trabalho, em particular demonstraremos que o par (D≤n,D≥n+1), ∀n ∈ Z e´
um par de torc¸a˜o, ver teorema 4.6 no cap´ıtulo 4.
Lema 3.5 Seja n,m ∈ Z com n < m. Se X ∈ D≤n e Y ∈ D≥m, enta˜o HomD(X, Y ) = 0.
Demonstrac¸a˜o: Por hipo´tese X ∈ D≤n, enta˜o pela proposic¸a˜o 3.3 temos: X = X ′[−n]
para algum X ′ ∈ D≤0. Por outro lado, suponhamos que Y ∈ D≥m, como por hipo´tese
n+ 1 ≤ m enta˜o pela proposic¸a˜o 3.3, temos que Y ∈ D≥n+1, mais ainda, existe Y0 ∈ D≥0
tal que Y = Y0[−(n + 1)] = (Y0[−1])[−n] = Y ′[−n], onde Y ′ = Y0[−1] ∈ D≥1, pela
proposic¸a˜o 3.3. Portanto, Hom(X, Y ) = Hom(X ′[−n], Y ′[−n]) = Hom(X ′, Y ′) = 0, por
(t2) da definic¸a˜o 3.1. 
O resultado seguinte e´ um caso particular da proposic¸a˜o 3.4. Dizemos que a
segunda t-estrutura e´ deduzida da primeira por translac¸a˜o. Assim no resto do cap´ıtulo,
bastara´ supor que (D≤0,D≥0) e´ a t-estrutura dada na categoria D .
Proposic¸a˜o 3.6 Se (D≤0,D≥0) e´ uma t-estrutura em D , enta˜o para cada n ∈ Z, (D≤n,D≥n)
e´ uma t-estrutura em D .
Demonstrac¸a˜o:
a) Por hipo´tese T e´ uma equivaleˆncia de categorias e D≤0 e´ estritamente plena, enta˜o
pelo item 1) da proposic¸a˜o 3.4, com F = T n conclu´ımos que D≤n = T−n(D≤0) e´ estri-
tamente plena. Da mesma forma demonstramos queD≥n = T−n(D≥0), e´ estritamente
plena.
b) Da proposic¸a˜o 3.3, segue que D≤n ⊂ D≤n+1 e D≥n ⊃ D≥n+1 tal que D≤n+1 =
T−1(D≤n) e D≥n+1 = T−1(D≥n), enta˜o (t1) da definic¸a˜o 3.1 e´ satisfeito.
c) Do lema 3.5, com m = n+ 1 se verifica (t2) da definic¸a˜o 3.1.
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d) Seja n ∈ Z, para cada objeto X ∈ D temos X[n] ∈ D , enta˜o por (t3) da definic¸a˜o 3.1
existe um triaˆngulo distinguido
B′
[1]

A′ // X[n]
^^
tal que A′ ∈ D≤0 e B′ ∈ D≥1.
Mais ainda podemos definir os objetos A ∈ D≤n e B ∈ D≥n+1, tais que A[n] ∈ D≤0 e
B[n] ∈ D≥1, como a seguir:
(i) A = A′[−n] ∈ D≤n enta˜o A[n] = A′ ∈ D≤0;
(ii) B′ = B0[−1] tal que B0 ∈ D≥0, enta˜o B = B′[−n] = B0[−(n + 1)] ∈ D≥n+1 e
B[n] = B′ ∈ D≥1.
De (i) e (ii) temos o triaˆngulo distinguido
B[n]
[1]

A[n] // X[n]
__
onde A[n] ∈ D≤0 e B[n] ∈ D≥1. Agora aplicamos 3n vezes o axioma (TR2) de
triaˆngulos distinguidos e obtemos o triaˆngulo distinto
B
[1]

A // X
\\
onde A ∈ D≤n e B ∈ D≥n+1, portanto, (D≤n,D≥n) satisfaz (t3) da definic¸a˜o 3.1.

Agora demonstraremos que {0} ⊂
⋂
n∈Z
Obj(D≤n) e {0} ⊂
⋂
n∈Z
Obj(D≥n) e mais
adiante veremos que em geral a outra inclusa˜o na˜o e´ verdadeira, isso nos permitira´ definir
um tipo de t-estrutura chamada na˜o degenerada.
Proposic¸a˜o 3.7 Seja 0 o objeto zero na categoria D , enta˜o 0 ∈ D≤n e 0 ∈ D≥n, para
todo n ∈ Z.
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Demonstrac¸a˜o: Pela proposic¸a˜o 3.6, existe um triaˆngulo distinguido
B
[1]

A
f // 0
g
[[
tal que A ∈ D≤n e B ∈ D≥n+1. Por outro lado, pelo axioma TR1 podemos construir o
triaˆngulo distinguido
0
[1]

0
10 // 0
[[
Assim, pelo axioma TR3 existe um morfismo g′ : B → 0 tal que o diagrama
A
f //
f

0
g //
10

B //
g′

A[1]
f [1]

0
10 // 0
10 // 0 // 0[1]
e´ um morfismo de triaˆngulos, em particular g′◦g = 10. Analogamente, existe um morfismo
f ′ : 0→ A o diagrama
0
10 //
f ′

0
10 //
10

0 //
g

0[1]
f ′[1]

A
f // 0
g // B // 0[1]
e´ um morfismo de triaˆngulos, assim f ◦ f ′ = 10. Por conseguinte temos o morfismo de
triaˆngulos distinguidos
A
f //
f ′◦f

0
g //
10

B //
g◦g′

A[1]
(f ′◦f)[1]

A
f // 0
g // B // A[1]
Mais ainda, pelo lema 3.5 sabemos que HomD(A,B[−1]) = 0, pois B[−1] ∈ D≥n+2, enta˜o
pelo lema 1.31 conclu´ımos que f ′ ◦ f = 1A e g ◦ g′ = 1B. Portanto, f : A −→ 0 e´
um isomorfismo e dado que D≤n e´ estritamente plena, enta˜o 0 ∈ D≤n. Assim mesmo,
g′ : B −→ 0 e´ isomorfismo e como D≥n+1 e´ estritamente plena, enta˜o 0 ∈ D≥n+1.

A seguir utilizaremos o mesmo racioc´ınio feito acima para um objeto arbitra´rio
X da categoria D .
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Dado o morfismo identidade 1X : X −→ X na categoria D , enta˜o como no item
c) da prova do 3.6 podemos construir os triaˆngulos distinguidos seguintes:
B
[1]

A // X
\\ D
[1]

C // X
\\
tal que, A e C sa˜o objetos na categoria D≤n, e B e D sa˜o objetos na categoria D≥n+1.
Assim temos o diagrama seguinte
A // X //
1X

B // A[1]
C // X // D // C[1]
onde Hom(A,D) = 0 pelo lema 3.5. Enta˜o, pelo lema 1.31 existem os morfismos α :
A −→ C e β : B −→ D tais que o diagrama
A //
α

X //
1X

B //
β

A[1]
α[1]

C // X // D // C[1]
e´ um morfismo de triaˆngulos. Mais ainda, pelo lema 3.5, Hom(A,D[−1]) = 0, pois
A ∈ D≤n e D[−1] ∈ D≥n+2. Portanto, do lema 1.31 se conclui que α e β sa˜o u´nicos.
Analogamente, existem e sa˜o u´nicos morfismos γ : C −→ A e δ : D −→ B tais que o
diagrama
C //
γ

X //
1X

D //
δ

C[1]
γ[1]

A // X // B // A[1]
e´ um morfismo de triaˆngulos e a composic¸a˜o desses morfismos de triaˆngulos e´
A //
γ◦α

X //
1X

B //
δ◦β

A[1]
γ◦α[1]

A // X // B // A[1]
mas e´ claro que os morfismos 1A : A −→ A e 1B : A −→ B fazem o diagrama um
morfismo de triaˆngulos, portanto γ ◦ α = 1A e δ ◦ β = 1B, pela unicidade do teorema
1.31. Analogamente, α ◦ γ = 1C e β ◦ δ = 1D. Do qual podemos concluir que: α e
β sa˜o isomorfismos, enta˜o, A e B sa˜o u´nicos (salvo isomorfismos). Portanto, a cada
X ∈ D , podemos associar os objetos A ∈ D≤n e B ∈ D≥n+1, que denotaremos por
τ≤n(X) e τ≥n+1(X). Ale´m disso, podemos associar os morfismos iX : τ≤n(X) −→ X e
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pX : X −→ τ≥n+1(X), os quais sa˜o u´nicos salvo isomorfismos. Da discussa˜o precedente
temos a seguinte definic¸a˜o:
Definic¸a˜o 3.8 Dado n ∈ Z. A cada X ∈ D , podemos associar os objetos τ≤n(X) ∈
D≤n e τ≥n+1(X) ∈ D≥n+1. Ale´m disso, definimos os morfismos iX : τ≤n(X) −→ X e
pX : X −→ τ≥n+1(X), os quais chamaremos de morfismos de truncamento, tais que o
triaˆngulo
τ≥n+1(X)
[1]
{{
τ≤n(X)
iX // X
pX
``
e´ distinguido.
A seguir apresentamos um lema que e´ um refinamento da definic¸a˜o precedente, no qual
i = ix e p = pX sa˜o os morfismos de truncamento.
Lema 3.9 Para cada X ∈ D temos o triaˆngulo distinguido
τ≥n+1(X)
[1]
r
{{
τ≤n(X)
i // X
p
``
onde r e´ u´nico.
Demonstrac¸a˜o: O triaˆngulo distinguido e´ constru´ıdo na definic¸a˜o anterior, logo a uni-
cidade do morfismo r segue do lema 1.31. 
Dados os objetos X e Y na categoria D , enta˜o como no item c) da prova do 3.6
podemos construir os triaˆngulos distinguidos seguintes:
B
[1]

A // X
\\ D
[1]

C // Y
\\
tal que, A e C sa˜o objetos na categoria D≤n, e B e D sa˜o objetos na categoria D≥n+1.
Mais ainda, dado o morfismo f : X −→ Y na categoria D , consideremos o diagrama
seguinte
A // X //
f

B // A[1]
C // Y // D // C[1]
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Desde que A ∈ D≤n e D ∈ D≥n+1, pelo lema 3.5 temos que Hom(A,D) = 0. Portanto,
a composic¸a˜o dos morfismos A −→ X −→ Y −→ D no diagrama anterior e´ 0, assim
pelo teorema 1.31, o diagrama acima pode ser completado e obtemos um morfismo de
triaˆngulos
A //
ϕ

X //
f

B //
ψ

A[1]
ϕ[1]

C // Y // D // C[1]
Mais ainda, como A ∈ D≤n e D[−1] ∈ D≥n+2, enta˜o Hom(A,D[−1]) = 0, do qual se
conclui aplicando o mesmo teorema que: ϕ e ψ sa˜o u´nicos. Da discussa˜o acima tambe´m
temos que os morfismos ϕ e ψ sa˜o u´nicos, enta˜o aplicando a definic¸a˜o 3.8, temos:
Definic¸a˜o 3.10 Dado n ∈ Z. Para cada morfismo f : X −→ Y na categoria D , cha-
maremos de morfismos de truncamento aos morfismos τ≤n(f) : τ≤n(X) −→ τ≤n(Y ) e
τ≥n+1(f) : τ≥n+1(X) −→ τ≥n+1(Y ) das categorias D≤n e D≥n+1 respectivamente, tais que
o diagrama
τ≤n(X)
iX //
τ≤n(f)

X
pX //
f

τ≥n+1(X) //
τ≥n+1(f)

(τ≤n(X))[1]
(τ≤n(f))[1]

τ≤n(Y )
iY // Y
pY // τ≥n+1(Y ) // (τ≤n(Y ))[1]
representa um morfismo de triaˆngulos distinguidos.
3.2 Funtores truncamento em categorias triangula-
das
Nesta sec¸a˜o iremos construir os funtores induzidos pelos morfismos de trunca-
mento e demonstraremos que eles sa˜o adjuntos dos funtores inclusa˜o. Ale´m disso, es-
tudaremos como estes funtores de truncamento se comportam ao compor com o funtor
translac¸a˜o da categoria D , mais ainda provaremos que os funtores de truncamento sa˜o
aditivos. Finalmente, daremos uma caracterizac¸a˜o das categorias D≤n e D≥n em ter-
mos dos morfismo de truncamento e demonstraremos que tais categorias sa˜o fechadas por
extenso˜es.
Das definic¸o˜es anteriores podemos construir os funtores naturais 1 τ≤n : D −→
D≤n e τ≥n+1 : D −→ D≥n+1, tais que:
a) A cada objeto X ∈ D , correspondem os objetos τ≤n(X) ∈ D≤n e τ≥n+1(X) ∈ D≥n+1
respectivamente, como na definic¸a˜o 3.8.
1Pelo exemplo 3.2, chamaremos estes funtores de funtores truncamento correspondentes a` t-
estrutura (D≤0, D≥0)
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b) A cada morfismo f : X −→ Y na categoria D , correspondem os morfismos τ≤n(f) ∈
D≤n e τ≥n+1(f) ∈ D≥n+1 respectivamente, como na definic¸a˜o 3.10.
A seguir demostraremos que as aplicac¸o˜es τ≤n e τ≥n+1 satisfazem as condic¸o˜es da
definic¸a˜o 1.3.
Proposic¸a˜o 3.11 A cada n ∈ Z, existem funtores covariantes τ≤n : D −→ D≤n e τ≥n+1 :
D −→ D≥n+1.
Demonstrac¸a˜o: Fixado n ∈ Z, temos que:
a) Pela definic¸a˜o 3.10, dado o morfismo f : X −→ Y na categoria D , existem morfismos
u´nicos τ≤n(f) : τ≤n(X) −→ τ≤n(Y ) e τ≥n+1(f) : τ≥n+1(X) −→ τ≥n+1(Y ) nas categorias
D≤n e D≥n+1 respectivamente, tais que o diagrama
τ≤n(X)
iX //
τ≤n(f)

X
pX //
f

τ≥n+1(X) //
τ≥n+1(f)

(τ≤n(X))[1]
(τ≤n(f))[1]

τ≤n(Y )
iY // Y
pY // τ≥n+1(Y ) // (τ≤n(Y ))[1]
representa um morfismo de triaˆngulos distinguidos. Analogamente, dado o morfismo
g : Y −→ Z na categoria D , existem morfismos u´nicos τ≤n(g) : τ≤n(Y ) −→ τ≤n(Z) e
τ≥n+1(g) : τ≥n+1(Y ) −→ τ≥n+1(Z) nas categorias D≤n e D≥n+1 respectivamente, tais
que o diagrama
τ≤n(Y )
iY //
τ≤n(g)

Y
pY //
g

τ≥n+1(Y ) //
τ≥n+1(g)

(τ≤n(Y ))[1]
(τ≤n(g))[1]

τ≤n(Z)
iZ // Z
pZ // τ≥n+1(Z) // (τ≤n(Z))[1]
representa um morfismo de triaˆngulos distinguidos. Em consequeˆncia temos o dia-
grama
τ≤n(X)
iX //
τ≤n(f)

X
pX //
f

τ≥n+1(X) //
τ≥n+1(f)

(τ≤n(X))[1]
(τ≤n(f))[1]

τ≤n(Y )
iY //
τ≤n(g)

Y
pY //
g

τ≥n+1(Y ) //
τ≥n+1(g)

(τ≤n(Y ))[1]
(τ≤n(g))[1]

τ≤n(Z)
iZ // Z
pZ // τ≥n+1(Z) // (τ≤n(Z))[1]
no qual todos os quadrados comutam. Logo, sendo T um funtor covariante, obtemos
o morfismo de triaˆngulos distinguidos:
τ≤n(X)
iX //
τ≤n(g)◦τ≤n(f)

X
pX //
g◦f

τ≥n+1(X) //
τ≥n+1(g)◦τ≥n+1(f)

(τ≤n(X))[1]
(τ≤n(g)◦τ≤n(f))[1]

τ≤n(Z)
iZ // Z
pZ // τ≥n+1(Z) // (τ≤n(Z))[1]
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Mas pela definic¸a˜o 3.10, os morfismos τ≤n(g ◦f) e τ≥n+1(g ◦f) sa˜o os u´nicos que fazem
o diagrama anterior comutar, portanto, τ≤n(g ◦ f) = τ≤n(g) ◦ τ≤n(f) e τ≥n+1(g ◦ f) =
τ≥n+1(g) ◦ τ≥n+1(f).
b) Pela definic¸a˜o 3.10, dado o morfismo 1X : X −→ X na categoria D , existem morfis-
mos u´nicos τ≤n(1X) : τ≤n(X) −→ τ≤n(X) e τ≥n+1(f) : τ≥n+1(X) −→ τ≥n+1(X) nas
categorias D≤n e D≥n+1 respectivamente, tais que o diagrama
τ≤n(X)
iX //
τ≤n(1X)

X
pX //
1X

τ≥n+1(X) //
τ≥n+1(1X)

(τ≤n(X))[1]
(τ≤n(1X))[1]

τ≤n(X)
iX // X
pX // τ≥n+1(X) // (τ≤n(X))[1]
representa um morfismo de triaˆngulos distinguidos. Mas e´ claro que os morfismos
1τ≤n(X) : τ≤n(X) −→ τ≤n(X) e 1τ≥n+1(X) : τ≥n+1(X) −→ τ≥n+1(X), fazem o dia-
grama anterior comutar, portanto, pela unicidade da definic¸a˜o 3.10, conclu´ımos que:
τ≤n(1X) = 1τ≤n(X) e τ≥n+1(1X) = 1τ≥n+1(X).

O pro´ximo lema estabelece que para cada funtor de truncamento existe um funtor
adjunto.
Lema 3.12 Para cada n ∈ Z, tem-se:
(i) τ≤n : D −→ D≤n e´ adjunto a` direta do funtor inclusa˜o I : D≤n −→ D ;
(ii) τ≥n : D −→ D≥n e´ adjunto a` esquerda do funtor inclusa˜o J : D≥n −→ D .
Demonstrac¸a˜o: Fixado n ∈ Z, temos que:
(i) Pelo axioma TR1, a cada X ∈ D≤n podemos associar o triaˆngulo distinguido
0
[1]

X
1X // X
[[
o qual satisfaz as condic¸o˜es da definic¸a˜o 3.8, pela proposic¸a˜o 3.7, mais ainda, su-
ponhamos Y ∈ D e seja f : X −→ Y um morfismo na categoria D enta˜o, pela
definic¸a˜o 3.10 temos o morfismo de triaˆngulos distinguidos
X
1X //
τ≤n(f)

X //
f

0 //

X[1]
(τ≤n(f))[1]

τ≤n(Y )
iY // Y // τ≥n+1(Y ) // (τ≤n(Y ))[1]
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Logo, sendo que o morfismo τ≤n(f) e´ determinado de maneira u´nica por f tal que,
f = iY ◦ τ≤n(f), temos que a aplicac¸a˜o
Φ : HomD(X, Y ) −→ HomD≤n(X, τ≤n(Y ))
f 7−→ τ≤n(f)
esta bem definido. Agora, definamos a aplicac¸a˜o
Ψ : HomD≤n(X, τ≤n(Y )) −→ HomD(X, Y )
g 7−→ iY ◦ g
Logo, determinamos as compostas:
a)
Ψ ◦ Φ : HomD(X, Y ) −→ HomD(X, Y )
f 7−→ iY ◦ τ≤n(f) = f
Portanto, Ψ ◦ Φ = 1HomD(X,Y ).
b)
Φ ◦Ψ : HomD≤n(X, τ≤n(Y )) −→ HomD≤n(X, τ≤n(Y ))
g 7−→ τ≤n(iY ◦ g)
Onde τ≤n(iY ◦g) : X −→ τ≤n(Y ) e´ o u´nico morfismo que faz comutar o diagrama
X
1X //
τ≤n(iY ◦g)

X //
iY ◦g

0 //

X[1]
(τ≤n(iY ◦g))[1]

τ≤n(Y )
iY // Y // τ≥n+1(Y ) // (τ≤n(Y ))[1]
Mas, e´ claro que g : X −→ τ≤n(Y ) tambe´m faz o diagrama comutar, portanto,
τ≤n(iY ◦ g) = g e Φ ◦Ψ = 1Hom
D≤n (X,τ≤n(Y )).
De a) e b) conclu´ımos que Φ e´ uma bijec¸a˜o e Ψ e´ o inverso.
Agora, consideremos a bijec¸a˜o
ΨX,Y : HomD≤n(X, τ≤n(Y )) −→ HomD(I(X), Y )
h 7−→ iY ◦ h
tal que X ∈ D≤n e Y ∈ D . Enta˜o:
I) Se α : X −→ X ′ e´ um morfismo na categoria D≤n, o diagrama seguinte e´
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comutativo
HomD≤n(X, τ≤n(Y ))
ΨX,Y // HomD(I(X), Y )
HomD≤n(X
′, τ≤n(Y ))
ΨX′,Y //
Hom
D≤n ( ,τ≤n(Y ))(α)
OO
HomD(I(X
′), Y )
HomD( ,Y )(I(α))
OO
De fato, seja g ∈ HomD≤n(X ′, τ≤n(Y )), enta˜o
(1) ΨX,Y (HomD≤n( , τ≤n(Y ))(α)(g)) = ΨX,Y (g ◦ α) = iY ◦ (g ◦ α)
(2) HomD( , Y )(I(α))(ΨX′,Y (g)) = HomD( , Y )(I(α))(iY ◦ g) = (iY ◦ g) ◦ α
Segue de (1) e (2) ΨX,Y ◦HomD≤n(α, τ≤n(Y )) = HomD(I(α), Y ) ◦ΨX′,Y
II) Se β : Y −→ Y ′ e´ um morfismo na categoria D , o diagrama seguinte e´ comu-
tativo
HomD≤n(X, τ≤n(Y ))
ΨX,Y //
Hom
D≤n (X, )(τ≤n(β))

HomD(I(X), Y )
HomD(I(X), )(β)

HomD≤n(X, τ≤n(Y ′))
ΨX,Y ′ // HomD(I(X), Y
′)
De fato, seja f ∈ HomD≤n(X, τ≤n(Y )), enta˜o
1) ΨX,Y ′(HomD≤n(X, )(τ≤n(β))(f)) = ΨX,Y ′(τ≤n(β) ◦ f) = iY ′ ◦ (τ≤n(β) ◦ f)
2) HomD(I(X), )(β)(ΨX,Y (f)) = HomD(I(X), )(β)(iY ◦ f) = β ◦ (iY ◦ f)
3) Da definic¸a˜o 3.10, temos o diagrama comutativo
τ≤n(Y )
iY //
τ≤n(β)

Y
β

τ≤n(Y ′)
iY ′ // Y ′
Assim, de 1) e 2) e 3) ΨX,Y ′ ◦HomD≤n(X, τ≤n(β)) = HomD(I(X), β) ◦ΨX,Y
Portanto, de I) e II) τ≤n e´ adjunto a` direta do funtor I.
(ii) A cada Y ∈ D≥n, podemos associar o triaˆngulo distinguido
Y
[1]

0 // Y
1Y
\\
o qual satisfaz as condic¸o˜es da definic¸a˜o 3.8, mais ainda, suponhamos X ∈ D e
seja f : X −→ Y um morfismo na categoria D enta˜o, pela definic¸a˜o 3.10 temos o
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morfismo de triaˆngulos distinguidos
τ≤n−1(X) //

X
q
X //
f

τ≥n(X) //
τ≥n(f)

(τ≤n−1(X))[1]

0 // Y
1Y // Y // 0
Logo, dado que o morfismo τ≥n(f) e´ determinado de maneira u´nica por f tal que,
f = τ≥n(f) ◦ qX , temos que a aplicac¸a˜o
Φ : HomD(X, Y ) −→ HomD≥n(τ≥n(X), Y )
f 7−→ τ≥n(f)
esta bem definido.
Agora, definamos a aplicac¸a˜o
Ψ : HomD≥n(τ≥n(X), Y ) −→ HomD(X, Y )
g 7−→ g ◦ qX
Logo, determinamos as compostas:
a)
Ψ ◦ Φ : HomD(X, Y ) −→ HomD(X, Y )
f 7−→ τ≥n(f) ◦ qX = f
Portanto, Ψ ◦ Φ = 1HomD(X,Y ).
b)
Φ ◦Ψ : HomD≥n(τ≥n(X), Y ) −→ HomD≥n(τ≥n(X), Y )
g 7−→ τ≥n(g ◦ qX)
Onde τ≥n(g◦qX) : τ≥n(X) −→ Y e´ o u´nico morfismo que faz comutar o diagrama
τ≤n−1(X) //

X
q
X //
g◦q
X

τ≥n(X) //
τ≥n(g◦qX )

(τ≤n−1(X))[1]

0 // Y
1Y // Y // 0
Mas, e´ claro que g : τ≥n(X) −→ Y tambe´m faz o diagrama comutar, portanto,
τ≥n(g ◦ qX) = g e Φ ◦Ψ = 1Hom
D≥n (τ≥n(X),Y ).
Por conseguinte, de a) e b) conclu´ımos que Φ e´ uma bijec¸a˜o e Ψ e´ o inverso.
Agora, consideremos a bijec¸a˜o
ΦX,Y : HomD(X, J(Y )) −→ HomD≥n(τ≥n(X), Y )
h 7−→ τ≥n(h)
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tal que X ∈ D e Y ∈ D≥n. Enta˜o:
I) Se α : X −→ X ′ e´ um morfismo na categoria D , o diagrama seguinte e´ comu-
tativo
HomD(X, J(Y ))
ΦX,Y // HomD≥n(τ≥n(X), Y )
HomD(X
′, J(Y ))
ΦX′,Y //
HomD( ,J(Y ))(α)
OO
HomD≥n(τ≥n(X ′), Y )
Hom
D≥n ( ,Y )(τ≥n(α))
OO
De fato, seja g ∈ HomD(X ′, J(Y )), enta˜o
(1) ΦX,Y (HomD( , J(Y ))(α)(g)) = ΦX,Y (g ◦ α) = τ≥n(g ◦ α)
(2) HomD≥n( , Y )(τ≥n(α))(ΦX′,Y (g)) = HomD≥n( , Y )(τ≥n(α))(τ≥n(g)) = τ≥n(g)◦
τ≥n(α)
Assim, pela proposic¸a˜o 3.11 e (1) e (2) conclu´ımos que:
ΦX,Y ◦HomD(α, J(Y )) = HomD≥n(τ≥n(α), Y ) ◦ ΦX′,Y
II) Se β : Y −→ Y ′ e´ um morfismo na categoria D≥n, o diagrama seguinte e´
comutativo
HomD(X, J(Y ))
ΦX,Y //
HomD(X, )(J(β))

HomD≥n(τ≥n(X), Y )
Hom
D≥n (τ≥n(X), )(β)

HomD(X, J(Y
′))
ΦX,Y ′ // HomD≥n(τ≥n(X), Y ′)
De fato, seja f ∈ HomD(X, J(Y )), enta˜o
1) ΦX,Y ′(HomD(X, )(J(β))(f)) = ΦX,Y ′(J(β) ◦ f) = τ≥n(β ◦ f) = τ≥n(β) ◦
τ≥n(f)
2) HomD≥n(τ≥n(X), )(β)(ΦX,Y (f)) = HomD≥n(τ≥n(X), )(β)(τ≥n(f)) = β ◦
τ≥n(f)
3) Da definic¸a˜o 3.10, temos o morfismo de triaˆngulos distinguidos
0 //

Y
1Y //
β

Y //
τ≥n(β)

0

0 // Y ′
1′Y // Y ′ // 0
Assim, de 1) e 2) e 3) conclu´ımos que:
ΨX,Y ′ ◦HomD≤n(X, τ≤n(β)) = HomD(X, β) ◦ΨX,Y
Portanto, de I) e II) τ≥n e´ adjunto a` esquerda do funtor J .
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
Proposic¸a˜o 3.13 Para cada X ∈ D temos:
a) Como Ψ e´ uma bijec¸a˜o e funtorial em cada varia´vel, temos que iX : τ≤n(X) −→ X e´
um morfismo adjunto (ver definic¸a˜o 1.10).
b) Assim mesmo, temos que qX : X −→ τ≥n(X) e´ um morfismo adjunto, pois Φ e´ uma
bijec¸a˜o e funtorial em cada varia´vel.
Demonstrac¸a˜o:
a) No item i) da prova do lema 3.12, constru´ımos o isomorfismo bi-funtorial
ΨX,Y : HomD≤n(X, τ≤n(Y )) −→ HomD(I(X), Y )
h 7−→ iY ◦ h
Assim em particular, para cada Y ∈ D e X = τ≤n(Y ), temos o isomorfismo
Ψ = Ψτ≤n(Y ),Y : HomD≤n(τ≤n(Y ), τ≤n(Y )) −→ HomD(I(τ≤n(Y )), Y )
enta˜o, pela proposic¸a˜o 1.9 Ψ(1τ≤n(Y )) : I(τ≤n(Y )) −→ Y e´ um morfismo adjunto.
Mas, Ψ(1τ≤n(Y )) = iY ◦ 1τ≤n(Y ) = iY e I(τ≤n(Y )) = τ≤n(Y ).
b) No item ii) da prova do lema 3.12, constru´ımos o isomorfismo bi-funtorial
ΦX,Y : HomD(X, J(Y )) −→ HomD≥n(τ≥n(X), Y )
h 7−→ τ≥n(h)
Assim em particular, para cada X ∈ D e Y = τ≥n(X), temos o isomorfismo
Φ = ΦX,τ≥n(X) : HomD(X, J(τ≥n(X))) −→ HomD≥n(τ≥n(X), τ≥n(X))
enta˜o, pela proposic¸a˜o 1.9 Φ−1(1τ≥n(X)) : X −→ J(τ≥n(X)) e´ um morfismo adjunto.
Mas, Φ−1(1τ≥n(X)) = Ψ(1τ≥n(X)) = 1τ≥n(X) ◦ qX = qX e J(τ≥n(X)) = τ≥n(X).

No pro´ximo lema ficam mais claras as relac¸o˜es obtidas na proposic¸a˜o 3.3 e de-
monstra que os funtores de truncamento na˜o sa˜o funtores exatos.
Lema 3.14 Seja n ∈ Z. Enta˜o, os funtores
a) τ≤n ◦ T e T ◦ τ≤n+1 sa˜o isomorfos.
b) τ≥n ◦ T e T ◦ τ≥n+1 sa˜o isomorfos.
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Demonstrac¸a˜o: Seja A um objeto na categoria D≤n e X um objeto em D . Enta˜o,
A[−1] ∈ D≤n+1.
a) Do item i) do lema 3.12, temos que
ΨA,X[1] : HomD≤n(A, τ≤n(X[1])) −→ HomD(A,X[1])
e´ uma bijec¸a˜o, a qual denotaremos por simplicidade de ΨA,X . Mais ainda, dado o
morfismo f : A −→ B na categoria D≤n, enta˜o, o diagrama seguinte comuta
HomD≤n(A, τ≤n(X[1]))
ΨA,X // HomD(A,X[1])
HomD≤n(B, τ≤n(X[1]))
ΨB,X //
Hom
D≤n (f,τ≤n(X[1]))
OO
HomD(A,X[1])
HomD(f,X[1])
OO
Aplicando novamente o item i) do lema 3.12, para n+ 1 temos a bijec¸a˜o
ΨA[−1],X : HomD≤n+1(A[−1], τ≤n+1(X)) −→ HomD(A[−1], X)
Mais ainda, dado que f [−1] : A[−1] −→ B[−1] e´ um morfismo na categoria D≤n+1,
enta˜o, o diagrama seguinte comuta
HomD≤n+1(A[−1], τ≤n+1(X))
ΨA[−1],X // HomD(A[−1], X)
HomD≤n+1(B[−1], τ≤n+1(X))
ΨB[−1],X //
Hom
D≤n+1 (f [−1],τ≤n+1(X))
OO
HomD(A[−1], X)
HomD(f [−1],X)
OO
Assim, chamando de ΦA,X a` inversa de ΨA[−1],X , temos o diagrama comutativo
HomD(A[−1], X) ΦA,X // HomD≤n+1(A[−1], τ≤n+1(X))
HomD(A[−1], X)
HomD(f [−1],X)
OO
ΦB,X // HomD≤n+1(B[−1], τ≤n+1(X))
Hom
D≤n+1 (f [−1],τ≤n+1(X))
OO
Por outro lado, dado que T e´ fiel e pleno, para todo X e Y em D , temos a bijec¸a˜o
ηX,Y : HomD(X, Y ) −→ HomD(X[1], Y [1])
g 7−→ g[1]
Mais ainda, se h : X −→ X ′ e´ um morfismo na categoria D , enta˜o o quadrado seguinte
comuta
HomD(X, Y )
ηX,Y // HomD(X[1], Y [1])
HomD(X
′, Y )
HomD(h,Y )
OO
ηX′,Y // HomD(X
′[1], Y [1])
HomD(h[1],Y [1])
OO
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De fato, seja α ∈ HomD(X ′, Y ), enta˜o
1) [ηX,Y ◦HomD(h, Y )](α) = ηX,Y (HomD(h, Y )(α)) = ηX,Y (α ◦ h) = (α ◦ h)[1]
2) [HomD(h[1], Y [1]) ◦ ηX′,Y ](α) = HomD(h[1], Y [1])(α[1]) = α[1] ◦ h[1] = (α ◦ h)[1]
Portanto, de 1) e 2), temos ηX,Y ◦HomD(h, Y ) = HomD(h[1], Y [1]) ◦ ηX′,Y .
Em particular, para X = A[−1] e Y = X temos a bijec¸a˜o
ηA[−1],X : HomD(A[−1], X) −→ HomD(A,X[1]).
Mais ainda, se h = f [−1] e X ′ = B[−1]
HomD(A[−1], X)
ηA[−1],X // HomD(A,X[1])
HomD(B[−1], X)
HomD(f [−1],X)
OO
ηB[−1],X // HomD(B,X[1])
HomD(f,X[1])
OO
Assim, chamando de ΩA,X a` inversa de ηA[−1],X , temos o diagrama comutativo
HomD(A,X[1])
ΩA,X // HomD(A[−1], X)
HomD(B,X[1])
HomD(f,X[1])
OO
ΩB,X // HomD(B[−1], Y )
HomD(f [−1],X)
OO
E, no caso X = A[−1] e Y = τn+1(X) temos a bijec¸a˜o
ηA[−1],τn+1(X) : HomD(A[−1], τn+1(X)) −→ HomD(A, (τn+1(X))[1]).
Mais ainda, se h = f [−1] e X ′ = B[−1]
HomD(A[−1], τ≤n+1(X))
ηA[−1],τ≤n+1(X) // HomD(A, (τ≤n+1(X))[1])
HomD(B[−1], τ≤n+1(X))
HomD(f [−1],τ≤n+1(X))
OO
ηB[−1],τ≤n+1(X) // HomD(B, (τ≤n+1(X))[1])
HomD(f,(τ≤n+1(X))[1])
OO
Assim, denotando de ΘA,X a ηA[−1],τn+1(X), dado que D
≤n e D≤n+1 sa˜o subcategorias
plenas da categoria D , e f [−1] e´ um morfismo na categoria D≤n+1, temos o diagrama
comutativo
HomD≤n+1(A[−1], τ≤n+1(X))
ΘA,X // HomD≤n(A, (τ≤n+1(X))[1])
HomD≤n+1(B[−1], τ≤n+1(X))
Hom
D≤n+1 (f [−1],τ≤n+1(X))
OO
ΘB,X // HomD≤n(B, (τ≤n+1(X))[1])
Hom
D≤n (f,(τ≤n+1(X))[1])
OO
Em consequeˆncia, dado que a composta de bijec¸o˜es e´ bijec¸a˜o, temos que ϕA,X = ΘA,X ◦
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ΦA,X◦ΩA,X◦ΨA,X e´ uma bijec¸a˜o deHomD≤n(A, τ≤n(X[1])) emHomD≤n(A, (τ≤n+1(X))[1])
Mais ainda, se f : A −→ B e´ um morfismo na categoria D≤n, o diagrama
HomD≤n(A, τ≤n(X[1]))
ϕA,X // HomD≤n(A, (τ≤n+1(X))[1])
HomD≤n(B, τ≤n(X[1]))
ϕB,X //
Hom
D≤n (f,τ≤n(X[1]))
OO
HomD≤n(B, (τ≤n+1(X))[1])
Hom
D≤n (f,(τ≤n+1(X))[1])
OO
comuta.
Em particular, para A = (τ≤n+1(X))[1] temos a bijec¸a˜o
HomD≤n((τ≤n+1(X))[1], τ≤n(X[1]))
ϕ(τ≤n+1(X))[1],X// HomD≤n((τ≤n+1(X))[1], (τ≤n+1(X))[1])
Enta˜o, existe γ ∈ HomD≤n((τ≤n+1(X))[1], τ≤n(X[1])) tal que ϕ(τ≤n+1(X))[1],X(γ) =
1(τ≤n+1(X))[1], mais ainda, para B = τ≤n(X[1]) e f = γ, obtemos o diagrama comu-
tativo
HomD≤n((τ≤n+1(X))[1], τ≤n(X[1]))
ϕ
(τ≤n+1(X))[1],X// HomD≤n((τ≤n+1(X))[1], (τ≤n+1(X))[1])
HomD≤n(τ≤n(X[1]), τ≤n(X[1]))
ϕ
τ≤n(X[1]),X //
Hom
D≤n (γ,τ≤n(X[1]))
OO
HomD≤n(τ≤n(X[1]), (τ≤n+1(X))[1])
Hom
D≤n (γ,(τ≤n+1(X))[1])
OO
Logo, definamos α = ϕτ≤n(X[1]),X(1τ≤n(X[1])), temos que α ◦ γ = 1(τ≤n+1(X))[1]. Assim
mesmo temos a bijec¸a˜o
HomD≤n(τ≤n(X[1]), τ≤n(X[1]))
ϕτ≤n(X[1]),X // HomD≤n(τ≤n(X[1]), (τ≤n+1(X))[1])
e para A = τ≤n(X[1]) e B = (τ≤n+1(X))[1] e f = α, temos o diagrama comutativo
HomD≤n(τ≤n(X[1]), τ≤n(X[1]))
ϕτ≤n(X[1]),X // HomD≤n(τ≤n(X[1]), (τ≤n+1(X))[1])
HomD≤n((τ≤n+1(X))[1], τ≤n(X[1]))
ϕ(τ≤n+1(X))[1],X//
Hom
D≤n (α,τ≤n(X[1]))
OO
HomD≤n((τ≤n+1(X))[1], (τ≤n+1(X))[1])
Hom
D≤n (α,(τ≤n+1(X))[1])
OO
enta˜o, ϕτ≤n(X[1]),X(γ ◦ α) = α = ϕτ≤n(X[1]),X(1τ≤n(X[1])), assim, γ ◦ α = 1τ≤n(X[1]). Por-
tanto, α : τ≤n(X[1]) −→ (τ≤n+1(X))[1] e´ isomorfismo.
Agora suponhamos que Y e´ outro objeto da categoria D e que f : X −→ Y e´ um mor-
fismo em D . Definindo β = ϕτ≤n(Y [1]),Y (1τ≤n(Y [1])), demonstraremos que o quadrado
(τ≤n ◦ T )(X) α //
(τ≤n◦T )(f)

(T ◦ τ≤n+1)(X)
(T◦τ≤n+1)(f)

(τ≤n ◦ T )(Y ) β // (T ◦ τ≤n+1)(Y )
Cap´ıtulo 3 68
comuta. De fato, pela definic¸a˜o 3.10 temos o morfismo τ≤n(f [1]) : τ≤n(X[1]) −→
τ≤n(Y [1]) na categoria D≤n tal que o quadrado
τ≤n(X[1])
iX[1] //
τ≤n(f [1])

X[1]
f [1]

τ≤n(Y [1])
iY [1] // Y [1]
comuta. Enta˜o, para A = τ≤n(X[1]) e B = τ≤n(Y [1]) temos o diagrama comutativo
HomD≤n(τ≤n(X[1]), τ≤n(Y [1]))
ϕτ≤n(X[1]),Y // HomD≤n(τ≤n(X[1]), (τ≤n+1(Y ))[1])
HomD≤n(τ≤n(Y [1]), τ≤n(Y [1]))
ϕτ≤n(Y [1]),Y //
Hom
D≤n (τ≤n(f [1]),τ≤n(Y [1]))
OO
HomD≤n(τ≤n(Y [1]), (τ≤n+1(Y ))[1])
Hom
D≤n (τ≤n(f [1]),(τ≤n+1(Y ))[1])
OO
Assim em particular temos que (ϕτ≤n(X[1]),Y ◦HomD≤n(τ≤n(f [1]), τ≤n(Y [1]))(1τ≤n(Y [1])) =
(HomD≤n(τ≤n(f [1]), (τ≤n+1(Y ))[1]) ◦ ϕτ≤n(Y [1]))(1τ≤n(Y [1]))
Por conseguinte, ϕτ≤n(X[1]),Y (τ≤n(f [1])) = β ◦ τ≤n(f [1]).
Por outro lado, temos que
ϕτ≤n(X[1]),Y (τ≤n(f [1])) = (Θτ≤n(X[1]),Y ◦Φτ≤n(X[1]),Y ◦Ωτ≤n(X[1]),Y ◦Ψτ≤n(X[1]),Y )(τ≤n(f [1]))
HomD≤n(τ≤n(X[1]), τ≤n(Y [1]))
Ψτ≤n(X[1]),Y // HomD(τ≤n(X[1]), Y [1])
τ≤n(f [1])
 // iY [1]◦τ≤n(f [1]) = f [1] ◦ iX[1]
HomD(τ≤n(X[1]), Y [1])
Ωτ≤n(X[1]),Y // HomD≤n(τ≤n(X[1])[−1], Y ))
f [1] ◦ iX[1]  // (f [1] ◦ iX[1])[−1] = f ◦ (iX[1][−1])
HomD≤n(τ≤n(X[1])[−1], Y ))
Φτ≤n(X[1]),Y // HomD≤n+1(τ≤n(X[1])[−1], τ≤n+1(Y ))
f ◦ (iX[1][−1])  // τ≤n+1(f) ◦ τ≤n+1(iX[1][−1])
HomD≤n+1(τ≤n(X[1])[−1], τ≤n+1(Y ))
Θτ≤n(X[1]),Y // HomD(τ≤n(X[1]), τ≤n+1(Y )[1])
τ≤n+1(f) ◦ τ≤n+1(iX[1][−1])  // τ≤n+1(f)[1] ◦ τ≤n+1(iX[1][−1])[1]
Logo, ϕτ≤n(X[1]),Y (τ≤n(f [1])) = τ≤n+1(f)[1] ◦ τ≤n+1(iX[1][−1])[1]. Do qual deduzimos
que: τ≤n+1(f)[1] ◦ τ≤n+1(iX[1][−1])[1] = β ◦ τ≤n(f [1])
Por outro lado, temos que
ϕτ≤n(X[1]),X(1τ≤n(X[1])) = (Θτ≤n(X[1]),X ◦Φτ≤n(X[1]),X ◦Ωτ≤n(X[1]),X ◦Ψτ≤n(X[1]),X)(1τ≤n(X[1]))
HomD≤n(τ≤n(X[1]), τ≤n(X[1]))
Ψτ≤n(X[1]),X // HomD(τ≤n(X[1]), X[1])
1τ≤n(X[1])
 // iX[1] ◦ 1τ≤n(X[1]) = iX[1]
Cap´ıtulo 3 69
HomD(τ≤n(X[1]), X[1])
Ωτ≤n(X[1]),X // HomD≤n(τ≤n(X[1])[−1], X))
iX[1]
 // (iX[1])[−1]
HomD≤n(τ≤n(X[1])[−1], X))
Φτ≤n(X[1]),X // HomD≤n+1(τ≤n(X[1])[−1], τ≤n+1(X))
iX[1][−1]  // τ≤n+1(iX[1][−1])
HomD≤n+1(τ≤n(X[1])[−1], τ≤n+1(X))
Θτ≤n(X[1]),X // HomD(τ≤n(X[1]), τ≤n+1(X)[1])
τ≤n+1(iX[1][−1])  // τ≤n+1(iX[1][−1])[1]
Assim, α = ϕτ≤n(X[1]),X(1τ≤n(X[1])) = τ≤n+1(iX[1][−1])[1]. Portanto, τ≤n+1(f)[1] ◦ α =
β ◦ τ≤n(f [1]), isto e´ (T ◦ τ≤n+1)(f) ◦ α = β ◦ (τ≤n ◦ T )(f), para todo morfismo f na
categoria D .

Agora demonstraremos que os funtores truncamento caraterizam a t-estrutura.
Lema 3.15 Seja X ∈ D . Enta˜o:
a) As seguintes condic¸o˜es sa˜o equivalentes:
(i) X ∈ D≤n;
(ii) i : τ≤n(X) −→ X e´ isomorfismo;
(iii) τ≥n+1(X) = 0.
b) As seguintes condic¸o˜es sa˜o equivalentes:
(i) X ∈ D≥n;
(ii) q : X −→ τ≥n(X) e´ isomorfismo;
(iii) τ≤n−1(X) = 0.
Demonstrac¸a˜o: Seja X um objeto da categoria D .
a) (ii) ⇔ (iii). Dado n ∈ Z, pela definic¸a˜o 3.8, existe um triaˆngulo distinguido da forma
τ≥n+1(X)
[1]
{{
τ≤n(X)
i // X
p
``
Assim pelo lema 1.30, τ≥n+1(X) = 0 se e somente se, i e´ isomorfismo. Portanto, (ii) e
(iii) sa˜o equivalentes.
(ii)⇒ (i). Dado que τ≤n(X) e´ um objeto na subcategoria estritamente plena D≤n de
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D e i e´ isomorfismo, enta˜o X ∈ D≤n.
(i)⇒ (ii). Se X ∈ D≤n temos o morfismo de triaˆngulos distinguidos
τ≤n(X)
i //
i

X //
1X

τ≥n+1(X) //

(τ≤n(X))[1]

X
1X // X // 0 // X[1]
Enta˜o pela definic¸a˜o 3.10, temos que τ≤n(1X) = i e como τ≤n e´ funtor, conclu´ımos que
i e´ isomorfismo.
b) (ii) ⇔ (iii). Dado n − 1 ∈ Z, pela definic¸a˜o 3.8, existe um triaˆngulo distinguido da
forma
τ≥n(X)
[1]
{{
τ≤n−1(X)
j // X
q
__
Enta˜o, pelo axioma de rotac¸a˜o, temos o triaˆngulo distinguido
(τ≤n−1(X))[1]
[1]
{{
X
q // τ≥n(X)
ee
Assim pelo lema 1.30, (τ≤n−1(X))[1] = 0 se e somente se, q e´ isomorfismo, e como T e´
uma equivaleˆncia de categorias enta˜o, (ii) e (iii) sa˜o equivalentes.
(ii)⇒ (i). Dado que τ≥n(X) e´ um objeto na subcategoria estritamente plena D≥n de
D e q e´ isomorfismo, enta˜o X ∈ D≥n.
(i)⇒ (ii). Se X ∈ D≥n temos o morfismo de triaˆngulos distinguidos
0 //

X
1X //
1X

X //
q

0

τ≤n−1(X) // X
q // τ≥n(X) // (τ≤n(X))[1]
Enta˜o pela definic¸a˜o 3.10, temos τ≥n(1X) = q e como τ≥n e´ funtor, conclu´ımos que q e´
isomorfismo.

De acordo com a definic¸a˜o 1.2.6 dada por [BBD82, p. 28], o lema a seguir
estabelece que as subcategorias D≤n e D≥n da categoria D , sa˜o esta´veis por extenso˜es.
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Lema 3.16 Seja
Z
[1]

X // Y
ZZ
um triaˆngulo distinguido em D .
(i) Se X e Z sa˜o objetos da categoria D≤n, enta˜o Y e´ um objeto da categoria D≤n.
(ii) Se X e Z sa˜o objetos da categoria D≥n, enta˜o Y e´ um objeto da categoria D≥n.
Demonstrac¸a˜o:
(i) Seja U um objeto na categoria D . Enta˜o pela proposic¸a˜o 1.20, temos a sequeˆncia
exata longa de grupos abelianos
· · · −→ HomD(Z,U) −→ HomD(Y, U) −→ HomD(X,U) −→ · · · .
Em particular se U = τ≥n+1(Y ) ∈ D≥n+1, temos queHomD(X,U) = HomD(Z,U) =
0 pelo 3.5, pois X ∈ D≤n e Z ∈ D≤n, por conseguinte HomD(Y, U) = 0. Enta˜o pelo
lema 3.12 temos que 0 = HomD(Y, U) = HomD≥n+1(τ≥n+1(Y ), U) = HomD≥n+1(U,U).
Mas, HomD≥n+1(U,U) = HomD(U,U) pois D
≥n+1 e´ uma subcategoria plena de D ,
isto e´, o u´nico elemento do grupo HomD(U,U) e´ o morfismo nulo, mas 1U pertence
a este grupo, enta˜o, pela definic¸a˜o de morfismo nulo, existe um u´nico morfismo
α : U −→ 0 e um u´nico morfismo β : 0 −→ U , tal que 1U = β ◦ α, e como
α ◦ β ∈ HomD(0, 0), enta˜o α ◦ β = 10. Portanto, α e´ um isomorfismo, assim
τ≥n+1(Y ) = U = 0 e pelo lema 3.15, conclu´ımos Y ∈ D≤n.
(ii) Seja U um objeto na categoria D . Enta˜o pela proposic¸a˜o 1.20, temos a sequeˆncia
exata longa de grupos abelianos
· · · −→ HomD(U,X) −→ HomD(U, Y ) −→ HomD(U,Z) −→ · · · .
Em particular se U = τ≤n−1(Y ) ∈ D≤n−1, temos que HomD(U,X) = HomD(U,Z) =
0 pelo 3.5, pois X ∈ D≥n e Z ∈ D≥n, por conseguinte HomD(U, Y ) = 0. Enta˜o pelo
lema 3.12 temos que 0 = HomD(U, Y ) = HomD≤n−1(U, τ≤n−1(Y )) = HomD≤n−1(U,U).
Mas, HomD≤n−1(U,U) = HomD(U,U) pois D
≤n−1 e´ uma subcategoria plena de D ,
isto e´, o u´nico elemento do grupo HomD(U,U) e´ o morfismo nulo, mas 1U pertence
a este grupo, enta˜o, pela definic¸a˜o de morfismo nulo, existe um u´nico morfismo
α : U −→ 0 e um u´nico morfismo β : 0 −→ U , tal que 1U = β ◦ α, e como
α ◦ β ∈ HomD(0, 0), enta˜o α ◦ β = 10. Portanto, α e´ um isomorfismo, assim
τ≤n−1(Y ) = U = 0 e pelo lema 3.15, conclu´ımos Y ∈ D≥n.
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
A seguir provaremos que as D≤n e D≥n tem estrutura aditiva, as quais sabemos
que sa˜o plenas e fechadas por extenso˜es, pore´m pela proposic¸a˜o 3.3 estas categorias na˜o sa˜o
subcategorias trianguladas da categoria D , ver definic¸a˜o [Nee01, p. 60]. Mas no pro´ximo
cap´ıtulo construiremos subcategorias trianguladas de D que conte´m tais subcategorias.
Lema 3.17 Seja n ∈ Z.
(i) As subcategorias D≤n e D≥n sa˜o subcategorias aditivas de D (ver definic¸a˜o 1.11).
(ii) Os funtores τ≤n : D −→ D≤n e τ≥n : D −→ D≥n sa˜o aditivos.
Demonstrac¸a˜o: Fixemos n ∈ Z.
(i) Demonstraremos somente que D≤n e´ uma subcategoria aditiva de D , pois o caso
D≥n e´ ana´logo.
(A1) Pela proposic¸a˜o 3.6, temos que D≤n e´ uma subcategoria plena da categoria
aditiva D , enta˜o para cada X, Y ∈ D≤n, se cumpre que HomD≤n(X, Y ) =
HomD(X, Y ), logo HomD≤n(X, Y ) e´ um grupo abeliano e a composic¸a˜o de
morfismos HomD≤n(Y, Z)×HomD≤n(X, Y )→ HomD≤n(X,Z) e´ bilinear sobre
os inteiros.
(A2) Seja 0 o objeto zero da categoria D , enta˜o HomD(X, 0) = 0 e HomD(0, X) =
0, para cada objeto X ∈ D , e como 0 ∈ D≤n, pela proposic¸a˜o 3.7, enta˜o
HomD≤n(U, 0) = HomD(U, 0) = 0 e HomD≤n(0, U) = HomD(0, U) = 0, para
cada objeto U ∈ D≤n.
(A3) Seja X e Y objetos na categoria D . Pelo corola´rio 1.27, temos o triaˆngulo
distinguido
Y
[1]

X // X ⊕ Y
__
Enta˜o, aplicando o lema 3.16, X ⊕ Y ∈ D≤n sempre que, X e Y pertenc¸am a`
categoria D≤n.
(ii) Sejam f e g morfismos de X para Y na categoria D . Enta˜o, τ≤n(f) e τ≤n(g) e
τ≥n+1(f) e τ≥n+1(g) sa˜o os u´nicos morfismos tais que os diagramas
τ≤n(X) //
τ≤n(f)

X //
f

τ≥n+1(X) //
τ≥n+1(f)

(τ≤n(X))[1]
(τ≤n(f))[1]

τ≤n(Y ) // Y // τ≥n+1(Y ) // (τ≤n(Y ))[1]
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e
τ≤n(X) //
τ≤n(g)

X //
g

τ≥n+1(X) //
τ≥n+1(g)

(τ≤n(X))[1]
(τ≤n(g))[1]

τ≤n(Y ) // Y // τ≥n+1(Y ) // (τ≤n(Y ))[1]
sa˜o morfismos de triaˆngulos. Isto implica que
τ≤n(X) //
τ≤n(f)+τ≤n(g)

X //
f+g

τ≥n+1(X) //
τ≥n+1(f)+τ≥n+1(g)

(τ≤n(X))[1]
(τ≤n(f)+τ≤n(g))[1]

τ≤n(Y ) // Y // τ≥n+1(Y ) // (τ≤n(Y ))[1]
e´ um morfismo de triaˆngulos. Portanto, τ≤n(f) + τ≤n(g) = τ≤n(f + g) e τ≥n+1(f) +
τ≥n+1(g) = τ≥n+1(f + g), pela definic¸a˜o 3.10. Do qual conclu´ımos que a aplicac¸a˜o
τ≤n : HomD(X, Y ) −→ HomD≤n(τ≤n(X), τ≤n(Y )) e´ um homomorfismo de grupos,
assim mesmo a aplicac¸a˜o τ≥n+1 : HomD(X, Y ) −→ HomD≥n+1(τ≥n+1(X), τ≥n+1(Y ))
e´ um homomorfismo de grupos.

3.3 Composic¸a˜o de funtores truncamento
Nesta sec¸a˜o estudaremos as composic¸o˜es dos funtores de truncamento.
Lema 3.18 Sejam m,n ∈ Z, com m < n. Enta˜o: τ≤m ◦ τ≥n ∼= τ≥n ◦ τ≤m(X) ∼= 0.
Demonstrac¸a˜o: Seja X um objeto na categoria D .
a) Por hipo´tese, m < n o que equivale a m ≤ n − 1, enta˜o pela proposic¸a˜o 3.3, D≤m ⊂
D≤n−1, logo τ≤m(X) ∈ D≤n−1, portanto, τ≥n(τ≤m(X)) = 0 pelo lema 3.15. Assim, o
funtor τ≤m ◦ τ≥n aplicado ao morfismo f : X −→ Y na categoria D , induz o morfismo
τ≤m(τ≥n)(f) : τ≤m(τ≥n)(X) −→ τ≤m(τ≥n)(Y ), enta˜o, τ≤m(τ≥n)(f) = 10 = 0.
b) Por hipo´tese, m < n ou equivalentemente m + 1 ≤ n, enta˜o pela proposic¸a˜o 3.3,
D≥n ⊂ D≥m+1, logo τ≥n(X) ∈ D≥m+1, portanto, τ≤m(τ≥n(X)) = 0 pelo lema 3.15.
Assim, o funtor τ≥n ◦ τ≤m aplicado ao morfismo f : X −→ Y na categoria D , induz o
morfismo τ≥n(τ≤m)(f) : τ≥n(τ≤m)(X) −→ τ≥n(τ≤m)(Y ), enta˜o, τ≥n(τ≤m)(f) = 10 = 0.

Lema 3.19 Sejam m,n ∈ Z com m ≤ n. Enta˜o:
(i) τ≤m ◦ τ≤n ∼= τ≤n ◦ τ≤m ∼= τ≤m;
Cap´ıtulo 3 74
(ii) τ≥m ◦ τ≥n ∼= τ≥n ◦ τ≥m ∼= τ≥n.
Demonstrac¸a˜o:
(i) Da proposic¸a˜o 3.3 seque que D≤m ⊂ D≤n, pois m ≤ n. Portanto, τ≤m(X) ∈ D≤n,
assim aplicando o lema 3.15, ηX : τ≤n(τ≤m(X)) −→ τ≤m(X) e´ isomorfismo. Agora
aplicando o funtor τ≤m ao morfismo f : X −→ Y da categoria D , temos o morfismo
τ≤m(f) : τ≤m(X) −→ τ≤m(Y ) na categoria D≤m, enta˜o pela definic¸a˜o 3.10 existe um
u´nico morfismo τ≤n(τ≤m(f)) : τ≤n(τ≤m(X)) −→ τ≤n(τ≤m(Y )) tal que o diagrama
τ≤n(τ≤m(X))
ηX //
τ≤n(τ≤m(f))

τ≤m(X)
τ≤m(f)

τ≤n(τ≤m(Y ))
ηY // τ≤m(Y )
comuta. Portanto, η : τ≤n ◦ τ≤m −→ τ≤m e´ um isomorfismo funtorial.
Por outro lado, pela definic¸a˜o 3.10, dados X, Y ∈ D , se f : X −→ Y e´ um morfismo
em D enta˜o o diagrama seguinte comuta
τ≤n(X)
iX //
τ≤n(f)

X
f

τ≤n(Y )
iY // Y
Ale´m disso, pelo proposic¸a˜o 3.11 temos que o funtor τ≤m : D −→ D≤m e´ um funtor
covariante, enta˜o aplicando este ao quadrado anterior, temos o diagrama comutativo:
τ≤m(τ≤n(X))
τ≤m(iX) //
τ≤m(τ≤n(f))

τ≤m(X)
τ≤m(f)

τ≤m(τ≤n(Y ))
τ≤m(iY ) // τ≤m(Y )
Assim basta demonstrar que σX = τ≤m(iX) e´ isomorfismo, para que possamos con-
cluir que σ : τ≤m ◦ τ≤n −→ τ≤m e´ um isomorfismo funtorial.
Vamos enta˜o demonstrar que σX e´ isomorfismo. Primeiro aplicando a definic¸a˜o 3.10
ao morfismo iX e ao inteiro m, temos o diagrama comutativo
τ≤m(τ≤n(X))
jτ≤n(X) //
σX

τ≤n(X)
iX

τ≤m(X)
jX // X
Logo aplicamos o funtor covariante HomD(A, ) com A ∈ D≤m ⊂ D≤n, assim temos
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o diagrama comutativo
HomD(A, τ≤m(τ≤n(X)))
HomD(A,jτ≤n(X)) //
HomD(A,σX)

HomD(A, τ≤n(X))
HomD(A,iX)

HomD(A, τ≤m(X))
HomD(A,jX) // HomD(A,X)
E dado que D≤n e´ uma subcategoria plena de D , enta˜o HomD(A, τ≤n(X)) =
HomD≤n(A, τ≤n(X)), logo HomD(A, iX) e´ o isomorfismo que constru´ımos no item i)
na prova do lema 3.12. Analogamente, temos que HomD(A, jτ≤n(X)) e HomD(A, jX)
sa˜o isomorfismos. Portanto, HomD(A, σX) e´ isomorfismo para todo A ∈ D≤m, pois
o diagrama acima comuta.
Em particular, para A = τ≤m(X), temos a bijec¸a˜o
HomD(τ≤m(X), τ≤m(τ≤n(X)))
HomD(τ≤m(X),σX) // HomD(τ≤m(X), τ≤m(X))
h  // σX ◦ h
Enta˜o, existe um morfismo ϕ : τ≤m(X) → τ≤m(τ≤n(X)) tal que σX ◦ ϕ = 1τ≤m(X).
Por outro lado, para A = τ≤m(τ≤n(X)), temos a bijec¸a˜o
HomD(τ≤m(τ≤n(X)), τ≤m(τ≤n(X)))
HomD(τ≤m(τ≤n(X)),σX)// HomD(τ≤m(τ≤n(X)), τ≤m(X))
h  // σX ◦ h
Na qual se verificam:
1) HomD(τ≤m(τ≤n(X)), σX)(1τ≤m(τ≤n(X))) = σX ◦ 1τ≤m(τ≤n(X)) = σX .
2) HomD(τ≤m(τ≤n(X)), σX)(ϕ ◦ σX) = σX ◦ (ϕ ◦ σX) = 1τ≤m(X) ◦ σX = σX .
Assim, de 1) e 2) temos que ϕ ◦ σX = 1τ≤m(τ≤n(X)). Portanto, σX e´ isomorfismo.
(ii) Da proposic¸a˜o 3.3 seque que D≥n ⊂ D≥m, pois m ≤ n. Portanto, τ≥n(X) ∈ D≥m,
assim aplicando o lema 3.15, γX : τ≥n(X) −→ τ≥m(τ≥n(X)) e´ isomorfismo. Agora
aplicando o funtor τ≥n ao morfismo f : X −→ Y na categoria D , temos o morfismo
τ≥n(f) : τ≥n(X) −→ τ≥n(Y ) na subcategoria D≥n, enta˜o pela definic¸a˜o 3.10 existe
um u´nico morfismo τ≥m(τ≥n(f)) : τ≥m(τ≥n(X)) −→ τ≥m(τ≥n(Y )) tal que o diagrama
τ≥n(X)
τ≥n(f)

γX // τ≥m(τ≥n(X))
τ≥m(τ≥n(f))

τ≥n(Y )
γY // τ≥m(τ≥n(Y ))
comuta. Portanto, γ : τ≥n −→ τ≥m ◦ τ≥n e´ um isomorfismo funtorial.
Por outro lado, pela definic¸a˜o 3.10, dados X, Y ∈ D , se f : X −→ Y e´ um morfismo
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em D enta˜o o diagrama seguinte comuta
X
f

pX // τ≥m(X)
τ≥m(f)

Y
pY // τ≥m(Y )
Ale´m disso, pelo proposic¸a˜o 3.11 temos que o funtor τ≥n : D −→ D≥n e´ um funtor
covariante, enta˜o aplicando este ao quadrado anterior, temos o diagrama comutativo:
τ≥n(X)
τ≥n(f)

τ≥n(pX) // τ≥n(τ≥m(X))
τ≥n(τ≥m(f))

τ≥n(Y )
τ≥n(pY ) // τ≥n(τ≥m(Y ))
Assim basta demonstrar que ϕX = τ≥n(pX) e´ isomorfismo, para que possamos con-
cluir que ϕ : τ≥n −→ τ≥n ◦ τ≥m e´ um isomorfismo funtorial.
Vamos enta˜o demonstrar que ϕX e´ isomorfismo. Primeiro aplicando a definic¸a˜o 3.10
ao morfismo pX e ao inteiro n, temos o diagrama comutativo
X
qX //
pX

τ≥n(X)
ϕX

τ≥m(X)
qτ≥m(X) // τ≥n(τ≥m(X))
Logo aplicamos o funtor contravariante HomD( , A) com A ∈ D≥n ⊂ D≥m, assim
temos o diagrama comutativo
HomD(X,A) HomD(τ≥n(X), A)
HomD(qX ,A)oo
HomD(τ≥m(X), A)
HomD(pX ,A)
OO
HomD(τ≥n(τ≥m(X)), A)
HomD(qτ≥m(X),A)oo
HomD(ϕX ,A)
OO
E dado que D≥m e´ uma subcategoria plena de D , enta˜o HomD(τ≥m(X), A) =
HomD≥m(τ≥m(X), A), logo HomD(pX , A) e´ o isomorfismo que constru´ımos no item
ii) na prova do lema 3.12. Analogamente, temos queHomD(qτ≥m(X), A) eHomD(qX , A)
sa˜o isomorfismos. Portanto, HomD(ϕX , A) e´ isomorfismo para todo A ∈ D≥n, pois
o diagrama acima comuta.
Em particular, para A = τ≥n(X), temos a bijec¸a˜o
HomD(τ≥n(τ≥m(X)), τ≥n(X))
HomD(ϕX ,τ≥n(X)) // HomD(τ≥n(X), τ≥n(X))
h  // h ◦ ϕX
Enta˜o, existe um morfismo σ : τ≥n(τ≥m(X)) → τ≥n(X) tal que σ ◦ ϕX = 1τ≥n(X).
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Por outro lado, para A = τ≥n(τ≥m(X)), temos a bijec¸a˜o
HomD(τ≥n(τ≥m(X)), τ≥n(τ≥m(X)))
HomD(ϕX ,τ≥n(τ≥m(X)))// HomD(τ≥n(X), τ≥n(τ≥m(X)))
h  // h ◦ ϕX
Na qual se verificam:
1) HomD(ϕX , τ≥n(τ≥m(X)))(1τ≥n(τ≥m(X))) = 1τ≥n(τ≥m(X)) ◦ ϕX = ϕX .
2) HomD(ϕX , τ≥n(τ≥m(X)))(ϕX ◦ σ) = (ϕX ◦ σ) ◦ ϕX = ϕX ◦ 1τ≥n(X) = ϕX .
Assim, de 1) e 2) temos que ϕX ◦ σ = 1τ≥n(τ≥m(X)). Portanto, ϕX e´ isomorfismo.

Agora estudaremos τ≤m ◦ τ≥n e τ≥n ◦ τ≤m no caso m ≥ n.
Observac¸a˜o 3.20 Para todo m,n ∈ Z, m ≤ n, denotaremos por D [m,n] = D≥m⋂D≤n
a` subcategoria estritamente plena da categoria D (ver proposic¸a˜o 3.6)
Lema 3.21 Sejam m,n ∈ Z, tal que m ≥ n. Para cada X ∈ D , tem-se τ≤m(τ≥n(X)) e
τ≥n(τ≤m(X)) sa˜o objetos na categoria D [n,m].
Demonstrac¸a˜o: Seja X ∈ D .
a) Aplicando a definic¸a˜o 3.8 ao objeto τ≤m(X) com n − 1 ∈ Z, obtemos o triaˆngulo
distinguido
τ≥n(τ≤m(X))
r
[1]
xx
τ≤n−1(τ≤m(X))
i // τ≤m(X)
p
ee
Por outro lado, por hipo´tese n − 1 < m enta˜o, pelo lema 3.19 existe um isomorfismo
σ : τ≤n−1(τ≤m(X)) −→ τ≤n−1(X), por conseguinte temos o isomorfismo de triaˆngulos
τ≤n−1(τ≤m(X))
i //
σ

τ≤m(X)
p //
1τ≤m(X)

τ≥n(τ≤m(X))
r //
1τ≥n(τ≤m(X))

τ≤n−1(τ≤m(X))[1]
σ[1]

τ≤n−1(X)
i◦σ−1 // τ≤m(X)
p // τ≥n(τ≤m(X))
σ[1]◦r // τ≤n−1(X)[1]
E como o triaˆngulo de cima e´ distinguido enta˜o o triaˆngulo
τ≥n(τ≤m(X))
σ[1]◦r
[1]
yy
τ≤n−1(X)
i◦σ−1 // τ≤m(X)
p
ee
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e´ distinguido. Enta˜o pelo axioma de rotac¸a˜o o seguinte triaˆngulo e´ distinguido
τ≤n−1(X)[1]
[1]
zz
τ≤m(X) // τ≥n(τ≤m(X))
ff
Ale´m disso, τ≤n−1(X) ∈ D≤n−1 enta˜o τ≤n−1(X)[1] ∈ D≤n−2 ⊂ D≤m, pois m ≥ n >
n− 2. O que implica, τ≤n−1(X)[1] e τ≤m(X) sa˜o objetos da categoria D≤m, assim pelo
lema 3.16, temos que τ≥n(τ≤m(X)) ∈ D≤m e por definic¸a˜o temos τ≥n(τ≤m(X)) ∈ D≥n,
portanto, τ≥n(τ≤m(X)) ∈ D≥n ∩D≤m = D [n,m].
b) Aplicando a definic¸a˜o 3.8 ao objeto τ≥n(X) com m ∈ Z, obtemos o triaˆngulo distin-
guido
τ≥m+1(τ≥n(X))
s
[1]
xx
τ≤m(τ≥n(X))
j // τ≥n(X)
q
ee
Por outro lado, por hipo´tese m + 1 > n enta˜o, pelo lema 3.19 existe um isomorfismo
ϕ : τ≥m+1(τ≥n(X)) −→ τ≥m+1(X), por conseguinte temos o isomorfismo de triaˆngulos
τ≤m(τ≥n(X))
j //
1τ≤m(τ≥n(X))

τ≥n(X)
q //
1τ≥n(X)

τ≥m+1(τ≥n(X))
s //
ϕ

τ≤m(τ≥n(X))[1]
1τ≤m(τ≥n(X))[1]

τ≤m(τ≥n(X))
j // τ≥n(X)
ϕ◦q // τ≥m+1(X)
s◦ϕ−1 // τ≤m(τ≥n(X))[1]
E como o triaˆngulo de cima e´ distinguido enta˜o o triaˆngulo
τ≥m+1(X)
s◦ϕ−1
[1]
yy
τ≤m(τ≥n(X))
j // τ≥n(X)
ϕ◦q
cc
e´ distinguido. Enta˜o pelo axioma de rotac¸a˜o o seguinte triaˆngulo e´ distinguido
τ≥n(X)
[1]
yy
τ≥m+1(X)[−1] // τ≤m(τ≥n(X))
dd
Ale´m disso, desde que τ≥m+1(X) ∈ D≥m+1 enta˜o τ≥m+1(X)[−1] ∈ D≥m+2 ⊂ D≥n,
pois m + 2 > m ≥ n. O qual implica que, τ≥m+1(X)[−1] e τ≥n(X) sa˜o objetos da
Cap´ıtulo 3 79
categoria D≥n, assim pelo lema 3.16, temos que τ≤m(τ≥n(X)) ∈ D≥n e por definic¸a˜o
temos τ≤m(τ≥n(X)) ∈ D≤m, portanto, τ≤m(τ≥n(X)) ∈ D≥n ∩D≤m = D [n,m].

Observac¸a˜o 3.22 Supondo que m,n ∈ Z, tal que m ≥ n. Enta˜o, dado um morfismo f :
X −→ Y na categoria D , temos o morfismo τ≥m(τ≤n(f)) : τ≥m(τ≤n(X)) −→ τ≥m(τ≤n(Y ))
o qual e´ induzido pelos funtores de truncamento τ≤n e τ≥m, mas pelo lema 3.21, temos que
τ≥m(τ≤n(X)) ∈ D [n,m], ∀X ∈ D , enta˜o τ≥m(τ≤n(f)) e´ um morfismo na categoria D [n,m].
Portanto, o funtor τ≥m◦τ≤n esta definido da categoria D na categoria D [n,m]. Mais ainda,
o funtor τ≤m ◦ τ≥n esta definido entre as mesmas categorias.
Lema 3.23 Sejam m,n ∈ Z, tal que m ≥ n e X ∈ D . Enta˜o, existe um u´nico morfismo
φ : τ≥n(τ≤m(X)) −→ τ≤m(τ≥n(X)) tal que o diagrama
τ≤m(X)
i //

X
p // τ≥n(X)
τ≥n(τ≤m(X))
φ // τ≤m(τ≥n(X))
OO
e´ comutativo. Mais ainda, φ e´ isomorfismo.
Demonstrac¸a˜o: Seja X um objeto da categoria D . Dado m ∈ Z, consideremos o
morfismo de truncamento i : τ≤m(X) −→ X. Logo, aplicando a definic¸a˜o 3.10 ao inteiro
n − 1 e ao morfismo i, sabemos que existem e sa˜o u´nicos os morfismos σ = τ≤n−1(i) e
ψ = τ≥n(i) tais que o diagrama
τ≤n−1(τ≤m(X))
in //
σ

τ≤m(X)
pn //
i

τ≥n(τ≤m(X))
rn //
ψ

τ≤n−1(τ≤m(X))[1]
σ[1]

τ≤n−1(X)
iX // X
p // τ≥n(X)
r // τ≤n−1(X)[1]
e´ um morfismo de triaˆngulos distinguidos. Em consequeˆncia, temos o diagrama comuta-
tivo
τ≤m(X)
p◦i //
pn

τ≥n(X)
τ≥n(τ≤m(X))
ψ
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Por hipo´tese n ≤ m, enta˜o pelo lema 3.21 temos τ≥n(τ≤m(X)) ∈ D≤m. Assim aplicando
a definic¸a˜o 3.10 o morfismo ψ, existe um u´nico morfismo φ = τ≤m(ψ) tal que o diagrama
τ≥n(τ≤m(X))
1τ≥n(τ≤m(X)) //
φ

τ≥n(τ≤m(X)) //
ψ

0 //

τ≥n(τ≤m(X)[1]

τ≤m(τ≥n(X))
j // τ≥n(X)
q // τ≥m+1(τ≥n(X))
sm // τ≤m(τ≥n(X))[1]
e´ um morfismo de triaˆngulos distinguidos. Em particular, ψ = j ◦ φ, assim temos o
diagrama comutativo
τ≤m(X)
p◦i //
pn

τ≥n(X)
τ≥n(τ≤m(X))
φ // τ≤m(τ≥n(X))
j
OO
tal que o morfismo φ e´ u´nico. Agora demonstraremos que este e´ isomorfismo.
No item i) do lema 3.19 demonstramos que σ : τ≤n−1(τ≤m(X)) −→ τ≤n−1(X) e´ isomor-
fismo. Assim temos os morfismos de triaˆngulos
τ≤n−1(X)
in◦σ−1 //
σ−1

τ≤m(X)
pn //
1τ≤m(X)

τ≥n(τ≤m(X))
σ[1]◦rn //
1τ≥n(τ≤m(X))

τ≤n−1(τ≤m(X))[1]
σ−1[1]

τ≤n−1(τ≤m(X))
in //
σ

τ≤m(X)
pn //
i

τ≥n(τ≤m(X))
rn //
ψ

τ≤n−1(τ≤m(X))[1]
σ[1]

τ≤n−1(X)
iX // X
p // τ≥n(X)
r // τ≤n−1(X)[1]
Por conseguinte, chamando k = in ◦ σ−1, obtemos o morfismo de triaˆngulos distinguidos
τ≤n−1(X)
k //
1τ≤n−1(X)

τ≤m(X)
pn //
i

τ≥n(τ≤m(X))
σ[1]◦rn //
ψ

τ≤n−1(X)[1]
1τ≤n−1(X)[1]

τ≤n−1(X)
iX // X
p // τ≥n(X)
r // τ≤n−1(X)[1]
Ale´m disso, pelo lema 3.9 temos o triaˆngulo distinguido
τ≥m+1(X)
s
[1]
{{
τ≤m(X)
i // X
qX
aa
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Logo, consideremos o diagrama
τ≤n−1(X)
k //
1τ≤n−1(X)

τ≤m(X)
pn //
i

τ≥n(τ≤m(X))
σ[1]◦rn // τ≤n−1(X)[1]
1τ≤n−1(X)[1]

τ≤n−1(X)
iX //
k

X
p //
1X

τ≥n(X)
r // τ≤n−1(X)[1]
k[1]

τ≤m(X)
i // X
qX // τ≥m+1(X)
s // τ≤m(X)[1]
como cada linha e´ um triaˆngulo distinguido e iX = i ◦ k, podemos completar o diagrama
anterior usando o axioma do octaedro
τ≤n−1(X)
k //
1τ≤n−1(X)

τ≤m(X)
pn //
i

τ≥n(τ≤m(X))
σ[1]◦rn //
u

τ≤n−1(X)[1]
1τ≤n−1(X)[1]

τ≤n−1(X)
iX //
k

X
p //
1X

τ≥n(X)
r //
v

τ≤n−1(X)[1]
k[1]

τ≤m(X)
i //
pn

X
qX //
p

τ≥m+1(X)
s //
1τ≥m+1(X)

τ≤m(X)[1]
pn[1]

τ≥n(τ≤m(X))
u // τ≥n(X)
v // τ≥m+1(X)
w // τ≥n(τ≤m(X)[1]
Enta˜o o triaˆngulo
τ≥m+1(X)
w
[1]
yy
τ≥n(τ≤m(X))
u // τ≥n(X)
v
cc
e´ distinguido. Ale´m disso, temos as igualdades seguintes:
a) u ◦ pn = p ◦ i, r ◦ u = σ[1] ◦ rn;
b) v ◦ p = qX , w = pn[1] ◦ s.
Do item a) segue que u completa o diagrama seguinte
τ≤n−1(τ≤m(X))
in //
σ

τ≤m(X)
pn //
i

τ≥n(τ≤m(X))
rn //
u

τ≤n−1(τ≤m(X))[1]
σ[1]

τ≤n−1(X)
iX // X
p // τ≥n(X)
r // τ≤n−1(X)[1]
Enta˜o, u = ψ, pela unicidade na definic¸a˜o 3.10.
Por outro lado, o morfismo p : X −→ τ≥n(X) induz o isomorfismo ϕ = τ≥m+1(p) :
τ≥m+1(X) −→ τ≥m+1(τ≥n(X)), como na prova do item ii) do lema 3.19. Assim temos os
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morfismos de triaˆngulos
τ≤m(X)
i //
τ≤m(p)

X
qX //
p

τ≥m+1(X)
s //
ϕ

τ≤m(X)[1]
τ≤m(p)[1]

τ≤m(τ≥n(X))
j //
1τ≤m(τ≥n(X))

τ≥n(X)
q //
1τ≥n(X)

τ≥m+1(τ≥n(X))
sm //
ϕ−1

τ≤m(τ≥n(X))[1]
1τ≤m(τ≥n(X))[1]

τ≤m(τ≥n(X))
j // τ≥n(X)
ϕ−1◦q // τ≥m+1(X)
sm◦ϕ // τ≤m(τ≥n(X))[1]
Por conseguinte, o triaˆngulo
τ≥m+1(X)
sm◦ϕ
[1]
yy
τ≤m(τ≥n(X))
j // τ≥n(X)
ϕ−1◦q
cc
e´ distinguido. Mais ainda, obtemos o morfismo de triaˆngulos distinguidos
τ≤m(X)
i //
τ≤m(p)

X
qX //
p

τ≥m+1(X)
s //
1τ≥m+1(X)

τ≤m(X)[1]
τ≤m(p)[1]

τ≤m(τ≥n(X))
j // τ≥n(X)
ϕ−1◦q // τ≥m+1(X)
sm◦ϕ // τ≤m(τ≥n(X))[1]
Enta˜o, (ϕ−1 ◦ q) ◦ p = qX e p ◦ i = j ◦ τ≤m(p) e sm ◦ ϕ = τ≤m(p)[1] ◦ s.
Agora aplicamos a definic¸a˜o 3.10 ao morfismo qX : X −→ τ≥m+1(X), onde τ≥m+1(X) ∈
D≥m+1 ⊂ D≥n, dado que por hipo´tese n ≤ m, logo, temos o morfismo de triaˆngulos
distinguidos
τ≤n−1(X)
iX //

X
p //
qX

τ≥n(X)
r //
τ≥n(qX)

τ≤n−1(X)[1]

0 // τ≥m+1(X)
1τ≥m+1(X) // τ≥m+1(X) // 0
tal que τ≥n(qX) e´ u´nico, mas pelo item b) temos que o morfismo v faz comutar o diagrama,
enta˜o v = τ≥n(qX). Mais ainda, o morfismo ϕ−1 ◦ q tambe´m faz comutar o diagrama
anterior, portanto, v = ϕ−1 ◦ q.
Finalmente, aplicamos a definic¸a˜o 3.10 ao morfismo τ≤m(p) : τ≤m(X) −→ τ≤m(τ≥n(X)),
onde τ≤m(τ≥n(X)) ∈ D≥n, pelo lema 3.19 pois n ≤ m por hipo´tese, assim, temos o
morfismo de triaˆngulos distinguidos
τ≤n−1(τ≤m(X))
in //

τ≤m(X)
pn //
τ≤m(p)

τ≥n(τ≤m(X))
rn //
τ≥n(τ≤m(p))

τ≤n−1(τ≤m(X))[1]

0 // τ≤m(τ≥n(X))
1τ≤m(τ≥n(X)) // τ≤m(τ≥n(X)) // 0
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Por conseguinte, τ≤m(p) = τ≥n(τ≤m(p))◦pn, enta˜o p◦ i = j ◦τ≤m(p) = j ◦τ≥n(τ≤m(p))◦pn,
isto e´ o diagrama seguinte comuta
τ≤m(X)
p◦i //
pn

τ≥n(X)
τ≥n(τ≤m(X))
τ≥n(τ≤m(p)) // τ≤m(τ≥n(X))
j
OO
Em consequeˆncia, τ≥n(τ≤m(p)) = φ, por unicidade. Do qual deduzimos que sm ◦ ϕ =
τ≤m(p)[1] ◦ s = (φ ◦ pn)[1] ◦ s = φ[1] ◦ pn[1] ◦ s = φ[1] ◦ w, pelo item b) acima.
Portanto, obtemos o morfismo de triaˆngulos distinguidos
τ≥n(τ≤m(X))
u //
φ

τ≥n(X)
v //
1τ≥n(X)

τ≥m+1(X)
w //
1τ≥m+1(X)

τ≥n(τ≤m(X)[1]
φ[1]

τ≤m(τ≥n(X))
j // τ≥n(X)
ϕ−1◦q // τ≥m+1(X)
sm◦ϕ // τ≤m(τ≥n(X)[1]
Finalmente, sendo dois dos morfismos verticais, isomorfismos enta˜o o terceiro e´ isomor-
fismo, pelo corola´rio 1.23. Portanto, φ e´ isomorfismo. 
Mais ainda podemos demostrar que φX : τ≥n(τ≤n(X)) −→ τ≤m(τ≥n(X)) define
uma transformac¸a˜o natural entre os funtores τ≥n ◦ τ≤n e τ≤m ◦ τ≥n, por conseguinte temos
o seguinte resultado.
Lema 3.24 Sejam m,n ∈ Z, com m ≥ n. Enta˜o, os funtores τ≥n ◦ τ≤m e τ≤m ◦ τ≥n sa˜o
isomorfos.
Demonstrac¸a˜o: Pelo lema 3.23, para cadaX ∈ D , temos o isomorfismo φX = τ≤m(τ≥n(iX)),
tal que o diagrama
τ≤m(X)
iX //

X
pX // τ≥n(X)
τ≥n(τ≤m(X))
φX // τ≤m(τ≥n(X))
OO
comuta e iX e pX sa˜o os morfismos de truncamento, por conseguinte, dado o morfismo
f : X −→ Y na categoria D e o inteiro m, pela definic¸a˜o 3.10, o quadrado seguinte comuta
τ≤m(X)
iX //
τ≤m(f)

X
f

τ≤m(Y )
iY // Y
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Assim, aplicando o funtor covariante τ≤m ◦ τ≥n, temos o quadrado comutativo
τ≤m(τ≥n(τ≤m(X)))
φX //
τ≤m(τ≥n(τ≤m(f)))

τ≤m(τ≥n(X))
τ≤m(τ≥n(f))

τ≤m(τ≥n(τ≤m(Y )))
φY // τ≤m(τ≥n(Y ))
Por outro lado, aplicando a definic¸a˜o 3.10 ao inteiro m e ao morfismo τ≥n(τ≤m(f)), temos
o morfismo de triaˆngulos distinguido
τ≤m(τ≥n(τ≤m(X)))
jX //
τ≤m(τ≥n(τ≤m(f))

τ≥n(τ≤m(X)
τ≥n(τ≤m(f))

τ≤m(τ≥n(τ≤m(Y )))
jY // τ≥n(τ≤m(Y )
E como por hipo´tese n ≤ m, enta˜o pelo lema 3.21 τ≥n(τ≤m(X) e τ≥n(τ≤m(Y ) sa˜o ob-
jetos da categoria D≤m, do qual deduzimos que os morfismos truncamento jX e jY sa˜o
isomorfismos, ao aplicarmos o lema 3.15. Finalmente, obtemos o quadrado comutativo
τ≥n(τ≤m(X))
ηX //
τ≥n(τ≤m(f))

τ≤m(τ≥n(X))
τ≤m(τ≥n(f))

τ≥n(τ≤m(Y ))
ηY // τ≤m(τ≥n(Y ))
tal que, ηX = φX ◦ j−1X e´ isomorfismo, para cada X ∈ D .
Portanto, η : τ≥n ◦ τ≤m −→ τ≤m ◦ τ≥n e´ isomorfismo funtorial. 
Pelo lema 3.17, sabemos que os funtores de truncamento sa˜o aditivos e pela
observac¸a˜o 3.22 para m = n = 0 temos que o funtor τ≥0 ◦ τ≤0 : D −→ D [0,0], assim temos
a definic¸a˜o seguinte:
Definic¸a˜o 3.25 O funtor aditivo H0 : D −→ A , e´ a composic¸a˜o dos funtores aditivos
τ≤0 e τ≥0, isto e´, H0 = τ≥0 ◦ τ≤0.
Proposic¸a˜o 3.26 Os funtores H0 e τ≤0 ◦ τ≥0 sa˜o isomorfos.
Demonstrac¸a˜o: Pela definic¸a˜o 3.25 e o lema 3.24 para m = n = 0, temos que os funtores
H0 = τ≤0 ◦ τ≥0 e τ≥0 ◦ τ≤0 sa˜o isomorfos. 
3.4 O corac¸a˜o de uma t-estrutura
Nesta sec¸a˜o demonstraremos que o corac¸a˜o de uma t-estrutura e´ uma categoria
abeliana e que dada uma sequeˆncia exata curta nesta categoria podemos construir um
triaˆngulo distinguido na categoria triangulada D .
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Definic¸a˜o 3.27 Seja D uma categoria triangulada e sejam D≥0 e D≤0 duas subcategorias
estritamente plenas que satisfazem as condic¸o˜es da definic¸a˜o 3.1. O corac¸a˜o A da t-
estrutura e´ D [0,0].
Exemplo 3.28 Dada a t-estrutura natural em D∗(A ) como no exemplo 3.2, o corac¸a˜o
desta t-estrutura e´ a subcategoria dos H0−complexos a qual e´ equivalente a A , pelo teo-
rema 2.14.
Na pro´xima proposic¸a˜o veremos que funtores exatos entre categorias trianguladas
preservam os corac¸o˜es das t-estruturas respectivas.
Proposic¸a˜o 3.29 Seja (D≤0,D≥0) a t-estrutura na categoria D como na proposic¸a˜o 3.4.
Enta˜o a categorias C [0,0] e D [0,0] sa˜o equivalentes. Ale´m disso, a categoria A e´ esta´vel
por extenso˜es.
Demonstrac¸a˜o:
Como F : C −→ D e´ uma equivaleˆncia de categorias, definamos o funtor Fˆ :
C [0,0] −→ D [0,0], tal que Fˆ (X) = F (X) para cada objeto X ∈ C [0,0] e Fˆ (f) = F (f) para
cada morfismo f na categoria C [0,0]. Agora demonstraremos que Fˆ e´ uma equivaleˆncia de
categorias:
a) Fˆ e´ denso. Dado Y ∈ D [0,0], existe um objeto X ∈ C ≤0 tal que Y = FX e um
objeto X ′ ∈ C ≥0 tal que Y = FX ′, enta˜o X ' F−1FX ' F−1FX ′ ' X ′, pois F
e´ equivaleˆncia de categorias e dado que C ≥0 e´ estritamente plena, enta˜o X ∈ C ≥0,
portanto, Y = FX = FˆX.
b) Fˆ e´ fiel. Suponhamos que Fˆ (f) = Fˆ (g) tal que f, g ∈ HomC [0,0](X, Y ), enta˜o F (f) =
F (g), portanto f = g, dado que F e´ fiel.
c) Fˆ e´ pleno. Suponhamos que h ∈ HomD [0,0](FˆX, FˆY ), enta˜o h ∈ HomD [0,0](FX,FY ),
assim existe um morfismo f ∈ HomC (X, Y ) tal que F (f) = h, pois F e´ pleno, e
dado que C [0,0] e´ uma subcategoria plena de C , enta˜o f ∈ HomC [0,0](X, Y ), portanto
h = Fˆ (f).

No teorema seguinte provaremos que o corac¸a˜o da t-estrutura herda as proprie-
dades das categorias D≤0 e D≥0.
Teorema 3.30 O corac¸a˜o A da t-estrutura (D≤0, D≥0) em D e´ uma subcategoria estri-
tamente plena e aditiva da categoria D .
Demonstrac¸a˜o: Por hipo´tese as subcategorias D≤0 e D≥0 sa˜o estritamente plenas, enta˜o
A = D [0,0] e´ uma subcategoria estritamente plena de D . Ale´m disso, as subcategorias
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D≤0 e D≥0 sa˜o aditivas pelo lema 3.17, portanto A e´ aditiva. Finalmente, pelo lema 3.16
as subcategorias D≤0 e D≥0 sa˜o fechadas por extenso˜es, enta˜o A tambe´m e´ fechada por
extenso˜es. 
Agora demonstraremos que A e´ abeliana. Mas antes disso veremos que A na˜o e´
fechada por cones.
Lema 3.31 Seja f : X −→ Y um morfismo entre os objetos X e Y da categoria A e
considere o triaˆngulo distinguido
Z
[1]

X
f // Y
[[
onde Z e´ o cone de f . Enta˜o Z ∈ D [−1,0].
Demonstrac¸a˜o: Por hipo´tese o triaˆngulo de cima e´ distinguido, enta˜o aplicando o axioma
TR2 temos que o triaˆngulo
X[1]
[1]
−f [1]

Y // Z
]]
e´ distinguido. Ale´m disso, por hipo´tese temos:
(i) Y ∈ D≤0 e X ∈ D≤0, enta˜o pela proposic¸a˜o 3.3 temos que X[1] ∈ D≤−1 ⊂ D≤0,
logo X[1] e Y pertencem na categoria D≤0, e pelo lema 3.16 temos Z ∈ D≤0.
(ii) Y ∈ D≥0 e X ∈ D≥0, enta˜o pela proposic¸a˜o 3.3 temos que X[1] ∈ D≥−1 e Y ∈
D≥0 ⊂ D≥−1, por conseguinte Z ∈ D≥−1, aplicando o lema 3.16.
De (i) e (ii) conclu´ımos que Z ∈ D≥−1 ∩D≤0 = D [−1,0]. 
O lema anterior nos motiva a considerar os objetos H0(Z) e H0(Z[−1]) os quais
sabemos pela definic¸a˜o do funtor H0 que pertence a` categoria A .
Lema 3.32 Seja f : X −→ Y um morfismo entre os objetos X e Y da categoria A e
considere o triaˆngulo distinguido
Z
[1]
h

X
f // Y
g
[[
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onde Z e´ o cone de f e seja C = H0(Z) e K = H0(Z[−1]), enta˜o os triaˆngulos seguintes
sa˜o distinguidos C
[1]

K[1] // Z
p
[[ C[−1]
[1]
  
K
i // Z[−1]
aa
onde as fechas sa˜o dadas pelos morfismos de truncamento.
Demonstrac¸a˜o: Pelo lema 3.9, para n = −1 e Z ∈ D , temos o triaˆngulo distinguido
τ≥0(Z)
[1]
qZ
||
τ≤−1(Z) iZ
// Z
p=pZ
^^
i) Pelo lema 3.31, temos que Z ∈ D [−1,0], enta˜o τ≤0(Z) = Z. Logo, pela definic¸a˜o 3.25
C = H0(Z) = τ≥0(τ≤0(Z)) = τ≥0(Z) ∈ A .
ii) como Z ∈ D [−1,0], em particular Z ∈ D≥−1, enta˜o pela proposic¸a˜o 3.3 Z[−1] ∈ D≥0,
por conseguinte, τ≥0(Z[−1]) = Z[−1]. Pela definic¸a˜o 3.25, K = H0(Z[−1]) =
τ≤0(τ≥0(Z[−1]) = τ≤0(Z[−1]). Enta˜o pelo lema 3.14, K[1] = T (τ≤0(Z[−1])) =
τ≤−1(T (Z[−1])) = τ≤−1(Z) ∈ D≤−1.
De i) e ii) temos, C = τ≥0(Z) e K[1] = τ≤−1(Z).
Por outro lado, pelo lema 3.9, para n = 0 e Z[−1] ∈ D , temos o triaˆngulo distinguido
τ≥1(Z[−1])
[1]
qZ[−1]
yy
τ≤0(Z[−1]) i=iZ[−1] // Z[−1]
pZ[−1]
cc
Dos itens anteriores temos K = τ≤0(Z[−1]) e C = τ≥0(Z). Assim pelo lema 3.14,
T (τ≥1(Z[−1])) = τ≥0(T (Z[−1])) = τ≥0(Z) = C, enta˜o τ≥1(Z[−1]) = C[−1]. 
Agora podemos definir dois morfismos que chamaremos de c e k, a partir dos
morfismos que aparecem no lema 3.32. Assim supondo que f : X −→ Y e´ um morfismo
na categoria A :
a) Chamemos de p : Z −→ τ≥0(Z) = C o morfismo truncamento do cone do morfismo f ,
e definiremos, c : Y −→ C e´ o morfismo composic¸a˜o c = p ◦ g.
b) Aplicando o axioma (TR2) ao triaˆngulo distinguido baseado no morfismo f , obtemos
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o triaˆngulo distinguido
Y
[1]
g
  
Z[−1] −h[−1] // X
f
[[
Ale´m disso, seja i : τ≤0(Z[−1]) = K −→ Z[−1] o morfismo truncamento, enta˜o sendo
h′ = −h[−1], podemos definir o morfismo k : K −→ X como a composic¸a˜o k = h′ ◦ i.
Lema 3.33 Seja f : X −→ Y um morfismo entre os objetos X e Y da categoria A e
considere o triaˆngulo distinguido
Z
[1]
h

X
f // Y
g
[[
onde Z e´ o cone de f e seja C = H0(Z) e K = H0(Z[−1]), enta˜o:
i) A sequeˆncia 0 // Hom(C,U) c
∗
// Hom(Y, U)
f∗ // Hom(X,U) e´ exata, para qual-
quer U ∈ D≥0.
ii) A sequeˆncia 0 // Hom(U,K)
k∗ // Hom(U,X)
f∗ // Hom(U, Y ) e´ exata, para qual-
quer U ∈ D≤0.
Demonstrac¸a˜o:
(i) Pelo lema 3.32, temos o triaˆngulo distinguido
C
[1]

K[1] // Z
p
[[
com K[1] ∈ D≤−1, enta˜o K[2] ∈ D≤−2. Portanto, pelo lema 3.5, para qualquer
U ∈ D≥0, Hom(K[1], U) = Hom(K[2], U) = 0 e pela sequeˆncia exata longa de
homologia na proposic¸a˜o 1.20, obtemos a sequeˆncia exata curta
0 = Hom(K[2], U) // Hom(C,U)
p∗ // Hom(Z,U) // Hom(K[1], U) = 0 .
Portanto, p∗ : Hom(C,U) −→ Hom(Z,U) e´ isomorfismo.
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Agora aplicamos o mesmo teorema ao triaˆngulo distinguido
Z
[1]
h

X
f // Y
g
[[
e obtemos a correspondente sequeˆncia exata de homologia
0 = Hom(X[1], U) // Hom(Z,U)
g∗ // Hom(Y, U)
f∗ // Hom(X,U) .
Onde Hom(X[1], U) = 0, se deduz do lema 3.5, aplicado aos objetos U ∈ D≥0 e
X[1] ∈ D≤−1. Por conseguinte, temos a seguinte sequeˆncia exata
0 // Hom(C,U)
g∗◦p∗ // Hom(Y, U)
f∗ // Hom(X,U) .
Mas, g∗◦p∗ = Hom( , U)(g)◦Hom( , U)(p) = Hom( , U)(p◦g) = Hom( , U)(c) =
c∗.
(ii) Pelo lema 3.32, temos o triaˆngulo distinguido
C[−1]
[1]
  
K i // Z[−1]
aa
com C[−1] ∈ D≥1, enta˜o C[−2] ∈ D≥−2. Portanto, pelo lema 3.5, para qualquer
U ∈ D≤0, Hom(U,C[−1]) = Hom(U,C[−2]) = 0 e pela sequeˆncia exata longa de
homologia na proposic¸a˜o 1.20, obtemos a sequeˆncia exata curta
0 = Hom(U,C[−2]) // Hom(U,K) i∗ // Hom(U,Z[−1]) // Hom(U,C[−1]) = 0 .
Portanto, i∗ : Hom(U,K) −→ Hom(U,Z[−1]) e´ isomorfismo.
Agora aplicamos o mesmo teorema ao triaˆngulo distinguido
Y
[1]
g
  
Z[−1] h′ // X
f
[[
e obtemos a correspondente sequeˆncia exata de homologia
0 = Hom(U, Y [−1]) // Hom(U,Z[−1]) h
′∗ // Hom(U,X)
f∗ // Hom(U, Y ) .
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Onde Hom(U, Y [−1]) = 0, se deduz do lema 3.5, aplicado aos objetos U ∈ D≤0 e
Y [−1] ∈ D≥1. Por conseguinte, temos a seguinte sequeˆncia exata
0 // Hom(U,K)
h′∗◦i∗ // Hom(U,X)
f∗ // Hom(U, Y ) .
Mas, h′∗◦i∗ = Hom(U, )(h′)◦Hom(U, )(i) = Hom(U, )(h′◦i) = Hom(U, )(k) =
k∗.

Ja´ estamos em condic¸o˜es de demonstrar que todo morfismo na categoria A tem
kernel e cokernel, assim temos o seguinte lema, o qual nos permitira´ provar que A e´ uma
categoria abeliana.
Lema 3.34 Seja f : X −→ Y um morfismo entre os objetos X e Y da categoria A ,
enta˜o
i) (C, c) e´ o cokernel de f .
ii) (K, k) e´ o kernel de f ;
Demonstrac¸a˜o:
1. Por definic¸a˜o temos o diagrama X
f // Y
g // Z
p // C , tal que c = p◦g. Assim,
pelo lema 1.22 temos que g ◦ f = 0, portanto c ◦ f = p ◦ (g ◦ f) = 0.
Agora consideremos o diagrama seguinte e suponhamos que existe A ∈ A e um
morfismo α : Y −→ A tal que α ◦ f = 0.
A
X
f // Y
c //
α
CC
C
Enta˜o f ∗(α) = 0, assim α ∈ Ker(f ∗) = Im(c∗), pelo lema 3.33 com U = A. Enta˜o
existe um morfismo β ∈ Hom(C,A) tal que α = c∗(β) = β ◦ c. Do qual temos o
diagrama comutativo
A
X
f // Y c //
α
CC
C
β
[[
Portanto, o par (C, c) e´ o cokernel de f .
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2. Por definic¸a˜o temos o diagrama K i // Z[−1] h′ // X f // Y , tal que k = h′ ◦ i.
Assim, pelo lema 1.22 temos que f ◦ h′ = 0, portanto f ◦ k = f ◦ (h′ ◦ i) = 0.
Agora consideremos o diagrama seguinte e suponhamos que existe A ∈ A e um
morfismo α : A −→ X tal que f ◦ α = 0.
K k // X
f // Y
A
α
BB
Enta˜o f∗(α) = 0, assim α ∈ Ker(f∗) = Im(k∗), pelo lema 3.33 com U = A. Enta˜o
existe um morfismo β ∈ Hom(A,K) tal que α = k∗(β) = k ◦ β. Do qual temos o
diagrama comutativo
K k // X
f // Y
A
α
BB
β
\\
Portanto, o par (K, k) e´ o kernel de f .

Nos resta so´ construir a decomposic¸a˜o canoˆnica do morfismo f : X −→ Y .
Proposic¸a˜o 3.35 Seja f : X −→ Y um morfismo entre os objetos X e Y da categoria
A , enta˜o o morfismo natural Coim(f) −→ Im(f) e´ um isomorfismo.
Demonstrac¸a˜o: Dado o morfismo f : X −→ Y na categoria A , pelo lema 3.34 sabemos
que c : Y −→ C e´ o cokernel de f . Logo, chamando J ao cone do morfismo c, temos o
triaˆngulo distinguido
J
[1]

Y c // C
[[
e pelo lema 3.31, J ∈ D [−1,0]. Em particular, J ∈ D≥−1 = T (D≥0). Assim, existe I ∈ D≥0
tal que J = I[1]. Logo, temos o triaˆngulo distinguido
I[1]
[1]
s

Y
c // C
\\
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Mais ainda, como T : D −→ D e´ automorfismo da categoria triangulada D , enta˜o T
e´ uma equivaleˆncia de categorias, portanto, T e´ fiel e pleno, por conseguinte, existe um
u´nico morfismo r : I −→ Y , tal que r[1] = s. Por outro lado, pela rotac¸a˜o do triaˆngulo
baseado no morfismo f : X −→ Y temos o triaˆngulo distinguido
X[1]
[1]
−f [1]

Y
g // Z
h
]]
Analogamente, pela rotac¸a˜o do triaˆngulo baseado no morfismo iZ : K[1] −→ Z do lema
3.32, temos o triaˆngulo distinguido
K[2]
[1]
−(iZ)[1]

Z
p // C
]]
Ale´m disso, temos por definic¸a˜o c = p◦g, onde p e g sa˜o morfismos na categoria triangulada
D , enta˜o pelo axioma do octaedro o diagrama
Y
g //
1Y

Z h //
p

X[1]
−f [1] // Y [1]
1Y [1]

Y c //
g

C //
1C

I[1]
r[1] // Y [1]
g[1]

Z
p // C // K[2]
−iZ [1] // Z[1]
pode ser completado ao diagrama comutativo
Y
g //
1Y

Z
h //
p

X[1]
−f [1] //
−u[1]

Y [1]
1Y [1]

Y
c //
g

C //
1C

I[1]
r[1] //

Y [1]
g[1]

Z
p //

C //

K[2]
−iZ [1] //
1K[2]

Z[1]
h[1]

X[1]
−u[1] // I[1] // K[2] w // X[2]
onde X[1]
−u[1] // I[1] // K[2] w // X[2] e´ triaˆngulo distinguido e as setas verticais sa˜o
morfismos de triaˆngulos. Por conseguinte,
a) −f [1] = r[1] ◦ −u[1] = −(r ◦ u)[1] ou equivalentemente f = r ◦ u.
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b) w = h[1] ◦ −iZ [1] = −(h ◦ iZ)[1] = −(h′ ◦ i)[2] = −k[2].
c) O triaˆngulo distinguido
K[2]
[1]
−K[2]

X[1]
−u[1] // I[1]
^^
Rodando treˆs vezes este triaˆngulo, temos o triaˆngulo distinguido
K[1]
[1]
k[1]

X
u // I
]]
Ale´m disso, como X e K sa˜o elementos na categoria A , enta˜o X ∈ D≤0 e K[1] ∈ D≤−1 ⊂
D≤0. Portanto, aplicando o lema 3.16 temos que I ∈ D≤0 e como ja´ temos que I ∈ D≥0,
enta˜o I ∈ A . Rodando este u´ltimo triaˆngulo temos o triaˆngulo distinguido
I
[1]

K
−k // X
u
[[
Agora consideremos o isomorfismo de triaˆngulos
K
−k //
−1K

X
u //
1X

I
a //
1I

K[1]
−1K[1]

K
k // X
u // I
−a // K[1]
O qual implica que
I
[1]

K
k // X
u
[[
e´ triaˆngulo distinguido, isto e´, I e´ o cone de k. Assim, pelo lema 3.34, conclu´ımos que
(I, u) e´ o cokernel de k.
Por outro lado, aplicando o axioma TR2 ao triaˆngulo distinguido
I[1]
[1]
r[1]

Y
c // C
\\
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temos o triaˆngulo distinguido
C
[1]

I
−r // Y
c
\\
o qual e´ isomorfismo ao triaˆngulo
C
[1]

I
r // Y
c
\\
enta˜o, pelo lema 3.34, deduzimos que (I, r) e´ o kernel de c. Portanto, I = coim(f) =
im(f). Mais ainda pelo item a) temos f = r ◦ u, enta˜o o diagrama
K k // X
f //
u

Y c // C
I = Coim(f)
1I // I = Im(f)
r
OO
e´ comutativo. 
Finalmente, aplicando os resultados anteriores temos o seguinte teorema.
Teorema 3.36 O corac¸a˜o A da t-estrutura (D≤0, D≥0) em D e´ uma categoria abeliana.
Demonstrac¸a˜o: Pelo teorema 3.30 sabemos que A e´ uma categoria aditiva e pelo
lema 3.34 podemos afirmar que todo morfismo na categoria A tem kernel e Cokernel.
Ale´m disso, pela proposic¸a˜o 3.35 temos que o morfismo natural coim f −→ im f e´ um
isomorfismo. Portanto, A e´ uma categoria abeliana, ver definic¸a˜o 2.3 em [HJR10, p. 8].

O pro´ximo corola´rio demonstra que toda sequeˆncia exata curta em A e´ ad-
miss´ıvel, o qual junto com o lema 3.5 nos permite concluir que A e´ uma subcategoria
admiss´ıvel de D (ver definic¸a˜o 1.2.5. do artigo [BBD82, p. 28]).
Corola´rio 3.37 Seja 0 // X
f // Y
g // Z // 0 uma sequeˆncia exata na categoria
A . Enta˜o Z e´ o cone de f : X −→ Y e o triaˆngulo
Z
[1]

X
f // Y
g
[[
e´ distinguido.
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Demonstrac¸a˜o: Por hipo´tese temos que a sequeˆncia 0 // X
f // Y
g // Z // 0 e´
exata em A , enta˜o X, Y e Z pertencem A , mais ainda o par (Z, g) e´ o cokernel de f e
ker(f) = 0. Por outro lado, temos:
i) O triaˆngulo distinguido baseado no morfismo f , no qual Cf e´ o cone, isto e´,
Cf
[1]
h′

X
f // Y
g′
\\
e´ um triaˆngulo distinguido, enta˜o pelo lema 3.31 temos que Cf ∈ D≤0.
ii) Aplicando o lema 3.32 temos o triaˆngulo distinguido
C[−1]
[1]
  
K // Cf [−1]
aa
tal que K = H0(Cf [−1]) = τ≤0(Cf [−1]) e C = H0(Cf ) = τ≥0(Cf ). Mas ainda pelo
lema 3.34 K = ker(f), enta˜o K = 0, logo K ∈ D≥1 e como C[−1] ∈ D≥1, enta˜o pelo
lema 3.16 Cf [−1] ∈ D≥1 o qual equivale a Cf ∈ D≥0.
De i) e ii) conclu´ımos que Cf ∈ A . Enta˜o, C = τ≥0(Cf ) = Cf e aplicando novamente o
lema 3.34 temos que (Cf , g
′) e´ o cokernel de f , enta˜o existe um isomorfismo φ : Z −→ Cf
tal que g′ = φ ◦ g. Logo, Z = Cf e o diagrama seguinte e´ um isomorfismo de triaˆngulos
X
f //
1X

Y
g //
1Y

Z
φ

h′◦φ // X[1]
1X[1]

X
f // Y
g′ // Cf
h′ // X[1]
Assim, dado que X
f // Y
g′ // Cf
h′ // X[1] e´ triaˆngulo distinguido, conclu´ımos que o
triaˆngulo X
f // Y
g // Z
h′◦φ // X[1] e´ distinguido. 
3.5 Funtor de cohomologia em categorias triangula-
das.
Agora demonstraremos que H0 como definido em 3.25 e´ um funtor de cohomolo-
gia. Isso nos permitira´ definir os funtores Hn,∀n ∈ Z.
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Teorema 3.38 O funtor H0 : D −→ A e´ um funtor cohomolo´gico.
Demonstrac¸a˜o: Por definic¸a˜o falta so´ demostrar que o triaˆngulo distinguido
Z
[1]
h
~~
X
f // Y
g
__
induz a sequeˆncia exata H0(X)
H0(f) // H0(Y )
H0(g) // H0(Z) . O qual provaremos
numa serie de passos:
a) Primeiro suponhamos que X, Y e Z sa˜o objetos da subcategoria D≥0 e seja U ∈ A ,
enta˜o pela proposic¸a˜o 1.20, temos a sequeˆncia exata
Hom(U,Z[−1]) // Hom(U,X) f∗ // Hom(U, Y ) g∗ // Hom(U,Z) .
Mais ainda, como U ∈ D≤0 e Z[−1] ∈ D≥1, pelo lema 3.5, vemos queHom(U,Z[−1]) =
0. Assim obtemos a sequeˆncia exata
0 // Hom(U,X)
f∗ // Hom(U, Y )
g∗ // Hom(U,Z) .
Por outro lado, as igualdades seguintes seguem do lema 3.12 e do fato que A e´ uma
subcategoria estritamente plena:
HomA (U,H
0(X)) = HomD(U,H
0(X)) = HomD(U, τ≤0(X)) = HomD(U,X)
onde H0(X) = τ≤0(τ≥0(X)) = τ≤0(X) pelo lema 3.15. Analogamente, provamos que
HomA (U,H
0(Y )) = HomD(U, Y ) e HomA (U,H
0(Z)) = HomD(U,Z). Isto implica
que a sequeˆncia
0 // Hom(U,H0(X))
H0(f)∗// Hom(U,H0(Y ))
H0(g)∗// Hom(U,H0(Z)) .
e´ exata. Portanto, a sequeˆncia
0 // H0(X)
H0(f) // H0(Y )
H0(g) // H0(Z) .
e´ exata.
b) Agora suponhamos que X, Y e Z sa˜o objetos da subcategoria D≤0. Seja U ∈ A ,
enta˜o pela proposic¸a˜o 1.20, temos a sequeˆncia exata
Hom(X[1], U) h
∗
// Hom(Z,U)
g∗ // Hom(Y, U)
f∗ // Hom(X,U) .
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Mais ainda, como U ∈ D≥0 e X[1] ∈ D≤−1, pelo lema 3.5, vemos que Hom(X[1], U) =
0. Assim obtemos a sequeˆncia exata
0 // Hom(Z,U)
g∗ // Hom(Y, U)
f∗ // Hom(X,U) .
Por outro lado, as igualdades seguintes seguem do lema 3.12 e do fato que A e´ uma
subcategoria estritamente plena:
HomA (H
0(X), U) = HomD(H
0(X), U) = HomD(τ≥0(X), U) = HomD(X,U)
onde H0(X) = τ≥0(τ≤0(X)) = τ≥0(X) pelo lema 3.15. Analogamente, provamos que
HomA (H
0(Y ), U) = HomD(Y, U) = e HomA (H
0(Z), U) = HomD(Z,U). Isto implica
que a sequeˆncia
0 // Hom(H0(Z), U)
H0(g)∗// Hom(H0(Y ), U)
H0(f)∗// Hom(H0(X), U) .
e´ exata. Portanto, a sequeˆncia
H0(X)
H0(f) // H0(Y )
H0(g) // H0(Z) // 0 .
e´ exata.
c) Suponhamos somente que Z ∈ D≥0. SejaW ∈ D≤−1, enta˜o pelo lema 3.5, Hom(W,Z) =
Hom(W,Z[−1]) = 0, pois Z[−1]) ∈ D≥1. Assim pela proposic¸a˜o 1.20, temos a
sequeˆncia exata curta
0 = Hom(W,Z[−1]) // Hom(W,X) f∗ // Hom(W,Y ) // Hom(W,Z) = 0
isto e´, f∗ : Hom(W,X) −→ Hom(W,Y ) e´ isomorfismo. Agora consideremos o dia-
grama comutativo
τ≤−1(X)
τ≤−1(f) //
i

τ≤−1(Y )
j

X
f // Y
Logo aplicamos o funtor covariante Hom(W, ) e temos o diagrama comutativo
Hom(W, τ≤−1(X))
τ≤−1(f)∗ //
i∗

Hom(W, τ≤−1(Y ))
j∗

Hom(W,X)
f∗ // Hom(W,Y )
Assim, dado que i∗ e j∗ sa˜o isomorfismos, pelo lema 3.12, enta˜o τ≤−1(f)∗ = (j∗)−1 ◦
f∗ ◦ i∗ e´ isomorfismo, e como W e´ arbitra´rio, enta˜o τ≤−1(f)∗ = Hom(W, τ≤−1(f)) e´ um
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isomorfismo nos seguintes casos:
(a) W = τ≤−1(Y ). τ≤−1(f)∗ : Hom(τ≤−1(Y ), τ≤−1(X)) −→ Hom(τ≤−1(Y ), τ≤−1(Y ))
e´ isomorfismo, enta˜o dado 1τ≤−1(Y ) ∈ Hom(τ≤−1(Y ), τ≤−1(Y )), existe um u´nico
morfismo ϕ ∈ Hom(τ≤−1(Y ), τ≤−1(X)) tal que τ≤−1(f)∗(ϕ) = 1τ≤−1(Y ), isto e´,
τ≤−1(f) ◦ ϕ = 1τ≤−1(Y ).
(b) W = τ≤−1(X). τ≤−1(f)∗ : Hom(τ≤−1(X), τ≤−1(X)) −→ Hom(τ≤−1(X), τ≤−1(Y ))
e´ isomorfismo. Ale´m disso, temos que:
i. τ≤−1(f)∗(1τ≤−1(X)) = τ≤−1(f) ◦ 1τ≤−1(X) = τ≤−1(f).
ii. τ≤−1(f)∗(ϕ ◦ τ≤−1(f)) = τ≤−1(f) ◦ (ϕ ◦ τ≤−1(f)) = (τ≤−1(f) ◦ ϕ) ◦ τ≤−1(f) =
1τ≤−1(Y ) ◦ τ≤−1(f) = τ≤−1(f), pelo item a).
Dos itens i) e ii) conclu´ımos que ϕ ◦ τ≤−1(f) = 1τ≤−1(X).
Portanto, τ≤−1(f) : τ≤−1(X) −→ τ≤−1(Y ) e´ isomorfismo, pelos itens a) e b).
Agora consideremos os morfismos τ≤−1(X)
i // X
f // Y e definamos s = f ◦ i =
j ◦ τ≤−1(f). Por conseguinte, temos o isomorfismo de triaˆngulos
τ≤−1(X)
s //
τ≤−1(f)

Y
pY //
1Y

τ≥0(Y ) //
1τ≥0(Y )

(τ≤−1(Y ))[1]
(τ≤−1(f))[1]

τ≤−1(Y )
j // Y
pY // τ≥0(Y ) // (τ≤−1(Y ))[1]
E como por definic¸a˜o o triaˆngulo de embaixo e´ distinguido, enta˜o o triaˆngulo de cima
e´ distinguido. Logo pelo axioma do octaedro, o diagrama
τ≤−1(X)
i //
1τ≤−1(X)

X
pX //
f

τ≥0(X) // (τ≤−1(X))[1]
1(τ≤−1(X))[1]

τ≤−1(X)
s //
i

Y
pY //
1Y

τ≥0(Y ) // (τ≤−1(Y ))[1]
i[1]

X
f // Y
g // Z // X[1]
pode ser completado ao diagrama comutativo
τ≤−1(X)
i //
1τ≤−1(X)

X
pX //
f

τ≥0(X) //

(τ≤−1(X))[1]
1(τ≤−1(X))[1]

τ≤−1(X)
s //
i

Y
pY //
1Y

τ≥0(Y ) //

(τ≤−1(Y ))[1]
i[1]

X
f //
pX

Y
g //
pY

Z //
1Z

X[1]

τ≥0(X) // τ≥0(Y ) // Z // (τ≥0(X))[1]
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onde τ≥0(X) // τ≥0(Y ) // Z // (τ≥0(X))[1] e´ triaˆngulo distinguido e as linhas
horizontais sa˜o morfismos de triaˆngulos, enta˜o em particular os quadrados na u´ltima
linha do diagrama comutam, logo pela unicidade dos morfismos τ≥0(f) e τ≥0(g) e dado
que Z ∈ D≥0, temos o diagrama comutativo
X
f //
pX

Y
g //
pY

Z
1Z

τ≥0(X)
τ≥0(f) // τ≥0(Y )
τ≥0(g) // Z
Assim aplicando o funtor H0 obtemos o diagrama comutativo
H0(X)
H0(f) //
H0(pX)

H0(Y )
H0(g) //
H0(pY )

H0(Z)
1H0(Z)

H0(τ≥0(X))
H0(τ≥0(f)) // H0(τ≥0(Y ))
H0(τ≥0(g)) // H0(Z)
Por outro lado, como H0 = τ≤0 ◦ τ≥0 e τ≥0(pX) = 1τ≥0(X), enta˜o H0(pX) = 1H0(X).
Analogamente, H0(pY ) = 1H0(Y ).
Mais ainda, como todos os ve´rtices no u´ltimo triaˆngulo distinguido sa˜o objetos da
categoria D≥0, podemos aplicar o item a) e obter a sequeˆncia exata
0 // H0(τ≥0(X))
H0(τ≥0(f)) // H0(τ≥0(Y ))
H0(τ≥0(g)) // H0(Z) .
Portanto, a sequeˆncia
0 // H0(X)
H0(f) // H0(Y )
H0(g) // H0(Z)
e´ exata.
d) Agora suponhamos somente que X ∈ D≤0. Seja W ∈ D≥1, enta˜o pelo lema 3.5,
Hom(X,W ) = Hom(X[1],W ) = 0, pois X[1] ∈ D≤−1. Assim pela proposic¸a˜o 1.20,
temos a sequeˆncia exata curta
0 = Hom(X[1],W ) // Hom(Z,W )
g∗ // Hom(Y,W ) // Hom(X,W ) = 0
isto e´, g∗ : Hom(Z,W ) −→ Hom(Y,W ) e´ isomorfismo. Agora consideremos o dia-
grama comutativo
Y
g //
p

Z
q

τ≥1(Y )
τ≥1(g) // τ≥1(Z)
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Logo aplicamos o funtor contravariante Hom( ,W ) e temos o diagrama comutativo
Hom(τ≥1(Z),W )
τ≥1(g)∗ //
q∗

Hom(τ≥1(Y ),W )
p∗

Hom(Z,W )
g∗ // Hom(Y,W )
Como p∗ e q∗ sa˜o isomorfismos, pelo lema 3.12, enta˜o τ≥1(g)∗ = (p∗)−1 ◦ g∗ ◦ q∗ e´
isomorfismo. Mais ainda dado que W e´ arbitra´rio podemos demonstrar que τ≥1(g) :
τ≥1(Y ) −→ τ≥1(Z) e´ isomorfismo.
Agora consideremos os morfismos Y
g // Z
q // τ≥1(Z) e definamos t = q ◦ g =
τ≥1(g) ◦ p. Por conseguinte, temos o isomorfismo de triaˆngulos
τ≤0(Y )
iY //
1τ≤0(Y )

Y
p //
1Y

τ≥1(Y ) //
τ≥1(g)

(τ≤0(Y ))[1]
1τ≤0(Y )[1]

τ≤0(Y )
iY // Y
t // τ≥1(Z) // (τ≤0(Y ))[1]
E como por definic¸a˜o o triaˆngulo de cima e´ distinguido, enta˜o o triaˆngulo de em-
baixo e´ distinguido, no qual aplicamos o axioma de rotac¸a˜o e obtemos o triaˆngulo
distinguido Y t // τ≥1(Z) // (τ≤0(Y ))[1]
−(iY )[1] // Y [1] . Assim mesmo, usando o
axioma de rotac¸a˜o nos triaˆngulos distinguidos baseados nos morfismos f : X −→ Y e
iZ : τ≤0(Z) −→ Z, sendo t = q ◦ g, temos o diagrama
Y
g //
1Y

Z
h //
q

X[1]
−f [1] // Y [1]
1Y [1]

Y
t //
g

τ≥1(Z) //
1τ≥1(Z)

(τ≤0(Y ))[1]
−(iY )[1] // Y [1]
g[1]

Z
q // τ≥1(Z) // (τ≤0(Z))[1]
−(iZ)[1] // Z[1]
O qual pode ser completado pelo axioma do octaedro ao diagrama comutativo
Y
g //
1Y

Z
h //
q

X[1]
−f [1] //
u[1]

Y [1]
1Y [1]

Y
t //
g

τ≥1(Z) //
1τ≥1(Z)

(τ≤0(Y ))[1]
−(iY )[1] //
v[1]

Y [1]
g[1]

Z
q //
h

τ≥1(Z) //

(τ≤0(Z))[1]
−(iZ)[1] //
1τ≤0(Z)

Z[1]
h[1]

X[1]
u[1] // (τ≤0(Y ))[1]
v[1] // (τ≤0(Z))[1]
w[1] // X[2]
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onde X[1]
u[1] // (τ≤0(Y ))[1]
v[1] // (τ≤0(Z))[1]
w[1] // X[2] e´ triaˆngulo distinguido e as li-
nhas horizontais sa˜o morfismos de triaˆngulos, enta˜o aplicando treˆs vezes o axioma de
rotac¸a˜o temos o triaˆngulo distinguido
τ≤0(Z)
−w
[1]

X
−u // τ≤0(Y )
−v
bb
no qual todos os seus ve´rtices pertencem na categoria D≤0, pois por hipo´tese X ∈ D≤0.
Enta˜o, pelo item b) temos a sequeˆncia exata
H0(X)
H0(−u) // H0(τ≤0(Y ))
H0(−v) // H0(τ≤0(Z)) // 0 .
Mais ainda, dado que os dois primeiros quadrados na u´ltima coluna do diagrama acima
comutam, temos as seguintes igualdades, nas quais usamos o fato que T e´ um funtor
aditivo e fiel:
i) −f [1] = −(iY )[1] ◦ u[1] = (−iY ◦ u)[1]⇔ f = −iY ◦ −u;
ii) g[1] ◦−(iY )[1] = −(iZ)[1] ◦ v[1]⇔ (g ◦−iY )[1] = (iZ ◦−v)[1]⇔ g ◦−iY = iZ ◦−v;
Logo temos o diagrama comutativo
X
−u //
1X

τ≤0(Y )
−v //
−iY

τ≤0(Z)
iZ

X
f // Y
g // Z
Assim aplicando o funtor H0 obtemos o diagrama comutativo
H0(X)
H0(−u) //
1H0(X)

H0(τ≤0(Y ))
H0(−v) //
H0(−iY )

H0(τ≤0(Z))
H0(iZ)

H0(X)
H0(f) // H0(Y )
H0(g) // H0(Z)
Por outro lado, como H0 = τ≥0 ◦ τ≤0 e τ≤0(iY ) = 1τ≤0(Y ), enta˜o H0(−iY ) = −1H0(Y ).
Analogamente, H0(iZ) = 1H0(Z). Enta˜o o diagrama acima e´ um isomorfismo de
sequeˆncias, do qual conclu´ımos que a sequeˆncia
H0(X)
H0(f) // H0(Y )
H0(g) // H0(Z) // 0
e´ exata.
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e) Agora demonstraremos o caso geral. Primeiro consideremos os morfismos
τ≤0(X)
i // X
f // Y
e definamos f ◦ i = c : τ≤0(X) −→ Y , logo temos o triaˆngulo distinguido
τ≤0(X)
c // Y
u //W // (τ≤0(X))[1] ,
tal que W e´ o cone. Como τ≤0(X) ∈ D≤0, enta˜o pelo item d) temos a sequeˆncia exata
H0(τ≤0(X))
H0(c) // H0(Y )
H0(u) // H0(W ) // 0 .
Mais ainda, como c = f ◦ i e 1H0(X) = H0(i) : H0(τ≤0(X)) −→ H0(X), enta˜o H0(c) =
H0(f) ◦H0(i) = H0(f) e H0(τ≤0(X)) = H0(X). Portanto, temos a sequeˆncia exata
H0(X)
H0(f) // H0(Y )
H0(u) // H0(W ) // 0 .
Assim, Im(H0(f)) = Ker(H0(u)) (*)
Por outro lado, consideremos o triaˆngulo distinguido baseado no morfismos f e o
triaˆngulo distinguido que constru´ımos usando os morfismos de truncamento, junta-
mente com o triaˆngulo distinguido baseado no morfismo c, logo temos o diagrama
τ≤0(X)
i //
1τ≤0(X)

X //
f

τ≥0(X) // (τ≤0(X))[1]
1(τ≤0(X))[1]

τ≤0(X)
c //
i

Y
u //
1Y

W // (τ≤0(Y ))[1]
i[1]

X
f // Y
g // Z
h // X[1]
o qual pode ser completado usando o axioma do octaedro, ao o diagrama comutativo
τ≤0(X)
i //
1τ≤0(X)

X //
f

τ≥1(X) //

(τ≤0(X))[1]
1(τ≤0(X))[1]

τ≤0(X)
c //
i

Y u //
1Y

W //
v

(τ≤0(Y ))[1]
i[1]

X
f //

Y
g //

Z
h //
1Z

X[1]

τ≥1(X) //W
v // Z // (τ≥1(X))[1]
onde τ≥1(X) //W
v // Z // (τ≥1(X))[1] e´ um triaˆngulo distinguido e as linhas
horizontais sa˜o morfismos de triaˆngulos, logo em particular temos que g = v ◦u e apli-
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cando o axioma de rotac¸a˜o ao u´ltimo triaˆngulo, temos o seguinte triaˆngulo distinguido
(τ≥1(X))[1]
[1]
||
W
v // Z
bb
no qual τ≥1(X)[1] ∈ D≥0, enta˜o pelo item c) temos que a sequeˆncia exata
0 // H0(W )
H0(v) // H0(Z) // H0(τ≥1(X)[1])
Enta˜o, em particular H0(v) e´ monomorfismo (**).
Finalmente, dado que g = v ◦ u, enta˜o H0(g) = H0(v) ◦ H0(u), assim de (*) e (**)
conclu´ımos que Im(H0(f)) = Ker(H0(u)) = Ker(H0(g)), portanto a sequeˆncia
H0(X)
H0(f) // H0(Y )
H0(g) // H0(Z)
e´ exata. 
Pelo lema 3.17, sabemos que os funtores de truncamento sa˜o aditivos e pela
observac¸a˜o 3.22 para m = n ∈ Z temos o funtor τ≥n ◦ τ≤n definido da categoria D na
subcategoria D [n,n], enta˜o o funtor T n ◦ τ≥n ◦ τ≤n esta definido da categoria D no corac¸a˜o
da t-estrutura, assim temos a definic¸a˜o seguinte:
Definic¸a˜o 3.39 Para cada n ∈ Z, definimos o funtor aditivo Hn : D −→ A como a
composic¸a˜o dos funtores aditivos T n e τ≥n e τ≤n, isto e´, Hn = T n ◦ τ≥n ◦ τ≤n.
As duas proposic¸o˜es seguintes permitem estabelecer definic¸o˜es equivalentes do
funtor H0 que nos ajudara˜o no ca´lculo da cohomologia de um objeto qualquer na categoria
D .
Proposic¸a˜o 3.40 Para cada n ∈ Z, os funtores Hn e T n ◦ τ≤n ◦ τ≥n sa˜o isomorfos.
Demonstrac¸a˜o: Pelo lema 3.24 para m = n ∈ Z, temos que existe um isomorfismo
funtorial φ : τ≥n ◦ τ≤n −→ τ≤n ◦ τ≥n, enta˜o, para cada X ∈ D , existe um isomor-
fismo φX : τ≥n(τ≤n(X)) −→ τ≤n(τ≥n(X)), assim γX = T n(φX) : T n(τ≥n(τ≤n(X))) −→
T n(τ≤n(τ≥n(X))) e´ isomorfismo. Mais ainda, dado um morfismo f : X −→ Y temos o
diagrama comutativo
τ≥n(τ≤n(X))
ϕX //
τ≥n(τ≤n(f))

τ≤n(τ≥n(X))
τ≤n(τ≥n(f))

τ≥n(τ≤n(Y ))
ϕY // τ≤n(τ≥n(Y ))
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assim, aplicando o funtor T n e a definic¸a˜o 3.39, temos o diagrama comutativo
Hn(X)
γX //
Hn(f)

T n(τ≤n(τ≥n(X)))
Tn(τ≤n(τ≥n(f)))

Hn(Y )
γY // T n(τ≤n(τ≥n(Y )))
Portanto, γ : Hn −→ T n ◦ τ≤n ◦ τ≥n e´ isomorfismo funtorial. 
Grac¸as a` pro´xima proposic¸a˜o e o teorema 3.38, podemos afirmar que os os funtores
Hn tambe´m sa˜o funtores de cohomologia.
Proposic¸a˜o 3.41 Para cada n ∈ Z, os funtores Hn e H0 ◦ T n sa˜o isomorfos.
Demonstrac¸a˜o: Na demonstrac¸a˜o seguinte podemos utilizar o mesmo racioc´ınio que na
prova da proposic¸a˜o 3.40, pois todos os funtores sa˜o covariantes.
1) Demonstremos por induc¸a˜o matema´tica o caso n > 0.
Suponhamos que n = 1. Pelo lema 3.14, sabemos que T ◦τ≥1 ∼= τ≥0◦T e pela proposic¸a˜o
3.11 sabemos que τ≤1 e´ um funtor covariante, enta˜o (T ◦ τ≥1) ◦ τ≤1 ∼= (τ≥0 ◦ T ) ◦ τ≤1,
assim pela definic¸a˜o 3.39, temos que H1 ∼= τ≥0 ◦ (T ◦ τ≤1). Mas T ◦ τ≤1 ∼= τ≤0 ◦ T
(lema 3.14) e dado que τ≥0 e´ um funtor covariante (proposic¸a˜o 3.11), enta˜o H1 ∼=
τ≥0 ◦ (T ◦ τ≤1) ∼= τ≤0 ◦ (τ≥0 ◦ T ) = H0 ◦ T 1 (definic¸a˜o 3.25).
Agora suponhamos que para n = 2. Enta˜o, H2 = T 2 ◦ τ≥2 ◦ τ≤2 = T ◦ (T ◦ τ≥2) ◦ τ≤2 ∼=
T ◦ (τ≥1 ◦T ) ◦ τ≤2 ∼= T ◦ τ≥1 ◦ (τ≤1 ◦T ) = H1 ◦T ∼= H0 ◦T 2, assim repetindo o processo
indefinidamente temos que Hn ∼= H0 ◦ T n,∀n > 0.
2) No caso n < 0, primeiro demostramos T−1 ◦ τ≤m ∼= τ≤m+1 ◦T−1,∀m ∈ Z. De fato, pelo
lema 3.14 sabemos que T ◦ τ≤m ∼= τ≤m+1 ◦ T , assim aplicando o funtor covariante T−1
temos que τ≤m ∼= 1D◦τ≤m ∼= T−1◦T◦τ≤m ∼= T−1◦τ≤m+1◦T , enta˜o τ≤m ∼= T−1◦τ≤m+1◦T ,
portanto, τ≤m ◦ T−1 ∼= T−1 ◦ τ≤m+1 ◦ T ◦ T−1 ∼= T−1 ◦ τ≤m+1 ◦ 1D ∼= T−1 ◦ τ≤m+1.
Analogamente, podemos demonstrar que T−1 ◦ τ≥m ∼= τ≥m+1 ◦ T−1,∀m ∈ Z.
Por conseguinte, aplicando a definic¸a˜o 3.39, para n = −1, temos que H−1 = T−1 ◦
τ≥−1 ◦ τ≤−1 ∼= τ≥0 ◦ T−1 ◦ τ≤−1 ∼= τ≥0 ◦ τ≤0 ◦ T−1 = H0 ◦ T−1.
Agora suponhamos que n = −2, enta˜o pela definic¸a˜o 3.39, temos que H−2 = T−2 ◦
τ≥−2 ◦ τ≤−2 ∼= T−1 ◦ T−1 ◦ τ≥−2 ◦ τ≤−2 ∼= T−1 ◦ τ≥−1 ◦ T−1 ◦ τ≤−2 ∼= T−1 ◦ τ≥−1 ◦ τ≤−1 ◦
T−1 = H−1 ◦ T−1 ∼= H0 ◦ T−2. Logo, repetindo o processo indefinidamente temos que
Hn ∼= H0 ◦ T n,∀n < 0.

O pro´ximo lema mostra que os morfismos de truncamento na categoriaD induzem
isomorfismos na categoria A por meio dos funtores de cohomologia Hn.
Lema 3.42 Seja X um objeto da categoria D e n ∈ Z. Se i : τ≤n(X) −→ X e q : X −→
τ≥n(X) sa˜o os morfismos de truncamento, enta˜o:
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(i) Hm(τ≤n(X)) = 0 para todo m > n e Hm(i) : Hm(τ≤n(X)) −→ Hm(X) e´ um
isomorfismo para todo m ≤ n.
(ii) Hm(τ≥n(X)) = 0 para todo m < n e Hm(q) : Hm(X) −→ Hm(τ≥n(X)) e´ um
isomorfismo para todo m ≥ n.
Demonstrac¸a˜o:
(i) No caso m > n, τ≥m(τ≤n(X)) = 0 pelo lema 3.18, enta˜o aplicando o funtor Tm◦τ≤m,
temos que 0 = Tm(τ≤m(0)) = Tm(τ≤m(τ≥m(τ≤n(X)))) = Hm(τ≤n(X)), pela pro-
posic¸a˜o 3.40.
Agora suponhamos que m ≤ n, enta˜o τ≤m(i) : τ≤m(τ≤n(X)) −→ τ≤m(X) e´ isomor-
fismo, pelo lema 3.19. Logo aplicando o funtor Tm ◦ τ≥m, obtemos o isomorfismo
Tm(τ≥m(τ≤m(i))) : Tm(τ≥m(τ≤m(τ≤n(X)))) −→ Tm(τ≥m(τ≤m(X))), portanto, uti-
lizando a definic¸a˜o 3.39, conclu´ımos que Hm(i) : Hm(τ≤n(X)) −→ Hm(X) e´ um
isomorfismo.
(ii) No caso m < n, τ≤m(τ≥n(X)) = 0 pelo lema 3.18, enta˜o aplicando o funtor Tm◦τ≥m,
temos que 0 = Tm(τ≥m(0)) = Tm(τ≥m(τ≤m(τ≥n(X)))) = Hm(τ≥n(X)), pela de-
finic¸a˜o 3.39.
Agora suponhamos que m ≥ n, enta˜o τ≥m(q) : τ≥m(X) −→ τ≥m(τ≥n(X)) e´ iso-
morfismo, pelo lema 3.19. Logo aplicando o funtor Tm ◦ τ≤m, obtemos o isomor-
fismo Tm(τ≤m(τ≥m(q))) : Tm(τ≤m(τ≥m(X)) −→ Tm(τ≤m(τ≥m(τ≥n(X))), portanto,
Hm(q) : Hm(X) −→ Hm(τ≥n(X)) e´ um isomorfismo, pela proposic¸a˜o 3.40.

O seguinte corola´rio nos oferece um crite´rio para determinar em quais subcate-
gorias D≤n esta um objeto X pertencente a` classe
⋃
n∈Z
Obj(D≤n) ⊂ D . Na pro´xima sec¸a˜o
daremos um exemplo no qual se prova que esta inclusa˜o em geral e´ estrita e no caso que
a igualdade seja satisfeita chamaremos a` t-estrutura de t-estrutura limitada.
Corola´rio 3.43 Seja n ∈ Z.
(i) X e´ um objeto da categoria D≤n, se e somente se, Hm(X) = 0 para todo m > n e
existe k ∈ Z tal que X ∈ D≤k.
(ii) X e´ um objeto da categoria D≥n, se e somente se, Hm(X) = 0 para todo m < n e
existe k ∈ Z tal que X ∈ D≥k.
Demonstrac¸a˜o: Fixamos n ∈ Z.
(i) (a) Se X ∈ D≤n enta˜o, pelo lema 3.15, i : τ≤n(X) −→ X e´ isomorfismo, assim
para cada m ∈ Z o funtor Hm induz o isomorfismo Hm(i) : Hm(τ≤n(X)) −→
Hm(X), enta˜o Hm(X) = Hm(τ≤n(X)) = 0, para todo m > n, pelo lema 3.42.
Ale´m disso, sendo k = n demonstramos a existeˆncia.
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(b) Reciprocamente, suponhamos que existe k ∈ Z tal que X ∈ D≤k. Se n ≥ k,
enta˜o X ∈ D≤k ⊂ D≤n, pela proposic¸a˜o 3.3. Agora suponhamos que k > n,
enta˜o por hipo´tese Hk(X) = 0 e X = τ≤k(X) pelo lema 3.15. Logo, pela de-
finic¸a˜o 3.39 0 = Hk(X) = T k(τ≥k(τ≤k(X))) = T k(τ≥k(X)), do qual deduzimos
que τ≥k(X) = 0, pois T e´ uma equivaleˆncia de categorias. Portanto, pelo lema
3.15, X ∈ D≤k−1, assim depois de uma quantidade finita de passos teremos que
X ∈ D≤n.
(ii) (a) Se X ∈ D≥n enta˜o, pelo lema 3.15, q : X −→ τ≥n(X) e´ isomorfismo, assim
para cada m ∈ Z o funtor Hm induz o isomorfismo Hm(q) : Hm(X) −→
Hm(τ≥n(X)), enta˜o Hm(X) = Hm(τ≥n(X)) = 0, para todo m < n, pelo lema
3.42. Ale´m disso, sendo k = n demonstramos a existeˆncia.
(b) Reciprocamente, suponhamos que existe k ∈ Z tal que X ∈ D≥k. Se n ≤ k,
enta˜o X ∈ D≥k ⊂ D≥n, pela proposic¸a˜o 3.3. Agora suponhamos que k < n,
enta˜o por hipo´tese Hk(X) = 0 e X = τ≥k(X) pelo lema 3.15. Logo, pela pro-
posic¸a˜o 3.40 0 = Hk(X) = T k(τ≤k(τ≥k(X))) = T k(τ≤k(X)), do qual deduzimos
que τ≤k(X) = 0, pois T e´ uma equivaleˆncia de categorias. Portanto, pelo lema
3.15, X ∈ D≥k+1, assim depois de uma quantidade finita de passos teremos que
X ∈ D≥n.

O corola´rio anterior junto com o lema a seguir nos garante que todo objeto X ∈⋂
n∈Z
Obj(D≤n) ⊂ D tem homologia nula, para cada n ∈ Z, pore´m a rec´ıproca na˜o e´
verdadeira, isto motiva o estudo de t-estruturas na˜o degeneradas, o qual faremos na
seguinte sec¸a˜o.
Lema 3.44 Para cada objeto X da categoria D temos:
(i) Existe n ∈ Z tal que, X ∈ D≤n e Hm(X) = 0 para todo m ≤ n, se e somente se,
X ∈ D≤m para todo m ∈ Z;
(ii) Existe n ∈ Z tal que, X ∈ D≥n e Hm(X) = 0 para todo m ≥ n, se e somente se,
X ∈ D≥m para todo m ∈ Z.
Demonstrac¸a˜o:
(i) (a) Seja n ∈ Z tal que, X ∈ D≤n. Si m ≥ n enta˜o, X ∈ D≤n ⊂ D≤m, pela
proposic¸a˜o 3.3. Por conseguinte, resta demonstrar o caso m < n, assim primeiro
suponhamos que m = n − 1, enta˜o pela definic¸a˜o 3.8 podemos construir o
Cap´ıtulo 3 107
triaˆngulo distinguido
τ≥n(X)
[1]
||
τ≤m(X)
i // X
p
__
Por outro lado, dado que X ∈ D≤n, enta˜o j : τ≤n(X) −→ X e´ isomorfismo
pelo lema 3.15, assim aplicando o funtor τ≥n temos o isomorfismo τ≥n(j) :
τ≥n(τ≤n(X)) −→ τ≥n(X), o que demonstra que Hn(X) = T n(τ≥n(τ≤n(X))) =
T n(τ≥n(X)) e como por hipo´tese Hn(X) = 0, enta˜o T n(τ≥n(X)) = 0, o equi-
valentemente τ≥n(X) = 0, pois T e´ uma equivaleˆncia de categorias, assim
aplicando o lema 3.15, temos que X ∈ D≤n−1. Logo, repetindo o argumento
indefinidamente se demonstra que X ∈ D≤m, para todo m < n.
(b) Reciprocamente, se X ∈ D≤m para todo m ∈ Z, enta˜o em particular X ∈ D≤0,
mais ainda X ∈ D≤m−1, ∀m ≤ 0, enta˜o pelo corola´rio 3.43, Hm(X) = 0 para
cada m ≤ 0.
(ii) (a) Seja n ∈ Z tal que, X ∈ D≥n. Si m ≤ n enta˜o, X ∈ D≥n ⊂ D≥m, pela
proposic¸a˜o 3.3. Por conseguinte, resta demonstrar o caso m > n, assim primeiro
suponhamos que m = n + 1, enta˜o pela definic¸a˜o 3.8 podemos construir o
triaˆngulo distinguido
τ≥m(X)
[1]
||
τ≤n(X)
j // X
q
__
e aplicando o axioma de rotac¸a˜o, temos o triaˆngulo distinguido
τ≤n(X)[1]
[1]
}}
X
q // τ≥m(X)
cc
Por outro lado, dado que X ∈ D≥n, enta˜o p : X −→ τ≥n(X) e´ isomorfismo
pelo lema 3.15, assim aplicando o funtor τ≤n temos o isomorfismo τ≤n(p) :
τ≤n(X) −→ τ≤n(τ≥n(X)), enta˜o T n(τ≤n(X)) = T n(τ≤n(τ≥n(X))) = Hn(X)
pela proposic¸a˜o 3.40 e como por hipo´tese Hn(X) = 0, enta˜o T n(τ≤n(X)) = 0, o
equivalentemente τ≤n(X) = 0, pois T e´ uma equivaleˆncia de categorias, assim
aplicando o lema 3.15, temos que X ∈ D≥n+1. Logo, repetindo o argumento
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indefinidamente se demonstra que X ∈ D≥m, para todo m > n.
(b) Reciprocamente, se X ∈ D≥m para todo m ∈ Z, enta˜o em particular X ∈ D≥0,
mais ainda X ∈ D≥m+1, ∀m ≥ 0, enta˜o pelo corola´rio 3.43, Hm(X) = 0 para
cada m ≥ 0.

3.6 t-estruturas na˜o degeneradas e limitadas.
Nesta sec¸a˜o estudaremos a relac¸a˜o entre as t-estruturas na˜o degeneradas (ver
[BBD82, p. 32] e as t-estruturas limitadas. As definic¸o˜es das mesmas e os resultados
apresentamos aqui podem ser consultados por exemplo em [KN11, p. 10] e algumas das
suas aplicac¸o˜es podem ser encontradas em [LV12, GKR04]. Neste trabalho, a importaˆncia
das t-estruturas limitadas fica clara grac¸as ao lema 3.49 e o teorema 3.48, os quais no per-
mitira˜o restringir o estudo da categoria D ao corac¸a˜o da t-estrutura por meio do funtor
de cohomologia Hn. Mais ainda na sec¸a˜o 4.2 apresentaremos uma definic¸a˜o equivalente
a` de t-estruturas limitadas e aplicaremos os resultados da atual sec¸a˜o no estudo da com-
patibilidade de t-estruturas.
Comec¸aremos esta sec¸a˜o respondendo a` questa˜o deixada em aberto no cap´ıtulo
anterior, quando e´ que o u´nico objeto da categoria D , tal que pertence a D≤n e D≥n
para cada n ∈ Z, e´ o objeto nulo? (ver proposic¸a˜o 3.7). A resposta a` mesma e´ dada no
pro´ximo lema.
Lema 3.45 Seja D uma categoria triangulada e (D≤0,D≥0) uma t-estrutura em D .
Enta˜o as seguintes condic¸o˜es sa˜o equivalentes:
(i)
⋂
n∈Z
Obj(D≤n) = {0} e
⋂
n∈Z
Obj(D≥n) = {0};
(ii) Para cada X ∈ D , Hp(X) = 0,∀p ∈ Z, implica X = 0.
Demonstrac¸a˜o: (i) ⇒ (ii). Suponhamos que X ∈ D tal que Hp(X) = 0,∀p ∈ Z, pela
definic¸a˜o 3.8 temos o triaˆngulo distinguido
τ≥1(X)
[1]
||
τ≤0(X) // X
__
Ale´m disso, aplicando o lema 3.42, temos que para cada m ≤ 0, Hm(τ≤0(X)) = Hm(X),
enta˜o Hm(τ≤0(X)) = 0 para todo m ≤ 0 e como τ≤0(X) ∈ D≤0, segue do lema 3.44,
que τ≤0(X) ∈ D≤n,∀n ∈ Z, enta˜o τ≤0(X) = 0 por hipo´tese. Assim, utilizando o mesmo
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racioc´ınio provamos que τ≥1(X) = 0, portanto, X = 0 pelo lema 1.29.
(ii) ⇒ (i). Seja X ∈ D tal que X ∈ D≤n,∀n ∈ Z, enta˜o pelo lema 3.44, existe k ∈ Z tal
que, Hm(X) = 0 para todo m ≤ k e X ∈ D≤k, enta˜o pelo corola´rio 3.43, Hm(X) = 0
para todo m > k. Por conseguinte, Hm(X) = 0,∀m ∈ Z, portanto X = 0, por hipo´tese.
Analogamente, podemos provar que se X ∈ D≥n, ∀n ∈ Z, enta˜o X = 0.

Definic¸a˜o 3.46 Uma t-estrutura (D≤0,D≥0) em D , satisfazendo uma das condic¸o˜es do
lema 3.45 e´ chamada na˜o degenerada.
Exemplo 3.47 A t-estrutura natural na categoria D∗(A ) de uma categoria abeliana A
e´ na˜o degenerada.
Seja D uma categoria triangulada. Enta˜o ({0},D) e´ uma t-estrutura em D , na qual
D≤n = {0} e D≥n = D para cada n ∈ Z. Consequentemente, τ≤n = 0 e τ≥n = 1,∀n ∈ Z.
Portanto, Hp = 0,∀n ∈ Z, o que demonstra que a t-estrutura e´ degenerada.
O pro´ximo teorema (o qual e´ uma melhora do teorema que aparece em [GY03, p.
283]) e´ um resultado ba´sico e particularmente importante das t-estruturas na˜o degenera-
das, pois nelas podemos podemos descrever completamente as categorias que formam a
t-estrutura utilizando exclusivamente os funtores de cohomologia Hn, mais ainda nestas
t-estruturas para determinar se um morfismo na categoria D e´ isomorfismo basta provar
que os morfismos induzidos pelos funtores de cohomologia sa˜o isomorfismos na categoria
abeliana A .
Teorema 3.48 Seja D uma categoria triangulada e (D≤0,D≥0) uma t-estrutura em D .
Enta˜o as condic¸o˜es seguintes sa˜o equivalentes:
(i) A t-estrutura na˜o degenerada em D ;
(ii) Um morfismo f : X −→ Y em D e´ um isomorfismo se e somente se, Hn(f) :
Hn(X) −→ Hn(Y ) em A e´ um isomorfismo, ∀n ∈ Z;
(iii) Para cada n ∈ Z, D≤n e D≥n sa˜o subcategorias plenas, tais que Obj(D≤n) = {X ∈
D |Hp(X) = 0,∀p > n} e Obj(D≥n) = {X ∈ D |Hp(X) = 0,∀p < n}.
Demonstrac¸a˜o:
• (i) ⇒ (ii). Se f e´ um isomorfismo, enta˜o aplicando o funtor Hp, temos que Hp(f) e´
isomorfismo para cada p ∈ Z. Reciprocamente, suponhamos queHp(f) : Hp(X) −→
Hp(Y ) e´ isomorfismo ∀ p ∈ Z, para algum morfismo f : X −→ Y na categoria D ,
enta˜o pelo axioma (TR1) temos o triaˆngulo distinguido
Z
[1]

X
f // Y
ZZ
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Logo pelo teorema 3.38, temos a sequeˆncia exata
Hp(X)
Hp(f) // Hp(Y ) // Hp(Z) // Hp+1(X)
Hp+1(f) // Hp+1(Y )
na categoria abeliana A , por conseguinte temos a sequeˆncia exata
0 // Coker(Hp(f)) // Hp(Z) // Ker(Hp+1(f)) // 0
Portanto, Hp(Z) = 0,∀p ∈ Z e dado que a t-estrutura e´ na˜o degenerada, enta˜o
Z = 0. Portanto, pelo lema 1.30, conclu´ımos que f e´ isomorfismo.
• (ii) ⇒ (iii). Para cada n ∈ Z, pelo corola´rio 3.43, temos que Obj(D≤n) ⊂ {X ∈
D |Hp(X) = 0,∀p > n}. Agora demonstraremos a inclusa˜o contraria. Assim su-
ponhamos que X ∈ D e´ tal que Hp(X) = 0,∀p > n. Sabemos pelo lema 3.42
que Hp(τ≥n+1(X)) = 0,∀p < n + 1 e que Hp(τ≥n+1(X)) = Hp(X) = 0,∀p ≥
n + 1 > n, enta˜o Hp(τ≥n+1(X)) = 0,∀p ∈ Z. Por outro lado, dado que 0 e´ ob-
jeto final na categoria D , enta˜o existe um u´nico morfismo α : τ≥n+1(X) −→ 0.
Logo fixado p ∈ Z, temos o morfismo Hp(α) : Hp(τ≥n+1(X)) −→ Hp(0) e como
Hp(τ≥n+1(X)) = Hp(0) = 0, enta˜o Hp(α) = 10, o qual e´ isomorfismo, assim por
hipo´tese α e´ isomorfismo, isto e´, τ≥n+1(X) = 0, portanto X ∈ D≤n, pelo lema 3.15.
• (iii) ⇒ (i). Seja X ∈ D tal que Hp(X) = 0,∀p ∈ Z, enta˜o em particular X satisfaz:
1) Hp(X) = 0,∀p > 0, assim por hipo´tese X ∈ D≤0, logo τ≥1(X) = 0, pelo item
a) do lema 3.15, .
2) Hp(X) = 0,∀p < 1, assim por hipo´tese X ∈ D≥1, logo X = τ≥1(X), pelo item
b) do lema 3.15.
Portanto, de 1) e 2) conclu´ımos que X = 0.

No estudo das t-estruturas uma questa˜o importante que temos que levar em
considerac¸a˜o e´ se podemos supor que todo objeto da categoria triangulada pertence a
alguma subcategoria D≤n ou D≥n. Daremos exemplos nos quais isto na˜o acontece, mas
primeiro apresentaremos uma condic¸a˜o necessa´ria e suficiente no lema a seguir.
Lema 3.49 Seja D uma categoria triangulada e (D≤0,D≥0) uma t-estrutura em D .
Enta˜o as seguintes condic¸o˜es sa˜o equivalentes:
(i)
⋃
n∈Z
Obj(D≤n) = Obj(D) e
⋃
n∈Z
Obj(D≥n) = Obj(D);
(ii) A t-estrutura e´ na˜o degenerada e para cada X ∈ D , o conjunto {p ∈ Z|Hp(X) 6= 0}
e´ finito.
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Demonstrac¸a˜o: (i) ⇒ (ii). Suponhamos que X ∈ D tal que Hp(X) = 0,∀p ∈ Z, enta˜o
por hipo´tese existe algum k ∈ Z tal que X ∈ D≤k, mais ainda Hp(X) = 0,∀p ≤ k,
enta˜o aplicando o lema 3.44, conclu´ımos que X ∈ D≤n,∀n ∈ Z. Da mesma maneira
demonstramos que X ∈ D≥n,∀n ∈ Z, assim em particular temos que X ∈ D≤0 e X ∈
D≥1, logo por (t3) da definic¸a˜o 3.1, segue que HomD(X,X) = 0, enta˜o 1X = 0, portanto
X = 0, o que demonstra que a t-estrutura e´ na˜o degenerada em D .
Seja X um objeto qualquer na categoria D , por hipo´tese existem m,n ∈ Z, tal que X ∈
D≤m e X ∈ D≥n, enta˜o pelo corola´rio 3.43, Hp(X) = 0,∀p > m e Hp(X) = 0,∀p < n.
Portanto, Hp(X) 6= 0 no ma´ximo para todos os inteiros p entre m e n inclusive.
(ii) ⇒ (i). Seja X um objeto qualquer na categoria D , se X = 0 enta˜o X ∈ D≤0 e
X ∈ D≥0, pela proposic¸a˜o 3.7. Suponhamos enta˜o que X 6= 0, como a t-estrutura e´ na˜o
degenerada, enta˜o o conjunto {p ∈ Z|Hp(X) 6= 0} e´ na˜o vazio e como e´ finito, enta˜o existe
um inteiro m = max{p ∈ Z|Hp(X) 6= 0}, em consequeˆncia ∀p > m,Hp(X) = 0, ale´m
disso, pelo lema 3.42, Hp(τ≥m+1(X)) = Hp(X) = 0,∀p ≥ m + 1 > m e Hp(τ≥m+1(X)) =
0,∀p < m + 1, enta˜o τ≥m+1(X) = 0, pois a t-estrutura e´ na˜o degenerada, portanto
X ∈ D≤m, pelo lema 3.15. Finalmente, utilizando um racioc´ınio similar conclu´ımos que
X ∈ D≥r, onde r = min{p ∈ Z|Hp(X) 6= 0}.

Definic¸a˜o 3.50 Uma t-estrutura (D≤0,D≥0) em D , satisfazendo uma das condic¸o˜es do
lema 3.49 e´ chamada limitada.
Exemplo 3.51 Seja A uma categoria abeliana. Enta˜o a t-estrutura natural na catego-
ria derivada limitada D b(A ) e´ limitada. Pore´m as t-estruturas naturais nas categorias
D+(A ), D−(A ) e D(A ) na˜o sa˜o limitadas. Outro exemplo de t-estrutura na˜o limitada
em D e´ o par de subcategorias ({0},D).
Cap´ıtulo 4
Aisles e t-estruturas
No presente cap´ıtulo apresentaremos alguns resultados de Keller e Vossieck in-
troduzidos em [KV88b]. Ao investigar as relac¸o˜es entre os corac¸o˜es de duas t-estruturas
sobre uma categoria triangulada Keller e Vossieck, apresentaram condic¸o˜es necessa´rias
e suficientes para que duas t-estruturas sejam compat´ıveis. Este conceito permite obter
uma generalizac¸a˜o da teoria da dualidade desenvolvida por Grothendieck e Roos para
ane´is comutativos regulares e a teoria de inclinac¸a˜o utilizada na investigac¸a˜o de a´lgebras
de dimensa˜o finita.
Observac¸a˜o 4.1 A notac¸a˜o e os enunciados dos teoremas principias do presente cap´ıtulo
foram retomados do artigo [HHK07, p. 84-90], mas os demonstrac¸o˜es dos mesmos sa˜o
baseadas nas encontradas no artigo [KV88b].
Ao longo deste cap´ıtulo suporemos que D uma categoria triangulada com funtor
suspensa˜o T .
4.1 Aisles
Nesta sec¸a˜o introduziremos a noc¸a˜o de Aisles e estabeleceremos a equivaleˆncia
com as t-estruturas, ver [KV88a, p. 2]. Ale´m disso, apresentamos uma demonstrac¸a˜o
alternativa do lema que aparece no artigo [Hap88, p. 58] referente ao par de torc¸a˜o numa
categoria triangulada (veja o corola´rio 4.8), mas antes disso iremos definir e provar as
propriedades ba´sicas da categoria ortogonal.
Definic¸a˜o 4.2 Um aisle em D e´ uma subcategoria plena e aditiva U de D que satisfaz
as seguintes condic¸o˜es:
a) TU ⊂ U ,
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b) U e´ esta´vel por extenso˜es, isto e´, para cada triaˆngulo distinguido
Z
[1]

X // Y
ZZ
na categoria D tem-se que Y ∈ U , sempre que X ∈ U e Z ∈ U ,
c) a inclusa˜o canoˆnica U −→ D admite um funtor adjunto a` direita D −→ U , X 7→ XU .
Antes de continuar nosso estudo sobre aisles e t-estruturas, discutiremos breve-
mente a noc¸a˜o de categoria ortogonal e sua estrutura algebraica ba´sica, a qual iremos
a utilizar no resto do cap´ıtulo.
Definic¸a˜o 4.3 Seja V uma subcategoria de D . Denotaremos por V ⊥ (respetivamente
⊥V ) a subcategoria plena determinada pelos objetos Y ∈ D tais que HomD(X, Y ) = 0
(respetivamente HomD(Y,X) = 0) para todo objeto X ∈ V .
Proposic¸a˜o 4.4 Sejam V ⊥ e ⊥V as categorias dadas na definic¸a˜o 4.3, enta˜o V ⊥ e ⊥V
sa˜o subcategorias estritamente plenas e aditivas da categoria D .
Demonstrac¸a˜o: Faremos a demonstrac¸a˜o somente para a subcategoria V ⊥.
a) A categoria V ⊥ e´ estritamente plena. Seja Y ′ um objeto na categoria D e suponhamos
que existe um isomorfismo f : Y ′ −→ Y na categoria D tal que Y ∈ V ⊥, isto e´,
HomD(X, Y ) = 0 para cada X ∈ V . Suponhamos que g ∈ HomD(X, Y ′), enta˜o
f ◦ g = 0 e como f e´ monomorfismo, enta˜o g = 0, portanto HomD(X, Y ′) = 0, assim
por definic¸a˜o Y ′ ∈ V ⊥, enta˜o f ∈ HomD(Y, Y ′) = HomV ⊥(Y, Y ′).
b) A categoria V ⊥ e´ aditiva.
A1) Dado que D e´ uma categoria aditiva e V ⊥ e´ uma subcategoria plena enta˜o, dados
dois objetos X e Y na categoria V ⊥, enta˜o HomV ⊥(X, Y ) e´ um grupo abeliano
e a composic¸a˜o de morfismos HomV ⊥(Y, Z)×HomV ⊥(X, Y )→ HomV ⊥(X,Z) e´
bilinear nos inteiros.
A2) Seja 0 o objeto nulo da categoria D , enta˜o por definic¸a˜o, para cada X ∈ V temos
que HomD(X, 0) = 0, portanto, 0 ∈ V ⊥.
A3) Dados os objetos X e Y na categoria V ⊥, como D e´ uma categoria aditiva enta˜o
um coproduto X ⊕ Y ∈ D tal que, iX ◦ pX + iY ◦ pY = 1X⊕Y , onde iX : X −→
X ⊕ Y e iY : Y −→ X ⊕ Y sa˜o os morfismos inclusa˜o. Suponhamos que f ∈
HomD(Z,X ⊕ Y ) tal que Z ∈ V , enta˜o pX ◦ f ∈ HomD(Z,X) = 0 e pY ◦ f ∈
HomD(Z, Y ) = 0, logo f = 1X⊕Y ◦ f = iX ◦ pX ◦ f + iY ◦ pY ◦ f = 0, portanto
X ⊕ Y ∈ V ⊥.
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
No pro´ximo teorema estabelecemos condic¸o˜es necessa´rias e suficientes em termos
da categoria ortogonal para que uma subcategoria U de D seja um aisle. O enunciado
original se encontra em [HHK07, p.23]. A prova que apresentamos aqui e´ uma versa˜o que
pode ser encontrada em [KV88a].
Teorema 4.5 Uma subcategoria U de D e´ um aisle, se e somente se, satisfaz as seguintes
condic¸o˜es:
a’) TU ⊂ U ;
b’) U e´ estritamente plena;
c’) para cada objeto X da categoria D existe um u´nico triaˆngulo distinguido
XU
⊥
[1]

XU // X
\\
com XU ∈ U e XU ⊥ ∈ U ⊥.
Demonstrac¸a˜o: Suponhamos que U e´ um aisle. Provaremos enta˜o que:
i) U e´ estritamente plena. Se f : X −→ Y e´ um isomorfismo na categoria D e X ∈ U ,
enta˜o pelo axioma TR1 existe um triaˆngulo distinguido
Z
[1]

X
f // Y
ZZ
e pela proposic¸a˜o 1.30 sabemos que Z = 0 na categoria D , isto e´, existe um isomor-
fismo λ : Z −→ 0 e dado que 0 ∈ U (ver proposic¸a˜o 3.7), segue que o diagrama
X
f //
1X

Y //
1Y

Z
λ

// X[1]
1X [1]

X
f // Y // 0U // X[1]
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e´ um isomorfismo de triaˆngulos, logo pelo axioma TR1 o triaˆngulo
0U
[1]

X
f // Y
[[
e´ distinguido, enta˜o pelo item b) da definic¸a˜o 4.2 segue que Y ∈ U , portanto f ∈
HomD(X, Y ) = HomU (X, Y ), pois U e´ plena.
ii) U satisfaz a condic¸a˜o c’). Suponhamos que X ∈ D , pelo item c) da definic¸a˜o 4.2
temos a bijec¸a˜o ΦXU ,X : HomU (XU , XU ) −→ HomD(XU , X), onde XU ∈ U .
Logo definindo o morfismo σX = ΦXU ,X(1XU ), pelo axioma TR1 existe um triaˆngulo
distinguido
Y
[1]
ε

XU
σX // X
ψ
ZZ
Agora demonstraremos que Y ∈ U ⊥. De fato dado um objeto V ∈ U e um morfismo
f ∈ HomD(V, Y ), enta˜o ε ◦ f ∈ HomD(V,XU [1]), assim pelo axioma TR1 e dado
que T e´ uma equivaleˆncia de categorias existe um triaˆngulo distinguido
W [1]
[1]

V
ε◦f // XU [1]
−h[1]
__
Por conseguinte, aplicando duas vezes o axioma TR2, temos o triaˆngulo distinguido
V
[1]
ε◦f

XU
h //W
[[
Enta˜o pelo item b) da definic¸a˜o 4.2, W ∈ U , pois V ∈ U e XU ∈ U . Mais
ainda, dado que ε ◦ f = 1XU ◦ (ε ◦ f), enta˜o pelo axioma TR3, existe um morfismo
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g ∈ HomD(W,X) tal que o diagrama
XU
h //
1XU

W //
g

V
ε◦f //
f

XU [1]
1XU [1]

XU
σX // X
ψ // Y
ε // XU [1]
e´ um morfismo de triaˆngulos.
Por outro lado, dado que U e´ uma subcategoria plena, enta˜o h ∈ HomD(XU ,W ) =
HomU (XU ,W ), logo pelo item c) da definic¸a˜o 4.2 o diagrama
HomU (XU , XU )
Φ
XU ,X // HomD(XU , X)
HomU (W,XU )
Φ
W,X //
HomU (h,XU )
OO
HomD(W,X)
HomD(h,X)
OO
comuta, no qual ΦW,X e´ uma bijec¸a˜o, enta˜o existe um u´nico morfismo g
′ ∈ HomU (W,XU )
tal que ΦW,X(g
′) = g, mais ainda, [HomD(h,X)◦ΦW,X ](g′) = [ΦXU ,X◦HomU (h,XU )](g′)
assim, temos que ΦXU ,X(1XU ) = σX = g ◦ h = ΦXU ,X(g′ ◦ h), e dado que ΦXU ,X e´
uma bijec¸a˜o, conclu´ımos que g′ ◦ h = 1XU . Em particular, h e´ um monomorfismo
e como T e´ uma equivaleˆncia de categorias, enta˜o h[1] e´ monomorfismo, e dado que
−h[1] ◦ (ε ◦ f) = 0 pelo lema 1.22, enta˜o ε ◦ f = 0
Pela proposic¸a˜o 1.20, aplicada ao triaˆngulo distinguido
Y
[1]
ε

XU
σX // X
ψ
ZZ
temos a sequeˆncia exata
HomD(V,XU )
(σX)∗ // HomD(V,X)
ψ∗ // HomD(V, Y )
ε∗ // HomD(V,XU [1])
f  // ε∗(f) = ε ◦ f = 0
Assim, f ∈ Ker(ε∗) = Im(ψ∗), enta˜o existe um morfismo α ∈ HomD(V,X) tal que
f = ψ∗(α) = ψ ◦ α. Ale´m disso, pelo item c) da definic¸a˜o 4.2 temos a bijec¸a˜o
ΦV,X : HomU (V,XU ) −→ HomD(V,X), enta˜o existe um u´nico morfismo β ∈
HomU (V,XU ) tal que α = ΦV,X(β), mais ainda, o diagrama
HomU (V,XU )
Φ
V,X // HomD(V,X)
HomU (XU , XU )
Φ
XU ,X //
HomU (β,XU )
OO
HomD(XU , X)
HomD(β,X)
OO
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comuta, logo [HomD(β,X) ◦ΦXU ,X ](1XU ) = [ΦV,X ◦HomU (β,XU )](1XU ), por con-
seguinte, temos que ΦXU ,X(1XU ) ◦ β = ΦV,X(1XU ◦ β), enta˜o σX ◦ β = α, portanto
f = ψ ◦ σX ◦ β = 0, pelo lema 1.22 aplicado ao triaˆngulo distinguido baseado no
morfismo σX .
Finalmente, para demonstrar a unicidade, suponhamos existe um outro triaˆngulo
distinguido
Y ′
[1]

X ′ // X
[[
tal que X ′ ∈ U e Y ′ ∈ U ⊥, enta˜o HomD(XU , Y ′) = 0 e como T e´ uma equivaleˆncia
de categorias enta˜o HomD(XU , Y
′[−1]) = HomD(XU [1], Y ′) = 0, pois XU [1] ∈ U
pelo item a) da definic¸a˜o 4.2, portanto o morfismo 1X induz um isomorfismo de
triaˆngulos (ver demonstrac¸a˜o na pa´gina 54, cap´ıtulo 3)
XU
σX //

X
ψ //
1X

Y
ε //

XU [1]

X ′ // X // Y ′ // X ′[1]
Reciprocamente, suponhamos que U satisfaz a’) e b’) e c’). Enta˜o:
1) Existe um funtor adjunto a` direita da inclusa˜o canoˆnica. Para cada objeto X da
categoria D existe um u´nico triaˆngulo distinguido
XU
⊥
[1]

XU
f // X
\\
com XU ∈ U e XU ⊥ ∈ U ⊥, assim pela proposic¸a˜o 1.20, temos a sequeˆncia exata
HomD(U,X
U ⊥ [−1]) // HomD(U,XU ) f∗ // HomD(U,X) // HomD(U,XU ⊥)
Logo, supondo que U ∈ U enta˜o, HomD(U,XU ⊥) = 0, pois XU ⊥ ∈ U ⊥. Mais
ainda, dado que T e´ uma equivaleˆncia de categorias enta˜o, HomD(U,X
U ⊥ [−1]) =
HomD(U [1], X
U ⊥) = 0, pois U [1] ∈ U . Por conseguinte, f∗ : HomU (U,XU ) −→
HomD(U,X) e´ um isomorfismo para cada U ∈ U .
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Ale´m disso, dado outro objeto Y ∈ D , existe um u´nico triaˆngulo distinguido
Y U
⊥
[1]

YU
g // Y
\\
tal que YU ∈ U e Y U ⊥ ∈ U ⊥. Assim, HomD(XU , Y U ⊥) = 0, e dado que T e´ uma
equivaleˆncia de categorias, enta˜oHomD(XU , Y
U ⊥ [−1]) = HomD(XU [1][−1], Y U ⊥ [−1]) =
HomD(XU [1], Y
U ⊥) = 0, pois XU [1] ∈ U , por hipo´tese. Enta˜o dado o morfismo
h : X −→ Y na categoria D , pelo lema 1.31 existe um u´nico morfismo hU : XU −→ YU
tal que o diagrama
XU
f //
h
U

X //
h

XU
⊥ //

XU [1]
h
U
[1]

YU
g // Y // Y U
⊥ // YU [1]
e´ um morfismo de triaˆngulos. Logo aplicando o funtor covariante HomD(U, ) e o fato
que U e´ subcategoria plena de D , obtemos o diagrama comutativo
HomU (U,XU )
HomD(U,f) //
HomU (U,hU )

HomD(U,X)
HomD(U,h)

HomU (U, YU )
HomD(U,g) // HomD(U, Y )
Por outro lado, dado um morfismo α : U −→ V na subcategoria U , o diagrama
seguinte comuta
HomU (U,XU )
HomD(U,f) // HomD(U,X)
HomU (V,XU )
HomD(V,f) //
HomU (α,XU )
OO
HomD(V,X)
HomD(α,XU )
OO
Com o qual verificamos a condic¸a˜o c) da definic¸a˜o 4.2.
2) U e´ esta´vel por extenso˜es. Suponhamos que
V
[1]

U
f ′ // X
g′
ZZ
e´ um triaˆngulo distinguido em D tal que U ∈ U e V ∈ U . Dado o morfismo
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g : X −→ Y onde Y ∈ U ⊥, pelo axiomas (TR1) e (TR2) temos que o triaˆngulo
Y
[1]

Z[−1] // X
g
ZZ
e´ distinguido e como g ◦ f ′ ∈ Hom(U, Y ), enta˜o g ◦ 1X ◦ f ′ = 0, logo pela proposic¸a˜o
1.31, existe um morfismo w : V −→ Y tal que o diagrama
U
f ′ // X
g′ //
1X

V //
w

U [1]
Z[−1] // X g // Y // Z
comuta, isto e´ g = w ◦ g′ e dado que Hom(V, Y ) = 0, enta˜o w = 0, assim g = 0.
Portanto, Hom(X, Y ) = 0, ∀Y ∈ U ⊥. Em particular temos que Hom(X,XU ⊥) = 0,
por conseguinte aplicando a proposic¸a˜o 1.20 ao triaˆngulo distinguido
XU
⊥
[1]
h

XU
f // X
0
\\
obtemos a sequeˆncia exata
HomD(XU [1], X
U ⊥) h∗ // HomD(XU
⊥
, XU
⊥
) // HomD(X,X
U ⊥) = 0
Enta˜o h∗ e´ epimorfismo e como HomD(XU [1], XU
⊥
) = 0, enta˜o 1
XU⊥ = h
∗(0) =
0 ◦ h = 0, portanto, XU ⊥ = 0. Por conseguinte, f : XU −→ X e´ isomorfismo, pelo
lema 1.30, enta˜o X ∈ U . Com o qual verificamos a condic¸a˜o b) da definic¸a˜o 4.2.
3) A categoria U e´ aditiva.
A1) Dado que D e´ uma categoria aditiva e U e´ uma subcategoria plena enta˜o, dados
dois objetos U e V na categoria U , enta˜o HomU (U, V ) e´ um grupo abeliano
e a composic¸a˜o de morfismos HomU (V,W ) × HomU (U, V ) → HomU (U,W ) e´
bilinear nos inteiros.
A2) Seja 0 o objeto nulo da categoria D . Dado que U satisfaz o item c) da definic¸a˜o
4.2, HomU (0U , 0U ) −→ HomD(0U , 0) e´ uma bijec¸a˜o. Por outro lado, sabemos
que existe um u´nico morfismo α : 0 −→ 0U e um u´nico morfismo β : 0U −→ 0 na
categoria D , enta˜o β◦α ∈ HomD(0, 0) e α◦β ∈ HomD(0U , 0U ) = HomU (0U , 0U )
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pois U e´ plena, enta˜o pela unicidade temos que α◦β = 10U e β◦α = 10, portanto
β : 0U −→ 0 e´ um isomorfismo e dado que U e´ estritamente plena, enta˜o 0 ∈ U .
A3) Dados os objetos U e V na categoria U , pelo corola´rio 1.27 o triaˆngulo
V
[1]

U // U ⊕ V
^^
e´ distinguido na categoria D , enta˜o pelo item anterior temos que U ⊕ V e´ um
objeto na categoria U .

A noc¸a˜o semelhante a` de separabilidade em topologia e´ a de par de torc¸a˜o (Ver
definic¸a˜o 1.12) em categoria aditivas, a qual se presenta naturalmente no estudo de aisle,
como se demonstra no teorema a continuac¸a˜o.
Teorema 4.6 Se U e´ um aisle da categoria triangulada D , enta˜o (U ,U ⊥) e´ um par de
torc¸a˜o em D .
Demonstrac¸a˜o: Dado que D e´ uma categoria aditiva e (U ,U ⊥) e´ um par de subcatego-
rias plenas em D , somente devemos demonstrar que as seguintes condic¸o˜es sa˜o satisfeitas:
(i) HomD(X, Y ) = 0, ∀X ∈ U e ∀Y ∈ U ⊥, se satisfaz por definic¸a˜o de U ⊥.
(ii) Se HomD(X, Y ) = 0, ∀Y ∈ U ⊥ enta˜o X ∈ U . Esta condic¸a˜o e´ demonstrada no
final do item 2) da prova do teorema 4.5.
(iii) Se HomD(X, Y ) = 0, ∀X ∈ U enta˜o Y ∈ U ⊥. Pelo item c’) do teorema 4.5, temos
o triaˆngulo distinguido
Y U
⊥
[1]

YU // Y
\\
com YU ∈ U e Y U ⊥ ∈ U ⊥. Enta˜o, YU [1] ∈ U , pela condic¸a˜o a) da definic¸a˜o 4.2,
mais ainda pelo axioma (TR2) e pela hipo´tese temos o triaˆngulo distinguido
YU [1]
[1]
0

Y
u // Y U
⊥
v
^^
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enta˜o pelo corola´rio 1.27, existe s ∈ HomD(YU [1], Y U ⊥) tal que v ◦ s = 1YU [1], mas
HomD(YU [1], Y
U ⊥) = 0. Logo 1YU [1] = 0 o que implica que YU [1] = 0, por con-
seguinte do lema 1.30 deduzimos que u : Y −→ Y U ⊥ e´ um isomorfismo e como a
subcategoria U ⊥ e´ estritamente plena como se demonstra na proposic¸a˜o 4.4, con-
clu´ımos que Y ∈ U ⊥.

A seguir demonstraremos que a noc¸a˜o de Aisle e de t-estrutura (ver definic¸a˜o 3.1)
sa˜o equivalentes.
Teorema 4.7 A aplicac¸a˜o U 7→ (U , TU ⊥) e´ uma bijec¸a˜o entre os aisles U em D e as
t-estruturas em D .
Demonstrac¸a˜o:
1. Dado um aisle U na categoria D , pelo teorema 4.5, sabemos que U e´ estritamente
plena. Por outro lado, pela proposic¸a˜o 4.4 sabemos que U ⊥ e´ estritamente plena,
enta˜o TU ⊥ e´ estritamente plena, pois T e´ uma equivaleˆncia de categorias. Resta
enta˜o demonstrar que o par de subcategorias (U , TU ⊥) da categoria D satisfazem
as condic¸o˜es da definic¸a˜o 3.1. De fato, sejam U ≤0 = U e U ≥0 = TU ⊥, enta˜o
temos que:
(t1) Denotemos por U ≤1 = T−1U e U ≥1 = T−1TU ⊥, enta˜o
a) U ≤0 ⊂ U ≤1. Seja X ∈ U enta˜o X[1] ∈ U , pois U e´ aisle, enta˜o
X[1][−1] ∈ U ≤1 e dado que X e X[1][−1] sa˜o isomorfismos enta˜o X ∈ U ≤1
b) U ≥0 ⊃ U ≥1. Suponhamos que Y ∈ U ≥1, enta˜o existeX ∈ U ⊥ tal que Y =
X[1][−1] = X[−1][1], mais ainda dado U ∈ U temos queHomD(U,X[−1]) =
HomD(U [1][−1], X[−1]) = HomD(U [1], X) = 0, pois U [1] ∈ U , portanto
X[−1] ∈ U ⊥ e Y ∈ TU ⊥.
(t2) Dado X ∈ U e Y ∈ U ≥1, existe Y0 ∈ U ⊥ tal que Y = Y0[1][−1], enta˜o
HomD(X, Y ) = HomD(X[1], Y [1]) = HomD(X[1], Y0[1]) = HomD(X, Y0) = 0,
pois T e´ uma equivaleˆncia de categorias.
(t3) Para cada X ∈ D , pelo teorema 4.5, existe um u´nico triaˆngulo distinguido da
forma
XU
⊥
[1]

XU // X
\\
com XU ∈ U = U ≤0 e XU ⊥ ∈ U ⊥ = U ≥1.
2. Seja (D≤0,D≥0) uma t-estrutura na categoria D . Enta˜o
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(a) D≤0 satisfaz as condic¸o˜es do teorema 4.5.
a’) Suponhamos que Y ∈ TD≤0 enta˜o existe um objeto X ∈ D≤0 tal que
Y = X[1] ∈ D≤−1, pelo item a) da proposic¸a˜o 3.3, enta˜o, Y ∈ D≤0, pois
pelo item b) da proposic¸a˜o 3.3 D≤−1 ⊂ D≤0. Portanto, TD≤0 ⊂ D≤0.
b’) Por definic¸a˜o de t-estrutura, temos que D≤0 e´ uma subcategoria estrita-
mente plena da categoria D .
c’) (D≤0,D≥0) uma t-estrutura enta˜o, pelo lema 3.9 para cada X ∈ D existe
um u´nico triaˆngulo distinguido
τ≥1(X)
[1]
r
||
τ≤0(X)
i // X
p
__
Ale´m disso pela definic¸a˜o 3.1 temos que HomD(U, τ≥1(X)) = 0 para todo
U ∈ D≤0, assim τ≥1(X) ∈ (D≤0)⊥.
Portanto, D≤0 e´ um aisle.
(b) D≥0 = T (D≤0)⊥.
i. D≥0 ⊂ T (D≤0)⊥. Dado Y ∈ D≥0, enta˜o Y [−1] ∈ D≥1, assim pelo lema
3.5 temos que HomD(X, Y [−1]) = 0 para todo X ∈ D≤0, enta˜o Y [−1] ∈
(D≤0)⊥, por conseguinte, Y [−1][1] ∈ T (D≤0)⊥, portanto Y ∈ T (D≤0)⊥,
pois T (D≤0)⊥ e´ estritamente plena.
ii. D≥0 ⊃ T (D≤0)⊥. Suponhamos que Y ∈ T (D≥0)⊥, enta˜o existe um objeto
X ∈ (D≥0)⊥ tal que Y = X[1], assim o triaˆngulo distinguido
X
[1]

0 0 // X
1X
\\
satisfaz as condic¸o˜es do teorema 4.5. Por outro lado, pela definic¸a˜o 3.8, o
triaˆngulo
τ≥1(X)
[1]
||
τ≤0(X)
0 // X
__
e´ distinguido. Enta˜o, pela unicidade no teorema 4.5, os objetos X e τ≥1(X)
sa˜o isomorfismos, portanto X ∈ D≥1, assim pela proposic¸a˜o 3.3, Y =
X[1] ∈ D≥0.
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
Os teoremas acima nos permitem dada uma t-estrutura em D podemos construir
um par de torc¸a˜o nessa categoria. Uma demonstrac¸a˜o alternativa deste fato pode ser
encontrada em [Hap88, p.58].
Corola´rio 4.8 Seja D uma categoria triangulada com t-estrutura (D≤0,D≥0), enta˜o
(D≤0,D≥1) e´ um par de torc¸a˜o em D .
Demonstrac¸a˜o: Dada a t-estrutura (D≤0,D≥0) em D , pelo teorema 4.7, temos que D≤0
e´ um aisle em D tal que D≥0 = T (D≤0)⊥ ou equivalentemente D≥1 = (D≤0)⊥, portanto
(D≤0,D≥1) e´ um par de torc¸a˜o em D , pelo teorema 4.6. 
4.2 Compatibilidade de t-estruturas.
Nesta sec¸a˜o definiremos a noc¸a˜o de compatibilidade de t-estruturas e suas propri-
edades, introduzidas nos artigos [KV88b] e [HHK07, pags. 88-90]. Primeiramente iremos
supor que o aisle U e´ compat´ıvel com o co-aisle V ⊥ ou que o co-aisle V ⊥ com o aisle U
(ver proposic¸o˜es 4.10 e 4.12). Posteriormente, na sub-sec¸a˜o 4.2.1 iremos supor que U e´
compat´ıvel com o co-aisle V ⊥ e que o co-aisle V ⊥ com o aisle U , o qual nos permitira´
obter subcategorias equivalentes nas t-estruturas em jogo, motivo pelo qual precisamos
definir objetos q-fechados, assim como os morfismos entre eles aos quais chamaremos
de q-quasi-isomorfismo. Ja´ na sub-sec¸a˜o 4.2.2 iremos demonstrar que no caso de t-
estruturas limitadas as condic¸o˜es da proposic¸a˜o 4.10 sa˜o suficientes.
Na sec¸a˜o anterior demonstramos que dado o aisle U na categoria triangulada D
podemos associar a t-estruturas (U , TU ⊥) na categoria D , cujo corac¸a˜o e´ A = U ∩TU ⊥
(veja definic¸a˜o 3.27). Mais ainda, denotando por U ≤n = T−n(U ≤0) e U ≥n = T−n(U ≥0),
onde U ≤0 = U e U ≥0 = TU ⊥, enta˜o pelo lema 3.12, para cada n ∈ Z temos que:
(i) τU≤n : D −→ U ≤n e´ adjunto a` direta do funtor inclusa˜o I : U ≤n −→ D ;
(ii) τU≥n : D −→ U ≥n e´ adjunto a` esquerda do funtor inclusa˜o J : U ≥n −→ D .
onde os funtores de truncamento sa˜o definidos pelos triaˆngulos distinguidos da forma
τU≥n+1(X)
[1]
{{
τU≤n(X) // X
``
para cada X ∈ D , de acordo com a definic¸a˜o 3.8.
Nosso objetivo agora e´ comparar a t-estrutura (U , TU ⊥) com uma segunda t-estrutura
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(V , TV ⊥) na categoria D associada ao aisle V e cujo corac¸a˜o e´ B = V ∩ TV ⊥ (veja
definic¸a˜o 3.27). Mais ainda, denotando por V ≤n = T−n(V ≤0) e V ≥n = T−n(V ≥0), onde
V ≤0 = V e V ≥0 = TV ⊥, enta˜o pelo lema 3.12, para cada n ∈ Z temos que:
(i) τV≤n : D −→ V ≤n e´ adjunto a` direta do funtor inclusa˜o I ′ : V ≤n −→ D ;
(ii) τV≥n : D −→ V ≥n e´ adjunto a` esquerda do funtor inclusa˜o J ′ : V ≥n −→ D .
onde os funtores de truncamento sa˜o definidos pelos triaˆngulos distinguidos da forma
τV≥n+1(X)
[1]
{{
τV≤n(X) // X
``
para cada X ∈ D , de acordo com a definic¸a˜o 3.8.
Logo definimos os funtores de cohomolog´ıa relativos a cada um dos aisles U e V
como na definic¸a˜o 3.39 e a proposic¸a˜o 3.41:
a) HnU = T
n ◦ τU≥n ◦ τU≤n ∼= T n ◦ τU≤n ◦ τU≥n ∼= H0U ◦ T n : D −→ A ;
b) HnV = T
n ◦ τV≥n ◦ τV≤n ∼= T n ◦ τV≤n ◦ τV≥n ∼= H0V ◦ T n : D −→ B.
Ale´m disso, definindo A ≥n = A ∩V ≥n eB≤n = B∩U ≤n, enta˜o pela proposic¸a˜o
3.3 e o lema 3.17 e o lema 3.16, obtemos as filtrac¸o˜es de A e de B pelas subcategorias
estritamente plenas e aditivas e esta´veis por extenso˜es
A ⊃ . . . ⊃ A ≥n−1 ⊃ A ≥n ⊃ A ≥n+1 ⊃ . . . e . . . ⊂ B≤n−1 ⊂ B≤n ⊂ B≤n+1 ⊂ . . . ⊂ B.
Agora comec¸aremos nosso estudo sobre compatibilidade, motivo pelo qual dare-
mos uma definic¸a˜o precisa deste novo conceito e a seguir deduziremos as propriedades
ba´sicas que se derivam da sua definic¸a˜o.
Definic¸a˜o 4.9 Dizemos que o aisle U e´ compat´ıvel com o co-aisle V ⊥ se U e´ esta´vel
pelo funtor de truncamento τV≤n para cada n ∈ Z, isto e´ τV≤nU ⊂ U , ∀n ∈ Z .
Proposic¸a˜o 4.10 Se U e´ compat´ıvel com V ⊥ enta˜o
a) Dado n ∈ Z, U e´ esta´vel pelo funtor de truncamento τV≥n.
b) Obj(U ) ⊂ {X ∈ D | HnV (X) ∈ B≤−n,∀n ∈ Z}.
c) HpUH
q
VU = 0, para todo p, q ∈ Z tal que p+ q > 0.
d) Para cada morfismo f : X −→ Y na categoria B, tal que X ∈ B≤n e Y ∈ B≤n−1
tem-se que: Ker(f) ∈ B≤n e Coker(f) ∈ B≤n−1.
Demonstrac¸a˜o: Fixado n ∈ Z.
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a) Para cada X ∈ U , pela definic¸a˜o 3.8 temos o triaˆngulo distinguido
τV≥n(X)
[1]
{{
τV≤n−1(X) // X
^^
assim pelo axioma TR2 o triaˆngulo
τV≤n−1(X)[1]
[1]
}}
X // τV≥n(X)
dd
e´ distinguido. Ale´m disso, por hipo´tese de compatibilidade τV≤n−1(X) ∈ U , assim pelo
item a) da definic¸a˜o 4.2 temos que τV≤n−1(X)[1] ∈ U e como por hipo´tese X ∈ U
enta˜o τV≥n(X) ∈ U pelo item b) da definic¸a˜o 4.2.
b) Pelo item a), τV≥n(X) ∈ U , quando X ∈ U , o que implica que τV≤n(τV≥n(X)) ∈ U pela
hipo´tese de compatibilidade. Logo, HnV (X) = (τ
V
≤nτ
V
≥nX)[−(−n)] ∈ U ≤−n e como
HnV (X) ∈ B por definic¸a˜o do funtor HnV , enta˜o HnV (X) ∈ B≤−n.
c) Dados X ∈ U e q ∈ Z, do item b) segue que HqV (X) ∈ B≤−q, logo HqV (X) ∈ U ≤−q
portanto HpUH
q
V (X) = 0, para todo p ∈ Z tal que p > −q (corola´rio 3.43).
d) Dado f : X −→ Y na categoria B, seja
Z
[1]
h

X
f // Y
g
[[
o triaˆngulo distinguido baseado em f . Enta˜o pelo axioma TR2 o triaˆngulo
X[1]
[1]
−f [1]

Y
g // Z
h
]]
e´ distinguido, ale´m disso, por hipo´tese X ∈ B≤n ⊂ U ≤n enta˜o X[1] ∈ U ≤n−1,
proposic¸a˜o 3.3 e como Y ∈ B≤n−1 ⊂ U ≤n−1, pelo lema 3.16 conclu´ımos que Z ∈
U ≤n−1, portanto existe Z0 ∈ U tal que Z = Z0[−(n− 1)]. Por conseguinte, aplicando
o lema 3.34 e a proposic¸a˜o 3.41 e o item b) temos que
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(i) Coker(f) = C = H0V (Z) = H
0
V (Z0[−(n− 1)]) = H−(n−1)V (Z0) ∈ B≤n−1;
(ii) Ker(f) = K = H0V (Z[−1]) = H0V (Z0[−n]) = H−nV (Z0) ∈ B≤n.

Analogamente definiremos e listaremos as propriedades da compatibilidade do
co-aisle V ⊥ com o aisle U , como a seguir.
Definic¸a˜o 4.11 Dizemos que o co-aisle V ⊥ e´ compat´ıvel com o aisle U se V ⊥ e´ esta´vel
pelo funtor de truncamento τU≥n para cada n ∈ Z, isto e´ τU≥nV ⊥ ⊂ V ⊥, ∀n ∈ Z .
Proposic¸a˜o 4.12 Se V ⊥ e´ compat´ıvel com U enta˜o
a) Dado n ∈ Z, V ⊥ e´ esta´vel pelo funtor de truncamento τU≤n.
b) Obj(V ⊥) ⊂ {X ∈ D | HnU (X) ∈ A ≥1−n,∀n ∈ Z}.
c) HpVH
q
U V
⊥ = 0, para todo p, q ∈ Z tal que p+ q < 1.
d) Para cada morfismo f : X −→ Y na categoria A , tal que X ∈ A ≥n e Y ∈ A ≥n−1
tem-se que: Ker(f) ∈ A ≥n e Coker(f) ∈ A ≥n−1.
4.2.1 Ligac¸o˜es entre os corac¸o˜es de t-estruturas compat´ıveis
No que segue suporemos que U e V sa˜o compat´ıveis, isto e´, U e´ compat´ıvel com
V ⊥ (definic¸a˜o 4.9) e V ⊥ e´ compat´ıvel com U (definic¸a˜o 4.11). Veremos no final desta
sub-sec¸a˜o que a hipo´tese de compatibilidade e´ suficiente para encontrar subcategorias dos
corac¸o˜es equivalentes nas t-estruturas induzidas pelos aisles U e V , mais ainda provare-
mos que os funtores de cohomologia HnU e H
−n
V induzem funtores adjunto, ver teorema
4.36. Mas primeiro consideremos a seguinte construc¸a˜o:
Fixado um inteiro q, de acordo com a definic¸a˜o 3.8, para cada N ∈ B temos o
triaˆngulo distinguido
τU≥q+1(N)
[1]
||
τU≤q(N) // N
p
N
``
Assim aplicando o teorema 3.38, temos a sequeˆncia exata longa de cohomolog´ıa:
H−1V (τ
U
≥q+1(N)) // N≤q // H
0
V (N)
tN // N>q // H
1
V (τ
U
≤q(N)) // H
1
V (N)
onde tN = H
0
V (pN ), N≤q = H
0
V (τ
U
≤q(N)), N>q = H
0
V (τ
U
≥q+1(N)). Ale´m disso, como N ∈
B enta˜o N = H0V (N) pelo lema 3.15, mais ainda pelo corola´rio 3.43, H
1
V (N) = 0 e
N [−1] ∈ V ≥1 = V ⊥ pela proposic¸a˜o 3.3. Logo sendo que V ⊥ e´ compat´ıvel com U ,
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enta˜o τU≥q+2(N [−1]) ∈ V ⊥, do qual junto com o lema 3.14 deduzimos que τU≥q+1(N) =
τU≥q+2(N [−1])[1] ∈ TV ⊥ = V ≥0, portanto H−1V (τU≥q+1(N)) = 0, corola´rio 3.43.
Do anterior obtemos a sequeˆncia exata
0 // N≤q // N
tN // N>q // H
1
V (τ
U
≤q(N)) // 0
na categoria abeliana B, enta˜o Ker(tN) = N≤q e Coker(tN) = H1V (τ
U
≤q(N)).
Como τU≤q(N) ∈ U ≤q, enta˜o τU≤q(N) = X[−q] tal que X ∈ U . Assim, dado que U e´
compat´ıvel com V ⊥, da proposic¸a˜o 4.10 segue que:
(1) N≤q = H0V (τ
U
≤q(N)) = H
0
V (X[−q]) = H−qV (X) ∈ B≤q
(2) H1V (τ
U
≤q(N)) = H
1
V (X[−q]) = H1−qV (X) ∈ B≤q−1
Finalmente, dado que τU≥q+1(N) ∈ V ≥0, enta˜o N>q = H0V (τU≥q+1(N)) = τV≤0(τU≥q+1(N)).
A continuac¸a˜o apresentamos uma descric¸a˜o intr´ınseca dos termos que formam a
sequeˆncia exata curta acima.
Proposic¸a˜o 4.13 Dado N ∈ B:
a) N≤q e´ o maior sub-objeto de N contido na subcategoria B≤q.
b) Se N ∈ U ≤q e M ∈ B e´ um quociente de N , enta˜o M ∈ B≤q, isto e´, B≤q e´ esta´vel
por quocientes.
Demonstrac¸a˜o: Primeiro demonstraremos a seguinte afirmac¸a˜o: Para cada morfismo
h : M −→ N tal que M ∈ B≤q, tem-se tN ◦ h = 0, onde tN : N −→ N>q e´ o morfismo na
seguinte sequeˆncia exata
M
h !!
tN◦h
((
0 // N≤q // N
tN // N>q // H
1
V (τ
U
≤q(N)) // 0
De fato, dado que M ∈ B ∩ U ≤q e τU≥q+1(N) ∈ U ≥q+1, enta˜o aplicando os lemas 3.5 e
3.12 temos que:
tN ◦ h ∈ HomB(M,N>q) = HomV ≤0(M, τV≤0(τU≥q+1(N))) = HomD(M, τU≥q+1(N)) = 0
a) Por definic¸a˜o temos que N≤q = Ker(tN) ∈ B≤q, assim N≤q e´ um subobjeto de N .
Suponhamos que M ∈ B≤q e´ outro subobjeto de N , enta˜o existe um monomorfismo
f : M −→ N , logo pela afirmac¸a˜o acima temos que tN ◦ f = 0, assim pela propriedade
universal do kernel, existe um u´nico morfismo φ : M −→ N≤q, tal que o diagrama
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seguinte comuta
M
f
!!
φ

0 // N≤q // N
tN // N>q
b) Por hipo´tese M e´ um quociente de N , enta˜o existe um epimorfismo g : N −→M . Por
outro lado, como M ∈ B enta˜o podemos construir o morfismo tM : M −→ M>q, tal
que a sequeˆncia seguinte e´ exata na categoria B
N
g
!!
tM◦g
((
0 //M≤q //M
tM //M>q // H
1
V (τ
U
≤q(M)) // 0
e como N ∈ B≤q por hipo´tese, enta˜o tM ◦ g = 0, por conseguinte tM = 0, portanto
M = Ker(tM) = M≤q ∈ B≤q.

A pro´xima definic¸a˜o na qual estabelecemos o conceito de q-quasi-isomorfismo,
se inspira no item d) da proposic¸a˜o 4.10.
Definic¸a˜o 4.14 Dizemos que um morfismo t : N −→ N ′ da categoria B e´ um q-quasi-
isomorfismo, se Ker(t) ∈ B≤q e Coker(t) ∈ B≤q−1.
Exemplo 4.15 Para cada N ∈ B o morfismo tN : N −→ N>q e´ um q-quasi-isomorfismo,
pois Ker(tN) = N≤q ∈ B≤q e Coker(tN) = H1V (τU≤q(N)) ∈ B≤q−1.
O conceito de q-fechado esta intimamente associado ao de q-quasi-isomorfismo,
pois sa˜o estes objetos os que induzem isomorfismos de grupos abelianos ao aplicar o funtor
HomB(t, ), onde o morfismo t e´ um q-quasi-isomorfismo, assim temos a definic¸a˜o:
Definic¸a˜o 4.16 Um objeto M ∈ B e´ chamado de q-fechado se para cada q-quasi-isomorfismo
t : N −→ N ′ a func¸a˜o
HomB(N
′,M)
HomB(t,M) // HomB(N,M)
α  // t∗(α) = α ◦ t
e´ uma bijec¸a˜o.
O lema garante que cada objeto do corac¸a˜o da t-estrutura tem associado um
objeto q-fechado, intuitivamente podemos dizer que projetamos a categoria B na subca-
tegoria dos q-fechados, ver proposic¸a˜o 4.22.
Lema 4.17 Dado N ∈ B, o objeto N>q e´ q-fechado.
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Demonstrac¸a˜o: Devemos demonstrar que se f : X −→ Y e´ um q-quasi-isomorfismo
enta˜o
HomB(Y,N>q)
HomB(f,N>q)// HomB(X,N>q)
α  // f ∗(α)
e´ uma bijec¸a˜o. De fato, dado que N>q = τ
V
≤0(τ
U
≥q+1(N)), enta˜o pelo lema 3.12 o diagrama
seguinte comuta
HomV ≤0(X,N>q)
ΨX,N // HomD(X, τ
U
≥q+1(N))
HomV ≤0(Y,N>q)
ΨY,N //
Hom
V≤0 (f,N>q)
OO
HomD(Y, τ
U
≥q+1(N))
HomD(f,τ
U
≥q+1(N))
OO
onde ΨX,N e ΨY,N sa˜o bijec¸o˜es. Por conseguinte, so´ resta provar que HomD(f, τ
U
≥q+1(N))
e´ uma bijec¸a˜o.
Por hipo´tese f : X −→ Y um morfismo entre os objetos X e Y da categoria B, assim
pelo lema 3.32, dado o triaˆngulo distinguido
Z
[1]

X
f // Y
[[
temos o triaˆngulo distinguido
C
[1]

K[1] // Z
[[
no qual K = Ker(f) e C = Coker(f), pelo lema 3.34. Enta˜o, pela definic¸a˜o 4.14,
K ∈ B≤q ⊂ U ≤q e C ∈ B≤q−1 ⊂ U ≤q−1, assim K[1] ∈⊂ U ≤q−1 pela proposic¸a˜o 3.3,
logo pelo lema 3.16 conclu´ımos que Z ∈ U ≤q−1. Por outro lado, pela proposic¸a˜o 1.20
temos a sequeˆncia exata de grupos abelianos, com U = τU≥q+1(N) ∈ U ≥q+1
HomD(Z,U) // HomD(Y, U)
HomD(f,U) // HomD(X,U) // HomD(Z[−1], U)
Mas Z ∈ U ≤q−1 enta˜o Z[−1] ∈ U ≤q e como U ∈ U ≥q+1, do lema 3.5, segue que:
HomD(Z,U) = HomD(Z[−1], U) = 0. Portanto, HomD(f, U) = HomD(f, τU≥q+1(N)) e´
uma bijec¸a˜o. 
Na proposic¸a˜o nos fornece de dois crite´rios para determinar se um objeto da
categoria B e´ q-fechado.
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Proposic¸a˜o 4.18 Dado N ∈ B. As seguintes afirmac¸o˜es sa˜o equivalentes:
1) N e´ q-fechado.
2) tN : N −→ N>q e´ um isomorfismo.
3) Existe um M q-fechado isomorfo a N .
Demonstrac¸a˜o: Por hipo´tese temos que N ∈ B. Logo as seguintes implicac¸o˜es sa˜o
verdadeiras:
• 1)⇒ 2). Suponhamos que N e´ q-fechado, pelo exemplo 4.15 temos que tN : N −→
N>q e´ um q-quasi-isomorfismo, enta˜o
HomB(N>q, N) // HomB(N,N)
α  // HomB(tN , N)(α) = α ◦ tN
e´ uma bijec¸a˜o. Consequentemente, dado 1N ∈ HomB(N,N) existe um u´nico mor-
fismo sN ∈ HomB(N>q, N), tal que sN ◦ tN = HomB(tN , N)(sN) = 1N .
Por outro lado, dado que N>q e´ q-fechado, enta˜o
HomB(N>q, N>q) // HomB(N,N>q)
β  // HomB(tN , N>q)(β) = β ◦ tN
e´ uma bijec¸a˜o e como
HomB(tN , N>q)(tN◦sN) = (tN◦sN)◦tN = tN◦(sN◦tN) = tN = HomB(tN , N>q)(1N>q)
enta˜o tN ◦ sN = 1N>q . Portanto, tN : N −→ N>q e´ um isomorfismo.
• 2)⇒ 3). Pelo lema 4.17 sabemos que N>q e´ q-fechado, assim basta tomar M = N>q.
• 3) ⇒ 1). Suponhamos que existe um isomorfismo φ : N −→ M com M q-fechado.
Se f : X −→ Y um q-quasi-isomorfismo enta˜o
HomB(Y,M) // HomB(X,M)
β  // HomB(f,M)(β) = β ◦ f
e´ uma bijec¸a˜o. Agora provemos que
HomB(Y,N) // HomB(X,N)
α  // HomB(f,N)(α) = α ◦ f
e´ uma bijec¸a˜o. De fato,
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a) Sobrejetiva. Dado h ∈ HomB(X,N), enta˜o φ ◦ h ∈ HomB(X,M), assim
existe um morfismo β ∈ HomB(Y,M) tal que β◦f = φ◦h ou equivalentemente
φ−1◦β◦f = h e como φ−1◦β ∈ HomB(Y,N), enta˜o HomB(f,N)(φ−1◦β) = h.
b) Injetiva. Sejam α : Y −→ N e γ : Y −→ N morfismos na categoria B, tais
que HomB(f,N)(α) = HomB(f,N)(α) o que equivale a α ◦ f = γ ◦ f , enta˜o
φ ◦ α ◦ f = φ ◦ γ ◦ f e como φ ◦ α ∈ HomB(Y,M) e φ ◦ γ ∈ HomB(Y,M),
enta˜o HomB(f,M)(φ ◦ α) = HomB(f,M)(φ ◦ γ), logo φ ◦ α = φ ◦ γ, pois
HomB(f,M) e´ injetiva, e como φ e´ isomorfismo, conclu´ımos que: α = γ.

Definic¸a˜o 4.19 Denotaremos por Bq a` subcategoria plena de B cujos objetos sa˜o os
q-fechado, isto e´, M ∈ Bq se e somente se M e´ q-fechado.
Observac¸a˜o 4.20 Pela proposic¸a˜o 4.18, Bq e´ uma subcategoria estritamente plena de
B.
Agora analisemos o que acontece com os morfismo da categoria B ao projetar-los
na subcategoria Bq.
Suponhamos que f : N −→ N ′ e´ um morfismo na categoria B, pela definic¸a˜o
3.10, existe um u´nico morfismo τU≥q+1(f) : τ
U
≥q+1(N) −→ τU≥q+1(N ′) tal que o diagrama
seguinte e´ um morfismo de triaˆngulos distinguidos
τU≤q(N) //

N
p
N //
f

τU≥q+1(N) //
τU≥q+1(f)

(τU≤q(N))[1]

τU≤q(N
′) // N ′
p
N′ // τU≥q+1(N
′) // (τU≤q(N
′))[1]
Assim aplicando o funtor H0V no quadrado do meio temos o quadrado comutativo
H0V (N)
H0V (pN ) //
H0V (f)

H0V (τ
U
≥q+1(N))
H0V (τ
U
≥q+1(f))

H0V (N
′)
H0V (pN′ ) // H0V (τ
U
≥q+1(N
′))
Do qual temos o quadrado comutativo
N
t
N //
f

N>q
fq

N ′
t
N′ // N ′>q
onde fq = H
0
V (τ
U
≥q+1(f)). Finalmente, dado que H
0
V e τ
U
≥q+1 sa˜o funtores covariantes enta˜o
H0V ◦ τU≥q+1 e´ um funtor covariante. Isto motiva a definic¸a˜o seguinte:
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Definic¸a˜o 4.21 O funtor P = H0V ◦ τU≥q+1 : B −→ Bq e´ tal que P (N) = N>q para cada
N ∈ B e P (f) = fq para cada morfismo f ∈ B.
Finalmente demonstraremos que o funtor projec¸a˜o e o funtor inclusa˜o formam
um par adjunto. Mais concretamente temos o seguinte resultado:
Proposic¸a˜o 4.22 O funtor P : B −→ Bq e´ adjunto a` esquerda do funtor inclusa˜o
I : Bq −→ B.
Demonstrac¸a˜o: Dado o objeto X ∈ B e o objeto M ∈ Bq, pelo exemplo 4.15 sabemos
que tX : X −→ X>q e´ um q-quasi-isomorfismo, enta˜o da definic¸a˜o 4.16 temos a bijec¸a˜o
HomB(X>q,M)
HomB(tX ,M) // HomB(X,M)
α  // t∗X(α)
Assim chamando de φX,M a` inversa de t
∗
X , obtemos a bijec¸a˜o
HomB(X, I(M))
φ
X,M // HomB(P (X),M)
Ale´m disso, temos que demonstrar a comutatividade dos diagramas seguintes:
i) Dado o morfismo f : X −→ Y na categoria B temos o diagrama comutativo
HomB(X, I(M))
φ
X,M // HomBq(P (X),M)
HomB(Y, I(M))
φ
Y,M //
HomB(f,I(M))
OO
HomBq(P (Y ),M)
HomBq (P (f),M)
OO
O que equivale a demonstrar a comutatividade do diagrama
HomB(X>q,M)
HomB(tX ,M) // HomB(X,M)
HomB(Y>q,M)
HomB(tY ,M) //
HomB(fq ,M)
OO
HomB(Y,M)
HomB(f,M)
OO
Onde o morfismo fq : X>q −→ Y>q faz comutar o diagrama faz comutar o diagrama
X
t
X //
f

X>q
fq

Y
t
Y // Y>q
Logo, basta somente aplicar o funtor contravariante HomB( ,M) neste u´ltimo dia-
grama.
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ii) Seja u : M −→ N um morfismo na categoria Bq. Devemos mostrar que o diagrama
HomB(X, I(M))
φ
X,M //
HomB(X,I(u))

HomBq(P (X),M)
HomBq (P (X),u)

HomB(X, I(N))
φ
X,N // HomBq(P (X), N)
comuta ou equivalentemente, demonstrar a comutatividade do diagrama
HomB(X>q,M)
HomB(tX ,M) //
HomB(X>q ,u)

HomB(X,M)
HomB(X,u)

HomB(X>q, N)
HomB(tX ,N) // HomB(X,N)
De fato, para cada morfismo γ ∈ HomB(X>q,M), temos:
a) (HomB(X, u) ◦HomB(tX ,M))(γ) = HomB(X, u)(γ ◦ tX) = u ◦ (γ ◦ tX)
b) (HomB(tX , N) ◦HomB(X>q, u))(γ) = HomB(tX , N)(u ◦ γ) = (u ◦ γ) ◦ tX
Segue de a) e b) que: HomB(X, u)◦HomB(tX ,M) = HomB(tX , N)◦HomB(X>q, u).

Um resultado imediato da proposic¸a˜o anterior e´ que a restric¸a˜o do funtor projec¸a˜o
a` subcategoria dos q-fechados e´ quasi-inverso do funtor identidade sobre esta sub-categoria.
Proposic¸a˜o 4.23 O funtor P˜ : Bq −→ Bq, tal que P˜ (N) = P (N) para cada N ∈ Bq e´
isomorfo ao funtor identidade 1Bq : Bq −→ Bq.
Demonstrac¸a˜o: Pela definic¸a˜o do morfismo fq, temos que para cada N ∈ B, tN : N −→
P (N) e´ uma transformac¸a˜o natural. Por outro lado, dado N ∈ Bq temos o isomorfismo
tN : 1Bq(N) −→ P˜ (N), proposic¸a˜o 4.18. 
A continuac¸a˜o apresentamos um resumo das definic¸o˜es e propriedades duais de-
monstradas anteriormente.
Para cada M ∈ A constru´ımos o triaˆngulo distinguido
τV≥q(M)
[1]
{{
τV≤q−1(M)
i
M //M
__
Do qual podemos construir a sequeˆncia exata
0 // H−1U (τ
V
≥q(M)) //M<q
s
M //M //M≥q // 0
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na categoria abelianaA , onde sM = H0U (iM ), M≥q = H
0
U (τ
V
≥q(M)), M<q = H
0
U (τ
V
≤q−1(M)).
Proposic¸a˜o 4.24 Dado M ∈ A :
a) M≥q e´ o maior quociente de M contido na subcategoria A ≥q.
b) Se M ∈ V ≥q e N ∈ A e´ um subobjeto de M , enta˜o N ∈ A ≥q, isto e´, A ≥q e´ esta´vel
por subobjetos.
Definic¸a˜o 4.25 Dizemos que um morfismo s : M −→ M ′ da categoria A e´ um q-co-
quasi-isomorfismo, se Ker(s) ∈ A ≥q+1 e Coker(s) ∈ A ≥q.
Exemplo 4.26 Para cada M ∈ A o morfismo sM : M<q −→ M e´ um q-co-quasi-
isomorfismo, pois Ker(sM) = H
−1
U (τ
V
≥q(M)) ∈ A ≥q+1 e Coker(sM) = M≥q ∈ A ≥q.
Definic¸a˜o 4.27 Um objeto N ∈ A e´ chamado de q-co-fechado se para cada q-co-quasi-
isomorfismo s : M −→M ′ a func¸a˜o
HomA (N,M)
HomA (N,s) // HomA (N,M
′)
β  // s∗(β) = s ◦ β
e´ uma bijec¸a˜o.
Exemplo 4.28 Dado M ∈ A , o objeto M<q e´ q-co-fechado.
Proposic¸a˜o 4.29 Dado M ∈ A . As afirmac¸o˜es seguintes sa˜o equivalentes:
1) M e´ q-co-fechado.
2) sM : M<q −→M e´ um isomorfismo.
3) Existe um N q-co-fechado isomorfo a M .
Definic¸a˜o 4.30 Denotaremos por Aq a` subcategoria estritamente plena de A cujos ob-
jetos sa˜o os q-co-fechado, isto e´, M ∈ Aq se e somente se M e´ q-co-fechado.
Definic¸a˜o 4.31 O funtor Q = H0U ◦ τV≤q−1 : A −→ Aq e´ tal que Q(M) = M<q para cada
M ∈ A e para cada morfismo f ∈ A , Q(f) = f q e´ o morfismo que faz comuta o seguinte
quadrado
M<q
s
M //
fq

M
f

M ′<q
s
M′ //M ′
Proposic¸a˜o 4.32 O funtor Q : A −→ Aq e´ adjunto a` direita do funtor inclusa˜o J :
Aq −→ A .
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Proposic¸a˜o 4.33 O funtor Q˜ : Aq −→ Aq, tal que Q˜(M) = Q(M) para cada M ∈ Aq e´
is(omorfo ao funtor identidade 1Aq : Aq −→ Aq.
Antes de provar o teorema principal desta secc¸a˜o, necessitaremos definir duas
sub-categorias. A dos q-fechados e a dos q-co-fechados.
Definic¸a˜o 4.34 Denotemos por Bq a` subcategoria plena de B
≤q, tal que Obj(Bq) =
Obj(B≤q)
⋂
Obj(Bq−1). Analogamente denotaremos por A q a` subcategoria plena de
A ≥q, tal que Obj(A q) = Obj(A
≥q)
⋂
Obj(Aq+1)
Observac¸a˜o 4.35 As subcategorias A q e Bq sa˜o estritamente plenas.
Teorema 4.36 Os funtores H−qU e H
q
V induzem:
a) Um par de funtores adjuntos Hˆ−qU : B
≤−q −→ A ≥q e HˆqV : A ≥q −→ B≤−q.
b) Um par de funtores quasi-inversos H−qU : B−q −→ A q e HqV : A q −→ B−q.
Demonstrac¸a˜o: Observemos primeiro que:
• Se M ∈ U enta˜o pela proposic¸a˜o 4.10, temos que HqV (M) ∈ B≤−q.
• Se N ∈ TV ⊥ enta˜o N [−1] ∈ V ⊥, logo H−qU (N) = H−q+1U (N [−1]) ∈ A ≥q, proposic¸a˜o
4.12.
a) Segue da observac¸a˜o acima: Para cada N ∈ B≤−q temos que Hˆ−qU (N) = H−qU (N) ∈
A ≥q e para cada M ∈ A ≥q temos que HˆqV (M) = HqV (M) ∈ B≤−q. O que demonstra
que os funtores HˆqV e Hˆ
−q
U esta˜o bem definidos.
Agora demonstraremos que existe uma bijec¸a˜o
ΦN,M : HomB≤−q(N, Hˆ
q
V (M)) −→ HomA ≥q(Hˆ−qU (N),M)
Primeiro observemos que:
• M ∈ A ≥q implica M ∈ V ≥q ou equivalentemente M [q] ∈ V ≥0, assim HˆqV (M) =
HqV (M) = H
0
V (M [q]) = τ
V
≤0(M [q]).
• N ∈ B≤−q implica N ∈ U ≤−q ou equivalentemente N [−q] ∈ U ≤0, por conse-
guinte Hˆ−qU (N) = H
−q
U (N) = H
0
U (N [−q]) = τU≥0(N [−q]).
Logo, aplicando o lema 3.12 e dado que A ≥q e B≤−q sa˜o subcategorias plenas, enta˜o
temos as bijec¸o˜es seguintes
HomB≤−q(N, Hˆ
q
V (M)) = HomV ≤0(N, τ
V
≤0(M [q])) −→ HomD(N,M [q]) −→
HomD(N [−q],M) −→ HomU ≥0(τU≥0(N [−q]),M) = HomA ≥q(Hˆ−qU (N),M)
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b) Primeiro demonstraremos que os funtores H−qU e H
q
V esta˜o bem definidos. De fato,
• Se N ∈ B−q, pela observac¸a˜o inicial temos que H−qU (N) = H−qU (N) ∈ A ≥q. Mais
ainda, dado que N e´ (-q-1) fechado, enta˜o pela proposic¸a˜o 4.18, deduzimos que
N = N>−q−1 = H0V (τ
U
≥−q(N)), logo H
−q
U (N) = H
0
U T
−q(H0V τ
U
≥−q(N)) e dado que
H0V = τ
V
≤0 ◦ τV≥0, enta˜o pelo lema 3.14, temos que H−qU (N) = H0U (τV≤q(N)).
Por outro lado, dado que N ∈ TV ⊥ enta˜o N [−1] ∈ V ⊥, assim pela hipo´tese de
compatibilidade τU≥−q+1(N [−1])) ∈ V ⊥, por conseguinte aplicando o lema 3.14
τU≥−q(N) = Tτ
U
≥−q+1(N [−1])) ∈ TV ⊥ = V ≥0 e pelo lema 3.15 τV≥0(τU≥−q(N)) =
τU≥−q(N) = τ
U
≥−q(τ
U
≤−q(N)), pois N ∈ U ≤−q. Enta˜o T−qτV≥0τU≥−q(N) = H−qU (N) ∈
A . Consequentemente, H−qU (N) = H
0
U τ
V
≤q(H
−q
U (N)) = (H
−q
U (N))<q+1 e´ (q+1)-
co-fechado, pelo exemplo 4.28 e a proposic¸a˜o 4.29. Portanto, H−qU (N) ∈ A q.
• Se M ∈ A q, pela observac¸a˜o inicial temos que HqV (M) = HqV (M) ∈ B≤−q. Mais
ainda, dado que M e´ (q+1) co-fechado, enta˜o pela proposic¸a˜o 4.29, deduzimos que
M = M<q+1 = H
0
U (τ
V
≤q(M)), logo H
q
V (M) = H
q
V (H
0
U τ
V
≤q(M)) e dado que H
0
U =
τU≥0 ◦ τU≤0, enta˜o pelo lema 3.14, temos que HqV (M) = H0V τU≥−q(T qτU≤0τV≤q(M)).
Por outro lado, dado queM ∈ U enta˜o pela hipo´tese de compatibilidade τV≤q(M) ∈
U , por conseguinte aplicando o lema 3.15, τU≤0(τ
V
≤q(M)) = τ
V
≤q(M) = τ
V
≤q(τ
V
≥q(M)),
pois M ∈ V ≥q. Enta˜o T qτU≤0τV≤q(M) = HqV (M) ∈ B. Por conseguinte, HqV (M) =
H0V τ
U
≥−q(H
q
V (M)) = (H
q
V (M))>−q−1 e´ (-q-1)-fechado, pelo lema 4.17 e a pro-
posic¸a˜o 4.18. Portanto, HqV (M) ∈ B−q.
Sabemos que os funtores os seguintes sa˜o isomorfismos funtoriaes
HqV ◦H−qU ∼= (HqV ◦ T q) ◦ (T−qτU≥−q ◦ τU≤−q) ∼= HqV ◦ τU≥−q ◦ τU≤−q
Assim pela proposic¸a˜o 4.18 e o lema 3.15, temos os seguintes isomorfismos funtoriaes
na subcategoria B−q: H
q
V ◦H−qU = HqV ◦H−qU ∼= HqV ◦ τU≥−q ◦ τU≤−q ∼= HqV ◦ τU≥−q ∼= 1B−q
Analogamente se demonstrar que existe uma isomorfismo funtoral H−qU ◦HqV ∼= 1A q .

4.2.2 Compatibilidade em t-estruturas limitadas.
Nesta sec¸a˜o provaremos que no caso de t-estruturas limitadas as condic¸o˜es da
proposic¸a˜o 4.10 sa˜o suficientes. Mas antes disso, demonstraremos que a noc¸a˜o de t-
estrutura limitada equivale ao conceito de gerador em categorias trianguladas que
definimos a continuac¸a˜o e do qual e´ poss´ıvel achar mais aplicac¸o˜es em [Hap88, p. 70].
Para mais informac¸o˜es ver [Nee01, p. 103].
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Definic¸a˜o 4.37 Seja C subcategoria de D . Diremos que C gera D como subcategoria
triangulada ou simplesmente gera, se D coincide com a mais pequena subcategoria trian-
gulada de D que e´ estritamente plena e contem C como subcategoria.
O pro´ximo lema mostra que a noc¸a˜o t-estruturas limitadas e a de gerador em
categorias trianguladas sa˜o equivalentes no caso particular em que o corac¸a˜o da t-
estrutura seja um gerador da categoria triangulada.
Lema 4.38 Seja A o corac¸a˜o da t-estrutura (U , TU ⊥) em D . A gera D , se e somente
se, t-estrutura (U , TU ⊥) e´ limitada.
Demonstrac¸a˜o: Seja C =
⋃
n∈Z
U ≤n. Sabemos que U ≤n ⊂ U ≤n+1,∀n ∈ Z (ver pro-
posic¸a˜o 3.3), logo as seguintes afirmac¸o˜es sa˜o verdadeiras:
a) C e´ uma subcategoria estritamente plena de D , pois para cada n ∈ Z, U ≤n e´ uma
subcategoria estritamente plena de D , proposic¸a˜o 3.6.
b) Da proposic¸a˜o 3.3, segue que TC = C .
c) Do item b), o lema 3.16 e o axioma (TR2), segue que dado um triaˆngulo distinguido
Z
[1]

X // Y
[[
tal que X e Y sa˜o objetos em C , enta˜o Z e´ um objeto em C .
d) Segue do lema 3.17 que C e´ aditiva.
Dos itens anteriormente, podemos afirmar que C e´ uma subcategoria triangulada de D
(ver definic¸a˜o 1.5.1 em [Nee01, p. 60]) e como A ⊂ C enta˜o C = D , pois A gera D por
hipo´tese.
Analogamente, se demonstra que
⋃
n∈Z
U ≥n = D . Portanto, (U , TU ⊥) e´ limitada, de-
finic¸a˜o 3.50.
Reciprocamente, ver o lema 2.3 do artigo [LV12, p. 839].

A importaˆncia de supor que a t-estrutura (V , TV ⊥) e´ limitada fica clara no
resultado seguinte, pois ela nos permite provar que {X ∈ D | HnV (X) ∈ B≤−n,∀n ∈ Z} ⊂
Obj(U ), compare como o item b) da proposic¸a˜o 4.10.
Teorema 4.39 Se B gera D como uma subcategoria triangulada. Enta˜o as afirmac¸o˜es
seguintes sa˜o equivalentes:
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a) U e´ compat´ıvel com V ⊥.
b) Obj(U ) = {X ∈ D | HnV (X) ∈ B≤−n,∀n ∈ Z}.
Demonstrac¸a˜o: Demonstraremos primeiro que b) ⇒ a).
Fixado m ∈ Z, temos que provar que τV≤mU ⊂ U . Suponhamos que X ∈ U , enta˜o
HnV (X) ∈ B≤−n. Por outro lado, pelo lema 3.42, temos que HnV (X) = HnV (τV≤m(X))
se n ≤ m, sena˜o HnV (τV≤m(X)) = 0, o qual implica que HnV (τV≤m(X)) ∈ B≤−n,∀n ∈ Z.
Portanto, τV≤m(X) ∈ U .
Agora demonstraremos que a) ⇒ b).
Dado que Obj(U ) ⊂ {X ∈ D | HnV (X) ∈ B≤−n,∀n ∈ Z}, pela proposic¸a˜o 4.10, logo
somente devemos demonstrar a outra inclusa˜o. Seja X ∈ D tal que HnV (X) ∈ B≤−n, ∀n ∈
Z, notemos que se X = 0 enta˜o X ∈ U pois U e´ aditiva. Suponhamos enta˜o que X 6= 0,
dado que por hipo´tese B gera enta˜o pelo lema 4.38 sabemos que (V , TV ⊥) e´ uma t-
estrutura limitada, mais ainda pelo lema 3.49, deduzimos que a t-estrutura (V , TV ⊥) e´
na˜o degenerada e que o conjunto finito e na˜o vazio {p ∈ Z|HnV (X) 6= 0}, assim chamando
de r ao mı´nimo desse conjunto e de s ao ma´ximo, temos a seguinte construc¸a˜o:
Pela definic¸a˜o de r, temos que HnV (X) = 0,∀n < r, enta˜o X ∈ V ≥r pelo teorema 3.48,
assim pelo lema 3.15 X = τV≥r(X) e dado que o triaˆngulo
τV≥r+1(τ
V
≥r(X))
[1]
xx
τV≤r(τ
V
≥r(X)) // τ
V
≥r(X)
dd
e´ distinguido, pela definic¸a˜o 3.8, enta˜o pelo lema 3.19 e a proposic¸a˜o 3.40 segue que o
triaˆngulo
τV≥r+1(X)
[1]
zz
HrV (X)[−r] // X
``
e´ distinguido. Logo aplicando a definic¸a˜o 3.8 ao objeto τV≥r+1(X), temos o triaˆngulo
distinguido
τV≥r+2(τ
V
≥r+1(X))
[1]
ww
τV≤r+1(τ
V
≥r+1(X)) // τ
V
≥r+1(X)
ff
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assim pelo lema 3.19 e a proposic¸a˜o 3.40 temos o triaˆngulo distinguido
τV≥r+2(X)
[1]
xx
Hr+1V (X)[−(r + 1)] // τV≥r+1(X)
cc
Logo, depois de s− 1 passos teremos o triaˆngulo distinguido
τV≥s(X)
[1]
xx
Hs−1V (X)[−(s− 1)] // τV≥s−1(X)
bb
Finalmente, aplicando o mesmo racioc´ınio ao objeto τV≥s(X), obtemos o triaˆngulo distin-
guido
τV≥s+1(X)
[1]
zz
HsV (X)[−s] // τV≥s(X)
bb
No qual HnV (τ
V
≥s+1(X)) = 0,∀n ≥ s + 1, pela definic¸a˜o de s e como HnV (τV≥s+1(X)) =
0,∀n < s + 1 teorema 3.48, enta˜o HnV (τV≥s+1(X)) = 0,∀n ∈ Z, assim pelo lema 3.45
conclu´ımos que τV≥s+1(X) = 0, enta˜o τ
V
≥s(X) = H
s
V (X)[−s], pelo lema 1.30. Por outro
lado, sabemos que HnV (X) ∈ B≤−n ⊂ U ≤−n,∀n ∈ Z, enta˜o HnV (X)[−n] ∈ U ,∀n ∈ Z,
assim em particular HsV (X)[−s] ∈ U , logo τV≥s(X) ∈ U . Ale´m disso, Hs−1V (X)[−(s−1)] ∈
U , enta˜o τV≥s−1(X) ∈ U , pois U e´ fechada por extenso˜es. Por conseguinte repetindo o
argumento um nu´mero finito de vezes, teremos que τV≥r+1(X) ∈ U e como HrV (X)[−r] ∈
U enta˜o X ∈ U .

Finalmente a hipo´tese de que a t-estrutura (U , TU ⊥) e´ limitada permite-nos
demonstrar a compatibilidade com a t-estrutura limitada (V , TV ⊥), a partir das condic¸o˜es
c) e d) da proposic¸a˜o 4.10, mais ainda neste caso basta supor que o funtor HpUH
q
V se anula
somente no corac¸a˜o da primeira t-estrutura.
Teorema 4.40 Se A e B geram a` categoria D . Enta˜o as afirmac¸o˜es seguintes sa˜o
equivalentes:
(i) U e´ compat´ıvel com V ⊥.
(ii) Obj(U ) = {X ∈ D | HnV (X) ∈ B≤−n,∀n ∈ Z}.
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(iii) Simultaneamente
a) HpUH
q
VA = 0, para todo p, q ∈ Z tal que p+ q > 0.
b) Para cada morfismo f : X −→ Y na categoria B, tal que X ∈ B≤n e Y ∈ B≤n−1
tem-se que: Ker(f) ∈ B≤n e Coker(f) ∈ B≤n−1.
Demonstrac¸a˜o: Pelo teorema 4.39, sabemos que (i) e (ii) sa˜o equivalentes. Ale´m disso,
pela proposic¸a˜o 4.10 temos que (i) implica (iii), pois A ⊂ U .
Por conseguinte, falta somente demonstrar que (iii) implica (ii), mas como B
gera D enta˜o {X ∈ D | HnV (X) ∈ B≤−n,∀n ∈ Z} ⊂ Obj(U ) (ver prova do teorema
4.39). Consequentemente somente demonstraremos a outra inclusa˜o.
Por hipo´tese A gera D , enta˜o pelo lema 4.38 sabemos que (U , TU ⊥) e´ uma t-estrutura
limitada, mais ainda pelo lema 3.49, deduzimos que a t-estrutura (U , TU ⊥) e´ na˜o dege-
nerada. Logo, para cada X ∈ U temos os dois casos seguintes:
1) X ∈ A . Por hipo´tese, para cada n ∈ Z temos que HpU (HnV (X)) = 0, ∀p ∈ Z tal que
p > −n. Enta˜o pelo teorema 3.48 HnV (X) ∈ U ≤−n, pois a t-estrutura (U , TU ⊥) e´
na˜o degenerada na categoria D . Portanto, HnV (X) ∈ B≤−n.
2) X /∈ U ≥0. Dado que U ≥0 e´ aditiva, enta˜o X 6= 0, mais ainda X /∈ U ≥n, se n ≥ 0,
pois U ≥n ⊂ U ≥0. Por outro lado, dado que a t-estrutura (U , TU ⊥) e´ limitada, enta˜o
do lema 3.49 segue que o conjunto {p ∈ Z|HnV (X) 6= 0} e´ finito e na˜o vazio, assim
chamando de r ao mı´nimo desse conjunto e aplicando o teorema 3.48, deduzimos que
HnV (X) = 0,∀n < r, logo X ∈ U ≥r e como HrV (X) 6= 0, enta˜o X /∈ U ≥n,∀n > r, isto
e´ r = max{n ∈ Z|X ∈ U ≥n}, o que implica que r ≤ −1. A continuac¸a˜o procederemos
recursivamente sobre r:
I) r = −1. Aplicando a definic¸a˜o 3.8 ao objeto τU≥−1(X) temos que o triaˆngulo
distinguido
τU≥0(τ
U
≥−1(X))
[1]
xx
τU≤−1(τ
U
≥−1(X)) // τ
U
≥−1(X)
ee
Mas X ∈ U ≥−1, enta˜o pelo lema 3.15, temos que X = τU≥−1(X), e pelo lema 3.19
τ≥0(τU≥−1(X)) = τ
U
≥0(X), assim, obtemos o triaˆngulo distinguido
τU≥0(X)
[1]
{{
H−1U (X)[1] // X
^^
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Logo pelo teorema 3.38, para cada n ∈ Z, a sequeˆncia
Hn−1V τ
U
≥0(X)
f // Hn+1V H
−1
U (X)
// HnV (X)
// HnV τ
U
≥0(X)
g // Hn+2V H
−1
U (X)
e´ exata e como B e´ uma categoria abeliana, obtemos a sequeˆncia exata curta
0 // Coker(f) // HnV (X)
// Ker(g) // 0
Assim pelo lema 3.37 temos que o triaˆngulo
Ker(g)
[1]
{{
Coker(f) // HnV (X)
bb
e´ distinguido. Ale´m disso, dado que X ∈ U , enta˜o τU≥0(X) = H0U (X) ∈ A
e como H−1U (X) ∈ A , segue do item 1) que Hn−1V τU≥0(X) ∈ B≤−n+1 e que
Hn+1V H
−1
U (X) ∈ B≤−n. Consequentemente, o item b) da hipo´tese garante que
Coker(f) ∈ B≤−n. Analogamente, temos queHnV τU≥0(X) ∈ B≤−n eHn+2V H−1U (X) ∈
B≤−n−2 ⊂ B≤−n−1 e de novo pelo item b) da hipo´tese conclu´ımos que Ker(g) ∈
B≤−n. Portanto, HnV (X) ∈ B≤−n, dado que B≤−n e´ fechada por extenso˜es.
II) r ≤ −2. Suponhamos que para algum k tal que r ≤ k < −1, ja´ temos
demonstrado a afirmac¸a˜o para k + 1, isto se, X ∈ U ≥k+1 e X ∈ U enta˜o
HnV (X) ∈ B≤−n,∀n ∈ Z. Agora demonstraremos que a afirmac¸a˜o e´ verdadeira
se X ∈ U ≥k.
Pela definic¸a˜o 3.8 aplicada ao objeto τU≥k(X) temos que o triaˆngulo distinguido
τU≥k+1(τ
U
≥k(X))
[1]
xx
τU≤k(τ
U
≥k(X)) // τ
U
≥k(X)
dd
Mas X ∈ U ≥k, enta˜o pelo lema 3.15, temos que X = τU≥k(X), e pelo lema 3.19
τ≥k+1(τU≥k(X)) = τ
U
≥k+1(X), assim, obtemos o triaˆngulo distinguido
τU≥k+1(X)
[1]
zz
HkU (X)[−k] // X
``
Logo pelo teorema 3.38, para cada n ∈ Z, a sequeˆncia
Hn−1V τ
U
≥k+1(X)
f // Hn−kV H
k
U (X)
// HnV (X)
// HnV τ
U
≥k+1(X)
g // Hn−k+1V H
k
U (X)
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e´ exata e como B e´ uma categoria abeliana, obtemos a sequeˆncia exata curta
0 // Coker(f) // HnV (X)
// Ker(g) // 0
Assim pelo lema 3.37 temos que o triaˆngulo
Ker(g)
[1]
{{
Coker(f) // HnV (X)
bb
e´ distinguido. Ale´m disso, dado que τU≥k+1(X) = τ
U
≥k+1(τ
U
≤0(X)) ∈ U
⋂ ∈
U ≥k+1, enta˜o pela hipo´tese recursiva temos que Hn−1V τ
U
≥k+1(X) ∈ B≤−n+1 e
como HkU (X) ∈ A , segue do item 1) que Hn−kV HkU (X) ∈ B≤−n+k ⊂ B≤−n, pois
k < 0. Por conseguinte, o item b) da hipo´tese garante que Coker(f) ∈ B≤−n.
Analogamente, temos que HnV τ
U
≥k+1(X) ∈ B≤−n e Hn−k+1V HkU (X) ∈ B≤−n+r−1 ⊂
B≤−n−1 e de novo pelo item b) da hipo´tese conclu´ımos que Ker(g) ∈ B≤−n. Por-
tanto, HnV (X) ∈ B≤−n, dado que B≤−n e´ fechada por extenso˜es.

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