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We analyze the phase diagram associated with a pair of magnetic impurities trapped in a super-
conducting host. The natural interplay between Kondo screening, superconductivity and exchange
interactions leads to a rich array of competing phases, whose transitions are characterized by dis-
continuous changes of the total spin. Our analysis is based on a combination of numerical renor-
malization group techniques as well as semi-classical analytics. In addition to the expected screened
and unscreened phases, we observe a new molecular doublet phase where the impurity spins are
only partially screened by a single extended quasiparticle. Direct signatures of the various Shiba
molecule states can be observed via RF spectroscopy.
PACS numbers: 75.30.Hx, 33.15.Kr, 75.30.Et, 74.25.Ha, 64.60.ae
In an ordinary metal, the celebrated Kondo effect de-
scribes the scattering of conduction electrons due to mag-
netic impurities. Below the so-called Kondo temperature
(TK), the magnetic moment of a single impurity becomes
screened by the electrons [1], leading to its dissolution
and hence, the formation of a Fermi liquid state [2]. This
simple picture can fail when one considers a finite density
of impurities. In particular, conduction-electrons medi-
ate RKKY exchange interactions, I, between the impu-
rities and in the limit, I & TK , such interactions can
lead to the emergence of either magnetically ordered or
spin glass states [3, 4]. Much of our understanding of
this phase transition owes to detailed studies of the two-
impurity Kondo model [5, 6].
Extending the two-impurity calculations to the case
of a superconducting host represents an interesting and
active challenge [7–16]. On the one hand, the interplay
of superconductivity and magnetic moments can lead to
the emergence of exotic phases and excitations. Recent
results have suggested the possibility of emergent Ma-
jorana edge modes at the ends of a magnetic impurity
chain situated on the surface of an s-wave superconduc-
tor; in this system, topological superconductivity arises
from the formation of a spin-helix as a result of the un-
derlying RKKY interaction [17–19]. On the other hand,
the presence of magnetic impurities breaks time-reversal
symmetry and gradually leads to the destruction of su-
perconductivity. This breakdown occurs through the ap-
pearance of proliferating mid-gap states (so-called Shiba
states), as first observed by Yu, Shiba and Rusinov [20–
22]. In particular, within a simple classical calculation,
they demonstrated that a magnetic impurity can bind
an anti-aligned quasiparticle, yielding a sub-gap bound
state of energy  = ∆ − Eb, where ∆ represents the su-
perconducting gap and Eb the binding energy [23, 24].
As the binding energy Eb increases (e.g. as a function
of increasing exchange coupling), the bound state en-
ergy eventually crosses zero, signifying a parity-changing
phase transition.
With certain modifications, this classical picture re-
mains qualitatively valid even for quantum mechanical
spins [14, 25–29]. Taking into account quantum fluc-
tuations, the aforementioned parity-changing transition
occurs at a critical point, (∆/TK)c, when the supercon-
ducting gap becomes comparable to the Kondo temper-
ature. [1]. For an S = 1/2 impurity, the spin is essen-
tially free for ∆/TK > (∆/TK)c and the associated mid-
gap Shiba state remains unoccupied. In this ’free spin’
regime, the ground state has spin SG = 1/2. In the op-
posite limit, when ∆/TK < (∆/TK)c, the impurity spin
becomes screened by a bound quasiparticle; more specifi-
cally, the mid-gap Shiba state becomes occupied and this
quasiparticle spin forms a singlet with the impurity spin,
leading to an SG = 0 ground state. This phase transition
has recently been observed in mesoscopic circuits, where
the strength of the exchange interaction can be tuned by
STM
FIG. 1: Two magnetic impurities placed on a supercon-
ducting surface. RF fields can be used to produce transitions
between various molecular states and manipulate them.
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2means of a pinch-off gate electrode [30].
In this Letter, through a combination of numerical
renormalization group methods and semi-classical ana-
lytics, we derive the phase diagram of the two-impurity
Kondo model for a superconducting host [41]. We con-
sider an s-wave superconductor with Hamiltonian,
HBCS =
∫
dk
(2pi)3
[∑
σ
ξkc
†
kσckσ +
(
∆c†k↑c
†
−k↓ + h.c.
)]
coupled, via exchange, to two identical spin 1/2 magnetic
impurities of spin S1 and S2,
Hint =
J
2
S1ψ
†
1σ ψ1 +
J
2
S2ψ
†
2σ ψ2 . (1)
Here, ψ1 and ψ2 are the field operators at the impurity
positions. We note that this Hamiltonian captures the
essential physics of two experimental systems: (1) mag-
netic impurities placed on a superconducting surface (see
Fig. 1) [23, 24, 31] and (2) double dot devices attached
to superconductors (e.g. as recently used for Cooper pair
splitting) [32, 33]. To study the ground state and ex-
citation spectrum of HT = HBCS + Hint, we map the
problem to a double superconducting chain, and analyze
it via Wilson’s numerical renormalization group (NRG)
method [5]. Details of our NRG calculation are provided
in the Supplementary Material [34].
We observe that HT conserves both parity, P , and
total spin, S. In a superconductor, the pairing terms
imply that charge is typically only conserved modulo 2.
However, for ∆ = 0 and in the presence of particle-hole
symmetry, the Wilson chain possesses a hidden SUc(2)
charge symmetry [5] analogous to that of the Hubbard
model [35]. For a half-filled cubic lattice, this charge sym-
metry is generated by the operators, Qx = (Q
++Q−)/2,
Qy = (Q
+ − Q−)/2i, Qz = 12
∑
σ
∫
dk
(2pi)3 (c
†
kσckσ − 12 ),
where Q+ =
∫
dk
(2pi)3 c
†
k↑c
†
pi−k ↓ and Q
− =
(
Q+
)†
[42].
Although this symmetry is strictly broken for ∆ 6= 0, a
hidden Uc(1) symmetry remains, leading to a conserved
pseudo-charge, Q˜ [34]. Physically, this pseudo-charge can
be viewed as the generator of rotations along the super-
conducting order parameter. For the remainder of the
text, we will utilize these three quantum numbers (P , S
and Q˜) to classify the eigenstates of the Hamiltonian.
Our NRG calculations reveal the existence of five com-
peting subgap Shiba-molecule states, as depicted in Ta-
ble I. For large values of ∆, both of the impurity spins are
essentially free. They can form a singlet state (S0) with
spin S = 0, parity P = −, and pseudocharge Q˜ = 0, or a
a triplet state (T0) with S = 1, P = +, and Q˜ = 0. Simi-
lar to the single impurity case, one can also create a single
(antiferromagnetically) bound quasiparticle. However, in
the Shiba molecule case, this quasiparticle is delocalized
between the two impurities and can form either a bond-
ing (D+) or antibonding state (D−) of spin S = 1/2,
parity P = ±, and pseudo-charge Q˜ = 1. Finally, it is
State (S, Q˜, P )
S0 (0, 0,−)
T0 (1, 0,+)
D± ( 12 , 1,±)
S2 (0, 2,−)
TABLE I: Shiba molecular bound states and their quantum
numbers. Small spins represent quasiparticles bound to the
(large) impurity spins.
also possible to induce the binding of two quasiparticles,
one to each of the impurities. In this case, one finds a
singlet state (S2) with pseudocharge Q˜ = 2. The parity
of this state is, rather counterintuitively, P = −, owing
to the fermionic nature of the bound quasiparticles.
The competition between these five states leads to a
rich Shiba molecule phase diagram. A heuristic under-
standing of this diagram can be gained by comparing the
relative strengths of superconductivity, exchange, and
Kondo screening. In analogy to the single impurity case,
the ratio ∆/TK characterizes the competition between
superconductivity and Kondo screening. For ∆/TK  1,
Kondo screening is heavily suppressed and the magnetic
moments remain unscreened. The two impurities do how-
ever couple to each other via the Fermi sea of conduction
electrons. For processes involving quasiparticle excita-
tions close to the Fermi energy, this coupling is charac-
terized by the overlap S of the two waves created at the
impurity locations. For a three dimensional free elec-
tron system, S = sin(kFR)kFR , where R = |R1 −R2| is the
separation between the impurities and kF the Fermi mo-
mentum. This overlap S is also responsible for the hy-
bridization of the Shiba states at sites 1 and 2, and thus
for the splitting between the bonding and antibonding
states (D±).
The impurity spins also interact via RKKY exchange I,
which depends on high-energy electron-hole excitations;
thus, the coupling I ought be considered as an indepen-
dent parameter, determined by the precise band shape
and the energy dependence of the exchange coupling, J .
The competition between RKKY and Kondo screening is
characterized by the ratio, I/TK [43].
The phase diagram obtained via NRG is shown in
Fig. 2. We identify four distinct regions, each correspond-
ing one of the states in Table I: (1) For large values of
∆/TK , the impurities are free and the ground state is a
molecular triplet (T0) for I < 0 and a molecular singlet
(S0) for I > 0. As expected, this molecular singlet phase
is also observed for I  TK ,∆ and extends down to
the ∆ = 0 axis. (2) In the Kondo singlet region (S2),
|I|,∆  TK , one recovers strong Kondo correlations,
wherein the two impurity spins are basically individu-
3FIG. 2: NRG-determined phase diagram for S = 0.1 as
function of I/TK and ∆/TK . The background colors indi-
cate regions with S = 1 (light maroon), S = 1/2 (white) and
S = 0 (blue) ground states. The blue dashed line separates
the regions with S2 (light blue) and S0 (dark blue) ground
states. All phase transitions are first order, except the blue
dashed line, which becomes a smooth cross-over in the ab-
sence of electron-hole symmetry. The observed first order
transitions are in contrast to the quantum phase transitions
observed in the two-channel and two-impurity Kondo models
(whose quantum critical point is indicated by the blue star),
where local correlation functions exhibit critical behavior with
a non-trivial exponent.
ally screened by quasiparticles. For perfect electron-hole
symmetry this region is separated from (1) by a first or-
der phase transition (blue dashed line in Fig. 2), corre-
sponding to both a pseudo-charge jump from Q˜ = 0 to
Q˜ = 2 as well as a S0 → S2 singlet-singlet level crossing.
When electron-hole symmetry is broken, the transition
becomes a smooth cross-over. (3) Along the ∆ = 0 line,
the known phase diagram of the two impurity (normal
metal) Kondo model is recovered [4]. Here, a quantum
critical point (blue star) separates the molecular singlet
from the Kondo singlet region. For any finite ∆, the
spectrum is gapped, and this critical point turns into the
aforementioned first order transition line.
The nature of the Kondo singlet phase at ∆ = 0 grad-
ually changes as one moves toward large, negative ex-
change interactions. In particular, for −I  TK , the two
impurity spins are first bound into a molecular triplet,
which is then screened in the even and odd channels at
(typically) two different Kondo temperatures. This pic-
ture survives for small but finite ∆, although strictly
speaking, there is no true Kondo effect for any finite
gap; nevertheless, one can still screen the impurity spins
for ∆  TK and a Kondo anomaly is generally ob-
served in the tunneling spectra at intermediate energies,
∆ ω  TK .
(4) Finally, and most strikingly, for S 6= 0 a new
S = 1/2 phase emerges for ∆ ∼ TK and I ≈ 0. We term
this phase the molecular doublet (D+). It can be under-
FIG. 3: Evolution of the bound states as function of ∆/TK
for RKKY couplings I/TK = −0.58 and an overlap parameter
S = 0.1 and corresponds to the black dashed line in Fig. 2.
One observes a phase transition from the individual singlet
state (S2) into the molecular doublet phase (D+) and then
another transition to the molecular triplet phase (T0). The
effective RKKY interaction can be extracted as the splitting
between the S0 and T0 states: Ieff = ES0 −ET0 . We can also
estimate the effective hopping teff as the separation between
the two molecular doublet states, D±.
stood as follows: For ∆ TK each of the two spins can
bind a single excited quasiparticle. For S = 0 the energy
of these bound states are identical; however, for S 6= 0
these states can hybridize to form molecular bonding and
antibonding statesD±. As one decreases the ratio ∆/TK ,
the energy of the D± states moves towards zero until D+
first crosses (zero) and becomes the ground state. This
transition is accompanied by a charge-parity flip and a
spin transition from S = 1 → 1/2. Further decreasing
∆/TK lowers the energy of the two-bound-quasiparticle
state until a second charge parity transition to the S2
singlet occurs. These level crossings and the evolution
of the excitation spectrum along the vertical dash-dotted
line in Fig. 2 is shown in Fig. 3.
The existence of this novel molecular doublet phase
can also be probed and confirmed in a semi-classical
calculation where one extends the original Yu-Shiba-
Rusinov calculation to the case of two classical mag-
netic impurities. Each magnetic impurity binds a Shiba
state with wavefunction φsh(r) ∼ 1re−r/ζ| sin(2δ)| and en-
ergy Esh = ∆
1−β2
1+β2 , where ζ is the coherence length,
β ≡ tan(δ) = JSN0pi/2 and N0 is the density of states at
the Fermi energy. Utilizing a two-impurity Green’s func-
tion calculation [36, 37], we compute the energies of the
hybridized Shiba bound states as poles of the T -matrix
[34]. Picking two values of kFR (corresponding to ferro-
magnetic and anti-ferromagnetic exchange) we plot the
bound-state energies as a function of β (Fig. 4). In each
case, hybridization causes a single bound state to first
cross Esh = 0 leading to the formation of the molecu-
lar doublet phase. The second bound-state crossing then
yields the transition to either the triplet Kondo phase
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FIG. 4: Semi-classical molecular doublet phase transitions.
(a) For kFR ≈ 4.1, the RKKY exchange is negative and the
bound state energies are shown as one increases β = JNSpi/2.
At β ≈ 0.86, the first bound state crosses zero and a charge-
parity transition from the molecular triplet phase to the dou-
blet phase occurs. At β ≈ 1.3, the second bound state crossing
leads to the triplet Kondo phase. (b) Analogous semi-classical
results for kFR ≈ 2.6 where the exchange is positive.
(I < 0) or the Kondo singlet phase (I > 0).
Tunneling RF Spectroscopy — The most direct ob-
servation of the various molecular Shiba states can be
achieved by combining RF spectroscopy with transport
measurements. To this end, we determine the tun-
neling spectrum of the Shiba molecule by computing
the spectral density of the so-called composite fermion,
F1 ≡ S1 · σψ1. In the molecular triplet phase (T0) both
D+ and D− are visible in the tunneling spectrum and,
correspondingly, a double mid-gap STM resonance is pre-
dicted (see Fig. 5). The dominant obstacle to observing
such a resonance arises from thermal broadening; indeed,
measurements of Mn and Gd impurities [44] on a single-
crystal lead superconductor at ∼ 4K are unable to re-
solve individual Shiba resonances [23]. However, oper-
ating at slightly lower temperatures (∼ 500mK) should
reduce the linewidth to ≈ 0.14meV, significantly smaller
than the superconducting gap, ∆Pb = 1.55meV. Such
estimates are consistent with recent results which uti-
lize a superconducting Niobium tip to explicitly resolve
multiple Shiba scattering channels [24, 38]. Much lower
temperatures in the range of T ∼ 20 mK can be attained
in mesoscopic circuits, where multiple Shiba states have
indeed been resolved recently [39].
Applying an additional RF field with a frequency
matched to the T0 → S0 transition (∆E = hν) allows one
to populate the S0 state [45]. In this case, the S0 → D±
transitions also become active and visible (Fig. 5), while
the tunneling gap shifts from ∆→ ∆−∆E. In this way,
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FIG. 5: STM spectrum of one atom of the Shiba molecule in
the molecular triplet (T0) phase. The D+ and the D− states
can both be observed as subgap Shiba transition lines (see
top). Upon irradiation with a frequency matching the T0 →
S0 transition hν = ∆E (right panel), two additional subgap
lines appear, and the gap shifts to lower values (bottom).
one can detect the excited state S0 and its energy by
investigating the RF-radiation-induced transport signal.
The transitions between the various phases and the
corresponding STM spectra should also be observable in
double-dot spin-splitter devices. In particular, the tun-
neling dI/dV spectra can be accessed by observing the
transport with normal electrodes attached. Similar to
the case of a simple magnetic impurity, by approaching
the phase boundaries between (D+, S2) or (D+, T0), a
single midgap excitation should get ‘soft’ and cross zero.
Interestingly, the strength of the corresponding tunneling
resonance displays a universal jump at these transitions,
2→ 1 and 3→ 2, respectively; this robust jump owes to
a change in ground state degeneracy [30].
As a possible application, one can consider using the
singlet states S2 and S0 as a quantum bit. These states
are protected by the superconducting gap and, being sin-
glets, they are insensitive to magnetic noise (including
the hyperfine field of nearby nuclear moments) [40]. To
have a direct transition between these states, both parity
and particle-hole symmetry must be broken sufficiently
strongly; this can be achieved by placing a single poten-
tial scatterer near one of the magnetic impurities, as may
be possible in STM-type experiments [23, 24, 38].
We thank Leonid Glazman for insightful comments and
lively discussions. This work is supported in part by
the Hungarian research fund OTKA under grant Nos.
K105149, CNK80991, the UEFISCDI grant DYMESYS
5(ANR 2011-IS04-001-01, Contract No. PN-II-ID-JRP-
2011-1), the ‘Iuventus Plus’ project No. IP2011 059471,
the EU grant No. CIG-303 689, the DOE (FG02-
97ER25308), the Harvard-MIT CUA, the ARO-MURI
on Atomtronics, and the ARO MURI Quism program.
Computing time at Poznan´ Superconducting and Net-
working Center is acknowledged.
[1] A. Hewson, The Kondo Problem to Heavy Fermions
(Cambridge University Press, New York, N.Y., 1993).
[2] P. Nozieres, Journal of Low Temperature Physics 17, 31
(1974), ISSN 0022-2291.
[3] H. Tsunetsugu, M. Sigrist, and K. Ueda, Rev. Mod. Phys.
69, 809 (1997).
[4] S. Doniach, Physica B+C 91, 231 (1977), ISSN 0378-
4363.
[5] B. A. Jones and C. M. Varma, Phys. Rev. Lett. 58, 843
(1987).
[6] I. Affleck and A. W. W. Ludwig, Phys. Rev. Lett. 68,
1046 (1992).
[7] D. Poilblanc, D. J. Scalapino, and W. Hanke, Phys. Rev.
Lett. 72, 884 (1994), URL http://link.aps.org/doi/
10.1103/PhysRevLett.72.884.
[8] A. V. Balatsky, M. I. Salkola, and A. Rosengren, Phys.
Rev. B 51, 15547 (1995), URL http://link.aps.org/
doi/10.1103/PhysRevB.51.15547.
[9] M. E. Flatte´ and J. M. Byers, Phys. Rev. Lett. 78,
3761 (1997), URL http://link.aps.org/doi/10.1103/
PhysRevLett.78.3761.
[10] M. E. Flatte´ and J. M. Byers, Phys. Rev. B
56, 11213 (1997), URL http://link.aps.org/doi/10.
1103/PhysRevB.56.11213.
[11] M. I. Salkola, A. V. Balatsky, and J. R. Schrieffer, Phys.
Rev. B 55, 12648 (1997), URL http://link.aps.org/
doi/10.1103/PhysRevB.55.12648.
[12] M. E. Flatte´ and D. E. Reynolds, Phys. Rev. B
61, 14810 (2000), URL http://link.aps.org/doi/10.
1103/PhysRevB.61.14810.
[13] S. H. Pan, E. W. Hudson, K. M. Lang, H. Eisaki,
S. Uchida, and J. C. Davis, Nature 403, 746 (1999).
[14] A. V. Balatsky, I. Vekhter, and J.-X. Zhu, Rev. Mod.
Phys. 78, 373 (2006).
[15] C. P. Moca, E. Demler, B. Janko´, and G. Zara´nd, Phys.
Rev. B 77, 174516 (2008), URL http://link.aps.org/
doi/10.1103/PhysRevB.77.174516.
[16] Y. V. Fominov, M. Houzet, and L. I. Glazman, Phys.
Rev. B 84, 224517 (2011), URL http://link.aps.org/
doi/10.1103/PhysRevB.84.224517.
[17] M. Ruderman and C. Kittel, Phys. Rev. 96, 75 (1954).
[18] T. Kasuya, Prog. Theor. Phys. 16, 75 (1956).
[19] K. Yosida, Phys. Rev. 106, 75 (1957).
[20] L. Yu, Acta Physica Sinica 21, 75 (1965).
[21] H. Shiba, Progress of Theoretical Physics 40, 435 (1968).
[22] A. I. Rusinov, Sov. Phys. JETP 29, 1101 (1969).
[23] A. Yazdani, B. A. Jones, C. P. Lutz, M. F. Crom-
mie, and D. M. Eigler, Science 275, 1767 (1997),
http://www.sciencemag.org/content/275/5307/1767.full.pdf,
URL http://www.sciencemag.org/content/275/5307/
1767.abstract.
[24] S.-H. Ji, T. Zhang, Y.-S. Fu, X. Chen, X.-C. Ma, J. Li,
W.-H. Duan, J.-F. Jia, and Q.-K. Xue, Phys. Rev. Lett.
100, 226801 (2008), URL http://link.aps.org/doi/
10.1103/PhysRevLett.100.226801.
[25] T. Hecht, A. Weichselbaum, J. von Delft, and R. Bulla,
Journal of Physics: Condensed Matter 20, 275213
(2008), URL http://stacks.iop.org/0953-8984/20/i=
27/a=275213.
[26] T. Meng, S. Florens, and P. Simon, Phys. Rev. B
79, 224521 (2009), URL http://link.aps.org/doi/10.
1103/PhysRevB.79.224521.
[27] P. Stadler, C. Holmqvist, and W. Belzig, Phys. Rev. B
88, 104512 (2013), URL http://link.aps.org/doi/10.
1103/PhysRevB.88.104512.
[28] J. Bauer, A. Oguri, and A. C. Hewson, Journal of
Physics: Condensed Matter 19, 486211 (2007).
[29] R. Zˇitko, O. Bodensiek, and T. Pruschke, Physical Re-
view B 83, 054512 (2011).
[30] R. S. Deacon, Y. Tanaka, A. Oiwa, R. Sakano,
K. Yoshida, K. Shibata, K. Hirakawa, and S. Tarucha,
Phys. Rev. Lett. 104, 076805 (2010).
[31] M. Iavarone, G. Karapetrov, J. Fedor, D. Rosenmann,
T. Nishizaki, and N. Kobayashi, J. Phys: Cond Matt pp.
1–7 (2009).
[32] L. Hofstetter, S. Csonka, J. Nygard, and C. Schonen-
berger, Nature 461, 960 (2009).
[33] L. G. Herrmann, F. Portier, P. Roche, A. L. Yey-
ati, T. Kontos, and C. Strunk, Phys. Rev. Lett.
104, 026801 (2010), URL http://link.aps.org/doi/
10.1103/PhysRevLett.104.026801.
[34] See Supplemental Material at http://link.aps.org/ sup-
plemental/ for methods and theoretical derivations
(????).
[35] F. H. L. Essler, H. Frahm, F. Ghmann, A. Klmper, and
V. E. Korepin, The One-Dimensional Hubbard Model.
(Cambridge University Press, 2005).
[36] N. Y. Yao, L. I. Glazman, E. A. Demler, M. D. Lukin,
and J. D. Sau, ArXiv e-prints (2013), 1309.2633.
[37] F. Pientka, L. I. Glazman, and F. von Oppen, Phys. Rev.
B 88, 155420 (2013).
[38] S.-H. Ji, T. Zhang, Y.-S. Fu, X. Chen, J.-F. Jia, Q.-K.
Xue, and X.-C. Ma, Appl. Phys. Lett. 96, 073113 (2010).
[39] A. Kumar, M. Gaim, D. Steininger, A. Levy Yeyati,
A. Martin-Rodero, A. K. Huettel, and C. Strunk, ArXiv
e-prints (2013), 1308.1020.
[40] N. Y. Yao, in prep (2014).
[41] Some results in the limit of ∆ TK are obtained in [29]
and agree with the relevant cuts of our phase diagram
[42] Here pi denotes the corner of the Brillouin zone.
[43] In the NRG scheme, a direct interaction between the im-
purities must also be introduced (see supplementary ma-
terials and 5).
[44] Both Mn and Gd are high spin magnetic impurities.
Adding in such effects (e.g. of single-ion anisotropy) is
an interesting direction [29]
[45] Parity must be broken to induce a S0 → T0 transition,
e.g. by an inhomogeneous magnetic field
Supplementary material for the paper
“Phase diagram and excitations of a Shiba molecule”
by N. Y. Yao, C. P. Moca, I. Weymann, J. D. Sau,
M. D. Lukin, E. A. Demler, and G. Zara´nd
Here we provide details regarding the numerical renormalization group (NRG) procedure,
the semiclassical calculation, and the symmetries of the Hamiltonian.
HAMILTONIAN
Let us start by specifying the explicit form of our Hamiltonian. We consider two spin
1/2 magnetic impurities, S1 and S2 embedded at positions R1 and R2 in an s-wave super-
conductor. The Hamiltonian is given by
HBCS =
∫
dk
(2pi)3
(∑
σ
ξkc
†
kσckσ +
(
∆c†k↑c
†
−k↓ + h.c.
))
,
Hint =
J
2
S1ψ
†
1σ ψ1 +
J
2
S2ψ
†
2σ ψ2 , (1)
where ∆ = |∆|e−iφ stands for the superconducting gap, and the c†kσ denote creation oper-
ators for conduction electrons with spin σ and momentum k. The latter satisfy the usual
anticommutation relations {ckσ, c†k′σ′} = (2pi)3δ(k− k′) δσσ′ . The interaction part of the
Hamiltonian is expressed in terms of fields ψ†1 and ψ
†
2, which create conduction electrons at
positions R1 and R2,
ψiσ ≡
∫
dk
(2pi)3
eikRi ckσ. (2)
These fields are normalized such that in the normal metallic phase (∆ = 0), their local
propagators decay asymptotically as 〈ψ1σ(t)ψ†1σ′(0)〉 ≈ %(0)δσσ′/it, with %(0) being the local
density of states per unit volume at the Fermi energy. The Kondo temperature TK is then
expressed in terms of the corresponding dimensionless coupling [1], j = J%(0) as
TK ' D e−1/j,
where D is a high energy cut-off of the order of the conduction electrons’ bandwidth.
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MAPPING TO THE WILSON CHAIN
Local action
Since the coupling is restricted to the two sites R1,2, both the ground state and the spin
dynamics are completely determined by the normal and anomalous propagators of the fields
ψjσ. As the system exhibits a real space mid-plane symmetry, it is justified to construct
even/odd parity states. For that, let us first introduce the normalized operators:
aiσ(ξ) ≡ 1√
%(ξ)
∫
dk
(2pi)3
eikRi ckσ δ(ξ − ξk), (3)
satisfying the anticommutation relations {a†iσ(ξ), aiσ′(ξ′)} = δσσ′δ(ξ − ξ′), and
{a†1σ(ξ), a2σ′(ξ′)} = S(ξ) δσσ′ δ(ξ − ξ′). We can express the fields ψiσ =
∫
dξ
√
%(ξ) aiσ(ξ)
in terms of these normalized operators. The overlap factor S(ξ) measures the propaga-
tion amplitude of electrons of energy ξ from site 1 to 2, and can be evaluated in 3D as
S(ξ) = sin(kR)
kR
, with ξ = k2/2m − F and R = |R1 − R2|. Parity allows us to define a
new set of (properly orthonormal) even and odd fields: ce/o(ξ) ≡ (a1(ξ)±a2(ξ))/
√
2Ne/o(ξ),
with Ne/o ≡ 1 ± S(ξ), which satisfy {c†aα(ξ), cbβ(ξ′)} = δab δαβ δ(ξ − ξ′), (a, b ∈ {e, o}). It is
these fields that we now use to build up ψjσ. Their dynamics, as described by the equations
of motion, are completely specified by the following action,
S0 =
∑
a=e,o
∫
dt
∫
dξ{c¯aσ(ξ, t)(−i∂t + ξ)caσ(ξ, t) + [∆ c¯a↑(ξ, t)c¯a↓(ξ, t) + h.c.]}. (4)
One can easily check that this action indeed reproduces all normal and anomalous Green’s
functions of the fields ψiσ and ψ
†
iσ. The interaction term can then be written as
Sint = 1
4
∫
dt
∫
dξ dξ′
{
(S1 + S2)
(
jee(ξ, ξ
′) c¯e(ξ, t)σce(ξ′, t) + ”e↔ o”
)
+ (S1 − S2)
(
jeo(ξ, ξ
′) c¯eσ(ξ, t)σcoσ(ξ′, t) + ”e↔ o”
)}
,
with the exchange couplings defined as jab(ξ, ξ
′) = J
√
%a(ξ)%b(ξ′) and %e/o(ξ) = %(ξ)(1 ±
S(ξ)). Thus far our mapping is exact: one can use the actions above and reproduce, e.g.,
the three-dimensional RKKY interaction with little effort.
2
NRG calculations
In the numerical renormalization group approach, one typically replaces the density of
states %(ξ) by a flat density of states, %(ξ)→ n/2D, with n the density of unit cells, and also
neglects the energy dependence of the couplings, replacing them by their value at the Fermi
energy, je/o =
1
2
j (1± S2), jeo = joe = jm =
√
je jo, with S = sin(kFR)/kFR the overlap
factor at the Fermi energy. This procedure however, is unjustified for quantities like the
RKKY interaction, which is mediated by high energy electron-hole excitations, and depends
on the details of the band structure, the dimensionality, and the electronic dispersion. In
fact, within this approximation, one would obtain an RKKY interaction
HRKKY → INRGS1 S2 = −2 ln 2D j2 S2S1 S2 , (5)
that is always ferromagnetic, does not oscillate, and decays with the wrong exponent. To
compensate this mistake, one must explicitly incorporate the RKKY coupling mediated by
high energy carriers, and add a term ∆I S1 S2 to the Hamiltonian [2]. Then one can proceed
in the usual way [3] and map this zero-dimensional problem to the Wilson chain. Defining
the local (dimensionless and normalized) operators
f0,aσ ≡ 1√
2D
∫
dξ caσ(ξ)
one obtains the following effective Hamiltonian (normalized by D):
H0 = Hint/D = (∆I/D)S1 S2 +
∑
a=e,o
ja saa (S1 + S2) + jm (seo + soe) (S1 − S2)
with the spin operators defined as
saa′ =
1
2
∑
σσ′
f †0,aσ~σσσ′f0,a′σ′ . (6)
The conduction electrons are represented by semi-infinite Wilson chains
Hband =
∑
a=e,o
∑
σ
∞∑
n=0
{
tn
(
f †n,aσfn+1,aσ + h.c.
)
+
(
∆f †n,a↑f
†
n,a↓ + h.c.
)}
. (7)
This Hamiltonian displays an obvious SUspin(2) symmetry. In addition, however, it possesses
an additional, hidden Uc(1) symmetry, generated by the operator
Q˜x =
1
2
∑
n,a
(
(−1)nf †n,a↑f †n,a↓eiφ + h.c.
)
, (8)
3
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FIG. A: Weights of the Shiba transitions along the dashed line in Fig. 2 of the main text. The
two-headed arrows indicate the universal 1/2 and 2/3 jumps for the states (central peaks) crossing
zero energy.
with φ denoting the phase of the superconducting order parameter. As we discuss in the next
section, this symmetry is related to the electron-hole symmetry of the Hamiltonian. We ex-
ploit this hidden Uc(1) symmetry in the numerical calculations after performing Bogoliubov
and particle-hole transformations.
Universal Shiba weight jumps
Each phase boundary in Fig. 2 corresponds to a level crossing of two sub-gap states.
The boundaries of the doublet phase, D+, in particular, correspond to crossings of the D+
level with the states S2, S0, and T0. All such transitions are ‘visible’ in the STM spectrum
in the sense that at the transition point, a Shiba peak moves to zero energy and crosses
zero. Curiously, however, the amplitude of the Shiba peak displays a universal jump at the
transition, just as in the case of an ordinary Shiba transition [4, 5].
The size of the jump is simply related to the degeneracy of the ground states on the two
sides of the transition. At the phase boundary, S2 → D+, e.g., the even spin S = 1/2 excited
state gets ‘soft’ and crosses zero. The size of the jump follows from the assumption (which
can be verified numerically) that the matrix elements 〈S2|F †1σ|D+,σ′〉 and 〈S2|F1σ|D+,σ′〉 are
continuous at the phase boundary. In this case, on the singlet side of the transition, a
4
spin ↑ electron can always enter the superconductor at the position of atom ‘1’ through
the Shiba state with a probability amplitude, ∼ |〈D+,↓|F †1↑|S2〉|2. On the doublet side,
this transition turns into a hole-like process, where a hole enters the superconductor with
transition amplitude ∼ |〈S2|F1↑|D+,↓〉|2. In this case, however, the hole can only enter,
if the supercondutor is in a state ↓, which happens with a probability 1/2, since the two
degenerate spin states of the doublet are equally probable. As a result, the size of the Shiba
peak crossing zero is reduced on the doublet side (D+) by a factor 1/2. Similarly, crossing the
D+ → T0 boundary, the size of the central peak is prediceted to be suppressed by a factor
2/3, corresponding to the doublet and triplet ground state degeneracies. The evolution
of the weights of the Shiba states along the dashed line in Fig. 2 and the corresponding
universal jumps are displayed in Fig. B.
HIDDEN SUc(2) AND Uc(1) SYMMETRIES
In this section, we demonstrate on the particular example of a half-filled band of a simple
cubic superconductor how electron-hole symmetry implies the existence of a charge Uc(1)
symmetry. Let us consider HBCS = H0 + H∆, with the normal and superconducting parts
defined as
H0 =
∫
B.Z.
dk
(2pi)3
∑
σ
ξkc
†
kσckσ , (9)
H∆ =
∫
dk
(2pi)3
(|∆|e−iφc†k↑c†−k↓ + h.c.). (10)
Here |∆| and φ denote the amplitude and phase of the superconducting order parameter,
respectively. We set the lattice constant to unity, and assume a half-filled cubic lattice with
nearest-neighbor hopping, and corresponding dispersion, ξk = −2t
∑
i=x,y,z cos(ki).
Let us now consider a mapping
k→ g(k) ≡ (pi − k) mod 2pi (11)
of the Brillouin zone to itself, and the operators
Qz =
1
2
∑
σ
∫
dk
(2pi)3
(
c†kσckσ −
1
2
)
, (12)
Q+ =
∫
dk
(2pi)3
c†k↑c
†
g(k)↓, Q
− =
(
Q+
)†
. (13)
5
For any g(k) the ‘charge’ operators Qx = (Q
+ + Q−)/2, Qy = (Q+ − Q−)/2i and Qz can
be shown to satisfy the standard SU(2) charge algebra,
[
Qi, Qj
]
= i ijkQk, while – being
spin 0 operators – they commute with all components of the total spin operator. Moreover,
since the dispersion satisfies
ξk ≡ −ξg(k)
by electron-hole symmetry, they can be shown to commute with H0 as well. Thus, H0
possesses a hidden charge SUc(2) symmetry, generated by {Qi}.
On the other hand, H∆ certainly does not commute with the overall charge Q = 2Qz,
and therefore breaks the expicit charge SUc(2) symmetry. Commuting it, however, with
Q˜± ≡ e±iφQ± we obtain,
[
H∆, Q˜
+
]
= |∆|
∑
k,q
[
c−k↓ck↑, c
†
q↑c
†
g(q)↓
]
= |∆|
∑
k
(
c†k↑c−g(k)↑ + c
†
−g(k)↓ck↓
)
,
[
H∆, Q˜
−
]
= |∆|
∑
k
(
c†−g(k)↑ck↑ + c
†
k↓c−g(k)↓
)
. (14)
Therefore, the linear combination
Q˜x ≡ (eiφQ+ + e−iφQ−)/2 = cos(φ)Qx + sin(φ)Qy (15)
commutes with H∆, provided that g(k) fulfills
g(k) = −g−1(−k) , (16)
a condition readily satisfied by Eqn (11). The operator Q˜x still commutes with the full BCS
Hamiltonian HBCS, and generates a residual Uc(1) symmetry. As illustrated in Fig. B, Q˜x can
be viewed as the generator of charge rotations along the superconducting order parameter.
What remains to be shown is that the interaction part of the Hamiltonian, Hint also
commutes with Q˜x. This naturally occurs since the local spin density operators σ(Rj) =
ψ†jσψj commute with all Qi’s for the mapping defined in Eqn (11) (for any lattice vector
Rj).
Thus, in a cubic, half-filled lattice, our Hamiltonian exhibits a hidden electron-hole-type
Uc(1) symmetry – in addition to the usual spin SUspin(2) and e/o parity (Z2) symmetries.
Although, strictly speaking, this residual electron-hole symmetry holds only under rather
6
FIG. B: Bloch sphere representation showing the direction of the superconducting order parameter
in (Qx, Qy, Qz) coordinates. The phase φ is the macroscopic phase of the condensate. Q˜x generates
a rotation along the axis of the superconducting order parameter.
special conditions, it is expected to remain an approximate symmetry as long as the as-
sociated energy scale (typically of the order of the Fermi energy EF ) is much larger than
the other scales of relevance, e.g. the Kondo scale TK , the superconducting gap ∆, and the
RKKY coupling, I.
SEMICLASSICAL PHASE DIAGRAM
Here, we provide details of the semiclassical calculation of the molecular doublet phase.
To probe the hybridization induced splitting of the Shiba bound states, we employ a T -
matrix formalism, Gk,k′(z) = G
(0)
k (z) + G
(0)
k (z)Tk,k′(z)G
(0)
k′ (z) where z =  + i0
+, G
(0)
k (z) =
[z−(ξkτ z+∆τx)]−1 is the bare BCS Green’s function (ξk = k22m) and Tk,k′ is the two-impurity
T -matrix. To see the effects of Shiba wavefunction hybridization explicitly, we compute the
bound state energies as a function of impurity separation. As usual, these bound state
energies Eb can be extracted from poles of Tr[Gk,k′(z)]. More explicitly, Eb is determined
by
F (Eb) ≡ Det[1− SG(Eb)] = 0, (17)
where S and G are 4 × 4 matrices given by, Gll′(z) =
∫
d3k
(2pi)3
G
(0)
k (z)e
ik(rl−rl′ ) and Sll′ =
Slδll′ ⊗ τ 0. Here, l, l′ run over {L,R}, indexing the left/right impurity, Sl characterizes
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the coupling strength and τ 0 represents the identity matrix in particle-hole space. As one
increases the effective exchange constant β, the bound state energies move toward zero. For
large enough β, the hybridization induced splitting becomes appreciable and this pushes a
single bound state to first cross zero energy. This parity changing transition is exactly that
which leads to the molecular doublet phase. To locate the transition, we calculate the values
of β where each bound state crosses zero energy (for a particular kFR), F (E = 0) = 0. We
begin by providing the analytic form for F (E = 0),
F (E = 0) =
β4e
− 2kFR∆
Ef
(kFR)4
+ (β2 − 1)2 + 2β
2e
− kFR∆
Ef (−1 + β2 cos(2kFR))
(kFR)2
. (18)
Defining α ≡ e
− kFR∆
Ef
(kFR)2
we find a quartic equation in the effective exchange constant β,
F (E = 0) = α2β4 + (β2 − 1)2 + 2αβ2(−1 + β2 cos(2kFR))
= β4(α2 + 2α cos(2kfR) + 1)− β2(2α + 2) + 1, (19)
which yields solutions of the form
β =
(
(2α + 2)±√8α− 8α cos(2kFR)
2(α2 + 2α cos(2kFR) + 1)
)1/2
. (20)
This provides an analytic semiclassical formula for the critical values of β as a function of
kFR, where one of the Shiba bound states crosses to negative energies. The first bound
state crossing leads to the molecular doublet transition while the second leads to either the
triplet Kondo phase (I < 0) or the Kondo singlet phase (I > 0).
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