How do people learn to use language in creative but constrained ways? Experiment 1 investigates linguistic creativity by exposing adult participants to two novel word order constructions that differ in terms of their semantics: One construction exclusively describes actions that have a strong effect; the other construction describes actions with a weaker but otherwise similar effect. One group of participants witnessed novel verbs only appearing in one construction or the other, while another group witnessed a minority of verbs alternating between constructions. Subsequent production and judgment results demonstrate that participants in both conditions extended and accepted verbs in whichever construction best described the intended message. Unlike related previous work, this finding is not naturally attributable to prior knowledge of the likely division of labor between verbs and constructions or to a difference in cue validity. In order to investigate how speakers learn to constrain generalizations, Experiment 2 includes one verb (out of 6) that was witnessed in a single construction to describe both strong and weak effects, essentially statistically preempting the use of the other construction. In this case, participants were much more lexically conservative with this verb and other verbs, while they nonetheless displayed an appreciation of the distinct semantics of the constructions with new novel verbs. Results indicate that the need to better express an intended message encourages generalization, while statistical preemption constrains generalization by providing evidence that verbs are restricted in their distribution.
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Introduction
Learners sometimes generalize beyond their input and produce verbs in novel ways. For example, by the time children are in preschool, they readily extend nonsense verbs that have only been witnessed intransitively (It meeked) for use in the transitive construction (She meeked it) (e.g., Akhtar, 1999; Tomasello, 2000) , and their comprehension of familiar and novel verbs used in constructions that are new for those verbs begins even earlier (e.g., Fisher, 2002; Gertner, Fisher, & Eisengart, 2006; Naigles, 2000) .
And yet while speakers produce and comprehend language that goes beyond their input, there are certain generalizations that are only rarely made, and are judged to be less than fully acceptable, even though they are easily understood (Bowerman, 1988; Goldberg, 1995; Pinker, 1989) . This type of overgeneralization is illustrated by the examples in (1)- (3): (1) ?? The child seems sleeping (Chomsky, 1957) (2) ?? Don't giggle me (Bowerman, 2000) (3) ?? an asleep boy (Boyd & Goldberg, 2011) When and why do speakers generalize beyond their input? And when and why do they not? These questions have long puzzled researchers (Ambridge, Pine, Rowland, & Chang, 2012; Baker, 1970; Bowerman, 1988; Braine, 1990; Goldberg, 1995; Lakoff, 1970; Perek, 2015; Pinker, 1989) , and artificial language learning experiments have been found useful in addressing them (e.g., Braine et al., 1990; Brooks et al., 1993; Amato & MacDonald, 2010; Culbertson, Smolensky, & Legendre, 2012; Fedzechkina, Jaeger, & Newport, 2012; Gómez & Gerken, 2000; Moeser & Bregman, 1972; Valian & Coulson, 1988) . A typical paradigm involves exposing learners to a miniature language which includes a set of novel word order patterns that are paired with familiar transitive or intransitive interpretations. Another paradigm involves exposing learners to novel constructions that pair novel word order patterns with novel abstract meanings (Casenhiser & Goldberg, 2005) ; speakers need to learn constructions in order to produce and comprehend real natural languages; i.e., they need http://dx.doi.org/10.1016/j.cognition.2017.06.019 0010-0277/Ó 2017 Elsevier B.V. All rights reserved.
