ABSTRACT The paper uses a microsimulation computable general equilibrium (CGE) 
I. Introduction
There is an ongoing debate on the role of trade policies in alleviating poverty. Winters et al. (2002) , Reimer (2002) and Rajan and Bird (2002) give a comprehensive literature review on the impact of trade liberalisation on poverty and the economy. Reimer (2002) summarises the main links between trade and poverty from the Winters (2000) paper and concludes that there is no simple generalisation about the relationship between trade liberalisation and poverty, and that it is difficult in one study to take into account all these linkages. It does seem, though, that there is no strong evidence that trade liberalisation will increase poverty or vulnerability, but there are no guarantees either that the poor will always benefit. An important question is therefore the extent to which poverty in Africa can be attributed to trade liberalisation. Using the example of Zimbabwe, this paper explores how successful trade liberalisation has been in alleviating poverty and improving income distribution.
Zimbabwe implemented a comprehensive trade liberalisation programme in 1991 which reversed a long tradition of dirigisme. Import controls, industrial licensing and fixed exchange rates associated with the previous period were dismantled. Despite the serious drought in 1991-92, the liberalisation policy was not reversed. The aggregate response of trade to the opening-up was quite dramatic. Total trade rose from 45 per cent of GDP in 1988 to more than 100 per cent ten years later. While it is generally agreed that the programme significantly altered the contours of the Zimbabwean economy, it is also possible that the programme could have sharpened inequality and increased poverty. Poverty has been on the increase, particularly since the implementation of the structural adjustment programme in 1991 leading people to blame the reforms for the increased poverty. For the reader who is more interested in trade policy effects than Zimbabwe, the question is whether Zimbabwe's experience is an inevitable consequence of trade liberalisation or whether it is simply a result of 'local' mismanagement. This paper will attempt to show that, while the last of these reasons is important, there are lessons to be drawn by a wider audience.
This paper aims to establish the longer-term impact of trade liberalisation, through a complete removal of tariffs, on incomes, poverty and inequality in Zimbabwe. We use tariffs as the main instrument for reform rather than quantitative restrictions, mainly because we are interested in analysing the classic trade effects. Further, our objective is to analyse the links between poverty and tariff reductions. This simulation is important because it allows us to see the effects that tariff policy could have had on poverty and inequality had all the other variables changing at the same time been held constant. These counterfactual effects are interesting because they show us whether the aftershock effects that occurred are due to the policy or other influences in the economy such as inflexible adjustment of labour and capital and skill-biased technical change. Indeed, Zimbabwe is a country that has been badly affected by politics in the last several years and it is therefore interesting to present a counterfactual picture of what could have happened assuming the maintenance of the pre-crisis structure.
To construct the counterfactuals, we use a computable general equilibrium (CGE) model that is benchmarked to the 1995 social accounting matrix (SAM) data. This baseline has been selected for several reasons. First, we would like to analyse tariff removal and not any other quantitative barriers to trade. By 1995, most of the quantitative barriers had been removed and tariffs had become the main instrument of trade policy. Second, the microsimulation data is obtained from a 1995 household survey and this makes it easily conformable for use with a 1995 SAM. Lastly, given the economic disruptions that are linked to the recent land reform policies, the year 1995 is one of the latest stable years to work with in Zimbabwe. In thinking about these issues, it is useful to realise that the majority of CGE models used in poverty and inequality analysis are aggregated CGEs with representative households used to infer changes on income distribution due to trade liberalisation. In such models, not much can be done in terms of poverty analysis since, by its nature, the study of poverty relies on micro-data. To overcome this limitation we replace the assumption of a representative household by incorporating all the households from a nationally representative survey. In this way, we endogenise intra-group variations. To our knowledge there is no work yet that looks at poverty and trade at the household level in a CGE model in Zimbabwe.
The rest of the paper is arranged as follows. We first discuss some relevant country background pertaining to trade liberalisation and poverty in section 2. Section 3 develops the methodology used while the following section presents the simulation and results. The final section concludes.
II. Trade Liberalisation in Zimbabwe
Trade liberalisation in Zimbabwe was launched under the auspices of a broader set of measures referred to as the Economic Structural Adjustment Programme (ESAP). The trade liberalisation that was undertaken between 1991 and 1997 was meant to shift the economy from the rationed allocation of foreign currency of the 1980s to market-based access. Import controls, industrial licensing and the fixed exchange rates of the previous regime were dismantled first in the early 1990s, while tariff reduction was completed by 1997. Before the liberalisation period, tariffs were used mainly as an instrument to raise revenue with the role of protection of industry being assigned to other import and exchange controls. This, however, changed after liberalisation because most of the important quantitative trade restrictions had been removed by 1994. In 1997 a new tariff structure was launched (see Table 1 ). The major contribution was a reduction in the rates and a rationalisation of band structures. The other aim was to lower duties on raw materials and other inputs in an effort to reduce tariff payment evasion that had been rife before that period. Some major policy reversals, though, have since occurred with some rates being increased and others lowered further, particularly in the new millennium due to pressing balance of payments problems.
Neglecting adjustment problems, trade liberalisation should lead to an acceleration of growth and productivity through greater allocative efficiency and better resource allocation. In the case of Zimbabwe, the growth rate was higher, at 4.2 per cent, during the 1980s than during the last decade of the Unilateral Declaration of Independence era (1971-79) (4.2 per cent) and from 1991 to 2000 (0.3 per cent). In 1999 GDP growth was flat, fell deeply between 2000 and 2005 and an even bigger fall is forecast for the next few years at least. Over the period 1990 to 1998, the annual projected growth in population was an average of 2.6 per cent, which was higher than the economic growth rate of 0.3 per cent. As a result, per capita GDP growth was declining and this implies declining living standards. This, in turn, has serious implications for poverty.
A broad analysis of the performance of exports in the regulated, transition and liberalised periods suggests that the reforms may have stimulated export growth. Total exports grew steadily from slightly over Z$5 billion in 1991 to a little over Z$25 billion in 1996 (Reserve Bank of Zimbabwe, 1997) . During the pre-adjustment period the US$ value of exports grew by only 2.4 per cent per annum. Between 1994 and 1998 export growth averaged 5 per cent per year. The rate of growth was reversed in 1997 and there was a substantial decline in 1998. This downturn continued through the new millennium. Imports also grew steadily from Z$5 billion in 1991 to Z$20 billion in 1996 (Reserve Bank of Zimbabwe, 1997) . In 1990, the manufacturing sector contributed 22.8 per cent of GDP and by 1996 this had declined to 20.7 per cent and to 17.1 per cent by 1998. In the ESAP period from 1991 to 1996, overall real GDP declined by 3.8 per cent. The decline in the o op pe en nU UP P Zimbabwe, 1997: 20. manufacturing sector alone accounted for most of this. If it were not for positive growth in finance and other sectors, GDP would have fallen by more than 3.8 per cent (Bhalla et al., 2000) . After 1994, although there was positive growth in GDP (11.9 per cent increase up to 1998), with most sectors growing, the manufacturing sector continued its decline. This suggests that the falling share of manufacturing can be interpreted as deindustrialisation rather than simply relative shifts in sector sizes (Bhalla et al., 2000) .
Poverty increased in the 1990s after the onset of the reform programme (World Bank, 1998 (PASS, 1996) . The PASS survey found that, for 1995, poverty was more prevalent in rural areas with 75 per cent of households in the total poor category compared to 39 per cent in the urban areas. The highest incidence of poverty in 1995 was in the communal areas (84 per cent of households), followed by the resettlement areas and small-scale commercial farms (70 per cent), large-scale commercial farms (57 per cent) and urban areas (39 per cent). Rural areas had the highest distribution of all classifications of poverty, as shown in Table 2 .
As might be expected, the poorest households were those without employment, and the least poor were those that owned businesses and were themselves employers (PASS, 1996) . In terms of skill, the survey results showed that the unskilled workers were the poorest.
The land reform policies and land invasions from 2000 onwards have greatly disrupted the economy. The agricultural sector, which had traditionally been the main contributor to growth (contributing more than 60 per cent of the foreign currency in the 1990s), has been severely affected by the disturbances on the farms. The land reforms not only led to reduced output due to uncertainty but reduced output due to lack of resources and expertise on the part of the new farmers. The droughts that have occurred in most of the years since the reforms have contributed to making things worse. Agriculture's contribution to the economy has since fallen drastically.
With a Gini coefficient of 57.83, Zimbabwe ranked fifth in inequality in 1990 out of a total of 108 developing countries. There are several lines along which inequalities occur in Zimbabwe. Some of the main ones are along racial lines, along urban and rural dwelling, along ownership of factors of production, and along skill. The CSO found that in 1990/1991, the greatest inequality was measured in communal areas using the Theil index (CSO, 1995) . It is here that the majority of Zimbabweans reside. Generally, it is agreed that inequality has been on the increase since the beginning of the reforms. For instance, the share of GDP going to wages and salaries fell from 57.3 per cent in the late 1980s to 45 per cent in the first half of the 1990s, while that of profits went up between the two periods. Thus more poverty and income inequality was witnessed after the reform period.
Model Development

A Review of Related Models
There has been some previous work on Zimbabwe focusing on the role of trade policy in influencing growth, income distribution and indirectly affecting poverty Bautista et al. 1998; Mabugu, 2001; ChitigaMabugu, 2001 ). As in most other places elsewhere in the world, these models use the representative household assumption and thus can only give results pertaining to average changes in income distribution after policy shocks.
The studies have each different angles, different types of trade liberalisation and different specifications. The Davies et al. (1994 Davies et al. ( , 1998 model is the basis of the models by Torvik (1998), Mabugu (2001) and Chitiga-Mabugu (2001) . This is a static CGE model using data from 1985. Among other specifications, trade is characterised by foreign currency rationing rules and a fixed exchange rate. There is a shortage of foreign currency explicitly specified in the model reflecting the situation in the economy at that time. Most of the trade liberalisation experiments are variations of removal of rationing rules and devaluation of the Zimbabwean dollar, while in Mabugu (2001) the consequences of reduction in trade taxes are explored. For Rattso and Torvik (1998), trade liberalisation is characterised by the removal of foreign currency rationing in different stages and not by removal of tariffs. They found that, in the short run, there was a contraction of output and employment after that type of trade liberalisation. They also found that there was a consumption boom as people ran down previously forced savings, leading to a rising trade deficit. They used four income distribution groups and generally found that this type of trade liberalisation favoured the richer groups. Bautista et al. (1998) offered a different version to these models. They use a SAM for 1991, a period marking the beginning of structural adjustment policies in Zimbabwe. They assume a fixed exchange rate and an endogenously determined current account balance to reflect the reality of the base year for their SAM. They also have quantitative import restrictions caused by rationing rules. They simulate among several other experiments a policy of trade liberalisation. Trade liberalisation in Bautista et al. (1998) is an experiment in the removal of non-tariff barriers, substantial lowering of the tariff rate to a lower uniform rate and removal of foreign exchange controls. This was an experiment directly related to the events of this period of structural adjustment. They find that trade liberalisation benefits all groups in the economy, although the benefit to the poorest majority group is the least.
In the past few years there has been a growth of studies on trade liberalisation and poverty and income distribution using CGE models. Generally there are several approaches that have been used to study these issues (for a summary, see Davies, 2004) . The traditional method is to use an aggregated CGE with representative households to infer changes on income distribution due to trade liberalisation. In such models, not much can be done in terms of poverty analysis since, by its nature, the study of poverty relies on micro-data. As a result of this limitation, there have been attempts to try and pay attention to as much income distribution and poverty data as possible by greatly disaggregating the household types (see for example Piggott and Whalley, 1985) . However, even in such studies comprehensive poverty analysis is not permitted.
As a response to this shortcoming of standard CGE models, various authors have gone back to earlier work by Adelman and Robinson (1979) , assuming a distributional form for the income and using this to estimate poverty changes after a simulation. Demery and Demery (1991) used a lognormal distribution to analyse the poverty impacts of policies. have used a Beta function as opposed to the lognormal distribution because it is more flexible. A similar type of study was done by Stifel and Thorbecke (2003) . These studies show that there is much in terms of poverty and inequality analysis that can be done using this type of analysis. In all the above cases, the traditional CGE is only linked to the micro-data after the simulation. Thus the representative household assumption is maintained and there is no consideration of intragroup distributions which allows for an in-depth analysis of poverty. To capture as much heterogeneity as possible among households, one needs to use microsimulation approaches whose history dates back to Orcutt (1957) . The particular form of microsimulation relevant for this paper is the one where one incorporates household data into the CGE model and simulates the model with all the individual households (see Cogneau and Robilliard, 2000) .
Such an approach was used by Cockburn (2001) , who looked at trade liberalisation and poverty in Nepal. The assumption of a representative household is replaced by incorporating all the households from a nationally representative survey. In this way, the study endogenises intra-group variations. The households in the model are characterised by their sources of income and consumption patterns. Cockburn's findings lend support to the view that microsimulations are very important for poverty analysis. Cororaton (2003) has also used the same methodology for the Philippines with 24,797 households and succeeded in carrying out a comprehensive poverty and income distribution analysis. give a comparison of results of poverty and income distribution using three main types of methods: traditional CGEs with representative households; use of household data or other forms to infer the distribution of each representative household; and the inclusion of household data into the CGE model itself. Their comparisons show that the last mentioned methodology of micro-simulation is superior to all the others in terms of a comprehensive analysis of poverty and thus is a worthwhile exercise for poverty analysis. These results are also confirmed by the work of Savard (2004).
Model Description
Broadly speaking there are two kinds of CGE models that are usually applied to tariff analysis. The first group can be traced back to applied welfare economics and is largely an attempt to make operational Walras's general equilibrium framework. At the heart of these models are neoclassical theories of the firm and household behaviour. The objective of Walrasian CGE analysis is to quantify the effects of tariff changes on the optimal allocation of resources, on efficiency and on welfare. The second variety of CGE models applied to tariff analysis are what can be termed macro-CGEs. The objective here is typically to quantify short-run rigidities such as those found in factor markets, income distribution consequences, sectoral growth and trade balance effects rather than to focus exclusively on resource allocation effects of tariff policy. The understanding in this paper is that macroeconomic issues such as unemployment add to the welfare and poverty debate and therefore macro-CGEs add to our understanding of tariff policy reforms. However, they can cloud the debate and, strictly speaking, can take us outside the realm of efficiency (in resource allocation) and welfare in attempting to understand effects of policy on poverty. For this reason, the model used in this paper is largely in the former tradition because the aim is to take into account welfare and poverty analysis in the broader sense where it is about resource allocation and distribution ('actual' as opposed to representative agents). As well, we look at the rather longer-run effects of policies and largely ignore the short-run rigidities that would necessitate using a macro-CGE model that accounts for rigidities and other short-run frictional issues. We see the effects of trade policies on poverty as largely long-run rather than short-run issues.
The model used is based on the EXTER+ model (see Cockburn and Cloutier, 2002; and Cockburn et al. 2004) . The model is calibrated to a 1995 SAM for Zimbabwe (Chitiga et al. 2000) . The model has 16 production sectors and activities as shown in Table 3 . Eight of these sectors are agriculture-based while four are manufacturing based. There is a mining sector and three services (including electricity). The model uses four factors of production, namely skilled labour, unskilled labour, capital and land. The model incorporates 14,006 households. These households are derived from the 1995 Poverty Assessment Study o op pe en nU UP P Survey (PASS). The income and expenditure data for the survey was extracted and reconciled to the SAM sectors, institutions and factors of production.
The model makes use of nested production functions. Total production is determined by a Leontief function between value added and intermediates at the top level. Intermediate demand by sectors is also modelled as a Leontief function. The produced commodities are all sold through the market. The factors of production are modelled as a CES function between capital and labour. Firms aim to minimise costs and through this determine their factor demands. In the agricultural sector, land is also included in the CES function between the composite factor (capital and labour) and land. Labour is modelled as a CES function between skilled and unskilled labour. Capital and land are fixed in aggregate, and capital is freely mobile across sectors. The labour market closure is that labour is freely mobile between sectors, its volume is given and wages for each skill type adjust to clear the market.
The nominal exchange rate is taken as the numeraire. All other prices are variable. The local price is made up of the producer price plus indirect tax. The import price and the domestic price then form the composite price for the sectoral composite commodity. The local import price is the world price adjusted by the exchange rate and import taxes. The experiment of removing import taxes will thus have an impact on the composite price. Output price affects the export price and is itself affected by input prices.
The produced output is an aggregate output sold in the domestic market or in the export market. At this stage there is imperfect transformation of the aggregate good into exports and domestic goods given by a constant elasticity of transformation (CET) function. Producers seek to maximise the revenue from their sales given the constraint in the transformation. Export demand is assumed infinitely elastic. The price received by producers is given in local currency. In the domestic market the good is sold to households, the government and used for investment and intermediate inputs. Domestic prices are flexible and they equilibrate the demand and supply of the different commodities. In the domestic market there are also imported commodities. These are combined in a CES function to form a composite commodity in each sector (Armington, 1969) . International supply of imports is assumed to be perfectly elastic at the given world prices. These Armington specifications allow for two-way trade as well as some degree of independence in domestic prices, which reflects the real situation of many countries.
Institutions consist of households, government, firms and the rest of the world. Households receive the bulk of their income from ownership of the factors of production. They also receive income transfers from the government, firms, other households and the rest of the world. They spend their income on taxes, transfers to other institutions, savings and then on consumption of commodities. While average propensity to save is constant, we add an auxiliary variable that allows savings to adjust to given investment levels. Consumption demand is specified as a linear expenditure system obtained from maximising a Stone Geary utility function. The calibration of minimal consumption is performed with the help of the income elasticity and the Frisch parameters, after first carrying out an adjustment of the elasticities to ensure that they respect Engel aggregation in the LES demand system. All households are assumed to have the same utility function. Enterprises receive income from capital and transfers from other institutions. They pay taxes, save and transfer income to other institutions but do not consume sectoral output.
The model contains 14006 households derived from a nationally representative survey of 1995. The expenditure and income data for each household are extracted and linked to the macroeconomic data. Instead of having a few representative households, we have all the households from the survey scaled up to the national population. This data now forms part of the social accounting matrix and is used directly to calibrate parameters and to solve the CGE model. We are then able to trace the impacts of policies on each household as these would be impacted differently depending mainly on their various sources of income and patterns of expenditure. After the simulation, the before and after simulation expenditure is then compared to check how poverty and inequality have changed following a policy simulation.
The government receives taxes from institutions, commodities and activities. These taxes are given as fixed ad valorem rates. Direct taxes apply to enterprises and rich households. Government expenditure is on commodities and on transfers to other institutions. All transfers to households are fixed shares. The government expenditure is fixed. When import taxes are removed this has government revenue consequences. How the government responds to this is obviously very important. In line with most welfare analysis in public finance, we have chosen to make public savings exogenous so as to avoid analysing the welfare impacts of government spending. The revenue that is sufficient to attain the given level of government spending can be reached through adjustment of direct taxes on household income. Thus direct tax is instituted to compensate for the decline in revenue following a removal of import tariffs.
Total investment and the current account deficit are fixed and this has the effect of ruling out possible occurrences of a 'free lunch' outcome from unlimited international inflows. The model is square in the sense that the number of equations is equal to the number of variables. It is solved as a system of simultaneous nonlinear equations. The model reflects a Walrasian economy that solves for relative prices.
Simulation Results
The simulation conducted is a total removal of import tariffs. We present the sectoral and macro results of this experiment first. It is important to understand some of the base year statistics in order to understand the results. For instance, we see in Figure 1 that three of the agricultural sectors were subjected to tariffs as well as all tradable manufacturing, mining and private services. We expect these sectors therefore to be directly affected by the fall in the price of imports induced by a tariff removal. Table Al in the Appendix also shows various base case sectoral shares of imports, exports and total output. We see, for instance, that the sector 'all other manufacturing' has the largest share of imports while tobacco has the largest share of exports. Most agricultural goods are exported with almost all tobacco, tea and coffee being exports. We also see that the largest contribution to value added is the tertiary sector followed by the industrial sector and then the primary sectors.
We expect that the simulation will affect prices of imports directly. This will in turn affect all other prices due to interlinkages that exist in the economy. Most domestic prices are likely to fall, leading to a switch to export production. At the same time there is likely to be a switch to imported commodities. The production structure will thus change, thereby changing the incomes of the institutions in the model. The gaining sectors, such as export-oriented sectors, will benefit those whose factors are used intensively in their production. On the other hand the sectors whose goods are being substituted by imports are likely to reduce production, thereby adversely impacting on the factors that they use intensively and their owners. These income effects, together with induced price effects, ultimately determine the poverty outcome. Depending on which sectors experience price reductions, those households who spend a greater proportion of their income on these will benefit. As the poor normally devote a larger share of their income to food, it is especially important to find out what happens to the prices of food after the simulation.
As expected, the initial effect of the experiment is to reduce all import prices in local currency by an overall 10.9 per cent. As a result, imports go up overall by 4.9 per cent. Figure 1 shows that the sectoral import price effect is related to the initial tariff.
The higher the initial tariff, the higher the associated fall in price. The main beneficiaries in terms of increased imports are the sectors that had previously high protection such as horticulture (39 per cent) and grain (21.3 per cent). It should be o op pe en nU UP P mentioned, however, that except for manufacturing sectors, imports' contribution to total output in most other sectors is quite low, as seen in Table Al . Thus the output effects and price advantages from reduced tariffs are also affected by this. The increase in imports, which implies a reduction in domestic demand, forces domestic prices to fall. However, in the agriculture sectors there is a reallocation of resources to the export-oriented sectors, leaving the grain and livestock sectors with much less production than before. The result of this reduced output puts pressure on prices in these sectors, thereby increasing the price of food. However, for most other sectors, the domestic prices fall, as seen in Table 4 . The result of reduced domestic prices against given export prices is that the export market becomes more competitive than the local market. All previous major exporters, such as tobacco and cotton, some manufacturing, mining and private services increase their exports. In terms of total output, only some agriculture sectors, such as cotton and tobacco (11.8 per cent), tea and coffee (5.8 per cent) and some mining (1.8 per cent) and private service sectors (1.5 per cent) see an increase (see Table 5 ). All other sectors, particularly the manufacturing sectors, end up shrinking in size after this simulation. The economy-wide output effect is a fall in production of 0.2 per cent.
Labour is one of the main resources in which the poor are abundantly endowed and thus determines their status after a shock. The sectors that show an increase in labour demand after this experiment are mainly primary and tertiary. These sectors use more unskilled workers than the sectors that have shrunk. We thus expect an increase in demand for this type of labour and a fall in demand for skilled labour. The prices of the factors move to equilibrate the labour market and the results in Table 4 show that the increase in demand for unskilled labour works to increase its price (10.4 per cent), while the reduced demand for skilled Table 4 . Simulation results (percent change relative to the base values) o op pe en nU UP P labour leads to a fall in the price (-11.4 per cent) of this factor. Land values increase because of the increase in some of the agricultural sectors. This tends to reduce the demand for the factor. For capital, the shift in production away from capital-intensive industries depresses demand for the factor, leading to a fall in its return by 6.2 per cent, as seen in Table 4 . Generally, we see that the experiment leads to a reallocation of resources from other sectors to the export sectors, mainly agriculture and mining. The results suggest benefits especially for farmers that produce export-oriented crops and the factors of production that they use.
The income distribution impact on the households varies depending on their sources of income and composition of expenditures. The generally well-off households relying on skilled labour and capital income have been hit the hardest by this policy reform. Those reliant on unskilled incomes benefit through increased income. On the other hand, it may be expected that farmers in the rural areas have benefited from this policy because their incomes have gone up. However, we must be careful to recall that rural households are very diverse in that there is a small group of large-scale farmers coexisting with a large group of communal farmers. Although the land reform process would have somewhat affected this mid-1990s picture, we expect that the general picture would still be a case of many small communal farmers, coexisting with a smaller number of larger more commercial oriented farmers at the end of the land reforms.
As mentioned earlier, the advantage of microsimulation is that a further probe into the impact of the policy on poverty and inequality can be carried out. This is because we introduce household income explicitly into the model. We have thus introduced heterogeneity and dispensed with the assumption of the representative Table 5 . Simulation results (percent changes relative to the base case) o op pe en nU UP P household. We compute some poverty indicators as shown in Table 6 . This is done by using the Foster, Greer and Thorbecke (FGT) measures to decompose poverty into the poverty headcount (population below the poverty line), poverty gap and the severity of poverty. We compute these measures using the software DAD (Duclos et al., 2002) .
For the continuous case, the FGT index is denned as:
( 1) where is the poverty line, is income (or consumption expenditure) and is the degree of aversion to poverty. The poverty headcount index, when the degree of aversion to poverty is given as = 0, gives us the number of households below the poverty line divided by the total households in the group. This thus shows the prevalence of poverty but does not give us an indication of the degree of poverty. Poverty depth informs us on the mean shortfall of the poor's income below the poverty line. In this case = 1 and we are able to tell the level of income transfer needed to bring all poor households to the poverty line. Finally, we calculate an index for the severity of poverty, which considers the inequality among households that are poor. In this case with = 2, more importance is accorded to the shortfalls of the poorest households. The weight assigned to each household is equal to its shortfall from the poverty line (see also Ravallion, 1994) . Using the household data consumption expenditure results, the following poverty results were found for this experiment. We see from Table 6 that the removal of tariffs leads to a fall in poverty, seen through the reduction in headcount, poverty gap and the severity of poverty between the base and after simulation FGT values. The fall in prices throughout the economy makes the consumption basket cheaper than before and the increase in incomes of the poor allows some of them to move out of poverty. Further, we notice that the greater reduction in poverty occurs in the urban areas as opposed to rural areas. The results are partly explained by the variation in commodity prices. The rural poor mainly consume grains as the main food item while the urban poor mainly consume processed food (mealie-meal) as their main food item. As seen in Table 4 , the price of grain has slightly increased by 0.3 per cent while the price of processed food has fallen substantially by 3.5 per cent. However, the fall in the price of horticultural goods by 0.7 per cent is an advantage mainly for the rural poor households. However, the urban poor households benefit the most from food price reductions and this explains the larger fall in poverty for this group.
FGT measures are quite sensitive to the choice of the poverty line. To check that for a wide range of selected poverty lines the results are maintained, we plot the difference in the before and after simulation FGT measures for a wide range of poverty lines. We see in Figure 2 that for the full range, for all the population, poverty is reduced after the simulation. This same result was also found for poverty severity and the poverty gap measures. Figure 3 shows that the final choice of the poverty line matters. By looking at the variation in headcount ratio, there appears to be some increase in the number of those who are the very poor but a definite reduction in the number of those that are poor to moderately poor, who form the larger of the two groups. This confirms the result already found that in general, poverty is reduced by this trade policy reform.
The poverty gap variations reinforce these results, as seen in Figure 4 . There is only a slight increase in the poverty gap among the very poorest, but there is a fall in poverty among the rest of the poor groups. These results also carry through to the case of poverty severity, confirming that poverty severity falls in the economy with trade liberalisation.
Next we compute inequality indexes. First we use the Gini-coefficient, whose formula is: (2) where is income (or consumption expenditure) and is population.
The assumption that all capital is fully mobile between sectors means that the general reduced activity in the industrial sector dampens the return on all capital. This includes also agricultural capital. As a result even though incomes of export agriculturalists increase, their income from capital falls. This against the fact that low incomes have increased means that we expect the incomes of the poor to rise o op pe en nU UP P while those of the rich are not increasing as much. Indeed the inequality indexes show that there is a fall in inequality, although it is very small. Thus with free mobility we see that tariff reduction will tend to slightly reduce inequality through income benefits for the poorer groups of society, as seen in Table 7 .
The inequality results are confirmed by the Atkinson index of inequality whose results are reported in Table 8 . This index is given by the following formula:
(3) It calculates 1 where is the uniform income level which when received by all households leads to the same total welfare as the actual income distribution, is then the prevailing mean income. We use both =0.5 and 0.75 to indicate different level of the society's aversion to poverty.
The results show that inequality has either remained the same or has slightly fallen after the reforms. This is because of the improvement of incomes for the unskilled Table 7 . Gini index of inequality workers with a fall in capital incomes as well as skilled incomes. This inequality result is most likely driven by the factor market closure rule. For instance, had capital not been allowed to be freely mobile, we would have expected large-scale farmers to benefit much more than presently, leading to increased inequality in the rural areas. This result tells us that in the longer run, trade liberalisation does not harm income distribution and could even improve it.
The Lorenz curves in Figure 5 for the whole population confirm the above results by showing that there is hardly any difference in distribution before and after the simulation.
The theoretical argument is that in a country where the export industries are intensive in unskilled labour, liberalisation is predicted to reduce poverty in the long run. For instance, Kruger (2000) analysed the impact of trade liberalisation in Nicaragua and the results showed that removing trade restrictions reduced prices for agricultural products. This was outweighed by the income effect of the decline in prices of consumption goods. The overall effect indicated that the net real income for the most poor increased by 2.3 per cent, and real incomes for all the poor increased by 1.7 per cent. Zimbabwe, as in the case of the Latin American country, has a strong agricultural export sector and it does not seem representative for most African countries or some LDCs in general. Therefore, trade liberalisation is expected to realise long-run welfare gains. In some cases where agriculture is protected, results may be different. Cockburn (2001) found that for Nepal, a complete removal of tariffs reduced poverty in urban areas but increased it in rural areas, especially in the case of those moderately poor. The poverty results are different from ours for the reason that the economies of the two countries are different. In Nepal, liberalisation depressed the price of rice, on which many rural households relied. In the case of Zimbabwe on the other hand, liberalisation benefits the agricultural exports and thus the incomes of agriculture workers. These differences in results further merit the importance of empirical studies. We must point out that the magnitudes of poverty and inequality changes are quite small when compared to the magnitude of the simulation. This is quite common in the literature. CGE models are notorious for small poverty effects that they generate. Similar magnitudes of poverty effects were also reported by Cockburn (2001) and Cororaton (2003) . There is a growing literature, which can be described as 'the hunt for big numbers' which addresses this particular issue (Roland-Hoist, 2003) . The recent budding work on dynamic CGE analysis of trade policy as well as studies using increasing returns to scale technology are prominent themes in this type of work.
Percentile
Summary and Conclusion
This paper has used a micro simulation CGE model to study the long-run impact on poverty of trade liberalisation in Zimbabwe. The model is static in nature and of the neoclassical type. It is based on the Exter+ family of models developed by and Cockburn et al. (2004) . It contains 16 sectors, four factors of production and 14,006 households. The data are from 1995. The complete removal of tariffs favours export oriented sectors. The unskilled labour factor used intensively in agriculture, mining and services benefits from this policy. Most manufacturing sectors shrink, leading to a fall in demand for skilled labour and capital. These factors see a reduction in their remuneration. Returns to land increase as export agriculture expands. Overall consumer prices fall and consumption expenditure also falls in the economy.
The policy reduces overall poverty in the economy. On closer inspection, we notice that poverty falls more in the urban than in the rural areas. In terms of income distribution, we see that there is hardly any change in inequality but a slight tendency towards more equitable distribution. This is not too surprising given that, in general, poor people gain while the capital owners and the skilled labourers are adversely affected. Although the magnitude of the impacts are relatively small, we are still able to gain valuable insights into the direction of change in poverty due to tariff removal in Zimbabwe.
The methodology used has helped us to understand the impact of this policy on overall poverty as well as on regional poverty. Thus, whereas a macro CGE model might have been able to tell us the changes in aggregate income, the richer poverty and inequality information can only be obtained from such a microsimulation CGE model. The particular changes in poverty and inequality that occur in rural versus urban areas are important for the government in its implementation of such recovery programmes as the social dimensions of adjustment that were implemented in the 1990s to try and alleviate the effects of reforms. from comments by PEP workshop participants, especially Jim Davies. Comments from GTAP 2005 participants and the 10th Annual African Econometric Society (AES) 2005 are also acknowledged. Suggestions from two anonymous referees are gratefully acknowledged. Any errors remain our own. The findings, interpretations, and conclusions expressed in this paper are those of the authors and do not represent the views and policies of the National Treasury.
