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Abstract
Graph Neural Networks (GNNs) have been widely studied for graph data repre-
sentation and learning. However, existing GNNs generally conduct context-aware
learning on node feature representation only which usually ignores the learning
of edge (weight) representation. In this paper, we propose a novel unified GNN
model, named Context-aware Adaptive Graph Attention Network (CaGAT). Ca-
GAT aims to learn a context-aware attention representation for each graph edge by
further exploiting the context relationships among different edges. In particular,
CaGAT conducts context-aware learning on both node feature representation and
edge (weight) representation simultaneously and cooperatively in a unified manner
which can boost their respective performance in network training. We apply Ca-
GAT on semi-supervised learning tasks. Promising experimental results on several
benchmark datasets demonstrate the effectiveness and benefits of CaGAT.
1 Introduction
Graph data representation and learning is a fundamental problem in machine learning area. Recently,
Graph Neural Networks (GNNs) have been widely studied for this problem [5, 10, 15, 7, 17, 24].
Overall, existing GNNs can generally be categorized into spatial methods and spectral methods [24].
Spectral methods usually define the graph convolution based on spectral representation of graphs.
For example, Bruna et al. [3] propose a spectral based graph convolution network (GCN) by using
the eigen-decomposition of graph Laplacian matrix. Henaff et al. [8] further introduce a spatially
constrained spectral filters in GCN layer-wise propagation. By using Chebyshev expansion, Defferrard
et al. [5] propose a method to approximate the spectral filters and thus derive a more efficient GCN
model. By using the first-order approximation of spectral filters, Kipf et al. [10] also present a more
efficient GCN for graph based semi-supervised learning.
In this paper, we focus on spatial methods. For spatial GNN methods, they generally define the
graph convolution by employing a specific node feature diffusion (or aggregation) operation on
neighbors to obtain the context-aware representations of graph nodes in GNN layer-wise propaga-
tion [15, 13, 20, 22, 18]. For example, Atwood and Towsley [1] propose Diffusion-Convolutional
Neural Networks (DCNNs) by incorporating graph diffusion process into GNN network. Li et al. [13]
propose Diffusion Convolutional Recurrent Neural Network (DCRNN) which employs a finite K-step
truncated random walk diffusion model for feature aggregation. Klicpera et al. [11] propose to
integrate PageRank propagation into GCN in layer-wise propagation. Hamilton et al. [7] present a
general inductive representation and learning framework (GraphSAGE) by sampling and aggregating
features from a node’s local neighborhood. The above methods generally conduct graph node feature
diffusion/aggreagtion on a fixed structure graph. Recently, Velickovic et al. [17] propose Graph
Attention Networks (GATs) which first assign different weights for graph edges and then develop an
adaptive weighted feature aggregation mechanism in its layer-wise feature propagation.
Motivation. One main limitation of the above existing spatial GNNs is that they generally conduct
context-aware learning on node feature representation only which obviously ignores the learning
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of edge (weight) representation. Although, the attention learning and representation of edges have
been proposed in GATs [17], they are learned independently which lacks of considering the context
relationships among different edges. This motivates us to develop a unified model, named Context-
aware adaptive Graph Attention Network (CaGAT), which conducts context-aware learning on
both node feature representation and edge (weight) representation simultaneously in layer-wise
propagation.
It is known that, in GNNs, the context-aware learning of node feature representation is usually
conducted via a feature diffusion model. This inspires us to achieve context-aware learning of edge
representation similarly by employing a graph diffusion model. In this paper, we adopt a Tensor
Product Graph (TPG) diffusion model [2, 21], which provides an explicit diffusion for pairwise
relationship data. Specifically, in our CaGAT architecture, we employ TPG and Neighborhood
Propagation (NP) [19] for the context-aware learning of graph edge and node, respectively. Moreover,
both TPG and NP can well be re-formulated as regularization forms, which further helps us to derive
a unified regularization model to integrate them together for boosting their respective performance.
Contributions. Overall, the main contributions of this paper are summarized as follows:
• We propose a novel spatial GNN, named CaGAT for graph data representation and learning.
• We propose to introduce context-aware edge learning/representation in GNN architecture by
employing a tensor product graph diffusion model.
• We provide a unified learning framework to conduct both edge attention (weight) represen-
tation and node feature representation cooperatively in GNN architecture.
Promising experimental results on several benchmark datasets demonstrate the effectiveness of the
proposed CaGAT model on semi-supervised learning tasks.
2 Related Works
Graph Attention Networks (GATs) [17] have been widely used for graph data analysis and learning.
GATs conduct two steps in each hidden layer, i.e., 1) graph edge attention estimation and 2) node
feature aggregation and representation.
Step 1: Edge attention estimation. Given a set of node features H = (h1,h2 · · · hn) ∈ Rd×n and
graph adjacency matrix A ∈ Rn×n, GATs define the graph attention G(hi,hj ; W,Θ) for each graph
edge eij as,
G(hi,hj ; W,Θ) = softmaxG
(
f(Whi,Whj ; Θ)
)
(1)
where W ∈ Rd˜×d and Θ denote the layer-specific trainable parameter of linear transformation and
attention estimation, respectively. softmaxG denotes the softmax function defined on graph1. In
work [17], the attention mechanism function f(Whi,Whj ; Θ) is defined by a single-layer feedfor-
ward neural network, parameterized by a weight vector Θ ∈ R2d×1. That is,
f(Whi,Whj ; Θ) = σa
(
ΘT[Whi‖Whj ]
)
(2)
where σa(·) denotes some nonlinear function, such as LeakyReLU, and ‖ denotes the concatenation
operation.
Step 2: Note feature aggregation and representation. Based on the above graph edge attention,
GATs define the node feature aggregation to obtain the context-aware feature representation h′i for
each node vi as,
h′i =
∑
j∈Ni
G(hi,hj ; W,Θ)Whj (3)
In addition, in each hidden layer of GATs, an activation function σ(·) is further conducted on h′i to
obtain nonlinear representation. The last layer of GATs outputs the final representation of graph nodes,
1It is defined as
softmaxG(fij) =
exp(fij)∑
k∈Ni exp(fik)
whereNi denotes the neighborhood set of node vi which is specified by adjacency matrix A of graph.
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which can be used for many learning tasks, such as clustering, visualization and (semi-supervised)
classification etc. In this paper, we focus on semi-supervised classification. For this task, the layer-
specific weight parameters {W,Θ} of each layer are optimized by minimizing the cross-entropy loss
defined on labelled data, as discussed in works [10, 17].
3 Context-aware Adaptive Graph Attention Network
There are two main limitations for the above GATs. First, GATs estimate the attention of of each
graph edge independently which ignores the context relationships among different edges. Second,
GATs conduct Step 1 edge attention estimation and Step 2 node feature aggregation/representation
independently which also neglects the correlation between these two steps and thus may lead to weak
suboptimal learning results.
To overcome these issues, we propose a novel GNN model, named Context-aware adaptive Graph
Attention (CaGAT). CaGAT has two main aspects. First, CaGAT aims to learn a context-aware
graph edge attention by exploiting the context relationship information of edges encoded in graph
A. Second, CaGAT conducts 1) graph edge attention learning and 2) node feature representation
simultaneously and cooperatively in a unified model to boost their respective performance.
3.1 Context-aware edge attention learning
Setting D as a diagonal matrix with elements Dii =
∑
j Aij , the diffusion matrix can be defined
as A¯ = D−1A. Motivated by recent works on Tensor Product Graph (TPG) diffusion [2, 21], we
propose to learn a context-aware graph attention for each edge eij as follows,
S(t+1)(hi,hj ; W,Θ) = α
Context information︷ ︸︸ ︷∑
h∈Ni,k∈Nj
A¯ihS(t)(hh,hk; W,Θ)A¯kj +(1− α)
GAT︷ ︸︸ ︷
G(hi,hj ; W,Θ) (4)
where t = 0, 1 · · ·T and S(0)(hh,hk; W,Θ) = G(hh,hk; W,Θ), as defined in Eq.(1). The parameter
α ∈ (0, 1) denotes the fraction of attention information that edge eij receives from its neighbors on
graph A. The parameter W ∈ Rd˜×d and Θ denote the layer-specific trainable parameter of linear
transformation and edge attention estimation, respectively.
Remark. Comparing with GATs, the attention S(t+1)(hi,hj ; W,Θ) of edge eij is determined
based on both its own feature presentation (Whi,Whj) and attentions G(hh,hk; W,Θ) of its neigh-
boring edges ehk. Therefore, CaGAT can capture more context information in graph attention
estimation. When α = 0, CaGAT degenerates to GATs. Let S(t)ij = S(t)(hi,hj ; W,Θ) and
Gij = G(hi,hj ; W,Θ), then Eq.(4) is compactly formulated as,
S(t+1) = αA¯S(t)A¯T + (1− α)G (5)
where t = 0, 1 · · ·T and S(0) = G.
Regularization framework. Here, we show that update Eq.(5) can be theoretically explained from
an regularization framework. First, it can be rewritten as2
vec(S(t+1)) = αAvec(S(t)) + (1− α)vec(G) (6)
where A = A¯ ⊗ A¯, A¯ = D−1A, and ⊗ denotes the Kronecker product operation. The operation
vec(·) denotes the column vectorization of an input matrix by stacking its columns one after the next.
Then, one can prove that the converged solution of Eq.(6) is the optimal solution that minimizes the
following optimization problem [19, 2],
min
S
RCaGAT(S; A,G) = vec(S)T(I− A)vec(S) + µ‖S−G‖2F (7)
where µ = 1α − 1 is a replacement parameter of α to balance two terms. From this regularization
framework, one can note that, CaGAT aims to learn a context-aware graph attention S by considering
the local consistency as well as preserving the information of original graph attention G.
2For any matrices X,Y and Z with appropriate sizes, equation vec(XYZT) = (Z⊗ X)vec(Y) is satisfied.
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3.2 Node feature representation
Based on the proposed context-aware graph attention, we can obtain the feature representation of
each node vi by using the feature aggregation similar to Eq.(3) as
h′i = λ
∑
j∈Ni
S(hi,hj ; W,Θ)Whj + (1− λ)Whi (8)
where λ ∈ (0, 1) is a weight parameter. Using matrix notation, Eq.(8) is formulated as
H′ = λSWH + (1− λ)WH (9)
where Sij = S(hi,hj ; W,Θ) and thus
∑
j∈Ni Sij = 1,Sij ≥ 0.
Regularization framework. The feature aggregation Eq.(8) can be regarded as a one-step neighbor-
hood propagation (NP) which can also be derived from the following regularization framework [19],
min
H′
RNP(H′; S,WH) = Tr(H′(I− S)H′T) + γ‖H′ −WH‖2F (10)
where γ = 1λ − 1 is a replacement parameter of λ.
3.3 Unified model
Based on regularization frameworks (Eq.(6) and Eq.(9)), we can propose a unified regularization
framework by conducting context-aware learning of both graph edge attention and node feature
representation together as
min
S,H′
U = RCaGAT(S; A,G) + βRNP(H′; S,WH) (11)
where β > 0 balances two terms. In practical, the optimal S and H′ can be obtained via a simple
approximate algorithm which alternatively conducts the following Step 1 and Step 2.
Step 1. Solving S while fixing H′, the problem becomes
min
S
RCaGAT(S; A,G) + βTr(H′(I− S)H′T) (12)
Then, Eq.(12) can be rewritten more compactly as
min
S
vec(S)T(I− A)vec(S) + µ‖S−G‖2F − βTr(SH′TH′) (13)
It is equivalent to
min
S
vec(S)T(I− A)vec(S) + µ‖S− (G + β2µH′
TH′)‖2F (14)
The optimal S can be computed approximately via a power iteration update algorithm as
S(t+1) = αA¯S(t)A¯T + (1− α)G + ξH′TH′ (15)
where t = 0, 1 · · ·T and S(0) = G. Parameter α = 11+µ and ξ = (1−α)β2µ .
Step 2. Solving H′ while fixing S, the problem becomes Eq.(10). The optimal solution is
H′ = (1− λ)(I− λS)−1WH (16)
and an approximate solution can be obtained by [19, 23]
H′ =
[
(λS)T + (1− λ)∑T−1t=0 (λS)i]WH (17)
When T = 1, we obtain the one-step iteration solution as
H′ = λSWH + (1− λ)WH (18)
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3.4 CaGAT architecture
The overall layer-wise propagation of the proposed CaGAT is summarized in Algorithm 1, where σ(·)
used in the last step denotes an activation function, such as ReLU(·) = max(0, ·). Considering the
efficiency of CaGAT training, we employ a truncated iteration algorithm to optimize the context-aware
problem approximately in CaGAT architecture. In this paper, we apply CaGAT on semi-supervised
classification. Similar to many other works [10, 17], the optimal weight matrix W and weight vector
Θ of each hidden layer in CaGAT are trained by minimizing the cross-entropy loss via an Adam
algorithm [9] which is initialized by using Glorot initialization [6]. Figure 1 shows the training loss
values across different epochs. One can note that, CaGAT obtains obviously lower cross-entropy
loss values than GAT at convergence, which clearly demonstrates the higher predictive accuracy of
CaGAT model.
Algorithm 1 CaGAT layer-wise propagation
1: Input: Feature matrix H ∈ Rd×n, graph A ∈ Rn×n and weight vector Θ, network weight matrix
W. parameter ξ, α and λ, maximum iteration K and T
2: Output: Feature map H′
3: Compute diffusion matrix A¯ = D−1A
4: Compute graph attention Gij as Gij = G(hi,hj ; W,Θ) (Eq.(1))
5: Update H′ as H′ ← λGWH + (1− λ)WH
6: Initialize S = G
7: for k = 1, 2 · · ·K do
8: Compute CaGAT
9: for t = 1, 2 · · ·T do
10: S← αA¯SA¯T + (1− α)G + ξH′TH′
11: end for
12: Compute feature aggregation
13: H′ ← λSWH′ + (1− λ)WH
14: end for
15: Return H′ ← σ(H′)
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Figure 1: Demonstration of cross-entropy loss values across different epochs on Cora dataset.
Complexity analysis. The main computation complexity of CaGAT network training involves
context-aware attention computation and feature aggregation. For context-aware attention computa-
tion step, we adopt a simple update algorithm and the whole computational complexity is O(Tn3)
in the worst case (for the full dense graph). For feature aggregation step, we adopt a similar feature
aggregation used in GATs [17], which has the computational complexity asO(n2d) in the worst case,
where d denotes the feature dimension of H. Therefore, the whole complexity is O(K(Tn3 + n2d)).
In our experiments, the maximum iterations {K,T} are set to {3, 2} respectively. Thus, the overall
layer-wise propagation in CaGAT is not computationally expensive.
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4 Experiments
To verify the effectiveness of the proposed method, we implement our CaGAT and test it on four
benchmark datasets and compare it with some other related methods.
4.1 Datasets
We test our method on four benchmark datasets, including Cora, Citeseer, Pubmed from a graph
neural network dataset [16] and Cora-ML [14, 12]. The details of these datasets and their usages in
our experiments are introduced below.
Cora. This data contains 2485 nodes and 7554 edges. Nodes correspond to documents and edges to
citations between documents. Each node has a 1433 dimension feature descriptor and all the nodes
are classified into 7 classes.
Citeseer. This data contains 2110 nodes and 5778 edges. Each node corresponds to a document and
edge to citation relationship between documents. The nodes of this network are classified into 6
classes and each node has been represented by a 3703 dimension feature descriptor.
Pubmed. This dataset contains 19717 nodes and 64041 edges which are classified into 3 classes.
Each node is represented by a 500 dimension feature descriptor.
Cora-ML. It contains 2810 nodes and 7981 edges. Each node is represented by a 2879 dimension
feature descriptor and all the nodes are falling into 7 classes.
Table 1: Comparison results of different methods on four benchmark datasets. The best results are
marked as bold.
Dataset Cora Citeseer
No. of label (each class) 10 20 10 20
MLP 50.30 ± 2.98 58.34 ± 1.84 52.31± 2.52 58.98 ± 1.89
LogReg [16] 50.78 ± 4.66 58.38 ± 2.36 53.23 ± 3.28 60.86 ± 2.77
LabelProp [25] 67.78 ± 4.62 75.41 ± 2.75 65.42 ± 2.65 68.24 ± 2.07
LabelProp NL [25] 70.59 ± 1.56 74.36 ± 1.69 63.81± 2.48 66.61 ± 1.82
DGI [18] 70.78 ± 4.46 71.19 ± 4.55 68.69 ± 2.35 67.97 ± 2.66
GraphSAGE [7] 70.89 ± 3.99 77.54 ± 1.91 68.48 ± 1.92 71.84 ± 1.36
CVD+PP [4] 75.97 ± 2.65 79.57 ± 1.18 70.74 ± 1.74 70.95 ± 1.21
GCN [10] 76.35 ± 2.79 79.03 ± 1.52 71.04 ± 1.79 71.49 ± 1.24
GATs [17] 76.54 ± 2.50 79.07 ± 1.36 71.07 ± 1.23 71.91 ± 1.27
CaGAT 77.98 ± 2.38 80.51 ± 0.80 72.12 ± 1.35 73.21 ± 1.36
Dataset Pubmed Cora-ML
No. of label (each class) 10 20 10 20
MLP 64.39 ± 2.77 69.76 ± 1.81 53.87 ± 2.54 63.76 ± 1.75
LogReg [16] 60.75 ± 3.59 64.03 ± 2.89 48.07 ± 6.34 62.17 ± 2.64
LabelProp [25] 64.03 ± 8.72 70.64 ± 5.20 65.03 ± 4.41 71.81 ± 3.78
LabelProp NL [25] 68.01 ± 5.03 73.31 ± 1.47 72.23 ± 2.18 75.26 ± 1.48
DGI [18] 70.08 ± 2.71 71.62 ± 1.59 69.38 ± 4.99 72.26 ± 2.89
GraphSAGE [7] 69.92 ± 3.85 73.16 ± 2.08 75.24 ± 3.65 80.82 ± 1.75
CVD+PP [4] 75.00 ± 3.17 76.89 ± 1.70 78.51 ± 2.64 80.83 ± 1.54
GCN [10] 74.88 ± 2.85 77.41 ± 2.06 78.41 ± 2.37 80.04 ± 1.63
GATs [17] 74.64 ± 2.23 76.74 ± 1.73 78.98 ± 2.09 80.33 ± 1.98
CaGAT 75.63 ± 3.09 77.68 ± 2.15 80.38 ± 2.09 81.86 ± 1.85
4.2 Experimental setting
For all datasets, we randomly select 10 and 20 samples in each class as labeled data for training
the network and use the other 20 labeled data in each class for validation purpose. The remaining
unlabeled samples are used as testing samples. All the reported results are averaged over ten runs
with different groups of training, validation and testing data splits.
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Similar to traditional GATs [17], the number of hidden convolution layers in CaGAT is set as 2. The
number of units in each hidden layer is set as 8 and it also has eight head-attentions, as suggested in
GATs [17]. We train our CaGAT for a maximum of 10000 epochs (training iterations) by using an
ADAM algorithm [9] with a learning rate of 0.005. We stop training if the validation loss does not
decrease for 100 consecutive epochs, as suggested in work [17]. All the network weights {W,Θ} of
each hidden layer are initialized by using Glorot initialization [6]. The balanced parameter α and ξ
(Eq.(15)) in CaGAT are set to 0.4 and 0.001, respectively. The parameter λ (Eq.(18)) is set to 0.3. We
will shown in §4.4 that CaGAT is generally insensitive w.r.t. these parameters.
4.3 Comparison results
Baselines. We first compare our CaGAT model with the baseline model GATs [17] which is the
most related model with our CaGAT. We also compare our method against some other related
graph approaches which contain i) Graph based semi-supervised learning method Label Propaga-
tion(LabelProp) [25] and Normalized Laplacian Label Propagation (LabelProp NL) [25], ii) Attribute-
based models like Logistic Regression (LogReg) and Multilayer Perceptron (MLP) [16] that do not
consider the graph structure and iii) Graph neural network methods including Graph Convolutional
Network (GCN) [10], Graph Attention Networks (GATs) [17], Deep Graph Informax(DGI) [18],
GraphSAGE [7] and CVD+PP [4] The codes of these comparison methods are available and we use
them in our experiments.
Comparison results. Table 1 summarizes the comparison results on four benchmark datasets. The
best results are marked as bold. Here, we can note that, (1) CaGAT consistently outperforms the
baseline method GATs [17] on all datasets. It clearly demonstrates the effectiveness and benefits
of the proposed context-aware graph attention estimation on conducting graph data learning. (2)
CaGAT outperforms recent graph neural network method GraphSAGE [7], APPNP [11] and DGI [18],
which demonstrates the advantages of CaGAT on graph data representation and semi-supervised
learning. (3) CaGAT can obtain better performance than other semi-supervised learning methods,
such as LabelProp [25], Normalized Laplacian Label Propagation (LabelProp NL) [25], LogReg and
Multilayer Perceptron (MLP) [16]. It further demonstrates the effectiveness of CaGAT on conducting
semi-supervised learning tasks.
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Figure 2: Results of CaGAT with different settings of parameter α and λ.
Table 2: Results of CaGAT across different parameter ξ values.
ξ 1e-2 1e-3 1e-4 1e-5 0
Cora 77.49 ± 2.35 77.98 ± 2.38 77.14 ± 2.44 77.02 ± 2.48 77.02 ± 2.48
Cora-ML 79.43 ± 2.02 80.38 ± 2.09 77.21 ± 2.36 77.03 ± 2.38 77.05 ± 2.37
4.4 Parameter analysis
There are three main parameters {λ, α, ξ} of the proposed CaGAT in which α is used to weight
the importance of graph attention in context-aware attention estimation while ξ is used to balance
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the graph attention and feature aggregation terms in the proposed unified model. Table 2 shows
the performance of CaGAT model under different parameter ξ values (a replacement of parameter
β in Eq.(11)). Note that, when ξ = 0, the proposed model degenerates to conduct graph attention
and feature aggregation independently in network training. From Table 2, we can note that (1)
CaGAT with ξ > 0 outperforms that with ξ = 0, which clearly demonstrates the desired benefits of
the proposed unified cooperative learning manner to boost the performance of both edge and node
learning. (2) CaGAT is generally insensitive w.r.t. parameter ξ. It can obtain better results as ξ varying
in parameter range 1e-3∼1e-2. Figure 2 shows the performance of CaGAT model under different
parameter α and λ values, respectively. Here, we can note that, CaGAT is generally insensitive w.r.t.
parameter α and λ, and obtains better results as α varying in range 0.2 ∼ 0.6 and λ varying in range
0.1 ∼ 0.7.
5 Conclusion
In this paper, we propose a novel spatial graph neural network, named Context-aware Adaptive
Graph Attention Network (CaGAT). The key idea behind CaGAT is to compute a context-aware
graph attention by employing a Tensor Product Graph (TPG) diffusion technique. Moreover, CaGAT
conducts graph edge attention learning and node feature representation cooperatively in a unified
scheme which can further exploit the correlation between them in network training and thus can boost
their respective performance. Experimental results on four widely used benchmarks validates the
benefits of CaGAT on semi-supervised learning tasks.
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