Twitter represent a huge source of data for research in many fields, including sociology, medicine, anthropology, politics and computer science. Such sites may contain sensitive information and care needs to be taken when designing experiments or collecting SNS data. We outline some of the potential ethical concerns, describe our efforts to develop best practices, and solicit help with outstanding challenges.
INTRODUCTION
Facebook and other social network sites (SNSs) are used by hundreds of millions of people daily. 1 With such a large number of social interactions being made and recorded digitally, it is not surprising that researchers from many fields in the humanities and both physical and social sciences have exploited this rich source of data, with one recent survey listing 410 social science papers studying the Facebook SNS alone (Wilson et al. 2012 ). This includes HCI researchers, who have studied, for instance, mobile SNSs to understand location-sharing (Barkhuus et al. 2008 ) behaviour, or privacy preferences (Toch et al. 2010) . But there are many ethical issues that need to be considered when dealing with SNS data. Is it the case that data published to an SNS are truly "public" and fair game for researchers? Are there legal requirements such as Data Protection concerns? Should SNS participants provide informed consent? Some SNS studies have raised methodological concerns about ethics and privacy (Zimmer 2010) . Our interests are two-fold. First, we wish to understand the potential ethical concerns of SNS research. Second, we would like to collect, develop and distribute best practices for conducting such research, thus allowing the research community 1 http://newsroom.fb.com/content/default.aspx?NewsAreaId=22 to leverage the vast amount of SNS data while minimising harm to SNS users.
We are developing an architecture that is designed to enable privacy-sensitive SNS experiments. But several challenges remain to making this architecture a useful tool for researchers, and we hope to discuss these at this workshop.
ETHICS AND SNS RESEARCH
Ethical concerns with SNS research are various and have begun to be discussed by the research community. Neuhaus and Webmoor propose "agile ethics" for academic researchers, who they argue need to take more care with SNS data than commercial SNS providers themselves (Neuhaus & Webmoor 2012) . Moreno et al. examine the conduct of research with adolescents using SNSs, and determine that informed consent may be required but should be decided on a case-by-case basis, and that the consent of the SNS community and operator are not required (Moreno et al. 2008 ). Zimmer outlines the problems with a well-known Facebook study conducted at Harvard (Lewis et al. 2008 ) and concludes that just because a user shares data on an SNS, this does not mean that a researcher can collect these shared data; on the contrary, researchers must take even more care with such data (Zimmer 2010) .
A social network site by its very nature comprises connections between many users, and many concerns arise because of the number of, and connections between, the various key actors. These include the SNS users participating in an experiment, their friends (who may be mentioned or included in participants' data), other SNS users with whom the participants may have shared data and the operators of the SNS. The researchers themselves may also be considered key actors, as might any other researchers with whom data might be shared. Each of these actors will have different concerns about the SNS data that are generated and collected. A participant might be willing to share some data with a researcher, but not other data. A participant's friend might be completely unwilling to have their data shared. Conversely, a researcher's goal might well be to collect as much data as possible. How can we address the tension between these concerns? Can we encode this tension into our experimental design?
OUR APPROACH
We are developing an architecture for enabling privacy-sensitive and ethical SNS experiments. Further details of our system, entitled PRISONER (Privacy-Respecting Infrastructure for Social Online Network Experimental Research) can be found in (Hutton & Henderson 2012) . Central to our architecture is the notion of an experimental policy, which captures the privacy policy and ethics requirements of a given experiment. A researcher wishing to run an SNS experiment will first design such a policy in XML (e.g., Figure 1 ). The policy expresses what SNS information can be collected from experimental participants and their SNS friends, how the data will be stored and/or sanitised. The policy is then submitted to our system, and all attempts to collect and use SNS data also go through the system. PRISONER enforces the policy and prevents accidental capture or use of SNS data (Figures 2 and 3) . We have developed a common abstraction, termed social activity clients to allow SNS data to be collected from a variety of SNSs, e.g., Facebook, Twitter and last.fm, and also other non-SNS sources of networked interactions such as citation networks. We have also developed infrastructure for what we term participation clients for conducting experiments, such as web-based questionnaires, and experience sampling method software for smartphones.
In some senses our aims are similar to attempts to embed Cavoukian's "privacy by design" principles (Cavoukian 2011) Ontario 2011), but we go further in that we wish to embed thinking about privacy into experimental design itself, while simultaneously encouraging reuse and sharing of best practices.
CHALLENGES
We are currently using our PRISONER architecture for conducting a variety of SNS experiments involving sharing, privacy and context. Our system is far from complete, however. But we outline several outstanding challenges for further discussion.
1. Is our architecture general enough for any SNS experiment?
We have designed our architecture to be extensible and to enable data collection from a variety of SNSs. It meets our experimental requirements, but it may not meet the requirements of all SNS researchers. We need to survey past experiments and survey researchers themselves to determine general requirements.
How can we transform a policy into one that is understandable by non-researchers?
Our expectation is that researchers will design experimental policies and express them in XML. This might well be suitable for computer scientists who are experienced with such technologies. But can we assume that all researchers will be happy to do so? Can we build tools to enable policy design and what are their requirements? Can we use the XML policy to generate documentation (e.g., consent forms) that comply with the policy? Moreover, can we translate an XML policy into a humanreadable policy that can be interpreted and reviewed by ethics committees?
3. How can we sanitise collected SNS data?
Our experimental policies allow a researcher to express how data will be stored and sanitised. But it is well known that it is difficult to anonymise social network graph data (Narayanan & Shmatikov 2009 ). While anonymisation techniques are out of scope of our research, perhaps we need to build tools to visualise or describe the limits of various anonymisation and sanitisation strategies, both for researchers and participants.
How can we respect participant requirements?
Research ethics typically revolve around the desires of research participants and mechanisms such as informed consent are designed to respect these desires. But it is well-known that people's privacy concerns can change over time, such as Barnes' "privacy paradox" (Barnes 2006) , where SNS users become more concerned after a privacy breach. Similarly, Nissenbaum's analysis of privacy in terms of "contextual integrity" (Nissenbaum 2004) means that people might have different concerns for the same set of SNS data, depending on the context in which they are used (Hull et al. 2011 ). If concerns are variable, then should we allow participants to remove their data if they wish to withdraw consent? Can we do this with sanitised data?
5. How can we encourage use of the system?
Perhaps the biggest challenge is convincing researchers that it is in their interests to use a system such as this. Some researchers have debated whether SNS research requires ethics approval at all (Solberg 2010) , while other proposals for collecting SNS data have chosen to ignore privacy concerns (Cormode et al. 2010) . Scientists may be loathe to consider ethics (Wolpe 2006) , or perceive that they lack the time to go through the ethics approval process (Garfinkel & Cranor 2010) . Our hope is that sharing of experimental policies may lead to development of best practices, which might well expedite the approval process, in addition to addressing other current concerns, such as helping committees to develop guidelines (Buchanan & Ess 2009 ) and educating researchers (Buchanan et al. 2011) .
Even if researchers do not wish to consider ethics, there may be legal compulsions; for instance the EU Data Protection Directive considers many SNS data to be "sensitive" and therefore subject to additional safeguards and processing (Edwards & Brown 2009 ). There may also be pressure from publication venues; for instance the 2012 Symposium on Usable Security and Privacy call for papers states "Authors may be asked to include explanation of how ethical principles were followed in their final papers should questions arise during the review process." 2
CONCLUSION
Research using social network sites introduces a number of ethical concerns, and it can be hard for researchers and participants to consider all of these. We are developing an architecture for privacysensitive experiments. We hope that this can enable the collection and development of best practices, but in this paper we have outlined some challenges that remain.
