Abstract
a task can be completed. The distribution of control across limbs is often considered from the 23 perspective of handedness. In this context, although there are differences across dominant and non-24 dominant arms during reaching control (Sainburg 2002) , previous studies have shown that the brain 25 tends to favor the dominant arm when performing bimanual tasks (Salimpour and Shadmehr 2014) . 26
However, biomechanical factors known to influence planning and control in unimanual tasks may 27 also generate limb asymmetries in force generation, but their influence on bimanual control has 28 remained unexplored. We investigated this issue in a series of experiments in which participants 29
were instructed to generate a 20-N force with both arms, with or without perturbation of the target 30 force during the trial. We modeled the task in the framework of optimal feedback control of a two-31 link model with six human-like muscles groups. The biomechanical model predicted a differential 32 contribution of each arm dependent on the orientation of the target force and joint configuration 33 that was quantitatively matched by the participants' behavior, regardless of handedness. Responses 34 to visual perturbations were strongly influenced by the perturbation direction, such that online 35 corrections also reflected an optimal use of limb biomechanics. These results show that the nervous 36 system takes biomechanical constraints into account when optimizing the distribution of forces 37 generated across limbs during both movement planning and feedback control of a bimanual task. 38
Introduction

45
Generally, healthy people are able to perform a wide variety of tasks that require the 46 coordination of several actuators. For instance, steering an automobile involves a coordinated effort 47 each trial, we computed the difference between the force produced by the right arm and the left arm 167 from 10ms prior to cursor jump to 500ms after the cursor jump. 168
To test whether the forces produced at target reach differed in relation to cursor jump 169 amplitude, we conducted a rmANOVA with the forces produced by the two arms at target reach as 170 the dependent variable and with body-side and cursor jump amplitude as within-group independent 171 variables for each target. Sphericity was verified with Mauchly's test. To determine the instant at 172 which the corrective force adjustments started to differ across cursor jump amplitudes, we 173 conducted a rmANOVA with the derivative of the force difference as the dependent variable and 174 cursor jump amplitude as the within group variable on every 10-ms window after the cursor jump. To 175 determine whether the force distribution across arms during rapid online corrections is optimized 176 based on biomechanics we extrapolated predictions of the force each arm would produce along the 177 direction of the target force after cursor jump (see Fig. 1D ) for each jump amplitude and target from 178 the elliptical fits of the forces obtained during unperturbed trials. Correlational analysis was 179 performed between the predicted and measured forces of the perturbed trials. 180
Mathematical modeling
181
Biomechanical and physiological model
182
We used a two-segment upper-limb model as described in detail previously (Li and Todorov 183 2007) . In this model, each limb is actuated by six muscle groups representing mono-articular flexors 184
(m 1 and m 3 ) and extensors (m 2 and m 4 ) at the shoulder and elbow joints, respectively, plus a bi-185 articular flexor (m 5 ) and extensor (m 6 ) spanning both joints (see Fig. 1B ). Limb configuration was 186 defined by the two joint angles 1 (ventral shoulder flexion) and 2 (elbow flexion), with the joint 187 coordinates being mirrored across the two limbs (Fig. 1B ). The mechanical model was coupled with a 188 linear, first-order model of muscle tension as a function of neural command. Both arms were 189 modeled identically. 190
The relationship between end-point force and joint torque is given by: 191
where J(θ) is the Jacobian of the system. 192
The joint torques are produced by the contraction of the various muscle groups actuating the limb. 193
The torque produced by the contraction of a given muscle group depends on the moment arm (i.e., 194 the distance between the joint's center of rotation and the line of action of the muscle group): 195
In eq. The tension of each muscle group depends upon its corresponding activation level, length, and 202 velocity (Brown et al. 1999 ). Because we considered the behavioral task to be isometric and because 203 we focused on forces produced at target reach we neglected changes in muscle length arising from 204 muscle contraction and the effect of contraction velocity. We modeled muscle tension as a second-205 order, low-pass response to the control input for the sake of simplicity: 206
In the above equations, the index i corresponds to the number of the different muscle groups 207 (Fig. 1D) , such that T i is the tension of the corresponding group i, a i is the activation level, u i is the 208 control input, t musc is the muscle group activation time (set to 90 ms) and t act (set to 50 ms as in Liand Todorov 2007) is the activation dynamics time. Changing activation dynamics (t act and t musc ) 210 had no impact on the results. Although these two parameters influenced the force rise time in 211 accordance with the control input change, they did not affect the steady-state forces reached. k i is 212 the activation gain of the corresponding muscle group i (k 1 =0.87, k 2 =0.67, k 3 =1.06, k 4 =0.58, k 5 =0.24, 213 k 6 =0.48) and represents the relative strengths of the corresponding muscle group, with a greater 214 activation gain leading to a greater contraction force for a given neural input. The activation gains 215
were estimated from measurements of cross-sectional areas of human cadaver muscles (Crevecoeur 216 and Scott 2014). It is worth noting that activation gains were greater for the flexor muscles for the 217 elbow and shoulder muscle pairs (k 1 > k 2 and k 3 > k 4 ) but not for the bi-articular muscle pair 218 (k 5 < k 6 ). 219
All simulations were based on arms of identical dimensions and strength positioned 220 symmetrically relative to the body midline (Fig. 1B) . Indeed, the forces produced in this task are far 
Optimal Control problem
233
Because the task requires holding the cursor at the target for 1 s, which involves continuous 234 feedback monitoring to compensate for motor noise, the nominally isometric task becomes 235 effectively a dynamic task. Hence, the question of whether a static solution of a global minimization 236 problem can characterize dynamic control faithfully is nontrivial. Thus, we considered a dynamic 237 control model for the sake of generality. 238
We employ an optimal feedback control model with a positivity constraint on the neural input, 239 = [u 1 u 2 … u 12 ] T > 0. The positivity constraint is necessary to avoid negative control input (and 240 tension) for any muscle group and was applied to represent the physiological property of muscle 241 force generation being limited to contraction (muscles can only pull on the bones). The state-space 242 representation of the system dynamics in discrete time is defined as 243 The available information about the state of the system is given by: 255
where represents the output of the system, = represent the feedback matrix and 256 ~N(0, Ω η ) defines the random Gaussian noise applied to the feedback. Following computation of the optimal input, we used Kalman filtering to get an unbiased 259 estimate of the state vector that minimizes estimation variance as shown in Eq. (9) 260
wherein x represents the estimated state of the system and K t represents the Kalman filter gain. 261
To compute the optimal neural input , we minimized the cost function given by 262
In Eq. (10), matrices Q and R define the state and input costs, respectively. The matrix Q 263 penalizes output error and forces differences across the arms. The matrix R penalizes high neural 264 inputs to prevent excessive muscle activation. In our model R = 10 −7 I 12 . Changing this value did not 265 influence the static end-point forces produced by the two arms in the model, but rather affected the 266 time necessary to reach these end-point forces. The finite horizon is the predictive horizon that 267 allows us to handle the positivity constraints on the vector . An analytical solution of the 268 unconstrained problem is generated for each time step. If the analytically computed control input 269 violates any constraint (u i < 0 for some i), quadratic programming is used to find a numerical 270 solution that does not violate the constraint. The quadratic programming algorithm computes a 271 numerical solution for the time window defined by N. Because the noise that may perturb the 272 system during the time window N is unpredictable, we use a receding horizon policy, take the first 273 element of the computed control vector, and restart the process at the next time step. 274
Developing the first part of eq. (10) gives the following expression: 275
where x and y represent the coordinates of the cursor location, x * and y * represent the target 276 coordinates, and the F x L , F y L , F x R and F y R variables represent the x and y forces of the left and right 277 arm, relative to each coordinate axis, respectively. Force differences across the two arms were 278 penalized to account for the fact that participants were instructed to use both arms while carrying 279 out the behavioral task (w 3 and w 4 in eq. (11)). In our model, w 1 = w 2 = 1000 and w 3 = w 4 = 280
10
−3 . The large difference between w 1 and w 2 versus w 3 and w 4 can be explained, in large part, by 281 the factor b (=0.05), which is introduced between the forces produced by the two arms and the 282 cursor position. These parameters were adjusted to limit inter-limb force differences while allowing 283 us to still observe asymmetries in static forces produced by each limb. 284
The expression of muscle tension in the model was simplified and modeled as a second-order, 285 low-pass response to the control input u, making the system linear. The input u had to be 286 
Results
293
Optimal weighting of the left and right arms in isometric force production 294 In Experiment 1, participants were free to modulate the amount of force produced by each arm 295 while generating a total force of 20 N. Model simulations performed using the average joint angles 296 presented in Table 1 predicted that the force produced by each arm would vary depending upon the 297 direction of the target force in a manner that exploits this redundancy (Fig. 2B) . Each arm waspredicted to have a preferential direction in which it would produce a larger force (Fig. 2B) , and this 299 direction changed with joint configuration. In the simulations, control was distributed across the two 300 arms based on their respective preferential directions. Therefore, changing joint configuration in the 301 model impacted the force distribution across the limbs in the simulations. For instance, the left arm 302 produced larger forces in the up-right direction in configuration 1, but produced larger forces in the 303 up-left and down-right directions in configuration 3. In the model, three factors explain these 304 differences in preferential direction of force production across configurations. Firstly, the Jacobian of 305 the system and the moment arm of each muscle group which are both dependent on the joint 306 configuration are the two factors having the greatest impact on the preferential direction of force 307 production. Secondly, differences in strength across the various muscle groups, with flexor muscles 308 being stronger than extensor muscles, also impact the force distribution across arms. The two 309 extreme configurations, 1 and 3 on The experimental data from right-and left-handed participants followed the same pattern as the 313 model simulations (Fig. 2C and D) . The preferential direction of each arm changed progressively 314 across configurations in a way that is similar to the changes observed in model simulations. The 315 preferential direction of the two arms determined the force distribution across limbs. More precisely, 316 the main-axis orientation of the model simulations are good predictions of the main-axis orientation 317 observed in the experimental data for configurations 1 and 3, but not for configuration 2 (Fig. 2B, C  318 and D). A rmANOVA revealed no main effect (p > 0.2 in all cases) of handedness (F(1,18) = 1.425), 319 body-side (left vs. right arm, F(1,18) = 3.202), or joint configuration (F(2,36) = 1.42) on the 320 preferential direction of force production. There was a significant interaction between joint-321 configuration and body-side (F(2,36) = 40.79, p < 0.001), but no other significant interactions (p > 322 0.1), indicating that joint configuration affected the main-axis orientation differently across the 323 subjects' two arms. More precisely, the influence of joint configuration on the main-axis orientationof the left arm was the inverse of its influence on the main-axis orientation of the right arm (Fig. 2B-325 D and Fig. 3D ). Bonferroni post hoc tests revealed that main-axis orientation differed significantly 326 across joint configurations for both arms (p < 0.05 in all cases). Moreover, the main-axis orientations 327 of the left and right arm differed significantly from each other in configurations 1 and 3 (p < 0.001 in 328 both cases) but not in configuration 2. 329
To understand how the preferential direction of force production of the two arms transitions 330 between configuration 1 and configuration 3, we varied the simulated elbow angles of the model 331 continuously from 35° to 110°, we also varied the shoulder angles linearly across the values 332 measured for configurations 1, 2 and 3 (see Table 1 ). We measured the preferential direction of force 333 production and the overall contribution of each arm using an elliptical fit (see methods). The 334 directional preference of each arm was measured as the orientation of the main axis of the fitted 335 ellipses. Data from the simulations (Fig. 3A) and from an exemplar participant (Fig. 3B) in 336 configuration 1 are shown in Fig. 3 , note the elliptical fit performed as well as the main axis of the 337 ellipse. Simulations across elbow angles showed a progressive transition of the preferential direction 338 of force production of the two arms relative to the elbow angle (Fig. 3C) . In simulations, the 339 preferential directions of the two arms reversed at the same elbow angle of 86°. More precisely, 340 when the elbow angle reached 86°, the preferential direction of the left arm changed from lying in 341 the down-left to up-right direction towards lying in the up-left to down-right direction and vice versa 342 for the right arm. Experimental results of all participants pooled together showed similar behavior 343 except that the transition angle was ~76°, corresponding to a smaller elbow angle close to 344 configuration 2 (Fig. 3D) . The gradual transition observed in the simulations (Fig. 3C) is also observed 345 in our experimental observations (Fig. 3D) , however a general shift towards larger elbow angles is 346 observed in simulations when compared to experimental data. It is possible that no significant 347 difference in preferential direction was observed in configuration 2 in our experiment because the 348 elbow angle in configuration 2 (76.51 ± 5.70°) is closer to the reversal point of experimental results 349 than the elbow angle of configuration 1 (88.53 ± 5.08). 350
The axis ratio of the fitted ellipse showed a maximum at the switching point in both the 351 simulation and experimental results ( Fig. 3E and F Altogether the model qualitatively predicted the transitions in main axis orientation across 360 configurations (Fig. 3 C-D) , as well as the increase followed by a decrease in the axis ratio (Fig. 3 E-F) . 361
The model quantitatively predicted main axis orientation of configurations 1 and 3 (Fig. 4, A-C) . 362
The measured main-axis orientations in configurations 1 (136.6 ± 21.1° for the right arm and 363 53.15 ± 13.96° for the left arm) and 3 (66.85 ± 39.54° for the right arm and 123.08 ± 29.2° for the 364 left arm) were, on average, close to the axis orientations predicted by our model simulations (123.7° 365 and 56.2° for the right and left arm in configuration 1 and 44.52° and 135.8° for the right and left arm 366 in configuration 3, Fig. 4A and C) . In configuration 2, the measured main-axis orientations (94.42 ± 367 53.24° for the right arm and 83.41 ± 37.87° for the left arm) were found to be highly variable due to 368 the proximity of this configuration to the elbow angle of reversal (Fig. 3C ). In addition, the near-369 circularity of the elliptical fits reduced the reliability of our ellipse orientation estimates 370 (Configuration 2, Fig. 4B ). The elliptical fits for configurations 1 and 3 had smaller axis ratios than 371 those of configuration 2, enabling less variable main axis estimates. No differences emerged between 372 left-and right-handed participants in any of the three configurations. In terms of main axis 373 orientation the model explained 29% of the variability of the data across the three configurations 374 and 63% when considering only the two extreme configurations (1 and 3).
Finally, while simulations predicted the progressive change of main-axis orientations across 376 configurations, differences can be observed between simulations and experimental data. As in the 377 model the two arms are modeled identically, the force produced by the two arms in simulations are 378 symmetrical relative to the vertical midline whereas asymmetries can be observed between the right 379 and left arm in experimental data (Fig. 2) . This suggests that factors other than biomechanics 380 influence participants' behavior. Differences between model simulations and experimental data are 381 not systematic across experimental groups, however similar asymmetries can be observed in both 382 right-and left-handed participants. For instance, we determined the total amount of force generated 383 by each arm based on the surface areas of the fitted ellipses for each arm of each subject. We found 384 that the left arm produced, on average, slightly more force (56% and 53% of the total force for left-385 handed and right-handed participants, respectively) than the right arm (44% and 47%, respectively). asymmetries across arms suggests that these differences are not due to handedness. 390
Effect of biomechanics on corrective bimanual responses
391
In Experiment 2, the cursor jumped perpendicularly to the target direction at the midpoint of the 392 movement requiring participants to perform corrective force adjustments to direct the cursor 393 towards the target. These corrective force adjustments produced in response to cursor jumps 394 differed dependent on the direction of the target (Fig. 5C, D, G and H) . For example, the motor 395 response of the right arm was larger when moving the cursor towards the lower target than towards 396 the higher target ( Fig. 5G and C, inset respectively) . The end-point forces produced during 397 unperturbed trials were similar to Experiment 1 in configuration 3, thus reproducing the Experiment 398 1 results in a distinct group of participants (see Fig. 6A and Fig. 2C-D) . As predicted by the model 399 simulation, the main differences in force produced by the two arms in configuration 3 were seen for 400 the down-right and down-left targets. If motor corrections take biomechanical factors into account,then lateral jumps should evoke online adjustments of the weighing of each arm on the total force 402 production that differ according to the location of the target and to the amplitude of the cursor-403 jump. For instance, perturbations when moving the cursor towards a straight downward target 404 should elicit distinct corrections dependent on the direction of the cursor jump, with a greater 405 contribution of the right or left arm when the cursor jumps clockwise (CW) or counter clockwise 406 (CCW) respectively (Fig. 6A, B and C) . 407
Analysis of the average end-point forces produced in perturbed trials towards the center-down 408 target revealed adjustments consistent with the biomechanically optimal distribution of forces (Fig.  409 6A and B). More precisely, for the center-down target, motor corrections to CCW or CW jumps 410 elicited differential use of the arms that paralleled the differences observed at baseline (Fig. 6B) . 411
A series of rmANOVAs was performed for each target on the forces produced by each arm. For 412 the up-right and up-left (diagonal direction) targets, as well as the far-right and far-left targets (along 413 the x-axis), there was a main effect of perturbation (individual tests across target F(4,48) > 7, p < 414 0.05), no effect of body-side (F(1,12) < 1.8, p > 0.05), and no interaction (F(4,48) < 2.3, p > 0.1). A 415 significant effect of perturbation shows that for these targets the cursor jump amplitude and 416 direction impacts the end-point forces produced by the two arms. For the down-left and down 417 target, we found a main effect of perturbation (F(4,48) = 36.5, p < 0.001 and F(4,48) = 7.4, p < 0.001 418 respectively), no effect of body-side (F(1,12) = 1.8, p = 0.184 and F(1,12) = 7.4, p = 0.077 419 respectively), and a significant interaction (F(4,48) = 9.8, p < 0.001 and F(4,48) = 49.6, p < 0.001 420 respectively). For the down-right target, we found main effects of perturbation (F(4,48) = 12.6, p < 421 0.001), body-side (F(1,12) = 7.5, p = 0.017) and a significant interaction (F(4,48) = 1.8, p = 0.133). 422
More intuitively, a significant interaction effect means that force adjustments of the dominant arm 423 changed across cursor jump amplitudes in a different way than the force adjustments of the non-424 dominant arm (Fig. 6B) .
For each perturbation amplitude, we computed the difference between the forces produced by 426 the right and left arms from 200 ms before to 500 ms after the cursor jump. For all targets, corrective 427 responses started, on average, 160 ms after the cursor jump (Fig. 6C) , though the adjustments 428 differed with respect to the target direction (reported above). After 160 ms the weight attributed to 429 each arm on the total force production is modulated online dependent on the cursor jump amplitude 430 (Fig. 6C) . To determine the moment at which the inter-arm force difference started to diverge across 431 jump amplitudes, we computed the derivative of the force difference between the right and left 432 arms. With this derivative as the dependent variable, we performed a rmANOVA on each 10-ms 433 window starting from the moment of the jump. For the center-down target, we observed a main 434 effect of jump amplitude (F(4,48) = 3.617, p < 0.05) starting from ~160 ms after the jump (all earlier 435 windows, p > 0.05). This correction latency was later than expected in light of previous reports on 436 online corrections during reaching (Dimitriou et al. 2013). Notwithstanding, similar correction times 437 (~150 ms) were observed with a unimanual version of the task (data not shown). It is worth noting 438 that while the net response of the arms scales with direction and amplitude of the cursor jump, the 439 force difference across arms is precisely indicative of the influence of biomechanics in the corrective 440 response, with adjustments differing dependent on target direction in a way that is consistent with 441 the force distribution predicted by joint configuration (Fig. 6A) . For instance, for the upper target no 442 change in force difference across arms should arise from a left or right-ward cursor jump (Fig. 6A) , 443 which is what we observed in the time evolution of the perturbed trials towards this target (data not 444 shown). 445
The force distribution across arms observed after cursor jumps was very similar to the force 446 distribution observed during unperturbed trials for the corresponding direction ( Fig. 7A and D ) 447 suggesting that biomechanics impacted the corrective force responses. To further compare the end-448 point forces of unperturbed and perturbed trials, we fitted an ellipse on the end-point forces 449 measured during unperturbed trials. Based on this elliptical fit we predicted the forces that should be 450 produced in the direction of the new target forces after cursor jump. We compared the predictedmeasure in a unimanual context as in Salimpour and Shadmehr (2014) , but the force level being the 501 same as in this study it remains unclear where differences between our and previous observations 502 come from. Constraining the arms' position may also have prevented an influence of handedness 503 suggesting that these factors may be hierarchically considered during bimanual manipulations. 504
Indeed, it is conceivable that, if the physics of the task is not experimentally imposed (by constraining 505 the configuration), then participants may adopt a configuration in which the mechanical anisotropies 506 play a secondary role and exploit hand dominance to a greater extent. 507
Importantly, we found that rapid adjustments following cursor jumps, which alter target-bound 508 forces, were also influenced by the optimal weighting of each limb as predicted by the model (Fig. 7) . 509
That is, the perturbation-compelled force adjustments were generated in a way that integrated 510 optimal limb use. The presently observed motor response to reaching the end-point was delayed by 511 Intuitively, the preferential directions that we observed in configurations 1 and 3 correspond with 536 this behavior. Indeed, for each configuration, the directions of largest force production of each arm 537 in our simulations corresponded to these combined flexor-extensor arrangements (data not shown). 538
Hence, the distribution of preferential firing directions of motor cortex neurons, shaped by limb 539 physics, may be an easy and effective way to optimize control solutions during both isometric and 540 dynamical tasks, in a way that may be relatively independent of handedness. An important challenge 541 for future work will be to investigate the neural basis of optimal sharing of effort across limbs in 542 more detail. 543
In conclusion, we demonstrated a consistent influence of limb physics on the planning and 544 control of bimanual tasks by imposing the direction of force targets. Given the influence of expected 545 motor costs on decisions about how to move (Cisek 2012; Wolpert and Landy 2012), or which target 546 to acquire, our results may also explain possible planning biases during bimanual control. Insofar as a 547 representation of mechanical effort is available during motor planning, we would expect it to impact 548 solution selection. Indeed, for bimanual motor behaviors, our brain may choose a favorable joint 549 configuration as well as a movement plan that is favorable to our limb physics. If so, movement 550 control in general, from planning through execution, may factor in both movement value and 551 biomechanical costs. We expect that prospective studies investigate these question in detail. 552 
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