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Abstract. Second order conformally superintegrable systems generalise second-order (properly)
superintegrable systems. They have been classified, essentially, in dimensions two and (partially)
three only. For properly superintegrable systems, a foundation for an algebraic-geometric classi-
fication in arbitrary dimension has recently been developed by the authors. The present paper
extends this geometric framework to conformally superintegrable systems.
Using a rigorously geometric approach, we obtain a set of simple and universal algebraic
equations that govern the classification of (the conformal equivalence classes of) second-order
conformally superintegrable systems for dimensions three and higher. This sheds new light on
the conformal geometry underpinning second-order conformally superintegrable systems. We
demonstrate that conformal superintegrability is a conformally invariant concept, on a conformal
manifold.
For properly superintegrable systems on constant curvature spaces, we show that Stäckel
equivalent systems are conformally equivalent with the conformal rescaling given by powers of
eigenfunctions of the Laplacian. Invariantly, their equivalence is characterized by a shared density
of weight 2. On the n-sphere the conformal scale function satisfies a Laplace eigenvalue equation
with quantum number n+ 1.
1. Introduction
Superintegrable systems are Hamiltonian systems that admit a large amount of symmetry. A
large class of such systems, so called abundant systems, has recently been described by algebraic-
geometric means, in arbitrary dimension n ≥ 3.
However, in addition to this algebraic-geometric structure, a rich conformal geometry under-
pinning superintegrable systems exists. Ample evidence for such a conformal understructure has
been provided by Stäckel transform (aka coupling constant metamorphosis). In [Cap14, Theorem
4.1.8] it is proven that any second-order conformally superintegrable system (with a family of po-
tentials) is Stäckel equivalent to a properly superintegrable system. In dimensions 2 and 3 any
second-order non-degenerate superintegrable system on a conformally flat manifold is equivalent to
a properly superintegrable system on a manifold of constant curvature; see [KKM05a, Theorem 3]
and [KKM06, Theorem 4] respectively. Stäckel classes of 2-dimensional second-order systems are
studied in [Kre07] using properties of their associated quadratic algebras.
Let us begin with a quick introduction of second-order (properly) superintegrable systems,
tailored for the purposes of the current paper. While the introduction given here is self-contained,
the reader might like to consult, in addition, a more detailed review of the topic, such as [KKM18].
For the algebraic geometric approach to second-order (properly) superintegrable systems see [Cap14,
KKM07a, KKM07b] and particularly [KS18, KSV19].
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2 ALGEBRAIC CONDITIONS FOR CONFORMAL SUPERINTEGRABILITY
A Hamiltonian system is a dynamical system characterised by a function H(p,q) (referred to
as the Hamiltonian). Here, the position and fibre (momenta) coordinates on the phase space are
denoted by q = (q1, . . . , qn) and p = (p1, . . . , pn), respectively. The evolution of the system is
determined by Hamilton’s classical equations
p˙ = −∂H
∂q
q˙ = +
∂H
∂p
(1.1)
An integral of the motion (aka first integral or constant of the motion) for the Hamiltonian H is a
function F (p,q) on phase space that commutes with H w.r.t. the canonical Poisson bracket,
{F,H} =
n∑
i=1
(∇∂qiF ∇∂piH −∇∂qiH∇∂piF ) = 0. (1.2)
Conformal integrals of the motion generalise integrals of the motion, allowing the right hand side
of (1.2) to be non-vanishing as long as it is controlled by the Hamiltonian according to
{F,H} = ωH , (1.3)
where ω = ω(q,p) = ωi(q)pi is a linear polynomial in the momenta.
For a function F that satisfies (1.2), it is easily confirmed that F˙ = 0 along solution trajectories
of (1.1). A function F that satisfies (1.3) is at least constant on the null locus of the Hamiltonian,
since
F˙ (q(t),p(t)) = {F,H} = ω(q(t),p(t)) H(q(t),p(t)) .
An integral of the motion restricts the trajectory of the system to a hypersurface in phase space.
If the system possesses the maximal number of 2n−1 functionally independent constants of motion
F (0), . . . , F (2n−2), then its trajectory in phase space is the (unparametrised) curve given as the
intersection of the hypersurfaces F (α)(p,q) = c(α), where the constants c(α) are determined by
the initial conditions. Conformally superintegrable systems are defined analogously, and will be
introduced in Section 2.1.
A superintegrable systems is said to be second-order if all its integrals, satisfying (1.2), are of the
form F = Kij(q)pipj+W (q) where we omit the label (α) for conciseness. It is then straightforward
to show that Kij are components of Killing tensor fields. Note that the derivatives in (1.2) are
covariant derivatives using the Levi-Civita connection ∇ = ∇g of g.
We focus our discussion on second-order superintegrable systems whose potential satisfies the
Wilczynski equation (introduced in [KSV19])
V,ij = T
k
ij V,k +
1
n
gij∆V , (1.4)
where T kij is a tensor symmetric and tracefree in the first two indices. All systems in the known
classification in dimensions 2 and 3 are of this kind [KKM05b, KKM05a, KKM05c, KKM06] and
any irreducible second-order superintegrable system in arbitrary dimension is also of this type;
irreducibility here means that the endomorphisms K ji = g
ajKia associated with the Killing tensors
Kij form an irreducible set, see [KSV19].
Definition 1.1. A second-order superintegrable system of Wilczynski type is non-degenerate if
(1.4) admits an (n + 2)-dimensional space of solutions V . A second-order non-degenerate super-
integrable system is abundant if (1.2) admits a n(n+1)2 -dimensional space of Killing tensors Kij
associated with its solutions F = Kijpipj +W .
Remark 1.2. For the sake of expositional simplicity, we do not require abundant systems to admit
a subset of 2n− 1 functionally independent Killing tensors, asking merely for linearly independent
ones. In reference [KSV19] it is proven that systems which do admit 2n−1 functionally independent
integrals of the motion lie dense among all systems.
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Second-order superintegrable systems have been characterized in terms of algebraic superinteg-
rability conditions in [KSV19], for dimension n ≥ 3. The present paper has the goal to extend this
algebraic-geometric formalism to conformal superintegrability (defined below in Section 2.1).
1.1. State of the art. Conformally superintegrable systems are classified completely in dimen-
sion 2 [KKM05b, KKM05a]. Non-degenerate systems on conformally flat spaces are also classified
in dimension 3 [Cap14, KKM06].
Stäckel transform is well understood as an equivalence relation of second-order (conformally)
superintegrable systems on these systems. It has first been introduced, under the name coupling
constant metamorphosis, in [HGDR84] by Hietarinta et al., for integrable Hamiltonian systems
with potential. The concept of Stäckel transformations has been introduced in [BKM86] by Boyer,
Kalnins & Miller, for integrable systems that admit separation of variables. Coupling constant
metamorphosis and Stäckel transform are not identical in general, but do coincide for second order
(conformal) integrals of the motion. They are therefore equivalent in the context which is of
interest here. Details on the interrelation between both concepts can be found in [Pos10]. Higher-
order integrals are also discussed in [KMP09], where it is proven that in general coupling constant
metamorphosis neither preserves the order of integrals of the motion, nor even their polynomiality
(in momenta).
A multi-parameter generalisation of Stäckel transform is discussed in [SB08], but here an expos-
ition in terms of one-parameter Stäckel transforms will be sufficient. Also, the related concept of a
Maupertuis-Jacobi transformation exists, which takes a Hamiltonian with potential to a potential-
free one; details can be found in [BKF95, Tsi01], for instance.
Equivalence classes, under Stäckel transforms, of superintegrable systems in dimension 2 (and
3) have been established in [Kre07] (resp., [KKM06, Cap14]). For these geometries, every con-
formally superintegrable system can, via Stäckel transform using the potential, be transformed
into a properly superintegrable system [Cap14]. Bôcher transformations of certain conformally
superintegrable systems have been studied in [KMS16, CKP15]. Geometries that share the same
geodesics up to reparametrisation are called projectively (or geodesically) equivalent. For the con-
formal equivalence of superintegrable systems defined on projectively equivalent geometries, see
[Val16, KKMW03, Vol20].
To summarise, second-order non-degenerate conformally superintegrable systems are to date
classified in dimensions two and three, for manifolds that are conformally flat. Higher dimensions
are out of the scope of traditional methods, which rely on the correspondence with properly su-
perintegrable systems and on the extensive use of computer algebra; a particular challenge with
traditional methods is the fast growth of the number of partial differential equations with increas-
ing dimension. In the current paper, we shall overcome this problem and outline how to approach
the classification of second-order conformally superintegrable systems in arbitrary dimension. To
this end we extend to conformally syperintegrable systems the approach employed by [KSV19] for
proper ones.
1.2. Stäckel transform. Stäckel transform has already been mentioned several times as a well-
understood equivalence transformation of conformally superintegrable systems. This transforma-
tion will now be formally introduced, beginning with second-order properly superintegrable systems.
Consider a second-order superintegrable system on a pseudo-Riemannian manifold (M, g) with
a Hamiltonian H = H0 + β U . This Hamiltonian consists of two parts: First, a “background”
Hamiltonian H0 = gijpipj + V , i.e. a natural Hamiltonian with potential V where V might stand
for any linear family of potentials. Second, a potential U without parameters with its coupling
parameter β.
A Stäckel transform is a transformation that takes H to a new Hamiltonian by exchanging the
roles of the coupling parameter and the Hamiltonian (hence the name coupling constant meta-
morphosis).
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Lemma 1.3 (and definition of Stäckel transform). Let H = gijpipj +V +β U be a Hamiltonian as
above, giving rise to a (properly) superintegrable system with integrals of motion F = F [β]. Then
the Hamiltonian H˜ = U−1(H + η) admits the integrals of motion F˜ [η] = F [H˜].
The Hamiltonian H˜ is called the Stäckel transform of H with conformal rescaling potential U .
Note that in the context of interest here, Stäckel transform preserves the order of an integral of the
motion that is polynomial in momenta [KMP09, Pos10]. On the level of the underlying pseudo-
Riemannian geometry, a Stäckel transform acts via a conformal transformation of the metric, with
the conformal scaling Ω satisfying Ω2 = U . Note that we work locally, around generic points. There-
fore, after possibly a redefinition of β and shrinking of the domain, we may assume U > 0. Thus,
the overall signature of the metric remains unchanged, guaranteeing that Stäckel transformations
entail conformal transformations of the metric in the usual sense.
In the present paper, we study second-order non-degenerate superintegrable systems, particularly
those of Wilczynski type. Such systems are characterized by their (unique) structure tensor T kij ,
i.e. a (1, 2)-tensor field on the manifold. We prove that the structure tensor is equivalent to providing
a conformally invariant 3-tensor field and a conformal scaling function.
1.3. Superintegrable systems on constant curvature geometries. On manifolds of constant
curvature in dimension n ≥ 3, the structure tensor of an (abundant) Wilczynski system is essentially
encoded in one scalar function B via the formula (see [KSV19])
Tijk =
1
6
i j k ◦B,ijk + i j ◦
1
n+ 2
gik
(
(∆B),j +
2(n+ 1)
n(n− 1) RB,j
)
. (1.5)
In the present paper, we prove that the scalar function B is obtained from the conformal scaling
function and from a conformal density b of weight 2. The scaling function itself satisfies a Laplace
equation.
Second-order non-degenerate superintegrable systems on constant curvature spaces in dimen-
sion 3 are classified, and we compute their associated function B in this paper. Since in dimen-
sion 3 any non-degenerate conformally superintegrable system is Stäckel equivalent to a properly
superintegrable system on a constant curvature space, a finite list of functions is enough to cover
all these systems.
1.4. Conformal superintegrability in higher dimension. Reference [KSV19] carries out a
method that facilitates the classification of second-order (properly) superintegrable systems, par-
ticularly those that are abundant. The current paper extends this classification method of [KSV19]
to conformally superintegrable systems. Conformal superintegrability is a natural generalization of
superintegrability of Hamiltonian systems. However, it is known that any conformally superinteg-
rable system is Stäckel equivalent to a properly superintegrable system1 [Cap14]. This means that
the space of such conformally superintegrable systems is simply obtained by applying Stäckel trans-
form to the classification space of properly superintegrable system, i.e. to the algebraic equations
obtained in [KSV19].
While an invariant description of these systems on conformal manifolds is left to future work,
we are going to at least invariantly describe the equivalence classes of conformally superintegrable
systems in terms of a conformal metric that admits two additional pieces of data: A 2-density v
that invariantly captures the potential and a subspace of dimension n(n+1)2 in the space of tracefree
conformal Killing tensors.
The present paper shows: There is a natural correspondence between the space of abundant
superintegrable system on a conformal manifold and (tracefree) cubic forms Ψijkyiyjyk on Rn,
1In dimension 3, every conformally superintegrable system is even Stäckel equivalent to a properly superintegrable
system on a constant curvature space [KKM06, Theorem 4].
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that satisfy the simple algebraic equations(
gabΨbi[jΨk]la
)
◦
= 0 (1.6a)(
ΨabcΨbc[jΨk]la
)
◦ = 0 . (1.6b)
The second equation (1.6b) is new; it does not appear in the case of proper superintegrability nor
in dimensions below 4.
1.5. Notation: Young projectors. In order to keep notation concise, tensor symmetries are
going to be denoted by Young projectors in the following. In doing so, we adhere to the convention
used for properly superintegrable systems in [KSV19], which we briefly review in the current section.
A proper introduction to representations of symmetric and linear groups is out of scope of the
present paper, but can be found, for instance, in [Ful97, FH00].
Let n > 0 be a positive integer. A partition of n into a sum of ordered, positive integers can be
represented by a Young frame, i.e. by square boxes. By convention the boxes are usually aligned to
the left. For instance, to denote the partition 5 = 3 + 1 + 1 we may draw the Young frame .
Irreducible representations of the permutation group Sn and the induced Weyl representations
of GL(n) can also be referred to by Young frames. A Young frame filled with tensor index names
(called a Young tableau) explicitly defines a projector onto an irreducible representation. Two
simple examples are complete symmetrisation or antisymmetrization, denoted by for example i j k
or ij , respectively. In general, Young tableaux denote the composition of its row symmetrisers
and column antisymmetrisers (convention: antisymmetrisers are applied first). If symmetrisers are
to be applied first, this is denoted by the adjoint operator, marked with an asterisk, e.g.,
j i
k
∗
Tijk =
j
k
j i Tijk .
One particular Young tableaux that we make intensive use of in the following is the projection
i j
k l
∗
Tijkl =
i
k
j
l
i j k l Tijkl
which satisfies the properties of algebraic curvature tensors. Finally, the subscript “◦” denotes the
projection onto the completely trace-free part of a tensor, such that, for instance, the well known
Ricci decomposition is denoted as
Rijkl = Wijkl +
1
4(n− 1)
i k
j l
∗
R˚ikgjl +
1
8n(n− 1)
i k
j l
∗
gikgjl,
where R˚ij is the trace-free part of the Ricci tensor and R the scalar curvature.
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2. Conformal superintegrability
In the present chapter we are going to introduce two concepts, which are very intimately in-
terconnected: First, we generalise (maximally) superintegrable systems on (pseudo-)Riemannian
manifolds to what is known as conformally superintegrable systems. These differ from superinteg-
rable systems in that the Poisson bracket of the integrals with the Hamiltonian is no longer required
to vanish identically, but still controlled by the Hamiltonian via a 1-form ω. Second, we revisit the
(well-established) concept of conformally superintegrable systems from the viewpoint of conformal
geometry. Before we begin, we need to introduce the conformal counterpart of Killing tensors.
Definition 2.1. A (second-order) conformal Killing tensor is a symmetric tensor field on a Rieman-
nian manifold satisfying the conformal Killing equation
(Kij,k +Kjk,i +Kki,j) = ωi gjk + ωj gki + ωk gij , (2.1)
where the comma denotes covariant derivatives, and where ω is a 1-form.
Remark 2.2. Any Killing tensor is also a conformal Killing tensor, with ω = 0. In particular, the
metric g is trivially a conformal Killing tensor.
Moreover, any trace modification of a conformal Killing tensor is again a conformal Killing tensor.
We are typically going to require tracefree conformal Killing tensors, setting apart the metric as a
distinguished conformal symmetry.
Remark 2.3. For a proper Killing tensor Kij , the corresponding integral of motion without po-
tential, F = Kijpipj , is preserved along geodesics. If instead Kij is only a conformal Killing tensor,
then F is preserved along null geodesics only, as these are the distinguished curves of conformal
geometry. For a broader view on distinguished curves and integrability in various geometries, see
[GSTC18]. Null geodesics in the light of applications in physics are discussed, for instance, in
[Fia39, FS87, TH20].
2.1. Conformally superintegrable systems. The concept of a superintegrable system on a
(pseudo-)Riemannian manifolds is generalised as follows.
Definition 2.4.
(i) By a conformally (maximally) superintegrable system, we mean a Hamiltonian system ad-
mitting 2n− 1 functionally independent conformal integrals of the motion F (α),
{F (α), H} = ωH α = 0, 1, . . . , 2n− 2, (2.2)
with a function ω(p,q). The first integral of the motion is supposed to be the Hamiltonian
itself:
F (0) = H , ω(0) = 0.
(ii) A conformal integral of the motion is second-order if it is of the form
F (α) = K(α) + V (α), (2.3)
where
K(α)(p,q) =
n∑
i=1
K
(α)
ij (q)p
ipj
is quadratic in momenta and V (α) = V (α)(q) a function depending only on positions (we
also allow for V being a linear family of such functions). The function ω thus has to be
linear in the momenta p
(iii) A conformally superintegrable system is second-order if its constants of motion F (α) are
second-order and
H = g + V, (2.4)
where
g(p,q) =
n∑
i=1
gij(q)p
ipj
ALGEBRAIC CONDITIONS FOR CONFORMAL SUPERINTEGRABILITY 7
is given by the Riemannian metric gij(q) on the underlying manifold.
(iv) We call V a conformal superintegrable potential if the Hamiltonian (2.4) gives rise to a
conformally superintegrable system.
Remark 2.5. In the present paper, we will resort to the following assumptions
(i) From now on, unless otherwise stated, we assume that the quadratic parts correspond to
tracefree conformal Killing tensors, except for the Hamiltonian H = F (0).
(ii) We are concerned exclusively with second-order maximally superintegrable systems and
thus omit the terms “second-order” and “maximally” without further mentioning.
(iii) For the sake of clarity, we refer to the usual notion of superintegrable systems as properly
superintegrable systems, if such clarification appears necessary. Note that in the case of
proper superintegrability it is preferable to work with Killing tensors such that ω = 0 in
Equation (2.2), which requires an appropriate trace correction of the conformal Killing
tensors.
For (2.3) and (2.4), condition (2.2) splits into two homogeneous parts (w.r.t. momenta). These
parts are cubic respectively linear in p:
{K(α), g} = 2ω g (2.5a)
{K(α), V }+ {V (α), g} = 2ω V (2.5b)
The condition (2.5a) for K(p,q) = Kij(q)pipj is equivalent to Kij being a conformal Killing tensor.
Similarly, the components of ω(p,q) = ωi(q)pi are given by a 1-form, also denoted by ω in the
following.
2.1.1. Bertrand-Darboux condition. The metric g allows us to transform symmetric forms into en-
domorphisms, and thus to identify them. Interpreting a conformal Killing tensor in this way as an
endomorphism on 1-forms, Equation (2.5b) can be written in the form
dV (α) = K(α)dV + ω V .
Let us compare this with the Bertrand-Darboux condition of the projective case treated in [KSV19]:
They differ in the last term ω V . It is still possible, once the conformal Killing tensors K(α) are
known, to recover the potentials V (α) from V = V (0), but the Bertrand-Darboux condition is
more restrictive as the freedom to add a constant does no longer exist if ω 6= 0. The integrability
condition is
d(K(α)dV ) + V dω + dV ∧ ω = 0. (2.6)
which for ω = 0 goes back to [Ber57, Dar01]. Thus, the potentials V (α) for α 6= 0 are eliminated from
our equations. As we will see in the following, the remaining potential V = V (0) can be eliminated
as well dfor non-degenerate systems, leaving equations on the Killing tensors K(α) alone.
2.2. Conformal equivalence of conformally superintegrable systems. Earlier, in Lemma
1.3, we have introduced the Stäckel equivalence of Hamiltonians, which extends to an equivalence
relation on properly superintegrable systems, e.g. [Kre07, KKM05a, KKM06, BKM86, Pos10]. We
generalise this to conformally superintegrable systems as follows.
Definition 2.6. Consider two (second-order) conformally superintegrable systems with natural
Hamiltonians H = gijpipj + V respectively H˜ = g˜ijpipj + V˜ and conformal integrals F (α) respect-
ively F˜ (α) as in Definition 2.4.
We say that the two systems are conformally equivalent if the associated Hamiltonians H and H˜
satisfy H˜ = Ω−2H for some function Ω, and if the tracefree parts of the associated Killing tensors,
viewed as (2, 0)-tensors with upper indices, span the same linear space.
In particular we say that two conformally equivalent systems are Stäckel equivalent if the res-
caling function Ω gives rise to a potential U = Ω2 such that h = gijpipj admits the conformal
integrals F (α).
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Another way to think about the requirement for Stäckel equivalence is that U is a part of the
linear family V . Note that if a function f satisfies the requirements for a potential in Definition 2.4
then also the linear family V = af + b does, with parameters a, b. Usually we think of a potential
as such a family (below with usually n+ 2 linear parameters).
2.2.1. Wilczynski systems. In the present paper, we will restrict ourselves to a subclass of second-
order superintegrable systems for which the Bertrand-Darboux equations can be solved for second
derivatives of the potential, except the Laplacian.
Definition 2.7. We call a conformally superintegrable systemWilczynski, if its potential V satisfies
V,ij = T
m
ij V,m +
1
ngij∆V + τijV (2.7)
with a (not necessarily unique) (2, 1)-tensor Tijk and a (2, 0)-tensor τij that satisfy the following
symmetry and trace properties:
T mji = T
m
ij g
ijT mij = 0 τij = τji g
ijτij = 0 .
The tensors Tijk and τij will be called the structure tensors of the superintegrable system. For
reasons to become clear later, we refer to Tijk as the primary structure tensor and to τij as the
secondary structure tensor of the conformally superintegrable system.
Example 2.8. The harmonic oscillator on flat space is the trivial (conformal as well as proper)
Wilczynksi system, with both the primary and secondary structure tensors vanishing.
In [KSV19] it has been proven that any irreducible (properly) superintegrable system is Wilczynski
with (1.4) rather than (2.7). Indeed, for proper systems (2.7) holds with τij = 0, also if we require
tracefreeness for the then-conformal Killing tensors.
Lemma 2.9. A properly superintegrable Wilczynski system satisfies τij = 0.
Proof. Recall that a properly superintegrable system satisfies d(Kˆ(α)dV ) = 0 for all its associated
Killing tensors K(α). Now, for each α observe the following reasoning where we drop the superscript
α for conciseness, Kˆij := Kˆ
(α)
ij since no ambiguity arises. So, Kˆij is a Killing tensor that may have a
non-vanishing trace. If the trace Kˆaa vanishes, the proof is trivial. Therefore assume non-vanishing
trace, and decompose Kˆij = Kij+ 1nλgij . The tracefree partKij then satisfies (2.6) with ωi = K
a
a,i .
A contraction of the Killing equation i j k Kij,k = 0 furthermore yields λ,k = −nωk, so ω is
exact, implying dω = 0. Comparing the coefficients of V in (2.7) and (2.6) this confirms τij = 0,
keeping in mind that the previous considerations hold for every choice of α. 
We are going to see below in Corollary 4.2 that – for non-degenerate second-order conformally
superintegrable systems – also the reverse statement is true.
In components, the Bertrand-Darboux condition (2.6) for a Killing tensor K = K(α) in a con-
formally superintegrable system reads
i
j
(
KmiV,jm +K
m
i,jV,m + ωiV,j + ωi,jV
)
= 0 . (2.8)
The following lemma shows that we can solve this system for the second derivatives of V , except
for its Laplacian ∆V .
Equation (2.7) allows one to express all higher covariant derivatives of V linearly in V , ∇V and
∆V . Hence all higher derivatives of V at some point are determined by the value of (V,∇V,∆V )
at this point, i.e. by n+ 2 constants. This motivates the following definition.
Definition 2.10. A conformally superintegrable system is called non-degenerate if it is conformal
Wilczynksi, and (2.7) admits an (n+ 2)-dimensional space of solutions V .
In Section 3, we show that for non-degenerate potentials the tensors Tijk and τij in (2.7) are
uniquely defined.
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2.2.2. Abundant systems. By definition, a superintegrable system on an n-dimensional Riemannian
manifold has the maximal number of 2n− 1 functionally independent integrals. However, as with
proper Wilczynski systems [KSV19], more integrals may exist if we only require linear independence.
Analogously, this again leads to a concept of abundantness, now for conformal systems.
Definition 2.11. We call a non-degenerate second-order conformal superintegrable system in di-
mension n abundant, if it admits n(n+1)2 linearly independent second-order conformal integrals of
the motion (2.3) such that tr(K(α)) = 0 except for α = 0.
Definition (2.11) generalises the second part of Definition (1.1). Abundantness is a trivial con-
sequence of non-degeneracy if n = 2. In dimension n = 3, the situation is a bit more involved. It is
still true that every non-degenerate second-order (properly) superintegrable system on a conform-
ally flat manifold extends from 2n−1 = 5 functionally independent integrals to n(n+1)2 = 6 linearly
independent integrals [KKM05c]. Furthermore, every 3-dimensional conformal system is Stäckel
equivalent to a proper one for constant curvature [Cap14]. However, since a Stäckel transform
modifies the trace of Killing tensors, it has to be ensured that it does not destroy linear independ-
ence. Therefore the collection of all tracefree parts of the Killing tensors and the metric already
has to be linearly independent.
Definition 2.12. We say that a collection of linearly independent Killing tensors K(α)ij is conform-
ally linearly independent if ∑
α
cαK
(α) 6= f g , (2.9)
implies f = 0 and cα = 0 for all α.
Lemma 2.13.
(i) Let (K(1), . . . ,K(m)) be conformally linearly independent and denote the corresponding tracefree
conformal Killing tensors by C(α) = K(α) − 1n tr(K(α)) g. Then (g, C(1), . . . , C(m)) is linearly
independent.
(ii) If a properly superintegrable system is abundant, it is also abundant as a conformally superin-
tegrable system.
(iii) A conformally superintegrable system is abundant if it is Stäckel equivalent to an abundant
superintegrable system that satisfies (2.9).
Proof. For part (i), assume (g, C(1), . . . , C(m)) is linearly dependent. This means there is a com-
bination ∑
cαC
(α) = c0 g
with constants (c0, c1, . . . , cm) 6= 0. This means∑
cαK
(α) = f g
for a function f obtained from c0 and the trace terms. However, this is incompatible with the
hypothesis and thus (i) is proved. Claims (ii) and (iii) follow immediately. 
2.3. Conformal Wilczynski systems. As introduced earlier, we say that a conformally super-
integrable system on a (pseudo-)Riemannian metric is Wilczynski if its potential satisfies (2.7).
Remark 2.14. Note that there is a difference in definition regarding Wilczynski systems for con-
formally and properly second-order superintegrable systems, namely equations (2.7) and (1.4),
respectively. The first is a generalisation of the latter due to Lemma (2.9). Usually there will be no
risk of confusion, but if needs be we shall distinguish them by adding the specification conformal
or proper, respectively.
As indicated earlier, we are going to work with tracefree conformal Killing tensors in the following.
Indeed, as we shall see now, these are conformally invariant objects provided we use appropriate
index positions.
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Proposition 2.15. Let g and g˜ = Ω2g be a pair of conformally equivalent metrics and assume
Cij is a conformal Killing tensor for g that satisfies i j k (∇kCij − ρkgij) = 0. Then C˜ij is a
conformal Killing tensor for g˜ and satisfies i j k (∇kC˜ij − ρ˜kg˜ij) = 0, where
C˜ij = Ω
4Cij , ρ˜i = Ω
2 (ρi + 2CiaΥ
,a)
In particular, C˜ij = Cij, where indices are raised using g˜ (on the left) respectively g (on the right).
Proof. This follows from a straightforward computation. 
Remark 2.16. Proposition 2.15 provides us with the following prescription for the transformation
of a conformally superintegrable system:
H → Ω−2H , K(α)ij → Ω4K(α)ij
for each tracefree conformal Killing tensor K(α), α = 1, . . . , 2n − 2. We can encode this in such
a way that a given pair of data (g, V,K(1), . . . ,K(2n−2)) can easily be compared. For the metric,
a conformally invariant formulation is well-established and achieved through a weighted 2-tensor
field. We denote the space of weight-w tensor fields by E [w], which are sections in the product
bundle S2T ∗M ⊗ (ΛnTM)−w/n. Thus, g = σ2g ∈ E [2], where σ is the conformal scale function.
Locally, the components of g are given by
gij =
gij
|det(g)|2/n ,
see [CG14]. Similarly, we define a density v ∈ E [−2] of weight −2 for the potential,
v = |det(g)|2/nV .
Then, the tupel (g,v,Kij(1), . . . ,K
ij
(2n−2)) invariantly describes the conformal class of conformally
superintegrable systems, and we may take this as a definition on the conformal manifold (M,g)
where we do not specify a particular metric in the projective class. This leads to a description of
superintegrability in a conformal geometry, which we will come back to later. A comprehensive
exploration of this subject however is beyond the scope of the present paper and a more in-depth
study must therefore be left to a subsequent article.
2.3.1. Behavior of the structure tensors under conformal transformations. We are now going to
determine how the structure tensor behaves under conformal changes of the superintegrable sys-
tem. In Definition 2.10, we require the Bertrand-Darboux equations (2.8) to admit a (n + 2)-
dimensional space of solutions for the potential. It is easy to see that this is preserved under
conformal transformations. We also need to check whether the form of (2.7) is preserved under
conformal transformations. Indeed, this is the case.
Lemma 2.17. Equation (2.7) is covariant under conformal equivalence. Indeed, let H, Hˆ be a pair
of conformally equivalent Hamiltonians, i.e. there is a rescaling function Ω such that
Hˆ = Ω−2H = Ω−2
(
gijpipj + V
)
Assume H gives rise to a conformally superintegrable system of Wilczynski type, i.e. the potential
satisfies (2.7). Then also Hˆ satisfies this equation (where we now mark the new objects with a
hat as well). In particular, the structure tensors Tijk, τij are replaced by Tˆijk, τˆij according to the
following transformation rules.
Tˆ kij = T
k
ij − 3 i j ◦Υ,ig kj (2.10a)
τˆij = τij + 2T
k
ij Υ,k − i j ◦ (Υ,ij + 2Υ,iΥ,j) . (2.10b)
where Υ = ln |Ω|.
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Proof. By a straightforward computation, using (2.7) and the product rule, we arrive at
∇ˆ2ij Vˆ =
1
n
gˆij∆ˆVˆ +
(
T kij − 3
(
Υi g
k
j + Υj g
k
i
)− 6n gij Υ,k) Vˆk
+
(
τij + 2T
k
ij Υ,k − 2 ∇
2
ijΩ
Ω +
2
n gij
∆Ω
Ω − 2 Υ,iΥ,j + 2n gij Υ,aΥ,a
)
Vˆ .
The result then simplifies further using Ω−1∇2ijΩ = Υ,iΥ,j + 12 i j Υ,ij . 
2.3.2. Conformal invariants and the conformal scaling. In Equation (2.7), we have introduced a
tensor field Tijk which a superintegrable system will encode. It is instructive to consider the
behaviour of Tijk under conformal transformations.
Lemma 2.18. The tracefree part S kij = T˚ kij of the tensor section T kij is invariant under
conformal equivalence. The totally symmetric and tracefree tensor Sijk transforms according to
Sijk → Ω2Sijk.
Proof. Consider the transformation (2.10a). The tracefree part of T kij is not affected by this
transformation. The second part of the claim then follows immediately lowering the upper index
with the appropriate metric. 
In what follows it will often be advantageous to work with Sijk instead of S kij , although Sijk is
not truly invariant. In the remainder of this paper, a tensor that picks up a power of Ω under
conformal transformations is going to be referred to as quasi-invariant.
As follows from [KSV19], Sijk is closely interrelated with the Weyl curvature. We are going to
see later that under reasonably mild assumptions S kij carries enough information to reconstruct
the conformal equivalence class of a (conformally) superintegrable system.
Let us now look at the trace of Tijk. There is only one independent trace, due to the tracefreeness
and symmetry of Tijk in its first two indices. We find that the trace T aia is closely related to the
conformal scale function.
Lemma 2.19. Let the hypothesis and notation be as in Lemma 2.17. Under conformal transform-
ations, the trace ti = T aia undergoes a translation by Υ,i such that
ti → ti − 3
n
(n− 1)(n+ 2) Υ,i (2.11)
The proof is straightforward.
Remark 2.20. In the present paper, we focus on non-degenerate (conformal) systems. Analog-
ously to [KSV19], we show below that for such systems Sijk and ti are the only two independent
components of Tijk.
Remark 2.21. It may at first seem inconsistent that the conformal case should require additional
information, in the form of an additional structure tensor τij , compared to properly superintegrable
systems that do only require the primary structure tensor Tijk.
However, we shall see later that τij is indeed secondary, justifying its name. In fact, we are
going to find that τij carries the information about the derivatives of Sijk. As we have already
obtained, τij = 0 is a necessary condition for true superintegrability, and this may be understood
as a condition on the derivatives ∇lSijk, which are encoded in a tracefree tensor field Z˚ij . Knowing
the tensor field Tijk is therefore sufficient to reconstruct Z˚ij and then τij . This becomes particularly
simple in the case of abundant conformal systems, for which we shall find a simple explicit equation
for τij .
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3. Non-degenerate systems
From now on we are going to restrict to non-degenerate Wilczynski systems. In the present
section, our aim is to formulate and study the integrability conditions imposed by (2.7) and the
non-degeneracy condition onto the structure tensors of a conformally superintegrable system.
Lemma 3.1. For a non-degenerate conformally superintegrable system that is Wilczynski, the struc-
ture tensors Tijk and τij are unique.
Proof. Assume (2.7) were satisfied for two different pairs of structure tensors, say Tijk, τij and
T˜ijk, τ˜ij respectively. Then, subtracting these two copies of (2.7),
0 = (T kij − T˜ kij )V,k + (τij − τ˜ij)V .
By the hypothesis of non-degeneracy, each coefficient of V,k and V has to vanish independently, i.e.
T kij = T˜
k
ij and τij = τ˜ij . 
3.1. Prolongation of a superintegrable potential. We proceed in three major steps: We first
formulate the integrability conditions in all generality. In a second step, we use part of these
equations in order to study the properties of the structure tensors τij and Tijk. In particular,
we are going to explore the relation between ti and the conformal scaling. We make use of this
observation in the third part, where we use it to derive more concise integrability conditions for
classes under conformal equivalence. These conditions are then invoked, in the subsequent sections
of the paper, for a description of non-degenerate systems on flat conformal geometries and for
abundant systems.
Equation (2.7) expresses the Hessian of the potential V linearly in the differential of V , the
Laplacian ∆V , and the potential V itself. By the following proposition, Equation (2.7) gives rise to
a second equation such that derivatives of ∇V and ∆V are expressed linearly in ∇V , ∆V and V ,
where the coefficients are determined by the structure tensor (and the curvature of the underlying
manifold). This procedure is commonly referred to as a prolongation of the initial system of partial
differential equations (2.7). The main difference compared to the prolongation of (1.4), studied in
[KSV19], is the appearance of the term linear in V itself.
Proposition 3.2. Equation (2.7) has the prolongation
V,ij = T
m
ij V,m +
1
ngij∆V+τijV (3.1a)
n−1
n (∆V ),k = q
m
k V,m +
1
n tk∆V +γkV, (3.1b)
with
tj := T
i
ij (3.2a)
q mj := Q
im
ij (3.2b)
γk := Γ
a
ak (3.2c)
where
Q mijk := T
m
ij ,k + T
l
ij T
m
lk −R mijk + τijgmk . (3.3)
Γijk := τij,k + T
a
ij τak (3.4)
Proof. Equation (3.1a) is nothing but Equation (2.7). Substituting it into its covariant derivative,
we obtain
V,ijk =
(
T mij ,k + T
l
ij T
m
lk + τijg
m
k
)
V,m
+ 1n
(
Tijk∆V + gij(∆V ),k
)
+
(
τij,k + T
m
ij τmk
)
V.
Antisymmetrising in j and k and applying the Ricci identity gives
RmijkV,m =
j
k
[(
T mij ,k + T
l
ij T
m
lk + τijg
m
k
)
V,m +
1
n
(
Tijk∆V + gij(∆V ),k
)
+ ΓijkV
]
.
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Solving for the term involving (∆V ),k on the right hand side, we get
1
n
j
k
gij(∆V ),k = − j
k
(
Q mijk V,m +
1
nTijk∆V + ΓijkV
)
.
The contraction of this equation in i and j now yields (3.1b), since Tijk and Q mijk are trace-free
in i and j by definition. 
By virtue of (3.1), all higher derivatives of ∇V and ∆V are expressed linearly in terms of these
and the potential V . Such systems of partial differential equations are called overdetermined and
of finite type.
Below, in Section 4, we shall see that for non-degenerate conformally superintegrable systems also
the tracefree conformal Killing tensors K(α) satisfy a prolongation system that is overdetermined
and of finite type. Analogously to properly superintegrable we find the following.
Definition 3.3. A conformally superintegrable system is called irreducible if the tracefree con-
formal Killing tensors in this system, regarded as endomorphisms, form an irreducible set, i.e. if
they do not admit a non-trivial invariant subspace.
Corollary 3.4. The potential V of an irreducible conformally superintegrable system satisfies (2.7),
i.e. is (conformal) Wilczynski.
Proof. The proof is the same as in the case of properly superintegrable systems and (proper) Killing
tensors, see Proposition 3.2 of [KSV19]. 
Corollary 3.5. The potential V of an irreducible conformally superintegrable system on a Rieman-
nian manifold with analytic metric is analytic. It is determined locally by the values of V , ∇V and
∆V in a non-singular point of V .
Proof. The proof is the same as the one of Corollary 4.2 of [KSV19], which covers the special case
of a properly superintegrable system. 
3.2. Integrability conditions for a non-degenerate potential. From the perspective of Equa-
tions (3.1), non-degeneracy simply is the requirement that their integrability conditions be satisfied
generically, independently of the potential, i.e. independently of V , ∇V and ∆V . With this con-
dition we finally eliminated the potential functions V (α) from the system, leaving a system of
equations depending only on the structure tensor and the underlying geometry.
Proposition 3.6. Equation (2.7) has a non-degenerate solution V in the sense of Definition 2.10
if and only if the following integrability conditions hold:
j
k
(
Tijk +
1
n−1gijtk
)
= 0 (3.5a)
j
k
(
Qijkl +
1
n−1gijqkl
)
= 0 (3.5b)
j
k
(
Γijk +
1
n−1 gijγk
)
= 0 (3.5c)
k
l
(
q nk ,l + T
n
ml q
m
k +
1
n−1 tkq
n
l + g
n
kγl
)
= 0 (3.5d)
i
j
(
γi,j + q
m
i τmj +
1
n−1 tiγj
)
= 0. (3.5e)
Proof. The system (3.1) allows to write all higher derivatives of ∇V and ∆V as linear combinations
of V , ∇V and ∆V . Necessary and sufficient integrability conditions are then given by applying
this procedure to the left hand sides of the Ricci identities
j
k
V,ijk = R
m
ijkV,m
k
l
(∆V ),kl = 0.
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This results in
j
k
(
Q mijk +
1
n−1gijq
m
k
)
V,m +
1
n
j
k
(
Tijk +
1
n−1gijtk
)
∆V
+ j
k
(
Γijk +
1
n+1 gijγk
)
V = 0
respectively
k
l
(
q nk ,l + T
n
ml q
m
k +
1
n−1 tkq
n
l
)
V,n +
1
n
k
l
(
tk,l + qkl
)
∆V
+n i
j
(
γi,j + q
m
i τmj +
1
n−1 tiγj
)
V = 0.
For a non-degenerate superintegrable potential the coefficients of ∆V , ∇V and V must vanish
separately. In addition to the stated integrability conditions, this yields the condition
k
l
(
tk,l + qkl
)
= 0. (3.6)
The latter is redundant, since it can be obtained from (3.5b) by a contraction over i and l. 
Remark 3.7. Note that Equations (3.5) are not (quasi-)invariant under conformal equivalence, as
they emerge from coefficients of V , ∇V and ∆V , respectively, which do also change under conformal
transformations. However, the form of Equations (3.5) will be the same, with metric, curvature
and structure tensor replaced by those of the transformed system.
We can solve Equation (3.5a) right away, because it is linear and does not involve derivatives.
Proposition 3.8. The first integrability condition for a superintegrable potential, Equation (3.5a),
has the solution
Tijk = Sijk + i j
(
t¯igjk − 1
n
gij t¯k
)
, (3.7)
where S is an arbitrary totally symmetric and trace free tensor. The 1-form t¯i is defined by
t¯i =
n
(n− 1)(n+ 2) T
a
ia . (3.8)
Note that S and t¯ are uniquely determined by T .
Proof. Let us decompose Tijk, which by definition is tracefree and symmetric in i, j,
Tijk = Sijk︸︷︷︸
◦
+
1
6
i j k gijsk +
1
4
(
i j
j
k
Tijk
)
︸ ︷︷ ︸ .
Substituting (3.5a), and taking the trace in j, k,
ti = T
a
ia = g
jk
(
1
3
(gijsk + gjksi + giksj)− 1
2(n− 1) (2gijtk − gjkti − giktj)
)
.
Solving for si, we find 4(n+ 2) si = ti, and thus (3.7). 
Corollary 3.9.
(i) The tensor qij is symmetric, i.e. qji = qij.
(ii) The tensor t¯i is the derivative of a function t¯, i.e. t¯i = t¯,i.
Note that, analogously, also ti = t,i. We shall w.l.o.g. impose t¯ = n(n−1)(n+2) t on the arbitrary
integration constant.
Proof. The first statement follows from substituting (3.7) into the definition (3.2b) of qij . The
second then follows from (3.6). 
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Proposition 3.10. The third integrability condition for a superintegrable potential, Equation (3.5c),
has the solution
Γijk = Σijk + i j (γ¯igjk − 1
n
gij γ¯k), (3.9)
where Σ is an arbitrary totally symmetric and trace free tensor and
γ¯i =
n
(n+ 2)(n− 1) γi.
Note that Σ and γ are uniquely determined by Γ.
The proof is the same as that of Proposition 3.8.
3.3. The conformal scale function. As we have just seen, the trace ti of the principal structure
tensor is the differential of a function t. We thus obtain the following transformation rule under
conformal changes of the Hamiltonian, which is an immediate consequence of Lemma 2.19.
Lemma 3.11. Under a conformal change of the superintegrable system, say H → Ω−2H, the
function t transforms as
t¯→ t¯− 3Υ mod constant, (3.10)
where Υ = ln |Ω| as in Lemma 2.17.
We have thus confirmed that t¯ behaves like a scale function: Consider a triple of conformally
equivalent superintegrable systems on metrics g1, g2 = ϕ2g1 and g3 = ψ2g2. Then, if on g1 the
trace of the principal structure tensor is induced by the function t¯(1), we have
t¯(3) = t¯(2) − 3 ln |ψ| = t¯(1) − 3 ln |ϕ| − 3 ln |ψ| = t¯(1) − 3 ln |ϕψ|
In view of (3.10) let us make the following definition.
Definition 3.12. The scaling is the density of weight 1 defined by
σ = e−
1
3 t¯ .
In the following we may need powers of σ instead of the density σ itself. We denote this by
powm : E [w]→ E [mw], powm(σ) = σm.
We also introduce the auxiliary tensor field Zij :
Lemma 3.13. The tensor defined by
Z˚ij =
(
S abi Sjab − (n− 2) (Sijat¯a + t¯it¯j + τij + Pij)
)
◦
transforms according to
Zij → Zij + (n− 2) (TijaΥ,a + 3 Υ,ij − 6 Υ,iΥ,j)◦
Proof. The statement follows immediately from the transformation rules (2.10) and
Pij → Pij −Υ,ij + Υ,iΥ,j − 1
2
gij Υ,cΥ
,c . (3.11)
The latter is well known, e.g. [CG14, Kul69, Kul70]. 
In what follows we are going to work with two natural scale choices in particular, which each
have their individual advantages and draw-backs. The first is the standard scale, which realises
t¯,i = 0. This is a choice that yields very compact equations, and it also exposes the invariant data
required. For conformally flat spaces, however, there is a second natural scale choice, namely the
flat scale. This is a scale choice for which the underlying geometry becomes flat. A major advantage
of this scale is that covariant derivatives coincide with usual ones. Another feature is that it trades
the curvature for a single function ρ (i.e. the value of t¯ in this scale choice). Since any conformally
superintegrable system can be Stäckel transformed into a properly superintegrable system [Cap14,
Theorem 4.1.8], a third natural choice exists, realising the proper superintegrability. According to
Lemma 2.9 it satisfies τij = 0. Table 1 summarizes some of the properties of the natural scale
choices, and the notation we employ.
16 ALGEBRAIC CONDITIONS FOR CONFORMAL SUPERINTEGRABILITY
Objects Standard Scale Flat scale Proper scale
t¯ 0 ρ t¯
Pij Pij 0 Pij
τij ℵij τij 0
Table 1. Notation and conventions for the three natural scale choices.
3.4. The standard scale. In the remainder of the section we will review the integrability condi-
tions in the light of a standard scale choice, which provides us with simplified integrability conditions
that involve only the quasi-invariant structure tensor Sijk and the secondary structure tensor τij .
Definition 3.14. A conformally superintegrable system with t¯i = 0 is said to be in standard scale.
Using an appropriate rescaling according to (3.10), we can pick from a conformal class a system in
standard scale. The equations then depend only on Sijk, which is quasi-invariant, on the geometry
hij = e
2
3 t¯ gij , (3.12a)
and on the data
ℵij = τij + 2T kij Υ,k − i j ◦ (Υ,ij + 2Υ,iΥ,j) , (3.12b)
Pij = Pij −Υ,ij + Υ,iΥ,j − 1
2
gij Υ,cΥ
,c , (3.12c)
where Υ = 13 t¯. Equations (3.12b) and (3.12c) are obtained, respectively, from (2.10b) and (3.11).
Note that we can reformulate the integrability conditions as
j i
k
∗
◦
Tijk = 0 (3.13a)
j
k
(
Qijkl +
1
n−1hijqkl
)
= 0 (3.13b)
j i
k
∗
◦
Γijk = 0 (3.13c)
k
l
(
q nk ,l + S
n
ml q
m
k + h
n
kγl
)
= 0 (3.13d)
i
j
(
γi,j + q
m
i ℵmj
)
= 0. (3.13e)
where Qijkl, qij , Γijk, γi and ∇ are computed with ℵij , Pij and hij , as well as the Weyl curvature
Wijkl, which does not depend on the metric chosen within the conformal (Stäckel) class. Equation
(3.13d) has precisely one independent trace, which can be solve for γi,
γi =
1
n− 1
(
qak,a − qaa,k − Sabiqab
)
. (3.14)
Resubstituting (3.14) into (3.13d), we obtain
j i
k
∗
◦
(
qij,k + S
a
jk qia
)
= 0 (3.15)
Theorem 3.15. Consider a non-degenerate second-order superintegrable system on a geometry with
vanishing Weyl curvature in dimension n ≥ 3. Then, in the standard scale, the integrability condi-
tions (3.13) for the potential V are equivalent to the following set of equations, i.e. Equation (2.7)
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has a non-degenerate solution V in the sense of Definition 2.10 if and only if the integrability
conditions
j i
k
∗
◦
Tijk = 0 (3.16a)
−1
8
i k
j l
∗
◦
SaikSajl = Wijkl = 0 (3.16b)
k j i
l
∗(
Sijk,l +
1
n− 2gikZ˚jl
)
= 0 (3.16c)
and
j
k
(∇kℵij + S aij ℵka)◦ = 0 (3.16d)
∇i (Zaa − Φ) +
2n
n− 2 Siab
(
(n− 2)ℵab + Z˚ab
)
= 0 (3.16e)(
j
k
S aij
(
SkbcS
bc
a − 2
n− 2
n− 1 Pka
))
◦
= 0 (3.16f)
hold, where we define Zij and Φ by
Zij −
(
S abi Sjab
)
+ (n− 2)
(
P˚ij + ℵij
)
= 0 (3.16g)
∇aZ˚ai − 2n
n− 2 ∇iΦ = 0 (3.16h)
Proof. Equations (3.16a), (3.16b), (3.16c) are obtained analogously to the respective equations in
[KSV19, Prop. 4.5].
The remaining three equations are new. Equation (3.16d) simply is (3.13c) written out. Equation
(3.13d) has one independent trace. Using the trace of (3.16c) to replace∇aSija, we arrive at (3.16e).
Finally, Equation (3.16f) is the tracefree part of (3.13d), using (3.16c) and (3.16d) as well as the
Ricci decomposition with Weyl flatness Wijkl = 0. Equation (3.13e) is a consequence of (3.16)
(involving differential consequences). 
4. Conformal Killing tensors in conformally superintegrable systems
4.1. Prolongation equations. For an arbitrary conformal second-order Killing tensor Kij , the
prolongation system can be rather complicated, given the explicit but complicated expressions well
known for proper second-order Killing tensors, cf. [Wol98, GL19]. However, as is shown in [KSV19],
the prolongation system for proper second-order Killing tensors in non-degenerate superintegrable
systems simplifies considerably. In fact, the prolongation system in this case closes after only one
covariant derivative.
Theorem 4.1. A tracefree conformal Killing tensor in a non-degenerate conformally superinteg-
rable system satisfies
Kij,k =
1
3
(
j i
k
Tmji g
n
k −
2
n
gij(t
mgnk − T mnk )
)
Kmn , (4.1)
with T kij given by (2.7).
Proof. We decompose Kij,k as
Kij,k =
1
3
j i
k
Kij,k +
1
6
i j k Kij,k (4.2)
The totally symmetric component is given by the conformal Killing equation,
i j k Kij,k = i j k ωkgij
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The hook symmetry component is obtained as follows: Substituting (2.7) into (2.8) gives
j
k
[(
Kmj,k − T mjl Klk + ωjgmk
)
V,m +
(
Kmj τkm + ωj,k
)
V
]
= 0. (4.3)
From the definition of non-degeneracy it then follows, from the coefficients of Va, that
j
k
Kij,k =
j
k
(
T ljiKlk + gijωk
)
.
Altogether, using (4.2),
Kij,k =
1
3
j i
k
(
T ljiKlk + ωkgij
)
+
1
6
i j k ωkgij
The tracefreeness of Kij now implies
ωk = − 1
3n
gij j i
k
TmjiKmk =
2
3n
(T abk − tagbk)Kab , (4.4)
and thus follows the statement. 
We can now prove the converse of Lemma 2.9.
Corollary 4.2. If τij = 0 for a non-degnerate second-order conformally superintegrable system,
then the system is properly superintegrable.
Proof. We proceed in two steps. First we show that dω = 0. Then we prove that this leads to a
properly superintegrable system.
For the first step, take the coefficient of V in (4.3). For a non-degenerate system, this coefficient
has to vanish independently, so
2 dωij =
i
j
ωi,j =
i
j
Kaj τia
and therefore dω = 0 if τij = 0. In other words, ω is exact and locally the gradient of a function f ,
ω = df . Consider the tensor field K˜ij = Kij+ 1n gijf ; recall that Kij is a tracefree conformal Killing
tensor. Thus,
2
[
d(K˜dV )
]
ij
= i
j
[
K˜ia,jV
,a + K˜iaV
,a
,j
]
= 0 , (4.5)
due to Equation (2.8). Therefore each conformal Killing tensor Kij can be trace corrected, using f ,
to obtain a proper Killing tensor that satisfies the proper Bertrand-Darboux equation (4.5). This
proves the claim. 
Remark 4.3. Without the assumption of tracefreeness of the conformal Killing tensor, we would
obtain a prolongation system that is not of finite type. The non-finiteness originates exactly from
the conformal freedom which allows us to change the trace of each conformal Killing tensor.
Equation (4.1) should be compared to the prolongation equation for the Killing tensor in a
properly superintegrable system,
Kˆij,k =
1
3
j i
k
Tmji g
n
k Kˆmn . (4.6)
However, here Kˆij,k is not tracefree. Therefore, we need to subtract the trace,
Kˆ,k =
2
3
(tmg nk − T mnk ) Kˆmn . (4.7)
Next, verify that (
j i
k
Tmji g
n
k −
2
n
gij(t
mgnk − T mnk )
)
gmn = 0 ,
which, combined with (4.6) and (4.7), yields
Kij,k =
1
3
(
j i
k
Tmji g
n
k −
2
n
gij(t
mgnk − T mnk )
)
Kmn
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where Kij = Kˆij − 1n gij Kˆaa . Summarizing, we have thus confirmed that the tracefree part Kij of
a properly superintegrable Killing tensor Kˆij satisfies (4.1).
Lemma 4.4. In an abundant conformally superintegrable system, the tensor τij is given by
τij =
1
n
(
Ωkjk,i − Ω kij ,k − Ω abi P kab jk + Ωkab Pabijk
+ Ωkkj,i − Ω ki j,k − Ω abi P kab kj + Ωkab Pabikj
)
(4.8)
where
Ω abk =
1
3n
a b (T
ab
k − tagbk) .
Moreover,
i
j
m n
(
Ω mni ,j + Ω
ab
i P
mn
abj + τ
m
i g
n
j
)
= 0 . (4.9)
Proof. The coefficient of V in (4.3) gives the antisymmetric part of ωi,j ,
i
j
ωi,j =
i
j
Kmj τim . (4.10)
On the other hand we obtain from (4.4), after one differentiation,
ωi,j =
(
Ω mni ,j + Ω
ab
i P
mn
abj
)
Kmn
Resubstituting into (4.10),
i
j
(
Ω mni ,j + Ω
ab
i P
mn
abj +
i
j
τ mi g
n
j
)
Kmn = 0 .
Next, using the fact that there are n(n+1)−22 linearly independent Kij , which are tracefree, we
conclude that each coefficient of Kmn must vanish independently,
i
j
m n
(
Ω mni ,j + Ω
ab
i P
mn
abj + τ
m
i g
n
j
)
= 0 .
Contracting in n, j yields the claim. 
Note that τij in (4.8) is indeed tracefree. Furthermore, Equation (4.8) tells us that the superin-
tegrable potential is completely determined by the primary structure tensor T kij ; the secondary
structure tensor τij does not provide us with extra information.
This observation can be interpreted as follows: Any conformally superintegrable system corres-
ponds to a properly superintegrable system [Cap14], for which (2.7) holds with τij = 0. Applying
a conformal transformation to the proper system we arrive at τij 6= 0. But, due to (2.10b), the
tensor τij can only contain information from the properly superintegrable system (and the conformal
rescaling). Indeed, this is the information appearing on the right hand side of Equation (4.8).
4.2. Integrability conditions in an abundant system. A trace-free conformal Killing tensor
in an abundant conformally superintegrable system satisfies the prolongation system (4.1). Due to
the condition of abundantness, its integrability relation will only depend on g, T and ∇T .
Proposition 4.5. For the conformal Killing tensor fields in an abundant (conformal) system, the
integrability condition of (4.1) is
k
l
(
P mnijk ,l + P
pq
ijk P
mn
pql
)
=
1
2
i j m n R
m
iklg
n
j , (4.11)
where
P mnijk :=
1
6
m n
(
j i
k
Tmji g
n
k −
2
n
gij(t
mgnk − Tm nk )
)
. (4.12)
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Note that the trace-freeness of the conformal Killing tensors is a crucial assumption. If it would be
dropped, then in contrast to (4.1) the prolongation for Kij would not be of finite type. However,
even then, (4.11) would be the only integrability condition.
Proof. Writing
Kij,k = P
mn
ijk Kmn (4.13)
and taking the covariant derivative yields
Kij,kl = P
mn
ijk ,lKmn + P
mn
ijk Kmn,l .
After antisymmetrisation over k and l we can eliminate all derivatives of K by using the Ricci
identity
k
l
Kij,kl = i j R
m
iklKmj
on the left hand side, and substituting (4.13) for Kmn,l on the right hand side:
i j R
m
iklg
n
jKmn =
k
l
(
P mnijk ,l + P
pq
ijk P
mn
pql
)
Kmn
= k
l
(
P mnijk ,l + P
pq
ijk P
mn
pql
)
Kmn .
An abundant superintegrable system has n(n+1)2 linearly independent Killing tensors K. Since
this is exactly the number of independent components of the symmetric tensor Kmn in the above
equation, we can replace it by a symmetrisation in m and n, which yields the claim. 
Lemma 4.6. For an abundant system, the curvature tensor Rlijk satisfies
Rlijk =
2
n+ 2
(
P laiaj ,k + P
pq
iaj P
la
pqk − P laiak ,j − P pqiak P lapqj
)
. (4.14)
Proof. Contracting (4.11) in n and j immediately yields the result. 
Lemma 4.6 captures how the the superintegrable system and the curvature interact, and how
the curvature imposes an obstruction on the structure tensor. Also, on a more technical level,
it provides us with a means to eliminate the curvature (at least almost) from the integrability
equations, providing us with structural equations for the structure tensor.
Lemma 4.7. An abundant conformally superintegrable system satisfies the structural equation
i j m n
(
P maiak ,l + P
pq
iak P
ma
pql − P maial ,k − P pqial P mapqk
)
gnj
= (n+ 1) k
l
(
P mnijk ,l + P
pq
ijk P
mn
pql
)
. (4.15)
in addition to (4.8).
Equation (4.15) is a condition that does not depend explicitly on the curvature of the underlying
manifold. On the other hand, once we can specify a superintegrable system through its structure
tensor, Equation (4.14) yields the curvature. We are now going to investigate the conditions encoded
in (4.15) closer, which will provide us with a non-linear prolongation of Tijk and, as well, curvature
conditions for abundant superintegrable systems.
Given Tijk, we can compute P mnijk . Let us now ask the converse question: If we know P
mn
ijk ,
how much information about Tijk can we extract from it?
Lemma 4.8. In an abundant system, P mnijk defined in (4.12) satisfies
tk = − 3
n
P ababi
Sijk =
3
n
(
P aijak +
n− 1
n
gijP
ab
abk + i j
n− 2
n
gikP
ab
abj
)
.
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Proof. Consider the trace components P ababi = −n3 ti, and
P aijak =
n
3
Sijk +
n− 1
3
gijtk + i j
n− 2
3
giktj .
Solving for ti and, respectively, Sijk we obtain the assertion. 
4.3. Non-linear prolongation for the structure tensor. So far, we have derived two separate
prolongations, namely (3.1) and (4.1). The first one is the prolongation of (2.7) for the potential V
of a superintegrable system. The second one concerns the Killing tensors in an abundant superin-
tegrable system. In both prolongations the coefficients are determined by the structure tensors Tijk
and τij (where the latter is obtained from Tijk via (4.8)); also the geometry enters via the metric
and its curvature tensor. We now show that this “entanglement” of both prolongations implies a
third, non-linear prolongation for these coefficients Tijk. More precisely, the covariant derivatives
of Tijk can be expressed polynomially in Tijk, and the Ricci tensor Rij , as given by the following
proposition.
Proposition 4.9. For an abundant conformally superintegrable potential in dimension n ≥ 3, let
Tijk be a solution of the first integrability condition (3.5a), i.e. (3.7),
Tijk = Sijk + i j
(
t¯igjk − 1
n
gij t¯k
)
.
Then Tijk satisfies the following non-linear prolongation equations:
∇it¯j =
(
3
(n−2) Rij +
1
3(n−2) Si
abSjab +
1
3 t¯it¯j
)
◦
+
1
n
gij∇at¯a (4.16a)
∇at¯a = 32(n−1) R+ 3n+26(n−1)(n+2)SabcSabc − (n−2)6 t¯at¯a (4.16b)
∇lSijk = 118 i j k ◦
(
S ail Sjka + 3Sijlt¯k + Sijk t¯l +
(
4
n−2 S
ab
j Skab − 3Sjkat¯a
)
gil
)
(4.16c)
Remark 4.10. Astonishingly, the non-linear prolongation system (4.16) is the same as the one
found for properly superintegrable systems in [KSV19]. To realise this, note however that in this
reference the curvature term in (4.16a) has been replaced using (4.8). We do not follow this
procedure, because we do not want to re-introduce τij into (4.16).
Proof of Proposition 4.9. Define
E mnijk l = (n+ 1)
k
l
(
P mnijk ,l + P
pq
ijk P
mn
pql
)
− i j m n
(
P maiak ,l + P
pq
iak P
ma
pql − P maial ,k − P pqial P mapqk
)
gnj .
Note that E mnijk l is symmetric in i, j and m,n, and antisymmetric in k, l. Therefore, the only
independent, non-vanishing contractions are
E
(1)
ijkl = E
a mn
ak l
E
(2)
ijkl = E
a mn
ja l
E
(3)
ijkl = E
an
ija l ,
and in fact the vanishing of these traces is equivalent to E mnijk l = 0 as this obviously is trace. We
notice that
E
(2)
ijkl − E(3)kjil −
n2 − 2n− 2
2(n− 2) E
(1)
lkji
is an equation that can be solved for the tracefree part of ∇lSijk, which is obtained as an expression
involving the metric and the structure tensor Tijk. In a second step, we obtain the trace part ∇aSija
from E(1)
a
ija , as
∇aSija = 2n3(n−2) SiabSjab − n3 Sijat¯a − 23(n−2) gijSabcSabc .
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We have thus expressed ∇lSijk algebraically in terms of Sijk, t¯i and gij . This is (4.16c).
The two other equations, (4.16a) and (4.16b), are obtained by way of a contraction of (4.14).
Contracting (4.14) in i and k, we find (4.16a). Contracting (4.14) further, in (i, k) as well as (j, l),
we finally find (4.16b). 
Remark 4.11. In Equations (4.16a) and (4.16b), note that the terms involving t¯ absorb the
transformation behaviour of Rij under (2.10). Indeed,
R˚ij → R˚ij − (n− 2) (∇iΥ,j −Υ,iΥ,j)◦
and R→ Ω−2 (R+ 2(n− 1) (∆Υ− n−22 Υ,aΥ,a)) (4.17)
where we have Υ = − t¯3 in (4.16a) and (4.16b). The Schouten tensor is given by (n − 2)Pij =
Rij − 12(n−1)Rgij and it is reasonable to use it instead of the Ricci tensor. We will return to this
below when discussing the invariant formulation of (4.16).
4.4. The secondary structure tensor. In addition to the integrability conditions for Killing
tensors in abundant systems, we have two more equations, namely (4.8) and (4.9) which involve
the secondary structure tensor τij . In particular, (4.8) expresses τij in terms of the structure tensor.
Lemma 4.12.
(i) Equations (4.8) and (4.16) imply Equation (4.9).
(ii) For abundant systems in dimension n ≥ 3, Equation (4.15) is equivalent to (4.16) and
Wijkl =
i k
j l
∗
◦
S aik Sjla = 0 . (4.18)
(iii) Given (4.16), (4.8) becomes
3 (n− 2)
(
1
2
τij + P˚ij
)
=
(
(n− 2)(Sijat¯a + t¯it¯j)− S abi Sjab
)
◦ (4.19)
Proof. For the first part simply resubstitute (4.16) into (4.8). The proof of part (ii), namely of
(4.18), is analogous to that of Theorem 5.9 of [KSV19].
Finally, for part (iii), resubstitute (4.16) into Equation (4.9). It is then pure trace and by (i)
this trace is (4.8). Resubstituting (4.16), Equation (4.8) becomes (4.19). 
As an immediate consequence of (4.19), we obtain the following obstruction on the geometry
underlying an abundant system.
Corollary 4.13. Abundant conformally superintegrable systems exist only on Weyl flat manifolds.
Particularly, for dimension n ≥ 4, they exist only on conformally flat manifolds.
5. Equivalence classes of abundant superintegrable systems
So far, we have considered conformally superintegrable systems that are abundant and whose
underlying geometry is a (pseudo-)Riemannian manifold. We now turn from this viewpoint towards
conformal equivalence classes, i.e. we now aim to describe the superintegrable system on a conformal
manifold.
5.1. The integrability conditions. We begin with a discussion of the integrability conditions of
the non-linear prolongation system (4.16). This leads to two algebraic conditions on the structure
tensor Sijk.
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5.1.1. The standard scale choice. Choosing a specific scale simplifies the computations. The result-
ing integrability conditions on Sijk are however (quasi-)invariant and do not depend on the scale
choice.
Lemma 5.1. In the standard scale, an abundant conformally superintegrable system satisfies the
integrability conditions of the non-linear prolongation system (4.16) ,
i k
j l
∗
◦
S aij Skla = 0 (5.1a)
i
j
(
SabcSibcSjka
)
◦ = 0 . (5.1b)
The curvature in the standard scale then puts the following restriction onto Sijk,
P˚ij = − 19(n−2)
(
S abi Sjab
)
◦ (5.2a)
Paa = − 3n+29(n+2) SabcSabc (5.2b)
and also (5.1a) keeping in mind that the Weyl tensor vanishes, Wijkl = 0. Here, as in (3.12c), Pij
denotes the Schouten tensor in the scale t = 0.
Proof. Equations (5.2a) and (5.2b) follow immediately from (4.16a) and (4.16b), respectively, after
passing to the standard scale t = 0. The remaining equations of (4.16) become
∇lSijk = 118 i j k ◦
(
S ail Sjka +
4
n−2 S
ab
j Skab hil
)
(5.3)
Next, Equation (4.19) becomes
3 (n− 2)
(
1
2 ℵij + P˚ij
)
= − (S abi Sjab)◦ (5.4)
and from (5.4) we therefore infer
ℵij = 2
3(n− 2)
(
3(n− 2)Pij + S abi Sjab
)
◦ = −
4
9(n− 2)
(
S abi Sjab
)
◦
On the other hand, using (5.3), we have
n− 2
n
∇aSija = 2
3
(
S abi Sjab
)
◦ = −
3(n− 2)
2
ℵij .
Substituting (5.2), (4.19) and (5.1a) into the integrability conditions for Sijk from (4.16), we obtain
(5.1b). In arbitrary scale, the proof is similar, but one needs to take into account the contracted
Bianchi identitity for the integrability relation of (4.16a). 
Corollary 5.2. The scalar curvature of an abundant system in standard scaling is given by
∇kPaa = −
(3n+ 2)
27(n− 2)(n− 1) S
ab
k (S
cd
a Sbcd)◦ . (5.5)
Proof. Express ∇kR via (5.2b) and replace derivatives of Sijk by (5.3). Then replace R by the
trace of the Schouten tensor. 
Remark 5.3. Rewritten using the Einstein tensor Einij , Equations (5.2) state that, in the standard
scale,
Einij = Rij − 1
2
hijR = −1
9
(
S abi Sjab −
3n− 2
2(n+ 2)
hijS
abcSabc
)
where the expression on the right formally appears like a stress-energy-momentum tensor
Tij := −1
9
(
S abi Sjab −
3n− 2
2(n+ 2)
hijS
abcSabc
)
. (5.6)
Particularly, using (5.3), one quickly confirms that the divergence of Tij vanishes, i.e., ∇aTak = 0.
Note that (5.6) is invariant under a conformal change of the conformally superintegrable system, i.e.
Tij is a conformal invariant. More light will be shed upon the tensor Tij in the following paragraph.
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5.1.2. The flat scale choice. Assuming a conformally flat manifold, we are able to choose a conformal
rescaling such that in the new scale ρ the integrability conditions are equivalent to a system (4.16)
with Rijkl = 0,
∂iρj =
(
1
3(n−2) Si
abSjab +
1
3 ρiρj
)
◦
+
1
n
gij
(
3n+2
6(n−1)(n+2)S
abcSabc − (n−2)6 ρaρa
)
(5.7a)
∂lSijk =
1
18 i j k ◦
(
S ail Sjka + 3Sijlρk + Sijkρl +
(
4
n−2 S
ab
j Skab − 3Sjkaρa
)
gil
)
(5.7b)
and subject to the following conditions:
i k
j l
∗
◦
S aij Sjab = 0 ,
i
j
(
SabcSibcSjka
)
◦ = 0
and
τij =
2
3(n− 2)
(
S abi Sjab − (n− 2)(Sijaρa + ρiρj)
)
◦ (5.8)
which we may reformulate using (5.7a), yielding
τij =
2
3
(3∂i∂jρ− 2 ρiρj − Sijaρa)◦ =
2
3
(3∂i∂jρ− 2 ρiρj − Tijaρa + 2ρjρi)◦ ,
where the Schwarz property ∂i∂j = ∂j∂i holds.
Remark 5.4. System (5.7) is indeed integrable if and only if (5.1) holds. This can be checked
straightforwardly as in the case of the standard scaling.
Let us rewrite the first two equations of (5.7) using the stress-energy-momentum tensor defined in
(5.7),
Tij = −n− 2
3
[(
ρ,ij − 1
3
ρiρj
)
◦
− 1
100
gij
(
∆ρ+
n− 2
6
ρaρa
)]
(5.9)
Therefore, the conformal scaling ρ gives rise to an external charge density Tij . Note that (5.9)
and (5.6) are alternative expressions for the same stress-energy-momentum tensor. Particularly, in
either case the harmonic oscillator has vanishing Einstein tensor.
Recalling Wijkl = 0 for the Weyl tensor, we have therefore found the following equation, which
determines the curvature from the conformal scaling and an external, conformally invariant stress-
energy-momentum tensor Tij .
Lemma 5.5. The Einstein tensor satisfies
Einij = Tij + n− 2
3
(
t¯,ij − gij∇at¯a
)
− n− 2
9
(
t¯it¯j +
n− 3
2
gij t¯
at¯a
)
= Tij + (n− 2)
(∇˚2ijσ
σ
+ gij
2(n− 1)
n(n− 2)
∆σ
n−2
2
σ
n−2
2
)
, (5.10)
where the conformal scaling σ is as in Definition 3.12.
5.2. Invariant formulation of the non-linear prolongation equations. The non-linear pro-
longation equations (4.16) can be expressed in a conformally (quasi-)invariant way, which is the
goal of the current section. Let us begin with the examination of Equation (4.16b).
Lemma 5.6. Equation (4.16b) is equivalent to
Lσ1−
n
2 = −2
9
3n+ 2
n+ 2
SabcSabc σ
1−n2 . (5.11)
where L denotes the conformal Laplacian,
L = −4 n− 1
n− 2 ∆ +R .
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Proof. Differentiating σ˜ = σ1−
n
2 and inserting (4.16b), we obtain
∆σ˜ =
(n− 2)
4(n− 1) Rσ˜ +
n− 2
6
3n+ 2
6(n− 1)(n+ 2) S
abcSabc σ˜ ,
which is rewritten as (5.11) in terms of the conformal Laplacian. 
Remark 5.7. Note that, under conformal transformations with rescale function Ω, we have
σ1−
n
2 → Ω1−n2 σ1−n2 ,
and the conformal covariance of L means
L ◦ Ω1−n2 = Ω−1−n2 ◦ L ,
which is consistent as SabcSabc → Ω−2SabcSabc. Note that in the standard scale, i.e. for t¯ = 0 resp.
σ = 1, Equation (5.11) is an expression for the scalar curvature in terms of Sijk.
Since the tracefree Hessian and the Laplacian behave differently in conformal geometry, we need a
different weight for (4.16a).
Lemma 5.8. Equation (4.16a) is equivalent to
H˚σ = − 1
9(n− 2)
(
S abi Sjab
)
◦ σ . (5.12)
where H˚ is the invariant tracefree Hessian, defined by H˚ =
(∇2ij − Pij)◦.
Proof. Equation (4.16a) is rewritten as
(∇2ijσ)◦ = P˚ij σ −
1
9(n− 2)
(
S abi Sjab
)
◦ σ
and becomes (5.12) in terms of the invariant tracefree Hessian. 
Lemma 5.9. Equation (4.16c) is equivalent to
∇t¯lSijk =
1
3
i j k ◦
(
S ail Sjka −
4
n− 2 gkl S
ab
i Sjab
)
where we introduce the conformally quasi-invariant Weyl connection ∇t¯ defined by t¯,
∇t¯lSijk = ∇lSijk −
1
9
i j k ◦
(
3Sijlt¯k + Sijk t¯l + 3 gkl Sijat¯
a
)
.
Proof. Indeed, a straightforward computation confirms that the Weyl connection ∇t¯ is quasi-
invariant under conformal changes, i.e. with g → Ω2g, Sijk → Ω2Sijk and t¯→ ˆ¯t := t¯− Ω,k3Ω . 
6. Properly superintegrable systems on constant curvature manifolds
In [KSV19] properly superintegrable Wilczynski systems are discussed, which satisfy τij = 0.
Therefore, (4.19) becomes
(n− 2)(Sijat¯a + t¯it¯j)− S abi Sjab − 3Rij = 0 . (6.1)
In [KSV19] it is then also proven that, for constant scalar curvature, (6.1) has the differential
consequence
SabcSabc − (n− 1)(n+ 2) t¯at¯a = 9R . (6.2)
Using this condition, we obtain the following conditions for Stäckel equivalent properly superinteg-
rable systems.
Lemma 6.1. If (6.2) holds, then Equation (4.16b) becomes
∆σn+2 = −2 n+ 1
n− 1 Rσ
n+2 (6.3)
where σ = e−
1
3 t¯ as in Definition 3.12.
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Proof. If (6.2) holds, then SabcSabc can be eliminated from Equation (4.16b), yielding
∆t¯ =
6(n+ 1)
(n− 1)(n+ 2) R+
n+ 2
3
t¯,at¯,a .
In terms of σ, this rewrites as (6.3). 
For constant curvature spaces, Equation (4.16b) thus becomes a Laplace eigenvalue problem, and
a power of the scale function σ is an eigenfunction of ∆.
Remark 6.2. Let us abbreviate χ = σn+2, so that Equation (6.3) becomes
∆χ = −2 n+ 1
n− 1 Rχ , (6.4)
which for a flat space merely implies that χ is harmonic. For the sphere Sn ⊂ Rn+1, we introduce
the quantum number µ ∈ N ∪ {0} by
µ (µ+ n− 1) := 2 n+ 1
n− 1 Rr
2 = 2n(n+ 1) , (6.5)
where the second equality follows from R = n(n−1)r2 ; r > 0 is the radius of the sphere. Equation
(6.5) admits the solutions µ = n + 1 and µ = −2n, but since the latter is negative it may be
discarded. Therefore the quantum number µ = n+ 1 for a superintegrable system on the n-sphere.
Proposition 6.3. Assume we are provided with a properly superintegrable system on the sphere
with metric g, which is conformally equivalent to a properly superintegrable system on flat space
with the flat metric h = Ω−2g. Then the scaling function σ on the sphere has to satisfy
Ω
(
∆Ω− g(d ln(σn+2), dΩ))+ g(dΩ, dΩ) = 0 . (6.6)
Proof. We have, with Υ = − ln Ω,
∆flat(Ω
−(n+2)χ) = ϕ−1
(
∆(Ω−(n+2)χ) + (n− 2)Υ,c(Ω−(n+2)χ),c
)
= (3n+ 2)χΩ−(n+6)
[
Ω∆Ω + Ω,aΩ,a − ΩΩ,a (lnχ),a
]
where we use (6.3). Also, we have made use of the relation R = −2n−1Ω2
(
Ω∆Ω− n2 Ω,aΩ,a
)
obtained
using (4.17). A properly superintegrable system on flat space requires ∆flat(Ω−(n+2)χ) = 0 by (6.3)
on flat space. 
Example 6.4 (Generic system on the 3-sphere). The system VIII of [KKM06] is also known as
the generic system on the 3-sphere
g = dφ2 + sin2(φ)
(
dθ2 + sin2(θ) dψ2
)
with the potential
V =
a1
cos2(φ)
+
a2
sin2(φ) cos2(θ)
+
a3
sin2(φ) sin2(θ) cos2(ψ)
+
a4
sin2(φ) sin2(θ) sin2(ψ)
+ c .
For this system, χ = σn+2 has to satisfy the Laplace eigenequation with quantum number µ = 4,
∆χ = −µ(µ+ 2)χ = −24χ .
Solutions of this equation span a vector space of dimension (µ+ 1)2 = 25. A basis for this space is
given, for instance, by hyperspherical harmonics. Other bases are discussed in [LR03, LR04]. An
inductive procedure that generates spherical harmonics in any dimension is given in [Fry91].
Specifically, for system VIII of [KKM06], we find the solution
χ = sin3(φ) cos(φ) sin2(θ) cos(θ) sin(ψ) cos(ψ) .
Note that χ does not satisfy (6.6), which reflects the fact that there is no properly superintegrable
system on flat space that is Stäckel equivalent to system VIII.
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Theorem 6.5. The structure function B, introduced in (1.5) for superintegrable systems on con-
stant curvature spaces, transforms under conformal (Stäckel) transforms according to
B → Ω2B (6.7)
where Ω is the conformal rescaling, g → g˜ = Ω2g.
Proof. On a manifold with Hamiltonian H = gijpipj + V , we infer from [KSV19] the following
formula for Bijk in an abundant system,
Bijk = Tijk +
n+ 2
n
gij t¯,k +
1
2(n− 2) i j k gijC,k
where
C =
n− 2
n+ 2
∆B +
2(n+ 1)
n(n− 1) RB − (n− 2)t¯ (6.8)
up to an irrelevant constant. By virtue of (2.10), we know the transformation behavior of Sijk and
t¯i = t¯,i,
Sijk 7→ S˜ijk = Ω2Sijk and t¯,i 7→ t¯,i − 3Ω−1Ω,i ,
and
B˜ijk = Ω
2 (Bijk + trace terms) . (6.9)
Secondly, we also know by construction that Sijk = i j k ◦B,ijk, where on the right hand side
we recall that comma denotes the covariant derivative. An analogous equation holds for S˜ijk with
a function B˜. Now, let us denote by ∇ and ∇˜ the Levi-Civita connections of g and g˜, respectively.
Then, for the third derivatives,
i j k ◦∇˜3ijkB˜ = Ω2 i j k ◦∇3ijkB (6.10)
because of (6.9). A straightforward computation verifies that B˜ = Ω2B satisfies (6.10). We have
therefore confirmed that ¯˜t = t¯− 3 ln |Ω| and B˜ = Ω2B yield the correct structure tensors S˜ijk and
¯˜t,i for the conformally transformed manifold with Hamiltonian H˜ = Ω−2H. Since the structure
functions are unique up to gauge transformations, this concludes the proof.
Note that we did not need to know explicitly how the structure function C transforms since due
to (6.8) it can be reconstructed from t¯ and B. In other words, for dimension n ≥ 3, the pair of
structure functions (B, t¯) is as good as the pair of structure functions (B,C). Which convention is
more suitable depends on the context. 
We define the following density b ∈ E [−2]. In local coordinates, this density is obtained through
the formula
b = B det(g)
1
n .
Corollary 6.6. Superintegrable systems on constant curvature spaces in dimension n ≥ 3 are
Stäckel equivalent if their densities b ∈ E [−2] coincide.
The conformal scale function, on the other hand, is obtained from B via
σ = η exp
[
− 1
3(n+ 2)
(
(∆B),j +
2(n+ 1)
n(n− 1) RB,j
)]
,
up to a constant η > 0. Note that we may ignore the constant η, setting η = 1, without losing
generality. Indeed, a quick inspection of the Bertrand-Darboux Equation (2.6) shows that the
same K(α) are compatible with βV for any constant β 6= 0. Similarly, (1.4) still holds true, with
unchanged structure tensors. In this sense, the superintegrable system is the same for the entire
family βV .
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Example 6.7. It is well understood that on 3-dimensional flat space the systems III and V are equi-
valent. There is no Stäckel equivalent system of this class on the 3-sphere. In common coordinates
(x, z, z¯), we may write
gIII =
dx2 + dzdz¯
z2
VIII = ω z
2(4x2 + zz¯) + a1 xz
2 + a2 z
2 +
a3z¯
z
+ a4
gV = dx
2 + dzdz¯ VV = ω (4x
2 + zz¯) + a1x+
a4
z2
+
a3z¯
z3
+ a2
for which we find
BIII = −3
2
ln(z)z¯
z
, BV = −3
2
ln(z)zz¯ .
The density b linking these structure functions is
b = −3 ln(z)zz¯ .
There is no properly superintegrable system conformally equivalent to those obtained from gIII and
VIII (or equivalently gV and VV). This is most easily confirmed by checking that the metric
gˆ = VIIIgIII = VVgV
can never have scalar curvature 1, regardless of the constants a1, . . . , a4 and ω.
7. Application to dimension 3
We have already discussed a few examples in the previous section, along with their behavior under
conformal transformations. In the present section, we apply our framework to the 3-dimensional
case.
Non-degenerate second-order conformally superintegrable systems in dimension 3 are classified
[KKM06, Cap14]. Also, it is known that all these systems are abundant [KKM05c]. In [KKM06]
it has been established that any non-degenerate second-order conformally superintegrable system
is Stäckel equivalent to a non-degenerate second-order abundant and proper system on a constant
curvature geometry. In view of Theorem 6.5 we shall therefore confine ourselves to the study of
abundant systems on constant curvature geometries, all non-degenerate systems are equivalent to
these. Let us also recall that, in dimension 3, the conditions (5.1) are void, and no further restriction
exists for Sijk.2
7.1. Special case: Standard scale choice is properly superintegrable. Let us confine to
constant curvature geometries since in dimension 3 any non-degenerate system is conformally equi-
valent to one on constant curvature [KKM06, Theorem 4]. We begin with the very particular
situation when the standard scale choice is a properly superintegrable system.
In this case, as a consequence, the Einstein tensor in the standard scale,
Einij = Rij − 1
2
gijR = −1
9
(
S abi Sjab −
3n− 2
2(n+ 2)
gijS
abcSabc
)
, (7.1)
is trace, implying (S abi Sjab)◦ = 0. Among the established normal forms in dimension 3 [KKM05c]
there are only three normal forms with t¯i = 0 on flat geometries, c.f. Table 2. These are the systems
labeled VII, A and O in [KKM05c].
2This is in line with [Cap14], where there are no restrictions on the 7-dimensional representation that encodes,
essentially, the information of the tensor field Sijk.
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7.2. General picture. Table 2 lists the established normal forms for 3-dimensional non-degenerate
systems on flat space, see [KKM06, Cap14]. The functions B and t¯ are obtained as established in
[KSV19], and using Theorem 6.5 and Equation (3.10) we may compute the corresponding func-
tions for any 3-dimensional non-degenerate system conformally equivalent to one of the systems in
Table 2.
However, cf. [KKM05c, KKM06, Cap14], some systems are not equivalent to a proper system on
flat 3-space, but only to one on the 3-sphere. These systems are covered by the following normal
form.
Example 7.1. If a 3-dimensional non-degenerate second-order conformally superintegrable system
is not conformally equivalent to a system in Table 2, it is conformally equivalent to the following
system.
g = dφ2 + sin2(φ) (dψ2 + sin2(ψ) dη2) , V =
4∑
k=1
(
ak
s2k
)
+ c ,
where
s1 = sin(φ) sin(ψ) sin(η) , s2 = sin(φ) sin(ψ) cos(η) , s3 = sin(φ) cos(ψ) , s4 = cos(φ) .
We find that (up to multiplication by an arbitrary constant)
χ = σn+2 = e−
5
3 t¯ =
4∏
k=1
sk = sin
3(φ) cos(φ) sin2(ψ) cos(ψ) sin(η) cos(η) ,
and then (modulo addition of a constant)
t¯ = −3
5
∑
k
ln(sk) .
Moreover, up to gauge terms, we arrive at
B = −3
2
∑
k
s2k ln(sk) .
8. Superintegrable systems on conformal manifolds
In this final section of the paper, we will briefly touch upon superintegrability from the viewpoint
of conformal geometry. As an in-depth discussion of this topic is out of the scope of the present
work, we leave a proper study of conformally superintegrable systems on conformal geometries to a
forthcoming paper and will only comment on some general properties of the framework developed
in the previous sections.
Let us assume we are provided with a conformal geometry, i.e. a manifold M endowed with
an equivalence class c = [g] of (pseudo-)Riemannian metrics g on M ; here equivalence is w.r.t.
the action of the conformal group, g ∼ Ω2g. As we have mentioned in Section 2.3, it is then
appropriate to characterize the superintegrable system by the conformal metric g ∈ E [2] and the
conformal potential v ∈ E [−2]. Moreover, particularly for an abundant system, we can then add to
this pair (g,v) a subspace in the space of tracefree conformal Killing tensors C = (Cij(1), . . . , Cij(N))
with N = n(n+1)−22 . We have established in Proposition 2.15 that the space C is unchanged under
conformal changes of the conformally superintegrable system.
While the data (M,g,v, C) is an invariant description of an abundant system, the scalar parts
of the full second-order conformal symmetries (integrals of motion) do change according to the
following lemma.
Lemma 8.1. If I = Kijpipj+W is a conformal integral for H = gijpipj+V , then I ′ = Kijpipj+W ′
is a conformal integral for H ′ = Ω−2H, where
−W ′,i = K ai V ′,a + ω′iV ′ = Ω2 (K ai V,a + ωiV + 2KiaΥ,aV ) = Ω2 (−W,i + 2KiaΥ,aV ) ,
and (2.1) holds.
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Proof. We need to confirm ddW ′ = 0. To this end, we show that (2.8) is conformally covariant, i.e.
holds true when replacing g → Ω2g, K ai → Ω2K ai and ωi → Ω2(ωi+2KiaΥ,a) with Υ = ln |Ω|. 
Remark 8.2. In Lemma 8.1, both scalar partsW andW ′ have to satisfy their respective Bertrand-
Darboux equations (2.6), with ω and ω′ = Ω−2(ω + 2Kd ln |Ω|), respectively, for the potentials V
and Ω−2V . The conformal covariance of equation (2.6) can be checked straightforwardly.
Particularly, for conformal Wilczynski systems on Weyl flat geometries, and thus all abundant
systems in dimension n ≥ 3, we have found that the structure tensor contains two pieces of data in
addition to the scale function Ω: The first is the invariant structure tensor S kij . The other is the
Schouten curvature Pij of the standard scale, which for conformally flat geometries is encoded in
one function ρ that characterizes the flat scale choice, cf. Section 5.1.2.
A second-order abundant conformally superintegrable system of Wilczynski type is characterized
by its primary structure tensor Tijk, and therefore by the data Ω, S kij and ρ. Its conformal
equivalence class, in turn, is characterized by the pair (S kij , ρ) which has to satisfy (5.1).
This is in line with reference [Cap14], which addresses the 3-dimensional case: The data of S kij is
encoded in a 7-dimensional representation of SO(3,C) (which turns out to also be a representation
of the local action of the conformal group), and the counterpart of ρ is obtained from a 3-dimensional
representation that corresponds with the data t¯.
In the present paper, we have investigated the conformal transformation properties of second-
order superintegrable systems of Wilczynski type. This indicates a rich projective differential
geometry beneath second-order superintegrable systems in general. As this perspective is beyond
the scope of the present paper, its study will be left for subsequent work.
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