We consider infinite-dimensional optimization problems involving entropy-type functionals in the objective function as well as as in the constraints. A duality theory is developed for such problems and applied to the reliability rate function problem in information theory.
Introduction
Extremum problems involving entropy-type functionals appear in a diversity of applications. In the majority of these applications, the extremum problems involved are studied only for the case of finite distributions. Extensions to arbitrary distributions were derived recently by Ben-Tal and Charnes (Ref. 9). The extremum problem is set up as an infinite-dimensional convex program with linear equality constraints, namely:
where D is the convex subset of density functions with support T and g(-) is a given density in D.
It is shown in Ref. 9 that the dual problem is the unconstrained finite-dimensional concave program:
The dual pair (A), (B) has a very interesting statistical interpretation. Let {0i}~=1 be parameters of the distribution, estimated in terms of a sample x= (xl,...,x,) by Oi(x) = O'~i(Xl,..., Xn) = (1/n)(ai(xl) +" " " + a,(x,) ), and let these estimates replace Oi in the constraints of (A). Consider now the problem of finding the maximum likelihood estimator ~r*(x) of the parameter vector 7r = (~1, --., ~rm) t in the exponential family generated by the (fixed) density g(t), i.e.,
f(t[Tr)=g(t)c(~r)exp[~=l 7riai(t) ],
where c(~r) is a normalizing constant, i.e., c(~r) -~= g(t) exp 7ria~(t dt. therefore, the maximum likelihood estimator 7r*(x) is obtained by solving
