ABSTRACT. Spatially distributed arrays of permanently attached ultrasonic sensors are being considered for structural health monitoring systems. Most algorithms for analyzing the received signals are based upon change detection whereby baselines from the undamaged structure are subtracted from current signals of interest, and the residual signals are analyzed. In particular, delayand-sum algorithms applied to the residual signals have been shown to be effective for imaging damage in plate-like structures that support propagation of guided waves. Here we consider minimum variance processing of the residual signals, which is an adaptive beamforming method in common use for processing of radar signals where the weights are adjusted at each pixel location prior to summation based upon actual and expected signal amplitudes. Experimental results from a sparse sensor array show that this processing method can provide a significantly improved signal-tonoise ratio by suppressing unwanted sidelobes in the image.
INTRODUCTION
An ultrasonic sensor array composed of discrete transducers sparsely distributed on the surface of a structure is being considered for long term structural health monitoring [1, 2] . Signals are typically recorded from multiple transducer pairs, and damage detection algorithms based upon changes in received signals over time have been developed [3, 4] . Algorithms have also been developed and demonstrated for determining the location of flaws after detection [3] [4] [5] [6] . One such localization algorithm is delay-and-sum imaging as applied to signal differences from previously recorded baselines [4, 5] . The delay rule is based upon the travel time from the transmitter to the imaging location to the receiver, and signals may be uniformly weighted or weighted as per propagation distance.
Similar delay-and-sum beamforming algorithms are applied to radar, sonar and ultrasonic signals received from linear arrays [7, 8] . The finite aperture and discrete spacing of array elements result in side lobes, which means that the array is sensitive to plane waves arriving at angles other than the desired one. Adaptive beamforming methods are T used to reduce signals arriving from undesired directions [9, 10] , and one such adaptive algorithm is Minimum Variance Distortionless Response (MVDR) beamforming. The focus of this paper is the application of MVDR beamforming to localization of artificial damage in a plate using a sparse ultrasonic guided wave array. Results are compared to conventional delay-and-sum imaging for localization of defects in an aluminum plate.
IMAGING METHODS
Two imaging methods are offered for comparison: (1) Delay-and-sum and (2) MVDR. These two methods are nearly identical in implementation, with the only difference being the weights that are used during image generation. A description of traditional delay-and-sum imaging is included here to orient the reader, which is followed by a discussion of MVDR imaging that builds upon the delay-and-sum imaging concepts.
Delay-and-Sum Imaging
To begin, received signals from all K pair-wise combinations of M transducers are recorded, previously recorded baseline data are subtracted from each new signal, and the magnitude of the complex envelope is calculated and stored. The baseline subtraction step ensures that the imaging algorithm will image differences in the test structure as compared to when the baseline data were recorded. The absolute value of the complex envelope removes phase information from the signals and enables the system to be robust to phase changes that can result, for example, from reflections and dispersion. Although the use of phase information may further improve signal resolution, the analysis here is restricted to envelope information.
Due to reciprocity, the signal recorded from the ith transmitter to the jth receiver will be identical (within electronic noise) to that from the jth transmitter back to the ith receiver. As such, the use of all Mࣟ(Mࣟ-1) pair-wise permutations of M transducers will not increase the amount of information contained in the recorded signals as compared to the K pair-wise combinations. The additional signals, however, could help to improve signal-tonoise ratios of the combined signal with respect to incoherent, or electronic, noise. Since a similar effect is achieved by signal averaging over multiple transmit/receive cycles, this method is used to minimize the amount of data that must be stored and processed.
To obtain the pixel intensity at coordinate (x,ௗy), a back-propagated version of the received signal is used. The simplest method of back-propagating signals is to ignore both phase shifts and dispersive effects of the propagating environment and introduce a simple time-shift that is commensurate with the travel time expected from the transmitter to the pixel coordinate, (x,ௗy), to the receiver. Paths of propagation are shown in Figure 1 . (n) would be obtained by interpolating r ij (n) to obtain an exact time shift, for signals that are highly oversampled, 'n ij xy can be simply rounded to the nearest integer value for simplicity with a negligible degradation in performance (which is the case here). If a perfectly isotropic reflector exists at coordinate (x,ௗy), then the original transmitted signal will be present in each of the back-propagated signals, s ij xy (n), aligned at time nࣟ=ௗ0, with a scaling proportional to the inverse of the square root of the propagation distance.
Once the back-propagated signals are obtained, they are windowed to include only the first N samples. The windowed signals are then compiled into a matrix, S xy , as shown in Table 1 . A set of weights, w xy , is applied to the matrix S xy to consolidate the K timeshifted signals into a single combined signal, Z xy . For delay-and-sum imaging as implemented here,
and |w xy | = 1. Finally, the pixel intensity is determined by calculating the energy contained in the combined signal.
Due to the use of the absolute value of the complex envelope, the back-propagated signals, s ij xy (n), are all greater than zero and as such will not destructively interfere. The delay-and-sum imaging method is, therefore, virtually identical to the square of the sum of the L-1 norms of each of the back-propagated, windowed, and scaled signals. Note that this method does not take into account the shape of the back-propagated and windowed signals, simply the energy contained in the selected window of the cumulative signal.
MVDR Imaging
MVDR is a blind-signal-sorting algorithm that leverages the concepts of signalsubspaces and is widely used in the telecommunications, radar, and sonar communities [11, 12] . MVDR imaging differs from delay-and-sum imaging only in that the weights used are obtained by solving a constrained optimization problem for each pixel. For MVDR imaging, the weights are determined by finding the vector, w xy , that satisfies:
The look direction, e xy , is a unit vector, and corresponds here to the expected amplitude relationship between each of the time-shifted signals. For example, since the time-shifted signals are expected to vary in magnitude as a function of distance, a reasonable look direction based on this information might be:
The weight vector, w xy , that satisfies Eq. (2) can be interpreted as the vector that minimizes all signal contributions to the pixel intensity value other than those that satisfy the expected relationship, e xy . For the case of e xy described in Eq. (3), this effectively requires the same shape to be present in all received signals with the amplitude inversely proportional to the square root of the propagation distance, which alone can be expected to improve upon delay-and-sum beamforming. The solution can be found using Lagrange multipliers [7] , and is: 
One challenge associated with this imaging method is that performance is sensitive to the assumed look direction, e xy . The look direction described in Eq. (3) describes a point-like scatterer at (x,y) that scatters incident waves equally in every direction. To demonstrate the impact that the scattering field has on MVDR imaging performance, the look direction is modified to include a free variable Į (0 d D d 1) that allows for angular fluctuations in the expected scattering field: 
Here T ij is the angle between the transmitted and received directions of propagation relative to the scatterer as illustrated in Figure 1 . The case where D = 0 corresponds to a point-like scattering field at (x,y) that is perfectly isotropic, whereas the case of D = 1 corresponds to a scattering field that has a null perpendicular to the incident wave (T ij ௗ=ௗ±90°). Note that the intent of introducing D is to demonstrate the sensitivity of the MVDR imaging algorithm to the look direction, e xy , and show possible improvements resulting from its modification. Incorporating more accurate representations of scattering fields would be expected to further improve imaging performance.
EXPERIMENTAL RESULTS
Experimental data were obtained from a 600 mm x 600 mm x 4.8 mm aluminum plate with 6 non-uniformly-spaced transducers, primarily generating the S 0 mode, used in 15 pair-wise combinations. Baseline data were obtained prior to the introduction of a 6 mm diameter through-hole and a later 9 mm notch originating from the hole at the 9 o'clock position. The two types of damage (hole vs. notch) have differing scattering fields, and are therefore expected to image differently under identical look directions. Transmitted pulses were broadband spikes, and received signals were sampled at 25 Msps and filtered by convolution with a 3-cycle, Hanning-windowed, 250 kHz tone burst. The group velocity after filtering was estimated to be 5.15 mm/ȝs. Additional experimental details can be found in [4] . Figures 2 and 3 show imaging results for the hole and notch, respectively, for both delay-and-sum and MVDR imaging (with D = 0) for different numbers of sensors. For both algorithms the hole is imaged better than the notch, which is not surprising given that the scattering characteristics of the hole are closer to isotropic than the notch. The figures clearly demonstrate the improved sidelobe performance of the MVDR imaging algorithm as compared to the delay-and-sum algorithm for both reflectors, particularly when using five or six sensors. The MVDR method also achieves excellent results for the hole with just four sensors. 
SUMMARY AND CONCLUSIONS
In this paper, MVDR imaging is shown to offer substantial improvement over conventional delay-and-sum imaging for the purpose of damage localization, even for as few as four sensors. Experimental results from both a near-isotropic point-like scatterer and a non-isotropic linear scatterer demonstrate the impact that the look direction has on overall sidelobe behavior and underscores the need to incorporate reasonable estimates of the scattering field to maximize performance.
Future work should systematically incorporate scattering characteristics of potential types of damage into adaptive imaging algorithms. This will undoubtedly require numerical and analytical modeling of scattering fields for various defect geometries. Furthermore, if scattering field estimates include phase information, MVDR imaging methods should be able to use this information to optimize localization of damage.
