It is now widely accepted that climate change is occurring and that this will affect the processes and parameters that determine the stability of slopes. There remains, however, significant uncertainty in forecasting these changes in the long-term. This issue was addressed in a series of workshops, organised as part of a UK-wide network on CLimate Impact Forecasting For Slopes (CLIFFS). The major outcomes from the workshop discussions provide a focus for the modelling environment relevant to long term forecasting of slope stability that include better definition of material properties, improved understanding of processes (notably an upgrading from the site-specific to the regional scale) and more effective communication to achieve synergies of understanding in this multi-disciplinary research environment.
landslide potential. This potential for landsliding can be mobilised during periods of, for example, intensive rainfall. This response of slope systems to extremes of precipitation is well recorded. The extremely wet winter conditions of 2000 -2001 and 2004 caused widespread slope failures in both natural and constructed slopes in SE England, Wales and Scotland (Dixon et al. 2008 , Glendinning et al. 2008 , Winter et al. 2007 ).
The potential financial impact is demonstrated through the following examples. Although the Highways Agency does not have fixed cost structures for the closure of motorways it is estimated that costs would be of the order of £5,000 to £10,000 pounds per hour per lane of motorway (Lords Hansard, 2007) . Network Rail spends upwards of £80 million per annum on earthwork related activities (RAIB 2008) . The distribution of housing stock in the UK in relation to land with a significant potential for landsliding suggests that some 365,000 properties are at risk (Culshaw, 2008 pers. comm.) Models used to determine landslide potential, such as the one underpinning the landslide hazard potential map generated by the British Geological Survey (BGS), are based on relatively simple Boolean operators combining information of a landslide database and geological/topographical information. It is recognised, by among others the BGS, that this has limitations, prohibiting, for example, sophisticated assessments of the potential impacts driven by a changing climate ).
Predicted climate change
The Inter-governmental Panel on Climate Change (IPCC, 2001) concluded that "most of the warming observed over the last 50 years is likely to be attributable to human activities". Changes in climate will be driven by greenhouse gas emissions of our recent past and future trends of emissions of greenhouse gases and other pollutants. Carbon dioxide levels in the atmosphere provide a good indicator of a changing climate and atmospheric concentrations have risen by over 30% since the industrial revolution. Global average temperatures rose by 0.6°C during the 20th century and, in terms of average annual temperatures, 2007 was the joint 10th warmest year on record and 9 of the 12 warmest years since 1659 have occurred since 1990 (Westaway 2008) . A brief summary of the recent climate trends is presented in Table 1 .
The United Kingdom Climate Impact Programme (UKCIP) 2002 climate change scenarios describe .expected climate changes over the 21st century for four different greenhouse gas emissions scenarios and three time slices centred on the 2020s, 2050s and 2080s. The emission scenarios are driven by assumptions regarding the directions of development of population, economies, technology and societies. Due to the lag-effect there is no discernable difference between scenarios in terms of average global temperatures up to the 2040s. Beyond this, deviations between the various scenarios exist, but the relative likelihood of these paths is unknown at present (Figure 1 ).
Headline messages from UKCIP02 include increasing average annual temperatures with important regional and seasonal variations, wetter winters and drier summers (leading to potentially large reductions in end-of-summer soil moisture conditions), and more frequent heavy winter downpours (Table 2; Hulme et al., 2002) .
Feedback from users of the climate data highlighted a need for improvements in climate modelling to provide greater spatial detail, and consideration and quantification of associated uncertainties. In response, UKCP09 has been developed to provide a new set of climate projections. It was launched in 2009 (Murphy et al. 2009; Jones et al. 2009) . and An explanation of the context together with an analysis of recent trends (1971-2000 versus 1961-1990) is published by Jenkins et al. (2009) . UKCP09 addresses the uncertainties of earlier projections by using a multi-model ensemble; running one model over and over with different parameterisations, and including runs from other models (see e.g. Collins, 2007; Stainforth 2007; Pope et al. 2007 and New et al. 2007) . It uses three predetermined emissions scenarios (Low, Medium and High Emissions) and the resultant probabilistic projections are targeted 30-year "decades" from 2020s to 2080s (the 'baseline' is maintained as the period from . Projections are available at 25km resolution for the whole of UK, averaged over each month, seasonally and annually Murphy et al. 2009 ).
To provide further detail, a weather generator has been development that builds on the EARWIG weather generator developed at the Universities of Newcastle and East Anglia (e.g. Kilsby et al. 2007; Jones et al. 2009 ). Typical daily precipitation values for 1961-1990 are used as input and users are able to turn these into statistically equivalent daily values for some time in the future, using transformation functions in the form of rainfall characteristics and UKCP09 monthly climate change projections (Wilks and Wilby 1999) . This is relevant to a resolution of 5km. In addition, it is also possible to analyse the output by applying user-defined daily weather thresholds.
Access to UKCP09 information is through a user interface that allows users to create customised image products such as maps, probabilistic plots, plume diagrams and scatter graphs, customised numerical products such as GIS format files and sampled model output. These probabilistic forecasts of future climate form a promising development in the quality of the climate data for input into slope stability models Murphy et al. 2009 ; see also www.ukcip.org.uk for further up-todate information). However, the slope stability modelling communities still need to develop their capabilities further to reach a status where the full potential on offer from the climate modellers can be used effectively in the broad assessment (i.e. not sporadic and site specific) of long-term slope stability development.
Forecasting climate impacts on slopes

Modelling reality
Experience derived from training, observations and experimentation provides a qualitative understanding of the processes and parameters that assists in drawing up a perceptual model of the links between climate change and slope stability. Further, targeted procedures are then put into place to achieve a degree of quantification of key components of this model (for example as part of the site investigation process). Representation of this perception of reality is naturally limited firstly by our understanding of the complexity of the system (natural variability or aleatory uncertainty) and secondly by our capability to transform this into a conceptual or working model where all elements are reliably represented by equations and quantifiable parameters within acceptable levels of uncertainty or variability (epistemic uncertainty). This transform of reality into simulation model only generates outcomes that are approximately realistic (see, for example, Beven 2002 for an in depth philosophical background).
The stability of slopes, whether natural or constructed, is the consequence of sets of processes and parameters interacting in a complex hierarchy of systems. In the short term, these systems can be regarded to be in a steady state -i.e. the set of processes and parameters determining slope stability are relatively stable. Presently, most design and management of slopes is carried out on the basis of this assumption, possibly enhanced by using an arbitrary contingency if the site is particularly sensitive and long-term stability is questionable. These relatively crude assessments provide results that, through experience, can be translated into appropriate designs, and operation and management strategies for both natural and engineered slopes.
This may be acceptable for slopes that have limited potential impact on human activities at or near the site. However, for many slopes that affect the Built Environment in general, and infrastructure earthworks in particular, the design life of these assets is some 60 to 120 years and thus covers a period over which climate conditions are forecast to change significantly.
These traditional models have a very limited capability to incorporate climate information (often only through applying some additional factor of safety) and are therefore not suited to address long term assessments of slope stability variations in any detail. They preclude, for example, assessments of the potential importance of changes in both nature and intensity of processes driving instability, such as preferential pathways for water ingress due to desiccation crack development or incremental strains delivered by ratcheting-type movements of surface slopes in plastic clays.
It is plausible that, during the design life of a slope, the magnitude of change in climate controls (mainly expressed in terms of changes in precipitation, temperature and sea level rise) will be such that processes contributing to the stability of slopes will change significantly. Recurrence intervals between key critical events may shorten, recovery times of slopes (e.g. involving slope drainage) may not be fully available and landscape systems may enter a stage of severe instability leading to an onset of an entirely new equilibrium to which slopes will want to adjust ( Figure 2 ).
Forecasting landslide occurrence is not only determined by changes in environmental conditions, such as those driven by climate change. Other mechanisms influencing the stability of slopes may also form an important driving mechanism. Anthropogenic changes in slope conditions as provided by, e.g., agricultural activities and infrastructure/urban development, and also natural processes (e.g. earthquakes) can give rise to major phases of slope modification. In the UK, earthquakes are not of a sufficient magnitude to drive such changes. However, human impact on the landscape is extensive and manifested through widespread construction, infrastructural developments and land use changes throughout history. Such modifications of the environmental conditions influencing landscape sensitivity occur at a rate that is much faster than climate change. Therefore, even where relatively good records exist, as in certain parts of the UK, it is often very difficult to separate an historical climate signal from an anthropogenic signal in the temporal and spatial patterns of landslide occurrences (see e.g. Wasowski 1998; Bromhead and Ibsen, 2006; and Ibsen and Brunsden 1996) .
As a consequence of the poor historical signal, there exists a dependency on an improved understanding of the process based models to further develop a slope stability forecasting capability.
It is possible to design different simulation models that provide results in line with expectations and existing data sets (the concept of equifinality; Beven 2002) . Some of these models will be behavioural models that provide reliable results with varying sets of input conditions and non-behavioural models that do not and can therefore be rejected. Narrowing down the range of possible model options could follow the generalised likelihood uncertainty estimation (GLUE) approach of Beven and Binley (1992) .
However, there is a danger that models will be rejected, because they represent some unexpected, unrecognised (but 'realistic') outcome. Rejection criteria must therefore be applied sensitively to longterm temporal mapping of the activity of slopes where controlling conditions change significantly from those affecting prior performance. Ranking of likelihood of the models should also take into account the greater opportunities for flexibility that some models offer over others.
Historical versus process-based model (PBM) performance
Many approaches to contextualise slope models are based on their past performance (using an historical model; see, for example, Ibsen and Brunsden 1996; Dikau et al., 1996; Guzzetti et al. 1999) .
This process assists with the determination of factors contributing to the past performance of these slopes (their 'what, where and when'), if sufficient data sets are available. However, major system components such as temperature and precipitation are now subject to a rate of change that deviates significantly from those of the recent past (pre-1900) . Extrapolation from past performance is therefore of questionable value. Carrara et al. (2003) demonstrated that a geomorphological model (basically a process-based model analysing slope stability within morphologically meaningful units) has the potential to outperform an historical model in the correct prediction of slope stability status. However, where good historical datasets are available and where frequency of landsliding falls well within a human timescale, historical models provide important benefits. Therefore, a case can be made for joint use of these approaches to enhance capture of overall stability and identification of most frequently reactivated sites (Carrara et al. 2003; Glade, 2001) .
Changes in antecedent pore pressures and alteration of trigger event magnitudes will lead to a change in the frequency, distribution and mode of landsliding, not just as a consequence of combined changes in the triggers (e.g. precipitation events) and conditioning or preparatory factors (e.g. the antecedent groundwater conditions), but also in response to concomitant changes in other controlling variables such as land-use, vegetation cover and soil water chemistry. It is therefore required to more closely look at the thresholds that govern the potentially dynamic (even meta-stable) responses of landscapes to changing external driving factors (see, for example, Bracken and Wainwright 2006 for a recent address of relevant terminology). This includes slope systems that, due to recovery periods exceeding recurrence intervals of critical threshold events, may reach a state where no equilibrium applies. It is important to take stock of the scales at which these events and processes are being considered, both in a spatial and in a temporal scale. By and large, the processes will apply to the local scale, extending to regions (such as transport corridors) and will be relevant to timescales of approximately 100 years.
It must therefore be recognised that steady state assumptions do not apply (cf. Derbyshire et al. 2001 ) and that our understanding of the changing nature of processes determining the stability of slopes must be improved to enable more effective forecasting for the projected lifespan of these slopes.
The assessment of slope stability variations with time therefore requires careful analysis of the various levels in the hierarchy of systems that serve the overall stability simulation model. As the effective stress variations driving slope stability are the consequence of the soil's interactions with water, it is logical to group systems accordingly. These systems should include a climate process system (for evaluation of the water balance), a land use/vegetation system (to quantify transfer of water at the near surface), a regional hydro-geological system (enabling a refinement of the local water balance) and a multi-layered soil system that can cope with variations in soil and soil water (Morgenstern and Martin 2008; van Beek 2002) . The system components (process, form) can change over time and the simulation models need to be designed flexibly so that these changes can be accommodated.
Further development of dynamic physically-based models (PBMs) should be promoted as part of a wider set of assessments available to forecast behaviour at unstable sites (e.g. van Beek 2002; Brooks et al. 2004; Malet et al. 2005) . This must include enhanced capabilities to incorporate probabilistic assessments into the slope models (see for example the work done by Kulhanny 1999a, 1999b; Lacasse and Nadim 1997 and others) .
The main advantage of PBMs for hydrology and slope stability analyses is that hydrological processes are explicitly considered and simulated hydrology (including suction and variable ground water levels)
is used as input for the pore pressure conditions in the slope stability analysis.
However, understanding of internal hydrology of mass movements is still limited even in very densely instrumented sites. The Super-Sauze site (France) is a good case in point (Malet et al. 2005) . The ways in which water can enter the lower (critical) zone of the slide mass during a storm with a potentially critical intensity is dependent upon, for example, the availability of fissures, which are, in turn, dependent upon antecedent rainfall and moisture contents available in the upper body of the slide. Therefore, a better understanding of how rainfall patterns influence the build-up of critical soil moisture levels, capable of leading to failure, is needed. The relevant PBM developed by Malet et al. (2005) comprises a very strong hydrological core model that assesses landslide stability (generating factors of safety) as a function of transient conditions (hydrology) dependent upon initial conditions, slope geometry and material properties, and climatic controls (time series and extremes). However, this study highlights the drawbacks associated with broader application of these types of models which depend heavily on the requirement of a high degree of detail in input data (which is not often available). There are also problems to contend with in terms of parameterisation and process selections (and interaction) that are not yet fully understood. These will lead to errors in the model and, due to the way the models are constructed; this can lead to large error propagation limiting the potential usefulness of these models for forecasting purposes.
One potential way of improving the performance of PBMs is to combine these with Monte Carlo simulations. Evaluation of these model runs using comparisons with observed occurrences of slope instability can then result in the establishment of critical thresholds that, in turn, can assist with the forecasting of slope behaviour under a range of climate scenarios.
In addition to trying to achieve an acceptable level of representing the real world it is also essential to design models that are robust (or flexible) enabling an evaluation of model outcomes of unforeseen conditions (for example, non-historical weather sequences generated by the climate modellers -the unexpected may happen and models need to be able to incorporate these). In the current framework of slope modelling capability, important further research is required to achieve this capability. There are still many processes that are poorly understood and many parameters that are poorly calibrated.
The following section briefly highlights some of the key issues that need addressing.
Subjective assessments and scenario building -a way forward?
Slope stability forecasting simulation models continue to suffer from poor parameter specificationgenerally the result of scarce measurements. Spatial and temporal variations in these parameters further complicate the picture, not just in natural slopes, but also in engineered slopes where variations in compactive effort, for example, can result in important consequences for the mobilisation of strains. Expert opinion on parameter specification is therefore often divided and this prohibits representation of parameters through unique probability distributions (Hall et al. 2006 ). Nevertheless, a case can be made for subjective (or contextual) probability assessments by individuals and consensus assessments by groups of experts to provide a way forward where little hard evidence exists (e.g. following the elicitation process detailed in Garthwaite et al. 2005; Fookes 1997 ). These assessments could then be used to achieve a better understanding of comprehensive sets of processes affecting the simulation of slope stability (reducing skewed approaches that are determined by the specific subject area background of small sets of researchers) and it has the potential to provide initial sets of parameter probability distributions that can be updated as further information becomes available (e.g. Lee and Moore 2007) .
This consensus approach may also prove useful in a context of building up plausible narratives of how the stability of slopes may be affected by climate driven processes over the next 60 to 100 years.
These narratives could evolve into construction of (sets of) formalised slope stability scenarios, in a similar fashion as the process engaged, several decades ago, by the climate modelling communities for designing scenarios of greenhouse gas emissions. A climate change forecasting context is already developed. At all other levels (geo-hydrology, vegetation, soil parameter variability, etc.) there is still a large amount of further research required. For the moment, the capability appears limited to using probability functions of input parameters to assess likelihood of failure. These provide some opportunity to model into the future, enabling a forecast approach that can include probability functions of variations over time such as climate change inputs into the slope model (Lacasse et al. 2004; Chowdury and Flentje 2002) . It does not, however, address the issue of meta-stability of the systems and for this we need to develop relevant scenarios (Greeuw et al. 2000) .
To produce slope stability scenarios needs the involvement of multi-disciplinary groups and these should outline how the various system components contributing to slope stability change over time.
Once slope scenarios have been formalised, they can be used as a basis for further modelling, providing a guiding narrative and basic checklists of essential system components, key decision points and integration of a balanced set of parameters. Doing this within a formal framework will enable the research communities to contribute to simulations that are comprehensive and are not skewed towards a researcher's particular subject background.
Characterising processes and parameters
In homogeneous materials, transient pressure response rates are primarily determined by the balance between rainfall, soil thickness and diffusivity. Iverson (2000) provides a model to analyse this response for a potentially unstable slope to determine slope stability and post-failure displacement ( Figure 3 ). However, variations in permeability due to spatial heterogeneity of density and occurrence of soil structure and (desiccation or stress release) cracks can strongly overshadow this relationship.
Where bypass flow is important, meteorological detail required to obtain meaningful correlations with slope deformation may have to be scaled down to daily, or even hourly input quality (Van Asch et al. 1996 , Van Asch et al.1999 . Even if historical monitoring data is of sufficient quality to generate this level of detail, cases where this detail can be correlated with the exact timing of events are very rare.
In addition, in many cases the initial pressure distributions are often unknown, reliable permeability data is scarce and in situ variability can be several orders of magnitude, particularly in natural slopes and older, engineered embankments (e.g. O'Brien 2007 , Robinson 2008 . This makes the characterisation of the response function and resultant transient pressure distribution challenging.
The triggering of landslides occurs at a wide range of scales, from shallow to deep-seated failure surfaces, each warranting a specific hydrological model (Figure 4 ). Shallow landslides, particularly those that show regular re-activation, form an important category of slope movement for the determination of critical climate thresholds and require detailed modelling of effective rainfall required to initiate movement. The lag time for significant increases in pore pressure to reach deeper failure surfaces makes the establishment of critical climate thresholds more complex. Several events could be required to trigger instability, and therefore issues such as antecedent rainfall or, more importantly, antecedent soil moisture contents and pore pressures need to be determined. Knowledge of precipitation alone is not sufficient. The effects of incoming radiation, driving the evaporative losses, must be considered also. In accentuated terrain, topographical effects (e.g. slope exposure and heat gain, channelling of surface flows, etc.) form additional important variables affecting this system (van Beek 2002; van Asch et al. 2007 ).
High permeabilities, provided by coarse soils or interconnected end-of-summer desiccation cracks in plastic clays, may give rise to shallow translational slides controlled by spatially continuous hydrological jumps at a critical depth (see e.g. Brooks et al. 2004 ). In the case of desiccated clay soils, the typical rise in water levels is some eight times the depth of rainfall. This may become a more widespread issue as climate change induces deeper desiccation crack development during drier summers potentially resulting in greater magnitudes of pore pressure variations (see e.g. Bracegirdle et al. 2007 , Vaughan et al. 2002 .
The stability of high permeability soils is determined by, among others, antecedent soil water content and retention curve, stratigraphy, hydraulic conductivity, and the presence of macro-pores. These conditions in the vadose zone are particularly important in determining the rates of shear strength reduction when winter precipitation wets up soils with high suctions generated by warmer summer conditions, a situation potentially affected by forecasted increases in seasonality (Winter et al. 2007; Iverson and Major 1987; Hanenberg 1991; Kayane and Kaihotsu 1988; Johnson and Sitar 1990; Torres et al. 1998; Simoni et al. 2004 ).
Antecedent precipitation is often identified as an essential component in the triggering of slope failures and, dependent upon slope conditions may require several days (Reid, 1994; Matsukura, 1996; Van Asch et al., 1996) to several months (Moore et al. 2007a (Moore et al. , 2007b Dixon and Brooks 2007; Iverson and Major, 1987) before triggering rainfall has an effect. Shallow failures are driven by small variations in the mobilisation of shear strength, such that a 10kPa pore pressure change could lead to a 30% change in shear strength (O'Brien, 2007) . It is clear that in these shallow zones, the response to changes in precipitation may have rapid and important consequences. In turn, this also emphasises how much detail is required to incorporate into the slope models so that adequate assessments of slope stability can be achieved. The response of deep failures in cuttings to triggering rainfall trends is often poor due to very slow pore pressure adjustments. However, in cases of enhanced bypass flow, progression of elevated pore pressures may be speeded up leading to a more rapid response (e.g.
Loughbrickland; Clarke et al. 2005; Hughes et al. 2007) .
Changes in vegetation and land use, in response to changing climate conditions or affected by short term adjustments to extreme weather events, can have important consequences for the stability of slopes. These changes carry the potential to overshadow the effects of rainfall in determining the thresholds for spatial and temporal distribution of slope instability (e.g. Wasowski, 1998; Ibsen and Brunsden, 1996; Glade, 2003; Sidle et al., 2006) . In particular where there is a risk of activation of shallow slip surfaces, it has been shown that changes in land use and vegetation affect the likelihood of failure. Field studies linked to physical models incorporated into a GIS-based framework have contributed substantially to an improved understanding of these relationships (e.g. Van Beek, 2002;  van Beek and van Asch, 2004; Cammeraat et al., 2005) ). For deep-seated landslides the influence of land-use and vegetation changes is less well understood. Extrapolation of regionally specific rule sets linking land use/vegetation to slope stability is limited by substantial uncertainty of the generic processes underlying these linkages. Further research is therefore required to establish reliable models that can underpin management strategies that would limit the potential negative effect of vegetation/land use on slope stability (Dixon et al., 2008) .
In addition to these traditionally recognised failure scenarios, climate change may also lead to other mechanisms of failure becoming (more) prevalent. One example is that of a ratcheting type near surface behaviour driven by increasing differences in soil moisture status between end-of-summer and winter conditions (Take and Bolton 2004) .
Traditional modelling and Long term forecasting
Use of traditional stability models
Traditionally, deterministic models are used to interpret the state of a slope. Soil variability, both in terms of stratification and in terms of characteristic parameters, is determined using relatively crude methodologies, is translated into parameters that can be inputted into the models and is assumed to be much more homogeneous than local conditions warrant. The models further only provide rough approximations of stresses and strains and associated factors of safety. As a consequence, these methods are only capable of providing indicative information on the stability of a slope and require the use of engineering judgement to produce a workable hypothesis of how a particular slope can be managed. As long as steady state conditions are assumed, this approach has been demonstrated to provide acceptable results. However, if significant uncertainty exists in the characterisation of material parameters, their geological relevance and their variation over time, the value of deterministic models rapidly diminishes (e.g. Zhao 2008) . For example, critical slip surfaces may not necessarily be those with the lowest conventional factor of safety, but are determined by a combination of mean factor of safety and uncertainty (Lacasse et al. 2004) . It is therefore imperative that greater use is made of probabilistic assessments of slope stability, and that capabilities in using statistical variation of input properties are enhanced. These reliability model approaches do not reduce the amount of uncertainty over those implicitly included in the deterministic models. They do, however, use this in a more transparent way and provide a better basis for engineering judgement to take place.
Modelling landscape sensitivity
Landscapes can be viewed as evolving over time to reach a condition of (marginal) stability.
Anywhere along this evolutionary path, short periods of time may be determined where steady state conditions can be assumed to apply. The stability of slopes can then be assessed on the basis of resilience and sensitivity of the system at that moment in time (often expressed in equilibrium terms as the balance between driving and resisting forces along a potential slip surface). However, when external controls, such as climate and land use, are subject to important changes over the period over which these stability assessments apply, it is possible that both intrinsic and extrinsic thresholds will be exceeded that, in turn, manifest large changes in stability conditions -a dynamic meta-stable equilibrium applies. Active slope instability is thus a highly visible outcome of landscapes that adjust to changes in a complex system. Being able to quantify these thresholds and when these are likely to be exceeded will be of great practical value (an old and well-established issue, but one still being aspired to; see e.g. Schumm and Lichty 1965; Schumm 1979; Brunsden and Thornes 1979) .
Triggering of slope deformation may generate form responses that significantly alter future threshold transgressions -failed slopes are likely to have a different susceptibility to subsequent event input due to their changed morphology and material characteristics. In many cases, a meta-stable dynamic system needs to be applied to enable more realistic outcomes compared to those predicted on the basis of steady state assumptions of trigger and form response. The importance of including these more complex responses has already been illustrated by studies such as those of van Asch et al. (1996 ), van Asch et al. (1999 ) van Beek (2002 , Bromhead et al. (1998 ), Collison et al. (2000 ), Buma (2000 , Dehn et al. (2000) .
For near surface slope instability, the distribution and magnitude of controlling pore water pressures are the direct and indirect consequences of climate change and will be most important. Examples of approaches to simulate these effects range from intensity-duration (I-D) threshold envelopes at relatively small scales, to large scale, site based analyses using fully-coupled hydrological-slope stability models (see for example O'Brien et al. 2004; Manning et al. 2008; Glendinning et al. 2006; Rouainia et al. 2009; Hughes et al. 2009 ). There are still many gaps in the quality of data and understanding of topography effects, soil properties, precipitation, hydrological properties and changing site conditions through time that limit the usefulness of these fully coupled models).
Therefore, at present most practical value still appears to reside in the relatively simple models (see for example van Beek 2002; Casadei et al. 2003; Dikau and Schrott 1999; Fairbank and Jakeways 2006; McInnes, 2006) .
The development of detailed digital topographical (and sometimes stratigraphical) site characterisations provides a useful platform to extend these studies in a GIS environment (Carrara and Pike 2008; Walstra et al. 2007a and 2007b) . In rapidly changing environments, failure mechanisms may change, some sites may become higher risk areas and increased seasonality may introduce 'new' dominant processes contributing to failure. The conditions included in simulation models (e.g. Dixon and Brook, 2007; Schmidt and Glade, 2003) are only partially representations of the real world. This opinion is reinforced by Carrara and Pike (2008) who observe that forecasting the magnitude, location and timing of landslides is still a quest unfulfilled by current GIS practice. They conclude that there is a shift towards incorporating a range of quantitative approaches. However, it is yet too early to identify which direction is most promising. They also warn not to focus on validation, but rather to concentrate on evaluation of quantitative information since, according to Oreskes (1998) , it is "not possible to demonstrate the predictive reliability of any model in a complex natural system in advance of its use".
Research needs to improve forecasting capabilities
The effects of climate change on slopes in the UK is, as yet, uncertain. Climate change may lead to a deterioration of slope stability and a plausible scenario illustrating this potential effect involves drier summers that are likely to lead to increasing deformation in plastic clays. In turn, heavy precipitation events, both as summer storm events and during wetter winters, could lead to bypass flow through desiccation crack systems so that effective stresses are rapidly reduced at critical slip surfaces and slope deformations result. However, it is also plausible that higher evapotranspiration could lead to a reduction in infiltration and more intense rainfall could lead to more run off, thus resulting in drier, more stable slopes. Until a comprehensive set of narratives is formulated it is only possible, at this stage, to conclude that as a consequence of these observations, failure mechanisms active in UK slopes are likely to change. Whether this will lead to a higher frequency and magnitude of reactivation of existing unstable slopes, or the initiation of slope movement at hitherto stable sites remains to be determined. Due to the episodic nature of slope stability events and a limited understanding of parameters and processes to which these events respond, current levels of uncertainty are so great that long-term forecasts are still of limited use to those responsible for the management of slopes.
There is therefore an urgent need for further research to achieve a better understanding of:
• Soil parameters -spatial and temporal (including strain dependency) characterisation.
Plasticity is generally well addressed, but characterisation of shear strength requires further work. Issues of variability and uncertainty for many geological strata and derived fills remain and there is a need to upgrade strategies for obtaining input parameters and their calibration/validation for use in slope assessments. This requires comprehensively characterised sites with long-term data sets (e.g. Smethurst et al., 2006; Clarke et al. 2005; Hughes et al. 2007; Glendinning et al. 2006) . The development of longer term slope stability forecasts is now possible, even though there are still issues of data management to contend with (i.e. how to convert site specific data on a slope into useable regional scale information).
Probabilistic approaches in geotechnical analysis are required to integrate with the probabilistic values of UKCP09 climate change scenarios.
• Determining site scale deviations from general characterisations. This includes a need to detect deviations from the general stress field in order to identify locally overstressed zones, "hidden defects" such as previous failures and granular pockets, variations in compaction and permeability contrasts, effects of drainage, etc. It also includes a need to raise awareness of the different scales at which parameter and process variations occur. For example, soil properties may require definition at the site scale, surface hydrology is determined on a (micro-) catchment basis, hydro-geology may need characterisation beyond surface basins, and climate will be influenced by even larger regional variations. Methodologies are required to effectively integrate information from these different scales.
• Characterisation of permeability, in particular near the surface, and the links with infiltration and hence pore pressure variations in the slopes. There is an urgent need for a fundamental understanding of the relationships between temporal and spatial pore pressures in complex geological environments and the link between these and slope movements. This requires the development of more robust techniques, and equipment, for temporal in-situ permeability measurement. Collation of historical datasets is needed to aid understanding of factors controlling pore pressure changes and considerable research is needed to test hypotheses in the field.
• The effect of vegetation -generally poorly addressed in site investigation and project development. The complex impact of trees on hydrology, and hence on temporal and spatial pore pressures, and their potential mechanical benefits also require further work. This should include the influence of different tree species in common clay types and the zones of influence of vegetation on the temporal magnitude and distribution of pore water pressures.
Further work is needed to fully understand the effects of vegetation change on stability, in terms of soil type, permeability and type of vegetation.
• Key critical climate scenarios and the integration of these into a systems model. It is generally accepted that creating slope stability models based on static information such as fixed recharge boundary conditions calculated from past behaviour is no longer acceptable for the long-term forecasting of responses of slope systems to climate change. Model development needs to incorporate observed seasonal and short term behaviour of pore water pressures in slopes to create non-steady state systems that can then be simulated with sequences of future climate scenarios relevant to the long-term responses of slope systems. Once a better, formalised, set of scenarios of climate-vegetation-slope interactions has been developed, it is required to develop flexible models based on UKCP09 probabilistic outputs of climate change.
In turn, this could then lead to the development of solutions for the optimum design and management of slopes. The probabilistic forecasts delivered as part of UKCP09 are an exceptional resource, but it is questionable whether the geotechnical community is ready to implement this data on a large scale into the modelling of long-term slope stability.
• Communicating the message effectively. Traditional deterministic models appear to have worked well thus far. However, a case is made that the community involved in addressing slope stability needs to put a greater focus on probabilistic approaches, particularly if longterm forecasts are to be achieved that are compatible with the best available science of climate change (e.g. UKCP09). If research produces forecasts that indicate change in slope stability, the underpinning science must be robust to inform slope managers how they could adapt their assessment and management strategies to ensure long term resilience. As stated in the introduction, communication is currently poor between the various groups that are actively involved in slope stability assessments. The activities of the CLIFFS network have addressed this to some extent. However, there is still some way to progress the effectiveness of communication of scientific developments to the wider public, including stakeholders such as infrastructure asset managers. Continuing the dialogue is therefore imperative to deliver the insights required to shape an environment that is as resilient as can be reasonably expected from the potential long term changes in slope stability as these are driven by climate change.
Summary
It is clear that the predisposition of slopes to excessive deformation varies in a spatial context and is influenced by a range of variables forming part of a hierarchy of processes and parameters that are largely interdependent and respond at different time scales to the effects of climate change. It is feasible to group these variables into three distinct levels:
• material properties and processes -including shear strength, plasticity, permeability, unsaturated conditions, etc;
• site specific conditions -including stratigraphy and hydro-geology (e.g. bypass flow), vegetation cover, propensity for developing cracks, drainage provisions, topography (such as exposure, slope angle, micro-catchment), etc; and
• broad environmental context -variation in climate influence, changes in infrastructure network use, etc.
At each of these levels, uncertainties and limitations still exist that require further investigation through laboratory testing, field investigations and computer modelling. These uncertainties require quantification (and reduction), and the temporal and spatial variability at each level needs to be clearly defined. This would range from achieving a better understanding of relevant processes, via assessments of seasonal and inter-annual slope surface states (including crack depth, permeability and vegetation cover) to modifications of the hydro-geology driven by changes in the long-term precipitation-evapotranspiration balance. Coupled with additional information on the spatial and temporal changes in susceptibility this should result in improved analyses of long term stability forecasts of slope stability in a context of climate change. It must be realised that a successful outcome can only be realised through multi-disciplinary research and a continuing engagement between science-based and engineering-based approaches. Tables   Table 1. Highlights of recent climate trends for the United Kingdom (from Jenkins et al. 2009 ).
(IPCC terminology to express likelihoods: very likely = >90% probability, likely = >66% probability) Warming of the global climate system is unequivocal, with global average temperatures having risen by nearly 0.8 ºC since the late 19th century, and rising at about 0.2 ºC/decade over the past 25 years.
It is very likely* that man-made greenhouse gas emissions caused most of the observed temperature rise since the mid 20th century.
Global sea-level rise has accelerated between mid-19th century and mid-20 th century, and is now about 3mm per
year. It is likely* that human activities have contributed between a quarter and a half of the rise in the last half of the 20th century.
Central England Temperature has risen by about a degree Celsius since the 1970s, with 2006 being the warmest on record. It is likely that there has been a significant influence from human activity on the recent warming.
Temperatures in Scotland and Northern Ireland have risen by about 0.8 ºC since about 1980, but this rise has not been attributed to specific causes.
Annual mean precipitation over England and Wales has not changed significantly since records began in 1766. Seasonal rainfall is highly variable, but appears to have decreased in summer and increased in winter, although with little change in the latter over the last 50 years.
All regions of the UK have experienced an increase over the past 45 years in the contribution to winter rainfall from heavy precipitation events; in summer all regions except NE England and N Scotland show decreases.
There has been considerable variability in the North Atlantic Oscillation, but with no significant trend over the past few decades.
Severe windstorms around the UK have become more frequent in the past few decades, though not above that seen in the 1920s.
Sea-surface temperatures around the UK coast have risen over the past three decades by about 0.7 ºC.
Sea level around the UK rose by about 1mm/yr in the 20th century, corrected for land movement. The rate for the 1990s and 2000s has been higher than this. winter average: increases range from 2.1ºC (0.6 to 3.7ºC) to 3.5ºC (1.5 to 5.9ºC) precipitation annual precipitation very little change everywhere at the 50% probability level. Changes range from -16% in some places at the 10% probability level, to +14% in some places at the 90% probability level, with no simple pattern.
winter precipitation western Britain -increases up to +33% (+9 to +70%)
Scottish highlands -decreases of a few percent (-11 to +7%) summer precipitation far south of England -decreases to about -40% (-65 to -6%) northern Scotland -changes remain close to zero (-8 to +10%) wettest days summer:
southern England -decreases to -12% (-38 to +9%)
Scotland -increases to +12% (-1 to +51%)
winter:
Scotland -very little change forecasted (-12 to +13%) parts of England -changes can reach up to +25% (+7 to +56%) soil moisture Although probabilistic projections of soil moisture variations have not been possible due to the differences between models in the way these define soil moisture, significant reductions in soil moisture for end-of-summer conditions are expected across the UK, with the largest reductions -between 20% and 50% by the 2080s -in the south and east (Murphy et al. 2009, and Hulme et al. 2002) . Figure 2 . An imbalance between the recurrence of critical events (e.g. those resulting in the loss of shear strength along slip surfaces) and the recovery time (e.g. the time required for dissipation of pore pressures) forms one of the mechanisms that can determine the long term vulnerability of a slope system. In (a) there is sufficient time available between each critical event for the slope to regain stability. However, if these events occur more frequently (b), the system itself may become unstable and slope movements may ensue. Figure 3 . A conceptual approach illustrating the determination of transient pore pressure (pore pressure u as a function of soil depth Z and time t), using an initial pressure distribution of pore pressure (u) against depth (Z), and a rainfall input function (here simplified as precipitation (P) against time (t)) that is combined with an appropriate response (R) over time (after Iverson, 2000) . An example of the importance of Z when applied to hill slopes is shown in Figure 4 . include variables such as evapotranspirative losses. Naturally, these inputs and outputs are not just limited to the slope's surface -they are also relevant to the soil column where inputs from upslope and outputs to the lower slope must be considered to fully appreciate the water balance. The schematic representation of a desiccation crack illustrates the potential contributions these cracks can have on triggering pore pressure variations at potential failure surfaces in shallow mass movement environments. Where potential failure surfaces are situated at a greater depth both the effects of crack systems and individual rainfall events are less likely to be significant.
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