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Abstract
With using of multi-nary logic analytic formulas proposition that kSAT is in P and could be solved
in O
(
n3.5
)
was proved.
Introduction
The Boolean satisfiability (SAT) problem [1] is defined as follows: Given a Boolean formula, check
whether an assignment of Boolean values to the propositional variables in the formula exists, such
that the formula evaluates to true. If such an assignment exists, the formula is said to be satisfiable;
otherwise, it is unsatisfiable. For a formula with m variables, there are 2m possible truth assignments.
The conjunctive normal form (CNF)
(X1 ∨X2) ∧ (X3 ∨X4) ∧ · · · ∧ (Xn−1 ∨Xn) (1)
is most the frequently used for representing Boolean formulas, where ¬∀Xi are independent. In CNF,
the variables of the formula appear in literals (e.g., x) or their negation (e.g., ¬x (logical NOT ¬)).
Literals are grouped into clauses, which represent a disjunction (logical OR ∨) of the literals they
contain. A single literal can appear in any number of clauses. The conjunction (logical AND ∧) of
all clauses represents a formula.
Several algorithms are known for solving the 2-satisfiability problem; the most efficient of them
take linear time [2], [3], [4]. Instances of the 2-satisfiability or 2-SAT problem are typically expressed
as 2-CNF or Krom formulas [2]
SAT was the first known NP-complete problem, as proved by Cook and Levin in 1971 [1] [5].
Until that time, the concept of an NP-complete problem did not even exist. The problem remains
NP-complete even if all expressions are written in conjunctive normal form with 3 variables per clause
(3-CNF), yielding the 3SAT problem. This means the expression has the form:
(X1 ∨X2 ∨X3) ∧ (X4 ∨X5 ∨X6) ∧ · · · ∧ (Xn−2 ∨Xn−1 ∨Xn) (2)
NP-complete and it is used as a starting point for proving that other problems are also NP-hard.
This is done by polynomial-time reduction from 3-SAT to the other problem.
Fagin formulated in their article [6], that the following two statements are equivalent: NP = P
and There exists a constant k such that, for every countable function T with T (l) ≥ l + 1 for each l
and for every language A which is recognized by a non-deterministic one-tape Turing machine in time
T , the language A is recognized by a deterministic one-tape Turing machine in time T k Author of this
article proposed proof of this theorem in [7]. After this publication Weiss proposed A Polynomial
Algorithm for 3-sat [8]. Sergey Kardash [9] described polynomial algorithm for solving k-satisfiability
(k ≥ 2) problem and stated that each problem from NP can be solved polynomially or P=NP. Matt
Groff [10] established P=NP through an O(n7) time algorithm for the satisfiability problem. All this
proofs are not reviewed and accepted of public mathematical society until now.
The goal of this paper is proof of proposition that kSAT is in P using multi logic formulas of
discrete second order logic proposed first in [7].
1 Multi-nary logic formulas in modulo form
Formulas given in [7] could be expressed in modulo notations ai = bi (mod n) for integers. Let
describe integer discrete logic units as i, where i ∈ Z+. Let describe discrete function gnk (a) ,∀a ∈
R,∀k ∈ {0, 1, 2, ..., n− 1} as
gnk (a) = ⌊a⌋+ k (mod n) (3)
LEMMA 1. If n = 2, function gnk (a) is one variable binary logic generation function for binary
set {0, 1}, where 0 is true and 1 is false.
Proof. The are 22 different one variable logic functions:
1
̺i0i1 (a) =
⌊a⌋ rez
0 g2i0 (a)
1 g2i1 (a)
, ∀i0, i1 ∈ {0, 1}
̺00 (a) =
⌊a⌋ rez
0 g20 (a)
1 g20 (a)
=
⌊a⌋ rez
0 0
1 1
̺01 (a) =
⌊a⌋ rez
0 g20 (a)
1 g21 (a)
=
⌊a⌋ rez
0 0
1 0
(4)
̺10 (a) =
⌊a⌋ rez
0 g21 (a)
1 g20 (a)
=
⌊a⌋ rez
0 1
1 1
̺11 (a) =
⌊a⌋ rez
0 g21 (a)
1 g21 (a)
=
⌊a⌋ rez
0 1
1 0
Direct calculations show, that ̺00 is self projection, ̺
0
1 is antilogy, ̺
1
0 is tautology, ̺
1
1 is comple-
mentation. ©
LEMMA 2. If n = 2, function gnk (a ∗ b) is two variables binary logic generation function for
binary set {0, 1}, where 0 names true and 1 names false.
Proof. The are 22
2
different two variables logic functions:
µi0,i1i2,i3 (a, b) =
⌊a⌋\⌊b⌋ 0 1
0 gi0 (a ∗ b) gi1 (a ∗ b)
1 gi2 (a ∗ b) gi3 (a ∗ b)
, ∀i0, i1, i2, i3 ∈ {0, 1}
µ0,00,0 (a, b) =
⌊a⌋\⌊b⌋ 0 1
0 0 0
1 0 1
, µ0,00,1 (a, b) =
⌊a⌋\⌊b⌋ 0 1
0 0 0
1 0 0
µ0,01,0 (a, b) =
⌊a⌋\⌊b⌋ 0 1
0 0 0
1 1 1
, µ0,01,1 (a, b) =
⌊a⌋\⌊b⌋ 0 1
0 0 0
1 1 0
µ0,10,0 (a, b) =
⌊a⌋\⌊b⌋ 0 1
0 0 1
1 0 1
, µ0,10,1 (a, b) =
⌊a⌋\⌊b⌋ 0 1
0 0 1
1 0 0
µ0,11,0 (a, b) =
⌊a⌋\⌊b⌋ 0 1
0 0 1
1 1 1
, µ0,11,1 (a, b) =
⌊a⌋\⌊b⌋ 0 1
0 0 1
1 1 0
(5)
µ1,00,0 (a, b) =
⌊a⌋\⌊b⌋ 0 1
0 1 0
1 0 1
, µ1,00,1 (a, b) =
⌊a⌋\⌊b⌋ 0 1
0 1 0
1 0 0
µ1,01,0 (a, b) =
⌊a⌋\⌊b⌋ 0 1
0 1 0
1 1 1
, µ1,01,1 (a, b) =
⌊a⌋\⌊b⌋ 0 1
0 1 0
1 1 0
µ1,10,0 (a, b) =
⌊a⌋\⌊b⌋ 0 1
0 1 1
1 0 1
, µ1,10,1 (a, b) =
⌊a⌋\⌊b⌋ 0 1
0 1 1
1 0 0
µ1,11,0 (a, b) =
⌊a⌋\⌊b⌋ 0 1
0 1 1
1 1 1
, µ1,11,1 (a, b) =
⌊a⌋\⌊b⌋ 0 1
0 1 1
1 1 0
2
Direct calculations show, that µ0,00,0 is nand, µ
0,0
0,1 is antilogy, µ
0,0
1,0 is left complementation, µ
0,0
1,1 is
if ... then, µ0,10,0 is right projection, µ
0,1
0,1 is if, µ
0,1
1,0 is neither ... nor, µ
0,1
1,1 is if and only if (iff), µ
1,0
0,0 is
xor, µ1,00,1 is or, µ
1,0
1,0 is not ... but, µ
1,0
1,1 is right projection, µ
1,1
0,0 is but not, µ
1,1
0,1 is left projection, µ
1,1
1,0
is tautology, µ1,11,1 is and [11]. ©
LEMMA 3. If n > 2, function gnk (a) is one variable multi-nary logic generation function for
multi-nary set {0, 1, 2, .., n− 1}
Proof. The are nn one variable logic functions:
̺
i0
i1
i2
. . .
in−1
(a) =
⌊a⌋ rez
0 gni0 (a)
1 gni1 (a)
2 gni2 (a)
. . . . . .
n− 1 gnin−1 (a)
, ∀
i0
i1
i2
. . .
in−1
∈ {0, 1, 2, ..., n− 1} (6)
All ̺ function could be generated starting from index set {i0, i1, i2, ..., in−1} = {0, 0, 0, ..., 0}. For
every two nearest ̺ functions with index sets {il, il, il, ..., ik, ..., il} and {il, il, il, ..., ik + 1, ..., il}
functions gnil (a) = g
n
il
(a) and gnik (a) 6= g
n
ik+1
(a). So all nn ̺ functions with unique index set {i0, i1,
i2, ..., in−1} are different. ©
LEMMA 4. If n > 2, function gnk (a ∗ b) is two variables multi-nary logic generation function for
multi-nary set {0, 1, 2, ..., n− 1}.
Proof. The are nn
2
two variables logic functions:
µ
i0,0 i0,1 i0,2 . . . i0,n−1
i1,0 i1,1 i1,2 . . . i1,n−1
i2,0 i2,1 i2,2 . . . i2,n−1
. . . . . . . . . . . . . . .
in−1,0 in−1,1 in−1,2 . . . in−1,n−1
=
⌊a⌋\⌊b⌋ 0 1 2 . . . n− 1
0 gni0,0 (a ∗ b) g
n
i0,1
(a ∗ b) gni0,2 (a ∗ b) . . . g
n
i0,n−1
(a ∗ b)
1 gni1,0 (a ∗ b) g
n
i1,1
(a ∗ b) gni1,2 (a ∗ b) . . . g
n
i1,n−1
(a ∗ b)
2 gni2,0 (a ∗ b) g
n
i2,1
(a ∗ b) gni2,2 (a ∗ b) . . . g
n
i2,n−1
(a ∗ b)
. . . . . . . . . . . . . . . . . .
n− 1 gnin−1,0 (a ∗ b) g
n
in−1,1
(a ∗ b) gnin−1,2 (a ∗ b) . . . g
n
in−1,n−1
(a ∗ b)
,
∀
i0,0 i0,1 i0,2 . . . i0,n−1
i1,0 i1,1 i1,2 . . . i1,n−1
i2,0 i2,1 i2,2 . . . i2,n−1
. . . . . . . . . . . . . . .
in−1,0 in−1,1 in−1,2 . . . in−1,n−1
∈ {0, 1, 2, ..., n− 1} (7)
All µ function could be generated starting from index set {i0,0, i0,1, i0,2, ..., in−1,n−1} = {0, 0, 0, ..., 0}.
For every two nearest µ functions with index sets {il1,l2, il1,l2, il1,l2, ..., ik1,k2, ..., il1,l2}
and {il1,l2, il1,l2, il1,l2, ..., ik1,k2 + 1, ..., il,l} functions g
n
il1,l2
(a ∗ b) = gnil1,l2 (a ∗ b) and g
n
ik1,k2
(a ∗ b) 6=
gnik1,k2+1 (a ∗ b). So all n
n2 µ functions with unique index set {i0,0, i0,1, i0,2, ..., in−1,n−1} are different.
©
2 2SAT is in P
THEOREM 1. If binary multi-variable logic function is expressed as
β2 (X1, X2, ..., Xn) = (X1 ∨X2) ∧ (X3 ∨X4) ∧ · · · ∧ (Xn−1 ∨Xn), (8)
it could be calculated in O (m) where m is number of clauses and m ≥ n.
Proof. Let start to investigate β. It could be expressed in notations of LEMMA 4 as
µ (a, b) =
⌊a⌋\⌊b⌋ 0 1 2
0 0 0 0
1 0 1 1
2 0 1 1
(9)
β2 (X1, X2, ..., Xn−1, Xn) = µ (X1 +X2, µ (X3 +X4, ..., µ (Xn−3 +Xn−2, Xn−1 +Xn))) (10)
3
where + is algebraic summation. So expressed β function could be calculated withinm/2 summations
and m/2− 1 calls of µ function. Every result of µ function (getting item from 2 dimensional array )
could be calculated within 2 summation operations (one for finding row and one for finding column).
So total β function calculation time could be expressed as
T∑ = t+
m
2
+ 2t+
(m
2
− 1
)
+ pt
−
= O (m) (11)
where t+ is algebraic summation time of two variables and is constant, t− is unary negotiation time
and p amount of negotiation functions p ≤ n. β function could be tested in linear time. ©
THEOREM 2. Equation
max β2 (X1, X2, ..., Xn−1, Xn) (12)
could be solved for ∀Xi ∈ {0, 1} in O
(
n3.5
)
.
Proof. Let start to investigate 12 when ∀Xi ∈ R, i ∈ {1, 2, ..., n}. According to 10 equation 12 is
linear and could be rewritten as follow
maxµ (X1 +X2, µ (X3 +X4, ..., µ (Xn−3 +Xn−2, Xn−1 +Xn))) =
µ (maxX1 +X2, µ (maxX3 +X4, ..., µ (maxXn−3 +Xn−2,maxXn−1 +Xn)))
(13)
So we get m equations of maxXk−1 +Xk. Equation 12 have solution if system of m equations

Xn−1 +Xn ≤ 2 where Xn−1 ≥ 0 ∧ Xn ≥ 0
. . .
Xk−1 +Xk ≤ 2 where Xk−1 ≥ 0 ∧ Xk ≥ 0
. . .
X1 +X2 ≤ 2 where X1 ≥ 0 ∧ X2 ≥ 0
(14)
have solution. This equations for Xi could be solved using best known algorithm of linear program-
ming [12] in O
(
n3.5
)
and than ∀X˜i ∈ {0, 1} expressed as follow
X˜i = g
2
0 (Xi) ,∀i ∈ {1, 2, ..., n} (15)
©
3 3SAT is in P
THEOREM 3. If binary multi-variable logic function is expressed as
β3 (X1, X2, ..., Xn) = (X1 ∨X2 ∨X3) ∧ (X3 ∨X4 ∨X5) ∧ · · · ∧ (Xn−2 ∨Xn−1 ∨Xn), (16)
it could be calculated in O (m) where m is number of clauses and m ≥ n.
Proof. Let start to investigate β. It could be expressed in notations of LEMMA 4 as
µ (a, b) =
a\b 0 1 2 3
0 0 0 0 0
1 0 1 1 1
2 0 1 1 1
3 0 1 1 1
(17)
β3 (X1, X2, ..., Xn−1, Xn) =
µ (X1 +X2 +X3, µ (X4 +X5 +X6, ..., µ (Xn−5 +Xn−4 +Xn−3, Xn−2 +Xn−1 +Xn)))
(18)
where + is algebraic summation. So expressed β function could be calculated within 2m/3 summa-
tions and m/3 − 1 calls of µ function. Every result of µ function (getting item from 2 dimensional
array ) could be calculated within 2 summation operations. So total β function calculation time could
be expressed as
T∑ = t+
2m
3
+ 2t+
(m
3
− 1
)
+ pt
−
= O (m) (19)
where t+ is algebraic summation time of two variables and is constant, t− is unary negotiation time
and p amount of negotiation functions p ≤ n. β function could be tested in linear time. ©
THEOREM 4. Equation
max β3 (X1, X2, ..., Xn−1, Xn) (20)
could be solved for ∀Xi ∈ {0, 1} in O
(
n3.5
)
.
4
Proof. Let start to investigate 20 when ∀Xi ∈ R, i ∈ {1, 2, ..., n}. According to 10 equation 20
could be rewritten as follow
maxµ (X1 +X2 +X3, µ (X4 +X5 +X6, ..., µ (Xn−5 +Xn−4 +Xn−3, Xn−2 +Xn−1 +Xn))) =
µ (maxX1 +X2 +X3, µ (maxX4 +X5 +X6, ...,
µ (maxXn−5 +Xn−4 +Xn−3,maxXn−2 +Xn−1 +Xn)))
(21)
So we getm equations of maxXk−2 +Xk−1 +Xk. Equation 20 have solution if system ofm equations

Xn−2 +Xn−1 +Xn ≤ 3 where Xn−2 ≥ 0 ∧Xn−1 ≥ 0 ∧ Xn ≥ 0
. . .
Xk−2 +Xk−1 +Xk ≤ 3 where Xk−2 ≥ 0 ∧Xk−1 ≥ 0 ∧ Xk ≥ 0
. . .
X1 +X2 +X3 ≤ 3 where X1 ≥ 0 ∧ X2 ≥ 0 ∧ X3 ≥ 0
(22)
have solution. This equations for Xi could be solved using best known algorithm of linear program-
ming [12] in O
(
n3.5
)
and than ∀X˜i ∈ {0, 1} expressed as follow
X˜i = g
2
0 (Xi) ,∀i ∈ {1, 2, ..., n}
©
4 kSAT is in P
THEOREM 5. If binary multi-variable logic function is expressed as
βk (X1, X2, ..., Xn) = (
k
∨
i=1
Xi) ∧ (
2k
∨
i=k+1
Xi) ∧ · · · ∧ (
m
∨
i=m−k+1
Xi), (23)
it could be calculated in O (m) where m is number of clauses and m ≥ n.
Proof. Let start to investigate β. It could be expressed in notations of LEMMA 4 as
µ (a, b) =
a\b 0 1 2 . . . n− 1
0 0 0 0 . . . 0
1 0 1 1 . . . 1
2 0 1 1 . . . 1
. . .
n− 1 0 1 1 . . . 1
(24)
βk (X1, X2, ..., Xn−1, Xn) =
µ
(
k∑
i=1
Xi, µ
(
2k∑
i=k+1
Xi, ..., µ
(
n−k∑
i=n−2k+1
Xi,
n∑
i=n−k+1
Xi
)))
(25)
So expressed β function could be calculated within (k − 1)m/k summations and m/k − 1 calls of µ
function. Every result of µ function (getting item from 2 dimensional array ) could be calculated
within 2 summation operations. So total β function calculation time could be expressed as
T∑ = t+
(k − 1)m
k
+ 2t+
(m
k
− 1
)
+ pt
−
= O (m) (26)
where t+ is algebraic summation time of two variables and is constant, t− is unary negotiation time
and p amount of negotiation functions p ≤ n. β function could be tested in linear time. ©
THEOREM 6. Equation
max βk (X1, X2, ..., Xn−1, Xn) (27)
could be solved for ∀Xi ∈ {0, 1} in O
(
n3.5
)
.
Proof. Let start to investigate 27 when ∀Xi ∈ R, i ∈ {1, 2, ..., n}. According to 10 equation 27
could be rewritten as follow
maxµ
(
k∑
i=1
Xi, µ
(
2k∑
i=k+1
Xi, ..., µ
(
n−k∑
i=n−2k+1
Xi,
n∑
i=n−k+1
Xi
)))
=
µ
(
max
k∑
i=1
Xi, µ
(
max
2k∑
i=k+1
Xi, ..., µ
(
max
n−k∑
i=n−2k+1
Xi,max
n∑
i=n−k+1
Xi
))) (28)
5
So we get m equations of max
∑
2k
i=k+1
Xi. Equation 27 have solution if system of m equations


∑n
i=n−k+1Xi ≤ k
. . .∑2k
i=k+1
Xi ≤ k where Xi ≥ 0 ∧ ∀i ∈ {1, 2, ..., n}
. . .∑k
i=1
Xi ≤ k
(29)
have solution. This equations for Yi could be solved using best known algorithm of linear programming
[12] in O
(
n3.5
)
and than ∀X˜i ∈ {0, 1} expressed as follow
X˜i = g
k
0 (Xi) ,∀i ∈ {1, 2, ..., n}
©
References
[1] Cook, Stephen (1971). "The complexity of theorem proving procedures". Proceedings of the
Third Annual ACM Symposium on Theory of Computing. pp. 151–158.
[2] Krom, Melven R. (1967), "The Decision Problem for a Class of First-Order Formulas in Which all
Disjunctions are Binary", Zeitschrift für Mathematische Logik und Grundlagen der Mathematik
13: 15–20, doi:10.1002/malq.19670130104.
[3] Aspvall, Bengt; Plass, Michael F.; Tarjan, Robert E. (1979), "A linear-time algorithm for testing
the truth of certain quantified boolean formulas", Information Processing Letters 8 (3): 121–123,
doi:10.1016/0020-0190(79)90002-4.
[4] Even, S.; Itai, A.; Shamir, A. (1976), "On the complexity of time table and multi-commodity
flow problems", SIAM Journal on Computing 5 (4): 691–703, doi:10.1137/0205048.
[5] Levin, Leonid (1973). "Universal search problems . Problems of Information Transmission 9 (3):
265–266. (Russian), translated into English by Trakhtenbrot, B. A. (1984). "A survey of Russian
approaches to perebor (brute-force searches) algorithms". Annals of the History of Computing
6 (4): 384–400. doi:10.1109/MAHC.1984.10036.
[6] Ronald Fagin, (1974). Generalized First-Order Spectra and Polynomial-Time Recognizable Sets,
SIAM-AMS Proceedingn, Volume 7, From "Complexity of Computation" (ed. R. Karp).
[7] Maknickas Algirdas, A., (2010). Finding of k in Fagin’s R. Theorem 24, arXiv:1012.5804v1.
[8] Angela Weiss, (2011). A Polynomial Algorithm for 3-sat in
http://www.ime.usp.br/∼weiss/P=NP.pdf (newest version).
[9] Sergey Kardash, (2011). Algorithmic complexity of pair cleaning method for k-satisfiability prob-
lem. (draft version) arXiv:1108.0408v1.
[10] Matt Groff, (2011). Towards P = NP via k-SAT: A k-SAT Algorithm Using Linear Algebra on
Finite Fields, arXiv:1106.0683v2.
[11] Donald E. Knuth, The Art of Computer Programming, Volume 4, Fascicle 0: Introduction to
Combinatorial Algorithms and Boolean Functions, (Addison-Wesley Professional, April 28, 2008)
vi+240pp.
[12] Ilan Adler, Narendra Karmarkar, Mauricio G.C. Resende and Geraldo Veiga (1989). "An Im-
plementation of Karmarkar’s Algorithm for Linear Programming". Mathematical Programming,
Vol 44, p. 297–335.
6
