Abstract. We consider a space of infinitely smooth functions on an unbounded closed convex set in R n . It is shown that each function of this space can be extended to an entire function in C n satisfying some prescribed growth condition. Description of linear continuous functionals on this space in terms of their Fourier-Laplace transform is obtained. Also a variant of the Paley-Wiener-Schwartz theorem for tempered distributions is given it the paper. §1. Introduction 
We are interested to have a description of the strong dual space to the spaces G M (U) in terms of the Fourier-Laplace transform of continuous linear functionals on G M (U).
Detailed consideration of this problem depends on additional conditions on a sequence M. J.W. de Roever [2] studied this problem under the following assumptions on M:
In this case the sequence M is not quasianalytic. Also from conditions 1) and 3) it follows that there exist numbers h 1 , h 2 > 0 such that
The same problem was considered in [3] (using other methods) under more weak restrictions on the sequence M. Namely, the conditions 2) and 3) were replaced with the following conditions:
2)
Here we study this problem assuming that the sequence M with M 0 = 1 satisfies the following conditions: (Ω ⊂ C m ) then the distance from x ∈ R m (z ∈ C m ) to the set Ω we denote by d Ω (x)(d Ω (z)). The distance from x ∈ Ω (z ∈ Ω) to the boundary of Ω is denoted by ∆ Ω (x)(∆ Ω (z)).
For a locally convex space X let X ′ be the space of linear continuous functionals on X and let X * be the strong dual space. For open set Ω in C m H(Ω) is a set of holomorphic functions in Ω , psh(Ω) is a set of plurisubharmonic functions in Ω.
With
If decreasing to zero sequence (ε m ) ∞ m=1 of numbers ε m is chosen then for brevity denote ω M ( r εm ) by ω m (r), r ≥ 0. 1.3. Main results. Note that from the condition i 3 ) on the sequence M it follows that each function belonging to G M (U) admits holomorphic continuation in C n . Using the conditions i 4 ) and i 5 ) it can be shown (see theorem 1) that the space G M (U) is topologically isomorphic to the space E(U) of entire functions f in C n such that for every ε > 0, m ∈ N there exists a constant C m,ε > 0 such that
endowed with a topology defined by the family of norms
Here as usual x = Rez, y = Imz. For description of dual space to G M (U) we use a method of paper [4] . But to use it first we have to study the Fourier-Laplace transform of tempered distributions with support in U(b, C). That's why we consider the space
Let S p (U) be a completion of S(U) by the norm · p,U . We endow S(U) with a topology of projective limit of the spaces S p (U). It is known that S * (U) is topologically isomorphic to the space of tempered distributions with support in U(b, C) [5] .
For each m ∈ N let
With usual operations of addition and multiplication by complex numbers H M (T C ) and
The Laplace transform of a functional Φ ∈ E * (U) is defined by formulã
The following results on description of dual spaces are obtained in the paper.
Theorem 2. The Fourier-Laplace transform F :
If b(y) = a y (a ≥ 0) then we have well-known result of V.S. Vladimirov [1] . The main part in the proof of theorem 2 is proving that F is acting "into".
Theorem 3. The Fourier-Laplace transform establishes a topological isomorphism between the spaces G * M (U) and H M (T C ). Theorem 4. The Laplace transform establishes a topological isomorphism between the spaces E * (U) and H M (T C ). The proof of theorem 1 is given in the third section. The proof of theorem 2 is in the forth section. Theorem 3 is proved in the fifth section and theorem 4 is proved in the sixth section. In the second section some properties of functions associated with the sequences M and K are given. A simple example of the set U(b, C) is given in [3] . Proof. Let x > 0, s > 1. We have
From this the assertion follows.
Lemma 2. Let s > 1. Then for r ≥ 0
Proof. The lemma is true for r = 0. Now let r > 0. Then for s > 1
Lemma 2 is proved. Applying lemma 2 with s = H m 2 (m ∈ N) we have for each r ≥ 0
Setting Q = ln a 1 H 1 H 2 H 2 − 1 and taking into consideration definitions of w m we have for each m ∈ N w m (r) + r ≤ w m+1 (r) + Q, r ≥ 0.
Define a function N on [0, ∞) as follows:
It is easy to check that for r ∈ (
From the condition i 4 ) on the sequence M it follows that there exists a constant A γ > 0 such that
Using the condition i 3 ) on M and lemma 1 we have for each ε ∈ (0, 1)
Now we shall estimate the growth of N (r). Using the representation
we obtain
Now using (2) we have
Proof. Let r 2 ≥ r 1 ≥ 0. Using (3) and (4) we have
Lemma 3 is proved.
Proof. Since M is a logarithmically convex sequence then for p, q
Lemma 4 is proved. By lemma 4 for N ∈ N and A > 1
Proof. For r = 0 it is obvious. For r > 0 we have
From (6) it follows that for points
α and the series standing to the right of this equality converges uniformly on the compact subsets of V to f . Construct an isomorphism T : G M (U) → E(U) as follows. Let x 0 ∈ V . In view of (6) and the condition i 3 ) on M
is an entire function. Note that for
Thus, we defined the function F ∈ H(C n ) such that for each ξ ∈ V we have F = F ξ in C n and F (x) = f (x), x ∈ V . Put T (f ) = F . Obviously, the mapping T is one-to-one and linear.
Let f ∈ G M (U). Now we shall estimate the growth of F = T (f ). Let z = x + iy, x ∈ V, y ∈ R n . Since
then for each m ∈ N and ε > 0
Now we estimate |F (z)| at the points z = x + iy such that x / ∈ V, y ∈ R n . Let ξ be an arbitrary point of V . Then from the representation
we have for each m ∈ N and ε > 0
Thus, in this case for each m ∈ N and ε > 0
For m ∈ N and s > 0 let
Using inequality (5) + ln R m we have for
Going back to (8) and using (9) with s = 2εnt 2 we obtain
where x / ∈ V, y ∈ R n , A m,ε = 2t 1 e dm,s . Using (7) we conclude that (10) holds everywhere in C n . Now we shall continue the estimate (10) 
Again using inequality (5) and putting
This means that T is a continuous mapping from G M (U) to E(U). Now we prove that the inverse mapping
Using lemma 5 we have
Now using inequality (5) we have for each R > 0
Consequently,
This means that
Thus, the mapping T −1 is continuous. Theorem 1 is proved. §4. Description of S * (U) in terms of the Fourier-Laplace transform Let C * = {ξ ∈ R m : < ξ, x > ≥ 0, ∀x ∈ C} be a dual cone to C, pr C be an intersection of C with a unique sphere. For r ≥ 0 let B r = {ξ ∈ R n : ξ ≤ r}, B r be an exterior of B r .
Then there exists a number d > 0 not depending on y such that
Proof. Since b is continuous and positively homogeneous on C then there exists a number r > e such that |b(y)| ≤ r y for y ∈ C. So U ⊂ C * + B r . There is a number R 0 > 0 such that for all R > R 0 the set
arbitrary. We will show that for each y ∈ C there exists a number R 1 > R 0 such that sup
Show that for each y ∈ C there exists a number R 3 > 0 such that for R ≥ R 3 the following inequality holds
Then we will have
Note that the set of solutions of an inequality
. Then from (11) and (13) it follows that sup
. So the pointξ at which the upper bound of function g on U is attained belongs to U R 1 . Making elementary estimates we find a constant d > 0 depending on r, R 0 , m and ξ 0 such that
Hence sup
Lemma 6 is proved. Proof of theorem 2. Let Φ ∈ S * (U) be an arbitrary functional. Then Φ is a holomorphic function in T C ( [1] , [2] , [5] [6] [7] [8] ). So there exist numbers m ∈ N and c > 0 such that
Putting f (ξ) = e i<ξ,z> (here z = x + iy, x ∈ R n , y ∈ C) we have
.
Using lemma 6 we obtain
So the mapping F acts from S * (U) to V b (T C ). It is known [5, p. 20 ] that S * (U) is an inductive limit of increasing sequence of Banach spaces S *
Here Φ −m,U is a norm of Φ in S * m (U), m ∈ N. Now using lemma 6 we have
This means that F is continuous. Proving that F is bijective and F −1 is continuous is the same as in [1] . Thus, F is an isomorphism.
Remark 2. Let ε > 0, η ∈ prC. At the end of paper [8] it was shown by J.W. de Roever that if Φ ∈ S * (U) then there exist numbers C ε > 0 and m ∈ N (not depending on ε > 0) such that
Using the Arzela-Askoli theorem it is easy to show that G M (U) is the (M * )-space (definition of (M * )-spaces see in [9] , [10] ). Let
By standard scheme ([4, Propositions 2.10, 2.11, Corollary 2.12]) one can prove the following lemma.
Then there exist functionals
and
Using lemma 6 and inequality (1) we can find a constant A > 0 depending only on m such that
Here r is a number which was defined in the proof of lemma 6.
It is clear that the functionŜ(z) = (S, e i<ξ,z> ) is correctly defined on T C . Using lemmas 7 and 6, condition i 4 ) it is easy to show thatŜ ∈ H(T C ).
Since there exist numbers m ∈ N and c > 0 such that
then using (14) we obtain
Obviously for each m ∈ N embeddings j m :
-space (definition of (LN * )-spaces see in [9] , [10] ).
In lemmas 9 and 10 the following notations will be used. A point z = (z 1 , . . . , z k ) ∈ C k (k = 2, 3, . . .) will be written in the form z = (z ′ , z k ), where
definition of the ∂ operator on forms see [11] . By λ m denote the Lebesgue measure in C m .
Lemma 9.
Let O be a domain of holomorphy in C n . Let ϕ ∈ psh(C n ) and for some c ϕ > 0 and ν > 0
Then there exists a holomorphic function
Proof. Let the function µ ∈ C ∞ [0, ∞) be such that for t ≥ 0 0 ≤ µ(t) ≤ 1 and |µ
Note that H k (z, ζ) = 0 out of the set
Thus, everywhere in
Choose a function v k ∈ C ∞ (C k ×O) with suitable bound so that the function
Denote by g k (z, ζ) the form of a type (0, 1) standing to the right of (15) . Note that g k (z, ζ) is a zero form out of W k . Directly can be checked that
Hence for (z, ζ) ∈ Ω k |ϕ k (z, ζ) − ϕ k−1 (z ′ , ζ)| ≤ c ϕ . Now we can obtain an integral estimate on g k (z, ζ) . We have
Further we have
Now from integral estimate we obtain uniform estimate on F by standard arguments (see, for example, [13, p. 205]). Let R = min(
then |h(w) − h(ζ)| ≤ c h . Note also that for (t, w) ∈ B R (z, ζ)
Thus, there exists a constant C > 0 such that in
where m k = (n + k)(ν + 1) + m k−1 + 3.
Lemma is proved.
Then there exists a function F ∈ H(C n × O) such that for ζ ∈ O F (ζ, ζ) = f (ζ) and for some C > 0 and N ≥ 0
Choose a function v 1 ∈ C ∞ (C×O) with suitable bound so that
will be found as a solution of the equation
Denote by g 1 (z 1 , ζ) the form to the right of (17) . It is easy to check that
Recall that for (
From this
Now we pass to uniform estimates on F 1 . Let (z 1 , ζ) ∈ C × O and R = min
From this and previous integral estimate on F 1 we obtain
Since here w − ζ ≤ min(1,
Hence for (t 1 , w) ∈ B R (z 1 , ζ)
Using this inequalities we find a constant C 1 > 0 such that for (z 1 , ζ) ∈ C×O
Successively applying lemma 9 (n − 1) times we will construct a function F n ∈ H(C n × O) such that F n (0, . . . , 0, ζ) = f (ζ) for ζ ∈ O and for some c n > 0 and N ≥ 0
where C = (1 + √ 2) N C n . Lemma 10 is proved. Remark 3. The definition of functions H k in lemmas 9, 10 comes from [14] .
and S(ξ, ξ) = 0 for ξ ∈ O.
Then there exist functions S 1 , . . . , S n ∈ H(C n × O), numbers C > 0 and
Since
is a holomorphic function in C × O. Let us estimate its growth. For ζ ∈ O,
Thus, putting
According to lemma 9 for each j = 1, . . . , k − 1 there exists a function ψ
and numbers
Put
Using (19) and (20) we find a constant C k > 0 such that
Put m k = m k + ν + 1. From this and (20) it follows that there exists a constant A k > 0 such that for all j = 1, . . . , k
Besides that for each j = 1, . . . , n
Thus, we have
Putting N = m n , C = A n 2 mn from (21) we have for each j = 1, . . . , n
Lemma 11 is proved. Remark 4. The idea of proving lemma 11 comes from [4] . Proof of Theorem 3. By lemma 8 the linear mapping L :
Before we show that L is continuous note that the topology of G * M (U) can be described as follows. Let
. .. Define a topology in E k with the help of the norm 
From this it follows that
Putting here f (ξ) = exp(i < ξ, z >) with z in T C and using (14) we obtain
where a constant A > 0 does not depend on z ∈ T C . Let N(m) = max(m + [r] + 1, 3m). Then from (22) it follows that
Thus, L is continuous. While proving that L is bijective we follow a scheme from [4] . First show that L is surjective. Let F ∈ H M (T C ). This means that F is holomorphic in H(T C ) and for some c > 0, m ∈ N
Since for some r > e |b(y)| ≤ r y (y ∈ C) then
Using (1) 
and ϕ(z) = ω k ( z ) satisfy to conditions of lemma 10. Then there exists a function Φ ∈ H(C n × T C ) such that Φ(ζ, ζ) = F (ζ) for ζ ∈ T C and numbers c 2 > 0 and
Since Φ(z, ζ) is an entire function of z then it can be expanded in a power series:
By the Cauchy formula
where α ∈ Z n + , R > 0 is arbitrary. From this it follows that C α ∈ H(T C ). Using (23) we have for
Using lemma 1 one can find a constant c 3 > 0 such that for each R > 0
Thus, for each α ∈ Z n + C α ∈ V (T C ). By theorem 2 there exist functionals S α ∈ S * (U) such thatŜ α = C α . From (24) and properties of (LN * )-spaces it follows that
is a bounded set in V (T C ). In view of the topological isomorphism of spaces S * (U) and V (T C ) the set A = {M |α|
Hence it is weakly bounded. By Schwartz theorem [1] there exist numbers c 4 > 0 and p ∈ N such that
, where c 5 = c 4 H 1 M p . From this it follows that the series to the right of (26) converges and that
Hence the linear functional T is correctly defined and continuous. Besides thatT = F. Indeed, for each z ∈ T Ĉ
Thus, L is surjective. The mapping L is injective. Indeed, let for T ∈ G ′ M (U)T ≡ 0. We will show that T is a zero functional. Since T is a linear continuous functional there exist numbers m ∈ N and c T > 0 such that
By lemma 7 there exist functionals
From this we have for each
Let V α (z) = i |α| (T α , e i<ξ,z> ). Obviously V α ∈ H(T C ). Using (27) and lemma 6 we obtain the estimate
where d 1 > 0 is some constant not depending on z = x+iy ∈ T C and α ∈ Z n + . Consider now the function S(u, z) = Note that for each z ∈ T C S(z, z) = |α|≥0 V α (z)z α = 0. Then by lemma 11 there exist functions S 1 , . . . , S n ∈ H(C n × T C ) such that S(z, ζ) = n j=1 S j (z, ζ)(z j − ζ j ), z ∈ C n , ζ ∈ T C , and numbers d 2 > 0 and N ∈ N such that for j = 1, 2, . . . , n, z ∈ C n , ζ ∈ T C |S j (z, ζ)| ≤ d 2 (1 + (z, ζ) )
Next, we expand S j in powers of z:
Using (29), (1) and Cauchy's inequality for coefficients of power series we have )+N ln(1+ ζ )
By theorem 2 there exist functionals ψ j,α ∈ S * (U) such thatψ j,α = S j,α .
By (30) 
For j = 1, . . . , n and α ∈ Z n with at least one negative component let Ψ j,α be a zero functional on S(U) and S j,α (z) = 0, ∀z ∈ C n . Then S(z, ζ) = (S j,(α 1 ,...,α j −1,...,αn) (ζ) − S j,α (ζ)ζ j )z α , z ∈ C n , ζ ∈ T C .
Hence
(S j,(α 1 ,...,α j−1 ,...,αn) (ζ) − S j,α (ζ)ζ j ).
The expression to the right of (32) can be represented in the following form n j=1 (Ψ j,(α 1 ,...,α j−1 ,...,αn) (ζ) + i(Ψ j,α , ∂ ∂ξ j (e i<ξ,ζ> ))). we see that for fixed j ∈ {1, . . . , n} the terms corresponding to a multiindex α with α 1 ≤ N, . . . , α j ≤ N −1, . . . , α n ≤ N, and the summands corresponding to a multiindex β = (β 1 , . . . , . . . , β n ) = α n with β 1 = α 1 , . . . , β j = α j + 1, . . . , β n = α n annihilate each other. Hence
Now, using (31) we have for f ∈ G M (U)
