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Abstract 
A self-organi"ing ARTEX model is developed to categorize and classify textured image 
regions. ARTEX specia.lizes the FACADE model of how the visual cortex sees, and the 
ART model of how temporal and prefrontal cortices interact with the hippocampal system 
to learn visual recognition categories and their names. FACADE processing generates a 
vector of boundary and surface properties, notably texture and brightness properties, by 
utilizing multi-scale filtering, competition, and diffusive filling-in. Its eontext-sensitive 
loc.al measures of textured scenes can be used to recognize scenic properties that grad·· 
ua1ly change a,c;ross space, as well a.s abrupt texture boundaries. ART incrementally 
learns recognition categories that classify FACADE output vectors, class names of these 
categories, and their probabilities. Top-down expectations within ART encode learned 
prototypes that pay attention to expected visual features. vVhen novel visual informa-
tion creates a poor match with the best existing category prototype, a memory search 
selects a new category with which elassify the novel data. ARTEX is compared with 
psyehophysical data, and is benchmarkcd on classification of natural textures and syn-
thetic aperture radar images. It outperforms state .. of-the-art systems tha.t use rule-based, 
backpropagation, and K-ncarest neighbor elassifiers. 
1 Introduction 
1.1 Background and Benchmarks 
The brain's unparalleled ability to perceive ancl reeogni~e a rapidly changing world has 
inspired an increasing number of models aimed at exploiting these properties for purposes 
of automatic target recognition. On the pereeptua.l side, the brain ean cope with variable 
illumination levels and noisy seenie data that combine information about edges, texture~;, 
shading, and depth that are overlaid in all parts of a scene. This type of general-purpose 
proeessing enables the brain t.o deal with a wide range of imagery, both familiar and 
unfamiliar. On the recognition side, the brain ean autonomously diseover and learn 
recognition categories and predictive elassificat.ions that shape themselves to the statistics 
of a changing environment in real time. The present article develops a new self-organizing 
neural architecture that combines perceptual and recognition models that exhibit these 
desirable properties. 
These models have individually been derived to explain ancl prediet data about how 
the brain generates perceptual representations in the striate and prestriate visual cor·· 
tices (e.g., Arrington, 1994; Baloch & Gros;;bcrg, 1997; Franci~; & Grossberg, 1996; Gove, 
Grossberg, & l\!Iingolla, 1995; Grossberg, 1994, 1997; Grossberg, Mingolla., & R.oss, 1997; 
Pessoa, Mingolla., & Neumann, 1995) and use~; these representations to learn attentive 
recognition eategorico and predict.ions through interaetions between inferotcmporal, pre-
frontal, and hippocampal cortiees (e.g., Bradski & Grossberg, 1995; Carpenter & Gross-
berg, 1993; Grossberg, 1995; Grossberg & Merrill, 1996). The perceptual theory in ques-
tion is called FACADE theory. It consists of subsystems called the Boundary Contour 
System (BCS) and the Feature Contour Systmn (FCS) that generate 3-D boundary ancl 
surface repre;;entations that model the cortical interhlob and blob processing ~;trcams, 
respeetively. The adaptive catcgori~ation <mel prcclic.tivc tlwory is called Adaptive R.eso-
nance Theory, or ART. ART models arc c.apa.blc of c;ta.bly sclf·organizing their recognition 
codes using either unsupervised or supcrviw:cl incremental learning in any combination 
through time (Carpenter & Grossberg, 1991; Carpenter et al., 1992). 
The present work develops the AHTEX model to dassify seenes that. include eomplex 
textures, both natural and artificial. The ARTEX architecture was built up from spe-
eia.lized versions of FACADE and ART models that have been designed to achieve high 
competence in classifying textured scenes without also incorporating meehanisrns that 
are not essential for understanding this competence. Just as the properties of the FA-
CADE and ART models arc "emergent" properties that are due to interaetions of their 
various parts, the properties of the ARTEX architecture arc also emergent properties due 
to interaetions within and between its FACADE a.ncl ART modules. These new emergent 
properties are not merely "the sum of the parts" of the modules of which they are derived, 
and need to be analysed on their own terms. 
In orcler to understand the emergent properties that are achieved by joining a FACADE 
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vision preprocessor to an ART adaptive classifier, ARTEX is benchmarkecl against state-
of-the-art alternative models of texture classification. Our most striking results arc derived 
through benchmark studies that dassify natural textures from the Brodatz (1966) texture 
album, which is often used as a stanclarclizecl test of texture classification models. ART EX 
benchmarks emulated the conditions under which others benchrnarkecl their algorithms 
on Broda.tz textures. A single trial of on-line incrernental category learning by ARTEX 
can outperform another leading model's off-line batch learning using a complex rule-based 
system (Greenspan, 1996; Greenspan et rd., 1994). ARTEX also outperforms K-nearest 
neighbor models in both accuracy and data compression, and multilayer perceptrons (back 
propagation) in both accuracy and processing time. 
The elassification errors that ARTEX does produce are compared with human per-
ception of texture similarities (Ra.o & Lohse, 1993, 1996). A correlation exists between 
the psychophysically measured similarity between two textures and the probability that 
ARTEX will confuse them. 
AR.TEX is also used to dassify regions in real-world scenes that have been processed 
by synthetic: aperture radar (SAR). SAR. imagery has recently become popular in many 
satellite irnage processing applications because the SAR sensor ean penetrate variable 
weather conditions (Novak et al., 1990; Waxman et al., 1995). The SAR images present 
a. eha1lenge for texture classifiers because they contain pixel intensities that vary over 
five orders of magnitude and are corrupted by high levels of multiplicative noise, yidding 
incomplete and diseontinuous boundary and :mrfa.cc representations. Results below on 
natural texture and SAR. images illustrate how pattern recognit,ion models that are based 
on biological principles and mechanisms can outperform models that have been derived 
from more traditional engineering coneepts. 
1.2 Psychophysical Data and Model Properties 
At least two clifi'lTent approac.hes exist to tcxtun~ classification. In one approach, the focus 
is on separating regions with difFerent textures by finding the boundaries between them 
(Bergen & Adelson, 1988; Fogel & Sagi, 1989; Gurnsey & Browse\ 1989; lVla1ik & Perona., 
1990; Rubenstein & Sagi, 1990; Bergen & Landy, 1991). Another approach attempts to 
elassify the textures within small regions of a seene (Cadli, 1985, 1988; Bovik, Clark, 
& Geisler, 1990; Jain & Fa.rrokhnia., 1991; Greenspan et al., 1994). Such an approach 
discovers texture boundaries by elassifying the textures within eaeh region differently. It 
can also classify loeal regions whose textural properties vary gradually across space, and 
thus are not separated by a distinet boundary. 
Gurnsey and Laundry (1992) have provided psychophysical data in support of the 
latter type of proeessing by showing that human texture reeognition is only slightly im-
paired when the boundaries between different textures in a texture mozaic are blurred. 
ARTEX does the latter type of classification. It derives a 17-dirncnsional feature vec-
tor from multiple-scale boundary features of the BCS and a surface brightness feature 
of the FCS. This feature vector utilizes filters of four different scales, as suggested by 
psychophysical experiments (Harvey & Gervais, 1978; Richards, 1979; Wilson & Bergen, 
1979). The spatial filters are evaluated at four different orientations, thereby leading to a 
16-dimensiona.l ( 4 x 4) feature vector. The 17'" dimension is a surface brightness feature. 
The ART EX model uses these feature vectors to generate a context-sensitive dassification 
of local texture properties. These BCS and FCS operations are designed to be as simple 
and fast as possible without incurring a loss of accuracy in classifying texture data. 
A large psyehophysicalliterature supports the FACADE hypothesis that the human 
brain forms distinct boundary and surface representations before they are bound together 
by object recognition categories. Experimental results that support the role of boundary 
representations in elude the following: (1) Object superiority effects occur using outline 
stimuli with little surface detail (DavidofF & Donnelly, 1990; Homa, Haver, & Schwartz, 
1976). (2) The nurnber of errors in tachistoscopic recognition and the speed of identifica-
tion are often comparable using appropriately and inappropriately colored objeets (Mia!, 
Smith, Doherty, & Smith, 1979; Ostergaard & Davidoff, 1985). (3) There is no difference 
in reeognition speed using black-and-white photographs or line drawings that are carefully 
derived from them (Biederman & Ju, 1988). 
Several types of data also implicate a separate surface brightness a.ncl color process. 
These in dude the following: ( 4) Colored surfaees may be bound to an incorrect form dur-
ing illusory conjunctions (McLean, Broadbent, & Broadbent, 1983; Stcfurak & Boynton, 
1986; Trcisma.n & Sehmiclt, 1982). (5) Color can facilitate object naming if the object·· 
s to be named arc struetura1ly similar or degraded (Christ, 1975; Price & Humphreys, 
1989). (6) Colors arc coded eatcgorieally prior to the processing stage at which they 
are named (Da.vicloff, 1991; Rosch, 1975). Two of the most recent studies in support 
of the boundary-surface distinetion were carried out by Elder ancl Zucker (1998) and 
Rogcrs-Ra.machanclra.n and Ramachandran (1998). 
FACADE theory proposes that 3-D boundary and surface features that are formed 
in the prestriate visual cortex are ea.tegorized in the infcrotmnpora1 cortex (Grossberg, 
1994, 1997). Both boundary and surface properties are propose<] to be eombined during 
the eategorization process within bottom··up and top-down adaptive pathways that are 
moclclecl by an ART system. Two eonsequenees of this c.oneeption are that unambiguous 
boundaries can generate eategory reeognition by themselves, and that boumlaries can 
prime 3-D objec.t representations even if they need to be supplemented by 3-D surfaee 
information in order to achieve unambiguous rceognition. Cavanagh (1997) has reported 
data consistent with this latter prediction. 
In the ARTEX implementation of this eoneept, the feature vectors that are formed 
from the 17-dimensional boundary and surfaee features of the FACADE preprocessor are 
input to an ART classifier, which categorizes the textures using a biologically-motivated 
learning algorithm. Humans learn to discriminate textures by looking at them and be-
eoming sensitive to their statistical properties in small regions. This is how our model is 
trained. Intuitively speaking, model training is like having an observer look at a number 
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of locations and trying to learn to categorize them based on their local properties. The 
ART classifier we used, called Gaussian ARTMAP, or GAiVI, incrementally constructs 
internal categories that have Gaussian receptive fields in the input space, and that map 
to output class predictions (Williamson, 1996, 1997). Cells with Gaussian receptive fields 
are ubiquitouo in the brain, and have been used to model data about how the inferotem-
poral cortex learns to categorize visual input patterns (Logothetis et al., 1994). Such 
models are not, however, typically able to self-organize their own recognition categories 
and to autonomously search for new ones with which to classify novel input patterns. 
ART models overcome this weakness by showing how complementary attentional and ori-
enting systems are designed with which to balance between the processing of familiar and 
expected events, on the one hand, and unfamiliar and unexpected events on the other 
(Carpenter & Grossberg, 1991; Grossberg, 1980; Grossberg & Merrill, 1996). All learned 
ca.tegorir,a.tion goes on within the attcntional system. The orienting subsystem is acti-
vated in response to events that are too novel for the a.ttentional system to suec:essfully 
nttegorize them. Interactions between the attentional and orienting subsystems then lead 
to a memory search which discovers a more appropriate population of cells with which 
to categorize the novel information. These interactions are designed to explain how the 
brain continues to learn quickly about huge amounts of new information throughout life, 
without being forced to just as quickly forget useful information that it has previously 
learned. 
After each input is presented (i.e., each location is "observed"), GAi\II automatically 
activates eells whose receptive. fields adapt to represent the input by amounts proportional 
to their level of 1nntch with the input. However, if the input is too novel for any existing 
rcccpbvc field to match the input well enough, then a memory search is triggered which 
leads to the selection of a previously uneommitted cell population with whidt a new cate--
gory can be learned. During unsupcrvisecllearning, the correet names of the regions that 
arc being elassified are not supplied, and the level of rnatch that is required for a category 
to learn is constant. The parameter that detennines this degree of matc:h is c:allccl the 
"vigilance" parameter bcc:ausc it c:ornputationally rcalir,cs the intuitive proc:css of being 
more or less vigilant in respose to information of variable importance (Carpenter & Gross-
berg, 1991). Low vigilanc:e allows the network to learn general categories in which many 
input. exemplars may share the same category prototype. High vigilance enables the net-
work to learn more specific c:atcgorics, even categories in which only a. single exemplar may 
be represented. Thus the ehoicc of vigilance can trade between prototype and exemplar 
learning, even within a single ART system. Experimental evidence consistent with vigi-
htnce control has been reported in monkeys when they attempt to perform classifications 
during easy vs. difficult discriminations (Spitzer, Desimone, & :Moran, 1988). 
Learning typically starts with a low vigilance value, which leads to the formation 
of the most general c:ategories that are consistent with the input data.. Because ART 
models are self-organizing, such learning can proceed on its own in an unsupervised mode. 
Starting with a low vigilance value conserves memory resources, but it can also create the 
tendeney, also found in children, to overgeneralize until further learning leads to category 
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refinement (Chapman, et al., 1986; Clark, 1973; Smith et al., 1985; Smith & Kemler, 1978; 
Wa.rcl, 1983). For example, it might happen that, after learning a category that dassifies 
variations on the letter "E", the letter "F" will also activate that category, based on the 
visual similarity between the two types of letters. The difference between the letters "E" 
and "F" is determined by cultural factors, not by visual similarity. Supervised learning 
is often essential to prevent errors based on input similarity which do not correspond to 
cultural understandings, or other environmentally dependent factors. ART models can 
operate in both unsupervised and supervised learning modes, and can switch between the 
two seamlessly during the course of learning. 
During supervised learning, the vigilance parameter, or required match level, is raised 
if an incorrect prediction is made (e.g., if there is negative reinforcement) by just e-
nough to trigger a memory search for a. new category. This type of vigilance control 
sacrifices category generality only when more specific categories are needed to match the 
statistical properties of a. given environment. Categories of variable generality are hereby 
automatically learned based upon the suecess or failure of previously learned categories 
in predicting the correct classification. A block diagram of the ARTEX architecture is 
shown in Figure 1. 
2 Multiple-scale Oriented Filter 
The ARTEX multiple-scale oriented filter further develops the BCS filter that was intro· 
duccd to explain texture data in Grossberg a.ncl Mingolla (1985). Variants of this BCS 
filter have since become standard in many texture segmentation algorithms (iVIa.lik & 
Perona, 1989; Sutter, Beck, & Graham, 1989; Bovik et al., 1990; Bergen, 1991; Bergen & 
Landy, 1991; .Jain & Farrokhnia, 1991; Graham, Beck, & Sutter, 1992; Greenspan ei rd., 
1994). 
Figure 2 diagrams the AHTEX version of BCS processing (Stages 1 5) for a single 
spatial scale. As in Richards (1. 979), we used 4 spatial frequency channels. Each chan-
nel eomputcd 4 oricntational contra:;t features. These filter equations ancl parameters 
are described in Appendix I. A functiona1 dcseription is given here. Stage J. of the BCS 
Hlter uses an on-center off-surround network whose cells obey membrane equations, or 
shunting laws (Grossberg, 1980, 1983) to discount the illuminant, compute contrast ra-
tios of the image, and norma1iY-e image intensities. Stage 2 accomplishes multiple-seale 
oriented filtering using odd-symmetric Gabor filters at the 4 orientations and spatial s-
cales. Stage 3 eomputes a local measure of absolute orientational contrast by full-wave 
rectifying the filter aetivitics from Stage 2. These operations are neura.lly interpreted as 
follows: Stage 1 operations occur in the retina and LG N, Stage 2 operations at corti-
cal simple cells, and Stage 3 opemtions at cortieal complex eells (Grossberg & Mingolla., 
1985). Stage 4 simplifies the BCS operations of boundary grouping by computing a s-
mooth, reliable measure of orientational contrast that spatia.lly pools responses within the 
same orientation. Stage 5 performs an optional orientational invariance operation which 
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Figure 1: Block diagram of ARTEX image classiftcation subsystems. 
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shifts orientationaln~sponse;; at ead1 scale into a canonical ordering. This computation 
shifts, with wrap around, the smoothed orienta.tional responses from Stage 4 so that the 
orientation with maximal amplitude is in the first orientation plane. The usefulness of 
this operation is task-dependent, as shown by our simulations below. 
Graham et nl. (1992) also simplified Stage 4 of the BCS by pooling responses from 
Stage 3. They then used a. hand-erafted sigmoidal discrimination measure to convert 
Stage 4 output into a probabilistic output funetion that could be compared with subjects' 
ratings of texture diseriminability. In the present benehma.rk studies, the BCS filter 
outputs forms part of the input veetor to a. GAM ela.ssifier whieh autonomously learns 
the probabilistic recognition categories with which texture discriminations a.re made. We 
note in Section 3 how the Graham et rd. (1992) study has been extended to explain a larger 
data. base about. texture diserimination using additional FACADE theory meehanisms. 
3 Filled-in Surface Brightness 
The FACADE model suggests how the BCS and FCS interaet to generate filled-in 3-D 
surface representations within the FCS. These smface rcprec;entations are derived from 
scenic: data after the illnminant has been clisc:ountecl, as in Stage 1 of Figure 2. In general, 
these c;urfaee representations c:ombine information about brightness, c:olor, depth, and 
form. Our simulationc; below demonstrate the utility of using a filled-in surfaec brightness 
feature to help learn recognition eategoriec; for texture disc:.rirnination. 
The simplest surfaee feature is one that is based on first--order differences in illumi-
nation intcnc;ity. An improved surfac:e featnre discounts the illuminant to compute a 
measure of loc:al eontra.r;t. Such a feature, however, can still be corrupted by vmious sortc; 
of specular noise in an image. In the brain, such noise can be due to the blind spot, retinal 
veins, and the retinal layers through which light must pass to activate photodeteetors. 
In artificial ocnsors, too, such noise can derive from sensor c:haraeteristics. Disc:ounting 
the illuminant is also insensitive to contextual groupingc; of image features. A filled--in 
surface brightnesc; feature overcomes these defic:icnc:ies by smoothing local contrast val-
nee; when they belong to the same region, while rnaintaining contrast clifl'erenc:es when 
they belong to different regions. Filling-in hereby srnoothe~ over image noic;e in a form-
sensitive way, and genera.tec; a representation that reflects pwpertics of a. region's form by 
being contained within the region boundaries. It also tends to maximize the separability, 
in brightness space, of different region types by minimizing within-region variance while 
maximizing between-region varianee. This sort of preattentive and automatic separation 
simplifies the task of an attentive pattern elassifier such as GAM. 
In Grossberg et nl. (1995), a multiple-scale FACADE network was developed to pro-
cess noisy SAR images for use by human operators. There the goal was to generate 
reconstructions of SAR images that were pleasing to the eyes of expert photointerpreter-
s. The BCS in this simulation used a grouping network with a feedback process that 
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Figure 2: Boundary and surface pnlprocessing stages. OV = orien\<ltionally variant representation. 
OJ = orientationally invariant representation. Either OV or 01, but not both, are active in any 
given problem. 
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can complete and sharpen boundary repre:;entations. The:-;e bonnclary groupings created 
sharply delineated image regions and filled-in surfaces. Although such a fcedbaek group-
ing network has the remarkable property of converging within 1 to 3 feedback iterations, 
it still has the disadvantage, at least in software simulations, of slowing down processing 
time. 
Here we replace the full BCS filter and grouping network by a multiple-scale BCS 
filter and a single scale of one-pass feedforwarcl boundary processing to control filling-in 
of the brightness feature. Computer simulations summarized below demonstrate that this 
simplification does not impair elassifieation benchmarks on Brodatz textures and on SAR 
textured scenes. The simplified boundary segmentation is, moreover, computationally 75 
times faster than the feedback network. The slower feedback benchmarks are not reported 
here. Accurate texture classification thus does not seem to depend upon photorcalism of 
the corresponding percept. Stages 6 9 of Figure 2 show how the BCS filter output is used 
to derive the one-pass boundary segmentation. Appendix II contains the equations and 
parameters of this simplified brightness filling-in proeess. 
These FACADE preprocessing results can be placed into a larger framework to better 
understand their relevanee for understanding human texture discrimination. Three issues 
need to be considered: (1) the use of a simplified Stage 4 spatial pooling operation instead 
of long-range grouping by a fecclbaek network; (2) the role of surface representations; 
and (3) the need for 3-D boundary and surface representations. When me long-range 
groupings, sueh as illusory contours, not needed to improve texture discriminability? 
This is more true when the images contain denoe enough tcxtnreo to obviate the need for 
grouping over long distances. Not all of the data considered even by Graham et rd. (1992) 
were of this type, however, since their displays contained regularly pla.eed features that. 
could group togr)IJwr in orientations eolinear, perpendicular, or oblique to their dd1ning 
edges. Crut.hirclo et nl. (1993) showed that a rnultiple-sc.ale BCS 11lter, supplemented by 
the lonK·ra.nge groupings of a feedback network, eould simulate the pairwise ordering of 
human ratings of texture diseriminability better than the Graham et nl. (1992) variant 
of the BCS filter on its own. 
Grossberg and Pessoa (1997) have simulated a variant of FACADE theory in which 
both 2--D and 3-D boundary and surface operations were needed to simulate psychophys-
ical data about the discrimination of textured regions composed of regular arrays of 
equilumina.nt eolorecl regions on baekgrounclt> of variable luminanee, as in the experi-
ments of Beck (1994) and Pessoa, Beck, & iVIingolla (1996). This latter simulation study 
was restricted, however, to textures composed of eolorecl squares on achrornatic back-
grounds, rather than the t>toehastic factors that arise in Brodatz and SAR. textures. The 
Grossberg and Pessoa (1997) study also does not analyze how recognition categories for 
discriminating textures are learned. Taken together, however, these several studies pro-
vide converging evidence that FACADE mechanisms can explain challenging properties 
of data concerning human texture segregation. 
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4 ART Heuristics 
The 16··dimensional feature vector produced by Stages 1 5 (representing orientational 
contrast at 4 orientations and 4 spatial scales) and the single filled-in brightness feature 
produced by Stages 6 9 yield a 17-dimensional boundary-surface feature vector. GAM 
must learn a mapping from the input space populated by these feature vectors to a. discrete 
output space of associated region class labels. As noted above, GAM shares a number of 
key properties with other ARTMAP architectures (Carpenter, Grossberg, and Reynolds, 
1991; Carpenter et al., 1992). GAM learns mappings incrementally, without any prior 
knowledge of the problem domain, by self-organizing an efficient set of recognition cate-
gories that shape themselves to the statist.ies of the input environment, as well as a map 
from recognition categories to class labels, which are supplied during supervised learning. 
Because GAM learns its mappings intrementally, a previously trained GAM network may 
he retrained with new input/output eont.ingcncies, inc:luding new elass labels, without 
any need to retrain the network on the previous data. Finally, although GAM is trained 
only with individual class labels, it also learns to accurately estimate the probabilities of 
its elass label preclietions, as we show in our simulations below. 
In a typical ART network (Carpenter & Grossberg, 1987, 1991), an input vector 
activates feature selective cells within the attentional system that store the vector in 
short-term memory. This short .. term memory pattern then aetivates bottom-up pathways 
whose signals arc filtered by learned adaptive weights, or long-term memory traces. The 
f1ltcred signals are added up at target category nodes which compete via recurrent lateral 
inhibition to determine which category activities will be stored in short-term memory and 
thereby represent the input veetor. The degree of aetivation of a category provides an 
eotirnate of the likelihood that an input belongs to the tategory. Activating a category is 
like "making a hypothesis". 
As they are being activated, the selected categories read-out learned top-down expecta-
tions, or prototypes, which arc matched against the input vector at the feature cleteetoro. 
This matching process plays the role of "testing the hypothmis". The vigilanee parameter 
defines the eri tcrion for a good enough mateh. As noted above, low vigilance leads to the 
learning of general eatcgorie.s, whereas high vigilante leads to the learning of specialized 
categories, even a single exemplar, in the limit of very high vigilance. By varying vigilance, 
an ART system can hereby learn both abstract prototypes and concrete exemplars. 
If the chosen c:.ategory'o match funetion exeeeds the vigilante parameter, then the 
bottom-up and top-clown exchange of feedback signals lodes the system into a. resonant 
state. The resonant state signifies that the hypothesis matches the data well enough to be 
aec.eptecl by the system. ART proposes that these resonant states foeus attention upon 
relevant feature combinations, and that only resonant states enter conscious awareness 
(Grossberg, 1980). Resonanee triggers learning in both the bottom-up adaptive weights 
that are used to activate the selected reeognition category, and in the top-clown weights 
that represent its prototype. This learning incorporates the new information supplied by 
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the input vector into the long-term memory of the attentional system. 
If the category's mateh function does not exceed vigilance, this designates that the 
hypothesis is too novel to be incorporated into the prototype of the active eategory. A 
bout of memory search, or hypothesis testing, is then triggered through activation of the 
orienting system. Memory search either discovers a category that can better represent 
the data. or, if no such learned category already exists, a.utomatieally chooses uncommit-
ted cells with which to learn a new category. ART hereby inerernentally discovers new 
categories whose degree of generalization varies inversely with the size of the vigilance 
parameter. Neurobiological data about recognition learning in inferotempora.l eortex that 
a.re consistent with these hypotheses are reviewed by Carpenter and Grossberg (1993) and 
Grossberg and Merrill (1996). 
All of the above properties proeeed autonomously in ART networks a.s they undergo 
unsupervised learning. ARTMAP extends these ART designs to inelude both supervised 
and unsupervised learning (Carpenter, Grossberg, & Reynolds, 1991; Carpenter et al., 
1992). In ARTMAP, the chosen ART categories learn to make predictions which take the 
form of mappings to the names of output elasses. In sueh an AHTMAP system, many 
different recognition eategories can all learn to map into the same output name, mueh as 
many different. visual fonts of a given letter of the alphabet c.an be grouped into several 
different visual recognition categories, based upon visual similarity, before these visual 
eat.egories are mapped into the same auditory category that io used to name that let.ter. 
ARTMAP systems propose how to correet. a prc~dietion, as in the ea:;c where the letter 
"E" is disconHrrm~cl by environmental feedback that the correct letter is "F", using only 
local operations in environments that may be filled with unexpected events. AR..TMAP 
does this using a. 1ninint.n2: lennt.ing principle, which conjointly maximizes predictive gem-· 
eralization while it minirnizes predictive enor. ARTMAP does this by trying to form the 
largest categories that are consistcmt with environmental feedback. A rnntch -trncking pro-
cess realizes this prineiplc by inereasing the vigilanee value after each clisc:onfirma.tion until 
it exceeds the chosen category's match function. This vigilance increase is the minimal 
one that ea.n trigger new hypothesis testing on that learning trial. I'vlatc:h tracking hereby 
gives up the minimum amount of generalization that is required to eorrec.t the error. In 
summary, an ARTiviAP system organizes its categorization of cxpcricnec) based both on 
the similarity of the input feature veetors and upon feeclbaek from the environmental 
response, whether culturally or otherwise determined, to the names or other behaviors 
that its categories prediet. 
5 Gaussian ARTMAP 
Gaussian ART (Williamson, 1996, 1997) provides a means for an ART system to learn 
the statistics of an input environment. Each of its categories deHnes a. Gaussian distribu-
tion in the input space, with a mean and variance in each input dimension, as well as a.n 
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overall n priori probability. The Gaussian ART bottom-up activation function evaluates 
the probability that the input belong;; to a category, given its Gaussian distribution and 
a pTioTi probability. The match function evaluates how well the input fits the category's 
distribution, which is normalized to a unit height. This match is a measure of the dis-
tance, in units of standard deviation, between the input vector and the category's mean. 
Vigilance specifies the maximum allowable size of this distance. 
Gaussian ART also uses distributed learning, in which multiple c:ategories can all 
cooperate to classify an input event. Gaussian ART hereby avoids the problems incurred 
by "grandmother cell" models of recognition. Each such category is assigned credit based 
on its proportion of the net activation, which is determined by all categories whose match 
functions satisfy the vigilance criterion. Each category then learns by an amount that 
is determined by its credit. When Gaussian ART is extended to Gaussian ARTMAP 
to enable it to benefit from both supervised and unsupervised learning, each category's 
c:reclit is determined by its proportion of the net activation of its en8em.ble, which consists 
of all categories that map to the same output predietion. The normalized strength of 
each ensemble's prediction is a probability estimate for that prediction. The equations 
and parameters for Gaussian ARTMAP are found in Appendix III. 
6 Some Alternative Texture Classifiers 
6.1 Comparison of Feature Extraction Methods 
In order to evaluate the promise of any vision system, particularly one that attempts to 
explain sueh a complex competence as textured scene elassification, one needs to evaluate 
that it really "works". This is particularly the ease when the key behavioral properties 
emerge clue to interactions across the entire system. There is thus no substitute for running 
such a system on bcnelnnarks on which competing systems have also been evaluated. 
Our benehmaxk eornpariBOnB, preoentcd in Section 7, evaluate AHTEX under eonditions 
that are as similar as possible to those 1mder which these competinp; Bystems have been 
evaluated. 
AH.TEX performance is first compared to that of a system that was used to elassify 
natural textures in Greenspan ei al. (1994) and Greenspan (1996). We call their model 
the Hybrid System because it is a hybrid architecture that used a log-Gabor Gaussian 
pyramid for feature extraction followed by one of three alternative classifiers. Although 
the Hybrid System was not developed to explain biological data, it has the virtue of 
having been developed to the point that it could be successfully tested on benchmark 
data bases that use textures or textured scenes as their inputs. Most other biologic:ally 
derived models have not yet reaehed this level of development. 
The Hybrid System's log-Gabor pyramid uses three levels, or spatial scales, and four 
orientations at eac:h seale. Eaeh level, after the first one, of the Gaussian pyramid is 
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obtained by blurring the previous lower level (i.e., srnaller spatial scale) with a Gaussian 
kernel (with standard deviation <J ,= 1) and then decimating the image (i.e., removing 
3 out of 4 pixels in each 2x2 pixel block). Due to decimation, the Gaussian at each 
successive level effectively has twice the J of the Gaussian used in the previous level. The 
final outputs of all three pyrarnid levels of the Hybrid System have the same net amount 
of blurring, produced by three successive blur/decimate ;;teps. This amount of blurring 
is equivalent to convolving with a single Gaus;;ian kernel with (J = v2T = vrr+-22_+_42, 
which produces an 8x8 pixel resolution. That is, each patch of 8 x 8 pixels in the input 
image yields a single pixel in an output image for each oriented contra;;t feature. In 
Greenspan (1996), classification results at 16 x 16, 32 x 32, ancl 64 x 64 resolution were 
also reported. 
Without further preprocessing, ARTEX produces feature images at single pixel reso-
lution. To make a. fair comparison with the results reported by Greenspan et nl. (1994) 
and Greenspan (1996), ARTEX feature images need to be reduced, via. blurring and dec-
imation, to the same resolution used there. For example, to ehange the ARTEX features 
to 8 x 8 resolution, the smaller-seale ARTEX features require additional blurring prior to 
cleeimation so that their net amount of blurring is equivalent to eonvolving with a single 
Gaussian kernel with <J = J2i. 
The net amount of blurring is a c:rueial consideration for the two types of tasks on whieh 
the systems are eomparecl. The first task is elassifieation of a library of texture images. 
Beeause this task does not include transitions between different textures, performance 
monot.onieally improves as blurring is inereased, since blurring recluecs variance and thus 
improves the signal-to-noise ratio. The second task is classification of a t.cxture mosaic. 
Here, texture transitions need to be accurately resolved, so performanc:e clegracles with 
over-blurring. vVe demonstrate both of these phenomena below. 
6.2 Comparison of Classification Methods 
In the Hybrid System's first. dassification scheme, the extracted features arc clustered 
independently in each feature dimension using the K-mea.ns proc:edure. lVIappings from 
these dusters to dass labels are then formed using a bateh learning, rule-based algorithm 
ealled ITR.ULE (Goodman, ei rtl., 1992). The dusters in this scheme arc fonncd to clis-
cret.iY-e the input, so that ITRULE can form cxplieit rules mapping them to the output 
classr~s. ITRULE forms a large nurnber of rules. The cxaet number is never stated in 
Greenspan (1996). On the large problcrns, however, a maximum of 10,000 is allowed, and 
as many as 430 rules per da.ss arc reported for cliserimina.ting only two textures. Anoth-
er clrawba.ek of this approadr is that unsupervised diseretiY-a.t.ion via K-means dustering 
throws away potentially important infonnation because the dusters may span diserimi-
nation boundaries in the input spa.ee. Finally, GAM enjoys a major practical advantage 
in that it uses a. simple incremental learning procedure as opposed to the eomplex and 
computationally expensive batch learning procedure used by ITRULE. 
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The two alternative classifiers used in Greenspan (1996) are standard incremental 
learning schemes: the K-ncarcst neighbor (I<--NN) elassificr and the multilayer percep-
tron (MLP), backpropagation algorithm. These two approaches have complementary 
. . 
aclvantageo and flaws. K-NN learns quickly (one training epoch) but ac:hieves no data 
compression. MLP, on the other hand, achieves better data compression but learns very 
slowly (500 slow-learning training epoehs in Greenspan, 1996). An additional drawbaek 
of MLP is that it uses a form of mismatch learning that may suffer from "catastrophic 
forgetting" if trained on new data with different contingencie:; from previous data. As 
demonstrated by our results below, GAM combineo the good properties of the above three 
classifiers: like ITRULE, GAM predicts the posterior probabilities of the output classes; 
like K-NN, GAM learns local mappings quickly; like MLP, GAM achieves significant data 
compression. Although GAM use a more local representation than MLP, and thus could, 
in principle, require more memory, GAl\!! compensates for this by eonstruetively forming 
a representation of appropriate size for whatever problem it is trained on. 
7 Texture Classification Results 
7.1 10-Texture Library 
AH..TEX was first. c:ompared to the Hybrid System on the library of ten text.Iucs shown in 
Figure 3A, whose top row c:ontains ;;truetured texture;> and whose bottom row contains 
unstructured textures. Eac:h texture image wnsists of 128 x 128 pixels. Three other 
images of each texture are not shown. In Greenspan (1996), ela.ssifir:ation results of 
the Hybrid System u:;ing ITRULE, K-NN, and MLP classifiers were puhlishecl for thi:; 
database. The classifiers were trained on data at three different level:; of spatial resolution, 
with a difFerent number of training samples per dass at each resolution: 300 samplco at 8 
x 8 resolution, 125 samples at 16 x 1G resolution, ancl 40 samples at 32 x 32 resolution. 
ARTEX was trained on the same data set under the same conditions. Like the Hybrid 
System, AH.TEX used an orientationally variant, or OV, representation on this problem 
since generaliy,a,tion to novel oric~nt.ations of the same texture during testing was not. 
required. AH.TEX was evaluated with five ranclorn orderings of the data, and the results 
were averaged. 
Table 1 shows comparative results for the Hybrid Systern and ARTEX at the three 
spatial resolutions. Table 1 liots the dassifieat.ion rate, number of epoch:;, and number 
of categories (or hidden units, stored exemplars, etc.) for each system configuration. 
The number of epochs indicates how many training trials were needed. The number of 
categories indicate how well the model compresses the data. In the case of I<-NN, there 
is no compression, so each input. or exemplar forms a different category. The number 
of weights indicate the memory resources, or computational complexity, that is needed 
to achieve this degree of compression. The goal is to minimize the number of epochs, 
categories, and weights. 60 hidden units arc listed for MLP because the average MLP 
L5 
Figure 3: (Next )mge). A) 10-texturc clata,base of textures corresponding to Figure 2 of Greenspan 
et aL (1994). Top row consists of structured textures, a,nd bottom row of unstructrrrcd textures. 
Textures from Brodatz album are labeled with plate number. Top row (left to right): raffia (D84), 
herringbone weavr~ (Dl7), french canvas (D21), cotton canvas (D77), jeans. Bottom row (left to 
right): grass (D9), pressed cork (D4), handm<~de pa,per (D57), pigskin (D92), and wool (Dl9). B) 
42-texture database from Brodatz album. ROW 1: reptile skin (!Xl), cork (D4), wire (D6), grass 
(D9), bark (Dl2), straw (Dl5). ROW 2: herringbone (Dl7), wool (Dl9), french canvas (021), caH 
(D24), sand (D29), water (D38). ROW 3: straw matting (D55), lramlmade paper (D57), wood 
(D68), cotton caMas (D77), raffta looped (D84), pigskin (D92). ROW 4: fm (D93), crocodile 
skin (IHO), homespun wool (Dll), raffta weave (Dl8), Clmunic brick (D26), netting (In1). ROW 
5: lizard skin (D36), straw screening (D49), raJfia wovlm (D50), oriental cloth (D52), oriental 
cloth (D53), oriental rattan (D65). ROW 6: plastie pellets (D66), oriental grass fiber (D76), 
oriental cloth (D78), oriental cloth (D80), oriental cloth (D82), woven matting (D83). ROW 7: 
straw matting (D85), sea fa,n (D87), brick (D95), burlap (Dl03), cheesecloth (D105), gra.ssy fiber 
(D110). 
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10-Texture Problem 
Class. Rate _#Sanlplesj(jlass #Epochs. #(jateg;ori~s.Jif l".leip;ll~S-Configuration 
··s >< s ResoiU.Hoii: .. 
94.3% 300 Batch Hybrid System, ITRULE 
Hybrid Sy;;tem, MLP 
Hybrid System, K-NN 
ARTEX, all features 
ARTEX, all features 
ARTEX, no large-scale features 
ARTEX, no brightness feature 
ARTEX, no large-scale or 
94.5% 
87.0% 
95.8% 
96.3% 
97.1% 
95.6% 
95.7% 
300 
300 
300 
300 
300 
300 
300 
500 
1 
1 
5 
5 
5 
5 
60 
3,000 
26.6 
34.0 
41.0 
38.4 
47.2 
1,500 
48,000 
958 
1,224 
1,148 
1,306 
1,227 
brightrwss features 
-c;-1~6-x---cloc6~ResolutToi1!___ --~ 
95.0% 125 Batch Hybrid Systcrn, ITRULE 
Hybrid System, !VILP 96.0% 125 500 60 1,500 
Hybrid System, K-NN 93.0% 125 1 1,250 20,000 
ARTEX, all features 97.2% 125 1 17.4 626 
32-x 3:Dteso-lliti01i: ______ _ 
Hybrid System, ITRULE 
Hybrid System, MLP 
Hybrid Systmn, I<:-NN 
ARTEX, all features 
97.8% 
100.0% 
99.0% 
100.0% 
---------
40 Batch 
40 500 
40 1 
40 1 
60 
400 
10.6 
'l'ahle l: Recognition statistics on 10-tcxture library a.\ three pixel resolutions: 8 x 8, Hi x 16, 
and :l2 x :J2. The mmr ber of weights is determined by nlnltiplying the numlwr of categories times 
the number of weights per category, or WPC'. WI'C is calculat<'Cl ba.sed on the dinrension of the 
input space, M, and the nunill<'r of output classes, K. M=l5 l(rr the Hybrid System, M=17 for 
ARTEX, and K •= 10 because there are 10 textures. T<'or MLP, WPC' = !VT + K "" 25. For K-NN, 
WPC cc M + J =• 16. For An:rE:X with all features, WPC •= 2M+ 2 = :J6. F'or ARrEX with 
no large-seale fe-c1turQS (M = I:J), WPC = 28. For AR'TEX with no brightness ~'nature (M = 16) 
, WPC = :J4. For i\HTEX with no large-scale or brightness features (.M = 12), WPC = 2{). 
For example, the •18,000 weights i(Jr 1<-NN are computed as follows. 'fhe Hybrid System uses 15 
featun;s per inpnt sa.mple. With K-NN, these 15 features pins the cmTect class la.bd must be 
stored for each training sample. Therefore, the number of weights that must be stored is Hi x 
(number of training samples). Since there are 300 samples/class and 10 classes, there are 3,000 
training samples. In all 16 x 3, 000 = 48,000 weights. 
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1,500 
6,400 
382 
results were reported for 30, 60, and 90 hidden units. 
AR.TEX was tested with several configurations, with different subsets of its features 
removed. With its full 17-climensiona.l feature set, AR.TEX achieved 95.8% correct after 
only one incremental training epoch, and 96.3% after five epochs. By comparison, the 
Hybrid System with K-NN achieved only 87.0% eorreet after one training epoch, at the 
cost of 3,000 stored exemplars compared to 23 internal categories for AHTEX. With 
much longer training times (i.e., 500 training epoehs using IviLP, or the eomputationally 
expensive batch-learning procedures using I<-means and ITR.ULE), the Hybrid System 
did not match the performance of AR.TEX with only one inerementa.llearning epoch, and 
exhibited 49% more errors than AR.TEX with 5 training epochs. 
Three a.lternative AHTEX eonfignrations were also tested to elucidate why AH.TEX 
achieved better rmults than the Hybrid Systern. AR.TEX uses four spatial scales versus 
only three for the Hybrid System. Therefore, perhaps its largest spatial scale conferred an 
advantage to AR.TEX. This possibility was tested by removing the largest scale, resulting 
in a slight performance increment (97.1%). Another unique feature used by AH.TEX is its 
filled-in surface brightness feature, wlrieh seems to be more effeetive than the multi--seale 
Gaussian blurring used by the Hybrid System. H.errroving the brightness feature resulted 
in a performance deerenrent (95.6%). This difference quanti{1es how much surface as 
opposed to boundary properties influence recognition accuracy orr these data. Finally, 
both the large··sca1c and the brightness features were removed. This resulted in a similar 
performance deerement ( 95. 7%). 
The modest role played by tlrc surfaee brightness feature in classifying these data is 
eonsistent with cognitive evidence summarized above. suggesting that boundary inputs 
that go directly to the human cognitive recognition ;;yst.em are often snHieicnt to ac:· 
cura.tely recognize many objects. Surfaee brightness ancl color properties beeonte more 
important insofar as tlre boundary information, by itself, is ambiguous. Given that bound· 
aries arc predicted to be perceptually invisible within the BCS itself (viz., the interblob 
cortiea.l proc:mminp; stream), these results arc c:onsi:otent with the possibility of being able 
to quiekly begin to recognize eertain objcet.s using their invisible bo1ur<larics even before 
these objcets bec:orne visible through their :ourfac:e properties. 
The AHTI':X advantage, even with five ARTEX features removed, i:o probably clue to 
some remaining differences between the systems: (1) the nature ofbarrd-pa;;s filt:cring prior 
to orientational filtering, (2) the banclwiclt.lr charaeteristies of the oricnta.r,iona.l £11ters, (3) 
spatial pooling at the third spatial scale, and/or ( 4) tJw dassific:ation sdrcme. The £irst 
difference is in the Stage 1 band· pass filtering operation prior to the oricrrtational Gabor 
filtering. The Hybrid System uses a. Laplaeian pyramid in which both the eenter and 
surround Gaussians that make up the band-pass filter double in size with cac:h seale. In 
AR.TEX, on the other hand, only the surround Gaussian grows with each suc:cc;ssive spatial 
scale. It preserves on-center resolution while varying the seale of image norrna.lization 
and noise suppression. Thus, the Hybrid System is rnueh more restrietive in the range of 
spatial frequencies that are passed through to its orientational filtering stage. The second 
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difference is that the oriented filters used by the two rnodcls have different bandwidth 
characteristics: the ARTEX Gabor filters arc defined with higher-frequency sinewa.ves 
(50% higher frequency; see Appendix I for parameters). The third difference is that 
Stage 4 of ARTEX performs spatial pooling following orientational filtering at each spatia.! 
scale. The Hybrid System docs not do this in its largest spatial frequeney channel at 8 x 8 
resolution. Therefore, this disercpancy might help explain why ARTEX outperforms the 
Hybrid System at 8 x 8 resolution, but not at lower resolutions. The fourth difference 
is the classification stage. The advantages of the self-organizing Gaussian ARTMAP 
classifier over those used by the Hybrid System are described a.bove. 
7.2 Larger Texture Libraries 
In Greenspan (1996), recognition statistics of the Hybrid System on a 30-texture library 
were presented. This library eonsists of 19 textures from the Brodatz album, and 11 
additional textures of eornparable complexity. We were unable to obtain this cla.ta.base, 
and so we chose to evaluate ARTEX on a library of similar textures obtained solely from 
the Broda.t~ album, which contains the Hl textures used in Greenspan (1996) as a. subset. 
Figure 3B shows this library of 42 Brocla.t~ textures. The plate nurnbers from the Brodatz 
album are listed in the caption. The 19 textures evaluated in Greenspan (199G) comprise 
the first three rows of Figure 3, as well as the first texture of the fourth row. 
ARTEX was trained on this database at the same three resolutions as above, as well 
as at a 64 x 64 pixel resolution, which uses 12 samples per dass. It is useful to eompare 
performance a.t dilferent resolutions. However, the training set sizes used in Greenspan 
(1996) are not eonsistent across resolutions. Using 12 samples per elass at 64 x 64 
resolution corresponds to using 768 samples per ela.ss at 8 x 8 resolution, nr.tll(:r than the 
300 samples per dass that were actually u:;ecl, in terms of the image extent from whieh 
the samples are actually derived. Therefore, in order to obtain a meaningful measure of 
the perfonnarrcc incrcmcnl, resulting from 64 x 64 pixel resolution vcrws 8 x 8 resolution, 
we also trained AHTEX u;;ing 768 samples per class, as well as 300 samples per class, at 
8 x 8 resolution. 
ARTEX was evaluated on difFerent-sized subsets of the library shown in Figure 3. 
AR.TEX was evaluated on row 1 (6 tcxturc)s), on rows 1 and 2 (12 textures), on rows 
1-3 (18 textures), etc., up to all 42 textures. AHTEX was evaluated with five ranclorn 
orderings of the dat.a, and the results were averaged. For the 300 sarnplcs/elass ease, 
the results are shown after 5 training epochs, and for the 768 samples/ elass ease, the 
results are shown after 2 training epoehs. Thus, GAM was trained on about 1,500 net. 
samples/elass in both eases. 
Figure 4 plots the results at 8 x 8 resolution for all the texture set sizes, from 6 
up to 42 textures. Figure 4 (top) plots the classification rates, and Figure 4 (bottom) 
plots the average number of categories that were learned in the ensembles that predicted 
each texture class. Note that the classification rate degrades gracefully as the number of 
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30-Texture Problem 
Configuration ........... gi<c~:s: __ :flatel ifSarrrp_les,f(:lassl#l~poehs _ #gateg;ori~S.. #.V\Ieig;lrts _ T>< sa€50Iilti0i1:--
Hybrid System, ITRULE 
Hybrid System, MLP 
Hybrid System, K-NN 
ARTEX 
ARTEX 
16 x 16 Resolution: 
Hybrid System, ITRULE 
Hybrid System, MLP 
Hybrid System, K-NN 
ART EX 
32 x 32-Resoiution: 
Hybrid System, ITRULE 
Hybrid System, MLP 
Hybrid System, K-NN 
ART EX 
64 x64-Re-soiution: 
Hybrid System, ITRULE 
Hybrid System, MLP 
Hybrid System, K-NN 
ART EX 
80.0% 
89.6% 
82.0% 
92.5% 
94.3% 
84.0% 
93.4% 
88.0% 
95.5% 
--··---------~----
94.4% 
98.2% 
96.6% 
98.9% 
~~------·· 
97.5% 
97.3% 
95.0% 
100.0% 
300 
300 
300 
300 
768 
125 
125 
125 
Batch 
500 
1 
5 
2 
Batch 
60 2,700 
9,000 144,000 
208.0 7,488 
357.6 12,874 
_:_:,.:_c__-t----------
500 60 
1 3,750 
1 68.0 125 
--------------
-'--------+----------- ................... . 
2,700 
60,000 
2,448 
---······-···-·-·-·· 
40 
40 
40 
40 
-----------·--------
12 
12 
12 
12 
Batch 
500 
1 
1 
Batch 
500 
1 
1 
60 
1,200 
38.4 
60 
360 
33.0 
2,700 
19,200 
1,382 
2,700 
5,760 
1,188 
'I'a.ble 2: Recognition statistics on :JO--texture libra.ry, at four pixel resolutions: 8 x 8, 16 x 16, :l2 
x :12, a.nd 64 x M. liere, ]( =:JO because there a.n) :lO texturl;s. For MLP, WPC = 45. For 1<-NN, 
WPC = Hi. For ART'EX, WPC = :l6. 
classes is increased, while the average number of categories per ela.ss gradually inereases. 
Thus, ARTEX scales well as the number of tcxtmes inc:reases. AH.TEX achieves higher 
elassiiieation rates, and creates more categories, for the 768 samples/class case than it 
does for the 300 samples/ ela.ss case. Table 2 lists the results of the Hybrid System on the 
30-texture library reported in Greenspan (1996), along with the results of AHTEX on the 
30 textures in the first five rows of Figure 3, at four spatial resolutions. As Table 2 shows, 
ARTEX obtains higher elassification ra.te;o than all three variations of the Hybrid System 
at all the resolutions. At lower resolutions, as the classification problem becomes easier, 
ARTEX creates smaller representations. These representations range from about 13,000 
weights at 8 x 8 resolution clown to about 1,000 weights at 64 x 64 resolution. 
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Figure 4: All:fEX performance on various subsets of the texture library in Figure 3B. 
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7.3 Texture Mosaic 
ARTEX was also trained and tested on a texture mosaic problem reported in Greenspan 
et rd. ( 1994) in order to evaluate classification accuracy at texture boundaries. Such 
an analysis indicates the extent to which a system that classifies textured scenes based 
on local texture properties, as suggested by the human psychophysical data. summarized 
above, can also identify texture boundaries. The test mosaic: is a 256x256 pixel image 
(Figure 5, TOP) which consists of five textures (grass, raffia, wood, herringbone, and 
wool). As in Greenspan et al. (1994), ARTEX was trained on these textures as well as on 
an additional sixth texture (sand). ARTEX was trainee! at four spatial reoolutions, and 
its resulting class predictions for the texture mosaic are shown in Figure 5. From black to 
white, the class predictions correspond (in orcler) to sand, grass, raffia, wood, herringbone, 
and wool. Unlike t;he texture library problems above, performance here degrades (from 
95.7% correct clown to 79.5% correct) at lower resolutions because of a loss of accuracy 
at texture boundaries. The texture predietions of the Hybrid System on this problem (at 
8 x 8 resolution), shown visually in Figure 5 of Greenspan et rtl., (1994), appear to be 
less aceurate than those obtained by AR.TEX. 
7.4 Comparison to Psychophysical Results 
AH.TEX is able to elassify a large number of textures, and to loealize the transitions 
between t.cxtnres, with high ac:c:uraey. But is the performance of ARTEX consistent with 
what we know about human texture perception? To invectigatc this question we compared 
the errors that ARTEX procluees with measures of the perceived similarities between 
pairs of textures (Ra.o & Lohse, 1993, 19DG). Hao a.ncl Lohse derived these measures 
from subjects' hit~rarc:hieal dustering of 56 BrodatY- textures based on their similarity, 
via multidimensional scaling (lVIDS). 3-D eoorclinates for the 56 textures were obtained, 
whieh preserved 88% of the varianec contained in the dustcring statistics. These MDS 
measurement:; were also independently validated by eomparison with subjcet.s' ratings of 
the textures on 12 dimensions such as "high contrast", "rr~petitive", and "granular". 
Our data set ( whieh was used in the previous benehmarks) contains 21 of the 56 
textures used by Hao and Lohse. vVe tnrined ARTEX on thcoe 21 textures using the 
same procedures as described above. AHTEX obtained 9:3.9% correct on the tmt set after 
training with 768 samples/class for 2 learning epochs, and 87.9% eorreet after training 
with 300 samples/ class for 5 learning r)pochs. For eaeh pair of the 21 textures (210 pairs), 
we tallied the number of times AHTEX mistook one of the two textures for the other. 
Despite the cliJicrenee in absolute number of errors, both training regimes yielded the 
same negative correlation ( eorrelation eocff-icicnt = -0.3) bet; ween the number of pairwise 
c.onfusions and the MDS distanet) between the textures. Therefore, the more similar two 
textures appear to people, the more likely ARTEX is to confuse them. This c.orrelation 
may not be higher because of the clifferenc.e between the sets of textures that are used 
in the simulations and the experiments, and the fa.et that texture similarity and texture 
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fi'igure 5: Top: 'I'cxturc mooaic conBisting of graos (D9), rafna (D84), wood (D68), herringbone 
(D17), and wool (Dl9, inset). Rows 2 and 3:) Claooification rcsulto, at four level:; of blurring, 
following training on the five textures in the mosaic, as well as on a sixth tr•xturc (sa.nd, D29). 
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Figure G: The pel'ecmtage of all errors due to confusion between pairs of textures is plotted as a 
Junction of the distance in MDS coordinates bet. ween the textures (see Ran & Lohse, L9'l:J, HJ96). 
'l'lw data set consists of the following 21 t<•xtures: rn, D9, D10, Dll, D15, Dl8, D26, D29, D34, 
D50, D52, D55, D57, D?:l, D78, ll80, ll82, DS:l, D8G, D87, D9:l, DllO (see Figure :l). 
confusability are not identical measures of pcrfonnance. Figure 6 plots the confuoion 
errors between each pair of textures as a function of their distance in MDS eoordinates 
after training ART EX with 768 samples/ elass for 2 epochs. 
8 Classifying SAR Image Regions 
ARTEX was also evaluated on classif-ication of textured regions in real-world synthetic 
aperture radar (SAR) irnageo at oinglc-pixcl resolution. We are grateful to Allen vVaxrnan 
of MIT Lincoln Laboratory for making these SAR images available. SAR textures can vary 
gradually and 8toc:hastic:ally acroso space, and exhibit a great deal of speckle and drop-
out of image pixels. Thi8 is the type of problem that our brains need to solve when they 
are confronted by the noisy images created by retinal photoreceptors. Our oimulations 
illustrate how the types of processes that have evolved to cope with biologically occurring 
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noise and pixel drop-out work just as well with man-made senson>. Indeed, we propose that 
human observers who become expert. in interpreting SAR. images use similar biologic.al 
mechanisms to the ones that we report herein. 
The SAR. images were obtained using a 35-GHz synthetic aperture radar with 1 foot 
by 1 foot resolut.ion and a slant. range of 7 !on (Novak et nl., 1990). We have not found 
any classification benchmarks on SAR. imagery of sufficiently high resolution to provide 
meaningful comparisons to our results. The images were taken of upstate New York 
scenery, and contain four region types- grass, trees, roads, and radar shaclows··-·that 
we trained the system to classify. We seleetecl nine 512x512 SAR. images that contain 
large amounts of these four regions, and hand-labeled them with the help of optical 
photographs of the scenes. The labels, from dark gray to white, correspond to radar 
shadows, roads, grass, and trees, respeetivcly. For eornputational tractability, the images 
were reduced via grey-level consolidation from their original size of 512x512 pixels to 
200x200 pixels. Following the feature extraetion steps, the outer 10 pixels from eaeh 
image were disregarded in order to avoid border effects. Therefore, only the interior 
180x 180 pixel area of the images will be shown. 
Figure 7 (top left) shows the output of Stage 1 of ARTEX (see Figure 2) at the third 
spatial scale, for one of these images. It eonverts five orders of magnitude of power in 
the radar return into a norma1i;cecl image' that preserves the (\iVebcr-la.w modulated) ratio 
eontrast of the original. Substantial multiplicative noise remains, however. Figure 7 (top 
middle) shows the Stage 8 BCS bouncla.rieo. They are far less preeise than those aehievablc 
using a CC Loop (see Gro:->sllc~rg, Mingolla., & Williamson, 1995). Figure 7 (top right) 
shows the Stage 9 fillecl···in brightness feature that is organized by these boundaries. Note 
that the surfa.ec brightne:;s representation smooths out the noi:;e in a form-sensitive way. 
Figure 7 (rniclclle left) shows the hancl-lahekcl da:-;s labels of the four region types for this 
image. 
This SAR. dassif-icat.ion problem requires aeeurate dassiHeation of the region interiors 
as well as many region transitions. Unlike thf~ texture rnosaic problem clesc:ribed above, 
this problem involves training on the same types of images that are used for testing. Like 
texture mosaics, SAll images contain many region transitions. In addition, the hand--
labeled region classes are rather eruclc, and, at singk-pixel resolution, there is no spatial 
averaging to reduc:e the va.rianee of features within region:;. Therefore, this problem 
requires leaTning an extremely noisy mapping from the set of input features to the region 
labels. 
Before evaluating ARTEX, we fi.rst analyze the disc:riminability of the image regions 
based on the surfaee brightness feature (Stage 9 in Figure 2) in order to c:larify the u-
tility of using surfaee brightness as eomparccl with using the outcome of c:cnter·-surround 
proeessing (Stage 1 in Figure 2). Figure 8 (top) shows the brightness distributions of the 
four region types following only Stage 1 center-surround processing. As these histograms 
show, a great deal of overlap exists between the region types. Figure 8 (bottom) shows 
the distributions of the Stage 9 Hllecl-in brightness outputs. This figure qua.nt.ii-ies how 
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Figure 7: Results are shown on a 180x180 pixel SAH image, which is one of nine images in dat<l 
set. 'I'op row: Stage I output (left); Stage 8 HCS boundaric'S (rnidclle); Stngc) 9 FCS filled-in 
output (right). Middle row: Hand .. lahded classes for SAR regions. From da.rk to lightest, rr!gions 
are radar shadows, roads, grass, and trees (left). Classification using the Stage 1 center-surround 
fe;1tun~ and a Gaussian classifier yields 57.8% correct (middle). Clnssifica.tion using the Stage 9 
surface brightness feature and a GmJSsian elassifier yields 71.·1% correct (right). Bottom Row: 
GAM classification using all 17 features. 81.7% correct using OV representation (left). 82.9% 
correct using or representation (middle). 85.9% correct using or representation, with filled-in 
probability estimates. 
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SAR Classification 
Configuration I Total Shadow R.oacl Grass Tree 
-StagcTFeaTtli:e ---- .... ·~ ··~·-··~---- N··-~· ·-----·-~··-··----·-·-- . ··-··-·---~--57.8 58.7 0.0 87.5 21.7 
Stage 9 Feature 71.4 71.6 21.0 93.6 50.5 
AR.TEX OV (no voting) 80.8 76.6 62.5 88.0 79.5 
AR.TEX OV (voting) 81.7 78.0 62.4 88.9 80.3 
ARTEX or (no voting) 81.9 76.5 68.9 88.6 78.7 
AR.TEX or (voting) 82.9 78.4 69.6 89.4 79.4 
ARTEX FP (no voting) 85.0 79.5 72.6 91.3 82.8 
ART EX FP (voting) 85.9 80.1 72.2 91.6 82.6 
'I'<tble 3: Classification results on SAR images for different configurations. Left column shows 
net elassilica.tion rate, with remaining columns showing breakdown in the four individual region 
types. The first two rows show results (using a Gaussian classifier) ba.sed on a single brightness 
feature, the Stage 1 center-surround feature (Jst row) and the Stage 9 filled-in feature (2nd row). 
The rema.ining rows show the elassification results of different ART'EX configurations, with and 
without voting. AKl'EX OV is AHTEX with an orientation variant representation, AHTJ<;X OJ is 
AHTEX with an orientation invariant representation, and ARTEX FP uses the AHTEX 01 region 
probability estimates by filling them in within the ncs boundaries. 
brightne;;s helps to separate input features in a natural scene~. This result is made intu-
itively dear by comparing the Stage 1 image in Figure 7 (top left) with the Stage 9 image 
in Figure 7 (top right). The latter image is much dearer looking and more pleasing to 
the eye, even though the boundaries that organize it are rather coarse. 
The usefulncs;; of the surface brightne;;s proceooing is further elueiclated by comparing 
elassific:ation rates based on only the Stage 1 and Stage 9 features. These unimoclally dis-
tributee! data were classified using a Gaus:;ian da;;sificr, in which the diotribution for each 
region type was reprc;;ented by a Hingle Gaussian distribution. The result for Stage 1 
is shown in the middle image of Figure 7 and in the middle, right irnage of Figure 7. 
Quantitative pcrformanee measures are listed in Table 3. These result;; quantify the use-
fulnes;; of FACADE preprocessing, particularly in overcoming frequent misdassifications 
clue to multiplicative noise, and also provide a baseline for evaluating the effectiveness of 
the complete image classification oystem, whic:h al;;o uses a multisea.le oriented filter, and 
GAM rather than a Gaussian elassifier. 
GAM was trained and tested on the nine images using a leave··One-out method at the 
level of images (i.e., test each of the 9 images after training on the other 8 ima.ges) to 
ensure independence between testing and training image data. All image pixels were used 
for training and testing in one study. This result was compared to results obtained by 
training with as little as 0.01% of the training set. A total of about 260,000 training 
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Figure 8: Brightness distributions of four region types: shadows, roads, grass, and trees. Top: 
Stage 1 eenter-smrouncl output. Bottom: Stage 9 filled-in output. BCS/FCS processing effectively 
separates regions. 
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oarnple:; were used on a single training epoch. Five G AIVI networks were trained on 
independent orderings of the data. The ela.ssifica.tion rates attained on these five runs 
were averaged. In addition, voting was done among these five systems. Voting involves 
averaging the probability estimates among GAM networks trained on different random 
orderings of the training data, and choosing the dass prediction with the highest average 
probability estimate. 
Orientationally Variant (OV) Representation. Firot, resulto obtained without onen-
tational invariance of the BCS filter are reported. GAM self-organized on average 285.3 
categories. The classification result (with voting) is displayed in Figure 7 (bottom left). 
The non-voting and voting results are quantified in Table 3. With voting, the net clas-
sification rate is slightly improved, from 80.8% to 81.7% eorreet. The improvement in 
elassification rate with voting must be weighed against the cost of using n voters. Here 
n=5, which entails 5 times more eategories and training epoch;;. The main problem with 
the orientationally variant representation ean be seen in how the roads are da.ssifiecl. For 
example, the thin vcrtieal road is misdassificd in the central image, presumably because 
the system was not trained on any thin vertical roads. 
Orientationally Invariant (OI) Representation. With the oricntational inva.ria.nce step 
of the BCS filter ineluded, GAM self. organized 260.0 eategorieo. This represent;; 65 cate-
gclt·ies per output dass, and a. eompression of 1000:1 from training :;a1nples to ea.tegories. 
The dassifiea.tion result (with voting) is displayed in Figure 7 (bottom midclle). The non-
voting a.ncl voting results arc also listed in Table :3. \"lith voting, the net. dassification rate 
is slightly improved, from 81.9% to 82.9% correct. Note that the elas;;ifiea.tion errors on 
the thin vertical road arc corrected since any orientation during training can generalize 
to any other orientation during testing. 
Speed of Training. Good results are aloo obtained after training with mud1 fewer sam-
ples. This i;; demonstrated in Figure 9A, which plots performance, with a.ncl without 
voting, after training with randomly selected subsets of the training :;el:. From left to 
right, the plotted point;; correspond to training with 0.01%, 0.1%, :to/r.~, 10%, a.nd 100% 
of the training set. For each of these points, the number of self-organized categories ( ab-
scissa) and the elassifi.eat.ion rate (ordinate) are shown. Note that with (J.l %·10% of the 
training set, GAM obtains good performance (75 82% eorrect) using very few (13 88) 
categories. 
Diffusing Probability Estimates. The probability estimates obtained with the OI repre-
sentation and voting make good confidence measures because they predict reasonably well 
the probability that a prcclietion is correct. This suggests that each probability estimate 
should be weighted equally in any further operations that combine the estimates across 
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Figure 9: A) The mrm ber of self-org<lnized categories (abscissa) and the classification rate (or·· 
dinatc) arc plotted for GAM, with a.nd without voting, trained on different sized subsets of the 
training data. From left to right, the points correspond to training with 0.01%, 0.1%, 1%, 10%, 
and 100% of the training set. B) The accuraey of confidence measures is shown by plotting 
Classiftcation accuracy as a. function of filled-in probability estimates in SAR images. 'I'he sys-
tem's conftdence measures are reasonably close to the ideal conftdenee measures n~presented by 
the clashed diagonal line. :n 
space. One such operation is spatial averaging, whieh has the clisaclvantagc of mixing 
probability estirnates between different regions. 
A better way to combine estimates is to take advantage of the information contained 
in the BCS boundaries (Figure 7, top middle), in order to maximize spatial averaging 
within regions while minimizing it between regions. This can be clone by diffusing the 
probabilities within the BCS boundaries, in the same way that brightness estimates are 
diffused in Stage 9, in order to obtain diffused probabilities. Sec Appendix IV for details. 
Figure 7 (bottom right) shows the decision regions following diffusion of probability esti-
mates. With probability diffusion, classification performance on all nine SAR images was 
improved from 82.9% to 85.2% correct. These results are also listed in Table 3. Figure 9B 
shows the accuracy of the filled-in probability estimates as confidenee measures, plotting 
elassification accuracy as a function of the probability estimate of the chosen region. This 
plot approximates that of an ideal eonfidenee measure (diagonal !inc). 
Further improvement in accuraey could be achieved by using cognitive comparisons 
between contiguous region types; for example, the fact that shadows do not occur below 
roads or grass could be used to improve elasc;ification of these regions. Such excursions 
into cognitive meehanisms go beyond the scope~ of the present study. 
9 Concluding Remarks 
The AR.TEX system demonstrates the utility of combining neural models for visual per·· 
ception that are based on FACADE theory with neural models for adaptive categori:;,ation 
and prcdietion that are based on Adaptive R.esonanee Theory. ARTEX extraets multiple·· 
seale oriented contrast fc)atures and a filled·· in surfaee feature that provide an informative 
contcxt-scnsi tivc representation of the textural and brightness properties of an image. 
ARTEX then incrementally learns an internal catcgori:;,ation of thcac features along with 
a mapping from nmltiplc catep;orics to the labels of the output dasc;es. 'l'he model also 
learns dass probabilitiec;, which rnay be filled-in to yield surface probability map:; that 
improve dassification accuracy. AHTEX outperformc; other leading tcxtnre--baoecl clas-
sifiers on a variety of texture dassifi.ca.tion bcnelnnarks, and provides good dassification 
at single-pixel resolution on noisy SAR image:; whose intensities vary over 5 orders of 
magnitude. 
Given the success of ART EX in the domain of spatially localized secne recognition, it is 
interesting to compare it with approaches in the more large-scale and challenging domain 
of shape and objeet recognition. Two popular c:ompeting approaehes are reeognition by 
components (H.BC) (Biederman, 1987; Hummel & Biederman, 1992), and memory-based 
recognition (Edelman & Poggio, 1992; Edelman, 1996). RBC posits the formation of an 
intermediate representation prior to shape or object rceognition. This intermediate repre-
sentation consists of a structura1 description of an object, made up of volumetric primitives 
called gcons, and their spatial relationa. The primary (and in our view, correct) c:riticism 
of RBC has been that recovering useful volumetric primitives is often impossible given 
the complexity of real-world objects and the noisiness of real-world images. In addition, 
some of the key psychophysical data that motivated the Geon concept concerned how 
humans better reeognize line drawings with deleted segments when the drawings contain 
reeoverable features that the brain ean restore using amodal illusory contours, than when 
they do not (Biederman, 1987). Grossberg (1987, Seetion 20) provided a FACADE theo-
ry explanation of these data by suggesting how and why amodal illusory contours would 
form in the recoverable case, before this eompleted boundary representation inputs to an 
ART elassifier for correct recognition. Geons played no role in this explanation. 
The alternative memory-based approaeh posits a direct mapping from "low-level" fea-
tures to "high-level" internal categories. Invarianee to 3-D rotation is obtained by inter-
polating between multiple categories that represent different aspects, or 2-D projections, 
of 3-D objeets. ARTEX is consistent with a memory-based approach. Therefore, it is 
useful to compare ARTEX to a specific memm-y.-basecl model, such as that outlined by 
Edelman (1996). This model con:oist:-; of a stage of image filtering followed by a mapping, 
via radial basis funetions (RBFs ), into a distrilmted representation of internal categories 
that. represent stored views of objeets. The RBF model uses analog-valued training signals 
and learns via a matrix inversion or gradient descent algorithm. It. has no specified mech-
anism for learning how many basis functions to use. ART models, in contrast, eonstruet 
and learn internal eategories in a generally unsupervised manner, reeeiving only a limited, 
biologically plausible, type of supervised feedback; namely, if a supervised ART systern 
makes an ineorrcet prediction, then its aetive representation is reset, and it.s vig;ilance is 
raised. 
Three scl±~organi~ing view-based ART models have already been developed and benell-
markccl, the Aspect Network model of Seibert and Waxman (1992), the VIEWNET mod-
el of Bradski and Grossberg (1995), ancl the AR.T--EMAP model of Carpenter and Ros~> 
(1995). The present work on AR.TEX shows how to develop a texture-sensitive front end 
for such models, and how to usc a GAM elassifier, whieh is also based on RBFs, to learn a 
distributed representation of individual 2--D views, before these representations are joined 
together, using a working memory for temporal evidenee accumulation, into 3-D object. 
recognition categories. 
:J:l 
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Appendix I 
BCS Filter 
The BCS filter computes 16 oriented contrast features from 4 scales and 4 orientations. 
Stage 1. A shunting on-eenter off-surround network compensates for variable illumina-
tion and eomputes ratio eontrasts in the image (Grossberg, 1983). The output at pixel 
(i.,j) and seale g is 
(1) 
where I;,; is the input to pixel (i,j), and G!! *I denotes the convolution of input matrix 
I = {I;,;} and the Gaussian kernel G9 . Kernel G9 is defined by 
(2) 
with erg =2g, for the spatial scale:; g= {0, 1,2,3}. Parameter (1=0.5. The value of cv is 
cletenninecl by the distribution of pixel intensities in the input image. We used a= 255 
for natural texture images, which have an amplitude range of pixel amplitudes of 0--255, 
and cr =2, 000 for SAR images, which have a range of about 100 110,000. 
Stage 2. The output cr~; of equation (1) is convolved with an odd .. :;ymrnetric Gabor filter 
Df defined at four equally spaced orientations k, 
(3) 
where the horizontal Gabor filter ( k = 0) is defined by 
Df,;o(P, g) ceo Gf.i(p, g)· sin[0.75Tt(.i -- q)/crgJ- (4) 
Stage 3. A local meaoure of orientational eontrast is obtained by full--vvave rectifying the 
orientational f-ilter output fronr (3): 
C!J - IIJ!) I 
"ijk - ijk . (5) 
Stage 4. Oricntational eontrast responses may exhibit high spatial variability. A smooth, 
reliable measure of orientational contrast spatially pools responses within each orientation: 
(6) 
Stage 5. This optional or-ientational invar-iance stage shifts orientational responses at 
eaeh scale into a eanonical ordering. This shift maps the same texture pattern, which may 
be viewed from different angles, into a eanonical pattern of orientational contrast signals. 
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VIi th wraparound, the d;_;k responses are shifted so that the orientation with maximal 
amplitude is in the first orientation plane: 
ef,k = dJ;e where e = [k + argmax (elf;;)] m.od 4. 
. f . (7) 
The usefulness of the orientatiom1l invariance step in equation (7) is task-dependent, as 
shown by our simulations. 
Appendix II 
Boundary and Surface Processing 
The third spatial seale (g = 3) of the BCS f-ilter is input to additional processing stages 
which form a boundary segmentation that is used to f-ill-in a surface representation, as 
diagrammed in Figure 2. Because the superscript g is constant in the following equations, 
it is left out. 
Stage 6. At each orientation, boundaries are contrast--enhanced using shunting compe-
tition: 
(8) 
where ( = 0.1. 
Stages 7 and 8. The reetif-ied J;-'k are summed across orientation to yield the boundary 
signals: 
,, 
g;; = I: [J;;k] 1-' (9) 
k=I 
where [ ]+ io; the half--wave reetiiication operator. 
Stage 9. The boundary signals .% block diffusive filling-in of the clisc:ounted signals a;; 
from (1 ), and thereby yield a f-illed-in surface brightness feature h.;;. FCS f-illing-in obeys 
the diffusion equation, 
(10) 
where diffusion is among the four nearest neighbors, N;,; = {('i,.i- 1), (i -1,j), (i + 
1,j), (i,j +1)}, and the bouncla.ry-gat.ccl permeabilities obey 
s 
Ppqii = ·· (11) 
1 + E(gpq + YiJ) 
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(Cohen & Grossberg, 1984; Grossberg & Todorovic, 1988). At equilibrium, equation (10) 
yields 
In our implementation, the equilibrium equation (12) is iterated 1000 time:;. Parameters 
are ,\ = 0.05, a= 10.0, E = 100.0. 
Appendix III 
Gaussian ARTMAP 
GAM eonsists of an input layer, F1 , and an internal eategory la.yer, F2, whieh receives 
input from F1 via adaptive weights. Activations at F1 and F2 are denoted, respectively, 
by x = (:r1 , ... , :rM) andy = (y1, ... , YN ), where JI;J is the dimension of the input space, 
and N is the number of eommitted F2 category nodes. In ARTEX, x is the output vector 
of the FACADE filter. Each F2 eategory models a loeal density of the input space with 
a separable Gaussian reecptive field, and maps to an output class predietion. The .i'" 
category's reeeptivc field is parametrized by two M-climcnsiona.l vectors: its mean, /t:i, 
and standard deviation, cr:i. A scalar, n1, repreoents the amount of training data for 
whieh the node has received eredit. 
Category Match and Activation. The input. to eategory .i is determined by the nwtch 
value 
(13) 
Funetion G; measures how dose the input vector x is to the category's mean v;, relative 
to its standard deviation cr.;. The net input signal to ea.tegory j 1s 
(14) 
where (f1i';1 cr.;;)- 1 normali~cs the Gaussian and n.; is proportional to ito a pTioTi proba-
bility. 
A eategory succeeds in temporarily storing aetivity in short-term memory only if its 
match value G; is large enough to exceed the vigilance parameter p. The category is 
thus stored only if G:i > p. Otherwise, it is rapidly reset. In addition, the eategory's 
stored aetivity, 'U.i, is normalized by a shunting competition that oecurs across all aetive 
categories. That is, 
Y.i f' ( ) y · = --------- i .i E T p ; y · = 0 otherwise 
J ( + LIET(p) 91 .'l ' 
(15) 
tJ2 
where T(p) is the set of all categories, j, such that G1 > p. Parameter ~ = 0.00001. The 
activity Y.i represents the pootcrior probability P(.i lx) for the category given the input 
vector. 
Output Prediction. Equations (13) (15) describe activation of category nodes in an 
unsupervised learning Gaussian ART module. The following equations describe GAM's 
supervioed learning mechanism, whieh incorporates feedback from class predictions made 
by the F2 category nodes. When a category, j, is first chosen, it learns a permanent 
mapping to the output elass, C, associated with the current training sample. All categories 
that map to the same class prediction C belong to the same ensemble, E(C). Eaeh time 
an input is presentee!, the categories in caeh ensemble sum their aetivitics to generate a 
probability estimate, zc, of the class prediction C that they share: 
zc = I; Y.i· 
.iEE(C) 
(16) 
The system prediction, C"'""' is obtained from the maxirnum probability estimate by a 
winner-take-all eornpetition across classes: 
(17) 
which also determines the chosen ensemble. Onec the class predietion C,""' is chosen, 
feeclbaek from chosen class C,," to the categories selects those eategories that map to the 
class a.ncl suppre.sscs those that do not (Ca.rpentcr & Grossberg, 1987). As a result, the 
eategory activitie:; Y.i are renormaJiy,ec[ to values 
yj = ~ if .i E T(p) n E(C,,); yj == 0 otherwi:;c. (18) 
· LiE'l'(p)nl-:(i:,,",) .1/1 
Just as Y:i represents P(.j lx ), yj represents P(j lx, C',,,"). 
Match Tracking. If C'..,, i:; tl1c eorreel; prccliehon, then the network resonates and 
learns the eurrent input. If C,,," is ineorrcct, then match traeking is invoked. As originally 
coneeivecl, mateh tracking involved ntiBing p eontinuou:;ly from a baseline value p, thereby 
eausing categories j with G; S:: p to be reset until the correet preclietion was sc.leetcd 
(Carpenter, et al., 1991). Because GAM uses a clistrihutccl representation at F 2 , eaeh 
zc may be determined by multiple eal;egories, according to (16). Therefore, it is difficult 
to determine numerically how much p needs to be raised in order to seleet a different 
predietion. It is incffkient (on a eonventional eomputer) to determine the exact amount 
to raise p by repeatedly resetting the a.etive eatcgory with the lowest matc:h value G:i, 
each time re-eva1uating equations (15), (16), and (17), until a new predietion is finally 
seleetecl. 
Instead, a one-shot mateh traeking algorithm is used. This a.lgorithm involves raising p 
to the average match value of the ehosen ensemble: 
( 1 N M (x·-w·) 2) p = exp -- I; yj I; · ' . . 1' 2 .i~l i=1 ayt (19) 
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In addition, all eatep;orieo in the chosen ensemble are reset: g; = 0 for all .i E E( C.,'"'). 
Equations (14)(17) are then re-evaluated. Based on the remaininp; non-reset eatep;ories, 
a new prediction C'"'·" in ( 17), and its corresponding ensemble, are ehosen. This search 
cyde automatically continues until the correct predietion is made, or until all eommitted 
c:ategories are reset; namely, G1 :<:: p for all.i E {1, ... , N), and an uneommittecl c:ategory is 
c:hosen. Matc:h tracking assures that the c:orrect prediction comes from an ensemble with 
a better match to the training sample than all the reset ensembles. Upon presentation of 
the next training sample, p returns to the baseline value: p = p. 
Learning. GAM learns when it makes a correct output predic:tion, or a predic:tion that is 
not disconfirmed. The F2 parameters J.Lj and u.i are then updated to represent the sample 
statistics of the input using local learning rules. When category .i learns, n.i is updated 
to represent the amount of training data for whieh the jtl' node has been assigned credit: 
n; := n.i + yj. (20) 
The learning rate for Vi and u.i is modulated by n;, so that the parameters represent the 
sample sta,tisties of the input: 
(21) 
(22) 
GAIVI is initialized with N = 0. \Vhen an uncommitted catep;ory is chosen, N is inercrnent-
ecl, and the new category, indexed by j = N, is initialized with yj = 1 and '~~·.i = 0, and with 
a permanent mapping to the correct output class. Learning then proceeds via (20) (22), 
with one modification: a constant, 1 2 , is added to the right hand oicle of equation (22), 
yielding ".i' =I· Initializing ea.tegorics with this nonzero standard deviation makes (13) 
and (14) well-def-inecl. Varying 1 has a. marked effect on learning: as 1 is raised, lea.rninp; 
becomes slower, but fewer eatcp;ories arc ereatccl. Generally, l' is much larger than the 
fi.nal standard deviation to which a category converges. Intuitively, a large 1 represents 
a low level of certainty fm, and eomrnitment to, thc) location in the input spaec coded by 
a new category. As 1 is raised, the network settles into its input space representation in 
a iii ower and more graceful way. All clatasets are preproecsscd to have a unit standard 
deviation in each feature dimcn~;ion, so that 1 has the same meaning in all the dimensions. 
On the texture dassifieation problems in Section 7, we used l' = 1. On the noisier SAR. 
classif-ication problems in Section 8, we usecl1 = '1. 
Appendix IV 
Filling-in Output Probabilities 
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At eaeh image position (i,j), the following diffusion equation is iterated. 
Here zc(i,j) is GAM's probability estirnat.e for output dass C, N,.i eonsists of the 4 
nearest neighbors to ('i,j), and the boundary-gated perrneabilities obey 
where Oi.i is the strength of the boundary computed in (9). Equation (23) is iterated 250 
times. Otherwise, the same diffusion parameters are used as in Appendix II. Finally, the 
diffused values q;_;, are normalized to produce the diffused probability estimates, 
q;,;c CJ.;;c = ----. 
· Ld%d 
(25) 
The size of the probability estimate, .c;c(i,j), is determined by both the absolute input. 
magnitude to its ensemble, and the input magnitude to its ensemble relative to the input 
magnitude to other ensembles. The shunting decay parameter~ in equation (15), which 
produee:; partial normalization of activity in the GAiVI categoric;;, eauses the absolute 
input magnitude to affect the probability estimate. A positive ~ is useful bceausc it prc-
vento the network from proclueing a large probability estimate when the input. magnitude 
to all the cm:emblcs is very low. 
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