We present a deep learning framework for realtime speech-driven 3D facial animation from just raw waveforms. Our deep neural network directly maps an input sequence of speech audio to a series of micro facial action unit activations and head rotations to drive a 3D blendshape face model. In particular, our deep model is able to learn the latent representations of time-varying contextual information and affective states within the speech. Hence, our model not only activates appropriate facial action units at inference to depict different utterance generating actions, in the form of lip movements, but also, without any assumption, automatically estimates emotional intensity of the speaker and reproduces her ever-changing affective states by adjusting strength of facial unit activations. For example, in a happy speech, the mouth opens wider than normal, while other facial units are relaxed; or in a surprised state, both eyebrows raise higher. Experiments on a diverse audiovisual corpus of different actors across a wide range of emotional states show interesting and promising results of our approach. Being speaker-independent, our generalized model is readily applicable to various tasks in human-machine interaction and animation.
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I. INTRODUCTION
Face synthesis is essential to many applications, such as computer games, animated movies, teleconferencing, talking agents, etc. Traditional facial capture approaches have gained tremendous successes, reconstructing high level of realism. Yet, active face capture rigs utilizing motion sensors/markers are expensive and time-consuming to use. Alternatively, passive techniques capturing facial transformations from cameras, although less accurate, have achieved very impressive performance.
There lies one problem with vision-based facial capture approaches, however, where part of the face is occluded, e.g. when a person is wearing a mixed reality visor, or in the extreme situation where the entire visual appearance is nonexistent. In such cases, other input modalities, such as audio, may be exploited to infer facial actions. Indeed, research on speech-driven face synthesis has regained attention of the community in recent time. Latest works [16] , [21] , [30] , [31] employ deep neural networks in order to model the highly non-linear mapping from input speech domain, either as audio or phonemes, to visual facial features. Particularly, in approaches by Karras et al. [16] and Pham et al. [21] , the reconstruction of facial emotion is also taken into account to generate fully transform 3D facial shapes. The method in [16] explicitly specifies the emotional state as an additional input beside waveforms, whereas [21] implicitly infers affective states from acoustic features, and represents emotions via blendshape weights [6] .
In this work, we further improve the approach of [21] in several ways, in order to recreate a better 3D talking avatar that can naturally rotate and perform micro facial actions to represent the time-varying contextual information and emotional intensity from speech in real-time. Firstly, we forgo using handcrafted, high-level acoustic features such as chromagram or mel-frequency cepstral coefficients (MFCC), which, as the authors conjectured, may cause the loss of important information to identify some specific emotions, e.g. happy. Instead, we directly use Fourier transformed spectrogram as input to our neural network. Secondly, we employ convolutional neural networks (CNN) to learn meaningful acoustic feature representations, and take advantage of the locality and shift invariance in the frequency domain of audio signal. Thirdly, we combine these convolutional layers with recurrent layer in an end-to-end framework, which learns both temporal transition of facial movements, as well as spontaneous actions and varying emotional states from only speech sequences. Experiments on the RAVDESS audiovisual corpus [19] demonstrate promising results of our approach in real-time speech-driven 3D facial animation.
The organization of the paper is as follows. Section II summarizes other studies related to our work. Our approach is explained in details in Section III. Experiments are described in Section IV, before Section V concludes our work.
II. RELATED WORK
"Talking head", is a research topic where an avatar is animated to imitate human talking. Various approaches have been developed to synthesize a face model driven by either speech audio [13] , [37] , [28] or transcripts [33] , [9] . Essentially, every talking head animation technique develops a mapping from an input speech to visual features, and can be formulated as a classification or regression task. Classification approaches usually identify phonetic unit (phonemes) from speech and map to visual units (visemes) based on specific rules, and animation is generated by morphing these key images. On the other hand, regression approaches can directly generate visual parameters and their trajectories from input features. Early research on talking head used Hidden Markov Models (HMMs) with some successes [34] , [35] , despite certain limitations of HMM framework such as oversmoothing trajectory.
In recent years, deep neural networks have been successfully applied to speech synthesis [24] , [38] and facial animation [11] , [39] , [13] with superior performance. This is because deep neural networks (DNN) are able to learn the correlation of high-dimensional input data, and, in case of recurrent neural network (RNN), long-term relation, as well as the highly non-linear mapping between input and output features. Taylor et al. [31] propose a system using DNN to estimate active appearance model (AAM) coefficients from input phonemes, which can be generalized well to different speeches and languages, and face shapes can be retargeted to drive 3D face models. Suwajanakorn et al. [30] use long short-term memory (LSTM) RNN to predict 2D lip landmarks from input acoustic features, which are used to synthesize lip movements. Fan et al. [13] use both acoustic and text features to estimate active appearance model AAM coefficients of the mouth area, which then be grafted onto an actual image to produce a photo-realistic talking head. Karras et al. [16] propose a deep convolutional neural network (CNN) that jointly takes audio autocorrelation coefficients and emotional state to output an entire 3D face shape.
In terms of the underlying face model, these approaches can be categorized into image-based [5] , [9] , [12] , [34] , [37] , [13] and model-based [4] , [3] , [29] , [36] , [11] , [7] approaches. Image-based approaches compose photo-realistic output by concatenating short clips, or stitch different regions from a sample database together. However, their performance and quality are limited by the amount of samples in the database, thus it is difficult to generalize to a large corpus of speeches, which would require a tremendous amount of image samples to cover all possible facial appearances. In contrast, although lacking in photo-realism, model-based approaches enjoy the flexibility of a deformable model, which is controlled by only a set of parameters, and more straightforward modeling. Pham et al. [21] propose a mapping from acoustic features to blending weights of a blendshape model [6] . This face model allows emotional representation that can be inferred from speech, without explicitly defining the emotion as input, or artificially adding emotion to the face model in postprocessing. Our approach also enjoys the flexibility of blendshape model in 3D face reconstruction from speech.
CNN-based speech modeling. Convolutional neural networks [18] have achieved great successes in many vision tasks e.g. image classification or segmentation. Their efficient filter design allows deeper network, enables learning features from data directly while being robust to noise and small shift, thus usually having better performance than prior modeling techniques. In recent years, CNNs have been also employed in speech recognition tasks, that directly model the raw waveforms by taking advantage of the locality and translation invariance in time [32] , [20] , [15] and frequency domain [10] , [2] , [1] , [25] , [26] , [27] . In this work, we also employ convolutions in the time-frequency domain, and formulate an end-to-end deep neural network that directly maps input waveforms to blendshape weights.
III. DEEP END-TO-END LEARNING FOR 3D FACE SYNTHESIS FROM SPEECH

A. Face Representation
Our work makes use of the 3D blendshape face model from the FaceWarehouse database [6] , which has been utilized successfully in visual 3D face tracking tasks [23] , [22] . An arbitrary fully transformed facial shape S can be composed as:
where (R, e) are rotation and expression blending parameters, respectively, {B i |i = 1..N } are personalized expression blendshape bases of a particular person, and {e i } are constrained within [0, 1]. Similar to [21] , our deep model also generates (R, e), where R is represented by three free parameters of a quaternion, and e is a vector of length N = 46. We use the 3D face tracker in [23] to extract these parameters from training videos. 
B. Framework Architecture
Our end-to-end deep neural network is illustrated in Figure 2 . The input to our model is raw time-frequency spectrograms of audio signals. Specifically, each spectrogram contains 128 frequency power bands across 32 time frames, in the form of a 2D (frequency-time) array suitable for CNN. We apply convolutions on frequency and time separately, similar to [16] , [27] , as this practice has been empirically shown to reduce overfitting, furthermore, using smaller filters requires less computation, which consequently speeds up the training and inference. The network architecture is detailed in Table I . Specifically, the input spectrogram is first convoluted and pooled on the frequency axis with the downsampling factor of two, until the frequency dimension is reduced to one. Then, convolution and pooling is applied on the time axis. A dense layer is placed on top of CNN, which feeds to a unidirectional recurrent layer. In this work, we report the model performance where the recurrent layer utilizes either LSTM [14] or gated recurrent unit (GRU) [8] cells. The output from RNN is passed to another dense layer, whose purpose is to reduce the oversmoothing tendency of RNN and to allow more spontaneous changes in facial unit activations. Every convolutional layer is followed by a batch normalization layer, except the last one (Conv8 in Table I ). 
C. Training Details
Audio processing. For each video frame t in the corpus, we extract a 96ms audio frame sampled at 44.1kHz, including the acoustic data of the current frame and the previous frames. With the intended application in real-time animation, we do not consider any delay to gather future data, i.e. audio samples of frames t + 1 onward, as they are unknown in a live streaming scenario. Instead, temporal transition will be modeled by the recurrent layer. We apply FFT with window size of 256 and hop length of 128, to recover a power spectrogram of 128 frequency bands and 32 time frames.
Loss function. Our framework maps input sequence of spectrograms x t , t = 1..T to output sequence of shape parameter vectors y t , where T is the number of video frames. Thus, at any given time t, the deep model estimates y t = (R t , e t ) from an input spectrogram x t . Similar to [21] , we split the output into two separate layers, Y R for rotation and Y e for expression weights. Y R has tanh activation to c, whereas Y e uses sigmoid activation to constrain the range of output values:
We train the model by minimizing the squared error:
whereŷ t is the expected output, which we extract from training videos. We use the CNTK deep learning toolkit to implement our neural network models. Training hyperparameters are choosen as follows: minibatch size is 300, epoch size is 150,000 and learning rate is 0.0001. The network parameters are learned by Adam optimizer [17] in 300 epochs.
IV. EXPERIMENTS A. Dataset
We use the Ryerson Audio-Visual Database of Emotional Speech and Song (RAVDESS) [19] for training and evaluation. The database consists of 24 professional actors speaking and singing with various emotions: neutral, calm, happy, sad, angry, fearful, disgust and surprised. We use video sequences of the first 20 actors for training, with around 250,000 frames in total, which translate to about 2hr of audio, and evaluate the model on the data of four remaining actors.
B. Experimental Settings
We train our deep neural network in two configurations: CNN+LSTM and CNN+GRU, in which the recurrent layer uses LSTM and GRU cells, respectively. As a baseline model, we drop the recurrent layer in our proposed neural network, and denote it as CNN-static. This model cannot handle smoothly temporal transition, it estimates facial parameters in a frame-by-frame basis. We also compared our proposed models with the method described in [21] , which uses engineered features as input.
We compare these models on two metrics: RMSE of 3D landmark errors and mean squared error of facial parameters, specifically, expression blending weights with respect to ground truth recovered by the visual tracker [23] . Landmark errors are calculated as distances from the inner landmarks (showed in Figure 1 ) on the reconstructed 3D face shape, to those of the ground truth 3D shape. We ignore error metrics for head rotation, since it is rather difficult to infer head pose correctly from the speech. We include head pose estimation primarily to generate plausible rigid motions to augment the 
C. Evaluation
Table II and III show the aforementioned error metrics of four models, organized into different categories corresponding to different emotions and testers. The proposed model with GRU cells slightly outperforms [21] as well as the proposed model with LSTM cells, in terms of landmark errors. On the other hand, CNN+GRU has similar blendshape coefficient errors to [21] , whereas CNN+LSTM has highest errors.
Interestingly, on both metrics, the CNN-static outperforms all other models with recurrent layers. As shown in Table II , the RMSE of CNN-static is about 0.7mm consistently across different categories and testers, and 30% lower than errors of other models. CNN-static also scores lower parameter estimation errors. These result suggests that the baseline can actually generalizes well to test data in terms of facial action estimations, although visualization of 3D face reconstruction shows that the baseline model inherently generates nonsmooth sequence of facial actions, which is shown in the supplementary video. From these testing results, combined with the training errors listed in Table IV , we hypothesize that our proposed models, CNN+LSTM and CNN+GRU, overfit the training data. And CNN+GRU, being simpler, can generalize somewhat better than CNN+LSTM. The baseline model CNN-static, being the simplest among the four i.e. it has the least number of parameters, generalizes well and achieves the best performance on the test set in terms of error metrics, as well as emotional facial reconstruction from speech, demonstrated in Figure 3 . These results once again prove the robustness, generalization and adaptability of the CNN architecture and suggest that we have pursued the right direction in using CNN to model facial action from raw waveforms, but there are limitations and deficiencies in our current approach that need to be addressed. Fig. 3 : A few reconstruction samples. On the left are true face appearances. From the second to the last columns are reconstruction results by Pham et al. [21] , CNN-static, CNN+LSTM and CNN+GRU, respectively. We use a generic 3D face model animated with the parameters generated by each model. The reconstructions by CNN-static depict emotions of the speakers reasonably well.
V. CONCLUSION AND FUTURE WORK
This paper introduces a deep learning framework for speech-driven 3D facial animation from raw waveforms. Our proposed deep neural network learns a mapping from audio signal to the temporally varying context of the speech, as well as emotional states of the speaker represented implicitly by blending weights of a 3D face model. Experiments demonstrate that our approach could estimate the form of lip movements with the emotional intensity of the speaker reasonably. However, there are certain limitations in our network architecture that prevent the model from reflecting the emotion in the speech perfectly. In the future, we will improve the generalization of our deep neural network, and explore other generative models to increase the facial reconstruction quality.
