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ABSTRACT
Chung-Nan Tzou: Formation of Underwater Plumes and Velocity
Variations due to entrainment in stratified environments
(Under the direction of Roberto Camassa)
The influence of ambient fluid stratification on buoyant miscible jets and plumes is studied
theoretically and experimentally. Given a fixed set of jet/plume parameters, and an ambient fluid
stratification sandwiched between top and bottom homogenous densities, a theoretical criterion is
identified showing how step-like density profiles constitute the most e↵ective mixers within a broad
class of stable density transitions. This is assessed both analytically and experimentally, respectively
by establishing rigorous a priori estimates on generalized Morton-Taylor-Turner (MTT) (Morton et
al. 1956; Fischer et al. 1979) models, and by studying a critical phenomenon determined by the
distance between the jet/plume release height with respect to the depth of the ambient density
transition. For fluid released su ciently close to the background density transition, the buoyant
jet fluid escapes and rises indefinitely. For fluid released at locations lower than a critical depth,
the buoyant fluid stops rising and is trapped indefinitely. A mathematical formulation providing
rigorous estimates on MTT models is developed along with nonlinear jump conditions and an exact
critical-depth formula in good quantitative agreement with the experiments. Our mathematical
analysis provides rigorous justification for the critical trapping/escaping criteria, first presented in
Caulfied and Woods (1998), within a class of algebraic density decay rates. Further, the step-like
background stratification is shown to be the most e cient mixing profile amongst a family of profile
with same density di↵erence within a fixed distance. Finally, analysis uncovers surprising di↵erences
between the Gaussian and Top-hat profile closures concerning initial mixing of the jet and ambient
fluid and mixing across the transition layer.
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CHAPTER 1
INTRODUCTION
Mixing in stratified fluids is a topic of fundamental importance in nature. Of particular interest
is the case in which mixing results in trapping phenomena, such as industrial smoke stack, volcanic
eruptions, the accumulation of sinking marine snow (the solid carbon by-product of phytoplankton
photosynthesis central to the carbon cycle) at density transitions [24], as well as trapping of
pollutants in oil spills and other e✏uents in similar environments [4, 25, 36]. Here, we focus on the
case of buoyant turbulent miscible jets (flow driven by momentum) and plumes (flow driven by
buoyancy) in stable stratification (ambient density decreases with height) and the mixing e↵ects that
results in subsurface trapping observable in such setups. A side remark on the di↵erence between
jets and plumes in stably stratified environments is that even if initially the injection is a jet so
that the buoyancy force (as a result of density di↵erences between injected and ambient fluids) is
relatively small, eventually it will transition to a buoyancy dominated regime if a long enough free
distance is given [12].
The Gulf of Mexico oil spill, for example, had crude oil injecting in the ocean at a very high flow
rate, where the oil density is less than the whole ocean water. However, the ocean, owing to gradual
lack of sunlight, is a density and temperature stably stratified environment so that even when oil is
less dense than salt water, it entrains heavier fluid with itself when rising and when the e↵ective
density of the oil-salt-water emulsion matches the density of its surrounding water, underwater oil
plumes forms.
The turbulent mixing can be studied by a system of time-averaged ordinary di↵erential equations,
characterized by the vertical velocity w(z), density anomaly ✓(z) and the width b(z) of the jet or
plume following the seminal work of Morton, Taylor & Turner (1956) [28]. The governing equations
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simplified from conservation of volume, momentum and buoyancy deficiency are:
8>>>><>>>>:
(b2w)0 = 2↵bw,
(b2w2)0 = 2g 2b2✓,
(b2w✓)0 = ⇢0a(b2w)/(⇤⇢b) ,
(1.1)
where ↵,  , ⇤ are constants to be discussed in chapter 2, ⇢a(z) is the ambient density profile.
This system is valid for both jets and plumes, with a di↵erent selection of entrainment coe cient
↵ = ↵p (plume entrainment coe cient) or ↵ = ↵j (jet entrainment coe cient). Details of the
setup, derivation and physical interpretations are in Chapter 2. There is a wealth of literature on
buoyant turbulent jets, for example the classic text by Fischer et al., and more recent review articles
by Woods, and Hunt & van den Bremer [12, 17, 39]. The oil spill incident fits in the framework of
the MTT model, especially when bp sprayed corexit (an oil dispersant) to the wellhead. Corexit
was supposed to allow the oil to be more rapidly degraded by bacteria, but meanwhile it made
the oil miscible with water. The miscible oil-corexit-water emulsion is less dense than the ocean
column, however the ability of carrying heavy water surrounding itself made it possible to increase
the e↵ective density as a conglomerate, hence can be interpreted as injecting lighter fluid into
a stratified environment, and how the entrainment and mixing changes the emulsion’s density,
buoyancy, vertical velocity and volume are particularly interesting topics to focus on, and the MTT
model is a suitable system to study for this setup.
Despite the extensive literature on this subject, many open questions remain, particularly
regarding the mathematical foundation of predictions based on MTT models. We carry out a
mathematically rigorous analysis of a broad class of MTT models, and experimentally verify their
predictions.
1.1 Experimental results.
Experimentally, we use mainly two-layer density configurations, similar to the setup in the experi-
mental studies of [8, 29, 37] (except that these prior studies were all two-dimensional, involving slit
injections, whereas our studies are three dimensional; further, we study injection from the bottom
while these studies, experimentally, use injections from the top). These references explored plume
penetration behavior through a sharp density transition as various parameters were varied. The
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basic observation in these line-source studies was that strong penetration occurs when either the
momentum is large or the stratification is weak. Here we focus on characterizing and measuring a
critical phenomenon that can arise in such ambient fluid setups with three dimensional discharges:
by varying the distance of the jet nozzle from a density transition, an experimental critical length
is determined for which jets of any greater distances will be completely trapped, while jets with
nozzles nearer the transition will escape. Figure 1.1 depicts typical trapping/escape outcomes in
our experiments. Our experimental studies explore and document this criticality by demonstrating
a sharp change in the trapping/escaping phenomena as the distance between the jet and density
transition is varied by less than two percent.
Figure 1.1: Water jet escaping (left) and trapping (right) in a sharp density transition. The
experiments are fired with volumetric flow rate 15 mL/s, ⇢b = 1.055 g/c.c., ⇢t = 1.043 g/c.c.,
⇢j(0) = 0.998 g/c.c., where the Reynolds number Re ' 4600. The distance between nozzle and
transition layer is 4 cm (left), and 12 cm (right).
1.2 Theoretical results.
After the MTT system was first introduced in 1956, many studies has been conducted based upon
those equations, especially in density non-stratified environments. Power law solutions were derived
with initial condition imposed at an imaginary virtual source lower than the actual nozzle location
[28], predictions on apex heights and neutral buoyant heights with density profile being linear were
also derived from dimensional analysis [35, 39]. Here a linear profile is
⇢a(z) = ⇢1 + (⇢1   ⇢2)(z   l)/l,
3
where ⇢2 the initial density, l is a prescribed location with density ⇢1, and ⇢2 > ⇢1.
Our study here first focuses on a rigorous study on whether a MTT system with prescribed
ambient density profile has a global solution or not, and it turns out that a breakdown of the solution
corresponds to a trapping plume, while existing a global solution corresponds to an escaping plume.
Once the breakdown/global existence criterion is established, we aim at calculating the neutral
buoyant and apex height, especially in linear and step function ambient density stratifications. The
step-like stratification can be written as
⇢a(z) =
8><>: ⇢b, z 2 [0, L),⇢t, z 2 [L,1). (1.2)
The resulting formula for trapping and neutral buoyant heights in a linear stratification verifies the
scaling law in [35, 39].
Furthermore, an exact formula for step-function stratifications employing non-linear jump
conditions follows from this analysis. This formula favorably compares quantitatively with the data
from an extensive experimental campaign to isolate the functional dependence of the critical distance
with respect to the physical parameters. We remark that prior formulae, derived in [1], presented a
critical height formula in homogenous background fluids; however, this result does not account for
the important mixing which occurs when passing through the sharp background-density layer. The
new formulae derived here take into account this critical additional strong mixing, resulting in an
accurate prediction of the experimental critical lengths we observe.
Finally, our study provides a mathematically rigorous proof that under appropriate circumstances,
step-like stratifications of the ambient fluid are the optimal mixers of the miscible jet fluid with the
environment. That is, for fluid injected in step-like profiles, the density increment after entering the
top layer is maximized compared to any other profile with the same density di↵erence within the
same distance. The optimal mixing result is obtained through the direct comparison between the
general system and the new exact solution (which now accounts for mixing in the layer) by using
Gronwall-like estimates.
While at first sight it may seem intuitively obvious that the step-density profile is the optimal
mixer, given that it maximizes the local buoyancy of the jet on its way to the density transition,
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Figure 1.2: (a) Gaussian jet/plume configuration (b) Top-hat configuration, for each fixed height z.
bw(z) and b(z) are reference radii of the jet or plume.
a closer inspection shows that this is not always the case, depending on the self-similarity profile
studied. The two commonly used configurations are Gaussian and Top-hat models [28], where
the former assumes that vertical velocity and the density anomaly profiles are normal distribution
curves centered about the axis of symmetry, and the later one assumes constant vertical velocity
and density anomaly at each height from the centerline to the boundary of the injected fluid (see
figure 1.2). Our analysis proves that the initial mixing by the Gaussian-profile closure model with a
homogeneous background fluid is the weakest mixer amongst all stable stratifications. However, the
extra mixing at the density step under this (Gaussian) closure restores the optimality of the two-layer
stratification. The competition of weaker mixing in the bulk with enhanced mixing at the transition
layer seems rather subtle and requires careful mathematical analysis. Alternatively, for the Top-hat
closure, the higher contrast of jet density within a homogeneous lower fluid environment indeed
results in the strongest mixing for distances shorter than the critical distance, and this comparison
principle may break owing to the break down of the system for farther traveling distances.
1.3 Outline
An outline of this thesis is now given: A derivation of MTT model following the idea and assumptions
made in [28] is given in §2.1, and a suitable rescaling of initial conditions of the MTT model is
discussed, in order to have a fair comparison with the experimental outcomes.
We first study the behavior of MTT system with homogeneous background density in chapter 3,
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which will be a convenient reference solution for further discussion on more general stably stratified
environment. Owing to conservation of buoyancy flux, energy functionals governing the system can
be found. We list two relevant energy functional that leads to equivalent exact solutions, and from
those solutions a critical distance is derived.
We then study the general MTT model to establish mathematical criteria for solution existence
and their finite-distance breakdown in §4.1. In §4.2, we derive sharper bounds for general ambient
density profiles using Gronwall-like estimates, and study asymptotic behaviors in homogeneous
background. We then apply these results to a family of stratification profiles of relevance for theo-
retical and experimental investigations in §4.3. The estimates here and in §4.2 provide the rigorous
framework for numerical observations in Caulfield & Woods (1998) reporting trapping/escaping
criteria for a family of power-law density-height dependence. A final remark is given in the last part
of this chapter, which shows that the eventual fate of an escaping plume must be straight-sided,
with a slope 6↵/5, which was assumed in [22] to start an argument of the critical power for escaping
plume to exist in a algebraic ambient density decay rate.
In Chapter 5, we focus on ambient density profiles with linear decay rates. The autonomous
system with proper selection of variables has energy estimates well-established. An exact solution
can hence be derived through this energy functional. A equivalent series solution was found in [32]
and an integral solution was derived independently by [26]. The exact inverse integral solution is
given in §5.1, and comparisons with solutions found in [26, 32] will be presented in §5.2 and §5.3.
An exact formula for the case of step density-height dependence is presented next, §6.1.1,
under physically motivated jump conditions, which for their rigorous justification requires a study,
carried out in §6.1.2, of linear stratifications (or more generally, by approximating the step function
by a general family of smooth functions). The optimal mixer results for a broad class of stable
stratifications, including their non-intuitive behavior dependence upon turbulent-closure choices,
are presented in §6.2.
In §7.1, we report on a set of experiments which demonstrate the predictive capabilities of the
theory, both in measuring the critical height as well as in demonstrating the optimality of two-layer
setups as mixers. Finally, a direct application of the optimal mixing result is presented in §8.2 with
a discussion and future work session in §8.3. Chapter 9 summarizes this thesis. Technical details
are reported in the six appendices.
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CHAPTER 2
CLASSICAL MORTON, TAYLOR, TURNER MODELS
2.1 Derivation of MTT models with general ambient density profile
Since turbulent mixing is a very complicated phenomenon which requires a wide range of length
scales to be studied carefully. So, instead of attacking the full Navier-Stokes equations, reasonable
simplifications is required to write down approximating equations governing turbulent mixing. To
do that, researchers make assumptions on the nature of the rising jets or plumes so that the system
can be simplified, for example, the entrainment hypothesis in section §2.1.1, and then justify the
assumptions by experimental studies. Finally, one deduce results from the simplified formulation,
and experimentally verify the results to build theories. In this section, we follow the idea of the
original paper of MTT model [28] by introducing the relevant variables to be used, along with
empirical observations that enables us to reduce the full system, and derive the MTT system in the
following subsections.
The relevant time-averaged physical quantities in the MTT jet/plume system are the radius,
vertical velocity and density anomaly of the jet/plume at each height z, denoted by b(z, r), w¯(z, r)
and ✓(z, r) = (⇢a   ⇢¯)/⇢b, respectively. Here ⇢¯ is the average density of the jet/plume and ⇢a(z) is
the ambient background density.
Experimental study of jets and plumes with Particle image velocimetry (PIV) and liquid laser
fluorescence (LIF) shows that after a long-time averaging (or the steady state) of the vertical velocity
and tracer concentration, those quantities are identical at each height in their radial direction
[11, 12, 17]. This observation indicates that the time averaged variables are self-similar, that is,
w¯(z, r) = wm(z)fw(r/bw(z))
✓(z, r) = ✓m(z)f✓(r/bT (z)),
(2.1)
for some radially symmetric functions fw(r/bw) f✓(r/bT ), where wm(z) and ✓m(z) are the maximum
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vertical velocity and density anomaly in the radial direction, respectively, and bw, bT are indicative
radii of vertical velocity and tracer concentration distribution at each height.
There are two commonly used radially symmetric configurations [10, 12, 17, 28, 39]:
1. Gaussian configuration assumes wm(z) and ✓m(z) are located at the centerline of the jet/plume
for each height, and decays in the radial direction in a Gaussian distribution fashion:
w¯(z, r) = wm(z) exp[ (r/bw(z))2],
✓(z, r) = ✓m(z) exp[ (r/bT (z))2].
(2.2)
Here the width of the jet/plume bw(z) and bT (z) is selected such that the velocity and density
anomaly reaches about 37% (1/e) of those along the centerline at each height, respectively.
2. Top-hat configuration, where the jet/plume is assume to have a constant vertical velocity at
each height from the centerline to the boundary of the jet/plume, yielding a characteristic
radius b(z), and similar assumption was made for density anomaly, so that
w¯(z, r) = wm(z) ({0  r  b(z)}),
✓(z, r) = ✓m(z) ({0  r  b(z)}),
(2.3)
where   is the characteristic function. See figure 1.2 for examples of the two configurations introduced
above. Below we derive the conservation of volume, momentum and buoyancy fluxes along the
centerline of the jet/plume based on the assumptions made according to experimental observations
presented above.
2.1.1 Volume flux and entrainment hypothesis
Since the density variation of the whole system is small, applying Boussinesq approximation,
which assumes all fluid densities are constant, except for density di↵erences interacting with gravity.
Moreover, the flow velocity is relatively small compared with sound of speed in the same environment.
Combing the two conditions above, assume that the fluid is incompressible [9, 40]. Equivalently, the
volume is conserved for any preselected fluid region. This incompressibility will lead to a volume
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flux equation. We start with defining the volume flux at each height of the injection as
q ⌘
Z bw(z)
0
2⇡rw¯dr, (2.4)
di↵erentiating in z
dq
dz
=
Z bw(z)
0
2⇡r
dw¯
dz
dr +
dbw(z)
dz
2⇡bw(z)w¯(z, bw(z)), (2.5)
and assuming the second term is negligible compared with the first term since w(z, r) ! 0 as
r ! bw(z), combining the incompressible equation in cylindrical coordinates derived in Appendix A
dq
dz
=  
Z bw(z)
0
2⇡
d(ru¯r)
dr
dr =  2⇡ru¯r|r=bw(z), (2.6)
where u¯r denotes the time-averaged radial velocity. Here an extra variable u¯r was introduced. In
order to close the system, the entrainment assumption proposed by Mortan, Turner and Taylor [28]
enters the equation, which states that the radial inflow velocity at the boundary of the jet/plume is
proportional to the vertical velocity along the centerline,
 ru¯r|r!bw(z) = ↵wm(z), (2.7)
here ↵ is the entrainment coe cient, the proportionality constant described above.
The variable q can be written in terms of bw and wm by adopting the Gaussian configuration
q =
Z 1
0
2⇡rw¯(z, r)dr =
Z 1
0
2⇡rwm(z) exp[ (r/bw(z))2]dr = ⇡(b2wwm)(z), (2.8)
here the upper limit of integration is 1 instead of bw(z) since when adopting the Gaussian
configuration, the behavior of the finite width jet/plume is actually modeled by the bell-shaped
function on a infinite domain. Hence, to study the quantity q, one needs to integrate through
the whole range of the Gaussian distribution function to avoid an information loss. In short, the
expression for q in terms of jet/plume radius and vertical velocity applies the configuration of the
jet/plume, while the right hand side of the equation comes purely from the physical model.
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On the other hand, when adopting the Top-hat configuration, the volume flux is
q =
Z b(z)
0
2⇡rw¯(z)dr = ⇡(b2wm)(z). (2.9)
In conclusion, the volume flux equation is:
dq
dz
= ⇡
d
dz
(b2wwm) = 2⇡↵wm(z), (2.10)
or
dq
dz
= ⇡
d
dz
(b2wm) = 2⇡↵wm(z), (2.11)
when adopting Gaussian and Top-hat configurations, respectively.
Since part of this study is aiming at the formation of underwater plumes, which requires the
jet or plume to reach a state of negatively buoyant, which can be achieved by su cient turbulent
mixing of the injected fluid and the denser ambient fluid so that the densities of the two fluids
match. But even when the injected fluid mixes to be neutrally buoyant, the momentum injected
into the system forces the plume to overshoot the neutral buoyant height. Hence, in order to more
precisely describe the jets or plumes behavior, the variation of vertical momentum and buoyancy
must be studied, and governing equations will be derived in the next two subsections.
2.1.2 Momentum flux
Next, Consider the vertical momentum flux defined as
m =
Z 1
0
2⇡rw¯2dr. (2.12)
Again, adopting Gaussian and Top-hat configurations, momentum fluxes can be written as
m =
⇡
2
b2ww
2
m, and m = ⇡b
2
ww
2
m, (2.13)
respectively, and equation for momentum flux is obtained from the vertical momentum equation
(A.13), derived in Appendix A:
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✓
ur
@w
@r
+ w
@w
@z
◆
=
1
⇢0
✓
@
@r
(⌧rz) +
1
r
(⌧rz) +
@
@z
(⌧zz)  (⇢  ⇢a)g   @(p  p1)
@z
◆
,
where w is the vertical velocity, p   p1 is the dynamic pressure distribution, p1 is the pressure
remote from any disturbance, ⌧rz, ⌧zz are viscous stresses, ⇢, ⇢0 and ⇢a are jet/plume density,
ambient density at the origin and ambient density profile that changes with height, respectively.
Write ur = u¯+u0 and w = w¯+w0, where u0 and w0 are fluctuations from the mean in time. Multiply
the equation above by r and integrate from 0 to b(z) in r, the right hand side of the equation
becomes
Z b(z)
0
rur
@w
@r
+ rw
@w
@z
dr = r(u¯+ u0)(w¯ + w0)|r=b(z)  
Z b(z)
0
w
@(rur)
@r
  wr@w
@z
dr (2.14)
with incompressibility, the first term in the last integration can be replaced by  wr(@w/@z), and
hence the right hand side of (2.14) equals
r(u¯w¯ + u0w0)|r=b(z) + r(u¯w0 + u0w¯)|r=b(z) +
Z b(z)
0
r
@
@z
(w¯ + w0)2dr, (2.15)
expanding and the last term in the integration and integrate by parts
Z b(z)
0
r
@
@z
(w¯2 + w02)dr + 2
Z b(z)
0
rw¯
@w0
@z
+ w0
@w¯
@z
dr
=
Z b(z)
0
r
@
@z
(w¯2 + w02)dr + 2
Z b(z)
0
 w¯@(ru
0)
@r
+ w0
@w¯
@z
dr
=
Z b(z)
0
r
@
@z
(w¯2 + w02)dr   2(ru0w¯)|r=b(z) + 2
Z b(z)
0
ru0
@w¯
@r
+ w0
@w¯
@z
dr.
(2.16)
Substituting the last equation in (2.16) into (2.15) and average again in time so that every term
with isolated u0 and w0 vanishes, so that (2.14) is simplified to
r(u¯w¯ + u0w0)|r=b(z) +
Z b(z)
0
r
@
@z
(w¯2 + w02)dr. (2.17)
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Now the corresponding right hand side of (A.13) is
Z b(z)
0
r
⇢0
✓
@
@r
(⌧rz) +
1
r
(⌧rz) +
@
@z
(⌧zz)  (⇢  ⇢a)g   @(p  p1)
@z
◆
dr
=
Z b(z)
0
1
⇢0
@(r⌧rz)
@r
+
r
⇢0
✓
@
@z
(⌧zz)  (⇢  ⇢a)g   @(p  p1)
@z
◆
dr,
(2.18)
combining (2.17) and (2.18) and multiply by 2⇡,
d
dz
Z b(z)
0

w¯2 + w¯02 +
@(p¯  p1)
@z
  ⌧¯zz
⇢0
 
2⇡rdr =

2⇡r(u¯w¯ + u0w0   ⌧¯rz
⇢0
)
     
r=b(z)
+
db(z)
dz
2⇡b(z)

(w¯2 + w¯02 +
p¯  p1
⇢0
  ⌧¯zz
⇢0
)
     
r=b(z)
 
Z b(z)
0
2⇡rg
✓
⇢¯  ⇢a
⇢0
◆
dr,
(2.19)
where the over bars mean long time averaging the quantity. The first term on the right hand side is
the momentum introduced by entrainment, and the second term is the axial momentum through
the sloping sides of the jet/plume, and the last, integral term is the accelerating force per unit mass
due to density di↵erence of the jet/plume and the ambient. A reasonably intelligent approximation
was made by the following assumptions [12]:
1. The first two terms on the right of (2.19) are momentum carried into the jet/plume through
entrainment, and axial momentum through the sloping sides of the boundaries. Generally,
those two terms are assumed to be subdominant to the integral term, the total buoyancy flux
across the horizontal area of the jet/plume.
2. Momentum flux from averaged vertical velocity is dominating the momentum fluxes generated
from velocity fluctuations, pressure and viscous forces:
Z b(z)
0
2⇡rw¯2dr  
Z b(z)
0
2⇡r
✓
w¯02 +
p¯  p1
⇢0
  ⌧¯zz
⇢0
◆
dr, (2.20)
so that the equation for vertical momentum flux with Gaussian configuration (2.2) is
d
dz
Z 1
0
2⇡rw¯2dr =
d
dz
(
⇡
2
b2ww
2
m) ⇡
Z 1
0
2⇡rg✓m(z) exp[ ( r
bT (z)
)2]dr = ⇡gb2T ✓m, (2.21)
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while with Top-hat configuration (2.3), it becomes
d
dz
Z 1
0
2⇡rw¯2dr =
d
dz
(⇡b2ww
2
m) ⇡
Z b(z)
0
2⇡rg✓m(z)dr = ⇡gb
2✓m. (2.22)
Here we replace the approximation sign in (2.20) and (2.21) by equal sign to write the momentum
equations, which is a reasonable approximation to the averaged behavior of the turbulent mixing
that the experimental data agrees with theoretical studies conducted in this research presented later.
2.1.3 Buoyancy flux (tracer concentration)
The rising velocity is decided by a combination of momentum and buoyancy e↵ects, so, to close
the system, an equation describing ✓ must be included. Experimentally, density variations may not
be measurable directly, in turn, convenient reference tracer concentration is used to back out the
density information, hence an equation of tracer concentration is first derived which leads to density
and buoyancy equation later. The time-averaged conservation of tracer concentration C¯(r, z) is
r · (C¯u) = 0, (2.23)
which in cylindrical coordinates reads
1
r
@
@r
(C¯u¯r) +
@
@z
w¯ = 0, (2.24)
so that the tracer concentration flux is
d
dz
Z b(z)
0
2⇡rw¯C¯dr =  2⇡ru¯C¯  
r=b(z)
+
db(z)
dz
[w¯C¯]
  
r=b(z)
. (2.25)
Let Ca(z) be the ambient concentration of tracer, which is stratified in the vertical direction, and
uniform on any horizontal plane. Combining this with the volume flux equation,
d
dz
Z b(z)
0
2⇡rw¯Cadr =  2⇡ru¯Ca|r=b(z) +
db(z)
dz
[w¯Ca]|r=b(z) +
dCa
dz
Z b(z)
0
2⇡rw¯dr. (2.26)
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Finally, the concentration of tracer di↵erence flux equation can be given by the di↵erence of (2.25)
and (2.26):
d
dz
Z b(z)
0
2⇡rw¯(C¯   Ca)dr =  dCa
dz
Z b(z)
0
2⇡rw¯dr. (2.27)
The relation of density anomaly and the tracer concentration anomaly is (⇢¯ ⇢0)/⇢0 =  (C¯ C0)/C0,
where   is a constant, ⇢¯ is the time averaged jet/plume density, and hence the equation for buoyancy
flux is
d
dz
Z b(z)
0
2⇡rw¯✓dr =
d⇢a
dz
Z b(z)
0
2⇡rw¯dr. (2.28)
by selecting the reference density ⇢0 to be the maximum density of the whole system, ⇢b. For
Gaussian configuration,
Z b(z)
0
2⇡rw¯✓dr =
Z 1
0
2⇡rwm✓m exp
✓
 r2( 1
b2w
+
1
b2T
)
◆
dr =
✓
⇡
b2wb
2
T
b2w + b
2
T
wm✓m
◆
, (2.29)
so that
d
dz
✓
⇡
b2wb
2
T
b2w + b
2
T
wm✓m
◆
= ⇡
d⇢a
dz
(b2wwm), (2.30)
and for Top-hat configuration, the governing equation is
d
dz
⇣⇡
2
b2wm✓m
⌘
= ⇡
d⇢a
dz
(b2wm). (2.31)
Equation (2.30) can be further simplified as
d
dz
 
⇡⇤b2wwm✓m
 
= ⇡
d⇢a
dz
(b2wwm), (2.32)
by adopting the empirical relation bT =  bw [12, 28, 30], and let ⇤ ⌘  2/(1 +  2).
2.1.4 Initial conditions
In order to compare experimental results with those deduced from the MTT model, a proper set of
initial conditions must be carefully picked, especially for The entrainment models derived under the
assumption of Gaussian profiles. Let r0, w0 and ⇢j(0) be the physically measured jet radius, vertical
velocity, and injected fluid density in experiments, respectively, the initial conditions needs to be
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rescaled to conserve the initial fluxes. Denote by b¯0, w¯0 and ✓0 the initial conditions in the Gaussian
model, equating the initial volume, momentum and buoyancy fluxes with Gaussian configuration
and their physical counterpart:
⇡b¯20w¯0 = ⇡r
2
0w0,
1
2
⇡b¯20w¯
2
0 = ⇡r
2
0w
2
0,
1
⇤
b¯20w¯0✓0 = r
2
0w0 ⇢¯, (2.33)
where  ⇢¯ = (⇢b   ⇢j(0))/⇢b, one finds that the initial conditions need to be rescaled by ✓0 =  ⇢¯/⇤,
w¯0 = 2w0, b¯0 = r0/
p
2. Hereafter, initial conditions for the new variables will be defined by
Q0 = b¯
2
0w¯0, M0 = b¯
4
0w¯
4
0, B0 = b¯
2
0w¯0✓0, (2.34)
with the ambient density at the location of the nozzle being ⇢a(0) ⌘ ⇢b.
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CHAPTER 3
HOMOGENEOUS AMBIENT DENSITY PROFILES
We begin by considering the reduced MTT model with Gaussian configuration derived above,
(b2w)0 = 2↵bw, (b2w2)0 = 2g 2b2✓, (b2w✓)0 = ⇢0a(b
2w)/(⇤⇢b) , (3.1)
where primes hereafter denote di↵erentiation d/dz. For notation simplicity, from now on we drop
the upper bars and subscripts of the variables in §2.1 so that b(z) is the jet width, w(z) is the
vertical jet velocity, ✓(z) = (⇢a(z)  ⇢j(z))/⇢b is the density anomaly. We also cancel the common
constant ⇡ on both sides of each equation. Here the constants are the gravitational acceleration
g, the entrainment coe cient ↵ and mixing coe cient   [12, 28, 30]. With constant background
density ⇢0a = 0, integrating the buoyancy flux equation yields b2w✓ = B0 so that it remains positive
for all heights, which further guarantees global existence of solution to the MTT model (rigorous
proved later in chapter 4). The corresponding MTT equation is
(b2w)0 = 2↵bw, (b2w2)0 = 2g 2b2✓, b2w✓ = B0 , (3.2)
or by defining Qh = b2w, Mh = b4w4, B = b2w✓, the volume-momentum-buoyancy system is:
Q0h = 2↵M
1
4
h , M
0
h = 4g 
2B0Qh, B = B0 . (3.3)
In the original paper [28], a set of power-law solution was given by assuming the b = Kbz↵b ,
w = Kwz↵w and ✓ = K✓z↵✓ and balance the power of the equations. It turned out that ↵b = 1,
↵w =  1/3, ↵✓ =  5/3, so that when z = 0 the solutions w and ✓ blows up that contradicts
global existence above. A cure of this solution is defining the origin of this system at a virtual
source below the nozzle, so that even w is not well defined at 0, the three variables Qh, Mh and B
are regularized at the virtual source. Note that for any physical condition imposed at the nozzle
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location, one can find a corresponding virtual source (possibly very deep) location so that the
system is well-posed. There are several di↵erent ways to determine the location of the virtual
source to match the initial conditions at the nozzle height asymptotically, and a good summary can
be found in [15]. The value of the power law solution is more about the far-field behavior of the
plume: regardless of the location of the virtual origin, this solution set is the far-field asymptotic
solution for homogeneous environments given as b ⇠ 6↵z/5, w ⇠ (25g 2B0/24↵2)1/3z 1/3, and
✓ ⇠  625B20/1944g 2↵4 1/3 z 5/3.
The power-law solution involves a selection of virtual origin, and the solution may not be
accurate in short traveling distances. Hence, below we derive an exact integral solution to (3.2) for
any positive initial conditions at the actual nozzle location (origin), and is the key to many general
theorems in this research.
3.1 Exact integral solution
In [1], new variables   = (w/✓)2 and  = 1/✓ were introduced and the equations can be derived as
the following:
d 
dz =
⇣
b2w2
b2w✓·✓/w
⌘0
=
⇣
b2w2
B0
p
 
⌘0
=
⇣
2g 2b2✓
p
 + b2w2 0  1/2/2
⌘
/B0
=
 
2g 2b2w +B0 0/2
 
/B0 = 2g 2/✓ +  0/2,
(3.4)
Hence  0 = 4g 2 . Similarly,
d 
dz =
⇣
b2w
b2w✓
⌘0
= 2↵bwB0 =
2↵b
p
w✓
p
w
B0
p
✓
=
⇣
2↵p
B0
⌘
 1/4 (3.5)
so that the first two equations of (3.2) become
d 
dz
= 4g 2 ,
d 
dz
=
✓
2↵p
B0
◆
 1/4 , (3.6)
Dividing the two equations and separating variables yields the conserved quantity
 2 =
⇣ 4↵
5
p
B0g 2
⌘
 5/4 +A (3.7)
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Imposing initial conditions determines A = ✓ 20   4↵w¯20/(5g 2b¯0✓30), where w¯0, ✓0, b¯0 are the initial
conditions in (2.34). Substituting (3.6) back into (3.7) and separate variables again yields
z =
1
4g 2
Z  
 0
dsp
as5/4 +A
, (3.8)
where a = (4↵/5g 2
p
B0).
On the other hand, a new conservation quantity governing system (3.3) can be establish by the
following :
Qh =

Q20 +
4↵
5g 2B0
✓
M
5
4
h  M
5
4
0
◆  1
2
, (3.9)
so that
z(Mh) =
1
4g 2B0
Z Mh
M0

Q20 +
4↵
5g 2B0
✓
s
5
4  M
5
4
0
◆   12
ds, (3.10)
or z in terms of volume flux Qh:
z(Qh) =
Z Qh
Q0
1
2↵

M
5
4
0 +
5g 2B0
4↵
 
s2  Q20
    15
ds. (3.11)
The two expressions of exact solutions above will be studied in depth as several solution existence
range results are obtained by comparing with those formulas. The later conservation law can be
generalized to the case of linear ambient background density profiles, and the expression (3.11) is
particularly helpful for deriving the far field asymptotic relations. The far field asymptotic behavior
is particularly important to determining whether systems breakdown or not. Before proceeding to
general theories, a critical distance formula can be directly given as an application of the exact
solution.
3.2 Matching critical distance L⇤m
Utilizing the integral formulae derived above, a critical distance formula L⇤m [1] can be found by
calculating a distant such that the increment of the injected fluid density ⇢j , by mixing with constant
density background fluid (density ⇢b), is able to match a prescribed top density ⇢t. That is, by
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choosing  ⇤m = ⇢b/(⇢b   ⇢t),  ⇤m =
nh
(⇢b/(⇢b   ⇢t))2  A
i
/a
o4/5
. The formula is given as
L⇤m =
1
4g 2
Z  ⇤m
 0
dsp
as5/4 +A
, (3.12)
and equivalently, by selecting Q⇤m = (B0⇢b)/(⇢b   ⇢t) and use (3.11),
L⇤m =
Z Q⇤m
Q0
1
2↵

M
5
4
0 +
5g 2B0
4↵
 
s2  Q20
    15
ds. (3.13)
Now under an identical setup but replace the constant ⇢b density profile to a two-layer system
⇢a(z) =
8><>: ⇢b z  L,⇢t z > L,
and consider the two cases:
1. L   L⇤m, ⇢j(L) > ⇢t, hence passing through the layer, the jet has already been negatively
buoyant and must trap, whereas
2. L   L⇤m, the jet density after entering the homogeneous top layer is still less than ⇢t, and
must rise indefinitely.
This critical distance formula did not take into account the strong mixing which results in a buoyancy
jump across the transition layer, the first case remains unchanged however the second case owing to
the extra mixing may not hold. Hence, this is an overestimation of the idealized two layer system
and will be discussed in chapter 6.
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CHAPTER 4
GENERAL THEORY FOR MTT MODELS
4.1 Model and solution existence criterion
Now back to the general stably stratified MTT system:
q0 = 2↵m
1
4 , m0 = 4g 2q ,  0 = ⇢0aq/(⇤⇢b), (4.1)
describing the volume, momentum, and buoyancy fluxes, respectively. First we establish a criterion
for global solution to exist or the system breaks down in finite distances.
Existence/Break down theorem
Theorem 4.1.1 (Existence/Break down). Let zs be the location where momentum vanishes, m(zs) =
0 and zne be the neutral buoyant height,  (zne) = 0. For a stably stratified environment (⇢0a  0),
the solution to (4.1) exists in [0, zs), provided the initial values of q(0) = Q0, m(0) = M0 and
 (0) = B0 are all positive. Furthermore, if zne < 1 and  0(zne) < 0, then zs < 1, that is, the
system breaks down in finite distances.
The proof of existence is divided into two regions – [0, zne] and [zne, zs) – where zne is the neutral
buoyant location ( (zne) = 0).
The existence of solutions can be established by the bounds
Q0  q  2Q0eKz, M0  m M0 sinh(Kz), 0     B0 in [0, zne],
Q0  q  2Q0eKz, 0 < m  m(zne),  1 <    0 in [zne, zs),
(4.2)
(where K =Max{2↵M1/40 /Q0 ,4g 2Q0B0/M0}) through the following estimate: initially, Q0, M0
and B0 are all positive, and as long as m stays positive, the volume equation in system (4.1) shows
that q is increasing, and hence must be positive. As q   0,   is decreasing but still positive in
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[0, zne], so that m is increasing, m  M0 > 0, by the momentum equation in (4.1). For z   zne, note
that zne also plays the role of locating where the maximum momentum occurs, since m is decreasing
after zne; for as long as m does not decrease to zero, q keeps increasing, and   keeps decreasing.
Proof of Theorem 4.1.1.
Case 1. z 2 [0, zne]
Upper bounds for q and m are su cient to show existence in [0, zne], as 0     B0. Non-
dimensionalising the q and m equations in (4.1) by q¯ = q/Q0, m¯ = m/M0, the di↵erential inequalities
follow 8>><>>:
q¯0 = 2↵M
1
4
0
Q0
m¯
1
4  2↵M
1
4
0
Q0
m¯
m¯0 = 4g 
2 Q0
M0
q¯  4g 2B0Q0M0 q¯,
(4.3)
with the inequality in the first line holding since m¯ > 1 in [0, zne]. Comparing system (4.3) with
the linear system Q0b = KMb, M
0
b = KQb, yields (See [33] or simply solve the di↵erential inequality
with separation of variables.)
Q0  q  Q0
2
⇥
eKz + e Kz
⇤
= Qb(z),
M0  m  M0
2
⇥
eKz   e Kz⇤ =Mb(z), (4.4)
so that q and m have upper and lower bounds in any finite interval [0, zne].
Case 2. z > zne
For z > zne, m decreases, and the bounds for q in (4.4) hold untilm(zR) =M0 for some zR 2 (zne, zs).
However, another di↵erential inequality holds: q¯0  2↵M
1
4
0 /Q0 for z   zR, hence q  Q(zR) +
KQ0(z   zR). Stitching the two bounds together, and noting that by (4.4), Q(zR)  Q0 exp(KzR),
with Q0K(z   zR) < Q0 exp(K(z   zR)), an upper bound for q is 2Q0 exp(Kz) for z   zR. Note
that Qb  2Q0 exp(Kz), so that an overall bound for q can be found:
q  2Q0 exp(Kz), for z 2 [0, zs).
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In summary, for z > zne, m decreases, and as long as m stays positive, 0 < m < m(zne),
Q0  q  2Q0 exp(Kz), and | | also does not blow up in finite heights z since q has a smooth lower
bound,
B0     = B0  
Z z
0
|⇢0a|
⇤⇢b
qds   B0  
Z z
0
2|⇢0a|Q0
(⇤⇢b)
eKsds >  1,
so that solution existence can be extended to [zne, zs).
Since m0 = 4g 2 q < 0 at zs, which forces q0 = 2↵m1/4 to become complex. Note that if   never
touches zero, the solution is global since q and m are increasing and bounded by the first estimate
in (4.2), while   is decreasing with zero lower bound.
Furthermore, if zne < 1 and  0(zne) < 0, there exists z  > zne such that  (z ) <   < 0 for
some negative number  , integrating the di↵erential inequality m0 = 4g 2q  < 4g 2Q0  from z  to
any z > z  yields m M(z ) + 4g 2Q0 (z   z ), which implies that m must be zero within a finite
distance z ⌘ zs.
Figure 4.1 and 4.2 demonstrates escaping and trapping. In this numerical simulation, linear
stratification is adopted as an example of a stable stratification.
4.2 Main bounds and asymptotic relations
Lemma 4.2.1. Let (Qh, Mh, B0) be a set of solutions to (3.3) and (q, m,  ) be a set of solutions
to (4.1), with identical initial conditions Q0, M0 and B0, then the following relation holds:
q  Qh, m Mh,    B0. (4.5)
Proof. Sharper bounds for q and   in system (4.1) can be derived by using a Gronwall-like estimate:
since    B0, integrating the inequality in q,
2↵m
1
4
dm
dq
=
8↵
5
dm
5
4
dm
dm
dq
 4g 2B0q, (4.6)
yields the relation
m(q) 
✓
5g 2B0
4↵
(q2  Q20) +m(Q0)
5
4
◆ 4
5
. (4.7)
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Figure 4.1: A comparison of mixing in ⇢0a(z) =  (1.0037)(z + 10) 3 and homogeneous ambient
background densities. (a) Volume flux (b) Momentum flux increases for all distances (c) Buoyancy
flux is always positive.
Solving for q in (4.1) using the inequality above yields the estimate
Z(q) ⌘ 1
2↵
Z q
Q0
✓
5g 2B0
4↵
(s2  Q20) +m(Q0)
5
4
◆  15
ds  z(q). (4.8)
The left-hand-side of (4.8) defines the inverse function of Qh(Z) for the solution to the homogeneous
case (3.2). Hence, when the volume fluxes are the same (Qh = q) the height Z(Qh) in homogeneous
ambient is less than or equal to the height z(q) for the general case. Given that Qh(z) is strictly
increasing, the volume flux Q˜h where the equality Z(Q˜h) = z(q) holds, must satisfy Q˜h(Z)  
Qh(Z) = q(z), i.e., for any fixed distance z, q(z)  Qh(z). Integrating the Mh and m equations
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Figure 4.2: A comparison of mixing in linear and homogeneous ambient background densities. (a)
Volume flux (b) Momentum flux, it can be seen that there is a maximum for momentum flux at the
location of the neutral buoyant height, where the buoyancy flux vanishes. After this point it starts
to decrease and eventually hits zero. (c) Buoyancy flux crosses zero and hence the system breaks
eventually.
yields the relation
m =M0 +
Z z
0
4g 2 qds M0 +
Z z
0
4g 2B0Qhds =Mh . (4.9)
To conclude, q(z)  Qh(z) and m(z) Mh(z) provided the solution to equation (4.1) exists.
Lemma 4.2.2. Let (Qh, Mh, B0) be a set of solutions to (3.3) with positive initial data (Q0,
M0, B0), Qh ⇠ C1B1/30 z5/3, Mh ⇠ C2B4/30 z8/3 as z ! 1, where C1 =
 
1944g 2↵4/625
 1/3
,
C2 =
 
9↵g 2/5
 4/3
.
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The asymptotic relation above can be found by using the inverse integral solutions of (3.2),
viewed as functions of Qh and Mh, respectively,
z(Qh) =
(Qh  Q0) 45
2↵
Z 1
0
✓
M
5
4
0 +
5g 2B0
4↵
r(2Q0 + (Qh  Q0)r)
◆  15
dr, (4.10)
z(Mh) =
Mh  M0
4g 2B0
Z 1
0
✓
Q20 +
4↵
5g 2B0
((M0 + (Mh  M0)r) 54  M
5
4
0 )
◆  12
dr . (4.11)
The derivation of those asymptotic relations are in Appendix B. Note that following the previous
argument, if a priori it is known that   >  1 > 0, a lower bound for q can be obtained by
1
2↵
Z q
Q0
✓
5g 2 1
4↵
(s2  Q20) +m(Q0)
5
4
◆  15
ds   z(q), (4.12)
and since m(Q0) and Q0 are positive, by changing variables s = Q0 + (q  Q0)r, it follows that
z(q) <
(q  Q0) 45
(40g 2↵4 1)
1
5
Z 1
0
(r(2Q0 + (q  Q0)r)) 
1
5 dr <
 
q  Q0
C1 
1/3
1
! 3
5
. (4.13)
Thus, a lower bound for q can be found
q(z) > C1 
1/3
1 z
5/3. (4.14)
Figure 4.1 and 4.2 demonstrates that the volume, momentum and buoyancy fluxes in homogeneous
ambient are upper bounds for those in stably stratified environments.
4.3 Analytical trapping-escaping criterion for more general profiles
For special types of density profiles, a prior estimates on the location of zne is useful for determining
whether a system breaks down or not. For example, Caulfield and Woods (1998) proposed the
following theorem based on numerical evidence [7]:
Critical exponent for algebraic density decay rates
Theorem 4.3.1 (Critical exponent). In system (4.1), for algebraic density decay rates, ⇢0a = Czp
25
(C < 0), a critical power p =  8/3 separates two distinct behaviors: if p >  8/3, the jet/plume
must trap while for p <  8/3 either trapping or escaping could happen.
Note that this constant is set by the overall density di↵erence if the power-law dependence on z
is strictly imposed throughout the domain, and in the later case, whether trapping or escaping will
be determined by the magnitude of |C|. We will prove this result analytically below, and, as a
corollary, also show that the result extends to more general profiles:
Corollary 4.3.1. In system (4.1), for ambient density functions ⇢0a ⇠ Czp as z !1, the critical
exponent result in Theorem 4.3.1 also holds.
We remark that this critical behavior, which was originally observed numerically by [7], have
been recently investigated by [22] using formal asymptotic tools which have provided a partial
insight this phenomenon. This study, under the restrictive assumption that the plume is straight
sided (purely conical) and by assuming infinite existence domain for the solution, successfully yields
the critical exponent p =  8/3 obtained by [7]. Our results below use integral estimates to achieve
mathematical rigor and avoid formal assumptions; the techniques we use further extend and prove
the existence of this critical behavior for a much broader class of background density profiles.
To construct a rigorous mathematical proof we use the solution existence criterion established
in §4.1: since ⇢0a ⇠ Czp as z ! 1, for z large enough,  0 must be strictly negative so that if zne
is finite,   must be less than some value   < 0. Hence, by Theorem 4.1.1, existence of finite zne
implies breakdown of the system, which means trapping must occur. Conversely, if   > 0, the
solution of (4.1) is global and the injection rises indefinitely.
Proof of Theorem 4.3.1.
Case 1. Trap as p    8/3
Suppose   > 0 for all z; since   is monotonically decreasing, then   !  1   0 as z !1. and
⇢0a ⇠ Czp for p    8/3 as z ! 1 implies ⇢0az5/3 /2 L1(R+). With  1   0, either  1 > 0, or
 1 = 0.
Case 1.1.  1 > 0
   B0   C1
⇤⇢b
Z z
0
|⇢0a| 1/31 z5/3ds < 0 , (4.15)
for z large enough, contradicts 0 <  1 <  (z) for any z > 0.
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Case 1.2.  1 = 0
If  1 = 0, the above lower estimate for q fails. However, in this case, the estimate below shows
that there must exist zne <1 such that  (zne) = 0. To show this, it is su cient to estimate q for
finite z: when  1 = 0, for any fixed zc <1,  (zc) =  c > 0. Confining z 2 [0, zc), and follow the
same steps above, we have q(z) > C1 
1/3
c z5/3 = C1 (z)1/3z5/3. The   equation in (4.1) thus yields
 
 (z)
  2
3  B
2
3
0  
2
3
✓
C1
⇤⇢b
Z z
0
|⇢0a|s
5
3ds
◆
(4.16)
and since
R1
0 |⇢0a|s
5
3ds = 1, there must exist zne < 1 so that (2C1/3⇤⇢b)
R zne
0 |⇢0a|s
5
3ds = B0.
On the other hand, combining the assumption  1 = 0 with (4.16) one concludes a contradictory
inequality: 0 = ( 1)2/3 < ( (zne))2/3  0. Hence zne must be finite, and trapping must occur.
Case 2. p >  8/3, ⇢0az5/3 2 L1(R+)
Case 2.1. Escape
If p >  8/3, since q  Qh (details in §4.2), with Qh the solution to the system of equations with
homogeneous ambient density (3.2), we have the following estimate on  :
 (z) = B0 +
Z z
0
⇢0a
⇤⇢b
qds   B0  
Z z
0
|⇢0a|
⇤⇢b
Qhds. (4.17)
Since we know Qh ⇠ C1B1/30 z5/3 as z ! 1 (see §4.2), a su ciently small |C| prevents   = 0 at
finite distances and leads to escaping.
Case 2.2. Trap
On the other hand, for large values of |C|, through estimate (4.16), again forces trapping as  (z)
vanishes for some finite value z.
4.3.2 Straight-sided plumes
In [22], an analytical argument for plumes to escape in a power-law decay rate ambient profile, the
power must be less than  8/3 was given, and in §4.3 we showed rigorously all the possibilities of the
fate of the plume in power-law decay rate environments. [22] started with assuming that a plume is
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escaping eventually will be straight-sided, that is, the radius b(z) ⇠ C3z as z !1, where C3 is a
positive constant. Then, solve an equivalent system asymptotically and finally obtain the critical
power for which the straight-sided assumption could exist. Here we show that the assumption of
straight-sided plume made in [22] must hold if the plume escapes and that C3 = 6↵/5. By §4.3,
we know that an escaping plume must have a non-negative limit in buoyancy flux. Again, we
first assume that  1 > 0, and notice that q ⇠ C1 1/31 z5/3, m ⇠ C2 4/31 z8/3 as z ! 1 (derived
in Appendix B) so that b(z) = q/m1/4 ⇠ C1/C1/42 z = 6↵z/5 as z ! 1. Note that this ratio is
independent of the limit  1 so that this asymptotic relation holds as  1 ! 0.
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CHAPTER 5
EXACT SOLUTIONS FOR LINEAR AMBIENT DENSITY PROFILE
A linearly decreasing density profile can be poured for prescribed initial and terminal density
within a preselected distance by the two-bucket method described in the experimental section in
Chapter 7, it is a good reference profile when a non-homogeneous environment is of interest. An
extension of linear profile is a connection of constant density profiles, for example, a constant-linear-
constant profile, which expands the family of ambient density stratifications one is interested in
studying.
Suppose that the background density is linear:
⇢a(z) = ⇢b + (⇢t   ⇢b) zL (5.1)
where ⇢a(z) is the background density, ⇢b, ⇢t are the density of fluid at the bottom and top of the
environment we care about, and L is the depth of the ambient fluid. The MTT model with (5.1) has
been studied by Scase et al. [32] as a steady plume of their time-dependent equations, and derived
a series solution. Mehaddi et al. [26] also attacked this equation with Top-hat configuration by
introducing the variables  (z), the Richardson number [16, 27], and  (z), the Buoyancy frequency
parameter [3]. An exact inverse integral solution was derived through those variables, and hence
the plume neutral buoyant and rise height can be calculated.
Notice that by the analysis in §4.3, the plume will eventually cease to rise and the system
breaks down at zs. This breakdown can be physically interpreted as follows: a linearly decaying
density profile will eventually be less than the prescribed jet density ⇢j(0) so that existence of zne
is guaranteed, however, the breaking down could be nonphysical since the location of apex height
zs could be so long that ⇢a(zs) < 0, that is, the apex is at a negative background density location.
Because of that, a finite range of linear profile is physically more relevant, or to be more general,
connecting a constant profile after a finite range linear profile. Applications to those type of profiles
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will be given in Chapter 6.
First we consider an idealized linear profile for z > 0. In terms of the original volume and
buoyancy fluxes and the square of Momentum flux, the MTT model is a system governed by energy
estimates, and yields a set of inverse integral solutions.
5.1 Exact solution, neutral buoyant and trapping height
We denote the MTT model with linear ambient density profile as
Q0l = 2↵M
1
4
l , M
0
l = 4g 
2QlBl, B0l =  N2Ql , (5.2)
where the constant buoyancy (Brunt-Va¨isa¨la¨) frequency is N2 =  ⇢0a/(⇤⇢b) = ⇢b ⇢t⇤⇢bL .
By the second and third equation of (5.2) we know that
dMl
dBl
=
 N2Ql
4g 2QlBl
=
 N2
4g 2Bl
, (5.3)
by separation of variables, a relation between momentum and buoyancy fluxes is established:
2g 2B2l =  N2Ml + [N2M0 + 2g 2B20 ], (5.4)
where the initial conditions are Ql(0) = Q0 = b20w0, Ml(0) =M0 = b
4
0w
4
0, Bl(0) = B0 = b
2
0w0✓0.
Define CB ⌘ N2M0 + 2g 2B20 > 0, by (5.4):
Ml =
CB   2g 2B2l
N2
. (5.5)
Plug this relation in the first equation of (5.2), the other conservation law is obtained by:
dQl
dBl
=
2↵M
1
4
l
 N2Bl , (5.6)
again, by separation of variables:
 N
2
2
(Q2l  Q20) =
2↵p
N
Z Bl
B0
(CB   2g 2r2) 14dr. (5.7)
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Further calculation yields:
Z Bl
0
(CB   2g 2r2) 14dr = (CB) 14
Z Bl
0
(1  2g 
2
CB
r2)
1
4dr (5.8)
= (CB)
1
4Bl
Z 1
0
(1  2g 
2
CB
Bl
2s2)
1
4ds (5.9)
by letting s = rBl . Again, by change of variables r = s
2:
Z Bl
0
(CB   2g 2r2) 14dr = (CB)
1
4Bl
2
Z 1
0
(1  2g 
2
CB
B2l r)
1
4 r 
1
2dr (5.10)
= (CB)
1
4Bl[2F1( 14 ,
1
2
,
3
2
,
2g 2
CB
B2l )],
where 2F1( 14 , 12 , 32 , 2g 
2
CB
B2l ) is a hypergeometric function. Define H(B) ⌘ 2F1( 14 , 12 , 32 , 2g 
2
CB
B2l ),
the conservation relation between Ql and Bl is:
Ql = {  4↵
N
5
2
[(CB)
1
4 (Bl ·H(Bl) B0 ·H(B0))] +Q20}
1
2 . (5.11)
Combine with the third equation of (5.2), we have:
B0l =  N2{ 
4↵
N
5
2
[(CB)
1
4 (Bl ·H(Bl) B0 ·H(B0))] +Q20}
1
2 (5.12)
this leads to a exact relation:
z =
 1
N2
Z Bl
B0
{  4↵
N
5
2
[(CB)
1
4 (r ·H(r) B0 ·H(B0))] +Q20} 
1
2dr. (5.13)
From these exact relations, we are able to calculate the neutral buoyant and trapping height of
fluid released from the bottom of the container:
z{ne,s} =
 1
N2
Z B⇤
B0
{  4↵
N
5
2
[(CB)
1
4 (r ·H(r) B0 ·H(B0))] +Q20} 
1
2dr, (5.14)
where B⇤ = 0 or  
q
CB
2g 2 , respectively. Those are selected as above since B(zne) = 0, and if
zs satisfies w(zs) = (
p
M/Q)(zs) = 0, given the fact that Q is bounded from equation (4.2):
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Figure 5.1: (a) Density of jet matches ambient at zne. Here the solid and dashed curves denotes
the jet density ⇢j and ambient density ⇢a, respectively. (b) Numerically calculated vertical velocity
vanishes at zs.
Q0  Q  2Q0eKzs , we know that M(zs) = 0. The relation (5.4) further yields B2 = (CB/2g 2) as
M = 0, and hence B⇤ =  p(CB/2g 2). Note that B⇤ is selected with the negative square root
since by (5.2), if B   0, M is an increasing function, and hence M   M0 > 0. In other words, if
M(zs) = 0, B(zs) must be negative. Figure 5.1 demonstrates the validity of those two formulas by
numerically solving a system in the range [0, zne] and [0, zs], .
5.2 Comparison with series solution by Scase et al.
In [32], a similar energy estimation was proposed and from there, by inductively balancing the
dominating order of two sides of the di↵erential equations, a series solution is derived under several
di↵erent types of initial conditions. Here, starting from the exact solution (5.13), we show that the
two solutions are equivalent.
Note that without expressing (5.13) with a hypergeometric function, it can be written as
z =
 1
N2
Z Bl
B0
✓
Q20  
4↵
N
5
2
Z s
B0
(CB   2g 2r2) 14dr
◆  12
ds. (5.15)
In the case Q0 = M0 = 0, z(Bl) =
1
(4↵
p
⇢0)
1
2N
3
4
R B0
Bl
dfrRB0
f (B
2
0 g2)
1
4 dr
, a change of variables r =
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(B0   f)v + f , f = (B0  Bl)u+Bl gives:
z(Bl) =
1
(4↵
p
⇢0)
1
2N
3
4
Z 1
0
(B0  Bl) 38 (1  u) 58duqR 1
0 [(B0 +Bl) + (B0  Bl)(u+ (1  u)v)]
1
4 (1  v) 14dv
.
To study the asymptotic behavior as Bl ! B 0 , let ✏ = B0  Bl > 0, and observe
z(Bl, ✏) =
1
(4↵
p
⇢0)
1
2N
3
4
Z 1
0
✏
3
8 (1  u) 58
Z 1
0
[(B0 +Bl) + ✏(u+ (1  u)v)] 14 (1  v) 14dv] 12 du
as ✏! 0+. Defining
I(Bl, ✏) =
Z 1
0
✏
3
8 (1  u) 58 duqR 1
0 [(B0 +Bl) + ✏(u+ (1  u)v)]
1
4 (1  v) 14dv
, (5.16)
the asymptotic relation I(Bl, ✏) ⇠ (✏3/8
p
5)/(29/8(B0)1/8)(8/3 + 5✏/(198B0)), as ✏! 0. (Appendix
B.1) yields
z(Bl, ✏) ⇠ ✏
3/8
p
5
(4↵
p
⇢0)
1
2N
3
4 29/8(B0)1/8
(
8
3
+
5✏
198B0
). (5.17)
5.2.1 Method of dominant balance
In order to invert our inverse integral solution and write out a series solution to compare with the
one derived in [32], method of dominant balance is applied with the expression (5.17) as z ! 0. Let
✏ = a1z
8
3 + a2z
16
3 = a1z
8
3 (1 + a2a1 z
8
3 ), and observe the leading order in terms of z:
p
2(4↵2⇢0N
3)
1
4 z =
(a1z
8
3 + a2z
16
3 )
3
8
p
5
2
1
(2B0)
1
8
[
8
3
+ (
5
2 · 9 · 11B0 )(a1z
8
3 + a2z
16
3 )]
⇠ (a
3
8
1 z + (8a2/3a1)a
3
8
1 z
11
3 )
p
5
2
1
(2B0)
1
8
[
8
3
+ (
5
2 · 9 · 11B0 )(a1z
8
3 + a2z
16
3 )],
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balancing orders z and z
11
3 :
O(z) :
p
2(4↵2⇢0N
3)
1
4 = a
3
8
1
p
5
2
1
(2B0)
1
8
8
3
;
O(z
11
3 ) :
8a2
3a1
a
3
8
1 =  (
5
2 · 9 · 11B0 )a
1+ 38
1 ,
gives a1 = 2
 11
3 ·3 83 ·5 43 ·B0[(4↵2N3B0 )
1
4 ]
8
3 , a2 =  2 253 ·3 103 ·5 53 · 111 ·B0[(4↵
2N3
B0
)
1
4 ]
16
3 . Those constants
agrees with the expansion obtained in [32].
Note that the analysis above sets Q0 = M0 = 0 and B0 6= 0, which is a non-physical initial
condition since this implies ✓0 =1. It can only be rationalized without tracing back to the original
variables b, w and ✓, or by approximating a pure plume release, that is, buoyancy is the initial
dominated force so that momentum and volume fluxes are neglected. Also notice that in this case,
M1/4l is not Lipschitz continuous so that uniqueness of solution cannot be guaranteed. A trivial
solution (Ql,Ml, Bl) = (0, 0, B0) can be found [32], and in order to compare the nontrivial solution
(5.13) and series solution with numerical solution, a perturbation of initial data on Q0 = 10 8 is
applied in figure 5.2. Furthermore, if M0 is positive, the analysis is simpler since every term on
the right hand side of equation (5.2) is C1 at z = 0, and hence the series solution is actually the
Taylor expansion at z = 0 and the Taylor coe cients can be found by continuously di↵erentiating
Ql, Ml, Bl at the initial point. (The non-physical initial conditions in Figure 5.2 (a) and (b) are:
(Q0,M0, B0,) = (10 8, 0, 1, 1) and (1, 6, 1, 0.4).
5.3 Comparison with Integral solution by Mehaddi et al.
Independently, Mehaddi et al. [26] found an inverse-integral solution to MTT model with linear
ambient background density profile, by studying a di↵erent set of variables, the Richardson number,
the buoyancy frequency parameter and radius, denoted by   = (5gb✓/8↵w2),   = (N2w2/g✓2) and
b. Equations are 8>>>>>><>>>>>>:
 0 = 4↵ b
⇥
1   1 + 2 5   ⇤ ,
 0 = 16↵  5b (  + 1),
b0 = 4↵5
 
5
2    
 
.
(5.18)
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Figure 5.2: Compare integral, series and numerical solutions with (a) Zero initial volume and
momentum fluxes. (b) All initial conditions being nonzero.
Note that in linear ambient profiles, the injection must eventually trap (by §4.3), so that ✓ = 0
somewhere, which leads to   = 0 and hence   attains its maxima at the same point. Writing the
inverse integral solution in terms of z( ) will be impossible since functions are not invertible at
an extrema. The cure is to write out the whole solution into two ranges divided by this critical
point. In our case, we by passed this complication by studying instead the buoyancy flux, which is a
monotone decreasing function and hence invertible. Figure 5.3 demonstrates that when calculating
the neutral buoyant height using the two formulas (5.14) and the one derived from (5.3), for ⇢b
between 1.01g/c.c and 1.11g/c.c, and ⇢t = ⇢b   0.012, the two curves are identical.
In [26], because of the non-invertibility of   at zne, this height needs to be split into the sum of
two integrals, with di↵erent entrainment coe cients for positively and negatively buoyant plumes
[5]. This sharp change of entrainment coe cient still requires justifications even it showed good
agreement with experimental data [26], especially because in (5.3), the variable   is the Richardson
number, and the entrainment coe cient ↵ is usually assumed to depend on it continuously. The
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Figure 5.3: Neutral buoyant height formula (5.14) and the corresponding formula in [26] in terms of
⇢b.
exact integral solution derived through 5.2 can also be applied to calculate the plume rise height by
(5.14), with a constant ↵, or equivalently split to two integrals with two entrainment coe cients.
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CHAPTER 6
TWO LAYER AMBIENT DENSITY PROFILES
6.1 Jump condition and critical formula
Di↵erent from the background density profiles discussed above, a profile with a sharp change in
density is studied in those type of setups in this chapter. Layers of drastic change in density
(halocline) or temperature (thermalcline) can be found in the ocean and are important in several
climate aspects, for example, in high latitude regions they played an important role on formation of
sea ice, and prevents the escape of carbon dioxide to the atmosphere [2]. Strong salinity gradient
in deep water, for instance, in Gulf of Mexico has also been observed as brine pool [20], which
maintains a stable stratification.
Mixing in stratified fluids is the main focus of this study, especially in naturally occurring,
sharply stratified environments described above. In this case, the rising jet bifurcates at a critical
distance L⇤ into two outcomes - for nozzle located closer to the transition layer than L⇤, the jet
escapes while farther than L⇤ it traps. Note that with this sharp transition in ambient density leads
to a nonlinear jump in the equation at the layer location, hence a physical condition is required to
define the solution.
The importance of this type of stratification is not restricted to the observable critical change of
trapping/escaping, it is also the density profile that increases the density of a rising fluid the most.
This result can be applied to estimate behaviors of various di↵erent density stratified environments.
6.1.1 Exact formula with two-layer ambient profile
We now focus on a generalized MTT system for the behavior of a turbulent jet/plume in a sharply
stratified ambient fluid (represented by a step function, ⇢ = ⇢b for z < L and ⇢ = ⇢t when z > L),
(b2w)0 = 2↵bw, (b2w2)0 = 2g 2b2✓, (b2w✓)0 =   (✓f (z   L)/⇤) b2w, (6.1)
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where ✓f = (⇢b   ⇢t)/⇢b, L is the distance between the nozzle and the transition layer, and   is
the Dirac delta function. Note that this is a nonlinear di↵erential equation with a discontinuous
coe cient, and a selection criterion for a solution is needed.
System (6.1) with continuity of b and w for all z, and di↵erentiability of b, w, ✓ for all z 6= L,
implies
b2w✓ =
8><>: B0 for z < L,B for z > L . (6.2)
The solution for constant background density is (3.8) (see §3.1), hence the exact solution to (6.1)
take the form
z =
8>><>>:
1
4g 2
R  
 0
⇣
4↵s5/4
5g 2
p
B0
+A
⌘  12
ds for z < L,
L+ 14g 2
R  
 0
⇣
4↵s5/4
5g 2
pB +A
⌘  12
ds for z > L .
(6.3)
which is determined by evaluating the jump of buoyancy flux across L, [b2w✓]L+L , so that B is defined
by B0 + [b2w✓]
L+
L .
The critical condition B = 0 follows from the existence criterion in Theorem 4.1.1. With a
change of variables Q = b2w, M = b4w4, B = b2w✓, system (6.1) can be rewritten as
8>>>><>>>>:
Q0 = 2↵M
1
4 ,
M 0 = 4g 2QB,
B0 =  ✓f (z   L)Q/⇤ ,
(6.4)
with initial conditions Q0, M0, and B0. By (6.2), B = B0 = B0 before L and B = B after L. By
Theorem 4.1.1, solution existence in [0, L) is guaranteed, and whether trapping or escaping occurs
is determined by B < 0 or B > 0, respectively.
6.1.2 Jump conditions and solutions to linear ambient stratification profile
As mentioned at the beginning of this §6.1.1, there is a jump in buoyancy flux across the transition
location so that a classical solution cannot exist at this point, and by imposing di↵erent jump
conditions at L leads to di↵erent weak solutions. The solution being non-unique is because the step
function formulation of the ambient density profile is actually an idealized two-layer system with zero
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thickness, which introduces a non-di↵erentiability at L into the system. In order to compare results
from this idealized setup with a physical two-layer background density profile, it is reasonable to
treat the step function as a limit of a family of decreasing background density functions sandwiched
by two constant background densities, where the non-constant part is confined in a thin transition
layer, and the limit is taken as the thickness of the transition layer tends to zero.
Mathematically, a unique physical solution to (6.1) can be obtained by imposing the jump
condition
B  B0 =  ⇢b   ⇢t
⇤⇢b
Z L+"
L "
 (z   L)b2wdz =  ⇢b   ⇢t
⇤⇢b
Q(L ), (6.5)
for any " > 0, and continuity of b and w at L. (Hereafter, we adopt the standard notation (·)±
for left/right limiting values to real variables.) This condition can be justified by treating the step
function as the limit of appropriate constant-linear-constant (CLC) or constant-smooth-constant
(CSC) profiles.
Step function approximated by CLC profiles The solution for a constant ambient density
has been well-studied, while for the special case of a linear ambient density profile, with N2 =
 ⇢0a/(⇤⇢b)=const., the general system in (4.1) becomes autonomous and thus lends itself to an
explicit solution, such as that presented in [26] (though with a di↵erent set of variables than those
used here, which, as a technical point, requires splitting the vertical range into intervals above and
below the neutral buoyancy height, a complication avoided in our solution below). By studying
the buoyancy flux, which has the advantage of being immediately invertible due to its monotonic
dependence on z, the neutral buoyancy and apex heights can be computed explicitly by selecting
appropriate domains of integration (§5.1), resulting in the solution
z(Bl) =
1
N2
Z B0
Bl
 
Q20 + 4↵
Z B0
r
✓
M0
N8
+
2g 2
N10
(B20   s2)
◆ 1
4
ds
!  12
dr . (6.6)
The neutral buoyancy and apex positions follow from this by selectingBl = 0 andBl =  
p
CB/(2g 2)
respectively, where CB = N2M0 + 2g 2B20 . Note that in [32], a formal series solution for B(z) is
derived. Applying the implicit function theorem to (6.6) yields the first couple of terms in [32]. In
this regard, the result derived here can be viewed as complementary to that in [32], but we remark
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that our closed form expression establishes the convergence of their formal series solution (which,
by involving nested sums, makes convergence di cult to prove directly).
The jump conditions in §6.1.2 most simply follow by approaching the step function limit with a
family of CLC profiles, see figure 6.1(a), generalized to intersect the limiting step function at any
density ⇢m, ⇢t  ⇢m  ⇢b, by constructing the CLC ambient density function with ⇢a(L⇤) = ⇢m,
⇢a(z) =
8>>>><>>>>:
⇢b, z 2 [0, L⇤   l1]
⇢b   (⇢b   ⇢t)(z   L⇤ + l1)/(l1 + l2), z 2 [L⇤   l1, L⇤ + l2]
⇢t, z 2 [L⇤ + l2,1)
. (6.7)
The identity below follows from (6.6)
z(B2)  z(B1) =
Z B1
B2
1
N2
"
Q21 + 4↵
Z B1
r
✓
M1
N8
+
2g 2
N10
(B21   s2)
◆ 1
4
ds
#  12
dr, (6.8)
and insist on z(B2) = L⇤ + l2, z(B1) = L⇤   l1 (implicitly select values of B1, B2, Q1, M1), one can
define l ⌘ l1 + l2 = z(B2)  z(B1). Substite N2 = (⇢b   ⇢t)/(⇤⇢bl), yields the identity
1 =
Z B1
B2
⇤⇢b
(⇢b   ⇢t)
"
Q21 + 4↵
Z B1
r
✓
M1
N8
+
2g 2
N10
(B21   s2)
◆ 1
4
ds
#  12
dr, (6.9)
by taking the limit l ! 0 in (6.9), leads to (with standard bracket notation) [B]L+L  = (⇢t  
⇢b)Q(L )/(⇤⇢b) as l ! 0, justifies the jump condition (6.5). Continuity of M follows from
2g 2([B]L+L ) = N
2([M ]L+L ) as l! 0 (equation (5.4)); this forces [M ]L+L  = 0, as the left-hand-side is
nonzero. A similar argument (equation (5.7)) shows that Q is continuous across the layer, which
verifies continuity of w =
p
M/Q.
Smooth approximation of step density jumps Next, we further generalize the derivation of
jump conditions by considering a family of constant-smooth-constant (CSC) profiles limiting to a
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(L⇤, ⇢t) z
⇢a
(b)
Figure 6.1: (a) Step function (thick) approximated by a series of constant-linear-constant profiles
(solid, dashed, to dot-dashed) of increasing steepness of linear part. (b) A CSC approximation
crossing the step function at density ⇢m (⇢t  ⇢m  ⇢b). Steepness of linear part increases from
solid to dashed to dot-dashed.
step (figure 6.1(b)),
⇢a(z; zi) =
8>>>><>>>>:
⇢b, z 2 [0, zi]
⇢b   (⇢b   ⇢t)fs(z), z 2 [zi, L⇤]
⇢t, z 2 [L⇤,1)
, (6.10)
where fs is a smooth function with fs(zi) = 0 and fs(L⇤) = 1 for some zi < L⇤. We study  (z; zi)
for (4.1) using ⇢a(z; zi). Integrating the   equation starting from zi, and noting that q is increasing
with   =  0 in [0, zi], it follows that
 (L⇤; zi) =  0  
Z L⇤
zi
|⇢0a|
⇤⇢b
qds <  0   q(zi)
Z L⇤
zi
|⇢0a|
⇤⇢b
ds <  0   q(zi)⇢b   ⇢t
⇤⇢b
. (6.11)
Hence
 0   q(zi)⇢b   ⇢t
⇤⇢b
>  (L⇤; zi) > B(L⇤+), (6.12)
where the lower bound is provided in § 6.2. Since q = Qh (defined in (3.2)), sending zi ! L⇤ recovers
(6.5).
Numerical verification with Erfc(z) Given the two approximation schemes above, a reasonable
jump condition can be selected, and hence the system (6.4) will have a unique physical solution.
Erfc((z   L)/ ) is another intuitive approximation of step function, by sending   ! 0, where
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Figure 6.2: Numerically computed density anomaly, ✓(z), with A Gaussian distribution function
approximating delta function and imposing jump condition.
Erfc(z) = 1   erf(z) = 1   (2/p⇡) R z0 e t2dt. The corresponding approximation of  (z   L) is 
(⇢b   ⇢t) exp
  (z   L)2/ 2  / p⇡⇢b  , figure (6.2) shows two numerically simulated system with
this function using   = 1 and   = 0.1 and compare with piecewise solving two constant background
with jump condition (6.5) Imposed.
Critical distance with jump condition The jump condition for step function formulation is
imposed above as a limit of zero thickness transition layer. Now we are able to write down explicitly
what the limiting critical distance should be if the strong mixing in the layer is taken into account,
and should be more and more accurate when the thickness of the experimental transition layer is
made to be thinner and thinner. In figure 8.1, the critical length with jump condition is shown to be
accurate when compared to experimental data (with explicit quadrature involving a hypergeometric
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special function)
L⇤ = L0
Z A⇤
1
dsp
s5/4 + ✏  1
, (6.13)
where the (non-dimensional) Richardson number is ✏ = 5(1 +  2) ⇢¯r0g/(16
p
2↵w20) (proportional
to the square of the Richardson number (4
p
2⇡ 2gb0✓0/((1 +  2)w20))
1/2 defined in [12]), A⇤ =
(1 + ✏(( ⇢¯/✓f )2   1))4/5, and L0 = (5r0w20/(16
p
2g(1 +  2)↵ ⇢¯))1/2 (Appendix C). Here ⇢j(0), r0
and w0 are the physical initial jet density, radius and velocity, respectively. (We remark that a
di↵erent formula for L⇤, L⇤m say, was presented in Adalsteinsson et al. (2011); the upper limit of
integration in (6.13) was taken to be A⇤m ⌘ (1+ ✏((✓0/✓f )2 1))4/5, thus neglecting a jump condition
associated with a sharp density transition and missing the sharp layer component of mixing captured
by using A⇤.)
The critical distance z⇤ separating escaping from trapping is selected by the upper limit of
integration  f in (3.8) which makes B = 0. We use condition (6.5) and continuity of b and w to
determine  (z⇤) = (⇤/✓f ) from
B = B0   lim
z!L 
(✓f/⇤)b
2w(z) = B0(1  (✓f/⇤) (z⇤)) = 0 , (6.14)
so that by equation (3.7), the critical upper limit of integration is
 f =
✓
 (z⇤)2  A
a
◆4/5
=
✓
⇤2⇢2b
a(⇢b   ⇢t)2  
A
a
◆4/5
, (6.15)
(Note that the lower limit of integration in (3.8) is selected in terms of the initial conditions.)
Note that if one utilizes (3.11) instead, the upper limit of integration will now be selected as
Q⇤ =
⇤B0⇢b
⇢b   ⇢t , (6.16)
the critical distance formula with jump condition becomes
L⇤ =
Z Q⇤
Q0
1
2↵

M
5
4
0 +
5g 2B0
4↵
 
s2  Q20
    15
ds. (6.17)
43
6.2 Optimal mixing profile
The two layer, sharply stratified environment is not only a convenient experimental setup to test the
critical transitioning between trapping and escaping, it also plays an important role of an optimal
mixing density background - for any ambient density profile with the same density di↵erence within
the same distance L, the step function increases the jet density the most, after sampling the whole
range L. This result can be used to narrow down the range of underwater trapping plumes.
Deriving exact solutions to the MTT system (4.1) with arbitrary stratified density profiles is
challenging. However, by using the exact solution (3.8) in Gronwall-like estimates for the general
system, we next establish optimal mixing properties for a broad class of density profiles in the
following sense: With the same initial data, consider two background density profiles ⇢a1 and ⇢a2,
we say ⇢a1 is a better mixer than ⇢a2 at z if ⇢j1(z)   ⇢j2(z), where ⇢j1, ⇢j2 are the jet densities in
backgrounds ⇢a1 and ⇢a2, respectively. Furthermore, let I be an index set and D = {⇢J |J 2 I} be a
family of ambient density functions, if ⇢j1(z)   ⇢J (z) for all J 2 I, we say ⇢j1 is the optimal mixing
profile amongst the family of density functions D at z.
Optimal mixing profile
Theorem 6.2.1 (Optimal mixing profile). Consider the step function density profile (1.2) with the
step located at L = L⇤ (or ⇢a(z) = ⇢b + (⇢t   ⇢b)U(z   L⇤), where U is the unit step function), and
the family of functions
⇢ˆa(z) = ⇢b + (⇢t   ⇢b)f(z), with f(0) = 0, f(z) = 1 for z   L⇤, (6.18)
where f is a continuously di↵erentiable monotone increasing function so that ⇢a(0) = ⇢ˆa(0) and
⇢a(L⇤) = ⇢ˆa(L⇤) for any ⇢ˆa above. The corresponding MTT systems are (6.4) with its jump
conditions (6.5) and 8>>>><>>>>:
Qˆ0 = 2↵Mˆ
1
4 ,
Mˆ 0 = 4g 2QˆBˆ
Bˆ0 =  (⇢b   ⇢t)f 0(z)Qˆ/(⇢b⇤) ,
(6.19)
and with identical positive initial data (2.34), Bˆ(L⇤+) > B(L⇤+) = 0. That is, ⇢a(L⇤+) > ⇢ˆa(L⇤+)
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for any ⇢ˆa in (6.18), so ⇢a is the optimal mixing profile at L⇤+ amongst the family of profiles
formulated by (6.18).
Note that the reference two-layer step profile strictly dominates this class (see figure 6.3), and
the densities of all profiles are identical at the origin and at a height where the densities starts to be
constant. After sampling the whole range of [0, L⇤), the buoyancy flux is minimized and jet density
is maximized at L⇤+, in the density stratification ⇢a.
!L!, Ρt"
!0, Ρb)
⇢ambient
z
Figure 6.3: Two layer (thick) and linear (dotted), quadratic (dashed), quintic (dot-dashed) density
profiles decreasing from ⇢b to ⇢t within distance L⇤.
Proof. The goal is to show Bˆ(L⇤) > 0 ⌘ B(L⇤+), i.e., the buoyancy fluxes of all profiles in the
“hat-class” are positive at z = L⇤, which would lead to escaping solutions for (6.19). In §4.2 the
conclusion after (4.9) yields that Qˆ  Qh = Q and Mˆ  Mh = M for z 2 (0,min{L⇤, zˆs}) since
B = B0 for z 2 [0, L⇤), where Mˆ(zˆs) = 0. Next we show that zˆne > L⇤ where Bˆ(zˆne) = 0. Now
suppose by contradiction that zˆne  L⇤. The fact that Mˆ attains its maximum value at zˆne yields
zˆne < zˆs (zˆne 6= zˆs since Mˆ(zˆne) > M0 > 0), and hence Q   Qˆ in (0, zˆne]. Since Qˆ and Q are
increasing, the estimate
Z zˆne
0
f 0Qˆdz < Qˆ(zˆne)f(zˆne)  Q(zˆne)f(zˆne)  Q(zˆne), (6.20)
contradicts the assumption zˆne  L⇤,
0 = Bˆ(zˆne) > B0   ⇢b   ⇢t
⇢b⇤
Q(zˆne)   B0   ⇢b   ⇢t
⇢b⇤
Q(L⇤ ) = B(L⇤+) = 0 , (6.21)
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so that it must be zˆne > L⇤. Since Bˆ is decreasing, Bˆ(L⇤) > Bˆ(zˆne) = 0, which completes the
proof.
Note that the first inequality in (6.20) is strict because equality holds only if Qˆ is constant in
[0, zˆne]. Furthermore, since zs > zne > L⇤, the solution to (6.19) exists in the range [0, L⇤].
In conclusion, the above argument proves that the two-layer profile is the best mixer since Qˆ > 0
implies ✓ˆ(L⇤) > 0 so that ⇢ˆj(L⇤) < ⇢t = ⇢j(L⇤+). Compared with the step stratification, the jet
density in any other stratification of the continuous class described above cannot exceed ⇢t, i.e., the
jet cannot be neutrally buoyant before L⇤, and hence keeps rising due to positive buoyancy after
passing through a continuous density transition in this class.
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!0, Ρb)
⇢ambient
z
!L!, Ρt"
!0, Ρb)
⇢ambient
z
Figure 6.4: The optimal mixing extends to step location L less than L⇤, that is, ⇢t > ⇢j(L+) >
⇢ˆj(L+).
We remark that this optimal property extends to density profiles with steps located at shorter
distances L < L⇤, (figure 6.4):
Corollary 6.2.1. Let
⇢L(z) = ⇢b + (⇢t   ⇢b)U(z   L)
and define
D1 = {⇢ˆa(z)|⇢ˆaL(z) = ⇢b + (⇢t   ⇢b)f(z), with f(0) = 0, f(z) = 1 for z   L},
then ⇢L is the optimal mixing profile amongst D1.
Proof. since steps maximize the density increment after the jump, as follows from the Gronwall
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Figure 6.5: When the nozzle is placed at zjet 2 (0, L⇤) so that the z-coordinate is shifted as
Z = (z   zjet), plume escapes and solution to MTT system must be global.
estimates above, rewritten for density,
⇢ˆj(L) = ⇢t   ⇢b✓ˆ(L) = ⇢t   ⇢bBˆ(L)/Qˆ(L) < ⇢t   ⇢bB(L+)/Q(L+) ⌘ ⇢j(L+),
where the existence of the continuous hatted system is guaranteed by positivity of Bˆ at lengths
shorter than critical.
It is worth noting that the system of di↵erential equations given in (6.19), with density profiles
in the class defined by equation (6.18), will enjoy global existence provided the initial distance
between the jet and the transition point is less than or equal to L⇤ (i.e. the jet nozzles locations,
zjet, positioned at zjet   0. This follows from the proof of optimality above, since the buoyancy is
conserved in the top layer. However, this property clearly does not extend to jet nozzle locations with
zjet < 0, as the asymptotic results for constant-linear density profiles presented below in appendix
D rigorously document. (When zjet < 0, ⇢a extends to be constant ⇢b in (zjet, 0). See figure 6.5 for
definition of zjet). Consequently, for the results obtained in this manuscript regarding the critical
height and optimality for jet positioned with zjet   0 (the primary focus of this manuscript), the
plume height will diverge.
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6.3 Optimal mixing in Gaussian and Top-hat configurations
Theorem 6.2.1 states that considering mixing in a step function background density profile as shown
in figure 6.4 (with L  L⇤), the injected fluid density ⇢j(L+) after traveling the whole bottom layer
[0, L), is maximized. Intuitively, as figure 6.4 shows, the injected fluid is mixing with the densest
fluid for all z 2 [0, L), which presumably leads to a conclusion that the injected fluid density should
increase the most for all traveling distances. However, for propagation distances not equal L, density
variation could be more complicated than only considering the density of the entrained fluid from
the environment.
Initial worst mixing in Gaussian closure Surprising, non-intuitive behavior originates in
the Gaussian closure from the weakest initial mixing occurring in homogeneous environments as
compared to that associated with any stable stratification. As a result, if the distance traveled
by the mixing jet does not sample the complete range of ambient densities, the optimal mixer is
indeterminate, which makes the direct proof of optimal mixer di cult, and requires a proof by
contradiction at the right limit of the jump location. For example, figure 6.6 depicts the di↵erence
between the evolving jet density in homogeneous and in linear stratifications, with the jet nozzle
positioned at the critical distance, L⇤: for short distances, the linear stratification is a better mixer
than the two-layer, whereas for longer distances this mixing property switches. For the step located
at distances L larger than L⇤, similar behavior can be observed numerically, with one additional
complication arising from the possible loss of existence, zs 2 (0, L), in the limit of large L (before the
full range of ambient densities is sampled). For example, in the case of linear stratification, for large
L direct mathematical analysis of the exact quadrature (5.13) indeed shows that the singularity
height zs occurs within this range, see appendix D.
Some of the peculiar initial mixing properties for the Gaussian-plume closure can be immediately
seen from the estimate
⇢¯j
0(0) = 2↵M
1
4
0 ✓0⇢b/Q0   ⇢0a(0)/⇤ > 2↵M
1
4
0 ✓0⇢b/Q0 = ⇢
0
j(0) , (6.22)
where ⇢¯j and ⇢j are the jet densities in a stably stratified and sharply stratified environment,
respectively. Figure 6.6 illustrates this initial behavior, and shows the switching to optimality of
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Figure 6.6: Numerically computed jet density di↵erence ⇢j   ⇢j,l between two-layer and its linear
stratification counterpart vs. distance from the nozzle, with jump location at L⇤; parameters are:
⇢b = 1.057g/c.c., ⇢t = 1.045g/c.c. (solid), ⇢t = 1.05g/c.c. (dashed). Curves terminate at neutral
buoyancy position of each linear profile. Inset shows the step and liner ambient density profiles for
each parametric choice.
the two-layer model at larger jet-travel distances: the transition can occur well before the critical
distance L⇤ (solid curve), or right at the critical distance (dotted).
Pointwise optimal mixing in Top-hat closure It is worth pointing out that the Top-hat
closure model (denoted by the subscript (·)T ),
Q0T = 2↵M
1
4
T , M
0
T = 2g 
2QTBT , B
0
T = ⇢
0
aQT /⇢b, (6.23)
behaves di↵erently from its Gaussian counterpart: two-layer ambient density profile is the optimal
mixing profile
⇢j,T > ⇢ˆj,T , for any z > 0, (6.24)
where the hatted and non-hatted variables refer to variable density and homogeneous profiles,
respectively. From equation (6.23), it can be seen that BT = B0 for z 2 [0, L), that is, QT (⇢b ⇢j,T ) =
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Q0(⇢b   ⇢0j,T ), solving for ⇢j,T :
⇢j,T = ⇢b   Q0QT (⇢b   ⇢j(0)) (6.25)
On the other hand, since BˆT = B0+
R z
0 ⇢
0
aQˆTds, multiply by ⇢b on both sides to obtain QˆT (⇢a ⇢ˆj,T ) =
Q0(⇢b   ⇢ˆj,T (0)) +
R z
0 ⇢
0
aQˆds, so that
⇢ˆj,T = ⇢a   Q0
QˆT
(⇢b   ⇢j,T (0))  1
QˆT
Z z
0
QˆT⇢
0
ads. (6.26)
Taking the di↵erence of (6.25) and(6.26):
⇢j,T   ⇢ˆj,T = Q0(⇢b   ⇢j,T (0))( 1
QˆT
  1
QT
) + (⇢b   ⇢a) + 1
QˆT
Z z
0
QˆT⇢
0
ads   0 (6.27)
since the first term on the right hand side is positive from estimates in §4.2, and the last two terms
adds up to be positive by the following argument:
(⇢b   ⇢a) + 1
QˆT
Z z
0
QˆT⇢
0
ads =
1
QˆT

QˆT (⇢b   ⇢a) + ⇢aQˆT (z)  ⇢bQ0  
Z z
0
⇢aQˆ
0
Tds
 
=
1
QˆT

⇢b(QˆT  Q0) 
Z z
0
⇢aQˆ
0
Tds
 
=
1
QˆT
Z z
0
(⇢b   ⇢a)Qˆ0Tds   0. (6.28)
Lastly, a peculiarity arising in the Gaussian closure is that the density jump across the step is
[⇢j ]
+
  = (⇢t   ⇢b)/ 2, which is independent of the initial jet density, making possible a zero critical
distance. To see this, assume ⇢b < (1 +  2)⇢t, and ⇢j(0) > ⇢t + (⇢t   ⇢b)/ 2, the jump condition
⇢j(L+) > ⇢t (guaranteeing trapping) is satisfied for any L > 0, and hence L⇤ = 0. Note that this
does not occur in Top-hat profiles: ⇢j is continuous so that L⇤ = L⇤m   0. We remark that for
profiles not strictly dominated by a reference two-layer step stratification, additional complications
may arise and will be explored in future work.
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CHAPTER 7
EXPERIMENTAL SETUP
7.1 Miscible buoyant jet experiments and theoretical predictions
Three way valve
Slider
Slider
Conductivity 
Probe
Nozzle
Figure 7.1: Experimental Setup
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7.1.1 Tank setup
In all our experiments, jets were pumped vertically from below the fluid density transition in a
plexiglass tank of dimension 72.4 cm⇥56 cm⇥80 cm (W⇥D⇥H). This tank was filled halfway with
a salt water solution of density ⇢b. This density is measured (indirectly) by using a WTW Cond
197i and an Orion 550A conductivity meters with a WTW Tetracon 325 conductivity probe with a
cell constant of 0.475± 1.5%. A second salt water solution of density ⇢t (⇢t < ⇢b) was mixed and
poured slowly through a di↵user into the tank in order to minimize mixing between the fluid being
poured and the fluid already in the tank (See figure 7.1). Pouring took about 45   60 minutes,
creating sharp density transitions of thickness between 1.45   3.15 cm. All data presented here
are constrained to have the density di↵erence ⇢b   ⇢t ' 0.012g/cc. A jet nozzle (of radius 0.4572
cm) located in the tank was attached to a reservoir of fresh water. The positions of the jet nozzle
and of the conductivity probe were zeroed using a leveled laser, and the distances between the jet
nozzle and respective heights of the 90% (smaller distance, L90) and 10% (larger distance, L10)
values of density di↵erences were recorded. The 90% data is presented in figure 8.1, as this is
the location where the plume begins to experience the density transition. A three-way valve was
employed to recirculate the fresh water jet fluid through the reservoir to minimize undesirable
bubble injection. To the right of figure 7.1 there are two injecting methods, one with gear pump
and the other with syringe pump described below. The figures 7.2 and 7.3 are connected with figure
7.1 through overlapping the three way valve.
7.1.2 Gear pump injection
Critical distance data A gear pump (Cole-Parmer Gear Pump Drive 75211-10 with a Micropump
Gear Pump O/C GJ-N25.PF15A) created a jet, and a Cole-Parmer 94778-00 flow meter with a
+GF+ Signet 3-2100-1L adapter was used to adjust the volumetric flow rate fixed at 4.4 mL/s
(unless otherwise noted), yielding an entry Reynolds number Re ' 1370. The three-way valve was
opened to fire the jet into the tank for 15s. The procedure was repeated adjusting the distance
between the jet nozzle and the transition layer to window the critical escape/trap height to within
2mm.
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Figure 7.2: Gear pump setup
Optimal mixing result A second set of experiments were performed to test Theorem 6.2.1
presented in §6.2. We considered two di↵erent density profiles: one with an e↵ectively sharp
density transition and a second, smoother profile satisfying the requirements for an element of the
class defined in equation (6.18). These profiles were measured with the conductivity probe, and
transformed to density profile by linear interpolation, with the data shown in figure 8.2. The sharp
profile was prepared using the technique described above, with a sharp transition layer approximately
1.6 cm thick. The second (smoother) density profile was poured using a two bucket method to
create an approximately linear transition sandwiched between two limiting values, with the upper
corner smoothed out as a result of switching back to constant density pouring, which resulted in
a e↵ectively thicker density transition layer slightly larger than 4 cm (which, by using a smaller
threshold than the 10% criterion would make the comparison with the sharp case even more evident,
owing to the long tail in the upper layer created for this profile).
To demonstrate that the sharp density profile is indeed a better mixer, we first experimentally
determined the critical distance for this profile by firing a freshwater jet with the same nozzle as
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described above (though now with the di↵erent flow rate 15 ml/s). The critical distance for this case
was again determined by observing the behavior of the jet fluid, to either escape or trap, after the
jet was turned o↵. The ambient fluid was re-poured for each trial, measuring the density profile to
guarantee that the transition layer was reproducible to within millimeters (vs. the overall thickness
of 3 cm). (We note that by pouring the top layer a little faster, a layer of thickness slightly larger
than 3 cm was produced due to the mixing associated with the pouring process; through selective
suction of the mixed layer fluid, the layer thickness could be reduced for repeatable matching of the
profiles.) With each new density profile, the distance was adjusted to bracket the escape criticality
to within 0.2 cm, consistently with procedure for all our datasets. For all the jets used in this set of
experiments, the same pumping system was employed, and the flux monitored using a a Proteus
800 Series NEMA 4 flow meter (see figure 7.2).
7.1.3 Syringe pump injection
Reproduce critical distance data The data presented on figure 8.1 is repeatable, however now
with a di↵erent experimental setup to obtain a steady, relatively slow injection. E↵ected by the
water pressure above the nozzle, the motor pump creates a more stable flow rate when volumetric
flow rate is relatively high (⇠ 15 ml/sec), compared with the syringe pump. The Cole-Parmer
Syringe Infusion Pump 74900-30 syringe pump pushes the fluid within the syringes taking into
account any pressure ahead of the outlet, and generates a steady flow rate about 4.4ml/sec (see
figure 7.3).
7.2 Specifications and some details of experimental setup
In figures 7.1, 7.2, 7.3 and 7.4, the measurements to the labeled tubes and the L-shaped nozzle
holder are listed below
Note that the tube lengths listed above is picked so that an observation of trapping or escaping
can be easily made. The injection is taking place for 15 seconds with volumetric flow rate of 4.4
ml/sec, so that the total amount of water injected is 66 ml. For the purpose of reproducing the data
in figure 8.1 (determining the critical distance) the dyed water must be fired into the tank. For
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Figure 7.3: Syringe pump setup
Tube label Connection description measurements (cm)
A Nozzle 4.2
B Vertical metal bar 74.4
C Horizontal metal bar 31.7
1 Graduated cylinder to gear pump 101
2 Gear pump to flow meter 41.1
3 Flow meter to three way valve 89.9
4 Three way valve to nozzle 48
5 Three way valve to graduated cylinder 100.5
6 Three way valve to Y-junction tube 23.5
7 Connecting tube 10.7
8 Y-junction to outer syringes 7
9 Y-junction to inner syringes 6.5
Table 7.1: Table of measurements of tubes and nozzle holder.
total tube lengths being too long (volume more than 66 ml), the dyed water in either the graduated
cylinder or in the syringes may not reach the nozzle, which means only clear water has been fired so
that observation are di cult to make. With the tube lengths listed in the table above, the tubes are
short enough so that the amount of dyed water injected into the tank is observable and meanwhile
long enough so that the experimentalist could operate smoothly without blocking the view of the
camera.
Details of experimental setup
1. Density change because of evaporation:
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Figure 7.4: A nozzle holder that attaches to a slider so that the nozzle can be moved vertically.
Labels A, B and C corresponds to items in Table 7.1.
In order to have a sharp transition between the two constant layers, the top layer needs to
be poured slowly through a floating di↵usor. This usually takes more than five hours, and a
layer thickness of about 2.5 cm can be achieved. To further sharpen the layer, a conductivity
profile of the tank is sampled, which enables us to determine the location and the thickness of
the layer. According to this information, we can narrow down the layer thickness by placing
a tube in the middle of the layer, and slowly pump out the transition layer. The procedure
usually takes about 2 hours and a layer thickness can be shrunk to approximately 1cm. Notice
that the timespan of stratifying can take more than 8 hours, and we have noticed that because
of temperature fluctuation and evaporation, the salt water density may vary as much as 0.006
g/c.c.. According to the theoretical calculation, this may change the critical distance to as
much as 1 cm if the third and forth decimal of the density was not carefully controlled. A
revision was made by wrapping the top of both the reservoir and the tank with food wrap,
which keeps the density of the water almost the same for 24 hours.
2. Leveling:
Since we are narrowing down the transitioning behavior of trapping and escaping within a
2mm di↵erence, any error coming out from measurements at the same order should be avoided.
Those could come from calibrating the relative location of the conductivity probe, the nozzle
and the water surface and convert them to the graduates on the unislide. The probe is leveled
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with water surface before the stratification by sliding it down into the water by the unislide
until the water got attached to the probe. A side note from the manual of the conductivity
probe is that the conductivity sensor is located at 2.2 cm higher than the bottom of the probe
(figure 7.5). The nozzle was leveled from below the water surface until the nozzle first emerges
into air. The water surface was also leveled with a ruler taped outside of the tank by carefully
aligning the water surface in the front and back of the tank and the ruler reading. Typically,
the bottom layer is filled to 43.6 cm from the floor.
After the relative location of the probe, nozzle, water surface and floor are calibrated, we are
able to determine the location of the nozzle with respect to two coordinate systems - relative
to the density profile and relative to the floor. The goal of these experiments is to study the
outcome of jets released in a stratified environment, and the first coordinate system allows
us to place the nozzle at any prescribed location relative to ambient density stratifications.
Knowing the nozzle location in the second coordinate system further enables us to check if
the nozzle was placed at the correct location: by drawing lines on the front and back of the
tank, at the relative height from the floor, the two lines and the nozzle head must align.
A checklist of experimental procedure is made to ensure every detail of the setup was taken
care of, along with a table for recording conductivity values (appendix E), and once the
experimental setup passed all the check points on the checklist, we place the camera leveled
with the nozzle height (actually the two lines on the tank), and ready to fire.
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Overview TetraCon 325 / TetraCon 325/C
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1 Overview
1.1 Structure and function
Structure
1.2 Recommended fields of application
! On site measurements in rivers, lakes and wastewater
! fishfarming
! Ground water measurements
! Applications in water laboratories
The TetraCon 325/C ist particularly suitable for heavy chemical stress, parti-
cularly for acid media.
1 Voltage electrode (inside, 2x)
2 Current electrode (ring, 2x)
3 Temperature sensor in a graphite enclosure
4 Shaft
5 Connection head
41, 2 3 5
Technical data TetraCon 325 / TetraCon 325/C
14
4 Technical data
General features Measuring principle Four-electrode measurement
Cell constant 0.475 cm-1 ±1.5 %
Temperature sensor integrated NTC 30 (30 k!/ 25 °C)
Dimensions
(in mm)
Weight approx. 135 g
Materials Shaft Epoxy
Connection head TetraCon 325: POM
TetraCon 325/C: PEEK
Plug connection for 
DO module
PEEK
Conductivity electrodes Graphite
Thermistor enclosure Graphite
Connection cable Lengths TetraCon 325: 1,5 / 3 / 6 / 10 / 15 / 20 m
TetraCon 325/C: 1,5 m
Diameter 6 mm
Smallest allowed 
bend radius
Permanent bend: 80 mm
Single time or short time bend: 50 mm
Plug type Socket, 8 pins
Pressure
resistance
Sensor with closed plug 
connection
IP 68 (2 x 105 Pa or 2 bar)
Cable plug IP 67 (when plugged in)
The TetraCon 325 / TetraCon 325/C meets the requirements according to 
article 3(3) of the 97/23/EC directive ("Pressure equipment directive").
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Figure 7.5: Specification of conductivity probe adopted from manual.
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CHAPTER 8
COMPARISON OF MTT MODELING AND EXPERIMENTS,
APPLICATION AND DISCUSSIONS
8.1 Theoretical and experimental results
All the theoretical results deduced from the classical MTT model needs to be tested experimentally
to show the validity of this study. In this chapter, one set of experiments were conducted to
demonstrate a good agreement of experimental data with the theoretical formula of critical distance,
and another set were executed to examine the optimality of two-layer ambient profile.
8.1.1 Critical distance
Some of the results of our experimental campaign are presented in figure 8.1. The data for the
experimentally measured critical distance, L⇤, are plotted as a function of the normalized density
di↵erence,  ⇢¯, in one case measured from L90, and in the second case from L10. Error bars are
drawn with respect to the accuracy of the calibrated slider used to position the salinity probe.
Also shown is the layer thickness (L10  L90) for each data point. The theoretical curves are also
depicted based on the two-layer formula (6.13), using the two di↵erent models generated by using
the parameters A⇤ and A⇤m. The comparison shows agreement with L90 using A⇤ and somewhat
less quantified agreement with L10 data using A⇤m. This is not unexpected: since A⇤ < A⇤m, the
theoretical critical length L⇤ is smaller than L⇤m, and the model that does not incorporate the mixing
due to the sharp layer. The model with L⇤m should agree better with experimental lengths measured
from L10, while conversely the model accounting for sharp-layer mixing would do best with L90
experimental lengths. Further, figure 8.1 depicts theoretical curves obtained by di↵erent constants ↵
and   to test sensitivity on these parameters. Note that this dataset was collected in 2005, where
the densities was converted from conductivity measurement, which is accurate to 0.001± 0.0005
g/cc. However, the some of the data points has been reproduced with density measured by Anton
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Figure 8.1: Miscible buoyant-jet trapping/escaping critical-length vs.  ⇢¯, with layer thickness
also shown for each experiment. Curves: theoretical predictions. Symbols: experimental data.
Non-dimensional length scale normalized by nozzle radius D (error-bars based on instrumenta-
tion).(a) L10 data with L⇤m. (b) L90 data with L⇤.
Paar Portable Density Meter DMA 35 and the syringe pump injection.
8.1.2 Optimal mixing profile
In this comparative study between sharp and smooth stratifications, the density di↵erence between
the top and bottom homogeneous regions was kept at 0.01 g/cc, which is di↵erent from the one
used in the first batch of the experiments. The critical distance measured from nozzle to L90 was
found to be 6.9 cm. This smaller density di↵erence, combined with larger flow rate yields a larger
critical distance than the one measured above for our first detailed dataset, where the density
di↵erence was chosen to mimic those typically found in the ocean. We remark that this larger
distance was important for repeatability as it gave extra flexibility when pouring the smoother
profile (satisfying the conditions defining our class of density profiles expressed by equation (6.18)).
This was particularly important because of the inevitable long tail of the stratification profile in
the upper fluid which arises from the need to switch from the two-bucket method back to constant
density pouring, which in turn is required to match smoothly the top layer density of the sharply
stratified counterpart.
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For the smoother profile, with the jet distance fixed at the critical distance determined for by
the sharp case at 6.9 cm, a vertical freshwater jet was fired at the exact same flow rate of 15 ml/s,
and the jest fluid was indeed observed to escape to the free surface. We document the two cases
in figure 8.3. In the sharply stratified environment (red injection, left panel), the jet is positioned
just slightly beyond the critical distance of 6.9 cm so that it traps, as is clearly observed in the
figure. We note the jet escaped, in this sharp stratification case, when the nozzle distance from
the density transition was set to 6.7 cm, while it trapped when the nozzle was set at a distance of
7.1 cm. In contrast, for the smoother transition (blue injection, right panel), the jet always escaped,
as evidenced by the strong accumulation of colored fluid at the free surface.
8.1.3 Discussion of experiments and data
Next, a few remarks are in order. First, we note that for this experiment which documents the
optimality of the two layer stratification, the initial velocities are considerably higher than our full
data above, and consequently the turbulent flow is closer to the jet-dominated limit. As such, to
utilize the theoretical formulae to predict the critical distance, a di↵erent entrainment coe cient is
needed. should use a di↵erent entrainment coe cient. Applying our formula (6.13) with ↵ = 0.0833,
the critical distance for these parameters is 5.4 cm, whereas using the jet entrainment value of 0.0535
produces a slightly more reasonable value of 8.2 cm. To improve the prediction in this intermediate
regime, a di↵erent entrainment model would be needed, as described in [12]. Second, it is interesting
to note that both panels of figure 8.3 clearly exhibit a small accumulation of trapped jet fluid at the
transition layer. This arises from the slow trickle of leaking jet fluid entering the tank after the jet
is stopped, since this is done by closing a three way valve which leaves some residual fluid in the
feeding line, which then slowly leaks into the tank. An interesting question would be to consider
why this fluid traps at all, given that it moves upwards through the bottom layer in an essentially
laminar motion. We conjecture that the di↵erent physics of laminar enhanced-di↵usivity is at play
in this regime, and this enhancement is responsible for the small volume of trapped fluid from the
leaking lines seen in the experiments.
61
Figure 8.2: Red profile: e↵ective two layer stratification. Blue profile: smoothed out profile with
two-bucket mixing method for intermediate layers. Both profiles have the same density (1.0582g/cc)
at the nozzle location 41.1 cm from the floor, and at 52 cm from the floor, with the same constant
density of 1.0492g/cc at the top. The green squares and circles denote the locations of L10 and
L90 for the respective cases of the smooth and sharp transitions. The purple square is the location
where the conductivity probe reads constant values for shallower depths for the sharp one.
(a) (b)
Figure 8.3: (a) Water injected into the red profile shown in figure 8.2. (a) Water injected into the
blue profile in figure 8.2. Clearly, the one injected into a sharply stratified environment trapped
while injected in a less dense environment, the injection escaped.
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8.2 Application to Deep Water Horizon (DWH) oil spill
Theorem 6.2.1 can be applied to bound a minimum distance for jets to reach a neutrally buoyant
location in other density stratified profiles. As an application, we consider the very real case of the
DWH oil spill in the Gulf of Mexico in 2010. Substituting the relevant parameters into our formula
for L⇤, one can find lower bound for the trapping location. Thus, we set the pipe radius to r0 = 20
cm, the volumetric flow rate to Qe = 1.2⇥ 105cc/s, the mean injection velocity to w0 = Qe/(⇡r20)
cm/s, the bottom density to ⇢b = 1.02774g/cc, and the mean jet density to ⇢j = 0.85g/cc [25], and
draw the critical distances L⇤ and L⇤m as functions of the “top”-density ⇢t, see figure 8.4(a). Thus,
we are using the local ocean density along the water column to set the size of the density jump
for a step located at the height corresponding to this density value (while keeping ⇢b fixed at its
maximum at the well-head). Note that before the ocean density profile intersects the curve L⇤(⇢t),
the jet cannot be neutrally buoyant even in the best-mixing two-layer case since it would have
traveled a shorter distance than L⇤. For example, for a preselected density ⇢t1 , there is a height
L such that ⇢a(L) = ⇢t1 . Suppose L
⇤(⇢t) has not crossed ⇢a, in other words, assume L⇤(⇢t1) > L.
This will be the case for values of ⇢t1 very close to the maximum density at the well head. Now, let
B1, B2 and   be the buoyancy fluxes for the di↵erent profiles of the dotted step, solid step and solid
curve in figure 8.4(b), respectively. It is clear that B2(L) > B1(L⇤) = 0 since for step functions,
buoyancy flux is a monotone decreasing quantity in step location, and L⇤ is the critical distance. On
the other hand, the two solid curves fits in the family of profiles that allows us to apply Theorem
6.2.1, and hence  (L) > B2(L) > B1(L⇤) = 0. This argument holds until the special case that
⇢a(L⇤2) = ⇢t2 , which we can conclude  (L⇤2) > B(L⇤2) = 0, where   and B again are the buoyancy
fluxes in the step and smooth ambients as in figure 8.4(c), respectively. Applying this procedure
to the ocean data yields the critical depth of 1318m, which is denoted by the orange horizontal
line in 8.4(a). Theorem 6.2.1 provides a lower bound for the depth at which a sub-surface trapped
oil plume may reside. Observe that this is 125m below the observed depth of the majority of the
subsurface trapped hydrocarbons.
Of course, a prediction of trapping location can also be made using a constant ambient density
field and simply determining the jet neutral buoyancy position L⇤m, which we know would higher
than L⇤ (see figure 8.4(a)). A quadratic fitting of the ambient density profile is proposed in [34]
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Figure 10. Fluorescence from station B20, the highest value at any location compared to station B25 a reference site more than 30 km to 
the southeast. 
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Figure 8.4: (a) Green and Blue curves: Local ocean stratifications (by potential density) in DWH
spill; Red and Black curves: concentration of hydrocarbons in water-column above well head (all
from NOAA Technical Report, 2011); Purple (L⇤m) and Orange (L⇤): critical distances as a function
of the formula’s top density, ⇢t, varying from the surface density ' 1.025g/cc to the maximum
density at the well head ' 1.02774g/cc, using the entrainment coe cient, ↵ = 0.0833, as the
release spill was extremely lightweight. Horizontal lines mark the intersections with ambient density.
Orange prediction is a lower bound on trapping height, as it represents the optimal mixer. (b)
Before L⇤(⇢t) intersects the ambient density profile (c) The special case where ⇢a(L⇤2) = ⇢t2 (two
curves intersects).
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Figure 8.5: The normalized di↵erence (⇢q   ⇢h)/⇢j(0), where ⇢q is the jet density in the quadratic
fitted profile and ⇢h is the density variation in the corresponding homogeneous background.
to be 1027.77   4.60434 ⇥ 10 7z2, with the trapping location about 300 m above the wellhead,
the ambient density ranges in (1027.73, 1027.77) which is approximately constant (total range less
than 0.004%). So it is reasonable to calculate the density variation with homogeneous ambient
density with ⇢b = 1027.77, and find the height where jet density equals to the actual ambient density.
Figure 8.5 shows that the density variation in the quadratic fitting profile is almost the same as in
homogeneous ambient profile. This argument justifies the prediction of neutral buoyant height by
the purple curve crosses the actual ocean density profile in figure 8.4.
It is perhaps surprising that the crude step-profile analytics makes a reasonable prediction,
without resorting to a numerical interpolation of the full density curve, or fitting a linear transition
as in our theory, which would be substantially more labor-intensive.
8.3 Discussion and future work
8.3.1 Entrainments with wall and layer thickness
In the experiments, the nozzle height was progressively adjusted to determine the critical distance
between the injection and the transition layer (kept fixed). We observed that entrainment can
be reduced by close proximity of the injection to walls, which agrees with the breakdown of the
assumptions underlying the mathematical model in this case. We have tested proximity e↵ects and
found these to be negligible for nozzle locations more than 10 cm away from the bottom and lateral
65
(a) (b)
Figure 8.6: With identical background density profile and injection velocity, the jet with nozzle
placed against the wall (a) clearly overshoots the one with nozzle in the middle of the tank (b).
walls of our tank. An example of strong wall e↵ects is shown in figure 8.6(a) where an overshoot of
the jet fluid with respect to trapping for the same setup in figure 8.6(b) can be observed.
Another observation on the clustering of data in figure 8.1 around labels (12th-13th and 23rd-
24th) is essentially in agreement with Theorem 6.2.1: these data refer to increasingly sharper
stratifications which limit to the theoretical optimal mixer depicted by the solid curve.
8.3.2 Coe cients
The MTT reduced models we have studied attempt to replace the complete jet dynamics by a finite
set of collective variables for jet width, density, and speed using an entrainment hypothesis. As
such, they depend on adjustable parameters, such as the entrainment coe cient ↵ and the mixing
coe cient  , which have to be empirically established. Our set-up and study of critical trapping
provides additional information on the role these coe cients play. First, we have shown that in the
reported   range of 0.88 to 1.24 [21] L⇤ is monotonically decreasing, and L⇤( =0.88) < 1.075L
⇤
( =1.24),
so that the critical distance is essentially insensitive to   in this range, while agreeing well with the
experimental data, as shown in figure 8.1. The same cannot be said for the entrainment parameter ↵.
A more sensitive dependence in the critical length over the reported values for plume (↵p = 0.0833)
and those for jet (↵j = 0.0535) [12] regimes can be observed in figure 8.1 with (↵ = 0.0684).
Both the experiments conducted and the initial data selected in the MTT model has M0 and
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B0 being positive. This indicates that the behavior of this study is neither a pure jet nor a pure
plume, but a transition from buoyant jet to pure plume. A key physical quantity that depicts this
transition is the (Non-dimensional) local Richardson number [12, 16, 17], defined as
Ri(z) =
"
4
p
2⇡ 2
1 +  2
✓
gb✓
w2
◆# 12
. (8.1)
Note that as w !1, Ri! 0 corresponds to a pure jet, while w ! 0, Ri!1 corresponds to a pure
plume. It can be seen that in a homogeneous environment, the far field asymptotic relation yields that
the Richardson number is independent of z, and takes the value
q
16↵
p
2⇡/(5 ( 2 + 1)) ' 0.5131.
Experimentally, Wang and Law measured the Richardson number just after the jet flow became
steady in the clear ambient water, which is in the asymptotic plume region, and the constant is
called the plume Richardson number, Rp, which is experimentally determined to be 0.584 [38] and
0.557 [12]. Priestley and Ball found that ↵ is proportional to the square of the local Richardson
number [31], and hence a more appropriate entrainment function is
↵ = ↵j   (↵j   ↵p)
✓
Ri(z)
Rp
◆2
. (8.2)
To keep the system simple, we use a constant entrainment coe cient ↵p = 0.0833. To justify the
selection of this value, a numerical study on how fast does ↵ reaches 90% of ↵p according to (8.2)
is performed. Since the experiments were conducted for ⇢b 2 (1.02, 1.13), the two numerical trials
presented below takes the two extreme values. Figure 8.7 shows that when the density di↵erence of
the whole system ⇢b   ⇢j(0) is large (⇢j(0) = 0.9975), the mixing transitioned to ↵ > 0.9↵p fast, so
that the region of mixing with ↵ away from ↵p is small compared with L⇤.
On the other hand, if the density di↵erence of the whole system is small, the critical distance
is also small that ↵ is close to ↵j from z 2 (0, L⇤). In this case, ↵j tends to be the constant to
select. However, since we know that L⇤ ! 0 as ⇢t ! ⇢j(0) (preserving the relation ⇢b > ⇢t > ⇢j(0))
for any constant ↵, when ⇢b is small, L⇤ is not too sensitive to the value of ↵, and L⇤ = 1.24112
when ↵ = ↵j close to the L⇤ = 0.8 when ↵ = ↵p. This can also be seen in figure 8.1(b) that L⇤/D
converges to 2 as  ⇢¯! 0.02 for both ↵ = 0.0833 and 0.0684.
To sum up, when ⇢b large, ↵p is a good approximation, and when ⇢b is small, L⇤ is not sensitive
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Figure 8.7: (a) Numerically calculated Richardson number approaches the asymptotic valueq
16↵
p
2⇡/(5 ( 2 + 1)). (b) With ⇢b = 1.13, critical distance L⇤ ' 6.5, and ↵ reaches 90% of
↵p at z = 0.47.
to the selection of ↵. A final remark is about the entrainment coe cient in di↵erent choice of
self-similarity configurations. Note that ↵G = ↵T /
p
2 where ↵T and ↵G are entrainment coe cients
for top-hat and Gaussian configurations, respectively [5].
The rigorous mathematical results here for both the Top-hat and Gaussian profile closures
concisely establish the two-layer stratification as being the optimal mixer over a class of suitably
selected stable stratifications, despite complications arising in the Gaussian closure in which two-layer
steps are not optimal for very short propagation distances. We remark that the two-layer stratified
Top-hat model performs poorly in predicting the critical distance data presented in figure 8.1,
with that theory typically under-predicting the observed experimental critical distance, L⇤, by
30%, certainly justifying the need for Gaussian plume models after some initial short entry length.
In future investigations, we hope to explore improvements to the model which address some of
these complications by implementing more robust profile closure assumptions that merge an initial
Top-hat model transitioning to a Gaussian model over some appropriate length scale.
8.3.3 Future work – Second order chemical reaction
In 2010, Campbell and Cardoso derived new equations based on MTT entrainment model for
injecting soluble chemicals into a solution, and took into account the chemical reactions [6]. Here
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Figure 8.8: (a) Numerically calculated Richardson number approaches the asymptotic valueq
16↵
p
2⇡/(5 ( 2 + 1)). (b) With ⇢b = 1.02, critical distance L⇤ ' 0.8, and ↵ reaches 90% of
↵p at z = 3.44.
we study the density increment in di↵erent background stratifications, and show that under suitable
assumptions, the two-layer system is the optimal mixing profile, compared with other stably stratified
environments with same density di↵erences within a same distance. Consider firing a fluid A in
to an infinitely wide and high tank with fluid B, where the two species reacts and generated new
species C and D. The second order reaction is described by
|⌫A|SA + |⌫B|SB ! |⌫C |SC + |⌫D|SD, orP
i
⌫iSi = 0,
(8.3)
where vi are stoichiometric coe cients, which takes both positive and negative values. Here since
A and B are consumed to generate C and D, ⌫i < 0 for i = A,B, and ⌫i > 0 for i = C,D. The
variation of the density (and hence buoyancy) of the jet in this type of chemical reaction will depend
on the change of concentration of all four species A, B, C and D, and also the heat generated in
the reaction. The enthalpy (heat generation) of reaction is defined as
 Hrxn =
P
i
⌫i Hf,i, (8.4)
where  Hf,i is the heat of formation of component i, which is negative for an exothermic reaction
and positive for an endothermic reaction.
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Finally, in a second order reaction, it means that the rate of the reaction per unit volume with
respect to species i is given by
ri = ⌫ikCACB, (8.5)
where CA and CB are concentrations of species A and B. Since the reaction rate is proportional to
the product of the concentration of A and B, with the sum of the exponents in the rate law being
two, this is called a second order reaction.
In [6], the self-similar configuration is selected to be Gaussian with same widths for vertical
velocity and density anomalies (i.e.   = 1),
⇥(r, z) = ⇥1 +⇥g(z) exp( r2/b(z)2), (8.6)
where the subscripts 1 and g indicated the quantity at 1 in the lateral direction and along the
centerline, respectively. Here, ⇥ can be w, CA, CB , CC , CD and T . Since the injection is happening
at r = 0, only B can be found at r =1 and the vertical movement there should be quiet, hence, it
is reasonable to assume CA,1 = CC,1 = CD,1 = w1 = 0. The volume and momentum fluxes are
defined the same as (3.2) or (3.3):
Qc =
R1
0 2⇡rwdr = ⇡b
2wg,
Mc =
R1
0 2⇡rw
2dr = ⇡(1/2)b2w2g .
(8.7)
Now, to include the chemical reaction, the density of the injected fluid ⇢ will be varying with
the other three species, and the temperature change, the approximation formula is given
⇢ = ⇢sol
⇣
1 +
X
KiCi    (T   T1)
⌘
, (8.8)
where the constant Ki = (1/⇢sol)(@⇢/@Ci) to be determined from experiments, and ⇢sol is the initial
density of A. Note that (8.8) yields the identity
⇢sol
⇢1
=
⇣
1 +
X
KBCB,1
⌘ 1
. (8.9)
With the density expansion and the identity above, the buoyancy flux without ambient stratification
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can be derived:
Bc =
R1
0 2⇡rwg
0dr = ⇡(1/2)b2wgg✓m =
⇡b2wg
2(1+KBCB,1) ( Tg  
P
KiCi,g) . (8.10)
The flux of the concentration of species A and B are similarly given as:
FA =
R1
0 2⇡rwCAdr = (1/2)(b
2wgCA,g),
FB =
R1
0 2⇡rwCBdr = ⇡b
2wg(CB,1(1/2)CB,g),
(8.11)
and integrating the conservation equations in cylindrical coordinates with entrainment hypothesis,
the equations for volume, momentum and buoyancy fluxes without background stratifications are
dQ
dz = (8⇡)
(1/2)↵M (1/2),
dM
dz =
BQ
M ,
dB
dz =
kFAFB
M
g⇢sol
⇢1
⇣
 ( P ⌫i Hf,i)
⇢1cp  
P
⌫iKi
⌘
,
(8.12)
where the constant cp is the specific heat of the fluid. Applying the second order reaction formula
(8.5) yields
dFA
dz =  |⌫A|kFAFBM ,
dFB
dz = (8⇡)
(1/2)↵M (1/2)CB,1   |⌫A|kFAFBM ,
(8.13)
so that a closed system of five unknowns and five equations is derived.
Our study focuses on the e↵ect of ambient density stratification to the density variation to the
jet density ⇢, and hence the background density profile must enter in the equation through the
buoyancy flux equation in (8.12). By defining the constant grxn =
g⇢sol
⇢1
⇣
 ( P ⌫i Hf,i)
⇢1cp  
P
⌫iKi
⌘
,
and include e↵ects from background density stratification (that is, ⇢a(0) = ⇢B, and ⇢a decreases
with height), the buoyancy equation becomes
dB
dz
=
kFAFB
M
grxn + g
⇢0a
⇢1
Qc
2
, (8.14)
where ⇢a(z) is the ambient density function.
A very preliminary result states that Suppose ⇢B > ⇢A > Max{⇢C , ⇢D}, and that the reaction
for species A and B are exothermic, C and D are endothermic. Then the step function background
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density profile with step located at some distance L less than L⇤ given in (6.17) is the optimal
mixing profile for the family of stably stratified density profiles with the same density di↵erence
within the distance L. Note that when applying (6.17), ⇢b = ⇢B, and ⇢j(0) = ⇢A.
Since ⇢A > Max{⇢C , ⇢D}, KC and KD are negative, and A and B being exothermic, C and D
being endothermic implies  Hf,i < 0 for i = A,B, and  Hf,i > 0 for i = C,D. Considering the
conditions above, one concludes that grun < 0, and hence following the steps in the proof of optimal
mixer in §6.2 one concludes that with chemical reaction, the buoyancy flux at L+ is bounded from
below by the one in step function. This can be generalized to having a mixture of the constants
in grun, as long as they sum up to keep grxn < 0, and more general discussions on the physical
conditions are under investigation.
8.3.4 Leaking of post injection, enhanced mixing under construction
Another interesting observation in the experiments conducted can be seen in figure 8.3.4 that after
closing the three way valve, the less dense, dyed water inside of the metal bar leaks out from the
nozzle and trapped at the bottom of the transition layer. However, the dyed water is less dense
than the top layer, it should penetrate through the transition layer and rise to the free surface. The
peculiarity here is that the same water injected with momentum escaped since the turbulent mixing
with the bottom layer fluid is not enough to match top layer density, however, a release with pure
buoyancy, not much bottom fluid was entrained, the density increased more.
A first explanation is the nozzle has been kept in the bottom layer while stratifying, and after
several hours of pouring top layer, the fluid inside of the metal bar may already got well mixed with
bottom fluid. This is proven to be not the case by adding a cap to the nozzle to prevent the mixing
with bottom layer fluid while stratifying, and it turns out that the leaking water still traps after
firing and see an escape.
Hence, when the rising fluid is not in the turbulent regime, there must be an e↵ect of enhanced
di↵usion along the centerline so that the water is mixing more than the entrainment e↵ect. This
interesting topic is also an on-going research both theoretically and experimentally.
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Figure 8.9: After closing the three way valve, the dyed water leaks out from the nozzle owing to
buoyancy.
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CHAPTER 9
SUMMARY
The goal of this thesis has been to study the formation of underwater plumes where the initial
composition of the plume is the least dense fluid in the whole environment. Turbulent mixing causes
the jet density to increase, and meanwhile the ambient density is decreasing sets up the stage for
the possibility of the density of the two fluids to be equal, and hence trap. By studying the MTT
entrainment model, which has the freedom to input any ambient stratification in the system, made it
possible to compare the density variation of the injected fluid in di↵erent background density profiles.
The homogenous environment, a convenient and important reference density profile is studied in
Chapter 3, and in Chapter 4 the criteria for trapping or escaping is established by comparing with
the homogeneous case through a Gronwall-like inequality. Since we have also showed that the system
breakdown when momentum vanishes at zs, it turns out that the existence of finite neutral buoyant
height zne plays a crucial role: zne < 1, momentum flux reaches a maximum and if zne = 1, it
grows indefinitely. The former case implies existence of a global solution and physically, the injection
escapes, while the later case leads to breakdown of the system at zs and physically, the plume traps.
The global existence/breakdown theorem above can be applied to many di↵erent ambient density
profiles if a priori estimate on the buoyancy fluxes can determine whether zne is finite or not. In
particular, for density decay rates, ⇢0a ⇠  |C|zp, as z !1, a critical exponent p⇤ =  8/3 separates
the fate of the system into two cases, for p   p⇤ the plume must eventually trap, while p < p⇤,
escape could happen, and will be determined by other setups of the system. For example, if the
⇢0a =  |C|zp trap/escape is determined by the total density di↵erence ⇢a(0)   ⇢a(1), and more
interestingly, in two-layer stratification, ⇢0a = 0 after the step location, or a smooth approximations
of the two layer system by either tanh((z   L)/ ) or Erfc((z   L)/ ), ⇢0a ! 0 exponentially as
z !1, which definitely faster than any negative exponent p so that both trapping and escaping is
possible, and can be determined by distance between the nozzle and the transition layer.
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Hence, a study on the critical distance in a two layer, sharply stratified ambient density profile
is conducted both experimentally and theoretically. The theoretical part adopts the step function as
an idealized two-layer environment, which requires a selection of jump condition at the step location.
The physical jump condition imposed is justified by approximating the step function by several
families of functions, for example, a constant-linear-constant with the linear part getting steeper.
To do so, an exact integral solution to MTT system with linear profile is derived in Chapter 5, and
neutral buoyant and apex heights follows.
In Chapter 6, physical solution to the step function formulation is uniquely defined with the
imposed jump condition and justified with several approximation schemes. The solution is found by
connecting two solutions in homogeneous ambient with the jump condition at the step location L.
This unique solution can be used to determine the critical distance L⇤ by calculating the minimum
distance an injection requires for the jet to be neutral buoyant after the step. Nozzle located
farther away than L⇤ to the step location must trap owing to more traveling distance and mixing
in the bottom layer that jet is denser than top fluid, while nozzle located closer to the step than
L⇤, jet must escape because of not su cient mixing with bottom fluid. The critical distance for
step function sets a minimal distance for neutral buoyant height for any other stably stratified
environments with the same density di↵erence within L⇤. This is an application of step function
being the optimal mixing profile in this family of ambient profiles. Note that this optimal mixing
result also implies a minimum distance for solution to exist, since zne > L⇤ for any stably stratified
environment within the family of functions listed above. The complexity of proving this optimal
result is that the optimality only holds after the step location when Gaussian configuration was
adapted – even if mixing in step function means pointwise mixing with the densest fluid before the
step. In Top-hat configuration, however, the density increment in step function is proven to be
maximized for any z > 0.
Experimentally, by pouring an e↵ective step function, for which a top layer, less dense fluid
is slowly added on top of the constant bottom layer, generating a relatively thin transition layer.
A database of critical distances is established by moving the nozzle in the vertical direction to be
closer and farther away from the transition layer, until a change in trapping and escaping has been
documented within a 2 mm range of the distance between nozzle and transition layer. Another set
of experiments is conducted to test the optimal mixing result, a linear stratification is poured to fit
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in the family of density profiles to be compared with the step function. By firing into the e↵ective
step function profile with nozzle a little longer than the critical distance, the plume just trap, while
shooting into the linear stratification with all the same parameters, owing to being a worse mixing
profile, the plume escapes. Details of experimental setups and discussion of data compared with
theory can be found in Chapter 7 and Chapter 8.
Finally, important discussion on how to select the constants in the MTT model is presented in
Chapter 8, where numerical and theoretical studies is conducted, and also agrees with experimental
results. Applications to the Gulf of Mexico oil spill incident is given, where the optimal mixing
yields a lower bound for main underwater oil plumes to form, and a simple observation that allows
us to use the homogeneous profile to predict oil plumes formation height. Future, ongoing work is
discussed in this chapter, with preliminary results on those projects.
76
APPENDIX A
VOLUME, MASS AND MOMENTUM EQUATION IN CYLINDRICAL
COORDINATES
First we write the impressibility equation into cylindrical coordinates:
r · u = @u
@x
+
@v
@y
+
@w
@z
= 0 (A.1)
where u = (u(x, y, z), v(x, y, z), w(x, y, z)) in Cartesian coordinates. In order to write (A.1) into
cylindrical coordinates, notice that
r2 = x2 + y2, ✓ = tan 1(y/x), z = z, (A.2)
so that 8>><>>:
@
@x
=
x
r
@
@r
  y
r2
@
@✓
,
@
@y
=
y
r
@
@r
  x
r2
@
@✓
,
(A.3)
and 8><>:
r = x cos ✓ + y sin ✓,
✓ =  x sin(✓) + y cos(✓),
where r,✓ are unit vectors in the radial and transverse components, x,y are the two unit vectors
in a horizontal plane in Cartesian coordinates [18]. The radial and transverse components of the
velocity field hence becomes:
8><>:
ur = r · (xu+ yv) = u cos(✓) + v sin ✓,
u✓ = ✓ · (xu+ yv) =  u sin(✓) + v cos(✓),
or equivalently, 8><>:
u = ur cos(✓)  u✓ sin(✓),
v = ur sin(✓) + u✓ cos(✓).
(A.4)
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Substituting (A.3) and (A.4) into (A.1) yields
1
r
@(rur)
@r
+
@w
@z
= 0 (A.5)
Similarly, conservation of mass equation is
@⇢
@t
+r · (⇢u) = 0, (A.6)
becomes
@⇢
@t
+
1
r
@(⇢rur)
@r
+
@(⇢w)
@z
= 0. (A.7)
Finally, writing the vertical momentum equation
⇢
✓
Dw
Dt
◆
= ⇢ (wt + uwx + vwy + wwz) =
✓
@⌧xz
@x
+
@⌧yz
@y
+
@⌧zz
@z
◆
  ⇢g   @(p  p1)
@z
(A.8)
into cylindrical coordinates, where ⌧[ij] are viscous stresses:
⇢
 
wt + uwx + vwy + wwz
 
= ⇢
 
wt +
 
ur cos ✓ + u✓ sin ✓
  
x
rwr   yr2w✓
 
+
 
ur sin ✓ + u✓ cos ✓
  y
rwr +
x
r2w)✓
 
+ wwz
 
⇢
 
wt + ur
@w
@r +
u✓
r
@w
@✓ + w
@w
@z
 
,
(A.9)
and since
⌧xz = x⌧zT = (r cos ✓   ✓ sin ✓) ⌧zT = ⌧zr cos ✓   ⌧z✓ sin ✓,
⌧yz = y⌧zT = (r sin ✓ + ✓ cos ✓) ⌧zT = ⌧zr sin ✓ + ⌧z✓ cos ✓,
(A.10)
the stress term in the right hand side of equation (A.8) is
⇣
@⌧xz
@x +
@⌧yz
@y +
@⌧zz
@z
⌘
= @@r (⌧rz) +
⌧rz
r +
1
r
@
@✓ (⌧z✓) +
@
@z (⌧zz). (A.11)
Hence a stable plume without swirl we assume the equation is time and angle independent, the
governing equation is:
⇢
✓
ur
@w
@r
+ w
@w
@z
◆
=
✓
@
@r
(⌧rz) +
1
r
(⌧rz) +
@
@z
(⌧zz)  (⇢  ⇢a)g   @(p  p1)
@z
◆
. (A.12)
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Here ⇢a(z) is the ambient density profile. With Boussinesq approximation [10, 40], where density
range of the whole system is small that it is assumed to be a constant, except for the terms multiplied
by gravitational acceleration, equation (A.12) reads
✓
ur
@w
@r
+ w
@w
@z
◆
=
1
⇢0
✓
@
@r
(⌧rz) +
1
r
(⌧rz) +
@
@z
(⌧zz)  (⇢  ⇢a)g   @(p  p1)
@z
◆
, (A.13)
where the reference density ⇢0 is selected to be the highest density value. In this study it is selected
to be ⇢a(0) = ⇢b.
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APPENDIX B
ASYMPTOTIC RELATION OF BOUNDED DOMAIN INTEGRALS
The asymptotic relation of bounded integrals (5.16) as z ! 0, and (4.10) and (4.11) as z !1
will be derived in this section [13, 14]:
B.1 Asymptotic Study of (5.16)
Taylor Expansion Let
I2(u, ✏) =
Z 1
0
(1  u) 58 duqR 1
0 [(B0 +Bl) + ✏(u+ (1  u)v)]
1
4 (1  v) 14dv
=
Z 1
0
(1  u) 58 duqR 1
0 [(2B0   ✏) + ✏(u+ (1  u)v)]
1
4 (1  v) 14dv
=
Z 1
0
(1  u) 58 duqR 1
0 [(2B0)  ✏(1  u)(1  v)]
1
4 (1  v) 14dv
and
f(u, ✏) =
Z 1
0
[(2B0)  ✏(1  u)(1  v)] 14 (1  v) 14dv =
Z 1
0
g(u, v, ✏)dv
so that
I2(u, ✏) =
Z 1
0
(1  u) 58 f(u, ✏) 12 du =
Z 1
0
(1  u) 58 (
Z 1
0
g(u, v, ✏)dv)
 1
2 du.
Interchanging limit and integral
Since g(u, v, ✏) is smooth in ✏ for ✏ > 0, @f@✏ =
@
R 1
0 g(u,v,✏)dv
@✏ =
R 1
0
@g
@✏dv (follows from Leibniz rule).
Now, we can expand f
 1
2 with respect to ✏ at 0:
f(u, ✏)
 1
2 = f(u, 0)
 1
2   ✏
2
f(u, 0)
 3
2 f 0(u, 0) +
✏2
2!
[
3
4
f(u, 0)
 5
2 f 0(u, 0)2   1
2
f(u, 0)
 3
2 f (2)(u, 0)] + · · ·
(B.1)
f(u, ✏) is always bounded from below for ✏ < B0 by the estimate:
Z 1
0
[(2B0)  ✏(1  u)(1  v)] 14 (1  v) 14dv  
Z 1
0
[2B0   ✏] 14 (1  v) 14dv = 4[2B0   ✏]
1
4
5
(B.2)
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which leads to:
|f(u, ✏)| k2  [4B
1
4
0
5
]
 k
2 , (B.3)
for some k 2 N and ✏ < B0. This also tells us that f  12 is in C1 in ✏ for ✏ < B0.
Next, observe that
|@f
@✏
| = |
Z 1
0
@g
@✏
dv| 
Z 1
0
1
4
[(2B0)  ✏(1  u)(1  v)] 34 (1  u)(1  v) 54dv,
so,
|@f
@✏
| 
Z 1
0
1
4
(B0)
 3
4 (1  u)(1  v) 54dv = 1
9
(B0)
 3
4 (1  u).
Similarly, | @n@✏n f | Mn · (1  u)n, where Mn is a positive constant. (1 u)
 5
8 duqR 1
0 [(2B0) ✏(1 u)(1 v)]
1
4 (1 v) 14 dv
To sum up, let h(u, ✏) = f(u, ✏)
 1
2 , and consider
1
✏N
    I2(u, ✏)  Z 1
0
(1  u) 58 [h(u, 0) + ✏h(1)(u, 0) + · · ·+ ✏
N
N !
h(N)(u, 0)]du
     (B.4)
=
    Z 1
0
(1  u) 58 ✏
(N + 1)!
h(N+1)(u, ✏0)du
      A✏,
for some A > 0. The last in equality comes from the fact that h(N+1) is a polynomial of
{f(u, ✏0) k2 , f (k)(u, ✏0), (1  u)k, k 2 N}. (This is equivalent to saying that h is a smooth function
of u in [0,1], for ✏ < B0, and the fact the (1  u) 58 is integrable in [0,1] give the upper bound A.)
Apply triangle inequality and the estimate bounds above gives the desired result.
The limit of (B.4) as ✏! 0
lim
✏!0
1
✏N
    I2(u, ✏)  Z 1
0
(1  u) 58 [h(u, 0) + · · ·+ ✏
N
N !
h(N)(u, 0)]du
      lim✏!0A✏ = 0 (B.5)
confirms the asymptotic expansion of I2 equals the Taylor expansion of h(u, ✏) with respect to ✏
and integrate from 0 to 1 in u.
Taylor expand I2(✏) with respect to ✏, note by chain rule and the fact that g is smooth,
d[f(✏)]
 1
2
d✏ =
 1
2 [f(✏)]
 3
2 · f 0(✏) =  12 [f(✏)]
 3
2 · R 10 @g(u,v,✏)@✏ dv.
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So,
I 02(✏) =
Z 1
0
(1  u) 58 ( 1
2
)
f 0(✏)du
(
R 1
0 [(2B0)  ✏(1  u)(1  v)]
1
4 (1  v) 14dv) 32
,
=
Z 1
0
(1  u) 58 ( 1
2
)
R 1
0
1
4 [(2B0)  ✏(1  u)(1  v)]
 3
4 (1  v) 14 [ (1  u)(1  v)]dvdu
(
R 1
0 [(2B0)  ✏(1  u)(1  v)]
1
4 (1  v) 14dv) 32
,
I 02(0) =
Z 1
0
(1  u) 58 ( 1
8
)
R 1
0 [2B0]
 3
4 (1  v) 14 [ (1  u)(1  v)]dvdu
(
R 1
0 [2B0]
1
4 (1  v) 14dv) 32
=
Z 1
0
(1  u) 38 (1
8
)[2B0]
 9
8
R 1
0 (1  v)
5
4dvdu
(
R 1
0 (1  v)
1
4dv)
3
2
=
Z 1
0
(1  u) 38 [2B0] 98 (1
5
)
3
2
4
9
du
= (
8
11
)(
1
8
)[2B0]
 9
8
4
9
(
p
5
2
)(
5
4
) = (2B0)
 1
8 (
p
5
2
)(
5
198B0
).
So,
I2(Bl, ✏) =
8
3
p
5
2
(2B0)
 1
8 + (2B0)
 1
8 (
p
5
2
)(
5
2 · 9 · 11B0 )✏+H.O.T,
and
I(Bl, ✏) =
✏
3
8
p
5
2
1
(2B0)
1
8
[
8
3
+ (
5
2 · 9 · 11B0 )✏] +H.O.T.
In short,
Z 1
0
[(B0 +Bl) + ✏(u+ (1  u)v)] 14 (1  v) 14dv
=
Z 1
0
(1  v) 14 (2B0) 14 [1  ✏
2B0
+
u✏
2B0
+ v
(1  u)✏
2B0
]
1
4dv
⇠
Z 1
0
(1  v) 14 (2B0) 14 [1  ✏
8B0
+
u✏
8B0
+ v
(1  u)✏
8B0
]dv
=
Z 1
0
(1  v) 14 (2B0) 14 [1  (1  u)(1  v)✏
8B0
]dv
= (2B0)
1
4 [
4
5
  (1  u)✏
8B0
(
4
9
)]
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thus,
I(Bl, ✏) ⇠ ✏
3
8
p
5
2(2B0)
1
8
Z 1
0
(1  u) 58 duq
1  (1 u)✏8B0 (59)
⇠ ✏
3
8
p
5
2(2B0)
1
8
Z 1
0
(1  u) 58 (1 + (1  u)✏
16B0
(
5
9
))du
=
✏
3
8
p
5
2(2B0)
1
8
(
8
3
+
8
11
✏
16B0
(
5
9
))
=
✏
3
8
p
5
2(2B0)
1
8
(
8
3
+
5✏
198B0
).
as ✏! 0.
B.2 Far field asymptotic for (4.10) and (4.11)
For any far field asymptotic to exist, the solution must have global existence, hence from §4.1, we
know that  1   0. For any  1 > 0, the asymptotic relation can be derived as the following: Let q,
m,   be a set of solutions to (4.1), the relation below holds
 
q2
 0
= 2qq0 = 4↵m
1
4 q =
4↵m
1
4m0
4g 2 (z)
=
⇣
m
5
4
⌘0 4↵
5g 2 (z)
, (B.6)
note that q0 > 0, q is a monotone function in z, so we may write the inverse function z = z(q). Define
 (z) =  (z(q)) ⌘  ˜(q), then lim
z!1 (z) = limq!1  ˜(q) =  1, since q(z)!1 as z !1. Similarly, if
 1 > 0, m0 > 0, we may define  (z) ⌘  ¯(m), and lim
z!1 (z) = limm!1  ¯(m) =  1.
Integrating (B.6) in z to get
m
5
4  M
5
4
0 =
5g 2
2↵
Z z
0
 ˜(q)q
dq
ds
ds =
5g 2
2↵
Z q(z)
Q0
 ˜(q)qdq, (B.7)
so that
dq
dz
= 2↵
 
M
5
4
0 +
5g 2
2↵
Z q(z)
Q0
 ˜(t)tdt
! 1
5
, (B.8)
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hence
z(q) =
Z q
Q0
1
2↵
✓
M
5
4
0 +
5g 2
2↵
Z s
Q0
 ˜(t)tdt
◆  15
ds. (B.9)
By change of variables t = Q0 + (s Q0)⌧ and s = Q0 + (q  Q0) , one can find
z(q)
(q  Q0) 35
=
Z 1
0
1
2↵
0@ M 540
(q  Q0)2 +
5g 2
2↵
Z 1
0
 ˜(Q0 + (q  Q0) ⌧)
✓
Q0
(q  Q0) +  ⌧
◆
 d⌧
1A  15 d ,
(B.10)
and finally, notice that
M
5
4
0
(q  Q0)2 & 0,  ˜(Q0 + (q  Q0) ⌧)&  1, and
Q0
(q  Q0) & 0 as q !1,
lim
z!1
z(q)
(q  Q0) 35
=
Z 1
0
1
2↵
✓
5g 2 1
2↵
Z 1
0
 
 2⌧
 
d⌧
◆  15
d  =
5
6↵
✓
5g 2 1
4↵
◆  15
, (B.11)
by monotone convergence theorem. In conclusion,
q(z) ⇠
✓
1944 2↵4
625
◆ 1
3
 
1
31z
5
3 . (B.12)
Similarly, the relation
q2  Q20 =
↵
g 2
Z z
0
m
1
4
 ¯(m)
dm
ds
ds =
↵
g 2
Z m(z)
M0
m
1
4
 ¯(m)
dm, (B.13)
substitute back to (4.1) yields
dm
dz
= 4g 2 ¯(m)
s
Q20 +
↵
g 2
Z m(z)
M0
⇣
m
1
4 / ¯(m)
⌘
dm, (B.14)
hence
z(m) =
Z m
M0
1
4g 2 ¯(s)
✓
Q20 +
↵
g 2
Z s
M0
⇣
t
1
4 / ¯(t)
⌘
dt
◆  12
ds. (B.15)
By a similar change of variables t =M0 + (s M0)⌧ , s =M0 + (m M0) ,
z(m)
(m M0) 38
=
Z 1
0
1
4g 2 ¯(s)
 
Q20
(m M0) 54
+ I
!  12
d , (B.16)
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where
I =
↵
g 2
Z 1
0
✓
(
M0
m M0 +  ⌧)
1
4
 
 ¯(M0 + (m M0) ⌧)
◆
 d⌧. (B.17)
Note that in (B.16), a bound of the integrand
       14g 2 ¯(s)
 
Q20
(m M0) 54
+ I
!  12        
p
5  
5
8
8
p
↵g 2B0
2 L1([0, 1]), (B.18)
and by bounded convergence theorem,
lim
m!1
z(m)
(m M0) 38
=
Z 1
0
1
4g 2
p
 1
✓Z 1
0
⌧
1
4 
5
4
◆  12
d  =
1
3
r
5
↵g 2 1
. (B.19)
To conclude,
m ⇠
✓
9↵g 2 1
5
◆ 4
3
z
8
3 as z !1. (B.20)
The asymptotic analysis above can be applied to show that in a homogeneous background,
 1 = B0, hence the asymptotic relation after equation (4.11) follows. Furthermore, as a corollary,
b ⇠ 6↵z/5, w ⇠ (25g 2B0/24↵2)1/3z 1/3, and ✓ ⇠
 
625B20/1944g 
2↵4
 1/3
z 5/3.
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APPENDIX C
CONSTANTS IN CRITICAL DISTANCE FORMULA (6.13)
Critical distance formula L⇤ is obtained from (3.8) by picking the upper and lower limit of integration
to be  f =
 
(⇤2⇢2b/a(⇢b   ⇢t)2) A/a
 (4/5)
, and  0 = w¯0/✓0. A change of variables s =  0u yields
L⇤ =
1
4g 2
p
a
 
3
8
0
Z A⇤
1
0@u 54 + A
a 
5
4
0
1A du, (C.1)
where
A⇤ =
 f
 0
=
0@ ⇤2
a✓2f 
4
5
0
  A
a 
4
5
0
1A , a = 4↵
5g 2
p
B0
, (C.2)
Let
✏ =
5g(1 +  2)r0 ⇢¯
16
p
2↵w20
=
5g 2b¯0✓0
4↵w¯20
= a 1  
4
5
0 ✓
 2
0 , (C.3)
we can express A in terms of ✏:
A = ✓ 20  
4↵w¯20
5g 2b¯0✓30
= ✓ 20   a 
4
5
0 = a 
4
5
0 (✏  1), (C.4)
and
⇤2
a✓2f 
4
5
0
=
⇤2✓20
✓2f
✏ =
✓
 ⇢¯
✓f
◆2
✏, (C.5)
so that
A⇤ = (1 + ✏((
 ⇢¯
✓f
)2   1))4/5, (C.6)
and
L0 =
1
4g 2
p
a
 
3
8
0 =
1
4g 2
p
5g 2(b¯20w¯0✓0)
1
4
2
p
↵
✓
w¯0
✓0
◆ 3
4
=
✓
5r0w20
16
p
2g(1 +  2)↵ ⇢¯
◆ 1
2
. (C.7)
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APPENDIX D
LONG CRITICAL DISTANCE ASYMPTOTIC
Note that using the relation Qh ⇠ C1B1/30 z5/3, a long-distance asymptotic relation for L⇤m can be
derived by solving for z
Q✓ = Q(z)(⇢b   ⇢j(z))/⇢b ⇠ C1B1/30 z5/3(⇢b   ⇢j(z))/⇢b = B0 (D.1)
imposing ⇢j(z) = ⇢t. It turned out having
L⇤m = (Q0/⇤)
2/5(C1✓f )
 3/5( ⇢¯)2/5. (D.2)
This is another formula for critical distance without any fitting parameter, and agrees well with
large values of L⇤m, since the asymptotic relation of Q adapted here is valid only when the distance
traveled is long enough. This asymptotic relation can also be derived by theoretically sending the
density di↵erence ⇢b   ⇢t to zero, i.e., ✓f ! 0, since in that case, L⇤m !1. Calculating the limit
lim✓f!0 L⇤m/✓
 3/5
f = (Q0/⇤)
2/5(C1) 3/5( ⇢¯)2/5 yields the relation above. A similar calculation on
L⇤ can also be done and yields the result
L⇤ ⇠ ⇤1/5Q2/50 (C1✓f ) 3/5( ⇢¯)2/5 as ✓f ! 0. (D.3)
We remark that neither of these two scaling relations, while properly asymptotic, fit our experimental
data on account of the critical distances being not large enough for the parameters studied to reach
this asymptotic regime.
Another interesting long-distance asymptotic relation focusing on a linear-constant profile is the
following: for a pair of densities (⇢b, ⇢t), a linear-constant profile is characterized by a length scale L
⇢a(z) =
8><>: ⇢b   (⇢b   ⇢t)z/L, z 2 [0, L]⇢t, z 2 [L,1) . (D.4)
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z⇢a(z)
z
(0, ⇢b)
0zjet1zjet2
(L⇤, ⇢t)
Figure D.1: Schematic plot of the evolution of zne in terms of slope of the linear part. The colored
dots indicates the neutral buoyant height of the system in the extended linear profile.
It can be shown by Theorem 6.2.1 that zne =1 if L  L⇤. However, by studying the exact formula
(5.13), one can show that zs ⇠ CL3/8 as L!1 for some positive constant C as the following:
zs =
1
N2
Z B0
Bs
 
Q20 + 4↵
Z B0
r
✓
M0
N8
+
2g 2
N10
(B20   s2)
◆ 1
4
ds
!  12
dr (D.5)
= N 
3
4
Z 1
0
n
Q20N
5
2 + 4↵
Z 1
0
h
M0N
2 + 2g 2
⇣
2Bs + (B0  Bs)[(1  v)(1 + u)  2v]
⌘
(B0  Bs)(1  v)(1  u)
i 1
4
(B0  Bs)(1  v)du
o  12
(B0  Bs)dv,
where Bs =  
q
CB
2g 2 , so that
lim
L!1
zsN
3
4 =
Z 1
0
n
g 2↵B0
Z 1
0
h
4B20 [(1 v)(1+u) 2v 1](1 v)(1 u)
i 1
4
(1 v)du
o  12 B0
2
dv, (D.6)
and the relation N2 = ⇢b ⇢t⇤⇢bL yields the asymptotic relation, i.e., the ordering zne < zs < L holds
for L large enough, and hence the plume will trap. Figure D.1 show that by moving the nozzle
location from 0 to zjet1 to zjet2 so that the slope of the linear part is defined by L⇤, (L⇤ + |zjet1|)
and (L⇤ + |zjet2|), zne will migrate to be before the constant part and the plume must trap.
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We remark that this result agrees with the original similarity trap height scaling laws presented
in [7, 28, 39]. For future studies, we will explore families of nonlinear density profiles sandwiched
between these “linear-constant” functions and step transitions. We conjecture that the breakdown
point, zs, will have exhibit scaling properties in the large L asymptotic limit, but these case are
complicated by similar competing e↵ects such as those documented in figure 6.6.
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APPENDIX E
CHECK LIST AND CONDUCTIVITY TABLE
1 Top Density Time
Bottom Density
2 Mix Extra top
3
Free surface height of bottom layer
Probe reading
Nozzle reading
4
5 Free surface height
6
7
Top
Bottom
8
9 Profile the layer
10
Placement 1 2 3
cm removed 1 2 3
11 Figure out rate of suction 1 2 3
How many min 1 2 3
Time to end 1 2 3
12
1 2 3
End time 1 2 3
Leave to settle until 1 2 3
13
? ml
add dye
flow rate
14
Top 1 2 3
Bottom 1 2 3
Thickness of the layer 1 2 3
0 0 0
Moved down 1 2 3
0
Theoretical Crit Dist 1 2 3
Distance between nozzle and layer 1 2 3
Placement of nozzle= (bottom of layer)-(distance between nozzle and layer)
1 2 3
0 0 0
1 2 3
0 0 0
15
1 2 3
0 0 0
16 Camera set up
lines matched?
17 Fire, record, etc.
18
Match the conductivity probe slide and the nozzle to the top of the free surface
Run the water through the diffuser to prep it
Inject DI into the pipe to get rid of air bubbles, let it settle
Measure density of
Match density of extra top layer
Place suction tube in the middle of the layer. Use Excel file to figure out placement
Begin adding top layer back in to return to
Prepare cylinder and tubes:
fill to line on cylinder (without tubes)
remove bubbles from tubes
Profile the layer
Nozzle slide reading = (original)-(#cm moved down)-(distance between)
Draw lines on the tank at height
focused on nozzle head
Let settle until __________ Begin again from ----------------------
Figure E.1: Checklist for experimental procedure.
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Slide Cond Incre temp Adjusted diffL90 diffL10
16 21.9 50.9 0 0 bottom top Thickness
15.8 0 50.7 0 0 0 0 0
15.6 0 50.5 0 0
15.4 0 50.3 0 0 Diff 0
15.2 0 50.1 0 0
15 0 49.9 0 0 L90 L10
14.8 0 49.7 0 0 Cond 0 0
14.6 0 49.5 0 0 Location 16 16
14.4 0 49.3 0 0 Tank Loc 50.9 50.9 50.9
14.2 0 49.1 0 0 Zeroed probe Probe_Diff
14 0 48.9 0 0 10.3 1.4
13.8 0 48.7 0 0
13.6 0 48.5 0 0 64.8
13.4 0 48.3 0 0 Free Surface
13.2 0 48.1 0 0 43.8
13 0 47.9 0 0
12.8 0 47.7 0 0
12.6 0 47.5 0 0
12.4 0 47.3 0 0
12.2 0 47.1 0 0
12 0 46.9 0 0
11.8 0 46.7 0 0
11.6 0 46.5 0 0
11.4 0 46.3 0 0
11.2 0 46.1 0 0
11 0 45.9 0 0
10.8 0 45.7 0 0
10.6 0 45.5 0 0
10.4 0 45.3 0 0
10.2 0 45.1 0 0
10 0 44.9 0 0
Zeroed Nozzle
Figure E.2: First 6 cm of conductivity profile from measurements.
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APPENDIX F
CODES
Below we present the Mathematica codes used in this dissertation, in both the appearance in
Mathematica and in text form for future use or modification.
F.1 Numerical simulation of escaping and trapping (figure 4.1 and figure 4.2)
F.1.1 Escaping
end = 10ˆ4 ; \ [ Capita lChi ] = 1 . 0 037 ;
(⇤ end=15;\ [ Capita lChi ]=10 ;⇤ )
K =
Max[ ( 2 \ [ Alpha ]⇤M0ˆ(1/4) )/Q0, (4 g ⇤\ [ Lambda ]ˆ2 Q0⇤B0)/
M0 ] ; p =  3; \ [ Delta ] = 10 ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
\ [ Alpha ] = 0 .0833(⇤ Subsc r ip t [\
\ [ Alpha ] , plume ]⇤ ) ( ⇤0 . 0 5 3 5⇤ ) ( ⇤ Subsc r ip t [ \ [ Alpha ] , j e t ] ⇤ ) ; g = 980 ; \
\ [ Lambda ] = 1 . 2 (⇤1⇤ ) (⇤mixing c o e f f i c i e n t ⇤ ) ; \ [Rho ] b = 1 . 0 5 7 ; \ [Rho ] t \
92
= 1 . 0 5 ; \ [Rho ] j 0 = 0 . 9 9 8 ; \ [ CapitalLambda ] = \ [ Lambda ] ˆ2/ (
1 + \ [ Lambda ] ˆ 2 ) ;
FR = N[900/
60 ] (⇤Flow Rate ⇤ ) ; d = 0 .4572(⇤Big Tank ⇤ ) (⇤0 . 553⇤ ) (⇤ saml l tank ⇤ ) ; r \
= d/2 ;
b0 = r /Sqrt [ 2 ] ; \ [ Theta ] 0 =
1/\ [ CapitalLambda ] ( ( \ [ Rho ] b   \ [Rho ] j 0 ) /\ [Rho ] b ) ; w0 =
N[ ( 8⇤FR) / ( \ [ Pi ]⇤d ˆ2 ) ]
Q0 = b0ˆ2⇤w0 ; M0 = b0ˆ4⇤w0ˆ4 ; B0 = b0ˆ2⇤w0⇤\ [ Theta ] 0 ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
CArb =
NDSolve [{D[QArb [ z ] , z ] == 2 \ [ Alpha ]⇤MArb[ z ] ˆ ( 1 / 4 ) ,
D[MArb[ z ] , z ] == 4⇤g ⇤\ [ Lambda ]ˆ2⇤QArb [ z ]⇤BArb [ z ] ,
D[BArb [ z ] , z ] ==  \[ Capita lChi ] ( z + \ [ Delta ] ) ˆ p⇤QArb [ z ] ,
QArb [ 0 ] == Q0, MArb [ 0 ] == M0, BArb [ 0 ] == B0} , {QArb , MArb,
BArb} , {z , 0 , (⇤ECritL ⇤) end } ] ;
ArbQ = Evaluate [{QArb [ z ]} / . CArb ] ;
ArbM = Evaluate [{MArb[ z ]} / . CArb ] ;
ArbB = Evaluate [{BArb [ z ]} / . CArb ] ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ Step ODE ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
s = NDSolve [{D[Q[ z ] , z ] == 2 \ [ Alpha ]⇤M[ z ] ˆ ( 1 /4 ) ,
D[M[ z ] , z ] == 4⇤g ⇤\ [ Lambda ]ˆ2⇤Q[ z ]⇤B0 ,
Q[ 0 ] == Q0, M[ 0 ] == M0} , {Q, M} , {z , 0 , end } ] ;
QSH = Evaluate [{Q[ z ]} / . s ] ;
MSH = Evaluate [{M[ z ]} / . s ] ;
Pr int [ ” \ ! \ ( \ ⇤ SubscriptBox [ \ ( \ [ Rho ] \ ) , \(b\ ) ]\ )=” , \ [Rho ] b ]
Pr int [ ” \ ! \ ( \ ⇤ SubscriptBox [ \ ( \ [ Rho ] \ ) , \( t \ ) ]\ )=” , \ [Rho ] b + \
\ [ Capita lChi ] / p \ [ Delta ] ˆ ( p + 1 ) ]
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(⇤ Plot [ { \ [ Rho ] b+\[ Capita lChi ] / p \ [ Delta ] ˆ ( p+1) \[ Capita lChi ] / p( z+\
\ [ Delta ] ) ˆ ( p+1)(⇤ ,ArbQ⇤ )} ,{ z , 0 , end } , Exc lus ions \ [ Rule ] None , AxesStyle \
\ [ Rule ] Gray , AxesLabel \ [ Rule ]{ Sty l e [ ” z ” , Large ] , S ty l e [ ” P r o f i l e ” , Large ]} ,\
(⇤Ticks \ [ Rule ] None , ⇤ ) PlotRange >All , ( ⇤ AspectRatio \ [ Rule ] 1/2 ,⇤ )\
AxesOrigin \ [ Rule ] { 0 , \ [ Rho ] b+\[ Capita lChi ] / p \ [ Delta ] ˆ ( p+1)} ,\
(⇤ Plo tS ty l e \ [ Rule ] Thickness [ 0 . 0 1 ] , ⇤ ) PlotLegends \ [ Rule ]{” Algebra i c \
decay r a t e s ”(⇤ , ”Volume \
Arb”⇤ )} , P l o tS ty l e \ [ Rule ]{{Thick , ColorData [ 1 , 1 ]} , { Thick , ColorData [ 1 , 4 ]} \
} ]
⇤)
Plot [{QSH, ArbQ} , {z , 0 , end } , Exc lus ions  > None ,
AxesStyle  > Gray ,
AxesLabel  > { Sty l e [ ” z ” , Large ] ,
S ty l e [ ”Volume” , Large ] } , ( ⇤ Ticks \ [ Rule ] None , ⇤ )
PlotRange  > All , ( ⇤ AspectRatio \ [ Rule ] 1 /2 ,⇤ )
AxesOrigin  > {0 , 0} , (⇤ Plo tS ty l e \ [ Rule ] Thickness [ 0 . 0 1 ] , ⇤ )
PlotLegends  > {”Volume Step ” , ”Volume Arb”} ,
P l o tS ty l e  > {{Thick , ColorData [ 1 , 4 ]} , {Thick , ColorData [ 1 , 1 ] } } ]
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ Momentum ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
Plot [{MSH, ArbM} , {z ,
0 , end /10} , Exc lus ions  > None , AxesStyle  > Gray ,
AxesLabel  > { Sty l e [ ” z ” , Large ] ,
S ty l e [ ”Momentum” , Large ] } , ( ⇤ Ticks \ [ Rule ] None , ⇤ )
PlotRange  > All , ( ⇤ AspectRatio \ [ Rule ] 1 /2 ,⇤ )
AxesOrigin  > {0 , 0} , (⇤ Plo tS ty l e \ [ Rule ] Thickness [ 0 . 0 1 ] , ⇤ )
PlotLegends  > {”Momentum Step ” , ”Momentum Arb”} ,
P l o tS ty l e  > {{Thick , ColorData [ 1 , 4 ]} , {Thick , ColorData [ 1 , 1 ] } } ]
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ Buoyancy ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
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Plot [{B0 , ArbB} , {z ,
0 , end } , Exc lus ions  > None , AxesStyle  > Gray ,
AxesLabel  > { Sty l e [ ” z ” , Large ] ,
S ty l e [ ” Buoyancy ” , Large ] } , ( ⇤ Ticks \ [ Rule ] None , ⇤ )
PlotRange  > {0 , 1 . 1 B0} , (⇤AspectRatio \ [ Rule ] 1 /2 ,⇤ )
AxesOrigin  > {0 , 0} ,
P l o tS ty l e  > {{Thick , ColorData [ 1 , 4 ]} , {Thick , ColorData [ 1 , 1 ] } } ]
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F.1.2 Trapping
zmax = 100 ; zmax1 = zmax ; Htank = zmax ; ( ⇤Tank Height ⇤)
\ [ Alpha ] = \
0 .0833(⇤ Subsc r ip t [ \ [ Alpha ] , plume ]⇤ ) ( ⇤0 . 0 5 3 5⇤ ) ( ⇤ Subsc r ip t [ \ [ Alpha ] , \
j e t ] ⇤ ) ; g = 980 ; \ [ Lambda ] = 1 . 2 (⇤1⇤ ) (⇤mixing c o e f f i c i e n t ⇤ ) ; \ [Rho ] b \
= 1 . 0 5 7 ; \ [Rho ] t = 1 . 0 5 ; \ [Rho ] j 0 = 0 . 9 9 8 ; \ [ CapitalLambda ] = \
\ [ Lambda ]ˆ2/ (1 + \ [ Lambda ] ˆ 2 ) ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
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FR =
N[900/60 ] (⇤Flow Rate ⇤ ) ; d = 0 .4572(⇤Big Tank ⇤ ) (⇤0 . 553⇤ ) (⇤ saml l \
tank ⇤ ) ; r = d/2 ;
b0 = r /Sqrt [ 2 ] ; \ [ Theta ] 0 =
1/\ [ CapitalLambda ] ( ( \ [ Rho ] b   \ [Rho ] j 0 ) /\ [Rho ] b ) ; w0 =
N[ ( 8⇤FR) / ( \ [ Pi ]⇤d ˆ2 ) ]
Q0 = b0ˆ2⇤w0 ; M0 = b0ˆ4⇤w0ˆ4 ; B0 = b0ˆ2⇤w0⇤\ [ Theta ] 0 ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
QS =
B0 ⇤ ( ( \ [ CapitalLambda ] ⇤ \ [ Rho ] b ) / ( \ [ Rho ] b   \ [Rho ] t ) ) ; ( ⇤ C r i t i c a l \
Value o f Q in Two Layer ⇤)
CritH = (QS   Q0)/(2 \ [ Alpha ] ) ⇤
NIntegrate [ ( ( 5 ⇤B0⇤g ⇤\ [ Lambda ] ˆ 2 ) / (
4 \ [ Alpha ] ) ⇤ ( 2 Q0 + (QS   Q0)⇤u )⇤ (QS   Q0)⇤u + M0ˆ(5/4))ˆ( 1/
5) , {u , 0 ,
1 } ] ; ( ⇤ C r i t i c a l Height f o r Two Layer ⇤)
Pr int [ ” C r i t i c a l Length f o r \
two Layer=”, CritH ]
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ Jump Locat ion ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
R = 1 ; L =
R⇤CritH ; ( ⇤ Def ine Jump l o c a t i o n ⇤)
(⇤For R=1, Linear Wins Before the \
jump⇤)
(⇤For R˜1 . 1 , Linear=Homo @ jump⇤)
(⇤For R>1.1 , Linear Crosses \
Homo Before the jump( r i g h t be f o r e jump , Homo caught up with Linear )⇤ )
\
(⇤For R=1.2 , Linear Crosses Homo Before the jump and Linear wins \
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again @˜10⇤)
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ Neutra l Buoyant Locat ion ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
\
\ [ Kappa ] = Sqrt [ ( \ [ Rho ] b   \ [Rho ] t ) / ( \ [ CapitalLambda ]⇤
L⇤\ [Rho ] b ) ] ; \ [Rho ] a [
z ] := \ [Rho ] b   ( \ [ Rho ] b   \ [Rho ] t )/
L⇤( z ) ; ( ⇤ Def ine Slope f o r l i n e a r and l i n e a r p r o f i l e ⇤)
\
(⇤ Plot [ \ [ Rho ] a [ z ] ,{ z , 0 ,L} ]⇤ )
CB = \ [ Kappa ]ˆ2⇤M0 + 2⇤g ⇤\ [ Lambda ]ˆ2⇤B0ˆ2 ;
(⇤Neutra l Buoyant Height f o r Linear ⇤)
ECritL = Re [
NIntegrate [ \ [ Kappa]ˆ 2 (CBˆ(1/4)⇤( 4 \ [ Alpha ] ) /
Sqrt [ \ [ Kappa ] ˆ 5 ] ⇤ (B⇤
Hypergeometric2F1 [ (1/4) , 1/2 , 3/
2 , (2 g ⇤\ [ Lambda ] ˆ2 )/CB Bˆ2 ]  
B0⇤Hypergeometric2F1 [ (1/4) , 1/2 , 3/
2 , (2 g ⇤\ [ Lambda ] ˆ2 )/CB B0ˆ2 ] ) + Q0ˆ2)ˆ( 1/2) , {B, 0 ,
B0 } ] ] ;
(⇤Apex Height f o r Linear ⇤)
ApexL = Re [
NIntegrate [ \ [ Kappa]ˆ 2 (CBˆ(1/4)⇤( 4 \ [ Alpha ] ) /
Sqrt [ \ [ Kappa ] ˆ 5 ] ⇤ (B⇤
Hypergeometric2F1 [ (1/4) , 1/2 , 3/
2 , (2 g ⇤\ [ Lambda ] ˆ2 )/CB Bˆ2 ]  
B0⇤Hypergeometric2F1 [ (1/4) , 1/2 , 3/
2 , (2 g ⇤\ [ Lambda ] ˆ2 )/CB B0ˆ2 ] ) + Q0ˆ2)ˆ( 1/
98
2) , {B,  Sqrt [ (CB/(2 g ⇤\ [ Lambda ] ˆ 2 ) ) ] , B0 } ] ] ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ Solve Two Layer ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
s = NDSolve [{D[Q[ z ] , z ] == 2 \ [ Alpha ]⇤M[ z ] ˆ ( 1 /4 ) ,
D[M[ z ] , z ] == 4⇤g ⇤\ [ Lambda ]ˆ2⇤Q[ z ]⇤B0 ,
Q[ 0 ] == Q0, M[ 0 ] == M0} , {Q, M} , {z , 0 , zmax } ] ;
QatL = Evaluate [Q[L ] / . s ] ; QatL = QatL [ [ 1 ] ] ;
MatL = Evaluate [M[L ] / . s ] ; MatL = MatL [ [ 1 ] ] ;
QH = Evaluate [Q[L ] / . s ] ; QH = QH[ [ 1 ] ] ;
Evath = Evaluate [{B0/Q[ z ]} / . s ] ;
SHQ = Evaluate [{Q[ z ]} / . s ] ;
SHM = Evaluate [{M[ z ]} / . s ] ;
Cr i t \ [ Theta ] = ( ( \ [ Rho ] b   \
\ [Rho ] t ) / ( \ [ CapitalLambda ] ⇤ \ [ Rho ] b ) ) ; ( ⇤ C r i t i c a l Value f o r \ [ Theta ] ⇤ )
\
\ [ Theta ] atL = B0/
QatL ; ( ⇤ Value o f \ [ Theta ] b e f o r e jump⇤)
Pr int [ ”Jump in \ [Rho]=” , \
\ [Rho ] b⇤(1   \ [ Theta ] atL )   ( \ [ Rho ] t   \ [Rho ] b⇤(B0  
QatL⇤Cr i t \ [ Theta ] ) ) ]
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ 2 Layered ODE a f t e r jump ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
s s = NDSolve [{D[Q[ z ] , z ] == 2 \ [ Alpha ]⇤M[ z ] ˆ ( 1 /4 ) ,
D[M[ z ] , z ] == 4⇤g ⇤\ [ Lambda ]ˆ2⇤Q[ z ] ⇤ (B0   QatL⇤Cr i t \ [ Theta ] ) ,
Q[L ] == QatL , M[L ] == MatL} , {Q, M} , {z , L , ApexL } ] ;
EvaTH = Evaluate [ { (B0   QatL⇤Cr i t \ [ Theta ] ) /Q[ z ]} / . s s ] ;
(⇤Apex Height f o r Step ⇤)
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I f [ ( B0   QatL⇤Cr i t \ [ Theta ] ) <  10ˆ 2,
ApexH = L +
1/(4 g ⇤\ [ Lambda ] ˆ2⇤ (B0   QatL⇤Cr i t \ [ Theta ] ) ) ⇤
Re [ NIntegrate [ ( QatLˆ2 + (4 \ [ Alpha ] ) / (
5 g ⇤\ [ Lambda ] ˆ2⇤ (B0   QatL⇤Cr i t \ [ Theta ] ) ) ⇤ (mˆ(5/
4)   (B0   QatL⇤Cr i t \ [ Theta ] )ˆ (5/4) )ˆ (  1/2) ) , {m, (B0  
QatL⇤Cr i t \ [ Theta ] ) , 0 } ] ] , ApexH = ApexL ] ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ LINEAR ODE ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ L Part ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
CL = NDSolve [{D[QL[ z ] , z ] == 2 \ [ Alpha ]⇤ML[ z ] ˆ ( 1 /4 ) ,
D[ML[ z ] , z ] == 4⇤g ⇤\ [ Lambda ]ˆ2⇤QL[ z ]⇤BL[ z ] ,
D[BL[ z ] , z ] ==  \[Kappa ]ˆ2⇤QL[ z ] ,
QL[ 0 ] == Q0, ML[ 0 ] == M0, BL [ 0 ] == B0} , {QL, ML, BL} , {z ,
0 , (⇤ECritL ⇤)ApexL } ] ;
LinearQ = Evaluate [{QL[ z ]} / . CL ] ;
LinearM = Evaluate [{ML[ z ]} / . CL ] ;
LinearB = Evaluate [{BL[ z ]} / . CL ] ;
zmax = 14 . 5 (⇤14 . 5 owing to p l o t t i n g \
conv in i ence ⇤ ) (⇤L⇤ ) (⇤2⇤ECritL ⇤ ) (⇤Min [ApexL ,ApexH ] ⇤ ) ; ( ⇤ Plot range ⇤)
\
(⇤p1=Plot [{ Piecewi se [ { { \ [ Rho ] b⇤(1 Evath ) (\ [Rho ] a [ z ] \ [Rho ] b⇤CLCTH) , z<\
L} ,{\ [Rho ] t \[Rho ] b⇤EvaTH (\ [Rho ] a [ z ] \ [Rho ] b⇤CLCTH) , z>L}} ]} ,{ z , 0 , ( ⇤ 1 . \
1⇤CritH ⇤ ) (⇤ApexH⇤)zmax} , (⇤AxesOrigin \ [ Rule ]{0 , 0} ,⇤ ) (⇤ GridLines \ [ Rule ]{\
{L} ,{0}} ,⇤ ) PlotRange \ [ Rule ] All , PlotLegends \ [ Rule ]{” Subsc r ip t [ \ [ Rho ] , \
j ] ( Sharp) Subsc r ip t [ \ [ Rho ] , j ] ( L inear ) jump loca t ed at c r i t i c a l \
d i s t anc e ”} , P l o tS ty l e \ [ Rule ]{Dashed , ColorData [ 1 , 2 ] } ] ⇤ )
Plot [{SHQ,
100
LinearQ } , {z , 0 , (⇤1 . 1⇤CritH ⇤ ) (⇤ApexH⇤)
zmax} , (⇤AxesOrigin \ [ Rule ]{0 , 0} ,⇤ ) (⇤ GridLines \ [ Rule ]{{L} ,{0}} ,⇤ )
PlotRange  > All , PlotLegends  > {”Volume bound” , ”Volume l i n e a r ”} ,
P l o tS ty l e  > {{Thick , ColorData [ 1 , 1 ]} , {Thick , ColorData [ 1 , 4 ] } } ]
Plot [{SHQ   LinearQ } , {z , 0 , (⇤1 . 1⇤CritH ⇤ ) (⇤ApexH⇤)
zmax} , (⇤AxesOrigin \ [ Rule ]{0 , 0} ,⇤ ) (⇤ GridLines \ [ Rule ]{{L} ,{0}} ,⇤ )
PlotRange  > All , PlotLegends  > {”Volume d i f f e r e n c e ”} ,
P l o tS ty l e  > {{Thick , ColorData [ 1 , 1 ]} , {Thick , ColorData [ 1 , 2 ] } } ]
Plot [{SHM, LinearM } , {z , 0 , (⇤1 . 1⇤CritH ⇤ ) (⇤ApexH⇤)
zmax} , (⇤AxesOrigin \ [ Rule ]{0 , 0} ,⇤ ) (⇤ GridLines \ [ Rule ]{{L} ,{0}} ,⇤ )
PlotRange  > All ,
PlotLegends  > {”Momentum bound” , ”Momentum l i n e a r ”} ,
P l o tS ty l e  > {{Thick , ColorData [ 1 , 1 ]} , {Thick , ColorData [ 1 , 4 ] } } ]
Plot [{SHM   LinearM } , {z , 0 , (⇤1 . 1⇤CritH ⇤ ) (⇤ApexH⇤)
zmax} , (⇤AxesOrigin \ [ Rule ]{0 , 0} ,⇤ ) (⇤ GridLines \ [ Rule ]{{L} ,{0}} ,⇤ )
PlotRange  > All , PlotLegends  > {”Momentum d i f f e r e n c e ”} ,
P l o tS ty l e  > {Thick , ColorData [ 1 , 1 ] } ]
Plot [{B0 , LinearB } , {z , 0 , (⇤1 . 1⇤CritH ⇤ ) (⇤ApexH⇤)
zmax} , (⇤AxesOrigin \ [ Rule ]{0 , 0} ,⇤ ) (⇤ GridLines \ [ Rule ]{{L} ,{0}} ,⇤ )
PlotRange  > All ,
PlotLegends  > {”Buoyancy conserved ” , ”Buoyancy l i n e a r ”} ,
P l o tS ty l e  > {{Thick , ColorData [ 1 , 1 ]} , {Thick , ColorData [ 1 , 4 ] } } ]
F.2 Test linear formula (figure5.1)
” Te s t L in ea r zn e z s ”
Cri = 1 ;
(⇤⇤⇤⇤⇤Parameters ⇤⇤⇤⇤⇤)
g = 980(⇤cm/ sec ˆ2⇤ ) ; \ [ Lambda ] = 1 . 2 ; \
\ [ Alpha ] = 0 . 0833 ;
\ [Rho ] b = 1 . 0 4 ; \ [Rho ] t = \ [Rho ] b  
0 . 0 1 2 ; \ [Rho ] j = 0 . 9 9 8 ;
b0 = 0 .4572/2 ; w0 = 15 ; \ [ Theta ] 0 = ( \ [ Rho ] b   \
\ [Rho ] j ) /\ [Rho ] b ; \ [ Kappa ] 1 = Sqrt [ ( \ [ Rho ] b   \ [Rho ] t )/(\
\ [ CapitalLambda ] ⇤ \ [ Rho ] b ) ] ;
zmax = 10 ; \ [ CapitalLambda ] = \ [ Lambda ]ˆ2/ (1 + \ [ Lambda ] ˆ 2 ) ; L = 3 . 5 ;
\ [Rho ] a [ z ] := \ [Rho ] t + ( \ [ Rho ] b   \ [Rho ] t ) ( (L   z )/L ) ; Q0 =
b0ˆ2⇤w0 ; M0 = 4⇤b0ˆ4⇤w0ˆ4 ; B0 =
b0ˆ2⇤w0⇤1/\ [ CapitalLambda ] ⇤ \ [ Theta ] 0 ;
\ [ Kappa ] = \ [ Kappa ]1/ Sqrt [ L ] ; CB = \ [ Kappa ]ˆ2⇤M0 +
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2⇤g ⇤\ [ Lambda ]ˆ2⇤B0ˆ2 ;
(⇤Gamma approach ⇤)
\
(⇤ IN [ \ [ Sigma ] ] := Beta [1 ,1/2 ,5/4] Beta [ 1 / ( \ [ Sigma ]+1) , 1/2 , 5/4 ] ;⇤ )
\
(⇤ IN [ \ [ Sigma ] ] :=5/4 NIntegrate [ ( t ˆ(1/4)/(1+ t )ˆ ( 7/4 ) ) ,{ t , 0 , \ [ Sigma ] } ] ; ⇤ )
\
\ [ Sigma ] i = ( \ [ Kappa ]ˆ2⇤4 w0ˆ2⇤\ [ CapitalLambda ] ˆ 2 ) / (
2 \ [ Lambda ]ˆ2⇤ g ⇤\ [ Theta ] 0 ˆ 2 ) ; \ [ CapitalGamma ] i = (
10 \ [ Lambda ]ˆ2⇤ g ⇤\ [ Theta ] 0⇤ b0 )/ (
32 Sqrt [ 2 ] \ [ Alpha ] ⇤ \ [ CapitalLambda ]⇤w0ˆ2 ) ; \ [ CapitalLambda ] i = (
16 \ [ Alpha ] ) /
5⇤ (\ [ CapitalGamma ] i ˆ (1/2 )⇤\ [ Sigma ] i ˆ ( 3 / 8 ) ) / ( \ [ Sigma ] i + 1 ) ˆ ( 1/8 ) ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ C r i t i c a l Length ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
(⇤ My smart approach ⇤)
I f [ Cri == 1 ,
ECritL =
Re [ NIntegrate [ \ [ Kappa]ˆ 2 (CBˆ(1/4)⇤( 4 \ [ Alpha ] ) /
Sqrt [ \ [ Kappa ] ˆ 5 ] ⇤ (B⇤
Hypergeometric2F1 [ (1/4) , 1/2 , 3/
2 , (2 g ⇤\ [ Lambda ] ˆ2 )/CB Bˆ2 ]  
B0⇤Hypergeometric2F1 [ (1/4) , 1/2 , 3/
2 , (2 g ⇤\ [ Lambda ] ˆ2 )/CB B0ˆ2 ] ) + Q0ˆ2)ˆ( 1/
2) , {B,(⇤  Sqrt [ (CB/(2 g ⇤\ [ Lambda ] ˆ 2 ) ) ] ⇤ ) 0 , B0 } ] ] ,
(⇤Gamma approach ⇤)
ECritL = b0 / (\ [ CapitalLambda ] i ⇤Sqrt [ 2 ] )
NIntegrate [ ( 5 /
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4 ( Beta [ 1 / ( \ [ Sigma ] i + 1) , 1/2 , 5/4 ]  
Beta [ 1 / ( \ [ Sigma ] + 1) , 1/2 , 5/
4 ] ) + ( \ [ CapitalGamma ] i ⇤\ [ Sigma ] i ˆ ( 5 / 4 ) ) / ( \ [ Sigma ] i + 1)ˆ(
3/4))ˆ( 1/
2 ) ⇤ ( \ [ Sigma ] + 1)ˆ( (3/2)) , {\ [ Sigma ] , \ [ Sigma ] i , \ [ I n f i n i t y ] } ] ] ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ ODE So lve r ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
s = NDSolve [{D[QL[ z ] , z ] == 2 \ [ Alpha ]⇤ML[ z ] ˆ ( 1 /4 ) ,
D[ML[ z ] , z ] == 4⇤g ⇤\ [ Lambda ]ˆ2⇤QL[ z ]⇤BL[ z ] ,
D[BL[ z ] , z ] ==  \[Kappa ]ˆ2⇤QL[ z ] ,
QL[ 0 ] == Q0, ML[ 0 ] == M0, BL [ 0 ] == B0} , {QL, ML, BL} , {z , 0 ,
ECritL } ] ;
EvaQL = Evaluate [{QL[ z ]} / . s ] ;
EvaML = Evaluate [{ML[ z ]} / . s ] ;
EvaBL = Evaluate [{BL[ z ]} / . s ] ;
ECritL
{Plot [EvaQL/EvaMLˆ(1/4) , {z , 0 , ECritL } , PlotRange  > All ,
AxesLabel  > { Sty l e [ z , FontSize  > 32 , Black ] ,
S ty l e [ b [ z ] , FontSize  > 32 , Black ] } ] ,
Plot [EvaMLˆ(1/2)/EvaQL, {z , 0 , ECritL } , PlotRange  > All ,
AxesLabel  > { Sty l e [ z , FontSize  > 32 , Black ] ,
S ty l e [w[ z ] , FontSize  > 32 , Black ] } ] ,
Plot [ { \ [ Rho ] a [ z ]   \ [Rho ] b EvaBL/EvaQL, \ [Rho ] a [ z ]} , {z , 0 , ECritL } ,
AxesLabel  > { Sty l e [ z , FontSize  > 32 , Black ] ,
S ty l e [ \ [ Rho ] [ z ] , FontSize  > 32 , Black ] } , PlotRange  > All ,
P l o tS ty l e  > {{ColorData [ 1 , 1 ]} , {ColorData [ 1 , 2 ] , Dashed }} ]}
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F.3 Compare with series solution (figure 5.2)
” Cau l f i e l d s e r i e s ”
Needs [ ” PlotLegends ‘ ” ]
L = 1 . 3 ;
Q0 = 1 ; M0 = 6 ; F0 = 1 ; n = 0 . 4 ;
CR = M0ˆ2 + F0ˆ2/nˆ2 ;
\ [ Alpha ] = 1 . 2 ; \ [Rho ] 0 = 1 . 0 4 ;
H[ F ] := F⇤Hypergeometric2F1 [ (1/4) , 1/2 , 3/2 , Fˆ2/(CR⇤n ˆ 2 ) ] ;
Z [ X ] := 1/nˆ2⇤
NIntegrate [ (Q0ˆ2   (4 \ [ Alpha ] ⇤ \ [ Rho ] 0ˆ ( 1/2 ) ) /
nˆ2 (CRˆ(1/4)⇤ (H[ f ]   H[ F0 ] ) ) )ˆ(  1/2) , { f , X, F0 } ]
FCN[ z ] :=
F0   Q0⇤nˆ2⇤ z  
nˆ2⇤\ [ Alpha ] Sqrt [ \ [ Rho ]0⇤M0]⇤
z ˆ2(⇤ ((nˆ2⇤\ [ Alpha ]⇤ Sqrt [ \ [ Rho ] 0 ] ⇤Q0⇤F0)/(6⇤M0⇤Sqrt [M0] ) ) ⇤ z ˆ3⇤ ) ;
s = NDSolve [{D[Q[ z ] , z ] == 2 \ [ Alpha ]⇤ Sqrt [ \ [ Rho ]0⇤M[ z ] ] ,
D[M[ z ] , z ] == Q[ z ] /M[ z ]⇤F[ z ] ,
D[F [ z ] , z ] ==  nˆ2⇤Q[ z ] ,
Q[ 0 ] == Q0, M[ 0 ] == M0, F [ 0 ] == F0} ,
{Q, M, F} , {z , 0 , L} ]
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ Evaluate ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
EvaF = Evaluate [{F[ z ]} / . s ] ;
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gs = Plot [ EvaF , {z , 0 , L} , PlotRange  > All , P l o tS ty l e  > {{Blue }} ,
AspectRatio  > 1 ] ;
gr = Plot [ Z [ z ] , {z ,(⇤ F0⇤ )0 , F0} , PlotRange  > All ,
P l o tS ty l e  > {{Black , Thick }} , AspectRatio  > 1 ] ;
pc = Plot [FCN[ z ] , {z , 0 , L} , PlotRange  > All ,
P l o tS ty l e  > {{Green , DotDashed }} , AspectRatio  > 1 ] ;
(⇤ShowLegend [ ⇤ ) Show [
gr / . L Line :> {Red , Dashed ,
GeometricTransformation [ L , Re f l ec t ionTrans form [{ 1 , 1 } ] ] } , gs , pc ,
AxesLabel  > { Sty l e [ ” z ” , Black , Bold , 18 ] ,
S ty l e [ ”B[ z ] ” , Black , Bold ,
1 8 ]} ] (⇤ ,{{{ Graphics [{Green , DotDashed , Line [{{0 , 0} ,{2 , 0}} ]} ] , \
Sty l e [ ” S e r i e s s o l u t i o n ” , Green , \
Bold , 1 8 ] } , { Graphics [{Blue , Thick , Line [{{0 , 0} ,{2 , 0}} ]} ] , S ty l e [ ”ODE \
s o l v e r ” , Blue , Bold , 18 ]} ,
{Graphics [{Red , Dashed , Line [{{0 , 0} ,{2 , 0}} ]} ] , S ty l e [ ” Exact s o l u t i o n ” , \
Red , Bold , \
18 ]}} , LegendSize \ [ Rule ] { 0 . 8 , 0 . 8 } , LegendPos i t ion \ [ Rule ]{1 .1 ,  0 .4} ,\
LegendShadow \ [ Rule ] Fa l se } ]⇤ )
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F.4 Compare the two solutions in linear profile (figure 5.3)
”LinComp”
LinComp [ \ [ Rho ] b , Cr i ] := (
(⇤⇤⇤⇤⇤Parameters ⇤⇤⇤⇤⇤)
g = 980(⇤cm/
sec ˆ2⇤ ) ; \ [ Lambda ] = 1 . 2 ; \ [ Alpha ] = 0 . 0833 ;
(⇤\ [Rho ] b=
1 . 0 3 ; ⇤) \ [Rho ] t = \ [Rho ] b  
0 . 0 1 2 ; \ [Rho ] j = 0 . 9 9 8 ;
b0 = 0 .4572/2 ;
w0 = 15 ; \ [ Theta ] 0 = ( \ [ Rho ] b   \ [Rho ] j ) /\ [Rho ] b ; \
\ [ Kappa ] 1 = Sqrt [ ( \ [ Rho ] b   \ [Rho ] t ) / ( \ [ CapitalLambda ] ⇤ \ [ Rho ] b ) ] ;
zmax = 10 ; \ [ CapitalLambda ] = \ [ Lambda ]ˆ2/ (1 + \ [ Lambda ] ˆ 2 ) ; L = 3 . 5 ;
\ [Rho ] a [ z ] := \ [Rho ] t + ( \ [ Rho ] b   \ [Rho ] t ) ( (L   z )/L ) ;
Q0 = b0ˆ2⇤w0 ; M0 = 4⇤b0ˆ4⇤w0ˆ4 ;
B0 = b0ˆ2⇤w0⇤1/\ [ CapitalLambda ] ⇤ \ [ Theta ] 0 ;
107
\ [ Kappa ] = \ [ Kappa ]1/ Sqrt [ L ] ;
CB = \ [ Kappa ]ˆ2⇤M0 + 2⇤g ⇤\ [ Lambda ]ˆ2⇤B0ˆ2 ;
\ [ Sigma ] i = ( \ [ Kappa ]ˆ2⇤4 w0ˆ2⇤\ [ CapitalLambda ] ˆ 2 ) / (
2 \ [ Lambda ]ˆ2⇤ g ⇤\ [ Theta ] 0 ˆ 2 ) ; \ [ CapitalGamma ] i = (
10 \ [ Lambda ]ˆ2⇤ g ⇤\ [ Theta ] 0⇤ b0 )/ (
32 Sqrt [ 2 ] \ [ Alpha ] ⇤ \ [ CapitalLambda ]⇤w0ˆ2 ) ; \ [ CapitalLambda ] i = (
16 \ [ Alpha ] ) /
5⇤ (\ [ CapitalGamma ] i ˆ (1/2 )⇤\ [ Sigma ] i ˆ ( 3 / 8 ) ) / ( \ [ Sigma ] i + 1 ) ˆ ( 1/8 ) ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ C r i t i c a l Length ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
(⇤
My smart approach ⇤)
I f [ Cri == 1 ,
ECritL =
Re [ NIntegrate [ \ [ Kappa]ˆ 2 (CBˆ(1/4)⇤( 4 \ [ Alpha ] ) /
Sqrt [ \ [ Kappa ] ˆ 5 ] ⇤ (B⇤
Hypergeometric2F1 [ (1/4) , 1/2 , 3/
2 , (2 g ⇤\ [ Lambda ] ˆ2 )/CB Bˆ2 ]  
B0⇤Hypergeometric2F1 [ (1/4) , 1/2 , 3/
2 , (2 g ⇤\ [ Lambda ] ˆ2 )/CB B0ˆ2 ] ) + Q0ˆ2)ˆ( 1/
2) , {B,(⇤  Sqrt [ (CB/(2 g ⇤\ [ Lambda ] ˆ 2 ) ) ] ⇤ ) 0 , B0 } ] ] ,
(⇤Gamma approach ⇤)
ECritL =
b0 / (\ [ CapitalLambda ] i ⇤Sqrt [ 2 ] )
NIntegrate [ ( 5 /
4 ( Beta [ 1 / ( \ [ Sigma ] i + 1) , 1/2 , 5/4 ]  
Beta [ 1 / ( \ [ Sigma ] + 1) , 1/2 , 5/
4 ] ) + ( \ [ CapitalGamma ] i ⇤\ [ Sigma ] i ˆ(5/
4 ) ) / ( \ [ Sigma ] i + 1)ˆ(3/4))ˆ( 1/
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2 ) ⇤ ( \ [ Sigma ] + 1)ˆ( (3/
2 ) ) , {\ [ Sigma ] , \ [ Sigma ] i , \ [ I n f i n i t y ] } ] ] ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ ODE So lve r ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
s = NDSolve [{D[QL[ z ] , z ] == 2 \ [ Alpha ]⇤ML[ z ] ˆ ( 1 /4 ) ,
D[ML[ z ] , z ] == 4⇤g ⇤\ [ Lambda ]ˆ2⇤QL[ z ]⇤BL[ z ] ,
D[BL[ z ] , z ] ==  \[Kappa ]ˆ2⇤QL[ z ] ,
QL[ 0 ] == Q0, ML[ 0 ] == M0, BL [ 0 ] == B0} , {QL, ML, BL} , {z , 0 ,
ECritL } ] ;
EvaQL = Evaluate [{QL[ z ]} / . s ] ;
EvaML = Evaluate [{ML[ z ]} / . s ] ;
EvaBL = Evaluate [{BL[ z ]} / . s ] ;
ECritL )
XAXIS = Table [ 1 . 0 1 + i /500 , { i , 0 , 5 0 } ] ;
CritL = Table [ LinComp [ 1 . 0 1 + i /500 , 1 ] , { i , 0 , 5 0 } ] ;
GammaApproach = Table [ LinComp [ 1 . 0 1 + i /500 , 2 ] , { i , 0 , 5 0 } ] ;
L i s tL ineP lo t [{ Transpose [{XAXIS, CritL } ] ,
Transpose [{XAXIS, GammaApproach} ]} ,
P l o tS ty l e  > {{Green } , {Black , Dashed }} ,
AxesLabel  > { Sty l e [ ” \ ! \ ( \ ⇤ SubscriptBox [ \ ( \ [ Rho ] \ ) , \(b \ ) ] \ ) ” ,
FontSize  > 24 , Black ] ,
S ty l e [ ” Neutra l Height [ \ ! \ ( \ ⇤ SubscriptBox [ \ ( \ [ Rho ] \ ) , \(b \ ) ] \ ) ] ” ,
FontSize  > 24 , Black ] } ]
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F.5 Simulation with tanh approximating step function (figure 6.2)
”Smooth Approx”
Needs [ ” PlotLegends ‘ ” ] ;
COLOR[ i ] := RGBColor [ UnitStep [ ( 1   i ) ] , UnitStep [ i   2 ] , 0 ] ;
Cont [ \ [ Sigma ] , i , ch ] := (
(⇤⇤⇤⇤⇤Parameters ⇤⇤⇤⇤⇤)
(⇤\ [Rho ] a [ z ] :=\ [Rho ] t +(\ [Rho ] b \[Rho ] t )⇤
Erfc [ z /\ [ Sigma ] ] / 2 ; ⇤ )
g = 980(⇤cm/
sec ˆ2⇤ ) ; \ [ Lambda ] = 1 . 2 ; \ [ Alpha ] = 0 . 0833 ;
\ [Rho ] b =
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1 . 0 3 ; \ [Rho ] t = \ [Rho ] b  
0 . 0 1 2 ; \ [Rho ] j = 0 . 9 9 8 ;
b0 = 0 .4572/2 ;
w0 = 15 ; \ [ Theta ] 0 = ( \ [ Rho ] b   \ [Rho ] j ) /\ [Rho ] b ;
zmax = 5 ; \ [ CapitalLambda ] = \ [ Lambda ]ˆ2/ (1 + \ [ Lambda ] ˆ 2 ) ;
L = 3 . 5 ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ C r i t i c a l Length ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
P0 = b0ˆ2⇤w0 ;
Q0 = 4⇤b0ˆ4⇤w0ˆ4 ; R0 = b0ˆ2⇤w0⇤1/\ [ CapitalLambda ] ⇤ \ [ Theta ] 0 ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
PS = R0⇤ ( ( \ [ CapitalLambda ] ⇤ \ [ Rho ] b ) / ( \ [ Rho ] b   \ [Rho ] t ) ) ; ( ⇤ C r i t i c a l \
Value o f P in Two Layer ⇤)
CritH = (PS   P0)/(2 \ [ Alpha ] ) ⇤
NIntegrate [ ( ( 5 ⇤R0⇤g ⇤\ [ Lambda ] ˆ 2 ) / (
4 \ [ Alpha ] ) ⇤ ( 2 P0 + (PS   P0)⇤u )⇤ (PS   P0)⇤u + Q0ˆ(5/4))ˆ( 1/
5) , {u , 0 , 1 } ] ;
(⇤⇤⇤⇤⇤ O D E ⇤⇤⇤⇤⇤)
s = NDSolve [{D[ b [ z ] ˆ2 w[ z ] \ [ Theta ] [ z ] ,
z ] ==  (1 + (1/\ [ Lambda ] ˆ 2 ) ) ⇤ ( ( ( \ [ Rho ] b   \ [Rho ] t )⇤
Exp[ (( z   L)ˆ2/\ [ Sigma ] ˆ 2 ) ] ) / ( \ [ Sigma ]⇤
Sqrt [ \ [ Pi ] ] ⇤ \ [ Rho ] b ) )⇤b [ z ]ˆ2⇤w[ z ] , ( ⇤ 0 , ⇤ )
D[ b [ z ] ˆ2 w[ z ] ˆ 2 , z ] == 2 g ⇤\ [ Lambda ]ˆ2⇤b [ z ] ˆ 2⇤\ [ Theta ] [ z ] ,
D[ b [ z ] ˆ2 w[ z ] , z ] == 2 \ [ Alpha ]⇤b [ z ]⇤w[ z ] , b [ 0 ] == b0/Sqrt [ 2 ] ,
w [ 0 ] == 2⇤w0 , \ [ Theta ] [ 0 ] == \ [ Theta ] 0 / \ [ CapitalLambda ] } ,
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{b , w, \ [ Theta ]} , {z , 0 , zmax } ] ;
(⇤⇤⇤⇤⇤ Evaluate ⇤⇤⇤⇤⇤)
EvaTS = Evaluate [ { \ [ Theta ] [ z ]} / . s ] ;
EvaWS = Evaluate [{w[ z ]} / . s ] ;
EvaBS = Evaluate [{b [ z ]} / . s ] ;
EvaC = Evaluate [{b [ z ]ˆ2⇤w[ z ] ⇤ \ [ Theta ] [ z ]} / . s ] ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ ODE Before L ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
S1 = NDSolve [{D[ b [ z ] , z ] ==
2 \ [ Alpha ]   g ⇤\ [ Lambda ]ˆ2⇤R0/(b [ z ]⇤w[ z ] ˆ 3 ) ,
D[w[ z ] , z ] ==
2⇤ ( ( g ⇤\ [ Lambda ]ˆ2⇤R0/(b [ z ]ˆ2⇤w[ z ] ˆ 2 ) )   \ [ Alpha ]⇤w[ z ] / b [ z ] ) ,
b [ 0 ] == b0/Sqrt [ 2 ] , w [ 0 ] == 2⇤w0} ,
{b , w} , {z , 0 , L } ] ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ Evaluate ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
EvaW = Evaluate [{w[ z ]} / . S1 ] ;
EvaB = Evaluate [{b [ z ]} / . S1 ] ;
EvaT = Evaluate [{R0/(b [ z ]ˆ2⇤w[ z ] ) } / . S1 ] ;
BL = Evaluate [ b [ L ] / . S1 ] ; BL = BL [ [ 1 ] ] ;
WL = Evaluate [w[L ] / . S1 ] ; WL = WL[ [ 1 ] ] ;
c = R0   (1 + 1/\ [Lambda ] ˆ 2 ) ⇤ ( ( \ [ Rho ] b   \ [Rho ] t ) /\ [Rho ] b )⇤ (BLˆ2⇤WL) ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ O D E ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
S = NDSolve [{D[ b [ z ] , z ] ==
2 \ [ Alpha ]   g ⇤\ [ Lambda ]ˆ2⇤ c /(b [ z ]⇤w[ z ] ˆ 3 ) ,
D[w[ z ] , z ] ==
2⇤ ( ( g ⇤\ [ Lambda ]ˆ2⇤ c /(b [ z ]ˆ2⇤w[ z ] ˆ 2 ) )   \ [ Alpha ]⇤w[ z ] / b [ z ] ) ,
b [ L ] == BL, w[L ] == WL} ,
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{b , w} , {z , L , zmax } ] ;
EvaTT = Evaluate [{ c /(b [ z ]ˆ2⇤w[ z ] ) } / . S ] ;
EvaWW = Evaluate [{w[ z ]} / . S ] ;
EvaBB = Evaluate [{b [ z ]} / . S ] ;
(⇤⇤⇤⇤⇤ PLOT ⇤⇤⇤⇤⇤)
(⇤ Plot [ { \ [ Rho ] a \[Rho ] b⇤
EvaT , \ [ Rho ] a , \ [ Rho ] t , \ [ Rho ] b} ,{ z , 0 , zmax} ,
PlotLegend \ [ Rule ] { ” \ [ Rho ] j e t ” ,”Ambient Density ” , ”\ [Rho ] top ” ,
”\ [Rho ] bot ”} , LegendPos it ion \ [ Rule ]{1 .1 ,  0 .4} ,
PlotRange \ [ Rule ]{ All , { 0 . 8 , 1 . 0 4} } ,
P l o tS ty l e \ [ Rule ]{{Thick } ,{Dashed } ,{Orange } ,{Dotted }} (⇤ ,
AxesOrigin \ [ Rule ] { 0 , 0 } ⇤ ) ] ⇤ )
I f [ ch == 1 ,
Plot [ EvaC , {z , 0 , zmax} , PlotLegend  > {”bˆ2⇤w⇤\ [ Theta ] ”} ,
LegendPos it ion  > {1 . 1 ,  0.4} , PlotRange  > {All , A l l } ,
P l o tS ty l e  > {{Thick ,
RGBColor [ KroneckerDelta [ i ] , KroneckerDelta [ i   1 ] ,
KroneckerDelta [ i   2 ] ] } } ( ⇤ , AxesOrigin \ [ Rule ] { 0 , 0 } ⇤ ) ] ,
I f [ ch == 2 ,
Plot [{EvaTS ,
P iecewi se [{{EvaT , z < L} , {EvaTT, L < z && z < zmax }} ]} , {z , 0 ,
zmax} , AxesLabel  > { Sty l e [ z , FontSize  > 32 , Black ] ,
S ty l e [ \ [ Theta ] [ z ] , FontSize  > 32 , Black ] } ,
PlotRange  > {All , A l l } ,
P l o tS ty l e  > {{COLOR[ i ] , Thick } , {Dashed ,
Blue }} , (⇤LegendShadow \ [ Rule ] None , ⇤ ) AxesOrigin  > {0 , 0} ] ,
I f [ ch == 3 ,
Plot [{EvaWS,
Piecewi se [{{EvaW, z < L} , {EvaWW, L < z && z < zmax }} ]} , {z , 0 ,
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zmax} , AxesLabel  > { Sty l e [ z , FontSize  > 32 , Black ] ,
S ty l e [w[ z ] , FontSize  > 32 , Black ] } , PlotRange  > {All , A l l } ,
P l o tS ty l e  > {{COLOR[ i ] , Thick } , {Dashed , Blue }} (⇤ ,
LegendShadow \ [ Rule ] None ⇤ ) (⇤ PlotLegend \ [ Rule ]{ Sty l e [
”Gaussian approximation ” , FontSize \ [ Rule ] 1 8 , Black ] , S ty l e [
”Jump cond i t i on ” , FontSize \ [ Rule ] 1 8 , Black ] } ,
LegendPos it ion \ [ Rule ]{0 , 0} ,⇤ ) (⇤ , P l o tS ty l e \ [ Rule ]{{Thick ,
RGBColor [ KroneckerDelta [ i ] , KroneckerDelta [ i  1] , KroneckerDelta [
i  2 ] ]}}⇤ )
(⇤ , AxesOrigin \ [ Rule ] { 0 , 0 } ⇤ ) ] ,
I f [ ch == 4 ,
Plot [{EvaBS ,
P iecewi se [{{EvaB , z < L} , {EvaBB, L < z && z < zmax }} ]} , {z ,
0 , zmax} ,
AxesLabel  > { Sty l e [ z , FontSize  > 32 , Black ] ,
S ty l e [ b [ z ] , FontSize  > 32 , Black ] } , PlotRange  > {All , A l l } ,
P l o tS ty l e  > {{COLOR[ i ] , Thick } , {Dashed , Blue }} ] ,
Plot [ { \ [ Rho ] t + ( \ [ Rho ] b   \ [Rho ] t )⇤ Erfc [ ( z   L)/\ [ Sigma ] ] / 2 ,
P i ecewi se [ { { \ [ Rho ] b , z < L} , {\ [Rho ] t ,
L < z && z < zmax }} ]} , {z , 0 , zmax} ,
AxesLabel  > { Sty l e [ z , FontSize  > 32 , Black ] ,
S ty l e [ Subsc r ip t [ \ [ Rho ] , a ] [ z ] , FontSize  > 32 , Black ] } ,
PlotRange  > {All , A l l } ,
P l o tS ty l e  > {{COLOR[ i ] , Thick } , {Dashed , Blue }} ,
Exc lus ions  > None ] ]
] ] ] )
\ [ Sigma ] 1 = 1 ; i 1 = 1 ; \ [ Sigma ] 2 = 0 . 1 ; i 2 = 2 ;
{Show [ Cont [ \ [ Sigma ] 2 , i2 , 4 ] , Cont [ \ [ Sigma ] 1 , i1 , 4 ] ] ,
Show [ Cont [ \ [ Sigma ] 1 , i1 , 3 ] , Cont [ \ [ Sigma ] 2 , i2 , 3 ] ] ,
114
Show [ Cont [ \ [ Sigma ] 1 , i1 , 2 ] , Cont [ \ [ Sigma ] 2 , i2 , 2 ] ] ,
Show [ Cont [ \ [ Sigma ] 1 , i1 , 5 ] , Cont [ \ [ Sigma ] 2 , i2 , 5 ] ] }
{Cont [ \ [ Sigma ] 2 , i2 , 4 ] , Cont [ \ [ Sigma ] 2 , i2 , 3 ] ,
Cont [ \ [ Sigma ] 2 , i2 , 2 ] , Cont [ \ [ Sigma ] 2 , i2 , 5 ]}
F.6 Initial worse mixer (figure 6.6)
zmax = 100 ; zmax1 = zmax ; Htank = zmax ; ( ⇤Tank Height ⇤)
\ [ Alpha ] = \
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0 .0833(⇤ Subsc r ip t [ \ [ Alpha ] , plume ]⇤ ) ( ⇤0 . 0 5 3 5⇤ ) ( ⇤ Subsc r ip t [ \ [ Alpha ] , \
j e t ] ⇤ ) ; g = 980 ; \ [ Lambda ] = 1 . 2 (⇤1⇤ ) (⇤mixing c o e f f i c i e n t ⇤ ) ; \ [Rho ] b \
= 1 . 0 5 7 ; \ [Rho ] t = 1 .05 (⇤ For 2nd p lo t use \ [Rho ] t = 1 . 0 4 5 ⇤ ) ; \ [Rho ] j 0 = 0 . 9 9 8 ; \ [ CapitalLambda ] = \
\ [ Lambda ]ˆ2/ (1 + \ [ Lambda ] ˆ 2 ) ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
FR =
N[900/60 ] (⇤Flow Rate ⇤ ) ; d = 0 .4572(⇤Big Tank ⇤ ) (⇤0 . 553⇤ ) (⇤ saml l \
tank ⇤ ) ; r = d/2 ;
b0 = r /Sqrt [ 2 ] ; \ [ Theta ] 0 =
1/\ [ CapitalLambda ] ( ( \ [ Rho ] b   \ [Rho ] j 0 ) /\ [Rho ] b ) ; w0 =
N[ ( 8⇤FR) / ( \ [ Pi ]⇤d ˆ 2 ) ] ;
Q0 = b0ˆ2⇤w0 ; M0 = b0ˆ4⇤w0ˆ4 ; B0 = b0ˆ2⇤w0⇤\ [ Theta ] 0 ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
QS =
B0 ⇤ ( ( \ [ CapitalLambda ] ⇤ \ [ Rho ] b ) / ( \ [ Rho ] b   \ [Rho ] t ) ) ; ( ⇤ C r i t i c a l \
Value o f Q in Two Layer ⇤)
CritH = (QS   Q0)/(2 \ [ Alpha ] ) ⇤
NIntegrate [ ( ( 5 ⇤B0⇤g ⇤\ [ Lambda ] ˆ 2 ) / (
4 \ [ Alpha ] ) ⇤ ( 2 Q0 + (QS   Q0)⇤u )⇤ (QS   Q0)⇤u + M0ˆ(5/4))ˆ( 1/
5) , {u , 0 ,
1 } ] ; ( ⇤ C r i t i c a l Height f o r Two Layer ⇤)
Pr int [ ” C r i t i c a l Length f o r \
two Layer=”, CritH ]
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ Jump Locat ion ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
R = 1 ; L =
R⇤CritH ; ( ⇤ Def ine Jump l o c a t i o n ⇤)
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ Neutra l Buoyant \
Locat ion ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
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\ [ Kappa ] = Sqrt [ ( \ [ Rho ] b   \ [Rho ] t )/(\
\ [ CapitalLambda ]⇤L⇤\ [Rho ] b ) ] ; \ [Rho ] a [
z ] := \ [Rho ] b   ( \ [ Rho ] b   \ [Rho ] t )/
L⇤( z ) ; ( ⇤ Def ine Slope f o r l i n e a r and l i n e a r p r o f i l e ⇤)
\
(⇤ Plot [ \ [ Rho ] a [ z ] ,{ z , 0 ,L} ]⇤ )
CB = \ [ Kappa ]ˆ2⇤M0 + 2⇤g ⇤\ [ Lambda ]ˆ2⇤B0ˆ2 ;
(⇤Neutra l Buoyant Height f o r Linear ⇤)
ECritL = Re [
NIntegrate [ \ [ Kappa]ˆ 2 (CBˆ(1/4)⇤( 4 \ [ Alpha ] ) /
Sqrt [ \ [ Kappa ] ˆ 5 ] ⇤ (B⇤
Hypergeometric2F1 [ (1/4) , 1/2 , 3/
2 , (2 g ⇤\ [ Lambda ] ˆ2 )/CB Bˆ2 ]  
B0⇤Hypergeometric2F1 [ (1/4) , 1/2 , 3/
2 , (2 g ⇤\ [ Lambda ] ˆ2 )/CB B0ˆ2 ] ) + Q0ˆ2)ˆ( 1/2) , {B, 0 ,
B0 } ] ] ;
(⇤Apex Height f o r Linear ⇤)
ApexL = Re [
NIntegrate [ \ [ Kappa]ˆ 2 (CBˆ(1/4)⇤( 4 \ [ Alpha ] ) /
Sqrt [ \ [ Kappa ] ˆ 5 ] ⇤ (B⇤
Hypergeometric2F1 [ (1/4) , 1/2 , 3/
2 , (2 g ⇤\ [ Lambda ] ˆ2 )/CB Bˆ2 ]  
B0⇤Hypergeometric2F1 [ (1/4) , 1/2 , 3/
2 , (2 g ⇤\ [ Lambda ] ˆ2 )/CB B0ˆ2 ] ) + Q0ˆ2)ˆ( 1/
2) , {B,  Sqrt [ (CB/(2 g ⇤\ [ Lambda ] ˆ 2 ) ) ] , B0 } ] ] ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ Solve Two Layer ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
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s = NDSolve [{D[Q[ z ] , z ] == 2 \ [ Alpha ]⇤M[ z ] ˆ ( 1 /4 ) ,
D[M[ z ] , z ] == 4⇤g ⇤\ [ Lambda ]ˆ2⇤Q[ z ]⇤B0 ,
Q[ 0 ] == Q0, M[ 0 ] == M0} , {Q, M} , {z , 0 , L } ] ;
QatL = Evaluate [Q[L ] / . s ] ; QatL = QatL [ [ 1 ] ] ;
MatL = Evaluate [M[L ] / . s ] ; MatL = MatL [ [ 1 ] ] ;
QH = Evaluate [Q[L ] / . s ] ; QH = QH[ [ 1 ] ] ;
Evath = Evaluate [{B0/Q[ z ]} / . s ] ;
Cr i t \ [ Theta ] = ( ( \ [ Rho ] b   \
\ [Rho ] t ) / ( \ [ CapitalLambda ] ⇤ \ [ Rho ] b ) ) ; ( ⇤ C r i t i c a l Value f o r \ [ Theta ] ⇤ )
\
\ [ Theta ] atL = B0/
QatL ; ( ⇤ Value o f \ [ Theta ] b e f o r e jump⇤)
Pr int [ ”Jump in \ [Rho]=” , \
\ [Rho ] b⇤(1   \ [ Theta ] atL )   ( \ [ Rho ] t   \ [Rho ] b⇤(B0  
QatL⇤Cr i t \ [ Theta ] ) ) ]
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ 2 Layered ODE a f t e r jump ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
s s = NDSolve [{D[Q[ z ] , z ] == 2 \ [ Alpha ]⇤M[ z ] ˆ ( 1 /4 ) ,
D[M[ z ] , z ] == 4⇤g ⇤\ [ Lambda ]ˆ2⇤Q[ z ] ⇤ (B0   QatL⇤Cr i t \ [ Theta ] ) ,
Q[L ] == QatL , M[L ] == MatL} , {Q, M} , {z , L , ApexL } ] ;
EvaTH = Evaluate [ { (B0   QatL⇤Cr i t \ [ Theta ] ) /Q[ z ]} / . s s ] ;
(⇤Apex Height f o r Step ⇤)
I f [ ( B0   QatL⇤Cr i t \ [ Theta ] ) <  10ˆ 2,
ApexH = L +
1/(4 g ⇤\ [ Lambda ] ˆ2⇤ (B0   QatL⇤Cr i t \ [ Theta ] ) ) ⇤
Re [ NIntegrate [ ( QatLˆ2 + (4 \ [ Alpha ] ) / (
5 g ⇤\ [ Lambda ] ˆ2⇤ (B0   QatL⇤Cr i t \ [ Theta ] ) ) ⇤ (mˆ(5/
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4)   (B0   QatL⇤Cr i t \ [ Theta ] )ˆ (5/4) )ˆ (  1/2) ) , {m, (B0  
QatL⇤Cr i t \ [ Theta ] ) , 0 } ] ] , ApexH = ApexL ] ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ LINEAR ODE ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ L Part ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
CL = NDSolve [{D[QL[ z ] , z ] == 2 \ [ Alpha ]⇤ML[ z ] ˆ ( 1 /4 ) ,
D[ML[ z ] , z ] == 4⇤g ⇤\ [ Lambda ]ˆ2⇤QL[ z ]⇤BL[ z ] ,
D[BL[ z ] , z ] ==  \[Kappa ]ˆ2⇤QL[ z ] ,
QL[ 0 ] == Q0, ML[ 0 ] == M0, BL [ 0 ] == B0} , {QL, ML, BL} , {z ,
0 , (⇤ECritL ⇤)ApexL } ] ;
CLCTH = Evaluate [{BL[ z ] /QL[ z ]} / . CL ] ;
zmax = ECritL
p1 = Plot [{ Piecewi se [ { { \ [ Rho ] b⇤(1   Evath )   ( \ [ Rho ] a [ z ]   \ [Rho ] b⇤
CLCTH) , z <
L} , {\ [Rho ] t   \ [Rho ] b⇤EvaTH   ( \ [ Rho ] a [ z ]   \ [Rho ] b⇤CLCTH) ,
z > L}} ]} , {z , 0 , zmax} , PlotRange  > All ,
PlotLegends  > {”\ !\ (\⇤ SubscriptBox [ \ ( \ [ Rho ] \ ) , \
\( j \ ) ] \ ) ( Sharp ) \ !\(\⇤ SubscriptBox [ \ ( \ [ Rho ] \ ) , \( j \ ) ] \ ) ( Linear ) jump \
l o ca t ed at c r i t i c a l d i s t anc e ”} ,
P l o tS ty l e  > {Dashed , ColorData [ 1 , 2 ] } ]
F.7 Oil application (figure 8.4)
Cr i t i c a lLeng th [ \ [ Rho ] t , \ [Rho ] j 0 , d ] := (
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\ [ Alpha ] = 0 .0833(⇤ Subsc r ip t [ \ [ Alpha ] ,
plume ]⇤ ) ( ⇤0 . 0 5 3 5⇤ ) ( ⇤ Subsc r ip t [ \ [ Alpha ] , j e t ] ⇤ ) ;
g = 980 ; \ [ Lambda ] = 1 . 2 (⇤mixing c o e f f i c i e n t ⇤ ) ; \ [Rho ] b =
1 . 0 2 7 7 4 ; ( ⇤ \ [ Rho ] t =1 .04308 ;⇤ ) (⇤\ [Rho ] j 0=
0 . 7 ⇤ ) ; \ [ CapitalLambda ] = \ [ Lambda ] ˆ2/ (
1 + \ [ Lambda ] ˆ 2 ) ; ( ⇤ r t =\[Rho ] t /1000+1⇤)
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
zmax = 100 ; (⇤Tank Height ⇤)
FR = N[120000 ] (⇤Flow Rate ⇤ ) ; ( ⇤ d=
40⇤ ) (⇤26 . 67⇤2⇤ ) ; r = d/2 ;
b0 = r /Sqrt [ 2 ] ; \ [ Theta ] 0 =
1/\ [ CapitalLambda ] ( ( \ [ Rho ] b   \ [Rho ] j 0 ) /\ [Rho ] b ) ;
w0 = N[ ( 8⇤FR) / ( \ [ Pi ]⇤d ˆ 2 ) ] ;
P0 = b0ˆ2⇤w0 ; Q0 = b0ˆ4⇤w0ˆ4 ; R0 = b0ˆ2⇤w0⇤\ [ Theta ] 0 ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
PS = R0⇤ ( ( \ [ CapitalLambda ] ⇤ \ [ Rho ] b ) / ( \ [ Rho ] b   (1 + \ [Rho ] t /
1 0 0 0 ) ) ) ; ( ⇤ C r i t i c a l Value o f P in Two Layer ⇤)
CritH = (PS   P0)/(2 \ [ Alpha ] ) ⇤
NIntegrate [ ( ( 5 ⇤R0⇤g ⇤\ [ Lambda ] ˆ 2 ) / (
4 \ [ Alpha ] ) ⇤ ( 2 P0 + (PS   P0)⇤u )⇤ (PS   P0)⇤u + Q0ˆ(5/4))ˆ( 1/
5) , {u , 0 , 1} ] )
Cr i t i c a lLeng th [ 2 7 . 7 392 , 0 . 7 , 40 ]/100
gr1 = Plot [ Cr i t i c a lLeng th [ x , 0 . 95 , 40 ]/100 , {x , 25 , 27 .7385} ,
PlotRange  > All , P l o tS ty l e  > {Purple , Thick } ] ;
gr2 = Plot [ Cr i t i c a lLeng th [ x , 0 . 849 , 40 ]/100 , {x , 25 , 27 .7392} ,
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PlotRange  > {All , {0 , 1500}} , P l o tS ty l e  > {Cyan , DotDashed } ,
Ticks  > {None , None } ] ;
gr3 = Plot [ Cr i t i c a lLeng th [ x , 0 . 95 , 53 . 34 ] /100 , {x , 25 , 27 .7385} ,
PlotRange  > All , P l o tS ty l e  > {Green , Thick } ] ;
Show [ ( ⇤ gr1 , ⇤ ) gr2 ,
GridLines  > {{27 .74} , {}} (⇤ , Gr idL inesSty l e \ [ Rule ] Thick ⇤ ) ]
F.8 Quadratic equation is almost constant (figure 8.5)
”2nd order MTT”
\ [Rho ] [ z ] := (1027 .77 \ [ Minus ] 4.60434⇤10ˆ 7⇤ z ˆ 2 ) ;
g = 9 .80 (⇤m/ sec ˆ2⇤ ) ; \ [ Lambda ] = 1 . 2 4 ; \ [ Alpha ] = 0 . 0833 ;\
(⇤\ [ Alpha ]=0 .0535 ;⇤ )
\ [Rho ] j = 858 ; \ [Rho ] b = 1027 . 77 ;
b0 = 0 . 2 (⇤ Sqrt [ 0 . 0 9 / (w0⇤\ [ Theta ] 0 ) ] ⇤ ) ; w0 = (
1.2⇤10ˆ 1)/(\ [ Pi ] ⇤ 0 . 0 4 ) ; \ [ Theta ] 0 = (1   \ [Rho ] j /\ [Rho ] b ) ;
zmax = 1000 ; \ [ CapitalLambda ] = ( \ [ Lambda ]ˆ2/ (1 + \ [ Lambda ] ˆ 2 ) ) ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ ODE Before L ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
s = NDSolve [{D[ b [ z ] ˆ2 w[ z ] ˆ 2 , z ] == 2 g ⇤\ [ Lambda ]ˆ2⇤b [ z ] ˆ 2⇤\ [ Theta ] [ z ] ,
D[ b [ z ] ˆ2 w[ z ] , z ] == 2 \ [ Alpha ]⇤b [ z ]⇤w[ z ] ,
D[ b [ z ] ˆ2 w[ z ] \ [ Theta ] [ z ] , z ] ==
D[ \ [ Rho ] [ z ] , z ] / ( \ [ CapitalLambda ] ⇤ \ [ Rho ] b) b [ z ]ˆ2⇤w[ z ] ,
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b [ 0 ] == b0/Sqrt [ 2 ] ,
w [ 0 ] == 2⇤w0 , \ [ Theta ] [
0 ] == (1   \ [Rho ] j /\ [Rho ] b ) /\ [ CapitalLambda ] } ,
{b , w, \ [ Theta ]} , {z , 0 , zmax } ] ;
sh = NDSolve [{D[ b [ z ] ˆ2 w[ z ] ˆ 2 , z ] ==
2 g ⇤\ [ Lambda ]ˆ2⇤b [ z ] ˆ 2⇤\ [ Theta ] [ z ] ,
D[ b [ z ] ˆ2 w[ z ] , z ] == 2 \ [ Alpha ]⇤b [ z ]⇤w[ z ] ,
D[ b [ z ] ˆ2 w[ z ] \ [ Theta ] [ z ] , z ] == 0 ,
b [ 0 ] == b0/Sqrt [ 2 ] ,
w [ 0 ] == 2⇤w0 , \ [ Theta ] [
0 ] == (1   \ [Rho ] j /\ [Rho ] b ) /\ [ CapitalLambda ] } ,
{b , w, \ [ Theta ]} , {z , 0 , zmax } ] ;
\ [Rho ] 2 nd = Evaluate [ \ [ Rho ] [ z ]   \ [Rho ] b ⇤\ [ Theta ] [ z ] ] / . s ;
\ [Rho ] homo = Evaluate [ \ [ Rho ] b (1   \ [ Theta ] [ z ] ) ] / . sh ;
\ [ Theta ] 2 nd = Evaluate [ \ [ Theta ] [ z ] ] / . s ;
\ [ Theta ] homo = Evaluate [ \ [ Theta ] [ z ] ] / . sh ;
Pr int [ ” Neutral f o r quadrat i c=”,
FindRoot [ \ [ Theta ] [ z ] / . s [ [ 1 ] ] , {z , 234 , 3 0 0} ] ]
Plot [ { \ [ Rho ] 2 nd , \ [Rho ] homo} , {z , 0 , 355 .325320} ,
AxesOrigin  > {0 , \ [Rho ] j } , PlotLegends  > {” qudrat i c ” , ”Homo”} ]
Plot [ { \ [ Theta ] 2 nd , \ [ Theta ] homo} , {z , 0 , 355.3253204631411} ,
AxesOrigin  > {0 , 0} , PlotLegends  > {” qudrat i c ” , ”Homo”} ]
Plot [ { ( \ [ Rho ] 2 nd   \ [Rho ] homo ) /\ [Rho ] j } , {z , 0 , 355 .325320} ,
AxesOrigin  > {0 , 0} ,
PlotLegends  > {”Normalized d i f f e r e n c e in dens i ty ”} ]
Plot [ { \ [ Theta ] 2 nd   \ [ Theta ] homo} , {z , 0 , 355.3253204631411} ,
AxesOrigin  > {0 , 0} ,
PlotLegends  > {” d i f f e r e n c e in dens i ty anomaly ”} ]
\ [Rho ] [ 3 0 0 ]
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F.9 Study of Richardson number (figure 8.7 and 8.8)
”Richardson”
Needs [ ” PlotLegends ‘ ” ]
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ Parameters ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
g = \
980(⇤cm/ sec ˆ2⇤ ) ; \ [ Lambda ] = 1 . 2 4 ; \ [ Alpha ] = 0 . 0833 ; \
\ [ Alpha ] j = 0 . 0535 ;
\ [Rho ] b = 1 . 1 3 ; ( ⇤ 1 . 0 2 ˜ 1 . 1 3 ⇤ ) \ [Rho ] t = \
\ [Rho ] b   0 . 0 1 2 ; \ [Rho ] j = 0 . 9 9 8 ;
b0 = 0 .4572/2 ; w0 = (
4 ⇤ 4 . 4 ) / ( \ [ Pi ] ⇤ 0 . 4 5 7 2 ˆ 2 ) ; \ [ Theta ] 0 = (1   \ [Rho ] j /\ [Rho ] b ) ;
zmax = 20 ; B0 =
b0ˆ2/2⇤2⇤w0⇤ ( (
1 + \ [ Lambda ] ˆ 2 ) / \ [ Lambda ] ˆ 2 ) ⇤ \ [ Theta ] 0 ; \ [ CapitalLambda ] = (\
\ [ Lambda ]ˆ2/ (1 + \ [ Lambda ] ˆ 2 ) ) ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ C r i t i c a l Length ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
P0 = b0ˆ2⇤w0 ; Q0 =
4⇤b0ˆ4⇤w0ˆ4 ; R0 = b0ˆ2⇤w0⇤1/\ [ CapitalLambda ] ⇤ \ [ Theta ] 0 ;
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
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PS =
R0⇤ ( ( \ [ CapitalLambda ] ⇤ \ [ Rho ] b ) / ( \ [ Rho ] b   \ [Rho ] t ) ) ; ( ⇤ C r i t i c a l \
Value o f P in Two Layer ⇤)
CritH = (PS   P0)/(2 \ [ Alpha ] ) ⇤
NIntegrate [ ( ( 5 ⇤R0⇤g ⇤\ [ Lambda ] ˆ 2 ) / (
4 \ [ Alpha ] ) ⇤ ( 2 P0 + (PS   P0)⇤u )⇤ (PS   P0)⇤u + Q0ˆ(5/4))ˆ( 1/
5) , {u , 0 , 1 } ] ;
CritH /0 . 4572 ; Pr int [ ” C r i t i c a l d i s t anc e =”, CritH ]
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ ODE Before L ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
s =
NDSolve [{D[ b [ z ] ˆ2 w[ z ] ˆ 2 , z ] == 2 g ⇤\ [ Lambda ]ˆ2⇤B0/w[ z ] ,
D[ b [ z ] ˆ2 w[ z ] , z ] == 2 \ [ Alpha ]⇤b [ z ]⇤w[ z ] ,
b [ 0 ] == b0/Sqrt [ 2 ] , w [ 0 ] == 2⇤w0} ,
{b , w} , {z , 0 , zmax } ]
(⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ Evaluate ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤)
EvaW = Evaluate [{w[ z ]} / . s ] ;
EvaB = Evaluate [{b [ z ]} / . s ] ;
EvaT = Evaluate [{R0/(b [ z ]ˆ2⇤w[ z ] ) } / . s ] ;
R[ z ] := Sqrt [ ( 4⇤ Sqrt [ 2 \ [ Pi ] ] ⇤ \ [ Lambda ]ˆ2⇤ g )/(1 + \ [ Lambda ] ˆ 2 ) ] ⇤ Sqrt [
B0/(EvaB⇤EvaWˆ 3 ) ] ; Rp =
N[ Sqrt [ ( 4⇤ Sqrt [ 2 \ [ Pi ] ] ⇤ \ [ Lambda ]ˆ2⇤ g )/(1 + \ [ Lambda ] ˆ 2 ) ⇤ (
4 \ [ Alpha ] ) / ( 5⇤ g ⇤\ [ Lambda ] ˆ 2 ) ] ] ;
Pr int [ ” I n i t i a l Modeled Richardson number=”,
N[ Sqrt [ ( 4⇤ Sqrt [ 2 \ [ Pi ] ] ⇤ \ [ Lambda ]ˆ2⇤ g )/(1 + \ [ Lambda ] ˆ 2 ) ] ⇤ Sqrt [ (
b0ˆ2 w0⇤\ [ Theta ] 0 ) / ( b0⇤w0 ˆ 3 ) ] ] ]
(⇤ Sqrt [ ( 4⇤ Sqrt [ 2 \ [ Pi ] ] ⇤ \ [ Lambda ]ˆ2⇤ g )/(1+\ [Lambda ] ˆ 2 ) ⇤ \ [ Alpha ]/ (30⇤\
216⇤\ [Lambda ] ˆ 2 ) ] ⇤ )
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P2 =
Plot [{R[ z ] , Rp} , {z , 0 , zmax} , AxesOrigin  > {0 , 0} ,
PlotRange  > All , P l o tS ty l e  > {Green , Thick } ,
PlotLegend  > {”Richardson ” , Rp} , LegendPos it ion  > {1 . 1 ,  0.4} ]
Plot [ { \ [ Alpha ] j   ( \ [ Alpha ] j   \ [ Alpha ] ) ⇤ (R[ z ] /Rp)ˆ2 , 0 . 08} , {z , 0 ,
zmax} , PlotRange  > All ,
PlotLegend  > {” Linear i n t e r p o l a t i o n ” , 0 . 08} ,
LegendPos it ion  > {1 . 1 ,  0.4} , AxesOrigin  > {0 , 0 . 0535} ]
Plot [ { \ [ Alpha ] j ⇤Exp [ Log [ \ [ Alpha ] / \ [ Alpha ] j ] ⇤ (R[ z ] /Rp) ˆ 2 ] , 0 . 08} , {z ,
0 , zmax} , PlotRange  > All ,
PlotLegend  > {” Exponent ia l i n t e r p o l a t i o n ” , 0 . 08} ,
LegendPos it ion  > {1 . 1 ,  0.4} , AxesOrigin  > {0 , 0 . 0535} ]
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