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1. Introduction and preliminaries
In [11], Loday introduces the deﬁnition of Leibniz algebra as a vector space over a ﬁeld with a
multiplication [−,−] which satisﬁes the Leibniz identity,
[x, [y, z]] = [[x, y], z] − [[x, z], y].
It should be noted that if a Leibniz algebra satisﬁes the identity [x, x] = 0, the Leibniz and the
Jacobi identities coincide. Therefore, Leibniz algebras are a “non-antisymmetric” generalization of Lie
algebras.
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The natural gradations of nilpotent Lie and Leibniz algebras give some useful information about
their properties in the general case, that is, without restriction on the gradation. Such a gradation is
important for the study of cohomology groups for the algebras considered because it induces their
corresponding gradation [10,13].
Naturally graded n-dimensional Lie algebras have been studied by several authors [2,9]. In n-
dimensional Leibniz algebras, naturally graded 2-ﬁliform and p-ﬁliform with p n − 4 are known
(see [3,4]).
Several authors have studied the cohomological and structural properties of Leibniz algebras
[1,5–8,12].
In the present paper all spaces and algebras are considered over the ﬁeld of complex numbers. We
omit the products which are equal to zero, for convenience. Also we shall not consider the algebras
which are the direct sum of algebras of less dimension (such algebras are called split algebras).
Given an arbitrary Leibniz algebra L, we deﬁne the lower central series:
L1 = L, Lk+1 = [Lk, L], k 1.
An algebra L is called nilpotent if there exists s ∈ N such that Ls = 0. The minimal number s is
called the index of nilpotency or nilindex.
Given any element x of the Leibniz algebra L,wedeﬁne the rightmultiplication operator Rx : L → L
as Rx(y) = [y, x].
Let x be a generator of the algebra L and Rx be the nilpotent right operator. Thanks to the complex
number ﬁeld we can use the fundamental result of linear algebra on Jordan form of linear transforma-
tions.Wedeﬁne the decreasing sequence C(x) = (n1, n2, . . . , nk) that consists of the dimensions of the
Jordan blocks of Rx in lexicographic order, i.e. C(x) = (n1, n2, . . . , nk) C(y) = (m1, m2, . . . , ms) ⇔
there exists i ∈ N such that nj = mj for any j < i and ni < mi.
The sequence C(L) = maxx∈L\L2 C(x) is called the characteristic sequence of the Leibniz algebra L.
According to the Lie algebras, the characteristic sequence is invariant by isomorphisms [1].
A Leibniz algebra L is called p-ﬁliform if C(L) = (n − p, 1, . . . , 1︸ ︷︷ ︸
p
), where p 0.
Note that the above deﬁnition agrees with the deﬁnition of p-ﬁliform Lie algebras when p > 0 [2].
Since Lie algebras are not singly-generated algebras, the notion of 0-ﬁliform algebra for Lie algebras
has no sense.
The setsR(L) = {x ∈ L : [y, x] = 0 for all y ∈ L} and Center(L) = {a ∈ L : [a, L] = [L, a] = 0} are
called the right annihilator and center of L, respectively.
Given an n-dimensional p-ﬁliform Leibniz algebra L, put Li = Li/Li+1, 1 i n − p and grL = L1 ⊕
L2 ⊕ · · · ⊕ Ln−p. Then [Li, Lj] ⊆ Li+j andwe obtain the graded algebra grL. If grL and L are isomorphic,
grL ∼= L,we say that L is naturally graded.
We shall use the expression “graded algebra” instead of “naturally graded algebra” for convenience.
The list of graded p-ﬁliform Lie algebras (1 p n − 1) can be found in [2]. For this reason, we
only study the non Lie Leibniz algebras.
In this work, we focus our attention on graded (n − 3)-ﬁliform non Lie Leibniz algebras where n is
the dimension of the algebra.
The graded p-ﬁliform Leibniz algebraswith 0 p 2 are known (see [1,3]). In [4], the authors study
the graded p-ﬁliform Leibniz algebras with p n − 4.
Since the description of all nilpotent Leibniz algebras is an unsolvable task (even in case of Lie
algebras), we focus our attention on graded algebras with some restriction on their characteristic
sequences.
2. Graded p-ﬁliform Leibniz algebras
Let Lbeagradedp-ﬁliformn-dimensional Leibnizalgebra. Then, thereexists abasis {e1, e2, . . . , en−p,
f1, . . . , fp} such that e1 ∈ L\L2 and C(e1) = (n − p, 1, . . . , 1︸ ︷︷ ︸
ptimes
). From the deﬁnition of characteristic
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sequence, the operator Re1 in the Jordan form has one block Jn−p of size n − p and p blocks J1 (where
J1 = {0}) of size one.
We can reduce the study to the following two possibilities of Jordan forms of the matrix Re1 (see
[4]): ⎛
⎜⎜⎜⎝
Jn−p 0 0 · · · 0
0 J1 0 · · · 0
...
...
0 0 0 · · · J1
⎞
⎟⎟⎟⎠ ,
⎛
⎜⎜⎜⎝
J1 0 0 · · · 0
0 Jn−p 0 · · · 0
...
...
0 0 0 · · · J1
⎞
⎟⎟⎟⎠ .
A p-ﬁliform Leibniz algebra L is said to be of ﬁrst type (type I) if the operator Re1 has the ﬁrst form
and of second type (type II) in the other case.
It should be noted that a p-ﬁliform Leibniz algebra of the ﬁrst type is a non-Lie algebra. Indeed, if
the Leibniz algebra is of the ﬁrst type, then [e1, e1] = e2,which contradicts the identity [x, x] = 0.
2.1. Classiﬁcation of graded (n − 3)-ﬁliform Leibniz algebras of type I
Let L be a (n − 3)-ﬁliformLeibniz algebra of the ﬁrst type. Then there exists a basis {e1, e2, e3, f1, . . . ,
fn−3} (so called adapted basis) such that
[ei, e1] = ei+1, 1 i 2,[fj, e1] = 0, 1 j n − 3.
From these products we have:
〈e1〉 ⊆ L1, 〈e2〉 ⊆ L2, 〈e3〉 ⊆ L3.
However, we do not have information about the position of the elements {f1, f2, . . . , fn−3}.
Let us denote by r1, r2, . . . , rn−3 the positions of the basic elements f1, f2, . . . , fn−3 in the natural
gradation, respectively, i.e. fi ∈ Lri for 1 i n − 3. Without loss of generality one can suppose that
1 r1  r2  · · · rn−3  3. It should be noted that {e2, e3} ⊆ R(L). For p-ﬁliform Leibniz algebras, the
following theorem holds.
Theorem2.1 ([4]). Let L beagradedp-ﬁliformLeibniz algebraof type I.Then rs  s for any s ∈ {1, 2, . . . , p}.
To prove the main result of this subsection we need the following lemmas.
Lemma2.1 ([4]). An arbitrary p-ﬁliform Leibniz algebra of type I satisfying the property ri = 1 for 1 i p
is split.
Lemma 2.2. Let L be a n-dimensional graded (n − 3)-ﬁliform Leibniz algebra of type I. If the condition
1 = r1 = · · · = rk < rk+1, 1 k n − 4 holds, we have that
L1 = 〈e1, f1, f2, . . . , fk〉, L2 = 〈e2, fk+1, fk+2, . . . , fn−3〉, L3 = 〈e3〉.
If n is odd then k n−3
2
and k n−2
2
if n is even.
Proof. Let L be a Leibniz algebra of type I which satisﬁes the condition of the lemma. Then fi ∈ L1 for
1 i k and
L1 = 〈e1, f1, . . . , fk〉, L2 ⊃ 〈e2〉, L3 ⊃ 〈e3〉.
Let us introduce the notations
[e1, fj] = αje2 +
n−3−k∑
s=1
βj,sfk+s, 1 j k.
From the equalities [[ei, fj], e1] = [ei+1, fj], we get [e2, fj] = αje3, 1 j k. By equalities
[[fi, fj], e1] = 0,we can conclude [fi, fj] = γ 1ij fk+1 + · · · + γ n−3−kij fn−3 for 1 i, j k.
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We may assume that [fi, f1] = 0 for 1 i k. Indeed, if we consider the element Ae1 + Bf1 with a
large enough value of A and B /= 0, then rank(RAe1+Bf1) > 3. Therefore, C(Ae1 + Bf1) would be larger
than (3, 1, . . . , 1), i.e., we get a contradiction. Applying similar arguments, we obtain [fi, fj] = 0 for
1 i, j k.
Thus, we have the following products:
(∗)
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
[ei, e1] = ei+1, 1 i 2,
[e1, fj] = αje2 +
n−3−k∑
s=1
βj,sfk+s, 1 j k,
[e2, fj] = αje3, 1 j k,[e3, fj] = [fj, e1] = 0, 1 j n − 3,[fi, fj] = 0, 1 i, j k.
Since [fi, fj] = [fi, e1] = 0 for 1 i, j k, one can assume L2 = 〈[e1, e1], [e1, fi]〉 that is,
dim(L2) k + 1.
Let us suppose fk+1, fk+2, . . . , fk+s lie in L2 for 1 s n − 3 − k. Then applying the arguments used
for [fi, f1], we obtain [fk+i, fj] = γi,je3 for 1 i s, 1 j k. Now using (∗) we can conclude L3 = 〈e3〉
and k + s = n − 3.
Thus,
L1 = 〈e1, f1, f2, . . . , fk〉, L2 = 〈e2, fk+1, fk+2, . . . , fn−3〉, L3 = 〈e3〉. 
The following theorem presents the classiﬁcation of graded non-split (n − 3)-ﬁliform Leibniz
algebras of type I.
Theorem 2.2. Any n-dimensional graded non-split (n − 3)-ﬁliform Leibniz algebra of type I is isomorphic
to one of the following pairwise non-isomorphic algebras:
n is odd:
Mt :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[ei, e1] = ei+1, 1 i 2,
[e1, fj] = f n−3
2
+j , 1 j t,
[e1, ft+1] = e2 + f n−3
2
+t+1,
[e1, fj] = f n−3
2
+j , t + 2 j n−32 ,
[e2, ft+1] = e3,[
f n−3
2
+j , fj
]
= e3, 1 j t, 0 t  n−32 .
P1t (α) :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[ei, e1] = ei+1, 1 i 2,
[e1, f1] = αe2 + f n−3
2
+1,
[e1, f2] = βe2 + f n−3
2
+2,
[e1, fj] = f n−3
2
+j , 3 j
n−3
2
,
[e2, f1] = αe3, α ∈ C,
[e2, f2] = βe3, α2 + β2 = 0,[
f n−3
2
+j , fj
]
= e3, 1 j t, 0 t  n−32 ,
where P1t (α) is isomorphic to P
1
t (−α).
P2t (α) :
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
[ei, e1] = ei+1, 1 i 2,
[e1, f1] = αe2 + f n−3
2
+1, α ∈ C\{0},
[e1, fj] = f n−3
2
+j , 2 j
n−3
2
,
[e2, f1] = αe3,[
f n−3
2
+j , fj
]
= e3, 1 j t, 0 t  n−32 ,
where P2t (α) is isomorphic to P
2
t (−α).
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n is even:
Nt :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[ei, e1] = ei+1, 1 i 2,
[e1, fj] = f⌊ n−3
2
⌋
+1+j , 1 j
⌊
n−3
2
⌋
,
[e1, f⌊ n−3
2
⌋
+1] = e2,
[e2, f⌊ n−3
2
⌋
+1] = e3,[
f⌊ n−3
2
⌋
+1+i, fj
]
= e3, 1 i t, 0 t 
⌊
n−3
2
⌋
.
Proof. Due to Lemmas 2.1 and 2.2 we have
L1 = 〈e1, f1, f2, . . . , fk〉, L2 = 〈e2, fk+1, fk+2, . . . , fn−3〉, L3 = 〈e3〉
and
(∗∗)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
[ei, e1] = ei+1, 1 i 2,
[e1, fj] = αje2 +∑n−3−ks=1 βj,sfk+s, 1 j k,
[e2, fj] = αje3, 1 j k,
[e3, fj] = [fj, e1] = 0, 1 j n − 3,
[fi, fj] = 0, 1 i, j k,
[fk+i, fj] = γi,je3, 1 i n − 3 − k, 1 j k.
Consider the case n odd.
If k > n−3
2
, we obtain [e1, f ′k] = 0, putting f ′k = a1f1 + a2f2 + · · · + akfk for appropriate values of
a1, a2, . . . , ak , we get a split algebra. The same happens if k <
n−3
2
. Thus, we have k = n−3
2
.
If βj,1 = 0 for 1 j n−32 , then f n−32 +1 /∈ L2, which is a contradiction with the condition L2 =〈
e2, f n−3
2
+1, f n−3
2
+2, . . . , fn−3
〉
. Hence, βj0 ,1 /= 0 for some j0 ∈
{
1, . . . , n−3
2
}
. Making the change of
variables f ′1 = fj0 , f ′j0 = f1 and f ′n−3
2
+1 =
∑ n−3
2
s=1 βj0 ,sf n−3
2
+s, we obtain
[
e1, f
′
1
]
= α′1e2 +
n−3
2∑
s=1
β ′1,sf n−3
2
+s = α′1e2 + f ′n−3
2
+1,
where α′1 = αj0 , β ′1,s = βj0 ,s.
Accordingly, for fj with 2 j n−32 ,we can obtain⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[ei, e1] = ei+1, 1 i 2,
[e1, fj] = αje2 + f n−3
2
+j , 1 j
n−3
2
,
[e2, fj] = αje3, 1 j n−32 ,[e3, fj] = [fj, e1] = 0, 1 j n − 3,
[fi, fj] = 0, 1 i, j n−32 ,[
f n−3
2
+i, fj
]
= γi,je3, 1 i, j n−32 .
By the following products
[
f n−3
2
+i, fj
]
= [[e1, fi] − αie2, fj] = [[e1, fi], fj] − αi[e2, fj] = [e1, [fi, fj]]
+ [[e1, fj], fi] − αiαje3 with 1 i, j n−32 we obtain that γi,j = γj,i with 1 i, j n−32 .
Now consider the matrix consisting of the element γi,j , where 1 i, j n−32 . Let t be a natural
number of rows of the matrix (γi,j) in which there exists a non zero element. If all γi,j = 0, then we
assume t = 0. By corresponding renumbering of the basis elements {f1, . . . , f n−3
2
}we can suppose that
the ﬁrst t rows have non zero elements. It means that in the products of the algebra we can suppose
that for each i from 0 i t there exists some j such that γi,j /= 0.
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If γ1,1 /= 0 we can make the following change of basis:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
f ′1 = 1√γ1,1 f1,
f ′j = γ1,1fj − γ1,jf1, 2 j n−32 ,
f ′n−3
2
+1 = 1√γ1,1 f n−32 +1,
f ′n−3
2
+i = γ1,1f n−32 +i − γ1,if n−32 +1, 2 i
n−3
2
,
and we have γ1,1 = 1, γ1,i = 0 if 2 i n−32 .
If γ1,1 = 0 and there exists i with 2 i n−32 such that γ1,i /= 0 then we can obtain γ1,1 = 1 and
γ1,i = 0 with 2 i n−32 , from the following change⎧⎪⎪⎨
⎪⎪⎩
f ′1 = Af1 + fi,
f ′n−3
2
+1 = Af n−32 +1 + f n−32 +i,
f ′j = fj, 2 j n − 3, j /∈
{
1, n−3
2
+ 1
}
,
with A /= − γi,i
γ1,i
, A /= 0.
Thus,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[ei, e1] = ei+1, 1 i 2,
[e1, fj] = αje2 + f n−3
2
+j , 1 j
n−3
2
,
[e2, fj] = αje3, 1 j n−32 ,[e3, fj] = [fj, e1] = 0, 1 j n − 3,
[fi, fj] = 0, 1 i, j n−32 ,[
f n−3
2
+1, f1
]
= e3,[
f n−3
2
+1, fj
]
= 0, 2 j n−3
2
,[
f n−3
2
+i, fj
]
= γi,je3, 2 i n−32 , 1 j n−32 .
If γ2,2 /= 0, then we can obtain γ2,2 = 1 and γ2,i = 0 with 3 i n−32 , from the following change
of basis:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
f ′2 = 1√γ2,2 f2,
f ′j = γ2,2fj − γ2,jf1, 3 j n−32 ,
f ′n−3
2
+2 = 1√γ2,2 f n−32 +2,
f ′n−3
2
+i = γ2,2f n−32 +i − γ2,if n−32 +1, 3 i
n−3
2
.
If γ2,2 = 0 and there exists i with 3 i n−32 such that γ2,i /= 0, then we can obtain γ2,2 = 1 and
γ2,i = 0 with 3 i n−32 , from the following change⎧⎪⎪⎨
⎪⎪⎩
f ′2 = Af2 + fi,
f ′n−3
2
+2 = Af n−32 +2 + f n−32 +i,
f ′j = fj, 1 j n − 3, j /∈
{
2, n−3
2
+ 2
}
,
with A /= − γi,i
γ2,i
, A /= 0.
If we repeat this process with γi,i , i = 3, . . . , n−32 , ﬁnally we obtain the following family:
L(t) :
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
[ei, e1] = ei+1, 1 i 2,
[e1, fj] = αje2 + f n−3
2
+j , 1 j
n−3
2
,
[e2, fj] = αje3, 1 j n−32 ,[
f n−3
2
+j , fj
]
= e3, 1 j t, 0 t  n−32 .
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If γij = 0 with 1 i, j n−32 , then we have L(0). Therefore, L(t)  L(t′) with t /= t′ because
dim(Center(L(t))) = n−3
2
− t + 1.
Let
{
αt+1,αt+2, . . . ,α n−3
2
}
be elements of C. If there exists i0 with 1 i0  n−32 − t such that
αt+i0 /= 0, then one can suppose that αt+1 = 1 and αt+j = 0 with 2 j n−32 − t, by the following
change of basis:
Case i0 /= 1
f ′t+1 = 1αt+i0 ft+i0 ,
f ′n−3
2
+t+1 = 1αt+i0 f n−32 +t+i0 ,
f ′t+j = αt+i0 ft+j − αt+jft+i0 , 2 j n−32 − t, j /= i0,
f ′n−3
2
+t+j = αt+i0 f n−32 +t+j − αt+jf n−32 +t+i0 , 2 j
n−3
2
− t, j /= i0,
f ′t+i0 = αt+i0 ft+1 − αt+1ft+i0 ,
f ′n−3
2
+t+i0 = αt+i0 f n−32 +t+1 − αt+1f n−32 +t+i0 .
Case i0 = 1
f ′t+1 = 1αt+1 ft+1,
f ′n−3
2
+t+1 = 1αt+1 f n−32 +t+1,
f ′t+j = αt+1ft+j − αt+jft+1, 2 j n−32 − t,
f ′n−3
2
+t+j = αt+1f n−32 +t+j − αt+jf n−32 +t+1, 2 j
n−3
2
− t
and we obtain L(t, 1). If αt+i0 = 0 with 1 i0  n−32 − t, then we have L(t, 0) and L(0) if t = 0. These
families do not intersect:
L(t, 1) :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[ei, e1] = ei+1, 1 i 2,[e1, fj] = αje2 + f n−3
2
+j , 1 j t,
[e1, ft+1] = e2 + f n−3
2
+t+1,
[e1, fj] = f n−3
2
+j , t + 2 j n−32 ,
[e2, fj] = αje3, 1 j t,[e2, ft+1] = e3,
[e2, fj] = 0, t + 2 j n−32 ,[
f n−3
2
+j , fj
]
= e3, 1 j t, 1 t  n−32 .
L(t, 0) :
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
[ei, e1] = ei+1, 1 i 2,[e1, fj] = αje2 + f n−3
2
+j , 1 j t,
[e1, fj] = f n−3
2
+j , t + 1 j n−32 ,
[e2, fj] = αje3, 1 j t,[
f n−3
2
+j , fj
]
= e3, 1 j t, 1 t  n−32 .
We have that dim(Center(L(t, 0)2)) = dim(Center(L(t, 1)2)) + 1.
Case 1: If we consider the ﬁrst family, L(t, 1), then it is easy to check that the following change of basis
leads to the algebraMt .
f ′i = αift+1 − fi, 1 i t,
f ′n−3
2
+i = αif n−32 +t+1 − f n−32 +i, 1 i t.
Case2: Ifweconsider the second family, L(t, 0), thenwemake thegeneral changeofbasis (it is sufﬁcient
to change the generators):
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e′1 = A1e1 + A2e2 + A3e3 +
n−3∑
j=1
Bjfj,
f ′i = C1ie1 + C2ie2 + C3ie3 +
n−3∑
j=1
Dijfj, 1 i n−32 .
Since the vectors e3, f n−3
2
+t+1, f n−3
2
+t+2, . . . , fn−3 are in the center of the algebra, we can sup-
pose that A3 = C3i = 0 and B n−3
2
+j = Di, n−3
2
+j = 0 with t + 1 j n−32 and 1 i n−32 . Thus, if we
compute the products, then we obtain:
e′1 = A1e1 + A2e2 +
n−3
2
+t∑
j=1
Bjfj,
e′2 = A1
⎛
⎝A1 + t∑
j=1
Bjαj
⎞
⎠ e2 +
⎡
⎣A2
⎛
⎝A1 + t∑
j=1
Bjαj
⎞
⎠+ t∑
j=1
B n−3
2
+jBj
⎤
⎦ e3 + A1
n−3
2∑
j=1
Bjf n−3
2
+j ,
e′3 = A1
⎡
⎢⎣
⎛
⎝A1 + t∑
j=1
Bjαj
⎞
⎠2 + t∑
j=1
B2j
⎤
⎥⎦ e3,
f ′i = C1ie1 + C2ie2 +
n−3
2
+t∑
j=1
Dijfj, 1 i
n − 3
2
,
f ′n−3
2
+i = A1
⎡
⎣C1i + t∑
j=1
Dijαj − α′i
⎛
⎝A1 + t∑
j=1
Bjαj
⎞
⎠
⎤
⎦ e2 +
⎡
⎣A2C1i + A2 t∑
j=1
Dijαj
+
t∑
j=1
B n−3
2
+jDij − α′i
⎛
⎝A2
⎛
⎝A1 + t∑
j=1
Bjαj
⎞
⎠+ t∑
j=1
B n−3
2
+jBj
⎞
⎠
⎤
⎦ e3
+ A1
n−3
2∑
j=1
(Dij − α′i Bj)f n−3
2
+j , 1 i t,
f ′n−3
2
+i =
⎡
⎣A1C1i + A1 t∑
j=1
Dijαj
⎤
⎦ e2 +
⎡
⎣A2C1i + A2 t∑
j=1
Dijαj +
t∑
j=1
B n−3
2
+jDij
⎤
⎦ e3
+ A1
n−3
2∑
j=1
Dijf n−3
2
+j , t + 1 i
n − 3
2
and the following restrictions:
1. C1i = 0, 1 i n−32 ,
2.
(
A1 +∑tj=1 Bjαj)∑tj=1 Dijαj +∑tj=1 BjDij = 0, t + 1 i n−32 ,
3.
(
A1 +∑tj=1 Bjαj)∑tj=1 Dijαj +∑tj=1 BjDij = α′i
[(
A1 +∑tj=1 Bjαj)2 +∑tj=1 B2j
]
, 1 i t,
4.
(∑t
j=1 Dijαj − α′i
(
A1 +∑tj=1 Bjαj))∑tj=1 Dijαj +∑tj=1 (Dij − α′i Bj)Dij = (A1 +∑tj=1 Bjαj)2
+∑tj=1 B2j , 1 i t,
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5.
(∑t
j=1 Dij
)2 +∑tj=1 D2ij = 0, t + 1 i n−32 , i /= j,
6. C2i
(
A1 +∑tj=1 Bjαj)+∑tj=1 Di, n−3
2
+jBj = 0, 1 i n−32 ,
7. C2i
∑t
m=1 Djmαm +
∑t
m=1 Di, n−3
2
+mDjm = 0, 1 i, j n−32 ,
8.
(∑t
m=1 Dimαm − α′i
(
A1 +∑tm=1 Bmαm))∑tm=1 Djmαm +∑tm=1 (Dim − α′i Bm)Djm = 0,
1 i t, 1 j n−3
2
, i /= j,
9.
(∑t
m=1 Dimαm
) (∑t
m=1 Djmαm
)+∑tm=1 DimDjm = 0, t + 1 i n−32 , 1 j n−32 , i /= j.
Since A2, C2i do not appear in the expressions ofα
′
i , we can suppose that A2 = C2i = 0, 1 i n−32 .
Accordingly,
Dij =
{
0 t + 1 i n−3
2
, or t + 1 j n−3
2
and i /= j,
1 i = j and t + 1 i n−3
2
.
Taking into account the above restrictions, we have the following expressions:
e′1 = A1e1 +
n−3
2
+t∑
j=1
Bjfj,
e′2 = A1
⎛
⎝A1 + t∑
j=1
Bjαj
⎞
⎠ e2 +
⎛
⎝ t∑
j=1
B n−3
2
+jBj
⎞
⎠ e3 + A1
n−3
2∑
j=1
Bjf n−3
2
+j ,
e′3 = A1
⎡
⎢⎣
⎛
⎝A1 + t∑
j=1
Bjαj
⎞
⎠2 + t∑
j=1
B2j
⎤
⎥⎦ e3,
f ′i =
t∑
j=1
Dijfj, 1 i t,
f ′i = fi, t + 1 i
n − 3
2
,
f ′n−3
2
+i = A1
⎡
⎣ t∑
j=1
Dijαj − α′i
⎛
⎝A1 + t∑
j=1
Bjαj
⎞
⎠
⎤
⎦ e2 +
⎡
⎣ t∑
j=1
B n−3
2
+jDij − α′i
⎛
⎝ t∑
j=1
B n−3
2
+jBj
⎞
⎠
⎤
⎦ e3
+ A1
t∑
j=1
(
Dij − α′i Bj
)
f n−3
2
+j , 1 i t,
f ′n−3
2
+i = A1f n−32 +i, t + 1 i
n − 3
2
and the restrictions (1)–(9) can be rewritten:
1′.
(
A1 +∑tj=1 Bjαj)∑tj=1 Dijαj +∑tj=1 BjDij = α′i
[(
A1 +∑tj=1 Bjαj)2 +∑tj=1 B2j
]
, 1 i t,
2′.
(∑t
j=1 Dijαj − α′i
(
A1 +∑tj=1 Bjαj))∑tj=1 Dijαj +∑tj=1(Dij − α′i Bj)Dij =(A1 +∑tj=1 Bjαj)2
+∑tj=1 B2j , 1 i t,
3′.
(∑t
m=1 Dimαm − α′i
(
A1 +∑tm=1 Bmαm))∑tm=1 Djmαm +∑tm=1(Dim − α′i Bm)Djm = 0,
1 i t, 1 j t, i /= j.
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We only have to compute the restriction on the determinant of change of basis. Since we have that
e′3 = A1
⎡
⎢⎣
⎛
⎝A1 + t∑
j=1
Bjαj
⎞
⎠2 + t∑
j=1
B2j
⎤
⎥⎦ e3,
it implies that A1
[(
A1 +∑tj=1 Bjαj)2 +∑tj=1 B2j
]
/= 0.
If we observe the change of basis and using the properties of the determinant, it is easy to obtain:
A21
⎡
⎢⎣
⎛
⎝A1 + t∑
j=1
Bjαj
⎞
⎠2 + t∑
j=1
B2j
⎤
⎥⎦
∣∣∣∣∣∣∣∣
D11 · · · D1t
...
...
Dt1 · · · Dtt
∣∣∣∣∣∣∣∣
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
A1
(
A1 +
t∑
j=1
Bjαj
)
A1B1 · · ·
A1
[
t∑
j=1
D1jαj − α′1
(
A1 +
t∑
j=1
Bjαj
)]
A1(D11 − α′1B1) · · ·
...
...
...
A1
[
t∑
j=1
Dtjαj − α′t
(
A1 +
t∑
j=1
Bjαj
)]
A1(Dt1 − α′tB1) · · ·
0 0 · · ·
...
...
...
0 0 · · ·
A1Bt A1Bt+1 · · · A1B n−3
2
A1(D1t − α′1Bt) 0 · · · 0
...
...
...
...
A1(Dtt − α′tBt) 0 · · · 0
0 A1 · · · 0
...
...
...
...
0 0 · · · A1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= A
n−3
2
+3
1
⎡
⎢⎣
⎛
⎝A1 + t∑
j=1
Bjαj
⎞
⎠2 + t∑
j=1
B2j
⎤
⎥⎦
∣∣∣∣∣∣∣∣
D11 · · · D1t
...
...
Dt1 · · · Dtt
∣∣∣∣∣∣∣∣
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
A1 +
t∑
j=1
Bjαj B1 · · · Bt
t∑
j=1
D1jαj − α′1
(
A1 +
t∑
j=1
Bjαj
)
D11 − α′1B1 · · · D1t − α′1Bt
...
...
...
...
t∑
j=1
Dtjαj − α′t
(
A1 +
t∑
j=1
Bjαj
)
Dt1 − α′tB1 · · · Dtt − α′tBt
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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= A
n−3
2
+3
1
⎡
⎢⎣
⎛
⎝A1 + t∑
j=1
Bjαj
⎞
⎠2 + t∑
j=1
B2j
⎤
⎥⎦
∣∣∣∣∣∣∣∣
D11 · · · D1t
...
...
Dt1 · · · Dtt
∣∣∣∣∣∣∣∣ · X.
Applying the determinant properties, we compute the value of X.
X=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
A1 +
t∑
j=1
Bjαj B1 · · · Bt
t∑
j=1
D1jαj D11 · · · D1t
...
...
...
...
t∑
j=1
Dtjαj Dt1 · · · Dtt
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
A1 B1 · · · Bt
0 D11 · · · D1t
...
...
...
...
0 Dt1 · · · Dtt
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
t∑
j=1
Bjαj B1 · · · Bt
t∑
j=1
D1jαj D11 · · · D1t
...
...
...
...
t∑
j=1
Dtjαj Dt1 · · · Dtt
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= A1 ·
∣∣∣∣∣∣∣∣
D11 · · · D1t
...
...
...
Dt1 · · · Dtt
∣∣∣∣∣∣∣∣ .
Thus, the determinant is equal to:
A
n−3
2
+4
1
⎡
⎢⎣
⎛
⎝A1 + t∑
j=1
Bjαj
⎞
⎠2 + t∑
j=1
B2j
⎤
⎥⎦ ·
∣∣∣∣∣∣∣∣
D11 · · · D1t
...
...
Dt1 · · · Dtt
∣∣∣∣∣∣∣∣
2
/= 0.
The general change of basis can be reduced to two changes of basis:
Case A: Let f ′i =
∑n−3
j=1 Dijfj with 1 i n−32 and e
′
j = ej with 1 j 3. The same way that the general
change of basis we can suppose that:
Dij =
{
0 t + 1 i n−3
2
, or t + 1 j n−3
2
and i /= j,
1 i = j and t + 1 i n−3
2
.
In this case, we can rewrite the restrictions (1′)–(3′) as follows:
1
′′
.
∑t
j=1 Dijαj = α′i , 1 i t.
2
′′
.
∑t
j=1 D2ij = 1, 1 i t.
3
′′ ∑t
m=1 DimDjm = 0, 1 i t, 1 j t, i /= j.
We have that 1 t  n−3
2
. In the matrix form, we can write the conditions to new parameters by:
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α′ =
⎛
⎜⎜⎝
α′1
...
α′t
⎞
⎟⎟⎠ =
⎛
⎜⎜⎝
D11 . . . Dt1
...
...
...
D1t . . . Dtt
⎞
⎟⎟⎠
⎛
⎜⎜⎝
α1
...
αt
⎞
⎟⎟⎠ ⇔ α′ = Dα.
In the matrix form, the restrictions (1
′′
)–(3
′′
) can be reformulated by:
D · Dt = Dt · D = I ⇒ |D| = ±1, where I is the unitary matrix.
It is easy to prove that α′21 + α′22 + · · · + α′2t = α21 + α22 + · · · + α2t .
1. Let α21 + · · · + α2t = 0.
(a) If α1 = α2 = · · · = αt = 0, then L(t,0) is isomorphic to P1t (0).
(b) If there exists j0 such that αj0 /= 0, it can be supposed that α1 /= 0.
In this case one can obtain α′3 = · · · = α′t = 0 (choosing Dj1 = −
∑t
i=2,j /=i Djiαi
α1
with
3 j t − 1).
We only have to prove that D · Dt = I. We have t2 free parameters and we use t − 2
parameters. If D · Dt = I, then we have t(t+1)
2
equations. In fact, there exist t2 − t + 2 free
parameters and
t(t+1)
2
equations, since t2 − t + 2 > t(t+1)
2
, the system has a solution.
We have that α1 /= 0, α2 = ±iα1, αi = 0, 3 i t and by a change of basis, one cannot
obtain α′1 = 0.
If α2 = ±iα1, we obtain P1t (α) with α ∈ C\{0}.
2. Letα21 + · · · + α2t /= 0. Then there exists j0 such thatαj0 /= 0. It can be supposed thatα1 /= 0. In
this casewe obtainα′2 = · · · = α′t = 0 choosingDj1 = −
∑t
i=2,j /=i Djiαi
α1
with 2 j t. Accordingly,
the system D · Dt = I has a solution. In this case we have P2t (α).
Case B: Let e′1 = A1e1 +
∑n−3
j=1 Bjfj and f ′j = fj with 1 j n−32 . We can suppose Bj = 0 with n−32 +
t  j n − 3. We can obtain this change by the composition of the two following changes:
B.1: Let e′1 = Ae1, then Bi = 0, Dii = 1, Dij = 0, i /= j andA /= 0 (by the condition of the determinant).
The restrictions are the following:
1. αi = Aα′i , 1 i t.
2. A2 = 1.
We have α′i = ±αi with 1 i t.
B.2: Let e′1 = e1 +
∑n−3
j=1 Bjfj , but it is sufﬁcient to consider e′1 = e1 + Bsfs with 1 s t and Bs /= 0.
The restrictions are the following:
1. (1 + Bsαs)αi = α′i
[
(1 + Bsαs)2 + B2s
]
, i /= s.
2. (1 + Bsαs)αs + Bs = α′s
[
(1 + Bsαs)2 + B2s
]
.
3. α2i + 1 = (α′2i + 1)
[
(1 + Bsαs)2 + B2s
]
, 1 i t.
4. αiαj = α′iα′j
[
(1 + Bsαs)2 + B2s
]
, 1 i, j t, i /= j.
5. (1 + Bs)2 + B2s /= 0.
We have that the expression α2s + 1 is an invariant, i.e., if α2s + 1 is zero then α′2s + 1 is zero and
if α2s + 1 is not zero then α′2s + 1 is also non-zero. Thus
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(a) Let α2s + 1 = 0 ⇒ α′2s + 1 = 0.
Replacing in the restrictions we have that Bs = 0, which is a contradiction.
(b) Let α2s + 1 /= 0 ⇒ α′2s + 1 /= 0.
The product αiαs is an invariant expression, i.e., if αiαs /= 0 then α′iα′s /= 0 and if αiαs = 0
then α′iα′s = 0.
If there exists i0 with 1 i0  t such that αi0 /= 0 and i0 /= s then we have two cases:
 Let αi0αs = 0. It implies that αs = 0 and α′i0α′s = 0. Replacing in the restriction we have that
α′i = αi1+B2s , and α
′
s = Bs1+B2s . Since α
′
i0α
′
s = 0 and α′i0 /= 0 we have α′s = 0 ⇒ Bs = 0, which is a
contradiction.
 Let αi0αs /= 0. This implies that αs /= 0 and α′i0α′s /= 0. We can choose Bs = − αs1+α2s and we
obtain α′s = 0, which is a contradiction.
If αi /= 0 with 1 i t and i /= s, then we have that α′s = αs+Bs(α
2
s +1)
(1+Bsαs)2+B2s and α
′
i = 0 with 1 i t
and i0 /= s. Choosing Bs = − αsα2s +1 we obtain α
′
s = 0.
In these cases we obtain the same algebras or families of algebras that in the case A.
Consider the case n even.
In a similar way to the case n odd, we can obtain⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[ei, e1] = ei+1, 1 i 2,
[e1, fj] = αje2 + f⌊ n−3
2
⌋
+1+j , 1 j
⌊
n−3
2
⌋
,
[e2, fj] = αje3, 1 j
⌊
n−3
2
⌋
,[
e1, f
⌊
n−3
2
⌋
+1
]
= e2,[
e2, f
⌊
n−3
2
⌋
+1
]
= e3,[
f⌊ n−3
2
⌋
+1+i, fj
]
= γi,je3, 1 i
⌊
n−3
2
⌋
, 1 j
⌊
n−3
2
⌋
+ 1.
By the following expression
[
f⌊ n−3
2
⌋
+1+i, fj
]
= [[e1, fi] − αie2, fj] with 1 i, j
⌊
n−3
2
⌋
we obtain
that γi,j = γj,i with 1 i, j
⌊
n−3
2
⌋
.
A similar process to the case n odd allows us to obtain:
N(t) :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[ei, e1] = ei+1, 1 i 2,
[e1, fj] = αje2 + f⌊ n−3
2
⌋
+1+j , 1 j
⌊
n−3
2
⌋
,
[e2, fj] = αje3, 1 j
⌊
n−3
2
⌋
,[
e1, f
⌊
n−3
2
⌋
+1
]
= e2,[
e2, f
⌊
n−3
2
⌋
+1
]
= e3,[
f⌊ n−3
2
⌋
+1+i, fj
]
= e3, 1 i t, 0 t 
⌊
n−3
2
⌋
.
If we make the following change of basis:
f ′j = fj − αjf⌊ n−3
2
⌋
+1, 1 j
⌊
n − 3
2
⌋
,
we get the family Nt .
If we repeat the process with the family L(0), then we obtain the same algebras for t = 0. 
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2.2. Classiﬁcation of graded (n − 3)-ﬁliform Leibniz algebras of type II
Let L be an n-dimensional graded (n − 3)-ﬁliform Leibniz algebra of type II and let {e1, e2, e3,
f1, . . ., fn−3} be an adapted basis.
Theorem 2.3 ([4]). Let L be a complex n-dimensional graded (n − 3)-ﬁliform Leibniz algebra of type II.
Then L is a Lie algebra.
This theorem completes the classiﬁcation of graded p-ﬁliform Leibniz algebras in each dimension
with n − p 3. In particular, the classiﬁcation of graded (n − 3)-ﬁliform non-Lie Leibniz algebras is
present on the list of Theorem 2.2. The classiﬁcation of graded p-ﬁliform Leibniz algebras (n 4) was
studied in [4]. Moreover, it should be noted that the list of graded p-ﬁliform non-Lie Leibniz algebras
n − p 3, is simpler than in the Lie algebras case, despite the complementary set of Lie algebras in the
Leibniz algebras set forms a Zariski open set (it is well-known that the open set in Zariski topology is
a big set).
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