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Let ρ(x; sym2 f ) be the error term of the Riesz mean of the
symmetric square L-function. We give the higher power moments
of ρ(x; sym2 f ) and show that if there exists a real number
A0 := A0(ρ) > 3 such that
∫ T
1 |ρ(x; sym2 f )|A0 dx T 1+
2ρ+1
3 A0+ε ,
then we can derive asymptotic formulas for
∫ T
1 
h
ρ(x; sym2 f )dx,
3  h < A0, h ∈ N. Particularly, we get asymptotic formulas for∫ T
1 
h
1/2(x; sym2 f )dx, h = 3,4,5 unconditionally.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let H be the upper half plane {z = x+ iy | y > 0}. Let k  2 be an even integer and Sk(Γ ) be the
space of all holomorphic cusp forms of weight k for the full modular group Γ = SL(2,Z). Then for
f ∈ Sk(Γ ), f admits the following Fourier expansion
f (z) =
∞∑
n=1
a f (n)e
2π inz, z ∈ H.
We normalize f by setting λ f (n) = a f (n)/n k−12 . Then λ f (n) is multiplicative, and, for prime num-
ber p,
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Denote by S+k (Γ ) the set of normalized Hecke eigenforms in Sk(Γ ). For f ∈ S+k (Γ ), the Hecke L-
function
L( f , s) =
∞∑
n=1
λ f (n)n
−s =
∏
p
(
1− α f (p)p−s
)−1(
1− β f (p)p−s
)−1
is absolutely convergent for s > 1 and can be continued to an entire function on the whole complex
plane. The symmetric square L-function attached to f is deﬁned as
L
(
sym2 f , s
)=∏
p
(
1− α2f (p)p−s
)−1(
1− p−s)−1(1− α2f (p)p−s)−1
=
∞∑
n=1
λsym2 f (n)
ns
, for s > 1.
Write cn = λsym2 f (n). Then it is known that
|cn| d3(n)  nε (1.1)
for any ε > 0, where d3(n) is the number of ways to write n as a product of three factors.
In [1,2], Fomenko studied the Riesz mean of the type
Dρ
(
x; sym2 f )= 1
Γ (ρ + 1)
∑′
nx
(x− n)ρcn, ρ  0. (1.2)
Here
∑ ′ indicates that cx is replaced by cx/2 if ρ = 0 and x is an integer. Deﬁne the error term
ρ(x; sym2 f ) by
Dρ
(
x; sym2 f )= L(sym2 f ,0)
Γ (ρ + 1) x
ρ + ρ
(
x; sym2 f ). (1.3)
Fomenko proved the following truncated Voronoi formula for ρ(x; sym2 f ).
Lemma 1.1. Let x> 1, N  1. Then for any ﬁxed ρ , 0 ρ  1/2, we have
ρ
(
x; sym2 f )=R1(x;N) + O (x 2ρ3 + 16 N− ρ3 + 16+ε + x 2ρ3 + 23+εN− ρ3 − 13 + xε), (1.4)
where
R1(x;N) = 2−ρπ−ρ−13− 12 x
2ρ+1
3
∑
nN
cnn
− ρ+23 cos
(
6π 3
√
nx− πρ
2
)
.
Using Lemma 1.1, Fomenko studied the mean square of ρ(x; sym2 f ) and got
X∫
ρ
(
x; sym2 f )2 dx = C X 43ρ+ 53 + O (Xρ+ 53+ε),1
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C = 2−2ρ−1π−2ρ−2(4ρ + 5)−1
∞∑
n=1
c2nn
− 23ρ− 43 .
Let N = x1/2 in (1.4) one obtain
ρ
(
x; sym2 f ) x 1+ρ2 . (1.5)
In this paper we are concerned with higher power moments of ρ(x; sym2 f ). Before stating our
results, we introduce some notations. Suppose h  2 is a ﬁxed integer and f : N → C is any function
such that f (n)  nε for any ε > 0. Deﬁne
sρ(l,h; f ) :=
∑
3√n1+···+ 3√nl= 3√nl+1+···+ 3√nh
f (n1) · · · f (nh)
(n1 · · ·nh)(ρ+2)/3 (1 l < h), (1.6)
and
Bρ(h; f ) :=
h−1∑
l=1
(
h − 1
l
)
sρ(l,h; f ) cos
(
πρ
2
(h − 2l)
)
. (1.7)
Let
bρ(h) := 3h−2 − 1
3
+ (1− ρ)h
3
. (1.8)
For real number A0 := A0(ρ) > 3, let H0 be the least even integer such that n A0. Deﬁne
σρ(h, A0) := (2ρ + 1)(A0 − h)
3(A0 − 2) , 3 h < A0,
δρ(h, A0) := σρ(h, A0)min
(
2ρ
2ρ + 1 ,
1
3bρ(H0)
)
,
and
λρ(h, A0) = σρ(h, A0)
3bρ(h) + 3σρ(h, A0) .
Our results state as follows.
Theorem 1. If there exists a real number A0 := A0(ρ) > 3 such that
T∫
1
∣∣ρ(x; sym2 f )∣∣A0 dx ρ T 1+ 2ρ+13 A0+ε (1.9)
holds for any ε > 0, then for any integer 3 h < A0, we have the asymptotic formula
2250 K. Liu, H. Wang / Journal of Number Theory 131 (2011) 2247–2261T∫
1
hρ
(
x; sym2 f )dx = 6Bρ(h, c)
(3+ (2ρ + 1)h)(2π)(ρ+1)h3h/2 T
1+ 2ρ+13 h
+ O (T 1+ 2ρ+13 h+ε(T−δρ(h,A0) + T−ρ/3)), (1.10)
where the O -constant depends on ρ , h and ε.
Particularly, for ρ = 1/2, we can prove the following unconditional result.
Theorem 2. For any ε > 0, we have that
T∫
1
h1/2
(
x; sym2 f )dx = 6B1/2(h, c)
(3+ 2h)(2π)3h/23h/2 T
1+ 23h + O (T 1+ 23h−λ1/2(h,6)+ε)
holds for h = 3,4,5,where the O -constant depends on h and ε.
We point out the method to prove Theorem 2 is failed in establishing similar results for 0 
ρ < 1/2.
2. Proof of Theorem 1
Lemma 2.1. Suppose y > 1 and f : N → C is any function such that f (n)  nε for any ε > 0. Deﬁne
sρ(l,h, y; f ) :=
∑
3√n1+···+ 3√nl= 3√nl+1+···+ 3√nh
n jy,1 jh
f (n1) · · · f (nh)
(n1 · · ·nh)(ρ+2)/3 (1 l < h). (2.1)
Then
∣∣sρ(l,h; f ) − sρ(l,h, y; f )∣∣ y− 2ρ+13 +ε.
Proof. It can be proved similarly as Lemma 3.1 of [7], so we omit the details. 
Lemma 2.2. Let h 3, (i1, . . . , ih−1) ∈ {0,1}h−1 be such that
3
√
n1 + (−1)i1 3√n2 + (−1)i2 3√n3 + · · · + (−1)ih−1 3√nh 
= 0.
Then
∣∣ 3√n1 + (−1)i1 3√n2 + (−1)i2 3√n3 + · · · + (−1)ih−1 3√nh∣∣ max(n1, . . . ,nh)−(3h−2−3−1).
Proof. See for example Lemma 2.3 in [6]. 
Let T  10 and y > T ε be a parameter to be determined later. For any T  x 2T , deﬁne
R1 =R1(x; y) := 2−ρπ−ρ−13− 12 x
2ρ+1
3
∑
ny
cnn
− ρ+23 cos
(
6π 3
√
nx− πρ
2
)
,
R2 =R2(x; y) := ρ
(
x; sym2 f )−R1.
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∫ 2T
T 
h
ρ(x;
sym2 f )dx can be well approximated by
∫ 2T
T Rh1 dx which is easier to evaluate.
2.1. Evaluation of the integral
∫ 2T
T Rh1 dx
For simplicity we set I = {0,1} and
N
h = {n: n= (n1, . . . ,nh), n j ∈ N, 1 j  h}.
For each element i= (i1, . . . , ih−1) ∈ Ih−1, put |i| = i1 + · · · + ih−1. By the elementary formula
cosa1 · · · cosah = 1
2h−1
∑
i∈Ih−1
cos
(
a1 + (−1)i1a2 + (−1)i2a3 + · · · + (−1)ih−1ah
)
,
we have
Rh1 = 2−ρhπ−(ρ+1)h3−
h
2 x
2ρ+1
3 h
∑
n1y
· · ·
∑
nhy
cn1 · · · cnh
(n1 · · ·nh)(ρ+2)/3
h∏
j=1
cos
(
6π 3
√
n jx− πρ2
)
= x
2ρ+1
3 h
2ρh+h−1π(ρ+1)h3h/2
∑
i∈Ih−1
∑
n1y
· · ·
∑
nhy
cn1 · · · cnh
(n1 · · ·nh)(ρ+2)/3 cos
(
6π 3
√
xα(n; i) − πρ
2
β(i)
)
,
where
α(n; i) := 3√n1 + (−1)i1 3√n2 + (−1)i2 3√n3 + · · · + (−1)ih−1 3√nh,
β(i) := 1+ (−1)i1 + (−1)i2 + · · · + (−1)ih−1 .
Thus we can write
Rh1 =
1
2ρh+h−1π(ρ+1)h3h/2
(
S1(x; y) + S2(x; y)
)
, (2.2)
where
S1(x; y) = x
2ρ+1
3 h
∑
i∈Ih−1
cos
(
−πρ
2
β(i)
) ∑
n jy,1 jh
α(n;i)=0
cn1 · · · cnh
(n1 · · ·nh)(ρ+2)/3 ,
S2(x; y) = x
2ρ+1
3 h
∑
i∈Ih−1
∑
n jy,1 jh
α(n;i) 
=0
cn1 · · · cnh
(n1 · · ·nh)(ρ+2)/3 cos
(
6π 3
√
xα(n; i) − πρ
2
β(i)
)
.
We ﬁrst consider the contribution of S1(x; y). We have
2T∫
T
S1(x; y)dx =
∑
i∈Ih−1
cos
(
−πρ
2
β(i)
) ∑
n jy,1 jh
α(n;i)=0
cn1 · · · cnh
(n1 · · ·nh)(ρ+2)/3
2T∫
T
x
2ρ+1
3 h dx.
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∑
n jy,1 jh
α(n;i)=0
cn1 · · · cnh
(n1 · · ·nh)(ρ+2)/3 = sρ(l,h, y; c),
where sρ(l,h, y; c) is deﬁned by (2.1) when we replace f by c. By Lemma 2.1, we get
2T∫
T
S1(x; y)dx = B∗ρ(h; c)
2T∫
T
x
2ρ+1
3 h dx+ O (T 1+ 2ρ+13 h+ε y− 2ρ+13 ), (2.3)
where
B∗ρ(h; c) :=
∑
i∈Ih−1
cos
(
−πρ
2
β(i)
) ∑
(n1,...,nh)∈Nh
α(n;i)=0
cn1 · · · cnh
(n1 · · ·nh)(ρ+2)/3 .
For any i ∈ Ih−1\0, let
Sρ(i,h; c) :=
∑
(n1,...,nh)∈Nh
α(n;i)=0
cn1 · · · cnh
(n1 · · ·nh)(ρ+2)/3 .
It is easily seen that if |i| = |i′| or |i| + |i′| = h, then
Sρ(i,h; c) = Sρ
(
i′,h; c)= sρ(|i|,h; c).
Since (−1) j = 1− 2 j ( j = 0,1) we also have β(i) = h − 2|i|. So we get
B∗ρ(h; c) =
h−1∑
l=1
∑
|i|=l
cos
(
−πρ
2
β(i)
)
sρ
(|i|,h; c)
=
h−1∑
l=1
sρ(l,h; c) cos
(
πρ
2
(h − 2l)
)∑
|i|=l
1
=
h−1∑
l=1
(
h − 1
l
)
sρ(l,h; c) cos
(
πρ
2
(h − 2l)
)
= Bρ(h; c), (2.4)
where sρ(l,h; c) and Bρ(h; c) are deﬁned by (1.6) and (1.7), respectively.
Now we consider the contribution of S2(x; y). By Lemma 2.2 and the elementary estimate
2T∫
T
cos
(
A 3
√
t + B)dt  T 23 |A|−1, A 
= 0, (2.5)
we get
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T
S2(x; y)dx  T
2ρ+1
3 h+ 23
∑
i∈Ih−1
∑
n jy,1 jh
α(n;i) 
=0
cn1 · · · cnh
(n1 · · ·nh)(ρ+2)/3|α(n; i)|
 T 1+ 2ρ+13 h− 13 ybρ(h), (2.6)
where bρ(h) is deﬁned by (1.8). Combining (2.2)–(2.6) we obtain
Lemma 2.3. For any ﬁxed h 3, we have
2T∫
T
Rh1 dx=
Bρ(h; c)
2ρh+h−1π(ρ+1)h3h/2
2T∫
T
x
2ρ+1
3 h dx+ O (T 1+ 2ρ+13 h+ε y− 2ρ+13 + T 1+ 2ρ+13 h− 13 ybρ(h)).
2.2. Higher-power moments ofR2
Taking N = T in Lemma 1.1, by the deﬁnition of R2 we have
R2 =R∗2 + O
(
T
ρ+1
3 +ε), (2.7)
where
R∗2 = 2−ρπ−ρ−13−
1
2 x
2ρ+1
3
∑
y<nT
cn
n(ρ+2)/3
cos
{
6π(nx)
1
3 − πρ
2
}
.
Then by the elementary formula cos(z) = eiz+e−iz2 we get
R2 
∣∣∣∣x 2ρ+13 ∑
y<nT
cn
n(ρ+2)/3
e
(
3(nx)
1
3
)∣∣∣∣+
∣∣∣∣x 2ρ+13 ∑
y<nT
c¯n
n(ρ+2)/3
e
(
3(nx)
1
3
)∣∣∣∣+ T ρ+13 +ε, (2.8)
which implies
2T∫
T
|R2|2 dx  T
5+2ρ
3 +ε +
2T∫
T
∣∣∣∣x 2ρ+13 ∑
y<nT
cn
n(ρ+2)/3
e
(
3(nx)
1
3
)∣∣∣∣
2
dx
+
2T∫
T
∣∣∣∣x 2ρ+13 ∑
y<nT
cn
n(ρ+2)/3
e
(
3(nx)
1
3
)∣∣∣∣
2
dx
 T 5+2ρ3 +ε + T 5+4ρ3
∑
y<nT
|cn|2
n(2ρ+4)/3
+ T 43 (1+ρ)
∑
y<m<nT
cncm
(mn)(ρ+2)/3( 3
√
n− 3√m)
 T 5+2ρ3 +ε + T 5+4ρ3 +ε y− 2ρ+13 . (2.9)
Here we have used ﬁrst derivative test, the bound (1.1) and the estimate
∑
y<m<nT
cncm
(mn)(ρ+2)/3( 3
√
n − 3√m)  T
1−2ρ
3 +ε,
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2ρ
1+2ρ , then (2.9) gives
2T∫
T
|R2|2 dx  T
5+4ρ
3 +ε y−
2ρ+1
3 . (2.10)
Further suppose y satisﬁes T ε < y  Tmin(
2ρ
2ρ+1 ,
1
3bρ (H0)
)
. Similarly to Lemma 2.3, we can obtain
2T∫
T
(R1)H0 dx  T 1+
2ρ+1
3 H0+ε and
2T∫
T
(R1)H0 dx  T 1+
2ρ+1
3 H0+ε.
Hence
2T∫
T
|R1|H0 dx  T 1+
2ρ+1
3 H0+ε,
which implies
2T∫
T
|R1|A0 dx  T 1+
2ρ+1
3 A0+ε (2.11)
since 3< A0  H0. Then by (1.9), (2.11) and the deﬁnition of R2 we get
2T∫
T
|R2|A0 dx 
2T∫
T
(∣∣ρ(x; sym2 f )∣∣A0 + |R1|A0)dx  T 1+ 2ρ+13 A0+ε. (2.12)
For any 2< A < A0, by (2.10), (2.12) and Hölder’s inequality we have
2T∫
T
|R2|A dx =
2T∫
T
|R2|
2(A0−A)
A0−2 +
A0(A−2)
A0−2 dx

( 2T∫
T
|R2|2 dx
) A0−A
A0−2
( 2T∫
T
|R2|A0 dx
) A−2
A0−2
 T 1+ 2ρ+13 A+ε y−
(2ρ+1)(A0−A)
3(A0−2) .
This proves the following
Lemma 2.4. Suppose T ε  y  Tmin(
2ρ
2ρ+1 ,
1
3bρ (H0)
)
, 2< A < A0 , then
2T∫
T
|R2|A dx  T 1+
2ρ+1
3 A+ε y−
(2ρ+1)(A0−A)
3(A0−2) .
K. Liu, H. Wang / Journal of Number Theory 131 (2011) 2247–2261 22552.3. Upper bound estimate of the integral
∫ 2T
T Rh−11 R2 dx
By (2.11), we have
2T∫
T
|R1|h−1 dx  T 1+
2ρ+1
3 (h−1).
From this and (2.7) we get
2T∫
T
Rh−11 R2 dx =
2T∫
T
Rh−11 R∗2 dx+ O
(
T 1+
2ρ+1
3 h+ε− ρ3 ). (2.13)
Similarly to (2.2) we can write
Rh−11 R∗2 =
1
2ρh+h−1π(ρ+1)h3h/2
(
S3(x; y) + S4(x; y)
)
, (2.14)
where
S3(x; y) = x
2ρ+1
3 h
∑
i∈Ih−1
cos
(
−πρ
2
β(i)
) ∑
y<n1T
∑
n jy,2 jh
α(n;i)=0
cn1 · · · cnh
(n1 · · ·nh)(ρ+2)/3 ,
S4(x; y) = x
2ρ+1
3 h
∑
i∈Ih−1
∑
y<n1T
∑
n jy,2 jh
α(n;i) 
=0
cn1 · · · cnh
(n1 · · ·nh)(ρ+2)/3 cos
(
6π 3
√
xα(n; i) − πρ
2
β(i)
)
.
By Lemma 2.1, the contribution of S3(x; y) is
2T∫
T
S3(x; y)dx 
∑
i∈Ih−1
∑
y<n1T
∑
n jy,2 jh
α(n;i)=0
cn1 · · · cnh
(n1 · · ·nh)(ρ+2)/3
2T∫
T
x
2ρ+1
3 h dx

h−1∑
l=1
∣∣sρ(l,h; |c|)− sρ(l,h, y; |c|)∣∣
2T∫
T
x
2ρ+1
3 h dx
 T 1+ 2ρ+13 h+ε y− 2ρ+13 . (2.15)
Using (2.5) and Lemma 2.2, the contribution of S4(x; y) is
2T∫
T
S4(x; y)dx  T
2ρ+1
3 h+ 23
∑
i∈Ih−1
∑
y<n1T
∑
n jy,2 jh
α(n;i) 
=0
cn1 · · · cnh
(n1 · · ·nh)(ρ+2)/3|α(n; i)|
 T 2ρ+13 h+ 23
∑
i∈Ih−1
∑
y<n1h3 y
∑
n jy,2 jh
α(n;i) 
=0
cn1 · · · cnh
(n1 · · ·nh)(ρ+2)/3|α(n; i)|
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∑
i∈Ih−1
∑
n1>h3 y
∑
n jy,2 jh
α(n;i) 
=0
cn1 · · · cnh
(n1 · · ·nh)(ρ+2)/3n1/31
 T 2ρ+13 h+ 23 ybρ(h). (2.16)
Combining estimates in (2.13)–(2.16) we have that
2T∫
T
Rh−11 R2 dx  T 1+
2ρ+1
3 h+ε(y− 2ρ+13 + T− 13 ybρ(h) + T− ρ3 ) (2.17)
holds for T ε < y  Tmin(
2ρ
2ρ+1 ,
1
3bρ (H0)
)
.
2.4. Proof of Theorem 1
Suppose 3 h < A0 and T ε  y  T
min( 2ρ2ρ+1 ,
1
3bρ (H0)
)
. By the elementary formula
(a + b)h = ah + hah−1b + O (∣∣ah−2b2∣∣+ |b|h)
we get
2T∫
T
hρ
(
x; sym2 f )dx =
2T∫
T
Rh1 dx+ h
2T∫
T
Rh−11 R2 dx
+ O
( 2T∫
T
∣∣Rh−21 R22∣∣dx
)
+ O
( 2T∫
T
|R2|h dx
)
. (2.18)
By (2.11), Lemma 2.4 and Hölder’s inequality we get
2T∫
T
∣∣Rh−21 R22∣∣dx 
( 2T∫
T
|R1|A0 dx
) h−2
A0
( 2T∫
T
|R2|
2A0
A0−h+2 dx
) A0−h+2
A0
 T 2ρ+13 h+1+ε y−
(2ρ+1)(A0−h)
3(A0−2) . (2.19)
Now take y = Tmin(
2ρ
2ρ+1 ,
1
3bρ (H0)
)
, A = h. By Lemma 2.3, Lemma 2.4 and (2.17)–(2.19), we ﬁnally get
2T∫
T
hρ
(
x; sym2 f )dx = 2Bρ(h; c)
(2π)(ρ+1)h3h/2
2T∫
T
x
2ρ+1
3 h dx+ O (T 2ρ+13 h+1+ε(T−δρ(h,A0) + T−ρ/3)).
By diadic subdivision, Theorem 1 follows immediately. 
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Lemma 3.1. Let S be an inner-product vector space over C, (a,b) denote the inner product in S and ‖a‖2 =
(a,a). Suppose that ξ,ϕ1, . . . , ϕR are arbitrary vectors in S. Then
∑
lR
∣∣(ξ,ϕl)∣∣2  ‖ξ‖2 max
l1R
∑
l2R
∣∣(ϕl1 ,ϕl2)∣∣.
Proof. This is the well-known Halasz–Montgomery inequality. See (A.40) of [3]. 
Lemma 3.2. Suppose T  x1 < x2 < · · · < xM  2T satisfy∣∣1/2(xl; sym2 f )∣∣ V T 12 (l = 1,2, . . . ,M)
and
|x j − xi |  V  T 19+ε (i 
= j).
Then we have
M  T 7ε(T V−3 + T 3V−13).
Proof. Let T 2ε < V < T0 be a parameter to be determined later. Let I be any subinterval of [T ,2T ]
of length not exceeding T0 and let G = I ∩ {x1, x2, . . . , xM}. Without loss of generality, we can take
G = {x1, x2, . . . , xM0 }.
In Lemma 1.1, taking N = 2 J+1  V−2T 1+4ε with J = [ (1+4ε) log T−2 log Vlog2 ], we have{
T
1
2 Nε  V T 12−ε,
T 1+εN−
1
2  V T 12−ε.
Then by (1.4), for T  x 2T , we obtain
1/2
(
x; sym2 f ) T 23 ∣∣∣∣∑
nN
cn
n5/6
e
(
3(nx)
1
3
)∣∣∣∣+ V T 12−ε
 T 23
∣∣∣∣∣
J∑
j=0
∑
n∼2 j
cn
n5/6
e
(
3(nx)
1
3
)∣∣∣∣∣+ V T 12−ε.
Let x= xl . Squaring both sides, summing over xl ∈ G and then applying the Cauchy inequality, we get
∑
lM0
21/2
(
xl; sym2 f
) T 43 ∑
lM0
∣∣∣∣∑
j
∑
n∼2 j
cnn
− 56 e
(
3(nxl)
1
3
)∣∣∣∣
2
 T 43+ε
∑
lM0
∑
j
∣∣∣∣ ∑
n∼2 j
cnn
− 56 e
(
3(nxl)
1
3
)∣∣∣∣
2
 T 43+2ε
∑
lM0
∣∣∣∣ ∑
n∼2 j0
cnn
− 56 e
(
3(nxl)
1
3
)∣∣∣∣
2
(3.1)
for some 0 j0  J .
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{ϕl,n}∞n=1 where ϕl,n = e(3(nxl)1/3) if n ∼ N0 and ϕl,n = 0 otherwise. Then we have
(ξ,ϕl) =
∑
n∼N0
cn
n5/6
e
(
3(nxl)
1
3
)
,
(ϕl1 ,ϕl2) =
∑
n∼N0
e
(
3n
1
3
(
x
1
3
l1
− x
1
3
l2
))
,
and
‖ξ‖2 =
∑
n∼N0
|cn|2
n5/3
 N−
5
3
0
∑
n∼N0
|cn|2  N−
2
3
0 T
ε, (3.2)
where we have used the following bound (cf. (9.33) in [3])
∑
nx
|cn|2 
∑
nx
d23(n) x(9 log x)8.
Applying Lemma 3.1 to (3.1), we get
M0V
2  T 13+2ε
∑
lM0
∣∣∣∣ ∑
n∼N0
cnn
− 56 e
(
3(nxl)
1
3
)∣∣∣∣
2
 T 13+3εN−
2
3
0 maxl1M0
∑
l2M0
∣∣∣∣ ∑
n∼N0
e
(
3n
1
3
(
x
1
3
l1
− x
1
3
l2
))∣∣∣∣
 T 13+3εN
1
3
0 +
T
1
3+ε
N2/30
max
l1M0
∑
l2M0
l1 
=l2
∣∣∣∣ ∑
n∼N0
e
(
3n
1
3
(
x
1
3
l1
− x
1
3
l2
))∣∣∣∣, (3.3)
where we have used the bound (3.2). By the Kuzmin–Landau inequality and using the exponent pair
(
1
5
,
4
5
)
= C3/5
(
(0,1),
(
1
2
,
1
2
))
,
we get
∑
n∼N0
e
(
3n
1
3
(
x
1
3
l1
− x
1
3
l2
)) N
2
3
0
| 3√xl1 − 3√xl2 |
+
( | 3√xl1 − 3√xl2 |
N2/30
) 1
5
N
4
5
0
 (N0T )
2
3
|xl1 − xl2 |
+
( |xl1 − xl2 |
(N0T )2/3
) 1
5
N
4
5
0
 (N0T )
2
3
|xl1 − xl2 |
+ T− 215 T
1
5
0 N
2
3
0 ,
where we have used the fact that |xl1 − xl2 | T0. Inserting this estimate back into (3.3) we get
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2  T 13+3εN
1
3
0 +
T
1
3+3ε
N2/30
max
l1M0
∑
l2M0
l1 
=l2
(
(N0T )
2
3
|xl1 − xl2 |
+ T− 215 T
1
5
0 N
2
3
0
)
 T 4ε((N0T ) 13 + T V−1 + (T T0) 15 M0)
 T 6ε(T V−1 + (T T0) 15 M0),
where we have used the facts that {xl} is V -spaced and N0  V−2T 1+4ε .
Taking T0 = V 10T−1−ε , if V  T 1/9+ε, it is easy to check that T0  V . We then obtain
M0  T 1+6εV−3.
Now we divide the interval [T ,2T ] into O (1 + T /T0) subintervals of length not exceeding T0. In
each interval of this type, the number of xl ’s is at most O (T 1+6εV−3). So we have
M  T 1+6εV−3
(
1+ T
T0
)
 T 7ε(T V−3 + T 3V−13).
This completes the proof of Lemma 3.2. 
Lemma 3.3. For any ε > 0, we have
T∫
1
∣∣1/2(x; sym2 f )∣∣6 dx  T 5+ε.
Proof. Suppose xε  y  x/2. By deﬁnition we have
1/2
(
x; sym2 f )= 1
Γ (3/2)
∑
nx
(x− n) 12 cn − L(sym
2 f ,0)
Γ (3/2)
x
1
2 .
So we have
∣∣1/2(x+ y; sym2 f )− 1/2(x; sym2 f )∣∣

∣∣∣∣ ∑
nx+y
(x+ y − n) 12 cn −
∑
nx
(x− n) 12 cn
∣∣∣∣+ ∣∣(x+ y) 12 − x 12 ∣∣

∣∣∣∣∑
nx
(
(x+ y − n) 12 − (x− n) 12 )cn
∣∣∣∣+
∣∣∣∣ ∑
x<nx+y
(x+ y − n) 12 cn
∣∣∣∣+ ∣∣(x+ y) 12 − x 12 ∣∣
 x− 12 y
∑
nx
cn + x 12
∑
x<nx+y
cn + x− 12 y  x 12 y,
where we have used the bound
∑
x<nx+y |cn|  y, which can be proved by Shui’s Theorem and the
Rankin–Selberg theory for L(sym2 f × sym2 f , s) (see [5]). The details of the proof is similar to that
of Lemma 4 in [4].
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∣∣1/2(x+ y; sym2 f )− 1/2(x; sym2 f )∣∣ c0x 12 y,
which implies that if |1/2(x; sym2 f )| 2c0x1/2 y, then |1/2(x+ y; sym2 f )| c0x1/2 y. This together
with (1.5) and an argument similar to (13.70) of [3] prove that
T∫
1
∣∣1/2(x; sym2 f )∣∣A dx  T 1+ 23 A +∑
V
V
∑
rNV
∣∣1/2(xr; sym2 f )∣∣A, (3.4)
where
T
1
6  V  T 14 ,
V T
1
2 <
∣∣1/2(xr; sym2 f )∣∣ 2V T 12 , r = 1, . . . ,NV ,
and
|xr − xs| V for r 
= s N = NV .
Next by Lemma 3.2, we have
V
∑
rNV
∣∣1/2(xr; sym2 f )∣∣A
 T 12 ANV V A+1  T 12 A+1+εV A−2 + T 12 A+3+εV A−12
:= I1 + I2, say. (3.5)
For 2< A  6 we have
I1  T 12 A+1+ 14 (A−2)+ε  T 1+ 23 A+ε.
It is easy to check that I2  T 1+2A/3+ε for A  6. Back to (3.4) and (3.5), we complete the proof of
Lemma 3.3. 
Suppose T ε < y  T 12 . Taking ρ = 1/2 and using the arguments of Lemma 3.2 and Lemma 3.3
directly to R1, we can get
2T∫
T
|R1|6 dx  T 5+ε.
This combining with the deﬁnition of R2 and Lemma 3.3 gives
2T∫
|R2|6 dx  T 5+ε.T
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2T∫
T
h1/2
(
x; sym2 f )dx =
2T∫
T
Rh1 dx+ O
(
T 1+
2
3h+ε y−σ1/2(h,6) + T 1+ 23 h− 13 yb1/2(h)).
Taking y = T 1/(3σ1/2(h,6)+3b1/2(h)) , by Lemma 2.3, we get
2T∫
T
h1/2
(
x; sym2 f )dx = 2B1/2(h; c)
(2π)3h/23h/2
2T∫
T
x
2
3 h dx+ O (T 1+ 23 h−λ1/2(h,6)+ε).
Now Theorem 2 follows immediately by diadic subdivision.
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