In this work we show how to approach the problem of manimulating the numerical range of a unitary matrix. This task has farreaching impact on the study of discrimination of quantum measurements. We achieve the aforementioned manipulation by introducing a method which allows us to find a unitary matrix whose numerical range contains the origin where at the same time the distance between unitary matrix and its perturbation is relative small in given metric. * rkukulski@iitis.pl arXiv:2002.05553v1 [quant-ph] 
Introduction
One of the most important tasks in quantum information theory is a problem of distinguishability of quantum channels [1, 2] . Imagine we have an unknown device, a black-box. The only information we have is that it performs one of two channels, say Φ and Ψ. We want to tell whether it is possible to discriminate Φ and Ψ perfectly, i.e. with probability equal to one. Helstrom's result [3] gives the analytical formula for upper bound of probability of discrimination quantum channels using the special operators norm called diamond norm or sometimes referred to as completely bounded trace norm [4] . The Holevo-Helstrom theorem says that the quantum channels Ψ and Φ are perfectly distinguishable if and only if the distance between them is equal two by using diamond norm. In general, numerical computing of diamond norm is a complex task. Therefore, researchers were limited to smaller classes of quantum channels. One of the first results was the study of discrimination of unitary channels Φ U : ρ → U ρU † where ρ is a quantum state. The sufficient condition for perfect discrimination of unitary channels Φ U and Φ 1 l is that zero belongs to the numerical range of unitary matrix U [5] .
The situation in which zero belongs to numerical range of unitary matrix U paves the way toward simple calculating of probability of discrimination unitary channels without the necessity of computing the diamond norm. Now consider the following scenario. We have two quantum channels Φ U and Φ 1 l such that zero does not belong to the numerical range of U . Hence, we know that we cannot distinguish between Φ U and Φ 1 l perfectly. Therefore, we can assume some kind of noise and consider the unitary channel Φ V beside Φ U such that the distance between unitary matrix V and U is relative small where at the same time zero belongs in numerical range of V . Such a unitary matrix V will be called perturbation of U .
In this work we are interested in determining the perturbation form of V . Our motivation is two-fold. On the one hand considering the unitary channels Φ V and Φ 1 l we know that they will be perfectly distinguishable. On the other hand our method of computing V does not change the measurement result in standard basis.
Our work is naturally divided into three parts. In the first part we show the mathematical preliminaries needed to present our main result. The second part presents the theorem which gives us the method of manipulation of numerical range of unitary matrices. In third part we show the example illustrative our theorem. Concluding remarks are presented in the end of our work.
Mathematical preliminaries
Let us introduce the following notation. Let C d be complex d-dimensional vector space. We denote the set of all matrix operators by L(C d 1 , C d 2 ) while the set of isometries by U(C d 1 , C d 2 ). It easy to see that every square isometry is a unitary matrix. The set of all unitary matrices we will be denoted by U ∈ U(C d ). We will be also interested in diagonal matrices and diagonal unitary matrices denoted by Diag(C d ) and DU(C d ) respectively. Next classes of matrices that will be used in this work are Hermitian matrices denoted by Herm(C d ). All of the above-mentioned matrices are normal matrices i.e. AA † = A † A. Every normal matrix A can be expressed as a linear combination of projections onto pairwise orthogonal subspaces
where scalar λ i ∈ C is an eigenvalue of A and |x i ⊂ C d is an eigenvector corresponding to the eigenvalue λ i . This expression of a normal matrix A is called a spectral decomposition of A [6] . Many interesting and useful norms, not only for normal matrices, can be defined on spaces of matrix operators. In this work we will mostly be concerned with a family of norms called Schatten [7] p-norms defined as
. The Schatten ∞-norm is defined as
For a given square matrix A the set of all eigenvalues of A will be denoted by λ(A) and r(λ i ) will denote the multiplicity of each eigenvalue λ i ∈ λ(A).
For any square matrix A, one defines its numerical range [8, 9] as a subset of the complex plane
It is easy to see that λ(A) ⊆ W (A). One of the most important properties of W (A) is its convexity which was shown by Hausdorff and Toeplitz [10, 11] . For any normal matrix A the set W (A) is a convex hull of spectrum of A which will be denoted by conv(λ(A)). Another well-known property of W (U ) for any unitary matrix U ∈ U(C d ) is the fact that its numerical range forms a polygon whose vertices are eigenvalues of U lying in unit circle on complex plane. In our work we introduce the counterclockwise order of eigenvalues of unitary matrix U [12] such that we choose any eigenvalue named λ 1 ∈ λ(U ) on the unit circle and next eigenvalues are labeled counterclockwise.
In our setup we consider the space L(C d ). Imagine that the matrices are points in space L(C d ) and the distance between them is bounded by small constant 0 < c 1. We will take two unitary matrices -matrix U ∈ U(C d ) and its perturbation V ∈ U(C d ) i.e. ||U − V || ∞ ≤ c by using ∞-Schatten norm. We want to determine the path connecting these points given by smooth curve. To do so, we fix continuous parametric (by parameter t) curve U (t) ∈ U(C d ) for any t ∈ [0, 1] with boundary conditions U (0) := U and U (1) := V . The most natural and also the shortest curve connecting U and V is geodesic [13] given by
where Log is the matrix function such that it changes eigenvalues
We will study how the numerical range W (U (t)) will be changed depending on parameter t. Let H := −i Log U † V . Let us see that H ∈ Herm(C d ) and W (H) ⊂ (−π, π] for any U, V ∈ U(C d ). We can also observe that
where
Hence, without loss of generality we can assume that H is a diagonal matrix. Moreover, we can assume that D ≥ 0 which follows from simple calculations
Let us see that the numerical range of U (t) for any t ∈ [0, 1] is invariant to above calculations although the trajectory of U (t) is changed. Therefore, we will consider the curve
Main result
In this section we will focus on the behavior of the spectrum of the unitary matrices U (t), which will reveal the behavior of W (U (t)) for relatively small parameter t. Without loss of generality we can assume that tr (D + ) = 1.
Together with the fact that D + ∈ Diag(C d ) and D + ≥ 0 we can note that
for some matrix M ∈ L(C d ) which consists of unit eigenvectors corresponding to the eigenvalue λ of the matrix M . We denote by k = r(λ) the multiplicity of eigenvalue λ whereas by I M,λ ∈ U (C k , C d ) we denote the isometry which columns are formed by eigenvectors corresponding to eigenvalue λ of a such matrix M . Let λ(t), β(t) ∈ C for t ≥ 0. We will write λ(t) ≈ β(t) for relatively small t ≥ 0, whenever λ(0) = β(0) and ∂ ∂t λ(0) = ∂ ∂t β(0). Theorem 1. Let U ∈ U(C d ) be a unitary matrix with spectral decomposition
Assume that the eigenvalue λ ∈ λ(U ) is such that r(λ) = k. Let us define a matrix V (t) given by
Let λ(t) := λ(U V (t)) and let every λ j (t) ∈ λ(t) corresponds to eigenvector |x j (t) . Assume that λ 1 (t), . . . , λ k (t) are such eigenvalues that λ j (t) → λ, as t → 0. Then:
(c) Each eigenvalue of product U V (t) moves counterclockwise or stays in the initial position as parameter t increases.
(d) If k = 1, then
for small t ≥ 0 and eigenvector |x j corresponding to λ j ∈ λ(U ) is given by
(f ) For each j = 1, . . . , d we have
This theorem gives us equations which one can use to predict behavior of W (U V (t)). Observe the postulate (f ) fully determines the movement of the spectrum. However, this is a theoretical statement and in practice determining the function t → |x j (t) is a numerically complex task. The postulates (a) − (e) play a key role in numerical calculations of W (U V (t)). The most important fact comes from (c) which says that all eigenvalues move in the same direction or stay in the initial position. The instantaneous velocity of a given eigenvalue in general case is given in (e), while in the case of eigenvalue with multiplicity equal one, the instantaneous velocity is determined by (d). We see that whenever the spectrum of the matrix U is not degenerated, calculating these velocities is easy. What is more, when some eigenvalue is degenerated, the postulate (e) not only gives us method to calculate the trajectory of this eigenvalue, but also determines the form of corresponding eigenvector. It is worth noting that the postulates (d), (e) give us only an approximation of the velocities, so despite being useful in numerical calculations, these expressions are valid only in the neighborhood of t = 0. Moreover, sometimes we are able to precisely specify this velocities. This happens in the cases presented in (a), (b). Whenever the calculated velocity is zero we know for sure that this eigenvalue will stay in the initial position. According to the postulate (b) the same happens when the multiplicity of the eigenvalue is greater than the number of positive elements of vector p.
Example
We start with sampling some random unitary matrix
for which numerical range is given in Figure 1 . Next, we can calculate eigen- 
Rows of the matrix Q correspond to the considered eigenvectors. Here, we will focus on the most distant pair of eigenvalues (λ 1 , λ 3 ) and their eigenvectors which are given in the first and the third row, respectively. As we can see the greatest difference in speed is in the second column, namely between values Q 1,2 = 0.543517 and Q 3,2 = 0.350895. That means we would like to rotate this spectrum clockwise. To do so, we consider vector p = (0, 1, 0) and change the direction from counterclockwise to clockwise by taking ma-
The numerical range of matrix U V (t) † after time t = 1.5 is given in Figure 2 . We can see that 0 ∈ W (U V (1.5) † ), but numerical calculations show that 0 ∈ W (U V (t) † ) for t ≈ 1.45.
Conclusion and discussion
In this work we considered an approach to manipulation of the numerical range of unitary matrices. That was done by multiplying given unitary matrix U by some unitary matrix V which is diagonal in the fixed computational basis (we took the standard basis) and is relatively close to identity matrix. We established differential equations describing behavior of eigenvalues and presented their approximated solutions, which we find useful in numerical calculations. Our motivation was to find for given unitary matrix U the closest unitary matrix of the form U V such that channels Φ U V and Φ 1 l are perfectly distinguishable. It is important to stress that applying channel Φ V to the quantum states leaves their classical distribution unchanged.
The results in Theorem 1 are suitable to solve various tasks. For example, one would like to maximize the distance between the numerical range and the point zero. Such task was introduced in [14] and plays crucial role in calculating diamond norm of difference of two von Neumann measurements.
Direct calculations reveal that
If v = 0 the statement is true, so assume v = 0. We obtain
which finishes this part of proof.
In the second part we will check the behavior of points x| U |x in the neighborhood of point λ. We assume that |λ − x| U |x | = for relatively small ≥ 0, so tr(1l d − Π) |x x| ∈ O( ). The derivative of trajectory of such a point is
We can rewrite the above as
The above equation means that the instantaneous velocity of point x| U |x is the sum of the velocity
which is responsible for counterclockwise movement and which speed is x| Π + D + Π + |x and the "noise" velocity which for the most pessimistic scenario can be rotated in any direction and which speed is at most
(20) The speed of velocity with direction iλ can be lower bounded by
while the speed of the second velocity can be upper bounded by
There exists constant d > 0 depending on the geometry of the numerical range of the matrix U , such that if
then the point x| U |x moves counterclockwise. This is true if
In the case when the above inequality does not hold, the speed of the second velocity is upper bounded by a some linear function of variable . That means there exists t 0 such that for t ≤ t 0 there can not exists eigenvalue λ ∈ U V (t) which λ → λ as t → 0 and λ is before λ in the counterclockwise order. To finish the proof we can see the above holds for any t ≥ 0 due to fact that V (t 0 + t) = V (t 0 )V (t).
(d) To see this we first need to describe local dynamics of point β(t) = x 1 | U V (t) |x 1 = λ x 1 | V (t) |x 1 . One can note that β(0) = λ and ∂ ∂t β(0
To see that β(t) ≈ λ 1 (t) we need to utilize the following facts:
• Eigenvalues of U V (t) are continuous functions.
• β(t) ∈ W (U V (t)).
• Trajectory of β(t) is curved in such a way that holds 1−|β(t)| |β(t)−λ| → 0.
The above means that if R(t) ⊂ {|z| = 1} is an arch in which we can potentially find eigenvalue λ 1 (t) according to the fact that β(t) ∈ W (U V (t)), then it is true that |R(t)| |β(t)−λ| → 0 and consequently λ 1 (t) ≈ β(t) for small t ≥ 0. 
