Abstract. In this paper a generalized Rayleigh oscillator will be studied. It will be shown that the recently developed perturbation method based on integrating factors can be used to approximate first integrals and periodic solutions. The existence, uniqueness and stability of time-periodic solutions are obtained by using the approximations for the first integrals.
1. Introduction. The fundamental concept to reduce a first order ordinary differential equation to an exact one by means of integrating factors has been extended in [9] to systems of first order ordinary differential equations. In [10, 11] a perturbation method based on these integrating factors has been presented for regularly perturbed ordinary differential equations (ODEs). When approximations of integrating factors have been obtained an approximation of a first integral can be given. Also an errorestimate for this approximation of a first integral can be given on a time-scale. It has also been shown in [10] how the existence and stability of time-periodic solutions for weakly nonlinear problems can be obtained from these approximations for the first integrals. In this paper the recently developed perturbation method based on integrating factors is used to approximate first integrals and periodic solutions for a generalized, nonlinear Rayleigh oscillator of the form
where Z = Z(t), and where b and c are constants. The dot represents differentiation with respect to t. In this paper we consider two cases: (i) b = O( ) and c = 2 , and (ii) b = O(1) and c = , where is a small parameter satisfying 0 < << 1. In this paper not only asymptotic approximations of first integrals are constructed but also asymptotic approximations of periodic solutions and their periods are determined. The presented results include existence, uniqueness, and stability properties of the periodic solutions. In [3] van der Beek uses (1.1) with b = O( ) and c = 2 as mathematical model to describe flow-induced vibrations of an oscillator with one degree of freedom in a uniform windfield. The oscillator and the frame are shown in Figure 1 .1. The cylinder with ridge is rigidly attached to two shafts. These two shafts can simultaneously move within two air-bearings in the z-direction. The springs provide the restoring forces in the z-direction. The constant windflow is in y-direction. with one degree of freedom in a uniform wind-field can be given bÿ
where is a small parameter and where a is a constant of order one. In [3] it has been shown how and a depend on the physical quantities such as the windvelocity, the aerodynamic drag and lift forces acting on the cylinder, and so on. When the four springs are assumed to be nonlinear springs we can take (1.1) with b = O(1) and c = as a mathematical model to describe the flow-induced vibrations of the oscillator. Doelman and Verhulst [1] , Wiggins [7] , and many others used the Melnikov or Poincare-return map technique to study similar equations. In fact (1.1) has also been considered in [1] using the Poincare-return map technique. However, it has not been shown in [1] that (1.1) has at most two limit cycles. Using the perturbation method based on integrating vectors and some numerical calculations we will give strong numerical evidence that equation (1.1) has at most two limit cycles. Moreover, we will give in this paper explicit approximations of the periods of the periodic solutions. In this paper we show that straightforward expansions in can be used to construct asymptotic results on long time-scales. To obtain these results no classical perturbation techniques (such as averaging (see [2] , [4] ), or multiple (time) scales (see [6] , [11] ), or Melnikov/Poincare-return map techniques (see [1] , [5] , [7] , [8] )) are used. This paper is organized as follows. In section 2 of this paper the perturbation methods based on integrating factors and an asymptotic theory will be given briefly. It will be shown in section 3 of this paper how approximations of first integrals can be constructed. In section 4 it will be shown how the existence and stability of time-periodic solutions can be obtained. Finally in section 5 of this paper some conclusions will be drawn and some remarks will be made.
2.
Integrating factors and an asymptotic theory. In this section we briefly outline the perturbation method based on integrating factors as given in [9, 10, 11] . We consider the system of n first order ODEs (n ≥ 1)
where f = (f 1 , f 2 , . . . , f n )
T , y = (y 1 , y 2 , . . . , y n ) T , and where the superscript T indicates the transposed. For each i, 1 ≤ i ≤ n, y i = y i (t), and f i = f i (y 1 , y 2 , . . . , y n , t). We assume that f 1 , f 2 , . . . , f n are sufficiently smooth such that a twice continuously differentiable first integral
exists, where c is an arbitrary constant. Furthermore, we assume that there exist continuously differentiable integrating factors µ 1 , µ 2 , . . . , µ n with µ i = µ i (y 1 , y 2 , . . . , y n , t), ∀i, i = 1, 2, . . . , n. To obtain the relationships between the first integral and the integrating factors we multiply each i-th ODE in (2.1) with the integrating factor µ i , and we then add the so-obtained equations, yielding
where µ = (µ 1 , µ 2 , . . . , µ n )
T . In fact µ can be considered as an integrating vector. This exact ODE should be the same equation as the equation obtained by differentiating (2.2) with respect to t. That is, 
All integrating vectors µ for the system of ODEs (2.1) have to satisfy the system of 1 2 n(n + 1) first order, linear PDEs (2.6). Now we consider the following system of n first order ODEs
where is a small parameter, and where the function f has the form f (y, t; ) = f 0 (y, t) + f 1 (y, t). An integrating vector µ = µ(y, t; ) for system (2.7) has to satisfy (2.6). Assume that µ can be expanded in a power series in , that is,
We determine an integrating vector up to O( m ). An approximation F app of F in the first integral F = constant can be obtained from: 10) where the * indicates that terms of order m+1 and higher have been neglected. Then we obtain
It should be observed that an approximation up to O( m ) of an integrating vector µ has been used to obtain an exact ODEs up to O( m+1 ), that is,
where the ** indicates that only terms of order m+1 and higher are included. Let initial values for problem (2.7) be given for t = 0. Then for → 0 it follows from (2.12) that( when R m+1 is bounded):
where T and L are -independent constants.
3. Approximations of First Integrals. In this section we will show how the perturbation method based on integrating factors can be applied to approximate first integrals for a generalized Rayleigh oscillator. In the first part of this section we will consider the linear, perturbed case and in the second part the nonlinear, perturbed case.
3.1. The case b = O( ) and c = 2 . Consider the mathematical model which describes the flow-induced vibrations of an oscillator with one degree of freedom in a uniform windfieldZ
where 0 < << 1 and a > 0. To analyze equation (3.1), the equation is first written as a system of first order ODEs. Let X 1 = Z, X 2 =Ż, from (3.1) we obtain
In polar coordinates r and θ (where X 1 = r cos θ and X 2 = r sin θ) system (3.2) becomes
Multiplying the first equation in (3.3) by µ 1 and the second one by µ 2 respectively, it follows from (2.6) that the integrating factors µ 1 and µ 2 have to satisfy
Expanding µ 1 and µ 2 in power series in , that is,
substituting f 1 , f 2 and the expansions for µ 1 and µ 2 into (3.4), and by taking together terms of equal powers in , we finally obtain
∂µ1,1 ∂t
and O( n ) with n ≥ 2:
∂µ1,n ∂t
The O( 0 )-problem (3.6) can be solved, yielding µ 1,0 = h 1,0 (r, θ + t) and µ 2,0 = h 2,0 (r, θ + t), with
∂r .
The functions h 1,0 and h 20 are still arbitrary and will now be chosen as simple as possible. We choose h 1,0 ≡ 1 and h 2,0 ≡ 0, and so
The O( 1 )-problem (3.7) then becomes:
∂µ2,1 ∂t
The O( 1 )-problem (3.10) can also readily be solved, yielding The functions h 1,1 and h 2,1 are still arbitrary. We choose these functions as simple as possible: h 1,1 ≡ h 2,1 ≡ 0. And we obtain
∂µ1,2 ∂t
The solution of (3.13) is given by ∂r .
The functions h 1,2 and h 2,2 are still arbitrary. We choose these functions as simple as possible
and we obtain The O( n )-problems (3.8) with n > 2 can be solved in a similar way. An approximation F 1 of a first integral F = constant can be obtained from (3.9), (3.12), (3.16) and (2.10), yielding How well F 1 approximates F in a first integral F = constant follows from (2.12)-(2.14). In this case we have
where f 1 , f 2 , µ 1,1 , µ 2,1 , µ 1,2 , µ 2,2 are given by (3.3),(3.12) and (3.16). From the existence and uniqueness theorems for ODEs we know that an initial-value problem for system (3.2) is well-posed on a time-scale of order 1 . This implies that also an initialvalue problem for system (3.3) is well-posed on this time-scale. From (3.3) it then follows on this time-scale that if r(0) is bounded then r(t) is bounded and θ(t) is bounded by a constant plus t. Since |R 3 | ≤ c 0 + c 1 t on a time scale of order 1 , where c 0 , c 1 are constants, it follows from (3.18) that (3.19) and so,
where T 0 and L are -independent constants. In a similar way we can construct a second (functionally independent) approximation F 2 of a first integral by putting
in (3.6) instead of (3.9),
in (3.7) instead of (3.12), and so on. After some elementary calculations we then find 
where b > 0, and 0 < << 1. Let Z = X 1 ,Ż = X 2 , from (3.24) we obtain
Multiplying the first equation in (3.25) by the integrating factor µ 1 and the second one by µ 2 , it follows from (2.6) that the integrating factors µ 1 and µ 2 have to satisfy
(3.26)
For a time-independent first integral, the integrating factors µ 1 and µ 2 have to satisfy
where µ 1 = µ 1 (X 1 , X 2 ; ) and µ 2 = µ 2 (X 1 , X 2 ; ). We assume that the integrating factors µ 1 and µ 2 can be expanded in power series in , that is,
The expansions (3.28) are substituted into (3.27) and terms of equal power in are taken together, yielding
and the O( n )-terms with n ≥ 2 are
From (3.29) it follows that
Using the method of characteristics we easily find the general solution of the PDE (3.32)
where f is an arbitrary function. From (3.29) µ 1,0 then also easily follows. Now take µ 2,0 and µ 1,0 as simple as possible, for instance
(3.34) Using (3.34) the O( 1 )-problem (3.30) can then be rewritten as
The corresponding characteristic ODEs of this PDE (3.35) are
(3.36)
It follows from (3.36) that
where k 1 is a constant of integration. Using (3.37) it follows from (3.38) that the solution of the homogeneous equation (3.38) is
where C is constant. The general solution of the inhomogeneous equation (3.38) then easily follows by applying the method of variation of parameter, yielding
where k 2 is a constant of integration. From (3.30) we obtain
In (3.40) and (3.41) k 2 can be considered as an arbitrary function of k 1 and so
, where g is an arbitrary function. We will take g ≡ 0 since we are interested in approximations of first integrals that are as simple as possible. An approximation F 1,1 of F in a time-independent first integral F (X 1 , X 2 ; ) = constant can be obtained from (3.34), (3.40), (3.41) and (2.5), and
How well F 1,1 approximates F can be shown by differentiating F 1,1 with respect to t, that is,
From the existence and uniqueness theorems for ODEs we know that initial value problems for system (3.25) are well-posed on 0 ≤ t ≤ T 0 < ∞. This implies that system (3.44) is well-posed on 0 ≤ t ≤ T 0 . So, we have
where T 0 is an -independent constant.
4. Approximations for time-periodic solutions. In section 3 we constructed asymptotic approximations of first integrals. In this section we will show how the existence, the stability, and the approximations of non-trivial, time-periodic solutions can be determined from these asymptotic approximations of the first integrals.
Time-periodic solutions when b = O( ) and c =
2 . Using these approximations it is possible to study the existence and stability of time-periodic solutions. Let T < ∞ be the period of a periodic solution and let c 1 be a constant in the first integral F (r, θ, t; ) = constant for which a periodic solution exists. Consider F = c 1 for t = nT and t = (n − 1)T with n ∈ N + , then
For the autonomous equation (3.3) we may assume without loss of generality that
Approximating F by F 1 (given by (3.17)), eliminating c 1 from (4.1) and using (4.2), we obtain
on a time scale of order 1 . In fact (4.3) defines a map Q : r → Q(r) ⇔ r n = Q(r n−1 ) with r n = r(nT ). We define a new map P by neglecting the term of O( 3 t) in (4.3). That is, P :r → P (r) ⇔r n = P (r n−1 ) withr n =r(nT ). It will be shown that for r > 0:
, that is, for n ∼ 1 and ↓ 0, r n andr n remain " -close". (ii) The map P has a unique, hyperbolic fixed pointr = 2, which is asymptotically stable. (iii) There exists an 0 > 0 such that for all 0 < ≤ 0 the map Q has a unique hyperbolic fixed point r = 2 + O( ) with the same stability property as the fixed pointr = 2 of the map P . P roof of (i): From |r 0 −r 0 | = O( ) for ↓ 0 it follows that there exists a positive constant M 0 such that |r 0 −r 0 | = M 0 . We have
where M 1 and L are positive constants, with L = 1+ 2 M 2 and M 2 a positive constant. So we have
and so for n = O( 1 ) we conclude that |r n −r n | = O( ).
P roof of (ii): The fixed points of the map P follow fromr n = P (r n−1 ) for n → ∞ or equivalent fromr =r + 2 2π(
2 ) = 0. Forr > 0 we have a unique fixed pointr = 2. The fixed point of the map P is hyperbolic if the linearized map around this fixed point has no eigenvalues of unit modulus. Let DP be this linearized map, then DP = 1 − 2 2π. Since 0 < << 1, we have |λ| < 1, and so the fixed point is hyperbolic and stable. P roof of (iii): For the proof of (iii) we refer to [10] for a similar proof.
So far we conclude that there exists a unique, asymptotically stable, nontrivial, Tperiodic solution for system (3.1). We can approximate the form and the period T of the limit cycle of system (3.1) from F (r, θ, t; ) = c 1 , where F is approximated by F 1 . For the periodic solution we have r(0) = r(T ) and θ(T ) = θ(0) − 2π. Without loss of generality we assume that θ(0) = 0, and since the system (3.1) is autonomous we know that a time-independent first integral exists. So we have to solve the following system of two non-linear equations
where r(0) = r(T ), T and c 1 are three unknown constants. Now it should be observed that F 1 given by (3.17) approximates this time-independent first integral up to O( 3 ) for 0 ≤ t ≤ T . Without loss of generality it can be assumed that the unknown constants r(0) = r(T ) and c 1 can be approximated by r 0 + r 1 + 2 r 2 + . . . and c 10 + c 11 + 2 c 12 + . . . respectively. By substituting these approximations for r(0) = r(T ) and c 1 into (4.6), and by collecting terms of equal powers in , we obtain the constants r 0 , r 1 , . . . , c 10 , c 11 , . . . after some elementary calculations, yielding
From F (r, θ, t; ) = c 1 , where F is approximated by the time-independent function F 1 , given by (3.17), the radius r of the limit cycle can be approximated as function of θ, yielding The period T of the limit cycle can be approximated from θ(T ) = −2π. Now let T = T 0 + T 1 + 2 T 2 + . . . and substituting θ(T ) = −2π into (4.9), we obtain
We also can approximate the periodic solution of (3.1), that is, Z(t) = r(t) cos(θ(t)), where r(t) and θ(t) are approximated by (4.8) and (4.9).
4.2. Time-periodic solutions when b = O(1) and c = . Let T < ∞ be the period of a periodic solution and let c 1 be the constant in the first integral F = constant for which a periodic solution exists. Consider F = c 1 for t = 0 and t = T . Approximating F by F 1,1 (given by 3.43) and eliminating c 1 by subtraction, we obtain
2 ) = 0, where
with A = X 1 (0) and B = X 1 ( 1 2 T ). To have a periodic solution for (3.24) we have to find a constant k 1 such that I(k 1 ; b) is equal to zero. To find this constant k 1 we rewrite I(k 1 ; b) in
(4.14)
Now it should be observed that the unperturbed equation ( (ii) for To determine the stability of the time-periodic solutions we consider the approximation F 1,1 of a first integral < 0, and so X 1 (t 0 ) < X 1 (0). So in the first case (i) the periodic solution is stable. In case (ii) it can be shown similarly that the periodic solution is unstable. The period T of the periodic solution can be determined from 5. Conclusions and remarks. In this paper it has been shown that the perturbation method based on integrating factors can be used efficiently to approximate first integrals for a generalized Rayleigh oscillator. The method can also be applied to other nonlinear oscillator equations that are integrable when the small parameter is zero. In section 2 (and 3) of this paper an asymptotic justification of the presented perturbation method has been given. For a generalized Rayleigh oscillator it has been shown how the existence and stability of time-periodic solutions can be deduced from the approximations of the first integrals. For the nonlinear Rayleigh oscillator it has been shown that there exists one stable periodic solution if 0 < b < 
