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SUBCONVEXITY FOR SYMMETRIC SQUARE
L-FUNCTIONS
RITABRATA MUNSHI
Abstract. Let f be a holomorphic modular form of prime level p and
trivial nebentypus. We show that there exists a computable δ > 0, such
that
L
(
1
2
, Sym2f
)≪ p 12−δ,
with the implied constant depending only on δ and the weight of f .
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1. Introduction
Let f ∈ Sκ(M) be a holomorphic newform, of weight κ, level M , which we
assume to be square-free, and trivial nebentypus. At the cusp at infinity we
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have the Fourier expansion
f(z) =
∞∑
n=1
λf (n)n
κ−1
2 e(nz),
with normalized Fourier coefficients λf (n) (so that λf(1) = 1), and e(z) =
e2πiz. It is known from the work of Deligne that |λf(n)| 6 d(n), where d(n) is
the divisor function. One associates with f the Dirichlet series
L(s, f) =
∞∑
n=1
λf (n)
ns
,
which converges absolutely in the right half plane σ > 1. Moreover since f is
a Hecke eigenform, one has an Euler product representation
L(s, f) =
∏
q prime
Lq(s, f).
For q ∤ M we have
Lq(s, f) =
(
1− αf(q)
qs
)−1(
1− βf(q)
qs
)−1
,
and the local parameters αf (q) and βf (q) are related to the normalized Fourier
coefficients by αf(q) + βf (q) = λf(q) and αf(q)βf(q) = 1. The symmetric
square L-function is defined by the degree three Euler product
L(s, Sym2f) =
∏
q
(
1− α
2
f(q)
qs
)−1(
1− αf(q)β(q)
qs
)−1(
1− β
2
f (q)
qs
)−1
, (1)
which converges absolutely for σ > 1. In this half-plane we also have an
absolutely convergent Dirichlet series expansion
L(s, Sym2f) = ζM(2s)
∞∑
n=1
λf (n
2)
ns
,
where ζM(s) is the Riemann zeta function with the Euler factors at the primes
dividing M missing. It is well-known that this L-function extends to an entire
function and satisfies the functional equation (see [23])
Λ(s, Sym2f) = Λ(1− s, Sym2f),
where the completed L-function is defined by
Λ(s, Sym2f) = Msγ(s)L(s, Sym2f)
with
γ(s) = π−3s/2Γ
(
s+ 1
2
)
Γ
(
s+ κ− 1
2
)
Γ
(
s+ κ
2
)
.
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So the symmetric square L-function has arithmetic conductor M2, when M is
square-free.
It is expected that L(s, Sym2f) satisfies the Riemann hypothesis, that all
the non-trivial zeros should lie on the central line σ = 1/2. This would imply
the Lindelo¨f hypothesis that
L(1/2, Sym2f)≪Mε
for any ε > 0. An easy consequence of the functional equation and the
Phragmen-Lindelo¨f principle from complex analysis is the convexity bound
L(1/2, Sym2f)≪ M1/2+ε.
Recently Heath-Brown has shown that complex analysis in fact yields the
improved bound without the ε in the exponent (see [6]). A deep result of
Soundararajan [24] gives an extra saving of (logM)1−ε. One should note that
in fact, the former result is true for any automorphic L-functions, while the
latter holds under a weak Ramanujan conjecture.
Better bounds are known for L-functions which are given by Euler products
of degree at most two. (Here I will only mention results pertaining to the level
aspect subconvexity, for other aspects, e.g. spectral or t-aspect, the reader
may refer to the citations in [14] or [16].) A classical result in this context is
that of Burgess [1], who proved
L(1/2, χ)≪M1/4−1/16+ε
for primitive Dirichlet characters χ of conductorM . Burgess employed an inge-
nious technique to bound short character sums by higher moments of complete
character sums, for which one has strong bounds coming from the Riemann hy-
pothesis for curves on finite fields (Weil’s theorem). Similar subconvex bound
in the level aspect for GL(2) L-functions was first obtained by Duke, Fried-
lander and Iwaniec [3] using the amplification technique. For f a newform of
level M and trivial nebentypus their result gives the subconvex bound
L(1/2, f)≪ M1/4−1/192+ε.
Such a subconvex bound can also be obtained for certain degree four L-
functions which are given by the Rankin-Selberg convolutions of two GL(2)
forms. This was first obtained by Kowalski, Michel and Vanderkam [10], who
established
L(1/2, f ⊗ g)≪M1/2−1/80+ε,
for g a fixed holomorphic form or a Maass form, and f a holomorphic newform
of level M and trivial nebentypus. All these results, and many more similar
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results in other aspects, are put in a satisfactory set up and an uniform sub-
convex bound is obtained in the recent work of Michel and Venkatesh [14].
A subconvex bound for the symmetric square L-function L(s, Sym2f) has
so far proved to be elusive. This case is comparable with the Rankin-Selberg
convolution L(s, f ⊗ f), where both the forms are varying and are in fact
same. This is a classic example of a ‘drop in conductor’, which is the precise
reason why this case has proved to be so hard to tackle using the amplifica-
tion technique. Curiously this precise phenomenon (drop in conductor) is the
backbone of the present work. This is what we utilize to generate a large class
of harmonics to give a spectral expansion of the Kronecker delta symbol (via
the Petersson trace formula). The chosen class of harmonics on the other hand
conspires with the existing harmonics so that the ‘conductor’ does not go up.
Indeed for f a newform in Sκ(p) and g a newform in Sk(p, ψ) where ψ is prim-
itive modulo p, the arithmetic conductor of the Rankin-Selberg convolution
L(s, f ⊗ g) is p3 instead of p4 (see Lemma 4). This is the key for the choice of
harmonics in our version of the circle method.
In this paper we will prove the following, long awaited, subconvex bound.
Theorem 1. Let f be a holomorphic Hecke form of prime level p and trivial
nebentypus. Then there exists a computable absolute constant δ > 0 such that
L
(
1
2
, Sym2f
)≪ p12−δ.
The implied constant depends only on the weight of f and δ.
One can show that the implied constant actually depends polynomially on
the weight. Also one can produce an explicit value for δ (e.g. δ = 1/10000
should be fine). However from the point of view of application the explicit
exponent is not required. So we will not try to make it explicit. The proof
of the theorem builds on the technique elaborated in the series ‘The circle
method and bounds for L-functions I-IV’, especially [15], [16] and [17]. The
companion paper [18] gives another illustration of the ideas in the simpler
context of twists of GL(3) L-functions. The difficulty in implementing the
usual amplified moment method in the present context has been analysed in
detail by Iwaniec and Michel (see [8]). A key ingredient in their estimation of
the second moment is Heath-Brown’s large sieve for quadratic characters [5].
They also point out that their method fails to yield an asymptotic formula
for the second moment since the large sieve estimate is not ‘precise enough’.
However it has turned out to be difficult to improve upon this deep estimate of
Heath-Brown. This large sieve inequality also plays a vital role in our analysis.
SUBCONVEXITY FOR SYMMETRIC SQUARE L-FUNCTIONS 5
But we need other powerful ingredients like the Riemann hypothesis for curves
over finite fields (Weil’s theorem) and strong estimates for shifted convolution
sums with special shifts. One may see reminiscent of Burgess’ analysis in these
parts. Also Deligne’s bound for Fourier coefficients is used freely throughout
the paper.
Finally let us mention an important application of our theorem. Indeed
this is the precise reason why this subconvexity problem has been in focus of
intensive research in recent times. The arithmetic quantum unique ergodicity
conjecture of Rudnick and Sarnak (see [21] and [22]) has a natural general-
ization to the level aspect (see [13]). Let f be a newform of weight 2, level p
and trivial nebentypus. We define a probability measure on the modular curve
X0(p) by
µf(z) =
|f(z)|2y2
‖f‖2
dxdy
y2
.
Let πp : X0(p) → X0(1) be the natural projection map induced by the inclu-
sion Γ0(p) ⊂ Γ0(1). The direct image of µf by πp defines a probability measure
µf,1 on X0(1). Then we have the following:
QUE Conjecture: As p→∞ we have
µf,1−→
W
1
vol(X0(1))
dxdy
y2
.
It is known, at least in the case of square-free level, that this conjecture
follows from the level aspect subconvexity for
L(1/2 + it, Sym2f) and L(1/2, Sym2f ⊗ g)
where g is a fixed cusp form. Our theorem supplies the necessary bound for
the symmetric square L-function for t = 0. In fact, the method of this paper
also works in the more general case of L(1/2 + it, Sym2f ⊗ χ) where f is of
square-free level N and χ is a Dirichlet character. In this case the implied
constant in the theorem depends polynomially on t and the modulus of the
character χ. The recent work of Nelson [20] shows that this is enough to de-
duce level aspect subconvexity for L(1/2, Sym2f ⊗ g) for a fixed cusp form g.
In the light of this a stronger version of the above conjecture follows. This will
be explained in detail in an upcoming joint paper of the author with Nelson.
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2. The set up
From the approximate functional equation (see Section 3 of [8]) we know
that
L
(
1
2
, Sym2f
)≪ pε sup
p1−θ6N6p1+ε
|S(N)|√
N
+ p1/2−θ/2+ε,
where S(N) are sums of the form
S(N) =
∞∑∑
n,j=1
λf(n
2)V
(
nj2
N
)
with V a smooth bump function V (i) ≪i 1, with support [1, 3/2]. Here λf(n)
are the normalized (i.e. λf(1) = 1) Fourier coefficients of the Hecke form f .
We write S(N) as
S(N) =
∞∑∑∑
m,n,j=1
m=n2
λf(m)W
(
mj4
N2
)
V
(
nj2
N
)
where W is a suitable smooth bump function - Supp(W ) ⊂ [1/2, 3] with
W (x) = 1 for x ∈ [1, 9/4]. Note that we are just separating the ‘structure’
from the Fourier coefficients. We will use the harmonics from the set of cusp
forms Sk(pq, ψ), with some large weight k (of the size 1/ε), to detect the equa-
tion m = n2.
Let ψ be a primitive odd character modulo pq. Let k be a large odd integer
and let Hk(pq, ψ) denote an orthogonal Hecke basis for the space Sk(pq, ψ) of
cusp forms of weight k, level pq and nebentypus ψ. Consider the spectral sum
D =
∑
q∈Q
∑†
ψ mod pq
∑
g∈Hk(pq,ψ)
ω−1g
∞∑∑
m,ℓ=1
λf(m)λg(m)ψ(ℓ)W
(
mℓ2
N2
)
(2)
×
∞∑∑
n,j=1
λg(n
2)ψ2(j)V
(
nj2
N
)
,
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where Q is a set of primes in the range [Q, 2Q] such that |Q| ≫ Q1−ε, and
ω−1g =
Γ(k − 1)
(4π)k−1‖g‖2
are the spectral weights. Here the Petersson norm is given by
‖g‖2 =
∫
Γ0(pq)\H
|g(z)|2yk−2dxdy,
and λg(n) are the normalized Fourier coefficients at infinity of the form g. Later
we will impose the condition that each prime q ∈ Q satisfies the congruence
condition q ≡ 1 mod 4, so that the quadratic character modulo q is even. The
† on the ψ sum indicates that we are restricting the sum to odd ψ such that
ψ2 is primitive. The parameter Q will be chosen optimally at the end. We
also set
O =
∑
q∈Q
∑†
ψ mod pq
∞∑∑∑∑
m,n,ℓ,j=1
λf (m)ψ(ℓj
2)W
(
mℓ2
N2
)
V
(
nj2
N
)
(3)
×
∞∑
c=1
Sψ(m,n
2; cpq)
cpq
Jk−1
(
4πn
√
m
cpq
)
.
Here
Sψ(a, b; c) =
∑⋆
α mod c
ψ(α)e
(
αa+ αb
c
)
is the Kloosterman sum, and Jk−1 is the J-Bessel function of order k − 1.
Lemma 1. Let f be as in the statement of Theorem 1. Then for Q > pθ/2,
with 1 > θ > 0, we have
L(1
2
, Sym2f)≪ pε sup
N
|D |+ |O |√
NpQ2
+ p(1−θ)/2+ε, (4)
where the supremum is taken over N in the range p1−θ ≪ N ≪ p1+ε, and the
sums D, O are as in (2) and (3) respectively.
Proof. We apply the Petersson trace formula to (2). The diagonal m = n2
gives
∆ =
∑
q∈Q
∑†
ψ mod pq
∞∑∑∑
n,j,ℓ=1
λf(n
2)ψ(j2ℓ)W
(
n2ℓ2
N2
)
V
(
nj2
N
)
. (5)
For simplicity suppose p ≡ 1 mod 4 and we pick q ≡ 1 mod 4. Then the
quadratic characters modulo p or q are even. So writing ψ = ψpψq with
ψp mod p and ψq mod q, we see that ψ odd and ψ
2 non-primitive implies that
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either ψp is quadratic and ψq runs over all odd characters, or ψq is quadratic
and ψp runs over all odd characters. Consequently
2
∑†
ψ mod pq
ψ(u) =ϕ(pq)
∑
±
(±1)1u≡±1 mod pq (6)
− ϕ(q)
∑
±
(±1)1u≡±1 mod q
∑
ψp mod p
ψ2p=1
ψp(u)
− ϕ(p)
∑
±
(±1)1u≡±1 mod p
∑
ψq mod q
ψ2q=1
ψq(u).
So the sum over ψ in (5) leads us to consider the congruence condition ℓ ≡
±j2 mod pq. From size consideration, as Q > pθ/2 with θ > 0 implies 100N <
pQ, it follows that the only term from this congruence that contributes to the
sum (5) is ℓ = j2. For the other two congruences we estimate the contribution
trivially. Indeed given (n, j) the number of ℓ satisfying the congruence ℓ ≡
±j2 mod q is O(1+N/q). Hence the contribution of these terms in (5) is seen
to be dominated by∑
q∈Q
q
(
1 +
N
q
) ∞∑∑
n,j=1
nj2∼N
|λf(n2)| ≪ pεNQ(Q +N).
The congruence modulo p is treated similarly, and it yields a similar bound
with p+N in place of Q+N . It follows that
∆ =
∑
q∈Q
ϕ(pq)
2
∞∑∑
n,j=1
(j,pq)=1
λf(n
2)V
(
nj2
N
)
+O (pεNQ(Q + p))
and consequently (after clearing the coprimality (j, pq) = 1)
D = Q⋆S(N) + 2πi−kO +O (pεNQ(Q + p)) ,
where Q⋆ denotes the number of (ψ, q) (by choice we will have Q⋆ ≫ pQ2−ε)
and O is as defined in (3). The lemma follows. 
Notation: We will conclude this section by introducing some notations. Let
S = ∪q∈Q ∪ ψ mod pq
ψ odd
ψ2 primitive
Hk(pq, ψ)
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For two complex valued functions F and G on the set S , we define
〈F ,G 〉 =
∑
q∈Q
∑†
ψ mod pq
∑
g∈Hk(pq,ψ)
ω−1g F (g)G (g). (7)
Set
S1 =
∞∑∑
m,ℓ=1
λf(m)λg(m)ψ(ℓ)W
(
mℓ2
N2
)
(8)
and
S2 =
∞∑∑
n,j=1
λg(n
2)ψ2(j)V
(
nj2
N
)
. (9)
These are viewed as functions on S , and we have
D = 〈S1, S2〉 .
We will use the following convention from [18]. Suppose we have
A ≪ pε sup
b∈F
|Bb|+ p−A
for all A > 0, where the implied constant depends on A and ε. Also suppose
|F | ≪ pε. Then we will write
A ⊳F Bb
or simply A ⊳ B where there is no scope of confusion. Basically this means
that the problem of bounding A reduces to obtaining an uniform bound for
Bb over the family F . We will say the B is a ‘good model’ for A , as long as
our goal is to get an upper bound for A .
3. The off-diagonal O
Our next proposition gives a sufficient bound for the off-diagonal contribu-
tion O as defined in (3). This sum is negligibly small if we pick Q≫ p1+ε, as in
this case the size of the Bessel function is negligibly small due to the choice of
the large weight k. However while analysing the dual sum D we will see that
we have to pick Q smaller than p1−ε. So we need a non-trivial treatment for O .
Proposition 1. If Q > p1/2+θ/4 then we have
O ≪ N1/2p3/2−θ/2+εQ2.
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Proof. Consider the off-diagonal contribution (3). As k is very large, from the
size of the Bessel function it follows that it is enough to consider
1 6 c≪ N2pε/ℓj2pq ≪ p1+ε/Q.
So if Q is picked as ph with h > 1, then there are no contributing c and hence
the off-diagonal contribution is negligibly small. We will now extend the range
further. Observe that the terms where p|c make a negligible contribution as
Q > ph for some h > 0. On the other hand if q|c, then writing c = qc′ we
see that 1 6 c′ ≪ p1+ε/Q2. But since we are picking Q = ph with h > 1/2,
these terms also make a negligible contribution. So we only focus on c with
(c, pq) = 1.
Next we study the sum over ψ,∑†
ψ
ψ(ℓj2)Sψ(m,n
2; cpq) =
∑⋆
α mod cpq
e
(
αm+ αn2
cpq
) ∑†
ψ
ψ(ℓj2α).
We now apply (6). This yields three terms. In the generic term we use the
congruence ℓj2α ≡ ±1 mod pq to solve for α. Furthermore since (c, pq) = 1
(note that (ℓj, pq) = 1 otherwise the vanishes) we see that the contribution of
this term to the character sum is given by
S(pqm, pqn2; c)ϕ(pq)
{
e
(
c(ℓj
2
m+ ℓj2n2)
pq
)
− e
(
−c(ℓj
2
m+ ℓj2n2)
pq
)}
.
Consider the first term. Applying the reciprocity relation
e
(
c(ℓj
2
m+ ℓj2n2)
pq
)
= e
(
−pq(ℓ
2m+ j4n2)
cℓj2
)
e
(
(ℓ2m+ j4n2)
cℓj2pq
)
we are led to consider the following sum∑
q∈Q
ϕ(q)
q
∞∑
ℓ=1
(pq,ℓ)=1
∑
c≪N2pε/ℓ2pq
(pq,c)=1
c−1
∞∑∑
m,n=1
λf(m) S(pqm, pqn
2; c)
× e
(
−pq(ℓ
2m+ j4n2)
cℓj2
)
U
(
mℓ2
N2
,
nj2
N
,
cpqℓj2
N2
)
where
U(x, y, z) =W (x) V (y) e
(
x+ y2
z
)
Jk−1
(
4π
√
xy
z
)
.
We apply the Voronoi summation formula on the sum over m. We pick Q >
p1/2+ε. Then p(cℓj2)2 ≪ pN4pε/p2q2 ≪ N2p−ε, and hence the sum is negligibly
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small. Indeed after Voronoi we have the Henkel transform∫ ∞
0
W (x)e
(
xN2
cpqℓj2
)
Jk−1
(
4πN
√
xn
cpqℓ
)
Jκ−1
(
4πN
√
xm
cℓj2
√
p
)
dx,
where κ is the weight of the form f . Using the decomposition of the Bessel
function
Jκ−1(2πx) =
∑
±
e(±x)W±(x)
where xjW
(j)
± (x)≪j 1, we arrive at the integral∫ ∞
0
U(x)e
(
±4πN
√
mx
cℓj2
√
p
)
dx.
The new weight U is smooth compactly supported in (0,∞) and satisfies the
condition
U (h)(x)≪h
(
1 +
N2
cpqℓj2
)h
for all h > 1. Hence by integration by parts the Hankel transform is bounded
by (
1 +
N2
cpqℓj2
)h (cℓj2√p
N
√
m
)h
≪h p−εh,
uniformly for all m > 1.
We now consider the non-generic terms. First consider the contribution
where we get the congruence ℓj2α ≡ 1 mod q. This solves for α modulo q.
The character sum splits as
ψp(ℓ)Sψp(qm, qn
2; cp) ϕ(q) e
(
cp(ℓj
2
m+ ℓj2n2)
q
)
,
where we need to take ψp trivial or quadratic. We can again apply the reci-
procity relation to the last term. With this we arrive at the following sum
over m,
∞∑
m=1
λf (m)Sψp(qm, qn
2; cp) e
(
−qℓm
cpj2
)
U
(
mℓ2
N2
,
nj2
N
,
cpqℓj2
N2
)
where U is as before. We again apply the Voronoi summation formula, but
now with modulus cpj2. The analysis of the Hankel transform yields that the
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dual length is given by
ℓ2
N2
(
(Cpj2)2 +
N4
Q2ℓ2
)
≪ pεN
2
Q2
.
Hence from Voronoi we save Q/ℓ. In the sum over ψ we have saved pQ1/2.
Hence in total we have saved pQ3/2/ℓ, and consequently the contribution of
this term to (3) is bounded by
pε
∑∑
ℓ,j<p2
N
j2
N2
ℓ2
N
ℓ1/2jpQ
pQ2
ℓ
pQ3/2
≪ N
1/2p5/2+ε
Q1/2
.
Note that this is satisfactory for our purpose if Q≫ p2/5+δ for some δ > 0.
Finally we consider the contribution where we get the congruence ℓj2α ≡
1 mod p. This solves for α modulo p. The character sum now splits as
ψq(ℓ)Sψq(pm, pn
2; cq) ϕ(p) e
(
cq(ℓj
2
m+ ℓj2n2)
p
)
,
where we need to take ψq trivial or quadratic. Applying the reciprocity relation
we arrive at the following sum over m,
∞∑∑
m,n=1
λf(m)Sψq(pm, pn
2; cq) e
(
−pℓm
cqj2
)
U
(
mℓ2
N2
,
nj2
N
,
cpqℓj2
N2
)
.
We now apply the Voronoi summation formula with modulus cqj2. The anal-
ysis of the Hankel transform yields that the dual length is given by
ℓ2
N2
(
p(CQj2)2 +
N4
pℓ2
)
≪ pεN
2
p
.
Hence from Voronoi we save p1/2/ℓ. In the sum over ψ we have saved p1/2Q,
and so in this case in total we have saved pQ/ℓ. Consequently the contribution
of this term to (3) is bounded by
pε
∑∑
ℓ,j<p2
N
j2
N2
ℓ2
N
ℓ1/2jpQ
pQ2
ℓ
pQ
≪ N1/2p5/2+ε.
This is worse than the bound obtained above, but is satisfactory for our pur-
pose if Q≫ p1/2+δ for some δ > 0. The lemma follows. 
Substituting this bound for the off-diagonal in Lemma 1 we conclude the
following.
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Lemma 2. Let f be as in the statement of Theorem 1. Then for Q > p1/2+θ/4,
with 0 < θ < 1, we have
L(1
2
, Sym2f)≪ pε sup
N
|D |√
NpQ2
+ p(1−θ)/2+ε. (10)
Our job now is to prove a bound for D of the form
D ≪ N1/2p3/2−θ/2Q2
for some θ > 0, where N ranges in p1−θ < N < p1+ε, and Q is taken to be
Q > p1/2+θ/4.
4. A sketch of the proof
In this section we present a brief outline of the proof. We will use the
following colloquial language. Suppose a process P (e.g. Poisson summation)
transforms a sum S to another sum S ′. Suppose a trivial estimation yields
S ≪ B and that S ′ ≪ B′. Then we say that the process gives a ‘saving’ of
B/B′. This language will be loosely used throughout this section. For the
sake of simplicity we take N = p. Consider the sum given in (2), and recall
that we have expressed it as D = 〈S1, S2〉 where the sums Si are as given in
(8) and (9). Our job is to save p2 plus a little more. In the next section we will
use the functional equations of the Rankin-Selberg L-function L(s, f ⊗ g) to
derive a summation formula for the sum S1. Roughly speaking the sum gets
transformed into
S⋆1 =
√
p
Q
ε2
ψ
∑∑
m,ℓ
mℓ2∼pQ2
λf(m)λg(pq
2m) ψ(ℓ),
where εη denotes the sign of the Gauss sum gη associated with the character
η. Secondly using the functional equation of the symmetric square L-function
L(s, Sym2 g) we derive a summation formula for the sum S2. More precisely
the sum gets transformed into
S⋆2(N⋆) =
N⋆
pQ3
ε2ψ
∑∑
n,j
nj2∼N⋆
λg(p
2q2n2) ψ(j2),
where N⋆ ≪ p1+εQ2. Unlike S1, in the case of S2 we have to consider smaller
values N⋆ as one of the gamma function appearing in the functional equation
of the symmetric square L-function has a pole at s = −1. However this does
not turn out to be an issue. So in this sketch we consider the worst case
scenario where N⋆ = pQ
2. For the sake of simplicity in this outline we also
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drop the sums over ℓ and j. (However the reader will notice that in the proof
of Proposition 2 in Section 9, the integer j contributes to the conductor and
hence one needs to control its size.)
With this D gets transformed into∑
q∈Q
∑†
ψ mod pq
∑
g∈Hk(pq,ψ)
ω−1g
∑
m∼pQ2
λf(m)λg(m)
∑
n∼pQ2
λg(n
2p).
In the process we have saved (p1/2/Q) × (1/Q) = p1/2/Q2. (Actually we are
losing in both the applications of the summation formulae.) It now remains to
save p3/2Q2 in the above sum. Our next step is an application of the Petersson
trace formula. There is no diagonal contribution as the equation m = n2p
is ruled out due to size restrictions. (For smaller values of N⋆ we do have a
diagonal contribution, but it is easily shown to be small - see Lemma 6.) The
off-diagonal contribution is given by∑
q∈Q
∑†
ψ mod pq
∑
m∼pQ2
λf(m)
∑
n∼pQ2
∑
c∼C
Sψ(n
2p,m; cpq)
cpq
Jk−1
(
4π
√
mn
c
√
pq
)
.
Here C ranges upto p1+εQ2, as for larger values the Bessel function is negligi-
bly small as the weight k is chosen to be large like 1/ε. At the transition range
the Bessel function does not oscillate. But for smaller values we have analytic
oscillation coming from the Bessel function. This complicates the situation,
and we need to focus on all values of C.
Extracting the oscillation of the Bessel and taking into account its size, our
job reduces to saving (p3/2Q2)× (C/pQ3/2) = C(pQ)1/2 in the sum∑
q∈Q
∑†
ψ mod pq
∑
m∼pQ2
λf(m)
∑
n∼pQ2
∑
c∼C
Sψ(n
2p,m; cpq)e
(
2
√
mn
c
√
pq
)
.
The sum over ψ will give a saving of (pQ)1/2, so in the remaining sums we need
to save C plus a little extra. Next we apply the Poisson summation formula
on the sum over n with modulus cq. With this we arrive at the expression∑
q∈Q
∑†
ψ mod pq
∑
m∼pQ2
λf(m)
∑
|n|≪Q
∑
c∼C
Cψ I
where the character sum is given by (27) and the integral is given by (28). It
follows by analysing the integral that we only need to consider |n| ≪ pεQ. We
also see that the integral is negligibly small if |4m−pn2| ≫ pεC. Consequently
at the transition range C ∼ pQ2 we save (pQ)1/2 in this process. In general we
are saving (pQ)1/2× (pQ2/C)1/2 = pQ3/2/C1/2. So we need to save C3/2/pQ3/2
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(or (CQ)1/2 if we sacrifice the information on the restriction on d) in the last
sum. It follows that if C ≪ p2/3−δQ then we have saved enough. (In fact, as
we note at the end of Section 6, we can get a better range. This is however
not utilized later, as our analysis in hindsight, is robust enough to tackle all
sizes of c.)
We next apply a summation formula on the sum over the modulus c. Eval-
uating the character sum in Section 7, we realize that the sum over c is arith-
metic in nature. In fact, the free part of the sum runs only over square-free
integers. So it is not possible to completely dualize this sum. Also since we
still need to save a lot, simply dealing the square-free condition using Mobius
and throwing away the large divisors does not work. We take recourse to L-
functions. This is the main content of Section 8. In Lemma 10 we are able to
substitute the sum over c by the central value of an L-function L(1/2, ψ⊗χdp)
where χr stands for the quadratic character modulo r. The conductor of the
L-function is of size Cpq. Ideally if the sum over c had been over all integers,
a summation formula would have yielded a dual sum of length pQ. However
this is not actually the case. We will now use the approximate functional
equation to replace the central value by two finite Dirichlet polynomials (see
Lemma 11). We put a smaller length on the first term and a longer length on
the second (dual) term, indeed we take C⋆ ≪ C1/2p−δ and C† ≪ p1+δQC1/2
for some δ > 0. In the first sum we have saved (C/C⋆)1/2 and in the second
sum we have saved (C/C†)1/2.
In Section 9 we analyse the first sum, the semi-dual O1(C,C⋆) (see (42))
which is roughly of the form
∑
q∈Q
∑†
ψ mod pq
∑
m∼pQ2
λf(m)
∑
n≪Q
ψ⋆(d)gψ⋆
∑
c∼C⋆
ψ(c)
(
dp
c
)
J .
Here ψ⋆ = ψ ⊗ χq. The integral J still retains the information that d =
4m− pn2 ∼ D ≪ C. The main output of this section is Proposition 2 where
a satisfactory bound is obtained for the semi-dual sum. As the first step we
execute the sum over ψ to arrive at
∑
q∈Q
∑
m∼pQ2
λf(m)
∑
n≪Q
∑
c∼C⋆
(
dpq
c
)
e
(
cd
pq
)
J .
When C ≍ pQ2, at the transition range, there is no saving in the integral J ,
as it is not oscillating. In this case, an application of the reciprocity relation
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transforms the above sum to a sum of the form∑
q∈Q
∑
m∼pQ2
λf(m)
∑
n≪Q
∑
c∼C⋆
(
dpq
c
)
e
(
−pqd
c
)
.
Our aim is to save (C⋆Q)1/2. We replace the quadratic character by additive
characters using Gauss sums, and then apply the Voronoi summation formula.
This gives a saving of the size p1/2Q2/C⋆. However this is not enough. Next
we get rid of the Fourier coefficients by taking absolute values∑
m∼C⋆2/Q2
∑
n≪Q
∑
c∼C⋆
∣∣∣∣∣∑
q∈Q
char sum
∣∣∣∣∣ ,
where inside the absolute value sign we have a character sum modulo c (which
results from our shift to additive characters from multiplicative characters, see
(59)). Then we apply the Cauchy inequality followed by the Poisson summa-
tion on the sum over (m,n). This yields an extra saving of min{Q1/2, (C⋆/Q)1/2}.
So in total we have saved
min
{
p1/2Q5/2
C⋆
,
p1/2Q3/2
C⋆1/2
}
,
which is sufficient for our purpose - it is larger than pδ CC⋆1/2/pQ3/2 - as we
are taking C⋆ < C1/2p−δ ≪ p1/2−δQ and Q > p1/2.
In case C is not large enough the above procedure does not work as the
integral J is highly oscillating which increases the conductor of the m sum,
and hence Voronoi summation is not that effective. However in this case we
have an easier treatment. We use the decomposition
O1(C,C
⋆)≪
∑
q∈Q
∑
d∼D
∣∣∣∣∣∑
n≪Q
λf(d+ pn
2) J
∣∣∣∣∣
∣∣∣∣∣∑
c∼C⋆
(
dpq
c
)
e
(
cd
pq
)∣∣∣∣∣ . (11)
We have enough harmonics inside the absolute value as we need to save
CC⋆1/2/pQ3/2 which is less than (C⋆Q)1/2 as C ≪ p1−δQ2. Next we apply
Cauchy inequality to bound (11) by∑
q∈Q
Z 1/2 Ω1/2
where
Z =
∑
d∼D
∣∣∣∣∣∑
c∼C⋆
(
dpq
c
)
e
(
cd
pq
)∣∣∣∣∣
2
,
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and
Ω =
∑
d∼D
∣∣∣∣∣∑
n≪Q
λf(d+ pn
2) J
∣∣∣∣∣
2
. (12)
We open absolute square in Z and apply Poisson summation on the sum
over d. This process saves min{C⋆, C/C⋆} in Z . This is not enough for our
purpose. To get a satisfactory bound for all possible parameter values C, D
and C⋆ (in the chosen range), we need to get a saving in the sum Ω. This
particular sum reappears in our treatment of O2 as well. Proposition 5 and
Remark 3 of Section 12 gives a saving of size
min
{
C3/2
p3/2Q2
,
C
Q2
}
(which is non-trivial for sufficiently large C) in Ω. Note that if we assume
that Q < p then we can drop the second term. But we want to point out why
the size restriction Q < p comes naturally in our treatment of the dual sum.
Indeed suppose we have saved C⋆ in Z and C/Q2 in Ω, then this is enough
for our purpose if (CC⋆)1/2/Q > pδ CC⋆1/2/pQ3/2, i.e. C < p2−2δQ. The last
inequality holds in the range of C under study if p1−δQ2 < p2−2δQ, i.e. we
need Q < p1−δ for some δ > 0. From now on let us assume that we have the
restriction p1/2+δ < Q < p1−δ for some δ > 0. So in Ω we save C3/2/p3/2Q2.
Thus our total saving in (11) is
min
{
C3/4C⋆1/2
p3/4Q
,
C5/4
p3/4QC⋆1/2
}
. (13)
This is sufficient as C3/4C⋆1/2/p3/4Q > pδCC⋆1/2/pQ3/2 because C ≪ p1−δQ2
for some δ > 0, and C5/4/p3/4QC⋆1/2 > pδCC⋆1/2/pQ3/2 because C⋆ ≪
C1/4p1/4−δQ1/2, as we are picking C⋆ < C1/2p−δ for some δ > 0. This also
explains our choice of the sizes for C⋆ and C†.
Sections 10 and 11 are devoted to obtaining a sufficient bound for the dual
sum O2(C,C†), which is defined in (43). As we will observe at the beginning
of Section 10 (see (62)) this sum is essentially of the form∑
q∈Q
∑†
ψ mod pq
gψ⋆gψ˜
∑
m∼pQ2
λf(m)
∑
n≪Q
∑
c∼C†
ψ(c)
(
dp
c
)
J ,
where ψ˜ = ψ ⊗ χp and ψ⋆ = ψ ⊗ χq. We seek to save CC†1/2/pQ3/2 in the
above sum (beyond square root cancellation in the ψ sum). The above sum is
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dominated by
∑
c∼C†
∣∣∣∣∣∑
q∈Q
∑†
ψ mod pq
ψ(c)gψ⋆gψ˜
∣∣∣∣∣
∣∣∣∣∣∑
d∼D
β(d)
(
d
c
)∣∣∣∣∣ , (14)
where
β(d) =
∑
n≪Q
λf(d+ pn
2) J .
The second part of the sum in (14) can also be written as∑∑
m∼pQ2
n≪Q
λf(m)
(
4m− pn2
c
)
J .
In Section 10 we deal with the case where C† < p1/2+δQ for some small δ > 0.
Roughly speaking, this is the range where C† is smaller than square-root of
the initial size of the modulus C (see (22)). So in this case our treatment is
similar to that in Section 9. Indeed when C ≍ pQ2 is in the transition range,
so that there is no oscillation in the integral J , the above sum is roughly of
the form
1
c1/2
∑
α mod c
(α
c
) ∑∑
m∼pQ2
n≪Q
λf(m)e
(
α(4m− pn2)
c
)
.
We apply the Voronoi summation formula on the sum over m and Poisson
summation on the sum over n. This transforms the above sum into
pQ3
c2p1/2
∑∑
m≪c2/Q2
n≪c/Q
λf(m)cc(m− n2),
where cc is the Ramanujan sum modulo c. Hence, on average over c, we have
saved min{p1/2Q, p1/2Q3/C†}. This is enough for our purpose as p1/2Q >
pδCC†1/2/pQ3/2 because C† < p1−δQ, and p1/2Q3/C† > pδCC†1/2/pQ3/2 be-
cause C† < p1/3−δQ5/3 (for the last inequality we need Q > p1/4+δ).
When C is away from the transition range, the above method does not work,
and so we proceed differently. Applying the Cauchy inequality to (14) we end
up bounding it by
A 1/2 B1/2
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where
A =
∑
c∼C†
∣∣∣∣∣∑
q∈Q
∑†
ψ mod pq
ψ(c)gψ⋆gψ˜
∣∣∣∣∣
2
,
and
B =
∑
c∼C†
∣∣∣∣∣∑
d∼D
β(d)
(
d
c
)∣∣∣∣∣
2
.
In the next step we apply large sieve for quadratic characters. (There is an
issue as the variables are not a priori square-free. This needs to be addressed,
and we do it directly by extracting the square-free parts from the variables d
and c.) It follows that
B ≪ pε(C† +D)
∑
d∼D
|β(d)|2.
In the process we have saved min{C†, D} in B. There is a room of extra
saving as the sum
∑
d |β(d)|2 is exactly same as the sum Ω which appeared
above in our analysis of the semi-dual O1. So we have a total saving of
min
{
C3/4C†1/2
p3/4Q
,
C5/4
p3/4Q
}
in (14). Compare this with (13). Again this is fine if C < p1−δQ2 and
C† < p1/2QC1/2. (One can take C ≫ pδ for some small δ > 0.) Let us demon-
strate yet again why we need Q < p. Indeed without this condition we save
at most C/Q2 in Ω, and hence the total saving in (14) is at most (CC†)1/2/Q.
This is sufficient for our purpose if (CC†)1/2/Q > pδ CC†1/2/pQ3/2, i.e. C <
p2−2δQ. Again, the last inequality holds in the range of C under study if
p1−δQ2 < p2−2δQ, i.e. we need Q < p1−δ for some δ > 0. (The condition
Q < p also appears in a subtle manner in the proof of Lemma 17.)
In Section 11 we treat the case where p1/2+δQ < C† < pQC1/2. In this
range we have some saving in A . Indeed in Lemma 18 we show that we have
a saving of min{Q,C†/p1/2Q} in the sum A . If p1/2+δQ < C† < p1/2Q2, then
the total saving in (14) is
min
{
C3/4C†
pQ3/2
,
C5/4C†1/2
pQ3/2
}
which is sufficient as C3/4C†/pQ3/2 > pδCC†1/2/pQ3/2 because C ≪ pQ2 ≪
p1+2δQ2 ≪ C†2 for some δ > 0, and C5/4C†1/2/pQ3/2 > pδCC⋆1/2/pQ3/2 triv-
ially. On the other hand if p1/2Q2 < C† < pQC1/2, then the total saving in
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(14) is
min
{
C3/4C†1/2
p3/4Q1/2
,
C5/4
p3/4Q1/2
}
which is sufficient as C3/4C†1/2/p3/4Q1/2 > pδCC†1/2/pQ3/2 because C ≪
p1+δQ2 ≪ pQ4 for some δ > 0, and C5/4/p3/4Q1/2 > pδCC⋆1/2/pQ3/2 be-
cause C⋆ < C1/2p1/2−δQ2. This explains why we win at the end.
In Section 12 we achieve a non-trivial bound for Ω (12) by realizing the sum
as an averaged shifted convolution sum problem. This is the technical heart
of the paper. The particular shifted convolution sum that we need to tackle is
of the form ∑
d∼D
λf(d)λf(d+ pr)
where r is of the form n21 − n22 and there is an extra average over ni. We
solve this additive problem via the circle method. An important point is the
particular shape of the shift, namely it is a multiple of p which is the level of
the form p. This is used in the application of the circle method to reduce the
conductor. Indeed the equation m = d + pr is factorized via the congruence
m ≡ d mod p into the smaller integral equation (m − d − pr)/p = 0 which is
detected using the delta method with modulus ranging upto Q. Observe that
the shifted convolution sum actually comes with an oscillatory weight. This
oscillation is large when C is smaller and dies down when C ∼ pQ2 is at the
transition range. (The origin of this oscillation is the Bessel function which we
get from the Petersson formula.) It turns out that when C ∼ pQ2 we make the
largest possible saving in Ω which is Q. Since there are at most Q many terms
inside the absolute value one can not save any more. For smaller values of C
we save a little less, due to the analytic oscillation. This is the reason for the
extra factors in Proposition 5. The savings from this proposition is used to get
sufficient bounds for O1(C,C⋆) as well as O2(C,C†). Note that in Section 12
we need square root bound for Salie sums and Kloosterman sums (due to Weil).
For Fourier coefficients we will be using the Deligne bound λf(m)≪ mε, but
it seems that one can use weaker results towards Ramanujan conjecture, e.g.∑
m∼p |λf(m)|2 ≪ p1+ε and similar bound on average but over shorter interval.
5. Summation formulae
We will now analyse the sum D as defined in (2). We are only concerned
with odd ψ, such that ψ2 is primitive modulo pq. In this section we will de-
rive suitable summation formulae for the sums over m and n. These will be
derived from the respective functional equations. (Following our convention
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in [17] we will use V , and sometimes W , to denote generic smooth functions
with compact support. They are not necessarily the same in each occurrence.)
Corresponding to the sum defined in (9) we set the dual sum
S⋆2 = ε2
N2N⋆
(pQ)3
∞∑∑
n,j=1
λg(n
2)ψ
2
(j)V
(
nj2
N⋆
)
(15)
with N⋆ ≪ p2+εq2/N . Here the sign ε2 is defined by (17). In the next lemma
we use the notation introduced at the end of Section 2.
Lemma 3. We have
D ⊳ 〈S1, S⋆2〉 .
Here the supremum is taken over all N⋆ ≪ p2+εQ2/N .
Proof. Consider the sum over n (as given in (9)), which by inverse Mellin
transform reduces to
S2 =
1
2πi
∫
(2)
V˜ (s)N s L(s, Sym2g)ds.
Since we are assuming that ψ2 is primitive modulo pq, we can derive the
functional equation for the symmetric square L-function from [11]. Let
Λ(s, Sym2 g) = (pq)sγ2(s)L(s, Sym
2g)
be the completed L-function, with
γ2(s) = π
−3s/2Γ
(
s+ 1
2
)
Γ
(
s+ k − 1
2
)
Γ
(
s+ k
2
)
.
Then we have the functional equation
Λ(s, Sym2g) = ε2Λ(1− s, Sym2g), (16)
where
ε2 = −
λg(p2q2)g
2
ψ
pq
. (17)
We now shift the contour to −ε and apply the functional equation to arrive at
S2 = ε2
1
2πi
∫
(−ε)
V˜ (s)N s(pq)1−2s
γ2(1− s)
γ2(s)
L(1− s, Sym2g)ds.
Then expanding the L-function we get
S2 = ε2pq
∞∑∑
n,j=1
λg(n
2)ψ
2
(j)
nj2
1
2πi
∫
(−ε)
V˜ (s)
(
Nnj2
p2q2
)s
γ2(1− s)
γ2(s)
ds.
22 RITABRATA MUNSHI
Next we take a smooth dyadic partition of the (n, j) sum. If nj2 ≫ p2+εq2/N ,
then we shift the contour to the left and show that the contribution of these
terms are negligibly small. For smaller values of nj2 we shift the contour to
2 − ε. The contribution of these terms are given by sums of the form (15).
The lemma follows. 
Next we consider the sum over m which is given by (8). We define the
corresponding dual sum by
S⋆1 = ε1
N2
p3/2Q
∞∑∑
m,ℓ=1
λf (m)λg(m)ψ(ℓ) V
(
mℓ2
M
)
(18)
where p3Q2/pεN2 ≪M ≪ p3+εQ2/N2. The sign ε1 is given by (20).
Since the functional equation of the Rankin-Selberg L-function L(s, f ⊗ g)
will play a crucial role here, we will first recall it in some detail. The main
reference for this is [11]. Also this is where we will see the crucial role played
by our choice of the harmonics. Indeed we are taking g to be a newform of level
pq and nebentypus ψ where ψ2 is primitive modulo pq, and f is a newform of
level p and trivial nebentypus. The inclusion of p the level of f as a divisor of
the level of g acts as a level lowering mechanism. Indeed the conductor of f⊗g
is p3q2 instead of p4q2. One will recognize that this particular drop in con-
ductor makes the subconvexity problem for the symmetric square L-function
hard to start with. The basic philosophy is that a drop in conductor is bad for
amplification technique (as one needs to consider a higher moment) but good
for circle method (which is the basis of the present work). Also this will be the
reason why we will have shifts of the form pr in the shifted convolution sum
problem
∑
d λf(d)λf(d + pr) in Section 12. Again since the shifts are multi-
ples of the level p, the congruence-equation trick (see [15]) will yield a drop
in the conductor in the application of the circle method to tackle this problem.
We define the completed L-function by
Λ(s, f ⊗ g) = (p3q2)s/2γ(s)L(s, f ⊗ g),
where the gamma factor is given by
γ(s) = (2π)−2sΓ
(
s+
k − κ
2
)
Γ
(
s+
k + κ
2
− 1
)
.
Here k is the weight of g and κ is the weight of f .
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Lemma 4. We have the functional equation
Λ(s, f ⊗ g) = ε0ε1Λ(1− s, f ⊗ g) (19)
where |ε0| = 1 depends on f and k, and
ε1 =
λg(pq
2)g2
ψ
pq
. (20)
Proof. We will apply the main theorem of [11]. In this proof we use the no-
tation from [11]. So F1 = f , F2 = g, N1 = p, N2 = pq, N = pq, ν1 is trivial,
ν2 = ψ, ε = ψ (see pp. 141 of [11]). We have the decomposition N = MM
′M ′′
with N = M = pq the conductor of ε, and M ′ = M ′′ = 1. Hence the con-
ditions of the theorem hold trivially. Also for the prime q we have Q = q,
Q′ = 1, Q1 = 1 and Q2 = q, and for the prime p we have Q = p, Q
′ = 1,
Q1 = p and Q2 = p.
Also observe that in our case ε′ = ε as ε is primitive (see pp. 142 of [11]).
In the notation of Theorem 2.2 of [11] we have
LF1,F2(s) = L(s, f ⊗ g)
and
ΨF1,F2(s) = γ(s)L(s, f ⊗ g).
From the theorem we now conclude that
γ(s)L(s, f ⊗ g) = A(s)γ(1− s)L(1− s, f ⊗ g)
(as f is self dual), with
A(s) = Ap(s)Aq(s)
where
Ap(s) = gψpΛp(F1, F2)p
1−3sψq(p
2)
and
Aq(s) = gψqΛq(F1, F2)q
1−2sψp(q
2).
From (2.8) of [11] we get
Λp(F1, F2) = λp(F1)λp(F2) =
−1
p1/2λf(p)
gψp
p1/2λg(p)
and
Λq(F1, F2) = a2(q)q
−k/2λq(F1)λq(F2) =
λg(q)
q1/2
gψq
q1/2λg(q)
.
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It follows that
A(s) =
−1
p1/2λf(p)
ψ(−1)g2
ψp
g2
ψq
ψp(q
2)ψq(p
2)
p1/2q
λg(p)λg(q)
2 p1−3sq1−2s
= (−1)k −1
p1/2λf (p)
g2
ψ
pq
λg(pq
2) p3/2−3sq1−2s.
The lemma follows. 
Lemma 5. We have
D ⊳ 〈S⋆1 , S⋆2〉 ,
where S⋆1 is as given in (18) and S
⋆
2 is as given in (15). Here the supremum
is taken over all M in the range
p3Q2/pεN2 ≪M ≪ p3+εQ2/N2
and N⋆ in the range
N⋆ ≪ p2+εQ2/N.
Proof. Applying Mellin transform we get
S1 =
1
2πi
∫
(2)
W˜ (s)N2s L(s, f ⊗ g)ds.
We now use the functional equation from the previous lemma to arrive at
ε0
λg(pq
2)g2
ψ
pq
(p3q2)1/2
1
2πi
∫
(2)
W˜ (s)
(
N2
p3q2
)s
γ(1− s)
γ(s)
L(1− s, f ⊗ g)ds
and then shifting contour to σ = −1, and expanding the L-function into a
Dirichlet series we get
ε0
λg(pq
2)g2
ψ
pq
(p3q2)1/2
∞∑∑
m,ℓ=1
λf(m)λg(m)ψ(ℓ)
mℓ2
× 1
2πi
∫
(−1)
W˜ (s)
(
N2mℓ2
p3q2
)s
γ(1− s)
γ(s)
ds.
Recall that the weight k is taken to be large and κ is fixed. As there is no
pole of the gamma factor γ(1− s) in the region −∞ < σ < k/10, we can shift
the contour anywhere in this strip. It follows that if mℓ2 is not in the range
p3−εQ2/N2 ≪ m ≪ p3+εQ2/N2, the integral can be made arbitrarily small,
and hence the total contribution of m’s outside this range is negligibly small.
Accordingly we define the dual sums (18). The lemma follows. 
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6. The dual sum 〈S⋆1 , S⋆2〉: Poisson on n
In the next lemma we will write the dual sum 〈S⋆1 , S⋆2〉 in terms of sums of
the form
O⋆ℓ,J,±(C) =
J
√
ℓN9/2N
1/2
⋆
C1/2p6Q5
∑
j∼J
∑
q∈Q
∑†
ψ mod pq
ψ(ℓj
2
) (21)
×
∞∑∑∑
m,n,c=1
λf(m)Sψ(pn
2, m; cpq)e
(
±2n
√
m
cq
√
p
)
U
(
mℓ2
M
,
nj2
N⋆
,
c
C
)
,
where
U(x, y, z) = W (x)V (y)V (z).
The functions W and V are bump functions supported in [1, 2], with oscilla-
tions of size O(pε), i.e. W (i) ≪ε,i pεi and V (i) ≪ε,i pεi.
Remark 2. The outer sums over j and q can be endowed with arbitrary
weights ωj and νq with |ωj|, |νq| ≪ 1. Our analysis works even in this general
case. In fact, one will observe that such weights (e.g. (q/Q)a with an abso-
lutely bounded a) arise automatically in the analysis below. But for notational
simplicity we will replace them by 1. This convention will be followed in the
rest of the paper.
Lemma 6. We have
〈S⋆1 , S⋆2〉 ≪ pε sup ℓ
∣∣O⋆ℓ,J,±(C)∣∣+ pεN1/2pQ2,
where the supremum is taken over ℓ, J ≪ p1+εQ, signs ±, and
C ≪ N⋆M
1/2pε
ℓJ2p1/2Q
≍ N⋆p
1+ε
ℓJ2N
. (22)
Proof. In the sum (2) replace S1 by S
⋆
1 and S2 by S
⋆
2 . Note that the product
of the signs of the functional equations ε1ε2 is essentially λg(p). This leads us
to consider the sum
N4N⋆
p9/2Q4
∑
q∈Q
∑†
ψ mod pq
∞∑∑
ℓ,j=1
ψ(ℓj
2
) (23)
×
∑
g∈Hk(pq,ψ)
ω−1g
∞∑
m=1
λf(m)λg(m)W
(
mℓ2
M
) ∞∑
n=1
λg(pn2)V
(
nj2
N⋆
)
.
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We apply the Petersson formula. The diagonal term is given by
N4N⋆
p9/2Q4
∞∑∑
ℓ,j=1
∑
q∈Q
∑†
ψ mod pq
ψ(ℓj
2
)
∞∑
n=1
λf(pn
2)W
(
pn2ℓ2
M
)
V
(
nj2
N⋆
)
.
The sum over n is bounded by O(pεM1/2/ℓp), since |λf(p)| ≪ p−1/2. Substi-
tuting this bound we get
pε
N4N⋆M
1/2
p11/2Q4
∑∑
ℓ≪M1/2
j≪N
1/2
⋆
∑
q∈Q
∑†
ψ mod pq
1
ℓ
≪ pεN
4N
3/2
⋆ M1/2
p9/2Q2
≪ pεN1/2pQ2.
This bound for the diagonal is satisfactory for our purpose. Note that we did
not require to use the cancellation in the sum over ψ. Utilizing this sum one
can get a better bound. But already the above bound is of the strength of
Lindelo¨f.
The off-diagonal is essentially given by∑∑
ℓ,j≪p1/2Q
Oℓ,j,
where
Oℓ,j =
N4N⋆
p9/2Q4
∑
q∈Q
∑†
ψ mod pq
ψ(ℓj
2
)
∞∑
m=1
λf (m)W
(
mℓ2
M
)
(24)
×
∞∑
n=1
V
(
nj2
N⋆
) ∞∑
c=1
Sψ(pn
2, m; cpq)
cpq
Jk−1
(
4πn
√
m
cp1/2q
)
.
We only need to tackle the range for c as defined in (22) as for larger c the
Bessel function is small due to the choice of the large weight k. Observe that
this also implies that we only need to consider (ℓ, j) with ℓj2 ≪ N⋆pθ+ε for
some θ > 0.
For c ∼ C in the range (22) we use the decomposition
Jk−1(4πx) = e(2x)W+,k(x)x
−1/2 + e(−2x)W−,k(x)x−1/2
where
xj
∂j
∂xj
[W±,k(x)x
−1/2]≪j min{x−1/2, xk−1}.
One can now use Mellin transform to separate the variables involved in the
weight function. Indeed the Mellin transform
W˜±,k(s) =
∫ ∞
0
W±,k(x)x
s−1dx
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is holomorphic in the strip −k + 1/2 < σ < 0. Also in this strip by repeated
integration by parts, and using the above bound for the derivatives, we get
that
W˜±,k(s)≪i (1 + |t|)−i
for any positive integer i. By inverse Mellin transform we get
W±,k(x) =
1
2πi
∫
(−ε)
W˜±,k(s) x
−sds.
The integral can be truncated at the height |t| ≪ pε at the cost of a negligible
error term. In the remaining integral we estimate the sum pointwise for every
given s = −ε+ it with |t| ≪ pε. With this we are able to substitute
e
(
±2n
√
m
cq
√
p
) (
2n
√
m
cq
√
p
)−1/2+ε−it
with |t| ≪ pε. Then we take a smooth dyadic subdivision of the c sum, and a
dyadic subdivision of the j sum, to arrive at the sums introduced in (21). The
lemma follows. (Note that we are using the convention given in Remark 2.) 
As it will turn up, our analysis is not sensitive to the sign ±, and hence we
will continue with the + term only and will simply write
O⋆(C) = O⋆ℓ,J,+(C).
Observe that we have substantial oscillation coming from the J-Bessel func-
tion when C is comparatively small. This will create some complications.
Let
D = pε
CQ2p2J2
N⋆Nℓ
, (25)
and
N = pε
pQ
Nℓ
. (26)
We define the character sum
Cψ =
∑
β mod cq
Sψ(pβ
2, m; cpq)e
(
βn
cq
)
(27)
and the integral
I =
∫
R
U
(
mℓ2
M
, y,
c
C
,
n
N
)
e
(
2N⋆
√
my
CQ
√
pJ2
− N⋆ny
CQJ2
)
dy. (28)
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The weight function
U(x, y, z, w) = V (x)V (y)V (z)W (w)
where V ’s are bump functions supported on [1, 2] with V (i) ≪ piε, and W is a
bump function supported on [−1, 1]. We set Ô⋆(C) =∑j∼J Ô⋆j (C) with
Ô⋆j (C) =
√
ℓN9/2N
3/2
⋆
JC3/2p6Q6
∑
q∈Q
(29)
×
∑∑
16m<∞
|n|6N
|4m−pn2|6D
∞∑
c=1
λf(m)
[ ∑†
ψ mod pq
ψ(ℓj
2
)Cψ
]
I .
Our next lemma says that this sum is a good model for the off-diagonal O⋆(C).
This will be a simple consequence of the Poisson summation formula.
Lemma 7. We have
O⋆(C) ⊳ Ô⋆(C). (30)
Proof. Applying the Poisson summation on the n sum with modulus cq, we
get
O⋆(C) =
J
√
ℓN9/2N
1/2
⋆
C1/2p6Q5
∑
j∼J
∑
q∈Q
∑†
ψ mod pq
ψ(ℓj
2
)
×
∞∑
m=1
∞∑
c=1
λf(m)
N⋆
j2cq
∑
n∈Z
Cψ I0,
where the character sum Cψ is given by (27), and the integral is given by
I0 =
∫
R
U
(
mℓ2
M
, y,
c
C
)
e
(
2N⋆
√
my
cq
√
pj2
− N⋆ny
cqj2
)
dy.
Here the weight function U is as in (21). By repeated integration by parts we
get that the integral is bounded by[
pε
(
1 +
N⋆M
1/2
CQℓj2p1/2
)
CQj2
N⋆n
]i
≪
[
pε
N⋆M
1/2
CQℓj2p1/2
CQj2
N⋆n
]i
,
where we have used (22). This implies that we only need to consider n with
|n| ≪ pεM
1/2
p1/2ℓ
≍ pε pQ
Nℓ
.
So we can now cut the tail of the n sum by introducing a weight function of the
form W (n/N ) where W is a smooth bump function with support [−1, 1]. By
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integrating by parts differently, it follows that the integral is negligibly small
if ∣∣∣∣2N⋆√mcq√pj2 − N⋆ncqj2
∣∣∣∣≫ pε.
Consequently we only need to consider (m,n) pairs satisfying
|2√m−√pn| ≪ CQp
1/2+εj2
N⋆
.
Multiplying both sides by |2√m+√pn| and using the above obtained bound for
n, it follows that we only need to consider (m,n) pairs satisfying the condition
|4m− pn2| ≪ CQM
1/2p1/2+εj2
N⋆ℓ
≍ CQ
2p2+εj2
N⋆Nℓ
.
This explains the truncations of the sums over (m,n).
We now proceed to simplify the integral a bit. Indeed by a change of vari-
ables we get
I0 =
cqj2
CQJ2
W
(
mℓ2
M
)
V
( c
C
) ∫
R
V
(
cqj2y
CQJ2
)
e
(
2N⋆
√
my
CQ
√
pJ2
− N⋆ny
CQJ2
)
dy.
Then let V2 be a new bump function with support [1/100, 100] such that
V2(x) = 1 for x ∈ [1/50, 50]. This weight function can be introduced in
the last integral without altering the value, as V is supported in [1, 2]. Then
using Mellin inversion we arrive at
I0 =
cqj2
CQJ2
W
(
mℓ2
M
)
V
( c
C
) 1
2πi
∫
(0)
V˜ (s)
(
cqj2
CQJ2
)−s
×
∫
R
V2(y)y
−se
(
2N⋆
√
my
CQ
√
pJ2
− N⋆ny
CQJ2
)
dyds.
Now at a cost of a negligible error term the integral over s can be truncated
at |t| ≪ pε. From this we can conclude that in our analysis we can replace the
integral I0 by the one given in (28). The lemma follows. 
We now seek to prove a bound for the dual off-diagonal contribution of the
type
Ô⋆j (C)≪
N1/2p3/2−θ/2Q2
ℓJ
. (31)
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This will yield the desired bound for the dual sum D (as we noted after
Lemma 2). One can show quite easily that the above bound holds if C is
small enough, e.g. if we have
C ≪ min
{
p7/3−2θ/3Q2ℓ1/3
N4/3N
1/3
⋆ J4/3
,
p7/2−θQ5/2
N2N
1/2
⋆ J2
}
.
However since D, which will be a part of the conductor of the c sum, gets
smaller proportionally with C, our treatment below which begins by dualizing
the c sum does not get affected by the initial size of c. So the above cut-off
for the c sum will not be utilized in our analysis below.
7. Evaluating character sums
We will now evaluate the character sum in terms of simpler character sums
like Gauss sums. (One may compare the results of this section with those in
Sections 8 and 9 in [8].) For any character χ modulo r we define the Gauss
sum
gχ(u) =
∑⋆
a mod r
χ(a)e
(au
r
)
,
and set gχ = gχ(1), gr(u) = g( .
r
)(u). Also let us define
ψ˜ = ψ
(
.
p
)
, ψ⋆ = ψ
(
.
q
)
,
which are primitive characters modulo pq as ψ2 is primitive modulo pq.
Lemma 8. Suppose (c, pq) = 1 and c ≡ 1 mod 4, then we have
Cψ =
√
cq ψ˜(4c) ψ⋆(d) gc(d) gψ⋆ . (32)
Proof. Opening the Kloosterman sum we get
Cψ =
∑⋆
α mod cpq
ψ(α)e
(
αm
cpq
) ∑
β mod cq
e
(
αβ2 + βn
cq
)
.
The inner sum is a quadratic Gauss sum, and it can be evaluated explicitly.
For a positive integer r, and a pair of integers (a, b) with (a, r) = 1, we set
g(a, b; r) =
∑
x mod r
e
(
ax2 + bx
r
)
.
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The evaluation of this sum depends on the parity of b. Let us first focus on
the case where b is odd, where we have g(a, b; r) = 0 if 4|r, and
g(a, b; r) =
√
2r εr′
(
2a
r′
)
e
(
−8ab
2
r′
)
if r = 2r′ with r′ odd, and
g(a, b; r) =
√
r εr
(a
r
)
e
(
−4ab
2
r
)
if r is odd. Now suppose b is an even integer and we write b = 2b′. We also
set r = 2kr′ with r′ odd. Then the evaluation depends on the parity of k. For
k = 0 we have
g(a, b; r) =
√
r εr
(a
r
)
e
(
−ab
′2
r
)
,
and g(a, b; r) = 0 if k = 2, and
g(a, b; r) =
√
r εr′
( a
r′
)
e
(
−ab
′2
r
){
(1 + iχ−4(r
′a)) k > 2 even;
(χ8(a) + iχ−4(r
′)χ−8(a)) k > 3 odd.
The formula is notationally nice in the case where r ≡ 1 mod 4. Indeed for
r ≡ 1 mod 4, and (a, r) = 1, we have∑
x mod r
e
(
ax2 + bx
r
)
=
√
r e
(
−4ab
2
r
) (a
r
)
,
no matter whether b is even or odd. Consequently, for c ≡ 1 mod 4 we get
Cψ =
√
cq
∑⋆
α mod cpq
ψ(α)
(
α
cq
)
e
(
4αd
cpq
)
,
where we are using the short hand notation d = 4m − pn2. At this point we
also observe that the character sum vanishes if d = 0. In the generic case
(c, pq) = 1 the remaining character sum further splits as
Cψ =
√
cq
∑⋆
α mod pq
ψ(α)
(
α
q
)
e
(
4αcd
pq
) ∑⋆
α mod c
(α
c
)
e
(
4αpqd
c
)
. (33)
The lemma now follows. 
In general, for (c, pq) = 1 we have similar expression for the character sum
even if c ≡ 3 mod 4 or 2|c. For example, consider the case 2‖c. We write
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c = 2c′ with c′ odd. In this case the character sum vanishes if n is even. For
odd n we get
Cψ =
√
2cq εc′
∑⋆
α mod cpq
ψ(α)
(
2α
c′q
)
e
(
αm
cpq
− 8αn
2
c′q
)
,
where εc′ = 1 if c
′ ≡ 1 mod 4 and i otherwise. Then we split the character
sum as a product of two character sums. The one with modulus pq is given by
∑⋆
α mod pq
ψ(α)
(
α
q
)
e
(
αcm
pq
− 8αc
′n2
q
)
,
which exactly coincides with the mod pq sum in (33). Now consider the char-
acter sum modulo c = 2c′. We observe that the sum vanishes unless 2|m. In
this case we write m = 2m′ and conclude that the sum modulo c′ is given by∑⋆
α mod c′
(α
c′
)
e
(
αpqm′
c′
− 8αqn
2
c′
)
,
which one can compare with the mod c sum in (33). Similar case by case
analysis yields explicit expression for the character sum in each case, and it
turns out that the expression in Lemma 8 is typical.
We next remark that in the non generic case, where (c, pq) 6= 1, we can
obtain a satisfactory bound for the dual off-diagonal O⋆(C) without much
trouble. Indeed, if p|c then the character sum vanishes unless p|d and con-
sequently p|m. In this case as λf (p) ≈ 1/√p, we are able to make an extra
saving of p2 over pQ which we save from Poisson over n and the sum over ψ.
Hence the total saving is p3Q, which is satisfactory if p > Q. More precisely
the contribution of the term with p|c to Ô⋆j (C) is bounded by (see (??))
≪ NN
2
⋆
p5/2Q1/2ℓJ
≪ N
1/2Q7/2
ℓJ
which is satisfactory for our purpose if Q < p1−2θ/3. Similarly in the case
q2|c, the character sum vanishes unless q2|d. So this gives a total saving of Q3
over the bound in (??), which is satisfactory if Q≫ p1/3+2θ/3. Recall that we
are taking Q ≫ p1/2. So this contribution is satisfactory for our purpose if
θ < 1/4. So we are left with two cases - (i) (c, pq) = 1 and (ii) q‖c with p ∤ c.
For the second case we have the following lemma.
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Lemma 9. Suppose (c, p) = 1 and q‖c. Then we have Cψ = 0 if q ∤ d.
Otherwise we have
Cψ =
√
c′ q2
(pq
c′
)
ψ(c′d′)gc′(d
′) gψ, (34)
where c = qc′ and d = qd′.
Proof. In the degenerate case (c, pq) = q (assuming that q is prime), we write
c = qc′. The character sum then splits as
Cψ =
√
c′q2
∑⋆
α mod pq2
ψ(α)e
(
4αc′d
pq2
) ∑⋆
α mod c′
(α
c′
)
e
(
4αpq2d
c′
)
. (35)
This vanishes unless q|d, in which we write d = d′q. The lemma follows. 
Observe that in the degenerate case q‖c we make an extra saving of Q3/2.
This simplifies our work tremendously. Moreover the analysis that we will
carry out next for the generic case, also works for this degenerate case, and at
the end we get a much stronger bound.
8. Summing over the modulus
For a given integer d 6= 0 we introduce the finite Euler product
Eψ(d; s) =
∏
rα‖d
α>3 odd
r prime
 ∑
06j<α/2
ψ˜(r2j)ϕ(r2j)
r2js+j
− ψ˜(r
α+1)rα
r(α+1)(s+1/2)

×
∏
rα‖d
α>2 even
r prime
 ∑
06j6α/2
ψ˜(r2j)ϕ(r2j)
r2js+j
+
ψ˜(rα+1)
(
dr−α
r
)
rα+1/2
r(α+1)(s+1/2)
 .
In particular if d is square-free then Eψ(d; s) = 1. In general we will write
d = d1d
2
2d
2
3 with d1 square-free, d2|d∞1 , (d3, d1) = 1. For Λ ≪ p1/ε a positive
real number and τ ∈ R, we set
O⋆τ,Λ(C) =
√
ℓN9/2N
3/2
⋆
Jp6Q11/2
∑
λ∼Λ
µ(λ)
λ1+2iτ
∑
j∼J
∑
q∈Q
∑†
ψ mod pq
ψ(ℓj
2
λ
2
) (36)
×
∞∑
m=1
λf (m)
∑
n∈Z
ψ⋆(d)gψ⋆ L(1/2 + iτ, ψ(
d1p
.
))Eψ(d; 1/2 + iτ) Jτ .
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The new weight function is given by the integral
Jτ =
∫ ∞
0
∫
R
U
(
mℓ2
M
, y, z,
n
N
)
e
(
2N⋆
√
my
CQ
√
pJ2
− N⋆ny
CQJ2
)
z−1/2−iτdydz, (37)
which is the Mellin transform of the previous integral (28)
Lemma 10. We have
Ô⋆(C) ⊳ O⋆τ,Λ(C)
where the family on the right consists of real τ in the range |τ | ≪ pε, and
dyadic integers Λ≪ p1/ε.
Proof. We consider the sum over c. We focus on the case where (c, pq) = 1
and c ≡ 1 mod 4. Let
S = 2
∑
c≡1 mod 4
(c,pq)=1
ψ˜(c)gc(d)
c1/2
V
( c
C
)
. (38)
The Gauss sum gc(d) is not multiplicative in c. However the rectified Gauss
sum
Gc(d) =
[
1− i
2
+
(−1
c
)
1 + i
2
]
gc(d)
is multiplicative in c. In the particular case c ≡ 1 mod 4 the sums coincide,
and so we write
S =
∑
(c,2)=1
(
1 +
(−1
c
))
ψ˜(c)Gc(d)
c1/2
V
( c
C
)
.
By inverse Mellin transform we get
S =
1
2πi
∫
(σ)
V˜ (s)Cs [D1(s) +D2(s)] ds (39)
where
D1(s) =
∑
(c,2)=1
ψ˜(c)Gc(d)
cs+1/2
, (40)
and D2(s) is a similar Dirichlet series with an extra twist by the quadratic
character modulo 4.
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We have the Euler product representation
D1(s) =
∏
r∤d
r prime
(
1 +
ψ˜(r)(d
r
)
rs
)
×
∏
rα‖d
α odd
 ∑
06j<α/2
ψ˜(r2j)ϕ(r2j)
r2js+j
− ψ˜(r
α+1)rα
r(α+1)(s+1/2)

×
∏
rα‖d
α even
 ∑
06j6α/2
ψ˜(r2j)ϕ(r2j)
r2js+j
+
ψ˜(rα+1)
(
dr−α
r
)
rα+1/2
r(α+1)(s+1/2)
 .
This boils down to
D1(s) =
L(s, ψ(dp
.
))
L(2s, ψ
2
)
Eψ(d; s)
where Eψ is the Euler product defined above, which converges absolutely for
σ > 1/2 and satisfies |Eψ(d; 1/2+it)| ≪ (d2d3)ε. We now expand the Dirichlet
L-function in the denominator as a Dirichlet series. At a cost of a small error,
say O(p−2015) we can cut the tail of the series at p1/ε. In the remaining sum
we take a dyadic subdivision λ ∼ Λ, and then move the contour to σ = 1/2.
The horizontal line segments again contribute a small error. With this we are
able to estimate the sum S by
V˜ (1/2 + iτ)C1/2+iτ
∑
λ∼Λ
µ(λ)ψ(λ2)
λ1+2iτ
L
(
1
2
+ iτ, ψ
(
d1p
.
))
Eψ(d; 1/2 + iτ)
with |τ | ≪ pε. The lemma follows. 
It will be clear that our analysis is not sensitive to τ (as long as it is small),
and so we will only analyse the case τ = 0. In other words we estimate the
sum S by
C1/2
∑
λ∼Λ
µ(λ)
λ
ψ
2
(λ)L(1/2, ψ(d1p
.
))Eψ(d)
where the factor Eψ(d) = Eψ(d; 1/2) is a finite Euler product, and Λ ranges
upto p1/ε. To make the Euler factor more explicit, let us write d1 = uv with
(u, d2) = 1 and v|d2. Consequently d = uw with w = v(d2d3)2 the powerful
part of d and u the square-free part. Then
Eψ(d) =
∑#
δ1,δ2
̺(δ1, δ2; d2, d3)ψ(δ1δ2)
(
d1
δ1
)
(41)
where δ1|d3r(d3) involves only odd powers of primes and δ2|d2d3r(d2)2 involves
only even powers of primes. Here r(k) denotes the radical of k. The weights ̺
are bounded by O(pε), and are arithmetic in nature. The important fact that
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we need is that they do not depend on ψ or d1.
Next we will take smooth dyadic subdivision for all the variables, e.g. di ∼
Di, u ∼ U , w ∼ W . There will be some interrelation among the sizes as
4m− pn2 = d = d1(d2d3)2 = uw. Recall that d≪ D. So that we have
D1(D2D3)
2 ∼ UW ≪ D,
also we have D1 ≪ UW 1/3. Then we introduce the following two sums - the
semi-dual sum
O1(C,C
⋆) =
√
ℓN9/2N
3/2
⋆
ΛJp6Q11/2
∑
j∼J
∑
λ∼Λ
∑
q∈Q
∑†
ψ mod pq
ψ(ℓj
2
λ
2
) (42)
×
∞∑
m=1
∑
n∈Z
λf (m)ψ
⋆(d) gψ⋆
∞∑
c=1
ψ(c)(d1p
c
)
c1/2
V
( c
C⋆
)
Eψ(d) J ,
and the full dual sum
O2(C,C
†) =
√
ℓN9/2N
3/2
⋆
ΛJp6Q11/2
∑
j∼J
∑
λ∼L
∑
q∈Q
∑†
ψ mod pq
ψ(ℓj
2
λ
2
) (43)
×
∞∑
m=1
∑
n∈Z
λf(m)ψ
⋆(d) gψ⋆
g
ψ˜(
d1
.
)√
pqd1
∞∑
c=1
ψ(c)(d1p
c
)
c1/2
V
( c
C†
)
Eψ(d) J ,
where J = J0. Note that we are adopting the convention mentioned in Re-
mark 2 for the sum over j and q, and extending it further to cover the sum over
λ. Note that both the sums depend on the other parameters as well, and one
should write O1(C,C⋆; J,Λ, D1, D2, D3, U,W,M,N,Q) in place of O1(C,C⋆),
and similarly for O2(C,C
†).
Lemma 11. Let X and Y be two positive real numbers such that XY = pQD1.
Then we have
Ô⋆(C) ⊳ |O1(C,C⋆)|+ |O2(C,C†)|
where the family for the first term is all dyadic C⋆ ≪ Xpε and the family for
the second term is all dyadic C† ≪ Y pε.
Proof. We use the approximate functional equation to expand the L-value
which appears in (36) as a finite Dirichlet series. Indeed, since ψ(d1p
.
) is a
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primitive Dirichlet character, we have
L(1/2, ψ(d1p
.
)) =
∞∑
c=1
ψ(c)(d1p
c
)
c1/2
Φ1
( c
X
)
(44)
+
g
ψ(
d1p
.
)√
pqd1
∞∑
c=1
ψ(c)(d1p
c
)
c1/2
Φ2
( c
Y
)
with XY = pQD1, where d1 ∼ D1. Here the functions Φi(x) decay rapidly for
x≫ pε, and behave like 1 for x≪ pε, roughly speaking. But the functions are
not compactly supported near 0. Moreover the functions do not depend on
p and q. On applying this approximate functional equation, the sum in (36)
splits as a sum of two terms which are exactly the sums we defined before the
statement of the lemma. 
9. The semi-dual sum O1(C,C⋆)
The semi-dual sum O1(C,C
⋆) is structurally almost similar to the initial
sum (29). The only advantage that we have gained is the length of the c sum
is now shorter, as we can put a bigger mass on the dual side which will have a
very different structure. We now seek a satisfactory bound for this sum, more
precisely we will prove the following result.
Proposition 2. Let θ < 1/104. Suppose p1/2 < Q < p then there exists a
computable absolute constant A > 0 such that
O1(C,C
⋆)≪ N
1/2p3/2−θQ2
ℓ
, (45)
for any values of C in the range (22) as long as
C⋆ < D
1/2
1 W
1/12p−Aθ.
This proposition implies that we need to take C† in the dual sum to range
upto p1+δQD
1/2
1 /W
1/12. Roughly speaking, this is of size p3/2Q2. We note that
trivial estimation at this stage, assuming square-root cancellation in the sum
over ψ, yields
O1(C,C
⋆)≪ (NpQ)
1/2J2
ℓ3/2
C⋆1/2C.
This is already satisfactory if C⋆1/2C ≪ ℓ1/2p1−θQ3/2/J2. In general, our task
will be to save C⋆1/2CJ2/ℓ1/2p1−θQ3/2. Since C⋆ is taken to be smaller than
square-root of the initial size of the modulus (22), we will be able to show that
there is a way to save by applying the Voronoi summation on the sum over m.
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But there are other factors which boost up the conductor of the sum, and so
our first target will be to control the sizes of these factors. The first lemma in
this section serves this purpose.
Our first step will be an explicit evaluation of the sum over ψ in (42).
Opening the Gauss sum and the finite Euler factor Eψ we arrive at(
d
q
)∑#
δ1,δ2
̺(. . . )
(
d1
δ1
) ∑
α mod pq
(
α
q
)
e
(
α
pq
)
×
∑†
ψ mod pq
ψ(α ℓdj2λ2cδ),
where δ = δ1δ2. Now the formula (6) yields a generic term given by
ϕ(pq)
∑#
δ1,δ2
̺(. . . )
(
d1
δ1
)(
ℓcδ
q
)
e
(
±j
2
λ
2
cδℓd
pq
)
and two non-generic terms -
ϕ(q)
∑#
δ1,δ2
̺(. . . )
(
d1
δ1
)(
ℓcδ
q
)
e
(
±pj
2
λ
2
cδℓd
q
){
−1 + p1/2
(
ℓdcδq
p
)}
and
ϕ(p)
∑#
δ1,δ2
̺(. . . )
(
d1
δ1
)(
ℓcδ
q
)
e
(
±qj
2
λ
2
cδℓd
p
){
−1 + q1/2
(
ℓdcδp
q
)}
.
The contribution of the generic term to O1(C,C⋆) is given by
Ogen =
√
ℓN9/2N
3/2
⋆
ΛJp5Q9/2
∑
q∈Q
∑∑
j∼J
λ∼Λ
∞∑
m=1
∑
n∈Z
λf (m)
∞∑
c=1
(d1pq
c
)
c1/2
V
( c
C⋆
)
J (46)
×
∑#
δ1,δ2
̺(. . . )
(
d1
δ1
) (
ℓδ
q
)
e
(
j
2
λ
2
δcℓd
pq
)
.
(Note that the sum over j and λ are restricted by the coprimality condition
(jλ, pq) = 1. But instead of mentioning it explicitly here, we adopt the con-
vention given in Remark 2.) The contributions of the non-generic terms to
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O1(C,C⋆) are dominated by
Onon-gen,1 =
√
ℓN9/2N
3/2
⋆
ΛJp11/2Q9/2
∑
q∈Q
∑
d=uw
∑
δ|wr(w)
∣∣∣∣∣∑
n
λf(d+ pn
2)F (d, n)
∣∣∣∣∣ (47)
×
∣∣∣∣∣∑
j∼J
∑
λ∼Λ
∑
c∼C⋆
ν1(c, q)
c1/2
(uv
c
)
e
(
j
2
λ
2
cδpℓuw
q
)∣∣∣∣∣ ,
and
Onon-gen,2 =
√
ℓN9/2N
3/2
⋆
ΛJp5Q5
∑
q∈Q
∑
d=uw
∑
δ|wr(w)
∣∣∣∣∣∑
n
λf(d+ pn
2)F (d, n)
∣∣∣∣∣ (48)
×
∣∣∣∣∣∑
j∼J
∑
λ∼Λ
∑
c∼C⋆
ν2(c, q)
c1/2
(uv
c
)
e
(
j
2
λ
2
cδpℓuw
q
)∣∣∣∣∣ .
Here ν1(c, q) takes two possible values (
piq
c
) with i = 1, 2, and ν2(c, q) takes
two possible values (pq
i
c
) with i = 1, 2. Also the weight function is given by
F (d, n) =W
( n
N
)
V
(
(d+ pn2)ℓ2
M
)
(49)
×
∫
V (y)e
(
N⋆(
√
d+ pn2 −
√
pn2)y
CQ
√
pJ2
)
dy,
where V are bump functions with support [1, 2] and W is a bump function
with support [−1, 1].
In our first lemma we will show that we have a satisfactory bound when j, λ
are not ‘too small’ or when the power-full part of d is not ‘too small’ or when
C is not ‘too big’.
Lemma 12. Let θ < 1/24. Suppose C⋆ < D
1/2
1 W
1/12p−6θ and p > Q >
p1/2. Then the bound (45) holds for Ogen (as given in (46)) if either C ≪
p1−24θQ2/J2 or if W (JΛ)2 ≫ p24θ.
Proof. Recall that 4m − pn2 = d = uw. To simplify the notations a bit, we
will replace m by d + pn2 (ignoring 4). With this the expression in (46) is
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dominated by
√
ℓN9/2N
3/2
⋆
ΛJp5Q9/2
∑
q∈Q
∑
d=uw
∑
δ|wr(w)
∣∣∣∣∣∑
n
λf(d+ pn
2)F (d, n)
∣∣∣∣∣ (50)
×
∣∣∣∣∣∑
j∼J
∑
λ∼Λ
∑
c∼C⋆
(uvpq
c
)
c1/2
e
(
j
2
λ
2
cδℓuw
pq
)∣∣∣∣∣ ,
where F (d, n) is as given in (49).
Consider the dyadic segment u ∼ U and w ∼W with UW ≪ D. Applying
Cauchy inequality we see that (50) is dominated by
√
ℓN9/2N
3/2
⋆
ΛJp5Q4
Ω1/2 Z 1/2 (51)
where
Z =
∑
q∈Q
∑
w
∑
δ|wr(w)
∑
u
∣∣∣∣∣∑
j∼J
∑
λ∼Λ
∞∑
c=1
(uvpq
c
)
c1/2
e
(
j
2
λ
2
cδℓuw
pq
)∣∣∣∣∣
2
,
and
Ω =
∑
w
∑
δ|wr(w)
∑
u
∣∣∣∣∣∑
n
λf(uw + pn
2)F (uw, n)
∣∣∣∣∣
2
. (52)
The trivial bound for Ω is given by O(
√
WUp2+εQ2/N2ℓ2). In Proposition 5
we show that
Ω≪ p
1+10θ+εQ3
ℓ3
(
N
1/2
⋆
(CJ2ℓ)1/2
+
N⋆
CJ2Q
)
. (53)
In the expression for Z we are allowed to drop the arithmetic conditions on
u (like square-freeness), and we can also introduce a smooth bump function.
We then open the absolute square to arrive at
Z 6
∑
q∈Q
∑
w
∑
δ|wr(w)
∑∑
j1,j2∼J
∑∑
λ1,λ2∼Λ
∑∑
c1,c2∼C⋆
( vpq
c1c2
)
(c1c2)1/2
×
∑
u∈Z
(
u
c1c2
)
e
(
δℓuw(j
2
1λ
2
1c1 − j22λ
2
2c2)
pq
)
V
( u
U
)
.
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Then we apply the Poisson summation on the sum over u with modulus pqc1c2.
This yields a congruence modulo pq and Gauss sums with modulus c1c2. Indeed
Poisson yields
∑
u∈Z
(
u
c1c2
)
e
(
δℓuw(j
2
1λ
2
1c1 − j22λ
2
2c2)
pq
)
V
( u
U
)
=
U
c1c2pq
∑
u∈Z
C V̂
(
Uu
c1c2pq
)
where the character sum is given by
C =
∑
a mod c1c2pq
(
a
c1c2
)
e
(
δℓaw(j
2
1λ
2
1c1 − j22λ
2
2c2)
pq
+
au
c1c2pq
)
,
and V̂ is the Fourier transform of V . Since V is a compactly supported bump
function, it follows that the contribution of u with |u| ≫ C⋆2p1+εQ/U is
negligibly small. Also the character sum splits as a product of two character
sums. The one modulo pq vanishes unless we have the congruence relation
δℓw(j
2
1λ
2
1c1 − j22λ
2
2c2) + uc1c2 ≡ 0 mod pq,
in which case the character sum is equal to pq. The character sum modulo
c1c2, on the other hand, is a Gauss sum(
pq
c1c2
) ∑
a mod c1c2
(
a
c1c2
)
e
(
au
c1c2
)
.
Let c1c2 = c3c
2
4 with c3 square-free. Then the Gauss sum is bounded by
O(c
1/2
3 c
2
4) = O(p
εC⋆c4). Consequently we get
Z 6
pεU
C⋆2
∑
w
∑
δ|wr(w)
∑
q∈Q
∑∑
j1,j2∼J
∑∑
λ1,λ2∼Λ
∑∑
c1,c2∼C⋆
∑
|u|≪C⋆2p1+εQ/U
δℓw(j
2
1λ
2
1c1−j
2
2λ
2
2c2)+uc1c2≡0 mod pq
c4.
We are now left with a weighted counting problem. First consider the diagonal
case where we have the equality
ℓw(j21λ
2
1c1 − j22λ22c2)− uδ(j1j2λ1λ2)2 = 0.
Here u is determined uniquely once the other values are given. Moreover we
get j1λ1|ℓwj22λ22c2, which implies that there are pε many possibilities for (j1, λ1)
when the other values are given. Consequently the contribution of the diagonal
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to Z is given by
Z0 ≪ p
εU
C⋆2
∑
w
∑
δ|wr(w)
∑
q∈Q
∑
j2∼J
∑
λ2∼Λ
∑
c3≪C⋆2
∑
c4≪C⋆/c
1/2
3
c4
≪ pε UW 1/2QJΛ,
resulting in a saving of C⋆JΛ in the diagonal. In the off-diagonal where we do
not have the equality we proceed in the following way. First we observe that
there are pε many possibilities for q. Then we count the number of u modulo
p. With this we arrive at
pεU
C⋆2
∑
w
∑
δ|wr(w)
∑∑
j1,j2∼J
∑∑
λ1,λ2∼Λ
∑
c3≪C⋆2
∑
c4≪C⋆/c
1/2
3
c4
(
1 +
C⋆2Q
U
)
≪ pε UW 1/2J2Λ2
(
1 +
C⋆2Q
U
)
≪ pε UW 1/2J2Λ2 + pε C⋆2QW 1/2J2Λ2.
So here we have saved at least min{QC⋆, U/C⋆}. Consequently we have shown
that
Z ≪ pε
√
WJ2Λ2
(
QC⋆2 + U +
UQ
JΛ
)
.
Now using the bounds for Ω as given in (53) and the above bound for Z ,
we see that (51) is dominated by
p5θ+ε
N9/2N
3/2
⋆
ℓp9/2Q5/2
W 1/4
(
Q1/2C⋆ + U1/2 +
(UQ)1/2
(JΛ)1/2
)
×
(
N
1/4
⋆
(CJ2ℓ)1/4
+
N
1/2
⋆
(CJ2Q)1/2
)
. (54)
Since UW ≪ D = pεCQ2p2J2/N⋆Nℓ we get that
p5θ+ε
N9/2N
3/2
⋆
ℓp9/2Q5/2
W 1/4
(
U1/2 +
(UQ)1/2
(JΛ)1/2
) (
N
1/4
⋆
(CJ2ℓ)1/4
+
N
1/2
⋆
(CJ2Q)1/2
)
≪ p5θ+ε N
4N
5/4
⋆
ℓ3/2p7/2Q
(
1
W 1/4Q1/2
+
1
W 1/4(JΛ)1/2
) (
(CJ2)1/4
ℓ1/4
+
N
1/4
⋆
Q1/2
)
. (55)
Suppose we are in the situation where Q≫ p12θ and either
C ≪ p1−24θQ2/J2, or W (JΛ)2 ≫ p24θ.
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It then follows that(
1
W 1/4Q1/2
+
1
W 1/4(JΛ)1/2
) (
(CJ2)1/4
ℓ1/4
+
N
1/4
⋆
Q1/2
)
≪ p−6θ+ε (pQ2)1/4.
Consequently the expression in (55) is dominated by the right hand side of
(45). Now we consider the remaining term in (54) which is given by
p5θ+ε
N9/2N
3/2
⋆
ℓp9/2Q2
W 1/4 C⋆
(
N
1/4
⋆
(CJ2ℓ)1/4
+
N
1/2
⋆
(CJ2Q)1/2
)
. (56)
Suppose we have
C⋆ < D
1/2
1 W
1/12p−6θ ≪ U1/2W 1/4p−6θ.
So that
W 1/4C⋆ ≪ (UW )1/2p−6θ ≪ pε (CJ
2)1/2Qp
(N⋆Nℓ)1/2
p−6θ.
Consequently the bound on the right hand side of (45) holds for the expression
in (56). The lemma follows. 
We will now consider the non-generic terms (47) and (48).
Lemma 13. Let θ < 1/24. Suppose C⋆ < D
1/2
1 W
1/12p−6θ and p > Q > p1/2.
Then the bound (45) holds for Onon−gen,i with i = 1, 2(as given in (47) and
(48)).
Proof. Indeed applying Cauchy we get
Onon-gen,1 ≪
√
ℓN9/2N
3/2
⋆
ΛJp11/2Q4
Ω1/2 Z 1/21 (57)
where
Z1 =
∑
q∈Q
∑
d=uw
∑
δ|wr(w)
∣∣∣∣∣∑
j∼J
∑
λ∼Λ
∑
c∼C⋆
ν1(c, q)
c1/2
(uv
c
)
e
(
j
2
λ
2
cδpℓuw
q
)∣∣∣∣∣
2
.
Compare with the expression in (51). Here we have an extra factor p1/2 in the
denominator, and the modulus of the additive character inside the absolute
value is q in place of pq. We will follow the same steps as in the previous
proof. We can here take out the sum over j, λ, then insert a smooth weight
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for the u sum and then apply the Poisson summation formula after opening
the absolute value. This yields
Z1 ≪ pεUJΛ
C⋆2
∑
j∼J
∑
λ∼Λ
∑
w
∑
δ|wr(w)
∑
q∈Q
∑∑
c1,c2∼C⋆
∑
|u|≪pεC⋆2Q/U
j
2
λ
2
δpℓw(c1−c2)+uc1c2≡0 mod q
c4.
Recall that we are writing c1c2 = c3c
2
4 with c3 square-free. Now we solve the
weighted counting problem. But unlike the generic case we can afford to be a
little wasteful. We just count the number of u satisfying the congruence. This
shows that
Z1 ≪ pεUJΛ
C⋆2
∑
j∼J
∑
λ∼Λ
∑
w
∑
δ|wr(w)
∑
q∈Q
∑∑
c1,c2∼C⋆
c4
(
1 +
C⋆2
U
)
≪ pε(JΛ)2W 1/2 (C⋆2Q + UQ) .
So here we save min{U/C⋆, C⋆} over the trivial bound. Compare with the
bound we obtained for Z0 in the proof of the previous lemma. The second
term does not have the extra saving of JΛ, as in the previous case, but we have
an extra saving of p1/2 already. Consequently we have established the bound
(45) for the non-generic term Onon-gen,1. The same bound is then obtained for
Onon-gen,2 in exactly the same manner. The lemma follows. 
Proof of Proposition 2. In the light of Lemma 12 we only need to tackle the
range
p1−24θQ2/J2 ≪ C ≪ p1+εN⋆/ℓJ2N.
We will first deal with the generic contribution (46) in the tamed situation,
i.e. j = λ = w = 1 (so that δ1 = δ2 = 1). In this case the expression in (46)
reduces to
Ogen =
√
ℓN9/2N
3/2
⋆
p5Q9/2
∑
q∈Q
(
ℓ
q
) ∞∑
m=1
∑
n∈Z
λf(m) (58)
×
∞∑
c=1
(dpq
c
)
c1/2
e
(
cℓd
pq
)
V
( c
C⋆
)
J .
Suppose we further assume that we do not have any restriction (e.g. square-
freeness) on d. We will now prove the following claim.
Claim: Suppose C ≫ p1−AθQ2/J2 for some constant A > 0 satisfying
(1 + A)θ < 1/4, and p1/2 < Q < p1−6θ, then the bound (45) holds for Ogen if
C⋆ < p1/2−2(A+2)θQ/ℓ.
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We will apply the Voronoi summation formula on the sum over m. Write
c = c1c
2
2c
2
3 with c1 square-free, c2|c∞1 and (c3, c1) = 1. Then we have(
d
c
)
= 1(d,c3)=1
1
gc1
∑
a mod c1
(
a
c1
)
e
(
ad
c1
)
.
Consequently
Ogen =
√
ℓN9/2N
3/2
⋆
p5Q9/2
∑
q∈Q
(
ℓ
q
) ∞∑
m=1
∑
n∈Z
λf(m)
×
∞∑
c=1
(c3,d)=1
(pq
c
)
c1/2gc1
∑
a mod c1
(
a
c1
)
e
(
ad
c1
)
e
(
cℓd
pq
)
V
( c
C⋆
)
J .
We extract the m sum (opening the integral J )∑
a mod c1
(
a
c1
)
e
(
−apn
2
c1
) ∞∑
m=1
(c3,4m−pn2)=1
λf(m) e
(
4am
c1
)
× e
(
cℓ4m
pq
)
e
(
2N⋆
√
my
CQ
√
pJ2
)
V
(
mℓ2
M
)
.
Then we use the Mobius function to detect the coprimality condition and use
the reciprocity relation to arrive at∑
η|c3
µ(η)
∑
a mod c1
(
a
c1
)
e
(
−apn
2
c1
) ∞∑
m=1
η|4m−pn2
λf(m) e
(
4am
c1
− 4pqℓm
c
)
× e
(
2N⋆
√
my
CQ
√
pJ2
+
4ℓm
cpq
)
V
(
mℓ2
M
)
.
Using additive characters to detect the divisibility condition and using the fact
that (c1, η) = 1, we arrive at∑
η|c3
µ(η)
η
∑
b mod ηc1
(
bη
c1
)
e
(
−bpn
2
ηc1
) ∞∑
m=1
λf(m) e
(
4bm
ηc1
− 4pqℓm
c
)
× e
(
2N⋆
√
my
CQ
√
pJ2
+
4ℓm
cpq
)
V
(
mℓ2
M
)
.
The sum is now almost ready for an application of the Voronoi summation
formula. We write
e
(
4bm
ηc1
− 4pqℓm
c
)
= e
(
ξm
c
)
= e
(
ξ0m
c0
)
,
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where ξ = ξ(b; q) = ξ(b) = 4[b(c2c3)
2/η − pqℓ] and (ξ0, c0) = 1. Then by
Voronoi summation we essentially get∑
η|c3
µ(η)
η
∑
b mod ηc1
(
bη
c1
)
e
(
−bpn
2
ηc1
)
M
ℓ2c0
√
p
∞∑
m=1
λf(m) e
(−pξ0m
c0
)
×
∫
V (x)e
(
2N⋆
√
Mxy
CQ
√
pJ2ℓ
+
4Mx
cpqℓ
)
Jκ−1
(
4π
√
mMx
c0ℓ
√
p
)
dx.
Extracting the oscillation of the Bessel function and integrating by parts we
see that the integral is negligibly small unless we have
1 6 m≪ p2θ+ε
(
1 +
p2Aθc20ℓ
2
Q2
)
= M .
Then taking absolute values we get
Ogen ≪ N
5/2N
3/2
⋆
p5/2Q5/2C⋆1/2ℓ3/2
∑
c∼C⋆
∑
η|c3
∑
δ|c
1
c0
∑
|m|≪M
∑
|n|≪N
×
∣∣∣∣∣∣∣∣
∑
q∈Q
(
ℓ
q
)
1
gc1η
∑
b mod ηc1
(ξ(b),c)=δ
(
bη
c1
)
e
(
−bpn
2
ηc1
− pξ0m
c0
)∣∣∣∣∣∣∣∣ ,
where ξ0 = ξ(b)/δ and c0 = c/δ. Applying Cauchy we get
Ogen ≪ N
5/2N
3/2
⋆
p5/2Q5/2C⋆1/2ℓ3/2
∑
c∼C⋆
∑
η|c3
∑
δ|c
1
c0
(MN )1/2 Φ1/2 (59)
where
Φ =
∑
|m|≪M
∑
|n|≪N
∣∣∣∣∣∣∣∣
∑
q∈Q
(
ℓ
q
)
1
gc1η
∑
b mod ηc1
(ξ(b),c)=δ
(
bη
c1
)
e
(
−bpn
2
ηc1
− pξ0m
c0
)∣∣∣∣∣∣∣∣
2
.
We introduce suitable bump functions and then open the absolute values and
apply the Poisson summation formula on the sum over m and n. We thus
obtain
Φ≪ MN
ηc1c0
∑∑
q1,q2∈Q
1
c1η2
∑
|m|≪c0/M
∑
|n|≪ηc1/N
c0 |C | ,
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where the character sum C is given by∑∑
b1,b2 mod ηc1
(ξ1(b1),c)=(ξ2(b2),c)=δ
δ(ξ2(b2)−ξ1(b1))≡mpξ1(b1)ξ2(b2) mod δ2c0
(
b1b2
c1
)[ ∑
α mod ηc1
e
(
p(b2 − b1)α2 + nα
ηc1
)]
.
Here ξi(b) = ξ(b; qi). Let us continue our analysis in the case (ℓ, c2c3) = 1.
(In general, the analysis below goes through but one needs to keep track of
the common factors carefully.) In this case (ξ(b), (c2c3)
2/η) = 1, and so δ|c1η.
Furthermore the congruence condition modulo δ2c0 implies that
δ(q2 − q1) ≡ mℓ mod (c2c3)2/η.
Since c1η is square-free and δ|c1η, the above character sum splits into a product
of two character sums. In the part with modulus δ, bi are uniquely determined
and so this part is bounded by δ1/2(n, δ)1/2. The character sum modulo c1η/δ
splits into a product of character sums modulo each prime factor r of c1η/δ,
and they are given by
Cr =
∑∑
b1,b2 mod r
(ξ1(b1),r)=(ξ2(b2),r)=1
δ(ξ2(b2)−ξ1(b1))≡mpξ1(b1)ξ2(b2) mod r
(
b1b2
ri
)[ ∑
α mod r
e
(
A(b2 − b1)α2 + nα
r
)]
.
Here A is such that r ∤ A and i = 1 if r|c1 and i = 0 if r|η. Now there are
two possibilities if b1 ≡ b2 mod r then the innermost character sum vanishes
unless r|n. Also the congruence condition boils down to
δpℓ(q2 − q1) ≡ mpξ1(b1)ξ2(b1) mod r,
which implies that the remaining sum is bounded by O(1) unless r|(m, q1−q2)
in which case the reaming sum is bounded by O(r). So we can bound the
contribution of b1 = b2 by
O((r, n)(r,m, q1 − q2)).
On the other hand if r ∤ b1 − b2 then the sum reduces to
r1/2
∑∑
b1,b2 mod r
(ξ(b1),r)=(ξ(b2),r)=1
δ(ξ(b2)−ξ(b1))≡mpξ(b1)ξ(b2) mod r
r∤b1−b2
(
b1b2
ri
)(
A(b2 − b1)
r
)
e
(
−4A(b2 − b1)n
2
r
)
.
Observe that except one special b1, we have b2 uniquely determined by b1 and
in this case Weil yields a square-root cancellation in the sum over b1. Also
for the special b1, we have a full sum over b2 and again Weil bound yields a
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squre-root cancellation. In either case we see that the above term is bounded
by O(r). So we conclude that
Cr ≪ r(r, n,m, q1 − q2).
Consequently we have
C ≪ pεδ1/2(n, δ)1/2 c1η
δ
(c1η
δ
, n,m, q1 − q2
)
.
From this we get
Φ≪ pεMN Q
δ1/2η2c1
∑
|q|≪Q
∑
|m|≪c0/M
m≡ℓδq mod (c2c3)2/η
∑
|n|≪ηc1/N
(n, δ)1/2
(c1η
δ
, n,m, q
)
,
which is bounded by
pε
MN Q
δ1/2η2c1
∑∑
ν1|δ
ν2|c1η/δ
ν
1/2
1 ν2
∑
|q|≪Q
ν2|q
∑
|m|≪c0/M
ν2|m
m≡ℓδq mod (c2c3)2/η
∑
|n|≪ηc1/N
ν1ν2|n
1.
So it follows that
Φ≪ pεMN Q
δ1/2η2c1
∑∑
ν1|δ
ν2|c1η/δ
ν
1/2
1 ν2
(
1 +
Q
ν2
)(
1 +
ηc1
M ν2δ
)(
1 +
ηc1
N ν1ν2
)
,
from which we derive
Φ≪pε
[
MN Q
ηδ
+
N Q2
ηδ
+
MN Q2
η2c1
+
MQ2
δ1/2η
+
Q2c1
δ3/2η
]
.
This we now substitute in (59). After an easy but lengthy computation we
arrive at
Ogen ≪ N
1/2p1+2θ+εQ5/2
ℓ5/2
+
N1/2p1+2θ+εQ2C⋆1/4
ℓ2
+
N1/2p1+θ+Aθ+εQ3/2C⋆1/2
ℓ3/2
+
N1/2p1+θ+Aθ+εQC⋆
ℓ
+N1/2p1+2θ+2Aθ+εC⋆3/2.
Here we have used the assumption that (1+A)θ < 1/4. The claim now follows
by taking C⋆ < p1/2−2(A+2)θQ/ℓ. Note that from Lemma 12 we see that we can
take A = 24. Hence if θ < 1/100 and C⋆ < p1/2−52θQ/ℓ, we have (45) for Ogen.
So now we have a sufficient bound for the generic term (46) in the special case
where j = λ = 1, and under the assumption that in the expression we have d
in place of d1.
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We will now analyse the sum (46) in full generality. To this end first consider
a generalization of the sum (50), namely
O =
√
ℓN9/2N
3/2
⋆
ΛJp5Q9/2
∑
q∈Q
∑
ξ∼Ξ
∑
d=uwξ2
∑
δ|wr(w)
∣∣∣∣∣∑
n
λf (d+ pn
2)F (d, n)
∣∣∣∣∣ (60)
×
∣∣∣∣∣∣∣
∑
j∼J
∑
λ∼Λ
∑
c∼C⋆
(c,ξ)=1
(d1pq
c
)
c1/2
e
(
j
2
λ
2
cδℓd
pq
)∣∣∣∣∣∣∣ .
If we fix ξ = 1 then the sum reduces to (50). In general by setting w′ = wξ2
the sum reduces to (50), with only one extra coprimality condition (c, ξ) = 1.
The reader will observe that the proof of the above lemma goes through even
with this restriction on c, and one obtains the bound (45) for O under the
conditions of the Lemma 12, with the slight difference of W ′ = WΞ2 taking
place of W .
Our job has now reduced to proving the bound (45) for Ogen for
C⋆ < D
1/2
1 W
1/12p−6θ,
in the generic case, i.e. when C is large enough
p1−24θQ2/J2 ≪ C
and when W , J , Λ are small, i.e. W (JΛ)2 ≪ p24θ. Given a powerful integer w
of the size w ∼W , we can write uniquely w = v(d2d3)2 where v is square-free,
(d2, d3) = 1 and v|d3. Then we consider the expression
√
ℓN9/2N
3/2
⋆
jp5Q9/2
∑
w
∑#
δ1,δ2
∣∣∣∑
q∈Q
(
ℓδ
q
) ∞∑
c=1
(pq
c
)
c1/2
V
( c
C⋆
)
(61)
×
∑∑
16m<∞
n∈Z
w|m−pn2
((m−pn2)/w,wc)=1
(m−pn2)/w square-free
λf(m)
(
(m− pn2)/(d2d3)2
δ1c
)
e
(
j
2
λ
2
cδℓ(m− pn2)
pq
)
J
∣∣∣.
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The square-free condition can be removed using Mobius function. With this
the above sum is dominated by
√
ℓN9/2N
3/2
⋆
jp5Q9/2
∑
w
∑
(ξ,w)=1
∑#
δ1,δ2
∣∣∣∑
q∈Q
(
ℓδ
q
) ∞∑
c=1
(pq
c
)
c1/2
V
( c
C⋆
)
×
∑∑
16m<∞
n∈Z
wξ2|m−pn2
((m−pn2)/w,wc)=1
λf (m)
(
(m− pn2)/(d2d3)2
δ1c
)
e
(
j
2
λ
2
cδℓ(m− pn2)
pq
)
J
∣∣∣.
In the light of the above observation, the bound (45) holds for the above
expression if W (ΞJΛ)2 ≫ p24θ. So we only need to consider the above sum for
W (ΞJΛ)2 ≪ p24θ and C ≫ p1−24θQ2/J2. We observe that the sum inside the
absolute value is a slight perturbation of the generic sum Ogen. Indeed if we
take ξ = w = λ = j = 1 then the sum boils down to Ogen as defined in (58).
One will now observe that the analysis presented in the proof of the claim
above can be now adopted in the present situation, at the cost of introducing
a slightly larger modulus. Hence we are able to prove that there exists A > 0
such that the desired bound holds for this sum if C⋆ ≪ D1/21 W 1/12p−Aθ. The
proposition follows. 
10. The dual sum O2(C,C†) with small C†
Our goal in this and the next section is to get a satisfactory bound for the
sum O2(C,C†) where C† ≪ p1+AθQD1/21 /W 1/12 for some A > 0. Since
ψ⋆(d)gψ⋆
g
ψ˜(
d1
.
)√
pqd1
= εd1ψ
2(d2d3)
gψ⋆gψ˜√
pq
the sum in (43) reduces to
O2(C,C
†) =
√
ℓN9/2N
3/2
⋆
JΛp13/2Q6C†1/2
∑∑
j∼J
λ∼Λ
∑
c
∑
q∈Q
(62)
×
∑†
ψ mod pq
ψ(ℓj
2
λ2)ψ˜(c)gψ⋆gψ˜
×
∑∑
m,n
λf (m) εd1ψ
2(d2d3)
(
d1
c
)
Eψ(d) J .
Recall that we are writing 4m− pn2 = d1d22d23 = uw. In this section we prove
a sufficient bound for smaller values of C†. The range we will focus on is again
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of the size p1/2Q (like C⋆ in the previous section) which is like square-root
of the initial modulus (22). As one can predict, and as we have seen in the
previous section, the Voronoi summation is effective in this range.
Proposition 3. There exists an absolute computable constant B1 > 0, such
that for any pair (B, θ) with B > 1 and 0 < θ < 1/(B1 + 6B), we have
O2(C,C
†)≪ N
1/2p3/2−θ/2Q2
ℓ
, (63)
for any C in the range (22), whenever
p1/2 < Q < p1−10(B+5)θ and C† ≪ p1/2+BθQ.
Using the expansion (41) it follows that
O2(C,C
†)≪
√
ℓN9/2N
3/2
⋆
JΛp13/2Q6C†1/2
∑∑
j∼J
λ∼Λ
Ψ (64)
with
Ψ =
∑
w∼W
∑
δ|wr(w)
∑
c∼C†
∣∣∣∑
q∈Q
∑†
ψ mod pq
Gψ ψ(ξζc)
∣∣∣ (65)
×
∣∣∣ ∑∑
m,n
4m−pn2=uw
u∼U≪D1 −free
λf(m)
(u
c
)
F (m− pn2, n)
∣∣∣
where Gψ = gψ⋆gψ˜, and the integers ξ, ζ depend on w, j, ℓ and F is as defined
in (49). (More precisely ξ = ℓ(d2d3λ)
2 and ζ = j2δ where δ|wr(w).) Since we
will be employing the large sieve inequality for quadratic characters, we need
to write c = c1c
2
2 with c1 square-free. The sums will be restricted in dyadic
segments ci ∼ Ci with C1C22 ∼ C†. As such we shall write Ψ(C1, C2) in place
of Ψ. We wish to use the Voronoi summation and the Poisson summation
inside the second absolute value sign. To this end we first need to control the
size of the extra factors, e.g. w and the oscillation in F , which boost up the
conductor. Our first lemma establishes the desired bound in the case of W
too large.
Lemma 14. The bound (63) holds if W ≫ C†Qpθ.
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Proof. Estimating trivially, taking into account the square-root cancellation in
the sum over ψ, we get
Ψ≪ C† p3/2Q5/2 DN
W 1/2
.
Now plugging in the largest possible value for D we arrive at
O2(C,C
†)≪ N
1/2p3/2−θ/2Q2
ℓ
(
C†Qpθ
ℓ3W
)1/2
. (66)
The lemma follows. 
Next we will state an expression which will be the basis of further analysis
for obtaining stronger bounds for the dual off-diagonal. It gives the desired
separation of the variables, which is a crucial feature in this approach to sub-
convexity.
Lemma 15. We have
Ψ(C1, C2)≪ pεA 1/2 B1/2,
where
A =
∑
w∼W
∑
δ|wr(w)
∑
c2∼C2
∑
c1∼C1
∣∣∣∑
q∈Q
∑†
ψ mod pq
Gψ ψ(ξζc)
∣∣∣2
and
B =
∑
w∼W
∑
c2∼C2
∑♭
c1∼C1
∣∣∣∑♭
u∼U
β(u, w)
(
u
c1
)∣∣∣2,
with
β(u, w) =
∑∑
m,n
4m−pn2=uw
λf(m)F (m,n)
if (u, c2) = 1 and 0 otherwise. The superscript ♭ indicates that the sum is over
square-free integers.
Proof. This is a direct consequence of the Cauchy inequality. 
Let us also introduce a slight perturbation of the B sum. We set
B′ = B(W ′, U ′) =
∑
w∼W ′
∑
c2∼C2
∑♭
c1∼C1
∣∣∣∑♭
u∼U ′
β(u, w)
(
u
c1
)∣∣∣2,
where we will keep U ′W ′ = UW , and W ′ > W . In the same spirit we intro-
duce Ψ′ and O ′2. Our next lemma provides an improved range for C in case
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C† is small.
Lemma 16. Suppose (B, θ) satisfies 0 < θ < 1/2(B + 3). Then we have (63)
if
C† ≪ p1/2+BθQ, and C ≪ p1−θ/2Q3/2/J2.
Proof. One can show square-root cancellation in the sum over ψ in A . In
fact the sum over ψ can be evaluated precisely, and it yields Salie type sums.
So one would not need to appeal to Weil’s result in this case. Taking this
cancellation into account and trivially estimating the remaining sums one gets
A ≪ pεW 1/2C1C2p3Q5. (67)
(Another bound for A will be obtained in the next section. But that bound
is non-trivial only for C† > p1/2+δQ for δ > 0, which is not the range we are
focussing in this section.) Also by Heath-Brown’s large sieve inequality for
quadratic characters (see [5]) we get
B ≪ pεC2(C1 + U)
∑P
w
Ω(w)
where
Ωw =
∑
u∼U
|β(u, w)|2. (68)
The trivial bound ∑
w
Ωw ≪ pεW 1/2UN 2
yields the bound
Ψ(C1, C2)≪ pεW 1/2 p3/2Q5/2 C2{C1U(C1 + U)}1/2N
and using the expression in (64) and noting that in the worst case scenario
UW ≪ D, we obtain
O2(C,C
†)≪ pε N
3N⋆
ℓp3Q3/2
C1/2
(
C†
C22
+
D
W
)1/2
. (69)
Now if C† ≪ p1/2+BθQ, then using D ≪ CQ2p2+εJ2/NN⋆ℓ, in the bound
(69) we get
O2(C,C
†)≪ pε N
3N⋆
ℓp3Q3/2
C1/2
(
p1/4+Bθ/2Q1/2 +
C1/2pQj
(NN⋆ℓ)1/2
)
. (70)
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The first term satisfies the desired bound if C ≪ p3/2−(B+1)θQ2, which is always
true as we have (22) and by our choice θ < 1/2(B + 3). The second term is
fine if C ≪ p1−θ/2Q3/2/J2. This proves the lemma. 
In our next lemma we will extend the range of C further. Indeed for larger
C we have a non-trivial bound for
∑
w Ωw. This is the topic of Section 12.
Lemma 17. Suppose Q < p1−10(B+5)θ and C† ≪ p1/2+BθQ. Then (63) holds
if either W ≫ p22θ/ℓ2 or C ≪ N⋆p1−22θ/ℓj2N .
Proof. If Q < p, then in the last section we will establish the following bound∑
w
Ωw ≪ p
1+10θ+εQ3
ℓ3
(
N
1/2
⋆
(CJ2ℓ)1/2
+
N⋆
CJ2Q
)
.
On substituting this bound it follows that
Ψ(C1, C2)≪ pεW 1/4 p
2+5θQ4
ℓ3/2
C2{C1(C1 + U)}1/2
×
(
N
1/4
⋆
(CJ2ℓ)1/4
+
N
1/2
⋆
(CJ2Q)1/2
)
.
Substituting this bound in (64) we obtain
O2(C,C
†)≪p5θ+εN
9/2N
3/2
⋆
p9/2Q2ℓ
W 1/4
(
C†
C22
+
D
W
)1/2
(71)
×
(
N
1/4
⋆
(CJ2ℓ)1/4
+
N
1/2
⋆
(CJ2Q)1/2
)
.
Consider the term
p5θ+ε
N9/2N
3/2
⋆
p9/2Q2ℓ
D1/2
W 1/4
(
N
1/4
⋆
(CJ2ℓ)1/4
+
N
1/2
⋆
(CJ2Q)1/2
)
.
Using that D ≪ CQ2p2+εJ2/NN⋆ℓ (25), we see that the above term is domi-
nated by
p5θ+ε
N9/2N
3/2
⋆
p9/2Q2ℓ
QpJ
W 1/4(NN⋆ℓ)1/2
(
C1/4N
1/4
⋆
J2ℓ
+
N
1/2
⋆
(J2Q)1/2
)
.
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Now plugging in the upper bound for C from (22) and that for N⋆ we dominate
the term by
N1/2p3/2+5θ+εQ2
ℓ3/2W 1/4
.
This is satisfactory if W ≫ p22θ/ℓ2. Also it follows that this term is satis-
factory if C ≪ N⋆p1−22θ+ε/ℓJ2N . (One will note that this contribution will
be satisfactory if we have some saving in the sum A , which we are so far
estimating trivially. This will be used in the next section.)
Next consider the term
p5θ+ε
N9/2N
3/2
⋆
p9/2Q2ℓ
W 1/4
C†1/2
C2
(
N
1/4
⋆
(CJ2ℓ)1/4
+
N
1/2
⋆
(CJ2Q)1/2
)
.
Suppose C† ≪ p1/2+BθQ. Then this is dominated by
p(B+5)θ+ε
N9/2N
3/2
⋆
p17/4Q3/2ℓ
W 1/4
(
N
1/4
⋆
(CJ2ℓ)1/4
+
N
1/2
⋆
(CJ2Q)1/2
)
.
From Lemma 14 we see that it is enough to take W ≪ C†Qpθ. So W ≪
p1/2+(B+1)θQ2, and plugging in this bound we arrive at
p(5B+21)θ/4+ε
N9/2N
3/2
⋆
p33/8Qℓ
(
N
1/4
⋆
(CJ2ℓ)1/4
+
N
1/2
⋆
(CJ2Q)1/2
)
.
Now from Lemma 16 we see that it is enough to take C in the range C ≫
p1−θ/2Q3/2/J2. Substituting this we see that the above term is dominated by
p(5B+21)θ/4+ε
N9/2N
3/2
⋆
p33/8Qℓ
(
N
1/4
⋆ pθ/8
(pℓ)1/4Q3/8
+
N
1/2
⋆ pθ/4
p1/2Q5/4
)
.
This is bounded by
N1/2p3/2−1/8+(5B+23)θ/4+εQ2+1/8
ℓ
.
The lemma follows by restricting the size of Q accordingly. 
Proof of Proposition 3. In the light of the last two lemmas, if (B, θ) is such
that θ < 1/2(B + 3) and if Q < p1−10(B+5)θ/2, C† < p1/2+BθQ, then to settle
the proposition we only need to tackle the case where
W ≪ p22θ/ℓ2, and N⋆p1−22θ/ℓJ2N ≪ C ≪ N⋆p1+ε/ℓJ2N.
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(Recall (22).) So in particular ℓ≪ p11θ. We return to the expression given in
(65), and consider the term within the second absolute value∑∑
m,n
4m−pn2=uw
u∼U≪D1 −free
λf(m)
(u
c
)
F (m− pn2, n). (72)
First let us study an idealized version of this sum where w = 1, C ≍ N⋆p/ℓJ2N
so that there is no oscillation in the integral, and suppose there is no square-
freeness condition on u. In this case the sum essentially reduces to∑∑
16m<∞
n∈Z
λf(m)
(
4m− pn2
c
)
V
(
mℓ2
M
)
W
( n
N
)
, (73)
where V is a bump function with support [1, 2] and W is a bump function
with support [−1, 1]. Then we write c = c1c22c23 where c1 is square-free, c2|c∞1
and (c3, c1) = 1. (Note that we are using a slightly different decomposition
instead of just writing c = c1c
2
2.) So we can write the sum as∑∑
16m<∞
n∈Z
(4m−pn2,c3)=1
λf (m)
(
4m− pn2
c1
)
V
(
mℓ2
M
)
W
( n
N
)
.
Then detecting the coprimality condition using Mobius and shifting to multi-
plicative characters using Gauss sums we arrive at∑
η|c3
µ(η)
1
gc1
∑
α mod c1
(
α
c1
)
×
∑∑
16m<∞
n∈Z
η|4m−pn2
λf(m)e
(
α(4m− pn2)
c1
)
V
(
mℓ2
M
)
W
( n
N
)
.
Then we detect the divisibility condition using additive characters to get∑
η|c3
∑
ξ|η
µ(η)
ηgc1
∑⋆
β mod ξ
∑
α mod c1
(
α
c1
)
×
∑∑
16m<∞
n∈Z
λf(m)e
(
(αξ + βc1)(4m− pn2)
c1ξ
)
V
(
mℓ2
M
)
W
( n
N
)
.
Observe that (αξ+βc1, c1ξ) = 1. So applying the Voronoi summation formula
on the sum over m and the Poisson summation on the sum over n we transform
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the above sum to∑
η|c3
∑
ξ|η
µ(η)
ηgc1
∑⋆
β mod ξ
∑
α mod c1
(
α
c1
)
M
ℓ2c1ξp1/2
×
∞∑
m=1
λf(m)e
(
−4p(αξ + βc1)m
c1ξ
)∫
V (x) Jκ−1
(
4π
√
Mmx
c1ξp1/2ℓ
)
dx
× N
c1ξ
∑
n∈Z
∑
γ mod c1ξ
e
(−(αξ + βc1)pγ2 + nγ
c1ξ
)
Ŵ
(
−nN
c1ξ
)
.
The effective length of the m sum is (c1ξ)
2pℓ2/M , and that of the n sum is
c1ξ/N . Now consider the character sum
∑⋆
β mod ξ
∑
α mod c1
(
α
c1
)
e
(
−4p(αξ + βc1)m
c1ξ
)
×
∑
γ mod c1ξ
e
(−(αξ + βc1)pγ2 + nγ
c1ξ
)
.
The innermost sum is a Gauss sum which can be evaluated explicitly. In the
typical case where c1ξ ≡ 1 mod 4, the above sum reduces to
(c1ξ)
1/2
∑⋆
β mod ξ
∑
α mod c1
(
α
c1
)(
(αξ + βc1)p
c1ξ
)
e
(
−4p(αξ + βc1)(m− n
2)
c1ξ
)
.
Observe that the character sum modulo c1 is a Ramanujan sum and that mod-
ulo ξ is a Gauss sum. Consequently the above sum is bounded byO(ξc
1/2
1 (c1, m−
n2)). Hence (73) is bounded by
MN
ℓ2c21p
1/2
∑
η|c3
∑
ξ|η
1
ηξ
∑
16m≪(c1ξ)2p1+εℓ2/M
∑
|n|≪pεc1ξ/N
(c1, m− n2).
If we plug in this bound for the innermost term in (65), we get that the total
contribution of this term to O2(C,C†) is dominated by
√
ℓN9/2N
3/2
⋆
p5Q7/2C†1/2
MN
ℓ2p1/2
∑
c∼C†
1
c21
∑
η|c3
∑
ξ|η
1
ηξ
×
∑
16m≪(c1ξ)2p1+εℓ2/M
∑
|n|≪pεc1ξ/N
(c1, m− n2).
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The contribution of n = 0 is dominated by√
ℓN9/2N
3/2
⋆
p5Q7/2C†1/2
MN
ℓ2p1/2
∑
c∼C†
1
c21
∑
η|c3
∑
ξ|η
1
ηξ
∑
16m≪(c1ξ)2p1+εℓ2/M
(c1, m)
≪
√
ℓN9/2N
3/2
⋆
p5Q7/2
p1/2+εN C†1/2 ≪ N
1/2p3/2−1/4+(B+11)θ/2+εQ
ℓ
.
(Recall that ℓ≪ p11θ.) Now consider the case n 6= 0. The contribution of the
terms satisfying m = n2 is bounded by√
ℓN9/2N
3/2
⋆
p5Q7/2C†1/2
MN
ℓ2p1/2
∑
c∼C†
1
c21
∑
η|c3
∑
ξ|η
1
ηξ
∑
16|n|≪pεc1ξ/N
c1
≪
√
ℓN9/2N
3/2
⋆
p5Q7/2
pεMC†1/2
ℓ2p1/2
≪ N
1/2p3/2−1/4+Bθ/2+εQ2
ℓ
,
which dominates the contribution of n = 0. Finally the contribution of n 6= 0
and m 6= n2, when c1 ∼ C1, is bounded by√
ℓN9/2N
3/2
⋆
p5Q7/2C†1/2
MN
ℓ2p1/2
∑
c3≪C†1/2/C
1/2
1
1
C21
∑
η|c3
∑
ξ|η
1
ηξ
∑∑
16|n|≪pεC1ξ/N
16m≪(C1ξ)2p1+εℓ2/M
C1
≪
√
ℓN9/2N
3/2
⋆
p5Q7/2
p1/2+εC†3/2 ≪ N
1/2p3/2+1/4+3(B+11)θ/2+εQ
ℓ
.
This dominates the previous contributions if Q > p1/2.
Now we return to the general sum (72). Though w may not be one or C
may not be optimal, but we can take them to be nearly one and nearly optimal
respectively. This is the main outcome of our two previous lemmas. We will
now tackle the square-free condition. Detecting the square-free condition using
Mobius we arrive at∑∑
m,n
4m−pn2=uw
u∼U≪D1 −free
λf(m)
(u
c
)
F (m,n)
=
∞∑
δ=1
(δ,c)=1
µ(δ)
∑∑
m,n
4m−pn2=uδ2w
λf(m)
(u
c
)
F (m,n).
Then we write u = u′u0 with u
′ maximal square-free part with (u′, u0δw) = 1.
Then we set w′ = u0δ
2w. It follows that (65) is dominated by
Ψ 6 A 1/2 B
′1/2,
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where
B′ =
∑P
w∼W ′
∑
c2∼C2
∑♭
c1∼C1
∣∣∣∑♭
u′∼U ′
β(u′, w′)
(
u′
c1
)∣∣∣2.
The conclusion of the previous lemma holds in this context as well. It follows
that after detecting the square-free condition using the Mobius function, we
can restrict the range of δ by wδ2 ≪ p22θ/ℓ2. So now we have a slight pertur-
bation of the sum (73), where we have the mild condition that wδ2|4m− pn2.
Our treatment above works even in this case, though our bound may not be
as strong as before. In any case we are able to conclude that there exists an
absolute constant B2 > 11 (not depending on θ or B) such that
O2(C,C
†)≪ N
1/2p3/2+1/4+3(B+B2)θ/2+εQ
ℓ
.
The proposition now follows if we take the absolute constant in the statement
to be B1 = 2(3B2 + 1). 
11. Bounding A : Final bound for O2(C,C
†)
It remains to extend the bound in Proposition 3 to larger values of C†. In
this section we will prove the following.
Proposition 4. Suppose A and B are two positive numbers with B > 12.
Suppose p1/2+BθQ≪ C† ≪ p1+AθQD1/21 W−1/12. Then we have
O2(C,C
†)≪ N
1/2p3/2−θ/2+εQ2
ℓ
, (74)
for any value of C in the range (22) as long as we pick Q in the range
p7/10+6(11+A)θ/5 < Q < p.
The extra saving now comes from getting cancellation in A . To get another
bound for A we will open the absolute square and apply the Poisson summa-
tion formula on the sum over c. As a first step we glue back c1 and c2, and
introduce a suitable bump function with compact support in (0,∞), to arrive
at
A ≪
∑
w∼W
∑
c∈Z
W
( c
C†
) ∣∣∣∑
q∈Q
∑†
ψ mod pq
Gψ ψ(ξζc)
∣∣∣2.
We first prove the following improved estimate.
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Lemma 18. We have
A ≪ pεW 1/2C†p3Q5
(
1
Q
+
p1/2Q
C†
)
.
Proof. Opening the absolute square and pushing in the sum over c we get∑P
w∼W
∑∑
q1,q2∈Q
∑† ∑†
ψi mod pqi
Gψ1Gψ2 ψ1ψ2(ξζ)
∑
c
W
( c
C†
)
ψ1ψ2(c).
After Poisson we arrive at the sum∑∑
q1,q2∈Q
C†
pq1q2
∑
c∈Z
CI
where the character sum is given by
C =
∑† ∑†
ψ1 mod pq1
ψ2 mod pq2
Gψ1Gψ2 ψ1ψ2(ξζ)
∑
a mod pq1q2
ψ1(a)ψ2(a)e
(
ac
pq1q2
)
and the integral I is a Fourier transform of a bump function. So I is negligibly
small if |c| ≫ p1+εQ2/C†, and is bounded by O(1) otherwise.
Now we shall investigate the character sum in detail. For the zero frequency
c = 0 we observe that the character sum vanishes unless q1 = q2, ψ1 = ψ2, in
which case we have
C≪ p4Q5.
The contribution of this term to A is dominated by
W 1/2C†p3Q4.
This gives a saving of Q over the trivial bound, which is what is expected as
the number of terms inside the absolute square is Q. Next consider the sum
over ψ1 which is given by ∑†
ψ1 mod pq1
Gψ1 ψ1(aξζ).
Substituting the expression for Gψ, and opening the Gauss sums we arrive at∑∑
b1,b2 mod pq1
(
b1
p
)(
b2
q1
)
e
(
b1 + b2
pq1
) ∑†
ψ1 mod pq1
ψ1(aξζb1b2).
The last character sum roughly boils down to ϕ(pq1) and yields a congruence
relation
b1b2ζ ≡ aξ mod pq1.
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Thus we arrive at
ϕ(pq1)
(
aξζ
q1
) ∑
b1 mod pq1
(
b1
pq1
)
e
(
b1 + aξζb1
pq1
)
.
Consequently it follows that
C =ϕ(pq1)ϕ(pq2)
(
ξζ
q1q2
) ∑
a mod pq1q2
(
a
q1q2
)
e
(
ac
pq1q2
)
×
∑
b1 mod pq1
(
b1
pq1
)
e
(
b1 + aξζb1
pq1
) ∑
b2 mod pq2
(
b2
pq2
)
e
(
b2 + aξζb2
pq2
)
In the generic case q1 6= q2, the character sum splits as a product of three
character sums
C = ϕ(pq1)ϕ(pq2)
(
ξζ
q1q2
)
Cp Cq1 Cq2
where the character sums modulo q1 and q2 are similar. The character sum
modulo p is given by
Cp =
∑∑∑
a,bi mod p
e
(
acq1q2
p
)
×
(
b1b2
p
)
e
(
b1q1 + aξζb1q1
p
)
e
(
b2q2 + aξζb2q2
p
)
.
The sum over a now yields a congruence and we arrive at
Cp =p
∑
b1 mod p
(
q1ξ(cζb1 + ξq2)
p
)
e
(
b1q1 − q1q22ζξ(cq2 + ξζb1)
p
)
. (75)
We get square root cancellation using Weil’s bound for curves over finite fields.
The character sum modulo q1 is given by
Cq1 =
∑
a mod q1
(
a
q1
)
e
(
acpq2
q1
) ∑
b1 mod q1
(
b1
q1
)
e
(
b1p+ aξζb1p
q1
)
,
which then reduces to
Cq1 = q
1/2
1
∑
b1 mod q1
(
q2pζ(cb1ζ + ξq2)
q1
)
e
(
b1p
q1
)
.
Again we have square-root cancellation in the remaining character sum, and
hence this is bounded by q1. So in general we expect
C≪ p7/2Q4,
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and this will imply that the contribution of the non-zero frequencies is bounded
by
W 1/2 p7/2+εQ6.
This yields a saving of C†/
√
pQ over the trivial bound. The lemma follows. 
The above lemma yields improved estimates for the dual off-diagonal, at
least for C† ≫ p1/2+θQ, which is the focus of this section. As an example we
first show the following.
Lemma 19. We have (74) if
W ≫ max
{
C†pθ
ℓ3
,
p1/2+θQ2
ℓ3
}
.
Proof. We return to the bound for Ψ given in Lemma 15. We replace the trivial
bound for B, and plug in the improved bound from the previous lemma for
A . This gives
O2(C,C
†)≪ N
1/2p3/2−θ/2Q2
ℓ
(
C†pθ
ℓ3W
+
Q2p1/2+θ
ℓ3W
)1/2
.
The lemma follows. 
The above lemma shows that we only need to consider W which are not too
big. Our next lemma will show that the contribution of small C for C† ≫ p1/2Q
is also satisfactory.
Lemma 20. The bound in (74) holds if C† ≫ p1/2Q2 and
C ≪ min
{
p9−θQ8
C†N5N2⋆J
2
,
W 1/2p7/2−θ/2Q3ℓ1/2
N2N
1/2
⋆ J2
}
, (76)
or if C† ≪ p1/2Q2 and
C ≪ (WC
†)1/2p13/4−θ/2Q2ℓ1/2
N2N
1/2
⋆ J2
. (77)
Proof. We return to the proof of Lemma 16. In the derivation of the bound
given in (69) we will now substitute the improved bound for A . Now if
C† ≫ p1/2Q2, then we save Q in A and hence the bound in (69) reduces to
O2(C,C
†)≪ pεN
3N⋆
ℓp3Q2
C1/2
(
C†
C22
+
D
W
)1/2
,
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which is dominated by
N1/2p3/2−θ/2Q2
ℓ
if
C
(
C†
C22
+
D
W
)
≪ p
9−θQ8
N5N2⋆J
2
,
which holds under (76).
On the other hand if C† ≪ p1/2Q2 then we save C†/p1/2Q in A and hence
(69) reduces to
O2(C,C
†)≪ pε N
3N⋆
ℓp3Q3/2
C1/2
(
p1/2Q +
Dp1/2Q
WC†
)1/2
,
which satisfies the desired bound if
C
(
p1/2Q +
Dp1/2Q
WC†
)
≪ p
9−θQ7
N5N2⋆J
2
,
which in turn boils down to (77). 
Recall that we only need to consider the case where C† ≫ p1/2+BθQ. We
return to the expression given in (71), where we now substitute the improved
bound for A in place of the trivial bound. Indeed this transforms the bound
in (71) to
O2(C,C
†)≪p5θ+εN
9/2N
3/2
⋆
p9/2Q2ℓ
W 1/4
(
C†
C22
+
D
W
)1/2
×
(
N
1/4
⋆
(CJ2ℓ)1/4
+
N
1/2
⋆
(CJ2Q)1/2
) (
1
Q1/2
+
p1/4Q1/2
C†1/2
)
.
Consider the term
p5θ+ε
N9/2N
3/2
⋆
p9/2Q2ℓ
D1/2
W 1/4
(
N
1/4
⋆
(CJ2ℓ)1/4
+
N
1/2
⋆
(CJ2Q)1/2
) (
1
Q1/2
+
p1/4Q1/2
C†1/2
)
.
The calculations given in the paragraph following (71) now yields that this
term is bounded by
N1/2p3/2+5θ+εQ2
ℓ
(
1
Q1/2
+
p1/4Q1/2
C†1/2
)
.
This satisfies the bound in (74) if Q≫ p12θ and B > 12.
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To end the proof of the proposition we only need to establish the bound
(74) for the remaining term, which is given by
Θ :=p5θ+ε
N9/2N
3/2
⋆
p9/2Q2ℓ
W 1/4
C†1/2
C2
×
(
N
1/4
⋆
(CJ2ℓ)1/4
+
N
1/2
⋆
(CJ2Q)1/2
) (
1
Q1/2
+
p1/4Q1/2
C†1/2
)
.
The estimation depends on whether C† is larger or smaller compared to p1/2Q2.
Accordingly we split our computation into two separate lemmas. First we deal
with the case where C† ≪ p1/2Q2.
Lemma 21. If p1/2Q ≪ C† ≪ p1/2Q2, then the bound (74) holds for Θ if
θ < 1/24 and Q > p1/2.
Proof. Indeed in this range of C† we have
Θ≪ p5θ+ε N
9/2N
3/2
⋆
p17/4Q3/2ℓ
W 1/4
(
N
1/4
⋆
(CJ2ℓ)1/4
+
N
1/2
⋆
(CJ2Q)1/2
)
. (78)
Since we can take C in the complementary range given in (77), we get that
the first term in the above expression is dominated by
p5θ+ε
N9/2N
3/2
⋆
p17/4Q3/2ℓ
W 1/4
N
1/4
⋆ N1/2N
1/8
⋆
(WC†)1/8p13/16−θ/8Q1/2ℓ3/8
.
Applying Lemma 19, which gives an upper bound for W , and using the lower
bound C† > p1/2Q, we see that the above term is bounded by
p5θ+ε
N9/2N
3/2
⋆
p17/4Q3/2ℓ
N
1/4
⋆ N1/2N
1/8
⋆
p13/16−θ/8Q1/2
p1/16+θ/8Q1/4
p1/16Q1/8
.
Plugging in the upper bound for N⋆ it follows that this is dominated by
N1/2p3/2−3/16+11θ/2+εQ2−1/8
ℓ
,
which satisfies the required bound (74) for say θ < 1/24 if Q > p1/2.
In the complementary range of (77) the second term of (78) is bounded by
p5θ+ε
N9/2N
3/2
⋆
p17/4Q3/2ℓ
W 1/4
N
1/2
⋆ NN
1/4
⋆
(WC†)1/4p13/8−θ/4QQ1/2
.
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The W term cancels out and using the fact that C† > p1/2Q, we get
p5θ+ε
N9/2N
3/2
⋆
p17/4Q3/2ℓ
N
3/4
⋆ N
p1/8Q1/4p13/8−θ/4Q3/2
.
This is dominated by
N1/2p3/2−1/4+11θ/2+εQ2−3/4
ℓ
,
which is smaller than the bound we obtained for the first term above. The
lemma follows. 
Lemma 22. Suppose p1/2Q2 ≪ C† ≪ p1+AθQD1/21 /W 1/12. Then the bound
(74) holds for Θ if Q≫ p7/10+6(11+A)θ/5.
Proof. For this range of C† we have
Θ≪ p5θ+εN
9/2N
3/2
⋆
p9/2Q5/2ℓ
W 1/4 C†1/2
(
N
1/4
⋆
(CJ2ℓ)1/4
+
N
1/2
⋆
(CJ2Q)1/2
)
.
Recall that C† ≪ p1+AθQD1/21 /W 1/12, so that
W 1/2C† ≪ p1+AθQD1/2W 1/12 ≪ C
1/2Q2p2+AθJW 1/12
(N⋆Nℓ)1/2
. (79)
It follows that
Θ≪ p(10+A)θ/2+εN
17/4N
5/4
⋆ W 1/24
p7/2Q3/2ℓ5/4
(
N
1/4
⋆
ℓ1/4
+
N
1/2
⋆
(CJ2)1/4Q1/2
)
.
Hence the contribution of the first term is bounded by
p(10+A)θ/2+ε
N17/4N
3/2
⋆ W 1/24
p7/2Q3/2ℓ3/2
,
where we plug in the trivial bound W ≪ D ≪ p3+εQ2/N2ℓ2. It follows that
this term is bounded by
p(10+A)θ/2+ε
N17/4−1/12N
3/2
⋆
p7/2−1/8Q3/2−1/12ℓ3/2
≪ N
1/2p43/24+(10+A)θ/2+εQ19/12
ℓ
.
This satisfies the bound in (74) if Q≫ p7/10+6(11+A)θ/5.
It remains to analyse the second term which is given by
p(10+A)θ/2+ε
N17/4N
5/4
⋆ W 1/24
p7/2Q3/2ℓ5/4
N
1/2
⋆
(CJ2)1/4Q1/2
. (80)
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Now, we only need to consider C in the complementary range given in (76). If
C ≫ p
9−θQ8
C†N5N2⋆J
2
≫ p
17/2−θQ6
N5N2⋆J
2
then (80) is dominated by
p(10+A)θ/2+ε
N17/4N
5/4
⋆ W 1/24
p7/2Q3/2ℓ5/4
N5/4N⋆
p17/8−θ/4Q2
,
where we plug in the trivial bound W ≪ D ≪ p3+εQ2/N2ℓ2. It follows that
this term is bounded by
p(10+A)θ/2+ε
N17/4N
5/4
⋆ p1/8Q1/12
p7/2Q3/2ℓ5/4N1/12
N5/4N⋆
p17/8−θ/4Q2
≪ N
1/2p5/3+(11+A)θ/2+εQ2−11/12
ℓ
.
This satisfies the bound in (74) if Q≫ p2/11+6(12+A)θ/11.
On the other hand if
C ≫ W
1/2p7/2−θ/2Q3ℓ1/2
N2N
1/2
⋆ J2
,
then (80) is dominated by
p(10+A)θ/2+ε
N17/4N
5/4
⋆
p7/2Q3/2ℓ5/4
N1/2N
5/8
⋆
p7/8−θ/8Q5/4
.
It follows that this term is bounded by
N1/2p7/4+(11+A)θ/2+εQ
ℓ
.
This satisfies the bound in (74) if Q≫ p1/4+(12+A)θ/2. The lemma follows. 
From Lemmas 21 and 22 we conclude that for
p1/2Q≪ C† ≪ p1+AθQD1/21 /W 1/12
the bound (74) holds for Θ if Q≫ p7/10+6(11+A)θ/5 and θ < 1/24. This together
with the observation we made preceding Lemma 21, we conclude that the
bound (74) holds for the dual sum O2(C,C†) if
p1/2+BθQ≪ C† ≪ p1+AθQD1/21 /W 1/12
with B > 12 and
p7/10+6(11+A)θ/5 < Q < p.
This concludes the proof of Proposition 4.
We will now conclude the proof of Theorem 1. In Proposition 2 and Propo-
sition 3 we get two computable absolute constants, A and B1 respectively. For
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Proposition 4 we pick B = 12+ε. Then we are forced to take θ < 1/(B1+72),
(suppose B1 > 32) and we need to pick Q satisfying
p7/10+6(11+A)θ/5 < Q < p1−170θ.
So the optimal choice for θ is obtained by equating the two bounds, which
yields θ < 3/4(3A+ 458). Hence our theorem holds with
δ = θ/2 = min
{
1
2(B1 + 72)
,
3
8(3A+ 458)
}
.
12. A shifted convolution sum problem
We return to the definition of the sum Ω given in (52). Extending the range
of summation of the d sum we get that
Ω 6 S :=
∑
d∈Z
∣∣∣∣∣∑
n∈Z
λf(d+ pn
2) F (d, n)
∣∣∣∣∣
2
,
where recall that F (d, n) is defined in (49). For the convenience of the reader
we recall the definition
F (d, n) =W
( n
N
)
V
(
(d+ pn2)ℓ2
M
)
×
∫
R
V (y)e
(
N⋆
√
d+ pn2y
CQ
√
pJ2
− N⋆ny
CQJ2
)
dy.
Also we shall recall the sizes of the parameters
p1−θ < N < p1+ε, p1/2+ε < Q, N = pε
pQ
Nℓ
p3−εQ2
N2
≪M ≪ p
3+εQ2
N2
, N⋆ ≪ p
2+εQ2
N
, C ≪ N⋆p
NJ2ℓ
.
Opening the absolute square and interchanging the order of summations we
arrive at
S =
∑∑
n,r∈Z
∑
d∈Z
λf (d+ pn
2)λf(d+ pr
2)F (d, n)F (d, r). (81)
The main aim of this section is to prove the following result.
Proposition 5. Suppose Q < p, then we have
S ≪ p
1+10θ+εQ3
ℓ3
(
N
1/2
⋆
(CJ2ℓ)1/2
+
N⋆
CJ2Q
)
.
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Remark 3. A non-trivial bound can also be obtained under the weaker con-
dition Q < p2. In this case we have some additional terms, for example in
(91) we get the term p7θ+εQ4/ℓ4. Roughly speaking, without the condition
that Q < p, the total saving in S (or Ω) is min{Q, p}. In hindsight it is more
natural to impose the restriction Q < p right from the start, as it simplifies
certain technicalities.
Before we embark to prove the proposition let us highlight the main output
of it. Given the fact that the d sum in S effectively ranges upto |d| ≪ D,
where D is as given in (25), we see that the trivial bound is given by
S ≪ pεDN 2 ≪ p
1+3θ+εQ4
ℓ3
CJ2
N⋆
.
Since C ranges upto N⋆, roughly speaking the bound is of the order pQ
4. In
contrast the proposition gives a bound which is roughly of the size pQ3. So
we have saved Q, which is the maximum possible given that the number of
harmonics inside the absolute value in the definition of S is Q. However for
smaller C the bound in the proposition can be worse than the trivial bound.
Indeed we see that the proposition produces a non-trivial bound only in the
range
C ≫ p5θ max
{
N⋆
Q2/3J2ℓ1/3
,
N⋆
QJ2
}
.
(Here as always we will be sometimes little wasteful when it comes to the co-
efficient of θ in the power of p.)
Now we proceed to prove the proposition. We begin by realizing the sum
as a shifted convolution sum. Consider the inner sum over d. Changing the
variable of summation and writing u = r2 − n2 we arrive at the sum
Σ =
∞∑
m=1
λf(m)λf(m+ pu)F (m− pn2, n)F (m− pn2, r).
We will now employ the circle method to study this sum. Set v = m+ pu. We
rewrite this equation as a congruence v ≡ m mod p and an integral equation
of smaller size (v − m − pu)/p = 0. If we retain the divisibility condition,
then the last equation can be detected using the delta method with modulus
ranging up to Q/ℓ. The letter q will be used in this section (and only in this
section) to denote the modulus coming from the circle method. Hopefully it
will not create any confusion.
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We now briefly recall the δ method of Duke, Friedlander, Iwaniec [2] and
Heath-Brown [4]. The starting point is a smooth approximation of the δ-
symbol. We will follow the exposition of Heath-Brown in [4].
Lemma 23. For any Q⋆ > 1 there is a positive constant c0, and a smooth
function h(x, y) defined on (0,∞)× R, such that
δ(n, 0) =
c0
Q⋆2
∞∑
q=1
∑⋆
a mod q
e
(
an
q
)
h
(
q
Q⋆
,
n
Q⋆2
)
. (82)
The constant c0 satisfies c0 = 1+OA(Q
⋆−A) for any A > 0. Moreover h(x, y)≪
x−1 for all y, and h(x, y) is non-zero only for x 6 max{1, 2|y|}.
In practice, to detect the equation n = 0 for a sequence of integers in the
range [−X,X ], it is logical to choose Q⋆ = X1/2, so that in the generic range
for q there is no oscillation in the weight function h. The smooth function
h(x, y) (see [5]) is defined as
h(x, y) =
∞∑
j=1
1
jx
{
w(jx)− w
( |y|
jx
)}
where w is smooth ‘bump function’ supported in (1/2, 1), with 0 6 w(x)≪ 1
and
∫
w = 1. It follows that the function h satisfies
xi
∂i
∂xi
h(x, y)≪i x−1 and ∂
∂y
h(x, y) = 0 (83)
for x 6 1 and |y| 6 x/2. Also for |y| > x/2, we have
xiyj
∂i
∂xi
∂j
∂yj
h(x, y)≪i,j x−1. (84)
Furthermore, for x small we have the stronger estimate
xiyj
∂i
∂xi
∂j
∂yj
h(x, y)≪i,j x−1
(
xN +min{1, (x/|y|)N}) . (85)
for every positive integer triplets (i, j, N). the implied constant depends on
these parameters. The main implication of the last inequality is the fact that
h(x, y) is negligibly small if x is small and |y| is much larger than x. In
particular, consider the integral
H =
∫ Y2
Y1
|h(x, y)|dy.
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The above inequality implies that
H ≪ xN−1(Y2 − Y1) + x−1
∫ Y2
Y1
min{1, (x/|y|)N}dy
≪ xηN−1(Y2 − Y1) + x−1
∫
|y|6x1−η
dy.
So if 0 < x < p−c and |Yi| < pA for some c, A > 0, then we conclude that
H ≪ε pε for any ε > 0.
We now apply the above lemma to detect the event (v − m − pu)/p = 0.
Since the integers in the sequence is bounded by N 2. The optimum choice of
Q⋆ is N , which is of size Q/ℓ when N = p. As such we set Q⋆ = Q/ℓ. With
this we arrive at the expression
ℓ2
Q2
∑
q≪N pθ
∑⋆
a mod q
∞∑∑
m,v=1
m≡v mod p
λf(m)λf (v) e
(
a(v −m− pu)
pq
)
× F (m− pn2, n)F (v − pr2, r)h
(
qℓ
Q
,
(v −m− pu)ℓ2
pQ2
)
.
Note that from the Lemma 23 we get that q ranges upto
q 6
Q
ℓ
+ 2
|v −m− pu|ℓ
pQ
≪ pN
N
≪ N pθ.
Since we take Q < p1−2θ−ε, we have N pθ ≪ p1−ε and hence (p, q) = 1. So we
can replace a by ap. Finally we detect the congruence condition using additive
characters to get
ℓ2
pQ2
∑
q≪N pθ
∑⋆
a mod q
∑
b mod p
∞∑∑
m,v=1
λf(m)λf (v) e
(
(ap+ bq)(v −m− pu)
pq
)
× F (m− pn2, n)F (v − pr2, r) h
(
qℓ
Q
,
(v −m− pu)ℓ2
pQ2
)
.
The case of b = 0 is atypical, and we will first deal with it. In this case the
sum reduces to
Σ0 :=
ℓ2
pQ2
∑
q≪N pθ
∑⋆
a mod q
∞∑∑
m,v=1
λf(m)λf (v) e
(
a(v −m− pu)
q
)
(86)
× F (m− pn2, n)F (v − pr2, r) h
(
qℓ
Q
,
(v −m− pu)ℓ2
pQ2
)
.
Our next lemma provides a sufficient bound for this sum.
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Lemma 24. We have
Σ0 ≪ p
8θ+εQ3/2N⋆
CJ2ℓ5/2
.
Proof. We will the Voronoi summation formula on the sum overm and v. First
consider the sum over m which is given by
∞∑
m=1
λf(m) e
(
−am
q
)
e
(
N⋆
√
my
CQ
√
pJ2
)
× V
(
mℓ2
M
)
h
(
qℓ
Q
,
(v −m− pu)ℓ2
pQ2
)
.
Applying Voronoi summation we get
M
ℓ2
√
pq
∞∑
m=1
λf(m) e
(
pam
q
) ∫
e
(
N⋆
√
Mz y
CQ
√
pJ2ℓ
)
(87)
× V (z) h
(
qℓ
Q
,−z + (v − pu)ℓ
2
pQ2
)
Jκ−1
(
4π
√
Mmz√
pqℓ
)
dz.
Extracting the oscillations from the Bessel and integrating by parts it follows
that the z integral is negligibly small unless∣∣∣∣∣ N⋆
√
My
CQ
√
pJ2ℓ
± 2
√
Mm√
pqℓ
∣∣∣∣∣≪ pε
{
1 +
Q
qℓ
}
.
We can take it as a restriction on the number of contributing m. Indeed it
follows that ∣∣∣∣ N⋆qyCQJ2 ± 2√m
∣∣∣∣≪ p1+εN .
Accordingly we set
Ξ±y =
[(
± N⋆qy
2CQJ2
− C(ε)p
1+ε
N
)2
,
(
± N⋆qy
2CQJ2
+ C(ε)
p1+ε
N
)2]
for some constant C(ε) depending only on ε, and then set
Ξy = (Ξ
+
y ∪ Ξ−y ) ∩ [1,∞).
Observe that among the variables of summation, Ξy only depends on q. The
above restriction on m can now be written as m ∈ Φy. It follows that the
number of m contributing is
pε
(
1 +
N⋆qp
CQJ2N
)
72 RITABRATA MUNSHI
(for any fixed y). Also the Bessel function is bounded by
p1/4(qℓ)1/2
(Mm)1/4
≪
(
Nℓ
p
)1/2
min
{
q1/2
Q1/2
,
(CJ2)1/2
N
1/2
⋆
}
.
The Voronoi summation on the sum over v acts the same way, and we end up
getting a similar restriction on the number of contributing frequencies v in the
dual sum.
Moreover the sum over a yields the Kloosterman sum S(u, v − m; q), for
which we have the Weil bound q1/2(u, v−m, q)1/2. Indeed after two applications
of the Voronoi summation formula, the expression in (86) reduces to
Σ0 ≪pε M
2
(pQℓ)2
∑
q≪N pθ
1
q2
×
∫∫ ∑
m∈Ξy1
∑
v∈Ξy2
|S(u, v −m; q)| × (integral) dy1dy2.
The integral here is a two dimensional analogue of the integral above, with
two Bessel functions. Taking into account the size of the Bessel function and
using the observation regarding the integral H (as given above) to treat the z
integral, we get the following bound
pε
p4Q2
N4ℓ2
∑
q≪N pθ
1
q3/2
(
1 +
(N⋆qp)
2
(CQJ2N)2
)
Nℓ
p
min
{
q
Q
,
CJ2
N⋆
}
. (88)
This is then bounded by
pε
p3+2θQ2
N3ℓ
N⋆
CJ2
∑
q≪N pθ
1
q3/2
(
1 +
N⋆q
CQJ2
)
max
{
q
Q
,
CJ2
N⋆
}
min
{
q
Q
,
CJ2
N⋆
}
≪ pεp
3+2θQ
N3ℓ
∑
q≪N pθ
1
q1/2
(
1 +
N⋆q
CQJ2
)
≪ p
6θ+εQ3/2
ℓ3/2
+
p8θ+εQ3/2N⋆
CJ2ℓ5/2
.
Using (22) we see that the second term dominates the first and hence the
lemma follows. 
In the generic case b 6= 0 the expression reduces to
Σ1 :=
ℓ2
pQ2
∑
q≪N pθ
∑⋆
a mod pq
∞∑∑
m,v=1
λf (m)λf(v) e
(
a(v −m− pu)
pq
)
× F (m− pn2, n)F (v − pr2, r)h
(
qℓ
Q
,
(v −m− pu)ℓ2
pQ2
)
.
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Our next lemma gives a non-trivial bound for this expression. One will see
that compared to the special case b = 0 we have lost a p, but overall we have
saved Q1/2 compared with the trivial bound. This is not enough for proving
the proposition, but it is the first step.
Lemma 25. We have
Σ1 ≪ N⋆p
1+8θ+εQ3/2
CJ2ℓ5/2
.
Proof. We now apply the Voronoi summation to the sum over m and v. Ap-
plying the Voronoi summation to the m sum
∞∑
m=1
λf(m) e
(
−am
pq
)
e
(
N⋆
√
my
CQ
√
pJ2
)
×W
(
mℓ2
M
)
h
(
qℓ
Q
,
(v −m− pu)ℓ2
pQ2
)
,
we get
M
ℓ2pq
∞∑
m=1
λf(m) e
(
am
pq
) ∫
e
(
N⋆
√
Mzy
CQ
√
pJ2ℓ
)
×W (z) h
(
qℓ
Q
,−z + (v − pu)ℓ
2
pQ2
)
Jκ−1
(
4π
√
Mmz
pqℓ
)
dz.
Again extracting the oscillations from the Bessel and integrating by parts, it
follows that the z integral is negligibly small if∣∣∣∣∣ N⋆
√
My
CQ
√
pJ2ℓ
± 2
√
Mm
pqℓ
∣∣∣∣∣≫ pε
{
1 +
Q
qℓ
}
.
So we only need to consider those m which satisfy the inequality∣∣∣∣N⋆√pqyCQJ2 ± 2√m
∣∣∣∣≪ p3/2+εN . (89)
Accordingly we set
Φ±y =
[(
±N⋆
√
pqy
2CQJ2
− C(ε)p
3/2+ε
N
)2
,
(
±N⋆
√
pqy
2CQJ2
+ C(ε)
p3/2+ε
N
)2]
for some constant C(ε) depending only on ε, and then set
Φy = (Φ
+
y ∪ Φ−y ) ∩ [1,∞).
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Observe that among the variables of summation, Φy only depends on q. The
above restriction on m can now be written as m ∈ Φy. It follows that the
number of m contributing is
pε
(
1 +
N⋆p
2q
CQJ2N
)
.
The Voronoi summation on the sum over v acts the same way, and as in the
proof of the previous lemma we arrive at the expression
Σ1 ≪pε M
2
p3(Qℓ)2
∑
q≪N pθ
1
q2
×
∫∫ ∑
m∈My1
∑
v∈Vy2
|S(pu, v −m; pq)| × (integral) dy1dy2.
The character sum S(pu, v − m; pq) is a Ramanujan sum modulo p and a
Kloosterman sum modulo q, and so from Weil we conclude that
S(pu, v −m; pq)≪ q1/2(u, v −m, q)1/2(v −m, p).
We use the trivial bound Ju(x) ≪ min{1, x−1/2} for the Bessel function and
use the on average bound for the size of the function h to get the following
bound for the off-diagonal contribution, i.e. for p ∤ m− v,
pε
p3Q2
N4ℓ2
∑
q≪N pθ
1
q3/2
(
1 +
(N⋆qp
2)2
(CQJ2N)2
)
min
{
1,
CQp1/2J2ℓ
N⋆M1/2
}
This is then bounded by
pε
p3Q2
N4ℓ2
+ pε
p6
N5ℓ
N⋆
CJ2
∑
q≪N pθ
q1/2 ≪ p
1+8θ+εN⋆Q
3/2
CJ2ℓ5/2
.
The last inequality follows by showing that the second term in the sum is
dominating as we take Q < p2. Now consider the diagonal contribution where
p|m− v. In this case we get the bound
pε
p4Q2
N4ℓ2
∑
q≪N pθ
1
q3/2
(
1 +
N⋆qp
2
CQJ2N
)
where we use the bound O(1) for the Bessel function. This is then dominated
by
pε
p4Q2
N4ℓ2
+ pε
p6Q
N5ℓ2
N⋆
CJ2
∑
q≪N pθ
1
q1/2
≪ p
1+6θ+εN⋆Q
3/2
CJ2ℓ5/2
.
Here again the second term dominates the first term as Q < p2. The lemma
follows. 
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So in the generic case b 6= 0, Voronoi summation gives a saving of p less
compared to the degenerate case b = 0. Roughly speaking (when the param-
eters are in generic ranges) this means that we have saved Q1/2 in Ω. This is
about square root of the number of terms inside the absolute value. To save
more we can use the sums over n and r. Consider the sum over n given by
Σ2 :=
∑
n∈Z
W
( n
N
)
e
(
an2
q
)
e
(
− N⋆ny
CQJ2
)
h
(
qℓ
Q
, z1 − z2 + (n
2 − r2)ℓ2
Q2
)
.
Here W is a smooth bump function with support [−1, 1]. The next lemma in-
dicates that from Poisson we can expect to save
√
qp−θ (even in the case b = 0).
Lemma 26. We have
Σ2 ≪ pθ+ε N√
q
Q
qℓ
.
Proof. Applying the Poisson summation on the sum Σ2 with modulus q, we
get
N
q
∑
n∈Z
∑
β mod q
e
(
aβ2 + nβ
q
)
×
∫
W (x) e
(
−N⋆N xy
CQJ2
− N nx
q
)
h
(
qℓ
Q
, z1 − z2 + (N
2x2 − r2)ℓ2
Q2
)
dx.
The character sum can be expressed in terms of the Gauss sum. By repeated
integration by parts we see that the integral is negligibly small unless∣∣∣∣ N⋆qyCQJ2 + n
∣∣∣∣≪ pε pN .
We set
Ψy =
[
− N⋆qy
CQJ2
− C(ε)p
1+ε
N
, − N⋆qy
CQJ2
+ C(ε)
p1+ε
N
]
,
so that the above restriction on n can be written as n ∈ Ψy. Hence the number
of n (for any given y) contributing to the sum is O(pθ+ε). This shows that the
last expression is bounded by
pθ+ε
N√
q
Q
qℓ
.
The last factor reflects the size of the h function. 
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Proof of proposition. Let us summarize the above analysis as follows. This
eventually proves the proposition. The application of the modified delta
method, followed by two applications of the Voronoi summation formula and
one application of the Poisson summation transforms the sum given in (81) to∑
|r|≪N
ℓ2
pQ2
∑
q≪Q/ℓ
N
q
(
M
ℓ2pq
)2 ∞∑∑
m,v=1
λf(m)λf (v)
∑
n∈Z
C I (90)
+O
(
p10θ+εQ3
ℓ3
N⋆
CJ2ℓ
)
,
where the character sum is given by
C =
∑⋆
a mod pq
e
(
−a(v −m)
pq
)
e
(−ar2
q
) ∑
β mod q
e
(
aβ2 + nβ
q
)
and the integral is given by
I =
∫∫∫
F
(
Mz1
ℓ2
− pN 2x2,N x
)
F
(
Mz2
ℓ2
− pr2, r
)
× e
(
−N nx
q
)
Jκ−1
(
4π
√
Mmz1
pqℓ
)
Jκ−1
(
4π
√
Mvz2
pqℓ
)
× h
(
qℓ
Q
, z1 − z2 + (N
2x2 − r2)ℓ2
Q2
)
dxdz1dz2.
Note that the error term takes into account the contribution of the term arising
from b = 0. The remaining character sum is a product of a Ramanujan sum
modulo p, which is bounded by O((p, v−m)), and a Salie type sum modulo q
(which for q ≡ 1 mod 4 odd is simply given by)
Cq(r, 4(v −m) + pn2) = √q
∑
a mod q
(
a
q
)
e
(
ap(v −m) + 4an2 + ar2
q
)
,
which is bounded by O(q(r2, q)1/2). (For even q we have a similar expression
and the bound holds.) From the integral we extract the restrictions on the
sums over (m, v, n) by opening the integrals present in F and taking them
outside. With this the leading expression in (90) reduces to
p4Q3
N5ℓ3
∑
|r|≪N
∑
q≪N pθ
1
q3
×
∫∫ ∑
n∈Ψy1
∑
m∈Φy1
∑
v∈Φy2
(char sum) × (integral) dy1dy2.
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At this stage we differentiate between two cases. The diagonal contribution,
i.e. when m ≡ v mod p, and the off-diagonal p ∤ v − m. For the diagonal
contribution, the integral is bounded trivially taking into account the size of
the Bessel functions and the fact that the average size of the h function is
O(1). We get
(integral)≪ min
{
1,
CQp1/2J2ℓ
N⋆M1/2
}
The diagonal contribution is then bounded by
pε
p5+θQ3
N5ℓ3
∑
|r|≪N
∑
q≪N pθ
(r2, q)1/2
q2
(
1 +
N⋆qp
2
CQJ2N
)
min
{
1,
CQp1/2J2ℓ
N⋆M1/2
}
.
Summing over r using the inequality (r2, q)1/2 ≪ (r, q), we arrive at
pε
p6+θQ4
N6ℓ4
∑
q≪N pθ
1
q2
(
1 +
N⋆qp
2
CQJ2N
)
min
{
1,
CQp1/2J2ℓ
N⋆M1/2
}
,
which is then bounded by
pε
p6+θQ4
N6ℓ4
+ pε
p6+θQ4
N6ℓ4
(N⋆ℓ)
1/2p3/2
(CJ2N)1/2Q
∑
q≪N pθ
1
q
≪ p
1+8θ+εQ3
ℓ3
N
1/2
⋆
(CJ2ℓ)1/2
. (91)
Here in the last inequality we are using the assumption that Q < p.
Next we turn to the off-diagonal p ∤ m − v. In this case the above analysis
yields a bound which unsatisfactory when C is small. To obtain a better
estimate we will try to get some extra cancellation. We apply the Poisson
summation formula on the sum over r. This produces the expression
p5Q4
N6ℓ4
∑
q≪N pθ
1
q4
×
∫∫ ∑∑
n∈Ψy1
r∈Ψy2
∑∑
m∈Φy1
v∈Φy2
p∤m−v
(char sum) × (integral) dy1dy2.
Here the character sum is given by q times the Ramanujan sum
cq(4(v −m) + p(n2 − r2)) =
∑⋆
a mod q
e
(
a(4(v −m) + p(n2 − r2))
q
)
.
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Observe that since p ∤ v −m and p is a prime the character sum modulo p is
given by −1. Consequently we get that the above expression is bounded by
pε
p5Q4
N6ℓ4
∑
q≪N pθ
1
q3
∫∫
×
∑∑
n∈Ψy1
r∈Ψy2
∑∑
m∈Φy1
v∈Φy2
p∤m−v
(4(v −m) + p(n2 − r2), q) min
{
1,
CQp1/2J2ℓ
N⋆M1/2
}
dy1dy2.
Note that here we have plugged in the size of the two Bessel functions, and
have used the fact that the h function on average is of size O(1). The sum
over v is dominated by∑
v∈Φy2
(4(v −m) + p(n2 − r2), q)≪
∑
d|q
d
∑
v∈Φy2
v≡A mod d
1
where A is a congruence class modulo q determined by (m,n, r). The above
sum is thus dominated by∑
d|q
d
(
1 +
N⋆qp
2
dCQJ2N
)
≪ pε
(
q +
N⋆qp
2
CQJ2N
)
.
With this we see that the total contribution of the off-diagonal is dominated
by
pε
p5+2θQ4
N6ℓ4
∑
q≪N pθ
1
q2
(
1 +
N⋆p
2
CQJ2N
)(
1 +
N⋆qp
2
CQJ2N
)
min
{
1,
CQp1/2J2ℓ
N⋆M1/2
}
.
Now (
1 +
N⋆p
2
CQJ2N
)
min
{
1,
CQp1/2J2ℓ
N⋆M1/2
}
≪ pℓ
Q
,
where again we used the assumption that Q < p. Plugging in this bound we
arrive at
pε
p6+2θQ3
N6ℓ3
∑
q≪N pθ
1
q2
(
1 +
N⋆qp
2
CQJ2N
)
≪ p
1+10θ+εQ3
ℓ3
N⋆
CJ2Q
.
This dominates the error term in (90) as Q < p. This completes the proof of
the proposition. 
SUBCONVEXITY FOR SYMMETRIC SQUARE L-FUNCTIONS 79
References
[1] D.A. Burgess: On character sums and primitive roots. Proc. London Math. Soc. 12
(1962), 179–192.
[2] W. Duke; J.B. Friedlander; H. Iwaniec: Bounds for automorphic L-functions. Invent.
Math. 112 (1993), 1–8.
[3] W. Duke; J.B. Friedlander; H. Iwaniec: Bounds for automorphic L-functions II. Invent.
Math. 115 (1994), 219–239; Erratum, Invent. Math. 140 (2000), 227–242.
[4] D.R. Heath-Brown: A new form of the circle method, and its application to quadratic
forms. J. Reine Angew. Math. 481 (1996), 149–206.
[5] D.R. Heath-Brown. A mean value estimate for real character sums. Acta Arith., 72,
235–275, 1995.
[6] D.R. Heath-Brown Convexity bounds for L-functions. Acta Arith., 136, 391–395, 2009.
[7] H. Iwaniec; E. Kowalski, Analytic Number Theory, Amer. Math. Soc. Coll. Publ. 53,
American Mathematical Society, Providence, RI, (2004).
[8] H. Iwaniec and P. Michel. The second moment of the symmetric square L-functions.
Annales Acad. Sci. Fen. Mathematica, Volume 26, 465–482, 2001.
[9] H. Iwaniec, W. Luo and P. Sarnak: Low lying zeros of families of L-functions. Pub.
Math. IHES, 91, 55–131, 2000.
[10] E. Kowalski, P. Michel, and J. VanderKam. Rankin-Selberg L-functions in the level
aspect. Duke Math. J., 114(1):123–191, 2002.
[11] W-C. W. Li. L-Series of Rankin Type and Their Functional Equations Mathematische
Annalen, 244, 135–166, 1979.
[12] P. Michel. The subconvexity problem for Rankin-Selberg L-functions and equidistribu-
tion of Heegner points. Ann. of Math. (2), 160(1):185–236, 2004.
[13] P. Michel: Analytic number theory and families of automorphic L-functions. Lecture
series at the IAS/Park City Summer Institute, IAS/Park City Math. Series Vol 12,
(2007), 179–296.
[14] P. Michel and A. Venkatesh: The subconvexity problem for GL2 Publ. Math IHES, Vol.
111 (2010).
[15] R. Munshi: The circle method and bounds for L-functions - II. Subconvexity for twists
of GL(3) L-functions. American J. Math 137 (2015) 791–812.
[16] R. Munshi: The circle method and bounds for L-functions - III. t-aspect subconvexity
for GL(3) L-functions. J. American Math. Soc. 28 (2015) 913–938.
[17] R. Munshi: The circle method and bounds for L-functions - IV. Subconvexity for twists
of GL(3) L-functions. Annals of Math. 182 (2015) 617–672.
[18] R. Munshi: Twists of GL(3) L-functions (arxiv)
[19] R. Munshi; P. Nelson: TBA
[20] P. Nelson: Subconvex equidistribution of cusp forms: reduction to Eisenstein observ-
ables (arxiv)
[21] Rudnick and P. Sarnak: The behaviour of eigenstates of arithmetic hyperbolic manifolds
Comm. Math. Phys., 161 (1994) 195–213.
[22] P. Sarnak: Arithmetic quantum chaos Israel Math. Conf. Proc., Bar-Ilan Univ., Ramat
Gan, 8 (1995) 183–236.
[23] G. Shimura, On the holomorphy of certain Dirichlet series, Proc. London Math. Soc.
31 (1975), 79–98.
[24] K. Soundararajan.Weak subconvexity for central values of L-functions Annals of Math.,
172, 1469–1498, 2010.
80 RITABRATA MUNSHI
[25] G.N. Watson: A Treatise on the Theory of Bessel Functions
School of Mathematics, Tata Institute of Fundamental Research, 1 Dr.
Homi Bhabha Road, Colaba, Mumbai 400005, India.
Current address : Theoretical Statistics and Mathematics Unit, Indian Statistical Insti-
tute, 203 B.T. Road, Kolkata 700108, India.
E-mail address : rmunshi@math.tifr.res.in
