Adaptive systems involving function learning can be formulated in terms of integral equations of the first kind, possibly with separable, finite-dimensional kernels. The learning process involves estimating the influence functions 
Introduction
Often it is desired to identify a function in a dynamical system which depends on measureable signals (e.g., time, state, or environment). These functions can be represented as integral equations of the first kind. By analogy to standard adaptive systems, the kernel can be considered to be the "regressor," and the influence function can be considered to be the "parameter" to be estimated. For standard adaptive systems the role of persistence of excitation to guarantee consistent parameter estimation and exponential stability for robustness is now well understood (cf., Anderson et al., 1986; Sastry and Bodson, 1989) . It is clear that corresponding concepts for function learning algorithms will be important.
This paper is an attempt to set up a linear system theoretic framework in which to develop the concept of persistence of excitation for functional learning algorithms first proposed in a companion paper Messner et al., 1990) . Although of independent interest, the results of this current paper are a vital stepping stone to explore learning behavior.
In Section 2 we motivate our work through the presentation of a repetitive control example in which the function learning algorithm of ) is reintroduced. In Section 3, we discuss the functional representation of signals and examine the consequences of the separability and finite dimensionality assumptions for the kernel and influence functions. In Section 4 a definition of functional persistence of excitation (PE) is introduced, and translation properties of PE signals through stable, proper, minimum-phase systems are studied. In Section 5 the definition of functional uniform complete observability (UCO) is presented, along with invariance properties under output injection. Connections to persistence of excitation are made, and results concerning UCO through minimum phase systems are developed. We demonstrate the application of these results to proving the exponential stability of the repetitive learning control problem in Sections 6 and 7. Conclusions are drawn in Section 8.
Motivation: Repetitive Control
In this section we present the function learning algorithm first introduced in ) through a repetitive control example. We shall return to this example in Section 6.
Consider the single input/single output control system in Fig. 1 . The objective of the adaptive control system is to track a periodic reference signal r(t)=r{t+T).
The only signal available to the controller is the error signal
e(t)=r(t)-p(t).
(2.1)
where p(t) is the plant output. Such a system is often encountered in optical and magnetic disk file systems, where the repetitive track runout r(t) is created by track eccentricities, imperfections in the spindle -K> adaptation algorithm + bearings and disk warping (Yen et al., 1988 , Tomizuka et al., 1988 .
Assume that the compensator has been designed such that the open-loop transfer function
is minimum phase and the complementary sensitivity transfer function
is Strictly Positive Real (SPR). Moreover, assume that the periodic reference signal, r is sufficiently differentiable so that the signal
is bounded. Define T: = [0, 7] , where 7" is the period. Assume the existence of a known integrably bounded kernel J( •, •) :R x T-R with J(t,r) = J(t+T, T), such that w(t) can be represented in the form
and \X(T)\ is bounded for all T€T. Note that J(-,-) can be considered as a "regressor" and x{ •) can be considered as a "parameter."
We desire to cancel the effect w(t) to achieve perfect tracking. We now define the repetitive control signal w(t) in Fig.  1 by 
~-x=J(t, T )e(t)~-x= -J(t,r)e(t).
(2.8) ot at This is the learning algorithm.
Remark. For most disk file actuators the complimentary sensitivity transfer function T(s) in (2.3) has Relative Degree 2 and, as a consequence, it is not SPR. However, we have chosen to use this assumption in this section in order to simplify our presentation of the learning rule given by (2.5) and (2.6) and the stability proofs presented in this paper. This assumption will be removed in Section 7 by introducing modifications in Eqs. (2.5) and (2.6).
Theorem 2.1. The system in Fig. 1 
The error dynamics in the system in Fig. 1 can be represented by
where e is the tracking error in (2.1) and w is defined in (2.7). Since T(s) is SPR, there exist symmetric positive definite matrices P and Q such that A|P + PA 2 =-Q Pb 2 = c 2 r .
(2.12)
Define the Lyapunov functional
where x(t,r) is defined in (2.7). Differentiating (2.13) with respect to time and utilizing (2.6)-(2.8) and (2.12) we obtain V=-xJ(P A 2 + AfP)x 2 + xJPb, w -
I e(t)J(t,T)x(t,T)dT
= -x 2 Qx 2 + evv-evi' <-Mx 2 (OI 2 , (2-14) where X is the minimum eigenvalue of Q. This shows that the system is stable in the sense of Lyapunov, which in turn implies that x 2 €Z,", eeLoo and \lx (t,T) 2 driL",.
Integrating (2.14) with respect to time and taking the limit as t-~ oo we also obtain that \ 2 (LL 2 and e£L 2 . Taking vector norms in (2.7) and using the Schwartz Inequality we obtain
by 2.9. From (2.11) x 2 (/) and e^L^, since x 2 (/), w(/,u)£L". By Barbalat's Lemma e(t) -~0, since e(t) £L 2 , and e(0 is uniformly continuous (cf., Sastry and Bodson, 1989) .
However, we have not yet proven the convergence of x(t,r) to zero, nor that the overall system is exponentially stable. To prove these results we shall need the analytical tools developed in the following sections.
Functional Signal Representation
In this section we consider a scalar integral equation of the first kind.
where u, y£V, and T is a closed bounded simply connected subset of R'. Here /(•). Consequently, under (3.1)
•'r 7(u)= ^(u) 7 "A*(7)* (7) 7 'xc/7 = ^7'(u)Ax. (3.7) J r Let us now consider that u is a function of time, i.e., u (0 :R+ -T. Hence u andy can be thought of as signals. Define
Thus,
To derive the PE results of the next section it will be useful to have a relation between the signal y, x, and a family of orthonormal functions over the interval 
Functional Persistence of Excitation
In this section known techniques pertaining to persistence of excitation in linear finite dimensional systems are organized and generalized to cope with the class of integral operators of Section 3. Comparison with finite dimensional versions of definitions and results are given to facilitate understanding. Also known results concerning PE across linear systems are reviewed and extended to prepare for the observability results in the next section. We now introduce the concept of a persistently exciting kernel. The kernel (possibly matrix) c(-,-) is PE on T when, for all influence functions x(-) of appropriate dimension, and z(/) =J r c(/,7)x(7)efy, there exist a x , a 2 , T>0 such that
Remark. The upper bounds in the definition of PE presented above are included to make connections with the UCO definitions which will be presented in the next section. 2. For kernels with an infinite number of eigenfunctions, infX,-= 0 (cf., Courant and Hilbert, 1953) . Thus functional PE does not hold for these kernels. PE Across Linear Systems. In the convergence and stability analysis of adaptive and learning systems, it is important to understand the generation of PE signals and the translation of properties of PE signals across systems. It is known from Lemma 2.6.6 of (Sastry and Bodson, 1989 ) that PE of a signal c( •) is invariant under the addition of signals bounded in L 2 , although the scalars o^, a 2 , and T associated with the PE of c(-) in Eq. (4.1) may change. Consequently, PE in asymptotically stable linear systems is invariant of initial conditions. It is known from Lemma 2.6.7 of (Sastry and Bodson, 1989 ) that suitably smooth PE signals driving stable minimum phase, time invariant systems m(s)I with m(s) scalar, result in outputs which are PE. (The smoothness requirement on the PE signal u is that u, u€L"). Generalizations of the lemmas in (Sastry and Bodson, 1989) do not appear straight forward, although where $(•,•) is the transition matrix associated with (5.1). results for a special case are now extended to achieve certain Likewise, the UCO definition of [A(-,7), C(-,7)] in (5.4) is observability results in the next section. equivalent to the formulation 
(/) The kernel c u (t,y) = c(u(t),y) isPEoverT. (ii) The vector <&l(t)A is PE. (^" is defined in (3.8).) (Hi

. /\. " the system (5.3) under the output injection K(t,y)y(t)
, or systems is studied. These results will be critical to the proof I tl of exponential stability of the repetitive control law.
Comparisons with finite-dimensional versions of the definitions and x (/,y) = A ( t,y)x (t,y) + K(t,y)y(t)
, results are given to ease understanding. Consider the system defined for y€T Then, for an arbitrary xi (t 0 ) this system is UCO. Remarks Proof Sec .Anncndix 1. Clearly UCO of (5.1) for the case A = 0 and an arbitrary x 0 is equivalent to PE of C( •), or equivalently to PE of y. Also UCO of (5. Consider also that •5-ri-A(S) Fig. 2 Modified repetitive control system
y(t)=\ C(t,y)x(t,y)dy
x(t,y) = A(t,y)x(t,y) y(t)=\C(t,y)x(t,y)dy
C(-,7) is PE, 1 IIC(f,7)ll 2 c?7<a<o 0 w (5.1 5) C(-,y), K( -,
Exponential Stability
We are now in a position to show that the repetitive control algorithm is exponentially stable.
Theorem 6.1. The system in Fig. 1 Proof. The analysis of the system through 2.14 holds, so we begin by showing that the system in Fig. 1 is UCO with respect to the output x 2 {t).
Defining the kernels
and renaming the influence function error x(-,-) by
•), (6-2) the adaptive system in Fig. 1 has the form of Eqs. (5.14) with y = x 2 and e = c 2 y. Thus, from Lemma 5.4, it is sufficient to show that C(t,r) is PE to show UCO.
Since J(/,T) satisfies (3.3), for any functionX 0 {T) = V(T) T X 0 we have 
where r(t) is assumed to be sufficiently differentiable such that w(t) is bounded. Define J(t,r) such that
where J(t,r) is the kernel satisfying Assumption 3.1 and such that the solution of the integral equation
exists. Now refer to Fig. 2 . Define as before
w(t)= \ J(t,r)x(t, T )dT, where x(t,r) is the estimate of the unknown influence function X(T).
Also define the signal
w*(t) = (s+a)w(t).
The error equation becomes e(t)=r(t)-G 0 (s)[w*(t)+e(t)] = r(t)-G 0 (s)[L(s)w(t)+e(t)].
(7.5) (7.6)
Manipulating this equation results in
A Is) e(t) = T(s)L(s) r(t)-w(t) P{-xi(t)Px 2 (t)+-] St(UrYdr
This implies that the system decays exponentially to zero.
Remark. The assumption that w(t) has the form (2.5) where /(•,•) is known is reasonable. For example, the signal r(t) is often considered to have a finite Fourier series expansion. In such cases /(•,•) could be defined as
B(s)L{s) = T(s)L(s)[w(t)-w(t)].
Since T(s)L(s) is SPR, employing the learning rule dx(t,r) dt = J(t,T)e(t)
(7.7) (7.8) results in an exponentially stable system. The only potential difficulty is the generation of the signal w*(t). Assuming that J(t,r) is known-it can easily be calculated off-line if J(t,r) is periodic, we note the following: 2-7T c" cos n -t cos n -r dJ (t,r) 
)x(t,T)dr= J(t,T)x(t,T)dT + ae{t) \ J(t, rfdr.
(7.9)
Relaxing the SPR Condition
We now show that the use of a standard adaptive control
The last equality follows from the definitions of the learning law and of J (t,r) . This allows the generation of w* (t) and the relaxation of the SPR condition on the transfer function T(s).
Conclusion
This paper introduced the concept of functional persistence of excitation (PE) for the algorithms proposed in and the associated concept of functional uniform complete observability (UCO). Relevant PE and UCO properties for linear systems were developed as natural generalizations of the corresponding finite dimensional results.
Although proposed within a linear system theoretic framework, the results of this paper are a vital stepping stone to explore learning behavior.
A key result of this paper is the proof showing exponential stability of a repetitive control algorithm within a linear system framework.
The results in this paper are also used in in proving the exponential stability of a class of learning controllers in nonlinear mechanical systems, such as robot manipulators.
Remarks. Lemma4.2 requires that n(t)€L co , which is satisfied if the integral bound in (5.15) is satisfied, and that u(0 satisfies condition (4.9). This last condition is in turn satisfied if C(-,Y) satisfies (5.10).
