
























Submitted in partial Fulfillment of the 
requirements for the degree of 
Doctor of Philosophy 
under the Executive Committee 








































 Retrieving information from memory via a test has long been considered primarily a 
method of evaluating knowledge.  However, a growing body of experimental research has 
demonstrated that taking tests also helps to strengthen memory.  In both experimental and 
naturalistic settings, research has established that, compared to rereading or reviewing, practicing 
retrieval through test taking leads to poorer performance on immediate tests but superior and 
more durable long term memory on delayed tests.  The interaction between time of test and 
method of study is called the testing effect.  To date, very few attempts have been made to 
determine what cognitive variables might affect the existence or size of the testing effect, and 
none have done so using correlational research designs.  This dissertation examined the effects of 
language comprehension, background knowledge, and metacognition on individuals immediate 
and delayed recall when they studied by review and when they studied by taking a free recall 
test. 
 A sample of 90 undergraduate students read and studied two passages.  They studied one 
passage by repeated reading, and the other by repeated testing.  After studying, they took two 
short answer comprehension tests on each passage, the first immediately after reading the 
passage and the second after a week long delay.  The independent variables included time of test, 
method of study, type of question (factual recall or inference), language comprehension, 
 
background knowledge, and participants’ metacognitive judgments about their learning and 
future performance.  The dependent variable was performance on the comprehension tests. 
 Results indicated that a testing effect was not clearly established.  Although there was 
less forgetting in the repeated test condition than in the repeated review condition, which is 
consistent with a testing effect, the review condition consistently outperformed the testing 
condition, which is not consistent with the testing effect.  Differences between the results of this 
study and those from other testing effect research are hypothesized to be due to the detailed 
nature of the test questions. Regarding the cognitive variables, metacognitive judgments of 
learning (JOLs) were not consistently predictive of test performance, background knowledge 
predicted performance on tests in the repeated review but not the repeated test conditions, and 
language comprehension, which was the best predictor overall, was a significant predictor of 
performance on the immediate test in the repeated test condition, and the delayed tests in both 
conditions.  Future research should focus on examining the effects of individual differences on 
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An Introduction to the Testing Effect 
In 1917, Gates first demonstrated the benefits of repeated retrieval on long term memory 
(Gates, 1917).  This finding has been dubbed the testing effect.  Since that first report, repeated 
retrieval has reliably been demonstrated to enhance long term memory more than repeated 
review (Roediger & Karpicke, 2006b).  These findings have wide ranging implications for 
educational practice.  However, the benefits of testing on later retention are poorly understood by 
teachers and students.  When surveyed, college students often fail to endorse self-testing as a 
major study technique (Carrier, 2003; Karpicke, Butler, & Roediger, 2009; Tomes, Wasylkiw, & 
Mockler, 2011; Van Etten, Freebern, & Pressley, 1997), and, in experiments, undergraduates rate 
self-testing as less effective than generating questions or rereading the material (Roediger & 
Karpicke, 2006a). 
In what has become a classic demonstration of the testing effect, Roediger and Karpicke 
(2006b) gave a study group four opportunities to study a short passage before a final test (SSSS). 
In comparison, the testing group was only allowed one opportunity to study before being given 
three intermediate tests (STTT).  An additional group reviewed the passage three times before 
taking a single intermittent test (SSST).  The final test, a between subjects variable, was 
administered after 5 minutes or 1 week.  On the immediate test (5 minutes), the review group 
(SSSS), the testing group (STTT), and the single test group (SSST) recalled 83%, 71%, and 76% 
of the passage respectively.  For participants who took the final test a week later, the testing 
group (STTT) recalled 61%, compared to 56% percent by the single test group (SSST) and 40% 
by review only group (SSSS) . 
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These results are part of a robust literature that finds similar results in lab settings using a 
variety of materials including paired associates, short prose and fictional passages (Butler, 
Marsh, Goode, & Roediger, 2006), and journal articles (Kang, McDermott, & Roediger, 2007).  
Additional research has demonstrated the testing effect using several different types of 
intermittent and final tests including multiple-choice (McDaniel, Anderson, Derbish, & 
Morrisette, 2007), cued recall, free recall (Carpenter & DeLosh, 2006; Pyc & Rawson, 2010), 
and inference tests (Butler, 2010; Karpicke & Blunt, 2011).  It has even been found effective 
when retrieval was covert and participants were unaware that they were being tested (Putnam & 
Roediger, 2013; Smith, Roediger, & Karpicke, 2013).  Beyond the laboratory, the testing effect 
has been reliably found in classroom settings with elementary, middle school, high school and 
undergraduate populations (Glover, 1989; Goossens, Camp, Verkoeijen, Tabbers, & Zwaan, 
2014; McDaniel, Agarwal, Huelser, McDermott, & Roediger, 2011; McDaniel et al., 2007; 
Roediger, Agarwal, McDaniel, & McDermott, 2011; Rohrer, Taylor, & Sholar, 2010; Spitzer, 
1939). 
To date, however, research on repeated retrieval (i.e. the testing effect) has been 
conducted using classical experimental methodologies that compare large groups under a variety 
of conditions.  These approaches, common in cognitive psychology, have established the 
efficacy of the testing effect and made some progress in understanding the general cognitive 
mechanisms that might underlie it.  However, almost no attempts have been made to determine 
what cognitive variables within individuals might affect the existence or size of the testing effect.  
It is possible that skills that are generally related to academic performance, such as verbal 
comprehension, background knowledge, and metacognition may impact the relative 
effectiveness of self-testing compared to review.  This dissertation will attempt to answer the 
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question: Are individuals’ verbal comprehension, background knowledge, and metacognition 







Studying is an integral part of academic skill development, and a variety of study 
techniques have been demonstrated to help encode information in long term memory and to 
facilitate retrieval.  Not surprisingly, college students view studying as an important part of their 
preparation for examinations (Perlman, McCann, & Prust, 1999; Van Etten et al., 1997).  
However, it is unclear why studying is helpful.  Do students benefit from the time spent 
studying, or from the strategies they use when studying?  The answer is unclear (Schuman, 
Walsh, Olson, & Etheridge, 1985).  John Carroll developed a model to predict effective learning; 
he hypothesized that amount of time spent studying correlated to learning (Carroll, 1963).  
Wagstaff tested this hypothesis via a survey and found that ACT scores, high school GPA, 
completion of assignments, and hours per week spent studying all predicted the GPAs of 190 
undergraduate  science and engineering majors (Wagstaff & Mahmoudi, 1976).  Similar results 
were found when controlling for learning ability, which was measured by a short intelligence test 
(Carver, 1970).  However, other research has not found a correlation between hours studied and 
final grades (Allen, Lerner, & Hinrichsen, 1972; Schuman et al., 1985), and in some cases, once 
high school GPA and SAT scores are controlled for, negative correlations have been found 
between time spent studying and grades (O’Connor & Chassie, 1980). 
It seems illogical that the amount of time students spend studying would not significantly 
correlate or would negatively correlate with grades.  Tomes (2011) attempted to resolve the 
uncertainty surrounding the connection between study time to grades by having 37 students from 
two psychology classes log their studying behavior for 10 days prior to a class examination.  
Tomes compared behaviors with their grades on the test, their final grade in the course, and their 
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overall GPA.  The amount of time students reported studying was not related to their grade on 
the test, in the course, or their overall GPA.  Tomes also classified students’ reported behaviors 
into one of four passive (passive rereading, highlighting/underlining, rote memorization, or 
other) or five active (creating/writing/processing, quizzing/testing, locating other sources, 
elaborative mnemonics, or other) behavior clusters.  These behaviors were analyzed both as a 
percentage of the study sessions in which they occurred and as a percentage of total activities 
(without regard to the amount of time they took).  Students reported passive reading to be their 
most common studying activity; it occurred during 94% of study periods and accounted for 45% 
of studying behaviors.  However, despite its popularity among students, the proportion of passive 
reading behaviors students reported had a negative correlation with grades on the test, in the 
course, and their overall GPA.  Passive reading was followed in popularity by active 
creating/writing/processing of materials (48% of study sessions; 23% of study behaviors) and 
quizzing and testing (29% of study sessions; 12% of study behaviors).  The use of active 
strategies had an overall positive correlation with students’ grades.  Results also indicated that 
creating/writing/processing of materials was positively correlated with grades on the test and the 
final grade on the course.  The correlation approached significance with overall GPA.  Most 
relevant to the current dissertation, the use of testing and quizzing, when viewed as the 
proportion of study sessions in which they were used, were positively correlated to all 
performance outcomes.  When viewed as a proportion of all study behaviors, testing/quizzing 
was positively correlated with grade on the test and GPA, and the correlation with grade in the 
course approached significance.  These findings are consistent with theories that studying that 
increases one’s depth of processing leads to improved later recall (Craik & Tulving, 1975). 
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Given the apparent benefits of active study strategies, particularly repeated testing, one 
would expect students to be at least partially aware of their benefits.  However, when asked, 
students most frequently identify repeated reading or passive review as their study method of 
choice (Carrier, 2003; Karpicke et al., 2009; Tomes et al., 2011; Van Etten et al., 1997), and, 
unsurprisingly, college students report believing that passive review will lead to better long term 
retention than other methods.  However, students may not be aware of more efficient study 
techniques such as distributed practice (Cepeda, Pashler, Vul, Wixted, & Rohrer, 2006), 
generating responses to prompts (Slamecka & Graf, 1978), and repeated recall/testing.  In one 
study that asked college students to list their favorite methods of study, 84% reported repeated 
rereading followed by some form of self-testing (11% reported practicing retrieval, 43% reported 
completing practice problems, and 40% reported using flashcards).  When forced to choose one 
technique to restudy a chapter, 57% of participants chose to restudy, 18% said they would test 
themselves, and 21% chose some other study technique (Karpicke et al., 2009).   
Students’ beliefs about the efficacy of repeated reading stand in stark contrast to research 
which indicates that repeated reading is not effective in promoting long term recall  (Callender & 
McDaniel, 2009; Karpicke & Blunt, 2011; Roediger & Karpicke, 2006a).  Karpicke and Blunt 
(2011), for example, had 80 participants read and then study a text in one of four conditions: read 
only (no study), repeated study (SSSS), constructing a concept map, or a retrieval practice 
condition that included free recall of the text followed by a second study period and a second 
free recall (STST).  After learning, metacognitive predictions were made about their memory a 
week later.  Judgments of learning (JOLs) indicated students were most confident in the repeated 
study condition followed by the read only and the concept mapping conditions.  They were least 
confident about their performance in the retrieval practice condition.  However, results indicated 
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that retrieval practice resulted in higher final test scores than repeated study and concept 
mapping.  The single study session resulted in significantly lower results than any of the other 
conditions.  
Participants have been found to prefer self-testing to rereading, when feedback is present. 
It may be that students elect to reread in order to encode information, but choose to test later in 
the studying process in order to assess their learning (Karpicke et al., 2009; Kornell & Son, 
2009).   Research on the effects of feedback following intermittent tests (discussed below), 
indicates that receiving feedback may also help students assess how well information has been 
encoded as well as to re-encode incorrectly recalled information (Kang et al., 2007; Pashler, 
Cepeda, Wixted, & Rohrer, 2005).  However, students’ persistent opinion that testing is 
primarily effective as a feedback mechanism is contrary to research suggesting that testing 
directly assists with long term retrieval.  It should also be noted that student views of testing may 
be dependent on the level or culture of the participants.  A similar survey conducted in a medical 
school in Munich indicated that the students were more likely to practice by retesting (52%) than 
to restudy (16%) (Schmidmaier et al., 2011).   
The advantages of repeated retrieval over review for long term recall have long been 
reliably demonstrated in lab settings using a variety of materials since the phenomenon was first 
demonstrated by Gates in a series of experiments (1917).  For example, the testing effect has 
been demonstrated by having participants memorize vocabulary words and definitions, 
(Goossens et al., 2014), paired associates or word lists (Bouwmeester, Vermunt, & Sijtsma, 
2007; Carpenter & DeLosh, 2006; Grimaldi & Karpicke, 2012; Karpicke & Blunt, 2011; 
Karpicke & Roediger, 2007b; Lipowski, Pyc, Dunlosky, & Rawson, 2014) including paired 
associates consisting of Swahili – English equivalents, which made mnemonic devices more 
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difficult to utilize (Nelson, Dunlosky, Graf, & Narens, 1994; Pyc & Rawson, 2010; Toppino & 
Cohen, 2009).  Other laboratory work has demonstrated the testing effect using both short prose 
passages (Glover, 1989) as well as a long chapter (Butler et al., 2006; Kang et al., 2007; Spitzer, 
1939; Weinstein, McDermott, & Roediger, 2010), which allowed participants to generate more 
elaborative memory structures than simple word lists.   
Beyond the laboratory, repeated recall has been demonstrated as useful in the classroom 
(Glover, 1989; Metcalfe, Kornell, & Son, 2007; Roediger et al., 2011).  In an early study, Spitzer 
(1939) demonstrated the testing effect in a classroom by having 3,605 sixth graders read two 
articles.  The children were broken into ten groups.  Nine of these groups read both articles and 
were tested on article A on the same day.  By varying the time before the other groups took 
intermittent and/or final tests on article B (0, 1, 7, 14, 21, 28, and/or 63) Spitzer demonstrated 
that forgetting was minimized when students took an intermittent test.  These results were 
consistent for students with both “superior” and “inferior” learning abilities. 
More recently, McDaniel, Anderson, Derbish, and Morrisette (2007) examined the testing 
effect as part of an online college course.  They generated 2 sets of 10 similar facts from 6 of the 
course’s weekly readings.  The facts were not emphasized in the corresponding course lectures.  
Students reread or took either a multiple-choice or short answer quiz on one set each week and 
were provided feedback for correct and incorrect quiz responses (reread passages were displayed 
again).  Long term retention was assessed using 2 unit tests consisting of 60 multiple-choice 
questions covering three weeks of material and a final exam comprised of multiple-choice 
questions on all 120 facts.  During both unit tests and final tests, students performed better on 
facts which they had been re-exposed to by a quiz compared to rereading or no additional 
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exposure.  Interestingly, students showed more gains after taking short answer intermittent 
quizzes than multiple-choice intermittent quizzes. 
Testing in the classroom has also been shown to have benefits over much longer periods 
of time.  McDaniel et al. (2011) selected target facts (80% memory and 20% inference) from five 
textbook chapters used in a middle school science course.  The chapters were presented as part of 
the normal classroom science lessons throughout the school year.  Students were given low-
stakes initial quizzes on half of the selected facts.  These quizzes took place pre-lesson (before 
the lesson but after homework reading), post-lesson, and 1 day before the unit test (review 
quizzes).  They also completed unit tests and end-of-semester and end-of-year exams all of 
which included all of the target facts (including those that were not initially tested).  On the unit 
tests, which were taken approximately 20 days after the initial quizzes, students performed 
significantly better on quizzed facts than on non-quizzed facts.  Similar results were found on the 
end of semester and end of year exams.  These findings clearly showed that low stakes quizzes 
during the course of normal classroom instruction significantly aided long term retention.  In 
fact, subsequent experiments in the same study indicated that taking only a single post-lesson 
quiz was sufficient to boost long term retention.  However, there is a limit to the utility of in-
class quizzes.  The greatest aid to memory after short (unit tests) and long (semester exams) 
delays was from a review quiz taken a day before the unit tests, and, despite the individual 
effects of post-lesson quizzes, the gains from review quizzes were not enhanced by the use of 
additional quizzes (see also: Roediger et al., 2011).   
To date, the majority of the research on the testing effect has focused on the 
memorization of facts.  Comparatively little research has addressed the effects of retrieval on 
another important aspect of learning: the ability to infer, apply, and transfer information.  
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However, the research that does exist indicates that the testing effect benefits transfer (i.e. 
inferential learning) at least as much as it assists in the recall of facts (Karpicke & Blunt, 2011).  
More specifically, the testing effect has been demonstrated in a college course using rephrased 
questions (McDaniel et al., 2007), and in the laboratory using reversed cued recall intermittent 
and final tests, e.g., intermittent tests with the stimulus A asking for response B (A  ?) and 
final tests with the stimulus A asking for response B (B  ?) (Carpenter, Pashler, & Vul, 2006).  
Rohrer, Taylor, and Sholar (2010), for example, compared children’s scores on delayed fact or 
transfer questions about a map they studied using either a study or testing procedure.  Final tests 
demonstrated a testing effect for both question types.  The effect sizes indicated slightly better 
performance on transfer questions.  
Butler (2010) completed what is perhaps the most comprehensive examination of the 
testing effect on the transfer of learned information.  Using a within-subjects design, he looked at 
differences between initial studying method (rereading, reading isolated facts, taking a test), and 
type of learning (factual vs. conceptual).  During the first session of the experiment, participants 
read six 1000 word passages that contained six evenly spaced facts and six evenly spaced 
concepts.  During three subsequent opportunities, depending on condition, participants reviewed 
the passage by rereading, taking a cued recall test, or reading the list of isolated facts/concepts.  
One week later, participants took a final test that consisted of questions that required inferences 
to be made within the same domain as the passage and 2 control questions that had not 
previously been asked.  Results of the final inference tests indicated a clear testing effect. 
Participants performed better on both facts and concepts in the test condition than in the 
rereading or restudying isolated facts conditions.  With respect to the transfer of facts and 
concepts to similar domains, this study demonstrated that testing promotes better long term 
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memory for facts and concepts than rereading or restudying facts.  In a third experiment, Butler 
demonstrated similar findings when the final test required applying the information to a different 
domain (far transfer). 
An additional finding of interest made by Butler (2010) was that no significant testing 
effect was found in any of the three experiments for the untested control questions.  There was a 
consistent trend though, and when the data were collapsed across experiments, repeated restudy 
provided a slight advantage for untested control questions.    These findings are consistent with 
the findings from the retrieval-induced forgetting literature that focuses on interference induced 
forgetting of unretrieved words on categorical word lists immediately after learning or after short 
delays of a few minutes (Anderson, Bjork, & Bjork, 1994).   
However, an emerging literature started by Chan, McDermott and Roediger using a 
testing effect approach indicates that, with stimuli that more closely emulates classroom 
materials (i.e. reading passages), testing may also facilitate delayed retrieval of untested material 
from the same passage (Chan, McDermott, & Roediger, 2006).  In their first study, participants 
read two of four articles.  Twenty-four questions were created for each article, 2 sets of 12 
related, but not identical, questions (Set A and Set B).  After reading one of the two passages, 
participants took the test with questions from either Set A or Set B twice.  The content from the 
untested set of related questions was considered the “non-tested related” material.  No test was 
administered after the other passage.  A final test was administered after a 24 hour delay that 
included both sets of questions and questions from the control passage.  Participants performed 
best on the previously tested questions, indicating a testing effect, and they performed better on 
non-tested related questions than on questions about the control passage.  This experiment, as 
well as subsequent research, indicate that testing may facilitate recall of related untested material 
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after a long delay (Chan, 2010) and when participants develop a well-integrated understanding of 
the material (Chan, 2009). 
While the testing effect itself is firmly established, questions remain about mechanisms 
that underlie the effect.  Transfer-appropriate processing is one possible explanation.  Put simply, 
if one views studying as rehearsal or practice, practicing in a way that is most similar to the final 
assessment (e.g. taking a test) would lead to better results when participants practice by taking 
tests compared to practice by rereading (Morris, Bransford, & Franks, 1977).  Support for this 
explanation was found by McDaniel and Fisher (1991).  Participants in this investigation studied 
fifty-four facts that were judged to be generally unknown to college students.  Facts were 
presented via a computer screen for initial encoding.  During the second part of the experiment, 
participants were presented with an initial test on 36 of the 54 facts.  They were given 7 seconds 
to write an answer to the question before the answer was displayed for 17 seconds.  Half of these 
participants were instructed to review the correct answer using an elaborate review technique, by 
stating possible reasons why the statement could be true, and the other half were instructed to use 
rote repetition or to rehearse the answers by repeating them aloud.   
After a delay of 48 hours, participants were tested with questions corresponding to all 54 
facts.  Half of the questions were different from the questions used during the previous 
intermittent test, and half were reformatted to ask a different aspect of the fact.  Participants 
across conditions recalled the 36 tested items better than the 18 non-tested items.  Elaborate or 
rote rehearsal of feedback did not affect recall, but participants were more likely to answer a 
question correctly on the final test if they answered it correctly on the intermittent test.  The key 
finding in this study however, hinges on question format.  If transfer-appropriate processing is 
responsible for the testing effect, one would expect participants to do better on identical 
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questions than on questions that asked about a different aspect of the fact.  Though there were no 
overall differences related to question format on the final test, there was an effect for questions 
participants answered correctly on the intermittent test. They answered more questions correctly 
on final tests in the same format condition than in the different format condition.  These results 
support a transfer-appropriate processing view of the testing effect. 
However, other research on the type of intermittent test suggests that a different 
mechanism may play a role in the testing effect.  As discussed previously, several different types 
of intermittent tests have been demonstrated to cause a testing effect including recognition 
(Bouwmeester & Verkoeijen, 2011), cued recall (Carpenter & DeLosh, 2006; Pyc & Rawson, 
2010; Toppino & Cohen, 2009), multiple-choice (McDaniel et al., 2011; Roediger et al., 2011), 
and free recall (Glover, 1989; Roediger & Karpicke, 2006a).  Though each of these test formats 
has been demonstrated to be effective, Glover (1989, Experiments 4a, 4b, and 4c) attempted to 
compare the effects of different types of intermittent tests using three experiments in which 
undergraduates studied 300 word essays and took free recall, cued recall, or recognition 
intermittent tests, or were in a control group that did not take an additional test.  Intermittent tests 
were taken 2 days later.  Four days after initial encoding each experiment gave different final 
recall tests: free recall (Experiment 4a), cued recall (Experiment 4b), or recognition (Experiment 
4c).  Results indicated that regardless of the type of final test, a free recall intermittent test 
resulted in better final recall.  Additionally, for cued recall and recognition intermittent tests, 
cued recall intermittent tests resulted in higher final tests scores.  All differences were 
significant. These findings indicate that some mechanism other than transfer-appropriate 
processing is responsible for the testing effect. 
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Carpenter and DeLosh (2006) noted that Glover’s design was flawed because participants 
in the test conditions were exposed to items twice while control participants were only exposed 
once.  Thus, Carpenter and DeLosh replicated Glover’s results controlling for exposure time by 
having the study only group restudy the passages a second time.  Their results indicated that 
while there was no main effect for type of intervening task on overall retention, participants who 
were given free recall intermittent tests performed better on both cued and free recall final tests 
as compared to those in the cued or recognition intermittent test and control conditions.  These 
results also run contrary to the predictions of a transfer-appropriate processing view of the testing 
effect, and again indicate that some other mechanism must be behind the effect.   
In an attempt to further examine the role of the type of intermittent test using a within-
subjects design, Kang et al. (2007) had participants study four short journal articles.  Eight facts 
were taken from each article, and after reading, participants either read a list of the facts, 
completed an unrelated filler activity (control), or took a multiple-choice or short answer test on 
those facts.  Following a three-day delay, participants took a final test on all eight facts.  The 
final test consisted of 4 multiple-choice questions and 4 short answer questions that tested the 
same facts as the intermittent tests.  Multiple-choice intermittent tests significantly improved 
performance on both multiple-choice and short answer final tests as compared to control and 
short answer intermittent test conditions.  However, improvement from multiple choice tests was 
not significantly greater than simply being re-exposed to the list of tested facts (read statements 
condition), which also resulted in improved performance on the final tests.  In addition, in the 
short answer final test condition, participants performed better than the control condition after 
answering the short answer intermittent test questions.   
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While these results suggest that some degree of transfer-appropriate processing was at 
play, participants were much less likely to respond correctly to short answer intermittent test 
questions (54%) than to multiple-choice intermittent questions (86%), and additional analyses 
indicated that when participants were incorrect on multiple-choice intermittent tests they were 
more likely to provide the same incorrect response on the final test.  This makes comparing the 
two conditions difficult, and may indicate that retrieving a response on the intermittent tests 
simply increases the likelihood of retrieving the same response on the final tests, and thus, 
improves later recall when the initial recall is correct.  To examine this possibility Kang et al. 
used an effectiveness score which they defined as “an estimate of the probability that items [that 
participants were unable to retrieve] make the transition into a [retrievable] state… as a result of 
an initial retrieval [occurring]” (p. 537).  Though results were preliminary due to missing 
responses, no differences were found in any condition which suggests that successful retrieval on 
multiple-choice and short answer intermittent tests benefitted long-term memory equally.  Not 
only does this add additional evidence against a transfer-appropriate processing model of the 
testing effect, it also raises doubts as to the efficacy of the testing effect when an incorrect initial 
response is given during the intermittent test.  Similar results have also indicated that using 
retrieval to improve later recall is most effective when participants correctly recall information 
during initial tests (Butler, 2010; Chan, 2010; McDaniel & Fisher, 1991). 
Feedback is one mechanism that may help “save” participants from an incorrect 
intermittent response, and research on the testing effect to date indicates that the gains to long-
term memory are not predicated on feedback.  In fact, the testing effect has been demonstrated 
both in studies with feedback (Butler, 2010; Carpenter & DeLosh, 2006; McDaniel et al., 2007) 
and without feedback (Roediger & Karpicke, 2006a; Schmidmaier et al., 2011).  In an attempt to 
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examine the impact of feedback more thoroughly, Kang et al. (2007) replicated the experiment 
discussed above, providing correct responses after participants responded to intermittent test 
questions.  Under these conditions, short answer intermittent tests were superior to the multiple-
choice intermittent tests, read statements, and control conditions on both short answer and 
multiple-choice final tests.  Additionally, participants performed similarly on the final tests after 
completing the multiple-choice and read-statement intermittent tasks, indicating no testing effect 
in those conditions.  Final test scores in both of these conditions were significantly higher than 
the control condition.  Feedback also decreased the likelihood that participants provided the same 
incorrect answer on both multiple-choice intermittent tests and on the final test. 
By combining the data from their two experiments Kang et al. (2007) were able to 
demonstrate that, when provided with feedback, taking a short answer test improved long term 
retention more than rereading facts, but similar results were not found with multiple-choice 
intermittent tests.  Similar, though marginally significant, results were found using the 
effectiveness score.  Across conditions, however, feedback at the time of the intermittent test was 
more beneficial for final tests items when participants provided incorrect intermittent test 
responses.  This may indicate that differences between the feedback and no-feedback results for 
short answer intermittent tests may be driven by the greater number of incorrect responses.  That 
is, the primary role of feedback in the testing effect is to correct retrieval errors that occur during 
the intermittent tests.  This is consistent with other evidence that feedback is most beneficial for 
long term memory when it provides the correct response (Bangert-Drowns, Kulik, Kulik, & 
Morgan, 1991; Pashler et al., 2005).  Additionally, feedback allows learners to confirm correct 
responses (Karpicke et al., 2009).  
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If transfer appropriate processing cannot account for the testing effect, questions remain 
as to what mechanism(s) underlie it.  Early modern studies on the testing effect did not always 
require participants in the review condition to restudy material.  This led to the exposure 
hypothesis, which states that tests led to more and longer exposure to the information in the 
treatment than in the control conditions, and the additional exposure resulted in increased long 
term retention (Slamecka & Katsaiti, 1988).  However, subsequent research discounted this 
theory by providing equal time for review by the control group (Glover, 1989; Roediger & 
Karpicke, 2006a, 2006b).  Thus, one is left to conclude that the effect must be related to the act 
of retrieval required by the test.  But by what process does retrieval increase long term retention?   
One proposed explanation is that retrieval strengthens and elaborates the memory trace 
and/or creates/strengthens cues that make later retrieval easier (McDaniel & Masson, 1985; 
Whitten & Bjork, 1977).  A similar proposed mechanism relies on the depth of processing 
framework wherein retrieval leads to elaborative deeper processing which in turn leads to better 
long term retention (Craik & Tulving, 1975).  Retrieval has been shown to be at least as effective 
as other study techniques that are designed to increase depth of processing such as concept 
mapping (Karpicke & Blunt, 2011) and generating questions (Weinstein et al., 2010).  Thus, 
within the framework of the testing effect, effort required during the act of retrieval may lead to 
deeper and more elaborative processing which in turn leads to better retention.   The effortful 
retrieval hypothesis suggests that retrieval may require more effort than reviewing, and that the 
additional effort leads to deeper processing.  This proposal is consistent with findings that harder 
intermittent tests that required production (e.g. cued or free recall) lead to greater later recall than 
recognition tests (Duchastel, 1981; Kang et al., 2007; McDaniel et al., 2007).   
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Pyc and Rawson (2009) tested two basic assumptions about correct retrieval and the 
assumptions of the effortful retrieval hypothesis:  (1) effortful retrieval is more difficult 
following longer delays between initial encoding and the first intermittent test and (2) effortful 
retrieval is more difficult during the first intermittent test than during later intermittent tests 
(Karpicke & Roediger, 2007a).  Materials tested were ten lists of 70 Swahili-English word pairs.  
Factors included (1) criterion level (within subjects, between word lists) which was defined as 
the number of correct retrievals required during test-practice trials (1, 3, 5, 6, 7, 8, or 9 correct 
retrievals during practice), (2) intermittent test interval (ITI, between subjects), and (3) retention 
interval before final test (25 minutes or 1 week, between subjects).  During initial study, trial 
cues and target words were presented together.  During test-practice trials, participants were 
asked to recall the target word with corrective feedback if they were incorrect and lists were 
presented in a random order until participants met the recall criterion for all items.  Participants 
in the short ITI group were administered tests immediately following all of the initial study trials 
for that list (approximately 1 minute later).  For the long interval group, participants completed 
learning trials for five of the lists before attempting the test-practice trials, creating an interval of 
approximately 6 minutes before retrieval.  For the purposes of testing the hypotheses, it was 
assumed that longer ITI internals required more effort.  Consistent with the hypothesis that 
increased effort would lead to better long term retrieval, participants in the long ITI performed 
better on final tests and additional retrieval opportunities led to a pattern of diminishing returns 
as retrieval became less difficult for three of the four between subjects groups (the fourth group, 
short ITI/long retention suffered from floor effects).  To confirm that longer ITI intervals 
required more effort, a follow up experiment that measured reaction time found that, for correct 
responses, key presses were longer after a long ITI, but grew faster as a function of the number 
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of correct retrievals.  The results of both experiments were consistent with other studies of 
response latency and the testing effect (Karpicke & Roediger, 2007a), and confirm the effortful 
retrieval hypothesis.   
Carpenter and DeLosh (2006) further demonstrated the potential of the effortful retrieval 
hypothesis by increasing the semantic difficulty of retrieval during the test trials.  Participants in 
their study memorized 12 lists of eight orthographically, semantically, and phonologically 
dissimilar words each of which started with a different letter.  Review type was manipulated 
within subjects, and after each list was presented and a distracter task completed, participants 
either restudied the list or took a test on it.  Six lists were in the restudy and test conditions 
respectively.  What was unique about this procedure was the nature of the test.  Participants were 
cued to recall the word by seeing the first letter of the word on the computer screen.  If they were 
unable to recall the word, participants could press the space bar and additional letters would be 
revealed until they successfully retrieved the word.  Following the final list, participants 
completed a final five minute distracter task before being asked to write down as many of the 
words from all of the lists as possible.  As expected, tested words were remembered better than 
restudied words.  Most interestingly however, words that required fewer cues during the 
intermittent tests, and, thus, more elaborative processing, were more likely to be retrieved.  This 
finding held true even when the number of letter cues was controlled experimentally in a 
subsequent experiment, and provides support that the effort required during retrieval related to 
the testing effect.   
Based on indications that effortful retrieval and depth of processing were key 
mechanisms related to the testing effect, Butler (2010) proposed that the “new theory of disuse” 
as proposed by Bjork and Bjork (1992) provides a broad scale framework to conceptualize how 
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processing and the act of retrieval leads to improved later recall.  The theory proposes that the 
likelihood of recalling a memory depends on two functions: storage strength and retrieval 
strength.  Storage strength describes how well the information is encoded into memory, and does 
not degrade over time.  Theoretically storage capacity is effectively limitless.  Retrieval strength 
represents the ease with which information can be retrieved from memory.  It is a limited 
capacity activity that is based on the availability of cues.  It degrades with disuse and degrades 
more rapidly when other things are learned and retrieval strength is lowered because of 
interference.  Successful retrieval at any given time is predicated on both factors being strong 
enough.  The theory assumes that both studying and retrieval increase storage and retrieval 
strength, but, retrieval more so than studying.  The increase in both storage and retrieval strength 
is a function of the preexisting retrieval strength.  Consistent with the effortful retrieval 
hypothesis, difficult retrieval (i.e. retrieval of memories with low retrieval strength) produces 
larger gains for information that was retested.  The theory predicts that restudying a passage will 
raise retrieval strength of the entire passage a little bit, and therefore, (compared to retrieval) 
result in higher overall scores on tests taken immediately.  In contrast, taking a test only creates 
gains for items tested and restudying creates consistent small gains across the board (Butler, 
2010; Kang et al., 2007; McDaniel & Fisher, 1991).   However, retrieval strength degrades over 
time, and thus after a delay, one would expect the relatively small gains from restudying to 
degrade and content that was practiced through retrieval would be better recalled.  In other 
words: one would expect the testing effect.  This theory is also consistent with research on 
learning (Rohrer, Taylor, Pashler, Wixted, & Cepeda, 2005) and retrieval inhibition (Anderson et 
al., 1994; Chan et al., 2006).  
 
21 
The new theory of disuse and the effortful retrieval hypothesis appear to be promising 
explanations of the testing effect.  However, while these theories provide possible explanations 
for the mechanism of the testing effect, they do little to address what cognitive skills might 
mediate the effectiveness of the testing effect in an academic environment.  To date, only one 
attempt has been made to examine the cognitive processes that might underlie individual 
differences in the testing effect.  Bouwmeester and Verkoeijen (2011) suggested that testing may 
enable encoding the gist of material, making it easier to recall than verbatim information.  As 
such, they hypothesized that testing would be most beneficial to children who were less effective 
at automatically processing the gist of a list of words.  To test this hypothesis, children were 
asked to memorize 12 lists of eight words.  Using a within-subjects testing effect template, the 
children studied 6 of the lists by reviewing them twice, and the other six by reviewing them once 
and then taking a free recall test.  A week later, they were asked to identify the words on a 
recognition test.  The words within each list were all related to a semantic lure that was not on 
the word lists but was included on the recognition tests.  For example, the words village, town, 
place, crowded, and traffic are all related to ‘city.’  The final test was administered after a one 
week delay, and it consisted of all 48 words, six lure words, and 24 unrelated distractor words.  
False recognition of the lures during the delayed test was used as an indication that the child 
encoded the ‘gist’ of the lists as opposed to simply memorizing the words.   
Results of the tests and lure recognition were used to group participants into three groups 
using latent variable analysis.  Two of the groups displayed a testing effect.  One of these groups 
showed a strong memory for tested words, and only identified lures on lists on which they took 
tests, indicating that they only processed the gist of the lists when they were retesting.  The 
second group demonstrated a testing effect, but still showed significantly lower recall than the 
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other two groups on tested words.  They also had lower rates of lure recognition on tested lists, 
suggesting that testing not only failed to improve their delayed recall as much as the first group, 
but it also failed to help them to identify the gist of the word lists.  The final group demonstrated 
good recall both under studying and testing conditions, and consequently, they did not show a 
testing effect.  However, they identified more lures on both restudied and tested words than other 
groups.  These findings were interpreted to mean that the final group, who did not demonstrate a 
strong testing effect, was able to encode the gist of the information under both encoding 
conditions.  Specifically, Bouwmeester and Verkoeijen concluded that the testing effect may be 
at least partially attributable to gist consolidation that occurs during retrieval, and the 
consolidation was unnecessary for the final group because of their general ability to determine 
the gist of the lists.  Pyc and Rawson (2010) found that retrieval may aid subsequent recall by 
improving the retrieval strength of gist based moderators that act as cues to aid recall of the 
target information.  They hypothesized that:  
“…the fact that empirical studies using different kinds of material report different sizes of 
the testing effect may be attributed to a main effect of the material, but it may equally 
well [be] the case that these different effect sizes are caused by an interaction of the 
material that is used and individual differences.” (p. 39) 
 
Similarly, recent research using categorized word lists indicate that, for adults, testing 
increased participants’ conceptual organization of the lists and increased the number of 
categories and the number of items within each category that were recalled (Lipowski et al., 
2014; Zaromb & Roediger, 2010).  These findings are interesting because it indicates that the 
ability to skillfully internalize a summary improved the efficacy of study by review and 
consequently minimized the testing effect.  However, it still begs the question; what variables are 
related to skill in summarization. The ability to summarize can be viewed as the ability to 
organize information into macropropositions (W. Kintsch, 1998), and is dependent on language 
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comprehension, background knowledge and possibly metacognition (W. Kintsch, 1998).  
Questions remain about how these underlying processes might affect the testing effect. 
In summary, the act of learning in school settings generally consists of two broad 
processes: encoding and some type of review.  Extensive research has been conducted on 
individual factors that contribute to encoding tasks such as note taking or reading.  However, 
comparatively little effort has been invested in research on the cognitive skills within individuals 
that are important for utilizing specific review processes, like the testing effect.  An 
understanding of these skills can lead to understanding not only the mechanisms that underlie the 
review process, but may reveal how the academic skill develops, when it might be most 
effective, and interventions that may be helpful for students who are still developing their skills.   
Background Knowledge 
One individual difference that could affect the testing effect is background knowledge.  
Previous research on the testing effect has only considered background knowledge as something 
to control for between groups (Johnson & Mayer, 2009).  However, research into other study 
skills indicates that background knowledge can improve recall of facts and information inferred 
from readings (Peverly & Sumowski, 2012; Recht & Leslie, 1988; Voss & Silfies, 1996; Walker, 
1987), and reduce the usefulness of study aides, such as advanced organizers and illustrations, 
which are designed to improve readers’ ability to comprehend, integrate (Derry, 1984), and 
transfer information (Mayer, 1979, 1983, 2008).  For example, West and Fensham (1976) asked 
high school students to take a background knowledge pretest and then study a passage about 
“Principals of Equilibrium” either with or without the assistance of a graphic organizer.  A 
multiple choice post-test, designed to measure inferential learning and near-transfer ability, was 
administered one week later.  Participants with low background performed better on the posttest 
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when they had the benefit of the graphic organizer, but those with high background knowledge 
performed similarly in both conditions. 
Walker (1986) explored the effects of background knowledge on reading comprehension.  
General aptitude was controlled for by the use of a crossed, two factor design: domain (baseball) 
related knowledge (high/low) and general aptitude (high/low).  Aptitude was determined by 
scores on an Army aptitude test of general and technical abilities.  A baseball knowledge test was 
administered to determine domain knowledge.  These classifications resulted in four participant 
groups: high aptitude/high knowledge, high aptitude/low knowledge, low aptitude/high 
knowledge, and low aptitude/low knowledge.  During the experimental session, participants 
followed along while listening to a recording of a baseball related passage and took free and cued 
recall tests on the passage.  Results of the free recall tests showed that regardless of aptitude 
level, groups with high background knowledge outperformed the low background knowledge 
group, and participants in the two high background groups performed similarly to each other.  
Subsequent analysis indicated that not only did the high background groups outperform the low 
background groups, but they remembered different information.  The high background 
knowledge groups remembered more about the setting, the goals statements, and the game than 
the low background knowledge groups, but the groups recalled equivalent amounts about the 
non-game actions of the passage.  Regardless of general aptitude, the low background knowledge 
groups also made fewer correct inferences than the high background knowledge groups. 
 Walker’s (1987) findings with respect to inferences are particularly intriguing because 
they indicate that background knowledge may be particularly important for “meaningful 
learning” (Mayer, 2008) that allows for the organization and integration of new information with 
previous knowledge and later transfer of the information to other settings.  In other words, it 
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allows readers to more easily go beyond verbatim (i.e. rote) learning.  Voss and Silfies (1996) 
tested these predictions using two types of text. They hypothesized that background knowledge 
would predict learning from a text that required the reader to make inferences, but general 
reading comprehension skill would be the primary contributor to comprehension of a similar but 
expanded text that did not require the reader to make as many inferences from the text.  They 
tested their hypothesis using texts that depicted fictional but realistic historical events.  Expanded 
and unexpanded versions of each text were developed.  In a within subjects design, participants 
read the expanded version of one text and the unexpanded version of the other.  Readings were 
followed by a 20 cued recall question test on the passage that included 10 questions about 
information that was present in both texts.  Ten questions pertained to information that was only 
present in the expanded version of the text.  In order to answer these questions after reading the 
unexpanded text readers had to make inferences.  A “reading comprehension set” of variables for 
each participant was based on scores from the Nelson-Denny test, a measure of reading rate, and 
their GPA.  A “history-knowledge set” included scores on a 20 question history knowledge test, 
the number of political science courses they had taken, and their self-reported interest in current 
events.  When reading the expanded text, reading comprehension test scores correlated to test 
scores.  History comprehension did not.  Consistent with hypotheses, the opposite results were 
observed on unexpanded texts.  Responses to the questions about information that was not 
included in the unexpanded version of the text supported the hypothesis that background 
knowledge is a key factor in enabling learners to make inferences from text.  Two of the three 
reading set variables (reading comprehension and GPA) correlated to scores on the expanded 





Controversy exists about how much metacognitive skill students have when predicting 
future performance.  Some evidence exists to suggest that college students are able to monitor 
their learning to make decisions about how they read or study (Brown, Day, & Jones, 1983; 
Brown & Day, 1983; Brown & Smiley, 1977).  However, other research has shown that students 
make less confident judgments of learning (JOLs) when using a more complex content or 
effortful encoding processes (Peverly, Brobst, Graham, & Shaw, 2003; Pressley, Snyder, Levin, 
Murray, & Ghatala, 1987).   
These contradictory results beg the question: how are JOLs made and why are college 
students sometimes inaccurate when predicting their future performance?  Previous research 
indicates that students are more likely to indicate high JOLs when the encoding process is faster 
(Benjamin, Bjork, & Schwartz, 1998; Hertzog, Dunlosky, Robinson, & Kidder, 2003; Matvey, 
Dunlosky, & Guttentag, 2001).  Son and Metcalfe (2005) suggested that predictions are made by 
two separate processes: cue familiarity and ease of retrieval, depending on the speed with which 
the JOL is made.  Koriat and Ma’ayan (2005) attempted to validate this hypothesis by examining 
correlations between encoding fluency and retrieval fluency and JOLs.  Participants in their 
experiment studied a list of 90 Hebrew word paired associates at their own pace.  The timing of 
JOLs was manipulated within subjects such that a third were made immediately after encoding 
(no delay), a third after a short delay of 5-9 study trials, and a third after a long delay of 20-30 
trials.  All JOLs occurred after the stimulus word was presented, and participants were given 
eight seconds to attempt to retrieve the target word.  Key dependent variables included retrieval 
fluency (both if it was correctly retrieved and how quickly the retrieval occurred) and encoding 
fluency (the amount of time participants chose to study the pair).  For all three delay conditions, 
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both encoding and retrieval fluency correlated to JOLs.  However, in the immediate condition, 
JOLs were only weakly correlated to retrieval latency (r = -.11 p<.05), but they were more 
strongly and negatively correlated to encoding fluency (r = -.35, p<.0001) such that the more 
time spent studying the word pair, the lower the JOL.  The correlation with encoding fluency was 
weaker after a short delay (r = -.19, p<.001) and a long delay (r = -.10, p<.06).  However, 
retrieval fluency was much more strongly related to JOLs for the short (r = -.69, p<.0001) and 
long (-.75, p<.0001) delay conditions.  In other words, the longer it took participants to retrieve 
the pair, the lower their JOL.  These results, along with additional analysis, support the 
hypothesis “JOLs increase with increasing ease of accessing the target at the time of making 
JOLs, and that the contribution of retrieval fluency to JOLs increases the longer the interval 
between the study phase and the elicitation of JOLs” (Koriat & Ma’ayan, 2005, p. 482).   
Interestingly, in a second experiment, Koriat and Ma’ayan (2005, Experiment 2) 
experimentally controlled encoding latency and found that, unlike the self-paced conditions in 
experiment 1, JOLs increased with additional study time and appeared to be mediated by 
retrieval fluency.  The lack of consistency in the relationship between JOLs and experimentally 
and self-paced presentation/encoding times led to the hypothesis that in experiment 1 the link 
between longer study times and lower JOLs was mediated by the effort required to study or 
“difficulty of encoding” (p. 489).  This is consistent with other findings that students’ JOLs are at 
least partially based on the ease of processing during encoding (i.e. when encoding requires less 
effort) (Begg, Duft, Lalonde, Melnick, & Sanvito, 2000; Kelley & Lindsay, 1993).  As discussed 
above, repeated retrieval is a more effortful task than repeated studying.  Therefore, one would 
predict lower JOLs when college students are tested as compared to restudying.  Indeed, this is 
consistent with previous research which shows that contrary to their actual results, college 
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students predict they will better recall information after repetitively studying than after taking a 
test (Karpicke & Blunt, 2011; Karpicke et al., 2009; Roediger & Karpicke, 2006a) and that 
taking tests overall can lower aggregate JOLs (Koriat, Sheffer, & Ma’ayan, 2002; Koriat, 2007).   
Language Comprehension 
For mature readers who have automatized the process of word recognition, language 
comprehension is synonymous with reading comprehension (Gernsbacher, Varner, & Faust, 
1990; Hoover & Gough, 1990; Perfetti, 1985).  The ability to understand and comprehend 
studied material may have a strong impact on the testing effect.  Simply put, if the reader cannot 
comprehend the passages to be tested, they cannot be expected to later recall them.  Beyond the 
obvious however, as previously discussed, language comprehension is related to one’s ability to 
consolidate information into organized summaries (E. Kintsch, 1990; W. Kintsch, 1998), and the 
testing effect may be related to one’s ability to recognize the gist of the target material (Hidi & 
Anderson, 1986; Winograd, 1984).  Smiley, Oakley, Worthen, Campione, and Brown (1977) 
demonstrated links between summarization skills and reading comprehension.  Two groups of 
seventh grade students (good readers/poor readers) read one story and listened to another.  After 
each passage, they were asked to write summaries.  Results for both read and heard passages 
showed that the good readers wrote more complete summaries and their summaries included a 
larger proportion of structurally important information.  In other words, good readers not only 
recalled more about the stories, but they also were more discriminating and more likely to recall 
more of the important information.  Examining links between verbal comprehension and the 




Additionally, reading comprehension and other cognitive skills have been linked to 
student performance on other complex study skills such as text note taking. Peverly and 
Sumowski (2012) investigated cognitive factors that they hypothesized could contribute to 
college students ability to take notes about a text and subsequently study for and take a test on 
the passage.  Cognitive factors included in the study were: transcription fluency, executive 
control of attention, reading comprehension, background knowledge and verbal working 
memory.  The experiment occurred in two sessions.  During the first session, participants were 
given 15 minutes to take notes on a short fictional passage (the same passage used by Voss and 
Silfies, 1996).  They were informed that they would be asked to study their notes before taking a 
test on the material during the second session.  After taking notes on the passage, participants 
completed measures of their reading comprehension, transcription fluency, executive attention, 
and verbal working memory.  During the second session, participants took a history background 
knowledge test, studied their notes for 10 minutes, and then took free recall and multiple choice 
tests on the passage.  The multiple choice test included both inference and factual recall items.  
Results indicated that note quality was predicted by transcription fluency and reading 
comprehension.  Essay quality was predicted only by quality of notes, factual multiple choice 
item performance was predicted by note quality, history knowledge, and reading comprehension, 
and inference multiple choice performance was predicted only by history knowledge. 
Purpose and Questions 
 The purpose of this study was to identify cognitive variables and processes that underlie 
gains in long term memory resulting from practicing retrieval (i.e. the testing effect) as compared 
to repeated restudy.   A within-subject testing effect design was used. Participants studied and 
were tested on two passages.  During one passage, they studied using repeated review, and they 
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studied with repeated testing on the other passage.  They were also asked to make judgments of 
learning (JOLs) at several different points while encoding or retrieving information, and their 
language comprehension and background knowledge were measured.  The dependent variable 
was correct responses on cued recall (short answer) comprehension tests (e.g. Who killed 
president Jones?).  Independent variables included: type of review, time of test (i.e. intermittent 
or final), type of question (i.e. factual or inferential), and measures of individual differences 
included background knowledge, reading comprehension, and metacognitive predictions about 
performance taken before the immediate test, after the immediate test, before the delayed test, 
and after the delayed test (JOLs).   
There is limited previous work on the effects of background knowledge, metacognition, 
and language comprehension on the testing effect; therefore, making predictions is difficult.  
Also, most lab based testing effect research has used between subjects designs with short 
passages or paired associates.  Thus the first question in this experiment was could the testing 
effect be replicated using a within-subjects design and medium length passages.  Once that was 
established, this dissertation attempted to answer three additional questions about the relationship 
of the testing effect to these cognitive variables: (1) what is the relationship between background 
knowledge, language comprehension, JOLs, and the testing effect, (2) are there differences in the 
testing effect when answering factual recall and inference questions, and (3) how do participants 








Participants were undergraduate students (N = 99) in an educational psychology class at a 
large university in the northeastern United States.  Participants received extra course credit for 
completing the study.  One participant’s protocol was dropped from the study because the person 
failed to follow directions, and eight participants failed to return for the second session, and were 
consequently dropped from the study.  Of the remaining 90 participants, the mean age was 19.7 
years (SD = 2.5), 90% were women, and 93.3% spoke English as their first language.  The 
race/ethnicity of the sample was primarily White/Caucasian (90%), African American/Black 
(1.1%), Asian American (2.2%), Latino/Latina/Hispanic (4.4%), and Other (1.1%).  Participants 
all identified themselves as undergraduates in their first (53.3%), second (34.4%), third (2.2%), 
or fourth (2.2%) of college (two participants chose not to respond), and they reported a mean 
GPA of 3.4 (SD = .42).  No participants reported being diagnosed with ADHD or a writing 
disability.  One participant reported being diagnosed with a reading disability, but the person’s 
scores did not noticeably differ from the other participants’ scores. 
Design 
 The experiment consisted of two within- subjects variables: method of studying (testing; 
review) and time of test (immediate; delayed), which were crossed to produce a 2 (method of 
studying) x 2 (time of test) design. The primary dependent variable was test performance (factual 
items; inference items). Students also were administered measures of background knowledge, 
language comprehension, and metacognition to evaluate their effects on test outcomes.  To 
control for order effects, method of studying (testing; review) and passages (Anchad (A); Padria 
 
32 
(P)) were counterbalanced, creating four different orders of presentation: (1) 
Review(A)/Testing(P); (2) Review(P)/Testing(A); (3) Testing(A)/Review(P), and (4) 
Testing(P)/Review(A). The basic experience of each participant is represented below and a more 
detailed description of each study trial is presented later in the text. 



















































A = Anchad Passage (Passage 1); P = Padria Passage (Passage 2) ; 
X 
Denotes JOL made at the end of the time period 
about future test performance; 
y 
Denotes JOL made at the beginning of the time period about pending test 
performance; 
z 
Denotes JOL made after the time period about past test performance 
 
Materials  
The materials consisted of two fictional history texts, free and cued recall tests of passage 
content, metacognitive questionnaires of participants’ beliefs about their memory of the 
passages, a distractor word search task, and measures of language comprehension and general 
history knowledge.  All materials were group administered, and 20 of the cued recall protocols 
were scored by two raters to determine inter-rater reliability.  Disagreements were settled by 
consensus.   
History texts. The texts in Appendix A and B are adapted versions of texts created by 
Voss and Silfies (1996) for use in studying text comprehension.  The texts are similar fictional 
passages written to portray realistic historical scenarios.  One text, the Anchad passage, describes 
the strained relationship between two neighboring countries that share a common history.  The 
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Padria passage discusses the history of a small tropical country that is undergoing an internal 
power struggle and how larger more powerful countries use Padria as a proxy for their own 
conflicts.  The use of fictional, yet plausible, passages enabled the investigation of how the 
testing effect was affected by participants’ general history background knowledge while 
controlling for their knowledge of specific historical facts that might have influenced their 
factual recall of the passages.    
Voss and Silfies (1996) originally created two versions of each text, and 20 factual recall 
questions for each.  One version of the text was an extended text that contained all of the 
information asked in the comprehension tests.  The extended versions were approximately 1,850 
words in length.  The other version was shortened to approximately 770 words, by omitting 
information in text related to 10 of the comprehension questions. The purpose was to force 
participants to generate inferences to answer the questions.   The shortened passages were used 
for this study. However, when the passages were checked to ensure that they contained the 
information needed to generate the required inferences, it was found that the information in the 
passages was not sufficient to generate all of the inferences needed to answer them. Thus, 
information was added to the passages to ensure that responses to all of the inference questions 
could be inferred from the text. The questions and their answers were verified as requiring text 
based inferences by two raters.  Disputes were decided by consensus. 
Intermittent tests.  During the retrieval/retesting study periods, participants were asked 
to spend five minutes writing all of the information they recalled about the passages on blank 
paper (See Appendix C).  This format is similar to that used by Roediger and Karpicke (2006) to 
induce a testing effect for reading passages.  A free recall test was selected because they have 
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been demonstrated to create a larger testing effect than cued recall or recognition tests (Carpenter 
& DeLosh, 2006).  These tests will occur during T2, T3, and T4. 
Immediate and final (delayed) passage comprehension tests.  The majority of the 
questions were identical to the original questions created by Voss and Silfies.  Original questions 
for which answers could not be inferred from the shortened passages were discarded, and 
additional inference questions were created such that ten of the questions required text-based 
(coherence) inferences.  Questions were reviewed by two separate raters and were modified by 
consensus until both raters concurred about the type of inferences required.  Once this was 
complete, a third rater confirmed that the questions were appropriately categorized.  Factual and 
inference questions were then independently and randomly divided into an immediate final test 
and a delayed final test.  Each of these tests initially consisted of 8 factual and 7 inference 
questions (see Appendix D-G).  However, during scoring, it became apparent that one of the 
inference questions on the immediate Anchad comprehension test could be legitimately 
interpreted as either a factual or inference question, and was dropped from the experiment.  All 
statistical analyses were conducted on the percentage of questions participants answered 
correctly. 
Participants’ short answer responses were coded as correct or incorrect, and Cronbach’s 
alphas were calculated to determine the reliability of the recall and inference questions for each 
of the four comprehension tests.  On immediate Anchad comprehension tests, the reliability of 
the inference and recall questions was .58 and .75 respectively.  On the immediate Padria 
comprehension test, the reliability of the inference and recall questions were .62 and .56 
respectively.  On the delayed Anchad comprehension tests, the reliability of the inference and 
recall questions was .65 and .54 respectively.  On the immediate Padria comprehension test, the 
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reliability of the inference and recall questions were .61 and .57 respectively.  The variable and 
relatively low reliability found on these measures is not surprising given that they are knowledge 
based tests that assess if participants know the experimental content. However, the reliability was 
noticeably higher when the tests were collapsed across study method and passages to examine 
the reliability of the 30 immediate test questions (α = .78) and the 30 delayed test questions (α = 
.82).   
Scoring. Tests were be scored by trained raters based on answer keys.  The answer keys 
were created by three raters based on data gathered in a pilot study. Differences were settled by 
consensus before a fourth rater confirmed the validity of the responses (See Appendix H-K).  
One question in the Padria passage had three distinct parts.  Therefore it was decided that it 
would be scored such that each part represented a third of a point.  
Inter-rater agreement for scoring the data in this experiment was established by randomly 
selecting 20 of the protocols. Each protocol consisted of four cued recall comprehension tests.  
The tests each had approximately 7 inference questions and 8 factual recall questions (see 
above), which were scored by two raters.  Disagreements were settled by consensus.  Inter-rater 
agreement prior to consensus was 98.75%.  After discussion, inter-rater agreement was 99.6%. 
During data scoring, it was noted that a number of participants failed to follow directions 
and took notes or underlined passages as they read them.  A total of 23 participants either took 
notes or underlined the passages they studied through testing and 37 took notes or underlined the 
passage they studied through rereading.  Of the 450 times that  participants read passages, 31 
passages had some amount of note taking and 39 passages had some degree of underlining.    
Each reread/review study attempt was coded and the percentage of passages on which 
participants took notes or underlined was noted.  Correlations were conducted to determine if 
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note taking or underlining effected test scores.  The percentage of passages participants took 
notes on did not correlate to results on the immediate retesting test (R = .07, p = .52), delayed 
retesting test (R = -.10, p = .33), immediate reread/review test (R = .09, p = .42), or the 
reread/review delayed test (R = .04, p = .69).  The percentage of passages participants underlined 
did not correlate to results on the immediate retesting test (R = -.13, p = .22), delayed retesting 
test (R = -.08, p = .41), or the immediate reread/review test (R = .03, p = .79).  The rate of 
underlining did correlate to participants scores on the reread/review delayed test (R = .23, p = 
.03).  Thus, given the non-significant correlations and the resulting loss of power if the 
participants who did not completely follow directions were eliminated, all of the participants 
were included in the analyses.   
Metacognitive questions.  Pilot testing included two ratings of metacognition (JOLs).  
The first was a seven point Likert scale similar to the one used by Peverly, Brobst, Graham, and 
Shaw  (2003).  Participants were asked to predict their test performance from Very Poor to 
Exceptional.  The second rating required participants to estimate how many of the 20 questions 
they believed they would answer correctly about the passages (See Appendices L-O).  This 
question is similar to that used by Karpicke and Blunt (2011).  During pilot testing, the 
correlations between these two rating methods were very high.  Specifically, pilot Pearson 
correlations were .78, .88, .91, .78, .77, and .98 for predictions made following T1, T2, T3, T5, 
T6, and T7 respectively. Therefore, participants were asked to predict how many questions they 
answered correctly.  Since each comprehension test consisted of 15 questions, participants were 
asked how many of the 15 questions they would answer correctly.   
Metacognition was measured at five time points: after participants read and initially 
encoded the passage (T1), after the end of the encoding sequence (T5A), once after the initial test 
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(T5B), before the delay (T6) and after the delayed final test (T7).  After the immediate test 
(T5B), they were asked both about how they believe they did (A), and how they believed they 
would do in a week (B) (See Appendix L-O. 
Language comprehension test. The Reading Comprehension subtest of the Scholastic 
Abilities Test for Adults (Bryant, Patton, Dunn, 1991) was used to assess language 
comprehension (See Appendix P).  Participants were given a test book and instructed to read the 
passages and answer the multiple choice questions following each passage.  Each question on the 
SATA has four possible responses.  Before starting, participants attempted a practice passage 
with two sample questions and given an opportunity to ask questions about the task.  The test is 
comprised of 10 increasingly difficult passages; each passage is followed by 6 comprehension 
questions. The types of questions vary and include both literal and figurative questions.  
Participants were permitted to look back at the passages while answering the questions and were 
given 15 minutes to complete as many of the questions as possible.  Participants received one 
point for a correct response and zero points for an incorrect response.  Therefore, raw scores, 
ranging from 0-60, were used for the statistical analyses. 
The SATA Examiner’s manual indicates that the Reading Comprehension subtest has a 
high internal consistency coefficient of .92 of for individuals in their 20s and a test retest 
reliability of 0.71.  To establish validity, fifty high school students and adults took the SATA 
along with several other tests.  Scores on the SATA Reading Comprehension subtest were 
moderately correlated to the Reading Comprehension subtest of the Wide Range Achievement 
Test-Revised (WRAT-R) (0.61) and strongly correlated to the Reading Cluster from the 
Woodcock-Johnson Psycho-Educational Battery (0.71).  In a second study with 50 learning 
disabled students at the University of New Mexico, the Reading Comprehension subtest was 
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moderately correlated to the Nelson-Denney Reading Test (0.58).  Overall, the manual provides 
strong evidence that the Reading Comprehension subtest is a reliable and valid method of 
measuring reading comprehension.  As previously discussed, given that this study focused on 
undergraduate students who are presumed to be mature readers with automatized word 
recognition, reading comprehension will be considered to be a proxy for language 
comprehension (Gernsbacher et al., 1990; Hoover & Gough, 1990; Perfetti, 1985).  In the current 
study, the SATA Reading Comprehension subtest had an adequate Cronbach’s alpha of .86. 
General history background knowledge test. The general history background 
knowledge test was adapted from one developed by Sumowski (2007) to assess participants 
general history background knowledge (See Appendix Q).  Questions were based on information 
taken from a high school World History textbook (Gordon, 1996 as cited by Sumowski, 2007).  
Questions on this measure were presented in a multiple choice format, and participants were 
required to pick the correct choice from one of four options.  Sumowski reported an initial 
Cronbach’s alpha coefficient of .88 from pilot testing with graduate students.  However, 
undergraduate participants in the study had a much more difficult time with the test, and the 
Cronbach’s alpha decreased to .63.  For the current study, 5 additional questions were added 
from a US history text (Garraty, 1986). These questions were taken from the chapter reviews of 
five randomly selected chapters from the text.  Pilot testing of the new test with 8 graduate 
students indicated strong internal consistency (α = .80).  Five questions that negatively affected 
the Cronbach’s alpha and either negatively or negligibly correlated to total scores were 
eliminated, raising the pilot test’s Cronbach’s alpha of .86.  However, similar to the experience 
of Sumowski (2007), there were lower scores and less variability in the scores of the 
undergraduates in this study (M = 10.00, SD = 3.20, N = 90) than in the graduate students who 
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participated in the pilot (M = 16.50, SD = 4.69, N = 8).  Therefore, in the actual experiment with 
undergrads, the Cronbach’s alpha of the history test used in the current study was only.60.  
Looking at individual questions indicated that no single questions were significantly impacting 
the reliability. 
Math distractor task. A selection of simple calculation problems were used as 
distractors in between study sessions.  All calculations involved simple addition, subtraction, 
multiplication, and division using numbers 1 – 10 (See Appendix R).  The worksheets used were 
modified from sheets created on WorksheetWorks.com (2013). 
Word search task.  A word search task was used as a distractor task before participants 
made their final metacognitive ratings to ensure that participants had similar delayed before each 
rating (See Appendix S).  The word searches are published by Livewire Puzzles (2005, 2010).  
The word search consisted of a 12x13 matrix of letters.  Below the matrix was a list of 29 words 
that are hidden in the matrix. 
Procedure  
The experiment took place in two sessions.  The first session included the demographics 
questions and two study trials.  At the start of the first session, participants filled out consent 
materials (See Appendix T) and received an experiment packet and completed a short 
demographic questionnaire (See Appendix U).  Then they started the first study trial.  The 
procedure for a study trial is explained below.  For an enumerated list of a study trial procedure, 







Procedures for Session 1, Session 2, and for a Single Study Trial  
Session 1 Study Trial Session 2 
1.Consent 
1. T1 Initial Encoding/Reading the 
Passage 
1. Anchad Delayed Test 
2.Demographics 2. T1 JOL 2. Padria Delayed Test 
3.Study Trial 1 3. 90 Second Math Distractor Task 
3. 5 Minute Word Search 
Distractor Task 
4.Distractor Task 4. T2 5 Minute Study Period 
4. T7 Post Delayed Test 
JOL 
5.Study Trial 2 5. 90 Second Math Distractor Task 
5. Language 
Comprehension Test – 
SATA 
 6. T3 5 Minute Study Period 
6. Background 
Knowledge Test 
 7. 90 Second Math Distractor Task  
 8. T4 5 Minute Study Period  
 9. 90 Second Math Distractor Task  
 10. T5A Pre-Immediate Test JOL  
 11. Immediate Comprehension Test  
 12. 90 Second Math Distractor Task  
 
13. T5B Post Immediate Test JOL and 
T6 Pre-Delay JOL 
 
 
Both study trials consisted of reading a passage (T1), studying the passage three 
subsequent times for five minutes each time (T2-T4; through rereading or retesting), and taking 
the immediate test on the passage (T5).   At T1, participants were given as much time as 
necessary to read the passage to ensure they had sufficient opportunity to encode the 
information.  After T1, participants completed a metacognitive rating (JOL) about how many of 
the 15 test questions they believed they could correctly answer about the passage on the 
immediate test (T5).  This rating was followed by a 90 second math task.     
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During the study periods in the rereading/review condition (T2-T4), participants were 
presented with a fresh copy of the passage. They were instructed to spend five minutes reviewing 
the passage in preparation for a test and not to write on the passage or to make notes.  During the 
study periods in the retrieval/retesting condition (T2-T4), participants took intermittent free 
recall tests that consisted of a blank sheet of paper with a single line of instructions at the top 
which instructed them to write down everything they could recall about the passage, including 
any information they may have written during previous study periods.  They received a new 
sheet of paper during each of the three study periods.  Between each study period, participants 
spent 90 seconds completing a page of math problems.   
After the third and final study period, participants completed another metacognitive 
rating (T5A) which was followed by a final math distractor period and the immediate 
comprehension test about the passage they had just studied.  Once they completed the tests, the 
participants attempted another 90 second math distractor task and then completed metacognitive 
questions (T5B) that asked about how they believe they did on the immediate test and their JOL 
for the delayed test one week later (T6).  The 90 second delay ensured that participants had a 
delay before making the final metacognitive rating about their performance in one week.  A 
delay was necessary because metacognitive predictions are more accurate after a delay period 
than immediately after the learning task (Dunlosky & Nelson, 1994; Koriat, 2007; Son & 
Metcalfe, 2005).  Those metacognitive ratings marked the end of the first trial. 
Following the first passage’s trial, participants were given five minutes to complete a five 
minute word search distractor task.  The word search was followed by the second trial which 
followed the same procedure as the first trial, but participants studied the other passage (Anchad 
or Padria) using the other method of study (rereading or retesting). 
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 The delayed comprehension tests occurred one week after the first session.  Participants 
made a post-delay metacognitive judgment about their ability to correctly answer test questions, 
and then took the delayed comprehension tests for each passage.  After they completed the 
second comprehension test for each passage, participants completed a 5 minute word search 







This dissertation examined four principal questions: would a testing effect be found using 
a within subjects design and medium length reading passages, what is the relationship between 
background knowledge, language comprehension and the testing effect, are there differences in 
the testing effect when answering factual recall and inference questions, and how do participants 
JOLs change over time when studying by rereading and by retesting.  The dependent variable 
was passage comprehension test scores.  Means and standard deviations of these scores are 
presented Table 2 and Figure 1.   
Notetaking and Underlining 
 As previously noted, a portion of the participants failed to follow instructions and either 
took notes or underlined their passages as they read and studied.  The potential influence of this 
on the results was examined through a series of independent t-tests that compared those who 
took notes/underlined with those who did not.  The results indicated that comprehension test 
scores did not significantly differ between those that took notes or underlined and those that did 
not on the review immediate test, t(88) = .42, p = .67, the delayed review test t(88) = -.6, p = .51, 
or the immediate test in the testing condition, t(88) = 1.44, p = .15.  However, participants who 
took notes or underlined did perform significantly better on the testing condition delayed test, 
t(88) = 2.28, p = .03, d = .55.  Due to the large percentage of participants who took notes or 
underlined and the limited number of effects and concerns about insufficient power if they were 





Table 2   
Means and Standard Deviations for Performance on Immediate and Delayed Comprehension Tests by Condition, Passage  and 
Question Type 
             




Anchad Padria Total 
  Review Retest Review Retest Review Retest 
  M SD N M SD N M SD N M SD N M SD N M SD N 
Inference .51 .27 48 .28 .21 42 .55 .26 42 .31 .21 48 .53 .25 90 .29 .21 90 
Fact Recall .61 .26 48 .28 .19 42 .62 .22 42 .43 .20 48 .62 .24 90 .36 .21 90 
Total  .57 .24 48 .28 .18 42 .63 .21 42 .39 .20 48 .60 .23 90 .34 .20 90 
             
      
 
One Week Delay 
 
            
      
 
Review Retest Review Retest Review Retest 
 
M SD N M SD N M SD N M SD N M SD N M SD N 
Inference .26 .22 48 .17 .19 42 .21 .23 42 .20 .20 48 .23 .23 90 .19 .20 90 
Fact Recall .36 .20 48 .26 .20 42 .27 .20 42 .24 .17 48 .32 .20 90 .25 .18 90 
Total  .31 .18 48 .22 .18 42 .24 .19 42 .22 .16 48 .28 .19 90 .22 .17 90 
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Testing Effect and Cognitive Factors 
Cognitive factors. Before beginning in depth analyses of the influence of cognitive 
factors on the testing effect, it is useful to understand the basic outcomes and correlates of the 
measures of the cognitive factors considered: language comprehension and background 
knowledge.  The means and standard deviations of participants’ scores on tests of language 
comprehension (SATA) and background knowledge are presented in Table 3, and 
intercorrelations with comprehension test scores can be found in Table 4.  Using R
2
 as an 
estimate of effect size, closer examination indicates that though significant, the effects were 
generally small, but the effect size for language comprehension was larger than the effect size for 











Table 3    
Means and Standard Deviations For Language comprehension 
and Background Knowledge 
Measure M SD N 
Language comprehension 32.57 7.42 90 
Background Knowledge 10.00 3.20 90 




Correlations between Cognitive Variables and Comprehension Test Performance 
 1 2 3 4 5 6 7 8 9 10 11 12 13 
Performance              
  Review Immediate              
1. Explicit Recall -             
2. Inference Total .62** -            
3. Total .92** .86** -           
  Retesting Immediate              
4. Explicit Recall  .34** .25* .31** -          
5. Inference .39** .34** .42** .57** -         
6. Total .41** .33** .40** .91** .85** -        
  Review Delayed              
7. Explicit Recall .43** .47** .48** .33** .37** .41** -       
8. Inference .41** .30** .39** .43** .27** .41** .54** -      
9. Total .48** .44** .50** .44** .38** .47** .88** .87** -     
  Retesting Delayed              
10. Explicit Recall .31** .39** .40** .49** .40** .50** .35** .37** .41** -    
11. Inference .40** .36** .42** .60** .54** .65** .45** .41** .49** .58** -   
12. Total .40** .42** .46** .61** .53** .65** .45** .43** .51** .90** .88** -  

























































              
N = 90. ** p < 0.01 (2-tailed). * p < 0.05 (2-tailed). 
 
Testing effect.  A primary purpose of the current study was to investigate if a testing 
effect would be found and if the testing effect would be influenced by background knowledge or 
verbal ability.  The testing effect can be defined in a couple of ways.  First and foremost, the 
testing effect can be viewed as the interaction of time and method of study on comprehension 
test scores such that review is a better study method immediately after encoding, but retesting is 
superior after a delay.  To determine if a testing effect was present using this definition and if it 
was influenced by language comprehension or background knowledge a 2 (study method) x 2 
(time) repeated measures ANCOVA was run using background knowledge and language 
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With respect to the covariates, a significant interaction was found between study method 
and background knowledge, F(1,87) = 3.87, p = .05.  To examine potential differences in this 
model, the sample’s background knowledge test scores were divided into quartiles: Very Low, 
Low, High, or Very High.  A follow up 2 (study method) x 4 (background knowledge) ANOVA 
found a significant main effect for background knowledge, F(3,86) = 9.74, p < .01, and method 
of study F(1, 86) = 84.09, p < .01, on comprehension test scores.  Post hoc analysis using 
Bonferroni corrections indicated that the Very Low group’s comprehension test scores were 
significantly lower than the High (p < .01) and Very High (p < .01) groups’ scores, and the Very 
High group outperformed both the Low (p < .00) and the High group (p = .02).  See Figure 2. 
This supports the idea that better background knowledge aids overall comprehension and 
memory.   
There was also a significant interaction between study method and language 
comprehension scores, F(1,87) = 5.47, p = .02, which indicates that language comprehension had 
different effects on performance depending method of study.  To examine this interaction, 
participants were divided into quartiles based on their SATA score.  These scores are presented 
in Figure 3.  A 2 (study method) by 4 (language ability) ANOVA did not find a significant 
interaction, F(3, 86) = .93, p = .42.   However, there were significant main effects for method of 
study F(1, 86) = 87.92, p < .01, where the review group performed significantly better than 
testing group, and background knowledge F(3, 86) = 15.55, p < .01.   Bonferroni corrected post 
                                                          
1
 An additional analysis was conducted using passage assignment and one using study method 
order was also conducted.  Order was not a significant predictor.  Passage assignment also made 
a difference.  ANOVA tables are presented in Appendix V. 
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hoc analyses indicated that the Very Low group’s comprehension test scores were significantly 
lower than the High (p < .01) and Very High (p < .01) groups’ scores. 
Other planned comparisons from the repeated measures ANCOVA examined the testing 
effect.  Controlling for background knowledge and language comprehension, there was a 
significant interaction between time and method of study, F(1, 87) = 5.93, p = .02, R = .25, 
which indicates that different methods of study had different effects at different time points.  
Looking at the marginal means from this interaction (Bonferroni corrected; See Figure 4 and 
Table 5) shows that participants performed better when they studied by review than when they 
studied by retesting on both the immediate test (p < .01) and the delayed test (p < .01).  Scores 
between the immediate and delayed condition showed a much greater decline in the review 
condition than in retesting.  These declines are indicative of the testing effect and are discussed 
more below using an analysis of difference scores. However, a traditional testing effect result, 
wherein retesting leads to better scores on a delayed test, was not observed in these analyses.  
Similar results were found when the results of recall questions were analyzed separately. Results 
with inference questions differed in that there was no difference in review and retesting condition 
performance on the delayed test.  See Appendix W for the marginal means by question type. 
Table 5 





Study Mean SE 
95% Confidence Interval* Mean 
Difference 
Difference 
Standard Error Lower Bound Upper Bound 
Immediate Review .60 .02 .31 .37 
.26** .02 
Retesting .34 .02 .55 .64 
Delayed Review .28 .02 .19 .25 
.06** .02 
Retesting .22 .02 .25 .32 
Confidence Intervals are calculated using a Bonferroni Correction. **Denotes significant difference 




Additionally, main effects were found for time and study method.  An examination of the 
means shows that participants performed significantly better during the immediate test than the 
delayed test, F(1,87) = 4.47, p = .04, R = .31, and when they studied by review as compared to 
retesting, F(1,87) = 9.35, p < .01, R = .22. 
Testing Effect as Difference Scores 
 Another way to look at the testing effect is as a change in the difference in what 
participants remember over time using review compared to retesting.  This difference can be 
described through difference scores.  For the current study, this was calculated by subtracting 
results of the retesting test from the review test at each time point.  Difference score means for 
total test scores, inference items, and recall are presented in Table 6.  Positive scores indicate that 
for all conditions, average performance was better using review than using repeated testing.  
Paired t-tests were used to determine if a testing effect was present.   A significant difference was 
found between the difference scores at the immediate test and the delayed test, t(89) = 7.08, p < 
.01.  The difference in participants’ scores using review versus retesting was smaller during the 
delayed test than during the immediate test.  This is presumably because participants’ review 
scores decreased significantly more between the immediate and delayed tests than scores in the 
testing condition (t(89) = 7.08, p < .01).  In other words, a testing effect was present.  Similar 
significant differences were found when examining the factual recall questions t(89) = 5.86, p < 







Table 6     
Means and Standard Deviations for Difference Between Review and Retesting 
Comprehension Test 
     
Question Type Immediate Delayed 
 M SD M SD 
Factual Recall .26 .26 .06 .18 
Inference .24 .27 .07 .22 
Total .26 .23 .05 .23 
     
 
 Effects of cognitive factors on difference scores.  Regression analysis was used to 
examine the effects of language comprehension and background knowledge on the total 
comprehension test difference scores at each time point.  A regression model using language 
comprehension and background knowledge as predictors was significant for the immediate test, 
F(2,87) = 3.59, p = .03, r
2
 =  .06, but not for the delayed test F(2,87) = .57, p = .57, r
2
 = .01.  For 
the immediate test only language comprehension (β = -.29 p = .01) was a significant predictor.  
This means that participants with better language comprehension demonstrated smaller score 
differences between study methods on the immediate test.  As previously noted, higher language 
comprehension was related to higher scores in both the review and retesting condition, and the 
higher scores may have resulted in the smaller gap.  Background knowledge approached the 
conventional level of significance, β = .23 p = .06. 
 Similar results were found when looking at factual recall questions.  The regression 
equation using language comprehension and background knowledge as predictors was significant 
for the immediate test F(2,87) = 3.40, p = .04, r
2
 = .07 (language comprehension β = -.28, p = 
.02; background knowledge β = .22, p = .06) but not for the delayed test F(2,87) = .37, p = .70, 
r
2
 = 01.    
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 The regression models for inference items were not significant for the immediate test 
F(2,87) = 2.01, p = .14, r
2
 =  .04 or the delayed test, F(2,87) = .34, p = .71, r
2
 =  .01.  However, it 
should be noted that within the models, the observed trends on the immediate test were similar to 
those observed with recall questions (language comprehension β = -.20, p = .09; background 
knowledge β = .20, p = .09).   
Metacognitive Judgments of Learning (JOLs) 
JOLs as predictors of performance. Hierarchical regression was used to determine the 
effects of metacognitive ratings on each of the four tests.  Two steps were used in the analysis.  
Background knowledge and language comprehension were used in the first step because they 
were each only measured once.  The second step added participants’ metacognitive JOL’s.   For 
the two immediate tests, predictions after initial encoding (T1) and before the immediate test 
(T5A) were added because they occurred before the test.  For the two delayed tests, predictions 
before the delay (T6) were also added.  Summaries of the analyses can be found in Tables 7 and 
8. 
Immediate tests. When studying for the immediate test by review, the model was 
significant for both step 1, R = .38, p < .01, R
2
 = .14, and step 2, R = .39, p = .03, R
2
 = .16.  
Background knowledge was the only significant predictor for step 1 (β = .26, p = .04) and none 
of the variables were significantly related to test performance in step 2.  
A significant positive correlation was found  between participants self-ratings of their test 
performance after the test (T5B) and their actual comprehension scores, R = .75, p <.01, r
2
 = .56. 
When participants studied by repeated testing, the regression model for step 1 was 
significant, R = .62, p < .01, R
2
 = .39.  Language comprehension was the only significant 
predictor (β = .61). Step 2, which also included JOLs made before the test at T1 and T5A, was 
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also significant, R = .72, p < .01, R
2
 = .52.  An examination of the standardized β coefficients of 
step 2 indicates that predictions after initial encoding (T1, β = .03, p = .87) and background 
knowledge (β = .01, p = .98) were not significant predictors of performance.  However, language 
comprehension (β = .55, p <.01) and predictions immediately prior to taking the comprehension 
test (T5A, β = .36, p<.01) were both significantly related to better test performance.   
Again, a significant positive correlation was found  between participants self-ratings of 
their test performance after the test (T5B) and their actual comprehension scores, R = .74, p <.01, 
R
2
 = .55. 
Table 7 
Summary of Hierarchical Regression Analysis Predicting Immediate  Comprehension Test 
Scores (n = 68) 
       





    
 
   
 B SE B β 
 
B SE B β 
    
 
   
Step 1    
 
   
  Language Comprehension .01 .00 .19 
 
.02 .00 .61** 
  Background Knowledge .02 .01 .26* 
 
.00 .01 .02 
Step 2    
 
   
  Language Comprehension .01 .00 .17 
 
.01 .00 .55** 
  Background Knowledge .02 .01 .23 
 
.00 .01 .00 
  T1 -.03 .24 -.02 
 
.03 .15 .02 
  T5A .16 .22 .13 
 
.32 .11 .36** 
Note. T1 = post encoding rating; T5A = Pre initial test rating; T6 = Pre Delay; * p < .05. ** p < 
.01. 
 
 Delayed tests.  For the review condition, both the first (R = .50, p < .01, R
2
 = .25) and 
second steps (R = .63, p < .01, R
2
 = .40) were significant.  Predictions made just prior to the 
delay (T6, β = .25, p = .02) and language comprehension (β = .28, p = .01) were the only 
significant predictors.  Background knowledge (β = .10, p = .41), predictions after initial 
encoding (T1, β = .09 p = .56), and prior to the initial comprehension test (T5A, β = .22, p = .16) 
were not significant.   
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 After the review delayed test (T7), participant’s reflections about their performance were 
reasonably accurate, R = .59, p <.01, R
2
 = .35. 
 In the repeated testing condition, both step 1 (R = .50, p <.01, R
2
 = .25) and step 2 (R = 
.69, p < .01, R
2
 = .48) were significant.  In step 2, only predictions made immediately after initial 
encoding (T1) and language comprehension were found to be significant predictors, β = .30, p = 
.03; β = .40, p < .01, respectively.  Predictions at T5A, β = .22, p = 13, T6, β = -.04, p = .74, and 
background knowledge, β = .00, p = .40 were not significant.   
 Participants’ perceptions of their performance after the delayed test in the testing 
condition (T7) were accurate as noted by a significant positive correlation to their actual 
performance, R = .62, p < .01, R
2
 = .39. 
Table 8 
Summary of Hierarchical Regression Analysis Predicting Delayed Comprehension Test 
Scores (n = 68) 
       





    
 
   
 B SE B β 
 
B SE B β 
    
 
   
Step 1   
 
   
Language Comprehension .01 .00 .34* 
 
.01 .03 .41** 
Background Knowledge .02 .01 .25* 
 
.08 .01 .16 
Step 2    
 
   
  Language Comprehension .01 .00 .28* 
 
.01 .00 .40** 
  Background Knowledge .01 .01 .10 
 
.01 .01 .09 
   T1 .10 .16 .09 
 
.32 .14 .30* 
   T5A .23 .16 .22 
 
.19 .12 .24 
  T6 .21 .09 .25* 
 
-.03 .10 -.04 




Comparison of JOLs. This study also examined the relationship between participants’ 
JOLs and their total test scores in each condition, studying and testing.  To facilitate comparison 
of JOLs and actual total test scores, JOLs were converted into percentages.  Mean JOL 
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percentages are presented in Table 9.  Correlations between performance and JOLs for the 
review and retesting conditions are presented in Tables 10 and 11, respectively.  In general, 
participants’ estimates of their future performance (T1, T5A, and T6) and their post-test 
estimates of their performance (T5B and T7) were significantly positively correlated with their 
comprehension test scores.   
Table 9   
Mean Judgments of Learning 
 
Review Testing 
M SD N M SD N 
 T1 .56 .17 90 .57 .17 90 
 T5A .70 .18 68 .45 .21 68 
T5B .64 .21 68 .35 .18 68 
T6 .43 .23 90 .25 .23 90 
T7 .20 .17 90 .16 .16 90 
Note. T1 = post encoding rating; T5A = Pre initial test 
rating; T5B = Post initial test rating; T6 = Pre Delay 
Rating; T7 = Post Delayed Test Rating; M = Mean. SD = 















Table 10            
Intercorrelation Among Judgments of Learning and Retesting Comprehension Tests 
 1 2 3 4 5 6 7 8 9 10 11 
Performance            
Retesting Immediate           
1. Explicit Recall -           
2. Inference .57** -          
3. Total .91** .85** -         
 Retesting Delayed            
4. Explicit Recall .49** .40** .50** -        
5. Inference .60** .54** .65** .58** -       
6. Total .61** .53** .64** .90** .88** -      
Metacognitive Predictions           
7. T1 .34** .36** .40** .38** .56** .52** -     
8. T5A .39** .49** .48** .36** .61** .51** .70** -    
9. T5B .75** .55** .74** .54** .68** .66** .44** .69** -   
10. T6 .39** .35** .40** .23* .39** .34** .48** .64** .62** -  
11. T7 .54** .40** .55** .49** .57** .59** .35** .59** .61** .40** - 
Note. T1 = post encoding rating; T5A = Pre initial test rating; T5B = Post initial test rating; T6 = Pre 
Delay Rating; T7 = Post Delayed Test Rating; * p < .05. ** p < .01. 
 
Table 11       
Intercorrelation Among Judgments of Learning and Review Comprehension Tests  
 1 2 3 4 5 6 7 8 9 10 11 
Performance            
  Review Immediate:            
1. Explicit Recall  -           
2. Inference  .62** -          
3. Total .92** .86** -         
     Review Delayed            
4. Explicit Recall .43** .47** .48** -        
5. Inference .41** .30** .39** .54** -       
6. Total .48** .44** .50** .88** .87** -      
Metacognitive Predictions           
  Review            
7. T1 .18 .25* .23* .41** .37** .44** -     
8. T5A .21 .26* .24* .45** .36** .47** .77** -    
9. T5B .67** .64** .74** .51** .41** .53** .38** .46** -   
10. T6 .43** .40** .47** .38** .35** .42** .31** .41** .67** -  
11. T7 .27* .27* .28** .55** .54** .62** .44** .46** .50** .52** - 
Note. T1 = post encoding rating; T5A = Pre initial test rating; T5B = Post initial test rating; T6 = Pre 




A 2 (study method) x 5 (time) ANOVA was used to examine differences in JOLs based 
on method of study.  The ANOVA revealed a significant quadratic study method by time 
interaction, F(1, 67) = 103.82, p<.01.  As can be seen in Figure 5, ratings were similar at T1 
immediately after encoding, but they changed at different rates over the course of the 
experiment.  Follow-up paired t-tests using a Bonferroni correction confirm JOLs did not differ 
at after initial encoding (T1; (t(88) = -.240, p = .81, R = .03) or after the final delayed test (T7; 
t(89) = 2.50, p = .014, R = .26  However, JOLs were significantly higher when studying was 
done by review immediately before the immediate test (T5A; t(67) = 8.34, p<.001, R = .71), after 
the immediate test (T5B; t(67) = 10.57, p<.001, R = .79), and when predicting what performance 
would be after a weeklong delay (T6; t(88) = 7.63, p<.001, R = .63).  In other words, participants 
made similar ratings in each condition after initially encoding each passage, but over the course 
of studying, participants confidence increased when they studied with review and decreased 







This study attempted to identify cognitive variables and processes that underlie gains in 
long term memory resulting from practicing retrieval (i.e. the testing effect).  Contrary to 
students’ beliefs about the superiority of passive study techniques like rereading (Carrier, 2003; 
Karpicke et al., 2009; Tomes et al., 2011; Van Etten et al., 1997), extensive research has 
demonstrated that the testing effect is more effective at increasing students’ academic 
performance than rereading. Also, the testing effect has proven to be robust regardless of age 
(Butler, 2010; Glover, 1989; Goossens et al., 2014), materials (Carpenter & DeLosh, 2006; Kang 
et al., 2007), and setting (McDaniel et al., 2011; Roediger & Karpicke, 2006a).  However, to 
date, research on the testing effect has been almost exclusively experimental and has not used a 
correlational approach to examine individual differences and explore what cognitive 
characteristics are associated with the effect.  In this study, a within-subject design was used to 
investigate individual differences in the testing effect.  Each participant studied and took 
immediate and delayed comprehension tests on two passages.  One passage was studied via 
rereading and the other was studied using repeated testing/retrieval.  Because previous testing 
effect research has not typically focused on individual differences in the testing effect, this study 
was exploratory in nature.  Metacognitive predictions, language ability, and background 
knowledge have been shown to affect other study skills and were selected for consideration in 
this study.   
This study sought to answer four questions: (1) Can the testing effect be replicated using 
a within-subjects design and medium length passages, (2) What is the relationship between 
background knowledge, language comprehension, JOLs, and the testing effect, (3) Are there 
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differences in the testing effect when answering factual recall and inference questions, and (4) 
How do participants’ JOLs change over time when studying by rereading and by retesting. 
What is the effect of a within subjects design and medium length reading passages on the 
testing effect?   
The testing effect has been defined in two ways. The first definition, which is the one 
typically used in the testing effect literature (Butler, 2010; Glover, 1989; Roediger & Karpicke, 
2006b), is based on the interaction of time (immediate test; delayed test) and method of study 
(repeated retrieval; repeated review) on comprehension test scores, where review is more 
effective immediately after encoding but retesting is superior after a delay.  The time by study 
method interaction in this study was significant, but follow-up analysis indicated that it did not 
fit the classic definition of the testing effect because studying by retesting/retrieval did not lead 
to higher delayed test scores than studying by review/rereading. Regardless of which dependent 
variable was used in the analysis (total scores, recall questions, and inference questions), 
participants performed better at each time point (immediate; delayed) when they studied by 
review.  Controlling for participants’ language ability and background knowledge did not change 
the outcome.  This finding is inconsistent with previous testing effect research which indicates 
that studying by recall leads to better test performance than studying by review in the delayed 
condition.   
The second definition of the testing effect is based on other research that defines the 
testing effect as a difference score between each study method at each time point (immediate 
review – immediate retesting; delayed review – delayed retesting).  Compared to repeated 
review, repeated testing significantly reduces the rate participants forget information (McDaniel 
et al., 2011; Runquist, 1983; Spitzer, 1939; Toppino & Cohen, 2009).  For example, Roediger 
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and Karpicke (2006b) found that participants forgot 56% of the information they had learned 
using repeated review, but only forgot 26% of what they learned when they studied using 
repeated recall. Consistent with their findings, the current study found that the difference in 
participants’ review and retesting condition scores was significantly smaller during the delayed 
test than the immediate test.  Participants forgot significantly more information when they 
studied by review than when they studied by retesting regardless of the dependent variable:  
recall questions, inference questions, or total score.  
Overall, these findings indicate that a testing effect was not unambiguously established.  
It is not completely clear why the results of this experiment diverged from those of previous 
experiments. One possible reason may be related to the materials used in this dissertation.  The 
ratio of questions to length of passage was greater in this study than in past research.  In this 
study there were 30 questions per passage, which averaged 824 words each (27 words per 
question).  In comparison, Chan et al. (2006) posed 24 questions per passage of about 1,900 
words each (79 words per question) and Butler (2010) asked 8 questions per passage of  
approximately 1,000 words each (125 words per question).  The relatively high ratio of questions 
to length of passages in this experiment led to the creation of very detail oriented questions, and 
retrieval did not appear to be an effective study technique at either time point under such 
conditions.  In evidence, performance on the initial test was low in the retesting condition when 
compared to other testing effect research using passages.  For example, Chan et al. (2006) used 
cued recall tests and participants correctly remembered approximately .69 of the information in 
the immediate retesting condition. In Butler (2010), participants correctly answered .79 - .90 of 
cued recall questions on their immediate tests.  Roediger and Karpicke (2006a) used a free recall 
paradigm and participants in the STTT condition recalled approximately .71 of the idea units on 
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the immediate retrieval attempt.  In comparison, in this study, participants in the testing 
condition correctly responded to only .34 of the cued recalled questions (SD = .20).   
Given the high questions to words ratios, and the low initial test scores, it is possible that 
the questions were too detailed and did not focus enough on higher order information.  Proficient 
readers encode main ideas first and will begin encoding less central information only if they are 
provided with the opportunity to re-read (Amlund, Kardash, & Kulhavy, 1986; Barnett & 
Seefeldt, 1989; Brown & Smiley, 1977; Smiley et al., 1977). Given the number of questions used 
in this experiment, and the amount of detail readers had to encode, they may not have had the 
opportunity necessary (especially in the repeated retrieval condition) to encode the amount of 
information necessary to demonstrate a testing effect.   
What is the relationship between individual differences in background knowledge, 
language comprehension, and JOLs and the testing effect?   
 Very little previous testing effect research has considered the impact of individuals’ 
cognitive abilities on the change in students’ performance from the immediate test to the delayed 
test.  Bouwmeester and Verkoeijen (2011) and Pyc and Rawson (2010) argued that individual 
variations in gist consolidation of themed word lists, a skill related to summarization, contributed 
to individual differences in the testing effect.  Similarly, over time, repeated testing seems to 
increase adults’ ability to organize conceptual information (Lipowski et al., 2014; Zaromb & 
Roediger, 2010). However, these studies did not directly investigate individual differences in the 
cognitive abilities that might be related to summarization or organizational skills.  This study 
attempted to fill this gap in the research.  Language comprehension, background knowledge, and 
JOLs were selected for the current study because they have previously been shown to relate to 
study and to summarization skills.   
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Hierarchical regressions were used to examine this question. Test scores (immediate 
review/delayed review/immediate retest/delayed retest) were regressed on language ability, 
background knowledge, and JOLs in two steps.  Step 1 contained background knowledge and 
language comprehension.  Step 2 added JOL predictions made prior to participants taking the 
test.  On the immediate test in the review condition, background knowledge was the only 
significant predictor in step 1.  No variables were significant in step 2.  With respect to the 
delayed test in the review condition, both language comprehension and background knowledge 
were significant predictors in step 1, and language comprehension and pre-delay metacognitive 
predictions (T6) were significant predictors in step 2.   
On the immediate test in the retesting/retrieval condition, language comprehension was 
significant in both steps 1 and 2, and pre-test metacognitive (T5A) predictions were also 
significant in step 2.  Language comprehension was a significant predictor of scores on step 1 
and step 2 of the delayed test in the testing effect condition, and the initial post-encoding (T1) 
predication was a significant predictor in step 2. 
While initial ANCOVA results found an interaction between study method and 
background knowledge, follow up tests indicated that the effect was primarily driven by 
increased overall performance by those with higher background knowledge.  This finding, in 
conjunction with the regression analysis, suggests that background knowledge had only a limited 
study method specific impact on test performance.  It was positively and significantly related 
only to participants’ total performance on the immediate test of the restudying condition.  
Reliability of the background knowledge test aside, given participants’ low background 
knowledge scores on in this study, they may not have had sufficient history background 
knowledge to anchor their learning to improve comprehension, as has been demonstrated 
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elsewhere (Alexander, Jetton, & Kulikowich, 1995; Schneider, Korkel, & Weinert, 1989), and 
the detailed nature of the questions in this passage along with the fictitious nature of the story 
may have minimized the effects of background knowledge on recall in this study.  
Metacognitive predictions were also not consistently related to subsequent test 
performance.  Out of the ten predictions tested (i.e., JOLs) in the regression models, only three 
were related to actual test scores, and there was no discernable pattern of prediction between 
JOLs and test scores.  This is consistent with previous research that indicates that with difficult 
materials and when studying by retrieval, college students are not good at making judgments of  
learning (Peverly et al., 2003; Pressley & Ghatala, 1988; Pressley et al., 1987). 
Language comprehension was by far the most consistent predictor of test performance.  It 
predicted performance on the immediate retesting condition and the delayed tests in both 
conditions.  High reading comprehension demands may provide an explanation for the 
relationship of language comprehension to performance on the immediate comprehension test in 
the retesting condition.  At the college level, language comprehension is very highly correlated 
with reading comprehension (between .8 and .9) (Gernsbacher et al., 1990) which suggests that 
they are the same construct in college populations (Adlof, Perfetti, & Catts, 2011; Catts, Adlof, 
& Weismer, 2006; Perfetti, 2007).  As discussed previously, in a single reading (the repeated 
testing/retrieval condition), participants may have focused more on higher order information and 
not encoded a lot of the detailed information that was asked about on the comprehension tests.  
Thus, those with better language comprehension skills may have been able to encode more 
information in one reading than those with weaker language skills.  In the repeated 
reading/review condition, however, the opportunity to review the passages 3 additional times 
would be expected to mitigate the effect of language skills.  A review of the correlation tables 
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provides some evidence in support of this hypothesis. Language comprehension correlated more 
highly with comprehension test scores in the immediate retesting condition (r = .62) than in the 
immediate review condition (r = .34).  This finding may also explain why participants with better 
language comprehension demonstrated smaller score differences based on their method of study.  
It is logical that individuals’ language comprehension had a smaller an impact on their test score 
when they had more chances to read.  Those with a stronger ability to encode and understand the 
information would be more likely to remember the information. Repeated opportunities to 
encode may have diminished the effects of language comprehension skill when answering 
detailed/low level questions.  
The same general trend was observed on the delayed tests. Although participants had a 
difficult time with both tests—they only answered only 28% (review) and 22% (retesting) of the 
questions correctly—language comprehension correlated significantly with the total scores in 
review and retesting conditions, r = .41 and r = .51, respectively. 
Because participants’ free recall during the study periods was not coded it is unclear how 
much of the material participants retrieved (recalled) during the study periods.  During study, if 
they did not retrieve the information that was targeted on the immediate and final cued-recall 
comprehension tests, they may not have benefited from testing/repeated retrieval. Unlike this 
study, Chan et al. used cued recall tests during both studying and testing (both the immediate and 
delayed tests), and found that whether or not a test question was asked and answered correctly 
during the study period was an important factor in the testing effect.  They noted that “if 
participants had answered a question correctly on the second test of day 1, they almost always 
answered the question correctly on day 2.” (p. 559).   However, in this experiment it is unclear to 
what extent participants actually recalled the information during the 3 intermittent/study tests 
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since the information was not coded.  Instead, the results of this study may be more synonymous 
with research that finds a smaller testing effect for information not directly tested during the 
study periods/intermittent tests recall trials (Butler, 2010; Chan et al., 2006).  The detailed 
questions in this study may have mitigated any testing related gains on untested material since 
college students bias their comprehension and studying activities towards higher level 
information.  Though no sample materials are available, Laporte and Voss (1975) had a high 
question to passage length ratio (100 questions for a 1,500 word passage) and, similar to the 
current study, failed to find benefits from retrieval/testing on delayed recall of untested 
information.  
Research that demonstrates a testing related benefit for untested information finds that 
retrieval/testing is helpful because it aides in the integration, consolidation, and conceptual 
organization of the information, especially for participants with lower initial performance (Chan 
et al., 2006; Lipowski et al., 2014; Verkoeijen & Bouwmeester, 2012; Zaromb & Roediger, 
2010).  In the current study, higher language comprehension may have helped some participants 
understand the passages, but part of their understanding might have been a result of being able to 
apply the information they did recall to make inferences about the information that they failed to 
recall during the intermittent tests.  Skill in integration of information may result in better 
outcomes, and those with better language skills are better at integrating information than others 
(W. Kintsch, 1998).  The link found here between recall after testing and language 
comprehension may support the hypothesis that integration and conceptual organization is as an 
important mechanism in the testing effect and potentially also for the delayed effects of retrieval 
on previously untested information. 
 
65 
Do differences exist in the testing effect when answering factual recall and inference 
questions?   
 In general, results for factual recall questions and inference questions were similar across 
this experiment and were similar to the results found when using total scores.  Factual recall 
questions required the recall of a single fact in order to be answered correctly (e.g. who was 
Admiral White’s successor?).  Inference questions required two facts within the passage to be 
combined in order to be answered.  For example, one passage stated that country A was 
primarily Catholic and country B was described as pluralistic.  These facts were combined into 
the inference question: Which country is most likely to have faith communities other than 
Catholics?   
When considering the traditional definition of the testing effect, the results for individual 
question types and total scores did not differ in any substantial way.  For both question types, 
rereading/review led to better performance on the immediate test.  On the delayed test, the 
review condition led to higher scores for factual recall questions but not for inference questions.  
However, when considering the testing effect as a change in the difference score between study 
methods over time, recall and inference questions each demonstrated a testing effect.  
 Participants with higher language comprehension had a smaller gap between their review 
and retesting conditions when answering factual recall questions, and language comprehension 
was a significant predictor of this gap.  A similar trend was observed with background 
knowledge, but it did not reach conventional levels of significance.  Language comprehension 
and background knowledge had similar but non-significant relationships with the difference 
between immediate review and retesting inference items.  When analyzed separately, language 
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comprehension and background knowledge were not significantly related to performance on the 
delayed tests.   
Overall, these results were less robust than a growing body of research which indicates 
that retrieval (testing) assists later recall of facts (Roediger & Karpicke, 2006b) and the 
construction of both simple (Butler, 2010; Johnson & Mayer, 2009; Karpicke & Blunt, 2011; 
Rohrer et al., 2010; Smith & Karpicke, 2013) and more complex inferences across domains 
(Carpenter, 2012).   However, similar trends were observed for both factual recall and inference 
items: significantly more information was forgotten when studying by review than when 
studying by retrieval, and, regardless of question type, the overall pattern of relationships 
between the testing effect and language comprehension and background knowledge were similar.  
The weaker relationships found when using inference questions may be due the detailed nature 
of the questions because recalling two detailed facts made inference questions more difficult to 
answer. 
How did JOLs change over time when studying by rereading and by retesting?   
 Previous research on JOLs indicates that they are influenced by two factors depending on 
the situation.  First, JOLs are influenced by the speed, and thus presumably the ease, of 
processing during encoding (Matvey et al., 2001).  For example, Hertzog, Dunlosky, Robinson, 
and Kidder (2003) presented participants with pairs of concrete nouns on a computer screen and 
asked them to press the enter key after forming a mental image of the nouns. They were then 
required to make a JOL.  Their findings indicate that taking longer to generate an image (i.e. 
having more difficulty encoding) led to lower JOLs.  However, encoding fluency is not always 
an accurate predictor of future performance (Hertzog et al., 2003).   
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Second, JOL’s previously have been found to be higher when participants are faster at 
accessing the information during recall (Koriat & Ma’ayan, 2005).  Presumably, this is because 
the speed of access relates to how difficult it is for participants to recall the information, and less 
effortful (i.e. faster) retrieval leads to higher JOLs (Koriat, Sheffer, & Ma’ayan, 2002; Koriat, 
2007).  This is similar to findings in testing effect studies where college participants prefer to 
study by rereading (a less effortful task) and produce higher JOL’s in the (less effortful) 
rereading conditions than in retesting conditions.  However, past testing effect research has only 
looked at students’ general preference when they study (Karpicke et al., 2009) or asked about 
how well they believed they thought they would remember the information after initial encoding 
(Karpicke & Blunt, 2011; Karpicke et al., 2009; Roediger & Karpicke, 2006a).  The current 
study is the first to look at how JOLs changed over the course of a testing effect experiment by 
asking participants to make JOLs after participants read and initially encoded the passage (T1), 
after the end of the encoding sequence (T5A), once after the initial test (T5B), before the delay 
(T6) and after the delayed final test (T7).   
 When differences between the five JOLs and study method were examined, a significant 
quadratic study method by time interaction was found.  In both conditions, participants made 
similar JOLs after initial encoding (T1) and after the final test (T7).  However, in the 
review/rereading condition, JOLs were significantly higher (more confident) than the 
retesting/retrieval condition right before the immediate test (T5A), after the immediate test 
(T5B), and before the week long delay (T6). JOLs started declining in the review condition 
following the immediate test.  In each study condition, retrieval (during study periods or the 
initial test) resulted in more effort being required to access the information, and led to a decrease 
in JOLs.  In the retesting condition JOLs decrease during the retrieval study periods, but in the 
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review condition it did not happen until the first immediate test.  Thus in general, the findings 
support existing research that when JOLs are made immediately after encoding, a more effortful 
encoding (studying) process results in lower JOLs (Koriat, Ma’ayan, & Nussinson, 2006; Son & 
Metcalfe, 2005). 
Implications for Future Research and Practice 
The results of this study suggest several avenues for future research on the testing effect 
and the use of repeated retrieval as a study strategy.  First, there are limits to the testing effect.  
Although repeated review was more effective than repeated testing on the immediate test, the 
superiority of repeated testing to repeated review on the delayed test was not replicated. Future 
research should consider the limits of retrieval as a study technique, its utility in situations with 
particularly detail oriented or difficult content, and potential links between language ability, the 
testing effect, the density of the passages, and higher order vs. detailed recall questions.   
Second, though the detailed oriented questions made this a difficult task, the results of 
this study suggest that the use of repeated retrieval as a study technique may be moderated by 
individual differences, especially in language comprehension.  However, it is unclear as to what 
point in the process language may have its greatest impact — initial encoding and/or the 
integration, summarization, and consolidation mechanisms that may underlie the testing effect. 
Future research should focus on determining the locus of the impact of language on studying by 
recall and when studying by repeated review.   
Third, when using difficult to learn materials, some testing effect research has allowed 
participants to re-encode between testing opportunities (interleaved study; STST).  This allows 
for corrective feedback and ensures adequate chances to encode the information.  When using 
detailed questions such as the ones in this study, that approach may have led to a stronger testing 
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effect (Karpicke & Blunt, 2011; Kuo & Hirshman, 1996). This study should be replicated using 
an STST design.    
Fourth, the use of free recall during the study periods may have limited test performance 
because participants may not have retrieved the targeted information during their study test 
attempts, and the generally low background knowledge observed in this experiment may have 
further reduced free recall during the study periods (Peverly et al., 2003).  The use of cued recall 
intermittent tests during the study periods might make it more likely for the facts from the initial 
and final tests to be retrieved during study which would be expected to lead to stronger long term 
(delayed) retrieval – e.g. a strong testing effect.  Future consideration should be given to what 
information is retrieved during repeated free recall.  Coding free recall attempts or scored cued 
recall or intermittent/study period would help answer these questions.   
Finally, this study found support for a connection between JOLs and the amount of effort 
required while studying.  More effortful studying led to lower JOLs.  Students are unlikely to 
independently realize that the way they study might incorrectly influence their metacognitive 
beliefs, and educators should point out this trend so that students are more cautious about the use 
of JOLs to gauge their comprehension without the use of feedback.   
The results of this study highlight the value of retrieval as a study technique to help 
minimize future forgetting.  However, it is also important to ensure information has been 
encoded before using retrieval.  While effortful retrieval is an important aspect of the testing 
effect, the effect may not be effective for detailed content if it is not initially encoded.  While 
research has demonstrated that active study techniques like repeated retrieval might be most 
beneficial to lower performing students, they are the students who are least likely to use them 
(Tomes et al., 2011).  Teachers should keep in mind that the benefits of these active strategies 
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may be minimal if students are not allowed sufficient opportunity to properly encode the 
information.   
Limitations 
Several important limitations should be kept in mind with respect to the results of this 
dissertation.  First, the sample in this study consisted exclusively of undergraduates and was 90% 
women.  The testing effect is a robust finding and has been demonstrated with a variety of ages 
and populations, including a recent study by Dr. Mary Pat Wenderoth who found that the effect 
holds for women and minorities (as cited in Roediger, 2014).  However, there is evidence to 
suggest that women may outperform men on verbally mediated skills such as note-taking and 
written free recall (Reddington, 2011).  Consequently, future research should specifically 
examine gender differences in the testing effect.   
Second, some of the participants used alternative study techniques while reading or 
reviewing the passages (i.e. underlining and/or note taking).  Though these factors were 
considered briefly, there was insufficient power to truly account for the effects of these 
techniques, and the results of this study may have been affected by them.  Future research should 
incorporate these techniques into the design or take additional measures to ensure that 
participants better follow the testing protocol.   
Third, despite efforts to ensure that the background knowledge test was easy enough for 
undergraduate students, it still proved to be a challenge.  On average, participants answered only 
half of the background knowledge questions correctly and the background knowledge test had a 
relatively low coefficient of internal consistency (Cronbach’s alpha of .60) compared to when it 
was piloted on graduate students (Cronbach’s alpha of .86).  The low scores and consistency may 
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have affected the results.  Future research should make additional efforts to ensure that 
background knowledge is adequately measured.   
Fourth, the use of a within subjects design resulted in participants in the review condition 
taking an immediate test.  Though the questions on this test were not repeated on the delayed 
test, as previously noted, retrieval can result in small benefits on untested information on 
subsequent tests.  It is possible that the immediate test induced a small testing effect for the 
information on the delayed test.  Follow-up work using a between subjects to look at the effects 
of individual differences on each of the four tests typically found in testing effect research should 
be conducted to examine this possibility. 
Finally, though the order of the study methods was counterbalanced, in the analysis, each 
trial was largely considered as a discrete trial, particularly with respect to their JOLs.  In reality, 
participants completed one study trial after the others in the course of a relatively lengthy first 
day.  As such, it is possible that order and the length of the experiment may have affected JOLs 
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Figure 1. Mean total comprehension test scores question type and time of test. Error bars 




Figure 2. Mean total comprehension test scores (immediate and delayed test combined) by 
background knowledge group. Error bars represent 95
% 




Figure 3. Mean total comprehension test scores (immediate and delayed test combined) by 
language comprehension group. Error bars represent 95
% 




Figure 4. Marginal means of comprehension test scores for the immediate and delayed test by 
test condition.   Note. Covariates appearing in the model were evaluated at the following values: 















































Anchad Reading Passage 
In 1895, Cagland invaded one of its neighboring countries and divided it into two separate 
entities, Anchad and Boxgrave. Cagland withdrew its occupation of Boxgrave in 1901 but 
remained in Anchad. In 1948, Cagland also withdrew its occupation of Anchad, but Anchad and 
Boxgrave have remained separate countries.  
Cultural changes in Anchad occurred as a result of the invasion by Cagland. One notable change 
was in the country's language. With the passage of time a distinct regional dialect, a mixture of 
the two languages, developed in Anchad. Another noticeable change as a result of the invasion 
was in terms of religion. The country which was split into Boxgrave and Anchad had been 
primarily of the Catholic faith. The Caglanders, however, spoke Caglandian and were mainly of 
the Protestant faith, and over the years the majority of the Anchadians converted to these beliefs.  
Immediately after President Morris ordered the withdrawal from Boxgrave, Boxgrave’s highest 
ranking military leader, Admiral White, took control and set up a dictatorial government. In 
1970, Admiral White's successor, General Howe, passed the leadership on to General Jones, 
whom he had groomed to take over the government. During recent years, General Jones 
continued the steady increase in the country's military strength.  
Next to General Jones, the highest-ranking official in Boxgrave was General Wolt. Wolt reached 
that position after rapidly being promoted through the military ranks. 
Throughout the years, Boxgrave has remained primarily agricultural and is much poorer than 
Anchad. The citizens have low levels of education, with the majority of the children never 
reaching high school, extremely poor economic conditions, and a very low standard of living. 
The citizens are becoming increasingly dissatisfied with their government, but cannot openly 
condemn it. An "underground" network has developed, led by individuals who want to 
overthrow the dictator and change Boxgrave's government to a democracy, and this movement 
has gained a great deal of momentum during the last few years.  
Anchad, on the other hand, has prospered since the invasion. After Cagland's withdrawal, a 
democratic form of government was put into place. The Anchadian citizens have been 
encouraged to voice their opinions and to be actively involved in the workings of their 
government.  
Anchad's economy has flourished. This economic success allowed the Anchadian government to 
develop a wide range of programs aimed at raising the standard of living of its citizens. Today, 
the vast majority of the Anchadian citizens have now completed a high school education, and 
many have gone on to college.  
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After 10 years of service, Anchad's current President, Joseph Mann, recently started serving his 
third term in office. President Mann is politically popular with voters because he has a great deal 
of power as well as the respect of other leaders. Recently, though, negative opinions about the 
president have been growing. Last month, Mann rejected a bill called for a tax increase in order 
to fund a build-up of the military. Currently, service in Anchad's military is voluntary, and it 
functions more as a reserve unit than a standing military threat. The citizens are concerned with 
recent reports indicating huge weapons purchases by Boxgrave. Reliable sources have also 
confirmed several unsuccessful attempts by high-ranking Boxgravian officials to negotiate the 
purchase of nuclear weapons, and this frightens the Anchadian people.  
General Jones arranged a meeting with Anchad's President Mann and presented him with his 
proposal that Anchad and Boxgrave reunite. Mann's immediate response was that a merger was 
completely out of the question. News of the meeting spread quickly through Anchad, and many 
citizens were appalled that Mann would so quickly dismiss the idea of a reunification. Massive 
demonstrations against the position of the Anchadian government broke out rapidly all across the 
country.  
Upon returning to Boxgrave, Jones was devastated. Jones’ eventual successor convinced Jones 
that the only way to realize his dream was to organize a group of individuals whose purpose 
would be to infiltrate Anchad's government and place supporters of a merger in power. Mann, 
however, found out about the plot and was furious.  
Four months later, General Jones was suddenly assassinated by an unknown assailant, and Wolt 
immediately took over the command of Boxgrave. Wolt publicly accused the Anchadian leaders 
of plotting the assassination. The Anchadian leaders firmly denied these accusations. 
Last week, the Anchadian press reported that a Boxgravian patrol unit crossed over the border 
into Anchad, where they were warned to return to their own land. Instead, they opened fire on 
the Anchadian soldiers. The Boxgravian press, however, published a completely different 
version of the incident, saying that the Anchadian soldiers fired over the border at the 
Boxgravians and were clearly preparing to cross the border into Boxgrave. After the incident, 




Padria Reading Passage 
Padria is a small tropical country with a population of about 8 million people. The country's main 
source of income comes from the tropical fruits and vegetables which it produces along the coast 
and exports. In 1965 they began to receive support from a much larger and more powerful 
country, Kalina, which is located inland about 500 miles away. There are three distinct economic 
classes in Padria. The rich, who are landowners and run the government, account for between 5 
and 10 percent of the total population. There is also a small professional class. The vast majority 
of the population, however, consists of peasants who work on farms and in other menial 
occupations. Padria has maintained its strongly Roman Catholic origins, especially among the 
peasants.  
Only landowners are allowed to vote in Padria. They elect the members of the Parliament, and 
the Parliament members in turn appoint a President to a 4-year term. The current President of 
Padria is Martin Gold, the son of a prominent landowner, who was reluctantly appointed to the 
position last year by the Parliament. 
The resistance movement in Padria opposes the current form of government, and it is rumored 
that a number of Padrian priests are very active in this movement. The leader of the resistance 
movement is John Lerner, a peasant who grew up in a one-room shack on the estate of one of the 
highest government officials, where his parents were employed as crop laborers. The resistance 
group has obtained arms, but it is not clear from whom. Some people say the arms were provided 
by a neighboring country, Norland, while others say they were obtained from Ronstan, a large 
industrial country located about 1,500 miles from Padria and about 1,000 miles from Kalina. 
Kalina is a large, powerful country with a population approximately ten times that of Padria. 
Economically, Kalina is very industrialized, but it also has a highly developed agricultural 
community. Kalina does import fruits and vegetables from Padria, but its main interest in the 
smaller country is keeping it from falling under the control of Ronstan, which would jeopardize 
Kalina's strategic Padrian naval base. 
Culturally, Kalina is pluralistic, with its citizens coming from a wide variety of religious and 
cultural backgrounds. A number of political parties exist in Kalina, and these parties are related 
to a large extent to the country's ethnic populations. The standard of living in Kalina is generally 
high, with most of its citizens finishing high school and many obtaining some higher education, 
as well.  
Politically, Kalina is a democratic country; both its President, President Lang, and its parliament 
are elected by popular vote. Kalina is concerned about its role in world affairs and is quite strong 
militarily, but would like to avoid a direct war. It sends military supplies to Padria. The leader of 
Kalina believes that the "radicals" in Padria are receiving support from Ronstan. 
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Ronstan is reasonably strong economically. Ronstan would also like to avoid directly being 
involved in a war, and it is especially interested in increasing its economic influence over the rest 
of the world, such as over Prime Minister Alvin Winters of Zengard. The economic and political 
operation of Ronstan is completely controlled by the Centralist Party, since no opposition parties 
exist in the country. Government policy is set by the President, Daniel Blank, along with six men 
who form the Command Group. The ideological base of Ronstan's government centers on 
government by those selected by the Centralist Party. 
In past months, there has been an increase in the resistance movement in Padria. Fortified with 
the arms they obtained, the group began to militantly take over agricultural land. Padria's 
government sent out its army to combat these "radicals," but the army was fortunate to hold its 
own and was unable to regain any of the territory held by the resistance movement. Padria's 
government appealed to Kalina for additional support, and Kalina sent more supplies and a group 
of "advisors" to Padria. Ronstan supported the freedom-seeking "heroes" of the resistance 
movement. A few days later, Ronstan began dropping troops and supplies by parachute into the 
mountain bases of the resistance movement. Kalina increased its military support of the existing 
Padrian government and began to use its base to send troops into the small country. Ronstan and 
Kalina have fought only in support of the two respective sides in Padria. Meanwhile, casualty 
levels in Padria continued to escalate, and many civilians became the unfortunate victims of the 
fighting.  
More recently, a bomb exploded in the capital of Padria, killing President Gold and several other 
key political figures. Officials in Kalina claimed that either members of the resistance movement 
or officials in Ronstan had plotted the assassination of Padria's President, but Ronstan and the 
leaders of the resistance movement claimed that Kalina was responsible for the murder. 
The leader of a neutral country, Zengard, has agreed to mediate the dispute and just last week he 
was successful in bringing the leaders of the resistance movement and of Padria's government to 
the conference table. Ronstan's government was very supportive of this meeting, but the 
government of Kalina strongly opposed it. 
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Please take the next five minutes and write down everything you remember about the passage
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Anchad Initial Comprehension Test 
























7. In general, the form of government preferred by the militaristic country in this 


























13. What types of programs were implemented in Anchad in order to improve the 




14. What type of government was established in Boxgrave after Cagland withdrew from 




15. Whose idea was it to infiltrate Anchad’s government, placing supporters of a merger 




Anchad Delayed Comprehension Test 
































































Padria Initial Comprehension Test 



























































15. How much territory was Padria's army able to regain from the "radicals"? 
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Padria Delayed Comprehension Test 








3. What is Prime Minister Winter’s purpose when he met with the leaders of the 
resistance movement and Pradia’s government? 
 


































12. How long is the term in office for Padria's president? 
 
 












Anchad Reading Initial Comprehension Test Key 
1. Who assassinated General Jones?  
a. An unknown assailant 
 
2. What did Boxgrave do after both sides mobilized their forces?  
a. Drop a bomb on Anchad’s capital  
 
3. Initially, what religion were the majority of Anchadians? 
a. Catholic 
 
4. In what year did Cagland split Anchad and Boxgrave into separate entities?  
a. 1895 
 
5. Which country prospered following Cagland’s invasion?  
a. Anchad 
 
6. What factors may have contributed to President Mann’s reelection?  
a. Power and respect from other leaders 
b. People were satisfied with the flourishing economy, citizens ability to actively 
participate in government, good programs that raise standards of living  
 
7. In general, the form of government preferred by the militaristic country in this passage 
was _________  
a. Dictatorship 
 
8. Why has the underground network in Boxgrave gained a great deal of momentum?  
a. People are dissatisfied with the government (so they had to be secretive)  
 
9. Who was Admiral White’s successor? (initial) 
a. General Howe  
 
10. In what year did Anchad gain its independence from Cagland?  
a. 1948 
 
11. What have Boxgrave officials unsuccessfully attempted to purchase?  
a. Nuclear weapons  
 
 
12. What language do citizens in Anchad speak? 







13. What types of programs were implemented in Anchad in order to improve the citizens’ 
standard of living? 
a. Education 
14. What type of government was established in Boxgrave after Cagland withdrew from 
Boxgrave?   
a. Dictatorship 
 
15. Whose idea was it to infiltrate Anchad’s government, placing supporters of a merger in 
power? 
a. General Wolt 
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Anchad Reading Delayed Comprehension Test Key 
 
1. In what year did General Jones gain power?  
a. 1970  
 
2. Why did Anchadians begin to foster negative opinions toward their president?  
a. Rejection of a bill that would increase the side of their military/Refusal to 
increase the size of their military 
b. Don’t like his response to their fears of military buildup in Boxgrave and 
Boxgrave buying nuclear weapons also correct? 
3. Name the leader who originally set up the dictatorial government in Boxgrave:  
a. Admiral White  
 
4. In what year did Cagland withdrawal its occupation of Boxgrave? 
a. 1901 
5. Name one of the goals of the underground network in Boxgrave:  
a. Overthrow the dictator  
b. Change to democracy 
 
6. What is the name of Cagland’s leader? 
a. Morris 
7. How often is a new president elected in Anchad?  
a. Every 5 years 
8. Which leader did Wolt accuse of plotting General Jones’ assassination?  
a. President Mann 
 
9. What type of government was established in Anchad after Cagland withdrew from it?  
a. Democracy 
10. Why did massive demonstrations break out against Anchad’s government? 
a. They did not agree with Mann’s decision to dismiss reunification  
 
11. Why was General Jones devastated after his meeting with President Mann?  
a. His idea for reunification was denied 
12. In general, the form of government preferred by the poorest country in this passage was 
_________  
a. Dictatorship 
13. Name one of the major cultural changes, which occurred in Anchad after the invasion?  
a. Religion  
b. Regional Dialect 
 
14. Which leader wants to see Anchad and Boxgrave reunite?  
a. General Jones 




Padria Passage Initial Comprehension Test Key 
1. Who controls the economic and political operation of Ronstan? 
a. Centralist Party 
 
2. How is the President selected in Kalina? 
a. By popular vote  
 
3. How was Padria's President Gold killed? 
a. A bomb 
 
4. What type of climate does Padia have? 
a. Tropical  
 
5. How far away is Kalina from Padria? 
a. 500 miles 
 
6. Which country is most likely to have faith communities other than Catholics? 
a. Kalina (described as pluralistic) 
 
7. Approximately what percentage of Padria’s citizens are allowed to vote? 
a. 5-10% 
 




9. What was the occupation of John Lerner's parents? 
a. Crop laborers 
 
10.  Name one resource that Kalia sent to Padria when asked for additional support.?  
a. “advisors” and more supplies  
 
11. Why does Kalina want control of Padria’s coastline? 
a. Doesn’t want to lose its naval base 
b. Must include naval base 
 
12. Why does Kalina send military supplies to Padria?  
a. To prevent it from coming under control of Ronstan 




13. Which country is the most unlikely to have killed Gold? 
a. Zengard  
 
14. What is the approximate population of Kalina? 
a. 80 million 
 




Padria Passage Delayed Comprehension Test Key 
1. Name the social classes which exist in Padria.  (1/3 point each) 
a. Rich/Land owners 
b. Professional Class 
c. Peasants/Crop laborers 
 
2. How many miles away is Ronstan located from Padria? 
a. 1,500 miles  
 
3. What is Prime Minister Winters’s purpose when he met with the leaders of the resistance 
movement and Pradia’s government? 
a. To mediate/reach peace 
b. because he leads a neutral country 
 
4. Who is the leader of the resistance movement in Padria? 
a.  John Lerner  
 
5. How many people set government policy in Ronstan? 
a. 7 people 
 
6. Name one of the goals of the resistance movement in Padria.  
a. Freedom from the government 
b. Force democratic government 
c. they want to change it so that you do not have to be a landowner to vote  
 
7. Who is the President of Kalina? 
a. President Lang  
 
8. How many political parties are there in Ronstan? 
a. 1 
 
9. Where does Padria get its main source of income? 
a. Exporting Fruits and Vegitables 
 
10. Why have Ronstan and Kalina only fought in support of the two respective sides in 
Padria? 
a. Trying to avoid all out/direct war 
b. I think the two have solely fought for their respectives sides in Padria because 





11. Other than Padria, which country has the least Democratic government? 
a. Ronstan  
 
12. How long is the term in office for Padria's president? 
a. 4 years 
 
13. Who does John Lerner claim is responsible for President Gold's death? 
a. Kalina 
 
14. How did Ronstan get troops and supplies to the bases of the resistance movement? 
a. Dropping by parachute 
 
15. Which political class in Padria is most affected by the resistance movement  
a. Land owners/rich 
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Pre-Test Questionnaire 
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Pre-Delay Questionnaire 





If you took a similar 15 question quiz about Anchad and Boxgrave in one week, how many 
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Pre-Delay Questionnaire 




If you took a similar 15 question quiz about Padria in one week, how many questions do you 
think you will answer correctly? 
 
___________ 
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Post-Delay Questionnaire 
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Background Knowledge Test 
1. During the Crusades, Western Europe sought to recover the __________ from Islamic 
control. 
A. Holy Land 
B. Gaza Strip 
C. Holy Grail 
D. Temple of Jerusalem 
 
2. The scientific effort that designed and built the first atomic bomb was known as 
_________. 
A. Operation Hiroshima 
B. The Manhattan Project 
C. The Nuclear Solution 
D. Operation Enola Gay 
 
3. Napoleon's failure to conquer Russia was due chiefly to ___________. 
A. Better-trained and better-equipped Russian troops 
B. Industrial development of Russia 
C. Climate and size of Russia 
D. Aid given to Russia by the British Navy 
 
4. Among the Allied Powers during World War II, the Big Three were ____________. 
A. United States, Britain, and Russia 
B. United States, Britain, and France 
C. United States, Italy, and Britain 
D. Germany, Italy, and Japan 
 
5. The Reign of Terror occurred during the ___________. 
A. Peloponnesian Wars 
B. French Revolution 
C. Korean War 
D. American Revolution 
 
6. A major result of President Franklin D. Roosevelt’s New Deal was ________________. 
A. increased involvement by the federal government in all aspects of life 
B. the destruction of labor unions 
C. the beginning of World War II 






7. ______________ is a change in the cultural behavior and thinking of a person or group 






8. The violent elimination or removal of people from a country or area because of their 
ethnic backgrounds, by means of genocide or forced expulsion, is called _________. 
A. Blitzkrieg 
B. Cultural Revolution 
C. Ethnic Cleansing 
D. Civil War 
 
9. In Machiavelli's book The Prince, he writes that to be a successful ruler one must be 






10. In Adam Smith's Wealth of Nations, he promoted a laissez-faire economic policy by 
which national wealth would be increased by having _____________________ 
A. people pursue industry and trade business without government intervention 
B. colonies supply materials and relieve the nations' dependence on other countries 
C. all property and wealth owned in a classless society by all the members of society 
D. alliances with wealthy nations whereby allegiance is traded for economic support 
 
11. _______________ is a political theory or system in which the means of production and 
distribution are controlled by the people and operated according to equity and fairness 







12. When authoring the constitution, northern and southern states agreed when determining a 
state’s population __________________________. 
A. only tax paying citizens would be counted 
B. slaves would be counted as three-fifths of a man 
C. women would not be included 




13. At the end of the Middle Ages, writers such as Dante and Chaucer began to use 






14. ________________________ is considered the chief author of the United States 
Declaration of Independence 
A. George Washington 
B. Charles Cornwallis 
C. Thomas Jefferson 
D. Paul Revere 
 
15. Originally established in 1948 to defend Western Europe against possible attack by 
Communist nations, members agree to defend one another from attack by other nations or 
by terrorist groups. 





16. The Northern Democratic party’s 1860 nominee for president was 
___________________. 
A. Roger B. Taney 
B. Stephen A. Douglas 
C. Abraham Lincoln 
D. Jefferson Davis  
17. Late in the 19th century, ____________ abandoned feudalism, modernized its 
government, and started to industrialize. 





18. In an attempt to Westernize Russia, Peter the Great wanted to ____________. 
A. Create a strong army that would be loyal to him 
B. Model Russia after European culture 
C. Convert Russia to Protestantism 






19. By the early 13th Century, _______________had united his people, the nomadic tribes of 
Mongolia, into a powerful military force. 
A. Attila the Hun 
B. Wu Tao-hsüan 
C. Marco Polo 
D. Genghis Khan 
 
20. As a result of the Franco-Prussian War, Germany annexed the provinces of 
__________________. 
A. Alsace & Lorraine 
B. Berlin & Frankfurt 
C. Hesse & Baden 
D. Schleswig & Holstein 
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When instructed to start, please complete as many problems as you can until you 
are told to stop. 
 
 
When instructed to start, please complete as many problems as you can until you 
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are told to stop. 
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Find and circle all of the clothing items that are hidden in the grid. 









































Find and circle all of the Ice Cream flavors that are hidden in the grid. 
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 If video and/or audio taping is part of this research, I ( ) consent to be audio/video taped. I 
( ) do NOT consent to being video/audio taped. The written, video and/or audio taped 
materials will be viewed only by the principal investigator and members of the research 
team.  
 Written, video and/or audio taped materials ( ) may be viewed in an educational setting 
outside the research  
( ) may NOT be viewed in an educational setting outside the research. 
 My signature means that I agree to participate in this study.  




Write your student identification number here: XXXX________   
  
Please answer the following:       
 
Gender: ___Female    ___Male ___Transgender ___Other 
 
Date of Birth:  ___Month  ___Day  ___Year 
 
Is English your first language? ___Yes  ___No 
 
I belong to the following group:  
___Black/African-American    ___Asian-American/Pacific Islander;   
___Latina/Latino     ___Native American/Alaskan Native;   
___White American     ___Other (specify: _____________ ) 
 
Year in school (circle one): 1  2  3  4  other: ___ 
 
Have you ever been diagnosed with a reading disability? ___Yes ___No 
  
Have you ever been diagnosed with a writing disability? ___Yes ___No   
 
Have you ever been diagnosed with attention deficit/hyperactivity disorder ___Yes___No 
 
What is your major? _________________ 
 
What is your minor? _________________ 
 
Please estimate your overall academic average:   
___ A+  
___ A  
___ A- 
___ B+ 
___ B  
___ B-  
___ C+  
___ C 
___ C-  
___ D+  
___ D  
___ D-  
___ F+  
___ F  
___ F-  
___ I prefer not to respond
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Analysis of Covariance for Total Test Score including Study Strategy Order 
 SS df MS F p Partial η
2
 
       
Between-Subjects 
Background Knowledge .466 1 .466 8.069 .006 .086 
Language Comp 1.542 1 1.542 26.716 .000 .237 
Study Strategy Order .109 1 .109 1.894 .172 .022 
Error 4.963 86 .058    
 
Within Subjects 
 SS df MS F p Partial η
2 
Time of Test .088 1 .088 5.339 .023 .058 
Time of Test x Background 
Knowledge 
.000 1 .000 .009 .926 .000 
Time of Test x Language Comp .018 1 .018 1.110 .295 .013 
Time of Test x Study Strategy 
Order 
.026 1 .026 1.551 .216 .018 
Error (Time of Test) 1.422 86 .017    
Method of Study .189 1 .189 7.846 .006 .084 
Method of Study x Background 
Knowledge 
.104 1 .104 4.337 .040 .048 
Method of Study x Language 
Comp 
.117 1 .117 4.841 .030 .053 
Method of Study x Study 
Strategy Order 
.034 1 .034 1.426 .236 .016 
Error(Method of Study) 2.071 86 .024    
Time of Test x Method of Study .084 1 .084 4.821 .031 .053 
Time of Test x Method of Study 
x Background Knowledge 
.022 1 .022 1.257 .265 .014 
Time of Test x Method of Study 
x Language Comp 
.037 1 .037 2.133 .148 .024 
Time of Test x Method of Study 
x Study Strategy Order 
.022 1 .022 1.283 .261 .015 
Error (Time of Test x Method 
of Study) 
1.500 86 .017 






Analysis of Covariance for Total Test Score including Passage Assignment 
 SS df MS F p Partial η
2
 
       
Between Subjects  
Background Knowledge .411 1 .411 6.984 .010 .075 
Language Comp 1.457 1 1.457 24.748 .000 .223 
Passage Assignment .008 1 .008 .143 .706 .002 
Error 5.064 86 .059    
 
Within Subjects 
 SS df MS F p Partial η
2
 
Time of Test .069 1 .069 4.127 .045 .046 
Time of Test x Background 
Knowledge 
.000 1 .000 .008 .930 .000 
Time of Test x Language Comp .025 1 .025 1.480 .227 .017 
Time of Test x Passage 
Assignment 
.006 1 .006 .382 .538 .004 
Error (Time of Test) 1.442 86 .017    
Method of Study .200 1 .200 8.424 .005 .089 
Method of Study x Background 
Knowledge 
.107 1 .107 4.527 .036 .050 
Method of Study x Language 
Comp 
.124 1 .124 5.211 .025 .057 
Method of Study x Passage 
Assignment 
.064 1 .064 2.699 .104 .030 
Error (Method of Study) 2.042 86 .024    
Time of Test x Method of Study .068 1 .068 4.920 .029 .054 
Time of Test x Method of Study 
x Background Knowledge 
.035 1 .035 2.503 .117 .028 
Time of Test x Method of Study 
x Language Comp 
.034 1 .034 2.432 .123 .028 
Time of Test x Method of Study 
x Passage Assignment 
.336 1 .336 24.310 .000 .220 
Error (Time of Test x Method 
of Study) 
1.187 86 .014 






Marginal Means of Differences Between Inference Question Scores in Review and Retesting 




Study Mean SE 
95% Confidence Interval* Mean 
Difference 
Difference 
SE Lower Bound Upper Bound 
Immediate Review .53 .02 .49 .58 
.24* .03 
Retesting .30 .02 .26 .33 
Delayed Review .24 .02 .19 .28 
.05 .05 
Retesting .19 .02 .15 .22 
Confidence Intervals are calculated using a Bonferroni Correction. **Denotes significant 





Marginal Means of Differences Between Factual Recall Question Scores in Review and 




Study Mean SE 
95% Confidence Interval* Mean 
Difference 
Difference 
SE Lower Bound Upper Bound 
Immediate Review .62 .02 .57 .67 
.26* .03 
Retesting .36 .02 .32 .40 
Delayed Review .32 .02 .28 .36 
.07* .02 
Retesting .25 .02 .21 .28 
Confidence Intervals are calculated using a Bonferroni Correction. **Denotes significant 
difference between methods p<.01 
 
