Introduction
There is rapidly increasing interest in the study of fractional differential equations because recent investigations in science and engineering have indicated that the dynamics of many systems can be described more accurately by using differential equations of non-integer order.
The theory for initial value problems is well established, but much less is known concerning terminal (or boundary) value problems. In this work we are concerned with the solution of boundary fractional differential equations of order α, 0 < α < 1, of the form If a = 0, the problem (1.1)-(1.2) reduces to an initial value problem, that has been investigated by several authors. We refer, for example, to the work of Diethelm and Ford ([10] ) where the authors, by considering the equivalence of the problem with a Volterra integral equation, established sufficient conditions for the existence and uniqueness of the solution, and investigated the sensitivity of the solution to changes in the parameters of the problem, namely, in the initial value, in the order of the derivative and in the right-hand side function f . Concerning the numerical solution of (1.1)-(1.2) with a = 0 we refer, for instance, to the articles [6] , [8] , [12] , [13] , [15] , [17] among many others.
The case where a > 0 has not been discussed in much detail. That is, the case where the initial condition is not prescribed at the basis point of the fractional differential operator, which in this paper is assumed to be zero. This kind of problem, called a terminal (or boundary) value problem, arises naturally in the simulation of processes that are observed (i.e. measured) at a later point, some time after the process has started. In other words, one does not know the values of the quantities of interest at t = 0. Recently, in [14] , Ford and Morgado considered the case where a > 0 and they proved that the boundary value problem (1.1)-(1.2) is equivalent to the following Fredholm integral equation: As pointed out in [14] , after proving the existence of y(0), existence and uniqueness results for t > a are inherited from the corresponding initial value problem theory. In order to approximate the solution of (1.1)-(1.2), the authors of this paper previously proposed a simple shooting method. We considered the initial value problem 5) and for a certain value of y 0 , we determined its numerical solution using standard initial value problem solvers. Then we used an iterative scheme to find the appropriate y 0 , for which the solution of the initial value problem passes throught the point (a, y a ).
In this paper, we follow a different approach. We develop a nonpolynomial collocation method to approximate the solution of (1.3), which is equivalent to approximating the solution to the terminal value problem (1.1)-(1.2). A similar approach was used in [15] in the case where in (1.1)-(1.2) we have a = 0. Although the extension to the case a > 0 may at first seem straightforward, a closer look shows that this is not the case, either analytically or numerically. As remarked in (1.3), in the case a > 0 problem (1.1)-(1.2) is equivalent to a Fredholm equation, while in the case a = 0, we have an equivalence with a Volterra integral equation.
A well known feature of fractional differential equations is that, in general, we cannot expect the solution of (1.1) to be smooth, even if the right-hand side is smooth, a fact that makes the construction of numerical methods with a reasonable order of convergence difficult. A result concerning the smoothness of the solution of (1.4)-(1.5) can be found, for example in [7] and establishes the following: , where p ≥ 1 and q ≥ 2 are two relatively prime integers and if the right-hand side function f can be written in the form f (t, y(t)) = f (t 1/q , y(t)), where f is analytic in a neighborhood of (0, y 0 ), then the unique solution of the problem (1.4)- (1.5) can be represented in terms of powers of t 1/q : 6) for some 0 < r < T , where the coefficients a i are constants.
Therefore, if the solution of (1.1)-(1.2) exists and is unique, problem (1.1)-(1.2) coincides with a unique initial value y 0 = y(0)
and from Lemma 1.2 it follows that the solution can be written as a sum y = y 1 + y 2 where, for a fixed integer m, y 1 ∈ C m ([0, T ]) and y 2 is the nonsmooth part of the solution. This result will be the starting point to the construction of the numerical method presented here. The paper is organised as follows: in section 2 we describe the numerical scheme to approximate the solution of (1.1)-(1.2). In section 3 we present the error analysis in the linear case. Finally, in section 4 we consider several terminal value problems for which the analytical solution is known, and we present for each one of them the numerical results we obtained which illustrate the performance of the proposed method, ending with some conclusions.
A numerical method based on a nonpolynomial approximation
In this section we approximate the solution of (1.3) and consequently the solution of the terminal value problem (1.1)-(1.2). In order to do that we take Lemma 1.2 into account and follow the approach in [2] , also used in [4] , and [15] . In [15] , we used this approach to approximate the solution of (1.1)-(1.2), and in that paper we mentioned that the initial value problem solver we obtained could be used to approximate the solution of fractional terminal value problems of the form (1.1)-(1.2), on the basis of a shooting method: first we consider the initial value problem (1.4)-(1.5) for some arbitrary value(s) of y 0 . Next, we determine its numerical solution using the initial value problem solver. Then we use an iterative scheme (the bisection method, for example) to find the appropriate y 0 , for which the solution of the initial value problem passes through the point (a, y a ). Here, in order to avoid the shooting method, we derive a similar nonpolynomial collocation method for terminal value problems. The main difference between the method presented in [15] and the method presented here is that while in the first one we had to discretise a Volterra integral equation, in this one we are dealing with a Fredholm integral equation.
For t > 0, m ∈ N and 0 < α < 1 let us define a finite dimensional space V 
Introducing the index set
Denoting by P m the space of polynomials of degree ≤ m − 1, clearly P m ⊂ V α m . Moreover, the space V α m contains the polynomial and nonpolynomial functions t ν j , j = 1, . . . , ℓ, which may reflect the nonregularity of the solution of (1.3) (see 1.6) .
Consider a partition of the interval [0, a] into N subintervals of equal size
In each one of the subintervals σ 0 = [0,
. . , ℓ, where c 1 , c 2 , ..., c ℓ are some fixed collocation parameters which do not depend on i and N and satisfy
and the set
In what follows, for two given Banach spaces E and F , we denote by L (E, F ) the Banach space of bounded linear operators A :
In order to define the interpolation operator
on the interval [0, a], we define the Lagrange piecewise polynomial basis functions by setting, for
where the ℓ coefficients β j kp p=1,...,ℓ may be determined by solving, for each j = 0, 1, ..., N − 1 and k = 1, . . . , ℓ, the linear systems of equations
The linear system of equations (2.6) has a unique solution as long as the interpolation points, t jγ , are all distinct (cf. [4] ).
The operator P N is then defined by
It is obvious that (P N g) (t ij ) = g(t ij ), i = 0, 1, ..., N − 1, j = 1, ..., ℓ and the interpolation operators P N are uniformly bounded,
On the other hand, from [4] we have the following global convergence result for the interpolation operator P N .
Theorem 2.1. Let P N be the interpolation operator defined in (2.7) associated with the partition ∆ N , m ∈ N and 0 < α < 1. Suppose that g has a decomposition g = u + v, where u ∈ C m and v ∈ V α m . Then, there exists a positive constant c independent of N such that for all such functions g
In this work, we seek a u ∈ V α m (∆ N ) that satisfies (1.3) at the collocation points, that is:
As an approximation of g(s) = f (s, u(s)) we consider
meaning that
Substituting (2.5) and (2.11) in (2.9), and denoting by y ik the approximated value of y(t ik ), we obtain the following discretisation of (1.3):
12)
. . , ℓ, where the weights are given by
If the fractional differential equation (1.1) is linear, the system of equations (2.12) is linear; if not, in order to solve the nonlinear system (2.12), we use Newton's method with the vector [y(a), y(a), · · · , y(a)]
T (N × ℓ components) as initial approximation.
Having determined the y ik , i = 0, 1, . . . , N − 1, k = 1, . . . , ℓ, the solution of (1.1)-(1.2) is given by
Convergence analysis
In this section we prove the convergence of the proposed algorithm applied to the boundary value problem (linear case):
where g is a continuous function and β ∈ R.
In this case we can rewrite equation (1.3) as
where T α is the integral operator given by
and
Therefore, the method described in the previous section for problem ( 
Conditions (3.6) have an operator equation representation in the form:
where P N is the interpolation operator defined by (2.7). In order to obtain u N we must solve a linear system of equations with respect to the coefficients u N (t jk ) = u jk :
where L iµ are the Lagrange functions defined by (2.5). After solving (3.8) an approximation to the solution of (3.2) will be given by
In the next theorem we prove the convergence of the proposed algorithm and prove the convergence order for arbitrary collocation parameters c 1 , ..., c ℓ satisfying (2.4). Note that taking Lemma 1.2 into account, the solution of (3.1)-(3.2) may be written in the form y = y 1 + y 2 where, for a fixed integer m,
and y 2 ∈ V α m whenever g(t) =g t 1 q , andg is analytical in the neighborhood of t = 0. 
Proof.
3) and (3.7) we
, is obviously linear and is compact (since it is an integral operator with a weakly singular kernel). Moreover, equation z = T α z has a unique solution in L ∞ ((0, a) ), the trivial solution z = 0. Therefore, there exists an inverse operator
On the other hand, since the interpolation operators P N , N ∈ N, are uniformly bounded (see (2.8)), then
From (3.11), (3.12) and using a standard argument (see e.g. [1] , [3] ), we conclude that there exists an integer N 0 such that for N ≥ N 0 the operators I − P N T α are invertible in L ∞ (0, a) and there exists a positive constant C, that does not depend on N , such that
Using the above result on (3.10) we obtain 14) and consequently,
From Theorem 2.1 it follows that y − P N y ∞ → 0 (for every y satisfying the conditions of the function g in that theorem) as N → ∞ and
Using these results on (3.15) we prove the convergence, y − u N ∞ → 0, as N → ∞, and (3.9).
Numerical examples
In this section we illustrate the theoretical results we have obtained and the performance of the proposed nonpolynomial collocation method, (NPCM), presented in Section 2. In order to do this we consider several examples. We compare the numerical results obtained by the proposed method with the numerical results obtained with the shooting algorithm based on the secant method where the initial value problem solver used is the nonpolynomial collocation method proposed in [15] . All the numerical experiments have been coded in Mathematica and run on a personal computer with processor Intel(R) Core(TM) i5-3230M, CPU 2.60 GHz under operating system Microsoft Windows 8.
Throughtout this section, ε N and ε N represent the errors at the collocation and discretisation points, respectively, and p the experimental order of convergence:
First we consider a simple boundary value problem (BVP):
where E 1/2 denotes the Mittag-Leffler function,
, z > 0, and the exact solution is y(t) = E 1/2 (0.5 √ t). In Tables 1 and 2 we present the numerical results obtained by the application of the nonpolynomial collocation method for different values of N . From Tables 1 and 2 we can see that the maximum of the errors, using the NPCM on the space V 1/2 m (∆ N ), at the mesh points, converges to zero with order m which is in agreement with the result provided by Theorem 3.1. 
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The numerical results obtained by the shooting algorithm are similar to the ones obtained by the proposed method. However, by looking at the relative CPU times in Figure 1 we can see that the computational cost (measured by the running time) of the shooting algorithm is considerably higher. Now we consider two linear terminal value problems whose analytical solutions are not smooth:
The exact solution of the terminal value problems (4.5), (4.6) are y(t) = t
3/2
and y(t) = 4 3 √ π t 3/2 + 1, respectively.
The maximum of the absolute errors using the NPCM on the space V 1/2 1 (∆ N ) are presented in Table 3 .
In Table 4 we compare the results obtained by the NPCM and the shooting method, at t = 0 for examples (4.5) and (4.6). The shooting method seems to converge with a higher order than the NPCM. However, by looking at the relative CPU times in Table 5 we observe, once again, that the computational cost of the shooting method is considerably higher.
Next we consider another example whose analytical solution is known and is given by y(t) = t 2 − t. In this case the solution is smooth but the fractional derivative D 1/2 y is nonsmooth.
For this example, the maximum of the errors and the experimental orders of convergence are presented, for different values of the stepsize h, in Table 6 . From Table 6 , we observe that the values obtained by the two methods are the same, in this example. For the approximation on the nonpolynomial space V 1/2 1 the convergence orders increase and is approximately 1. On the other hand, for the approximation on the nonpolynomial space V 1/2 2 a convergence order 2 is obtained for all values of the step size. NPC method Shooting algorithm Finally, we consider a nonlinear example:
The exact solution of this terminal value problem is y(t)
meaning that the solution y(t) can be written as y(t) = u(t) + v(t) with u(t) =
We consider the NPCM on the space V In Table 7 some results of numerical experiments for different values of the stepsize h are presented. We also compare these with the numerical results obtained by the shooting method. (4.8) . 
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Finally in Table 8 we list the approximations of y(t) at t = 0, for several values of α, obtained by the NPCM on the space V α 1 (∆ N ). A j,k β j,k − δ k ∞ , where β j,k is the solution computed and δ k the independent vector associated to the systems of equations (2.6). In Tables 9 and 10 we 
Conclusions
In this paper we have presented a nonpolynomial collocation method for solving fractional terminal value problems. As previously established, these problems are equivalent to Fredholm integral equations. Therefore, we have developed our previous approach for initial value problems (equivalent to Volterra integral equations), and have discretised the integral equation directly. As expected, the convergence order of the numerical scheme is also optimal as it was for initial value problems. Some numerical examples are considered in order to illustrate the performance of the method. The solution can also be determined by using a shooting method. Although the numerical results obtained by the two approaches are similar (in terms of convergence order and errors), the direct discretisation of the Fredholm equation presents an advantage against shooting when we compare the computational time, which in most cases, reduces significantly when using the nonpolynomial collocation method proposed here.
