Bounds on the exponential decay of generalized eigenfunctions of bounded and unbounded selfadjoint Jacobi matrices in ℓ 2 (N) are established. Two cases are considered separately and lead to different results: (i) the case in which the spectral parameter lies in a general gap of the spectrum of the Jacobi matrix and (ii) the case of a lower semibounded Jacobi matrix with values of the spectral parameter below the spectrum. It is demonstrated by examples that both results are sharp.
Introduction
This paper is devoted to the spectral theory of unbounded Jacobi matrices and consists of two parts:
In the first part we consider general unbounded self-adjoint Jacobi matrices J on ℓ 2 (N) and assume that λ ∈ R lies in a spectral gap of J. We will use a "discrete" and rather simple version of a technique introduced in [1] to prove upper bounds on the exponential decay of generalized eigenfunctions of J to λ. The decay bound for eigenfunctions of Schrödinger operators found in [1] improved on longstanding bounds obtained through the so-called Combes-Thomas method [4] .
While the result is quite general and its proof, due to the discrete one-dimensional setting, quite elementary, the obtained bounds are remarkably sharp in several respects. This will be understood in the second part of the paper, where we will consider two concrete classes of unbounded Jacobi matrices for which the exact asymptotics of generalized eigenfunctions can be obtained.
Let ·, · be the inner product in ℓ 2 (N) and denote by e n the canonical basis in ℓ 2 (N). Before we proceed further recall a general result due to Shubin in [10] which says that for any bounded operator A in ℓ 2 (N) with the band matrix a ij = Ae j , e i having the bounded inverse A −1 , the entries b ij of A −1 satisfy the estimates:
|b ij | ≤ Cr |i−j| , i, j ∈ N for some C > 0 and r ∈ (0, 1). In the proof of this estimate the boundedness of A is used in an essential way.
Consider a Jacobi matrix J defined by the difference relations (Ju)(n) = λ n−1 u(n − 1) + q n u(n) + λ n u(n + 1), n ∈ N, (1.1) and boundary condition u(0) = 0, or, in equivalent matrix notation,
Here, the "discrete potential" q n is real and the "weights" λ n are positive for n ∈ N. For later use we also adopt the convention λ 0 = 1. Sometimes it is also convenient to represent J in the form J = SΛ + ΛS * + Q, where Λ (respectively Q) are the diagonal operators given by λ k (respectively q k ) in the canonical basis e n , n ∈ N , and S is the unilateral shift Se n = e n+1 .
Under the assumption
this defines a unique self-adjoint operator on ℓ 2 (N), e.g. [3] , which will also be denoted by J.
The main result of the first part of this paper is an upper bound for the matrix elements of the resolvent of J:
Suppose that lim inf n→∞ λ n > 0 and that (r, s) is a gap in the spectrum of J. Then there exists a constant η ∈ (0, 1/2) such that for all λ ∈ (r, s),
In the case lim inf n→∞ λ n = +∞ the above estimate can be slightly improved. This is the content of Theorem 1.2 Let J * = J. Suppose that lim inf n→∞ λ n = +∞ and let (r, s) be a gap in the spectrum of J. Then for arbitrary ǫ ∈ (0, 1/2) there exists N = N(ǫ) such that
for all λ ∈ (r, s) and for all n > N.
It turns out that for a semi-bounded Jacobi operator J and λ below the bottom of the spectrum the estimates given in the above Theorems can be further improved. Indeed, we have the following result. Theorem 1.3 Suppose that J = J * associated to the weights λ n and the potential q n is bounded from below by d and lim inf n→∞ λ n = +∞. Fix ǫ ∈ (0, 1) and λ such that ℜλ < d. Then there exists N = N(ǫ, λ) such that
for n > N.
The sequence v defined by v(n) = (J − λ) −1 e 1 , e n is a generalized eigenfunction of J, meaning that it solves (1.1) for n ≥ 2 without satisfying the boundary condition at 0. As J is in the limit point case at +∞, it is (up to constant multiples) the unique generalized eigenfunction which is square-summable. Thus we may understand (1.1) as a bound on the decay of generalized eigenfunctions. As λ ∈ σ(J) (the spectrum of J), v is not an eigenfunction, but the above results also provide bounds on eigenfunctions for perturbations of J: IfJ = J +A, where A is a finite Jacobi matrix, and if u = (u(n)) is an eigenfunction ofJ for an eigenvalue λ ∈ (r, s), then u satisfies the bound given by the right hand side of (1.4) . This is obvious as u(n) for large n coincides with the unique ℓ 2 -generalized eigenfunction of J.
We point out two specific features of the exponent on the right of (1.4): It describes the large n asymptotics as well as the asymptotics as λ approaches the spectrum of J. The large n asymptotics, characterized through the sum 1/λ k , generalizes the "Schrödinger case" λ n ≡ 1, where generalized eigenfunctions for λ in a spectral gap decay exponentially in n. As λ approaches a spectral edge of J, that is, either r or s, the constant in front of 1/λ k is proportional to the square root of the distance of λ to the spectrum. This improvement over the original Combes-Thomas method, which merely provides a term which is linear in the distance, is due to the new ideas introduced in [1] . We will comment on this at the end of the proof of Theorem 1.1 in Section 2.
In fact,our proofs allow for several generalizations. First, as in Theorem 1.3, an imaginary part may be added to the energy parameter λ in Theorems 1.1 and 1.2 without effecting the bound, that is, | (J − λ − iδ)
−1 e 1 , e n | satisfies the same bound provided that δ is not too large (see the proof of Theorem 1.1). Second, general matrix elements (J − λ)
−1 e j , e n satisfy a similar bound, where the sum on the right becomes n−1 k=j 1/λ k . It turns out that a corresponding result holds for multi-dimensional Jacobi matrices on ℓ 2 (Z d ) (in particular for multi-dimensional tight-binding model with presence of non-homogeneous media).
Moreover, our estimates turn out to be optimal, as will be shown by explicit examples in Section 3.
Combes-Thomas type estimates like the ones proven here are a frequently used tool in the spectral analysis of differential and finite difference operators. While we will not discuss applications here, we mention a recent paper by J. Breuer [2] , where a similar but weaker estimate for the matrix elements of (J − z) −1 was found and applied to study spectral and dynamical properties of random Jacobi matrices.
Proofs of Theorems

Proof of Theorem 1
Let ρ(n) := n−1 k=1 1/λ k and, for γ > 0 to be specified later, φ = e −γρ as a multiplication operator in ℓ 2 (N). Then a calculation shows that
is a non-symmetric Jacobi matrix with entries
To determine bounds on the real and imaginary part of A we verify by Taylor expansion that
We conclude that
where λ n ≥ C > 0 uniformly in n was used and error terms refer to norm bounds. In fact, all we will use below are the norm bounds Re A(γ) ≤ C 1 γ 2 and Im A(γ) ≤ C 2 γ with C 1 , C 2 depending only on J.
The following lemma provides the operator theoretic fact behind the improvement of the Combes-Thomas method found in [1] . Extracting from the argument in [1] , this lemma is stated with proof in [11, p. 60 ].
Lemma 2.1 Let T be invertible self-adjoint with
We apply Lemma 2.1 to the operator J − λ + A(γ) = T + iβS, with self-adjoint operators
Applying Lemma 2.1 we know that J − λ + A(γ) is invertible and thus, using (2.7),
We note that | (J − λ) −1 e 1 , e n | = e n (J − λ) −1 e 1 , where on the right we think of e n and e 1 as multiplication operators (and of · as the operator norm). The proof of Theorem 1.1 is thereby completed through the estimate
Note that in the above argument crucial use was made of the fact that the real part of A(γ) is smaller than its imaginary part, O(γ 2 ) as compared to O(γ). This is exploited through Lemma 2.1, which can be interpreted as saying that purely imaginary perturbations have a weaker effect on the invertibility of self-adjoint operators than self-adjoint perturbations. In the "classical" Combes-Thomas method only the rougher bound A(γ) = O(γ) is used, yielding merely linear dependence of the exponent in (1.4) on the distance of λ to the spectrum.
Proof of Theorem 1.2
We start with an improved version of Lemma 2.1. Let P + (respectively P − ) be the spectral projection of T corresponding to the positive (respectively negative) part of σ(T ). We have
Lemma 2.3 Let T be invertible self-adjoint with positive
where T 1 := |T |(
). Note that T 1 commutes with P + and P − and T 1 ≥ I. Hence (T + iβS)
, S 1 ≤ 1. Therefore the proof is reduced to the case
(2.12) and
Using (2.12) and (2.13) we obtain (T + iβS)
This completes the proof of Lemma 2.3.
Turning to the proof of Theorem 1.2 we fix ǫ ∈ (0, 1/2). Let 14) with N to be chosen below. For γ > 0 to be specified later, let φ = e −γρ be a multiplication operator in ℓ 2 (N). Then by repeating the calculations given in the proof of Theorem 1.1 we find
We want to determine bounds on the real and imaginary part of A(γ). Note that
where
We apply Lemma 2. 
for some positive constants C 1 (J) and C 2 (J) which depend only on J.
Note that the operator T has a spectral gap (r − λ + γ 2 ǫ(N), s − λ − γ 2 ǫ(N)) =: (−d − , d + ). Denote w(λ) = (λ − r)(s − λ). Evoking the above formulas we obtain 
for some positive constant C 3 (J).
Choosing N so large that r(N) ≤ 4ǫ 2 (C 3 (J)) −1 the above inequalities show that
for ǫ ∈ (0, 1/2). Therefore Lemma 2.3 implies that J − λ + A(γ) is invertible and
Using the last inequalities and repeating the reasoning given at the end of the proof of Theorem 1.1 we get the desired estimate, thus completing the proof of Theorem 1.2
Remark 2.5 The constant η in Theorem 1.1 can be made arbitrary small. In turn the choice of η = 1/2 − ǫ in Theorem 1.2 is optimal as will be shown below in Example 3.1.
Proof of Theorem 1.3
Fix λ such that ℜλ < d and ǫ ∈ (0, 1). Choose N such that
Fix an arbitrary N 1 > N. Now define the sequence ρ(n) by
Put γ = η √ d − ℜλ and consider the multiplication operator φ N 1 = e −γρ in ℓ 2 (N). Note that φ N 1 is bounded and invertible (for any N 1 > N) . By repeating the computation given in the proof of Theorem 1.1 we have φ
is a finite rank Jacobi operator with entries a k and b k (see the proof of Theorem 1.1), where
Hence for complex λ such that ℜλ < d − Re A(γ) , A − λ is invertible and
for any complex µ with ℜµ < d we have
In turn (2.28) implies that
for any N < n ≤ N 1 . Using inequality (2.27) we obtain
Finally, for a fixed λ with ℜλ < d and small ǫ ∈ (0, 1) define γ := (1 − ǫ) √ d − ℜλ. Then using (2.24) and (2.26) one can readily check that
Combining the above relations (2.29) and (2.30) and the fact that N 1 was arbitrary completes the proof of Theorem 1.3.
Remark 2.6 Note that the above N = N(ℜλ, ǫ) tends to ∞ as either ℜλ goes to −∞ or ǫ −→ 0. In the interesting region {λ : ℜλ ≈ d} the dependence of N on ℜλ disappears.
Optimality of the estimates
We conclude by discussing some specific models illustrating that the bounds obtained above are optimal.
Example 3.1 The first model of unbounded Jacobi matrices J concerns Theorem 1.2 and is given by q n = 0, λ n = n + c n , n ∈ N, (3.1)
where (c n ) is a two-periodic sequence (c 1 , c 2 , c 1 , c 2 , . . .) such that c 1 = c 2 and λ n > 0 for all n. Unbounded Jacobi matrices quite frequently fall into one of two extreme cases, namely that either σ ess (J) = R or σ ess (J) = ∅. What makes the class (3.1) interesting is that it is non-trivial in this respect. It can be shown that σ ess (J) = R \ (−|ρ|, |ρ|), where ρ = c 1 − c 2 . In fact, the spectrum of J is purely absolutely continuous in R \ [−|ρ|, |ρ|]. This is proven in [6] and [9] by finding asymptotics of solutions of the equation Ju = λu and using the method of subordinacy (for the a.c. spectrum) for this and related classes of entries. In the same papers it is shown that σ(J) in (−|ρ|, |ρ|) is empty. In other words we have exactly the situation considered in Theorem 1.2, with r = −|ρ| and s = |ρ|. Moreover, in [6] and [9] it was shown that for λ ∈ (r, s) there exists a solution u 1 (n) of the equation Remark 3.2 The above solution u 1 is the unique ℓ 2 -generalized eigenfunction to which the bound found in Theorem 1.2 applies. As d n ∼ n −1/2 is subexponential, the decay of u 1 at +∞ is governed by exp − ρ 2 − λ 2 n k=1 (2k) −1 . With η = 2 −1 , the n-dependence of the exponent through the factor n k=1 k −1 = n k=1 1/λ k and (for λ close to the boundary of the essential spectrum) the dependence on the distance of λ to the spectrum given through ρ 2 − λ 2 = (ρ − λ)(λ + ρ) are exactly as found in Theorem 1.2.
The next example we present below illustrates that the estimates of Theorem 1.3 are also sharp. Example 3.3 Consider the sequences given by q n = −2n, λ n = n, n ∈ N.
(3.5)
Note that J with entries defined by (3.5) is bounded from above by −I. Fix λ > −1 and ǫ ∈ (0, 1). By the Birkhoff-Adams theorem [5] there exists a basis u ± (n) of solutions of (3.1) with asymptotics given by u ± (n) = n −1/4 exp(±2 (λ + 1)n)(1 + o(1)). (3.6)
Applying Theorem 1.3 (in this case for J bounded from above by (−I)) there exists N such that for n > N we have
Since n k=N ( √ k) −1 ≃ 2 √ n, by comparing (3.6) and the last estimate we conclude that the value 1 − ǫ in the formula for γ (see the the proof of Theorem 1.3) is optimal.
Problem. In case that J is a bounded Jacobi matrix it is well known (see Theorem 2.3 in [10] ) that the spectrum of J as an operator in l p does not depend on p. However, for unbounded J this result does not apply. Nevertheless, in the case −1 e j , e n . Does the opposite inclusion also hold true?
