ABSTRACT. S. P. Novikov's conjecture that the relations between theta functions that follow from the nonlinear Kadomcev-Petviasvili equation, well known in mathematical physics, characterize the Jacobian varieties of Riemann surfaces among all abelian varieties is proved in this paper, except for the possibility of superfluous components.
θ(ζ + 2πίΝ + ΒΜ) = exp{-^(BM, M>-(Μ,ζ)}θ{ζ). (0.3)
We shall call Λ the period lattice of the theta function. The quotient space of C g = R 2g by this lattice is a 2g-dimensional complex torus REMARK. The cohomology class of the imaginary part of a Hodge metric on an abelian variety (i.e. on an algebraic torus) is called a polarization of the variety. A polarization is called principal if this class has the form (0.7). Thus the torus T lg {B) constructed from a Riemann matrix is a principally polarized abelian variety; and all such varieties are gotten in this way.
The totality H g of all g X g Riemann matrices Β is called the (left) Siegel half-plane. By the Siegel modular group G g we mean the group of all integral symplectic 2g X 2g matrices (^) factored by the subgroup { ± 1}: G g = Sp(g,Z)/{±l}.
(0.8)
A matrix ("^) belongs to Sp(g, Z) if α, β, γ and δ are integral gX g matrices and (the superscript t denotes the transpose). The modular group G g acts on the half-plane H g by the formula
Riemann matrices Β and B' related by a transformation from the modular group are called equivalent. They define unique abelian tori T 2g (B) = T 2g (B') with a unique polarization. It is not hard to see that inequivalent Riemann matrices Β and B' give rise to different tori. Thus the quotient space
is the moduli space of principally polarized abelian varieties (of complex dimension g). This space is an irreducible algebraic variety of (complex) dimension g(g + l)/2 (after a suitable compactification; see [14] ). Note that under transformations of the form (0.9) the theta function transforms according to the rule where Μ = (yB + 2wiS)~' and z' = 2-niMz; the explicit form of the multiplier κ (independent of z) and of the quantities l t and λ is not essential for us. Let Γ be a compact Riemann surface of genus g (a smooth algebraic curve). We choose a canonical basis of cycles a,,... ,a g , b u ...,b g in the integral cohomology group H { (T, Z) with intersection matrix of the form (_° 0)· To this basis there corresponds a basis of the holomorphic differentials ω,,..., <o g normalized by the conditions
(0.11)
Then the 6-periods of these differentials define a Riemann matrix
The corresponding theta function θ(ζ) = θ(ζ\Β) is called the theta function of the Riemann surface Γ, and the corresponding abelian torus T 2g (B) is called the Jacobian variety or the Jacobian of this Riemann surface. The passage to another canonical basis of the cycles is given by an integral symplectic transformation; the Riemann matrix Β of the Riemann surface Γ is transformed to an equivalent one, and the Jacobian generally does not change.
Let R g be the moduli space of Riemann surfaces of genus g 3= 2. This space is an irreducible variety of dimension 3g -3. There is defined a period mapping R g -A g ; Γ^Β(Γ), (0.13) which assigns to a curve Γ the equivalence class of its Riemann matrix (see [15] ). The classical Torelli theorem asserts that this mapping is an embedding. The proof of this theorem is not effective, since it requires a knowledge of the "theta divisor" [θ(ζ) = 0} (see [1] ). The problem of finding the equations characterizing the image of the period mapping (0.13) is the Riemann-Schottky problem. In other words, this problem is contained in the following: to find the equations imposed on a Riemann matrix (B jk ) that characterize the period matrices of Riemann surfaces. The Riemann-Schottky problem is nontrivial for g s= 4. For g -4 the equation characterizing the period matrices was found by Schottky [3] (see also [4] and [5] , which indicate generalizations of the Schottky relations to higher genus). Schottky's method was essentially advanced by Farkas and Rauch [6] . In that paper a method was presented that allows one to get a large number of explicit identities on theta functions by using the theory of the Prym variety. However, the question of the completeness of this system of identities, insofar as the author knows, was not investigated (it is not even clear whether the dimension is right). Finally, another approach to the Riemann-Schottky problem was found by Andreotti and Mayer [7] ; to solve this problem they used information about the singularities of the 0-divisor (for Jacobian varieties of Riemann surfaces these singularities have codimension 4). The Andreotti-Mayer equations (we shall state them at the end of the paper) give the right dimension, but the process of writing them down is very ineffective. Moreover, it is known that the solutions of these equations have superfluous components in A g (not corresponding to period matrices)-see [13] .
In this paper we obtain explicit formulas for inverting the period mapping (0.13), i.e. for recovering the Riemann surface from its Jacobian (in other words, from its period matrix (B Jk )). Moreover, the Riemann-Schottky problem of characterizing the image of the period mapping (0.13) is solved precisely up to components.
To solve these classical algebro-geometric problems the author, following ideas of S. P. Novikov, uses an important equation of mathematical physics, the Kadomcev-Petviasvili equation (KP):
( 0 . 14 )
Ι. Μ. Kricever found a wide class of exact solutions of this equation, each of which is constructed by starting from an arbitrary smooth algebraic curve Γ (see [9] ). These solutions have the form
is the theta function of the curve Γ; the vectors U, V and W are given in a quite complicated way by Γ and a point Ρ on it (see below, (1.6)); and z 0 is an arbitrary vector. We now take an arbitrary Riemann matrix Β and some vectors U, V and W, and try to satisfy the KP equation using (0.15), where θ(ζ) -θ(ζ \ Β). After substituting we get a system of relations on the variables U, V, Wand the matrix B:
(the explicit form of this equation will be given below; see Theorem 1). S. P. Novikov has announced the conjecture that solving the system (0.16) for the matrix Β will yield the period matrices of Riemann surfaces and these only; that is, we have a solution of the Riemann-Schottky problem. It has also turned out that if one knows that Β is the period matrix of a Riemann surface Γ, then solving (0.16) for U,V and W yields explicit equations for this Riemann surface.
§1. Formulation of the main results
We introduce 2 s "second-order theta functions" 
where η e j(Z 2 ) g .
For the proof of this theorem see the survey [11] This immediately follows from the easily checked invariance of Y g under the transformations (1.3) and (1.4). The invariance of the system under the transformations (1.3) is evident. Under the action (1.4) of the modular group the system (1.2) is invariant only under the action of some subgroup of G g of finite index, not in general. But the set of zeros Y g of this system is invariant under the action of G g . Actually, this is connected with the fact that the construction of Kricever's solutions does not depend on the choice of a canonical basis of the cycles.
We have introduced the space R g parametrizing the Riemann surfaces of genus g 3= 2-the variety of moduli of Riemann surfaces. By R g we shall denote the natural bundle over R g whose fiber over a given point is the corresponding Riemann surface. The dimension of this variety is 3g -2. The period mapping (0.13) evidently extends to a mapping κ,'π,Λν (1.5)
Let B(R g ) be the graph of this mapping. According to Kricever's construction (see the Introduction), one can define an embedding of this graph into the variety Y g of solutions of the basic system (1.2). This embedding is given by the following formulas: if Γ is a Riemann surface with a canonical basis for the cycles a, and bj, ω,,... ,w g is a basis of the differentials on Γ, and Ρ ε Γ is a fixed point, then Β is the period matrix (0.12) of the surface Γ, and
(the prime denotes the derivative with respect to a fixed local parameter ζ in the neighborhood of P), where c(P) is a projective connection on Γ (see [2] ) of the form here f is an arbitrary nonsingular point of the theta divisor; that is, θ(ζ) -0 and grad θ(ξ) φ 0, and d = d(P) is a quadratic differential on Γ of the form
(| is an arbitrary vector). It is easily checked that this mapping is well defined (it is independent of the choice of the basis of cycles and of the local parameter z). In fact (see [11] with the domain X g coincides with the graph B(R g ) of the period mapping (1.5).
(It is necessary to take the intersection with X g to omit the "trivial" solutions of (1.2); they correspond to the direct products of Jacobians on an arbitrary abelian variety.)
For g = 2 and 3, where no conditions on the Riemann matrix arise, this conjecture was proved by the author in [10] , and this has allowed us to solve the problem of making effective the formulas for solving the KP equation and the equations connected with it (for a proof, see [11] ). For g > 3 one has the following weaker assertion:
THEOREM 3. The irreducible component of the variety Y g containing the graph B(R g ) coincides with it. In other words, Novikov's conjecture holds except for the possibility that the variety of solutions of the system (1.2) may have superfluous components.
The proof of this theorem will be given in the next section (the idea of the proof was published in [11] ). §2.
Proof of the main theorem
Because all the constructions are algebraic, it suffices to compute the dimension of the component Y g° of the variety Y g of zeros of the system (1.2) that contains the graph B(R g ) and show that this is 3g -2. We shall show that the local coordinates at a general point of Y g° can be taken to be the variables £/,,..., U g , V x ,..., V g (defined up to transformations U^XU and VH> ±(X 2 V + IXaU)) and e, = exp B H (i -1,... ,g). For this we must show that the rank of the Jacobian matrix
is \g(g + 1) + 1. Here/[«] denotes the left-hand members of the system (1.2), and in the matrix (2.1) the arguments U, V, W, d and Β lie on the graph B(R g ), i.e. have the form (1.6)-(1.8) for some Riemann surface Γ and point Ρ on it. We shall deform this surface Γ, moving its α-cycles. Then the quantities ε, = exp B u will converge to zero (see [2] ). The limiting subvariety (ε, = • · · = e g = 0} is a so-called "Enriques curve"; that is, a rational curve with g double points. The basic idea of the proof of Theorem 3 is to solve (1.2) in the neighborhood of the subvariety (ε = 0} "by the theory of perturbations"^1) From all (') For genus g = 2 and the Korteweg-deVries equation, similar computations, according to the theory of perturbations, were first made by S. Ju. Dobrohotov-see [12] . the basic systems f[n] -0 we take only \g(g + 1) + 1 equations corresponding to the following characteristics: We now replace U and V by new variable vectors X and Y, putting (2.11) where the asterisks denote terms inessential for us. Evidently, this matrix has maximal rank. From this and the complex-analytic implicit function theorem we get a solution of (1.2) in the form 12) d=d(X,Y,e), ^=^(A",r, e ), ?,., = £,(*, F, ε), (2.13) where (2.13) are single-valued analytic functions of ε (for small ε). The coefficients of the expansions of these functions as power series in ε can be found by recursively substituting (2.4) into (1.2) (with the same characteristics as above). It is clear that these expansions are invariant under the transformations (2.10). We get precisely a (3g -2)-dimensional family of solutions. This means that the family of solutions coincides with B(R g ), since they have the same dimension and are irreducible. Theorem 3 is proved. §3. Concluding remarks 1. The component Y° of the totality Y g of solutions of (1.2) that is found in the main theorem (and coincides with B(R g )) can be given by a part of the equations of (1. -2)(g -3) . The structure of the variety B(R g ) = \° explains the form of the missing relation: if (B Jk ) is the period matrix of some Riemann surface Γ, then its preimage B~\B Jk ) is this Riemann surface itself rather than isolated points (as would follow from the simple combination of system (1.2)). We shall explain how to obtain the required number of relations on theta constants in the first nontrivial example, g = 4. Let n l , ...,«" be the number of lines of a nonzero minor of (1.9):
8J.JJ.UXX-Y p ){X p -Y q )
We denote the inverse matrix by 
4),
where the polynomials P pq (U) have the form
The compatibility conditions of system (3. The vector U = (t/,, U 2 , U 3 , U 4 ) can be normalized so that U x -\. Finding U 2 and U 3 from the first two equations of (3.9) and substituting them into the third equation gives us a relation P(U 4 ) = 0, where P(U 4 ) is a polynomial. Equating any of its coefficients to zero gives us the desired relation on theta constants. Evidently, the required number of relations are gotten in just the same way in the general case g > 4.
2. The procedure indicated in the proof of the main theorem for constructing solutions of (1.2) ) vanishes at 2g + 2 Weierstrass points of a hyperelliptic surface of genus g. Therefore, condition (3.10) cuts out on the variety \° a (2g + 2)-sheeted covering of the totality of all hyperelliptic curves. Formulas (2.13) will then give explicit expressions for the period matrices of hyperelliptic curves. Likewise, the totality of periods of trigonal curves is characterized in Y g° by the relations
f=l,...,g. 4. At the present time one knows many important nonlinear equations that are integrated by theta functions (see [8] , [9] , and also the survey [11] ). The method developed by the author in [10] and [11] allows one to infer a series of useful relations among theta functions from these nonlinear equations. ( 2 ) Here we mention one simple example: the two-dimensional Toda lattice, which I. M. Kricever (see the Appendix to [11] ) integrated by theta functions. Here we have differential-difference equations:
2 ) Unrelated to nonlinear equations, some of these equations appeared earlier (see [2] ). Thus, for example, Corollary 2.12 in [2] is easily compared with the KP equation, and identity (39) with the Toda lattice.
The solutions of this system are parametrized by an arbitrary Riemann surface Γ and a pair of points P + and P~ on it; it has the form (the vector z 0 being arbitrary) Here Δ = (Δ,,...,Δ χ ), t/-= (ί/f ,..., Uf ) and where ω,,..., w g are a basis of the holomorphic differentials on Γ with the normalization (0.11), z ± are local parameters in the neighborhoods of P + and P~ , and ε 2 is a constant depending on P + and P~ . Substituting these formulas into (3.12) yields, after some simple transformations,
V-
(α is a new constant). Applying the addition formula (see [11] ) gives the following system of relations, equivalent to (3. where Δ G C g is an arbitrary vector, η G ^(Z 2 ) g . This is a Kummer variety; the coefficients of its equations in CP N can be expressed by means of theta constants (see [7] has nonempty intersection with the surface K g {B). Eliminating the quantities a and U + , U~ from (3.20), we can obtain the desired relations on theta constants. It is interesting to note the analogy between the relations we have gotten and the Andreotti-Mayer relations [7] , which have the following form: the totality of vectors \ [n] 
