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Abstract—The analysis of sequence data requires the processing of 
the data obtained from sequencers for their subsequent comparison 
with genomes.  The information recovered from the sequencers 
must be assembled and aligned in order to recover the variations 
that exist in the patient DNA. This study proposes a system to 
detect and classify variations by integrating information taken from 
biomedical databases. The system incorporates different 
algorithms to search for differences as compared to the reference 
genome for patients. 
Keywords-component; genetic sequencing, distributed 
computing, bioinformatics 
I.  INTRODUCTION 
The process of sequence analysis requires the use of 
databases to integrate information taken from databases and 
the information provided by sequencers [11] [12]. 
Sequencers can obtain sequences from nucleotides. The size 
of the sequences can vary according to the technology used 
can vary from a few dozen to hundreds of nucleotides. This 
increase in information has made it necessary to create 
systems that can perform a distributed analysis of 
information and be adapted to different types of analysis 
such as with genetic sequencing. The information generated 
by sequencers and the information that already exists in 
databases require procedures that facilitate the automatic 
analysis of the data and discard information considered to be 
irrelevant. To achieve this, it is necessary to create a system 
than can extract sequences of interest for their posterior 
analysis, and discard information considered to be irrelevant. 
Genetic analysis has changed a great deal in recent 
decades, having progressed from electronic microscopic 
analysis to the level of nucleotides. With the appearance of 
expression arrays, specifically BAC arrays and more 
importantly Exon arrays [14], it became necessary to create 
systems that would allow the distributed analysis of 
information to improve the output of algorithms. The use of 
NGS (next generation sequencing) has noticeably increased 
the amount of information, which it is necessary an 
improvement in the performance and a reduction in 
execution time of the software. As a result, it has become 
necessary to create systems that facilitate the management of 
distributed systems. These systems must facilitate the 
creation of algorithms that are executed in a distributed way, 
which enables the dynamic generation of control flows. 
This study proposes the use of multiagent systems [18] 
capable of analyzing information taken from sequencers and 
integrating it with information from databases The 
information retrieved from the sequencers must be compared 
against reference genomes taken from patients that have been 
previously sequenced. Using localized variations, it is 
necessary to analyze databases to extract information 
considered relevant. Within the context of this study, the 
proposed system focuses on detecting relevant patterns and 
mutations within the sequence data taken from patient 
samples provided by the Cancer Institute of the University of 
Salamanca. The analysis of sequencing data requires various 
types of processes: i) assembly [13]  ii) alignment [13] and 
iii) knowledge extraction [14] in order to analyze sequence 
data. The Cancer Institute of the University of Salamanca is 
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striving to develop tools to automate the evaluation of data 
and to facilitate the analysis of information. This proposal is 
a step forward in this direction and the first step toward the 
development of a multiagent system. 
This article is structured as follows: section 2 reviews the 
state of the art in genetic sequencing; section 3 presents the 
proposed architecture and adapts the architecture to the case 
study; section 4 presents the results and conclusions. 
 
II. MASSIVE ANALYSIS AND SEQUENCING 
Sequencing began in the 60s, although it was not until the 
80s and the Sanger method [13] that gene and genome 
sequencing emerged. The sequencing process was a 
laborious manual process; following the development of 
automated sequencing in the late 80s the volume of 
information increased dramatically. The process of 
separating DNA fragments with automated sequencing was 
initially performed with gel electrophoresis [10], 
subsequently replaced by capillary electrophoresis [10], after 
which pyrosequencing [10]  was developed.  There are 
currently various types of NGS with different capabilities in 
base pairs. Zhang et al. [13] describe the different 
manufacturers. The length of the fragments of the base pairs 
can vary according to the sequencing used, from 25 bp to the 
500 bp used with sequencing by the Roche company, which 
can perform de-novo sequencing [13]. In the near future, the 
length of sequenced base pairs is expected to increase 
considerably; in fact, new research in techniques has 
developed SMRT (single molecule real time) sequencing, 
which can achieve 10,000 bp, facilitating the processes of 
new genome assembly and sequencing. 
The human genome is estimated to be about 3,000 
million base pairs long and contain around 25,000 genes 
[19]. Consequently, sequencing genome fragments of 500 bp 
at a time is costly and requires computational techniques that 
can join contig fragments to generate the complete genome.  
Sequencing is not usually applied to just any part of the 
genome; instead, specific exon sequences corresponding to 
the DNA code are selected. Exons are the part of the DNA 
that is represented in the messenger RNA.  The regions that 
are transcribed in the messenger RNA can later be converted 
into proteins [20], hence the relevance of its analysis and the 
detection of variants. 
The study of variations in the coded regions is of vital 
interest in determining changes in proteins. Detecting these 
changes permits an improvement in diagnosis and treatment 
since proteins regulate the biological behavior of animal [22] 
and plant [21] organisms. The process of detecting variants 
requires the application of various algorithms that can 
compare the sequence data of one patient with a reference 
genome. The process of analysis is usually carried out by 
following these steps:  assembly, alignment with the 
reference genome, and analysis of the variations detected. 
The processes of both assembly and alignment have been 
widely researched, resulting in the existence of many 
algorithms [13].  However, there are no semi-automated 
processes to facilitate the analysis of the detected variations. 
As a result, the process is performed manually by searching 
different data bases, making it quite costly with regards to 
both personnel and time.  
The most interesting types of possible variations to 
analyze this type of problem are as follows: 
1. Point mutation: Change of a single nucleotide 
a. SNP (Single Nucleotide Polymorphism): a 
mutation of a known nucleotide shared by 
more than 1% of the population.  
b. Mutation: genetic alteration of a nucleotide 
that does not correspond to a SNP. 
2. Large scale mutation: 
a. Deletion: nucleotides within the DNA 
sequence of the reference genome do not 
appear in the genome that has been 
analyzed, and are substituted by gaps as 
needed to carry out the alignment. 
b. Translocation: a section of the chromosome 
is inserted into the chromosome being 
analyzed.  A fragment of a different 
chromosome is kept between the two 
sequences of chromosomes under study. 
c. Insertion: similar to translocation, but in 
this case the sequence of the chromosome 
under study does not appear after inserting 
a different chromosome. 
Certain types of variations such as translocations are 
complicated to analyze with a sequence analysis if only very 
specific genes are analyzed; this is because fragments 
analyzed are not generally long enough to contain 
translocations. 
III. PROPOSED ARCHITECTURE 
This study proposes a multiagent system [18] that 
incorporates CBR (Case-based reasoning) agents to retrieve 
and subsequently classify the variations detected during the 
sequencing process. The purpose of CBR is to solve new 
problems by adapting solutions that have been used to solve 
similar problems in the past [28]. The primary concept when 
working with CBRs is the concept of case. A case can be 
defined as a past experience, and is composed of three 
elements: a problem description which describes the initial 
problem, a solution which provides the sequence of actions 
carried out in order to solve the problem, and the final state 
which describes the state achieved once the solution was 
applied. A CBR manages cases (past experiences) to solve 
new problems. The way cases are managed is known as the 
CBR cycle, and consists of four sequential steps which are 
recalled every time a problem needs to be solved: retrieve, 
reuse, revise and retain. Each of the steps of the CBR life 
cycle requires a model or method in order to perform its 
mission. The algorithms selected for the retrieval of cases 
should be able to search the base case and select the 
problem and corresponding solution most similar to the new 
situation. Once the most important cases have been 
retrieved, the reuse phase begins, in which the solutions for 
the retrieved cases are adapted and a new solution is 
generated. The revise phase consists of an expert revision 
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for the proposed solution. Finally, the retain phase allows 
the system to learn from the experiences obtained in the 
three previous phases, consequently updating the cases 
memory.  
The architecture created for this study contains three 
separate layers: the administration layer contains agents 
assigned to maintain the algorithms specific to the case 
study; the control layer contains agents responsible for 
controlling the system; and the specialization layer contains 
the agents and the processes specific to the case study. 
Figure 1 displays the agents that correspond to the 
coordination and control layer. These layers are independent 














Figure 1.  Architecture for system coordination and control 
. The coordination layer includes the administrator, 
analysis, workflow and directory facilitator agents. The 
administrator agent is in charge of storing and controlling 
project data for their subsequent analysis. Each project 
contains information about the flow of analysis and the 
results obtained by the applied algorithms. Additionally 
administrator agent includes all associated roles including 
the status of the project process, launched tasks, and the type 
of data associated with the different case studies. The 
analysis agent is in charge of recovering previous flows of 
analysis and storing new flows of analysis that may be used 
to recommend flows of execution with similar data. The 
workflow agent is responsible for creating new flows of 
execution based on existing algorithms for different types of 
analyses. Finally, the directory facilitator (DF) stores and 
administers existing algorithms for each of the possible types 
of analysis; its functionality is similar to that of a web 
services DF. 
The control layer includes the agents responsible for 
controlling the state of execution for the GRID. The 
dispatcher, hardware and controller agents are available in 
this layer. The dispatcher agent is in charge of recovering 
and distributing tasks between the nodes. The hardware 
agent controls machine resources available on the GRID. 
The controller agent controls the machine load level to 
control the state of execution for the machines containing 
GRID. 
The specialization layer is composed of agents and 
processes that are executed in the GRID nodes. These 
processes and agents are specific to each case study and are 
responsible for defining the hardware needs for their 
execution, and breaking the tasks down into subtasks that are 
sent to the dispatcher. 
A. Sequence Analysis 
The process of sequence data analysis varies according to 
the results that one wants to obtain. It normally requires a 
process of assembly, alignment and knowledge extraction to 
automatically process the data. As the architecture must be 
specific to this end, agents and processes specialized in 
performing these tasks are required. The agents are 
responsible for establishing the restrictions and procedures 
for distributing tasks along the GRID nodes according to 
available resources. 
The specialization layer in this case study was composed 
of the following agents: assembly, alignment and knowledge 
extraction.  Each agent defines the following roles for the 
purpose of carrying out the task for which they were added 
to the system: manage available algorithms to execute the 
task; manage the resources needed to apply each algorithm; 
determine the preconditions for executing tasks; manage the 
nodes required to execute the tasks; break the tasks down 
into subtasks that are subsequently queued in the dispatcher. 
Each agent in this stage has various processes that are 
executed through GRID in a distributed manner. The 
processes can vary according to the algorithm that is selected 
in the work flow of the project created in the analysis. Thus, 




The assembly process varies according to the size of each 
reading that is used. In this particular case, we chose to use 
the algorithm provided by the manufacturer of the sequencer 
being used. Different assembly algorithms can be seen in 
[13] and [27]. Roche provides the Newbler assembler [26], 
which was used in this study. 
2) Alignment 
The alignment process consists of establishing the 
fragment of the reference genome that is most similar to the 
fragment of the patient being treated. The alignment 
algorithms are applied to different fields in addition to 
bioinformatics. 
While there are many different ways to carry out the 
alignment process, performance is ultimately the most 
important factor. The alignment algorithms used are local, 
since the sequence to be aligned, or the contigs, is smaller in 
size than the reference genome. Local alignments are based 
on the Smith-Waterman algorithm [23]. The alignments can 
be given in pairs or groups according to the number of 
fragments that must be analyzed simultaneously. There are 
currently many alignment algorithms, but the most 
commonly used are BLAST (Basic Local Alignment Search 
Tool) [24] and BLAT (BLAST-Like Alignment Tool) [25]. 
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BLAT can perform an alignment faster than BLAST, but it 
cannot ensure that the final alignment is the best one 
possible, although performance is greatly improved. 
Additionally, there are many algorithms that can be found in 
different review articles such as [13] and [27]. 
3) Extraction of knowledge 
The classification algorithms can be divided in: decision 
trees, decision rules, probabilistic models, fuzzy models, 
based on functions, ensemble. During the extraction of 
knowledge phase, different analyses of the variations were 
performed to detect the following types of alterations: SNP, 
point mutation not SNP, insertions and deletions. The 
process of detecting SNP and other point mutations is simple 
since it only involves searching information in databases that 
contain the previously published information. The problem 
lies in the detection of the insertions, given that the human 
genome contains homologies, and DNA strands are repeated 
in different regions. In order to detect the insertions and 
deletions, different classification techniques to facilitate 
automatic detection were applied. The classification 
algorithms included decision trees, decision rules, 
probabilistic models, fuzzy models, function-based 
algorithms and ensemble. The system selects these 
algorithms for each kind of method: decision rules RIPPER 
[4], One-R [9], M5 [7], decision trees J48 [8], CART [2] 
(Classification and Regression Trees), probabilistic models 
naive Bayes [5], fuzzy models K-NN (K-Nearest Neighbors) 
[1], Support Vector Machine (SVM) [29] and finally 
ensemble such as Bagging [3] and Ada-Boosting [6].  
The Support Vector Machine (SVM) is a supervised 
learning technique applied to the classification and 
regression of elements. SVM can be applied in a variety of 
fields such as chemistry, ambient intelligence, modelling 
and simulation, and data or text mining. The algorithm 
represents an extension of the linear models [29]. Originally 
developed for the classification of linearly separable 
problems, it basically consists of finding the straight line or 
hyper plane (in two or more dimensions) that makes it 
possible to separate the elements of a set. SVM can also 
separate different classes of elements that cannot be 
separated linearly. To do so, it uses functions to map out the 
initial space of coordinates in a highly dimensional space. 
Because the dimensionality of the new space can be so high, 
it is not practical to calculate the hyperplanes that perform 
the linear separation. Instead, a series of non linear functions 
known as kernel Φ are used.  
The following equation is used to perform the 




















  (1) 
Where ix  is a vector with n-dimension, the idea is to 
convert the elements ix  in a highly dimensional space using 
the application of a feature function )(xΦ , iλ is a Lagrange 
multiplier, and iy is the output value for the pattern  b 
constant. The calculation of these values is described in [31] 
As we can see, there is a product )()( ki xx ΦΦ  that, 
according to the dimensionality of the new space, can be 
very costly to calculate. For this reason, it is necessary to 
select a series of kernel functions that can operate in the 
original space to perform these calculations without 
requiring a heavy computational load. 
To calculate the classifier ) ( kxclass  there are 
algorithms such as the Sequential Minimal Optimization 
(SMO) [32]. From the hyperplane calculated by SMO, we 
proceed to calculate the distance of each of the points to the 
hyperplane. These distances will be calculated to estimate 
the error in the calculation of the distance and to make the 
mixture of methods as described in the last paragraph of the 
subsection classification model. The distance is calculated 
according to equation (2) 
w
bxwbwxd |)(|),;( +Φ⋅=    (2) 
 
IV. RESULTS AND CONCLUSIONS 
Genetic sequencing was applied to a data set taken from 
patients with leukemia. Specific genes were sequenced from 
a total of 8 patients, each of whom had approximately 
110,000 sequence fragments that corresponded to the regions 
relevant to this study. The sequenced fragments vary in 
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Figure 2.  Box diagram of the lengths of the fragmented segments. 
The version of the reference genome used in this study 
corresponds to HG18; this is because the information used as 
a reference in selecting the sequence regions was obtained in 
previous studies using the same version. 
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The system was tested to validate the generic architecture 
proposed and to validate the system’s capacity for analyzing 
the proposed case study. The main goal in validating the 
architecture was to determine the efficiency of the system 
and its ability to distribute tasks according to the existing 
nodes. To validate the increase in performance, we selected 
the Newbler, BLAT and SVM workflows. The average sizes 
for each of the aligned patients are as follows: 1023.134 
1356.855 1292.022 1251.492 1239.192 1306.707 1302.321 
1362.151. 
After completing the assembly process, the fragments 
were aligned using the BLAT algorithm, which obtained 
PSL output files. The output format of PSL files was used 
for the training and prediction of the insertions in the 
contigs that were analyzed. The specific files used to predict 
the alterations are the following:  matches, misMatches, 
repMatches, nCount, qNumInsert, qBaseInsert, tNumInsert, 
tBaseInsert, qSize, qStart, qEnd, tSize, tStart, tEnd, 
blockCount, blockSizes.  To make the prediction, the inputs 
of the two alignments with the highest number of matches 
were added.  
The output data were analyzed for patient 5, while the 
outputs were classified manually. The classification was 
done according to SVM and other techniques. During the 
classification, an attempt was made to analyze the existence 
of large scale mutations such as chromosomal translocation. 
The SVM classifier was then applied to the output of patient 
1, and the results obtained are shown in Table 1. Table 1 
shows the number of elements classified for each. To 
evaluate the significance of the possible classification 
techniques used during the reuse phase, we performed a 
comparison between different classifiers.  









SVM 7 0 0 1565
J48 7  1 0 1564
JRip 6 2 1 1563




SVM improves the results provided by the other 
methods; however, the differences are not very significant 
since the majority of cases correspond to the True negative 
category. 
The final number of alterations in the patient are 6584 
SNPs and 2021 Unknown variants. The number of unknown 
alterations (insertions and deletions) is high due to the 
pathology and the analyzed regions. These alterations are 
analyzed by direct comparison against information taken 
from databases at UCSC (University of California, Santa 
Cruz). 
The multiagent system has made it possible to integrate 
algorithms that can adapt to a specific case study, facilitating 
the distributed execution of work flows. The system 
facilitates the integration of algorithms for different case 
studies and reduces the execution time in an efficient 
manner, so long as it remains possible to improve 
performance by separating tasks for their more effective 
execution in GRID technology.  
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