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E-mail address: haslach@eng.umd.eduA thermodynamically consistent construction yields evolution equations for the non-equilibrium behav-
ior of a body. Given 2n thermodynamic variables divided into control variables y1; . . . ; yn and state vari-
ables x1; . . . ; xn and a thermodynamic function of the controls u^ðy1; . . . ; ynÞ such that xi ¼ @u^=@yi for
i ¼ 1; . . . ;n deﬁne the distinguished states of the system, a generalized thermodynamic function is
deﬁned such that the distinguished states are determined by a zero-gradient condition. The remaining
states are the non-equilibrium states. The construction of objective, time-dependent, non-equilibrium
evolution equations for the thermodynamic state variables is based on the Lie time derivative and on a
novel maximum dissipation criterion that supplements the second law of thermodynamics. If u^ is the
free energy, the evolution tends to the long-term states distinguished by u^ and represents viscoelastic
or viscoplastic behavior. If u^ is the entropy production, then the construction gives the non-steady evo-
lution of thermodynamic ﬂuxes to steady states distinguished by u^ and produces physically realistic
ﬁnite velocity thermal and mass transport. The combination of these two sets of objective evolution
equations and the balance laws is the constitutive model that deﬁnes the behavior of a non-equilibrium
process. The construction is inspired by Gibbs thermodynamics rather than continuum thermodynamics,
but the Clausius–Duhem inequality is deduced from a Gibbs one-form that deﬁnes admissible processes.
The construction is not restricted to processes near equilibrium and reproduces, as validation, several
well-known constitutive models as maximum dissipation processes in the sense used here.
 2009 Elsevier Ltd. All rights reserved.1. Introduction
Mathematical models for time-dependent behavior that is a
non-equilibrium process must be thermodynamically consistent.
Such models should distinguish the equilibrium or long-term
states of the system from the non-equilibrium states. A general
construction would admit large deformations, and in such a case
the models based on the current conﬁguration must yield objective
evolution equations. Further, the construction should account for
the evolution of ﬂuxes in non-equilibrium, non-homogeneous sys-
tems, those in which the thermodynamic variables differ from
point to point in the body, in a way that predicts a ﬁnite velocity
of propagation of disturbances, rather than an inﬁnite velocity.
Many time-dependent models, in order to guarantee thermody-
namic consistency, are constructed to ensure that the evolution
process obeys the second law of thermodynamics in the form of
the Clausius–Duhem inequality. However, the second law only
determines those processes which are allowable. An additional cri-
terion is required to select the particular process actually takenll rights reserved.from a given non-equilibrium state. Such a criterion may involve
a condition on dissipation.
Traditional methods of modeling dissipation include the intro-
duction of a viscous stress, assumption of the principle of fading
memory, or the use of internal state variables whose evolution de-
scribes dissipation (Coleman and Gurtin, 1967). The time-depen-
dent fading memory integrals proposed for viscoelastic behavior
many years ago (e.g. Coleman, 1964; Gurtin, 1968; Christensen,
1982) have lost favor because it is very difﬁcult to experimentally
measure the time-dependent kernels in the integral over long time
periods. Empirical viscoelastic evolution equations derived from
spring and dashpot models and the resulting Prony series are com-
monly used in industry today to represent polymer viscoelastic
behavior (e.g. Park and Kim, 2001). But the physical interpretation
of the individual relaxation times is often controversial, and the
times may only be an artifact of the model. One does not know
how many terms of the Prony series to take. In any case, any data
can be ﬁt if one allows a sufﬁcient number of empirical parameters
in the model.
The evolution of both viscoelastic and viscoplastic solids is often
expressed in terms of a dissipation potential, a function of the rates
of change of the internal and other state variables a1; . . . ; an, in
H.W. Haslach Jr. / International Journal of Solids and Structures 46 (2009) 3964–3976 3965analogy with thermodynamic energies and from which the evolu-
tion equations are derived (e.g. Lemaitre and Chaboche, 1990).
Such a potential commonly has no a priori physical meaning. The
choice of the dissipation potential is essentially an assumption of
a constitutive model. The dissipation potential /ð _a1; . . . ; _anÞ deﬁnes
the dual variables by Ai ¼ @/=@ _ai. The evolution of the state vari-
ables is obtained from the Legendre transform, /^ðA1; . . . ;AnÞ, of /
as _ai ¼ @/^=@Ai. Such dissipation potentials are not usually derived
from thermodynamic foundations. Nor do those using this con-
struction always discuss objectivity, perhaps because small dis-
placements are implicitly assumed. The dissipation is given asPn
i¼1Ai _ai. Flow rules in ﬁnite viscoplasticity have also been ob-
tained without the use of a dissipation potential (e.g. Bodner,
2002; Scheidler and Wright, 2003).
To explicitly capture ﬁnite viscoelastic long-term behavior, Hol-
zapfel (2000, p. 282ff) split the free energy into a sum of the volu-
metric elastic energy, isochoric elastic energy, and a viscoelastic
contribution. The latter term, which is a function of strain and
other internal variables, accounts for the dissipation by a model
like the Maxwell model that evolves to zero over time under con-
stant control variables, leaving a hyperelastic expression that ac-
counts for the long-term behavior. Essentially, this model is a
superposition of viscoelastic and long-term hyperelastic terms.
The thermodynamic force, an afﬁnity, which drives the non-equi-
librium process is the derivative of the dissipative portion of the
energy by the strain. The dissipation again is this driving force
times the time derivative of the corresponding variable.
The imposition of a maximum dissipation criterion is not unu-
sual and many different types have been employed to develop con-
stitutive models. In ﬁnite strain time-independent plasticity, such
a condition on the plastic dissipation gives kinematic plastic stabil-
ity and the normality rule (Lubliner, 1984). The maximum dissipa-
tion criterion in other works takes many distinct forms. For
example, the dissipation may depend on a penalty function of
the difference between the current value of the stress and the cor-
responding equilibrium stress (Deseri and Mares, 2000). In the rate
independent plasticity model of Cermelli et al. (2001), the dissipa-
tion, which is relative to an intermediate conﬁguration, depends on
the difference of an internal couple density and the conﬁgurational
stress. A constitutive isothermal dissipation potential depending
on the deformation gradient from the reference state to the natural
conﬁguration and on the rate of change of this gradient has also
been assumed to govern the evolution of the intermediate natural
conﬁguration (Rajagopal and Srinivasa, 1998; Rajagopal and Srini-
vasa, 2000). In a system based on the evolution of the intermediate
natural conﬁguration deﬁned by instantaneous unloading, the dis-
sipation function depends on dissipative ﬂuxes, and the overstress
drives the evolution as determined by a maximum dissipation cri-
terion (Hall, 2008). A maximum dissipation criterion has been
developed by workers in the Onsager school of thermodynamics
(e.g. de Groot and Mazur, 1984; Ziegler and Wehrli, 1987; Yang
et al., 2005; Fischer and Svoboda, 2007). However, the foundations
of the Onsager relations have been severely criticized by those in
the continuum thermodynamics tradition (Truesdell, 1984, Chap-
ter 7) for the linearity of the stationary state constitutive models
deduced, for a weak mathematical foundation, for their lack of
physical foundation, and for their local time reversibility among
other difﬁculties.
Some recent thermodynamically based work models the time-
dependent behavior of two phase systems in terms of the evolution
of idealized interfaces (e.g. Muschik and Berezovski, 2004). The
thermodynamics of Gurtin (2000), based on conﬁgurational forces,
gives an evolution equation for an interface in terms of its normal
velocity. Gurtin views crack propagation as the evolution of an
interface, but does not treat viscoelasticity or viscoplasticity within
his thermodynamic model.A long-standing problem in thermodynamically non-homoge-
neous non-equilibrium systems is to represent ﬁnite velocity
transport, such as heat conduction, rather than to assume the clas-
sical instantaneous transport. The thermal ﬂux was given the sta-
tus of a thermodynamic variable in continuum thermodynamics,
and the energy was allowed to be a function of the thermal ﬂux
(e.g. Truesdell, 1984). However, many ﬂux constitutive equations,
such as the Fourier for the heat ﬂux or Ohm’s law, produce an
instantaneous response rather than a physically realistic response
requiring a ﬁnite time. Bogy and Nagdi (1970) to allow ﬁnite veloc-
ity heat conduction, while continuing to assume the Fourier rela-
tion, assumed that the speciﬁc entropy depends on the time
derivative of temperature. Unfortunately, application of the Clau-
sius–Duhem inequality to their example falsely predicts that addi-
tion of heat can lower the temperature (Green and Nagdi, 1977). A
key motivation of the much more successful rational extended
thermodynamics construction of Müller and Ruggeri (1998) is to
produce evolution equations that predict ﬁnite propagation speeds
of processes. They obtain a system of non-linear hyperbolic ﬁrst-
order evolution equations by minimizing their entropy production
subject to the constraints given by the balance laws. However, this
theory has not been developed to the point of producing viscoelas-
tic evolution equations (Müller and Ruggeri, 1998, p. 372). In con-
trast, the construction presented here provides a simple and
thermodynamically consistent technique to account for ﬁnite
velocity heat conduction and similar processes as well as to repre-
sent thermoviscoelasticity and thermoviscoplasticity.
A general technique to construct time-dependent, thermody-
namically consistent models is proposed. To preserve the energy
methods viewpoint in thermodynamics, generalized thermody-
namic functions are deﬁned here on all variables and so provide
energy values for all states, whether equilibrium or not. The ther-
modynamic generalized energy function has the property that the
thermodynamic equilibria or long-term states are extrema with re-
spect to the state variables. This property in place of convexity per-
mits the deﬁnition of the evolution equations. Energy is not a
function of the thermal ﬂux or of the temperature gradient as in
continuum thermodynamics. The generalized energy is con-
structed from an experimentally obtained constitutive model for
the long-term or equilibrium behavior. Likewise the generalized
entropy production is constructed from an experimentally ob-
tained constitutive model for the stationary states involving the
ﬂuxes. Stationary models, such as Fourier heat conduction, are
used to organize the unsteady, ﬁnite velocity response of the evo-
lution models. Fluids models for steady ﬂow ﬁt into this context.
This construction avoids the necessity to ﬁt time-dependent exper-
imental data. The limiting long-term or equilibrium behavior is
much easier to determine experimentally than the time-dependent
behavior. The long-term states then naturally organize the dy-
namic response in the dynamical evolution system, in contrast to
previously proposed constructions. External tractions enter as
boundary conditions for the evolution and continuum balance
equations. No variational principle such as the Hamiltonian action
is used.
In the dissipation potential theories, the constitutive model for
the rate of change of the thermodynamic states is obtained from
the assumed dissipation potential, and the rate of change of the
force must be known to compute the thermodynamic force. Here,
a different strategy is taken. The thermodynamic forces (afﬁnities)
are the difference between the current control variable and the dis-
tinguished value of the control variable corresponding to the cur-
rent state variable. These afﬁnities drive the gradient relaxation
process, the non-equilibrium evolution, which is obtained from
maximum dissipation of the generalized thermodynamic function
and is deﬁned in terms of the Lie time derivative (Holzapfel,
2000, p. 106) to ensure objectivity. When the long-term state is
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namic force evolves to zero in the long term. The construction is
predictive, rather than an empirical ﬁt to time-dependent data, be-
cause it generates constitutive models that can be used as hypoth-
eses to guide experimental work.
2. Generalized functions
The physical systems to be represented are those whose
distinguished states are described by 2n thermodynamic variables
divided into control variables y1; . . . ; yn and state variables
x1; . . . ; xn. The thermodynamic variables might include components
of the stress, strain and internal variable tensors, the components
of ﬂux vectors, as well as temperature and entropy. The distin-
guished states are described by a function of the controls
u^ðy1; . . . ; ynÞ such that xi ¼ @u^=@yi for i ¼ 1; . . . ;n. The state vari-
able xi is called the conjugate of yi. Therefore the 2n thermody-
namic variables are divided into pairs of conjugate variables
ðyi; xiÞ, one of each pair is a control and the other is a state variable.
The conjugate relations, xi ¼ @u^=@yi, for i ¼ 1; . . . ;n deﬁne a dis-
tinguished submanifold, Me, of R2n at each point of the system. For
example, if u^ is the hyperelastic strain energy density of a solid,
then Me is the set of possible equilibrium states. To model time-
dependent non-equilibrium behavior, a generalized function, u,
of all thermodynamic variables is deﬁned on all states rather than
just those inMe such thatMe is the manifold of zero-gradient states
of u with respect to the state variables. The construction of the
generalized function rests on viewing the derivatives of u^ as
variables. The function u^ is generalized to uðy1; . . . ; yn; x1; . . . ; xnÞ
in the sense that the state variables are now explicit and are al-
lowed to take values unequal to @u^=@yi for a given set of controls,
y1; . . . ; yn. Note that the generalized function achieves the same
goal as Duhem’s ballistic energy (Duhem, 1911; also Ericksen,
1991).
The body is viewed, as usual, as a subset of three dimensional
Cartesian space, B  R3. Let uðx1; . . . ; xnÞ be the Legendre trans-
form of u^ðy1; . . . ; ynÞ such that yi ¼ @u=@xi.
Deﬁnition 1. A local generalized thermodynamic function deﬁning
a thermodynamic system is a smooth function, for ðp1; p2; p3Þ 2
B  R3; x1; . . . ; xn the state and y1; . . . ; yn the control variables,
uðp1; p2; p3; x1; . . . ; xn; y1; . . . ; ynÞ : R3 R2n ! R
such that at each ðp1;p2;p3Þ 2 B
@u
@yi
¼ xi for i ¼ 1; . . . ; n; ð1Þ
and the distinguished submanifold, Me, is described locally by
@u
@xi
¼ 0 for i ¼ 1; . . . ;n: ð2Þ
Also, the restriction of u to Me is the function, u^, of the control
variables up to a sign.
A distinguished manifold Me is associated with each
p ¼ ðp1; p2; p3Þ 2 B, but need not be the same at all points of B un-
less the thermodynamic system is homogeneous.
The simplest form of the generalized function at p 2 B is, in
terms of tensors,
u ¼ uðp;a1; . . . ;an0 ;v1; . . . ;vn1 ; T1; . . . ; Tn2 Þ þ
Xn0
i¼1
aia^i þ
Xn1
i¼1
vi  v^i
þ
Xn2
i¼1
Ti : bT i; ð3Þwhere the hat indicates the corresponding conjugate variable, the
product of vectors is the scalar product and the product of tensors
is the double dot, or contraction, scalar product. In terms of the
components,
uðx1; . . . ; xn; y1; . . . ; ynÞ ¼ uðx1; . . . ; xnÞ þ
Xn
i¼1
xiyi: ð4Þ
The local generalized thermodynamic function is always assumed
to have the form of Eq. (4).
Proposition 2. The generalized function (3) is objective if u is
objective.
Proof. The sum of objective functions is objective. The scalar prod-
uct of vectors is objective. The tensor contraction, or double dot,
requires one tensor to be covariant and one to be contravariant
(see Appendix A). The contraction of second-order tensors is
objective. h2.1. Stability in the distinguished manifold
Classically, if u in Eq. (4) is an energy for the thermostatic
states, it is required to be convex (Ogden, 1984, p. 523), in the
sense that its graph always lies above its tangent hyperplanes, in
order that a thermostatic state be stable.
Deﬁnition 3. A real valued function, w, on a vector space is strictly
convex if for all u and v in the domain, it satisﬁes the inequality
ðwðvÞ  wðuÞÞ  ðv  uÞ  @w
@u
ðuÞ > 0: ð5Þ
If the thermostatic energy function is convex, the thermostatic
manifold is a set of minima for the generalized energy.
Proposition 4. The generalized function uðx1; . . . ; xn; y1; . . . ; ynÞ ¼
uðx1; . . . ; xnÞ þ
P
xiyi has zero-gradient manifold, Me, composed of
minima or singularities of u iff the function u is convex.
Proof. If u is strictly convex, then the Hessian of u is positive
semi-deﬁnite (Bernstein and Toupin, 1962). But the Hessian of u
is the same as the Hessian of u so that the Hessian of u is positive
semi-deﬁnite. Therefore the elements of the zero-gradient mani-
fold for u are either minima or singularities. Further the singular-
ities are nowhere dense.
Conversely, assume that (u; y) is a minimum for u for ﬁxed
control variables y. Then for nearby (v; y), the inequality
0 < uðv; yÞ uðu; yÞ ¼ uðvÞ uðuÞ  y  ðv  uÞ holds. But
y ¼ @u=@u if @u=@u ¼ 0 by (2) and (4) so that u is strictly convex
by (5).
Geometric singularities occur at points where the Hessian,
ð@2u=@xi@xjÞ, is singular. For example, a phase transition may
occur at such a point. An advantage of working in terms of the
generalized thermodynamic function is that the local behavior
near isolated degenerate singularities may be investigated using
catastrophe theory (e.g. Poston and Stewart, 1978). The distin-
guished manifold Me may act as an attractor or repeller for the
dynamical non-equilibrium processes, depending on whetherMe is
composed of minima or maxima. h2.2. Geometry of the generalized function
The construction is inspired by the 1873 papers of Gibbs
(1948a,1948b) that state that the relationship between the entro-
py, S, volume, V, and internal energy of a ﬂuid in equilibrium
H.W. Haslach Jr. / International Journal of Solids and Structures 46 (2009) 3964–3976 3967can be represented by a surface in three dimensional space, the
graph of the total internal energy, U. The temperature, h, and the
pressure, P, are represented by the partials of U with respect to
S andV. These partials determine the tangent plane to the energy
surface. In the construction here, each such hyperplane is given
coordinates, x1; . . . ; xn, the state variables, while the variables
describing the surface are the control variables y1; . . . ; yn (Haslach,
1997). To generalize the Gibbs analysis of thermodynamics in
terms of the graph of the energy function, view all non-equilibrium
processes as lying on the graph of the generalized function u in
R2nþ1. This structure improves the Gibbs energy surface since it
explicitly involves the equations of state, xi ¼ @u^=@yi; i ¼ 1; . . . ;n,
to deﬁne the submanifold of the graph of u corresponding to
Me. Processes whose paths on the graph of u do not intersect this
submanifold are non-equilibrium processes in this construction.
The graph of the function u^ lies in Rnþ1, in analogy with Gibbs.
The projection taking ðx1; . . . ; xn; y1; . . . ; yn; zÞ to ðy1; . . . ; yn; zÞ maps
Me on the graph of u to the graph of u^.
2.3. Examples of generalized functions
Example 1 (Uniaxial long-term linear elastic). Let  and r be the
small displacement uniaxial strain and stress, respectively. In
strain control, uðrÞ ¼ r2=2E, and uðr; Þ ¼ r2=2E r yields the
distinguished states deﬁned by  ¼ r=E. In stress control, uðÞ ¼
E2=2 and uð;rÞ ¼ E2=2 r. In the ﬁrst case, the evolution
equations to be developed represent stress relaxation and in the
second case, creep.
Example 2 (Deformation of a biaxially loaded rubber sheet). The
equilibrium response of an in-plane biaxially loaded hyperelastic
sheet is thought of as the distinguished states. Let the in-plane
stretches k1 and k2 be the state variables and the in-plane principal
stresses per reference area Ti, be the control variables. The poten-
tial energy function for a strain energy density uðk1; k2Þ, since
T3 ¼ 0, is also of the form of a generalized function.
uðk1; k2; T1; T2Þ ¼ uðk1; k2Þ  T1k1  T2k2: ð6Þ
The equilibrium stresses are calculated from @u=@k1 ¼ 0 and
@u=@k2 ¼ 0. The thermostatic manifold Me is deﬁned by
@u=@k1 ¼ T1 and @u=@k2 ¼ T2. An analysis of the role of
bifurcations for various choices of uðk1; k2Þ is given in (Haslach,
2000).
Example 3 (Viscoplasticity). The long-term response, rather than
the equilibrium response, is the distinguished manifold, Me. The
simplest model is a quadratic energy (Haslach, 2002).
u ¼ 1
2
EðeÞ2 þ 1
2
HB2  r Bb;
where B and b are the back stress and back strain, respectively, H is
a constant, E is the elastic modulus, and  and B are the state vari-
ables. In the long-term manifold, the back stress and back strain are
related by b  HL, where L is the value of the back stress on the
long-term manifold. This is the value to which the back stress tends
over time.
Example 4 (The Fourier Law). The Fourier relation, q ¼ Krh, is
stationary. Let the gradient, rð1=hÞ, be the control variable, and
the heat ﬂux vector, q, be the state variable. The local generalized
entropy production function is
Wðq;rð1=hÞÞ ¼ 1
2Kh2
 
q  q q  r 1
h
 
: ð7ÞThe Fourier relation is recovered from the zero-gradient condition
on W.
Example 5 (Grifﬁth–Irwin fracture). The crack length, l, and the
crack driving force at the crack tip, G, are the state and control ther-
modynamic variables, respectively. Grifﬁth described his quasi-
static fracture theory in terms of the equilibria of a potential
energy function, P, which may be written as
P ¼ 4wlc DU ¼ 4wlc pl
2r2w
E0
: ð8Þ
Here c is the surface energy per unit area,w is the width of the crack
face, r is the applied stress, and in-plane strain E0 ¼ E=ð1 m2Þ,
where E is the elastic modulus and m is the Poisson ratio. The equi-
libria of P obtained by setting dP=dl ¼ 0 determine the states for
incipient crack propagation (Grifﬁth, 1920; Grifﬁth, 1924). This po-
tential function is related to the generalized thermodynamic func-
tion, u, by letting G ¼ 2c (Haslach, 2008).
uðl;GÞ ¼  ð1 m
2Þ
2E
r2pl2 þ Gl; ð9Þ
where w ¼ 1. This construction also represents the Irwin theory be-
cause K2I ¼ E0G. The distinguished manifold is the set of pairs ðG; lÞ at
which crack propagation is impending, where G is a function of
other variables including l. The distinguished manifold composed
of minima of u is a dynamic attractor, in which case the crack
growth is called stable. Unstable crack propagation is repelled from
a distinguished manifold composed of maxima.3. Evolution equations for non-equilibrium processes in a
thermodynamic system deﬁned by a generalized function
The non-equilibrium states are represented by points in R2nþ1
which lie on the 2n-dimensional graph of u off the distinguished
submanifold, Me. A process is a time-dependent path on the graph
of u. The path, c : R! R2nþ1 is given in local coordinates by
cðtÞ ¼ ðxðtÞ; yðtÞ;u½xðtÞ; yðtÞÞ.
3.1. Afﬁnities
In classical non-equilibrium thermodynamics, processes are
driven by afﬁnities, often called thermodynamic forces. The analo-
gous afﬁnities in this construction are deﬁned from the generalized
thermodynamic function, u, and correspond to the scalar ai, vec-
tor vi, and second-order tensor Ti state variables.
Ai ¼ @u

@ai
; Vi ¼ @u

@vi
; Ti ¼ @u

@Ti
: ð10Þ
Recall that the local coordinates are an ordered list of the compo-
nents of each tensor. The generalized function,u, can be rewritten
as a function of the afﬁnities and the control variables by a coordi-
nate transformation in the domain,R2n, in any neighborhoodwhere
theHessianwith respect to the state variables, ðHijÞ ¼ ð@2u=@xi@xjÞ,
is non-singular. Deﬁne a map h : Rn Rn ! Rn Rn while holding
the control variables ﬁxed by
hðy; xÞ ¼ y; @u

@x1

ðy;xÞ
; . . . ;
@u
@xn

ðy;xÞ
 !
;
and put Xi ¼ ð@u=@xiÞjðy;xÞ; i ¼ 1; . . . ;n. The map h is a diffeomor-
phism since ðHijÞ is non-singular.
The function u : R2n ! R is expressed locally in terms of the
new coordinates ðy1; . . . ; yn;X1; . . . ;XnÞ as a function u0 : Rn
Rn ! R so that u ¼ u0  h. By Deﬁnition 1, the afﬁnities are zero
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non-singularity of the Hessian of u.
To prepare for the deﬁnition of the evolution equations below,
consider how the afﬁnities pull-back under the deformation
v : Bo R! B  R3 taking the reference state, Bo, to the state,
B, at time t in ambient space. The covariant and contravariant ten-
sors are pulled back in different ways (e.g. Holzapfel, 2000, p. 83)
because they have different domains and ranges (see appendix).
If the second-order tensor T is covariant, then its associated afﬁn-
ity, @u=@T , is contravariant, and vice versa. Denote the deforma-
tion gradient by F and its transpose by Ft . See Appendix A for the
differential topology interpretation of these tensors.
The function u is deﬁned per unit volume. The thermody-
namic function must be a function either of reference state ther-
modynamic variables only or of current state thermodynamic
variables only; variables from the reference conﬁguration and
the current conﬁguration cannot be mixed in the domain of u.
Therefore the thermodynamic function in the reference conﬁgu-
ration ur and that in the current conﬁguration uc are related by
ur ¼ Juc , where J ¼ detðFÞ is the ratio of the current to the
reference volume.
Proposition 5. Let T be a second-order spatial tensor and let the
tensor X be the associated afﬁnity. Let Z be the pullback of X to the
reference space. Let Y be the pullback of @u0c =@X, then
Y ¼ J1@u0r =@Z.
Proof. The pullback of a contravariant afﬁnity X is Z ¼ F1XFt . A
chain rule computation yields
@u0r
@Z
¼ @u
0
r
@ðF1XFtÞ ¼ JF
t @u0c
@X
F: ð11Þ
The result for covariant afﬁnities is obtained by replacing F by Ft in
the above equations.
@u0r
@Z
¼ @u
0
r
@ðFtXFÞ ¼ JF
1 @u0c
@X
Ft:  ð12Þ
Example. Let E be the Green strain tensor and e be the Euler-Alman-
si strain which is the push-forward of E under the deformation
diffeomorphism v so that e ¼ FtEF1, since the tensors are contra-
variant. Then the relationship between the Cauchy stress, r, and the
second Piola stress, S may be obtained as follows using the strain
energies for which r and e are conjugates in the current conﬁgura-
tion and S and E are the corresponding conjugates in the reference
conﬁguration. Since ur ¼ Juc ,
r ¼ @uc
@e
¼ @uc
@ðFtEF1Þ ¼ J
1F
@ur
@E
Ft ¼ J1FSFt: ð13Þ
A similar calculation is valid for the afﬁnities associated with a gen-
eralized thermodynamic function.
Criteria for the objectivity of the afﬁnities are needed to verify
that the evolution equations deﬁned below are objective. Let Q
be a rotation in either the reference or spatial conﬁguration.
Proposition 6. Suppose thatu is either a long-term speciﬁc energy or
a generalized thermodynamic function. (a) If uðFÞ is objective in the
sense that uðQFÞ ¼ uðFÞ, then P ¼ @u=@F is objective. (b) If T is an
objective spatial tensor and if uðTÞ is objective in the sense that
uðQtTQÞ ¼ uðTÞ, then @u=@T is objective.
Proof. (a) A simple calculation using the chain rule shows that, for
 indicating here a second observer,
P ¼ @uðFÞ
@F
¼ @uðQFÞ
@F
¼ QtP:Therefore QP ¼ P as required. An extended proof of case (a) is given
by S˘ilhavy´ (1997, Section 8.3.2).
(b) A straightforward computation shows that
@u
@T
¼ Qt @u
@T
Q : 
Corollary 7. If T is objective and if u is objective then the afﬁnity X
associated to T is also objective.3.2. Objective rates
The objectivity of a time-dependent thermodynamic process
becomes a question when the thermodynamic variables are de-
ﬁned with respect to the current conﬁguration because many spa-
tial time derivatives are not objective. There is no problem when
the rate is given by the material time derivative in the reference
conﬁguration.
The Jaumann rate is the simplest of the objective rates, but it can
lead to physically unrealistic predictions (e.g. Simo and Phister,
1984;Haupt, 2002). TheOldroyd rate (Oldroyd,1950)has theadvan-
tage that, since it is the Lie derivative in the direction of the velocity,
it pullsbackunderv to thematerialderivative in the reference space,
where calculus can be more easily performed. This Lie derivative is
called the Lie time derivative by Holzapfel (2000). Let f be a spatial
tensor ﬁeld of order one, two or three. Then the Lie derivative of
f is the push-forward of the directional derivative of the pullback
of f to the referenceconﬁguration in thedirectionof thespatial veloc-
ity,v, denotedLvðf Þ ¼ vðDvv1 ðf ÞÞ (Holzapfel, 2000, p. 106),where
Dv denotes thematerial time derivative. Here the push-forward un-
derv is denotedv and thepull-backv1 . (The functionv is between
tangent bundles; see Appendix A). The Lie time derivative of a scalar
spatial ﬁeld is the material time derivative.
3.3. Gradient relaxation processes
To deﬁne uniquely which of the non-equilibrium processes al-
lowed under the second law is actually followed, an additional
condition to supplement the second law must be assumed. For
example, a system originally in equilibrium has its control vari-
ables suddenly perturbed, so that the substance has the old state
variables, but new control variables. A typical problem is to predict
how this non-equilibrium state relaxes to a new equilibrium state
if the control variables are held ﬁxed. The fundamental non-equi-
librium process that deﬁnes the class of constitutive relations con-
sidered here is called a gradient non-equilibrium process. A
gradient process in spatial coordinates is required to pull-back to
a gradient dynamical system in the reference conﬁguration.
Deﬁnition 8. A thermodynamically homogeneous gradient relax-
ation process is locally deﬁned by the system of equations, for
spatial afﬁnities Xi; i ¼ 1; . . . ;n, that are tensors,
LvXi ¼ ki @u
0
@Xi
: ð14Þ
If the afﬁnity, Xi, is in the reference conﬁguration, then the asso-
ciated equation is
DX
Dt
¼ ki @u
0
@Xi
: ð15Þ
The speed of the gradient process is adjusted by a thermodynamic
relaxation modulus k associated with each afﬁnity; k is an objective,
positive deﬁnite tensor, usually diagonal. The smaller each compo-
nent, ki, of k, the slower the relaxation. Note that the tensor k may
be viewed as a metric tensor.
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except the relaxation modulus, k, appear in the thermostatic func-
tion, u, so that only a small number of parameters depending on
the material must be found experimentally. None of the coefﬁ-
cients in the thermostatic model are time-dependent.
Lemma 9. A thermodynamically homogeneous gradient relaxation
process is objective.
Proof. The process is objective because the Lie time derivative is
objective and because the derivative on the right is objective
by Corollary (7). The tensor k is required to be objective by
deﬁnition. h3.3.1. The thermodynamic relaxation modulus
The components of the relaxation modulus, ki, depend on the
particular choice of the control variables. The relaxation modulus,
k, contains information on the micro- or nano-structure of the
material that determines the speed of relaxation in thermodynamic
space. For example in the viscoplastic metal model
(Haslach, 2002), k ¼ k _pk, the norm of the plastic strain rate that de-
pends on variations in the dislocation structure in the metal. The
plastic strain rate is obtained from a potential whose existence is
proved by (Rice, 1971). The relaxation modulus is constant for vis-
coelasticity (Haslach and Zeng, 1999) when the long-termmanifold
is represented by any of the classical hyperelastic models for large
or small deformations or by any of the hyperelastic models pro-
posed for soft biological tissue (Haslach, 2005). Multi-scale model-
ing can be captured in the thermodynamic relaxation modulus. In a
forth-coming paper, the thermodynamic modulus k will be shown
to depend on the molecular bond energy in a model of biopolymer
behavior.3.3.2. Gradient evolution in terms of state variables
By a calculation given in (Haslach and Zeng, 1999) for a thermo-
static manifold deﬁned by an energy density function,u, with non-
singular Hessian, a gradient relaxation process is represented in
the reference state by a system of ﬁrst-order nonlinear ordinary
differential equations in terms of the state variables, xi, and the
control variables, yi,dx1
dt
dx2
dt
..
.
dxn
dt
2666664
3777775 ¼ k
@2u
@x21
@2u
@x1@x2
   @2u
@x1@xn
@2u
@x2@x1
@2u
@x22
   @2u
@x2xn
..
. ..
. ..
. ..
.
@2u
@xn@x1
@2u
@xn@x2
   @2u
@x2n
266666664
377777775
2
y1ðtÞ þ @u@x1
y2ðtÞ þ @u@x2
..
.
ynðtÞ þ @u@xn
26666664
37777775: ð16Þ
Note that the right hand column consists of the afﬁnities, again
emphasizing that the afﬁnities drive the non-equilibrium process.
When the afﬁnities are zero, the evolution ceases, and the process
has reached Me. The relation (16) is valid under small deformations
in which the spatial and reference conﬁgurations are assumed to
coincide.3.4. Asymptotic stability of gradient processes
In the case that the manifold Me is a set of minimums for u,
then gradient relaxation processes tend to Me over time.
Proposition 10. If the thermostatic state X = O is a stable stationary
state of u0 for ﬁxed controls y, then it is also an asymptotically stable
state for the system of equations dXi=dt ¼ ki@u0=@Xi; i ¼ 1; . . . ;n,
deﬁning a homogeneous non-equilibrium gradient process.Proof. Case 1: The thermodynamic variables are deﬁned in the
reference conﬁguration.u0ðy;OÞ is aminimum since stable equilib-
ria occur at minimums for u. Deﬁne a Lyapunov function
VðXÞ ¼ u0ðy;XÞ u0ðy;OÞP 0. Then by Eq. (15), since each ki > 0,
dV
dt
¼
Xn
i¼1
@V
@Xi
dXi
dt
¼ 
Xn
i¼1
ki
@u0
@Xi
 2
6 0:
Case 2: The thermodynamic variables are deﬁned in the current
conﬁguration. Let Zi be the pull-back of Xi under the deformation
diffeomorphism v. Then the gradient relaxation evolution equation
pulls back to DZi=Dt ¼ kið@u0=@ZiÞ; i ¼ 1; . . . ;n, where the left-
side is the material derivative. Repeat the calculation of Case 1.
The asymptotic behavior is preserved under the push-forward by
v, since v is a diffeomorphism. Convergence in the reference space
is equivalent to convergence in the current space. In both cases, the
stable point is asymptotically stable by a Lyapunov theorem. A gra-
dient relaxation process with ﬁxed control variables evolves
towards Me, where each Xi ¼ 0. h3.5. The Gibbs one-form
Interpret the Gibbs classical expression dU ¼ hdSPdV as
the one-form dU hdSþPdV which is zero on the equilibrium
surface. This idea is generalized to a Gibbs one-form associated
with the graph of u in R2nþ1, which has coordinates ðx1; . . . ;
xn; y1; . . . ; yn; zÞ. Recall that a one-form is a scalar valued function
acting on tangents to paths.
Deﬁnition 11. The Gibbs one-form, x, associated with this struc-
ture is
x ¼ dz
Xn
i¼1
xi dyi: ð17Þ
The pullback of a spatial Gibbs form is Ftx; the push-forward
of a reference Gibbs form is Ftx. The requirement that this one-
form be non-positive when applied to the tangent to a process path
lying on the graph of the generalized function will be shown to be
equivalent to the Clausius–Duhem inequality.
While a differential topology viewpoint is not required for this
construction, a geometric model for Gibbs’ view of the thermo-
static surface takes place in a contact bundle (Haslach, 1997).
Other geometric descriptions of the contact bundle are also avail-
able in (Haslach, 1997).
3.6. Maximum dissipation in gradient processes
The gradient relaxation process is characterized by the instanta-
neous maximum decrease of the generalized thermodynamic func-
tion. The path of a process in thermodynamic space is given in local
coordinates by cðtÞ ¼ ðxðtÞ; yðtÞ;u½xðtÞ; yðtÞÞ. Here t is viewed as an
arbitraryparameter; there is noquestionof objectivity in computing
the action of a Gibbs formon a tangent vector. The tangent vector, tp,
at each point p on a non-equilibrium path is in local coordinates
tp ¼ du

dt
@
@z
þ
Xn
i¼1
dxi
dt
@
@xi
þ
Xn
i¼1
dyi
dt
@
@yi
; ð18Þ
where the vectors, @=@z; @=@xi; @=@yi; i ¼ 1; . . . ;n, are the basis for
the tangent space at the point p in local coordinates. The one-form
acts by dxið@=@xjÞ ¼ dij, etc., where dij is the Kronecker delta.
By a calculation in (Haslach, 1997), the action of the Gibbs form
on the tangent vector is
xðtpÞ ¼ du

dt

Xn
i¼1
xi
dyi
dt
: ð19Þ
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xðtpÞ ¼ dudt þ
Xn
i¼1
yi
dxi
dt
: ð20Þ
Furthermore, since du=dt ¼Pni¼1ð@u=@xiÞðdxi=dtÞ,
xðtpÞ ¼
Xn
i¼1
dxi
dt
@u
@xi
þ yi
 
¼
Xn
i¼1
dxi
dt
@u
@xi
¼ rxðuÞ  dxdt ; ð21Þ
where rxðuÞ is the gradient of u with respect to the state
variables.
At the long-term states, Xi ¼ @u=@xi þ yi ¼ 0 so thatrxðuÞ ¼ O
and xðtpÞ ¼ 0. The process is on Me at a particular state iff
xðtpÞ ¼ 0. Otherwise, it is a non-equilibrium process.
The scalar xðtpÞ measures the instantaneous dissipation when
u is a speciﬁc energy. The dissipation in this construction by the
second equality in (21) is
xðtpÞ ¼
Xn
i¼1
dxi
dt
@u
@xi
; ð22Þ
which has a form similar to that for theories using a dissipation po-
tential. The afﬁnity Xi corresponding to the state xi serves as the
thermodynamic force. Geometrically, the magnitude of xðtpÞ < 0
deﬁnes the obtuse angle between the vectors rxðuÞ and the tan-
gent to the non-equilibrium path, tp. Maximum dissipation of a gen-
eralized function is achieved if the tangent vector to an admissible
path is parallel to rxðuÞ. The gradient relaxation process is there-
fore a process inducing maximum dissipation of the generalized
thermodynamic function. For example, if the control variables are
held ﬁxed during a non-equilibrium process, then xðtpÞ ¼ du=dt
by Eq. (19).3.7. Admissible processes
The second law of thermodynamics determines which non-
equilibrium processes are thermodynamically admissible. In this
construction, admissibility is described in terms of the Gibbs
one-form, x, Eq. (17). Let tp be the tangent to the process path at
point p ¼ ðp1; p2; p3Þ.
Deﬁnition 12. An admissible thermodynamically homogeneous
non-equilibrium process in the thermodynamic system deﬁned by
u : R2n ! R is a curve c : R! R2nþ1 whose image lies on the
graph of u and for which xðtpÞ < 0 at each point along the path.
The admissibility deﬁnition (Deﬁnition 12) provides a geomet-
ric interpretation of the second law of thermodynamics for homo-
geneous non-equilibrium processes. Admissibility is independent
of the magnitude of the tangent to the path tp, the speed at which
the process takes place, sincex is linear. The path actually taken is
deﬁned by constitutive equations, such as the gradient relaxation
process, giving the evolution of the state variables.
Proposition 13. A gradient process is an admissible non-equilibrium
process.Proof. It is to be shown that xðtÞ 6 0 whether in spatial or refer-
ence coordinates. The Gibbs forms xr and xs in the reference and
spatial conﬁgurations respectively are related byxr ¼ Ftxs and the
tangent vectors by tr ¼ F1ts. Then since the action of the Gibbs
one-form on a tangent vector is a scalar product,
xrðtrÞ ¼ hxr; tri ¼ hFtxs; F1tsi ¼ hxs; FF1tsi ¼ hxs; tsi ¼ xsðtsÞ:
Therefore the proofmaybe carried out in the reference conﬁguration.
Since y is ﬁxed, Eq. (19) implies thatxðtpÞ ¼ du=dt. But, in turn,du
dt
¼ dðu
0  hÞ
dt
¼
Xn
i¼1
@u0
@Xi
_Xi ¼ 
Xn
i¼1
1
ki
_X2i 6 0:
Therefore, xðtpÞ 6 0 if the control variables are held ﬁxed. h
A forced process is a non-equilibrium process in which the con-
trol variables vary with time. The gradient relaxation process in the
case that the control variables are ﬁxed over time is generalized for
arbitrary non-equilibrium processes so that any admissible process
is locally a maximum dissipation process. This condition is the con-
stitutive restriction deﬁning the class of materials considered.
Deﬁnition 14. Each admissible non-equilibrium process is locally
a gradient relaxation process, in the sense that it is a gradient
relaxation process over each very short time interval.
Example. A simple example of such a forced process is a Kelvin–
Voigt rod subjected to a sinusoidal stress as time-dependent control
variable. The spring constant is E1 and the dashpot has constant c.
The generalized energy is uð;rÞ ¼ 12 E12  r. The forced gradient
relaxation process for small displacements is
d
dt
¼  k
E21
½E1 rðtÞ; ð23Þ
where rðtÞ ¼ A sinðxtÞ. This is the Kelvin–Voigt model if k ¼ E21=c.
The strain response is steady under the time varying control stress
rather than evolving to the long-term state as it would under a con-
stant control stress.
3.8. Examples of homogeneous systems deﬁned by an energy function
Several applications of this construction have previously been
made when the thermodynamic function, u, is an energy per vol-
ume andunder small displacements so that objectivity is not a ques-
tion. Newton’s law of cooling and the Kelvin–Voigt viscoelastic
model are examples of gradient relaxation processes; i.e. of maxi-
mum dissipation models (Haslach, 1997). Transient stretches and
temperature changes as a rubber sheet is loaded to a ﬁxed biaxial
load have been modeled as a maximum dissipation evolution in
the sense of this construction (Haslach and Zeng, 1999). The
Freed–Chaboche–Walker viscoplastic model for nonlinear creep
(Freed et al., 1991; Freed and Walker, 1993) has been shown to be
a maximum dissipation process (Haslach, 2002). The experimental
viscoelastic response for soft biological tissue has been recovered
in (Haslach, 2005) as a maximum dissipation process based on the
Fung hyperelastic model (Fung, 1993). This construction represents
in a single model the creep and stress relaxation data for soft tissue
that Fung represented with two models. These applications verify
that experimental data can be represented by a maximum dissipa-
tion process. But these examples are for thermodynamically homo-
geneous systems in which the thermodynamic variables are
assumed to be the same at all points of the body. The application
of the construction to time-dependent non-homogeneous systems
requires the evolution of thermodynamic ﬂuxes based on the entro-
py production, which has units of energy per degree per second.
4. Generalized entropy production and ﬂux evolution
A body is thermodynamically non-homogenous if the thermo-
dynamic variables in the homogeneous construction vary from
point to point in the body. In such a non-equilibrium state, the
thermodynamic ﬂuxes, such as the heat ﬂux, mass ﬂux, and chem-
ical reactions, become thermodynamic variables. The so-called
‘‘linear approximations to non-equilibrium”, as statistical thermo-
dynamicists call the Onsager relations, are just constitutive models
for stationary states. Common stationary constitutive equations in-
clude the Fourier relation for heat conduction, Fick’s law for
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the ﬂux satisﬁes these relations responds instantly to variations
of the boundary conditions because the relations involve no time
derivatives. The stationary manifold at each point of the body is de-
ﬁned at each time by a relation for each ﬂux in terms of the control
variables. In contrast to the case in which u is the hyperelastic
strain energy density in Deﬁnition 1 and Me is the manifold of
equilibrium states, when u is entropy production per unit volume,
then Me is the manifold of stationary states.
4.1. Generalized entropy production
The entropy production should be given by a constitutive rela-
tion that extends the older idea that the entropy ﬂux is equal to the
heat ﬂux divided by temperature (Müller, 1967). In the mathemat-
ical construction of the entropy production function, the product of
pairs of conjugate ﬂuxes and gradients, one a state variable and the
other a control variable, is required to have units of speciﬁc entro-
py production, in contrast to the conjugate variables of the homo-
geneous model that must multiply to give speciﬁc energy. Denote
the vector ﬂuxes by fi for i ¼ 1; . . . ; r and their corresponding con-
trol vectorﬁelds by ci. A scalar product is deﬁned for each conjugate
pair. A ﬂux vector is objective if f 0i ¼ Q fi , where the prime indicates
the second observer. In many cases, the control vectors associated
with ﬂux vectors are gradients of scalar functions and so are objec-
tive. When modeling ﬂuids, it is convenient to think of the spatial
rate of deformation second-order tensor, D, as a ﬂux, so that a ﬂux
may be a second-order tensor with a conjugate control second-or-
der tensor, such as the Cauchy stress, r.
The generalized entropy production is deﬁned to satisfy a con-
dition in addition to Deﬁnition 1 that gives the stationary manifold
from a zero-gradient condition with respect to the ﬂuxes. In prac-
tice the generalized entropy production is computed by integrat-
ing, with respect to the state variable, the relation for each ﬂux
in terms of the control variables. A local coordinate system at each
point is given by an ordered listing of the components of the ﬂuxes
and controls, ðf1; . . . ; fm; c1; . . . cmÞ 2 R3 R2m.
Deﬁnition 15. A local generalized entropy production function
W : R2m ! R satisﬁes at each point ðp1; p2; p3Þ, for each t, (1)
@W=@fi ¼ 0 for i ¼ 1; . . . ;m, deﬁnes the stationary manifold; (2)
@W=@ci ¼ fi; and (3) If all ﬂuxes fi ¼ O, then W ¼ 0.
The third condition was not assumed in the deﬁnition of a gen-
eralized function because some thermodynamic variables cannot
take the value zero. The units of W are speciﬁc energy per degree
per second. As for the generalized energy function, the form of W
is W ¼ Wðf1; . . . ; fmÞ þ
Pm
i¼1fici, where @W=@fi ¼ ci. The general-
ized entropy production is objective if for each ﬂux vector, fi ,
WðfiÞ ¼ WðQ fiÞ.
The constructions above of an associated one-form, the deﬁni-
tion of admissible processes and the deﬁnition of a gradient relax-
ation process all apply to the generalized entropy production
function. For example, the entropy production one-form at each
point of B is deﬁned to be locally
x ¼ dz
Xm
i¼1
fi dci; ð24Þ
wherez is theentropyproductioncoordinate, and x ¼ 0on thestation-
ary manifold. The entropy production is decreasing over time (as the
entropyapproachesamaximum)because theone-formactingona tan-
gent to an admissible process path with ﬁxed controls is negative.
A thermodynamic process involves the evolution of both the
thermodynamic state variables appearing in the generalized
energy function and the ﬂuxes. Let p0 be a point in the reference
state of the body and p ¼ vðp0; tÞ in the current state of the body.Deﬁnition 16. A thermodynamic process is locally a function
c : R3 R! R3 R2nþ1 R2mþ1.
cðp0; tÞ ¼ ðp; xðp; tÞ; yðp; tÞ;uðp; x; y; tÞ; f ðp; tÞ; cðp; tÞ;Wðp; f ; c; tÞÞ;
ð25Þ
where x¼ðx1 . . . ;xnÞ;y¼ðy1 . . . ; ;ynÞ;f ¼ðf1 . . . ; fmÞ, and c ¼ ðc1 . . . ; cmÞ.
The process is locally a time-dependent curve lying on the
graphs of u and W in R3 R2nþ1 R2mþ1.
5. Examples of stationary manifolds and evolution of ﬂuxes
All of the stationary manifolds discussed below are composed of
points that occur at minima of the generalized entropy production,
W, in R2m. The stationary submanifolds of thermodynamic space
act as attractors for the gradient relaxation process evolution equa-
tions. The ﬂuxes approach the stationary manifold, but never catch
up. Further, the control variables also evolve due to the gradient
relaxation process deﬁned from the generalized energy. The fol-
lowing examples exhibit the equations for the evolution of various
ﬂuxes under ﬁxed controls; these thermodynamically based equa-
tions produce ﬁnite velocity transport processes.5.1. Thermal gradients and ﬂuxes
The Fourier law prediction of instantaneous response to distur-
bances has long been known to be physically unrealistic. The
modiﬁcation, qþ s _q ¼ Krh, of the Fourier relation was proposed
by Cattaneo in 1948 to produce a ﬁnite velocity of propagation of
heat. See Müller and Ruggeri, 1998, pp. 12–14 for a discussion of
Cattaneo’s reasoning. Bogy and Nagdi (1970) say this is an empir-
ical equation that Vernotte hypothesized in 1958. The Bowen
(1989) continuum thermodynamics derivation of the Maxwell–
Cattaneo equation in a rigid heat conductor restricts it to small
perturbations from equilibrium. The rigid body assumption elim-
inates questions about objectivity. The Bowen derivation is only
valid near equilibrium because it essentially involves taking a
quadratic Taylor series approximation of the speciﬁc energy and
a linear Taylor series approximation of the assumed function
_qðh;rh; ~rÞ (Bowen, 1989, Section 5.2). The energy is taken to be
a function of q by the usual continuum thermodynamic argument
based on the Clausius–Duhem inequality, and ~r is the afﬁnity cor-
responding to q. This argument breaks down if one does not per-
mit the speciﬁc energy to be a function of q. In the development
presented here the speciﬁc entropy production, not the speciﬁc
energy, is taken to be a function of q, a strategy which seems
more natural. Speciﬁc energy is never taken as a function of a rate
in the construction proposed here.
Requiring the entropy production, not the energy, to be a func-
tion of the heat ﬂux is consistent with Müller and Ruggeri (1998, p.
11). They also point out that the classical Maxwell–Cattaneo equa-
tion is not frame invariant. Their method of accounting for this
problem differs from the construction as a gradient relaxation pro-
cess employed here that puts the Cattaneo equation on a consis-
tent thermodynamic foundation.
The conjugate thermodynamic variables are taken to be the gra-
dient,rð1=hÞ, as control, and as state, the heat ﬂux vector, q, which
points in the direction of the energy ﬂow. To guarantee that heat
energy ﬂows from hot to cold, it is required that q  rh < 0. The
generalized entropy production function, Wðp; q;rð1=hÞÞ for p a
point in B, is chosen so that @W=@q ¼ 0 gives the emprical Fourier
relation deﬁning the Fourier stationary submanifold, q ¼ Krh.
The tensor K does not depend on time, but may depend on temper-
ature, strain, or the point in B. The local generalized entropy pro-
duction function is, at each point in B,
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2h2
 
K1q  q q  r 1
h
 
: ð26Þ
The control rð1=hÞ is ﬁxed and _h ¼ 0. Note that W has units of en-
ergy per volume per second per degree. As desired, the zero-gradi-
ent condition on W; @W=@q ¼ 0, produces the Fourier relation. The
stationary manifold contains minima of the generalized entropy
production function since the Hessian of W with respect to state
variables is positive.
The objective Maxwell–Cattaneo equation: Assume that the heat
conduction tensor is isotropic of the form KI and that rð1=hÞ is
ﬁxed. From Eq. (26), the afﬁnity is X ¼ 1
h2
 
K1qþ 1
h2
rh. Then
W0 ¼ 1
2
h2
 
ðX  KX rh  KrhÞ:
The gradient relaxation process LvX ¼ kð@W0=@XÞ, for k ¼ ð1=h2Þ
K1s1 with s diagonal, since LvX ¼ ð1=h2ÞK1Lvq yields
qþ sLvqþ Krh ¼ 0: ð27Þ
This relation will be called the objective Maxwell–Cattaneo
equation.
The Maxwell–Cattaneo relation in the reference coordinates is
obtained by pulling back (27) to generalize (Holzapfel, 2000, Eq.
4.146). The term gradðhÞ ¼ rh is covariant and pulls back by Ft
so that Ft gradðhÞ ¼ GradðhÞ. Likewise, since q is contravariant,
JF1q ¼ Q , the heat ﬂow in the reference conﬁguration. Also
JK ¼ Ko and Js ¼ so. Substitution in (27) yields
JFQ þ sF D
Dt
ðJF1qÞ þ KFt gradðhÞ ¼ 0;
so that dividing by J,
Q þ so DQDt þ F
1KoF
t gradðhÞ ¼ 0:
One can view F1KoF
t in this expression as a strain tensor by inter-
preting K1o as a metric tensor.
In the case of small displacements and heat conduction tensor
KI, the gradient relaxation process, for some relaxation coefﬁcient
k, deﬁning the ﬂux evolution is, by (16),
_q ¼ k 1
Kh2
 2 1
Kh2
 
qr 1
h
  
: ð28Þ
The evolution (28) for k ¼ 1=ðKh2sÞ with s constant simpliﬁes to
qþ s _q ¼ Krh, which is the classical Maxwell–Cattaneo evolution
equation. The evolution of the heat ﬂux approaches the submani-
fold of solutions to the Fourier equation in the long term as _q tends
to zero. The evolution deﬁned by (28) satisﬁes the condition
q  rh < 0 at all times during the evolution when rh is held
constant.
Example. (Heat conduction and radiation in a uniaxially loaded
Neo–Hookean rod). A rod of length, ‘, is initially in a steady state
with temperature hðxÞ ¼ h1 þ ðh2  h1Þx=‘; 0 6 x 6 ‘. The heat ﬂux
in the rod is assumed to obey the Fourier relation in steady state.
In the Fourier stationary relation, let KðhÞ ¼ Ko½1 nðh hoÞ, where
ho is the reference temperature and n is a softening parameter (e.g.
Holzapfel, 2000, p. 342). Therefore, initially qðxÞ ¼ KðhðxÞÞ ðh2  h1Þ=
‘, which is not homogeneous.
The rod is suddenly placed in a bath of temperature hB and a
stress P1 is suddenly applied at the two ends of the rod, and evolu-
tion equations are sought describing the relaxation to equilibrium
deﬁned by hðxÞ ¼ hB and qðxÞ ¼ 0. The temperature hðxÞ and the
stretch kðxÞ are taken as the state variables at each point x. The
equilibrium stretch kðxÞ is unknown a priori. The rod is not imme-
diately in force equilibrium so that the Piola stress at points along
the rod at each time, Pðx; tÞ, remains to be determined.Assume entropic elasticity in which the mechanical deforma-
tion is incompressible. Then J ¼ exp½3aðh hoÞ. Assume k1 ¼ k,
and k2 ¼ k3 ¼ ðJ=kÞ1=2. As in Holzapfel (2000, Eq. 7.107), or in Has-
lach and Zeng, 1999, the long-term Helmholtz free energy is
uðk; hÞ ¼ h
ho
ðk2 þ 2ðJ=kÞ  3Þ þ co½ðh hoÞ  h lnðh=hoÞ; ð29Þ
where co is the speciﬁc heat capacity at the reference temperature.
The associated generalized energy is uðk; h; P;gÞ ¼ uðk; hÞ þ hg
Pk. The evolution equations for h and k are obtained from the con-
struction applied to the generalized energy, u. Compatibility be-
tween the evolution of the thermodynamic variables at each
point, x, of the rod is enforced by the balance laws. The afﬁnity driv-
ing the temperature is that obtained by imagining the speciﬁc en-
tropy perturbed to its value at equilibrium; i.e. that value, gB,
corresponding to hB. If ho is the reference temperature, then
gB ¼ ð1=hoÞ½kþ ð2þ 3ahBðJðhBÞ=kÞÞ  3 þ co lnðhB=hoÞ.
The evolution of the temperature at point, x, of the rod is
_h ¼ kh @
2u
@h2
 !2
@u
@h
þ gB
 
: ð30Þ
The evolution of the stretch, k, is given at each point, x, of the rod by
_k ¼ kk @
2u
@k2
 !2
@u
@k
 Pðx; tÞ
 
: ð31Þ
No Lie derivative appears in these equations because the state vari-
ables are scalars.
As h evolves, the control rð1=hÞ in the evolution of the scalar
heat ﬂux, q, also changes. The evolution of the heat ﬂux is obtained
from the entropy production function, W, which yields the one-
dimensional version of (28),
_q ¼ kq 1
Kh2
 2 1
Kh2
 
qr 1
h
  
: ð32Þ
One could choose kq to produce the Maxwell–Cattaneo evolution
with the initial condition of the heat ﬂux given above.
In general, energy balance _u ¼ r : Drqþ r yields a relation
for Pðx; tÞ. Assume that the radiation term r ¼ a1ðhB  hÞ is New-
ton’s law of cooling, which is a maximum dissipation process by
Haslach (1997). In terms of the Helmholtz energy,
_uþ _hgB ¼ ðJ1Pðx; tÞFtÞ : ð _FF1Þ  rqþ r:
Then the one-dimensional energy balance assuming the constant
perturbed entropy, gB, is
_uþ _hgB ¼ J1Pðx; tÞk _kk1 
@q
@x
þ a1ðh hBÞ: ð33Þ
This equation produces Pðx; tÞ because evolution equations are
available for all other terms.
The transient behavior as the rod relaxes to equilibrium is ob-
tained by simultaneously solving the four equations for _h; _k; _q,
and the energy balance subject to the initial conditions for h; q,
and k ¼ 1.
5.2. Non-steady transport in porous biological membranes
Many studies of ﬂuid transport through biological membranes
assume steady behavior in the combined form called Starling’s
law (Fung, 1990, p. 291) for membrane ﬁltration, Q ¼ KðDp
r^DPÞ, where Q is the volume rate of ﬂow per area (and so has units
of velocity), K is the permeability coefﬁcient, r^ is the reﬂection
coefﬁcient, DP is the osmotic pressure which forces ﬂow from
the side of higher vapor pressure to the lower, and Dp is an exter-
nally applied pressure. The opposite sign indicates that a large en-
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pressure side of the membrane. Fung develops these relations from
the controversial linear Onsager relations. Here, these relations are
taken instead as empirically determined models for steady behav-
ior. But it is well recognized that in vivo these transport processes
are not in fact steady. The ﬂux evolution construction described
above, based on constitutive equations for the steady behavior,
provides a technique to model realistic non-steady behavior. For
example, a simple model assumes that the two processes are
uncoupled and that the relaxation modulus in either case is a
constant.
The generalized entropy production for the ﬂuid is
WðQ1;pÞ ¼ 12KhQ1  Q1 þ Q1  r
p
h
 
;
where Q1 is the pressure induced volume ﬂux per area per second
so that it has units of velocity, p is the hydrostatic pressure, and
K is the hydraulic permeability. The steady state is then Darcy’s
law, under the isothermal assumption that rh ¼ 0, given by
0 ¼ dW
ðQ1;pÞ
dQ1
¼ 1
Kh
Q1 þr ph
 
:
The maximum change in entropy production, in the same manner
as for the heat ﬂux, yields the unsteady equation, for one choice
of the relaxation modulus k ¼ 1=ðKhs1Þ, where s1 is a constant,
s1 _Q1 þ Q1 ¼ Krp:
Such a transport process induced by the external pressure may
compete with diffusion of the water solvent under osmotic trans-
fer. In a multi-substance system, the chemical potential, li, and
the concentration, Ci ¼ qi=q where q is the density of the compos-
ite and qi is the density of the i
th component substance, are conju-
gate thermodynamic variables. The Gibbs one-form, x, includes
the term PilidCi in this case.
The osmotic pressure induced ﬂow of water per area per second
is Q2. The control variable is rðl=hÞ. The generalized entropy pro-
duction is, for Dm a constant,
W ¼ 1
2Dmh
Q2  Q2 þ Q2  r lh
 
: ð34Þ
By a calculation from Eq. (34) similar to that for the heat ﬂux, the
evolution equation for ﬁxed control variable, rðl=hÞ, is
Q2 þ s2 _Q2 þ Dmrl ¼ 0; ð35Þ
where the constant s2 has units of time and k ¼ 1=ðDmhsÞ is the gra-
dient relaxation coefﬁcient. As before, the general evolution is ob-
tained by letting rl vary with time in (35).
The net unsteady ﬂow is obtained by combining these results.
W ¼ 1
2Kh
Q1  Q1 þ 12DmhQ2  Q2 þ Q1  r
p
h
 
þ Q2  r lh
 
: ð36Þ
Therefore, the net unsteady ﬂow Q ¼ Q1  Q2 is obtained from the
differential equation
Qþ s1 _Q1  s2 _Q2 þKrp Dmrl ¼ 0: ð37Þ5.3. Electromagnetic ﬂuxes
Ohm’s law, as is well known, is an empirical relation describing
a steady state (e.g. Fabrizio and Morro, 2003). The ﬂux, Je, is the free
current density in amperes per square meter. Ohm’s law is Je ¼ rE,
where E is the electrical ﬁeld in volts per meter and r is the con-
ductivity. In steady state E ¼ r/, where / is the scalar-valued
electric potential. Application of the construction produces a rela-tion for the transient behavior as the system approaches the sta-
tionary state described by Ohm’s law.
The state variable is Je and the control variable is rð/=hÞ. The
generalized entropy production is
W ¼ Je  Je
2rh
þ Je  r /h
 
; ð38Þ
The isothermal zero-gradient condition gives Ohm’s law as the sta-
tionary state since rh ¼ 0. The associated gradient relaxation pro-
cess if small displacements are assumed is
_Je ¼ kðrhÞ2 Jerhþr
/
h
  
: ð39Þ
Setting k ¼ 1=eLr2h, where eL is the inductance, yields Ohm’s law
modiﬁed to account for inductance (e.g. Ulbrich, 1961, Eq. (7)),
eL _Je ¼  Jerþr/
 
: ð40Þ
This equation predicts ﬁnite velocity propagation of the current in
contrast to the inﬁnite velocity prediction of Ohm’s law. Subjecting
this maximum dissipation relation to conservation of charge,
rJe ¼ eCðd/=dtÞ, where eC is the capacitance and restricting to
one dimension recovers the classical differential equation of teleg-
raphy. The gradient relaxation evolution equation gives a class of
models indexed by k for the transient to the steady state, which is
typically quite rapid in circuits.5.4. Fluids
Thestandard stress–strain constitutive equations forﬂuids are for
stationary states, since the equilibrium state is stress free. Therefore
the constitutive equations for ﬂuids may be obtained from the zero
gradient condition on a generalized entropy production function.
For example, the constitutive equation for an isothermal Newto-
nian ﬂuid arises from the generalized entropy production function,
W ¼ 1
h
½pDþ kTrðDÞDþ lD : D r : D; ð41Þ
where here D is the spatial rate of deformation tensor, r is the Cau-
chy stress tensor, and k and l are positive material constants with
units of stress–time. The zero-gradient condition for state variable,
D, and control variable, r, is
@W
@D
¼ 1
h
½pI þ kTrðDÞI þ 2lD r ¼ 0:
If a ﬂuid were at rest and a stress, r, suddenly is applied, the gradi-
ent relaxation process predicts the evolution of rate of deformation
to the stationary state deﬁned by the constitutive equation.
Example. The classical uniaxial Maxwell model with spring con-
stant E1 and dashpot constant c is obtained as a gradient relaxation
process from the generalized entropy production in which the ﬂux,
_, is the control variable,
W ¼ r
2
2ch
 r _
h
:
The gradient relaxation process with k ¼ E1=c2h yields the uniaxial
Maxwell model,
_r ¼ k d
2W
dr2
 !2
dW
dr
 
¼  E1
c2h
ðc2h2Þ r
ch
 _
h
 
¼ E1 rc þ E1 _: ð42Þ
The stationary manifold r ¼ c _, is an attractor since d2W=dr2
¼ 1=ch > 0.
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In the thermodynamically homogeneous case, no ﬂuxes exist.
The requirement that the Gibbs form be non-positive on a homoge-
neous process cannot guarantee for a thermodynamically non-
homogeneous process that heat ﬂows from hot regions to cold,
or that diffusion moves particles from regions of high concentra-
tion to low concentration, or that electrical current ﬂows from re-
gions of high voltage potential to regions with lower voltage
potential, etc. Additional criteria are needed to ensure that admis-
sible processes obey these physical observations.
Here the proper direction is ensured by a condition on the scalar
product, denoted by h; i. The scalar product induces the heat ﬂux
one-form xq ¼ h; ðrhÞ=hi, the diffusion one-form xd ¼ h; ðrlÞ=hi
for mass ﬂux J, and the electromagnetic one-form xe ¼ h; ðr/Þ=hi.
The ﬂow direction for a process is deﬁned by
xqðqÞ ¼ hq; ðrhÞ=hi < 0;
xdðJÞ ¼ hJ; ðrlÞ=hi < 0;
xeðJeÞ ¼ hJe; ðr/Þ=hi < 0:
ð43Þ
The non-homogeneous local Gibbs form, xG, for a body made of a
single substance and subject to no electromagnetic effects is, at
each point p of B, the sum of the Gibbs form for the homogeneous
case and the heat ﬂux one-form.
xG ¼ dz
X
i
xi dyi þxqðqÞ: ð44ÞDeﬁnition 17. A thermodynamically admissible non-equilibrium
process in the thermodynamic system deﬁned by the generalized
energy function, u, and the generalized entropy production
function, W, is a process for which x < 0 and x < 0 and the
transport one-form relations (43) are satisﬁed, and the balance
laws are obeyed at each point along the path.
This deﬁnition requires thatxGðtp; qÞ < 0 for a process on a body
made of one substance and subject to no electromagnetic effects.
6.1. Relation to the Clausius–Duhem inequality
For a thermodynamically non-homogeneous system in a body
made of one substance and subject to no electromagnetic effects,
the second law in the form of the Clausius–Duhem inequality, from
continuum thermodynamics (e.g. Holzapfel, 2000), is in the refer-
ence conﬁguration,
0P
du
dt
 h dg
dt
 Pij dFijdt  Ai
dai
dt
þ q  $h
h
 
; ð45Þ
where u is the internal energy density, ai and Ai are conjugate inter-
nal variables, and P is the ﬁrst Piola stress. Because the Clausius–
Duhem inequality pulls back to the reference state up to the factor
J > 0, since all energies are per unit volume, it sufﬁces to work in
the reference conﬁguration. The Gibbs form must be non-positive
on any admissible process. The Clausius–Duhem inequality of con-
tinuum thermodynamics is implied by this requirement.
Proposition 18. For any process, the Clausius–Duhem inequality is
equivalent to xGðtp;qÞ 6 0.
Proof. The free, or complementary, energy required in the con-
struction of the generalized internal energy (4), Uðh; Pij;Ai;
g; Fij; aiÞ ¼ wðh; Pij;AiÞ þ hgþ PijFij þ Aiai, is the Legendre transform
wðh; Pij;AiÞ ¼ u hg PijFij  Aiai where g; Fij, and ai are functions
of h; Pij, and Ai. Therefore by substituting for u in (45),
0P
dw
dt
þ gdh
dt
þ Fij dPijdt þ ai
dAi
dt
þ q  $h
h
 
:For any process on the graph of U with tangent to the path (18), the
action of the Gibbs form is given by the calculation following (18),
xðtpÞ ¼ dw=dt þ
Pn
i¼1yiðdxi=dtÞ,
xGðtp; qÞ ¼ dwdt þ g
dh
dt
þ Fij dPijdt þ ai
dAi
dt
þ q  $h
h
 
:
Therefore xGðtp; qÞ 6 0 iff the Clausius–Duhem inequality
holds. h7. Conclusion
In general, the thermodynamic description of time-dependent
non-equilibrium behavior presented here depends on both a gen-
eralized energy and a generalized entropy production function that
are deﬁned on non-equilibrium states. The difﬁculties that arise in
continuum thermodynamics from allowing energies to depend on
ﬂuxes are resolved in the construction proposed here by restricting
ﬂux dependence only to the entropy production function. The max-
imum dissipation construction then provides a thermodynamic
foundation for realistic ﬁnite velocity of propagation ﬂux evolution
equations, in contrast to other empirical models. Further this max-
imum dissipation postulate selects a particular non-equilibrium
process from all the processes consistent with the second law.
The maximum dissipation hypothesis might be thought of as a ba-
sic physical principle.
Dissipation in this construction,
Pð@u=@xiÞ _xi, directly involves
the generalized thermodynamic function, in contrast to construc-
tions postulating an additional dissipation potential. The general-
ized thermodynamic functions should not be mistaken for
dissipation potentials, even though both the thermodynamic forces
(afﬁnities) and the dissipation through the Gibbs differential one-
form are derived from them. The construction is predictive because
it does not employ constructions, such as the dissipation potential,
which are tantamount to assuming an evolution system.
The postulated evolution by a gradient relaxation process is de-
ﬁned to be objective by using the Lie time derivative when the
thermodynamic variables are deﬁned in the current conﬁguration.
In the reference conﬁguration, the Lie time derivative is the mate-
rial derivative.
The validity of the construction is supported by the fact that it
generateswell-known constitutivemodels asmaximumdissipation
models. These include the Newton law of cooling, the Kelvin–Voigt
model, the Freed–Chaboche–Walker viscoplastic model, the Max-
well–Cattaneo ﬁnite velocity thermal ﬂux model, the ﬁnite velocity
generalization of the Darcy law, and the Maxwell model. The con-
struction therefore serves to thermodynamically justify many of
these models that were originally proposed for empirical reasons.
The emphasis onwell-known examples allows insight into how this
construction relates to traditional techniques for constructing time-
dependentmodels. Experimental veriﬁcationof a newapplicationof
the construction requires ﬁrst experimentally determining (or
assuming) u and then comparing the predicted evolution of a non-
equilibrium process to the actual evolution.
Appendix A
This analysis may be placed in the context of differential topol-
ogy, which can serve as an aid to keep track of the domain and
range of the various thermodynamic tensor variables. The tangent
bundle consists of pairs of points in the manifold and tangent vec-
tors to curves through the point. The cotangent bundle consists of
pairs of points in the manifold and differential one-forms that act
on the tangent vectors to curves through the point. If the manifold
has dimension n, both the tangent and cotangent bundles have
dimension 2n (e.g. Conlon, 1993; Darling, 1994).
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Let x0i ¼ x0iðx1; . . . ; xnÞ; i ¼ 1; . . . ;n be a change of coordinates.
The change of coordinates gradient tensor is F ¼ ð@x0i=@xjÞ, which
is a function between tangent spaces. As deﬁned traditionally in
mathematical physics.
Deﬁnition 19. A vector v i is covariant if it transforms by v 0i ¼
ð@xj=@x0iÞv j so that v0 ¼Ftv, and contravariant if it transforms by
v 0i ¼ ð@x0i=@xjÞv j, so that v0 ¼Fv.A covariant vector is an element of the cotangent space and a
contravariant vector is an element of the tangent space.
The deﬁnitions extend to second-order tensors by viewing the
second order tensors as sums of dyads. For covariant vectors, u
and v, the associated covariant second-order tensor transforms
by ðFtu	FtvÞ ¼Ftðu	 vÞF1. For contravariant vectors, u
and v, the associated contravariant second-order tensor transforms
by ðFu	FvÞ ¼Fðu	 vÞFt . If the change of coordinates is a rigid
body rotation so that F ¼ Q , then both covariant and contravari-
ant tensors transform by T 0 ¼ QTQt , since Q1 ¼ Qt .
A geometric deﬁnition of second-order tensors is given by
Deﬁnition 20. A second-order tensor is covariant if it is a
ﬁberwise linear map from the tangent space to the cotangent
space at a point. A second-order tensor is contravariant if it is a
ﬁberwise linear map from the cotangent space to the tangent
space at a point. A second-order tensor is a mixed tensor if it is a
ﬁberwise linear map from the tangent space to the tangent space
at a point or from the cotangent space to the cotangent space at a
point.
The metric tensor is a covariant tensor from a vector space to its
dual space, G : V ! V.
A.2. Examples
The deformation v : Bo R! B is approximated locally by a
linear map, F, the deformation gradient. The deformation gradient
is the differential of the deformation function at ﬁxed time
t;Dvðp0; tÞ  Fðp0; tÞ : TBo ! TB, where Dvðp0; tÞ ¼ ð@vi=@p0j Þ
and vðp0; tÞ ¼ p. The transpose of the deformation gradient,
Ft : TB! TBo, is a linear function from the cotangent space to
the manifold at a ﬁxed time t to the cotangent space to the refer-
ence body.
The view of second-order tensors as maps on the tangent or
cotangent spaces was used by Marsden and Hughes (1994). For
example, the covariant right Cauchy strain tensor is deﬁned on
the tangent bundle to the reference state to be C ¼ FtgF, where g
is the metric tensor acting on TB. Therefore C is the pull-back of
g. The covariant Green strain tensor is deﬁned on the reference
state by E ¼ 12ðC  GÞ, where G is the metric tensor acting on
TBo. The contravariant left Cauchy–Green tensor is deﬁned on
TB by b ¼ FG1Ft . Therefore b is the push-forward of G1.
The Cauchy stress, r, is deﬁned on the cotangent bundle, TB.
The second Piola stress, S ¼ JF1rFt , where J ¼ detðFÞ, is a contra-
variant tensor deﬁned on the reference cotangent space. It is the
pull-back of the contravariant Kirchhoff stress tensor Jr. The ﬁrst
Piola stress, P ¼ FS, is a tensor on the reference cotangent space
at X to the tangent space at vðX; tÞ. If it is desired to have
P : TB0 ! TB so that P is dual to F, then one must deﬁne
P ¼ gFS, where g is the metric in the current conﬁguration.
References
Bernstein, B., Toupin, R.A., 1962. Some properties of the Hessian matrix of a strictly
convex function. Journal für die reine und angewandte Mathematik 210, 65–72.
Bodner, S.R., 2002. Uniﬁed Plasticity for Engineering Applications. Kluwer Academic
Publishers/Plenum Press, New York.Bogy, D.B., Nagdi, P.M., 1970. On heat conduction and wave propagation in rigid
solids. Journal of Mathematical Physics 11, 917–923.
Bowen, R.M., 1989. Introduction to Continuum Mechanics for Engineers. Plenum
Press, New York.
Cermelli, P., Fried, E., Sellers, S., 2001. Conﬁgurational stress, yield and ﬂow in rate
independenet plasticity. Proceedings of the Royal Society of London A 457,
1447–1467.
Christensen, R.M., 1982. Theory of Viscoelasticity: An Introduction, second ed.
Academic Press, New York.
Coleman, B.D., 1964. Thermodynamics of materials with memory. Archive for
Rational Mechanics and Analysis 17, 1–46.
Coleman, B.D., Gurtin, M.E., 1967. Thermodynamics with internal state variables.
The Journal of Chemical Physics 47, 597–613.
Conlon, L., 1993. Differentiable Manifolds. Birkhäuser, Boston.
Darling, R.W.R., 1994. Differential Forms and Connections. Cambridge University
Press, Cambridge.
Deseri, L., Mares, R., 2000. A class of viscoplastic constitutive models based on the
maximum dissipation principle. Mechanics of Materials 32, 389–403.
Duhem, P., 1911. Traité d’Enérgétique ou Thermodynamique Générale. Gauthier-
illars, Paris.
Ericksen, J.L., 1991. Introduction to the Thermodynamics of Solids, ﬁrst ed.
Chapman & Hall, London.
Fabrizio, M., Morro, A., 2003. Electromagnetism of Continuous Media. Oxford
University Press, Oxford.
Fischer, F.D., Svoboda, J., 2007. A note on the principle of maximum dissipation rate.
Journal of Applied Mechanics 74, 923–926.
Freed, A.D., Chaboche, J.-L., Walker, K.P., 1991. A viscoplastic theory with
thermodynamic considerations. Acta Mechanica 90, 155–174.
Freed, A.D., Walker, K.P., 1993. Viscoplasticity with creep and plasticity bounds.
International Journal of Plasticity 9, 213–242.
Fung, Y.C., 1990. Biomechanics. Motion, Flow, Stress, and Growth. Springer, New
York.
Fung, Y.C., 1993. Biomechanics, second ed.. Mechanical Properties of Living Tissues
Springer, New York.
Gibbs, J.W., 1948a. Graphical Methods in the Thermodynamics of Fluids, in the
Collected Works, vol. 1. Yale University Press, New Haven.
Gibbs, J.W., 1948b. A method of geometrical representation of the thermodynamic
properties of substances by means of surfaces. The Collected Works, vol. 1. Yale
University Press, New Haven.
Green, A.E., Nagdi, P.M., 1977. On thermodynamics and the nature of the second
law. Proceedings of the Royal Society of London, Series A 357, 253–270.
Grifﬁth, A.A., 1920. The phenomena of rupture and ﬂow in solids. Philosophical
Transactions Royal Society of London A 221, 163–198.
Grifﬁth, A.A., 1924. The theory of rupture. In: Proceedings of the First International
Congress for Applied Mechanics, Delft, pp. 55–63.
de Groot, S.R., Mazur, P., 1984. Non-equilibrium Thermodynamics. Dover, New York.
Gurtin, M.E., 1968. On the thermodynamics of materials with memory. Archive for
Rational Mechanics and Analysis 28, 40–50.
Gurtin, M.E., 2000. Conﬁgurational Forces as Basic Concepts of Continuum Physics.
Springer, New York.
Hall, R.B., 2008. Combined thermodynamics approach for anisotropic, ﬁnite
deformation overstress models of viscoplasticity. International Journal of
Engineering Science 46, 119–130.
Haslach Jr., H.W., 1997. Geometrical structure of the non-equilibrium
thermodynamics of homogeneous systems. Reports on Mathematical Physics
39, 147–162.
Haslach Jr., H.W., 2000. Constitutive models and singularity types for an elastic
biaxially loaded rubber sheet. Mathematics and Mechanics of Solids 5, 41–73.
Haslach Jr., H.W., 2002. A non-equilibrium thermodynamic geometric structure for
thermoviscoplasticity with maximum dissipation. International Journal of
Plasticity 18 (2), 127–153.
Haslach Jr., H.W., 2005. Nonlinear viscoelastic, thermodynamically consistent,
models for biological soft tissue. Biomechanics and Modeling in
Mechanobiology 3 (3), 172–189.
Haslach Jr., H.W., 2008. A non-equilibrium thermodynamic model for the crack
propagation rate (preprint).
Haslach Jr., H.W., Zeng, N.-N., 1999. Maximum dissipation evolution equations for
nonlinear thermoviscoelasticity. International Journal of Non-linear Mechanics
34 (2), 361–385.
Haupt, P., 2002. ContinuumMechanics and Theory of Materials, second ed. Springer,
Berlin.
Holzapfel, G.A., 2000. Nonlinear Solid Mechanics, 2005 reprinting. Wiley,
Chichester, UK.
Lemaitre, J., Chaboche, J.-L., 1990. Mechanics of Solid Materials. Cambridge
University Press, Cambridge.
Lubliner, J., 1984. A maximum-dissipation principle in generalized plasticity. Acta
Mechanica, 52 225–237.
Marsden, J.E., Hughes, T.J.R., 1994. Mathematical Foundations of Elasticity. Dover,
New York.
Müller, I., 1967. On the entropy inequality. Archive for Rational Mechanics and
Analysis 26, 118–141.
Müller, I., Ruggeri, T., 1998. Rational Extended Thermodynamics, second ed.
Springer, New York.
Muschik, W., Berezovski, A., 2004. Thermodynamic interaction between two
discrete systems in non-equilibrium. Journal of Non-equilibrium
Thermodynamics 29, 237–255.
3976 H.W. Haslach Jr. / International Journal of Solids and Structures 46 (2009) 3964–3976Ogden, R.W., 1984. Non-linear Elastic Deformations. Dover, Mineola, NY.
Oldroyd, J.G., 1950. On the formulation of rheological equations of state.
Proceedings of the Royal Society A 200, 523–541.
Park, S.W., Kim, Y., 2001. Fitting Prony-series viscoelastic models with power-law
presmoothing. Journal of Materials in Civil Engineering 13, 26–32.
Poston, T., Stewart, I., 1978. Catastrophe Theory and its Applications. Pitman, London.
Rajagopal, K.R., Srinivasa, A.R., 1998.Mechanics of the inelastic behavior ofmaterials.
Part II: Inelastic response. International Journal of Plasticity 14, 969–995.
Rajagopal, K.R., Srinivasa, A.R., 2000. A thermodynamic frame work for rate type
ﬂuid models. Journal of Non-Newtonian Fluid Mechanics 88, 207–227.
Rice, J.R., 1971. Inelastic constitutive relations for solids: an internal variable theory
and its application to metal plasticity. Journal of the Mechanics and Physics of
Solids 19, 433–453.
Scheidler, M., Wright, T.W., 2003. Classes of ﬂow rules for ﬁnite viscoplasticity.
International Journal of Plasticity 19 (8), 1119–1165.S˘ilhavy´, M., 1997. The Mechanics and Thermodynamics of Continuous Media.
Springer, Berlin.
Simo, J.C., Phister, K.S., 1984. Remarks on rate constitutive equations for ﬁnite
deformation problems: computational implications. Computer Methods in
Applied Mechanics and Engineering 46, 201–215.
Truesdell, C., 1984. Rational Thermodynamics. Springer, New York.
Ulbrich, C.W., 1961. Exact electrical analogy to the Vernotte hypothesis. Physical
Review 123, 2001–2002.
Yang, Q., Tham, L.G., Swoboda, G., 2005. Normality structures with homogeneous
kinetic rate laws. Journal of Applied Mechanics 72, 322–329.
Ziegler, H., Wehrli, C., 1987. On a principle of maximum rate of entropy production.
Journal of Non-equilibrium Thermodynamics 12, 229–243.
