We consider a two polynomials analogue of the polynomial interpolation problem. Namely, we consider the Mixing Modular Operations (MMO) problem of recovering two polynomials f ∈ Zp[x] and g ∈ Zq[x] of known degree, where p and q are two (un)known positive integers, from the values of f (t) mod p + g(t) mod q at polynomially many points t ∈ Z. We show that if p and q are known, the MMO problem is equivalent to computing a close vector in a lattice with respect to the infinity norm. We also implemented in the SAGE system a heuristic polynomial-time algorithm. If p and q are kept secret, we do not know how to solve this problem. This problem is motivated by several potential cryptographic applications.
Introduction
For integer x and integer p ≥ 2, we denote by x p the remainder of dividing x by p. Stated differently, 0 ≤ x p ≤ p − 1 and x ≡ x p mod p.
The set {0, 1, . . . , p−1} can be identified with Z p , the ring of integers modulo p. Conversely, Z p can be considered as a subset of Z. This allows us to interpret functions on Z p as polynomials evaluated modulo p on the set {0, 1, . . . , p − 1} and to extend the domain of these polynomials to Z. Furthermore it allows us to add polynomials over several different rings Z p , Z q , . . . for different values of the moduli p, q, . . .. This addition we denote by the term Mixing of Modular Operations.
Here we study a variant of the very well known polynomial interpolation problem, where the function to be interpolated is the sum of two polynomials reduced modulo two different unknown numbers p and q. Problem 1. Let p = q be two positive unknown integers and c another positive integer. Let the function h : Z → Z be the sum of two unknown reduced polynomials h(x) = f (x) p + g(x) q for some polynomials f ∈ Z p [x], g ∈ Z q [x] of degree at most α, where α is known. Suppose that the set J = {(x 1 , h(x 1 )), . . . , (x c , h(x c ))} is known, where x i ∈ Z, for i = 1, . . . , c. The MMO problem is to recover p and q and the polynomials f and g.
This problem seems to be difficult to solve even for very small polynomial degrees and, in fact, we and other colleagues have not managed. For the single-polynomial analogue of Problem 1, we refer to related work in [1] . The main motivation to study this computational problem arises in potential applications to cryptography [2] . Since we could not obtain a solution for the above problem, this paper mainly devotes its attention to a simplified problem statement in which p and q are known. Problem 2. Let p = q be two known positive integers and c another positive integer. Let the function h : Z → Z be the sum of two unknown reduced polynomials h(x) = f (x) p + g(x) q for some polynomials f ∈ Z p [x], g ∈ Z q [x] of degree at most α. Suppose that the set
is known, where x i ∈ Z, for i = 1, . . . , c. The MMO problem with known moduli is to recover the polynomials f and g.
This is a natural extension of the well known polynomial interpolation problem. Our results show that if c is big enough compared to α, and the points x 1 , . . . , x c are randomly drawn from a large enough interval, the MMO problem has a unique solution f , g, up to an additive constant.
The paper is organized as follows: Section 2 gives the equivalence of the MMO problem to finding all points in a lattice of dimension c + 2α that are close to a target vector with respect to the infinity norm. Section 3 shows the performance of a Sage implementation of the provided heuristic algorithm. In Section 4, we consider the MMO problem for the case that all arguments x i lie in a short interval. Section 5 concludes this paper.
A general approach

Preliminaries
This section is devoted to the preliminaries needed to understand the results in the paper. Our purpose is not to give a deep treatment of lattices because these are used in this article only as technical tools. For a nice overview from a cryptographic perspective, we recommend the reader [3] . If the reader interests are nearer to the area of number theory, we recommend [4] .
Let {a 1 , . . . , a d } be a set of linearly independent row vectors in R s . The set
To each lattice L one can naturally associate its volume
where B ∈ R d×s is the matrix with rows a 1 , . . . , a d . The lattice volume is invariant under unimodular transformations of the basis {a 1 , . . . , a d }.
For a vector u, let u ∞ denote its infinity norm and by u 2 its Euclidean norm. It is well known that:
Any basis of a lattice satisfies
The famous Minkowski theorem (see [5, Theorem 5.3.6 , page 141]) gives an upper bound on s ∞ (L), the length in infinity-norm of the shortest nonzero vector in any d-dimensional lattice L, in terms of its volume:
The mean number of lattice points in the shifted set x + S, where x ∈ C(L), is given by
A similar result appears in [6, Lemma 2, page 27], where the number of lattice points inside a d-dimensional ball of radius r is approximated by the volume of the ball divided by the volume of the lattice. As in [6, Definition 8, page 27], the Gaussian heuristic is to neglect the averaging, and estimate the number of lattice points in S as
Take S to be a d-dimensional hypercube of length 2L, parallel to the coordinate axes and centered around a lattice point. For S to contain one lattice point, L must be less than s ∞ (L).
The Gaussian heuristic thus suggests that (2s
which is precisely half as big as the rigorous upper bound given by the Minkowski theorem.
Finding the shortest vector in the lattice is a difficult task. Indeed, finding the shortest vector of a lattice for the infinity norm is N P −hard. Fortunately, after the breakthrough in [7] , it is possible to find "short" vectors in a lattice, thanks to the concept of LLL-reduced basis. 
Finally, we introduce the following notation. For each real x, we denote by x the value of x rounded downwards to the closest integer, that is,
Lemma 1. For any integer x and any integer p > 1, we have:
Similarly, for an integer vector
If e d is the vector of length d with all components equal to 1, the latter condition is equivalent to 2x − 2pλ
Lattice reduction
The next proposition shows that from the values of h(x) = f (x) p + g(x) q in all integers x, the polynomials f ∈ Z p [x] and g ∈ Z q [x] are determined uniquely up to constant. Proposition 1. Let p and q be two positive integers that are relatively prime. Let f, g, u, v be functions from Z to Z such that for each integer x,
There exists an integer C such that for each integer x, we have that
Proof: For each integer x, we have that
The function f (x) p − u(x) p , which clearly is periodic with period p, thus also is periodic with period q, and thus is periodic with period gcd(p, q)=1, that is, the function is constant.
Since it must hold, for every
In particular, C must be equal to 0, and thus the decomposition of the function h must be unique, if there is an x for which f (x) p = g(x) q = 0. That is the reason why we will suppose that f (0) = g(0) = 0. Additionally, we are going to suppose gcd(p, q) = 1. Under this condition there exist integers µ 1 and µ 2 such that µ 1 p + µ 2 q = 1. We want to mention now that if p is much larger than q, then the MMO problem with known moduli can be easily transformed in a noisy polynomial interpolation problem (see [8] ), where the evaluation of the polynomial g modulo q can be seen as random "noise" and the attacker tries to recover f . Rigorous bounds for the noise of the results in [8] depend heavily on the performance of finding a close vector in the lattice and it seems that there is some gap between the theoretic results and the practical experiments. For this paper, we focus on the case that p and q have approximately the same number of bits.
Without loss of generality, the expression of the polynomials f, g is
where r k , t k ∈ Z and |r k | < p/2, |t k | < q/2 for k = 1, . . . , α. We will show that the MMO problem is related to finding a short vector in a lattice. For that, we need the following definitions:
From x 1 , . . . , x c we build the Vandermonde matrix V of size α × c as
Also, for integer x we denote by h(x) = f (x) p + g(x) q . The MMO problem can now be formulated as follows: given the vector h of which the components are the function values h = (h(x 1 ), . . . , h(x c )), find integer vectors r, t of length α such that r ∞ < p/2, t ∞ < q/2 and
where all the modulo and rounding operations act component-wise. Using Lemma 1, it is clear that the MMO problem can be restated as follows: given h, find integer row vectors r, t of length α and λ 1 , λ 2 of length c such that
and
The inequalities in (3) embody the constraints that the vectors λ 1 , λ 2 are the result of the rounding operation. We concatenate the vectors r, t, λ 1 and λ 2 vector x of length 2(c + α):
and define a matrix A of size 2(c + α) × c as a vertical concatenation of 2 copies of V and 2 instances of the c × c identity matrix I c multiplied by p, q respectively:
Furthermore we define the matrix B of size 2(c + α) × 2(c + α) as the block matrix
and the vector u of length 2(c + α) as
Now the inequalities (3) and r ∞ < p/2, t ∞ < q/2 are equivalent to the single inequality
So finding a solution to the MMO problem is equivalent to finding an integer solution of equation (4) that satisfies the constraint from inequality (5) . Let x 0 be an arbitrary integer solution to equation (4), for example we can take x 0 = (0, . . . , 0
2α
, µ 1 h, µ 2 h). Every integer solution x of equation (4) can now be written as x = x 0 + y, where yA = 0. Thus y lies in the left integer kernel of A, which is spanned by the rows of the matrix
so y = wK with w ∈ Z 2α+c . Substituting this into equation (5), we obtain
In other words, we are looking for vectors in the lattice L spanned by the rows of the matrix
that have distance less than 1/2 in infinity norm to the vector u − x 0 B. The main idea of the lattice reduction technique is to show that the close vector is unique. Suppose we have two lattice vectors z 1 and z 2 ∈ L satisfying
Note that the fourth block column of C is equal to −p/q times the third. This implies that for each z ∈ L, we have that z ∞ = z ∞ , where z ∈ Q 2α+c is obtained from z by deleting the last block of c coordinates if p < q and the third block if q < p. Deleting the corresponding block column from C gives a square matrix C ; the (2α + c)-dimensional lattice of which the rows of C are a basis is denoted L . Then
The Gaussian heuristic suggests that a d-dimensional lattice L with volume Vol(L ) is unlikely to have a nonzero vector which is substantially shorter (in infinity norm) than
it is likely that the close vector is unique. When p and q have similar magnitude, we therefore conclude that if c is somewhat larger than 2α, it is likely that the MMO problem can be solved.
Conversely, with elementary methods we can show that if p and q have similar magnitude, then reconstruction of (f, g) requires that on average, c is at least 2α. Indeed, the number of pairs of polynomials (f, g) equals (pq) α ; the number of sequences of function values in c integers equals
c , then there exists a sequence of function values that can be generated by more than one pair (f, g) of polynomials. The following proposition gives a slightly stronger result. Proposition 2. If p and q have similar magnitude, then on average the minimum number of required values to compute the polynomials f (X) p and g(X) q is at least 2α.
Proof: Let x 1 , . . . , x c be integers. For y ∈ Y = {0, 1, . . . , p + q − 2} c , we define
Of course, we have that
We assume the polynomials f and g are chosen uniformly and independently. Then the probability p(y) to observe y ∈ Y equals N (y)/(pq) α . The expected number E of pairs of polynomials (f, g) matching y ∈ Y thus satisfies
where the inequality sign follows from the Cauchy-Schwarz inequality. Consequently, if c ≤ 2α
. And so, writing
For sufficiently small , we thus have that E > 1.
In the next section we provide the details of the resulting algorithm and the performance of our Sage implementation.
The algorithm and its implementation
The basic structure of the algorithm is the following:
Algorithm 1 Algorithm to solve MMO problem
Require: Set J and p, q Ensure: f (X) p and g(X) q .
Generate vectors, h, x 0 , u and matrices B, K, C as defined in Section 2. Use a Closest Vector algorithm to find x . return the polynomials with coefficients equal to the first 2α components of vector x This is the pseudocode of the algorithm we have used to compute a close vector which is called the Babai Nearest Plane Algorithm, see [9] :
Algorithm 2 Babai Nearest Plane algorithm
Require: Basis given as a matrix B, t Ensure:
We have implemented our algorithm for solving the MMO problem in the Sage system, including the Babai algorithm.
Babai Nearest Plane algorithm finds a close vector with respect to the Euclidean norm. The closest vector with respect to the infinity norm can be found doing the following computations:
• Calculate a LLL-reduced basis a 1 , . . . , a d .
• Calculate a close vector b using the Babai Nearest Plane algorithm.
• Take the vector b that minimizes t − b ∞ where b belongs to the following set,
The fact that this returns the closest vector with respect to the infinity norm comes from [ To test when the algorithm to solve MMO works, we use an indirect method. We take the lattice defined by the rows of C and check for the shortest vector. If this vector has norm bigger than 1, then we know that the algorithm will work and in other case, we suppose that it fails.
In this way, we will count as fails many cases where the algorithm could possibly work. However, implementations show that, even in these conditions, the algorithm for solving MMO seems to work in most of the cases. To be more precise, selecting uniformly at random c = 2α values x i ∈ [1, p] the algorithm was successful in 100% of the cases with 200-bit number p. This confirms that c = 2α is indeed the natural threshold for the algorithm.
However the perfomance changes if the values are selected from a small interval [1, p 1/K ] for big K. If K is smaller than α then it is possible to recover some of the coefficients of the polynomials. More precisely, the algorithm recovers the coefficients of the polynomials of the monomials of degree greater than K.
This fact is interesting because of the design of the HIMMO key generation system [2] and it is analyzed in detail in next section.
Restriction to small arguments
In Proposition 1 we showed that f and g are determined up to a constant if h(x) = f (x) p + g(x) q for all x ∈ Z. This constant can be fixed by setting f (0) = g(0) = 0. However, in cryptographic applications, values of x that can be used are from a smaller interval: 0 ≤ x < w, where w ≈ (min(p, q)) 1/K for some K ≥ 1. If we are interested only in the function h on this short interval, then the reconstruction is typically far from unique. In fact, let C ∈ Q[x] be a polynomial of degree at most K that takes integer values for all integer arguments, i.e., C is an integer linear combination of binomial coefficients:
If gcd(p, K!) = gcd(q, K!) = 1, the factorials 2!, 3!, . . . , K! have inverses modulo p and modulo q, so we can define polynomials c p ∈ Z p [x] and c q ∈ Z q [x] of degree at most K, such that for all integer x:
If it holds that C is small on [0, w), in the sense that
If all short lattice vectors correspond to such pairs (c p , −c q ), then all lattice points close to our target vector correspond to polynomials (f ,g) that also decompose h. In other words: though we cannot reconstruct f and g, we can interpolate h correctly.
Note that our previous analysis based on lattice volumes and the Gaussian heuristic failed to see the short vectors that correspond to the polynomials C(x). This should not be surprising: the lattice volume is independent of the values x 1 , . . . , x c , and these short vectors appear only if 0 ≤ x i < w for i = 1, 2, . . . , c. The numerical experiments show that the Gaussian heuristic is not valid for L when the x i are from an interval that is much shorter than p and q.
Above, we found a sublattice of L with short basis vectors. One may wonder if there are short vectors in L that are not in the sublattice generated by these short vectors. To answer this question, we apply the Gaussian heuristic to the lattice that is obtained when the sublattice is projected out as in Section 6.1 of [10] . Lemma 5 on page 29 of [6] gives the explicit formula for the volume of a lattice resulting as the orthogonal projection over a linear subspace. We write it here for the convenience of the reader. Assuming p < q and K > α, the volume of the resulting lattice equals
where B is the matrix
When x 1 , . . . , x c are uniformly drawn from [0, w), det(BB t ) will be of order w α(α+1)/2 . Comparing powers of w, the resulting volume is therefore expected to be much larger than 1 if
Example. Let α = 6, w = 2 16 , and
so that p ≈ q ≈ w 8 , and K = 8. In this example the smallest value of c for which K(c − α − 1) > α(α + 1)/2 is 10. That means that if we pick c = 10 points uniformly from [0, w), there is a fair chance that the volume of the projected lattice is much larger than 1.
We are given the values of h(x) = f (x) p + g(x) q in c = 10 points randomly chosen form the interval [0, w) according to the following Constructing the lattice as described before, including an additional row of ones in the matrix V in order to take the constant terms of the polynomials into account, we find a lattice vector that is close to the target vector. The polynomial coefficients corresponding to this nearby lattice vector arẽ The differenceh(x) − h(x) is plotted in Figure 1 . This shows that, even though the interpolation is not perfect, it still predicts the correct value in a sizable fraction of the points and the error pattern does not look random. . The reconstucted functionh(x) fits the observation perfectly in 9 out of the 10 points, but more interestingly, the interpolation error is zero in many other points, even though c < 2α. If the error is non-zero, it is restricted to very narrow bands.
Conclusions
We have introduced the MMO problem. It seems infeasible to solve the MMO problem for unknown moduli. We have shown the equivalence of the MMO problem to finding close vectors in a lattice. If all observed function arguments lie in an interval that is much shorter than the moduli, then reconstruction of the unknown polynomials is infeasible; however, the computed polynomials often gives correct interpolation of the function on that short interval.
The MMO problem can readily be generalized to more than two moduli. Furthermore, an additional modular operation may be performed on the sum of the polynomial evaluations, see [2] .
