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ABSTRACT 
 
 
This dissertation examines the relationship between oil prices and economic activity 
for the G7 country zone. In the analysis quarterly data from 1971 Q1 to 2010 Q1 is 
used. Among the countries three of them are large oil producers (Canada, UK and 
USA), but simultaneously they are also oil-importers. Multivariate Vector Error 
Correction (VEC) model with 4 variables (real gross domestic product, gross fixed 
capital formation, real oil prices and unemployment rate) and unrestricted bivariate 
Vector Autoregression (VAR) model with 2 variables (real gross domestic product 
and real oil prices) are analyzed as well as variance decomposition and impulse 
response function analysis. A GARCH (1,1) model is applied so as to introduce a 
second oil specification and to focus on oil price volatility. VD indicates that oil 
prices explain GDP significantly after one year for two countries (UK and USA), 
while oil price volatility is a more influential factor in affecting GDP since it is more 
statistically significant for four countries (Germany, Italy, UK and USA). IRFs show 
a negative response in the same period for four countries (Canada, France, UK and 
USA) and five countries (Canada, France, Germany, UK and USA) regarding the two 
oil proxies. However, Japan responds positively to an oil price shock, while the 
response to an oil price volatility shock is not statistically significant. 
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CHAPTER 1 
INTRODUCTION 
 
 
Crude oil, which is regarded as one of the most valuable commodities, is globally traded 
among many countries. In the past many historical events have affected the price of oil 
due to a variety of reasons such as wars, geopolitical disturbances, OPEC cartel 
announcements, speculation about forthcoming shortage or disruption in supply as well 
as other demand side shocks. Many oil price shocks have been occurred especially 
during 1970s. Such shocks (increases and decreases in oil prices) are illustrated in Fig. 
1. 
The first oil crisis was that of October 1973, when Arab countries of OPEC as well as 
Egypt, Tunisia and Syria rendered an embargo and created a disruption in supply. That 
was thought as a response to the decision of U.S. to provide additional support to the 
army of Israel regarding the Yom Kippur war. Thus, OPEC members quadrupled the 
price of crude oil. The second oil crisis of 1979 was due to the revolution of Iranian 
people. Firstly, there was a disruption in oil supply but later when the supply increased, 
this pushed the prices up. Therefore, these two crises retarded the economies of 
industrialized countries and that caused a decline in oil demand. As a result, during the 
middle 80s there was the first oil-demand shock when the prices fell sharply. 
Furthermore, in early 1990s there was also a rise in oil prices because of the invasion of 
Iraq in Kuwait. However, this shock was not equal of those of 1970s. In addition, oil 
prices fell again in 1998 because of the Asian economic crisis and the increase of OPEC 
oil-production. The last oil price shock was that of 2008 when the booming demand and 
the decline in production pushed prices to climb up. 
 Consequently, there have been oil price shocks driven from increasing demand. These 
have been appeared because of positive changes in the standard of living of large net oil 
consuming countries. Such changes have been occurred in the industrial sector where 
oil is primarily imported and consumed as a fuel input in order to increase the 
production capacity of the country as well as due to some other technological 
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advancement. Therefore, possible increases in oil demand in favor of heavy oil-
consuming countries lead to corresponding increases in oil prices. 
Taking under consideration the potential increases in oil prices, this could lead to the 
suggestion that the economic activity is affected by the high transfer of money from 
heavy oil consumers to oil producers. Thus, in the short-run the key participants, who 
determine the supply of oil and of course the price of oil, are clearly the “winners” from 
the transactions. However, in the long-run situation this increase in income will stop due 
to the fact that firms, manufacturing companies and even ordinary persons cannot 
respond economically to high positive fluctuations of oil prices. 
In addition, these circumstances can lead the oil-consuming countries to reduce their 
demand for oil or even to consider reductions in other goods. For instance, firms, which 
need to consume large quantities of oil in their production process, will be forced to stop 
investing in capital or even to consider reductions in the sector of research and 
development in order to offset the high cost of fuel. Therefore, this can induce 
companies to purchase new equipment which will contribute to energy-saving resulting 
to decreasing demand for oil.  
However, this situation will last for a small period due to the fact that if oil prices keep 
increasing in the long-run, then firms cannot afford the high costs and they stop 
spending money for new equipment or investing capital and this affects negatively not 
only the economic sustainability of the companies, but also the national economies of 
the heavy-oil consuming countries. Consequently, many industrialized countries can be 
affected adversely and their GDP growth to present a downward trend. As a result, the 
relationship between oil prices and economy has been highly investigated over the last 
decades and it continues to be interesting for many researchers. The industrialized 
countries have been examined in the past. 
Therefore, the main goal of this paper is to investigate deeply the correlation between 
oil prices and economic activity as well as the volatility of the oil prices and economic 
activity for the G7 country zone. Specifically, I am interested in analyzing the effects 
that have been caused by the volatility of the oil market on the economies of the 
G7country zone. 
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This paper examines and analyzes a variety of aspects of the oil price-economic growth 
with a Vector Error Correction (VEC) model for Canada, France, Germany, Italy, 
United Kingdom and United States. The only one country which is a net oil-exporter is 
UK among the countries. Proceeding the basic model is a four-variate VAR model: real 
gross domestic product, gross fixed capital formation, unemployment rate and real oil 
prices. In addition a bivariate VAR specification with two variables, GDP and real oil 
prices is examined so as to test the causality between the variables via a Granger 
causality test. Furthermore, a univariate Garch (1,1) model is applied so as to obtain 
volatility of oil prices. Finally, the above four-variate and bivariate specifications are 
also examined when the volatility of oil is used. The two models are used so as to check 
for robustness. Quarterly data from 1971 Q1 to 2010 Q1 is used. For oil prices I use 
spot WTI oil prices in US dollar converted in the national currency for each country 
except for Germany and Italy for which this variable is used in U.S. dollar. 
Firstly, I examine the causality between the variables (in the specification where oil 
prices are included) via the coefficients of the lagged differenced values in the right-
hand side variables of the regressions of the VEC (multivariate) model. In addition the 
causality from oil volatility to the remaining variables is tested with a Granger causality 
test. Furthermore, I check how the GDP growth, capital investment and unemployment 
respond to shocks in oil prices and oil uncertainty. Moreover, I examine the relation 
among the four variables (either oil prices or oil volatility is included) using variance 
decomposition at a twelve-period horizon.  
The main conclusions are the following ones. 
The causality test between the variables indicates that oil prices cause GDP in the short-
run period for all countries except japan. Regarding the three countries which are oil 
producers (Canada, UK and USA) the examination shows that the economic activity 
causes oil prices shortly. In addition, oil prices do not cause GFCF in the short-run 
period. Regarding the unemployment, this variable is affected significantly from oil 
prices for Canada, France, UK and USA. 
Furthermore, the Granger test has indicated that oil volatility causes GDP for all 
countries except Japan. On the other hand, GDP of the oil-producing countries causes 
uncertainty in the oil price changes in the short-run period. Oil volatility does not affect 
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GFCF in the short run, while the former causes the rate of unemployment for Germany, 
Italy, UK and USA. 
GDP growth responds significantly negatively to oil price shocks immediately or in 
some months for all countries except Japan. For the only one oil exporting country, the 
result is the same as for the oil importing countries. The response of GDP is negative to 
a shock in oil volatility for all countries except Japan. Moreover, the response of the 
fixed capital formation to shocks in oil prices as well as oil volatility is negative across 
all countries. Finally, the impact of a shock in oil prices and oil volatility on the 
unemployment is positive for all countries except Japan. This occurs due to the fact that 
this economy has existed under different situations over the past. 
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CHAPTER 2 
LITERATURE REVIEW 
 
 
Many studies have investigated the effects of crude oil on a variety of macroeconomic 
variables. A large body of studies has focused on the relationship between crude oil 
prices and real economic activity. A lot of researchers have attempted to interpret if the 
relationship between oil prices and economic activity is negative or positive or if this is 
affected through other contributing factors such as inflation, unemployment rate or 
monetary policy, as well as the several consequences of the fluctuations of the oil prices 
on the economic activity of many countries.  
 
2.1 Theoretical studies 
 
From a theoretical point of view, there has been research which adopts the existence of 
asymmetry in the relationship between oil shocks and economic activity, as in Brown 
and Yucel (2002). They accepted that there is a variety of mechanisms through which a 
sudden change in oil price movements influences the U.S. real economic activity. They 
concluded that the most influential factor contributing to rising oil prices is the supply 
of the input. If there is any possible disruption in the supply then oil prices will present 
an upward trend. As a result, this will retard economic activity. Finally, they suggest 
that the authorities, responsible for policy implications, should bear in mind that it is 
more preferable to induce a neutral monetary policy in order to lead the economic 
activity to react more smoothly to oil shocks.  
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2.2 Empirical studies 
 
Many empirical studies have tried to shed light to the oil price-macroeconomy 
relationship and to interpret how this has evolved from previous decades to the present. 
Hamilton (1983) tested the relationship between oil price shocks and the economic 
activity in USA in the period from 1949 to 1972. He concluded that all recessions in 
USA, since World War ǁ , followed after the  extensive oil price increases occurred in 
this time period, apart from that of 1960-61, and not at all due to the fact that main oil-
producing countries (OPEC) created disruptions in supply. He also stated that the 
negative effect of an oil shock on US real gross national product (GNP) had declined 
during 1973-1980. 
The main investigation was based on the relation between oil prices and economic 
growth. It is claimed from a large number of researchers that oil prices have affected the 
economic activity or the gross domestic product (GDP) of many countries. Thus, from 
an empirical point of view it has been concluded that oil prices cause economic activity 
in the long-run period (Hooker (1996), Hamilton (1996), Papapetrou (2001), Jimenez -
Rodriguez and Sanchez (2005), Zahra and Mahboobeh (2011)    . 
 Hooker (1996) argued that there is evidence of Granger causality running from oil 
prices to the growth rate of U.S. economic activity but only when using data up to mid-
1980s. On the contrary, this does not hold for a sample with data from mid-1980s to the 
present. According to him, oil shock of 1973 affected significantly the U.S. economic 
growth while that of 1979 did not affect to the same extent. 
Zahra and Mahboobeh (2011) investigated the effects of the fluctuations of oil prices on 
the economic activity of some OPEC and OECD countries. They used data from 1970 
to 2008 in order to include the most of the oil crisis occurred the last decades. Their 
analysis was based on a model introduced by Hodrick and Presscot in order to study the 
whole set of conditions in which oil prices fluctuated. They incorporated VAR models 
in order to explain the impact of oil shocks on the economic activity of the 
aforementioned countries and more specifically they used variance decomposition and 
impulse response functions to test to what extent the fluctuations in the output growth 
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rate of these countries come from the oil shocks. They found that the economies of these 
sets of countries are affected of the oil shocks but not to the same extent.  
Regarding the variance decomposition of OPEC countries the consequence of the test 
indicates that the effect of oil prices on economic growth is rising from 1970 to 2008. 
Moreover, the influence of oil shocks on the economies of the OECD countries is 
characterized by an upward trend and the explanation of the former to the latter is 
considerable in most of the countries, while USA presents the lowest indicator since it is 
not only a heavy oil-consumer, but also an oil-producer.  
On the other hand, the opposite claim that has been stressed by some researchers, is that 
oil prices have not had an impact on economic activity in the long run such as (Gisser 
and Goodwin (1986), Cunado and de Gracia (2003). Examining the correlation between 
oil prices and U.S. economic activity Gisser and Goodwin (1986) reached to the 
conclusion that there was no impact from the former on the latter during the 1970s, 
although many historical events have been recorded in this period such that of the 
embargo of the organization of petroleum exporting countries (OPEC).  
Cunado and de Gracia (2003) investigated the oil price-macroeconomy correlation 
through specific examination of inflation and production output in some European 
countries. Their novelty was that they used a variety of oil proxies. They resulted that 
the relationship between oil prices and macroeconomy does not exist in the long-run, 
but it shrinks in the short-run. Therefore, they stated that oil prices and inflation present 
a cointegration relationship for the majority of the European countries. Furthermore, 
regarding the oil price-output growth rate relationship in the short-run the conclusion 
was that the former have an impact on the latter while this does appear volatility over 
the sample. 
In addition, they also separated the oil price variable in corresponding increases and 
decreases and they found that the effect of these two variables is not the same on the 
output. Finally, they concluded that the relationship under examination is not only 
affected when oil prices push inflation to increase, but also from other exogenous 
indicators. 
Furthermore, another aspect of macroeconomic variables which have been assessed 
with respect to oil prices is the monetary policy regarding many countries. Monetary 
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shocks that have occurred in the past have affected the income, the government 
expenses as well as the broad social welfare. Gisser and Goodwin (1986) found 
evidence that oil prices have had a major impact on the monetary policy adopted of 
many countries. This means that monetary policy has led to an increasing demand 
resulting to significant price increases in the short-run, while in the long-run this 
macroeconomic variable seems to decline and to move to a stable correlation with the 
real economic activity. As Jimenez-Rodriguez and Sanchez (2005) stated, monetary 
shocks and oil price shocks have been the major factors in the fluctuations of the GDP. 
Consequently, it has to be mentioned that oil shocks were regarded as responsible for 
the tremendous periodical reductions in economic expansion as it is suggested from the 
evaluation of many macroeconomic indicators. 
Monetary policy was the primary reason which contributed a lot negatively to the 
recessions occurred in USA, UK, Germany and Japan during 1970s as Douglas Bohi 
(1991) concluded. In three of the above cases (USA, UK and Germany) all of them 
adopted a strict policy after each oil shock during 1970s. Japan’s policy was completely 
opposite since it was believed that only through development and improvement of their 
living conditions they could survive and not shrink economically. As a result, Japan 
succeeded in resisting to another possible economic downturn. 
Examining the relationship between oil shocks and the way Japan structured its 
monetary policy Lee, Lee and Ratti (hereinafter LLR) used a variety of oil proxies in 
order to interpret how these affect the national policies having been incorporated by 
Japan’s government. They adopted and used oil prices as Mork (1989), Lee et al (1995), 
Hamilton (1996) as well as logs of nominal oil prices, real oil prices and differences of 
the latter in their VAR models. In their analysis they stated that Mork’s positive oil 
price shocks and Hamilton’s net oil price increases offer the best results.      
Dotsey and Reid (1992) tested the impact of oil price shocks and monetary shocks on 
US economic activity by using VAR models. They found that positive oil shocks have 
had a significant negative effect on the output, while the impact of monetary shocks on 
the U.S. economy is insignificant. 
It is supported that the close dependence, which dominated in the relation between 
energy prices and economic growth in the pre-1980 period, was the most important 
cause for the consecutive global economic downturns. According to some researchers 
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and macroeconomic analysts, the devastating economic downturns have to be attributed 
to erroneous economic policies of the industrialized countries. Nevertheless, it has to be 
stressed that other factors contributing to this performance of the macroeconomy during 
1970s played a crucial role too.  It has to be highlighted that there are many economic 
researchers who raise questions about the impact of oil and of other globally traded 
commodities as well as the range of this correlation on the slowdowns of the global 
economy during 1970s. Therefore, it is suggested that countries should be much 
cautious when they consider their policies with respect to oil shocks. 
Oil price fluctuations have affected the macroeconomy in a high level and they have 
created a non-stable relation with the economic activity. This variance has led to the 
debate among researchers if this relation is linear or not. On the one hand, there are 
some who argued that this relation was symmetric. In other words, it was highlighted 
that the impact of oil prices on real GDP is symmetric meaning that the fluctuations (oil 
price increases and decreases) have the same effect on economic activity (Hamilton 
(1988), Tilak Abeysinghe (2001). According to Hamilton, trying to assess the symmetry 
hypothesis it does not seem easy to distinguish the effects of the decreases of oil prices 
since 1981, meaning that many possible contributing factors coincide such as the money 
supply and other various changes in the growth rate of output. 
Burbidge and Harrison (1984) using VAR models they tested the effect of oil shocks on 
macroeconomy in UK, Germany, Japan, USA and Canada and particularly the impact of 
oil prices on price level and industrial production. Regarding the first economic 
variable, USA and Canada were affected by oil prices while this does not hold 
importantly for Japanese, German and U.K. economies. Furthermore, testing the 
correlation between oil prices and industrial sector they concluded that the former 
affects significantly the latter in UK and USA while this declines to zero regarding the 
remaining three countries. Regarding the economic downturns during 1970s they 
concluded that they would have been occurred independently of the oil shocks. The 
latter just contributed negatively to lead the overall economic situation to move in low 
rate.  
Cologni and Manera (2007) tested the interactions among oil prices, inflation and 
interest rates. They used a structural cointegrated VAR model for the G7 country zone. 
They used six variables in their analysis: short-term interest rates, consumer price index, 
 19 
real GDP, money aggregate, the international oil price and the exchange rates expressed 
as the ratio of the SDR rate to the US SDR rate for each country. They found that oil 
price shocks have influenced GDP growth only for UK and Canada. In order to identify 
the responses of GDP to an oil shock they conducted an impulse response function 
analysis and they did not find any significant response at 5% significance level, while 
they found that the responses of inflation and exchange rates are statistically significant. 
Finally, they wanted to estimate the impact of the oil shocks in 1990. So they used 
simulation exercises and they found a significant impact on USA due to a monetary 
policy reaction, while this impact is offset by an easing monetary policy for Canada, 
France and Italy. 
Papapetrou (2001) tested the relationship between oil prices, economic growth and 
employment focusing on Greece. She used a VAR model in order to analyze the various 
effects of oil price movements on the real Greek economy. Moreover, she defined two 
separate models in which oil prices, interest rate, stock returns and production output in 
the first one as well as employment in the second model were included, respectively. 
The goal of her paper was to interpret the correlation among all of the aforementioned 
variables through generalized variance decomposition and impulse response functions. 
Her main result was that oil price movements do influence the economic expansion in 
Greece and the rate of employees in the country. In addition, she found evidence that 
sudden sharp changes in oil prices have an adverse impact on Greek economy, namely 
the production output and the employment. Lastly, regarding the evaluation of the 
relationship between oil prices and stock returns, she concluded that the latter is 
significantly affected by the former. 
Jimenez-Rodriguez (2008) studied the impact of oil shocks on industrial output of four 
European Monetary Union (EMU) countries, namely France, Germany, Italy and Spain, 
and two Anglo-Saxon countries, the UK and the US. She applied bivariate VAR models 
in which they incorporated oil prices in domestic currency and aggregate manufacturing 
industry as well as oil prices and eight individual manufacturing industries, using 
monthly data from 1975:1 to 1998:12. She found that the impact of an oil shock on 
aggregate output is negative across all countries, with the outputs of the Anglo-Saxon 
countries to present a larger negative response. Furthermore, examining the responses of 
the eight industries individually, the result was that there is cross-country heterogeneity 
for the four EMU countries, while homogeneity is found for the remaining countries. 
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Finally, evidence of cross-industry heterogeneity of oil price shocks is found for 
Germany, France and Italy, while homogeneity for the remaining three countries. 
On the other hand, a majority of empirical studies considers that the oil price-
macroeconomy relationship is better characterized as nonlinear and the impacts of the 
former to the latter are asymmetric (Mork (1989), Lee, Ni and Ratti (1995) Hamilton 
(1996, 2003), Ferderer (1996), Cunado and de Gracia (2003), Jimenez-Rodriguez and 
Sanchez (2005, 2009), Lardic and Mignon (2006), Zhang (2008)). It is claimed that the 
impact of oil price declines and increases is not the same with respect to the growth rate 
of output. 
 Mork (1989) was the pioneer as he adopted and developed an asymmetric function in 
order to interpret the relationship between oil prices and GDP using as proxies both 
rises and declines of oil prices. Mork concluded that oil price increases have had a 
negative effect on growth and this still exists even in an extended sample until 1988:2 
including the modification regarding the price. On the contrary, his asymmetric model 
has led to the suggestion that the correlation of oil price declines and economic activity 
is significantly zero whereas as it is stated above the effect of an oil price increase is 
greater on growth rate. Therefore, the result of the aforementioned statement was that 
oil price declines did not have considerable positive impact on economic activity as the 
linear models had indicated since the mid-1980s.  
Lee, Ni and Ratti (hereinafter LNR) (1995) investigated the impact of oil price 
movements in U.S. GNP. LNR used VAR models with seven and eight variables so as 
to interpret the correlation and they found strong evidence that oil price changes are 
statistically sufficient to affect the economic activity in the sample as Mork’s sample 
from 1949 to 1988 approximately, but they are not significant when the sample is 
extended until data to 1992. Furthermore, they claimed that an asymmetry is identified 
in the impact of positive and negative oil shocks. They utilized a GARCH (1, 1) in order 
to estimate oil price changes in the sense of positive and negative normalized shocks. 
The result was that the impact of sudden shocks on oil prices is greater before 1974 
rather than after that period. Their main conclusion was that using a ten variable VAR 
model they found that the impact of positive normalized oil shocks is statistically 
significant and interactive on the rate of unemployment across all the samples 
examined. 
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Jimenez-Rodriguez and Sanchez (2005, 2009), using VAR models, they tried to test the 
impact of oil prices on economic activity in USA, Japan, Canada, France, Italy, 
Germany, UK, Norway and the Euro area. They separated the countries in oil-importing 
and oil-exporting countries. They used both linear and nonlinear specifications, and 
regarding the above countries, their economic activity was highly immobilized from 
sudden upward fluctuations in oil prices. On the other hand, Norway, which is a net oil-
exporting country, was highly affected positively by oil price increases while UK was 
influenced negatively although it is an oil-exporter too. The most bizarre result was that 
Japan’s economic activity presented an upward trend when oil prices were increasing 
although this country is an importer of oil as well as other forms of energy. This was 
attributed to the special economic situation under which this economy was operating. 
Concerning the nonlinear models, they found evidence that oil price fluctuations 
influence asymmetrically the GDP of all countries under examination. The model that 
fitted best the sample was the scaled function which indicates that it is necessary to take 
into consideration the overall economic conditions of each country. The latter model 
recommends that sudden booms in oil prices affect more smoothly in a turbulent market 
and more violently in stable economies. 
Huang et al. (2005) investigated the relation between oil price shocks and economic 
activity for three countries, namely Canada, Japan and US. They used industrial 
production as an output proxy as well as interest rates, real oil prices and real rate of 
return of stock. Furthermore, they used two different VAR models, one linear 
multivariate VAR model and one multivariate threshold autoregressive (MVTAR) 
model. Regarding the former, they applied one linear VAR model in which they 
included real oil prices and one second linear VAR model where they included oil price 
volatility being the result of the utilization of a Garch (1,1) model. They used monthly 
data from 1970:1 to 2002:9. In the specification where oil prices are used they found 
cointegration for the two countries, namely Canada and US. For both linear models they 
took into consideration the phenomenon of structural changes with applying a 
multivariate Vector Error Correction (VEC) model proposed by Bai et al. (1998) so as 
to identify the potential dates of structural breaks. Therefore, they found structural 
changes and they incorporated them into the two linear models by using dummies. In 
variance decomposition analysis regarding the two linear models, oil price changes and 
oil price volatility have the largest power in explaining industrial output for US, while 
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for Japan these variables do not have any significant power in explaining output. The 
response of industrial production to an oil price and oil price volatility shock is 
negligible for Canada and Japan, while the response of US output is negative after 
twelve periods. Regarding the MVTAR, this model assumes two regimes and real oil 
prices are used as the threshold variable beyond which, a change in oil prices affects 
economic activity. The same procedure was done when oil price volatility was used as 
the threshold variable. In addition, they included dummies both for seasonality and 
structural breaks. So they utilized two specifications in which oil prices and oil price 
volatility were included. In variance decomposition analysis an oil price change in 
Regime 1 explains significantly stock returns in Japan as well as interest rate, output 
and stock returns in US. In Regime 2 (when an oil price change is beyond the 
threshold), the variable explains significantly stock returns for the three countries. The 
explanatory power of oil price change is high for US and Canada, while this shrinks for 
Japan. In addition, an oil price volatility shock in Regime 1 explains more significantly 
than interest rates stock returns in US. In Regime 2, an oil price volatility shock 
explains significantly interest rates in Canada and Japan, industrial output in Japan and 
US, and stock returns in Canada. In impulse response function, in Regime 1 the 
response of output and stock returns to an oil price shock is negative in US. In Regime 
2, interest rate and stock returns react positively and negatively to an oil shock in 
Canada, respectively. The same responses exist for Japan too. Finally, the responses of 
the variables to an oil price volatility shock are negligible in Regime 1 except for US. 
However, in Regime 2 the response of output is positive for Canada and Japan, while it 
is negative for US. Their final conclusion was that oil prices do have a greater 
explanatory power than oil price volatility. 
Lardic and Mignon (2006) examined the oil prices-GDP relationship in the G7 country 
zone, U.S.A. and some European countries and they found evidence of the asymmetric 
cointegration while the standard cointegration was rejected. They concluded that 
negative oil shocks are regressive for the economic activity in a higher level than 
positive oil shocks help to an economic expansion. 
Thus, this means that the contribution of oil price decreases in the growth rate of 
economic activity is not of the same level as the oil price increases affect negatively the 
real activity. There have been many great fluctuations regarding the oil prices since 
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1986. So oil price increases have had a smaller impact on macroeconomic variables 
after 1973 (OPEC embargo) than they have had before that. 
Estimating the direct and indirect effects of oil prices as well as the relationship between 
oil exporting and oil importing countries Likka Korhonen and Svetlana Ledyaeva 
(2010), based on asymmetric specifications and using oil price increases and decreases 
as separate variables, found strong evidence of direct negative impact of oil price 
increases on the economies of USA, Japan, Germany and UK. Only Germany was 
highly affected from the indirect impact of oil price movements too. 
 Therefore, one of the doubts exist regarding the aforementioned issue is why there was 
no correlation between energy price declines and an upward trend in the economic 
indicators. However, the result is that oil price declines were not followed by 
corresponding increases in output or employment in order to offset the negative 
consequences of the climbing increases in oil prices in 1970. 
As a result, the economic growth seems to react asymmetrically to oil price fluctuations 
and to be affected more (negatively) by a rise in oil prices and less (positively) by a 
decline in oil prices. 
In contrast, Hooker (1996, 1999) claims that it is not rational to use linear models so as 
to interpret the oil prices-GDP relationship and that the asymmetric model adopted by 
Mork (1989) was not able to offer a long-run fixed oil prices-economic activity 
correlation. He concluded that nonlinear and asymmetric models are not sufficient to 
capture the oil prices-macroeconomy relationship. 
Hamilton (2003) argues that the correlation between oil price shocks and GDP is better 
characterized by a flexible nonlinear specification. He admits that the correlation 
between GDP and oil prices could not be characterized as linear. According to him it is 
also preferable to use oil price changes after a stable period of low volatility in order to 
assess the effect of oil prices on the economic activity. However, he stated that if 
someone incorporates into their model the important historical events that have occurred 
in the Middle East then it is reasonable to use a linear model which will give them 
strongly equivalent results. 
Zhang (2008) following Hamilton’s (2003) flexible nonlinear model examined the oil 
prices-economic activity correlation in the Japanese economy. He proposed that oil 
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price increases can force consumers to reduce their needs meaning that it will retard 
economic expansion. His main conclusion was that the oil price-economic activity 
relationship in Japan was characterized as nonlinear and the impact of the former to the 
latter is asymmetric in the long run since the Second World War.  
It is also interesting to refer that the sector of employment was also affected by the oil 
price fluctuations. This occurred due to the fact that an increase in oil prices forces oil 
consuming countries and more specifically the firms to reduce their demand as a 
consequence to reduce production capacity and finally to lower economic activity and to 
increase the rate of unemployment. According to Hamilton (1988) oil price drops of 
1981 could have contributed to a significant increase in employment since many 
workers could be hired again after their firing a year before because of oil price 
increases. 
It is of paramount importance to be stressed that oil price volatility has to be measured 
in order to reduce the risk faced by both concumers and firms investment decisions. As 
the prices of oil fluctuate, the more uncertainty is created, which leads to irreversible 
investment decisions as well as to policies that can affect one economy negatively 
(Hamilton (1996), Ferderer (1996)). 
Hamilton (1996) argues that the prices and the supply of oil constituted major factors 
that contributed to past oil crises, and which raised questions about the future of highly 
significant investment decisions. This means that the consumers and firms react 
differently to oil price volatility. Finally, he proposes that it does not seem to be 
precisely sufficient to make comparison between current oil prices now with where they 
were one quarter earlier, but during the preceding year. 
Ferderer (1996) examined the U.S. economy-oil price shocks relationship and he 
focused on two different aspects that seemed to influence that, namely the uncertainty 
and sectoral shocks and the monetary macroeconomic indicators. Regarding the first 
channel he resulted that they were affected by oil supply disturbances during the period 
of the sample under examination. As far as the second indicator is concerned, he 
concluded that monetary policy could have been an explanatory indicator of the oil 
price-US economy relationship.  
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This asymmetry recommends us that the impact of oil price shocks is not the same on 
volatility. This means that the impact of positive and negative oil price fluctuations is 
different. It is common that the oil price trend is characterized by volatility clustering 
(Narayan P.K. and Narayan S. (2007). This means that periods of low volatility follow 
periods in which turbulent signs of high volatility occur. This behavior of oil prices 
implies that they present the tendency to fluctuate and not to remain stable in the short-
run. 
Narayan and Narayan (2007) tried to measure oil price volatility and using an EGARCH 
model to test the impact of shocks on oil price volatility. They used both many sub-
samples as well as a full sample from 1991 to 2006. For the sub-samples they resulted 
that there was no long-run influence of shocks on oil price volatility while regarding the 
latter they found evidence that the effect was persisting significantly and the volatility 
reacted asymmetrically to oil shocks. Based on the latter finding, they concluded that oil 
prices move in a turbulent way, oil shocks have asymmetric impact on economic 
activity and finally the existence of volatility results that shocks can surely be an 
influential factor in how oil prices will move.   
Furthermore, oil prices have presented a more volatile trend from other products in USA 
since 1986 (Regnier (2007). Regnier (2007) investigated the volatility between oil and 
energy products and other products across different periods from 1945 to 2005. She 
claimed that oil prices indicated a steady trend during 1960s. She attributed the high 
volatility of oil prices to the phenomenon that the volatility of other products consumed 
is relatively low. Lastly, she argued that the high volatility which characterized the oil 
prices during 1980s was not followed by a corresponding trace in 1990s while referring 
to the last period of her sample the conclusion was that oil prices presented a stable 
upward trend.  
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CHAPTER 3 
DATA 
 
 
The variables used in our analysis are the real gross domestic product, the gross fixed 
capital formation, unemployment rate and real oil prices.  
The real gross domestic product has been collected as volume in the currency of each 
country, except for Italy and Germany for which the data used is in U.S. dollar. 
Regarding the gross fixed capital formation, this is provided as percentage of gross 
domestic product. Oil prices have been collected as spot WTI oil prices in U.S. dollar. 
In order to convert them (oil prices) in the currency of each country they were divided 
with exchange rates. Regarding France exchange rates from U.S. dollar to the national 
currency have been used from 1971Q1 to 2001Q4 and then exchange rates from U.S. 
dollar to Euro were used (2002Q1 to 2010Q1). In addition, oil prices have been 
divided with the consumer price index of each country in order to take real oil prices 
instead of nominal oil prices. 
In the analysis VAR models are applied in order to examine the relationship between 
oil prices and economic activity for the G7 country zone, namely Canada, France, 
Germany, Italy, Japan, United Kingdom and United States. The macroeconomic time 
series used have been collected both from DataStream and Federal Reserve Economic 
Database of St. Louis. The data used are quarterly from 1971 Q1 to 2010 Q1. 
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CHAPTER 4 
METHODOLOGY 
 
 
4.1 Vector Autoregression (VAR) model 
 
During 1980s Sims presented VAR model whose the main idea has been relied on the 
assumption that there are a plenty of interactions among time series data and especially 
the financial ones. VAR is a dynamic model which can capture the interdependencies 
and relations among many time series. They are a generalization of the univariate (AR) 
models. This model helps the researchers to identify linear interactions among the 
variables. A VAR model is a system of regressions/equations that helps to explain the 
evolution of each variable regressing that on its own lags and lagged values of the 
remaining variables. Thus, let’s consider a VAR of order d and p variables (endogenous 
variables), where d denotes the number of lags used in the analysis: 
yt= A0 +  Aiyt-1 + ui 
Where yt = {y1t …ypt} is a column vector of endogenous variables, A0 is a vector of 
intercepts, Ai is a (p x p) matrix of autoregressive coefficients for i= 1,…,d, ut = 
(u1t,….,unt) is a column vector of error terms. 
 
4.1.1 Bivariate / Four-variate specification 
Firstly, let’s consider a bivariate model where two variables are included as 
dependent, GDP and real oil prices. So y1,t is defined the real oil prices and y2,t the 
real gross domestic product variable, where t = 1,……, T. The past values of the 
variables are important in the evolvement of the time series. In other words, these past 
values help explain y1,t and y2,t. These variables are, in this bivariate model, y1,t-1 and 
y2,t-1. So the VAR is defined by: 
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Y1,t = α1iy1,t-1 + α2iy2,t-1 + ε1,t                                                                        (1) 
Y2,t = α3iy1,t-1 + α4iy2,t-1 + ε2,t                                                                              (2) 
 
The above regressions take the following form after incorporating the corresponding 
variables of the analysis: 
 
ΔLOIL t = α1iΔLOIL t-i +α2iΔLGDP t-i +ε1,t                                               (3) 
ΔLGDP t = α3iΔLOIL t-i +α4iΔLGDP t-i +ε2,t                                              (4) 
where t = 1, …., T and i= 1,…, D. D is the optimal lag length of each country. ΔLOIL and ΔLGDP are 
the first-log differences of real oil prices and real gross domestic product. 
 
Regarding the multivariate analysis a VEC model is used in order to capture the 
interrelations among the variables with the following form:  
ΔLOIL t = α1 + Σ1
n
 α1iΔLOIL t-i + Σ1
n
 β1iΔLGDP t-i + Σ1
n
 γ1iΔLGFCF t-i +        (5) 
Σ1
n
 δ1iΔLUnrate t-i + αOIL Ct-1 + ε1t                    
ΔLGDP t = α2 + Σ1
n
 α2iΔLOIL t-i + Σ1
n
 β2iΔLGDP t-i + Σ1
n
 γ2iΔLGFCF t-i +      (6) 
Σ1
n
 δ2i ΔLUnrate t-i + αGDP Ct-1 + ε2t 
ΔLGFCF t = α3 + Σ1
n
 α3iΔLOIL t-i + Σ1
n
 β3iΔLGDP t-i + Σ1
n
 γ3iΔLGFCF t-i +    (7) 
Σ1
n
 δ3iΔLUnrate t-i + αGFCF Ct-1 + ε3t 
ΔLUnrate t = α4 + Σ1
n
 α4iΔLOIL t-i + Σ1
n
 β4iΔLGDP t-i + Σ1
n
 γ4iΔLGFCF t-i +   (8) 
Σ1
n
 δ4iΔLUnrate t-i + αUnrate Ct-1 + ε4t 
where t = 1,…, T and i= 1, ….,D. D is the optimal lag length of each country. ΔLOIL, ΔLGDP, 
ΔLGFCF and ΔLUnrate are the first-log differences of real oil prices, real gross domestic product, 
gross fixed capital formation and unemployment rate. 
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4.2 Unit root tests 
 
In this section, the first step is to identify if there is any unit root in the observations 
across all the variables. It is appropriate to see if our time series are stationary or if there 
are unit roots and they are non stationary. In other words it is absolutely necessary to 
check the order of integration of the variables and in the case a time series is non 
stationary to see how many times it needs to be differenced in order to become 
stationary. 
A stationary time series is presented to move around a constant mean and to have a 
finite variance. Moreover, it is proven that any sharp fluctuations in a stationary time 
series are not permanent but they tend to be eliminated in a time horizon and the time 
series continues to move around its mean. In addition, a stationary time series has a 
variance that is presented to act independently from the time. 
The aforementioned time series is said to be weakly stationary or covariance stationary. 
As it has been mentioned above, its mean and the autocovariances are independent from 
the time. 
On the other hand, there are a plenty of time series which do not remain stable across a 
time span. They tend to fluctuate sharply around their mean. As a result, their mean is 
not constant in the long run as well as their variance depends on the time. 
 
4.2.1 ADF unit root test 
The first test that has been applied is the Augmented Dickey-Fuller (ADF) which is an 
extension of the simple DF test and it is used in larger samples. In this test the value of 
the t statistic has to have a lower negative (greater in absolute values) than the critical 
values given at 1%, 5% and 10% significance level.  
This first unit root test has been used for each country separately. The data that used is 
in log-levels in order to identify any possible unit root in each time series. If one time 
series data in log-levels is non stationary then its first-log difference is examined for 
unit roots until to find the time series that does not contain any unit root. The null 
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hypothesis Ho is that the time series contains a unit root. When Ho is rejected, ρ=1, then 
the time series is stationary having a t statistic with lower value (negative) than the 
critical ones. When we fail to reject the null hypothesis H0 against the alternative H1: 
ρ<1, then the time series is non stationary, thus containing a unit root and the procedure 
is as it was described above. 
The ADF test is more preferable than the simple DF test since it offers a more accurate 
approximation for higher-order correlation. Thus we assume that the y series follows an 
AR(p) process and therefore we add p lagged difference values of the dependent 
variable y to the right-hand side of the test regression: 
Δyt = αyt-1 + χ΄tδ + β1Δyt-1 + β2Δyt-2 + …+ βpΔyt-p + ετ 
The above specification is used to estimate the null hypothesis of the ADF test.  
 
4.2.2 Phillips-Perron unit root test 
The next unit root test is Phillips-Perron test which is applied to all time series data 
across all countries in order to strengthen not only the results given from the ADF test 
but also to help choose the order of integration of each variable. The procedure is the 
same as in the ADF test. The null hypothesis H0 is the same as in the ADF test, 
H0:|η|=1. In the case it is rejected the time series is stationary. The alternative H0:|η|<1 
then the result is that we fail to reject the null and the time series does contain a unit 
root. The test has been applied in log-levels and then where the null hypothesis is not 
rejected, we obtain the first-log difference of the variables. 
This test is based on the t statistic: 
᷉ tα = tα * (γ0/f0)
1/2
 - T * (f0-γ0)   (se( α)) / 2f0
1/2
 *s 
 α is the estimate, tα is the t-ratio of α, se( α) is coefficient standard error, s is the 
standard error of the test regression, γ0 is a consistent estimate of the error variance 
and f0 is the estimator of the residual spectrum at frequency zero. 
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4.2.3 KPSS (test of stationarity) 
This test is quite different of the aforementioned test, meaning that the null hypothesis 
tests the presence of stationarity. The Lagrange Multiplier (LM) statistic assesses the 
null hypothesis H0: ρ<1 against the alternative H1: ρ=1. The KPSS statistic is based on 
the residuals from the OLS regression of yt on the exogenous variables χt: 
yt = χ΄tδ + ut 
The LM statistic is defined as: 
LM = Σt S(t)
2
 / (T
2
 f0) 
F0 is an estimator of the residual spectrum at frequency zero and S(t) is a cumulative 
residual function: 
S(t) = Σr=1
t ur 
 ased on the residuals ut = yt – χ’t δ(0)  
 
4.2.4 Dickey-Fuller GLS unit root test 
Let’s determine the difference of yt that depends on α which stands for the alternative 
point against which we want to test the null: 
d(yt / α) =   
 yt  if t=1 
 yt  - αyt-1 if t>1 
The next step is to consider a regression of the quasi-differenced data d(yt/ α) on the 
quasi-differenced d(χt / α) 
d(yt / α) = d (χt / α)΄ δ(α) + ηt 
The DF-GLS test includes the following equation with detrended y
d
t 
Δydt = αy 
d
t-1 β1Δy
d
t-1 + … + βpΔy
d
t-p + εt 
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4.3 Cointegration test 
 
The cointegration test is applied in levels of two or more time series, when they are 
integrated of order (1) but there is some linear combination of them which is integrated 
of lower order. Then the time series are cointegrated. 
The cointegration analysis is based on the Johansen cointegration test. The first step is 
to test a bivariate model, in which the two variables that are included are the real gross 
domestic product and the real oil prices in order to check if there is any long-run 
relationship between them. In addition, the Johansen approach is applied on a four-
variate dynamic model including the real gross domestic product, the gross fixed capital 
formation, the unemployment rate and the real oil prices. The test is applied for the 
whole set of countries. 
In order to indicate the appropriate lag length 8 lags are used as maximum in the VAR 
model. The optimal lag length in the VAR model running simultaneously with the 
cointegration analysis has been indicated based on the Akaike Information Criterion 
(AIC). 
 
4.4 Garch (1, 1) 
 
This part of this paper constitutes the most innovative one since the incorporation of real 
oil prices in a GARCH (1,1) model takes place so as not only to investigate the 
interactions between oil prices and economic growth, but also to measure the volatility 
of oil prices and to examine the relationship between the variability of oil prices and 
economic activity across all countries of the G7 country zone. Lee et al. (1995) and 
Ferderer (1996) have proposed that the uncertainty of oil prices may be significant in 
affecting the growth output. A low order GARCH model is used so as to fit better the 
function for real oil prices. A univariate GARCH (1,1) process is defined by the 
following specification: 
yt = χt΄ δ + εt 
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ht = α0 + α1 ε
2
t-1 + γ ht-1  
where εt ~ NID (0,1).  
The former is the mean equation in which χ΄t  is a function of exogenous variables and εt 
is an error term. 
ht is the conditional variance since it is a one-period prediction based on past ones. The 
equation of conditional variance is determined by three terms: 
i. α0 is a constant term 
ii. ε2t-1 is the lag squared error term which is the measure of the last-period 
volatility 
iii. ht-1 is the ahead variance of the last period 
The choice of the variables, included in the first equation in the right hand side, is based 
exclusively on lagged values of the dependent variable. yt is regressed on its own lags 
with the range of lags from 1 to 8. The selection of the appropriate number of lags in the 
Garch model is based on the Akaike Information Criterion (AIC).  
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CHAPTER 5 
EMPIRICAL ANALYSIS 
 
 
This section includes the analysis of the data that has been used in this paper. Taking 
into consideration the whole set of tests (see tables 1 to 4) these suggest that the 
variables are of I(1) order of integration. Thus, the first-log differences of the variables 
are used in the analysis. 
 Then, since it has been identified that the variables are of I(1) order of integration, 
cointegration analysis is done in order to identify any possible long-run relationship 
both in the bivariate and the multivariate models between the variables.  
 
5.1 Bivariate specification 
 
5.1.1 Cointegration analysis 
Proceeding with the Johansen cointegration test, both the trace and the max-eigenvalue 
statistics indicate that there is no cointegrating relation between oil prices and GDP 
across all countries (Table 5). 
 
5.1.2 Granger causality 
The Granger causality test (Table 7) indicates that there is a statistically significant 
unidirectional causality from oil prices to GDP across all countries except Japan. In this 
latter country, the specification has not achieved to identify any possible influence from 
oil prices to the economic activity of this country.   
The optimal lag length is determined from the bivariate VAR models that have been 
running behind the Granger tests according to the Akaike Information Criterion (AIC).  
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5.2 Four-variate specification 
 
5.2.1 Cointegration analysis  
Tables 1 to 4 have indicated that the variables are of I(1) order of integration. As it 
has been stated above, the Johansen approach (Table 6) has resulted that there is at 
least one cointegrating relation for all countries. 
 
5.2.2 Short-run causality 
Table 8 reports the analysis of the four-variate VEC model regarding the short-run 
causality. The short-run non causality is examined via the coefficients of the lagged 
differenced values in the right-hand side variables of the regressions 5 to 8.  
The causality test indicates that oil prices cause GDP in the short-run period for all 
countries except Japan. Regarding the three countries which are oil producers (Canada, 
UK and USA) the examination shows that the economic activity causes oil prices 
shortly. In addition, oil prices do not cause GFCF in the short-run period for all 
countries. Regarding the unemployment, this variable is affected significantly from oil 
prices for four countries, namely Canada, France, UK and USA. 
 
5.2.3 Joint F-test 
In Table 9, the four tests are a joint F-test. This is applied on the coefficients of the 
error correction term and the lagged differenced terms of the right-hand-side variables 
separately for each variable for all regressions 5 to 8. The results indicate that there is 
bidirectional causality between real oil prices and GDP for all countries except Japan. 
Furthermore, F1 to F4 tests show that oil prices cause GFCF regarding Canada, Japan 
and United Kingdom. Finally, oil prices cause the rate of unemployment significantly 
for five countries, namely Canada, France, Japan, UK and USA. 
In order to assess the results, I compare them with those of Jimenez-Rodriguez and 
Sanchez (2005) who found that oil prices cause the economic activity of all the 
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countries. The only one exception in my linear model is that oil prices do not cause 
the Japanese output growth which is consistent with the linear model of Zhang (2008) 
who presented the Granger causality test for different proxies of oil prices and found 
that the null hypothesis that an oil shock does not Granger cause growth is not 
rejected with a p-value to be marginally above 0.1. 
 
5.2.4 Coefficient of Determination 
Table 10 reports R-squared from the four-variate specifications. R
2
 is measured from 
the equation in which GDP is the dependent variable and is regressed on its own lags, 
a constant, real oil prices, GFCF and Unemployment rate and lags of them. This 
statistic measures the correlation between the variables. In our specifications 
correlation is only positive. This means that increases in the value of GDP is followed 
by increases in the value of the remaining variables. Specifically, in my analysis R
2
 
ranges from 0.27 for Japan to 0.78 for Italy. These numbers indicate that while 
Japanese GDP has been increasing since 1971, the other variables have not presented 
an analogous trend close to GDP. On the other hand, Italian GDP increases were 
followed closely by increases in the other variables. 
 
5.2.5 Serial correlation 
Furthermore, Table 11 reports the analysis regarding the correlation of the residuals. 
Breusch-Godfrey serial correlation LM test is preferred due to the fact that it can be 
used for higher orders of serial correlation AR(2), AR(3),… . The lags used are in 
accordance with the lags of the VAR specification of each country. The null 
hypothesis is that there is no serial correlation. The p-values indicate that the null 
hypothesis is not rejected for Canada and USA, while it is rejected for France, 
Germany, Italy, Japan and UK. 
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5.2.6 Stability test 
Table 12 presents the Chow stability test. The tests are based on the regression of 
quarterly GDP growth on a constant and lags of itself, real oil prices, GFCF and 
unemployment rate. The lags used in each country’s specification are in accordance 
with the lags used in the VAR models. The null hypothesis is that there are no breaks 
in 1990 Q4. This time point has been selected due to the fact that I wanted to separate 
the sample in the middle as well as there was a significant increase in oil prices 
because of Iraq’s invasion of Kuwait. Two tests are applied. Firstly, the basic Chow 
test in which I investigate for potential changes in all coefficients, while in the second 
test only oil price coefficients for change are examined. 
The results indicate that the null hypothesis that there was no change in all 
coefficients is rejected for Italy, Japan and UK since 1990. In addition, the second test 
shows that the null hypothesis that there was no change in oil price coefficients is 
rejected only for Japan since 1990. Thus, regarding Italy and UK it seems that 
changes in GDP growth since 1990 were not caused by oil prices. However, the 
rejection of the null hypothesis of the first Chow test can be attributed to significant 
changes in oil prices since 1990. 
 
5.2.7 Normality test 
The normality test is applied on the residuals of the variables so as to identify the 
distribution of them. Table 13 reports skewness, kurtosis and Jarque-Bera statistics. 
Skewness is a measure of asymmetry of the distribution of the series around its mean. 
The skewness of a symmetric distribution, such as the normal distribution, is zero. 
Positive skewness means that the distribution has a long right tail and negative 
skewness implies that the distribution has a long left tail. Kurtosis measures the 
peakedness or flatness of the distribution of the series. The kurtosis of the normal 
distribution is 3. If the kurtosis exceeds 3, the distribution is peaked (leptokurtic) 
relative to the normal; if the kurtosis is less than 3, the distribution is flat (platykurtic) 
relative to the normal.  
Jarque-Bera is a test statistic for testing whether the series is normally distributed. The 
test statistic measures the difference of the skewness and kurtosis of the series with 
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those from the normal distribution. Under the null hypothesis of a normal distribution, 
the Jarque-Bera statistic is asymptotically distributed with 2 degrees of freedom and 
its distribution is a chi-squared one. When p-value is close to zero, then the null 
hypothesis of normal distribution is rejected. Jarque-Bera test is defined as: 
JB = n/6 * [S
2
 + ¼*(K-3)
2
],  
where n is the number of observations, S and K are sample skewness and kurtosis, 
respectively. 
Specifically, Jarque-Bera statistic indicates that the distribution of the residuals of oil 
prices is non-normal across all countries. Regarding GDP residuals the distribution is 
non-normal for five countries, while it is normal for Japan and USA. Moreover, the 
distribution of GFCF residuals is non-normal for all countries except USA. Finally, 
the distribution of the residuals of the unemployment rate is normal for three 
countries, namely Canada, France and Japan. 
 
5.3 Variance decomposition-Impulse response function 
 
A moving average representation of a bivariate and a four-variate VAR help obtain 
impulse responses and variance decomposition. The ordering of the variables is based 
on the assumption that the variables can be affected by the other variables. 
 
5.3.1 Variance decomposition analysis 
 The results of the variance decomposition regarding both the bivariate and the four-
variate specification are presented in Tables 14 and 15.  
 
5.3.1.1 Bivariate specification 
Firstly, Table 14 reports the variance decomposition both of oil prices and GDP at a 
twelve-month horizon. After one year 92-97% of the variability of oil prices is 
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explained by its own shocks, while 2-8% of the variability is attributed to innovations 
in GDP. On the other hand, shocks in itself for GDP range from 86-97%, while 3-14% 
of the variation is due to movements in oil prices 
 
5.3.1.2 Four-variate specification 
Table 15 reports the numbers that show how much of the innovations in each variable 
can be attributed to innovations in other variables at a twelve-period horizon. 
The results recommend that a shock in oil prices is a significant source of variation 
regarding the variables in the models. As far as real GDP is concerned, oil prices and 
unemployment rate are the main sources that explain the innovations in this variable 
in the twelve-period horizon. Specifically, oil prices and unemployment rate explain 
shocks in GDP from almost 1% to 13% and from 1% to 24%, respectively at the 12-
month horizon. The two exceptions are those of Canada and USA for which gross 
fixed capital formation contributes to explain part of the movements in GDP. 
Moreover, there is evidence that innovations in unemployment rate are attributed 
mainly to changes in GDP and oil prices. These two variables help explain from 4% 
to 50% and from 1% to 16%, respectively shocks in the rate of unemployment after 
twelve months. In addition, GDP explains from 3% to 9% of the variability of the oil 
prices after one year. 
Finally, the objective is to assess if the results of the variance decomposition are in 
accordance with them of the related literature. The case of the G7 country zone has 
been focused by Jimenez-Rodriguez and Sanchez, whose the scaled specification in 
which oil price increases are used, the contribution of oil prices in GDP variation is 
between 3% and 10%. In addition, they found evidence that the contribution of GDP 
in the variation of oil price increases is between 5% and 16%. Regarding the variation 
of GDP Bjørnland (2000) resulted that 8% and 9% of the movements in GDP are 
attributed to oil prices for Germany and United Kingdom, respectively. In the US case 
the contribution of oil price shocks are found to be 18% in the variation of GDP. One 
additional empirical analysis of Dotsey and Reid (1992) concluded that oil prices 
explain from 5% to 6% of the variability of GNP.  
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Lee et al. (2001) found evidence that the two specifications, in which positive log-
difference of real oil prices and net oil price increases measures have been used, 
showed that 3.2% and 5.4% of the variability of the Japanese industrial output is 
attributed to the aforementioned variables, respectively. Ferderer (1996) using two 
specifications, in which nonborrowed reserve growth and Federal funds rate are 
included, resulted that the contribution of oil prices in the variation of output growth 
is 5.7% and 6.2%, respectively for the two models at a twelve-month horizon. Thus, 
the results of the variance decomposition of the four variables seem to be roughly 
consistent with them found in the literature. 
 
5.3.2 Impulse response analysis 
In this part the impulse responses of the variables to an oil price innovation are 
examined. The responses are presented in Figures 2 and 3. The solid lines represent 
the responses of the variables to an oil shock, while the dashed lines above and below 
represent plus and minus 2 standard errors. 
 
5.3.2.1 Bivariate specification 
Firstly, the investigation is done regarding the bivariate specification. Figure 2 shows 
that the impact of an oil shock on GDP is negative for four countries, namely United 
States, Canada, France and United Kingdom. Regarding the responses of the 
Japanese, Italian and German GDP to an oil innovation they are negative after 3, 4 
and 5 periods, respectively. 
 
5.3.2.2 Four-variate specification 
Figure 3 shows the effects of the three variables to an oil price disturbance. It can be 
seen that the effect of an oil innovation on GDP is negative and consequently GDP 
presents 0.1% loss for Canada, France and Italy and 0.2% loss for Germany, Japan, 
United Kingdom and United States. The results are roughly consistent with those of 
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Bjørnland (2000) who found that the response of GDP to an oil shock is 0.3, 0.5 and 
0.4% for Germany, UK and USA, respectively. 
 However, the response of Japanese GDP is positive initially. This happens due to the 
fact that the Japanese economy has suffered many peculiar circumstances during the 
sample under examination although it has been a heavy oil-importer in the past. 
However, during the last period this situation had changed and this economy had been 
based on the nuclear power produced inside the country. Unfortunately, when the 
accident in the reactor of the plant in Fukushima took place, then all reactors were 
shut down across the country. With regard to the fuel imports of Japan, its needs are 
covered by Liquefied Natural Gas, coal and oil of course. This result is consistent 
with that of Jimenez-Rodriguez and Sanchez who found that the Japanese GDP 
responds positively to an oil shock. 
Furthermore, it is of high importance to comment on the negative response of GDP 
concerning United Kingdom and United States, although both of them are oil-
exporters. This contradicting result is based on the fact that both of these countries 
cannot cover their needs from their own oil production. For this reason, they import 
heavy quantities of oil so as to overcome the additional internal needs. 
Moreover, Fig. 3 illustrates the responses of the unemployment rate to an oil shock. 
The responses indicate an increase from 0.4% to almost 1.5% across all countries as it 
is expected from the theoretical literature. This is based on the fact that an increase in 
oil prices causes GDP to decrease and consequently this loss in GDP leads the 
unemployment to rise. The only one exception is that of Japan where the rate of 
unemployment responds negatively to one standard deviation oil innovation. This 
result is in accordance with the positive response of GDP to an oil shock.  
Finally, Fig. 3 shows the responses of GFCF to an oil innovation. It is obvious that the 
impact is negative across all countries, but it is not highly significant as it ranges from 
0.2% to 0.6%. The only exception is that of Italy where the loss is close to 10%. This 
result is in accordance with the fact that the percentage of GFCF is significantly 
reduced when GDP declines equally. 
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5.4 Garch model  
 
A univariate Garch (1,1) specification has been applied in order to examine the 
relationship between Oil volatility and GDP growth. The analysis has been based on a 
bivariate and a four-variate VAR specification where Oil volatility and GDP, while 
Oil volatility, GDP, GFCF and Unemployment rate are included, respectively. A 
Granger causality test has been applied on both specifications across all countries so 
as to examine the interactions among the variables. 
 
5.4.1 Bivariate specification 
5.4.1.1 Granger causality 
Firstly, the test is applied on the bivariate models for all countries. Table 16 reports 
that there is unidirectional causality from oil uncertainty to GDP growth across all 
countries except Japan. In the specifications of Canada, United Kingdom and United 
States the causality is bidirectional. 
 
5.4.2 Four-variate specification 
5.4.2.1 Granger causality 
Furthermore, the next step is to apply a Granger test in the four-variable model. Table 
17 presents the results of the interactions among the variables for all countries. 
However, the analysis and the representation of the results are based on the 
interactions between the uncertainty of oil and the GDP growth. 
Table 17 confirms the results of Table 16 regarding the relationship between oil 
volatility and GDP growth. Specifically, oil volatility causes the growth output across 
all countries except Japan. In addition GDP growth causes oil volatility regarding the 
cases of Canada, UK and USA. The results are in accordance with the theoretical 
expectations since these three countries are oil producers. 
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 Furthermore, the largest part of Canadian oil is exported to USA. Thus, it is possible 
a change in the GDP growth of Canada to cause uncertainty in the interactions 
between the two countries in the short-run period and consequently to cause high 
volatility in the oil prices. However, Canada imports high quantities of oil from 
Norway in order to cover the needs of the eastern regions because of high 
transportation and infrastructure costs. Therefore, a shock in oil market can affect the 
economic activity of Canada. Furthermore, the economic growth of UK can cause an 
uncertainty in the oil market as this country is an oil producer. But the production of 
oil has declined over the last decade and as a result UK imports oil as well as it relies 
on the production of natural gas. Finally, the U.S. economy as the largest one can 
influence highly the environment of oil market while it can also be affected adversely.  
Lee et al. (1995), using different proxies for oil prices and oil shocks, investigated the 
significance of the coefficients of them on the U.S. GNP growth and they found that 
the oil prices volatility affects significantly the growth output 
One additional relationship under examination is that between oil volatility and 
unemployment rate. Table 17 presents that the volatility of oil causes the 
unemployment rate for four countries, namely Germany, Italy, United Kingdom and 
United States as it is expected from the related literature as Guo and Kliesen (2005) 
who found that oil price volatility has had a highly negative effect on the rate of 
unemployment focusing on the U.S. case. 
 
5.4.2.2 Coefficient of Determination 
Table 18 reports R-squared from the four-variate specifications. R
2
 is measured from 
the equation in which GDP is the dependent variable and is regressed on its own lags, 
a constant, oil price volatility, GFCF and Unemployment rate and lags of them. This 
statistic measures the correlation between the variables. In our specifications 
correlation is only positive. This means that increases in the value of GDP is followed 
by increases in the value of the remaining variables. Specifically, in my analysis R
2
 
ranges from 0.23 for Japan to 0.81 for Italy. These numbers indicate that while 
Japanese GDP has been increasing since 1971, the other variables have not presented 
an analogous trend close to GDP. On the other hand, Italian GDP increases were 
followed closely by increases in the other variables. 
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5.4.2.3 Serial correlation 
Furthermore, Table 19 reports the analysis regarding the correlation of the residuals. 
Breusch-Godfrey serial correlation LM test is preferred due to the fact that it can be 
used for higher orders of serial correlation AR(2), AR(3),… . The lags used are in 
accordance with the lags of the VAR specification of each country. The null 
hypothesis is that there is no serial correlation. The p-values indicate that the null 
hypothesis is not rejected for Japan, UK and USA, while it is rejected for Canada, 
France, Germany and Italy. 
 
5.4.2.4 Stability test 
Table 20 presents the Chow stability test. The tests are based on the regression of 
quarterly GDP growth on a constant and lags of itself, oil price volatility, GFCF and 
unemployment rate. The lags used in each country’s specification are in accordance 
with the lags used in the VAR models. The null hypothesis is that there are no breaks 
in 1990 Q4. This time point has been selected due to the fact that I wanted to separate 
the sample in the middle as well as there was a significant increase in oil prices 
because of Iraq’s invasion of Kuwait. Two tests are applied. Firstly, the basic Chow 
test in which I investigate for potential changes in all coefficients, while in the second 
test only oil price volatility coefficients for change are examined. 
The results indicate that the null hypothesis that there was no change in all 
coefficients is rejected for France, Germany, Italy, Japan and UK since 1990. In 
addition, the second test shows that the null hypothesis that there was no change in oil 
price volatility coefficients is rejected for France, Germany, Italy and Japan since 
1990. Thus, regarding UK it seems that changes in GDP growth since 1990 were not 
caused changes in oil price volatility. However, the rejection of the null hypothesis of 
the first Chow test can be attributed to significant changes in the volatility of oil 
prices since 1990. 
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5.4.2.5 Normality test 
The normality test is applied on the residuals of the variables so as to identify the 
distribution of them. Table 21 reports skewness, kurtosis and Jarque-Bera statistics.  
Jarque-Bera statistic indicates that the distribution of the residuals of oil price 
volatility is non-normal across all countries. Regarding GDP residuals the distribution 
is non-normal for all countries except Canada. Moreover, the distribution of GFCF 
residuals is non-normal for all countries except Canada and USA. Finally, the 
distribution of the residuals of the unemployment rate is normal for four countries, 
namely Canada, France, Japan and UK. 
 
5.4.3 Variance decomposition-Impulse response function 
 
Tables 22 and 23 present the results of the variance decomposition regarding the 
bivariate and the four-variate specifications, when oil volatility is included in the 
model. 
 
5.4.3.1 Variance decomposition analysis 
5.4.3.1.1 Bivariate specification 
Firstly, Table 22 reports the variance decomposition of both oil volatility and GDP. 
After 12 months 72-98% of the variation of oil volatility is explained by its own 
movements, while 2-27% is attributed to shocks in GDP. In addition, shocks in GDP 
account for 65-95% of the variation of itself, while innovations in oil volatility 
account for 5-34%. 
5.4.3.1.2 Four-variate specification 
Furthermore, Table 23 presents the analysis of the variance decomposition of each 
variable and how much the variability of it can be explained by the disturbances due 
to its own movements or innovations in other variables. 
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The variance decomposition of the volatility of oil shows that real GDP is the main 
source of shocks with a range from 1% to 15%. Furthermore, the oil uncertainty 
explains between 4% and 12% of the variation of GDP across all countries after 12 
months. In addition, GDP contributes the most in the innovations of both GFCF and 
Unemployment rate after a year.  
More specifically, I focus on the U.S. economy where 8% of the variation of oil 
volatility is explained by movements in GDP, while the volatility of oil explains 
almost 12% of the innovations in GDP after twelve periods. 
To evaluate the results with those of the corresponding literature, the analysis of the 
two models of Ferderer (1996) focusing on U.S. case has been investigated. In these 
models, where oil volatility, oil prices, industrial production as output and 
nonborrowed reserve growth in the first specification and Federal funds rate in the 
second one, the volatility of oil explains 10.7% and 11.7% of the output respectively 
in the two models. In addition, 4.9% and 4.3% of the variability of oil volatility is 
attributed to innovations in output growth.  
 
5.4.3.2 Impulse response analysis 
Figures 4 and 5 illustrate the responses of the variables to a shock in oil volatility. 
Initially, the first figure presents the responses of GDP to an oil volatility shock based 
on the bivariate specification and then figure 4 shows the responses of the GDP, 
GFCF and Unemployment rate based on the four-variate specification. 
 
5.4.3.2.1 Bivariate specification 
Fig. 4 illustrates that the impact of an oil volatility shock on the growth output of all 
countries. The responses of GDP are negative across all countries except that of Japan 
which presents a positive trend initially and then it fluctuates but it dies out after 10 
periods. 
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5.4.3.2.2 Four-variate specification 
Furthermore, Fig. 5 shows that the response of GDP to one standard deviation oil 
volatility shock for all countries. The impact is negative but negligibly close to 0.2% 
and it dies out sooner than a shock in oil prices. The exception is the growth output of 
Japan which is not affected adversely by a sudden change in oil price movements. The 
responses are consistent with the theoretical literature as it is expected. 
Moreover, Fig.5 shows the negative responses of GFCF to a shock in oil volatility. 
This means that a sharp change (increase) in the environment of oil market leads to 
irreversible investment decisions. 
Finally, the responses of the unemployment are positive with a range of 0.4% to 1%. 
The case of Germany presents an opposite behavior where the rate of unemployment 
responds negatively to an oil volatility shock but it turns to become positive when the 
economic activity presets an upward trend. With regard to Japan, the response of 
unemployment presents a downward trend, but it dies out soon. As a result, the 
Japanese economy is adversely affected by sudden movements in oil prices. 
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CHAPTER 6 
CONCLUSIONS 
 
 
This paper examines the impact of oil price shocks on the economic activity of the 
main industrialized countries. Two oil specifications are used: real oil prices and oil 
price volatility. The latter is the result of a Garch (1,1) model which is applied so as to 
check the influence of that on the output of the aforementioned countries. Vector 
Autoregression (VAR) models are used, which indicate that real GDP growth of all 
countries is affected by both oil price movements and oil price volatility. With regard 
to the three oil producers, Canada, UK and USA, their economies are negatively 
affected by sudden movements in oil prices and in general the oil market. Regarding 
Japan, which is a net-oil importing country, the main conclusion is that oil prices do 
not affect significantly its output. This occurs due to the special features of the 
Japanese economy which have been existed during the period under examination. 
Furthermore, both oil proxies do not influence the gross fixed capital formation for all 
countries in the short-run. In addition, real oil prices affect the rate of unemployment 
for Canada, France, UK and USA, while the second specification (oil price volatility) 
affects the unemployment for Germany, Italy, UK and USA.  
In order to better analyze the interrelations among the variables, variance 
decomposition and impulse response function analysis have been conducted. In 
variance decomposition analysis, in two countries (UK and USA) shocks in oil prices 
do have a significant effect on output growth. Impulse responses show that in four 
countries (Canada, France, UK and USA) GDP responds negatively immediately in 
one period, while the output of both Germany and Italy is affected negatively only 
after five periods. Japan’s GDP is the only exception, because not only is the response 
positive, but also it fluctuates around zero without taking any significantly statistical 
value. 
As far as the second oil specification is concerned, variance decomposition of GDP 
indicates that shocks in oil price volatility have a significant impact on the output for 
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four countries (Germany, Italy, UK and USA), while this impact shrinks statistically 
for Japan. Impulse response function analysis indicates that shocks in oil price 
volatility do influence highly in one period GDP growth for five countries, while the 
response is negative after an initial positive trend for Italy. The only exception is the 
response of Japan which presents an initial negative value, but this tends to increase 
immediately until it becomes zero dying out immediately. 
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Table 1 
ADF unit root test 
Canada  
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP -1.553(1) -2.719 (1) -7.822 (0)
*** 
-7.923 (0)
*** 
GFCF -2.167 (1) -2.719 (1) -9.437 (0)
***
 -9.407 (0)
*** 
Unemployment 
rate 
-2.430 (1) -2.417 (1) -7.084 (0)
***
 -7.078 (0)
*** 
Oil prices -2.356 (1) -2.369 (1) -7.294 (3)
*** 
-7.290 (3)
*** 
France   
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP -2.626(4) 
*
 -2.937 (2) -5.078 (2)
*** 
-5.897 (3)
*** 
GFCF -2.403 (2) -2.254 (3) -6.653 (0)
*** 
-6.728 (0)
*** 
Unemployment 
rate 
-2.474 (1) -1.773 (1) -6.017 (0)
***
 -6.292 (0)
*** 
Oil prices -1.494 (0) -2.865 (1) -10.805 (0)
*** 
10.797 (0)
***
 
Notes: ADF stands for Augmented Dickey-Fuller test. Numbers in parenthesis indicate the lags used. The lags 
have been chosen based on the Schwarz information criterion. No trend model includes a constant term; Trend 
model includes both a constant term and a deterministic trend. ***, ** and * denote rejection of the null hypothesis 
of a unit root at 1%, 5% and 10% significance level, respectively. 
 
 
 
 
 54 
Table 1 (continued) 
Germany  
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP -0.847 (9) -1.997 (9) -4.389 (7)
*** 
-4.420(7)
*** 
GFCF -1.499 (0) -3.494 (1) -10.827 (0)
*** 
-10.809(0)
*** 
Unemployment 
rate 
-2.674 (2)
* 
-2.781 (2) -3.794 (1)
*** 
-3.976 (1)
**
 
Oil prices -2.194 (1) -2.376 (1) -7.326 (3)
*** 
-7.310(3)
*** 
Italy  
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP -2.611
*
 (9) -0.373 (9) -5.092 (3)
*** 
-6.647 (3)
*** 
GFCF -0.625 (0) -1.822 (0) -12.183 (0)
*** 
-12.220 (0)
*** 
Unemployment 
rate 
-1.546 (4) -1.250 (4) -4.195 (2)
*** 
-4.210 (2)
***
 
Oil prices -1.747 (1) -1.709 (1) -7.362 (3)
*** 
-7.353 (3)
*** 
Notes: Numbers in parenthesis indicate the lags used. The lags have been chosen based on the Schwarz 
information criterion. No trend model includes a constant term; Trend model includes both a constant term and a 
deterministic trend. ***, ** and * denote rejection of the null hypothesis of a unit root at the 1%, 5% and 10% 
significance level, respectively. 
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Table 1 (continued) 
Japan  
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP -4.639740 (0)
*** 
-0.257289 (0) (-) (-)
 
GFCF 0.569713 (0) -0.722572 (0) -13.41335 (0)
*** 
-13.51656 (0)
***
 
Unemployment 
rate 
-1.513687 (1) -2.123563 (1) -10.38991 (0)
***
 -10.39395 (0)
***
 
Oil prices -2.129778 (1) -2.103168 (1) -8.9032208 (1)
*** 
-8.881257 (1)
***
 
United Kingdom 
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP -0.552 (3) -2.647 (3) -4.888 (2)
***
 -4.876 (2)
*** 
GFCF -1.876 (0) -2.838 (0) -13.707 (0)
*** 
-13.685 (0)
***
 
Unemployment 
rate 
-1.771 (3) -1.811 (3) -5.030 (0)
***
 -4.734 (2)
***
 
Oil prices -1.815 (4) -1.809 (4) -7.360 (3)
*** 
-7.334 (3)
***
 
Notes: Numbers in parenthesis indicate the lags used. The lags have been chosen based on the Schwarz 
information criterion. No trend model includes a constant term; Trend model includes both a constant term and a 
deterministic trend. ***, ** and * denote rejection of the null hypothesis of a unit root at the 1%, 5% and 10% 
significance level, respectively. 
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Table 1 (continued) 
United States 
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP -1.337 (1) -1.920 (1) -8.156 (0)
*** 
-8.25 (0)
***
 
GFCF -3.080 (2) -0.863 (2) -5.043 (1)
***
 -5.960 (1)
*** 
Unemployment 
rate 
-2.843 (1)
* 
-2.866 (1) -5.725 (0)
***
 -5.735 (0)
***
 
Oil prices -2.279 (1) -2.283 (1) -7.401 (3)
*** 
-7.377 (3)
*** 
Notes: Numbers in parenthesis indicate the lags used. The lags have been chosen based on the Schwarz 
information criterion. No trend model includes a constant; Trend model includes both a constant term and a 
deterministic trend. ***, ** and * denote rejection of the null hypothesis of a unit root at the 1%, 5% and 10% 
significance level, respectively. 
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Table 2 
Phillips-Perron unit root test 
Canada 
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP -2.192 (6) -3.0570 (6) -7.842 (3)
*** 
-7.836 (2)
*** 
GFCF -2.085 (2) -2.522 (3) -9.480 (4)
*** 
-9.450 (4)
*** 
Unemployment 
rate 
-2.144 (5) -2.122 (5) -7.021 (5)
 ***
 -7.011 (5)
 ***
 
Oil prices -2.10 (6) -2.104 (6) -10.173 (10)
*** 
-10.13 (10)
*** 
 France  
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP -2.983 (6)
* 
-2.249 (6) -6.154 (1)
*** 
-7.049 (3)
*** 
GFCF -2.012 (8) -1.823 (8) -7.021 (7)
*** 
-7.006 (6)
*** 
Notes: The numbers in the parenthesis present the bandwidth used in the model. The bandwidth for the Phillips-
Perron unit root test has been chosen based on the Newey-West selection procedure, while the spectral estimation 
method used is the Bartlett kernel. No trend model includes a constant term only; Trend model includes both a 
constant term and a deterministic term. ***, ** and * denote rejection of the null hypothesis of a unit root at the 1%, 
5% and 10% significance level, respectively. 
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Table 2 (continued) 
Unemployment 
rate 
-2.685 (6)
* 
-1.599 (6) -6.132 (1)
*** 
-6.309 (2)
***
 
Oil prices -2.983 (6)
**
 -2.249 (6) -6.154 (1)
*** 
-7.049 (3)
*** 
Germany  
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP -1.181 (7) -1.156 (7) -4.051 (11)
*** 
-4.063 (11)
*** 
GFCF -1.499 (0) -3.084 (0) -10.884 (3)
*** 
-10.866 (3)
*** 
Unemployment 
rate 
  -3.701 (8)
*** 
-2.684 (8) (-) (-) 
Oil prices -1.883 (6) -2.039 (6) -9.507 (10)
*** 
-9.466 (10)
***
 
Italy 
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP -4.185 (7)
*** 
0.127 (6) (-) (-) 
Notes: The numbers in the parenthesis present the bandwidth used in the model. The bandwidth for the Phillips-
Perron unit root test has been chosen based on the Newey-West selection procedure, while the spectral estimation 
method used is the Bartlett kernel. No trend model includes a constant term only; Trend model includes both a 
constant term and a deterministic term. ***, ** and * denote rejection of the null hypothesis of a unit root at the 1%, 
5% and 10% significance level, respectively. 
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Table 2 (continued) 
GFCF -0.643 (1) -1.838 (1) -12.182 (3)
*** 
-12.219(3)
*** 
Unemployment 
rate 
-2.058 (4) -1.369 (4) -12.294 (4)
***
 -12.479 (4)
***
 
Oil prices -1.449 (6) -1.352 (6) -9.552 (11)
*** 
-9.535 (11)
***
 
Japan  
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP -3.967 (4)
***
 -0.354 (2) (-) (-) 
GFCF 0.369 (5) -0.960 (5) -13.43 (5)
***
 -13.515 (5)
***
 
Unemployment 
rate 
-1.559 (6) -2.351 (6) -10.615 (4)
*** 
-10.620 (4)
***
 
Oil prices -1.893 (3) -1.859 (3) -9.678 (7)
*** 
-9.648 (7)
***
 
United Kingdom  
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP -0.672 (6) -1.971 (6) -10.473 (4)
*** 
-10.452 (4)
***
 
Notes: The numbers in the parenthesis present the bandwidth used in the model. The bandwidth for the Phillips-
Perron unit root test has been chosen based on the Newey-West selection procedure, while the spectral estimation 
method used is the Bartlett kernel. No trend model includes a constant term only; Trend model includes both a 
constant term and a deterministic term. ***, ** and * denote rejection of the null hypothesis of a unit root at the 1%, 
5% and 10% significance level, respectively. 
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Table 2 (continued) 
GFCF -1.837 (4) -2.854 (5) -13.683 (4)*** -13.662 (4)*** 
Unemployment 
rate 
-1.860 (8) -1.893 (8) -5.060 (2)
***
 -4.846 (1)
***
 
Oil prices -1.781 (6) -1.834 (5) -10.063 (10)
***
 -10.025 (9)
***
 
United States 
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP -1.354 (6) -1.683 (6) -8.310 (4)
*** 
-8.395 (4)
***
 
GFCF -3.690 (8)
*** 
-1.039 (8) (-) (-) 
Unemployment 
rate 
-2.142 (7) -2.006 (7) -5.749 (2)
***
 -5.676 (1)
***
 
Oil prices -1.929 (6) -1.936 (6) -9.653 (11)
***
 -9.610 (11)
*** 
Notes: The numbers in the parenthesis present the bandwidth used in the model. The bandwidth for the Phillips-
Perron unit root test has been chosen based on the Newey-West selection procedure, while the spectral estimation 
method used is the Bartlett kernel. No trend model includes a constant term only; Trend model includes both a 
constant term and a deterministic term. ***, ** and * denote rejection of the null hypothesis of a unit root at the 1%, 
5% and 10% significance level, respectively. 
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Table 3 
KPSS stationarity test 
Canada   
Variables Log-levels First-log differences 
No trend 
LM-stat. 
Trend 
LM-stat. 
No trend 
LM-stat. 
Trend 
LM-stat. 
GDP 1.516 
*** 
0.099 (-) (-) 
GFCF 0.7201
 
0.159
 
(-) (-) 
Unemployment 
rate 
0.435 0.118
 
(-) (-) 
Oil prices 0.927
*** 
0.217
*** 
0.128 0.125 
France   
Variables Log-levels First-log differences 
No trend 
LM-stat. 
Trend 
LM-stat. 
No trend 
LM-stat. 
Trend 
LM-stat. 
GDP 1.517
***
 0.236
***
 0.513 0.066 
GFCF 0.402 0.278
*** 
(-) (-) 
Unemployment 
rate 
1.023
***
 0.346
***
 0.499 0.070 
Notes: KPSS stands for the Kwiatkowski, Perron, Schmidt and Shin test. The bandwidth for this test has been chosen 
according to the Newey-West selection process, while the spectral estimation method used is the Bartlett kernel. No 
trend model includes a constant term only; Trend model includes both a constant term and a deterministic term. ***, ** 
and * denote rejection of the null hypothesis of stationarity at the 1%, 5% and 10% significance level, respectively. 
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Table 3 (continued) 
Oil prices 1.517
***
 0.236
***
 0.513 0.066 
Germany  
Variables Log-levels First-log differences 
No trend 
LM-stat. 
Trend 
LM-stat. 
No trend 
LM-stat. 
Trend 
LM-stat. 
GDP 1.494
*** 
0.315
*** 
0.216          0.13 
GFCF 1.446
*** 
0.272
***
 0.057 0.035 
Unemployment 
rate 
1.156
***
 0.261
***
 0.476 0.062 
Oil prices 0.84
*** 
0.396
***
 0.124 0.123 
Italy    
Variables Log-levels First-log differences 
No trend 
LM-stat. 
Trend 
LM-stat. 
No trend 
LM-stat. 
Trend 
LM-stat. 
GDP 1.481
*** 
0.294553
***
 0.726 0.057 
GFCF 0.919
***
 0.307
***
 0.178 0.054 
Unemployment 
rate 
0.817
***
 0.341
***
 0.344 0.072 
Oil prices 0.774
***
 0.232
***
 0.173 0.132 
Notes: The bandwidth for this test has been chosen according to the Newey-West selection process, while the 
spectral estimation method used is the Bartlett kernel. No trend model includes a constant term only; Trend model 
includes both a constant term and a deterministic term. ***, ** and * denote rejection of the null hypothesis of 
stationarity at the 1%, 5% and 10% significance level, respectively. 
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Table 3 (continued) 
Japan  
Variables Log-levels First-log differences 
No trend 
LM-stat. 
Trend 
LM-stat. 
No trend 
LM-stat. 
Trend 
LM-stat. 
GDP 1.446
***
 0.379
***
 0.991
*** 
0.064 
GFCF  1.034
*** 
0.191 (-) (-) 
Unemployment 
rate 
1.316
*** 
0.084 (-) (-) 
Oil prices 0.265 0.207 (-) (-) 
United Kingdom  
Variables Log-levels First-log differences 
No trend 
LM-stat. 
Trend 
LM-stat. 
No trend 
LM-stat. 
Trend 
LM-stat. 
GDP 1.509(10)
*** 
0.229 (8)
*** 
0.08 (6) 0.086(6) 
GFCF 0.843 (10)
***
 0.230 (5)
*** 
0.087 (3) 0.060 (3) 
Unemployment 
rate 
0.830 (3)
*** 
0.318 (10)
***
 0.220 (8) 0.102 (8) 
Oil prices 0.786 (1)
*** 
0.221 (8)
*** 
0.130 (7) 0.123 (7) 
Notes: The bandwidth for this test has been chosen according to the Newey-West selection process, while the spectral 
estimation method used is the Bartlett kernel. No trend model includes a constant term only; Trend model includes 
both a constant term and a deterministic term. ***, ** and * denote rejection of the null hypothesis of stationarity at the 
1%, 5% and 10% significance level, respectively. 
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Table 3 (continued) 
United States   
Variables Log-levels First-log differences 
No trend 
LM-stat. 
Trend 
LM-stat. 
No trend 
LM-stat. 
Trend 
LM-stat. 
GDP 1.524
***
 0.091 (-) (-) 
GFCF 1.368 (10)
***
 0.289 (10)
*** 
0.738 (9) 0.078 (8) 
Unemployment 
rate 
0.435 0.118 (-) (-) 
Oil prices 0.166 (10) 0.178 (10) (-) (-) 
Notes: The bandwidth for this test has been chosen according to the Newey-West selection process, while the 
spectral estimation method used is the Bartlett kernel. No trend model includes a constant term only; Trend model 
includes both a constant term and a deterministic term. ***, ** and * denote rejection of the null hypothesis of 
stationarity at the 1%, 5% and 10% significance level, respectively. 
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Table 4 
GLS-DF unit root tests 
Canada 
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP 2.829 (1) -1.307 (1) -2.907 (0)
***
 -5.202 (0)
***
 
GFCF -0.976 (1) -2.563 (1) -8.367 (0)
*** 
-9.172 (0)
*** 
Unemployment 
rate 
-1.652 (1)
* 
-2.077 (1) -6.888 (0)
*** 
-7.081 (0)
*** 
Oil prices -0.742 (1) -1.889 (1) -7.265 (3)
 ***
 -7.277(3)
 *** 
France 
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP 1.423 (2) -0.949 (3) -3.907 (1)
 ***
 -5.929 (3)
 ***
 
GFCF -1.033 (2) -1.785 (2) -3.583 (1)
 ***
 -4.252 (1)
 ***
 
Unemployment 
rate 
0.212 (1) -0.924 (1) -5.826 (0)
*** 
-6.323 (0)
*** 
Notes: GLS-DF stands for the Generalized Least Squares detrending Dickey-Fuller test. The numbers in the 
parenthesis indicate the number of lags used in the model. The selection of the optimal number of lags has been 
chosen according to the Schwarz information criterion. No trend model includes a constant term only; Trend 
model includes both a constant term and a deterministic term. ***, ** and * denote rejection of the null hypothesis of 
a unit root at the 1%, 5% and 10% significance level, respectively. 
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Table 4 (continued) 
Oil prices -1.423 (2) -0.949 (3) -3.907 (1)
 ***
 -5.929(3)
*** 
Germany 
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP 0.698 (9) -2.105 (9) -2.849 (8)
 ***
 -4.452 (7)
 ***
 
GFCF 0.893 (0) -2.448 (0) -6.040 (1)
 ***
 -10.323 (0)
***
 
Unemployment 
rate 
0.182 (2) -1.360 (2) -3.787 (1)
*** 
-3.876 (1)
*** 
Oil prices -0.376 (1) -1.934 (1) -7.353 (3)
 ***
 -7.194 (3)
***
 
Italy    
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP 0.175 (9) -0.480 (9) -3.087 (4)
 ***
 -4.338 (0)
 ***
 
GFCF -0.507 (0) -1.380 (0) -12.191 (0)
 ***
 -12.275 (0)
 ***
 
Unemployment 
rate 
-0.102 (4) -1.058 (4) -4.209 (2)
***
 -4.205 (2)
***
 
Notes: GLS-DF stands for the Generalized Least Squares detrending Dickey-Fuller test. The numbers in the 
parenthesis indicate the number of lags used in the model. The selection of the optimal number of lags has been 
chosen according to the Schwarz information criterion. No trend model includes a constant term only; Trend 
model includes both a constant term and a deterministic term. ***, ** and * denote rejection of the null hypothesis of 
a unit root at the 1%, 5% and 10% significance level, respectively. 
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Table 4 (continued) 
Oil prices -0.705 (4) -1.519 (4) -7.347 (3)
 ***
 -7.224 (3)
 *** 
United States 
Variables Log-levels First-log differences 
No trend 
t-Stat. 
Trend 
t-Stat. 
No trend 
t-Stat. 
Trend 
t-Stat. 
GDP 2.054 (2) -2.099 (1) -8.122 (0)
 ***
 -8.145 (0)
 ***
 
GFCF 0.117 (4) -0.141 (2) -2.616 (1)
***
 -5.353 (1)
 ***
 
Unemployment 
rate 
-2.853 (1)
*** 
-2.834 (1)
* 
 (-) (-) 
Oil prices -0.908 (1) -1.919 (1) -7.414 (3)
 ***
 -7.278 (3)
 ***  
Notes: GLS-DF stands for the Generalized Least Squares detrending Dickey-Fuller test. The numbers in the 
parenthesis indicate the number of lags used in the model. The selection of the optimal number of lags has been 
chosen according to the Schwarz information criterion. No trend model includes a constant term only; Trend 
model includes both a constant term and a deterministic term. ***, ** and * denote rejection of the null hypothesis of 
a unit root at the 1%, 5% and 10% significance level, respectively. 
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Table 5 
Cointegration test 
Bivariate cointegration analysis 
 
 
Lags 
Canada  
 
5 
France 
 
6 
Germany 
 
6 
Italy 
 
5 
Japan 
 
5 
United 
Kingdom 
6 
United  
States 
2 
Deterministic terms C C C C C C C  
H0:null 
hypothesis 
r 
H1:null 
hypothesis 
n-r 
Trace statistic 0.05  
critical values 
r=0 r=1 6.67 13.50
 
6.41 15.10
 
11.85 5.80 9.82 15.49 
r≤1 r=2 0.91 2.47 0.87 3.60 2.40 0.37 1.11 3.84 
H0:null 
hypothesis 
r 
H1:null 
hypothesis 
n-r 
Max-eigenvalue statistic 0.05  
critical values 
r=0 r>1 5.76 11.03 5.58 13.45
 
9.44 5.43 8.71 14.26 
r≤1 r>2 0.91 2.47 0.87 3.60 2.40 0.37 1.11 3.84 
Notes: n: number of cointegrating vectors, n-r: number of common trends the 0.05 critical values are based on the p-values computed from 
Mackinnon-Haug Michelis (1999). 
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Table 6 
Four-variate cointegration analysis 
 
Lags  
Canada  
2 
France 
3 
Germany 
6 
Italy 
6 
Japan 
5 
United Kingdom 
8 
United States 
7 
Deterministic Terms constant constant constant constant constant constant constant 
H0:null 
hypothesis 
r 
H1:null 
hypothesis 
n-r 
Trace statistic 0.05  
critical values 
r=0 r=1 62.87
* 
75.01
* 
49.70
* 
57.73
* 
77.97
* 
55.93
*
 60.69
*
 47.85 
r≤1 r=2 28.31 35.21* 23.62 36.22* 27.99 28.79 26.41 29.79 
r≤2 r=3 14.30 14.11 5.80 18.31* 12.36 14.13 10.84 15.49 
r≤3 r=4 3.70 2.54 2.21 3.76 3.80 1.48 2.48 3.84 
H0:null 
hypothesis 
r 
H1:null 
hypothesis 
n-r 
Max-eigenvalue statistic 0.05  
critical values 
r=0 r>1 29.83
* 
39.79
*
 26.07
 
21.50 49.79
*
 25.82 34.28
* 
27.58 
r≤1 r>2 15.65 21.10 17.82 17.90 15.62 18.98 15.56 21.13 
r≤2 r>3 9.90 11.56 3.58 14.55 8.37 12.64 8.35  14.26 
r≤3 r>4 3.70 2.54 2.21 3.74 3.80 1.48 2.48 3.84 
Notes: n: number of cointegrating vectors, n-r: number of common trends the 0.05 critical values are based on the p-values computed from 
Mackinnon-Haug Michelis (1999). 
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Table 7 
Granger causality test 
 Bivariate models  
 F-Statistic Probability 
Canada 
(4 lags) 
 H1:2.69 
H2:1.54 
H1:0.03 
H2:0.19 
France 
(5 lags) 
  H1:2.15
 
H2:0.70 
H1:0.05 
H2:0.80 
Germany 
(5 lags) 
  H1:2.48
 
H2:0.22 
H1:0.03 
H2:0.95 
Italy 
(4 lags) 
H1:3.56 
H2:0.56 
H1:0.008 
H2:0.68 
Japan 
(4 lags) 
 H1:1.11 
 H2:1.23 
H1:0.35 
H2:0.29 
United Kingdom 
(5 lags) 
 H1:2.01 
H2:0.84 
H1:0.07 
H2:0.52 
United States 
(4 lags) 
 H1:2.11 
 H2:1.43
 
H1:0.08 
H2:0.22 
Notes: the lags used in the bivariate models are in the parenthesis, H1: the null hypothesis is that oil prices do not 
Granger cause GDP, H2: the null hypothesis is that GDP does not Granger cause oil prices. 
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Table 8 
VEC Model- Short run causality 
Country Regression/ 
Endogenous variable 
FLOIL FLGDP 
 
FLGFCF FLUnrate 
Canada 
(1 lag) 
1.ΔOIL t  
(-) 
(11.94) 
[0.0005] 
(0.10) 
[0.74] 
(1.80) 
[0.17] 
 2.ΔLGDP t   (2.58) 
[0.10] 
 
(-) 
(9.95) 
[0.99] 
(0.29) 
[0.58] 
 3.ΔLGFCF t   (2.14) 
[0.14] 
(0.21) 
[0.64] 
 
(-) 
(2.51) 
[0.11] 
 4.ΔLUnratet   (3.38) 
[0.06] 
(0.95 
[0.32] 
(15.79) 
[0.00] 
 
(-) 
France 
(2 lags) 
1.ΔOIL t  
(-) 
(1.80) 
[0.40] 
(2.32) 
[0.31] 
(5.60) 
[0.06] 
 2.ΔLGDP t   (4.28) 
[0.10] 
 
(-) 
(2.30) 
[0.31] 
(11.45) 
[0.003] 
Notes: a) Canada: 2. FLOIL test the null hypothesis α21=0, 3. FLOIL test the null hypothesis α31=0, 4. FLOIL test 
the null hypothesis α41=0, 1. FLGDP test the null hypothesis β11=0, 3. FLGDP test the null hypothesis β31=0, 4. 
FLGDP test the null hypothesis β41=0, 1. FLGFCF test the null hypothesis γ11=0, 2. FLGFCF test the null hypothesis 
γ21=0, 4. FLGFCF test the null hypothesis γ41=0, 1. FLUnrate test the null hypothesis δ11=0, 2. FLUnrate test the null 
hypothesis δ21=0, 3. FLUnrate test the null hypothesis δ31=0, b) France: 2. FLOIL test the null hypothesis α21= 
α22=0, 1. FLGDP test the null hypothesis β11= β12 =0, 1. FLGFCF test the null hypothesis γ11= γ12 =0, 2. FLGFCF test 
the null hypothesis γ21= γ22 =0, 1. FLUnrate test the null hypothesis δ11= δ12 =0, 2. FLUnrate test the null hypothesis 
δ21= δ22=0 
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Table 8 (continued) 
 3.ΔLGFCF t   (1.20) 
[0.54] 
(7.31) 
[0.02] 
 
(-) 
(1.44) 
[0.48] 
 4.ΔLUnratet   (14.11) 
[0.0009] 
(8.48) 
[0.014] 
(14.44) 
[0.0007] 
 
(-) 
Germany 
( 5 lags) 
1.ΔOIL t  
(-) 
(2.63) 
[0.75] 
(24.65) 
[0.00] 
(2.00) 
[0.84] 
 2.ΔLGDP t   (11.00) 
[0.05] 
 
(-) 
(1.18) 
[0.94] 
(10.54) 
[0.06] 
 3.ΔLGFCF t   (3.79) 
[0.57] 
(5.79) 
[0.32] 
 
(-) 
(3.95) 
[0.55] 
 4.ΔLUnratet   (6.78) 
[0.23] 
(2.51) 
[0.77] 
(4.65) 
[0.45] 
 
(-) 
Italy 
(5 lags) 
1.ΔOIL t  
(-) 
(3.30) 
[0.65] 
(4.14) 
[0.52] 
(30.03) 
[0.00] 
 2.ΔLGDP t   (11.49) 
[0.04] 
 
(-) 
(3.48) 
[0.62] 
(12.72) 
[0.02] 
Notes: b) France: 3. FLOIL test the null hypothesis α31= α32=0, 4. FLOIL test the null hypothesis α41=α42=0, 3. 
FLGDP test the null hypothesis β31= β32 =0, 4. FLGDP test the null hypothesis β41=β42=0, 4. FLGFCF test the null 
hypothesis γ41=γ42=0, 3. FLUnrate test the null hypothesis δ31=δ32=0, c) Germany: 2. FLOIL test the null 
hypothesis α21=α22=α23=α24=α25=0, 3. FLOIL test the null hypothesis α31= α32=α33=α34=α35=0, 4. FLOIL test the 
null hypothesis α41= α42=α43=α44=α45=0, 1. FLGDP test the null hypothesis β11= β12=β13= β14= β15=0, 3. FLGDP test 
the null hypothesis β31= β32=β33= β34= β35=0, 4. FLGDP test the null hypothesis β41= β42=β43= β44= β45=0, 1. 
FLGFCF test the null hypothesis γ11=γ12= γ13=γ14=γ15=0, 2. FLGFCF test the null hypothesis γ21= γ22= 
γ23=γ24=γ25=0, 4. FLGFCF test the null hypothesis γ41= γ42= γ43=γ44=γ45=0, 1. FLUnrate test the null hypothesis 
δ11=δ12= δ13=δ14=δ15 =0, 2. FLUnrate test the null hypothesis δ21= δ22= δ23=δ24=δ25 =0, 3. FLUnrate test the null 
hypothesis δ31= δ32= δ33=δ34=δ35 =0, d) Italy: 2. FLOIL test the null hypothesis α21=α22=α23=α24=α25=0, 1. FLGDP 
test the null hypothesis β11= β12=β13= β14= β15=0, 1. FLGFCF test the null hypothesis γ11=γ12= γ13=γ14=γ15=0, 2. 
FLGFCF test the null hypothesis γ21= γ22= γ23=γ24=γ25=0, 1. FLUnrate test the null hypothesis δ11=δ12= δ13=δ14=δ15 
=0, 2. FLUnrate test the null hypothesis δ21= δ22= δ23=δ24=δ25 =0,  
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Table 8 (continued) 
 3.ΔLGFCF t   (7.28) 
[0.20] 
(0.70) 
[0.98] 
 
(-) 
(4.31) 
[0.50] 
 4.ΔLUnratet   (4.78) 
[0.44] 
(17.81) 
[0.003] 
(0.26) 
[0.99] 
 
(-) 
Japan 
(4lags) 
1.ΔOIL t  
(-) 
(2.36) 
[0.66] 
(27.90) 
[0.00] 
(9.01) 
[0.06] 
 2.ΔLGDP t   (6.31) 
[0.17] 
 
(-) 
(3.86) 
[0.42] 
(9.007) 
[0.06] 
 3.ΔLGFCF t   (3.78) 
[0.43] 
(21.15) 
[0.0003] 
 
(-) 
(7.24) 
[0.12] 
 4.ΔLUnratet   (1.84) 
[0.76] 
(25.92) 
[0.00] 
(11.49) 
[0.02] 
 
(-) 
United 
Kingdom 
( 8 lags) 
1.ΔOIL t  
(-) 
(14.21) 
[0.07] 
(10.96) 
[0.20] 
(20.02) 
[0.011] 
Notes: d) Italy: 3. FLOIL test the null hypothesis α31= α32=α33=α34=α35=0, 4. FLOIL test the null hypothesis α41= 
α42=α43=α44=α45=0, 3. FLGDP test the null hypothesis β31= β32=β33= β34= β35=0, 4. FLGDP test the null hypothesis β41= 
β42=β43= β44= β45=0, 4. FLGFCF test the null hypothesis γ41= γ42= γ43=γ44=γ45=0, 3. FLUnrate test the null hypothesis δ31= 
δ32= δ33=δ34=δ35 =0, e) Japan:  2. FLOIL test the null hypothesis α21=α22=α23=α24=0, 3. FLOIL test the null hypothesis 
α31= α32=α33=α34=0, 4. FLOIL test the null hypothesis α41= α42=α43=α44=0, 1. FLGDP test the null hypothesis β11= 
β12=β13= β14=0, 3. FLGDP test the null hypothesis β31= β32=β33=β34=0, 4. FLGDP test the null hypothesis β41= β42=β43= 
β44=0, 1. FLGFCF test the null hypothesis γ11=γ12= γ13=γ14=0, 2. FLGFCF test the null hypothesis γ21= γ22= γ23=γ24=0,  4. 
FLGFCF test the null hypothesis γ41= γ42= γ43=γ44=0, 1. FLUnrate test the null hypothesis δ11=δ12= δ13=δ14=0, 2. FLUnrate 
test the null hypothesis δ21= δ22= δ23=δ24=0, 3. FLUnrate test the null hypothesis δ31= δ32= δ33=δ34 =0, f) United 
Kingdom 1. FLGDP test the null hypothesis β11=β12=β13=β14=β15=β16= β17=β18=0, 1. FLGFCF test the null hypothesis 
γ11=γ12= γ13=γ14=γ15= γ16= γ17= γ18=0, 1. FLUnrate test the null hypothesis δ11=δ12=δ13=δ14=δ15=δ16= δ17= δ18=0, 
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Table 8 (continued) 
 2.ΔLGDP t   (11.66) 
[0.10] 
 
(-) 
(8.42) 
[0.39 
(28.59) 
[0.00] 
 3.ΔLGFCF t   (8.07) 
[0.42] 
(5.89) 
[0.65] 
 
(-) 
(12.31) 
[0.13] 
 4.ΔLUnratet   (28.11) 
[0.00] 
(18.84) 
[0.015] 
(31.99) 
[0.00] 
 
(-) 
United 
States 
(6lags) 
1.ΔOIL t  
(-) 
(12.92) 
[0.044] 
(22.80) 
[0.0009] 
(7.68) 
[0.26] 
 2.ΔLGDP t   (20.69) 
[0.00] 
 
(-) 
(25.63) 
[0.0003] 
(4.47) 
[0.61] 
 3.ΔLGFCF t   (4.05) 
[0.66] 
(13.24) 
[0.039] 
 
(-) 
(5.23) 
[0.51] 
 4.ΔLUnratet   (15.71) 
[0.015] 
(25.55) 
[0.0003] 
(11.78) 
[0.067] 
 
(-) 
Notes: f) United Kingdom: 2. FLOIL test the null hypothesis α21=α22=α23=α24=α25=α26=α27=α28=0, 3. FLOIL test the 
null hypothesis α31=α32=α33=α34=α35=α36=α37=α38=0, 4. FLOIL test the null hypothesis α41=α42=α43=α44=α45=α46= 
α47=α48=0, 3. FLGDP test the null hypothesis β31=β32=β33=β34=β35=β36=β37=β38=0, 4. FLGDP test the null hypothesis 
β41=β42=β43=β44=β45=β46=β47=β48=0, 2. FLGFCF test the null hypothesis γ21=γ22=γ23=γ24=γ25=γ26=γ27=γ28=0, 4. 
FLGFCF test the null hypothesis γ41=γ42=γ43=γ44=γ45=γ46=γ47=γ48=0, 2. FLUnrate test the null hypothesis δ21=δ22= 
δ23=δ24=δ25=δ26=δ27=δ28=0, 3. FLUnrate test the null hypothesis δ31=δ32=δ33=δ34=δ35=δ36=δ37=δ38=0.g) United States: 
2. FLOIL test the null hypothesis α21=α22=α23=α24=α25=α26=0, 3. FLOIL test the null hypothesis α31= α32=α33=α34=α35= 
α36= 0, 4. FLOIL test the null hypothesis α41=α42=α43=α44=α45=α46=0, 1. FLGDP test the null hypothesis β11= β12=β13= 
β14= β15= β16=0, 3. FLGDP test the null hypothesis β31=β32=β33=β34=β35=β36=0, 4. FLGDP test the null hypothesis β41= 
β42=β43= β44= β45= β46=0, 1. FLGFCF test the null hypothesis γ11=γ12=γ13=γ14=γ15=γ16=0, 2. FLGFCF test the null 
hypothesis γ21= γ22=γ23=γ24=γ25=γ26=0, 4. FLGFCF test the null hypothesis γ41=γ42=γ43=γ44=γ45=γ46=0, 1. FLUnrate test 
the null hypothesis δ11=δ12=δ13=δ14=δ15 =δ16=0, 2. FLUnrate test the null hypothesis δ21= δ22=δ23=δ24=δ25 =δ26 =0, 3. 
FLUnrate test the null hypothesis δ31=δ32=δ33=δ34=δ35=δ36=0. 
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Table 9 
VEC Model-Joint F-test 
Country Regression/ 
Endogenous 
variable 
F1 F2 
 
F3 F4 
Canada  
(1lag) 
1.ΔOIL t  
(-) 
(15.03) 
[0.00] 
(12.08) 
[0.002] 
(11.73) 
[0.002] 
 2.ΔLGDP t   (32.20) 
[0.00] 
 
(-) 
(34.26) 
[0.00] 
(35.99) 
[0.00] 
 3.ΔLGFCF t   (12.50) 
[0.001] 
(21.51) 
[0.00] 
 
(-) 
(12.35) 
[0.002] 
 4.ΔLUnratet   (12.12) 
[0.002] 
(24.06) 
[0.00] 
(24.59) 
[0.00] 
 
(-) 
France  
(2lags) 
1.ΔOIL t  
(-) 
(27.09) 
[0.00] 
(24.79) 
[0.00] 
(23.39) 
[0.00] 
 2.ΔLGDP t   (20.37) 
[0.00] 
 
(-) 
(21.02) 
[0.00] 
(21.62) 
[0.00] 
Notes: a) Canada: 2. F1 test the null hypothesis αGDP=α21=0, 3. F1 test the null hypothesis αGFCF=α31=0, 4. F1 test 
the null hypothesis αUnrate=α41=0, 1. F2 test the null hypothesis αOIL=β11=0, 3. F2 test the null hypothesis  
αGFCF=β31=0, 4. F2 test the null hypothesis αUnrate=β41=0, 1. F3 test the null hypothesis αOIL=γ11=0, 2. F3 test the null 
hypothesis αGDP=γ21=0, 4. F3 test the null hypothesis αUnrate=γ41=0, 1. F4 test the null hypothesis αOIL=δ11=0, 2. F4 
test the null hypothesis αGDP=δ21=0, 3. F4 test the null hypothesis αGFCF=δ31=0, b) France: 2. F1 test the null 
hypothesis αGDP=α21= α22=0, 1. F2 test the null hypothesis αOIL=β11= β12 =0, 1. F3 test the null hypothesis αOIL=γ11= 
γ12 =0, 2. F3 test the null hypothesis αGDP=γ21= γ22 =0, 1. F4 test the null hypothesis αOIL=δ11= δ12 =0, 2. F4 test the 
null hypothesis αGDP=δ21= δ22=0. 
 
 76 
Table 9 (continued) 
 3.ΔLGFCF t   (1.91) 
[0.58] 
(7.33) 
[0.06] 
 
(-) 
(2.66) 
[0.44] 
 4.ΔLUnratet   (22.44) 
[0.00] 
(34.34) 
[0.00] 
(33.63) 
[0.00] 
 
(-) 
Germany 
( 5 lags) 
1.ΔOIL t  
(-) 
(35.91) 
[0.00] 
(39.76) 
[0.00] 
(37.80) 
[0.00] 
 2.ΔLGDP t   (13.78) 
[0.03] 
 
(-) 
(1.31) 
[0.97] 
(10.60) 
[0.11] 
 3.ΔLGFCF t   (4.48) 
[0.61] 
(6.19) 
[0.40] 
 
(-) 
(4.26) 
[0.64] 
 4.ΔLUnratet   (7.38) 
[0.28] 
(2.55) 
[0.86] 
(4.80) 
[0.56] 
 
(-) 
Italy  
(5lags) 
1.ΔOIL t  
(-) 
(27.95) 
[0.00] 
(26.68) 
[0.00] 
(40.28) 
[0.00] 
Notes: b) France: 3. F1 test the null hypothesis αGFCF=α31= α32=0, 4. F1 test the null hypothesis αUnrate=α41=α42=0, 3. 
F2 test the null hypothesis αGFCF=β31= β32 =0, 4. F2 test the null hypothesis αUnrate=β41=β42=0, 4. F3 test the null 
hypothesis αUnrate=γ41=γ42=0, 3. F4 test the null hypothesis αGFCF=δ31=δ32=0. c) Germany: 2. F1 test the null 
hypothesis αGDP=α21=α22=α23=α24=α25=0, 3. F1 test the null hypothesis αGFCF=α31= α32=α33=α34=α35=0, 4. F1 test the 
null hypothesis αUnrate=α41= α42=α43=α44=α45=0, 1. F2 test the null hypothesis αOIL=β11= β12=β13= β14= β15=0, 3. F2 test 
the null hypothesis αGFCF=β31= β32=β33= β34= β35=0, 4. F2 test the null hypothesis αUnrate=β41= β42=β43= β44= β45=0, 1. 
F3 test the null hypothesis αOIL=γ11=γ12= γ13=γ14=γ15=0, 2. F3 test the null hypothesis αGDP=γ21= γ22= γ23=γ24=γ25=0, 4. 
F3 test the null hypothesis αUnrate=γ41= γ42= γ43=γ44=γ45=0, 1. F4 test the null hypothesis αOIL=δ11=δ12= δ13=δ14=δ15 =0, 
2. F4 test the null hypothesis αGDP=δ21= δ22= δ23=δ24=δ25 =0, 3. F4 test the null hypothesis αGFCF=δ31= δ32= δ33=δ34=δ35 
=0, d) Italy: 1. F2 test the null hypothesis αOIL=β11= β12=β13= β14= β15=0, 1. F3 test the null hypothesis αOIL=γ11=γ12= 
γ13=γ14=γ15=0, 1. F4 test the null hypothesis αOIL=δ11=δ12= δ13=δ14=δ15 =0, 
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Table 9 (continued) 
 2.ΔLGDP t   (17.04) 
[0.009] 
 
(-) 
(3.48) 
[0.74] 
(14.12) 
[0.02] 
 3.ΔLGFCF t   (9.02) 
[0.17] 
(6.18) 
[0.40] 
 
(-) 
(8.56) 
[0.19] 
 4.ΔLUnratet   (6.90) 
[0.32] 
(21.24) 
[0.001] 
(4.64) 
[0.59] 
 
(-) 
Japan  
(4lags) 
1.ΔOIL t  
(-) 
(11.58) 
[0.11] 
(34.69) 
[0.00] 
(36.38) 
[0.00] 
 2.ΔLGDP t   (6.31) 
[0.17] 
 
(-) 
(3.95) 
[0.55] 
(9.55) 
[0.08] 
 3.ΔLGFCFt   (21.94) 
[0.00] 
(29.92) 
[0.00] 
 
(-) 
(10.87) 
[0.05] 
 4.ΔLUnratet   (10.04) 
[0.07] 
(30.24) 
[0.00] 
(11.89) 
[0.03] 
 
(-) 
Notes: d) Italy: 2. F1 test the null hypothesis αGDP=α21=α22=α23=α24=α25=0, 3. F1 test the null hypothesis 
αGFCF=α31= α32=α33=α34=α35=0, 4. F1 test the null hypothesis αUnrate=α41= α42=α43=α44=α45=0,   3. F2 test the null 
hypothesis αGFCF=β31= β32=β33= β34= β35=0, 4. F2 test the null hypothesis αUnrate=β41= β42=β43= β44= β45=0, 2. F3 
test the null hypothesis αGDP=γ21= γ22= γ23=γ24=γ25=0, 4. F3 test the null hypothesis αUnrate=γ41= γ42= γ43=γ44=γ45=0, 
2. F4 test the null hypothesis αGDP=δ21= δ22= δ23=δ24=δ25 =0, 3. F4 test the null hypothesis αGFCF=δ31= δ32= 
δ33=δ34=δ35 =0, e) Japan: 2. F1 test the null hypothesis αGDP=α21=α22=α23=α24=0, 3. F1 test the null hypothesis 
αGFCF=α31= α32=α33=α34=0, 4. F1 test the null hypothesis αUnrate=α41= α42=α43=α44=0, 1. F2 test the null hypothesis 
αOIL=β11= β12=β13= β14=0, 3. F2 test the null hypothesis αGFCF=β31= β32=β33=β34=0, 4. F2 test the null hypothesis 
αUnrate=β41= β42=β43= β44=0, 1. F3 test the null hypothesis αOIL=γ11=γ12= γ13=γ14=0, 2. F3 test the null hypothesis 
αGDP=γ21= γ22= γ23=γ24=0, 4. F3 test the null hypothesis αUnrate=γ41= γ42= γ43=γ44=0, 1. F4 test the null hypothesis 
αOIL=δ11=δ12= δ13=δ14=0, 2. F4 test the null hypothesis αGDP=δ21= δ22= δ23=δ24=0, 3. F4 test the null hypothesis 
αGFCF=δ31= δ32= δ33=δ34 =0. 
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United 
Kingdom  
(8 lags) 
1.ΔOIL t  
(-) 
(15.53) 
[0.07] 
(12.26) 
[0.19] 
(26.87) 
[0.00] 
 2.ΔLGDP t   (14.80) 
[0.09] 
 
(-) 
(9.53) 
[0.38] 
(28.93) 
[0.00] 
 3.ΔLGFCF t   (14.74) 
[0.09] 
(16.39) 
[0.059] 
 
(-) 
(23.17) 
[0.00] 
 4.ΔLUnratet   (28.84) 
[0.00] 
(45.24) 
[0.00] 
(13.14) 
[0.15] 
 
(-) 
United States 
(6lags) 
1.ΔOIL t  
(-) 
(19.75) 
[0.006] 
(27.09) 
[0.00] 
(18.82) 
[0.008] 
 2.ΔLGDP t   (24.29) 
[0.001] 
 
(-) 
(41.88) 
[0.00] 
(12.03) 
[0.09] 
Notes: f) United Kingdom 2. F1 test the null hypothesis αGDP=α21=α22=α23=α24=α25=α26= α27=α28=0, 3. F1 test the 
null hypothesis αGFCF=α31=α32=α33=α34=α35=α36=α37=α38=0, 4. F1 test the null hypothesis αUnrate=α41= 
α42=α43=α44=α45=α46=α47=α48=0, 1. F2 test the null hypothesis αOIL=β11=β12=β13=β14=β15=β16=β17=β18=0, 3. F2 test 
the null hypothesis αGFCF=β31=β32=β33=β34=β35=β36=β37=β38=0, 4. F2 test the null hypothesis 
αUnrate=β41=β42=β43=β44=β45=β46=β47=β48=0, 1. F3 test the null hypothesis αOIL=γ11=γ12=γ13=γ14=γ15=γ16= γ17=γ18=0, 
2. F3 test the null hypothesis αGDP=γ21=γ22=γ23=γ24=γ25=γ26=γ27=γ28=0, 4. F3 test the null hypothesis 
αUnrate=γ41=γ42=γ43=γ44=γ45=γ46=γ47=γ48=0, 1. F4 test the null hypothesis αOIL=δ11=δ12=δ13=δ14=δ15=δ16=δ17=δ18=0, 
2. F4 test the null hypothesis αGDP=δ21=δ22=δ23=δ24=δ25=δ26=δ27=δ28=0, 3. F4 test the null hypothesis αGFCF=δ31= 
δ32= δ33=δ34=δ35=δ36=δ37=δ38=0, g) United States 2. F1 test the null hypothesis αGDP=α21=α22=α23=α24=α25=α26=0, 
3. F1 test the null hypothesis αGFCF=α31= α32=α33=α34=α35=α36=0, 1. F2 test the null hypothesis 
αOIL=β11=β12=β13=β14=β15=β16=0, 1. F3 test the null hypothesis αOIL=γ11=γ12= γ13=γ14=γ15=γ16=0, 2. F3 test the null 
hypothesis αGDP=γ21= γ22= γ23=γ24=γ25= γ26=0, 1. F4 test the null hypothesis αOIL=δ11=δ12= δ13=δ14=δ15 = δ16=0, 2. 
F4 test the null hypothesis αGDP=δ21= δ22= δ23=δ24=δ25 = δ26 =0,  
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 3.ΔLGFCF t   (5.43) 
[0.60] 
(19.40) 
[0.007] 
 
(-) 
(6.94) 
[0.43] 
 4.ΔLUnratet   (17.62) 
[0.013] 
(27.41) 
[0.00] 
(20.32) 
[0.004] 
 
(-) 
Notes: g) United States 3. F1 test the null hypothesis αGFCF=α31= α32=α33=α34=α35=α36=0, 4. F1 test the null 
hypothesis αUnrate=α41= α42=α43=α44=α45=α46=0, 3. F2 test the null hypothesis αGFCF=β31= β32=β33= β34=β35= β36=0, 
4. F2 test the null hypothesis αUnrate=β41=β42=β43=β44=β45=β46=0, 4. F3 test the null hypothesis 
αUnrate=γ41=γ42=γ43=γ44=γ45=γ46=0, 3. F4 test the null hypothesis αGFCF=δ31= δ32= δ33=δ34=δ35=δ36=0. 
 
Table 10 
Coefficient of Determination 
Canada 0.38 
France 0.47 
Germany 0.73 
Italy 0.78 
Japan 0.27 
United Kingdom 0.50 
United States 0.65 
Notes: The table presents the R-squared which is measured from the equation in which GDP is the dependent variable 
and is regressed on its own lags, a constant, real oil prices, GFCF and Unemployment rate and lags of the 
aforementioned three variables. The method used is Least Squares. R2 is interpreted as the fraction of the variance of 
the dependent variable explained by the independent variables. In other words, R2 measures the correlation between 
the variables. The statistic equals one if the regression fits perfectly (perfect correlation), and zero if it fits no better 
than the simple mean of the dependent variable (absence of correlation).  Positive correlation means that increases in 
the values of the dependent variable are followed by increases in the value of the independent variables, while 
negative correlation means that increases in the value of the dependent variable are followed by decreases in the 
value of the independent variables. 
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Table 11 
Breusch-Godfrey Serial correlation LM test LM stat. 
Canada [2.36] 
(0.12) 
France [36.86] 
(0.00) 
Germany [100] 
(0.00) 
Italy [93.62] 
(0.00) 
Japan [10.81] 
(0.02) 
United Kingdom [16.90] 
(0.03) 
United States [4.74] 
(0.57) 
Notes: The Breusch-Godfrey Serial Correlation LM test is preferred to the Durbin-Watson test because it can be used 
for higher orders of serial correlation AR(1), AR(2), AR(3)… . The null hypothesis is that there is no serial 
correlation up to lag order p, where p is a pre-specified integer. The lags are based on the VAR model of each 
country. The LM stat. in the 2nd column represents the Obs*R-squared statistic which is the Breusch-Godfrey LM test 
statistic. This LM stat is computed as the number of observations times the R2 from the test regression. The LM test 
stat. is asymptotically distributed as χ2(p). 
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Table 12  
Chow Stability  
Tests for structural break in 1990 Q4 
Canada 1. F(5,145) 
2. F(1,153) 
[1.26], (0.28) 
[0.69], (0.40) 
France 
 
1. F(9,136) 
2. F(2,150) 
[0.73], (0.68) 
[0.18], (0.83) 
Germany 
 
1. F(21,109) 
2. F(5,141) 
[1.39], (0.13) 
[0.92], (0.46) 
Italy 
 
1. F(21,109) 
2. F(5,141) 
[1.61], (0.05) 
[0.93], (0.45) 
Japan 
 
1. F(17,118) 
2. F(4,144) 
[1.97], (0.017) 
[2.43], (0.05) 
United Kingdom 
 
1. F(33,82) 
2. F(8,132) 
[1.48], (0.07) 
[0.83], (0.57) 
United States 
 
1. F(25,100) 
2. F(6,138) 
[1.37], (0.13) 
[0.43], (0.85) 
Notes: All tests are based on the regressions of quarterly GDP growth on a constant and lagged values of itself, real 
oil prices, GFCF and Unemployment rate. The structural break tests use 1,2,5,5,4,8,6 lags for Canada, France, 
Germany, Italy, Japan, UK and USA, respectively. The null hypothesis is that there are no breaks in 1990 Q4. 
Numbers in square brackets are F-stat, while those in parenthesis are p-values in the third column. In the 2nd 
column: 1. is the basic Chow test for change in all coefficients, 2. is the test for change in oil price coefficients 
only.  
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Table 13  
Residual Normality 
Test 
Component Skewness Kurtosis Jarque-Bera 
Canada 1 0.13 [0.43], (0.50) 8.64 [204], (0.00) {204}, (0.00) 
 2 0.38 [3.80], (0.05) 4.06 [7.30], (0.00) {11.1}, (0.00) 
 3 0.35 [3.30], (0.06) 3.84 [4.55], (0.03) {7.86}, (0.02) 
 4 0.28 [2.06], 0.15) 3.43 [1.20], (0.27) {3.26}, (0.19) 
France 1 -2.00 [103], (0.00) 24.89 [3056], (0.00) {3159}, (0.00) 
 2 -0.28 [2.07], (0.14) 6.98 [101], (0.00) {103}, (0.00) 
 3 -0.18 [0.91], (0.33) 3.97 [6.03], (0.014) {6.94}, (0.03) 
 4 0.00 [0.00], (0.99) 3.47 [1.46], (0.22) {1.46}, (0.48) 
Germany 1 -0.02 [0.01], (0.90) 9.98 [304], (0.00) {304}, (0.00) 
 2 2.85 [203], (0.00) 35.16 [6464], (0.00) {6667}, (0.00) 
Notes: The table presents the normality test on the residuals of all variables. The ordering of the variables is the following: 
real oil prices, GDP, GFCF and unemployment rate. The orthogonalization is based on Cholesky (Lutkepohl). The result of 
the test depends on the ordering of the variables. Components 1 to 4 correspond to the residuals based on the ordering of 
the variables. Skewness and kurtosis are reports in the 3rd and 4th columns together with Chi-sq in square brackets and p-
values in parenthesis from the χ2(1) distribution. The number in the parenthesis (1) refers to the degrees of freedom. 
Skewness is a measure of asymmetry of the distribution of the series around its mean. The skewness of a symmetric 
distribution, such as the normal distribution, is zero. Positive skewness means that the distribution has a long right tail and 
negative skewness implies that the distribution has a long left tail. Kurtosis measures the peakedness or flatness of the 
distribution of the series. The kurtosis of the normal distribution is 3. If the kurtosis exceeds 3, the distribution is peaked 
(leptokurtic) relative to the normal; if the kurtosis is less than 3, the distribution is flat (platykurtic) relative to the normal. 
Jarque-Bera test is reported in the last column with p-values from the χ2 (2) distribution. The number in the parenthesis (2) 
refers to the degrees of freedom. Jarque-Bera is a test statistic for testing whether the series is normally distributed. The test 
statistic measures the difference of the skewness and kurtosis of the series with those from the normal distribution. Under 
the null hypothesis of a normal distribution, the Jarque-Bera statistic is distributed as with 2 degrees of freedom. The 
reported Probability is the probability that a Jarque-Bera statistic exceeds (in absolute value) the observed value under the 
null hypothesis-a small probability value leads to the rejection of the null hypothesis of a normal distribution. 
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Table 13 (continued) 
Residual 
Normality Test 
Component Skewness Kurtosis Jarque-Bera 
 3 3.49 [305], (0.00) 31.33 [5018], (0.00) {5323}, (0.00) 
 4 -0.15 [0.60], (0.43) 4.69 [18.00], (0.00) {18.61}, (0.00) 
Italy 1 -0.74 [13.86], (0.00) 6.59 [80.61], (0.00) {94.47}, (0.00) 
 2 0.95 [22.92], (0.00) 9.01 [226], (0.00) {249}, (0.00) 
 3 9.03 [2040], (0.00) 102.6 [62025],(0.00) {64066},(0.00) 
 4 -0.95 [22.60], (0.00) 9.69 [279], (0.00) {302}, (0.00) 
Japan 1 -0.12 [0.39], (0.52) 9.04 [229], (0.00) {230}, (0.00) 
 2 -0.13 [0.46], (0.49) 3.72 [3.31], (0.06] {3.77}, (0.15) 
 3 -0.44 [4.96], (0.02) 3.61 [2.40], (0.83) {7.37}, (0.02) 
 4 -0.18 [0.90], (0.34) 3.36 [0.83], (0.35) {1.74}, (0.41) 
Notes: The table presents the normality test on the residuals of all variables. The ordering of the variables is the following: 
real oil prices, GDP, GFCF and unemployment rate. The orthogonalization is based on Cholesky (Lutkepohl). The result of 
the test depends on the ordering of the variables. Components 1 to 4 correspond to the residuals based on the ordering of 
the variables. Skewness and kurtosis are reports in the 3rd and 4th columns together with Chi-sq in square brackets and p-
values in parenthesis from the χ2(1) distribution. The number in the parenthesis (1) refers to the degrees of freedom. 
Skewness is a measure of asymmetry of the distribution of the series around its mean. The skewness of a symmetric 
distribution, such as the normal distribution, is zero. Positive skewness means that the distribution has a long right tail and 
negative skewness implies that the distribution has a long left tail. Kurtosis measures the peakedness or flatness of the 
distribution of the series. The kurtosis of the normal distribution is 3. If the kurtosis exceeds 3, the distribution is peaked 
(leptokurtic) relative to the normal; if the kurtosis is less than 3, the distribution is flat (platykurtic) relative to the normal. 
Jarque-Bera test is reported in the last column with p-values from the χ2 (2) distribution. The number in the parenthesis (2) 
refers to the degrees of freedom. Jarque-Bera is a test statistic for testing whether the series is normally distributed. The test 
statistic measures the difference of the skewness and kurtosis of the series with those from the normal distribution. Under 
the null hypothesis of a normal distribution, the Jarque-Bera statistic is distributed as with 2 degrees of freedom. The 
reported Probability is the probability that a Jarque-Bera statistic exceeds (in absolute value) the observed value under the 
null hypothesis-a small probability value leads to the rejection of the null hypothesis of a normal distribution. 
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Table 13 (continued) 
Residual 
Normality Test 
Component Skewness Kurtosis Jarque-Bera 
UK 1 -0.35 [2.92], (0.08) 5.87 [50.73], (0.00) {53.66}, (0.00) 
 2 0.12 [0.40], (0.52) 3.98 [5.97], (0.014) {6.38}, (0.04) 
 3 -0.52 [6.63], (0.01) 5.03 [25.25], (0.00) {31.89}, (0.00) 
 4 -0.28 [1.93], (0.16) 3.68 [2.85], (0.09) {4.79}, (0.09) 
USA 1 0.37 [3.40], (0.06) 8.82 [210], (0.00) {213}, (0.00) 
 2 0.04 [0.05], (0.82) 3.28 [0.51], (0.47) {0.56}, (0.75) 
 3 -0.10 [0.28], (0.59) 3.20 [0.25], (0.61) {0.53}, (0.76) 
 4 0.64 [10.31], (0.00) 4.08 [7.36], (0.00) {17.67}, (0.00) 
Notes: The table presents the normality test on the residuals of all variables. The ordering of the variables is the following: 
real oil prices, GDP, GFCF and unemployment rate. The orthogonalization is based on Cholesky (Lutkepohl). The result of 
the test depends on the ordering of the variables. Components 1 to 4 correspond to the residuals based on the ordering of 
the variables. Skewness and kurtosis are reports in the 3rd and 4th columns together with Chi-sq in square brackets and p-
values in parenthesis from the χ2(1) distribution. The number in the parenthesis (1) refers to the degrees of freedom. 
Skewness is a measure of asymmetry of the distribution of the series around its mean. The skewness of a symmetric 
distribution, such as the normal distribution, is zero. Positive skewness means that the distribution has a long right tail and 
negative skewness implies that the distribution has a long left tail. Kurtosis measures the peakedness or flatness of the 
distribution of the series. The kurtosis of the normal distribution is 3. If the kurtosis exceeds 3, the distribution is peaked 
(leptokurtic) relative to the normal; if the kurtosis is less than 3, the distribution is flat (platykurtic) relative to the normal. 
Jarque-Bera test is reported in the last column with p-values from the χ2 (2) distribution. The number in the parenthesis (2) 
refers to the degrees of freedom. Jarque-Bera is a test statistic for testing whether the series is normally distributed. The test 
statistic measures the difference of the skewness and kurtosis of the series with those from the normal distribution. Under 
the null hypothesis of a normal distribution, the Jarque-Bera statistic is distributed as with 2 degrees of freedom. The 
reported Probability is the probability that a Jarque-Bera statistic exceeds (in absolute value) the observed value under the 
null hypothesis-a small probability value leads to the rejection of the null hypothesis of a normal distribution. 
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Table 14 
Bivariate specifications- Variance Decomposition at the twelve-period horizon 
 Innovation in Oil prices GDP 
VAR(Oil 
prices) 
Canada 95.63 4.36 
 France 95.56 4.43 
 Germany 95.98     4.01 
 Italy 97.84 2.15 
 Japan 97.03 2.96 
 United Kingdom 92.17 7.82 
 United States 96.85 3.14 
VAR (GDP) Canada 7.83 92.16 
 France 5.10 94.89 
 Germany 5.48 94.51 
 Italy 4.28 95.71 
 Japan 2.76 97.23 
 United Kingdom 14.16 85.83 
 United States 9.51 90.48 
Notes: The table presents the variance decomposition at a twelve-period horizon. Variance decomposition separates 
the variation in an endogenous variable into the component shocks to the VAR. The variance decomposition provides 
information about how much innovations in the variables explain shocks in the other variables. Factorization is based 
on the Cholesky orthogonal factorization. Based on the Cholesky factor, this contributes to obtain different results 
when I change the ordering of the variables. VD of oil prices is based on the following ordering: GDP, Oil prices, 
while VD of GDP is based on this ordering: Oil prices, GDP. The altering of the ordering of the variables is done 
because I want to put the variable under examination at the end so as to be affected by the remaining variables. 
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Table 15 
Four-variate specifications- Variance Decomposition at the twelve-period horizon 
 Innovation in Oil prices GDP GFCF Unemployment rate 
VAR(Oil 
prices) 
Canada 94.53 3.73 1.56 0.16 
 France 93.13 4.13 1.14 1.57 
 Germany 83.35 3.63 5.51 7.48 
 Italy 83.24 3.54 4.69 8.51 
 Japan 89.95 3.01 1.13 5.88 
 United Kingdom     78.43 9.18 4.93 7.44 
 United States 86.81 5.21 4.75 3.21 
VAR (GDP) Canada 1.81 72.94 13.76 11.47 
 France 1.49 82.89 9.96 5.64 
 Germany 7.30 86.29 2.84 3.55 
 Italy 4.07 93.09 1.26 1.56 
 Japan 4.01 83.93 5.96 6.09 
 United Kingdom 14.57 59.15 7.60 18.65 
 United States 11.49 42.40 22.18 23.92 
Notes: The table presents the variance decomposition at a twelve-period horizon. Variance decomposition separates 
the variation in an endogenous variable into the component shocks to the VAR. The variance decomposition provides 
information about how much innovations in the variables explain shocks in the other variables. Factorization is based 
on the Cholesky orthogonal factorization. Based on the Cholesky factor, this contributes to obtain different results 
when I change the ordering of the variables. VD of oil prices is based on the following ordering: GDP, GFCF, Un 
rate and Oil prices, while VD of GDP is based on this ordering: Oil prices, GFCF, Un rate and GDP. The altering of 
the ordering of the variables is done because I want to put the variable under examination at the end so as to be 
affected by the remaining variables. 
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Table 15 (continued) 
VAR (GFCF) Canada 1.14 10.51 80.94 7.39 
 France 1.65 12.97 82.39 2.97 
 Germany 5.66 5.02 83.95 5.35 
 Italy 2.29 0.12 96.56 1.01 
 Japan 7.40 13.41 76.09 3.09 
 United Kingdom 4.44 7.87 78.79 8.88 
 United States 4.96 39.10 50.80 5.12 
VAR (Un rate) Canada 1.00 29.11 17.81 51.98 
 France 2.12 15.69 23.38 58.79 
 Germany 6.68 3.80 2.92 86.48 
 Italy 2.46 7.91 1.56 87.84 
 Japan 5.65 16.53 6.85 70.95 
 United Kingdom 14.25 40.49 8.10 37.14 
 United States 16.37 48.49 3.26 31.85 
Notes: The table presents the variance decomposition at a twelve-period horizon. Variance decomposition separates 
the variation in an endogenous variable into the component shocks to the VAR. The variance decomposition 
provides information about how much innovations in the variables explain shocks in the other variables. 
Factorization is based on the Cholesky orthogonal factorization. Based on the Cholesky factor, this contributes to 
obtain different results when I change the ordering of the variables. VD of GFCF is based on the following 
ordering: GDP, Oil prices, Un rate and GFCF while VD of Un rate is based on this ordering: GDP, oil prices, 
GFCF and Un rate. The altering of the ordering of the variables is done because I want to put the variable under 
examination at the end so as to be affected by the remaining variables. 
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Fig. 1. U.S. real oil prices in levels 
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a) Canada 
 
b) France 
 
 
 
Fig. 2. Impulse responses to one SD shock in the bivariate specification for real oil 
prices changes. 
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c) Germany 
 
d) Italy 
 
 
 
Fig. 2. Impulse responses to one SD shock in the bivariate specification for real oil 
prices changes. 
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e) Japan 
 
f) United Kingdom 
 
 
 
Fig. 2. Impulse responses to one SD shock in the bivariate specification for real oil 
prices changes. 
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g) United States 
 
Fig. 2. Impulse responses to one SD shock in the bivariate specification for real oil 
prices changes. 
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a) Canada 
 
Fig. 3. Impulse responses to one SD shock in the four-variate specification for real 
oil prices changes. 
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b) France 
 
 
Fig. 3. Impulse responses to one SD shock in the four-variate specification for real oil 
prices changes. 
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c) Germany 
 
 
 
Fig. 3. Impulse responses to one SD shock in the four-variate specification for real oil 
prices changes. 
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d) Italy 
 
 
 
Fig. 3. Impulse responses to one SD shock in the four-variate specification for real oil 
prices changes. 
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e) Japan 
 
 
Fig. 3. Impulse responses to one SD shock in the four-variate specification for real oil 
prices changes. 
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f) United Kingdom 
 
 
Fig. 3. Impulse responses to one SD shock in the four-variate specification for real oil 
prices changes. 
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g) United States 
 
 
 
Fig. 3. Impulse responses to one SD shock in the four-variate specification for real oil 
prices changes. 
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Table 16 
Granger Causality test 
Bivariate specification 
 F-statistic Probability 
Canada 
(4 lags) 
H0:2.19
* 
H1:2.94
** 
H0:0.07 
H1:0.02 
France 
(2 lags) 
H0:3.07
** 
H1:2.02 
H0:0.04 
H1:0.11 
Germany 
(6 lags) 
H0:2.56
** 
H1:0.26
 
H0:0.02 
H1:0.95 
Italy 
(8 lags) 
H0:10.81
*** 
H1:0.96
 
H0:1.E-11 
H1:0.46 
Japan 
(4 lags) 
H0:1.67 
H1:1.50
 
H0:0.14 
H1:0.18 
United Kingdom 
(6 lags) 
H0:1.86
* 
H1:6.71
*** 
H0:0.09 
H1:3.E-06 
United States 
(1 lag) 
H0:3.14
** 
H1:4.56
** 
H0:0.04 
H1:0.011 
Notes: the lags used in the bivariate models are in the parenthesis, H0: the null hypothesis is that Oil volatility does 
not Granger cause GDP, H1: the null hypothesis is that GDP does not Granger cause Oil volatility. *, ** and*** 
denote rejection of the null hypothesis at 10%, 5%and 1% significance level, respectively. 
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Table 17 
Granger causality test 
Four-variate specification  
 F-statistic probability 
Canada 
(3 lags) 
H0:3.58 
H1:2.47 
H2:0.58 
H3:0.64 
H4:0.37 
H5:1.57 
H6:7.96 
H7:5.97 
H8:5.79 
H9:8.79 
H10:1.25 
H11:4.47 
H0:0.015 
H1:0.06 
H2:0.62 
H3:0.58 
H4:0.77 
H5:0.19 
H6:6.E-05 
H7:0.0007 
H8:0.0009 
H9:2.E-05 
H10:0.29 
H11:0.004 
H0: GDP does not Granger cause Oil volatility, H1: Oil volatility does not Granger cause GDP, H2: GFCF does not 
Granger cause Oil volatility, H3: Oil volatility does not Granger cause GFCF, H4: Unemployment rate does not 
Granger cause Oil volatility, H5: Oil volatility does not Granger cause Unemployment rate, H6: GFCF does not 
Granger cause GDP, H7: GDP does not Granger cause GFCF, H8: Unemployment rate does not Granger cause GDP, 
H9: GDP does not Granger cause Unemployment rate, H10: Unemployment rate does not Granger cause GFCF, H11: 
GFCF does not Granger cause Unemployment rate. 
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Table 17 (continued) 
France 
(5 lags) 
 
 
 
H0:1.24 
H1:1.92 
H2:0.49 
H3:0.43 
H4:0.61 
H5:0.67 
H6:1.31 
H7:2.99 
H8:2.45 
H9:5.13 
H10:1.83 
H11:5.80 
H0:0.29 
H1:0.09 
H2:0.77 
H3:0.82 
H4:0.68 
H5:0.64 
H6:0.26 
H7:0.013 
H8:0.03 
H9:0.002 
H10:0.11 
H11:7.E-05 
H0: GDP does not Granger cause Oil volatility, H1: Oil volatility does not Granger cause GDP, H2: GFCF does not 
Granger cause Oil volatility, H3: Oil volatility does not Granger cause GFCF, H4: Unemployment rate does not 
Granger cause Oil volatility, H5: Oil volatility does not Granger cause Unemployment rate, H6: GFCF does not 
Granger cause GDP, H7: GDP does not Granger cause GFCF, H8: Unemployment rate does not Granger cause GDP, 
H9: GDP does not Granger cause Unemployment rate, H10: Unemployment rate does not Granger cause GFCF, H11: 
GFCF does not Granger cause Unemployment rate. 
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Table 17 (continued) 
Germany 
(5 lags) 
H0:0.35 
H1:2.34 
H2:1.28 
H3:0.63 
H4:0.67 
H5:4.28 
H6:0.97 
H7:0.97 
H8:1.87 
H9:0.44 
H10:0.89 
H11:1.02 
H0:0.88 
H1:0.04 
H2:0.27 
H3:0.67 
H4:0.64 
H5:0.001 
H6:0.43 
H7:0.43 
H8:0.10 
H9:0.81 
H10:0.48 
H11:0.40 
H0: GDP does not Granger cause Oil volatility, H1: Oil volatility does not Granger cause GDP, H2: GFCF does not 
Granger cause Oil volatility, H3: Oil volatility does not Granger cause GFCF, H4: Unemployment rate does not 
Granger cause Oil volatility, H5: Oil volatility does not Granger cause Unemployment rate, H6: GFCF does not 
Granger cause GDP, H7: GDP does not Granger cause GFCF, H8: Unemployment rate does not Granger cause GDP, 
H9: GDP does not Granger cause Unemployment rate, H10: Unemployment rate does not Granger cause GFCF, H11: 
GFCF does not Granger cause Unemployment rate. 
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Table 17 (continued) 
Italy 
(5 lags) 
H0:1.06 
H1:8.57 
H2:0.17 
H3:0.33 
H4:1.13 
H5:7.16 
H6:0.78 
H7:0.03 
H8:4.13 
H9:2.61 
H10:0.03 
H11:0.27 
H0:0.38 
H1:4.E-07 
H2:0.97 
H3:0.89 
H4:0.34 
H5:5.E-06 
H6:0.56 
H7:0.99 
H8:0.001 
H9:0.02 
H10:0.99 
H11:0.92 
H0: GDP does not Granger cause Oil volatility, H1: Oil volatility does not Granger cause GDP, H2: GFCF does not 
Granger cause Oil volatility, H3: Oil volatility does not Granger cause GFCF, H4: Unemployment rate does not 
Granger cause Oil volatility, H5: Oil volatility does not Granger cause Unemployment rate, H6: GFCF does not 
Granger cause GDP, H7: GDP does not Granger cause GFCF, H8: Unemployment rate does not Granger cause GDP, 
H9: GDP does not Granger cause Unemployment rate, H10: Unemployment rate does not Granger cause GFCF, H11: 
GFCF does not Granger cause Unemployment rate. 
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Table 17 (continued) 
Japan 
(3 lags) 
H0:1.59 
H1:1.58 
H2:1.90 
H3:0.72 
H4:1.70 
H5:1.97 
H6:0.77 
H7:6.50 
H8:1.90 
H9:6.85 
H10:0.36 
H11:6.19 
H0:0.19 
H1:0.19 
H2:0.12 
H3:0.53 
H4:0.15 
H5:0.103 
H6:0.50 
H7:0.0004 
H8:0.13 
H9:0.0002 
H10:0.77 
H11:0.0005 
H0: GDP does not Granger cause Oil volatility, H1: Oil volatility does not Granger cause GDP, H2: GFCF does not 
Granger cause Oil volatility, H3: Oil volatility does not Granger cause GFCF, H4: Unemployment rate does not 
Granger cause Oil volatility, H5: Oil volatility does not Granger cause Unemployment rate, H6: GFCF does not 
Granger cause GDP, H7: GDP does not Granger cause GFCF, H8: Unemployment rate does not Granger cause GDP, 
H9: GDP does not Granger cause Unemployment rate, H10: Unemployment rate does not Granger cause GFCF, H11: 
GFCF does not Granger cause Unemployment rate. 
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Table 17 (continued) 
United kingdom 
(6 lags) 
H0:6.71 
H1:1.86 
H2:1.83 
H3:0.72 
H4:7.97 
H5:6.45 
H6:1.39 
H7:3.61 
H8:2.77 
H9:6.01 
H10:3.73 
H11:0.79 
H0:3.E-06 
H1:0.09 
H2:0.11 
H3:0.63 
H4:2.E-07 
H5:5.E-06 
H6:0.22 
H7:0.002 
H8:0.014 
H9:1.E-05 
H10:0.001 
H11:0.57 
H0: GDP does not Granger cause Oil volatility, H1: Oil volatility does not Granger cause GDP, H2: GFCF does not 
Granger cause Oil volatility, H3: Oil volatility does not Granger cause GFCF, H4: Unemployment rate does not 
Granger cause Oil volatility, H5: Oil volatility does not Granger cause Unemployment rate, H6: GFCF does not 
Granger cause GDP, H7: GDP does not Granger cause GFCF, H8: Unemployment rate does not Granger cause GDP, 
H9: GDP does not Granger cause Unemployment rate, H10: Unemployment rate does not Granger cause GFCF, H11: 
GFCF does not Granger cause Unemployment rate. 
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Table 17 (continued) 
United States 
(6 lags) 
H0:4.56 
H1:3.14 
H2:0.41 
H3:1.49 
H4:3.53 
H5:2.37 
H6:4.00 
H7:4.10 
H8:5.45 
H9:6.18 
H10:7.77 
H11:3.16 
H0:0.01 
H1:0.04 
H2:0.66 
H3:0.22 
H4:0.03 
H5:0.09 
H6:0.02 
H7:0.01 
H8:0.005 
H9:0.002 
H10:0.0006 
H11:0.04 
H0: GDP does not Granger cause Oil volatility, H1: Oil volatility does not Granger cause GDP, H2: GFCF does not 
Granger cause Oil volatility, H3: Oil volatility does not Granger cause GFCF, H4: Unemployment rate does not 
Granger cause Oil volatility, H5: Oil volatility does not Granger cause Unemployment rate, H6: GFCF does not 
Granger cause GDP, H7: GDP does not Granger cause GFCF, H8: Unemployment rate does not Granger cause GDP, 
H9: GDP does not Granger cause Unemployment rate, H10: Unemployment rate does not Granger cause GFCF, H11: 
GFCF does not Granger cause Unemployment rate. 
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Table 18 
Coefficient of Determination 
Canada 0.56 
France 0.55 
Germany 0.74 
Italy 0.81 
Japan 0.23 
United Kingdom 0.51 
United States 0.64 
Notes: The table presents the R-squared which is measured from the equation in which GDP is the dependent variable 
and is regressed on its own lags, a constant, oil price volatility, GFCF and Unemployment rate as well as lags of 
them. The method used is Least Squares. R2 is interpreted as the fraction of the variance of the dependent variable 
explained by the independent variables. In other words, R2 measures the correlation between the variables. The 
statistic equals one if the regression fits perfectly (perfect correlation), and zero if it fits no better than the simple 
mean of the dependent variable (absence of correlation).  Positive correlation means that increases in the values of the 
dependent variable are followed by increases in the value of the independent variables, while negative correlation 
means that increases in the value of the dependent variable are followed by decreases in the value of the independent 
variables. 
 
 
 
 
 
 
 
 
 
 109 
Table 19 
Breusch-Godfrey Serial correlation LM test LM stat. 
Canada [25.78] 
(0.00) 
France [35.92] 
(0.00) 
Germany [95.12] 
(0.00) 
Italy [77.04] 
(0.00) 
Japan [4.90] 
(0.17) 
United Kingdom [9.40] 
(0.15) 
United States [4.66] 
(0.58) 
Notes: The Breusch-Godfrey Serial Correlation LM test is preferred to the Durbin-Watson test because it can be used 
for higher orders of serial correlation AR(1), AR (2),AR(3)… . The null hypothesis is that there is no serial 
correlation up to lag order p, where p is a pre-specified integer. The lags are based on the VAR model of each 
country. The LM stat. in the 2nd column represents the Obs*R-squared statistic which is the Breusch-Godfrey LM test 
statistic. This LM stat is computed as the number of observations times the R2 from the test regression. The LM test 
stat. is asymptotically distributed as χ2(p). 
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Table 20 
Chow Stability  
Tests for structural break in 1990 Q4 
Canada 1. F(13,123) 
2.  F(3,143) 
[0.67], (0.78) 
[1.59], (0.19) 
France 
 
1. F(21,108) 
2. F(5,140) 
[1.71], (0.03) 
[2.15], (0.06) 
Germany 
 
1. F(21,101) 
2. F(5,133) 
[2.06], (0.008) 
[4.21], (0.001) 
Italy 
 
1. F(21,108) 
2. F(5,140) 
[2.11], (0.006) 
[16.65], (0.00) 
Japan 
 
1. F(13,123) 
2. F(3,143) 
[1.95], (0.03) 
[7.82], (0.00) 
United Kingdom 
 
1. F(25,98) 
2. F(6,136) 
[1.50], (0.07) 
[0.44], (0.84) 
United States 
 
1. F(25,95) 
2. F(6,133) 
[1.36], (0.14) 
[0.67], (0.66) 
Notes: All tests are based on the regressions of quarterly GDP growth on a constant and lagged values of itself, oil 
price volatility, GFCF and Unemployment rate. The structural break tests use 1,2,5,5,4,8,6 lags for Canada, France, 
Germany, Italy, Japan, UK and USA, respectively. The null hypothesis is that there are no breaks in 1990 Q4. 
Numbers in square brackets are F-stat, while those in parenthesis are p-values in the third column. In the 2nd 
column: 1. is the basic Chow test for change in all coefficients, 2. is the test for change in oil price volatility 
coefficients only.  
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Table 21 
Residual Normality 
Test 
Component Skewness Kurtosis Jarque-Bera 
Canada 1 6.88 [1178], (0.00) 62.53 [22004],(0.0) {23182},(0.00) 
 2 0.09 [0.23], (0.62) 3.09 [0.05], (0.80) {0.29}, (0.86) 
 3 -0.14 [0.51], (0.47) 3.54 [1.84], (0.17) {2.35}, (0.30) 
 4 0.26 [1.74], 0.18) 2.90 [0.05], (0.81) {1.79}, (0.40) 
France 1 9.47 [2244], (0.00) 105 [65340],(0.00) {67585},(0.00) 
 2 -0.59 [8.78], (0.00) 5.54 [40.42], (0.00) {49.21}, (0.00) 
 3 -0.30 [2.33], (0.12) 3.99 [6.24], (0.012) {8.58}, (0.02) 
 4 0.21 [1.18], (0.27) 3.55 [1.92], (0.16) {3.11}, (0.21) 
Germany 1 -5.58 [743], (0.00) 39.29 [7848], (0.00) {8591}, (0.00) 
 2 3.91 [365], (0.00) 41.47 [8820], (0.00) {9185}, (0.00) 
Notes: The table presents the normality test on the residuals of all variables. The ordering of the variables is the 
following: oil price volatility, GDP, GFCF and unemployment rate. The orthogonalization is based on Cholesky 
(Lutkepohl). The result of the test depends on the ordering of the variables. Components 1 to 4 correspond to the 
residuals based on the ordering of the variables. Skewness and kurtosis are reports in the 3rd and 4th columns 
together with Chi-sq in square brackets and p-values in parenthesis from the χ2(1) distribution. The number in the 
parenthesis (1) refers to the degrees of freedom. Skewness is a measure of asymmetry of the distribution of the 
series around its mean. The skewness of a symmetric distribution, such as the normal distribution, is zero. Positive 
skewness means that the distribution has a long right tail and negative skewness implies that the distribution has a 
long left tail. Kurtosis measures the peakedness or flatness of the distribution of the series. The kurtosis of the 
normal distribution is 3. If the kurtosis exceeds 3, the distribution is peaked (leptokurtic) relative to the normal; if 
the kurtosis is less than 3, the distribution is flat (platykurtic) relative to the normal. Jarque-Bera test is reported in 
the last column with p-values from the χ2 (2) distribution. The number in the parenthesis (2) refers to the degrees of 
freedom. Jarque-Bera is a test statistic for testing whether the series is normally distributed. The test statistic 
measures the difference of the skewness and kurtosis of the series with those from the normal distribution. Under 
the null hypothesis of a normal distribution, the Jarque-Bera statistic is distributed as with 2 degrees of freedom. 
The reported Probability is the probability that a Jarque-Bera statistic exceeds (in absolute value) the observed 
value under the null hypothesis-a small probability value leads to the rejection of the null hypothesis of a normal 
distribution. 
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Table 21 (continued) 
Residual 
Normality Test 
Component Skewness Kurtosis Jarque-Bera 
 3 4.24 [429], (0.00) 38.29 [7424], (0.00) {7853}, (0.00) 
 4 -0.38 [3.56], (0.059) 3.65 [2.56], (0.11) {6.12}, (0.04) 
Italy 1 -3.90 [380], (0.00) 23.35 [2588], (0.00) {2969}, (0.00) 
 2 0.98 [24.35], (0.00) 8.12 [163], (0.00) {188}, (0.00) 
 3 11.53 [3329], (0.00) 138 [115097],(0.00) {118426},(0.00) 
 4 -0.38 [3.70], (0.054) 7.65 [135], (0.00) {139}, (0.00) 
Japan 1 4.51 [505], (0.00) 28.55 [4053], (0.00) {4559}, (0.00) 
 2 -0.41 [4.21], (0.04) 3.80 [4.03], (0.04] {8.25}, (0.02) 
 3 -0.45 [5.13], (0.02) 3.97 [5.93], (0.014) {11.07}, (0.00) 
 4 0.15 [0.58], (0.44) 3.55 [1.89], (0.16) {2.47}, (0.28) 
Notes: The table presents the normality test on the residuals of all variables. The ordering of the variables is the 
following: oil price volatility, GDP, GFCF and unemployment rate. The orthogonalization is based on Cholesky 
(Lutkepohl). The result of the test depends on the ordering of the variables. Components 1 to 4 correspond to the 
residuals based on the ordering of the variables. Skewness and kurtosis are reports in the 3rd and 4th columns together 
with Chi-sq in square brackets and p-values in parenthesis from the χ2(1) distribution. The number in the parenthesis 
(1) refers to the degrees of freedom. Skewness is a measure of asymmetry of the distribution of the series around its 
mean. The skewness of a symmetric distribution, such as the normal distribution, is zero. Positive skewness means 
that the distribution has a long right tail and negative skewness implies that the distribution has a long left tail. 
Kurtosis measures the peakedness or flatness of the distribution of the series. The kurtosis of the normal distribution 
is 3. If the kurtosis exceeds 3, the distribution is peaked (leptokurtic) relative to the normal; if the kurtosis is less than 
3, the distribution is flat (platykurtic) relative to the normal. Jarque-Bera test is reported in the last column with p-
values from the χ2 (2) distribution. The number in the parenthesis (2) refers to the degrees of freedom. Jarque-Bera is 
a test statistic for testing whether the series is normally distributed. The test statistic measures the difference of the 
skewness and kurtosis of the series with those from the normal distribution. Under the null hypothesis of a normal 
distribution, the Jarque-Bera statistic is distributed as with 2 degrees of freedom. The reported Probability is the 
probability that a Jarque-Bera statistic exceeds (in absolute value) the observed value under the null hypothesis-a 
small probability value leads to the rejection of the null hypothesis of a normal distribution. 
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Table 21 (continued) 
Residual 
Normality Test 
Component Skewness Kurtosis Jarque-Bera 
UK 1 -2.04 [103], (0.00) 15.27 [928], (0.00) {1032}, (0.00) 
 2 -0.17 [0.75], (0.38) 5.13 [28.20], (0.014) {28.95}, (0.00) 
 3 -0.16 [0.63], (0.42) 3.92 [5.29], (0.00) {5.92}, (0.052) 
 4 -0.23 [1.31], (0.25) 3.07 [0.03], (0.09) {1.34}, (0.50) 
USA 1 -3.38 [276], (0.00) 24.98 [2921], (0.00) {3197}, (0.00) 
 2 -0.04 [0.05], (0.81) 4.29 [10.05], (0.00) {10.11}, (0.00) 
 3 -0.03 [0.02], (0.86) 3.03 [0.00], (0.92) {0.03}, (0.76) 
 4 0.37 [3.32], (0.06) 3.95 [5.50], (0.02) {8.82}, (0.01) 
Notes: The table presents the normality test on the residuals of all variables. The ordering of the variables is the 
following: oil price volatility, GDP, GFCF and unemployment rate. The orthogonalization is based on Cholesky 
(Lutkepohl). The result of the test depends on the ordering of the variables. Components 1 to 4 correspond to the 
residuals based on the ordering of the variables. Skewness and kurtosis are reports in the 3rd and 4th columns together 
with Chi-sq in square brackets and p-values in parenthesis from the χ2(1) distribution. The number in the parenthesis (1) 
refers to the degrees of freedom. Skewness is a measure of asymmetry of the distribution of the series around its mean. 
The skewness of a symmetric distribution, such as the normal distribution, is zero. Positive skewness means that the 
distribution has a long right tail and negative skewness implies that the distribution has a long left tail. Kurtosis 
measures the peakedness or flatness of the distribution of the series. The kurtosis of the normal distribution is 3. If the 
kurtosis exceeds 3, the distribution is peaked (leptokurtic) relative to the normal; if the kurtosis is less than 3, the 
distribution is flat (platykurtic) relative to the normal. Jarque-Bera test is reported in the last column with p-values from 
the χ2 (2) distribution. The number in the parenthesis (2) refers to the degrees of freedom. Jarque-Bera is a test statistic 
for testing whether the series is normally distributed. The test statistic measures the difference of the skewness and 
kurtosis of the series with those from the normal distribution. Under the null hypothesis of a normal distribution, the 
Jarque-Bera statistic is distributed as with 2 degrees of freedom. The reported Probability is the probability that a 
Jarque-Bera statistic exceeds (in absolute value) the observed value under the null hypothesis-a small probability value 
leads to the rejection of the null hypothesis of a normal distribution. 
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Table 22 
Bivariate specifications- Variance Decomposition at the twelve-period horizon 
 Innovation in Oil volatility GDP 
VAR(Oil 
volatility) 
Canada 94.75 5.24 
 France 96.99 3.00 
 Germany 98.48 1.51 
 Italy 90.69 9.30 
 Japan 72.93 27.03 
 United Kingdom 93.00 6.99 
 United States 86.58 13.41 
VAR (GDP) Canada 4.90 95.09 
 France 4.68 95.34 
 Germany 9.10 90.89 
 Italy 34.65 65.34 
 Japan 8.75 91.24 
 United Kingdom 11.94 88.05 
 United States 5.73 94.26 
Notes: The table presents the variance decomposition at a twelve-period horizon. Variance decomposition separates 
the variation in an endogenous variable into the component shocks to the VAR. The variance decomposition provides 
information about how much innovations in the variables explain shocks in the other variables. Factorization is based 
on the Cholesky orthogonal factorization. Based on the Cholesky factor, this contributes to obtain different results 
when I change the ordering of the variables. VD of oil volatility is based on the following ordering: GDP, Oil 
volatility, while VD of GDP is based on this ordering: Oil volatility, GDP. The altering of the ordering of the 
variables is done because I want to put the variable under examination at the end so as to be affected by the remaining 
variables. 
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Table 23 
Four-variate specifications- Variance Decomposition at the twelve-period horizon 
 Innovation in Oil volatility GDP GFCF Un rate 
VAR(Oil 
volatility) 
Canada 86.72 4.09 7.85 1.32 
 France 90.03 5.08 2.51 2.35 
 Germany 91.47 1.07 4.18 3.25 
 Italy 92.95 4.36 0.69 1.98 
 Japan 75.88 15.78 2.98 5.34 
 UK 76.21 4.84 16.22 2.71 
 United States 74.80 8.38 9.94 6.86 
VAR (GDP) Canada 5.33 65.08 15.71 13.86 
 France 5.18 71.38 11.37 12.06 
 Germany 11.63 77.60 5.31 5.44 
 Italy 11.76 71.15 4.77 12.31 
 Japan 3.87 86.79 5.29 4.03 
 UK 12.14 55.19 6.77 25.88 
 United States 12.21 43.69 17.35 26.73 
Notes: The table presents the variance decomposition at a twelve-period horizon. Variance decomposition separates 
the variation in an endogenous variable into the component shocks to the VAR. The variance decomposition provides 
information about how much innovations in the variables explain shocks in the other variables. Factorization is based 
on the Cholesky orthogonal factorization. Based on the Cholesky factor, this contributes to obtain different results 
when I change the ordering of the variables. VD of oil volatility is based on the following ordering: GDP, GFCF, Un 
rate and Oil volatility, while VD of GDP is based on this ordering: Oil volatility, GFCF, Un rate and GDP. The 
altering of the ordering of the variables is done because I want to put the variable under examination at the end so as 
to be affected by the remaining variables. 
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Table 23 (continued) 
VAR(GFCF) Canada 8.82 13.82 70.95 6.40 
 France 3.29 18.46 75.54 2.69 
 Germany 1.15 7.45 83.64 7.75 
 Italy 0.60 0.22 98.86 0.30 
 Japan 1.52 13.74 83.07 1.65 
 UK 3.69 10.07 79.43 6.79 
 United States 20.05 29.27 46.24 4.42 
VAR(Un rate) Canada 5.22 35.19 14.97 44.60 
 France 6.78 23.11 19.87 50.23 
 Germany 4.33 7.64 10.95 77.06 
 Italy 5.10 17.21 1.31 76.35 
 Japan 2.06 20.61 7.26 70.05 
 UK 12.30 43.00 5.87 37.84 
 United States 19.95 40.60 6.50 32.86 
Notes: The table presents the variance decomposition at a twelve-period horizon. Variance decomposition separates 
the variation in an endogenous variable into the component shocks to the VAR. The variance decomposition provides 
information about how much innovations in the variables explain shocks in the other variables. Factorization is based 
on the Cholesky orthogonal factorization. Based on the Cholesky factor, this contributes to obtain different results 
when I change the ordering of the variables. VD of GFCF is based on this ordering: GDP, Oil volatility, Un rate and 
GFCF while VD of Un rate is based on this ordering: GDP, Oil volatility, GFCF and Un rate. The altering of the 
ordering of the variables is done because I want to put the variable under examination at the end so as to be affected 
by the remaining variables. 
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a) Canada 
 
b) France 
 
 
 
Fig. 4. Impulse responses to one SD shock in the bivariate specification for oil volatility 
changes. 
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c) Germany 
 
d) Italy 
 
 
 
Fig. 4. Impulse responses to one SD shock in the bivariate specification for oil volatility 
changes. 
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e) Japan 
 
f) United Kingdom 
 
 
Fig. 4. Impulse responses to one SD shock in the bivariate specification for oil volatility 
changes. 
 
 120 
 
g) United States 
 
Fig. 4. Impulse responses to one SD shock in the bivariate specification for oil volatility 
changes. 
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a) Canada 
 
 
Fig. 5. Impulse responses to one SD shock in the four-variate specification for oil 
volatility changes. 
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b) France 
 
Fig. 5. Impulse responses to one SD shock in the four-variate specification for oil 
volatility changes. 
 
 
 
 123 
 
c) Germany 
 
Fig. 5. Impulse responses to one SD shock in the four-variate specification for oil 
volatility changes. 
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d) Italy 
 
Fig. 5. Impulse responses to one SD shock in the four-variate specification for oil 
volatility changes. 
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e) Japan 
 
Fig. 5. Impulse responses to one SD shock in the four-variate specification for oil 
volatility changes. 
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f) United Kingdom 
 
Fig. 5. Impulse responses to one SD shock in the four-variate specification for oil 
volatility changes. 
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g) United States 
 
Fig. 5. Impulse responses to one SD shock in the four-variate specification for oil 
volatility changes. 
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Appendix A 
Data source- sample: 1971 q1 to 2010 q1 
Canada  
Gross Fixed Capital Formation Datastream, millions Canadian dollars, constant 
prices, average (CNGFCF…D)  
 Real Gross Domestic Product Datastream, million Canadian dollars,  2002 chained 
prices (CNOEXP03D) 
Unemployment rate Datastream, Seasonally Adjusted , (CNQLRT28Q) 
France  
Gross Fixed Capital Formation Datastream, Millions Euro, 2005 prices, sum 
(FRGFCF…D) 
 Real Gross Domestic Product Datastream, Millions Euro, 2005 chained prices, 
(FROEXP03D) 
Unemployment rate Datastream, Seasonally Adjusted , (FROCFUNRQ) 
Germany  
Gross Fixed Capital Formation FRED (Federal Reserve Economic Data), Seasonally 
Adjusted, billions Euros, sum (DEUGFCFQDSMEI) 
 Real Gross Domestic Product FRED (Federal Reserve Economic Data), not 
Seasonally Adjusted, millions US dollars 
(DEURGDPR) 
Unemployment rate Datastream, Seasonally Adjusted , (CNQLRT26Q) 
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Italy  
Gross Fixed Capital Formation Datastream, Millions Euro, constant prices, average 
(ITOCFIHSD) 
 Real Gross Domestic Product FRED (Federal Reserve Economic Data), not 
Seasonally Adjusted, millions US dollars 
(ITARGDPR) 
Unemployment rate Datastream, Seasonally Adjusted , (ITOCFUNRQ) 
Japan  
Gross Fixed Capital Formation Datastream, millions Japanese Yen,      2005 prices, 
sum (JPOCFINVD) 
 Real Gross Domestic Product Datastream, market prices, constant prices, millions 
Japanese Yen, average (JPOCFGDPD) 
Unemployment rate Datastream, Seasonally Adjusted , (JPUN%TOTQ) 
United Kingdom  
Gross Fixed Capital Formation Datastream, Millions UK sterling pound, chained 
prices, sum (UKGFCF…D) 
 Real Gross Domestic Product Datastream, millions UK sterling pound, 2008 
chained prices(UKOEXP03D) 
Unemployment rate Datastream, Seasonally Adjusted , (UKUN%TOTQ) 
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United States  
Gross Fixed Capital Formation FRED (Federal Reserve Economic Data),  Seasonally 
Adjusted, billions US dollars (USAGFCFQDSMEI) 
 Real Gross Domestic Product FRED (Federal Reserve Economic Data),  Seasonally 
Adjusted, billions of chained US dollars (GDPC1) 
Unemployment rate Datastream, Seasonally Adjusted , (CNQLRT26Q) 
  
 
