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Abstract
Unambiguous automata are nondeterministic automata in which every word has
at most one accepting run. In this paper we give a polynomial-time algorithm
for model checking discrete-time Markov chains against ω-regular specifications
represented as unambiguous automata. We furthermore show that the complex-
ity of this model checking problem lies in NC: the subclass of P comprising
those problems solvable in poly-logarithmic parallel time. These complexity
bounds match the known bounds for model checking Markov chains against
specifications given as deterministic automata, notwithstanding the fact that
unambiguous automata can be exponentially more succinct than deterministic
automata. We report on an implementation of our procedure, including an ex-
periment in which the implementation is used to model check LTL formulas on
Markov chains.
1. Introduction
Unambiguity is a generalization of determinism that has been widely stud-
ied in the theory and applications of automata [11, 12]. In this paper we
are concerned with unambiguous automata over infinite words, that is, non-
deterministic automata in which every word has at most one accepting run.
Our main results hold for the most commonly occurring acceptance conditions
(Bu¨chi, Rabin, Muller, etc.), however in our examples and experimental results
we focus on the case of unambiguous Bu¨chi automata (UBA). An example of
an UBA is the automaton on the right-hand side of Fig. 1 in which both states
are initial and accepting. This automaton is unambiguous by virtue of the fact
that there is exactly one run over every word.
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Figure 1: Left: UBA for “eventually b and a appears k steps before first b”, right: A universal
and separated UBA.
Over infinite words, not only are UBA as expressive as non-deterministic
Bu¨chi automata [1], they can also be exponentially more succinct than deter-
ministic automata. For example, for a fixed k ∈ N the language “eventually b
occurs and a appears k steps before the first b” over the alphabet {a, b, c} is
recognized by an UBA with k+1 states (shown on the left-hand side of Figure 1).
On the other hand, a deterministic automaton for this language requires at least
2k states, regardless of the acceptance condition, as it needs to store the posi-
tions of the a’s among the last k input symbols. Languages of this type arise in
a number of contexts, e.g., absence of unsolicited response in a communication
protocol—if a message is received, then it has been sent in the recent past.
The exponential succinctness of UBA relative to deterministic automata
is also manifested in translations of linear temporal logic (LTL) to automata.
The non-deterministic Bu¨chi automata that are obtained from LTL formulas
by applying the classical closure algorithm of [38, 37] are unambiguous. The
generated automata moreover enjoy the separation property:different states have
disjoint languages. Thus, while the generation of deterministic ω-automata
from LTL formulas incurs a double-exponential blow-up in the worst case, the
translation of LTL formulas into separated UBA incurs only a single exponential
blow-up. This fact has been observed by several authors, see e.g. [15, 33], and
adapted for LTL with step parameters [39, 10].
In the context of probabilistic model checking, UBA provide an elegant al-
ternative to deterministic automata for computing probabilities of ω-regular
properties on finite-state Markov chains. A polynomial-time model checking
procedure for UBA that represent safety properties was given [4], while [15]
gives a polynomial-time algorithm for separated UBA. However, separation is a
rather strong restriction, and non-separated UBA (and even DBA) can be expo-
nentially more succinct than separated UBA, see [8]. Furthermore, algorithms
for the generation of (possibly non-separated) UBA from LTL formulas that
are more compact than the separated UBA generated by the classical closure
algorithm have been realized in the tool Tulip [32, 31] and the automata library
SPOT [16]. This motivates the design of algorithms that operate with general
UBA rather than the subclass of separated UBA.
The main theoretical contribution of this paper is a polynomial-time algo-
rithm to compute the probability that the trajectory generated by a given finite
Markov chain satisfies an ω-regular property specified by a (not necessarily
separated) unambiguous automaton. We present this algorithm under a mild
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assumption on the acceptance condition of the automaton that is satisfied by
commonly occurring acceptance conditions such as Bu¨chi, Rabin, Muller, etc.
Furthermore we use our procedure to show that the model checking problem of
finite Markov chains against unambiguous automata lies in the complexity class
NC: the subclass of P comprising those problems solvable in poly-logarithmic
time by a parallel random-access machine using polynomially many processors.
The existence of a polynomial-time algorithm for model checking Markov chains
against UBA has previously been claimed in [5, 4, 32] (see also [31]). However
these previous works share a common fundamental error—see [3] for details and
counterexamples to incorrect claims in these works.
As a corollary of the above-mentioned NC bound we obtain another proof
of the fact that model checking LTL formulas on Markov chains can be done
using polynomial-space (see [9] for a proof of this fact using weak alternating
automata and see [13, 14] for an automata-free approach). Another corollary
of our main result is that one can decide in NC whether a given UBA accepts
almost all words with respect to the uniform distribution on ω-words. Recall
in this regard that while checking universality is known to be NC-complete
for deterministic Bu¨chi automata and PSPACE-complete for NBA, determining
the complexity of the universality problem for UBA is a long-standing open
problem. Polynomial-time procedures are only known for separated UBA and
other subclasses of UBA [8, 25].
A second contribution of our paper is an implementation of the new al-
gorithm as an extension of the model checker PRISM, using the automata li-
brary SPOT [16] for the generation of UBA from LTL formulas and the COLT
library [24] for various linear algebra algorithms. We evaluate our approach
using the bounded retransmission protocol case study from the PRISM bench-
mark suite [30] as well as specific aspects of our algorithm using particularly
“challenging” UBA.
1.1. Overview of Technical Contributions
Given a finite Markov chainM and an unambiguous automaton A, our goal
is to compute the probability that a trajectory generated by M is accepted by
A. Suppose that M has set of states S and A has set of states Q. Let vector
~z ∈ RQ×S be such that for each q ∈ Q and s ∈ S, ~z〈qs〉 is the probability that
a trajectory of M starting in state s is accepted by A starting in state q. It
suffices to compute ~z.
Our strategy to compute ~z is to find a system of linear equations that has
~z as unique solution. To this end, the first step is to form the product of
the transition functions of A and M, thereby obtaining a nonnegative matrix
B ∈ R(Q×S)×(Q×S), and then to show that B~z = ~z. However this system of
linear equations, being homogeneous, certainly does not determine ~z uniquely.
In case A is deterministic, it is relatively straightforward to write down extra
linear equations that pin down ~z uniquely: one looks at the directed graph
underlying matrix B and classifies the bottom SCCs of this graph as being
either accepting or rejecting, according to the automaton states that appear in
them. One then adds an equation ~z〈qs〉 = 1 for every pair (q, s) in an accepting
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bottom SCC and an equation ~z〈qs〉 = 0 for every pair (q, s) in a rejecting bottom
SCC.
In order to generalise the above analysis to unambiguous automata we rely
extensively on the spectral theory of nonnegative matrices. In particular, rather
than looking at bottom SCCs of matrix B we focus on SCCs that induce sub-
matrices of B with spectral radius one. We call the latter recurrent SCCs.
Recurrent SCCs need not be bottom SCCs when A is unambiguous. We clas-
sify recurrent SCCs as being accepting or rejecting in similar manner to the
deterministic case. For each pair (q, s) in a rejecting recurrent SCC we have an
equation ~z〈qs〉 = 0. For an accepting recurrent SCC D ⊆ Q × S we do not in
general have ~z〈qs〉 = 1 for each (q, s) ∈ D. Rather, writing ~zD for the restriction
of ~z to D, we have ~µ⊤ · ~zD = 1 for some weight vector ~µ ∈ {0, 1}
D. While such
a weight vector can be computed from the determinisation of A, we show how
to compute a weight vector in polynomial time (and even NC) by exploiting
structural properties of unambiguous automata. Given such a weight vector ~µ
we add the single linear equation ~µ⊤ · ~zD = 1 to our system and thereby ensure
a unique solution.
The second contribution is an implementation of the new algorithm as an
extension of the model checker PRISM, using the automata library SPOT [16]
for the generation of unambiguous automata from LTL formulas and the COLT
library [24] for various linear algebra algorithms. We focus on unambiguous au-
tomata with a Bu¨chi acceptance condition. We evaluate our approach using the
bounded retransmission protocol case study from the PRISM benchmark suite
[30] as well as specific aspects of our algorithm using particularly “challenging”
UBA.
2. Preliminaries
We assume the reader to be familiar with basic notions of Markov chains
and finite automata over infinite words, see, e.g., [22, 28]. In what follows, we
provide a brief summary of our notation for words, finite automata, vectors and
matrices, and Markov chains. We also collect facts in the spectral theory of
nonnegative matrices.
Words. Throughout the article, we suppose that Σ is a finite nonempty alpha-
bet. For L1 ⊆ Σ∗ and L2 ⊆ Σω we write L1 · L2 for the concatenation of L1
and L2, i.e., L1 · L2 = {vw ∈ Σω : v ∈ L1, w ∈ L2}. If L1 = {v} for some
v ∈ Σ∗ then we may write vL2 for L1 · L2.
Finite automata. A (nondeterministic finite) automaton (over infinite words) is
a tuple A = (Q,Σ, δ, Q0,Acc) where Q is the finite set of states, Q0 ⊆ Q is the
set of initial states, Σ is the alphabet, δ : Q×Σ→ 2Q is the transition function,
and Acc ⊆ 2Q is the (Muller) acceptance condition. We extend the transition
function to δ : Q × Σ∗ → 2Q and to δ : 2Q × Σ∗ → 2Q in the standard way.
Given states q, r ∈ Q and a finite word w = a0a1 · · · an−1 ∈ Σ
∗, a run for w from
q to r is a sequence q0q1 · · · qn ∈ Qn+1 with q0 = q, qn = r and qi+1 ∈ δ(qi, ai)
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for i ∈ {0, . . . , n − 1}. A run in A for an infinite word w = a0a1a2 · · · ∈ Σω is
an infinite sequence ρ = q0q1 · · · ∈ Qω such that q0 ∈ Q0 and qi+1 ∈ δ(qi, ai) for
all i ∈ N. Run ρ is called accepting if inf(ρ) ∈ Acc where inf(ρ) ⊆ Q is the set
of states that occur infinitely often in ρ. The language L(A) of accepted words
consists of all infinite words w ∈ Σω that have at least one accepting run. If
R ⊆ Q then A[R] denotes the automaton A with R as set of initial states. If A
is understood from the context and q ∈ Q then we may write Lq for L(A[{q}]).
A is called deterministic if Q0 is a singleton and |δ(q, a)| ≤ 1 for all q ∈ Q and
a ∈ Σ, and unambiguous if each word w ∈ Σω has at most one accepting run
in A. Clearly, each deterministic automaton is unambiguous.
We assume that, given any set R ⊆ Q, one can compute in polynomial time
whether R ∈ Acc. This is the case, e.g., if Acc is given as a Bu¨chi condition, i.e.,
as a set F ⊆ Q of accepting states such that R ∈ Acc if and only if R ∩ F 6= ∅.
We use the acronym UBA for unambiguous Bu¨chi automata.
We say that an automaton A has a diamond from q to r (where q, r ∈ Q) if
there is a finite word w ∈ Σ∗ such that there are at least two different runs for w
from q to r. If A has no diamonds, we say that A is diamond-free. If A is an
unambiguous automaton then one can make it diamond-free in polynomial time:
First remove all states that are unreachable from Q0, along with their incoming
and outgoing transitions. Then compute, in polynomial time, all states q, r
such that there is a diamond from q to r. By unambiguousness, we have Lr = ∅,
so we can remove r from A, along with all incoming and outgoing transitions,
without changing L(A).
Complexity Theory. Let {Cn}n∈N be a family of Boolean circuits such that Cn
has n input gates and any number of output gates. Such a family is said to
be uniform if there is a logn-space bounded Turing machine which on input 1n
outputs Cn. Such a family is moreover said to compute a function f : {0, 1}∗ →
{0, 1}∗ if for each n ∈ N and every word x ∈ Σn the output of Cn on input x
equals f(x). We say that f is computable in NC if there exists a positive integer
d such that f is computed by a uniform family of circuits {Cn}n∈N where Cn
has depth O(logd n). NC is widely considered as the subclass of polynomial-
time computable functions comprising those functions that can be computed
efficiently (i.e., in poly-logarithmic time) in parallel (see, e.g., [35, Chapter 15]).
A standard result of complexity theory is that a function computable in NC
is computable by a Turing machine using poly-logarithmic space [7, Theorem 4].
Two facts that will be used below are that reachability in directed graphs and
matrix determinants (and hence solving systems of linear equations) are both
computable in NC [35].
Vectors and matrices. We consider vectors and square matrices indexed by a
finite set S. We write (column) vectors ~v ∈ RS with arrows on top, and write
~v⊤ for the transpose (a row vector) of ~v. The zero vector and the all-ones
vector are denoted by ~0 and ~1, respectively. A matrix M ∈ [0, 1]S×S is called
stochastic if M~1 = ~1, i.e., if every row of M sums to one. For a set U ⊆ S
we write ~vU ∈ RU for the restriction of ~v to U . Similarly, for T, U ⊆ S we
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write MT,U for the submatrix of M obtained by deleting the rows not indexed
by T and the columns not indexed by U . The (directed) graph of a nonneg-
ative matrix M ∈ RS×S has vertices s ∈ S and edges (s, t) if Ms,t > 0. We
may implicitly associateM with its graph and speak about graph-theoretic con-
cepts such as reachability and strongly connected components (SCCs) in M .
For s, t ∈ S we write Pathss(M) := {s0 · · · sn ∈ sS∗ :
∧n−1
i=0 Msi,si+1 > 0},
Pathss,t(M) := {s0 · · · sn ∈ Pathss(M) : sn = t}, and Paths
ω
s (M) := {s0s1 · · · ∈
sSω :
∧∞
i=0Msi,si+1 > 0}.
Markov chains. A (finite-state discrete-time) Markov chain is a pair M =
(S,M) where S is the finite set of states, and M ∈ [0, 1]S×S is a stochastic
matrix that specifies transition probabilities. An initial distribution is a func-
tion ι : S → [0, 1] satisfying
∑
s∈S ι(s) = 1. Such a distribution induces a
probability measure PrMι on the measurable subsets of S
ω in the standard way.
We may write Prι for Pr
M
ι if M is understood. If ι is concentrated on a single
state s then we may write Prs for Prι. Note that Prs(Paths
ω
s (M)) = 1.
Spectral Theory. The spectral radius of a matrix M ∈ RS×S , denoted ρ(M),
is the largest absolute value of the eigenvalues of M . The following result
summarises some facts in the spectral theory of nonnegative matrices that will
be used in the sequel. In the formulation below, we restrict attention to right
eigenvectors.
Theorem 1. Let M ∈ RS×S be a nonnegative matrix. Then the following all
hold:
1. The spectral radius ρ(M) is an eigenvalue of A and there is a nonnegative
eigenvector ~x with M~x = ρ(M)~x. Such a vector ~x is called dominant.
2. If 0 ≤M ′ ≤M then ρ(M ′) ≤ ρ(M).
3. There is C ⊆ S such that MC,C is strongly connected and ρ(MC,C) =
ρ(M).
Theorem 2. Let M ∈ RS×S be a strongly connected nonnegative matrix. Then
the following all hold:
1. There is an eigenvector ~x with M~x = ρ(M)~x such that ~x is strictly positive
in all components.
2. The eigenspace associated with ρ(M) is one-dimensional.
3. If 0 ≤M ′ < M (i.e., M ′i,j < Mi,j for some i, j ∈ S) then ρ(M
′) < ρ(M).
4. If ~x ≥ 0 and M~x ≤ ρ(M)~x then M~x = ρ(M)~x.
These results can all be found in [6, Chapter 2]. Specifically, Theorems 1(1)
and 2(1–2) are part of the Perron-Frobenius theorem, see [6, Theorems 2.1.1,
2.1.4]; Theorems 1(2) and 2(3) are [6, Corollary 2.1.5]; Theorem 1(3) follows
from [6, Corollary 2.1.6(b)]; Theorem 2(4) follows from [6, Corollary 2.1.11].
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3. A Polynomial-Time Model Checking Procedure
Given a Markov chain M, an initial distribution ι, and an automaton A
whose alphabet is the state space ofM, the probabilistic model-checking problem
is to compute Prι(L(A)). This problem is solvable in polynomial time in case
A is a deterministic automaton, and the problem is PSPACE-complete for non-
deterministic automata [14, 9]. The main result of this article extends the
polynomial-time bound from deterministic automata to unambiguous automata.
Theorem 3. Given a Markov chain M, an initial distribution ι, and an unam-
biguous automaton A, the value Prι(L(A)) is computable in polynomial time.
The remainder of this section gives a proof of Theorem 3. The development
heavily relies on two technical lemmas (Lemmas 8 and 10), whose proofs are
given in Sections 4 and 5 respectively.
3.1. The Basic Linear System
Let M = (S,M) be a Markov chain, ι an initial distribution, and A =
(Q,S, δ,Q0,Acc) an unambiguous automaton.
Lemma 4. The following equations hold:
Prι(L(A)) =
∑
s∈S
ι(s) ·
∑
q∈Q0
Prs(Lq) (1)
for all q ∈ Q and s ∈ S : Prs(Lq) =
∑
t∈S
∑
r∈δ(q,s)
Ms,t · Prt(Lr) (2)
Proof. For all q ∈ Q and s ∈ S we have Lq ∩ sSω = s
⋃
r∈δ(q,s) Lr. Hence:
Prs(Lq) = Prs(Lq ∩ sS
ω) = Prs
(
s
⋃
r∈δ(q,s)
Lr
)
=
∑
t∈S
Ms,t · Prt
( ⋃
r∈δ(q,s)
Lr
)
Since A is unambiguous, the sets Lr are pairwise disjoint. Hence (2) follows.
Equation (1) is shown similarly. 
Define the vector ~z ∈ [0, 1]Q×S by ~z〈qs〉 = Prs(Lq). By Lemma 4, to prove
Theorem 3 it suffices to compute ~z in polynomial time. To this end, define a
square matrix B ∈ [0, 1](Q×S)×(Q×S) by
B〈qs〉,〈rt〉 =
{
Ms,t if r ∈ δ(q, s)
0 otherwise.
(3)
As A is unambiguous, B need not to be a stochastic matrix, whereas if A is
deterministic, B is a stochastic matrix. By (2) we have ~z = B~z, i.e., ~z solves
the system of linear equations
~ζ = B~ζ , (4)
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where ~ζ is a vector of variables indexed by Q× S.
Although (4) contains one equation for each 〈qs〉 ∈ Q × S, the vector ~z is
not necessarily the unique solution of (4), e.g., any scalar multiple of ~z is also a
solution. Below we identify suitable equations that, together with (4), have ~z as
a unique solution. These extra equations are based on analysis of the strongly
connected components (SCCs) of matrix B.
Example 5. Consider the UBA A, shown above left in Figure 2. This automa-
ton is unambiguous since any two distinct states have disjoint languages:
Lq0 = {a
2mw : w ∈ (b+a∗)ω, m ≥ 1}
Lq1 = {a
2m−1w : w ∈ (b+a∗)ω, m ≥ 1}
Lq2 = {w : w ∈ (b
+a∗)ω}
Consider moreover the two-state Markov chain M, shown above right in Fig-
ure 2. The weighted graph on the bottom of Figure 2 represents the matrix B,
obtained from A and M according to Equation (3). It is natural to think of
B as a product of A and M. Notice that B is not stochastic: the sum of the
entries in each row (equivalently, the total outgoing transition weight of a graph
node) may be strictly less than one and may be strictly greater than one.
The powers of (submatrices of) B admit a probabilistic interpretation:
Proposition 6. Let C ⊆ Q × S and 〈qs〉, 〈rt〉 ∈ C. Let n ∈ N. Define A :=
BC,C and
EC,n〈qs〉,〈rt〉 := {s0s1 · · · ∈ sS
ω : ∃ q1 · · · qn . 〈q0s0〉 · · · 〈qnsn〉 ∈ Paths〈qs〉,〈rt〉(A)} .
Then (An)〈qs〉,〈rt〉 = Prs
(
EC,n〈qs〉,〈rt〉
)
. In particular:
(Bn)〈qs〉,〈rt〉 = Prs({s0s1 · · · ∈ sS
ω : r ∈ δ(q, s0 · · · sn−1), sn = t})
Proof. Let n ∈ N and s0 · · · sn ∈ Pathss,t(M). Since the unambiguous automa-
ton A is diamond-free, it is has at most one run for s0 · · · sn−1 from q to r. A
sequence q0 · · · qn is such a run if and only if 〈q0s0〉 · · · 〈qnsn〉 ∈ Paths〈qs〉,〈rt〉(B).
Such a path is in Paths 〈qs〉,〈rt〉(A) if and only if 〈q0s0〉, . . . , 〈qnsn〉 ∈ C. In that
case we have:
Prs(s0 · · · snS
ω) = Ms0,s1 · . . . ·Msn−1,sn = A〈q0s0〉,〈q1s1〉 · . . . ·A〈qn−1sn−1〉,〈qnsn〉
The proposition follows. 
3.2. Recurrent SCCs
In this section we define a notion of recurrent SCC for the matrix B, general-
ising the familiar notion of the same name for finite Markov chains. We classify
each recurrent SCC D as either accepting or non-accepting, showing that ~zD is
non-zero just in case D is accepting.
If automaton A is deterministic then the matrix B in (4) is stochastic. While
B need not be stochastic if A is merely unambiguous, we have
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q2
a
a
a
b
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1
2
1
2
1
2
1
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〈q0a〉 〈q1a〉
〈q2b〉〈q1b〉
〈q0b〉
〈q2a〉
1
2
1
2
1
21
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
Figure 2: A UBA A, Markov chainM, and their product B, as described in Example 5.
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Proposition 7. ρ(B) ≤ 1.
Proof. By Proposition 6, all entries of Bn are at most 1. Let ~x 6= ~0 be a
dominant eigenvector, i.e., B~x = ρ(B)~x. Then ρ(B)n~x = Bn~x is bounded over
all n ≥ 0. It follows that ρ(B) ≤ 1. 
Using Theorem 1(2), it follows from Proposition 7 that for anyD ⊆ Q×S we
have ρ(BD,D) ≤ 1. An SCC D ⊆ Q× S of B is called recurrent if ρ(BD,D) = 1.
Such an SCC is said to be accepting if {q : ∃ s . 〈qs〉 ∈ D} ∈ Acc, i.e., if the
collection of all automaton states in D is an accepting set.
The following lemma summarises the key properties of recurrent SCCs that
we will need.
Lemma 8. Let D be a recurrent SCC.
1. For any vector ~x such that ~x = B~x, we have ~xD = BD,D~xD.
2. For all d ∈ D, we have ~zd > 0 iff D is accepting.
Example 9. Consider the matrix B from Example 5, shown in Figure 2. This
matrix has a single recurrent SCC, namely D = {〈q0a〉, 〈q1a〉, 〈q2b〉}. It is ac-
cepting. We have:
BD,D =

 0 1/2 01/2 0 1/2
1/2 1/2 1/2


The vector (1 2 3)⊤ is a dominant eigenvector of BD,D.
3.3. Cuts
In this subsection we introduce the notion of a cut of an SCC. Among other
things, this yields a purely graph-theoretic characterisation of recurrent SCCs:
an SCC is recurrent just in case it has a cut.
Let D ⊆ Q× S be an SCC of B. A set α ⊆ D is called a fiber of D if it can
be written α = α′ × {s} for some α′ ⊆ Q and s ∈ S. Given such a fiber α and
t ∈ S, if Ms,t > 0 then we define a fiber
α⊲t := {〈qt〉 ∈ D : q ∈ δ(α′, s)} .
If Ms,t = 0 then α⊲t is undefined. We extend this definition inductively by
writing α⊲ε := α and α⊲wt := (α⊲w)⊲t for t ∈ S and w ∈ S∗. If α is a
singleton {d} we may write d⊲w for α⊲w.
We call a fiber α ⊆ D a cut of D if (i) α = d⊲v for some d ∈ D and v ∈ S∗,
and (ii) α⊲w 6= ∅ holds for all w ∈ S∗ such that α⊲w is defined. Clearly if α is
a cut then so is α⊲w when the latter is defined. Given a cut α ⊆ D, we call its
characteristic vector ~µ ∈ {0, 1}D a cut vector.
The following lemma summarises the key properties of cuts that we will
need.
Lemma 10. Let D be an SCC. Then
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1. D is recurrent if and only if it has a cut.
2. If D is accepting recurrent and ~µ is a cut vector then ~µ⊤~zD = 1.
3. If D is recurrent one can compute a cut in polynomial time.
Given an accepting recurrent SCC D, say that a vector ~µ ∈ [0, 1]D is a D-
normalizer if ~µ⊤~zD = 1. Then Lemma 10(2) says that a cut vector for D is a
D-normalizer.
Example 11. Consider the matrix B from Example 5, shown in Figure 2, and
its single recurrent SCC D = {〈q0a〉, 〈q1a〉, 〈q2b〉}. Then 〈q0a〉⊲ab = {〈q2b〉}
is a cut and 〈q2b〉⊲a = {〈q0a〉, 〈q1a〉} is another cut. Both the associated cut
vectors are D-normalizers. For example, let ~µ be the cut vector associated with
{〈q0a〉, 〈q1a〉}, i.e., ~µ
⊤ = (1 1 0). Since ~zD = (1/3 2/3 1)
⊤, we have
~µ⊤~zD = 1.
3.4. The Augmented Linear System
We now extend (4) to a linear system that has ~z as unique solution.
Lemma 12. Let D+ be the set of accepting recurrent SCCs, and D0 the set
of non-accepting recurrent SCCs. For each D ∈ D+ let ~µD ∈ [0, 1]
D be a D-
normalizer (which exists by Lemma 10(2)). Then ~z is the unique solution of the
following linear system:
~ζ = B~ζ
for all D ∈ D+ : ~µ
⊤
D
~ζD = 1
for all D ∈ D0 : ~ζD = ~0
(5)
Proof. The vector ~z solves (5): indeed, this follows from the equality ~z = B~z,
the definition of a D-normalizer, and Lemma 8(2).
It remains to show uniqueness. To this end, let ~x solve (5). We show that
~x = ~z.
• Let D ∈ D0. Then ~xD = ~0 = ~zD.
• Let D ∈ D+. By Lemma 8(1), we have ~xD = BD,D~xD and ~zD = BD,D~zD.
By Theorem 2(2), the eigenspace of BD,D is one-dimensional, implying
that ~xD is a scalar multiple of ~zD. We have ~µ
⊤
D~xD = 1 = ~µ
⊤
D~zD, hence
~xD = ~zD.
• Let D :=
⋃
D+ ∪
⋃
D0 be the union of all recurrent SCCs, and let D :=
(Q× S) \D. We have ~x− ~z = B(~x− ~z). It follows
~xD − ~zD = BD,D(~xD − ~zD) +BD,D(~xD − ~zD)
= BD,D(~xD − ~zD)
by the previous two items. By the definition of D, all SCCs C ⊆ D satisfy
ρ(C) < 1. By Theorem 1(3), it follows ρ(BD,D) < 1. Thus ~xD = ~zD. 
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Now we can prove our main result, Theorem 3.
Proof (of Theorem 3). Given a Markov chain M, an initial distribution ι,
and an unambiguous automaton A, proceed as follows.
1. Set up the matrix B from Section 3.1.
2. Compute the SCCs of B.
3. For any SCC C, check whether C is recurrent, by seeing if the linear
system BC,C~x = ~x has a non-zero solution.
4. For any accepting recurrent SCC D, compute a cut vector ~µ using
Lemma 10(3).
5. Solve the linear system (5) in Lemma 12.
6. Compute Prι(L(A)) using (1) in Lemma 4. 
4. Proof of Lemma 8
4.1. Proof of Lemma 8(1)
Proof of Lemma 8(1). If ~xD = ~0 then clearly ~xD = BD,D~xD. Otherwise, observe
that ~xD = (B~x)D ≥ BD,D~xD. Since ρ(BD,D) = 1 and D is strongly connected,
it follows, by Theorem 2(4), that ~xD = BD,D~xD. 
4.2. Proof of Lemma 8(2)
The proof of Lemma 8(2) requires some auxiliary definitions and results.
Let C,D ⊆ Q × S be two SCCs of matrix B. We write C  D if C is
reachable from D. Note that  is a partial order on the SCCs. In case matrix
B is stochastic the recurrent SCCs are just the bottom SCCs. While this does
not hold in general, we have the following result.
Proposition 13. Let D ⊆ Q × S be a recurrent SCC. Then all SCCs C ≺ D
are such that ~zC = ~0.
Proof. By Lemma 8(1) we have ~zD = BD,D~zD. Since ~zD = (B~z)D, we have
for any c ∈ (Q × S) \ D that BD,c~zc = ~0. So if BD,c 6= ~0 then ~zc = 0. It
follows that ~zC = ~0 for all SCCs C directly below D and hence ~zC = ~0 for all
SCCs C ≺ D. 
Let πQ : Q × S → Q and πS : Q × S → S denote the obvious projection
maps. We extend both maps pointwise to finite and infinite sequences, e.g., we
have πQ : (Q× S)∗ → Q∗.
Proposition 14. Let D be a recurrent SCC, let C ⊆ D be strongly connected,
and let c = 〈qs〉 ∈ C. Define A := BC,C and write
ECc := {w ∈ Paths
ω
s (M) : ∃v ∈ Paths
ω
d (A) s.t. πS(v) = w} .
Then Prs(E
C
c ) > 0 iff C = D.
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Proof. Let ~x ≥ ~0 be a dominant eigenvector of A and write ~xmin and ~xmax
for the respective minimum and maximum entries of ~x. Since C is strongly
connected, we have ~xmin > 0.
For n ∈ N and d ∈ D, recall the notation EC,nc,d from Proposition 6. Write
also EC,nc :=
⋃
d∈C E
C,n
c,d . Then E
C
c =
⋂
n∈NE
C,n
c by Ko¨nig’s Lemma. We have
for any d ∈ C:
(An)c,d
Prop. 6
= Prs(E
C,n
c,d ) ≤ Prs(E
C,n
c ) ≤
∑
d′∈C
Prs(E
C,n
c,d′ ) =
∑
d′∈C
(An)c,d′ (6)
Suppose now that C = D. Then ρ(A) = 1 and thus
|C| · Prs(E
C,n
c ) ≥
∑
d∈C
(An)c,d by Equation (6)
= (An~1)c
≥ 1
~xmax
(An~x)c since ~x ≤ ~xmax ·~1
= ~xc
~xmax
since A~x = ~x
By continuity of measures it follows that Prs(E
C
c ) > 0.
Conversely, suppose that C 6= D. Then
Prs(E
C,n
c ) ≤
∑
d∈C
(An)c,d by Equation (6)
= (An~1)c
≤ 1
~xmin
(An~x)c since ~xmin ·~1 ≤ ~x
= ρ(A)n ~xc
~xmin
since A~x = ρ(A)~x
But ρ(A) < 1 by Theorem 2(3). By continuity of measures it follows that
Prs(E
C
c ) = 0. 
Proposition 15. Let D be a recurrent SCC. Write
E<D :=
⋃
u∈S∗
⋃
C(D
⋃
d∈C
uECd .
Then Prs(E
<D) = 0 for all s ∈ S.
Proof. Let s ∈ S, and u ∈ S∗, and C ( D be strongly connected, and
〈rt〉 = d ∈ C. Then Prs(uECd ) ≤ Prt(E
C
d ) = 0 by Proposition 14. Thus E
<D
is a countable union of sets of measure zero with respect to Prs. It follows
Prs(E
<D) = 0. 
Proof of Lemma 8(2). Let d = 〈qs〉 ∈ D. We show that ~zd > 0 iff D is accepting.
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Suppose that D is accepting. Recall the definitions of ECd and E
<D in
Propositions 14 and 15. Since D is accepting, we have EDd \E
<D ⊆ Lq. Hence:
~zd = Prs(Lq)
≥ Prs(E
D
d \ E
<D)
≥ Prs(E
D
d )− Prs(E
<D)
> 0 by Propositions 14 and 15
Suppose now that D is not accepting. Let v ∈ Pathsωd (B) be such that
inf(πQ(v)) ∈ Acc. Since D is not accepting, v must eventually either remain in
a strongly connected set C ( D or reach an SCC C ≺ D. Thus we have
Pathsωs (M) ∩ Lq ⊆ E
<D ∪
⋃
u∈S∗
⋃
C≺D
⋃
〈rt〉∈C
u(Pathsωt (M) ∩ Lr) . (7)
We have Prs(E
<D) = 0 by Proposition 15. For any SCC C ≺ D, 〈rt〉 ∈ C, and
u ∈ S∗, we have
Prs(u(Paths
ω
t (M) ∩ Lr)) ≤ Prt(Paths
ω
t (M) ∩ Lr) = ~z〈rt〉 = 0 ,
with the last equality following from Proposition 13. Thus the right-hand side
of (7) is a countable union of sets of measure zero with respect to Prs. It follows
that ~z〈qs〉 = Prs(Paths
ω
s (M) ∩ Lq) = 0. 
5. Proof of Lemma 10
5.1. Proof of Lemma 10(1)
Proof of Lemma 10(1). LetD ⊆ Q×S be an SCC. We have for all 〈qs〉, 〈rt〉 ∈ D:
Prs
(
ED,n〈qs〉,〈rt〉
)
= Prs({s0s1s2 · · · ∈ Paths
ω
s (M) : 〈rt〉 ∈ 〈qs〉⊲s1 · · · sn})
(8)
Define A := BD,D. By Theorem 2(1), A has a dominant eigenvector ~x, positive
in all entries, with A~x = ρ(A)~x. Write ~xmin > 0 for the smallest entry of ~x. For
any d0 = 〈q0s0〉 ∈ D and n ∈ N define a random variable Xd0n : Paths
ω
s0
(M)→
R≥0 by
Xd0n (s0s1 · · · ) =
∑
d∈ d0⊲s1···sn
~xd .
We have:
Exs0(X
d0
n )
(8)
=
∑
d∈D
Prs0
(
ED,nd0,d
)
· ~xd
Prop. 6
= (An~x)d0 = ρ(A)
n~xd0 , (9)
where Exs0 denotes expectation with respect to Prs0 .
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Towards the direction “⇐=”, let d0⊲s1 · · · sk be a cut, where d0 = 〈q0s0〉.
Then we have for all n ≥ k, using Markov’s inequality:
0 < Prs0(s0 · · · skS
ω) · ~xmin ≤ Prs0(X
d0
n ≥ ~xmin) · ~xmin
≤ Exs0(X
d0
n )
(9)
= ρ(A)n~xd0
This gives a uniform lower bound on ρ(A)n for all n ≥ k. Hence ρ(A) ≥ 1, and
so D is recurrent.
Towards the converse “=⇒”, suppose that D has no cuts. Let d0 = 〈q0s0〉 ∈
D. Since D has no cuts, for any set d0⊲v ⊆ D there exists w ∈ S∗ with
d0⊲vw = ∅. It follows that there are ℓ ∈ N and y > 0 such that for all s0 · · · sn ∈
Pathss0(M):
Prs0(0 = X
d0
n+ℓ = X
d0
n+ℓ+1 = . . . | s0 · · · snS
ω) ≥ y
Thus, Xd00 , X
d0
1 , . . . converges to 0 almost surely with respect to Prs0 . Since
Xd00 , X
d0
1 , . . . is bounded (by
∑
d∈D ~xd), it follows limn→∞ Exs0(X
d0
n ) = 0.
By (9), we conclude ρ(A) < 1, i.e., D is not recurrent. 
5.2. Proof of Lemma 10(2)
For the proof of Lemma 10(2) we use the following standard fact about
model-checking Markov chains:
Lemma 16. Let M = (S,M) be a Markov chain, and L ⊆ Sω an ω-regular
language. Suppose s0 ∈ S such that Prs0(L) < 1. Then there exists s0 · · · sn ∈
Pathss0(M) such that Prsn({w ∈ snS
ω : s0 · · · sn−1w ∈ L}) = 0.
Proof (sketch). Let A be a deterministic Rabin automaton that accepts L.
Let q0 be the initial state of A. Let 〈q0s0〉 · · · 〈qnsn〉 be a path in the product
of A and M that leads to a non-accepting bottom SCC of the product. Then
s0 · · · sn has the required properties. 
Proof of Lemma 10(2). Let D be a recurrent SCC, and let α = α′ × {sn} =
〈q0s0〉⊲s1 · · · sn ⊆ D be a cut. Recall that α′ ⊆ δ(q0, s0 · · · sn−1). Let ~µ ∈
{0, 1}D be the cut vector associated with α. Then we have:
~µ⊤~zD =
∑
d∈α
~zd =
∑
q∈α′
Prsn(Lq) ≤
∑
q∈δ(q0,s0···sn−1)
Prsn(Lq)
= Prsn(L(A[δ(q0, s0 · · · sn−1)])) ,
where the last equality holds as the sets Lq are disjoint by unambiguousness.
Hence ~µ⊤~zD ≤ 1. Suppose ~µ⊤~zD < 1. Then Prsn(L(A[δ(q0, s0 · · · sn−1)])) < 1.
Then by Lemma 16 there exists sn · · · sm ∈ Pathssn(M) such that
Prsm({w ∈ smS
ω : sn · · · sm−1w ∈ L(A[δ(q0, s0 · · · sn−1)])}) = 0 .
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Equivalently,
Prsm({w ∈ smS
ω : w ∈ L(A[δ(q0, s0 · · · sm−1)])}) = 0 . (10)
But since α is a cut, we have 〈q0s0〉⊲s1 · · · sm 6= ∅, i.e, there exists q ∈
δ(q0, s0 · · · sm−1) with 〈qsm〉 ∈ D. By (10) we have Prsm(Lq) = 0. With
Lemma 8(2) it follows that D is not accepting. 
5.3. Proof of Lemma 10(3)
Let D ⊆ Q×S be a recurrent SCC. In this section we show how to compute
a cut in polynomial time. By Lemma 10(2), this also yields a D-normalizer if
D is accepting.
Since automaton A is diamond-free, we have that if d⊲v ⊇ {d1, d2} with
d1 6= d2 then any sets d1⊲w and d2⊲w are disjoint.
Lemma 17. Let D ⊆ Q × S be a recurrent SCC. Let d ∈ D. Suppose w ∈ S∗
is such that d⊲w ∋ d is not a cut. Then there are v ∈ S∗ and d′ 6= d with
d⊲v ⊇ {d, d′} and d′⊲w 6= ∅. Hence d⊲vw ⊇ {d, d′}⊲w ) d⊲w.
Proof. Since D is recurrent, by Lemma 10(1), D has a cut α, say α = d1⊲v1.
Since D is an SCC, there is v0 with d⊲v0 ∋ d1, hence d⊲v0v1 ⊇ α is also a cut.
Again, since D is an SCC, there is v2 with d⊲v0v1v2 ∋ d. Define v := v0v1v2.
Then d⊲v ∋ d is a cut. Moreover, we have d⊲vw ⊇ d⊲w ∋ d. Since d⊲vw is a cut
but d⊲w is not, we have d⊲vw ) d⊲w. So there is d′ ∈ d⊲v \ {d} with d′⊲w 6= ∅.

Lemma 18. Let D ⊆ Q × S be a recurrent SCC. Let d = 〈q0s0〉 ∈ D. The
following algorithm is a polynomial-time algorithm that computes w ∈ S∗ with
|w| ≤ |Q|3|S| such that d⊲w is a cut of D:
1. w := ε (the empty word)
2. while ∃ v ∈ S∗ and ∃ d′ 6= d such that d⊲v ⊇ {d, d′} and d′⊲w 6= ∅ :
w := vw
3. return d⊲w
Proof. By Lemma 17 the algorithm returns a cut. In every iteration, the
set d⊲w increases (cf. Lemma 17), so the algorithm terminates after at most |Q|
iterations.
Consider the directed graph G = (V,E) with
V = {(q, q′, s) ∈ Q×Q× S : 〈qs〉, 〈q′s〉 ∈ D}
E = {(q, q′, s)→ (r, r′, t) : δ(q, s) ∋ r, δ(q′, s) ∋ r′, Ms,t > 0} .
Then for any v = s1 · · · sn ∈ S∗ and dn = 〈qnsn〉, d′n = 〈q
′
nsn〉 ∈ D we have
d⊲v ⊇ {dn, d′n} if and only if there are q1, q
′
1, . . . , qn−1, q
′
n−1 such that
(q0, q0, s0)→ (q1, q
′
1, s1)→ · · · → (qn, q
′
n, sn)
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is a path in G. It follows that with a (polynomial-time) reachability analysis
of G one can compute all d′ ∈ D for which there exists vd′ ∈ S∗ with d⊲vd′ ⊇
{d, d′}. The shortest such vd′ correspond to shortest paths in G, hence satisfy
|vd′ | ≤ |V | ≤ |Q|2|S|. Moreover, one can check in polynomial time whether
d′⊲w 6= ∅. 
6. An NC Model Checking Procedure
In this section we show that one can model check Markov chains against
unambiguous automata in NC. To achieve this we strengthen an assumption
made in Section 2: in the following we assume that, given an automaton A =
(Q,Σ, δ, Q0,Acc) and a set R ⊆ Q, one can compute in NC whether R ∈ Acc.
This is the case, e.g., if Acc is given as a Bu¨chi condition. We show:
Theorem 19. Given a Markov chain M, an initial distribution ι, and an un-
ambiguous automaton A, the value Prι(L(A)) is computable in NC.
As a consequence, our approach yields optimal complexity for model checking
Markov chains against LTL specifications:
Corollary 20. Given a Markov chain M, an initial distribution ι, and an LTL
formula ϕ, the value Prι(L(ϕ)) is computable in PSPACE.
Proof. There is a classical polynomial-space procedure that translates ϕ into
an (exponential-sized) Bu¨chi automaton Aϕ [37]. As noted by several authors
(e.g., [10, 15]), this procedure can easily be adapted to ensure that Aϕ be a
UBA.
Now recall from Section 2 that a function that is computable in NC is also
computable in poly-logarithmic space. By Theorem 19 it follows that we can
compute Prι(L(ϕ)) in poly-logarithmic space in Aϕ and M. Thus using stan-
dard techniques for composing space-bounded transducers (see, e.g., [35, Propo-
sition 8.2]), we can compute Prι(L(ϕ)) using polynomial space in ϕ and M.

Towards a proof of Theorem 19, observe that most steps of the algorithm
from the proof of Theorem 3 can be implemented in NC in a straightforward way.
The exception is the cut-computation algorithm from Lemma 18, which seems
inherently sequential. Recall that we used this algorithm because a cut vector
of an accepting recurrent SCC D yields a D-normalizer (Lemma 10(2)) and we
need such a normalizer to set up up the equation system (5) from Lemma 12.
Note that any convex combination of normalizers is also a normalizer. In the
following we show how to compute such a normalizer in NC.
Let D ⊆ Q × S be a recurrent SCC. Let d0 = 〈q0s0〉 ∈ D. Define E :=
{d ∈ D : ∃ v ∈ S∗ . d0⊲v ⊇ {d0, d}}. Observe that E is fibered on s0, i.e., there
is R ⊆ Q with E = R × {s0}. For any q ∈ Q and w ∈ S∗ and α ⊆ Q with
〈qs0〉⊲w = α× {s0} we write q⊲w = α to avoid clutter. Hence
R = {q ∈ Q : ∃ v ∈ S∗. q0⊲v ⊇ {q0, q}} .
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One can compute R in NC by a graph reachability analysis. Similarly, one can
compute in NC for any q ∈ R a word vq ∈ S∗ such that q0⊲vq ⊇ {q0, q}. One
can also compute in NC for any q ∈ R a matrix A(q) ∈ {0, 1}R×R such that
A(q)r,r′ = 1 if and only if r⊲vq ∋ r′. Define
A :=
1
|R|
∑
q∈R
A(q) .
In the following, for a set α ⊆ R, we write ~χ(α) ∈ {0, 1}R for the characteristic
vector of α. If α is a singleton set {q} we may write ~χ(q) for ~χ(α). The following
lemma provides a D-normalizer:
Lemma 21. Let D ⊆ Q× S be an accepting recurrent SCC. Let d0 = 〈q0s0〉 ∈
D. Define R ⊆ Q and A ∈ [0, 1]R×R as above. Then the limit
~η⊤ := lim
n→∞
~χ(q0)
⊤An ∈ [0, 1]R
exists. The vector ~µ ∈ [0, 1]D with
~µ〈qs〉 =
{
~ηq if q ∈ R and s = s0
0 otherwise
is a D-normalizer.
Proof. Observe that A(q)q0,q0 = A(q)q0,q = 1 for all q ∈ R. For any
q1, . . . , qn ∈ R we have q0⊲vq1 · · · vqn ⊇ {q0, qn}. Since the automaton A is
diamond-free, we have more generally:
~χ(q0)
⊤A(q1) · . . . · A(qn) = ~χ(q0⊲vq1 · · · vqn)
⊤ (11)
It follows that, for all n, the entries of ~χ(q0)
⊤An are at most 1, and the q0-entry
equals 1. Since A is nonnegative, we obtain:
~χ(q0)
⊤ ≤ ~χ(q0)
⊤A ≤ ~χ(q0)
⊤A2 ≤ · · ·
So the limit ~η⊤ exists.
Define Cuts := {α ⊆ R : α× {s0} is a cut} and V := {vq ∈ S∗ : q ∈ R}. By
Lemma 17 there are q¯1, . . . , q¯k ∈ R such that q0⊲v¯ ∈ Cuts, where v¯ = vq¯1 · · · vq¯k .
In fact, more generally, if w ∈ V ∗ · {v¯} · V ∗ then q0⊲w ∈ Cuts.
Consider the stochastic process r1, r2, . . . where the ri are chosen from R
independently and uniformly at random. It follows from (11) that we have
~χ(q0)
⊤An = Ex
(
~χ(q0⊲vr1 · · · vrn)
⊤
)
for all n ∈ N , (12)
where Ex denotes expectation with respect to the stochastic process. Almost
surely, q¯1, . . . , q¯k will eventually appear as a contiguous subsequence of r1, r2, . . ..
That is, vr1vr2 · · · ∈ V
∗ · {v¯} · V ω almost surely, and thus almost surely there is
n ∈ N such that q0⊲vr1 · · · vrm ∈ Cuts for all m ≥ n. It follows with (12) that
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~η⊤ := limn→∞ ~χ(q0)
⊤An is a convex combination of {~χ(α) : α ∈ Cuts}. Hence
the vector ~µ defined in the statement is a convex combination of {~ν(α) : α ∈
Cuts} where ~ν(α) ∈ {0, 1}D denotes the vector with
~ν(α)〈qs〉 =
{
~χ(α)q if q ∈ R and s = s0
0 otherwise
}
=
{
1 if q ∈ α and s = s0
0 otherwise .
By Lemma 10(2), the vector ~ν(α) is a D-normalizer for any α ∈ Cuts. It follows
that ~µ is a convex combination of D-normalizers. Hence ~µ is a D-normalizer.

Lemma 22. The vector ~η with ~η⊤ = limn→∞ ~χ(q0)
⊤An from Lemma 21 is the
unique solution of the linear system
~ξ⊤ = ~ξ⊤(A− E) + ~χ(q0)
⊤ (13)
where ~ξ is a vector of variables indexed by R, and E ∈ {0, 1}R×R is the matrix
with Eq,r = 1 if and only if q = r = q0.
Proof. Recall from the proof of Lemma 21 that we have
(
~χ(q0)
⊤An
)
q0
= 1 for
all n. It follows that ~ηq0 = 1 and thus ~η
⊤E = ~χ(q0)
⊤. Hence we have:
~η⊤ = ~η⊤A = ~η⊤(A− E) + ~η⊤E = ~η⊤(A− E) + ~χ(q0)
⊤
So ~η solves (13). Towards uniqueness, since
~η⊤ = ~η⊤(A− E) + ~χ(q0)
⊤
=
(
~η⊤(A− E) + ~χ(q0)
⊤
)
(A− E) + ~χ(q0)
⊤ ,
we have:
~η⊤(A− E)2 = ~η⊤ − ~χ(q0)
⊤A+ ~χ(q0)
⊤E − ~χ(q0)
⊤
= ~η⊤ − ~χ(q0)
⊤A
Since Aq0,q > 0 holds for all q ∈ R, it follows that ~η
⊤(A − E)2 is less than ~η⊤
in all entries. Hence ρ(A − E) < 1. Let ~x be any solution of (13). Then
~x⊤ − ~η⊤ =
(
~x⊤ − ~η⊤
)
(A− E). Since ρ(A− E) < 1, it follows ~x = ~η. 
Now we can prove Theorem 19.
Proof (of Theorem 19). We follow the same approach as in the proof of
Theorem 3. Most steps can easily be carried out in NC. Instead of step 4, we
compute, in NC, the vector ~η by solving the linear system (13) in Lemma 22.
From ~η we easily obtain a D-normalizer by Lemma 21. 
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7. Implementation and Experiments
We implemented a probabilistic model checking procedure for Markov chains
and UBA specifications using the algorithm detailed in Section 3 as an extension
to the probabilistic model checker PRISM [29] version 4.4 beta. All experiments
were carried out on a computer with two Intel E5-2680 8-core CPUs at 2.70 GHz
with 384GB of RAM running Linux, a time limit of 30 minutes and a memory
limit of 10GB. Our implementation is based on the explicit engine of PRISM,
where the Markov chain is represented explicitly. Our implementation supports
UBA-based model checking for handling the LTL fragment of PRISM’s PCTL∗-
like specification language as well as direct verification against a path specifica-
tion given by a UBA provided in the HOA format [2]. For LTL formulas, we
rely on external LTL-to-UBA translators. For the purpose of the benchmarks
we employ the ltl2tgba tool from SPOT [17] version 2.5 to generate a UBA for
a given LTL formula. For the linear algebra parts of the algorithms, we use the
COLT library [24].
7.1. Analyzing SCCs
In our experiments we solved the linear system (5) SCC-wise, bottom-up. We
considered two different variants for checking recurrence of an SCC. The first
variant relies on COLT to perform a QR decomposition of the matrix for the SCC
to compute the rank, which allows for deciding the recurrence of the SCC. The
second approach relies on a variant of the power iteration method for iteratively
computing an eigenvector. This method has the benefit that, in addition to
deciding recurrence of an SCC, the computed eigenvector can be directly used
to compute the values of ~z corresponding to an accepting recurrent SCC, once
a cut has been found. We have evaluated the performance and scalability of
the cut generation algorithm together with both approaches for treating SCCs
with selected automata specifications that are challenging for our UBA-based
model checking approach. As the power iteration method performed better,
our benchmark results presented in this section use this method for the SCC
handling.
Recurrence check via rank computation. Let D ⊆ Q × S be an SCC. Using
Theorem 1(1) we can check whether D is recurrent by seeing if the linear system
BD,D~x = ~x has a non-zero solution. It is equivalent to check whether the matrix
BD,D−I has full rank, where I is the D×D identity matrix. Indeed, if BD,D−I
has full rank, then it has a trivial kernel {0}D, so BD,D~x = ~x does not have a
non-zero solution. Conversely, if BD,D − I does not have full rank, then there
is a non-zero ~x with BD,D~x = ~x.
Iterative algorithm. Consider again an SCC D ⊆ Q × S, and define B = (I +
BD,D)/2. Denote by ~1 ∈ {1}D the column vector all whose components are 1.
For i ≥ 0 define ~y(i) = B
i~1. Our algorithm is as follows. Exploiting the
recurrence ~y(i + 1) = B~y(i) compute the sequence ~y(0), ~y(1), . . . until we find
i > 0 with either ~y(i+1) < ~y(i) (by this inequality we mean strict inequality in
7 IMPLEMENTATION AND EXPERIMENTS 21
all components) or ~y(i + 1) ≈ ~y(i). In the first case we conclude that D is not
recurrent.
In the second case we conclude that D is recurrent. If D is, in addition,
accepting, then we can use the result of our iterative computation to simplify
the linear system (5): we compute a cut vector ~µ and a scalar c > 0 so that
c~µ⊤~y(i) = 1, and replace all equations in (5) with variables from ~ζD on the
left-hand side by ~ζD = c~y(i). This algorithm is justified by the following two
lemmas, combined with Lemma 10(2).
Lemma 23. D is recurrent if and only if there is no i ≥ 0 with ~y(i+1) < ~y(i).
Lemma 24. If D is recurrent, then ~y(∞) := limi→∞ ~y(i) > ~0 exists, and
B~y(∞) = ~y(∞), and ~zD is a scalar multiple of ~y(∞).
For the proofs we need the following two auxiliary lemmas:
Lemma 25. For any ~y ∈ CD and any c ∈ C we have BD,D~y = c~y if and only
if B~y = 1+c2 ~y. In particular, BD,D and B have the same eigenvectors with
eigenvalue 1.
Proof. Immediate. 
Lemma 26. Let ρ > 0 denote the spectral radius of B. Then the matrix limit
limi→∞
(
B/ρ
)i
exists and is strictly positive in all entries.
Proof. Since BD,D is irreducible, B
|D|
is strictly positive (in all entries). Then
it follows from [23, Theorem 8.2.7] that the matrix limit
lim
i→∞
(
B/ρ
)i
= lim
i→∞
((
B/ρ
)|D|)i
exists and is strictly positive. 
Proof (of Lemma 23). Let i ≥ 0 with ~y(i + 1) < ~y(i). With [6, Theorem
2.1.11] it follows that the spectral radius of B is < 1, hence by Lemma 25 the
spectral radius of BD,D is < 1 as well, i.e., D is not recurrent.
For the converse, supposeD is not recurrent, i.e., the spectral radius of BD,D
is < 1. Let ρ denote the spectral radius of B. By Lemma 25, we have ρ < 1. If
ρ = 0 then B is the zero matrix and we have ~y(1) = ~0 < ~1 = ~y(0). Let ρ > 0.
It follows from Lemma 26 that there is i ≥ 0 such that ρ
(
B/ρ
)i+1
<
(
B/ρ
)i
(with the inequality strict in all components). Hence B
i+1
< B
i
and ~y(i+ 1) =
B
i+1~1 < B
i~1 = ~y(i). 
Proof (of Lemma 24). Let D be recurrent, i.e., the spectral radius of BD,D
is 1. So, with Lemma 25 the spectral radius of B is 1. By Lemma 26 the limit
~y(∞) = limi→∞B
i~1 exists and is positive. From the definition of ~y(∞) we
have B~y(∞) = ~y(∞). By Lemma 25 also BD,D~y(∞) = ~y(∞). Since ~z = B~z,
Lemma 8(1) implies BD,D~zD = ~zD. By Theorem 2(2), the eigenspace of BD,D
is one-dimensional, implying that ~zD is a scalar multiple of ~y(∞). 
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Figure 3: UBA “complete automaton” (left) and “nearly complete automaton” (right) for
k = 2.
7.2. Evaluation of the rank computation
To assess the scalability of our implementation in the face of particularly
difficult UBA, we considered two families of parametrized UBA. Both have an
alphabet defined over a single atomic proposition resulting in a two-element al-
phabet that we use to represent either a 0 (meaning the negated atomic proposi-
tion) or a 1 bit (meaning the positive atomic proposition). The first automaton
(“complete automaton”), depicted in Figure 3 on the left for k = 2, is a com-
plete automaton, i.e., recognizes Σω. It consists of a single, accepting starting
state that non-deterministically branches to one of 2k states, each one leading
after a further step to a k-state chain that only lets a particular k-bit bitstring
pass, subsequently returning to the initial state. As all the k-bit bitstrings that
can occur have a chain, the automaton is complete. Likewise, the automaton is
unambiguous as each of the bitstrings can only pass via one of the chains.
Our second automaton (“nearly complete automaton”), depicted in Figure 3
on the right for k = 2, arises from the first automaton by a modification of
the chain for the “all zero” bitstring, inhibiting the return to the initial state.
Clearly, the automaton is not complete.
We use both kinds of automata in an experiment using our extension of
PRISM against a simple, two-state DTMC that encodes a uniform distribution
between the two “bits”. This allows us to determine whether the given au-
tomaton is almost universal. As the PRISM implementation requires the explicit
specification of a DTMC, we end up with a product that is slightly larger than
the UBA, even though we are essentially performing the UBA computations
for the uniform probability distribution. In particular, this experiment serves
to investigate the scalability of our implementation in practice for determining
whether an SCC is positive, for the cut generation and for computing ~z. It
should be noted that equivalent deterministic automata, e.g., obtained by de-
terminizing the UBA using the ltl2dstar tool are significantly smaller (in the
range of tens of states) due to the fact that the UBA in question are constructed
7 IMPLEMENTATION AND EXPERIMENTS 23
inefficiently on purpose.
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cut generation power iter. rank-based
k |A| SCC size tcut ext. checks cut size teigen iter. tpositive tvalues
5 193 258 0.1 s 10124 32 <0.1 s 215 0.5 s 0.4 s
6 449 578 0.1 s 40717 64 <0.1 s 282 4.3 s 4.3 s
7 1025 1282 0.9 s 172102 128 0.1 s 358 56.5 s 56.9 s
8 2305 2818 1.8 s 929413 256 0.1 s 443 830.8 s 835.1 s
9 5121 6146 17.9 s 6818124 512 0.1 s 537 - -
Table 1: Benchmark results for “complete automaton” with parameter k. − stands for time-out.
power iteration rank-based
k |A| SCC size teigen iter. tpositive
5 193 250 <0.1 s 52 0.4 s
6 449 569 <0.1 s 78 4.1 s
7 1025 1272 <0.1 s 112 54.4 s
8 2305 2807 0.1 s 155 844.0 s
9 5121 6134 0.1 s 205 -
Table 2: Benchmark results for “nearly complete automaton” with parameter k
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Table 1 presents statistics for our experiments with the “complete automa-
ton” with various parameter values k, resulting in increasing sizes of the UBA
and the SCC (number of states). We list the time spent for generating a cut
(tcut), the number of iterations in the cut generation algorithm of Lemma 18,
and the size of the cut. In all cases, the cut generation requires 2 iterations.
Then we compare the SCC handling based on the power iteration with the SCC
handling relying on a rank computation for determining positivity of the SCC
and a subsequent computation of the values. For the power iteration method,
we provide the time spent for iteratively computing an eigenvector (teigen) and
the number of iterations (iters.). For the other method, we provide the time
spent for the positivity check by a rank computation with a QR decomposition
from the COLT library (tpositive) and for the subsequent computation of the val-
ues via solving the linear equation system (tvalues). We used an overall timeout
of 60 minutes for each PRISM invocation and an epsilon value of 10−10 as the
convergence threshold.
As can be seen, the power iteration method for the numeric SCC handling
performed well, with a modest increase in the number of iterations for rising
k until converging on an eigenvector, as it can fully exploit the sparseness of
the matrix. In contrast, the QR decomposition for rank computation performs
worse. The time for cut generation exhibits a super-linear relation with k, which
is reflected in the higher number of words that were checked to determine that
they are an extension. Note that our example was chosen in particular to put
stress on the cut generation.
The results for the “nearly complete automaton”, shown in Table 2, focus on
the computation in the “dominant SCC”, i.e., the one containing all the chains
that return to the initial state. For the other SCC, containing the self-loop, non-
positivity is immediately clear as it does not contain a final state. In contrast
to the “complete automaton”, no cut generation takes place, as the SCC is
not positive. The results roughly mirror the ones for the “complete automata”,
i.e., the power iteration method is quite efficient in determining that the SCC
is not positive, while the QR decomposition for the rank computation needs
significantly more time and scales worse.
7.3. Case Study: Bounded Retransmission Protocol
We report here on benchmarks using the bounded retransmission protocol
(BRP) case study of the PRISM benchmark suite [30]. The model from the
benchmark suite covers a single message transmission, retrying for a bounded
number of times in case of an error. In this protocol the message is split into
several so-called hunks. The number of hunks and the number of the allowed
retransmission are parameters in the model. We set the number of hunks to 16
and the maximal of retransmissions to 128.
We have slightly modified the model to allow the transmission of an infinite
number of messages by restarting the protocol once a message has been suc-
cessfully delivered or the bound for retransmissions has been reached. We will
include benchmarks with pre-generated automata, as well as benchmarks with
LTL as starting point.
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We include also the evaluation for deterministic Rabin automata generated
by Rabinizer from [27].
Automata based specifications.. We consider the property “the message was re-
transmitted k steps before an acknowledgment.” To remove the effect of select-
ing specific tools for the LTL to automaton translation (ltl2tgba for UBA, the
Java-based PRISM reimplementation of ltl2dstar [26] to obtain a deterministic
Rabin automaton (DRA) for the standard PRISM approach), we consider directly
model checking against automata specifications at first. As the language of the
property is equivalent to the UBA depicted in Figure 1 (on the left) when a
stands for a retransmission, b for an acknowledgment, and c for no acknowledg-
ment, we use this automaton and the minimal DBA for the language (this case
is denoted by Ak). We additionally consider the UBA and DBA obtained by
replacing the self-loop in the last state with a switch back to the initial state
(denoted by Bk), i.e., roughly applying the ω-operator to Ak.
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PRISM standard PRISM UBA
|AkDRA| |M ⊗A
k
DRA| tMC |A
k
UBA| |M⊗ A
k
UBA| tMC tPos
k = 4, A4 33 61,025 0.4 s 6 34,118 0.3 s
B4 33 75,026 0.4 s 6 68,474 1.3 s 1.0 s
k = 6, A6 129 62,428 0.5 s 8 36,164 0.2 s
B6 129 97,754 0.5 s 8 99,460 1.7 s 1.3 s
k = 8, A8 513 64,715 0.6 s 10 38,207 0.3 s
B8 513 134,943 0.7 s 10 136,427 2.6 s 2.1 s
k = 14, A14 32,769 83,845 4.2 s 16 44,340 0.3 s
B14 32,769 444,653 4.9 s 16 246,346 6.8 s 6.1 s
k = 16, A16 131,073 − − 18 46,390 0.3 s
B16 131,037 − − 18 282,699 8.9 s 8.0 s
k = 48, A48 − − − 50 79,206 0.8 s
B48 − − − 50 843,414 72.4 s 70.3 s
Table 3: Statistics for DBA/DRA- and UBA-based model checking of the BRP case study, a DTMC with 29358 states, showing the number of states
for the automata and the product and the time for model checking (tMC). For B, the time for checking positivity (tPos) is included in tMC. The
mark − stands for “not available” or timeout (30 minutes).
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Table 3 shows results for selected k (with a timeout of 30 minutes), demon-
strating that for this case study and properties our UBA-based implementation
is generally competitive with the standard approach of PRISM relying on deter-
ministic automata. For Ak, our implementation detects that the UBA has a
special shape where all final states have a true-self loop which allows skipping
the SCC handling. Without this optimization, tPos are in the sub-second range
for all considered Ak . At a certain point, the implementation of the stan-
dard approach in PRISM becomes unsuccessful, due to PRISM size limitations in
the product construction of the Markov chain and the deterministic automaton
(Ak/Bk: k > 16). As can be seen, using the UBA approach we were able to
scale the parameter k beyond 48 when dealing directly with the automata-based
specifications (Ak/Bk) and within reasonable time required for model checking.
LTL based specifications.. We consider here two LTL properties: The first one
is:
ϕk = (¬ack received) U
(
retransmit∧(¬ack received U=k ack received)
)
,
where aU=kb stands for a ∧ ¬b ∧©(a ∧ ¬b) ∧ . . . ∧©k−1(a ∧ ¬b) ∧©kb. The
formula ϕk ensures that k steps before an acknowledgment the message was
retransmitted. Hence, it is equivalent to the property described by the automa-
ton Ak. For the LTL-to-automata translation we included the Java-based PRISM
reimplementation of ltl2dstar [26] to obtain a deterministic Rabin automaton
(DRA) for the standard PRISM approach as well as the tool Rabinizer (version
3.1) from [20]. For the generation of UBA, we relied on SPOT (version 2.7), as
it is the only tool that is capable of generating UBA explicitly.
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k PRISM standard PRISM Rabinizer PRISM UBA
ADRA |M⊗ADRA| tMC ARab |M⊗ARab| tMC AUBA |M⊗AUBA| tMC
4 122 62,162 1.7 s 18 60,642 0.6 s 6 34,118 0.6 s
6 4,602 72,313 3.3 s 66 61,790 0.6 s 8 36,164 0.5 s
8 − − − 258 63,698 1.0 s 10 38,207 0.6 s
10 − − − 1,026 66,739 3.8 s 12 40,249 0.7 s
12 − − − 4,098 71,660 38.5 s 14 42,293 1.0 s
14 − − − 16,386 79,576 925.5 s 16 44,340 5.8 s
16 − − − − − − 18 46,390 132.9 s
Table 4: Statistics for automata-based (standard, Rabinizer, and UBA) model checking of the BRP model and ϕk. For every approach the
corresponding automata sizes and product sizes are depicted. The overall model checking times (tMC) are listed, which includes the time for
automata translation.
k PRISM standard PRISM Rabinizer PRISM UBA
ADRA |M⊗ADRA| tMC ARab |M⊗ARab| tMC AUBA |M⊗AUBA| tpos tCut tMC
1 6 29,358 0.7 s 5 29,358 0.4 s 4 31,422 <0.1 s n/a 0.3 s
2 17 37,678 0.9 s 7 35,630 0.5 s 8 41,822 4.8 s 0.2 s 5.4 s
3 65 39,726 1.1 s 11 37,678 0.5 s 14 45,934 5.2 s 0.2 s 5.8 s
4 314 43,806 1.5 s 23 41,758 0.6 s 22 54,126 5.8 s 0.3 s 6.6 s
5 1,443 47,902 2.3 s 59 45,854 0.9 s 32 62,334 6.5 s 0.3 s 7.3 s
6 9,016 56,029 5.3 s 167 53,997 2.1 s 44 78,669 9.5 s 0.2 s 10.3 s
7 67,964 − − 491 58,081 9.6 s 58 86,853 10.4 s 0.2 s 11.3 s
8 − − − 1,463 66,217 76.1 s 74 103,157 13.9 s 0.3 s 15.0 s
9 − − − 4,379 70,291 783.7 s 92 111,321 15.2 s 0.3 s 16.8 s
10 − − − − − − 112 127,562 20.1 s 0.3 s 22.7 s
Table 5: Statistics for automata-based (standard, Rabinizer, and UBA) of the BRP model and ψk . The structure of this table corresponds to
Table 4, but with additional listing of the time for the positivity checks tpos and cut calculation time tcut . n/a means not available.
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Table 4 lists the results for model checking ϕk. From a certain point on, the
implementation of the standard approach in PRISM is unsuccessful, due to PRISM
restriction in the DRA construction (k > 8). Concerning automata sizes and
model checking times, SPOT shows the best behavior among standard PRISM
and Rabinizer. SPOT actually generates a UFA for ϕk which is recognised
by our implementation and as explained in [4]. The sizes of the unambiguous
automata outputted by SPOT grow linearly in k, whereas the sizes of the deter-
ministic automata outputted by Rabinizer grow exponentially. Thus, PRISM
with Rabinizer obtains a timeout after 30 minutes for k = 15. However, SPOT
produces for ϕk an exponential-sized intermediate automaton, which is then
shrinked via bisimulation to an automaton of linear size. Thus, our implemen-
tation PRISM UBA obtains a timeout for k = 18.
As second formula we investigate
ψk = (msg send→ ♦(ack send ∧ ♦6kack received)),
where ♦6ka denotes a∨©(a ∨©(. . . ∨©a))︸ ︷︷ ︸
k times
. This formula requires that ev-
ery request (sending a message and waiting for an acknowledgment) is eventually
responded by an answer (the receiver of the message sends an acknowledgment
and this acknowledgment is received within the next k steps).
Table 5 summarizes the result of the benchmark for ψk. Here, the PRISM
standard approach with its own implementation of ltl2dstar was able to fin-
ish the calculations until k = 6. The sizes of the DRA produced by PRISMs
ltl2dstar increase rapidly for an increasing k. For k = 7, PRISM standard was
able to construct the DRA (with 67,964 states and within 37.0 seconds), but
not able to construct the product anymore. Similarly, the sizes of the DRA
produced by Rabinizer grow rapidly in k. The sizes of the DRA of Rabinizer
are smaller than the size of the UBA for k ≥ 4.
In contrast to the deterministic automata, the UBA sizes increase moderately
for an increasing k. In the UBA approach the positivity check is the most time
consuming part of the calculation, whereas the cut generation is always below
0.4 seconds. For k = 1 there is no positive SCC, so the cut calculation is
omitted. The model checking process consumes more time in the UBA case in
comparison with PRISM standard until k = 6, but for bigger k the performance
turned around. Even if PRISM standard would have complete the calculation for
k = 7 it would have been slower, as the creation of the DRA took 37.0 seconds.
Similarly, PRISM Rabinizer outperforms PRISM UBA for k ≤ 8, which is due
to the time-consuming positivity check. For bigger k, both standard PRISM and
PRISM Rabinizer can not finish their calculation within the given time bound,
whereas PRISM UBA is able to finish calculations for all tested k ≤ 12.
7.4. NBA versus UBA
To gain some understanding on the cost of requiring unambiguity for an
NBA, we have compared the sizes of NBA and UBA generated by the ltl2tgba
tool of SPOT for the formulas of [21, 36, 19] used for benchmarking, e.g., in [26].
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We consider both the “normal” formulas and their negations, yielding 188 for-
mulas.
Number of states ≤ x ≤ 1 ≤ 2 ≤ 3 ≤ 4 ≤ 5 ≤ 7 ≤ 10 ≤ 20 > 20
ltl2tgba NBA 12 49 103 145 158 176 181 188 0
ltl2tgba UBA 12 42 74 108 123 153 168 180 8
Table 6: Number of formulas where the (standard) NBA and UBA has a number of states
≤ x.
As can be seen in Table 6, both the NBA and UBA tend to be of quite
reasonable size. Most of the generated UBA (102) have the same size as the
NBA and for 166 of the formulas the UBA is at most twice the size as the
corresponding NBA. The largest UBA has 112 states, the second largest has 45
states.
8. Conclusion
We presented a polynomial-time algorithm for Markov chain analysis against
properties given as unambiguous Bu¨chi automata. As LTL formulas can be
transformed into UBA with a single exponential blow-up, the overall time com-
plexity becomes single exponential. We refined the process of UBA generation
and Markov chain analysis to achieve a PSPACE upper bound for computing
Prι(L(ϕ)) for an LTL formula ϕ and an initial distribution ι of a Markov chain
M.
We provided an extension of PRISM for this approach and its practical eval-
uation shows that the UBA-based approach is very competitive in comparison
to the approach using deterministic automata, in some cases even outperforms
deterministic automata.
For the other single exponential approaches like [15] using separated au-
tomata and [9] using weak alternating automata we are not aware of any avail-
able implementation.4 Our algorithm working with arbitrary UBA can be seen
as a generalization of the approach of [15] with separated UBA [34].
In a more abstract comparison, Markov chain analysis via UBA offer some
advantages regarding the flexibility. The intermediate step of transforming LTL
to UBA allows reduction techniques as, for example, simulation. Also, the gen-
eration of UBA could be designed to create smaller UBA. As our experiments
suggests, the eigenvalue algorithm can deduce non-positiveness of an SCC very
fast in practice, which is also reflected in the benchmark of the bounded re-
transmission protocol. For the generation of UBA we used the tool SPOT, which
implements a rather simple and straightforward way to produce unambiguous
Bu¨chi automata [18]. Alternatively, Tulip contained an LTL-to-UBA transla-
tor, but it is not available anymore. As in case with deterministic automata,
4The paper [15] addresses experiments with a prototype implementation, but this imple-
mentation seems not to be available anymore.
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the performance of the UBA-based approach depends strongly on the availabil-
ity of small UBA. In contrast to non-deterministic or deterministic automata,
the generation of small UBA or their simplification has not yet been explored
thoroughly.
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