Parallel-in-time integration is an often advocated approach for extracting parallelism in the solution of PDEs. Due to the comparatively low parallel efficiency of parallel-in-time integration techniques, they are primarily of interest as an extension to classical approaches at parallelism such as spacial domain decomposition. Potential applications are expected to scale across several hundreds, or possibly thousands of nodes, making algorithmic resilience towards hardware induced errors highly relevant. In this work we develop a scheduling scheme for the parareal algorithm that is resilient to node-loss. The fault-tolerant scheme is based on a popular "Fully-Distributed" work-scheduler for parareal, modified with a set of MPI interface extensions for implementing recovery strategies available in the ULFM framework. In addition, we demonstrate how the parareal algorithm may be made resilient towards Silent-Data-Corruption (SDC) errors by viewing it as a point-iterative method, locally monitoring the residual between consecutive iterations so to discard potentially corrupt iterations.
INTRODUCTION
Parallel-in-time integration is a promising technique for extracting additional parallelism in the solution of evolution problems beyond what is possible using standard spacial domain decomposition methods. By introducing a decomposition of the time domain, it is possible for certain classes Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. of problems, to greatly increase the number of nodes that may be used to accelerate the solution of a problem of fixed size. A space-time parallel algorithm presented in [14] is able to scale to 458,752 cores on a benchmark problem, the full size of the 5 Petaflop/s JUQUEEN cluster. This being more than 3 times the number of nodes the parallel multigrid solver alone could scale. In a recent report released by the Exascale Mathematics Working Group at Lawrence Livermore National Laboratory, time-parallel integration techniques are highlighted as a potential path in overcoming the limitations of strong scaling in evolution problems and calls for more research in the direction [5] . In this paper we demonstrate how a popular method for time-parallel integration, Parareal, may be made resilient towards hardware faults. We begin this section with a short introduction to the Parareal method, and to algorithmic resilience. In the two sections that follow, a fault-tolerant Parareal algorithm is developed and tested. The final section contains a short summary of our findings.
Time-domain parallelism
Solving time dependent PDEs is often done in a methodsof-line approach where spatial derivatives are discretized in some appropriate manner to create a system of coupled ODE's to be integrated in time. The approach extends trivially to distributed memory machines by application of domain decomposition, letting adjacent nodes communicate boundary information between time-steps. The limitation to the approach lies in the strong scaling limit, i.e. increasing the number of nodes for a fixed problem size. As spacial sub-domains decrease in size, nodes will increasingly be spending time on communicating boundary information rather than computing. With the large machines comprising thousands of nodes available to research today, this is a substantial bottleneck in scaling application efficiently, clearly new algorithmic developments are required. A potential path to increased parallelism in the solution procedure is to attempt parallel time-integration. Once the methods-oflines approach have reduced the partial differential equation to a large system of ordinary differential equations to be integrated in time, the problem is traditionally viewed as a sequential process. However, various attempts of extracting parallelism in this otherwise traditionally sequential procedure do exists. The Parareal method, first proposed in [9] , is one such method. The algorithm borrows idea from spatial domain decomposition to construct an iterative approach for solving the temporal problem in a parallel global-in-time approach. It has been applied with success in a range of different applications from plasma physics to many-body problems [17, 15] . To present the method, consider a generic problem on the form ∂u ∂t
where A : R × V → V is a general operator depending on u : Ω × R + → V with V being a Hilbert space and V its dual. Now, assume there exists a unique solution u (t) to (1) and decompose the time domain of interest into N individual time slices
Let Tn = ∆T n with n ∈ N. We now define a numerically accurate solution operator F∆T which for any t > T0 advances the solution as
To solve (1) on [T0, T0 + N · ∆T ] we define MF ,Ū andŪ0 as operators on the form
. The sequential solution procedure is then equivalent to solving MFŪ =Ū0 forŪ to recover U0 · · · UN as approximations to u(T0) · · · u(TN ) by forward substitution. The lower bidiagonal nature of (4) express the explicit and local nature of the approach. If we instead seek to solve the system using a point-iterative approach i.e., we seek the solution on form
we observe that at the beginning of each iterationŪ k is known, allowing that in each iteration we may compute F
∆T on all intervals in parallel. Note that the computational complexity of every iteration is strictly larger than that of the sequential solution procedure, so reduced time to solution is possible only if the number of iterations kconv needed for convergence is much smaller than the number of time sub-domains N . To accelerate the iterative process, one then assumes that it is possible to construct a computationally cheap approximation MG ≈ MF . We may then instead solve a preconditioned system on the form (MG)
0. MG may then be constructed by defining a new operator G∆T as
In practice, G∆T may be constructed using a coarser grid or a different numerical model. Solving the system using a standard preconditioned Richardson iterations one recovers
Which may be written as
so to recover the Parareal algorithm in the form that it is typically presented
Other parallel-intime methods may be derived by constructing a different preconditioner for the system (4). In this paper, we focus the analysis and implementation on the Parareal algorithm where the preconditioner have the same lower bi-diagonal structure as the matrix MF . However, similar fault-tolerant implementations may be constructed for other fixed-point iteration type time-parallel domain-decomposition methods. A recent example of how time-parallel methods may be made resilient to silent data corruption can be found in [8] where it is demonstrated how the Spectral-Deferred-Correction based Parareal algorithm introduced in [11] may be made resilient by introducing a special strategy for monitoring the residual inside the SDC iterations. A comprehensive introduction to parareal can be found in [13] , and important contributions to the analysis of the method can be found in [2, 6] . The computation of both F n ∆T U k n and G n ∆T U k n is almost certainly in itself parallel in some form, and we therefore henceforth apply the generic term "node-group" to refer to whatever combination and number of CPU and accelerators used to apply F n ∆T and G n ∆T to U k n .
Resilience
In [5] , resilience to faults is identified as being critical for future exascale HPC systems. The techniques needed to achieve a thousand fold increase in computational capacity expected over the next decade, are predicted to also increase the rate of faults on large systems. This posing substantial new challenges in terms of how to effectively use the machines, and on how to assess and assure the correctness of numerical simulation results. In the context of parallel integration techniques, the issue of algorithmic resilience is of particular relevance since methods of parallel integration are developed primarily with the focus of extracting parallelism in the solution of PDE's beyond what is possible using standard domain decomposition techniques, i.e., simulations involving a very large number of compute nodes. An extensive overview of challenges in addressing faults at exascale computing is given in [16] . In the white paper, faults caused by malfunctioning hardware are placed into two overall categories, soft and hard node errors. A significant source of soft errors arise from energetic particles interacting with the silicon subtract that either flip the state of a storage element or disrupt the operation of a combinational logic circuit. Such events may lead to a silent data corruption (SDC), i.e., no warning or exception is raised but data has been corrupted. Depending on the location of the SDC, it may lead to an event that over the course of many compute cycles turns into a hard error. Hard errors being faults that lead to the complete failure of a node. For current parallel applications based on MPI, the approach for dealing with the loss of a process is to kill all remaining processes and restart the application at nearest check-point. This approach is costly as many modern clusters now scale to thousands of nodes, the I/O cost of a check-point/restart procedure may be prohibitively costly alone. Ideally, a local failure should permit local recovery. Unlike hard errors, soft errors have the potential to corrupt computer simulations in ways that may not be immediately obvious to the domain scientist or engineer relying on them as part of their work. The typically attitude towards SDC resilience is to assume that errors are so rare that they may as well be ignored, favoring the simple solution of doing a re-run if the computational output appear questionable. This approach raises questions on the trustworthiness of numerical simulations performed. In addition it is worth noting that both the cost of an SDC induced re-run and the probability of needing such a re-run scales linearly with the size of the machine, therefore, this simple approach may not be acceptable on future exascale systems. In this paper we seek to develop a variant of the Parareal algorithm for time parallel integration that is resilient to both soft and hard errors. As presented in [7] some parallel integration methods are intimately related, and we therefore conjecture that our ideas may extend to other techniques of time-parallel integration.
RECOVERING FROM NODE-LOSS
The Parareal correction (8) may be implemented in different ways. The simplest approach is to divide work into two phases; a purely sequential phase, computing U [1] . The "Fully-Distributed" scheduler is near optimal in exploiting independencies, while at the same time being fairly simple to implement. In Figure 1 , the scheduler is schematically visualized for a small problem, N = 6 time sub-domains, and convergence in kconv = 3 corrections. We note how, as the first time-subdomain converge, the node-groups remain idle while waiting for the rest of the application to finish. In this section we will introduce a new variant of the scheduler proposed by Aubanel, that use features of the UFLM MPI framework [4] to build a fault tolerant algorithm. Here node-groups that have already completed their work will be used as spares in the event that a still active node-group is lost. 
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A Fault-Tolerant Scheduler
In Algorithm 1, pseudo code of our proposed Fault-Tolerant Parareal algorithm is presented. The only difference between it and the original "Fully-Distributed" scheme introduced by Aubanal in [1] is the introduction of the function calls check send, check recv, and spare. The guideline for our recovery strategy for the fault-tolerant implementation is summarized below. In figure 2 the recovery procedure is schematically visualized for a small problem, N = 6 time sub-domains, and convergence in kconv = 3 corrections with node-groups lost at {id∆T , kerr} = {3, 2} , {4, 2}.
• Spare Mode. When U k+1 n on a time sub-domain handled by a node-group converges, the node-group will become a spare node-group, ready to receive new instructions.
• Push Strategy. Recovery upon failure is initiated by check send(). It searches for available spares to continue the work on the time sub-domain that was handled by the node-group that failed. If no spares are available, the application fails globally. If check send() on id∆T successfully connects to a spare node-group, it returns a new inter-communicator for sending to the node-group working on id∆T + 1.
• Receiving. A failed check recv() will wait cTG, c > 1, for a signal to connect. If no signal appears it initiates global failure. Thus, the loss of a node-group is only recoverable if the loss happens during the computation of F Tn ∆T U. If a node-group is in the process of doing the correction (8) when the group fails, the local loss of a node-group will lead to global failure. If check recv() on id∆T successfully connects to a spare node-group, it returns a new inter-communicator for receiving from the node-group working on id∆T − 1 and the converge flag is set zero so that no intervals following a nodegroup failure converges in the current iteration.
• Convergence. In the unprotected algorithm, U k+1 n on the node-group working on the lowest time subdomain id∆T will converge, i.e, during each iteration at least one time sub-domain converges. In the FaultTolerant implementation, we require this to be the case as well, and F Tn ∆T U must complete on the nodegroup with the lowest id∆T among active node-groups. This condition is naturally enforced by the wait condition on check recv() and thus simplifies the algorithm while also ensuring that it converges in a maximum of kconv = N iterations as in the unprotected algorithm.
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RC ← send converge, U (N − 1) inter-communicators between N intra-communicators at the onset of the algorithm. For the unprotected algorithm even the loss of a single node within a node-group will lead to global failure. No rearranging will ever be needed, and creating N −1 intercommunicators between the intra-communicators of N adjacent node-groups is thus sufficient. It is not an option to simply create the new inter-communicator during the recovery process since this would require a global synchronization to shrink the global communicator so to create a new intercommunicator. In addition to the cost associated with creating the N 2 − 1 (N − 1) extra inter-communicators, the Fault-Tolerant algorithm performs a check after each receive and send operation on the intercommunicators. A check must involve an agreement operation across the local intracommunicator so to ensure that all send/recv completed successfully. In the next section a small numerical experiment is presented to examine the overhead.
Numerical Experiments
For testing purposes, the proposed Fault-Tolerant variant and the unprotected algorithm are wrapped around the parallel-in-time integration of a simple wave-problem ODE system, d dt u = Λu using an implicit Euler integration scheme on the interval T = [0, 10] with u0 = [1, . . . , 1], Λ being a complex valued diagonal matrix, the dimension of which is given by the number of ranks in space. The computational complexity of this type of problem is very light, so the actual ratio
is controlled by a sleep function rather than the compute capacity of the node. This approach allows for kconv, r = T F T G and the number of time sub-domains N to be controlled independently of each other. This mimicking any possible problem, while at the same time accurately measuring the associated costs of creating a large number of inter-communicators and performing agreement operations on the send/recv operations on inter-communicators between time sub-domains. In Figure 3 , measurements for a problem with N = 16 time sub-domains and a ratio r = 16 with TG = 2s and G Tn ∆T fine enough that U k+1 n − U k n < after kconv = 3 corrections is presented for multiple different error scenarios on a 2x Xeon E5-2643V3 system. Comparing case (b) and (c), we note that the cost associated with a recovery operation is fairly small, and that the cost due to loss of information, possibly forcing the algorithm to make another iteration or two before converging, is an order or two higher. Likewise, the initial added cost of setting up the inter-communicators and threads for handling signaling is comparatively small. 
Failure Analysis
The proposed Fault-Tolerant variant of the Fully-Distributed Parareal work scheduling algorithm may fail to recover when subjected to node-group losses under certain circumstances. As outlined in Section 2.1, there is a limit on how many node-groups that may be lost at a given iteration, as well as the limitation that all correction operations Eq. (8), and computation of G Tn ∆T U must not fail. In this section we derive a lower bound on the probability that the Fault-Tolerant algorithm will execute successfully. A key assumption in our derivation is that the occurrence of node-losses may be assumed to be a Poisson point process, and that on the cluster running the algorithm, statistics on the average time between node failure is available. Let µ G ∆T be the average number of times on a time interval TG that any node within a node-group will fail, and assume that µ G ∆T 1. Since the zeroth iteration consists solely of the computation of N , G Tn ∆T U, that all must survive, the probability of successfully executing the zeroth iteration is equal the probability of zero node-losses occurring
For the iterations to follow, the derivation is less trivial. Due to our "push-strategy" for recovery, all subsequent iterations k must have zero node-losses during the correction phase, the probability of which is given by exp
During the computation of F Tn ∆T U, several node-groups may be lost whilst still being recoverable. The probability that n node-groups are lost at iteration k may be expressed as
. Finally, due to our requirement that the algorithm must converge in a maximum of k = N iterations, F Tn ∆T U on the first active time sub-domain in any iteration k must execute successfully, the probability of which is exp −r · µ G ∆T , independent of k. The probability that the algorithm for N time sub-domains successfully completes iteration k with n node-group loses is then given by
Using the above expression, we may write the probability that the unprotected algorithm executes successfully as
For the unprotected algorithm, each iteration must be completed with n = 0 node-group losses. In the case of the FaultTolerant algorithm, at any iteration k, the fault-tolerant algorithm may recover from up to l1 (N, k, np) = min[k − np, N − k] node-group failures, np being the sum of node-group failures in previous iterations 1 . . . k − 1. The limitation is due to the need for a spare node-group to be available at node-loss. When a node-group is lost, depending on the location and iteration, it may or may not lead to the need for an added iteration before convergence. For the purpose of deriving a bound on the probability of the fault tolerant algorithm executing successfully, we assume worst case scenario, that the loss of a node-group will always lead to an added iteration, up until the limit that convergence will happen in no less than N iterations. Hence, we define yet another limiter l2 (N, kc, np) = min (kc + np, N ), this on the number of iterations needed for convergence. For any given problem, a lower bound on the probability of successful execution may be computed as the sum of the products of each possible path to success. To compute the possible paths for problems with a large number of time sub-domains, we define a recursive choice function as
The lower bound on the probability that the fault tolerant algorithm will execute successfully may then be written as
In Figure 4 , the probability of successful execution for the unprotected and for the Fault-Tolerant, Algorithm 1, is presented for a problem N = 16, r = 32 and kconv = 3, with on average one node-loss within a node-group per 10000 timeintervals TG, i.e., µ G ∆T = 0.0001. In addition, the figure contains a plot of the percentage of failures of the unprotected algorithm that is successfully executed by the Fault-Tolerant algorithm. We denote this ratio R R = P N,kc
GUARDING AGAINST SDC ERRORS
In the previous section we approached the issue of node failures. We now consider the other major concern of faults in HPC applications, silent errors in the form of silent data corruption. When subjected to this type of error, an application may provide an incorrect output without any indication that the application has malfunctioned. Algorithmic resilience towards SDC type errors is an active area of research, and [8] provides a recent example in the context of time integration. In their paper the authors demonstrate how spectral deferred correction for solving ODE's may be made resilient to SDC type errors and in [3] , an auxiliary checking scheme is introduced to form a fairly generic approach to silent error detection in numerical time-stepping schemes. In this work we extend the Parareal algorithm to make SDC resilience an integral part of the algorithm, regardless of the SDC resilience properties of the underlying operators F T and G T .
Numerical algorithms have traditionally been developed under the assumption that all underlying algebraic operations are carried out accurately, subject only to the limitation of machine accuracy. In the following work we stray away from this assumption, i.e., if a matrix vector product results in x, then there is a non-zero probability of computing x +x, withx being a random variable. In the field of numerical analysis, a main focus is on the analysis of error and convergence, but since our error is now a random variable, how should we approach the analysis? A natural idea is to define convergence in terms of the statistical moments of the error, indeed this is the idea being presented in [19] , where they consider a method to be convergent with respect to hardware error, if for every > 0, a finite amount of work will make E e h < and V ar e h < 2 .
SDC resilient Parareal
In building an SDC resilient algorithm for iterative methods, it is natural to look at the difference between consecutive iterations to detect whether or not an SDC-type error occurred. This is the approach taken by Stoyanov and Webster in [19] , where a generic approach for making fixedpoint iterative methods resilient towards SDC-type errors is proposed. In their approach, they argue that if the iteration matrix is a contraction, the norm of the difference between successive iterates should reduce at the same rate as the rate of convergence of the algorithm, thus rejecting iterates if they fail to do so. As presented in the introduction, Parareal is in essence also a fixed point iteration, but with a non-normal iteration matrix, the elements of which are potentially non-linear operators. Due to the non-normal structure of the iteration matrix, it is not possible to provide a general guarantee that the iteration matrix will be a contraction. However, since the upper bound on parallel efficiency of the algorithm scales as 1/kconv, we find it reasonable to assume that for any practical application, G Tn ∆T is constructed sufficiently close to F Tn ∆T so that the iteration matrix will remain a contraction on U k n from k = 0 and onwards. Hence, the approach of [19] is directly applicable for making the Parareal method SDC resilient. However, this approach is limited by the fact thatŪ k is needed, imposing the need for a synchronization stage between consecutive iterations. This limits the possible scheduling of work to a slow manager-worker type model. As previously discussed in Section 2.1, such a model is not used in practice as the limitations it imposes on obtainable speed-up are too severe. Fortunately, due to the special structure of the iteration matrix (6), we may construct a local approach without the need for a synchronization between iterations. First, define the residual between two consecutive iterations on the node-group local time sub-domain n as
For an SDC resilient model, the above e k+1 n must be computed at iteration k + 1 on each time sub-domain n, and communicated along with converge, see Algorithm 1, so that the node-group responsible for the n'th time sub-domain at the k + 1'th iteration can access e where β ≤ 1 is an upper bound to the contraction factor. If no upper bound is available, using β = 1 appears to work well. To avoid stagnation due to false rejection, we reject the previous two local iterates. In [19] other approaches for guarding against false rejections are discussed. These approaches only discard a single iterate, but need tunable parameters, or estimates on the Parareal iteration matrix that may not be available in general. In our experience the above approach appears to be near-optimal for avoiding stagnation, while at the same time being parameter-free and easy to implement.
Numerical Experiments
For the numerical experiments, a strategy to introduce data corruption during the solution process is needed. Various studies have attempted to quantify the rate of soft errors leading to SDC's on clusters. Despite a sizable amount of research, a consensus on the frequency of SDC type errors seems yet to have been established [10, 18] . On modern day clusters, DRAM memory and CPU caches are often protected at the architectural level using some form of error correction. SDC type errors may however still be caused by external or internal radiation sources effecting the logic elements within a CPU. It is not at all trivial to deduce how a fault in a logic unit during operation will effect the output of said operation, or it's statistical nature. In [20] fault-injection at the assembly code level with that of fault injection in high level code is presented. They demonstrate that faults leading to SDC type errors are well approximated by high level injection of single bit flips. We proceed with this error model for our test-case. At each time-step, within both operators G Tn ∆T and F Tn ∆T , every element in the state vector U k n will be subject to a bit-flip with probability P at a random location in the 64bit wide double. As a test-case for SDC-type resilience, we use the time-parallel integration over a wave-period of the 1D advection-diffusion equation with coefficients α = 1, κ = 0.01. F Tn ∆T is constructed as in [12] using a 4th order compact FD stencil and C 1 -spline collocation, and G Tn ∆T with first order FD approximations in space and time. We test the solution procedure with a high rate of errors P = 10 −6 , and measure the mean and variance as a function of iterations averaged over 1000 realizations. We present the results in Figure 5 . Clearly, the proposed node-local correction strategy is not only preferable in the sense that it is generally applicable regardless of the work-distribution model used. As an added bonus, it also converges faster than the approach proposed by Stoyanov and Webster, this due to the fact that less information is discarded upon rejection.
SUMMARY
Time-domain parallelism is receiving increasing attention as a viable way to extend the limits of strong scaling in solving evolution-type PDE problems, and offer a potential path to scaling at exascale. We have demonstrated how a novel method of time-domain parallelism, the Parareal method, may be made resilient towards hard errors, when a faulttolerant supporting API such as ULFM is used. In addition, we have shown that due to the special structure of the iteration matrix, it is possible to monitor the residual between consecutive iterations locally for an SDC resilient correction strategy that may be applied regardless of the work distribution model used. The main difficulty we experienced was the practical aspect of implementing the algorithm using ULFM 1.1. The current version of ULFM is based on an older version of OpenMPI with limited support for threading and no support for the RMA features introduced in MPI 3. This in our experience limits the extend to which advanced recovery models with asynchronous communication patterns may be efficiently implemented.
