According to the Binding Zipper model, the RecA class of ATPase motors convert chemical energy into mechanical force by the progressive annealing of hydrogen bonds between the nucleotide and the catalytic pocket (1,2). The role of hydrolysis is to weaken the binding of products allowing them to be released so that the cycle can repeat. Molecular dynamics can be used to study the unbinding process (2), but the binding process is more complex, so that inferences about it are made indirectly from structural, mutation, and biochemical studies. Here we present a series of 'toy' models of varying complexity that illustrate the basic processes involved in force production during ATP binding. These models reveal the role of solvent and geometry in determining the amount of mechanical work that can be extracted from the binding process.
Introduction
Most molecular motors convert chemical energy into mechanical work through a cycle involving nucleotide hydrolysis. The operating principles of these motors are quite different from macroscopic motors because their dynamics is dominated by Brownian motion. For purposes of classification, a nomenclature has evolved to describe two extreme cases of what is actually a continuum of intermediates: Brownian ratchet vs. power stroke (3) . A Brownian ratchet refers to the situation where the load is driven directly by its thermal fluctuations and its diffusive motion is rectified by a chemical reaction with a large free energy drop involving the motor protein. A typical example is a load driven by polymerization (4) . A power stroke refers to a situation where the motion of the load is driven directly by the protein motor, generally through an elastic coupling. Power strokes generate mechanical force using the energy acquired during progressive substrate binding, each step of which There are two measures of motor protein efficiency. The thermodynamic efficiency can be measured when a motor is processive, tightly coupled, and operating against a conservative load close to its stall force. Frequently, the only load that can be imposed experimentally on a motor is viscous drag. In this situation the Stokes efficiency measures the ratio of energy dissipation rate to the hydrolysis rate (10) . This quantity measures how close the motor force is to a constant force; it is related to motor performance since the dissipation increases with the square of the velocity. Many motors operate near 100% thermodynamic efficiency near stall, and some molecular motors approach a Stokes efficiency of 100% because they output a nearly constant force or torque (5, 10) . Recently, quantitative models have been used to explain the high Stokes efficiency of ATP synthase (5) .
Although constrained and forced molecular dynamics studies have been used to elucidate some features of nucleotide binding (11, 12) , the size of molecular motors makes unconstrained, atomistic molecular dynamics studies unfeasible. Here we present a coarse grained model that bridges the gap between detailed atomistic molecular dynamic simulations and 'mesoscopic' Fokker-Planck models. The model provides insight into the general principles that govern how nucleotide binding is efficiently translated into mechanical work.
RecA type motors hold the nucleotide by loops emanating from the central -sheet. The actual force is generated principally by the sliding of the P-loop over the nucleotide. This motion is 'levered up' to larger, nanometer size motions in different ways. Generally, the catalytic site is located asymmetrically in the interface between two subunits of the protein, or in the faces of a protein fold, with the P-loop located on the major side. Arginine residues on the minor side frequently assist in holding the nucleotide and transmit the binding stress to the adjacent subunit (13) . Here we investigate a 'cartoon' version of the ATP binding process by coarse-graining the P-loop as a polymer chain and modeling ATP as a static surface with reactive sites; we do not treat the 'catch' action of the arginine residues. This molecular motor model converts binding energy into mechanical work, and can operate in a cycle by 'hydrolyzing' the bound nucleotide into two subunits that can be released.
This model illuminates how binding depends on geometric and chemical matching between the catalytic site and the ligand, the proper binding progression for an efficient power stroke, the requirements for the release of spent substrates, and the role of solvent effects on the free energy changes during the binding process. Our results are in general agreement with the binding zipper model and provide insight into how the P-loop binding to ATP generates a mechanical force. We anticipate that these insights into how a power stroke functions in biological motors can steer coarsegrained models for the design of biomimetic synthetic motors.
The paper is organized as follows. First, we describe the model and simulation methods. Then we discuss our primary results and offer concluding remarks. Appendices provide further details relevant to the discussion and details on how the computations were carried out.
Models and Methods
To mimic nucleotide binding we use a coarse-grained model where the P-loop (Walker A motif) is represented as a polymer, both with and without side chains, in both 2-D and 3-D representations. The level of coarse graining is such that one polymer segment represents a single amino acid in the 2-D model. The dynamics is computed using the Rouse and modified Binder models for the P-loop, and Brownian and Monte Carlo algorithms. The model is summarized in Figure 1 and Figure 2 . The monomers in the P-loop are connected via harmonic springs:
where R is the radial distance between adjacent monomers, k spring = 0.34 k B T/Å 2 for all 2-D runs ( R o is the rest length of 3.8 Å (roughly a peptide bond) in the 2-D model, half this in the 3-D model because each amino acid is represented by two beads as opposed to one). 1 There is also a potential energy penalty associated with bending the chain given by:
where X is the distance from the n th monomer to the vector between the n-1 and n+1 monomer (see Figure 1 ) and is the bending modulus (= 10.4 k b T /Å 2 for all 2-D simulations unless otherwise noted). Excluded volume interactions between segments representing the P-loop are modeled by a repulsive Lennard-Jones (LJ) potential:
where ev = 3.8 Å in the 2-D model (1.9 Å in the 3-D) is the monomer radius cut-off and ev = 5 k B T is the LJ energy. We have excluded loop-loop affinities because of the short length and stiffness of the chains representing the p-loop.
The P-loop polymer interacts with a surface representing ATP with evenly spaced attractive sites while otherwise being impenetrable. The shape of the substrate is slightly curved with radius of curvature 234 Å. All surface sites are static and have a LJ radial potential and an angle dependent potential representing the hydrogen bonds. The potential for the chain segments representing the Ploop is 12 6 
where U LJ and U are the LJ and angle dependent potentials. PS is the energy of a surface contact (= 5 k B T), PS = 3.8 Å in the 2-D model is the normal LJ radius scalar (= 3.3 Å in the 3-D model In the 2-D model 3.8 Å is used to simplify the model because all the lengths are 3.8 Å while in the 3-D model 3.3 Å is closer to what a real hydrogen bond is including the length of the carbon-hydrogen bond (remember we are using unified atoms)), and 4
Cut PS R = in both the 2-D and 3-D model. To mimic hydrogen bonds we set the maximum angle over which force is felt to HB = 22˚. In the 3D model, the hydrogen bond angle is measured using the line formed between the P-O bond on ATP and the reacting monomer.
Finally, we include a short-range repulsion at the surface to render it impenetrable:
To model substrate cleavage and diffusion out of the catalytic pocket, the surface was divided into two fragments each of which is mobile (see Figure 2) The polymer chain begins fully bound to the surface and subject to a constant external pulling force. The surface fragments are constrained not to cross the vertical axis representing the side of the catalytic pocket that the P-loop coils back into. The fragments of the surface interact through Coulumb repulsion similar to the hydrolyzed fragments of ATP (ADP + P i ). The Coulomb repulsion between the surface fragments is given by:
where surf = 5 k B T and r is the distance between the center of mass of each fragment.
The 3-D model has a more detailed representation of the polymer (P-loop) binding to ATP (see Figure 3) . As in the 2-D model, segments of the P-loop are connected by springs between segments (k spring = 100 k B T/Å 2 ), an energetic penalty for bending is imposed ( = 50 k B T/Å 2 ), and a LJ repulsive potential represents inter-segment interactions. The distance between each segment on the chain is 1.9 Å, making every two segments equal to one amino acid (the distance between peptide bonds is 3.8 Å). We also include side chains chosen to match closely those found in the P-loop (14, 15) . The P-loop amino acid sequence varies between organisms but the functions of the variable side groups are similar. The sequence we used was similar to the one used in other simulation studies (14, 15) : Glycine-Valine-Glycine-Lysine-Threonine-Glutamic Acid.
The bond length of the side chains are 1.54 Å (the length of a C C bond). We have added several non-reactive segments to each end of the chain to prevent it from making unphysical moves such as moving above the surface or diffusing away. In the actual catalytic pocket the P-loop is attached to the central -sheet at both ends. This is modeled by preventing the tip of the chain (which is not attracted to the surface) from leaving a region above the surface of ATP (this is about 10 Å away from ATP allowing for unhindered movement along the reaction pathway). We have assumed that ATP has already docked into the catalytic pocket so the movement of the P-loop is limited in this manner.
The backbone of an amino acid has an amine portion which can form hydrogen bonds and the acid side that will repel electronegative atoms. To mimic this in our model, only alternating segments on the backbone are attracted to surface sites while the adjacent segment feels a LJ repulsion to those same sites (red = attractive, blue = repulsive in the Figures and cartoons) . The magnitudes of the side chain attractions and repulsions differ. The strength of these interactions is approximated based on other work (16) . For example, the side chain for lysine has four carbon segments and then a NH 2 tip. This NH 2 tip is strongly electropositive and therefore can form a much stronger H-bond than the rest of the side group or backbone. The lysine tip has a LJ energy of just over 8 k B T while the backbone can only bond with about 3 k B T (see Figure 1) . The length of the bonds between ATP and the P-loop ( in Eq. 4) was set at 3.3 .
We have modeled our surface after ATP as taken from the Protein Data Bank (http://www.rcsb.org/pdb/). In the simulations we have held ATP stationary and allowed only the oxygen on the phosphate groups to form H-bonds with the P-loop. (17) The H-bonds are modeled as before with a LJ and angle potential ( HB = 90˚ in Eq. 5). The moment used to measure the angle in the potential points radially out from the axis of the phosphate groups. To reduce computation time we have not modeled all of the atoms in the sugar end of ATP; instead we have surrounded them with a repulsive LJ sphere.
Explicit solvent was modeled as a LJ fluid with the same attractive potential to the surface as the backbone reactive segments of the chain ( The LJ solvent-solvent parameters were chosen to maintain them in a liquid state (18) . The LJ parameters for solvent-chain interactions are the same for solvent-solvent interactions. In RecA type motors, once the P-loop has slid over the nucleotide, water molecules are squeezed out of the catalytic pocket. The analog in our model is once the P-loop slides over the substrate, all of the solvent molecules are displaced away from the interface.
The motion of the system, with implicit solvent, was modeled using Brownian Dynamics simulations according to the Langevin equation: (8) where ƒ(t) is the random force characterized by a Gaussian distribution with zero mean, and variance given by:
The friction constant is approximated using the Stokes-Einstein relation:
where is the viscosity (set to 1 centipoise), is the dimensionality (2 or 3), and a is the radius of the monomer (=1.9 and 4.0 Å for 2-D and 3-D, respectively). A cartoon of the model, displaying all the potential functions, is shown in Figure 3 .
To mimic P-loop binding in 2-D, the polymer begins with only one segment at the leading edge under the influence of the surface potential (see Figure 2 ). This first segment (on the left in Figure  2 ), has a constant load force pulling it back to the original position. A constant force produces the highest Stokes efficiency and is also the consequence of a small motor coupled to a much larger cargo via a weak elastic linkage (7, 10, 19, 20) . Varying the constant load force acting on the first segment changes the work output from the binding process. The spontaneous curvature preferred by the polymer representing the P-loop is set to match the slight curvature in the binding surface. The number of surface sites is varied in different simulations.
To measure the free energy of binding Monte Carlo umbrella sampling was used (21) . The reaction coordinate is defined as the radial distance of the first segment from its initial position; this is proportional to the work output. Free energy changes were computed from the probabilities along the reaction coordinate.
For the explicit solvent cases, Monte Carlo simulations were performed with LJ solvent in both the 2-D and 3-D models. In the 2-D model, periodic boundary conditions were imposed on both sides of the P-loop, but a impenetrable surface was placed above the surface with the distance between the surface and opposite boundary large enough such so that bulk 2-D LJ liquid conditions could be established (22) . The solvent molecule density and interaction strength was set to ensure that the system was in a liquid state at 300 K (18). The P-loop was initially pinned at both ends to prevent from zipping onto the surface, solvent molecules were added randomly and then the system was allowed to equilibrate for 5 10 6 MC steps. The reaction coordinate was separated into four regions for umbrella sampling, with each region sampled for at least 5 10 6 MC steps for both implicit and explicit solvent cases.
The boundary conditions in 3-D employ a mean field force by making a mean field approximation of all solvent particles that would be outside an imaginary sphere around the system of interest (a technique used in simulation packages such as CHARMM) (23) . This greatly reduces the computational time compared to periodic boundary conditions, at the cost of introducing a reasonably small error. 750 LJ solvent molecules were used in a 21 Å sphere around ATP and the Ploop. To initialize the system, a random P-loop configuration was taken from an implicit P-loop configuration (positioning varying on where in the reaction coordinate we were performing the umbrella sampling). The solvent molecules were added randomly and then allowed to relax, without P-loop movement for 2 10 6 MC steps. The reaction coordinate was separated into 5 regions for umbrella sampling, with each region sampled for at least 5 10 7 (explicit cases) or 5 10 6 (implicit cases) MC steps.
Results
In this section we discuss first the 2-dimensional model. The 3-dimensional model is discussed insofar as its results deviate from that obtained using the 2-D model.
A. 2D model BONDS FORM SEQUENTIALLY AND SMOOTHLY
To demonstrate that the 2-D model forms bonds sequentially with the substrate in a relatively smooth and constant manner, we first measured the binding free energy profile of the system using Umbrella Sampling Monte Carlo (21) . Results from a load force of 16.5 pN (roughly 15 k B T work done upon a complete zip) and a dense surface of 22 sites are shown in Figure 4 (all other surface densities look quantitatively similar for other cases where the solvent is represented explicitly). See the Appendices for comparison with the implicit case.
Monte Carlo simulations were run in the NVT ensemble where energy transfer between the infinite thermal heat bath and the polymer makes it possible for the external work to be larger than the binding free energy. Figure 4 shows that the free energy and enthalpy decrease fairly smoothly and nearly linearly, in agreement with the Binding-Zipper model. The computed bonds form sequentially along the surface in a smooth manner, much as the cartoon depicts in Figure 2 (see the movie in the Supplemental Material). The bumps that appear near the end of the reaction coordinate are caused by the breaking and creating of bonds between the polymer and surface. In order for a new segment to bind to the surface, the segments already bound must break their current bonds and create new bonds one step further along on the surface. This creates an increasing energy barrier that leads to the nonlinear behavior. At the start of the binding process there are few bound segments so this behavior is not yet manifest. This type of barrier behavior has been observed in other molecular models (24) . Another method of characterizing the binding process is the Effective Driving Potential (EDP) (3) which is discussed in the Appendices.
Figure 4b
shows that the entropy does not change nearly as smoothly but the trend is an increase of entropy as the chain zips to the surface. The error bars for the enthalpy in Figure 4a , and thus Figure 4b , are about 4-5 k B T. The majority of this uncertainty comes from the large enthalpic fluctuations, characteristic of an explicit solvent (see Appendices for comparison with implicit solvent). The enthalpy due to chain interactions changes smoothly but the hundreds of solvent molecules, responsible for the majority of the total enthalpy in the system, lead to much larger fluctuations. The largest nonlinearities in the entropy profile also take place near the end of the reaction coordinate where we see the bumps in both the free energy and enthalpy.
Generally, there are several solvent molecules bound to both the chain and substrate. The release of these bound molecules by P-loop binding can dramatically increase the entropy of the system. This effect can be seen in the simulations with explicit solvent where there is ~ 3-4 k B T entropic gain upon successful zipping; note that this trend is reversed when the solvent is represented implicitly.
The size of the entropic gain or loss varies with the interaction strength of the solvent with the surface as well as the stiffness of the chain, , since this affects the size of its configuration space. The P-loop is competing with solvent for surface sites. Therefore, the requirement for the binding process to be favorable is that the gain in solvent entropy must be greater than the enthalpic loss due to a P-loop segment displacing solvent molecules plus the entropic changes due to a chain segment binding to the surface. If we set the surface-solvent LJ energy, surf-solvent , to zero, the entropy change is the same as when the solvent is represented implicitly. If surf-solvent >> surf-chain , then the chain will never bind to the surface because the P-loop will be unable to displace solvent molecules. When 1.5 k B T, we found that the entropic gains were maximized, as shown in Figure 4b . Note that this is not the maximum free energy drop, which would take place at surf-solvent = 0, or equal to the implicit case. As discussed in the Appendices, this is not the case for the 3-D model. The entropy vs. enthalpy profile in Figure 4c shows this graphically: as the polymer moves along the substrate and forms bonds (increasing the enthalpic energy), the chain gains entropy linearly (the slope moving through the lines of free energy is constant). The volatility is similar to that found in Figure 4b .
LOAD VELOCITY BEHAVIOR
Next we examined the speed and power of the binding zipper using the 2-D implicit solvent model. This addresses the issue of how quickly and efficiently chemical energy of binding is converted into mechanical work. A trajectory is deemed successful when the entire polymer is bound to the surface, which corresponds to the maximum work output (see Figure 2) . At the start of the simulation only the leading edge segment is bound to the surface. Using Brownian Dynamics simulations, we generated the velocity vs. load profile shown in Figure 5a for binding site densities that varied from 22 to 3 evenly spaced sites; all data points are the result of 1000+ trajectories. The velocity profile is nearly linear for all loads and surface site densities, except when it asymptotically approaches the stall force. These load-velocity profiles are qualitatively similar to the experiments using conservative force (force clamps) in kinesin (25) and for ATP synthase operating against a viscous load (26,27).
Interestingly, the surface with six sites binds faster than the surface with eleven sites for small forces but the case where there are three sites leads to slower binding than when there are six or eleven sites. Figure 5b examines the effects of surface site density vs. the zipping velocity while holding the load force constant. With high surface density (see the cartoon inset on the right in Figure 5b) , the sites are close enough together so that their potentials overlap (recall: each surface site has an angular dependence as described by Eq. 5). This leads to relatively small barriers as the P-loop moves down the surface; that is, only small fluctuations are required for each segment to move to the next surface potential. With 11 sites (middle cartoon inset in Figure 6b ) the potentials no longer overlap, thus requiring larger fluctuations for the segments to move out of the current energy well and into a new well one step further down. Further frustrating the 11 site binding is perfect match between the chain and the binding surface that raises the enthalpic barrier between steps considerably, while lowering the entropy gain when bound. When there are a small number of surface sites (cartoon inset on left in Figure 5b) , the barrier to moving down the surface never rises very high, and the binding is not slowed appreciably. Moreover, the chain can take on many more configurations along the surface, thus increasing its entropy relative to the denser site case. This permits faster binding at lower load forces, but the stall force is much smaller compared to the cases with more surface sites. The surface site density determines the slope of the velocity-force curve.
This power stroke type of behavior has been found in other biological models (24) . Could natural selection have chosen substrates with less binding sites because of this phenomenon?
In Figure 5c we have plotted the power vs. load force. The power output is defined as the amount of work output (the external work against a constant force) divided by the average time to fully bind. Each case exhibits a fairly symmetric profile, passing through a maximum where the power output is optimal. This is the rate of work a motor exerts in a single power stroke. Nature may have evolved molecular motors to work at these optimal load forces to maximize the work they could produce.
Combining the velocity and binding free energy we computed the difference between the work output and the binding free energy divided by the time for a full zip. This measures how much energy flows into the system from the thermal bath via favorable Brownian fluctuations, or how much energy is dissipated into the bath via viscous dissipation. We adopt the usual thermodynamic convention that treats heat into the system as positive (endothermic), and heat out of the system as negative (exothermic). Figure 5d shows this for a few cases. As with the power vs. load profile, there is an optimal load where the most energy is captured from the thermal bath. When the heat flow is zero, the system is working adiabatically, which roughly corresponds to the maximum power in Figure 5d . When the heat transfer between the bath and the motor is zero, the energy flowing into the polymer chain (the size of favorable fluctuations required to move down the surface) is equal to the amount of energy that is being dissipated (viscous dissipation). If the heat energy required to move the chain is high then the motor moves very slowly, having to wait a long time for favorable thermal fluctuations. These results could have implications for synthetic motor design.
THE ROLE OF PROTEIN ELASTICITY
Peskin and Elston demonstrated how protein flexibility affects motor performance (19, 20) . In a similar manner, we investigated the effect of varying the parameters k spring and . Figure 6a and Figure 6b show how the velocity of zipping depends on k spring (stretching) and (bending). Just as Peskin and Elston found, there is an optimal stretching spring constant with respect to motor velocity (this is discussed further in the Appendices for both the 2-D and 3-D models). When k spring is small, the increased flexibility 'wastes' fluctuations: it is much more likely to make moves that will not lower the free energy, and so it takes a longer time to move the chain against a constant force down the reaction coordinate. At large k spring values, the entire chain is so stiff that it is effectively attached to the constant force so it can only diffuse as fast as the whole chain. The optimal elasticity is found at an intermediate value of k spring as shown in Figure 6a . This profile would look different if the surface were not uniform and larger fluctuations were required to zip, for the chain would need the added flexibility to access adjacent local energy minima.
Figure 6b
shows that the velocity dependence on (bending) does not pass through a maximum, but quickly approaches an asymptote at large that decreases as the number of sites increases. At a small , the velocity is reduced because the chain flexibility leads to wasted fluctuations that do not match the surface. At large the stiff chain approaches a perfectly matched rod sliding over the surface. If the surface and chain were not matched perfectly, then the chain would require some flexibility to search out the lowest free energy configuration. Optimal flexibility strategies depend on the type and shape of substrate and how specific the binding chain has to be.
THE MOTOR WORKING IN A CYCLE
So far we have discussed only a single power stroke. However, a motor must operate in a cycle, and so it must rid itself of tightly bound nucleotide so that the cycle can repeat. This is accomplished by hydrolyzing the nucleotide into two parts: ATP ADP + P i (3, 17) . In many motors (but not all), the phosphate moiety diffuses out of the catalytic pocket spontaneously, but the ADP fragment may require energy from a second binding site to release (17) . Here we present a very simplified model to illustrate how the substrate might diffuse out of the catalytic pocket after hydrolysis.
The two fragments (ADP + P i ) are negatively charged, and so repel each other. This distorts the highly angle-dependent hydrogen bond network, dramatically decreasing the free energy binding the substrates into the catalytic site. In the F 1 motor, the binding zipper stores elastic energy that aids the protein to recoil to its 'open' (empty) configuration. This elastic energy aids in the release of hydrolysis product (28, 29) . A cartoon of this system is depicted in Figure 7a where one catalytic site zipping onto its substrate uses some of its mechanical energy to help another site unzip and release a spent substrate. Using this model with our previous results we can determine the optimal conditions for product release.
In Figure 7b , the size dependence of the release time for a fragment is examined with an external force of 16.5 pN and 9 surface sites. Both substrates diffuse away fastest when the fracture takes place near the middle of the substrate. When the fracture takes place near the end of the substrate away from the impenetrable axis (see Figure 3) , the time for diffusing takes much longer. This is because the smaller outer fragment quickly diffuses away leaving the larger fragment to wait for favorable thermal fluctuations to escape the chain. When the fracture takes place on the side closest to the impenetrable axis, the rattling of the smaller segment against the impenetrable axis helps to push the larger substrate fragment out (both fragments have a columbic repulsion described in Eq. 7), resulting in a quicker release time. This has implications as to why nature has chosen substrates with certain numbers of attractive sites (ATP vs. substrates with additional phosphate groups). The requirement for an efficient cycle is such that a substrate must have enough sites to create a strong power stroke but not so many sites that it is unable to fragment in a way as to efficiently release the products. The diffusion of products out of the catalytic is more complicated and involves the interaction of solvent molecules, other protein structures in the catalytic pocket and/or ionsespecially Mg +2 (2, 14, 15) .
With the data accumulated from the unzipping model we can combine this with the zipping model to determine the optimal conditions for a cycle. This is accomplished by determining how long it takes the chain to zip under a specific external force and then how long it takes to unzip at a different external force. The difference between the external forces determines the total work created. The results for the case where there are nine surface sites is shown in Figure 7c . The abscissa displays the constant force used when the chain zipped onto the surface and data sequences are for various forces pulling the chain off the fragments. There is an optimal condition for each load force (on and off) and a global optimal at roughly a load force on of 27.5 pN and load force off of 16.5 pN. Notice that this optimal condition is different from the one found in Figure 5c . Other surface site densities had similar results. At lower unbinding forces, although the total work is large, the power becomes small because of the inability of the fragments to diffuse quickly off the chain. This is further evidence that some molecular motors may require stored mechanical energy to remove spent substrate molecules at an appreciable rate (28) .
In summary, the 2-D model captures the minimum requirements for an efficient power stroke and allowed us to evaluate the effects of chemical, mechanical and solvent interactions. We have modeled the system after the P-loop of RecA class molecular motors, which may behave in a similar way.
B. 3D model BONDS FORM SEQUENTIALLY AND SMOOTHLY IN 3D
Next, we investigated the 3-D model to further illustrate the basic processes involved in force production during ATP binding. The major differences between the 2-D and 3-D model are that we include side chains in the 3-D P-loop and model the ATP substrate more realistically. The results from a characteristic trajectory of the zipping process are shown in Figure 8a . As the P-loop first approaches ATP (Figure 8a-I) , the first reactive segment, Glycine, begins to form a hydrogen bond with an Oxygen on ATP. The segments turn black when they are bound to a surface site(s) (arbitrarily chosen as less than a radius of 4.5 Å and angle of 30 o ). Once Valine binds to ATP in Figure 8a -II, the much more reactive and flexible lysine zips soon after (Figure 8a-III) . Lysine will always remain tightly bound to ATP but its length and flexibility allows the rest of the chain to continue "snaking" along the surface of ATP. Finally, Valine is able to wrap around ATP and the number of H-bond contacts is maximized. In this configuration the P-loop reaches it's free energy minimum (Figure 8a-IV) . Our model shows that when the P-loop zips to ATP, the side groups fluctuate out from the backbone and pull the entire chain along the reaction coordinate, so that the chain walks across the nucleotide like a centipede. The flexibility of the side groups is much greater, and possibly more reactive, than the backbone, and thus well suited to facilitate the progressive annealing process. The free energy profile for the binding process for the 3D model with explicit solvent molecules and a 21 pN external force is shown in Figure 8b was calculated using MC umbrella sampling (see the Appendices for comparison to the implicit solvent 3-D case). The results in Figure 8b show that the free energy profile is again smooth and linear in a similar manner as our 2-D model. The process in which the P-loop zips to the surface differs because the chain is not uniform in the 3-D model. The 3-D model has side chains varying in length and reaction strength. The NH 2 tip very strongly binds to the surface (often modeled as NH3+ as in 15), while the rest of the chain is flexible and much less reactive (see Table 1 ). In this regard the 2D and 3D simulations differ. Lysine acts as a tether, or hook, fluctuating out to bind ATP allowing for the rest of the chain to diffuse into place. The flexibility and length of Lysine also allows the huge enthalpic gain, due to NH 2 binding, to be spread out along the reaction coordinate and thus gently decrease the free energy. Mutation studies show that the Lysine is extremely important for the binding and release of ATP (30, 31) . The rest of the Ploop, although it does not bind as strongly as NH 2 , displaces a greater number of solvent molecules than the lysine NH 2 tip. This increases the solvent entropy and drives down the free energy. This and the smoothing out of the reactive NH 2 tip results in the smooth free energy drop seen in Figure 8b . The last side group on the P-loop is the electronegative Glutamic Acid residue that repels the oxygen on ATP. This group serves as a 'stopper' so the P-loop remains tightly bound to ATP in the configuration shown in Figure 8a -IV. Glutamic Acid comes into contact with ATP near the free energy minimum in Figure 8b . In most RecA ATPases, Arginines from the adjacent subunit also act as a 'latch' onto the -phosphate; although important, we have not included them in our simulations. 
Discussion
Here we have used simplified models to investigate the general principles that govern how nucleotide binding is efficiently translated into mechanical work. The coarse grained models we present bridge the gap between detailed atomistic molecular dynamics simulations and mean field models that capture the power stroke generated by the binding process via a phenomenological potential function (3, 17, 35) . The results described here give a simple but convincing description of the Binding Zipper model for energy transduction (1, 2) .The model illuminates how binding depends on geometric and chemical matching between the catalytic site and the ligand, the role of binding progression in developing an efficient power stroke, the requirements for the release of spent substrates, and the role of solvent effects on free energy changes during the binding process.
We first examined the P-loop binding process with a simplified 2-D model and then increased the complexity towards an atomistic model, showing that the basic mechanisms can be captured in the simple 2-D representation. The 3-D model elucidates some of the requirements for the P-loop binding to ATP. Our 3-D results also show that a more detailed model acts in a similar manner as our much simpler 2-D model. A molecular motor is vastly more complicated than our 3-D model, but our results indicate much of this detail can be coarse grained into a simpler 'toy' model. The details required for an accurate representation are not obvious but depend significantly on the system of interest. Even with this disclaimer, perhaps similar coarse grained models can be used to elucidate general principles of other protein binding interactions as well as aid in the design of biomimetic devices.
Future work should approximate the free energy changes accompanying P-loop annealing using methods from polymer physics (see, for example 36). A similar approach could be applied to the class of proteins exemplified by kinesin and myosin where the free energy of nucleotide binding is used to alter the affinity of the motor for its track-microtubule or actin-via an escapement involving the Switch 1 and 2 motifs. In these motors, the power stroke draws its energy from binding to the track, so that even 'toy' models such as we have presented here would be considerably more complicated.
Appendices

A. Implicit Solvent Comparison
Figure 9a, shows that the free energy profile for the 2-D implicit solvent model is qualitatively similar to the model that treats the solvent explicitly. The total free energy drop is smaller for the explicit solvent case compared to the implicit case because the total enthalpy decreases when the chain zips to the surface and expels solvent molecules. There is an enthalpic energy loss, not present in the implicit case, due to the breaking of bonds between the solvent molecules and surface. This loss effectively decreases the surface site's strength by the enthalpic energy of the surface-solvent interactions (i.e. the enthalpic energy gained by P-loop binding is offset by the enthalpic energy loss due to the breaking of the solvent surface bond). Some, but not all, of the enthalpic energy will be recaptured in the free energy due to the increased entropy of the displaced solvent molecules.
The entropy profile for the implicit and explicit 2-D cases (Figure 9b ) differs dramatically due to the solvent entropic effects. In 2-D, the free energy gain from releasing an ideal solvent molecule is ~1 k B T and there are roughly ten solvent molecules that must be displaced during binding; this is in good agreement with the ~8-9 k B T difference between the implicit and explicit case shown in Figure  9b . As we have discussed before, the enthalpy vs. entropy profile displayed in Figure 9c , also emphasizes the importance of solvent entropy. As the binding process moves along the reaction coordinate, the implicit simulation loses entropy while the explicit simulation gains entropy.
The free energy profiles for the implicit and explicit 3-D models are compared in Figure 9d , with a load force of 21 pN. The free energy drop is larger and smoother with explicit solvent. The free energy drop for the implicit case changes slopes between 5 8 Å where lysine binds (protein flexibility might smooth this out as discussed later in the Appendices). The slope of the lysine region in both the implicit and explicit case is nearly equal because lysine creates a strong bond with ATP, but does not displace as many solvent molecules (small entropic gain). The two regions before and after lysine, have larger free energy drops in the explicit case because of the entropic gains associated with displacing solvent molecules. Due to these interactions, the slopes of these regions are similar to that of lysine leading to a constant slope. The total free energy drop is larger for the explicit case because in 3-D we are displacing many more solvent molecules and the entropy gained upon displacement is larger compared to the 2-D case.
B. Motor Flexibility
In the soft spring limit k spring 0, the cargo trails far behind the motor and it is assumed that the net effect of cargo on the motor is to produce a constant load force, F, in the direction opposing the motor. Newton's third law of motion requires that F be sufficient to keep the cargo moving at the same speed as the motor. Thus the cargo feels a constant force F and moves with a constant velocity:
where 0 kspring is the velocity of the system as 0 spring k , D is the diffusion coefficient for the cargo, F is the force felt by the cargo (or motor in the reverse direction). In our model we have only a constant force pulling on one side of our chain. By measuring the velocity at a low value of spring k ,
we can solve for D in the above equation to get some effective diffusion if there were a cargo. Our chain is a series of 10 springs so we can approximate it as:
Converting our units into those used by Peskin and Elston (L now refers to the total distance of the zip) we get the similar quantitative results shown in Figure 10a for our 2-D model (20) . To make a more direct comparison we also removed the constant force from our chain and replaced it by a slow moving cargo as Peskin and Elston used. This non-interacting cargo was attached by a spring to the same segment as the external force was and the Diffusion constant was varied (see Figure 10c) . The results are shown in Figure 10b , again qualitatively very similar to our constant force results and that of Peskin and Elston.
We extended the idea of protein flexibility to our 3-D system to determine if flexibility will lead to a more linear free energy drop for the implicit solvent model. To model the rest of the protein body (outside the P-loop) as an elastic cargo, we added a slow diffusing segment attached to the end of the P-loop (analogous to the 2-d model in Figure 10c ). The external force now acts on this cargo attempting to pull it back to it's starting position. The cargo is attached to the P-loop via a harmonic spring but otherwise can diffuse freely. Our reaction coordinate is now the distance that the cargo has moved against the external force. All other parameters in the system are unchanged.
This arrangement is intended to mimic the relationship between the small catalytic site of a motor and 'escapement' that levers up the force generated at the catalytic site. This larger, and thus slower diffusing, domain outside the catalytic site dramatically increases the zipping time of the P-loop. The elastic properties of the escapement are approximated as a single spring. Some molecular motor systems store energy in the bending of their secondary structures such as the -sheet whose loops grasp the nucleotide (28) . In this system, the spring corresponds to the -sheet. Without the escapement and cargo, the model P-loop completes its power stroke in ~5 s, depending on the load force. In a real system, the power stroke takes place in ~100 μs (37) . With a cargo friction constant ~100 times larger than a single backbone segment on the P-loop, the zipping time increased by a factor of ~10. The spring constant between the P-loop and cargo was set to 1.75 k B T/Å 2 . For example, with a 21 pN load force without cargo, the P-loop zipped in 4.5 ± 2.1 s; with the cargo the power stroke took 52 ±31 s. Further increasing the cargo friction constant by a factor of 1000, the zipping time increased ~100 (from 4.5 s to 319 ± 173 s) which is within an order of magnitude of the actual time measured in the F 1 experiments (37).
Another factor affecting the speed of the power stroke and the size of the free energy change is the strength of the spring between the chain and cargo, cargo . This follows closely what took place in our 2-D model (19, 20) . With a stiff spring, the chain can only zip as quickly as the cargo diffuses, while with a very compliant spring the cargo will take a long time to move against an external force. There is an intermediate between these extremes that produces an optimal zipping speed, but also may smooth out the free energy profile. In the implicit solvent model, the free energy profile is not nearly as smooth as the explicit model. We show that the addition and optimization of the cargo and spring constant improves the linearity, and thus efficiency of the zipping process. In the extremely compliant case ( cargo << 1), the free energy drop is smooth but small as the chain gently pulls against the cargo. As cargo approaches zero, the free energy drop also approaches zero. As cargo increases the free energy drop approaches a maximum, cargo > 2 k B T/Å 2 . Thus a large cargo the free energy drop remains large but will also lead to non-linearity while having a small cargo will lead to a smooth but smaller free energy drop. In the intermediate region, 0.5 k B T/Å 2 < cargo < 1.75 k B T/Å 2 , there is trade-off such that the cargo spring is soft enough to create a relatively smooth free energy profile but stiff enough to maintain a large free energy drop. Also note that with the cargo, the free energy drop maximum is greater than without the cargo. This is because there is no bending modulus between the cargo and P-loop. We are measuring the reaction coordinate from the cargo and the cargo now has more entropy. If we add a bending modulus too the cargo we get nearly the same results as without the cargo (slight differences because the effective length of the chain has changed).
C. Effective Driving Potential (EDP)
Another method of characterizing the binding process is the Effective Driving Potential (EDP) (3). The more linear the EDP is along the reaction coordinate, the higher the efficiency and power stroke characteristics of the motor. Following Wang and Oster's method for constructing the EDP, we have determined the EDP for various loads with the 22 surface site case in Figure 11 (other surface sites case results were similar). Again we see that our model is making a smooth zip along the surface characteristic of a power stroke. At large forces, the chain is being pulled from both ends, tending to dampen out fluctuations and lead to a lower and more linear potential (similar to increasing as will be discussed later). At smaller force, the chain is more flexible so many fluctuations are wasted leading to a lower and non-linear potential. Protein loops in catalytic sites may have evolved to be stiffer to improve the efficiency of the enzyme. United atom model used in the 3D P-loop simulation. The structure and sequence of the P-loop (top panel) is approximated in the carton on the bottom left. In the top image, red = oxygen, blue = Nitrogen, grey = Carbon, and white = Hydrogen. In our cartoon, red segments are hydrogen bond forming (see Table 1 for the strength of these bonds) and blue are repulsive to oxygen on ATP. ATP, on the bottom right, is modeled with red as hydrogen bond forming oxygen, while the rest of the molecule (green) is repulsive. The bottom right depicts the approximate path that P-loop takes during the simulated binding to the surface of ATP. Cartoon insets depict the energetic frustration when the surfaces match and the overlap of sites when the surface is densely filled with active sites. The local minimum around 10 surface sites arises because of the perfect matching of the chain to the surface, whereas the vernier effect smoothes out the net energy profile when the surfaces mismatch.
(c) Power vs. force profile for various surface site densities. Because the loadvelocity curves are nearly linear, there is an optimal force that produces the maximum power output.
(d) Heat flux vs. Force profile for various surface site densities. Positive heat is defined as thermal energy captured by the motor while negative is the energy dissipated to the constant temperature bath. There is an optimal force where the maximum energy is captured from the thermal bath. When the heat change is zero (nearly reversible), the system is working adiabatically. This also roughly corresponds to the maximum power in (c). Releasing products to make a cycle. (a) Cartoon showing how two catalytic sites in a single motor might help each other release spent substrates, and how some of the mechanical work during the power stroke can be stored to aid in product release. As one catalytic site zips (right), some of the mechanical work is used to change the conformation of another catalytic site (left) such that it aids in the removal of a spent substrate.
(b) Time for the substrate to diffuse away from the chain depending on where the substrate is fractured. The external force is 16.5 pN with 9 surface sites. The substrate break refers to which site is fractured along the surface, where 0 is closest to the protein body while 9 is furthest away.
(c) Cycle power of a substrate with 9 surface sites. The load force is constant used when the chain zips to the surface and a different constant load force off is applied when the chain unzips from the fragments. There is an optimal condition for each load force and a global optimum at roughly 27.5 pN on and 16.5 pN off. This optimum load force on is not the same as found for the power stroke results in Figure 5c . is calculated as an effective spring k using springs in series as described in Eq. A2.
(b)
The constant force in our original 2-D model is replaced by a slow moving cargo similar to Peskin and Elston. The potential we used and that of Peskin and Elston differ so the velocity differs but they are qualitatively similar. k spring is now an effective spring constant using springs in series as described by Eq. B2.
(c) Cartoon of model with cargo attached to P-loop via a harmonic spring. All other parameters are unchanged in the system. Cargo has a diffusion constant of D and the distance the cargo travels is now the reaction coordinate. 
