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Abstract
We study a broad class of spacetimes whose metric coefficients reduce to
powers of a radius r in the limit of small r. Among these four-parameter
“power-law” metrics we identify those parameters for which the space-
times have classical singularities as r → 0. We show that a large set of
such classically singular spacetimes is nevertheless nonsingular quantum
mechanically, in that the Hamiltonian operator is essentially self-adjoint,
so that the evolution of quantum wave packets lacks the ambiguity asso-
ciated with scattering off singularities. Using these metrics, the broad-
est class yet studied to compare classical with quantum singularities, we
explore the physical reasons why some that are singular classically are
“healed” quantum mechanically, while others are not. We show that most
(but not all) of the remaining quantum-mechanically singular spacetimes
can be excluded if either the weak energy condition or the dominant en-
ergy condition is invoked, and we briefly discuss the effect of this work on
the strong cosmic censorship conjecture.
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1 Introduction
Classical singularities are a common feature in solutions of Einstein’s equations.
They are not part of the spacetimes themselves, but are boundary points in-
dicated by incomplete geodesics or incomplete curves of bounded acceleration
in maximal spacetimes (see, e.g., [1, 2]). For timelike geodesics in particular,
this incompleteness is characterized by an abrupt ending of classical freely-falling
particle paths. Classical particles do not exist, however, so Horowitz and Marolf
[3], following earlier work by Wald [4], asked what happens if, instead of classical
particles, one uses quantum mechanical particles to identify singularities?
Horowitz and Marolf answered the question as follows [3]. They define a
spacetime to be quantum mechanically nonsingular if the evolution of a test
scalar wave packet, representing a quantum particle, is uniquely determined by
the initial wave packet, without having to place arbitrary boundary conditions at
the classical singularity. If a quantum particle approaches a quantum singularity,
however, its wave function may change in an indeterminate way; it may even
be absorbed or another particle emitted. This is a close analog to the definition
of classical singularities: A classical singularity, as the endpoint of geodesics,
can affect a classical particle in an arbitrary way; it can, for example, absorb
(or not) an approaching particle, and can emit (or not) some other particle,
undetermined by what comes before in spacetime.
The construction of Horowitz and Marolf is restricted to static spacetimes.
Mathematically, the evolution of a quantum wave packet is related to proper-
ties of the appropriate quantum mechanical operator. They therefore define a
static spacetime to be quantum mechanically singular [3] if the spatial portion
of the Klein-Gordon operator is not essentially self-adjoint [5, 6]. In this case
the evolution of a test scalar wave packet is not determined uniquely by the
initial wave packet; boundary conditions at the classical singularity are needed
to ‘pick out’ the correct wavefunction, and thus one needs to add information
that is not already present in the wave operator, spacetime metric and mani-
fold. Horowitz and Marolf [3] showed by example that although some classi-
cally singular spacetimes are quantum mechanically singular as well, others are
quantum mechanically nonsingular. A number of papers have tested additional
spacetimes to see whether or not the use of quantum particles “heals” their clas-
sical singularities. For example, we have studied quasiregular and Levi-Civita
spacetimes, and used Maxwell and Dirac operators as well as the Klein-Gordon
operator, showing that they give comparable results [7, 8, 9, 10]. Blau, Frank,
and Weiss have studied two-parameter spherically-symmetric geometries whose
metric coefficients are power-laws in the radius r in the limit of small r [11].
Using a different Hilbert-space norm, Ishibashi and Hosoya have studied the
wave regularity of various spacetimes with timelike singularities [12]. A critical
question in all of this work is: When is the use of quantum particles effective in
healing classical singularities?
Here we investigate what we believe to be the broadest class of spacetimes
yet tested. Nearly all are classically singular when one of the spatial variables (r)
approaches zero. The characterization of their quantum singularity properties
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requires only that we know their behavior at infinity and at small r, along with
an assumption that they have no classical singularities aside from any at r = 0.
For small r, these spacetimes can be represented by metrics with coefficients
which are powers of r involving four independent parameters. We will find the
range of each of the metric parameters for which the singularity is healed in the
sense of Horowitz and Marolf.
A relativistic scalar quantum particle of mass M can be described by a
positive-frequency solution to the Klein-Gordon equation
∂2Ψ
∂t2
= −AΨ (1)
in a static spacetime [3]. The spatial Klein-Gordon operator A is
A ≡ −V Di(V Di) + V 2M2 (2)
where V 2 = −ξνξν (here ξ0 is the timelike Killing field) and Di is the spatial
covariant derivative on the static slice Σ. The appropriate Hilbert space H is
L2(Σ), the space of square integrable functions on Σ. The volume element used
to define H is V −1 times the natural volume element on Σ. If we initially define
the domain of A to be C∞o (Σ), A is a real positive symmetric operator and
self-adjoint extensions always exist [5]. If there is a single unique self-adjoint
extension AE , then A is essentially self-adjoint [5]. In this case the Klein-Gordon
equation for a free relativistic particle can be written [3]
i
∂Ψ
∂t
= (AE)
1/2Ψ (3)
with
Ψ(t) = e−it(AE)
1/2
Ψ(0). (4)
Equations (3) and (4) are ambiguous if A is not essentially self-adjoint, in which
case the spacetime is quantum mechanically singular.
One way to test for essential self-adjointness is to use the von Neumann
criterion of deficiency indices [13, 14], which involves studying solutions to AΨ =
±iΨ and finding the number of solutions that are square integrable (i.e., ∈
L2(Σ)) for each sign of i. This determines the deficiency indices, which in
turn indicates whether the operator is essentially self-adjoint or whether it has
self-adjoint extensions, and how many self-adjoint extensions it has. Another
approach, which we have used before [5, 9, 15] and will use here, has a more
direct physical interpretation. A theorem of Weyl [14, 5] relates the essential
self-adjointness of the Hamiltonian operator to the behavior of the ‘potential’
which in turn determines the behavior of the scalar-wave packet. The effect is
determined by a limit point− limit circle criterion which we discuss in Section
3.
2
2 Power-law metrics
We consider the class of spacetimes which can be written with the power-law
metric form
ds2 = −rαdt2 + rβdr2 + 1
C2
rγdθ2 + rδdz2 (5)
in the limit of small r, where α, β, γ, δ, and C are constant parameters. We are
particularly interested in the metrics at small r, because we suppose that if the
spacetime has a classical singularity (and nearly all of these do), it occurs at
r = 0, and the first-order behavior of the metric near that location is sufficient
to establish whether the quantum mechanical operator is limit point or limit
circle at r = 0.
Eliminating α by scaling r results in two metric types:
• Type I:
ds2 = rβ(−dt2 + dr2) + 1
C2
rγdθ2 + rδdz2, (6)
if α 6= β + 2, and
• Type II:
ds2 = −rβ+2dt2 + rβdr2 + 1
C2
rγdθ2 + rδdz2, (7)
if α = β + 2.
Type I metrics are special cases of the general cylindrically symmetric geometries
[16]
ds2 = e2(K−U)(−dt2 + dr2) + e−2UW 2dθ2 + e2U (dz +Adθ)2 (8)
with A = 0, e2U = rδ, e2K = rα+δ , W 2 = rγ+δ/C2. In particular, the two-
parameter Levi-Civita spacetimes [17, 9]
ds2 = −R4σdt2 +R8σ2−4σ(dR2 + dz2) + 1
C2
R2−4σdθ2 (9)
are Type I (if σ 6= 1/2), with R = r1/(2σ−1) , β = 4σ/(2σ−1), γ = −2/(2σ−1),
δ = 4σ/(2σ−1), and Type II (if σ = 1/2), with β = γ = δ = 0, a flat spacetime.
For Type I metrics, the curvature and Kretschmann scalars are
R =
2(β + γ + δ)− (γ2 + δ2 + γδ)
2rβ+2
(10)
and
K =
4β2 + β2(γ2 + δ2) + γ2(2 + β − γ)2 + δ2(2 + β − δ)2 + γ2δ2
4r2β+4
, (11)
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which vanish if and only if β = 0 and one of the following holds: (i) γ = δ = 0
(ii) γ = 0, δ = 2 (iii) γ = 2, δ = 0. Each of these three geometries is flat
everywhere, although in case (iii) there is a quasiregular singularity at r = 0
unless C = 1, assuming 0 ≤ θ < 2π . Except for these three special cases,
Type I spacetimes all have scalar curvature singularities as r → 0 if and only
if β > −2 . This conclusion is confirmed by inspecting the other independent
curvature invariants [18].
The t, r subspace of Type I metrics can be written in the form
ds22 = r
β(−dt+ dr)(dt + dr), (12)
so radial null geodesics follow paths of constant t± r. Any singularity at r = 0
occurs at a finite value of r along the geodesic, so the singularity is timelike and
naked [3, 18].
For the Type II metrics the curvature and Kretschmann scalars are
R =
γ2 + δ2 + γδ
2rβ+2
(13)
and
K =
(γ2 + δ2)β + 2)2 + γ2(2 + β − γ)2 + δ2(2 + β − δ)2 + γ2δ2
4r2β+4
, (14)
each of which vanishes if and only if γ = δ = 0, in which case the spacetimes are
flat. In all other cases Type II spacetimes have a scalar curvature singularity as
r → 0 if and only if β > −2. Again, the other curvature invariants confirm this
result [18].
The t, r subspace of Type II metrics can be written in the form
ds22 = r
β+2(−dt+ dr∗)(dt+ dr∗), (15)
where the tortoise coordinate r∗ = ℓnr. Radial null geodesics follow paths of
constant t± r∗. A singularity at r = 0 occurs at r∗ = −∞, so the singularity in
this case is null [3]; in double-null coordinates it can be seen to have both past
and future branches, and to be naked, as shown by Lake [18].
We have established that except for isolated values of β, γ, δ, C, all of these
power-law spacetimes have scalar curvature singularities if and only if β > −2.
Lake [18] has shown that all of the r = 0 singularities in Type II spacetimes
are at finite affine distance, while those in Type I spacetimes are at finite affine
distance if and only if β > −1. Therefore even though Type I spacetimes
with −2 < β ≤ −1 possess scalar curvature singularities, they are nevertheless
geodesically complete, so are nonsingular by the usual definition. We can now
work out the parameter ranges for which the classical singularities are healed
using the Horowitz-Marolf criterion.
4
3 Limit point-limit circle criteria
For the power-law metrics the Klein-Gordon equation can be separated in the
coordinates t, r, θ, z, with only the radial equation left to solve. With changes in
both dependent and independent variables, the radial equation can be written
as a one-dimensional Schro¨dinger equation Hu(x) = Eu(x) where x ∈ [0,∞)
and the operator H = −d2/dx2 + V (x). This form allows us to use the limit
point-limit circle criteria described in Reed and Simon [5].
Definition. The potential V (x) is in the limit circle case at x = 0 if for
some, and therefore for all E, all solutions of Hu(x) = Eu(x) are square inte-
grable at zero. If V (x) is not in the limit circle case, it is in the limit point case.
A similar definition pertains for x = ∞: The potential V (x) is in the limit
circle case at x =∞ if all solutions of Hu(x) = Eu(x) are square integrable at
infinity; otherwise, V (x) is in the limit point case at infinity.
There are of course two linearly independent solutions of the Schro¨dinger
equation for given E. If V (x) is in the limit circle (LC) case at zero, both
solutions are square integrable ( ∈ L2) at zero, so all linear combinations ∈ L2
as well. We would therefore need a boundary condition at x = 0 to establish
a unique solution. If V (x) is in the limit point (LP) case, the L2 requirement
eliminates one of the solutions, leaving a unique solution without the need of
establishing a boundary condition at x = 0. This is the whole idea of testing
for quantum singularities; there is no singularity if the solution in unique, as it
is in the LP case. The critical theorem, due to Weyl [14, 5, 9], states that if
V (x) is a continuous real-valued function on (0,∞), then H = −d2/dx2 + V (x)
is essentially self-adjoint on C∞o (0,∞) if and only if V (x) is in the limit point
case at both zero and infinity.
At infinity the limit point-limit circle behavior can be established with the
help of Theorem X.8 in Reed and Simon [5], which states that if V (x) is contin-
uous and real-valued on (0,∞), then V (x) is in the limit point case at infinity
if there exists a positive differentiable function M(x) so that (i) V (x) ≥ −M(x)
(ii)
∫∞
1 [M(x)]
−1/2dx =∞ (iii) M ′(x)/M3/2(x) is bounded near∞. A sufficient
choice of the M(x) function for our purpose is the constant function M(x) = K
where K > 0. Then (ii) and (iii) are satisfied, so if V (x) ≥ −K, V (x) is in the
limit point case at infinity.
A theorem useful near zero is the following.
Theorem (Theorem X.10 of Reed and Simon [5]). Let V (x) be continuous
and positive near zero. If V (x) ≥ 34x−2 near zero then V (x) is in the limit point
case. If for some ǫ > 0, V (x) ≤ (34 − ǫ)x−2 near zero, then V (x) is in the limit
circle case.
The theorem states in effect that the potential is only LP if it is sufficiently
repulsive at the origin that one of the two solutions of the one-dimensional
Schro¨dinger equation blows up so quickly that it fails to be square integrable.
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Call that solution u2; it must blow up at least as fast as x
−1/2 as x → 0 to
make the integral
∫
u∗u dx diverge. The other solution is u1 = u2
∫
dx(u−22 ) =
(1/2)x3/2, which goes to zero and is obviously square integrable. The potential
which gives rise to these functions can be discovered by substituting either one
of them into Schro¨dinger’s equation and finding what potential function leads
to that solution. The result is easily seen to be V (x) = 34x
−2, as claimed in the
theorem. Any potential that is more repulsive than 34x
−2 will also be LP, but
a less repulsive potential will be LC, since both solutions will then be square
integrable. The classical singularity is therefore healed quantum mechanically
if the surviving (i.e., square-integrable) wave function tunnels into the repulsive
barrier so that it goes to zero at least as fast as x3/2.
The theorem can now be used to help test for quantum singularities in
power-law spacetimes.
4 Essential self-adjointness and the power-law
parameters
Our goal is to identify the values of β, γ, δ, C for which the quantum mechanical
operator is essentially self-adjoint. That is, for which parameter values is there
a classical, but no quantum, singularity as r → 0? The Klein-Gordon equation
for a particle of mass M is
Φ = gµνΦ,µν +
1√
g
(
√
ggµν),ν Φ,µ= M
2Φ. (16)
We can decompose Φ ∼ eiωtΨ(r, θ, z), with modes Ψ(r, θ, z) ∼ eimθeikzψ(r). For
Type I metrics,
r−(
γ+δ
2
) d
dr
(
r
γ+δ
2
dψ
dr
)
+
[
ω2 −M2rβ −m2C2rβ−γ − k2rβ−δ]ψ = 0. (17)
This radial equation can be converted to a one-dimensional Schro¨dinger-equation
d2u
dx2
+ (E − V (x))u = 0 (18)
with the substitutions r = x and ψ =
√
Cx−(
γ+δ
4
)u(x); the associated normal-
ization integral is
∫
dr
√
g3
g00
ψ∗ψ =
∫
dr
√
rβ+γ+δ
C2rβ
ψ∗ψ =
∫
dxu∗u. (19)
In this case E = ω2 and
V (x) =
(
γ + δ
4
)(
γ + δ
4
− 1
)
1
x2
+m2C2xβ−γ + k2xβ−δ +M2xβ . (20)
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The potential is LP as x → ∞ if in that limit V (x) > −K where K is a
positive constant. This condition obviously holds for the literal Type I power-
law metrics (i.e., those which maintain this form for arbitrarily large x); more
generally, we consider only those more general metrics which are LP at infinity
while becoming Type I as x→ 0.
For what parameter ranges is V (x) also LP as x → 0? Since V (x) → C0xn
as x→ 0, where C0 is a constant, the simple rule is that the potential is
• LP if C0 ≥ 0 and also either (i) n < −2 or (ii) n = −2 with C0 ≥ 3/4
• LC if C0 ≥ 0 and also either (i) n = −2 with C0 < 3/4, or (ii) n > −2, or
if C0 < 0.
The LP and LC regimes of Type I geometries for givenm, k modes are displayed
in the three-dimensional Cartesian β, γ, δ plot of Figure 1. (The parameter C is
irrelevant for this purpose.) The positive β axis rises vertically out of the page,
and the γ and δ axes are in the plane of the page, as shown. The boundaries
of the LP and LC regimes for given m, k modes are generally defined by five
planes in this space. There is a horizontal“base” plane β = −2 , two vertical
planes γ+ δ = −2 and γ+ δ = 6, and two tilted planes γ = β+2 and δ = β+2.
These five planes form a LC“bowl” with bottom on the β = −2 base plane, and
four sides rising infinitely out of the page. Parameter points within the interior
of the bowl correspond to the LC regime, while points outside the bowl are LP.
The description is valid if the particle mass M 6= 0 (otherwise there is no base
plane) and for modes with k 6= 0 (otherwise the tilted plane δ = β+2 is absent)
and with m 6= 0 (otherwise the tilted plane γ = β + 2 is absent).
On the boundary planes themselves, one or more terms in the potential vary
as x−2, so with potential V = Cox
−2 it is straightforward to show that both
vertical planes γ + δ = −2 and γ + δ = 6 are everywhere LP, and also that the
portion of the β = −2 base plane with M2 ≥ 3/4 + (γ+δ4 )(1 − γ+δ4 ) is LP, and
any remaining points are LC. Also, the portion of the δ = β + 2 tilted plane
with k2 ≥ 3/4 + (γ+δ4 )(1 − γ+δ4 ) is LP, and the rest is LC, and the portion of
the γ = β + 2 tilted plane with m2C2 ≥ 3/4 + (γ+δ4 )(1 − γ+δ4 ) is LP, and the
rest is LC. One can similarly analyze the intersections of any two planes, to find
which points are LC and which LP.
For Type II spacetimes the classical singularities are null, as shown in Section
2. Therefore Type II spacetimes are globally hyperbolic; the wave operator in
that case must be essentially self-adjoint [3], so these spacetimes contain no
quantum singularities. It is easy to verify this conclusion directly, using the
analog of equation (17):
r−(
γ+δ+2
2
) d
dr
(
r
γ+δ+2
2
dψ
dr
)
+
[
ω2
r2
−M2rβ −m2C2rβ−γ − k2rβ−δ
]
ψ = 0 (21)
which can be converted to a one-dimensional Schro¨dinger equation (18) with
7
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Figure 1: Looking down into the limit circle bowl in parameter space for Type
I metrics. The bottom of the bowl is on the beta = -2 base plane, and the sides
are defined by two vertical and two tilted planes. Points within the bowl are
limit circle; points outside are limit point.
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the substitutions r = ex (the classical singularity at r = 0 has been moved to
x = −∞) and ψ =
√
Ce−
γ+δ
4
xu(x), with normalization integral
∫
dr
√
g3
g00
ψ∗ψ =
∫
dr
√
rβ+γ+δ
C2rβ + 2
ψ∗ψ =
∫
dxu∗u. (22)
In this case E = ω2 − (γ+δ4 )2 and
V (x) = m2C2e(β−γ+2)x + k2e(β−δ+2)x +M2e(β+2)x. (23)
The potential V (x) ≥ −K at both ±∞, so Type II metrics are LP for all
parameter values.
5 Type I Modes with k = 0 or m = 0
For k = 0 modes in Type I metrics, the bowl of Figure 1 is broken by the absence
of the left-hand tilted plane, causing the LC regime to spill out infinitely to the
left. Similarly, for m = 0 modes the right-hand tilted plane is absent, so the LC
regime extends infinitely to the right. However, if m = 0 all parameter points
are effectively LP anyway, since only one of the m = 0 modes turns out to be
a viable solution of the three-dimensional wave equation, as shown explicitly in
Section 5.2. We have separated the three-dimensional wave equation into r, θ, z
coordinates and found the two solutions of the radial equation for each set of
quantum numbers m, k. If both solutions ∈ L2 the corresponding operator is
LC; otherwise the operator is LP, in which case there is a unique solution for that
choice ofm, k. If any solution of the one-dimensional radial equation 6∈ L2 in the
r coordinate alone, it likewise 6∈ L2 over the three-dimensional space. However,
it is also necessary to look at the full three-dimensional wave equation to be
sure that each solution is viable, a situation familiar from the non-relativistic
Schro¨dinger equation for the hydrogen atom, as described in subsection 5.1.
5.1 Integration of the non-relativistic Schro¨dinger equa-
tion in spherical coordinates
If the angular momentum quantum number ℓ satisfies ℓ ≥ 1 for the non-
relativistic hydrogen atom, only one of the two solutions ∈ L2 at the origin
for each choice of quantum numbers ℓ,m, but for ℓ = 0 both solutions ∈ L2,
which suggests that both should be kept. However, if the three-dimensional
equation is integrated over a sphere centered at the origin, one of the ℓ = 0
solutions fails to satisfy the resulting equation unless a δ-function potential is
added to the Coulomb potential. In the absence of such a potential one of the
ℓ = 0 solutions must be rejected, so for each choice of ℓ,m there is only a single
viable solution.
The same situation arises for any spherically symmetric potential C0r
n as
long as n ≥ −2. In the free-particle (V (r) = 0) case, for example, the two
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solutions of the non-relativistic Schro¨dinger equation near the origin for ℓ ≥ 1
are uℓ(1) ∼ rℓ+1 and uℓ(2) ∼ r−ℓ, so Ψℓm(1) converges and Ψℓm(2) diverges
as r → 0. Also Ψℓm(1) but not Ψℓm(2) ∈ L2 near the origin, so the Ψℓm(2)
must be rejected. For ℓ = 0 the two solutions are u0(1) = sinκr and u0(2) =
cosκr (κ =
√
ǫ), so that again Ψ00(1) converges and Ψ00(2) diverges as r → 0,
but in this case both functions ∈ L2. However, even though u0(2) solves the
one-dimensional radial equation, the corresponding Ψ00(2) = (u0(2)/r)Y00 is not
a proper solution of the original three-dimensional wave equation, as can be
seen by integrating Schro¨dinger’s equation over a spherical volume of radius R
centered at the origin. That is,∫
dV (∇2 + κ2)Ψ00(2) =
∮
dS · ∇Ψ00(2) + κ2
∫
dVΨ00(2)
=
[
4πR2
d
dr
(cosκr
r
) ∣∣∣∣
R
+ 4πκ2
∫ R
0
drr cosκr
]
Y00 = −4πY00 6= 0. (24)
Therefore
Ψ =
∞∑
ℓ=0
ℓ∑
m=−ℓ
aℓm(uℓ(1)/r)Yℓm(θ, φ) (25)
is the most general solution of the wave equation, with only a single mode
solution for each choice of ℓ,m.
The rejected s-wave function Ψ00(2) would be a solution of the wave equation
if the actual (zero) potential were augmented with a δ-function potential: i.e.,
if V (r) = 0− 4πrδ(r) where ∫ dV δ(r) = 1, which follows from
−
∫
dV (−4πrδ(r))
( cosκr
r
)
Y00 = +4πY00, (26)
or from the identity ∇2(1/r) = −4πδ(r). In the absence of such a delta-function
potential the only viable s-wave solution (dropping Y00) is
Ψ00(1) =
sinκr
r
=
eiκr − e−iκr
2ir
, (27)
representing equal amplitudes of outgoing and incoming waves, with a definite
relative phase. The outgoing “final” state eiκr is completely determined by the
ingoing “initial” state e−iκr. However, if V (r) = −4πrδ(r), the most general
solution of the wave equation is
Ψ = aΨ00(1) + bΨ00(2) +
∑
ℓ≥1,m
aℓ,mΨℓm(1) (28)
for arbitrary a and b. The s-wave solutions can then represent total absorption,
total emission, or anything in between, depending upon the relative values of a
and b. The final state is no longer determined by the initial state.
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The scenario can also be described in the language of self-adjoint extensions,
as summarized by Jackiw [19]. The free Schro¨dinger operator H0 (without a
δ-function potential) is Hermitian and also self-adjoint when its domain in-
cludes functions that are finite or that diverge at isolated points, as long as
they are square integrable, and that a boundary condition, consistent with self-
adjointness of H0, is specified. Normally we specify convergence of Ψ as r → 0
as the boundary condition. This boundary condition is the only one consistent
with the absence of a δ-function potential. The Hamiltonian can however be
extended to include a continuous range of boundary conditions specified by a pa-
rameter λ, any of which is consistent with the presence of a δ-function potential.
Suppose
lim
r→0
rΨ(r) = − λ
2π
lim
r→0
(Ψ + rΨ′), (29)
which defines an extended Hamiltonian Hλ, where λ = 0 is the normal choice.
For arbitrary λ the s-wave solutions become
Ψ0 =
1
r
(sinκr + tan δ0 cosκr) (30)
where tan δ0 = −λκ/2π. This angle δ0 is in fact the s-wave scattering phase
shift in the scattering amplitude
f(θ) =
1
2iκ
(e2iδo − 1)P0(cos θ), (31)
so the scattering of a particle that is free except for a δ-function potential, de-
pends on the boundary condition imposed at the origin. That is, a Hamiltonian
with a δ-function potential is the same as a free Hamiltonian on a space with
one point deleted plus a boundary condition specifying what happens at that
point.
5.2 Integration of the three-dimensional wave equation for
Type I metrics
For Type I metrics the three-dimensional wave equation for the spatial wave
function Ψ(r, θ, z) is
Ψ,rr+
(
γ + δ
2r
)
Ψ,r+C
2rβ−γΨ,θθ+r
β−δΨ,zz+(ω
2 −M2rβ)Ψ = 0, (32)
which can be integrated over the interior of a cylinder of coordinate length
L and radius R centered on the origin. The volume integral itself has the
form
∫
dV =
∫ 2π
0
dθ
∫ L
0
dz
∫ R
0
dr r
γ+δ
2
C , and the wave function separates as
Ψ(r, θ, z) = eimθeikzψ(r) for the m, k mode. The integral I of the left-hand
side of equation (32) is therefore
11
I =
2πδm0
C
(∫ L
0
dz eikz
)
×
[
r
γ+δ
2
dψ
dr
∣∣∣∣
R
+
∫ R
0
dr r
γ+δ
2 [ω2 −M2rβ − k2rβ−δ]ψ
]
(33)
so that only m = 0 modes give a possibly inconsistent result. A function Ψ
satisfies the wave equation only if I vanishes.
With ψ =
√
Cr−(
γ+δ
4
)u the function u satisfies
u′′ + (E − V (r))u = 0 (34)
where
V (r) = Cor
n +
(
γ + δ
4
)(
γ + δ
4
− 1
)
1
r2
. (35)
Here Cor
n represents the most divergent term in the quantity k2rβ−δ +M2rβ ,
in the case m = 0 we are considering. One solution of equation (34) is
u1 = r
1/2
(
1 +
C0
(n+ 2)2
r2+n + ...
)
(36)
if γ + δ = 2, and
u1 = r
γ+δ
4
(
1 +
C0
(n+ 2)(n+ 1 + γ+δ2 )
r2+n + ...
)
(37)
if γ + δ 6= 2. The integral I = 0 for each of these functions, so u1 satisfies the
integrated three-dimensional equation in each case, and is a viable solution.
If γ + δ = 2, the second solution of equation (34) is
u2 = r
1/2(ln r) +
C0
(n+ 2)2
r5/2+n(ln r) − 2C0
(n+ 2)3
r5/2+n + ..., (38)
which gives
I =
2πδm0
C
∫ L
0
dz eikz , (39)
where δm0 is the Kronecker delta. This fails to vanish for m = 0, so u2 is not
a solution of the integrated three-dimensional equation. Similarly, if γ + δ 6= 2,
the second solution of equation (34) is
u2 = r
1− γ+δ
4
(
1 +
C0
(n+ 2)(n+ 3− γ+δ2 )
r2+n + ...
)
(40)
which gives
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I =
2πδm0
C
∫ L
0
dz eikz
(
1− γ + δ
2
)
(41)
which also fails to vanish for m = 0, so the second solution is not viable for
any value of the quantity γ + δ. Therefore even though both u1 and u2 are
square integrable at the origin for m = 0, the operator is effectively LP anyway,
since only u1 is viable. The disappearance of the right-hand tilted plane in the
LC bowl when m = 0 is therefore of no importance in limiting the quantum
singularity regime.
The disappearance of the left-hand tilted plane when k = 0 is a more serious
problem, allowing the LC regime to spill out of the bowl into a much larger
region of parameter space. The only way to confine the LC regime within the
bowl is to ban k = 0 modes from particle wave packets. One could argue that
a “physical” wave packet would not in fact include such z-independent k = 0
modes, because such modes would preclude locality in the z - direction. The
strength of this argument is unclear, however, since the spacetimes themselves
are unphysical due to their z-independence.
6 Energy conditions
The quantum mechanical self-adjointness criterion effectively heals the classical
singularities in all Type II spacetimes and in most Type I spacetimes as well.
However, those Type I spacetimes whose parameters lie within the limit-circle
bowl of Figure 1 remain singular even for quantum mechanical particles. An
interesting question is whether one or another energy condition can be used
to eliminate these remaining singular spacetimes from consideration. If so, we
could say that all singularities in power-law spacetimes would have been re-
moved, either by the quantum criterion or the energy condition.
In particular, the weak energy condition (WEC) would restrict us to space-
times whose energy-momentum tensor Tab obeys TabW
aW b ≥ 0 for any timelike
vectorW a, equivalent to assuming that the energy density measured by any ob-
server is non-negative [1]. For our diagonal metrics the WEC holds if ρ ≥ 0
and ρ+ Pi ≥ 0 (i = 1, 2, 3), where −ρ and the Pi are the timelike and spacelike
eigenvalues of T ab , respectively [1, 11]. Using the Einstein tensor G
a
b in lieu of
T ab , we have
ρ = −G00 = −
β(γ + δ)− γ(γ − 2)− δ(δ − 2)− γδ
4rβ+2
(42)
P1 = G
1
1 = −
β(γ + δ) + γδ
4rβ+2
(43)
P2 = G
2
2 =
2β − δ(δ − 2)
4rβ+2
(44)
P3 = G
3
3 =
2β − γ(γ − 2)
4rβ+2
. (45)
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The WEC inequalities can then be used to investigate which sets of metric
parameters violate the WEC, and the corresponding spacetimes excluded if
the WEC is assumed valid. In this regard it is useful to study constant-β
slices through the parameter space of Figure 1, for points within the limit-circle
bowl. For −2 ≤ β ≤ 1, these limit-circle slices are triangular, with sides along
γ + δ = −2, γ = β + 2, and δ = β + 2. For β > 1 the limit-circle slices are
quadrilaterals, with the fourth side defined by γ + δ = 6.
For −2 ≤ β ≤ −1, all parameter points within the limit-circle triangles
violate the WEC. For β > −1, a minor portion of each limit-circle triangle
satisfies the WEC, while the rest does not. For example, for β = 0 the limit-
circle triangle has sides γ + δ = −2, γ = 2, and δ = 2. The parameter points
within this triangle all violate the WEC with the exception of those within
the smaller, contained triangle whose sides are along γ + δ = −2, γ = 0, and
δ = 0. That is, only 1/9 of the area within the β = 0 triangle corresponds to
spacetimes satisfying the WEC. For slices with β > 0 the percentage of WEC-
obeying points falls, but is never zero. Therefore if the WEC is enforced, most,
but not all , of the quantum mechanically singular spacetimes can be eliminated.
The dominant-energy condition (DEC) is more stringent that the WEC,
so has the potential to eliminate even more spacetimes within the limit-circle
regime. The DEC requires not only that TabW
aW b ≥ 0 for any timelike vector
W a, but also that T ab W
b be a non-spacelike vector, so that to any observer
the local energy density is non-negative, and in addition the local energy flow
vector is non-spacelike, i .e., causal. For our metrics the DEC conditions require
ρ ≥ 0 and −ρ ≤ Pi ≤ ρ, the same as for the WEC except for the additional
requirement that the pressure must not exceed the energy density, i .e., that
ρ ≥ Pi.
Most interesting is the effect of the DEC conditions on the smaller, contained
triangle described above, with sides along γ + δ = −2, γ = 0 and δ = 0.
Spacetimes with parameters within this triangle obey the WEC for β ≥ 0. They
also obey the DEC for β = 0, but as β becomes increasingly positive, more and
more of the triangle’s area in the vicinity of the (γ = 0, δ = 0) vertex fails to
satisfy the DEC, such that in the limit β →∞ the entire area fails to satisfy the
DEC. For any finite β, however, a set of parameters exist for which the DEC is
satisfied within the limit-circle bowl, clustered near γ+ δ = −2. More precisely,
for points along the line γ = δ, if the upper limit of these parameters for the
DEC region is represented by γ = δ = −1 + ǫ, then ǫ = 5/β as β →∞.
In summary, those Type I spacetimes with −2 ≤ β ≤ −1 are entirely elimi-
nated if either the WEC or the DEC is invoked. (These spacetimes are nonsin-
gular anyway, since they are geodesically complete). For any other finite value
of β there is a range of parameters γ, δ which satisfies the WEC, and a (nearly
always smaller but non-zero) range of parameters which satisfy the DEC. Al-
though either energy condition is helpful in eliminating quantum singularities
from power-law spacetimes, neither is entirely successful. Of course neither con-
dition is necessarily valid anyway, since the Casimir effect illustrates that local
negative energy densities are possible.
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7 Conclusions
We have shown that for a broad class of four-parameter metrics, whose metric
coefficients behave as power laws in a radial coordinate r in the limit of small
r, there are large regions of parameter space in which classically singular space-
times (whose singularities are indicated by incomplete timelike or null geodesics)
are “healed” by quantum mechanics, in that quantum particle propagation is
well-defined throughout the spacetime. These metrics separate naturally into
Type I and Type II spacetimes. The singularities in Type I are timelike and
naked; the singularities in Type II are null and naked.
To study quantum particle propagation in these spacetimes we use massive
scalar particles described by the Klein-Gordon equation and the limit circle-
limit point criterion of Weyl. In particular, we study the radial equation in a
one-dimensional Schro¨dinger form with a “potential” and determine the number
of solutions that are square integrable. If we obtain a unique solution, without
placing boundary conditions at the location of the classical singularity, we can
say that the solution to the full Klein-Gordon equation is quantum mechanically
nonsingular. The results depend on spacetime metric parameters and wave
equation modes.
The Schro¨dinger potential determines whether a mode solution for a wave
in a given spacetime is limit point (one unique square-integrable, i.e.,L2 solu-
tion) or limit circle (two L2 solutions). The boundary of the limit circle (LC)
regime in Type I metrics is shown in Figure 1, for given modes defined by an
azimuthal quantum numberm and an axial quantum number k (which describes
the solutions along the z-axis, the spatial axis of symmetry.) For non-zero m
and k, the boundary forms a ”bowl”, with the LC regime inside (and on part
of the boundary itself), while the LP regime is outside (and on the rest of the
boundary.) One can easily see that a large set of classically singular spacetimes
probed by non-zero mode wave solutions is non-singular quantum mechanically.
Physically speaking, a unique square-integrable solution is found when the po-
tential near the origin is sufficiently repulsive. A sufficiently repulsive potential
makes one of the solutions (u1) of Schro¨dinger’s equation become very small as
it tunnels toward the origin, so small that the other solution u2 ∼ u1
∫
dx/u21
diverges at a rate such that it fails to be square integrable. The “sufficiently
repulsive potential” in question is at least as repulsive as V = 34x
−2.
Two of the four “walls” forming the bowl boundary for Type I metrics vanish
for modes with m = 0 and k = 0. However, all m = 0 modes turn out to be
effectively LP anyway, because one of the m = 0 solutions fails to solve the
integrated three-dimensional wave equation. The vanishing of the δ = β + 2
retaining wall if k = 0 is a more serious problem in limiting the LC regime. The
only obvious way to prevent this is to ban k = 0 modes themselves by requiring
that the quantum wave packets have some locality in the z direction.
The Type II geometry results are even more dramatic; every classically-
singular geometry of this type is healed when quantum particles are used. Type
II spacetimes are in fact globally hyperbolic, so the wave operator is essentially
self-adjoint and there are by definition no quantum singularities in this case.
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Of those Type I geometries with quantum singularities, it is interesting to
ask how many could be eliminated by one or another energy condition. We use
the weak energy condition and dominant energy condition to show that if either
condition were required, most but not all parameter ranges would thereby be
eliminated. Of course, our freedom to invoke either one of these conditions is
not guaranteed physically.
Overall, it is clear that a large class of the classically singular power-law
spacetimes we have examined is quantum mechanically nonsingular. The quan-
tum particle approach introduced by Horowitz and Marolf [3] is a powerful
mechanism for blunting the effect of classical singularities. It does not heal all
such singularities, but it does heal many of them. This has ramifications for the
strong cosmic censorship conjecture in the sense of Wald’s “physical formula-
tion”, that all physically reasonable spacetimes are globally hyperbolic, so that
apart from a possible initial singularity, no singularity is ever “visible” to any
observer [20]. Our Type II spacetimes are globally hyperbolic, with a past-null
singularity we could count as “initial”, so they obey the conjecture. Type I
spacetimes have classical timelike naked singularities, so the healing of many
of them by the quantum particle approach reduces but does not eliminate the
incidence of potential conflicts with strong cosmic censorship.
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