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Invariant convex subcones of the Tits cone
of a linear Coxeter group
Claus Mokler
Abstract
We investigate the faces and the face lattices of arbitrary Coxeter group invariant convex subcones
of the Tits cone of a linear Coxeter system as introduced by E. B. Vinberg. Particular examples
are given by certain Weyl group invariant polyhedral cones, which underlie the theory of normal
reductive linear algebraic monoids as developed by M. S. Putcha and L. E. Renner. We determine
the faces and the face lattice of the Tits cone and the imaginary cone, generalizing some of the
results obtained for linear Coxeter systems with symmetric root bases by M. Dyer, and for linear
Coxeter systems with free root bases by E. Looijenga, P. Slodowy, and the author.
Introduction
Linear Coxeter systems have been introduced by E. B. Vinberg in [V 1], generalizing the geometric
representations of Coxeter systems described by J. Tits. We briefly state their definition, and some of
the properties given in [V 1].
Let h be a finite dimensional real linear space. Every zero-based ray H ⊆ h determines dually a
closed half-space H≥0 ⊆ h∗, an open half-space H>0 ⊆ h∗, and a hyperplane H=0 ⊆ h∗. Let n ∈ N
and set I := {1, . . . , n}. A linear Coxeter system consists of a family (Hi, Li)i∈I of zero-based rays
Hi, Li in h, h
∗ with Li \ {0} ⊆ H>0i , i ∈ I, such that the following holds: The closed fundamental
chamber, which is the convex cone
C :=
⋂
i∈I
H≥0i ,
spans h∗, and C ∩ H=0i , i ∈ I, are its pairwise different 1-codimensional faces. The linear Coxeter
groupW is the group generated by the reflections σi at the hyperplanes H=0i along the lines Li ∪−Li,
i ∈ I. If we set C := ⋂i∈I H>0i , which coincides with the interior of C, then
σC ∩ C = ∅ for all σ ∈ W \ {1}.
Some of the properties of linear Coxeter systems are the following: (W , (σi)i∈I) is a Coxeter system,
and C is a fundamental domain for the action of W on the convex cone obtained by
X :=
⋃
σ∈W
σC,
which is called the Tits cone. A set J ⊆ I is called facial if there exists an element λ ∈ C such that
its isotropy group stabW(λ) is the standard parabolic subgroup WJ of W associated to J . There is a
partition
C =
⋃˙
J facial
FJ where FJ := {λ ∈ C | stabW(λ) =WJ}.
It coincides with the partition given by the relative interiors of the nonempty faces of C, which are
F J , J facial.
If we choose for every i ∈ I elements hi ∈ Hi, αi ∈ Li such that αi(hi) = 2, we get a root base
h1, . . . , hn ∈ h and α1, . . . , αn ∈ h∗ (1)
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over R, such that h1, . . . , hn are positively independent and
A := (αj(hi))i,j∈I (2)
is a generalized Cartan matrix. The term ’generalized Cartan matrix’ is used here in a more general
way as in Lie theory, also certain noninteger entries are possible. It is important to note that for every
i ∈ I the pair hi, αi is only determined up to a positive real number. The generalized Cartan matrix
A is only determined up to conjugation with a diagonal matrix of positive real numbers. Nevertheless,
it contains much information. In particular, the relations of the Coxter generators (σi)i∈I can be
computed from A. Conversely, a root base of this sort gives a linear Coxeter system.
It is also important to note that the definition of a linear Coxeter system is not symmetric if the
roles of h and h∗ are reversed, which can also be read off from the corresponding root bases. The
linear Coxeter group W acts dually on h, and we get a convex cone by
X∨ :=
⋃
σ∈W
σC
∨
where C
∨
:=
⋂
i∈I
L≥0i .
However, to interpret X∨ as a Tits cone requires, in general, to consider the linear span of X∨ and a
subsystem of (Li, Hi)i∈I .
The imaginary cone, which generalizes the cone of imaginary roots in Lie theory, has been introduced
by M. Dyer in [D]. It is the W-invariant convex subcone of −X∨ obtained by
Z :=
⋃
σ∈W
σK with K := (
∑
i∈I
Hi) ∩ (−C∨).
In this article we investigate the faces and the face lattices of arbitraryW-invariant convex subcones
of the Tits coneX , which contain the zero. One of the reasons for these investigations is that the results
can be used to construct and describe the analogues of normal reductive linear algebraic monoids whose
unit groups are Kac-Moody groups. We explain this briefly:
LetM be a normal reductive linear algebraic monoid. Its unit groupG is a reductive linear algebraic
group. We choose a maximal torus T of G. Its cocharacter group X∗(T ) and its character group X
∗(T )
are dual free abelian groups of finite rank on which the Weyl groupW = NG(T )/T acts faithfully. We
choose in addition a Borel subgroup B of G, which contains T . This determines a set of simple coroots
Π∨ ⊆ X∗(T ), a set of simple roots Π ⊆ X∗(T ), and a corresponding set of simple reflections S ⊆ W .
If we now number the elements of Π∨ and Π accordingly, we get a root base
h1, . . . , hn ∈ X∗(T ) and α1, . . . , αn ∈ X∗(T ) (3)
over Z, such that
A := (αj(hi))i,j∈I (4)
is an integer generalized Cartan matrix, whose components are of finite type. By taking the R-linear
hulls X∗(T )R and X
∗(T )R we get a free root base over R, i.e., h1, . . . , hn and α1, . . . , αn are linearly
independent. The Tits cone X coincides with the linear space X∗(T )R.
Let T be the Zariski closure of T in M . The monoid of characters X∗(T ) of T identifies with a
W-invariant subset of X∗(T ). It generates a rational W-invariant polyhedral cone
X∗(T )R+0
⊆ X∗(T )R = X, (5)
whose interior is nonempty.
The tuple M , G, B, T is determined by, and may be constructed up to suitably defined isomorphy
from this root base over Z and this subcone of the Tits cone; see the classifications of L. E. Renner in
[R 1] and Section 5.1 of [R 3], or that of E. B. Vinberg in [V 2], or see Section 6.2 of [Br, Ku].
In a subsequent article we construct similarly the analogues of normal reductive linear algebraic
monoids whose unit groups are Kac-Moody groups, starting with certain Z-root bases with integer
generalized Cartan matrices and certain subcones of the Tits cone X . This has been done for certain
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free Z-root bases with integer generalized Cartan matrices and the Tits cone itself in [M 2]. An
investigation of some other examples has been started in [L, L, M].
We now list some of the results of this article, and give some remarks to their proofs. For a root
base as in (1), (2) the space of linear relations in h1, . . . , hn is defined as
Lh := {r ∈ Rn| r1h1 + · · ·+ rnhn = 0} ,
which is a linear subspace of the kernel of AT . Since h1, . . . , hn are only determined up to positive real
numbers, only the sign vectors of the elements of Lh are relevant. For r ∈ Lh we set
I+(r) := { i ∈ I| ri > 0} and I−(r) := { i ∈ I| ri < 0} .
We find in Corollary 3.31 of Subsection 3.2, that a set J ⊆ I is facial if and only if for all r ∈ Lh the
inclusion I+(r) ⊆ J implies the inclusion I−(r) ⊆ J . This criteria is advantageous for the following
reasons:
• The sign vectors of the elements of Lh can be obtained quickly from a hyperplane arrangement
associated to Lh. As a consequence, the facial sets can be easily computed.
• The properties of the generalized Cartan matrices imply properties of the sign vectors for the
elements of the kernel of the matrix AT . General theoretical properties of the facial sets can be
obtained as consequences.
In Subsections 3.4, 3.5 we determine the faces of the Tits cone X , as well as of the imaginary cone
Z, and describe the lattice operations of their face lattices. In particular, we show in Theorems 3.55
(b), 3.73 (b) that cross sections of the W-orbits of the nonempty faces of X , Z can be parametrized as
R(Θ), F (Θ), Θ special facial, (6)
where R(Θ) ⊆ X and F (Θ) ⊆ Z are certain dual faces, and a special facial set Θ is a facial set which is
either empty or has only connected components of nonfinite type. For linear Coxeter systems with free
root bases and integral generalized Cartan matrices the results on the Tits cone have been obtained in
[Lo], [S], [M 1], [M 3]. For linear Coxeter systems with symmetric root bases, i.e., h1, . . . , hn as well as
α1, . . . , αn positively independent and A symmetric, the results on the Tits cone and imaginary cone
have been obtained in [D] as part of the analysis of the imaginary cone.
We proceed here as follows: We first treat the faces and the face lattice of the Tits cone X , because
most proofs in [Lo], [S], [M 1], [M 3] work with only minor changes also in the general case. Then we
transfer by duality as many results as possible to the faces and the face lattice of the imaginary cone Z.
The faces (6) are found and described quickly. The difficult part is to show that up to W-translations
these are all faces of X , Z. This is done in a common way, motivated by results obtained for general
invariant convex subcones of the Tits cone in Section 4.
Every root base can be obtained as a subquotient of a free root base. The methods developed in
Sections 1 and 2 allow to push and pull results on the facial sets, the faces of the Tits cone, and the
faces of the imaginary cone from free root bases to general root bases. This requires some amount of
notation and computations. We use this method sparingly, for a central result on the facial sets and
for some central results on the faces of the imaginary cone.
Let Y be a W-invariant convex subcone of the Tits cone X , which contains the zero. We denote
by Fa(Y ) its face lattice of nonempty faces. Important data to describe a normal reductive linear
algebraic monoid are the cross section lattice and the type maps, which are also encoded in its Renner
monoid, see [P 1], [P, R], [R 2], and Chapter 7 of [R 3]. The cross section lattice and the type maps
depend on the root base (3), (4) and the rational W-invariant polyhedral cone (5), and can be used
for the description of the faces and the face lattice of this cone. Similarly, we set
Υ :=
{
R ∈ Fa(Y )| ri(R) ∩ C 6= ∅} ,
where ri(R) denotes the relative interior of R. For R ∈ Υ the sets
υ∗(R) :=
{
i ∈ I|R−R ⊆ H=0i
}
and υ∗(R) := { i ∈ I|Li ⊆ R−R}
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are separated, i.e., the corresponding subdiagrams of the Coxeter graph are separated, and we show
that υ∗(R) is facial. We set υ(R) := υ∗(R) ∪ υ∗(R).
Many examples can be obtained from the theory of reductive linear algebraic monoids. For the Tits
cone X we have Υ = {R(Θ) | Θ special facial}, and if Θ is special facial then
υ∗(R(Θ)) = Θ and υ
∗(R(Θ)) = Θ⊥,
where Θ⊥ denotes the biggest subset of I separated from Θ. Because X∨ can be interpreted as the
Tits cone of a linear Coxeter system, the imaginary cone Z ⊆ −X∨ can also be included as an example.
We have Υ = {F (Θ) | Θ special facial}. However, to write down υ∗(F (Θ)) and υ∗(F (Θ)), Θ special
facial, is more complicated than for the Tits cone X .
We find in Theorem 4.3 of Subsection 4.3 that R ∈ Υ can be described as
R =Wυ∗(R)(R ∩ F υ∗(R)),
its pointwise W-stabilizer is ZW(R) = Wυ∗(R), and its W-stabilizer as a whole is NW(R) = Wυ(R).
We conclude in Corollary 4.4 that its linear hull is
R−R = (R ∩ F υ∗(R))− (R ∩ F υ∗(R)).
We obtain in Theorem 4.5 that its relative interior ri(R) can be computed from ri(R ∩ F υ∗(R)) by
ri(R) =Wυ∗(R)
⋃˙
Jf⊆υ∗(R), (Jf )0=Jf
midJf (ri(R ∩ F υ∗(R)))︸ ︷︷ ︸
⊆Fυ∗(R)∪Jf
,
where (Jf )
0 denotes the union of the components of finite type of Jf , and midJf is a certain projector.
We show in Subsections 4.2, 4.3, 4.4, and 4.5 that Υ is a cross section for the W-orbits of Fa(Y ),
and a complete sublattice of Fa(Y ). Every chain in Fa(Y ) is theW-translate of a uniquely determined
chain in Υ. The order theoretic operations of Fa(Y ) can be reduced to that of Υ. In particular, if
R1, R2 ∈ Υ and σ1, σ2 ∈ W then σ1R1 ⊆ σ2R2 if and only if
R1 ⊆ R2 and σ−11 σ2 ∈ Wυ(R1)Wυ(R2).
It follows that the map υ : Υ→ P(I), where P(I) denotes the power set of I, is a regular type map as
considered in the theory of monoids on groups with BN-pairs by M. S. Putcha, see for example [P 3],
[Au, P]. A generalized Renner monoid as defined by E. Godelle in [G] is naturally associated.
For R1, R2 ∈ Υ such that R1 ⊆ R2 we equip the interval
[R1, R2] := {R ∈ Fa(Y )|R1 ⊆ R ⊆ R2}
with the action of the factor group of its W-stabilizer as a whole by its pointwise W-stabilizer. We
obtain in Theorem 4.27 of Subsection 4.8 a description of [R1, R2] as the face lattice of a convex
invariant cone of the Tits cone of a certain linear Coxeter system.
If the convex cone Y ∩ C is finitely generated, we obtain in Corollary 4.34 of Subsection 4.9 a
W-invariant decomposition
Fa(Y ) =
⋃˙
Θ special facial
Fa(Y )Θ,
such that the parts Fa(Y )Θ, some of them may be empty, have the following properties:
• If R1, R2 ∈ Fa(Y )Θ such that R1 ⊆ R2, then every maximal chain between R1 and R2 is
contained in Fa(Y )Θ and has the length dim(R2)− dim(R1) + 1.
• If R1, R2 ∈ Fa(Y )Θ ∩Υ such that R1 ⊆ R2, then
υ∗(R1) ∪˙ υ∗(R2) =
⋂
R∈Υ
R1⊆R⊆R2
υ(R) .
The imaginary cone Z∨ ⊆ h∗ is defined similarly as the cone Z ⊆ h. We see in Corollary 4.37 of
Subsection 4.10 that we have −Z∨ ⊆ Y if W acts faithfully on Y and Y ∩C is closed.
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1 A collection of some results related to convex geometry
In this section we give some easy lemmas and propositions related to convex geometry, which will
be used later. For the basic definitions and theorems of convex geometry we refer to [Brø], [La], and
[Ro].
We denote by N = Z+, Q+, R+ the sets of strictly positive numbers of Z, Q, R, and the sets
N0 = Z+0 , Q
+
0 , R
+
0 contain, in addition, the zero. If v, w are elements of a real linear space V , we
denote by vw the closed line segment in V with endpoints v and w. If M is a subset of V we denote
by co(M) the convex hull of M , and by cc(M) the convex cone with zero generated by M . If K is a
finite dimensional convex subset of V we denote by ri(K) its relative interior. We will often use that
for a finite subset M of V we have
cc(M) =
∑
m∈M
R+0 m and ri (cc(M)) =
∑
m∈M
R+m,
where
∑
m∈∅ R
+
0 m := {0} and
∑
m∈∅ R
+m := {0}.
Let K be a convex cone in a real linear space V . If K is nonempty then the linear hull of K
coincides with the affine hull of K, which is given by K −K. A subset F ⊆ K is a face of K if and
only if F is a convex cone and K \ F +K ⊆ K \ F . A subset F ⊆ K is an exposed face of K if and
only if K = ∅, or there exists φ ∈ V ∗ such that K ⊆ {v ∈ V | φ(v) ≥ 0} and F = {v ∈ K | φ(v) = 0}.
The following three lemmas will be key to determine the set of faces of certain convex cones. We
denote by C(V ) be the set of convex cones in the real linear space V , ordered partially by inclusion. It
is a complete lattice, the lattice meet given by the intersection of cones. If U1, U2 are linear subspaces
of V such that U1 ⊆ U2, then the set
{K ∈ C(V )|K + U1 ⊆ K ⊆ U2}
is a closed sublattice of C(V ), i.e., it has a smallest element, a biggest element, and contains the meets
and joins of its nonempty subsets. If K ∈ C(V ) contains the zero, then the condition K + U1 ⊆ K is
equivalent to U1 ⊆ K.
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Lemma 1.1 Let V , W be real linear spaces, and let φ : V → W be a linear map. Then the map
φ : {K ∈ C(V )|K + ker(φ) ⊆ K} → {L ∈ C(W )|L ⊆ im(φ) }
K 7→ φ(K)
is a lattice isomorphism. The map
φ−1 : {L ∈ C(W )|L ⊆ im(φ) } → {K ∈ C(V )|K + ker(φ) ⊆ K}
L 7→ φ−1(L)
is the inverse lattice isomorphism.
If a convex cone is contained in {K ∈ C(V )|K + ker(φ) ⊆ K} then its affine hull and its faces are
also contained in this set. A similar statement holds for {L ∈ C(W )|L ⊆ im(φ) }. The maps φ, φ−1
preserve the property “is the affine hull of”. They preserve the properties “is a face of” and “is an
exposed face of”.
Let V and W be finite dimensional. If a convex cone is contained in {K ∈ C(V )|K + ker(φ) ⊆ K}
then its relative interior and its closure are also contained in this set. A similar statement holds for
{L ∈ C(W )|L ⊆ im(φ) }. The maps φ, φ−1 preserve the property “is the relative interior of” and “is
the closure of”.
Proof: The isomorphisms φ, φ−1 are obtained by composing the isomorphisms
{K ∈ C(V )|K + ker(φ) ⊆ K} ∼= C(V/ker(φ)) ∼= C(im(φ)) ∼= {L ∈ C(W )|L ⊆ im(φ) } .
Most of the remaining statements of the lemma are trivial to check. We only show the following:
Let K ∈ C(V ) such that K + ker(φ) ⊆ K, and let F be a face of K. For every f ∈ F and
k ∈ ker(φ) \ {0} the line segment between f − k ∈ K and f + k ∈ K contains f . Since F is a face,
we get f ± k ∈ F . Hence F + ker(φ) ⊆ F . Clearly, φ(F ) is a convex cone, and φ(K \ F ) + φ(K) =
φ((K \ F ) +K) ⊆ φ(K \ F ). Assume that k ∈ K \ F and φ(k) ∈ φ(F ). Then k ∈ F + ker(φ) ⊆ F ,
which is not possible. Therefore, φ(K \ F ) ⊆ φ(K) \ φ(F ), which shows that φ(F ) is a face of φ(K).
The affine hull of a nonempty convex cone coincides with its linear hull. Hence it is sufficient to
show the statements on the relative interiors and the closures for a surjective linear map and generating
cones: Let φ : V → W be a surjective linear map between finite dimensional linear spaces. Then φ
is open and continuous, which is equivalent to φ−1(L◦) = φ−1(L)◦ for all L ⊆ W , which in turn is
equivalent to φ−1(L) = φ−1(L) for all L ⊆ W . Now let K ⊆ V such that K + ker(φ) ⊆ K. Then
K = φ−1(φ(K)). We find K◦ = φ−1(φ(K)◦) and K = φ−1(φ(K)). Since φ is surjective, we get
φ(K◦) = φ(K)◦ and φ(K) = φ(K). Furthermore, K + ker(φ) ⊆ K is equivalent K + v ⊆ K for all
v ∈ ker(φ). It follows that K◦ + v ⊆ K◦ and K + v ⊆ K for all v ∈ ker(φ). 
Let K be a convex cone with zero in the real linear space V . We denote by Fa(K) the set of all
nonempty faces of K, ordered partially by inclusion. It is a complete lattice, the lattice meet given by
the intersection of faces. Its biggest face is K, its smallest face is the linear subspace K ∩ (−K) of V .
We call Fa(K) the face lattice of K. The elements of Fa(K) are henceforth referred to as the faces of
K.
If V is finite dimensional, then we obtain from Theorems 6.2, 18.2, and Corollary 18.1.2 of [Ro]
that K is the disjoint union of the relative interiors ri(F ), F ∈ Fa(K), which are all nonempty.
Note also that every face F ∈ Fa(K) is obtained from its linear hull by F = K ∩ (F − F ). If
K = cc(E) then F = cc(E ∩ F ).
Lemma 1.2 Let V be a real linear space. Let K be a convex cone with zero in V , and let U be a linear
subspace of V . Then
i : Fa(K + U) → Fa(K)
G 7→ G ∩K
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is an inclusion and intersection preserving injective map. It maps exposed faces to exposed faces. Its
image is given by
im(i) = {F ∈ Fa(K) | U ∩ (K − F ) ⊆ F − F } . (7)
The inverse map on this image is the inclusion preserving map
i−1 : im(i) → Fa(K + U)
F 7→ F + U.
Proof: Trivially, i is a well defined inclusion and intersection preserving map, which maps exposed
faces to exposed faces. Trivially, the description of the map i−1 shows that it is inclusion preserving.
(a) We first describe the set on the right in (7) differently. We show that for F ∈ Fa(K) the
following are equivalent:
(i) U ∩ (K − F ) ⊆ F − F .
(ii) (F + U) ∩K = F .
The implication “(i)⇒ (ii)”: It is sufficient to show (F +U)∩K ⊆ F . Let k ∈ (F +U)∩K. Write
k in the form k = f + u with f ∈ F and u ∈ U . Then
U ∋ u = k − f ∈ K − F,
and by (i) we find u = k − f ∈ F − F . It follows that
K ∋ k = f + u ∈ f + (F − F ) ⊆ F − F.
Since F is a face of K, we get k ∈ K ∩ (F − F ) = F .
The implication “(ii)⇒ (i)”: Let u ∈ U ∩ (K −F ). Write u in the form u = k− f with k ∈ K and
f ∈ F . Then
F + U ∋ f + u = k ∈ K
and by (ii) we find f + u = k ∈ F . Hence u = k − f ∈ F − F .
(b) Let G ∈ Fa(K + U). We show that G ∩K ∈ Fa(K) is contained in the set on the right in (7),
i.e., we show that
((G ∩K) + U) ∩K = G ∩K.
Trivially, the inclusion “⊇” holds. Since the smallest face of K + U is contained in G, we find
U ⊆ (K + U) ∩ (−(K + U)) ⊆ G. (8)
It follows that G+ U ⊆ G and
((G ∩K) + U) ∩K ⊆ G ∩K.
(c) Let F ∈ Fa(K) such that F = (F + U) ∩K. We show that F + U ∈ Fa(K + U). The sum of
convex cones F + U is a convex cone. Let v ∈ (K + U) \ (F + U) and v′ ∈ K + U . Then v, v′ can
be written in the form v = k + u and v′ = k′ + u′ with k ∈ K \ F , k′ ∈ K, u, u′ ∈ U . Suppose that
v + v′ ∈ F + U . Then there exist f ∈ F , u′′ ∈ U such that
v + v′ = k + k′ + u+ u′ = f + u′′.
Since F is a face of K, it follows that
K \ F ∋ k + k′ = f + (u′′ − u− u′) ∈ F + U,
which contradicts F = (F + U) ∩K.
(d) Let F ∈ Fa(K) such that F = (F + U) ∩K. Then
i(i−1(F )) = i(F + U) = (F + U) ∩K = F.
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Let G ∈ Fa(K + U). By (8) we have U ⊆ G. Hence
i−1(i(G)) = i−1(G ∩K) = (G ∩K) + U ⊆ G.
To show the reverse inclusion write v ∈ G in the form v = k + u with k ∈ K and u ∈ U . Then
K ∋ k = v − u ∈ G− U = G+ U ⊆ G,
which shows that v ∈ (G ∩K) + U . 
Lemma 1.3 Let V be a finite dimensional real linear space. Let K be a convex cone with zero in V ,
and let U be a linear subspace of V . Then
p : Fa(K) → Fa(K ∩ U)
F 7→ F ∩ U
is an inclusion and intersection preserving surjective map. It maps exposed faces to exposed faces.
Let H ∈ Fa(K∩U). The fiber p−1(H) contains a smallest element i(H) ∈ Fa(K). It is the smallest
face of K which contains H. The map
i : Fa(K ∩ U) → Fa(K)
is an inclusion preserving injective map with image
im(i) = {F ∈ Fa(K)| ri(F ) ∩ U 6= ∅} ,
and we have p ◦ i = id.
Remark 1.4 Since p : Fa(K) → Fa(K ∩ U) and i : Fa(K ∩ U) → Fa(K) are inclusion preserving
maps with p ◦ i = id, the lattice operations in Fa(K ∩U) can be obtained from the lattice operations in
Fa(K) as follows. For all G,H ∈ Fa(K ∩ U) we have:
(a) H ⊆ G if and only if i(H) ⊆ i(G).
(b) H ∩G = p( i(H) ∩ i(G) ) and H ∨G = p( i(H) ∨ i(G) ).
Proof: Trivially, p is a well defined inclusion and intersection preserving map, which maps exposed
faces to exposed faces. We have
K ∩ U = (
⋃˙
F∈Fa(K)
ri(F ) ) ∩ U =
⋃˙
F∈Fa(K), ri(F )∩U 6=∅
ri(F ) ∩ U =
⋃˙
F∈Fa(K), ri(F )∩U 6=∅
ri(F ∩ U),
where we used Theorem 6.5 of [Ro] and ri(U) = U . It follows that
Fa(K ∩ U) = {F ∩ U |F ∈ Fa(K), ri(F ) ∩ U 6= ∅} .
In particular, the map p is surjective.
Let F ∈ Fa(K) such that ri(F ) ∩ U 6= ∅. Then ri(F ) ∩ ri(F ∩ U) = ri(F ) ∩ U 6= ∅, which shows
that F is the smallest face of K containing F ∩U . Trivially, F is also the smallest element in the fiber
p−1(F ∩U). We conclude that im(i) = {F ∈ Fa(K)| ri(F ) ∩ U 6= ∅}, and p ◦ i = id. In particular, the
map i is injective.
Now let H1, H2 ∈ Fa(K ∩ U) such that H1 ⊆ H2. Then H1 ⊆ H2 ⊆ i(H2). Since i(H1) is the
smallest face of K containing H1, we find i(H1) ⊆ i(H2). 
A family (vl)l∈L of elements of a real linear space V is called positively independent if for (rl)l∈L ∈
(R+0 )
L with rl 6= 0 for at most finitely many l ∈ L, the equation∑
l∈L
rlvl = 0
implies rl = 0 for all l ∈ L. It is easy to show:
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Proposition 1.5 Let V be a real linear space. For a family (vl)l∈L of elements of V the following are
equivalent:
(i) (vl)l∈L is positively independent.
(ii) vl 6= 0 for all l ∈ L, and {0} is a face of cc(vl | l ∈ L).
Positive independence is often required for the simple roots and the simple coroots in the definition
of root data systems. A possibility to strengthen the notion of positive independence for infinite families
is to take (ii) of Proposition 1.5 as definition, but to replace “face” by some stronger condition. For
example, the simple roots and simple coroots of the root data in Section 5.1 of [Mo, Pi] satisfy (ii)
with “face” replaced by condition (c) of the following proposition. The simple roots of the root data
in Section 1.1 of [C, R] satisfy (ii) with “face” replaced by condition (b) of the following proposition.
Proposition 1.6 Let V be a real linear space, and let K be a convex cone with zero in V . Consider
the following statements:
(a) {0} is a face of K.
(b) {0} is an exposed face of K.
(c) There exists a base (bj)j∈J of K −K such that K ⊆∑j∈J R+0 bj.
Then we have the following implications:
(c) =⇒ (b) =⇒ (a).
In general, the reverse implications do not hold. If K is finitely generated, then the statements (a),
(b), and (c) are equivalent.
Proof: If K = {0} then (b) and (c) hold, where for (c) we use the empty base, and the definition that
a sum over the empty set is zero. We assume K 6= {0} in the remaining proof.
Suppose that (c) holds. Define φ ∈ V ∗ by φ(bj) := 1 for all j ∈ J . Then
K \ {0} ⊆
∑
j∈J
R+0 bj \ {0} and φ(
∑
j∈J
R+0 bj \ {0}) ⊆ R+,
which shows (b). The convex cone
K :=
{
(r1, r2) ∈ R2
∣∣ r2 > 0} ∪ {(0, 0)}
satisfies (b) but not (c). Clearly, (b) implies (a). The convex cone
K :=
{
(r1, r2) ∈ R2
∣∣ r2 > 0} ∪ { (r1, 0)| r1 ∈ R+0 }
satisfies (a) but not (b).
Let K be finitely generated, i.e., K = cc(k1, . . . , km). Then (a) implies (b) by Theorem 4.23 and
Proposition 4.3 of [La]. Now suppose that (b) holds. Then there exists φ ∈ V ∗ such that
K \ {0} ⊆ {v ∈ V |φ(v) > 0} . (9)
Because of K 6= {0} we may assume φ(k1) = · · · = φ(km) = 1. We may assume V = K − K. We
choose a base a1, . . . , an of {v ∈ V |φ(v) = 0}, and an element a0 ∈ V such that φ(a0) = 1. We define
T := co(−ξ, a1 − ξ, . . . , an − ξ) with ξ := 1
n+ 1
(a1 + · · ·+ an),
which is an n-dimensional simplex in the n-dimensional space {v ∈ V |φ(v) = 0}. Moreover,
0 = − 1
n+ 1
ξ +
1
n+ 1
(a1 − ξ) + · · ·+ 1
n+ 1
(an − ξ)
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is in the interior of T in {v ∈ V |φ(v) = 0}. Therefore, there exists an element r ∈ R+ such that
1
r
(ki − a0) ∈ T for all i = 1, 2, . . . , m.
It is trivial to check that
b0 := a0 − rξ, b1 := a0 + r(a1 − ξ), . . . , bn := a0 + r(an − ξ)
is a base of V , such that K ⊆∑nj=0 R+0 bj , i.e., (c) holds. 
Linear Coxeter systems are defined in the literature in different ways, and some results of the
corresponding theories of linear Coxeter systems are used to prove that these definitions are equivalent.
The following proposition allows to show the equivalence directly.
Proposition 1.7 Let V be a finite dimensional linear space, and h1, . . . , hn ∈ V . The following are
equivalent:
(i) The polyhedral cone
C = {λ ∈ V ∗|λ(hi) ≥ 0 for all i = 1, 2, . . . , n}
spans V ∗, and
C ∩ {λ ∈ V ∗|λ(hi) = 0} , i = 1, 2, . . . , n,
are its pairwise different 1-codimensional faces.
(ii) The convex cone
∑n
i=1 R
+
0 hi has {0} as a face, and R+0 hi, i = 1, 2, . . . , n, are its pairwise
different 1-dimensional faces.
(iii) h1, h2, . . . , hn are positively independent, and
hi /∈
∑
j∈{1, ..., n}, j 6=i
R+0 hj for all i = 1, 2, . . . , n.
Proof: The cones C and
∑n
i=1 R
+
0 hi are dual. The equivalence of (i) and (ii) follows easily from
Proposition I.2 (5) and (6) of [N].
“(ii) ⇒ (iii)”: We have hi 6= 0 because R+0 hi is one-dimensional, i ∈ {1, . . . , n}. Since {0} is a
face of
∑n
k=1 R
+
0 hk, we find from Proposition 1.5 that h1, . . . , hn are positively independent.
Suppose that there exists i ∈ {1, . . . , n} such that
hi =
∑
j∈{1, ..., n}, j 6=i
rjhj with rj ∈ R+0 .
Since R+0 hi is a one-dimensional face of
∑n
k=1R
+
0 hk, we find that there exists j ∈ {1, . . . , n}, j 6= i,
such that R+0 hi = R
+
0 hj . But this is not possible because these one-dimensional faces are different.
“(iii)⇒ (ii)”: It follows from Proposition 1.5 that {0} is a face of∑ni=1R+0 hi. From both conditions
in (iii) we obtain
Rhi ∩
∑
j∈{1, ..., n}, j 6=i
R+0 hj = {0}. (10)
Let x, y ∈∑nj=1 R+0 hj such that x + y ∈ R+0 hi. Write x = rhi + xr, y = shi + yr with r, s ∈ R+0 , and
xr, yr ∈∑j∈{1, ..., n}, j 6=i R+0 hj. From (10) we find xr + yr = 0. Since {0} is a face of ∑nj=1 R+0 hj, we
get xr = yr = 0, which shows that x, y ∈ R+0 hi. Hence the convex cone R+0 hi is a face of
∑n
j=1 R
+
0 hj .
It is 1-dimensional because of hi 6= 0. It also follows from (10) that R+0 h1, . . . , R+0 hn are pairwise
different.
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Now let F be a 1-dimensional face of
∑n
j=1 R
+
0 hj . Because of F = cc(F ∩{h1, . . . , hn}) there exists
i ∈ {1, . . . , n} such that hi ∈ F . Since F is 1-dimensional, we find F − F = Rhi. Hence
F = (F − F ) ∩
n∑
j=1
R+0 hj = Rhi ∩
n∑
j=1
R+0 hj = R
+
0 hi.

2 Realizations of matrices and their morphisms
Realizations of matrices are used in Lie theory to construct contragredient Lie algebras, which
include Kac-Moody algebras, and even Borcherds algebras. See for example Chapter 1 and Section
11.13 of [K], Section 4.2 of [Mo, Pi], and Chapter 3 of [S]. Certain realizations of matrices are also
used in Coxeter theory, more commonly called root bases.
E. B. Vinberg classifies in §5 of [V 1] all finite dimensional realizations of a matrix of finite size
with entries in R by a datum called the characteristic of the realization. His proofs work without
change over an arbitrary field. For his classification he introduces isomorphisms, but not morphisms
of realizations. In Lie theory morphisms of realizations are introduced, see for example Chapter 3 of
[S], but the characteristics of realizations are not used. Often only free realizations are considered. In
this section we combine both concepts. We describe how the kernels and images of certain morphisms
are related to the characteristics of the corresponding realizations.
For the whole section A = (aij)i, j=1,..., n is an n × n-matrix with entries in a field F of arbitrary
characteristic, and n ∈ N. We set I := {1, . . . , n}. For r ∈ Fn we denote by r1, . . . , rn its components.
A realization (h, (hi)i∈I , (αi)i∈I) of A consists of a finite dimensional F-linear space h, and families
h1, . . . , hn ∈ h, α1, . . . , αn ∈ h∗, such that
αi(hj) = aji for all i, j ∈ I.
Its characteristic (Lh, Lh∗ , d) is defined by
Lh := {r ∈ Fn | r1h1 + · · ·+ rnhn = 0} ⊆ ker(AT ),
Lh∗ := {r ∈ Fn | r1α1 + · · ·+ rnαn = 0} ⊆ ker(A),
d := dim(h)− dim(span(α1, . . . , αn))− dim(span(h1, . . . , hn)) + rk(A).
The linear spaces Lh, Lh∗ are called the spaces of linear relations of h1, . . . , hn, of α1, . . . , αn, respec-
tively. The integer d is called the defect. It is not difficult to see that
d = dim
(
span(α1, . . . , αn)
⊥/(span(h1, . . . , hn) ∩ span(α1, . . . , αn)⊥)
) ∈ N0.
Let (h, (hi)i∈I , (αi)i∈I) and (h
′, (h′i)i∈I , (α
′
i)i∈I) be realizations of A. A linear map φ : h → h′ is
called a morphism if
φ(hi) = h
′
i and φ
∗(α′i) = αi for all i ∈ I,
where φ∗ : h′
∗ → h∗ is the dual map of φ : h→ h′. For the corresponding characteristics we have
Lh ⊆ Lh′ , Lh∗ ⊇ Lh′∗ .
A morphism of realizations φ : h → h′ is an isomorphism if and only if the map φ : h → h′ is
bijective. In this case the corresponding characteristics coincide, i.e,
Lh = Lh′ , Lh∗ = Lh′∗ d = d
′.
The following theorem has been given as Proposition 15 in [V 1].
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Theorem 2.1 Let Lh be a subspace of ker(A
T ), let Lh∗ be a subspace of ker(A), and let d ∈ N0.
There exists a realization (h, (hi)i∈I , (αi)i∈I) of A, unique up to isomorphism, having (Lh, Lh∗ , d) as
its characteristic. Furthermore,
dim(h) = rk(A) + dh + dh∗ + d,
where dh is the codimension of Lh in ker(A
T ), and dh∗ is the codimension of Lh∗ in ker(A).
A realization (h, (hi)i∈I , (αi)i∈I) of A is called minimal if d = 0. A realization (h, (hi)i∈I , (αi)i∈I)
of A is called free if h1, . . . , hn ∈ h and α1, . . . , αn ∈ h∗ are linearly independent. Equivalently,
Lh = {0} and Lh∗ = {0}.
If (h, (hi)i∈I , (αi)i∈I) is a realization of A, and U is a subspace of Rn we set
[U ]h := {r1h1 + · · ·+ rnhn | r ∈ U} and [U ]h∗ := {r1α1 + · · ·+ rnαn | r ∈ U}.
Theorem 2.2 Let (h, (hi)i∈I , (αi)i∈I) be a realization of A with characteristic (Lh, Lh∗ , d), and let
(h′, (h′i)i∈I , (α
′
i)i∈I) be a realization of A with characteristic (Lh′ , Lh′∗ , d
′).
(a) Suppose that Lh ⊆ Lh′ and Lh∗ = Lh′∗ and d = d′. Then there exists a surjective morphism
of realizations φ : h → h′ with ker(φ) = [Lh′ ]h. The map φ∗ : h′∗ → h∗ is injective, and
im(φ∗) = ([Lh′ ]h)
⊥
. Furthermore,
Lh′/Lh → [Lh′ ]h (11)
r + Lh 7→ r1h1 + · · ·+ rnhn
is a bijective linear map.
(b) Suppose that Lh = Lh′ and Lh∗ ⊇ Lh′∗ and d = d′. Then there exists an injective morphism
of realizations φ : h → h′ with im(φ) = ([Lh∗ ]h′∗)⊥. The map φ∗ : h′∗ → h∗ is surjective, and
ker(φ∗) = [Lh∗ ]h′∗ . Furthermore,
Lh∗/Lh′∗ → [Lh∗ ]h′∗ (12)
r + Lh′∗ 7→ r1α1 + · · ·+ rnαn
is a bijective linear map.
Proof: To (a): It is trivial to check that (11) is a bijective linear map. The properties of φ∗ follow
from the properties of φ, because for every linear map φ : h → h′ we have im(φ∗) = ker(φ)⊥ and
ker(φ∗) = im(φ)⊥. By Theorem 2.1 it is sufficient to find a realization (h˜, (h˜i)i∈I , (α˜i)i∈I) of A with
the same characteristic as (h′, (h′i)i∈I , (α
′
i)i∈I), and a surjective morphism of realizations φ : h → h˜
with ker(φ) = [L
h˜
]
h
= [Lh′ ]h.
To make the proof easier to read we set U := Lh′ and [U ] := [Lh′ ]h. We define h˜ := h/[U ], and
h˜i := hi + [U ], i ∈ I. We identify h˜
∗
with [U ]⊥ ⊆ h∗. For i ∈ I we have
αi(r1h1 + · · ·+ rnhn) = r1a1i + · · ·+ rnani = 0
for all r ∈ U , since U ⊆ ker(AT ). Hence α˜i := αi ∈ [U ]⊥, i ∈ I. In this way we get a realization of A
because
α˜i(h˜j) = αi(hj + [U ]) = αi(hj) = aji for all i, j ∈ I.
The canonical projection φ : h→ h˜ = h/[U ] is a surjective linear map with ker(φ) = [U ] = [Lh′ ]h.
It is also a morphism of realizations: Let i ∈ I. By definition, φ(hi) = h˜i. Furthermore,
φ∗(α˜i)(h) = α˜i(φ(h)) = αi(h+ [U ]) = αi(h)
for all h ∈ h. Thus φ∗(α˜i) = αi.
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It remains to compute the characteristic of the realization (h˜, (h˜i)i∈I , (α˜i)i∈I). Trivially, we have
L
h˜
∗ = Lh∗ = Lh′∗ . Since Lh ⊆ Lh′ = U , we find
L
h˜
= {r ∈ Fn | r1h˜1 + · · ·+ rnh˜n = 0} = {r ∈ Fn | r1h1 + · · ·+ rnhn ∈ [U ]} = U + Lh = U = Lh′ .
Consider the surjective linear map
γ : h→ h˜/span(h˜1, . . . , h˜n)
obtained by concatenation of the canonical projections, i.e., γ(h) := φ(h) + span(h˜1, . . . , h˜n), h ∈ h.
We have h ∈ ker(γ) if and only if
φ(h) ∈ span(h˜1, . . . , h˜n) = φ(span(h1, . . . , hn)),
if and only if
h ∈ span(h1, . . . , hn) + [U ] = span(h1, . . . , hn).
This shows that we have isomorphic linear spaces
h/span(h1, . . . , hn) ∼= h˜/span(h˜1, . . . , h˜n).
Now we compute the defect:
d˜ = dim(h˜/span(h˜1, . . . , h˜n))− dim(span(α˜1, . . . , α˜n)) + rk(A)
= dim(h/span(h1, . . . , hn))− dim(span(α1, . . . , αn)) + rk(A) = d = d′.
To (b): We may interprete (h∗, (αi)i∈I , (hi)i∈I) and (h
′∗, (α′i)i∈I , (h
′
i)i∈I) as realization of A
T with
characteristics (Lh∗ , Lh, d) and (Lh′∗ , Lh′ , d
′), and apply part (a). 
In Chapter 3.1 of [S] it is stated that an arbitrary realization is a subquotient of a free realization.
By combining (a) and (b) of the preceding theorem, using also Theorem 2.1, we can now describe an
arbitrary realization explicitly as a subspace of a quotient space of a free realization, and as a quotient
space of a subspace of a free realization. We only formulate the first possibility.
Corollary 2.3 Let (h, (hi)i∈I , (αi)i∈I) be a realization of A with characteristic (Lh, Lh∗ , d). Then
there exist a realization (h′, (h′i)i∈I , (α
′
i)i∈I) of A with characteristic
(Lh′ , Lh′∗ , d
′) = (Lh, {0}, d),
a free realization (h′′, (h′′i )i∈I , (α
′′
i )i∈I) of A with defect d, i.e.,
(Lh′′ , Lh′′∗ , d
′′) = ({0}, {0}, d),
and morphisms of realizations
h
′′
φ
    
❅❅
❅❅
❅❅
❅❅
h
O
o
ψ
  
  
  
  
h
′
such that the following hold:
(a) φ : h′′ → h′ is surjective with ker(φ) = [Lh ]h′′ . The map φ∗ : h′∗ → h′′∗ is injective with
im(φ∗) = ([Lh ]h′′)
⊥. Furthermore, the linear space [Lh ]h′′ is isomorphic to Lh.
(b) ψ : h → h′ is injective with im(ψ) = ([Lh∗ ]h′∗)⊥. The map ψ∗ : h′∗ → h∗ is surjective with
ker(ψ∗) = [Lh∗ ]h′∗ . Furthermore, the linear space [Lh∗ ]h′∗ is isomorphic to Lh∗ .
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3 Linear Coxeter groups
3.1 Linear Coxeter systems and some results from the literature
In this subsection we collect some results on linear Coxeter systems from the literature. Some of
these results can only be found for special linear Coxeter systems, but are easily adapted to the general
situation.
Let h be a finite dimensional real linear space. Every zero-based closed ray H in h determines a
closed half space in h∗ by
H≥0 := {λ ∈ h∗|λ(h) ≥ 0 for all h ∈ H} .
The corresponding open half space H>0, and the boundary hyperplane by H=0 are described by
H>0 = {λ ∈ h∗|λ(h) > 0 for all h ∈ H \ {0}} and H=0 = {λ ∈ h∗|λ(h) = 0 for all h ∈ H} .
Similarly, every zero-based closed ray L in h∗ determines a closed half space L≥0, an open half space
L>0, and a hyperplane L=0 in h.
Let H , L be zero-based closed rays in h, h∗ such that L \ {0} ⊆ H>0. The reflection σ on h∗ at
the hyperplane H=0 along the line L ∪ −L is defined by
σ |H=0 := idH=0 and σ |L∪−L:= −idL∪−L.
To describe σ by a formula we choose h ∈ H , α ∈ L such that α(h) = 2. Then
σ(λ) = λ− λ(h)α, λ ∈ h∗.
Now L \ {0} ⊆ H>0 is equivalent to H \ {0} ⊆ L>0. In the same way we get a reflection on h. It is
dual to the reflection on h∗, and we denote it by the same symbol.
Linear Coxeter systems of finite rank have been introduced and investigated by E. B. Vinberg in
[V 1]. In difference to Definition 2 in [V 1] we put the Tits cone into the dual of a finite dimensional
linear space, which is no restriction, since the double dual of a finite dimensional linear space identifies
with the linear space itself. In this way the definitions, results, and the notation of the current article
are already adapted to their usage in some subsequent articles.
Definition 3.1 Let h be a finite dimensional real linear space. Let n ∈ N and set I = {1, . . . , n}. A
linear Coxeter system consists of a family (h, (Hi, Li )i∈I) where Hi, Li are zero-based closed rays in
h, h∗ with Li \ {0} ⊆ H>0i , i ∈ I, such that the following properties hold:
(a) The polyhedral cone C :=
⋂
i∈I H
≥0
i spans h
∗. Its pairwise different 1-codimensional faces are
C ∩H=0i , i ∈ I.
(b) Let C :=
⋂
i∈I H
>0
i and let W be the group generated by the reflections σi on h∗ associated to Hi
and Li, i ∈ I. Then
σC ∩ C = ∅ for all σ ∈ W \ {1}. (13)
C is called the (closed) fundamental chamber, C the open fundamental chamber. (Note also that C is
the interior of C, and C is the closure of C.) The group W is called a linear Coxeter group. (Note also
that W is a discrete subgroup of GL(h∗).) The reflections σi, i ∈ I, are called the simple reflections.
In addition, we introduce morphisms:
Proposition 3.2 Let (h, (Hi, Li)i∈I) and (h
′, (H ′i, L
′
i)i∈I) be linear Coxeter systems. For a linear
map φ : h→ h′ the following are equivalent:
(i) φ(Hi) = H
′
i and φ
∗(L′i) = Li for all i ∈ I.
(ii) φ∗ ◦ σ′i = σi ◦ φ∗ for all i ∈ I, and (φ∗)−1(C) = C
′
.
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A linear map φ : h→ h′ with these properties is called a morphism of linear Coxeter systems.
Proof: We only show that (ii) implies (i); the reverse implication is easy to see. Let i ∈ I. Choose
hi ∈ Hi, αi ∈ Li such that αi(hi) = 2, and h′i ∈ Hi, α′i ∈ Li such that α′i(h′i) = 2. The equation
φ∗ ◦ σ′i = σi ◦ φ∗ is equivalent to
λ′(h′i)φ
∗(α′i) = λ
′(φ(hi))αi for all λ
′ ∈ (h′)∗. (14)
Suppose that φ∗(α′i) = 0. Then −α′i ∈ (φ∗)−1(0) ⊆ (φ∗)−1(C) = C
′ ⊆ (H ′i)≥0, which is not
possible. Suppose that φ(hi) = 0. Inserting λ
′ = α′i in (14) we get 2φ
∗(α′i) = 0, which is not possible.
It remains φ∗(α′i) 6= 0 and φ(hi) 6= 0. Inserting λ′ = α′i in (14) we find that φ∗(α′i) = cαi with
c ∈ R\{0}. Therefore, (14) is equivalent to cλ′(h′i) = λ′(φ(hi)) for all λ′ ∈ (h′)∗, which in turn is equiv-
alent to ch′i = φ(hi). Now we choose ρ
′ ∈ C′ ⊆ C′ = (φ∗)−1(C). We have 0 < ρ′(h′i) = 1cρ′(φ(hi)) =
1
c
φ∗(ρ′)(hi) and φ
∗(ρ′)(hi) ≥ 0. Thus c ∈ R+. We obtain φ∗(L′i) = R+0 φ∗(α′i) = R+0 αi = Li, and
H ′i = R
+
0 h
′
i = R
+
0 φ(hi) = φ(Hi). 
We now fix a linear Coxeter system (h, (Hi, Li )i∈I). Its Coxeter group W acts dually on h. We
define the set of reduced coroots as
Φ∨r := {σHi|σ ∈ W , i ∈ I} . (15)
We define the sets of positive and negative reduced coroots as
(Φ∨r )
+ :=
{
H ∈ Φ∨r |C ⊆ H≥0
}
and (Φ∨r )
− :=
{
H ∈ Φ∨r |C ⊆ −H≥0
}
(16)
and call Hi, i ∈ I, the simple positive reduced coroots.
Lemma 3.3 We have Φ∨r = (Φ
∨
r )
+ ∪˙ (Φ∨r )−.
Proof: Let H ∈ Φ∨r . The W-stabilizer of every element of C is trivial by (13), and the W-stabilizer
of every element of H=0 is nontrivial. Thus C ∩H=0 = ∅. Since C is convex, it has to be contained
either in H≥0 or in −H≥0. Therefore, its closure C is contained either in H≥0 or in −H≥0. 
Lemma 3.4 Let i ∈ I. Then σi ((Φ∨r )+ \ {Hi}) = (Φ∨r )+ \ {Hi}.
Proof: Since σi is involutive, it is sufficient to show the inclusion “⊆”. Suppose there exists a coroot
H ∈ (Φ∨r )+ \ {Hi} such that σiH = Hi. Then H = σiHi = −Hi ∈ (Φ∨r )−, which is not possible by
Lemma 3.3. Suppose there exists a coroot H ∈ (Φ∨r )+ \ {Hi} such that σiH ∈ (Φ∨r )−. By definition,
C ⊆ H≥0 and C ⊆ −(σiH)≥0 = −σiH≥0. We find
C ∩H=0i ⊆ C ∩ σiC ⊆ H≥0 ∩ (−H≥0) = H=0.
Therefore, the hyperplane H=0 contains the linear hull of the 1-codimensional face C ∩ H=0i of C,
which is H=0i . Hence H
=0 = H=0i . From C ⊆ H≥0, H≥0i it follows that H≥0 = H≥0i . Thus H = Hi,
which is not possible. 
The following theorem has been given as part 6) of Theorem 2 in [V 1].
Theorem 3.5 (W , (σi)i∈I) is a Coxeter system.
The next theorem, except the fundamental domain property and formula (17), has been given as
parts 1) and 5) of Theorem 2 in [V 1]. The fundamental domain property follows immediately from the
definition of the universal space and Proposition 8 in [V 1]. Formula (17) can be proved with Lemmas
3.3 and 3.4 in the same way as Proposition 3.12 c) in [K].
15
Theorem 3.6 The set
X :=
⋃
σ∈W
σC
is a convex cone, which is called the Tits cone. It can also be described as
X =
{
λ ∈ h∗|λ ∈ H≥0 for all up to finitely many H ∈ (Φ∨r )+
}
. (17)
The fundamental chamber C is a fundamental domain for the action of W on X, i.e., every W-orbit
meets C in a unique point. For λ ∈ C the isotropy group
stabW(λ) := {σ ∈ W|σλ = λ}
is generated by the simple reflections it contains, i.e., by
{
σi|λ ∈ H=0i , i ∈ I
}
.
We define the set of reflections of the linear Coxeter system as T :=
{
σσiσ
−1
∣∣σ ∈ W , i ∈ I}. The
Coxeter groupW acts by conjugation on T . The following proposition can be easily obtained by using
the description of the isotropy group given in Theorem 3.6.
Corollary 3.7 We obtain a W-equivariant surjective map by
Φ∨r → T
σHi 7→ σσiσ−1
where σ ∈ W, i ∈ I. Denote the image of H ∈ Φ∨r by σH . Then the fibre of σH consists of ±H. In
particular, the map restricts to a bijective map on (Φ∨r )
+.
Most statements of the next theorem have been given as parts 2), 3), and 4), or follow from part
5) of Theorem 2 in [V 1]. Formula (18) generalizes Exercise 3.15 of [K]. Proposition 2.69 of [A, B],
and Corollary 3.7 can be used for its proof. The proof that the action of W on X◦ is even proper
can be reduced to the following fact, see also Proposition 12.9 of [Lee]: Let Uλ, Uµ be neighborhoods
of λ, µ ∈ X◦ ∩ C obtained by Proposition 10 of [V 1] from special neighborhoods constructed in §1 of
[V 1]. If σ ∈ W such that Uλ ∩ σUµ 6= ∅ then σ ∈ stabW(λ) stabW(µ).
Theorem 3.8 The interior X◦ of X is obtained by
X◦ =
⋃
σ∈W
σ(X◦ ∩ C) with X◦ ∩ C = {λ ∈ C∣∣ stabW(λ) is finite } .
It can also be described as
X◦ =
{
λ ∈ h∗|λ ∈ H>0 for all up to finitely many H ∈ (Φ∨r )+
}
. (18)
The set of hyperplanes {H=0 | H ∈ (Φ∨r )+} is locally finite in X◦, and each of its hyperplanes meets
X◦.
The Coxeter group W acts as discrete group properly on X◦. The canonical map from X◦ ∩ C to
the quotient space X◦/W is a homeomorphism.
The following theorem can be easily obtained from Lemmas 3.3, 3.4, and Corollary 3.7.
Theorem 3.9 Let σ ∈ W and i ∈ I. Then we have:
(a) If l(σσi) > l(σ) then σHi ∈ (Φ∨r )+.
(b) If l(σσi) < l(σ) then σHi ∈ (Φ∨r )−.
We now explain how linear Coxeter systems and their morphisms can be described by certain
realizations of matrices and their morphisms.
Definition 3.10 A matrix A = (aij)i,j∈I with entries in R is called a generalized Cartan matrix if the
following hold:
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(a) For all i, j ∈ I, i 6= j, the entries aij, aji are either both strict negative or both zero.
(b) For all i ∈ I we have aii = 2. For all i, j ∈ I, i 6= j, such that aijaji < 4 we have
aijaji = 4 cos
2(
pi
mij
) for some mij ∈ N \ {1}.
Note that in (b) the positive integers mij are uniquely determined. For all i, j ∈ I, i 6= j, with
aijaji ≥ 4 we set mij =∞. For all i ∈ I we set mii = 1.
For the classification of the indecomposable generalized Cartan matrices into matrices of finite,
affine, or indefinite type we refer to Theorem 3 of [V 1], and to Theorem 4.3 and Corollary 4.3 of [K].
Part (a) of the next theorem has been shown in Proposition 17, and in Theorem 1, Proposition 6
and 7 of [V 1]. Part (b) has been given as Proposition 13 and formula (24) of [V 1].
Theorem 3.11 Let (h, (Hi, Li)i∈I) be a linear Coxeter system. For every i ∈ I choose elements
hi ∈ Hi and αi ∈ Li such that αi(hi) = 2. Then we have:
(a) The matrix A := (αj(hi))i,j∈I is a generalized Cartan matrix. Its associated matrix (mij)i,j∈I is
the Coxeter matrix of the Coxeter system (W, (σi)i∈I).
(b) (h, (hi)i∈I , (αi)i∈I) is a realization of A such that Lh ∩ (R+0 )n = {0}.
Note that Lh ∩ (R+0 )n = {0} if and only if h1, . . . , hn are positively independent. Note also that for
every i ∈ I the element hi is only determined up to a factor in R+. If we have h′i = dihi and α′i = 1diαi
with di ∈ R+ for all i ∈ I, then the corresponding generalized Cartan matrices are related by
A′ = DAD−1 where D = diag(d1, . . . , dn).
The classification of the indecomposable generalized Cartan matrices is invariant under such transfor-
mations.
Proposition 3.12 Let φ : h → h′ be a morphism of the linear Coxeter systems (h, (Hi, Li)i∈I) and
(h′, (H ′i, L
′
i)i∈I). For every i ∈ I choose elements hi ∈ Hi and α′i ∈ L′i such that α′i(φ(hi)) = 2. Then
(h, (hi)i∈I , (φ
∗(α′i))i∈I) and (h
′, (φ(hi))i∈I , (α
′
i)i∈I) are realizations of the same generalized Cartan
matrix, and φ : h→ h′ is a morphism of realizations.
In particular, the Coxeter systems (W , (σi)i∈I) and (W ′, (σ′i)i∈I) are isomorphic.
Part (a) of the following theorem has been given as Theorem 5 and formula (24) of [V 1]. Part (b)
is trivial.
Theorem 3.13 Let A be a generalized Cartan matrix.
(a) Let (h, (hi)i∈I , (αi)i∈I) be a realization of A such that Lh ∩ (R+0 )n = {0}. For every i ∈ I set
Hi := Rhi and Li := Rαi. Then (h, (Hi, Li )i∈I) is a linear Coxeter system.
(b) Let (h, (hi)i∈I , (αi)i∈I) and (h
′, (h′i)i∈I , (α
′
i)i∈I) be realizations of A such that Lh ∩ (R+0 )n = {0}
and Lh′ ∩ (R+0 )n = {0}. Then every morphism φ : h → h′ of realizations is a morphism of the
corresponding linear Coxeter systems.
Theorem 3.11, Proposition 3.12, and Theorem 3.13 show that for the investigation of linear Coxeter
system and their morphisms we may restrict to realizations of a fixed generalized Cartan matrix and
their morphisms. In this context the name “root base” is more common than the name “realization”:
Definition 3.14 A realization (h, (hi)i∈I , (αi)i∈I) of a generalized Cartan matrix A such that Lh ∩
(R+0 )
n = {0} is called a root base of a linear Coxeter system. A morphism of root bases is a morphism
of realizations.
We now fix a root base (h, (hi)i∈I , (αi)i∈I) of a linear Coxeter system (h, (Hi, Li )i∈I). The next
theorem, which enhances Theorem 3.9, has been given as Theorem 1.10 in [H, N].
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Theorem 3.15 Let σ ∈ W and i ∈ I.
(a) If l(σσi) > l(σ) then σhi ∈∑j∈I R+0 hj and σαi ∈∑j∈I R+0 αj.
(b) If l(σσi) < l(σ) then σhi ∈ −∑j∈I R+0 hj and σαi ∈ −∑j∈I R+0 αj .
The following discussion shows that for this article it is not favorable to work with the coroots and
roots of the root base instead of the reduced coroots (15). Define the set of coroots as
Φ∨ :=W {hi| i ∈ I} , (19)
and the sets of positive and negative coroots as (Φ∨)± := Φ∨ ∩ ±∑i∈I R+0 hi. We have the W-
equivariant surjective map
Φ∨ → Φ∨r
h 7→ R+0 h
(20)
which maps (Φ∨)± onto (Φ∨r )
±. It follows from Lemma 3.3 that Φ∨ = (Φ∨)+∪˙ (Φ∨)−.
Remark 3.16 The map (20) is bijective for the root bases with integral generalized Cartan matrices
used Lie theory as in [K], and for the root bases with symmetric generalized Cartan matrices used in
[D]. In general, it is possible that there are infinitely many coroots which map to the same reduced
coroot. An example has been given in [F], Section 3, following Definition 3.1.
The composition of the map (20) with the map of Corollary 3.7 can be described as follows. Define
the set of roots as
Φ :=W {αi| i ∈ I} . (21)
We find from Corollary 3.7, see also Remark 2.2 and Definition 2.3 of [H, N], that we get aW-equivariant
surjective map
Φ∨ → Φ
σhi 7→ σαi (22)
where σ ∈ W , i ∈ I. We denote the image of h ∈ Φ∨ by αh. We obtain αh(h) = 2. We denote by σh
the reflection at (R+0 h)
=0 along Rαh. In particular, σhi = σi for all i ∈ I. We have
στh = τσhτ
−1 for all τ ∈ W , h ∈ Φ∨.
We conclude that σR+0 h
= σh for all h ∈ Φ∨.
Remark 3.17 The map (22) does not need to be bijective: Let h be a R-linear space with base h1, h2.
Let
A :=
Å
2 −2
−2 2
ã
,
which is an affine integral generalized Cartan matrix. Define α1, α2 ∈ h∗ by αi(hj) := aji for all
i, j = 1, 2. Then α2 = −α1.
This root base is isomorphic to the root base over R of the derived Kac-Moody algebra g(A)′, the
Kac-Moody algebra g(A) of A defined as in [K]. Here, Φ∨, which maps bijectively to Φ∨r , is given by
the infinite set
Φ∨ = {h1 + n(h1 + h2), h2 + n(h1 + h2)|n ∈ Z} .
However, Φ = {α1, α2} is finite. The map (22) maps hi + n(h1 + h2) to αi, n ∈ Z, i = 1, 2.
We now interpret h as the dual of h∗. Then (h∗, (αi)i∈I , (hi)i∈I) is a root base of a linear Coxeter
system if and only if Lh∗ ∩ (R+0 )n = {0}, which may not be satisfied. If we set
I0 := {i ∈ I | αi ∈ (
∑
j∈I
R+0 αj) ∩ (−
∑
j∈I
R+0 αj)} and I1 := I \ I0, (23)
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then from Proposition 1.5 we find Lh∗ ∩ (R+0 )n = {0} if and only if I0 = ∅. Nevertheless, we define the
dual fundamental chamber and the dual Tits cone by
C
∨
:= {h ∈ h|αi(h) ≥ 0 for all i ∈ I} and X∨ :=WC∨,
respectively. The following Proposition has been shown in Remark 1.6 of [H, N].
Proposition 3.18 C
∨ −C∨ is a W-invariant subspace of h, on which WI0 acts trivially. It contains
the elements hi, i ∈ I1.
The linear functions αi, i ∈ I1, restrict to linear functions on C∨ − C∨, which we denote by the
same symbol. We interpret C
∨ − C∨ as the dual of (C∨ − C∨)∗. The following Proposition has also
been shown in Remark 1.6 of [H, N].
Proposition 3.19 If I1 6= ∅ then ((C∨ − C∨)∗, (αi)i∈I1 , (hi)i∈I1) is a root base of a linear Coxeter
system. The action of its Coxeter group coincides with the action of WI1 on C
∨−C∨. Its fundamental
chamber coincides with C
∨
. Its Tits cone coincides with X∨.
We set (R+0 )
I0 :=
⊕
i∈I0 R
+
0 ei ⊆ Rn, where e1, e2, . . . , en is the canonical base of Rn. For some
variants of the following proposition see Section 6.1 of [Kr]. Compare also with formula (24) of [V 1].
Proposition 3.20 I0 is either empty or a nonempty union of affine connected components of I, and
we have
Lh∗ ∩ (R+0 )n = {r ∈ (R+0 )I0 |
∑
i∈I0
riαi = 0}. (24)
Proof: We define the support of r ∈ (R+0 )n as supp(r) := { i ∈ I| ri > 0}. If r, r˜ ∈ Lh∗ ∩ (R+0 )n then
r + r˜ ∈ Lh∗ ∩ (R+0 )n and supp(r + r˜) = supp(r) ∪ supp(r˜).
Since there are only finitely many subsets of I, there exists an element s ∈ Lh∗ ∩ (R+0 )n with biggest
support. We show that supp(s) = I0, which implies (24). For i ∈ supp(s) we find from
αi = − 1
si
∑
j∈ supp(s), j 6=i
sjαj
that i ∈ I0. If i ∈ I0 then there exists an element r ∈ (R+0 )n such that
αi = −
∑
j∈ supp(r)
rjαj .
Because supp(s) is the biggest support, we conclude that i ∈ supp(r) ∪ {i} ⊆ supp(s).
Now let I0 = supp(s) 6= ∅. By Proposition 3.18 we have αj(hi) = 0 for all j ∈ I0 and i ∈ I1 = I \ I0.
Therefore, I0 is a union of connected components of I. Because of s ∈ Lh∗ ⊆ ker(A) we get∑
j∈ supp(s)
aijsj = 0 for all i ∈ supp(s).
From Corollary 4.3 of [K] it follows that the connected components of supp(s) are of affine type. 
We will also need later:
Proposition 3.21 We have
C
∨
= {h ∈ h | h− σh ∈
∑
i∈I
R+0 hi for all σ ∈ W}, (25)
C ⊆ {λ ∈ h∗ | λ− σλ ∈
∑
i∈I
R+0 αi for all σ ∈ W}. (26)
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Remark 3.22 The inclusion in (26) can be proper. This can be seen by the example of Remark 3.17,
where the set on the right in (26) coincides with h∗.
Proof: The inclusions “⊆” in (25) and (26) can be proved similarly to Proposition 3.12 d) in [K], if
Theorem 3.15 is used. Now let h be contained in the set on the right in (25). For every j ∈ I we have
Rhj ∋ αj(h)hj = h− σjh ∈
∑
i∈I
R+0 hi.
We obtain from Proposition 1.7 that R+0 hj is a face of
∑
i∈I R
+
0 hi. Its linear hull is Rhj . We conclude
that αj(h)hj ∈ (∑i∈I R+0 hi) ∩ Rhj = R+0 hj , so αj(h) ≥ 0. Hence h ∈ C∨. 
To state some results of the literature in an easy way we introduce the following notations. A root
base (h, (hi)i∈I , (αi)i∈I) of a linear Coxeter system with characteristic (Lh, Lh∗ , d) and generalized
Cartan matrix A is called
• free if Lh = {0} and Lh∗ = {0},
• minimal if d = 0,
• integral if the entries of A are integers,
• symmetric if A is a symmetric matrix and, in addition to Lh ∩ (R+0 )I = {0}, also Lh∗ ∩ (R+0 )I =
{0}.
The properties “free” and “minimal” are common properties of all root bases, the properties “inte-
gral” and “symmetric” are not common to all root bases of a linear Coxeter system. We call a linear
Coxeter system free, minimal, integral, symmetric if there exists a root base of the linear Coxeter
system which is free, minimal, integral, symmetric, respectively.
The based root systems in [D], for which the faces of the Tits cone and imaginary cone have been
described, correspond to symmetric root bases with additional non-degenerate invariant symmetric
bilinear forms.
Let A = (aij)i,j∈I be a generalized Cartan matrix. To keep our notation simple we define that a
subset J ⊆ I has a certain property if the corresponding submatrix AJ := (aij)i,j∈J has this property.
For J ⊆ I we denote by J0 the union of the finite type components of J , by Jaff the union of the
affine type components of J , and by J ind the union of the indefinite type components of J . (An empty
union is defined to be empty.) We denote by J∞ the union of the nonfinite type components of J , i.e.,
J∞ = Jaff ∪ J ind. As in the article [Lo] we call J special if J∞ = J .
We call j, k ∈ I adjacent if ajk 6= 0. More generally, we call J,K ⊆ I adjacent if there exist j ∈ J
and k ∈ K such that ajk 6= 0. We call J,K ⊆ I separated if they are not adjacent. For J ⊆ I we set
J⊥ := { i ∈ I| aij = 0 for all j ∈ J} .
Let G be a group acting on a set M . For D ⊆M we denote by
ZG(D) := {g ∈ G | gd = d for all d ∈ D}
the pointwise stabilizer of D, and by
NG(D) := {g ∈ G | gD = D}
the stabilizer of D as a whole. NG(D) is a subgroup of G, which contains ZG(D) as a normal subgroup.
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3.2 The faces of the fundamental chamber
The fundamental chamber of a linear Coxeter system can be partitioned
• according to the isotropy groups of its points,
• by the relative interiors of its faces.
We show in Proposition 3.25 and 3.26 that both partitions coincide and are described by the facial sets.
Key results in this subsection are Corollary 3.30, Corollary 3.31 and its interpretation by a hyperplane
arrangement in Remark 3.33, which allow to compute the facial sets of linear Coxeter systems. An
example is given in the next subsection. Many theoretical results on the facial sets follow in combination
with Lemmas 3.34 and 3.35, which describe properties of the elements of the kernels of generalized
Cartan matrices.
Let (h, (hi)i∈I , (αi)i∈I) be a root base of the linear Coxeter system (h, (Hi, Li)i∈I). The funda-
mental chamber
C = {λ ∈ h∗|λ(hi) ≥ 0 for all i ∈ I}
is the convex cone dual to the finitely generated convex cone
∑
i∈I R
+
0 hi, for which the properties of
Proposition 1.7 (ii) hold. For J ⊆ I we obtain
(
∑
j∈J
R+0 hj) ∩ {hi | i ∈ I} = {hj | j ∈ J} (27)
from Proposition 1.7 (iii). We call a set J ⊆ I facial if the following equivalent conditions are satisfied:
(i) There exists a face F of
∑
i∈I R
+
0 hi such that J = { i ∈ I|hi ∈ F}.
(ii)
∑
j∈J R
+
0 hj is a face of
∑
i∈I R
+
0 hi.
Clearly, this notion does not depend on the particular root base of the linear Coxeter system. It is
easy to show the following proposition on the facial sets. For part (c) use also Proposition 1.7 (ii).
Proposition 3.23 (a) An arbitrary intersection of facial sets is facial. In particular, the set I is
facial.
(b) Let L ⊆ I. There exists a smallest facial set Lfc which contains L. It is given by
Lfc =
⋂
J facial, J⊇L
J.
We call Lfc the facial closure of L.
(c) Ordered partially by inclusion, {J ⊆ I| J facial } is a lattice, the lattice meet and join given by
J1 ∧ J2 = J1 ∩ J2 and J1 ∨ J2 = (J1 ∪ J2)fc, J1, J2 facial.
The set ∅ is the smallest facial set, the sets {i}, i ∈ I, are the atoms, the set I is the biggest
facial set.
In general, not all subsets of I are facial.
Proposition 3.24 The following are equivalent:
(i) Every subset of I is facial.
(ii) Lh = {0}, i.e., h1, h2, . . . , hn are linearly independent.
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Proof: It is easy to check “(ii) ⇒ (i)” directly; we only show “(i) ⇒ (ii)”: Let r ∈ Lh. Then I+ :=
{ i ∈ I| ri > 0} and I− := { i ∈ I| ri < 0} are facial sets by (i). Hence∑i∈I+ R+0 hi and∑i∈I− R+0 hi are
faces such that
ri(
∑
i∈I+
R+0 hi) ∋
∑
i∈I+
rihi =
∑
i∈I−
(−ri)hi ∈ ri(
∑
i∈I−
R+0 hi).
We conclude that
∑
i∈I+ R
+
0 hi =
∑
i∈I− R
+
0 hi. From (27) we find I+ = I−. This is only possible for
I+ = I− = ∅, so r = 0. 
For J ⊆ I we set
F J := {λ ∈ h∗|λ(hi) = 0 for i ∈ J, λ(hi) ≥ 0 for i ∈ I \ J} , (28)
FJ := {λ ∈ h∗|λ(hi) = 0 for i ∈ J, λ(hi) > 0 for i ∈ I \ J} . (29)
The lattice of facial sets is isomorphic to the face lattice of
∑
i∈I R
+
0 hi, which is anti-isomorphic to the
face lattice of the dual cone C by Proposition I.2 (5) of [N]. Thus we have shown:
Proposition 3.25 We obtain an anti-isomorphism of lattices by:
{J ⊆ I| J facial } → Fa(C)
J 7→ F J
The relative interiors and linear hulls of the faces of C, as well as the isotropy groups of the points
of C can be described by the facial sets as follows.
Proposition 3.26 If J ⊆ I is facial then
F J =
⋃˙
K⊇J, K facial
FK , (30)
and FJ is the relative interior of F J . In particular, FJ 6= ∅. The linear hull of F J is given by
F J − F J = {λ ∈ h∗|λ(hj) = 0 for all j ∈ J } . (31)
For every λ ∈ FJ we have
stabW(λ) =WJ . (32)
Proof: From Proposition 3.25 we find that the faces of F J are given by FK , K facial, K ⊇ J . It
follows that
ri(F J ) = FJ \
⋃
K%J, K facial
FK .
Trivially, we get FJ ⊆ ri(F J). If λ ∈ ri(F J ) ⊆ F J then (∑i∈I R+0 hi) ∩ (Rλ)⊥ is a face of ∑i∈I R+0 hi
with corresponding facial set { i ∈ I|λ(hi) = 0} ⊇ J . Since λ is not contained in a proper face of F J ,
we conclude that { i ∈ I|λ(hi) = 0} = J . Hence λ ∈ FJ .
The relative interiors of the faces of F J give a partition of F J , which is equation (30). The inclusion
“⊆” in (31) is trivial. To show the reverse inclusion we choose an element λ0 ∈ FJ . Let λ ∈ h∗ such
that λ(hj) = 0 for all j ∈ J . Then for some sufficiently large r ∈ R+ we have
(λ+ rλ0)(hi) = λ(hi) + r λ0(hi)︸ ︷︷ ︸
>0
> 0
for all i ∈ I \ J . It follows that
λ = (λ+ rλ0)− rλ0 ∈ FJ − R+0 λ0 ⊆ F J − F J .
Formula (32) is obtained from the description of the isotropy group in Theorem 3.6. 
Recall that FJ and F J have been defined in (28) and (29) for arbitrary subsets J ⊆ I, which is
sometimes useful. With Proposition 3.26 it is easy to show:
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Proposition 3.27 Let J ⊆ I.
(a) We have FJ 6= ∅ if and only if J is facial.
(b) F J = F Jfc .
Morphisms of root bases relate the corresponding fundamental chambers and their dual cones in
the following way:
Proposition 3.28 Let (h, (hi)i∈I , (αi)i∈I) and (h
′, (h′i)i∈I , (α
′
i)i∈I) be root bases of linear Coxeter
systems. Let φ : h→ h′ be a morphism of root bases.
(a) We have
∑
i∈I R
+
0 h
′
i ⊆ im(φ) and
φ−1(
∑
i∈I
R+0 h
′
i) =
∑
i∈I
R+0 hi + ker(φ). (33)
(b) We have ker(φ∗) ⊆ C ′ ∩ (−C′) and
φ∗(C′) = C ∩ im(φ∗). (34)
(c) The convex cones (33) and (34) are dual to each other.
Proof: Part (a) follows from φ(
∑
i∈I R
+
0 hi) =
∑
i∈I R
+
0 φ(hi) =
∑
i∈I R
+
0 h
′
i. Part (b) follows from
(φ∗)−1(0) ⊆ (φ∗)−1(C) = {λ′ ∈ (h′)∗∣∣ 0 ≤ φ∗(λ′)(hi) = λ′(φ∗(hi)) = λ′(h′i) for all i ∈ I } = C′.
The closed convex cones
∑
i∈I R
+
0 hi and C are dual. The orthogonal linear spaces ker(φ) and im(φ
∗)
are also dual closed convex cones. Now (c) follows from Proposition I.1.6 in [H, H, L]. 
The descriptions in Proposition 3.28 (a) and (b) allow to apply Lemmas 1.1, 1.2, and 1.3. The next
theorem shows how morphisms of root bases relate the corresponding facial sets.
Theorem 3.29 Let (h, (hi)i∈I , (αi)i∈I) and (h
′, (h′i)i∈I , (α
′
i)i∈I) be root bases of linear Coxeter sys-
tems. Let φ : h′ → h be a morphism of root bases. For J ⊆ I we have
φ∗(FJ ) = F
′
J ∩ im(φ∗) and φ∗(F J ) = F ′J ∩ im(φ∗), (35)
and the following are equivalent:
(i) J is facial for (h, (hi)i∈I , (αi)i∈I).
(ii) J is facial for (h′, (h′i)i∈I , (α
′
i)i∈I) and
ker(φ) ∩ (
∑
j∈J
Rh′j +
∑
i∈I\J
R+0 h
′
i ) ⊆
∑
j∈J
Rh′j . (36)
Proof: It is easy to check (35); we only show the equivalence of (i) and (ii). From the description in
Proposition 3.28 (a) we get by Lemmas 1.1 and 1.2 bijections
Fa(
∑
i∈I
R+0 hi)→ Fa(
∑
i∈I
R+0 h
′
i+ker(φ))→ {F ′ ∈ Fa(
∑
i∈I
R+0 h
′
i) | ker(φ)∩ (
∑
i∈I
R+0 h
′
i−F ′) ⊆ F ′−F ′ },
where the maps from the left to the right are given by
G 7→ φ−1(G) 7→ φ−1(G) ∩
∑
i∈I
R+0 h
′
i.
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Furthermore, we have
{ i ∈ I | h′i ∈ φ−1(G) ∩
∑
j∈I
R+0 h
′
j } = { i ∈ I|φ(h′i) ∈ G} = { i ∈ I|hi ∈ G} .
This shows that
{ i ∈ I|hi ∈ G} is facial for (h′, (h′i)i∈I , (α′i)i∈I) (37)
and
φ−1(G) ∩
∑
i∈I
R+0 h
′
i =
∑
i∈I, hi∈G
R+0 h
′
i, (38)
and
ker(φ) ∩
(∑
i∈I
R+0 h
′
i −
∑
i∈I, hi∈G
R+0 h
′
i
)
⊆
∑
i∈I, hi∈G
Rh′i. (39)
Suppose that (i) holds. ThenG :=
∑
j∈J R
+
0 hj is a face of
∑
i∈I R
+
0 hi such that J = { i ∈ I|hi ∈ G}.
From (37) and (39) we get (ii).
Suppose that (ii) holds. Then there exists a uniquely determined face G of
∑
i∈I R
+
0 hi such that
φ−1(G) ∩
∑
i∈I
R+0 h
′
i =
∑
i∈J
R+0 h
′
i.
From (38) and (27) we find that J = { i ∈ I|hi ∈ G}, which is facial for (h, (hi)i∈I , (αi)i∈I). 
We know the facial sets in the particular case described in Proposition 3.27. We now use the
preceding theorem to obtain a criterion which allows to find the facial sets in the general case. Let
e1, e2, . . . , en be the canonical base of Rn. For J ⊆ I we set
RJ :=
⊕
j∈J
Rej ⊆ Rn and (R+0 )J :=
⊕
j∈J
R+0 ej ⊆ Rn.
Corollary 3.30 Let (h, (hi)i∈I , (αi)i∈I) be a root base of a linear Coxeter system with characteristic
(Lh, Lh∗ , d). For J ⊆ I the following are equivalent:
(i) J is facial.
(ii) Lh ∩
(
RJ + (R+0 )
I\J
) ⊆ RJ .
Proof: By Theorem 2.1 and 2.2 (a) there exists a root base (h′, (h′i)i∈I , (α
′
i)i∈I) of a linear Coxeter
system with characteristic (Lh′ , Lh′∗ , d
′) = ({0}, Lh∗ , d), and a surjective morphism φ : h′ → h of
root bases with
ker(φ) = [Lh]h′ = {r1h′1 + · · ·+ rnh′n |r ∈ Lh } . (40)
Since Lh′ = {0}, we get from Proposition 3.27 that every subset of I is facial for (h′, (h′i)i∈I , (α′i)i∈I).
Hence we obtain from Theorem 3.29: J is facial for (h, (hi)i∈I , (αi)i∈I) if and only if
ker(φ) ∩ (
∑
j∈J
Rh′j +
∑
i∈I\J
R+0 h
′
i ) ⊆
∑
j∈J
Rh′j ,
where for ker(φ) the expression on the right in (40) has to be inserted. Since h′1, . . . , h
′
n are linearly
independent, this is equivalent to (ii). 
It is useful to formulate the criterion of the preceding corollary differently, which can be motivated
as follows: The elements h1, . . . , hn of a root base (h, (hi)i∈I , (αi)i∈I) of a linear Coxeter system are
only determined up to positive real numbers. Therefore, only the sign vectors of the elements of
Lh = {r ∈ Rn| r1h1 + · · ·+ rnhn = 0} ,
are relevant for the linear Coxeter system. For r ∈ Rn we set
I+(r) := { i ∈ I| ri > 0} , I0(r) := { i ∈ I| ri = 0} , I−(r) := { i ∈ I| ri < 0} .
Clearly, we have I±(−r) = I∓(r) and I0(−r) = I0(r).
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Corollary 3.31 Let (h, (hi)i∈I , (αi)i∈I) be a root base of a linear Coxeter system with characteristic
(Lh, Lh∗ , d). For J ⊆ I the following are equivalent:
(i) J is facial.
(ii) For every element r ∈ Lh either I+(r), I−(r) ⊆ J or I+(r), I−(r) 6⊆ J .
(iii) For all r ∈ Lh the following holds: If I+(r) ⊆ J then also I−(r) ⊆ J .
(iv) For all r ∈ Lh the following holds: If I−(r) ⊆ J then also I+(r) ⊆ J .
Remark 3.32 We have I+(0) = I−(0) = ∅. Hence we can replace Lh by Lh \ {0} in (ii), (iii), (iv).
Proof: By Corollary 3.30 the set J is facial if and only if {r ∈ Lh| I−(r) ⊆ J} ⊆ RJ , which is equivalent
to (iv). Lh is a linear space, and for r ∈ Lh we have I±(−r) = I∓(r). Hence (iv) is equivalent to (iii).
From (iii) and (iv) we get (ii). Trivially, from (ii) we get (iii). 
Remark 3.33 We can interpret the corollary in a more geometric way: Let Lh be k-dimensional and
b1 =
Ö
b11
...
b1n
è
, b2 =
Ö
b21
...
b2n
è
, · · · , bk =
Ö
bk1
...
bkn
è
a base of Lh. Every r ∈ Lh can be written in the form
r = s1b1 + s2b2 + · · · skbk =
Ö
s1b11 + s2b21 + · · ·+ skbk1
...
s1b1n + s2b2n + · · ·+ skbkn
è
with s1, s2, . . . , sk ∈ R.
Only the signs +, 0, − of the components of r are relevant for the corollary. We get a hyperplane
arrangement in Rk by the n equations
s1b11 + s2b21 + · · ·+ skbk1 = 0,
...
s1b1n + s2b2n + · · ·+ skbkn = 0,
where some equations can give the same hyperplane. The sign-vectors of the elements of Lh correspond
bijectively to the facets of the hyperplane arrangement and may be indicated as labels on the facets.
In the situation of Corollary 3.31 we have Lh ⊆ ker(AT ), where A is the generalized Cartan matrix
of the root base (h, (hi)i∈I , (αi)i∈I) of the linear Coxeter system. If r ∈ Lh ⊆ ker(AT ) then∑
i∈I+(r)
ri︸︷︷︸
>0
aij =
∑
i∈I−(r)
(−ri)︸ ︷︷ ︸
>0
aij for all j ∈ I. (41)
We now use the classification of the generalized Cartan matrices, see Theorem 3 of [V 1], or Theorem
4.3 of [K], to draw some conclusions for I+(r) and I−(r) from these equations.
Lemma 3.34 Let r ∈ Lh \ {0}. Then I+(r) and I−(r) are nonempty special sets. For every j ∈
I \ (I+(r) ∪ I−(r)) we have
j is adjacent to I+(r) ⇐⇒ j is adjacent to I−(r).
Proof: We have Lh ∩ (R+0 )I = {0}. Since Lh is a linear space, we find Lh ∩ (R−0 )I = {0}. It follows
that I−(r) and I+(r) are nonempty. Let J be a connected component of I+(r). From (41) we obtain∑
i∈J
(−ri)︸ ︷︷ ︸
<0
aij =
∑
i∈I−(r)
ri︸︷︷︸
<0
aij︸︷︷︸
≤0
≥ 0 for all j ∈ J.
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Suppose that J is of finite type. Then from Theorem 4.3 (Fin) of [K] we find (−ri) ≥ 0 for all i ∈ J ,
which is not possible. Therefore, I+(r) is special. Similarly, I−(r) is special.
For j ∈ I \ (I+(r) ∪ I−(r)) we get∑
i∈I+(r)
ri︸︷︷︸
>0
aij︸︷︷︸
≤0
=
∑
i∈I−(r)
(−ri)︸ ︷︷ ︸
>0
aij︸︷︷︸
≤0
from (41), from which the remaining part of the lemma follows. 
The following observation is useful to describe how for r ∈ Lh \ {0} the connected components of
I+(r), I−(r), and I+(r) ∪ I−(r) are related: Every connected component J of I+(r) ∪ I−(r) breaks up
into
J+ := J ∩ I+(r) and J− := J ∩ I−(r),
and J+, J− are unions of connected components of I+(r), I−(r), respectively, possibly empty. Con-
versely, for every connected component K of I+(r), I−(r) there exists a uniquely determined connected
component J of I+(r) ∪ I−(r), such that K is contained in J+, J−, respectively
Lemma 3.35 Let r ∈ Lh \ {0}. Then I+(r) ∪ I−(r) is a nonempty special set and we have:
(a) If J is an affine connected component of I+(r) ∪ I−(r), then either J is a connected component
of I+(r)∪ I−(r)∪ I−(r)⊥ contained in I+(r)∩ I−(r)⊥, or J is a connected component of I+(r)∪
I−(r) ∪ I+(r)⊥ contained in I−(r) ∩ I+(r)⊥.
(b) If J is an indefinite connected component of I+(r) ∪ I−(r) then J+ 6= ∅ and J− 6= ∅. There
are only indefinite connected components of J+ and J−. Every connected component of J+ is
adjacent to J−, every connected component of J− is adjacent to J+.
Proof: A union of special sets is again a special set. Hence we obtain from Lemma 3.34 that I+(r) ∪
I−(r) is a nonempty special set.
To (a): Suppose that ∅ 6= J+ 6= J . Then J+ is a union of connected components of I+(r), which are
of finite type because J is affine. This is not possible, since I+(r) is special by Lemma 3.34. Therefore,
either J+ = J , J− = ∅ or J+ = ∅, J− = J .
Because of I±(−r) = I∓(r) it is sufficient to treat the case J = J+ ⊆ I+(r). Since J is a connected
component of I+(r) ∪ I−(r), we get J ⊆ I−(r)⊥. Thus J ⊆ I+(r) ∩ I−(r)⊥.
Let K be the connected component of I+(r) ∪ I−(r) ∪ I−(r)⊥ which contains J , and suppose that
J $ K. Then there exists k ∈ K \ J such that k is adjacent to J . Since J is a connected component of
I+(r) ∪ I−(r), we find k /∈ I+(r) ∪ I−(r). Since k is adjacent to J ⊆ I+(r), we find from Lemma 3.34
that k is also adjacent to I−(r), i.e., k 6∈ I−(r)⊥. So k /∈ I+(r) ∪ I−(r) ∪ I−(r)⊥, which is not possible.
To (b): Suppose that J− = ∅. Then J = J+ ⊆ I+(r). Since J is a connected component of
I+(r) ∪ I−(r), it follows from (41) that∑
i∈J
ri︸︷︷︸
>0
aij = 0 for all j ∈ J.
We find from Corollary 4.3 of [K] that J is of affine type. This contradicts that J is of indefinite type.
Thus we have shown that J− 6= ∅. Similarly, we get J+ 6= ∅.
Let L be a connected component of J+. From (41) we obtain∑
i∈L
riaij =
∑
i∈J−
(−ri)︸ ︷︷ ︸
>0
aij︸︷︷︸
≤0
≤ 0 for all j ∈ L. (42)
Suppose that L and J− are not adjacent. Then L is also a connected component of J+∪J− = J . Since
J is connected, we get J = L ⊆ I+(r), which contradicts J− 6= ∅. Thus L and J− are adjacent, which
shows that ∑
i∈L
riaij =
∑
i∈J−
(−ri)aij < 0 for at least one element j ∈ L. (43)
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Since L is also a connected component of I+(r), which is a special set by Lemma 3.34, it is of affine or
indefinite type. Assume L to be of affine type. From (42) and Theorem 4.3 (Aff) of [K] we obtain
∑
i∈L
riaij = 0 for all j ∈ L,
which contradicts (43). Therefore, L is of indefinite type. Similarly, every connected component of J−
is of indefinite type, adjacent to J+. 
We have seen in Lemma 3.34 that for r ∈ Lh\{0} the sets I+(r), I−(r) are nonempty, and have only
connected components of affine or indefinite type. From Lemma 3.35 and the observation preceding
this lemma we obtain immediately the following corollary.
Corollary 3.36 Let r ∈ Lh \ {0}. We have:
(a) Every affine connected component of I+(r) is also a connected component of I+(r) ∪ I−(r), and
even of I+(r) ∪ I−(r) ∪ I−(r)⊥. No affine connected component of I+(r) is adjacent to I−(r).
(b) No indefinite connected component of I+(r) is a connected component of I+(r) ∪ I−(r). Every
indefinite connected component of I+(r) is adjacent to an indefinite connected component of I−(r).
Similar statements hold if I+(r) and I−(r) are interchanged.
For r ∈ Lh \{0} every indefinite connected component of I+(r), I−(r) is adjacent to some indefinite
connected component of I−(r), I+(r), respectively. Thus we have also shown:
Corollary 3.37 Let r ∈ Lh \ {0}. Then the following are equivalent:
(i) I+(r) has a connected component of indefinite type.
(ii) I−(r) has a connected component of indefinite type.
The following are equivalent:
(i) All connected components of I+(r) are of affine type.
(ii) All connected components of I−(r) are of affine type.
Corollary 3.31, Lemmas 3.34, 3.35, and its Corollaries 3.36, 3.37 allow to derive quickly some
properties of the facial sets. The following theorem, except the implication “⇒”, has been given as
Theorem 4 1) of [V 1]. For symmetric linear Coxeter systems it corresponds to Lemma 2.10 (b) and
Lemma 8.5 (a) of [D].
Theorem 3.38 For J ⊆ I we have:
J is facial ⇐⇒ J∞ is facial. (44)
In particular, J is facial if J0 = J , i.e., if J = ∅ or all connected components of J are of finite type.
Proof: For every r ∈ Lh \ {0} the sets I+(r) and I−(r) are special by Lemma 3.34. Therefore,
I+(r) ⊆ J ⇐⇒ I+(r) ⊆ J∞ and I−(r) ⊆ J ⇐⇒ I−(r) ⊆ J∞.
Now (44) follows from Corollary 3.31 and Remark 3.31. If J0 = J then J∞ = ∅, which is a facial set
by Proposition 3.23 (c). Thus J is facial. 
We say that an indecomposable generalized Cartan matrix B = (bij)i,j∈I is of 0-hyperbolic type,
or briefly of hyperbolic type, if B is of indefinite type such that for all i ∈ I the indecomposable
components of the generalized Cartan submatrix BI\{i} are of finite or affine type. We say that B is
of 1-hyperbolic type, if B is of indefinite type such that for all i1, i2 ∈ I, i1 6= i2 the indecomposable
components of the generalized Cartan submatrix BI\{i1,i2} are of finite or affine type, and if B is not
of 0-hyperbolic type,
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Proposition 3.39 Let B = (bij)i,j∈I be an indecomposable generalized Cartan matrix of 0-hyperbolic
or 1-hyperbolic type. Let ∅ 6= J ⊆ I be connected, of nonfinite type. Then we have |J | ≥ |I| − 2. If
|J | = |I| − 2 then J is of affine type.
Proof: Suppose there exists ∅ 6= J ⊆ I connected, of nonfinite type with |J | ≤ |I| − 3. Because I is
connected there exists a sequence
J $ J ∪ {i1} $ J ∪ {i1, i2} $ · · · $ J ∪ {i1, i2, . . . , im} = I
of connected subsets of I with m ≥ 3. Since J is of nonfinite type, the sets J ∪ {i1, . . . , im−2} and
J∪{i1, . . . , im−1} are of indefinite type. This contradicts the definition of 1-hyperbolic and 0-hyperbolic.
If |J | = |I|−2, then from the definition of 0-hyperbolic and 1-hyperbolic it follows that J is a union
of connected components of finite and affine type. We conclude that J is of affine type. 
As a further example how to work with Corollary 3.31, Lemmas 3.34 and 3.35 we prove the following
theorem. Part (a) has been given for symmetric linear Coxeter systems as Lemma 8.5 (c) of [D].
Theorem 3.40 Let J ⊆ I be facial. Then:
(a) Every union of connected components of J , which contains all the affine connected components
of J , is facial.
(b) Every union of connected components of J , which are 0-hyperbolic or 1-hyperbolic, is facial.
Proof: To (a): Let F be a union of components of J , which contains all the affine components of J .
Let R be the union of the remaining components of J .
Let r ∈ Lh \ {0} such that I+(r) ⊆ F . Since F ∪ R is facial, we find I−(r) ⊆ F ∪ R by Corollary
3.31. Let K be a component of I−(r). It is of nonfinite type by Lemma 3.34. Since F , R are separated,
K has to be contained either in F or in R.
Suppose that K ⊆ R. If K is of affine type, then it is a component of I+(r) ∪ I−(r) ∪ I+(r)⊥ by
Corollary 3.36. Since K ⊆ R ⊆ F⊥ ⊆ I+(r)⊥ ⊆ I+(r) ∪ I−(r) ∪ I+(r)⊥, it is also a component of R,
which is not possible by the definition of R. If K is of indefinite type, then by Corollary 3.36 it is
adjacent to I+(r) ⊆ F , which contradicts that F and R are separated.
The case K ⊆ F remains. Thus we have shown that I−(r) ⊆ F . From Corollary 3.31 and Remark
3.32 we find that F is facial.
To (b): Let U be a union of 0-hyperbolic or 1-hyperbolic components of J . From Corollary 3.31
and Remark 3.32 it follows that U is certainly facial if there are no elements r ∈ Lh \ {0} such that
I+(r) ⊆ U . We prove this indirectly. Suppose there exists r ∈ Lh \ {0} such that I+(r) ⊆ U . Since J
is facial and I+(r) ⊆ U ⊆ J , we get I−(r) ⊆ J .
Let K be a component of I+(r). Then K is of nonfinite type by Lemma 3.34, and there exists a
0-hyperbolic or 1-hyperbolic component H of J such that K ⊆ H ⊆ U . From Proposition 3.39 we
obtain |K| ≥ |H | − 2.
If K = H then K is of indefinite type. From Corollary 3.36 we find that K is adjacent to I−(r) ⊆ J ,
which is not possible because K = H is a component of J .
Let K = H \ {i0} for some i0 ∈ H . Since H is connected, i0 is adjacent to K. Since K is a
component of I+(r), also i0 /∈ I+(r). Hence I−(r) ∩H ⊆ {i0}. Note that I−(r) ∩H is either empty or
a union of components of I−(r), because we have I−(r) ⊆ J and H is a component of J . Since I−(r)
contains no components of finite type by Lemma 3.34, we find i0 /∈ I−(r). From Lemma 3.34 it also
follows that i0 is adjacent to I−(r) ⊆ J , which is not possible because H is a component of J .
Let K = H \ {i0, i1} for some i0, i1 ∈ H with i0 6= i1. Then K is of affine type by Proposition 3.39,
and i0 or i1 is adjacent to K. We may assume that i0 is adjacent to K. Since K is a component of
I+(r), also i0 /∈ I+(r). From Corollary 3.36 we find K ⊆ I+(r) ∩ I−(r)⊥ ⊆ I−(r)⊥. Hence i0 /∈ I−(r),
and I−(r) ∩ H ⊆ {i1}. Since I−(r) contains no components of finite type by Lemma 3.34, we get
i1 /∈ I−(r). Thus H ∩ I−(r) = ∅. From Lemma 3.34 it also follows that i0 is adjacent to I−(r) ⊆ J ,
which is not possible because H is a component of J . 
Let J ⊆ I. From J ⊆ Jfc we conclude that J⊥ ⊇ (Jfc)⊥.
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Proposition 3.41 For J ⊆ I we have J ∪ J⊥ ⊆ Jfc ∪ (Jfc)⊥.
Proof: Suppose there exists i0 ∈ J⊥ \ (Jfc ∪ (Jfc)⊥). Because of i0 ∈ J⊥ and i0 /∈ (Jfc)⊥ we get
J ⊆ Jfc∩{i0}⊥ $ Jfc. We now use Corollary 3.31 and Remark 3.32 to show that Jfc∩{i0}⊥ is facial,
which contradicts the fact that Jfc is the smallest facial subset of I which contains J .
Let r ∈ Lh \ {0} such that I+(r) ⊆ Jfc ∩ {i0}⊥, i.e., I+(r) ⊆ Jfc and i0 ∈ I \ I+(r) not adjacent
to I+(r). Since J
fc is facial, we get I−(r) ⊆ Jfc. Thus i0 /∈ I+(r) ∪ I−(r). By Lemma 3.34 we find
I−(r) ⊆ Jfc ∩ {i0}⊥. 
The next theorem can be considered as a generalization of Theorem 4 2) of [V 1], which follows
from a special case of part (a) by applying Theorem 3.40 (a).
Theorem 3.42 Let J, J1 ⊆ I be special.
(a) Then Jaff ∪ J⊥ is a facial set which contains I0 ∪ Iaff .
(b) If J ⊆ J1 then Jaff ∪ J⊥ ⊇ Jaff1 ∪ J⊥1 .
Proof: If J = ∅ then Jaff ∪ J⊥ = I. Thus (a) and (b) hold trivially. Now let J 6= ∅. To (b): From
J ⊆ J1 we get J⊥ ⊇ J⊥1 . Let K be an affine component of J1. We show J ∪ J⊥ ⊇ K indirectly.
Suppose that there exists i ∈ K \ (J ∪J⊥). Since i ∈ K is adjacent to J ⊆ J1, and K is a component of
J1, we conclude that J ∩K 6= ∅. Moreover, J ∩K is a component of the special set J ⊆ J1, because K
is a component of J1. Hence J∩K is a proper subset of K of affine or indefinite type, which contradicts
the fact that K is affine.
To (a): By Theorem 4.3 (Aff), (Ind) of [K] there exists r ∈ (R+)J such that
∑
j∈J
aijrj
ß
= 0 if i ∈ Jaff ,
< 0 if i ∈ J ind.
Clearly, if i ∈ J⊥ then ∑j∈J aijrj = 0. If i ∈ I \ (J ∪ J⊥) then aij < 0 for some j ∈ J , and aij ≤ 0
for all j ∈ J . Hence ∑j∈J aijrj < 0. Thus −∑j∈J rjαj ∈ FJaff∪J⊥ . Proposition 3.27 (a) shows that
Jaff ∪ J⊥ is facial. From J ⊆ I∞ we get Jaff ∪ J⊥ ⊇ (I∞)aff ∪ (I∞)⊥ = Iaff ∪ I0 by part (b). 
For J1, J2 ⊆ I and σ ∈ W we denote by J1 ∩ σJ2 the subset of I corresponding to the simple
reduced coroots {
R+0 hi
∣∣ i ∈ J1} ∩ σ {R+0 hj∣∣ j ∈ J2} ,
or equivalently, see Corollary 3.7, to the simple reflections
{σi| i ∈ J1} ∩
{
σσjσ
−1
∣∣ j ∈ J2} .
We will need the following theorem, which corresponds for symmetric linear Coxeter systems to Lemma
2.10 (d) of [D]. We prove it by a direct computation.
Theorem 3.43 Let J1, J2 ⊆ I be facial and σ ∈ J1WJ2 . Then
(
∑
i∈J1
R+0 hi) ∩ σ
∑
i∈J2
R+0 hi =
∑
i∈J1∩σJ2
R+0 hi (45)
is a face of
∑
i∈I R
+
0 hi. In particular, J1 ∩ σJ2 is facial.
Remark 3.44 For J1, J2 ⊆ I and σ ∈ J1WJ2 we have the formula
WJ1 ∩ σWJ2σ−1 =WJ1∩σJ2
of R. Kilmoyer, see for example Proposition 2.25 of [A, B]. Specialized to J1, J2 facial, it can be
regarded as a supplement to the theorem.
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Proof: (a) Let J ⊆ I be facial, K ⊆ I, and τ ∈ JWK . Let
τ
∑
k∈K
skhk =
∑
k∈K
skτhk ∈
∑
j∈J
R+0 hj (46)
with coefficients sk ∈ R+0 , k ∈ K. Let k0 ∈ K such that sk0 > 0. We show that there exists j ∈ J such
that R+0 τhk0 = R
+
0 hj . We make repeated use of Theorem 3.15 without mentioning it further.
Because of l(τσk) > l(τ) we have τhk ∈∑i∈I R+0 hi for all k ∈ K. Since J is facial and sk0 6= 0, we
find τhk0 ∈
∑
j∈J R
+
0 hj from (46). Therefore, we have
R+0 hk0 ⊆
∑
j∈J
R+0 τ
−1hj with τ
−1hj ∈
∑
i∈I
R+0 hi
because of l(τ−1σj) > l(τ) for all j ∈ J . Since R+0 hk0 is a one-dimensional face of
∑
i∈I R
+
0 hi, there
exists j ∈ J such that R+0 hk0 = R+0 τ−1hj.
(b) We now show formula (45). The inclusion “⊇” is trivial. To show the reverse inclusion let∑
i∈J1
rihi = σ
∑
j∈J2
sjhj
with coefficients ri ∈ R+0 , i ∈ J1, and sj ∈ R+0 , j ∈ J2. We conclude from (a) that for every j ∈ J2
with sj 6= 0, there exists i ∈ J1, such that R+0 σhj = R+0 hi. This proves the inclusion “⊆”.
(c) It remains to show that the convex cone (45) is a face of
∑
i∈I R
+
0 hi. Since J1 is facial, it is
sufficient to show that it is a face of
∑
i∈J1 R
+
0 hi.
Let h1 =
∑
i∈J1 rihi and h2 =
∑
i∈J1 sihi with coefficients ri, si ∈ R+0 , i ∈ J1, and let si0 > 0 for at
least one i0 ∈ J1 \ (J1 ∩ σJ2). Suppose that
h1 + h2 =
∑
i∈J1
(ri + si)hi ∈
∑
i∈J1∩σJ2
R+0 hi.
Then we get
σ−1(h1 + h2) =
∑
i∈J1
(ri + si)σ
−1hi ∈
∑
j∈J2
R+0 hj .
Here ri0 + si0 > 0. By (a) there exists j ∈ J2 such that R+0 σ−1hi0 = R+0 hj . This contradicts
i0 /∈ J1 ∩ σJ2. 
3.3 An example for the computation of the facial sets
We consider the generalized Cartan matrix
A =


2 −2 0 0 0 −2
−2 2 −2 0 0 0
0 −2 2 −2 0 0
0 0 −2 2 −2 0
0 0 0 −2 2 −2
−2 0 0 0 −2 2


.
The Coxeter diagram of the associated Coxeter matrix, as defined in Section 3.2 of [A, B], is given by:
1
2
3
4
5
6
∞
∞
∞∞
∞
∞
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We find from A that a nonempty connected subset J ⊆ {1, 2, . . . , 6} is of finite type if |J | = 1, of
affine type if |J | = 2, and of indefinite type if |J | ≥ 3.
Since A is of indefinite type, we have ker(AT ) ∩ (R+0 )6 = {0}. We obtain by
1
2
√
3


1
2
1
−1
−2
−1


,
1
2


1
0
−1
−1
0
1


a linear base of ker(AT ), for which the picture of the corresponding labeled hyperplane arrangement,
described in Remark 3.33, is symmetric:
+ +
+−−
−−−
−++
+
++
−−−
+
−−
+++
−
+−
−−+
+
−+
++−
−
+ 0
−−0
+
− 0
++0
−
++
0−−
0
−−
0++
0 0 +
+0−
−
0 −
−0+
+
In this picture we indicate the sign vectors of the elements of ker(AT ) as labels on the vertices of the
Coxeter diagram. The sign vector of the zero of ker(AT ) is omitted.
The cyclic group C6 acts on the labeled hyperplane arrangement. Different subspaces Lh of ker(A
T )
give, up to cyclic symmetry, only four possible systems of facial sets. It is trivial to compute the facial
sets corresponding to Lh with Corollary 3.31. We only list the special facial sets, from which the facial
sets can be obtained by Theorem 3.38:
(a) If Lh = {0} then every subset of {1, 2, 3, 4, 5, 6} is facial. The special facial sets coincide with
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the special sets, which are
∅,
{1, 2}, {2, 3}, {3, 4}, {4, 5}, {5, 6}, {1, 6},
{1, 2, 3}, {2, 3, 4}, {3, 4, 5}, {4, 5, 6}, {1, 5, 6}, {1, 2, 6},
{1, 2, 3, 4}, {2, 3, 4, 5}, {3, 4, 5, 6}, {1, 4, 5, 6}, {1, 2, 5, 6}, {1, 2, 3, 6},
{1, 2} ∪ {4, 5}, {2, 3} ∪ {5, 6}, {1, 6} ∪ {3, 4},
{1, 2, 3, 4, 5}, {2, 3, 4, 5, 6}, {1, 3, 4, 5, 6}, {1, 2, 4, 5, 6}, {1, 2, 3, 5, 6}, {1, 2, 3, 4, 6},
{1, 2, 3, 4, 5, 6}.
There are 29 special facial sets and 64 facial sets.
(b) Lh is spanned by an element of ker(A
T ), which corresponds to a point in an open chamber
of the hyperplane arrangement of ker(AT ). Take for example Lh = R(1, 2, 1,−1,−2,−1)T . Here the
special facial sets are
∅,
{1, 2}, {2, 3}, {3, 4}, {4, 5}, {5, 6}, {1, 6},
{2, 3, 4}, {3, 4, 5}, {1, 5, 6}, {1, 2, 6},
{2, 3, 4, 5}, {1, 2, 5, 6},
{1, 2} ∪ {4, 5}, {2, 3} ∪ {5, 6}, {1, 6} ∪ {3, 4},
{1, 2, 3, 4, 5, 6}.
There are 17 special facial sets and 50 facial sets.
(c) Lh is spanned by an element of ker(A
T ), which corresponds to a point in an open panel of the
hyperplane arrangement of ker(AT ). Take for example Lh = R(1, 0,−1,−1, 0, 1)T . Here the special
facial sets are
∅,
{1, 2}, {2, 3}, {4, 5}, {5, 6},
{1, 2, 3}, {4, 5, 6},
{1, 2} ∪ {4, 5}, {2, 3} ∪ {5, 6}, {1, 6} ∪ {3, 4},
{1, 3, 4, 5, 6}, {1, 2, 3, 4, 6},
{1, 2, 3, 4, 5, 6}.
There are 13 special facial sets and 40 facial sets.
(d) If Lh = ker(A
T ) then the special facial sets are
∅,
{1, 2} ∪ {4, 5}, {2, 3} ∪ {5, 6}, {1, 6} ∪ {3, 4},
{1, 2, 3, 4, 5, 6}.
There are 5 special facial sets and 22 facial sets.
3.4 The faces of the Tits cone
In this subsection we determine the faces of the Tits cone of a linear Coxeter system and describe
the lattice operations of its face lattice. These results generalize results which have been obtained for
free integral linear Coxeter systems by E. Looijenga, P. Slodowy, and the author, and for symmetric
linear Coxeter systems by M. Dyer. Our approach is motivated by the theory of Coxeter group invariant
convex cones in Section 4.
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Let (h, (hi)i∈I , (αi)i∈I) be a root base of the linear Coxeter system (h, (Hi, Li)i∈I). For J ⊆ I and
σ ∈ W we call σFJ an open facet, and σF J a closed facet of the Tits cone of type J . Theorem 3.6 and
Proposition 3.26 imply that the partition of the fundamental chamber
C =
⋃˙
J facial
FJ
induces a W-invariant partition of the Tits cone X :
Proposition 3.45 (a) Let J , L be facial sets and σ, τ ∈ W. Then we have σFJ ∩ τFL 6= ∅ if and only
if σFJ = τFL, if and only if J = L and σ
−1τ ∈ WL.
(b) X is the disjoint union of the open facets, whose types are facial sets.
Recall that for Θ ⊆ I we have ri(∑i∈Θ R+0 hi) = ∑i∈Θ R+hi. The classification of the generalized
Cartan matrices in Theorem 3 of [V 1], or Theorem 4.3 of [K] implies:
Proposition 3.46 Let Θ ⊆ I. Then Θ is special if and only if (∑i∈Θ R+hi) ∩ (−C∨) 6= ∅.
The following Lemma 3.47, and in essential also the Corollaries 3.48 and 3.50 are due to E. Looijenga
for free integral linear Coxeter systems, see Lemma 2.2, and Corollary 2.3 of [Lo]. Actually, E. Looijenga
did not investigate the faces of the Tits cone but was interested in the linear spaces
{λ ∈ h∗|λ(hi) = 0 for all i ∈ Θ} , Θ special,
and their stabilizers for the construction of partial compactifications of certain orbit spaces. These
results have been used by P. Slodowy to investigate the faces of the Tits cone in Chapter 6.2 of [S].
Corollaries 3.48 and 3.50 can be obtained for symmetric linear Coxeter systems as a combination of
parts of Theorem 10.3 and Lemma 10.4 of [D].
Lemma 3.47 Let Θ ⊆ I be special facial and h ∈ (∑i∈Θ R+ hi) ∩ (−C∨). Let λ ∈ X such that
λ(h) ≤ 0. Then we have λ(h) = 0 and λ ∈ WΘ⊥FΘ. Moreover, λ(hi) = 0 for all i ∈ Θ.
Proof: The proof is similar to the inductive proof of Lemma 2.2 in [Lo], if the characterization of the
Tits cone X given as formula (17) in Theorem 3.6 is used. 
Corollary 3.48 Let Θ ⊆ I be special facial. Then
R(Θ) :=WΘ⊥FΘ
is an exposed face of X, i.e., for every element h ∈ (∑i∈Θ R+ hi) ∩ (−C∨) we have
X ⊆ {λ ∈ h∗|λ(h) ≥ 0} and R(Θ) = X ∩ {λ ∈ h∗|λ(h) = 0} .
Its linear hull is
R(Θ)−R(Θ) = {λ ∈ h∗|λ(hi) = 0 for all i ∈ Θ} .
Remark 3.49 In particular, R(∅) = X. We will see in Corollary 3.56 that R(I∞) coincides with the
smallest face of X.
Corollary 3.50 Let Θ ⊆ I be special facial. Then the pointwise stabilizer of R(Θ) and the stabilizer
of R(Θ) as a whole are given by
ZW(R(Θ)) =WΘ and NW(R(Θ)) =WΘ∪Θ⊥ .
The following proposition has been given for minimal free integral linear Coxeter systems as Propo-
sition 2.5 of [M 2]. It can be proved similarly as in [M 2]. For symmetric linear Coxeter sytems it can
be obtained as a combination of parts of Theorem 10.3 and Lemma 10.4 of [D].
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Proposition 3.51 Let σ, σ′ ∈ W, and Θ,Θ′ ⊆ I be special facial. Then:
σ′R(Θ′) ⊆ σR(Θ) ⇐⇒ Θ′ ⊇ Θ and σ−1σ′ ∈ WΘ⊥WΘ′ .
D. Krammer introduced in Section 2.2 of [Kr] certain projectors, which may be adopted to our
situation as follows: For Jf ⊆ I such that (Jf )0 = Jf define a linear map midJf : h∗ → h∗ by
midJf (λ) :=
1
|WJf |
∑
σ∈WJf
σλ, λ ∈ h∗.
In particular, mid ∅ is the identity on h
∗. For i ∈ I the map mid{i} is the projection corresponding to
the reflection σi, i.e., it is the projection onto the hyperplane H
=0
i along the line Li ∪−Li.
Proposition 3.52 The linear map midJf is a projector, i.e., (midJf )
2 = midJf . Its kernel and its
image are
ker
(
midJf
)
= span {αi| i ∈ Jf} , (47)
im
(
midJf
)
= {λ ∈ h∗|λ(hi) = 0 for all i ∈ Jf} . (48)
Proof: The proposition holds trivially for Jf = ∅. Let Jf 6= ∅. The projector property (midJf )2 =
midJf is easy to check. Since Jf is a union of components of finite type, the submatrix (aij)i, j∈Jf
of A is invertible. This implies that (hi)i∈Jf as well as (αi)i∈Jf are linearly independent. Hence the
dimensions of the linear spaces in (47) and (48) on the right add up to the dimension of h∗. Therefore,
it is sufficient to show only the inclusions “⊇” in (47) and (48). Let i ∈ Jf . Then
∑
σ∈WJf
σαi =
∑
σ∈WJf
(σσi)αi = −
∑
σ∈WJf
σαi
shows that midJf (αi) = 0. Thus, the inclusion “⊇” holds in (47). Since WJf acts trivially on the
linear space in (48) on the right, the inclusion “⊇” holds in (48). 
Let p(t) be a statement depending on elements t ∈ R+. We say that p(t) holds for all sufficiently
small t ∈ R+ if there exists t0 ∈ R+ such that p(t) holds for all t ∈ R+, t ≤ t0.
For ∅ 6= Jf ⊆ I such that (Jf )0 = Jf it follows from the classification of the generalized Cartan
matrices, see Theorem 4.3 (Fin) of [K], that there exists γ ∈ ∑i∈Jf R+αi such that γ(hi) > 0 for all
i ∈ Jf . For Jf = ∅ this condition is satisfied by definition only for γ = 0.
Formula (49) of the following lemma has been given for J = ∅ and symmetric linear Coxeter systems
as Theorem 2.2.3 in [Kr]. Our proof is quite different from that in [Kr].
Lemma 3.53 Let J ⊆ I be facial. Let Jf ⊆ J⊥ such that (Jf )0 = Jf . Then we have
midJf (FJ ) = FJ∪Jf . (49)
Furthermore, if λ ∈ FJ∪Jf and γ ∈
∑
i∈Jf
R+αi such that γ(hi) > 0 for all i ∈ Jf , then we have
λ+ tγ ∈ FJ and midJf (λ+ tγ) = λ (50)
for all sufficiently small t ∈ R+.
Proof: (a) Let λ ∈ FJ . We show that midJf (λ) ∈ FJ∪Jf : For all i ∈ Jf we have
−midJf (λ)(hi) = midJf (λ)(σihi) =
1
|WJf |
∑
σ∈WJf
(σ−1i σλ)(hi) = midJf (λ)(hi),
which shows that midJf (λ)(hi) = 0.
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It is Jf ⊆ J⊥. For all i ∈ J we find
midJf (λ)(hi) =
1
|WJf |
∑
σ∈WJf
λ(σ−1hi︸ ︷︷ ︸
=hi
) = λ(hi) = 0.
Let i ∈ I \ (J ∪ Jf ). If σ ∈ WJf then from Proposition 2.15 of [A, B] we obtain l(σ−1σi) > l(σ−1),
and from Theorem 3.15 we get σ−1hi ∈∑j∈I R+0 hj . We conclude that
midJf (λ)(hi) =
1
|WJf |
(
λ(hi)︸ ︷︷ ︸
>0
+
∑
σ∈WJf , σ 6=1
λ(σ−1hi)︸ ︷︷ ︸
≥0
)
> 0.
(b) The equation in (50) holds because of γ ∈ ker(midJf ) and λ ∈ im(midJf ). If i ∈ J then
(λ + tγ)(hi) = λ(hi) = 0. If i ∈ Jf then (λ + tγ)(hi) = tγ(hi) > 0 for all t ∈ R+. If i ∈ I \ (J ∪ Jf )
then (λ+ tγ)(hi) = λ(hi) + tγ(hi) and λ(hi) > 0. Hence for all sufficiently small t ∈ R+ we have
(λ+ tγ)(hi) = λ(hi) + tγ(hi) > 0
for all i ∈ I \ (J ∪ Jf ). 
The following corollary has been given for free integral linear Coxeter systems by P. Slodowy in [S],
Chapter 6.2 as Corollary 2. The author could not understand the proof and gave an alternative proof
for minimal free integral linear Coxeter systems, compare Theorem 4.3 of [M 1], which can be easily
adapted to the case of general root bases. We give here a short proof with Lemma 3.53, similar to the
proof of the corresponding result for X = R(∅) in [Kr], Corollary 2.2.5.
Corollary 3.54 Let Θ ⊆ I be special facial. Let Θf ⊆ Θ⊥ such that (Θf )0 = Θf . Then we have
FΘ∪Θf ⊆ ri(R(Θ)).
Proof: We have FΘ ⊆ R(Θ) and FΘ − FΘ = R(Θ) − R(Θ) by Corollary 3.48 and Proposition 3.26.
Hence FΘ = ri(FΘ) ⊆ ri(R(Θ)). Since WΘf ⊆ NW(R(Θ)) by Corollary 3.50, we get
σFΘ ⊆ σ ri(R(Θ)) = ri(σR(Θ)) = ri(R(Θ))
for all σ ∈ WΘf . With Lemma 3.53 we find FΘ∪Θf = midΘf (FΘ) ⊆ ri(R(Θ)). 
For free integral linear Coxeter systems the next theorem coincides in essential with Corollary 3 of
Chapter 6.2 of [S], where only exposed faces have been considered. For minimal free integral linear
Coxeter systems it can be found in [M 1], Corollaries 4.4 - 4.6. For symmetric linear Coxeter systems
it can be obtained as a combination of a part of Theorem 10.3 and Lemma 10.9 of [D].
Theorem 3.55 (a) Let Θ ⊆ I be special facial. The relative interior of R(Θ) is given by
ri(R(Θ)) = WΘ⊥
⋃
Θf⊆Θ
⊥
(Θf )
0=Θf
FΘ∪Θf .
(b) Every W-orbit of Fa(X) contains exactly one of the faces R(Θ), Θ special facial. A face
R ∈ Fa(X) is of the form R(Θ), Θ special facial, if and only if ri(R) ∩ C 6= ∅.
Proof: To (b): Let R ∈ Fa(X) and λ ∈ ri(R). Then there exist σ ∈ W and J ⊆ I facial such that
λ ∈ σFJ = σFJ∞∪J0 ⊆ σ ri(R(J∞)) = ri(σR(J∞)). (51)
Here J∞ is facial by Theorem 3.38, and the inclusion holds by Corollary 3.54. Since the relative
interiors of the faces of X are a partition of X , we conclude that R = σR(J∞). From Proposition 3.51
we find that R(J∞) is uniquely determined.
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If there exists λ ∈ ri(R) ∩ C we may set σ = 1 in (51) and get R = R(J∞). From Corollary 3.54
we obtain ri(R(Θ)) ∩ C ⊇ FΘ 6= ∅ for all Θ special facial.
To (a): The inclusion “⊇” follows from Corollary 3.54 and NW(R(Θ)) = WΘ∪Θ⊥ . To show the
reverse inclusion let λ ∈ ri(R(Θ)). As in the proof of (b) we find that there exist σ ∈ W and J ⊆ I
facial such that R(Θ) = σR(J∞). From Proposition 3.51 we get J∞ = Θ and σ ∈ WΘ∪Θ⊥ . Hence
λ ∈ σFJ ∈ WΘ∪Θ⊥FΘ∪J0 =WΘ⊥FΘ∪J0
with J0 ⊆ Θ⊥, (J0)0 = J0. 
The smallest face X ∩ (−X) of X is a W-invariant linear subspace of h∗. The following description
is obtained immediately from Proposition 3.51, Theorem 3.55 (b), and Corollary 3.48.
Corollary 3.56 We have
X ∩ (−X) = R(I∞) = {λ ∈ h∗ | λ(hi) = 0 for all i ∈ I∞}.
In particular, X = h∗ if and only if I∞ = ∅.
We define a function red :W → I as follows: We set red(1) := ∅. If σ ∈ W \ {1} and σ = σi1 · · ·σik
is a reduced expression with simple reflections σi1 , . . . , σik we set
red(σ) := {i1, . . . , ik} ⊆ I,
which is independent of the chosen reduced expression by a result of J. Tits, compare for example with
Proposition 2.16 or Remark 2.34 of [A, B].
For minimal free integral linear Coxeter systems the following theorem has been given as Theorem 4
(b) of [M 3]. For symmetric linear Coxeter systems it can be obtained as a combination of Proposition
10.2, Remark 10.2, Proposition 2.17, and Theorem 10.3 (c) of [D].
Theorem 3.57 Let τ ∈ Θ1∪Θ⊥1 WΘ2∪Θ⊥2 , and Θ1,Θ2 ⊆ I be special facial. Then Θ1 ∪Θ2 ∪ red(τ) is a
special set and
R(Θ1) ∩ τR(Θ2) = R((Θ1 ∪Θ2 ∪ red(τ))fc), (52)
R(Θ1) ∨ τR(Θ2) = R((Θ1 ∩ τΘ2)∞). (53)
Remark 3.58 The lattice meet and lattice join of two arbitrary faces of X can be easily reduced to the
formulas (52), (53) by Theorem 3.55 (b) and Corollary 3.50.
Proof: The proof that Θ1∪Θ2∪ red(τ) is a special set is identical to the corresponding part of the
proof of Theorem 4 (b) in [M 3]. The proofs of (52) and (53) are similar to the corresponding parts of
the proof of Theorem 4 (b) in [M 3], the faces R(Θ) now parametrized by special facial sets Θ instead
of special sets Θ. For (53), Theorem 3.43 is used in addition. 
3.5 The faces of the imaginary cone
The imaginary cone has been introduced for symmetric linear Coxeter systems by M. Dyer in Section
3 of [D], generalizing the convex cone generated by the imaginary roots of a Kac-Moody algebra as
described for example in Chapter 5 of [K]. Its definition can be adopted for linear Coxeter systems
without change. In this section we determine the faces of the imaginary cone of a linear Coxeter system
and describe the lattice operations of its face lattice, generalizing the results obtained in Section 10 of
[D]. Our approach is motivated by the theory of invariant convex cones in Section 4.
Let (h, (hi)i∈I , (αi)i∈I) be a root base of the linear Coxeter system (h, (Hi, Li)i∈I). Set
K := (
∑
i∈I
R+0 hi) ∩ (−C
∨
), (54)
which is a finitely generated closed convex cone. The proof of the following proposition, in which
Proposition 3.21 is used, is similar to the proof of Proposition 3.2 in [D].
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Proposition 3.59 We get a convex cone, which is called the imaginary cone, by
Z :=
⋃
σ∈W
σK = (−X∨) ∩
⋂
σ∈W
σ(
∑
i∈I
R+0 hi ). (55)
Remark 3.60 Recall from Propositions 3.18 and 3.19 that X∨ may be interpreted as a Tits cone with
WI1 as Coxeter group, where I1 is defined in (23). We may replace W byWI1 in (55). It is not possible
to replace I by I1 in (54), (55). For the example given in Remark 3.17 we have Z = K = R+0 (h1+h2),
but
∑
i∈I1 R
+
0 hi = {0}.
Recall that the faces of
∑
i∈I R
+
0 hi are given by
∑
i∈Θ R
+
0 hi, Θ ⊆ I facial. Its relative interiors give
a partition of
∑
i∈I R
+
0 hi, i.e.,
∑
i∈I
R+0 hi =
⋃˙
Θ facial
ri(
∑
i∈Θ
R+0 hi ) =
⋃˙
Θ facial
∑
i∈Θ
R+hi,
which in turn induces a partition of K. Thus
K =
⋃˙
Θ special facial
K(Θ) (56)
where by Proposition 3.46 the convex cone
K(Θ) := (
∑
i∈Θ
R+hi) ∩ (−C∨) 6= ∅ (57)
for all Θ special facial. Only K(∅) = {0} contains the zero. Moreover, for Θ special facial,
K(Θ) := (
∑
i∈Θ
R+0 hi) ∩ (−C
∨
) =
⋃˙
Ξ special facial, Ξ⊆Θ
K(Ξ) (58)
is a face of K. In general, there also exist faces of K not of this form, but these are not of interest
for the following considerations. Note that K(Θ) is the closure of K(Θ), which can be seen as follows:
K(Θ) is partitioned by the relative interiors of its faces. From (58) we find that K(Θ) is closed and
ri(K(Θ)) ⊆ K(Θ) ⊆ K(Θ). Now we use Theorem 6.3 of [Ro].
The following theorem introduces some faces of the imaginary cone. For symmetric linear Coxeter
systems it can be obtained as a combination of Lemma 10.4 (b) and Lemma 10.9 of [D].
Theorem 3.61 Let Θ ⊆ I be special facial. Then
F (Θ) :=WΘK(Θ)
is an exposed face of Z, i.e., for every element λ ∈ FΘ∪Θf where Θf ⊆ Θ⊥ such that (Θf)0 = Θf we
have
Z ⊆ {h ∈ h | λ(h) ≥ 0}, (59)
F (Θ) = Z ∩ {h ∈ h | λ(h) = 0}. (60)
Remark 3.62 In particular, F (I∞) = Z, which follows from the theorem for λ = 0 ∈ FI∞∪I0 , and
F (∅) = {0}.
Proof: The elements of Z are of the form σh with σ ∈ W , h ∈ K(Ξ), Ξ special facial. From Corollary
3.48 we obtain
λ(σh) = (σ−1λ)(h)
ß
= 0 if σ−1λ ∈ R(Ξ),
> 0 if σ−1λ /∈ R(Ξ).
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In particular, this shows (59). From Corollary 3.54 we find λ ∈ ri(R(Θ)). Hence, σ−1λ ∈ R(Ξ) if and
only if σ−1R(Θ) ⊆ R(Ξ). By Proposition 3.51 this is equivalent to Θ ⊇ Ξ and σ ∈ WΘWΞ⊥ , from
which we get
σh ∈ WΘWΞ⊥K(Ξ) =WΘK(Ξ) ⊆ WΘK(Θ).
This shows the inclusion “⊇” in (60). To show the reverse inclusion let σh ∈ F (Θ) where σ ∈ WΘ,
h ∈ K(Θ). Since σ ∈ ZW(FΘ∪Θf ) and h ∈
∑
i∈Θ R
+
0 hi, we find
λ(σh) = (σ−1λ)(h) = λ(h) = 0.

In the preceding theorem the face F (Θ) of the imaginary cone Z has been described as an exposed
face, dual to the face R(Θ) of the Tits cone X . The imaginary cone Z is contained in
∑
i∈I R
+
0 hi, and
F (Θ) can also be obtained as an intersection of Z with a face of
∑
i∈I R
+
0 hi. For symmetric linear
Coxeter systems this follows from Lemma 3.4 of [D].
Corollary 3.63 Let Θ ⊆ I be special facial. Then we have
F (Θ) = Z ∩
∑
i∈Θ
R+0 hi.
Proof: Since Z ⊆∑i∈I R+0 hi by Proposition 3.59, we find from Theorem 3.61 for λ ∈ FΘ that
F (Θ) = Z ∩ { h ∈ h | λ(h) = 0 } = Z ∩ { h ∈
∑
i∈I
R+0 hi | λ(h) = 0 } = Z ∩
∑
i∈Θ
R+0 hi.

For symmetric linear Coxeter systems the following Proposition has been given as Lemma 10.4 (d)
and (e) of [D].
Proposition 3.64 Let σ, σ′ ∈ W, and Θ,Θ′ ⊆ I be special facial. Then:
σ′F (Θ′) ⊇ σF (Θ) ⇐⇒ Θ′ ⊇ Θ and σ−1σ′ ∈ WΘ⊥WΘ′ . (61)
In particular, the stabilizer of F (Θ) as a whole is given by
NW(F (Θ)) =WΘ∪Θ⊥ . (62)
Proof: (62) is a special case of (61). We first show the implication “⇐” in (61). Decompose σ−1σ′ = ab
with a ∈ WΘ⊥ and b ∈ WΘ′ . Since Θ ⊆ Θ′, we find
a−1F (Θ) = a−1WΘK(Θ) =WΘ a−1K(Θ) =WΘK(Θ) ⊆ WΘ′K(Θ′) = bWΘ′K(Θ′) = bF (Θ′).
We conclude that σF (Θ) ⊆ σ′F (Θ′).
Now we show the implication “⇒” in (61). Let h ∈ K(Θ) = ∑i∈Θ R+hi ∩ (−C∨). Then σh ∈
σF (Θ) ⊆ σ′F (Θ′), and from Theorem 3.61 we obtain for λ ∈ FΘ′ that
0 = λ((σ′)−1σh) = (σ−1σ′λ)(h).
From Theorem 3.48 we get σ−1σ′λ ∈ R(Θ). Since λ ∈ ri(R(Θ′)) by Corollary 3.54, this is equivalent
to σ−1σ′R(Θ′) ⊆ R(Θ). By Proposition 3.51 we get Θ′ ⊇ Θ and σ−1σ′ ∈ WΘ⊥WΘ′ . 
Up to this point we used the results for the faces of the Tits cone X to obtain dually results for the
faces of the imaginary cone Z. To show
Fa(Z) = {σF (Θ) | σ ∈ W , Θ special facial}
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is more complex. Since −Z is an invariant convex subcone of the Tits cone X∨, we can use an approach
motivated by the theory of invariant convex cones in Section 4. Instead of working with the system
of facial sets for C
∨
, which is in general different from that for C, taking into consideration also
Propositions 3.18, 3.19, and 3.20, we transfer some results for free linear Coxeter systems to general
linear Coxeter systems by morphisms.
We set S∨∅ := {0} ⊆ h. If Θ ⊆ I is of affine type, then by Theorem 4.3 (Aff) of [K] the kernel of
ATΘ is one-dimensional, and there exists k ∈ (R+)Θ such that ATΘk = 0. We define
D∨Θ := R
+
n∑
i=1
kihi and S
∨
Θ := R
n∑
i=1
kihi,
which are independent of the chosen root base of the linear Coxeter system. If ∅ 6= Θ ⊆ I has only
affine connected components, say Θ1,. . . , Θm, we set
S∨Θ :=
m∑
i=1
S∨Θi .
For Jf ⊆ I such that (Jf )0 = Jf we define a linear projector mid∨Jf : h→ h by
mid∨Jf (h) :=
1
|WJf |
∑
σ∈WJf
σh, h ∈ h.
It has similar properties as the projector midJf : h
∗ → h∗, to which it is dual.
Recall from Proposition 3.24 that for a free linear Coxeter system every subset of I is facial. Our
first aim is to describe for Θ ⊆ I special the position of the nonempty setK(Θ) = (∑i∈Θ R+hi)∩(−C∨)
in −C∨ in detail, which will be reached in Theorem 3.67. For symmetric linear Coxeter systems part
(a) of the following theorem has been given in Section 8.6 of [D], and the property K(Θ)∩ (−F∨Θ⊥) 6= ∅
of part (b) follows from Lemma 10.4 (b) of [D].
Theorem 3.65 Let the linear Coxeter system be free. Let ∅ 6= Θ ⊆ I be special and connected.
(a) If Θ is of affine type then K(Θ) = D∨Θ ⊆ −F∨Θ∪Θ⊥ .
(b) If Θ is of indefinite type then
K(Θ) =
⋃˙
Θf⊆Θ
(Θf )
0=Θf
K(Θ) ∩ (−F∨Θf∪Θ⊥)︸ ︷︷ ︸
6=∅
, (63)
and for Θf ⊆ Θ such that (Θf )0 = Θf we have
mid∨Θf (K(Θ) ∩ (−F∨Θ⊥)) = K(Θ) ∩ (−F∨Θf∪Θ⊥). (64)
The relative interiors of K(Θ) and K(Θ) are given by
ri(K(Θ)) = ri(K(Θ)) = K(Θ) ∩ (−F∨Θ⊥). (65)
The linear hulls of K(Θ) and K(Θ) are given by
K(Θ)−K(Θ) = K(Θ)−K(Θ) = span {hi| i ∈ Θ} . (66)
Proof: It is easy to see that for J ⊆ I, and h ∈∑i∈J R+hi with αj(h) ≤ 0 for all j ∈ J we have
h ∈ −F∨Jf∪J⊥ with Jf := {j ∈ J |αj(h) = 0} ⊆ J, (67)
compare also the proof of Theorem 3.42 (a).
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Now part (a) follows from the definition of K(Θ), Theorem 4.3 (Aff) of [K], and (67). To (b): We
first show the inclusion “⊆” in (63). We obtain from (67) that for h ∈ K(Θ) = (∑i∈Θ rihi) ∩ (−C∨)
we have h ∈ −F∨Θf∪Θ⊥ with Θf ⊆ Θ. From Theorem 4.3 (Ind) of [K] we get Θf 6= Θ, and as in [K],
Exercise 5.9, we find Θ0f = Θf .
From the definition of K(Θ) and from the inclusion “⊆” in (63) we get
K(Θ) = (
∑
i∈Θ
R+hi) ∩ (−C∨) = (
∑
i∈Θ
R+hi) ∩ (−F∨Θ⊥).
By Theorem 4.3 (Ind) of [K] there exists h ∈ ∑i∈Θ R+hi such that αj(h) = ∑i∈Θ riaij < 0 for all
j ∈ Θ. From (67) we obtain h ∈ −F∨Θ⊥ . Therefore,
ri(
∑
i∈Θ
R+hi ) ∩ ri(−F∨Θ⊥) = (
∑
i∈Θ
R+hi) ∩ (−F∨Θ⊥) = K(Θ) ∩ (−F∨Θ⊥) 6= ∅.
By Theorem 6.3 and 6.5 of [Ro] we find ri(K(Θ)) = ri(K(Θ)) = K(Θ) ∩ (−F∨Θ⊥).
Now we show for Θf ⊆ Θ such that (Θf )0 = Θf the inclusion
mid∨Θf (K(Θ) ∩ (−F∨Θ⊥)) ⊆ (
∑
i∈Θ
R+hi) ∩ (−F∨Θf∪Θ⊥) = K(Θ) ∩ (−F∨Θf∪Θ⊥), (68)
which in particular implies K(Θ) ∩ (−F∨Θf∪Θ⊥) 6= ∅. Let h ∈ K(Θ) ∩ (−F∨Θ⊥) ⊆
∑
i∈Θ R
+hi. We find
from Proposition 3.21 that
σh ∈ h+ (
∑
i∈I
R+0 hi ∩
∑
i∈Θf
Rhi) = h+
∑
i∈Θf
R+0 hi ⊆
∑
i∈Θ
R+hi
for all σ ∈ WΘf , from which we get mid∨Θf (h) ∈
∑
i∈Θ R
+hi. By the analogue of Lemma 3.53 for
mid∨Θf we obtain mid
∨
Θf (h) ∈ −F∨Θf∪Θ⊥ .
We next show that in (68) we have equality. This holds trivially for Θf = ∅. Let Θf 6= ∅ and
h ∈ K(Θ) ∩ (−F∨Θf∪Θ⊥). It follows from Theorem 4.3 (Fin) of [K] that there exists k ∈
∑
i∈Θf R
+hi
such that αi(k) > 0 for all i ∈ Θf . By the analogue of Lemma 3.53 for mid∨Θf we obtain
h− tk ∈ −F∨Θ⊥ and mid∨Θf (h− tk) = h
for all sufficiently small t ∈ R+. Since h ∈ ∑i∈Θ R+hi and Θf ⊆ Θ, we find h − tk ∈∑i∈Θ R+hi for
all sufficiently small t ∈ R+. Thus h− tk ∈∑i∈Θ R+hi ∩ (−F∨Θ⊥) = K(Θ)∩ (−F∨Θ⊥) for all sufficiently
small t ∈ R+.
From the definitions of K(Θ), K(Θ) we get
K(Θ)−K(Θ) ⊆ K(Θ)−K(Θ) ⊆ span {hi| i ∈ Θ} .
To show the reverse inclusions let h ∈ span {hi| i ∈ Θ}. Choose k ∈ K(Θ) ∩ (−F∨Θ⊥) ⊆
∑
i∈Θ R
+hi.
Then
h = h+ tk − tk with h+ tk ∈
∑
i∈Θ
R+hi and − tk ∈ −K(Θ)
for all sufficiently big t ∈ R+. Clearly, if j ∈ I \ Θ then αj(h+ tk) ≤ 0 for all sufficiently big t ∈ R+.
If j ∈ Θ then
αj(h+ tk) = αj(h) + t αj(k)︸ ︷︷ ︸
<0
< 0
for all sufficiently big t ∈ R+. Hence h + tk ∈ (∑i∈Θ R+hi) ∩ (−C∨) = K(Θ) for all sufficiently big
t ∈ R+. 
It is trivial to show the following:
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Proposition 3.66 Let the linear Coxeter system be free. Let ∅ 6= Θ ⊆ I be special, and let Θ =
Θ1 ∪ · · · ∪Θm be its decomposition in connected components. Then we have
K(Θ) = K(Θ1) + · · ·+K(Θm).
From the previous proposition and Theorem 3.65 we obtain the position of the nonempty set K(Θ)
in −C∨ also for special sets Θ, which are not connected. For symmetric linear Coxeter systems the
property K(Θ) ∩ (−F∨Θaff∪Θ⊥) 6= ∅ of the following theorem follows from Lemma 10.4 (b) of [D].
Theorem 3.67 Let the linear Coxeter system be free. Let Θ ⊆ I be special. Then
K(Θ) =
⋃˙
Θf⊆Θ
ind
(Θf )
0=Θf
K(Θ) ∩ (−F∨Θaff∪Θf∪Θ⊥)︸ ︷︷ ︸
6=∅
(69)
and for Θf ⊆ Θind such that (Θf )0 = Θf we have
mid∨Θf (K(Θ) ∩ (−F∨Θaff∪Θ⊥)) = K(Θ) ∩ (−F∨Θaff∪Θf∪Θ⊥). (70)
The relative interiors of K(Θ) and K(Θ) are given by
ri(K(Θ)) = ri(K(Θ)) = K(Θ) ∩ (−F∨Θaff∪Θ⊥) . (71)
The linear hulls of K(Θ) and K(Θ) are given by
K(Θ)−K(Θ) = K(Θ)−K(Θ) = S∨Θaff + span
{
hi| i ∈ Θind
}
. (72)
Proof: Clearly, the theorem holds for K(∅) = {0}. Let Θ 6= ∅, and let Θ = Θ1 ∪ · · · ∪ Θm be its
decomposition in connected components. We first show that for J1 ⊆ Θ1, . . . , Jm ⊆ Θm we haveÄ
K(Θ1) ∩ (−F∨J1∪Θ⊥1 )
ä
+ · · ·+
Ä
K(Θm) ∩ (−F∨J1∪Θ⊥m)
ä
= K(Θ) ∩ (−F∨J1∪···∪Jm∪Θ⊥), (73)
where a sum with the empty set as a summand is defined to be empty. We have
(−F∨
J1∪Θ⊥1
) + · · ·+ (−F∨J1∪Θ⊥m) = −F
∨
L with L :=
m⋂
i=1
(Ji ∪Θ⊥i ).
Since Ji ∩ Jj = ∅ and Ji ⊆ Θ⊥j for i 6= j, we obtain
L =
m⋂
i=1
(Ji ∪Θ⊥i ) =
⋃
T⊆{1,...,m}
(
⋂
i∈T
Ji ∩
⋂
j∈{1,...,m}\T
Θ⊥j ) = (
m⋂
j=1
Θ⊥j ) ∪ J1 ∪ · · · ∪ Jm
= J1 ∪ · · · ∪ Jm ∪ (Θ1 ∪ · · · ∪Θm)⊥.
Now the inclusion “⊆” in (73) follows with Proposition 3.66. To show the reverse inclusion let
k ∈ K(Θ) ∩ (−F∨J1∪···∪Jm∪Θ⊥).
According to Proposition 3.66 we have k =
∑m
i=1 ki with ki ∈ K(Θi). By Theorem 3.65 we find
ki ∈ −F∨Li∪Θ⊥i for some Li ⊆ Θi. By the inclusion “⊆” of (73) with Ji replaced by Li for all i we
obtain
k ∈ K(Θ) ∩ (−F∨L1∪···∪Lm∪Θ⊥).
Hence L1 ∪ · · · ∪ Lm ∪Θ⊥ = J1 ∪ · · · ∪ Jm ∪Θ⊥, from which we get L1 = J1, . . . , Lm = Jm.
Now (69) follows from (73), and from Theorem 3.65 (a) and (63) in (b). Let i ∈ {1, . . . , m} and
k ∈ K(Θi). Since WΘf =
∏m
j=1WΘf∩Θj , we find
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mid∨Θf (k) =
1∏m
j=1 |WΘf∩Θj |
∑
τj∈WΘf∩Θj
j=1,...,m
τ1 · · · τmk︸ ︷︷ ︸
=τik
=
1
|WΘf∩Θi |
∑
τi∈WΘf∩Θi
τik = mid
∨
Θf∩Θi(k).
Thus (70) follows from (73) and from (64) in Theorem 3.65 (b).
Proposition 3.66 also implies
ri(K(Θ)) = ri(K(Θ1)) + · · ·+ ri(K(Θm)),
K(Θ)−K(Θ) = (K(Θ1)−K(Θ1)) + · · ·+ (K(Θm)−K(Θm)) .
From Theorem 3.65 (a) and (65) in (b), from (73), and from Theorem 6.3 of [Ro] we get (71). Since
K(Θ)−K(Θ) is a closed linear space which contains K(Θ), we find K(Θ) −K(Θ) = K(Θ)−K(Θ).
From Theorem 3.65 (a) and (66) in (b) we obtain (72). 
Corollary 3.68 Let the linear Coxeter system be free. Let Θ ⊆ I be special. Then
ZW(F (Θ)) = ZW(K(Θ)) =WΘaff∪Θ⊥ .
Moreover, we have F (Θ) =WΘindK(Θ).
Proof: From Theorem 6.3 of [Ro] and Theorem 3.67 we obtain
ZW(K(Θ)) = ZW(ri(K(Θ))) =WΘaff∪Θ⊥ .
Hence F (Θ) =WΘK(Θ) =WΘindWΘaffK(Θ) =WΘindK(Θ), from which we find
ZW(F (Θ)) =
⋂
σ∈W
Θind
σZW(K(Θ))σ
−1 =
⋂
σ∈W
Θind
σWΘaff∪Θ⊥σ−1 =WΘaff∪Θ⊥ .

Corollary 3.69 Let the linear Coxeter system be free. Let Θ ⊆ I be special. Then
F (Θ)− F (Θ) = K(Θ)−K(Θ) = S∨Θaff + span
{
hi| i ∈ Θind
}
.
Proof: By Theorem 3.67 we find
±K(Θ) ⊆ K(Θ)−K(Θ) = S∨Θaff + span
{
hi| i ∈ Θind
} ⊆ F (Θ)− F (Θ).
Since F (Θ) =WΘindK(Θ) by Corollary 3.68, it remains to show that K(Θ)−K(Θ) is invariant under
WΘind . Clearly, span
{
hi| i ∈ Θind
}
is invariant, and S∨Θaff is invariant because of Θ
aff ⊆ (Θind)⊥. 
The proof of part (a) of the following corollary is similar to the proof of Corollary 3.54. Part (b)
follows from part (a) and (69).
Corollary 3.70 Let the linear Coxeter system be free. Let Θ ⊆ I be special.
(a) For Θf ⊆ Θind such that (Θf )0 = Θf we have
K(Θ) ∩ (−F∨Θaff∪Θf∪Θ⊥) ⊆ ri(F (Θ)).
(b) We have K(Θ) ⊆ ri(F (Θ)).
We now use morphisms of root bases to transfer Corollaries 3.68, 3.69, and 3.70 (b) to general linear
Coxeter systems.
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Proposition 3.71 Let (h, (hi)i∈I , (αi)i∈I) and (h
′, (h′i)i∈I , (α
′
i)i∈I) be root bases of linear Coxeter
systems. Let φ : h′ → h be a morphism of root bases. If Θ ⊆ I is special facial for (h, (hi)i∈I , (αi)i∈I),
then it is also special facial for (h′, (h′i)i∈I , (α
′
i)i∈I), and we have
φ(K ′(Θ)) = K(Θ) and φ(K ′(Θ)) = K(Θ) and φ(F ′(Θ)) = F (Θ).
Proof: If Θ is special facial for (h, (hi)i∈I , (αi)i∈I), then it is also special facial for (h
′, (h′i)i∈I , (α
′
i)i∈I)
by Theorem 3.29. By definition,
K ′(Θ) =
ß∑
i∈Θ
rih
′
i
∣∣ ri ∈ R+ for all i ∈ I , ∑
i∈Θ
riaij ≤ 0 for all j ∈ I
™
,
K ′(Θ) =
ß∑
i∈Θ
rih
′
i
∣∣∣∣ ri ∈ R+0 for all i ∈ I ,
∑
i∈Θ
riaij ≤ 0 for all j ∈ I
™
,
and K(Θ), K(Θ) are described similarly. Trivially, φ(K ′(Θ)) = K(Θ), φ(K ′(Θ)) = K(Θ). If we
identify the Coxeter groups of the root bases by Proposition 3.12, then φ is W-equivariant. Hence we
get φ(F ′(Θ)) = F (Θ). 
As before, (h, (hi)i∈I , (αi)i∈I) is a root base of the linear Coxeter system (h, (Hi, Li)i∈I).
Theorem 3.72 Let Θ ⊆ I be special facial. Then we have:
(a) F (Θ)− F (Θ) = K(Θ)−K(Θ) = S∨Θaff + span
{
hi| i ∈ Θind
}
.
(b) ZW(F (Θ)) = ZW(K(Θ)) =WΘaff∪Θ⊥.
(c) K(Θ) ⊆ ri(F (Θ)).
Proof: We describe (h, (hi)i∈I , (αi)i∈I) as a subquotient of a free root base (h
′′, (h′′i )i∈I , (α
′′
i )i∈I) as
in Corollary 2.3. With the notation of this corollary we have the following morphisms of root bases:
h′′
φ
    
❆❆
❆❆
❆❆
❆❆
h
o
O
ψ
⑧⑧
⑧⑧
⑧⑧
⑧⑧
h′
Since the map ψ is injective, the facial sets for (h, (hi)i∈I , (αi)i∈I) and (h
′, (h′i)i∈I , (α
′
i)i∈I) coincide by
Theorem 3.29. We conclude from Proposition 3.71 that
φ(K ′′(Θ)) = ψ(K(Θ)) and φ(K ′′(Θ)) = ψ(K(Θ)) and φ(F ′′(Θ)) = ψ(F (Θ)). (74)
Now (a) follows from the description of F ′′(Θ)−F ′′(Θ) = K ′′(Θ)−K ′′(Θ) in Corollary 3.69, (74),
and the injectivity of ψ. Furthermore, we conclude from (a) that ZW(F (Θ)) = ZW(K(Θ)). We identify
the Coxeter groups of the root bases by Proposition 3.12. If we show
ZW(K(Θ)) = ZW(K ′′(Θ)),
then (b) follows from the description of ZW(K ′′(Θ)) in Corollary 3.68. Since ψ(K(Θ)) = φ(K ′′(Θ))
by (74), it is sufficient to show that for z ∈ K(Θ), z′′ ∈ K ′′(Θ) such that ψ(z) = φ(z′′) we have
stabW(z) = stabW(z
′′).
Let σ ∈ W . The morphisms φ and ψ are W-equivariant. Since ψ is injective, σz = z is equivalent
to σφ(z′′) = φ(z′′). By the description of ker(φ) in Corollary 2.3 (a) and by Proposition 3.21 this is
equivalent to
σz′′ − z′′ ∈ {
n∑
i=1
rih
′′
i | r ∈ Lh } ∩
n∑
i=1
R+0 h
′′
i = {0},
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where we used that h′′1 , . . . , h
′′
n are linearly independent, and Lh ∩ (R+0 )n = {0}.
It remains to show (c). From Corollary 3.70 (b) we obtain
K ′′(Θ) + ker(φ) ⊆ ri(F ′′(Θ)) + ker(φ) = ri(F ′′(Θ) + ker(φ)).
From (74), Lemma 1.1, and the injectivity of ψ we find
ψ−1(φ(K ′′(Θ) + ker(φ)))︸ ︷︷ ︸
=K(Θ)
⊆ ψ−1(φ(ri(F ′′(Θ) + ker(φ)))) = ri(ψ−1(φ(F ′′(Θ) + ker(φ)))︸ ︷︷ ︸
=F (Θ)
).

The next theorem can be proved similary as Theorem 3.55 if (56) and Theorem 3.72 (a) is used.
For symmetric linear Coxeter systems it is obtained as a combination of Theorem 10.3 and 10.7 of [D].
Theorem 3.73 (a) Let Θ ⊆ I be special facial. Then
ri(F (Θ)) =WΘK(Θ).
(b) Every W-orbit of Fa(Z) contains exactly one of the faces F (Θ), Θ special facial. A face
F ∈ Fa(Z) is of the form F (Θ), Θ special facial, if and only if ri(F ) ∩ K = ri(F ) ∩ (−C∨) 6= ∅.
Comparing Proposition 3.64 and Proposition 3.51 we obtain the following corollary. For symmetric
linear Coxeter systems it is given as a part of Theorem 4.3 of [D].
Corollary 3.74 We obtain a W-equivariant anti-isomorphism of partially ordered sets from Fa(X)
to Fa(Z) by mapping σR(Θ) to σF (Θ), σ ∈ W, Θ special facial. In particular, the face lattices Fa(X)
and Fa(Z) are anti-isomorphic.
From Theorem 3.57 we get the following corollary. For symmetric linear Coxeter systems it can be
obtained by combining Proposition 10.2, Remark 10.2, Proposition 2.17, and Theorem 10.3 of [D].
Corollary 3.75 Let τ ∈ Θ1∪Θ⊥1 WΘ2∪Θ⊥2 , and Θ1,Θ2 ⊆ I be special facial. Then Θ1 ∪ Θ2 ∪ red(τ) is
a special set and
F (Θ1) ∩ τF (Θ2) = F ((Θ1 ∩ τΘ2)∞), (75)
F (Θ1) ∨ τF (Θ2) = F ((Θ1 ∪Θ2 ∪ red(τ))fc). (76)
Remark 3.76 The lattice meet and lattice join of two arbitrary faces of Z can be reduced to the
formulas (75), (76) by Theorem 3.73 (b) and the stabilizer formula (62) of Proposition 3.64.
We denote by the upper script “d” the dual cone. From the definitions of X , Z, from Corollary
3.48, Corollary 3.50, and Theorem 3.73 (a) we get X ⊆ Zd, and if Θ ⊆ I is special facial then
R(Θ) = X ∩ F (Θ)⊥ = X ∩ (Rh)⊥ for all h ∈ ri(F (Θ)).
Similarly, from the definitions of X , Z, from Theorem 3.55 (a), Theorem 3.61, and Proposition 3.64
we get Z ⊆ Xd, and if Θ ⊆ I is special facial then
F (Θ) = Z ∩R(Θ)⊥ = Z ∩ (Rλ)⊥ for all λ ∈ ri(R(Θ)).
In particular, X and Z are a pair of semidual cones as defined in A.6 of [D].
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4 Invariant convex subcones of the Tits cone
In this section we investigate the faces and the face lattices of Coxeter group invariant convex
subcones of the Tits cone of a linear Coxeter system. As explained in the introduction, certain Weyl
group invariant polyhedral cones underlie the theory of normal reductive linear algebraic monoids. The
cross section lattice and the type maps introduced by M. S. Putcha and L. E. Renner in the theory of
reductive linear algebraic monoids can be used for the description of the faces and the face lattice of
such a cone; compare with the books [P 2], [R 3], in particular, with Sections 7.2 and 7.5.1 of [R 3].
We use similar data for the description of the faces and the face lattices of Coxeter group invariant
convex subcones of the Tits cone.
In this section (h, (Hi, Li)i∈I) is a linear Coxeter system, and (h, (hi)i∈I , (αi)i∈I) is a root base of
the linear Coxeter system with generalized Cartan matrix A. For the whole section, except for Lemmas
4.1 and 4.2, Y is a W-invariant convex subcone of the Tits cone X ⊆ h∗ which contains the zero.
For h ∈ h we set H=0h := {λ ∈ h∗|λ(h) = 0} and H≥0h , H>0h , H≤0h , H<0h are defined analogously.
4.1 A single face
For every face of a convex W-invariant cone with zero in h∗ the coroot system can be divided
naturally into four parts according to the following lemmas:
Lemma 4.1 Let Y be a convex W-invariant cone in h∗ which contains the zero. Let R ∈ Fa(Y ). For
h ∈ Φ∨ we have:
(a) The reflection σh fixes R pointwise if and only if R−R ⊆ H=0h .
(b) The reflection σh fixes R as a whole, but not pointwise if and only if αh ∈ R−R.
Proof: (a) is trivial. To (b): Let αh ∈ R −R. Then σhR ⊆ Y and σhR ⊆ R −R, from which we get
σhR ⊆ Y ∩ (R − R) = R. Furthermore, R ⊆ (σh)−1R = σhR. Since αh(h) = 2, we conclude from (a)
that σh does not fix R pointwise.
Now suppose that σh fixes R as a whole, but not pointwise. Then it follows from (a) that there
exists an element λ0 ∈ R such that λ0(h) 6= 0. We obtain
σhλ0︸ ︷︷ ︸
∈R
= λ0︸︷︷︸
∈R
−λ0(h)︸ ︷︷ ︸
6=0
αh,
which shows that αh ∈ R−R. 
Lemma 4.2 Let Y be a convex W-invariant cone in h∗ which contains the zero. Let R ∈ Fa(Y ).
Let h ∈ Φ∨ such that the reflection σh does not fix R as a whole. Then exactly one of the following
possibilities holds:
(p) R ⊆ H≥0h with ri(R) ⊆ H>0h .
(n) R ⊆ H≤0h with ri(R) ⊆ H<0h .
Proof: Suppose that there exists λ0 ∈ ri(R) such that λ0(h) = 0. Then σhλ0 = λ0. We conclude that
ri(σhR) ∩ ri(R) 6= ∅, which implies σhR = R. However, this has been excluded.
Suppose that there exist λ1, λ2 ∈ ri(R) such that λ1(h) > 0 and λ2(h) < 0. The closed line segment
λ1λ2 is contained in ri(R). Since the evaluation in h is continuous, there exists λ0 ∈ λ1λ2 \ {λ1, λ2}
such that λ0(h) = 0, which is not possible.
We may assume λ(h) > 0 for all λ ∈ ri(R). Let µ ∈ R. Choose an element λ ∈ ri(R). Then λµ\{µ}
is contained in ri(R). Since the evaluation in h is continuous, we find µ(h) ≥ 0. 
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In the remaining section Y is a W-invariant convex subcone of the Tits cone X which contains the
zero. We call
Υ :=
{
R ∈ Fa(Y )| ri(R) ∩C 6= ∅}
the cross section lattice of Fa(Y ) obtained by the chamber C. This name will be justified by Corollary
4.10 and Theorem 4.12 below. For R ∈ Υ we set
υ(R) := { i ∈ I|σiR = R} .
By Lemma 4.1 we may define
υ∗(R) := { i ∈ I|σi fixes R pointwise } =
{
i ∈ I|R −R ⊆ H=0i
}
,
υ∗(R) := υ(R) \ υ∗(R) = { i ∈ I|Li ⊆ R−R} .
We have the disjoint union
υ(R) = υ∗(R) ∪˙ υ∗(R).
Clearly, υ∗(R) and υ
∗(R) are separated. In particular,
Wυ(R) =Wυ∗(R)Wυ∗(R) =Wυ∗(R)Wυ∗(R).
We denote by P(I) the power set of I. The map υ : Υ → P(I) is called the type map. The maps
υ∗, υ
∗ : Υ→ P(I) are called the lower and upper type maps.
Theorem 4.3 Let R ∈ Υ.
(a) The pointwise stabilizer of R and the stabilizer of R as a whole are given by
ZW(R) =Wυ∗(R) and NW(R) =Wυ(R).
(b) We have R ∩ C = R ∩ F υ∗(R), and
R = NW(R)(R ∩ C) =Wυ∗(R)(R ∩ F υ∗(R))
where ri(R) ∩ Fυ∗(R) 6= ∅. In particular, the set υ∗(R) is facial.
Proof: The proof of the theorem is divided into the parts (i) - (vi). Since R ∈ Υ there exists an
element λ0 ∈ ri(R) ∩ C, which we fix for the whole proof.
(i) Let τ ∈ W and λ1 ∈ R ∩ τC. We first show that
λ1 ∈ Wυ(R)(R ∩ C)
by induction over the length l(τ) of τ ∈ W . This is trivial for l(τ) = 0, i.e., τ = 1. Let l(τ) = m > 1.
Write τ in the form τ = σiσ with i ∈ I and σ ∈ W such that l(σ) = l(τ)− 1.
If i ∈ υ(R) then σi fixes R as a whole, and we get
σiλ1 ∈ σi(R ∩ τC) = σiR ∩ σiτC = R ∩ σC.
By induction, σiλ1 ∈ Wυ(R)(R ∩ C). Hence λ1 ∈ Wυ(R)(R ∩ C).
If i /∈ υ(R) then σi does not fix R as a whole. Since λ0 ∈ ri(R) ∩C, we have λ0(hi) ≥ 0. Hence we
obtain from Lemma 4.2 that λ0(hi) > 0 and λ1(hi) ≥ 0. It is l(τ−1σi) < l(τ−1). By Theorem 3.15,
this implies τ−1hi ∈ −∑j∈I R+0 hj , from which we find
λ1(hi) = (τ
−1λ1)︸ ︷︷ ︸
∈C
(τ−1hi) ≤ 0.
We conclude that λ1(hi) = 0 and
R ∋ λ1 = σiλ1 ∈ σiτC = σC.
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By induction we get λ1 ∈ Wυ(R)(R ∩ C).
(ii) From the definition of υ(R) we obtain Wυ(R) ⊆ NW(R). By (i) we find
R ⊆ Wυ(R)(R ∩ C) ⊆ Wυ(R)R ⊆ R.
Hence R =Wυ(R)(R ∩ C).
(iii) Now we use (ii) to show that NW(R) ⊆ Wυ(R). Let σ ∈ NW(R). Then we have
σλ0 ∈ R =Wυ(R)(R ∩ C).
Since everyW-orbit inX intersects C in exactly one point, there exists τ ∈ Wυ(R) such that σλ0 = τλ0.
It follows that
σ ∈ τWJ with J := { j ∈ I|σjλ0 = λ0} .
If j ∈ J then ri(σjR) ∩ ri(R) 6= ∅, which implies σjR = R, so j ∈ υ(R). Thus we obtain σ ∈ Wυ(R).
(iv) The set
Jmin :=
⋂
J facial, R∩FJ 6=∅
J
is facial by Proposition 3.23 (a), and
R ∩C =
⋃
J facial, R∩FJ 6=∅
R ∩ FJ ⊆ R ∩ F Jmin ⊆ R ∩ C
shows that R∩C = R∩F Jmin . For every facial set J with R∩FJ 6= ∅ we choose an element λJ ∈ R∩FJ .
Then
µ :=
∑
J facial, R∩FJ 6=∅
λJ ∈ R ∩ FJmin .
Furthermore, µ+ λ0 ∈ FJmin + FJmin ⊆ FJmin and µ+ λ0 ∈ ri(R).
(v) We now show that ZW(R) = ZW(R ∩ C). The inclusion “⊆” holds trivially; we only have to
show the inclusion “⊇”. We find from (ii) that
ZW(R) =
⋂
σ∈Wυ(R)
σZW(R ∩ C)σ−1.
Every σ ∈ Wυ(R) \ {1} can be written in the form σ = σi1 · · ·σim−1σim with i1, · · · , im−1, im ∈ υ(R)
and we have
σZW(R ∩ C)σ−1 = σ1
(· · · (σm−1 (σmZW(R ∩ C)σ−1m )σ−1m−1) · · · )σ−11 .
Therefore, it is sufficient to show that
σiZW(R ∩ C)σ−1i = ZW(R ∩ σiC) ⊇ ZW(R ∩ C)
for all i ∈ υ(R).
Let λ ∈ R ∩ σiC where i ∈ υ(R). The closed line segment λσiλ, which may also consist of a single
point, is contained in R with endpoints λ ∈ R ∩ σiC, σiλ ∈ R ∩ C, and midpoint
µ :=
1
2
(λ+ σiλ) ∈ R ∩ (C ∩ σiC).
Because σiλ and µ are fixed by the elements of ZW(R ∩ C) also λ = 2µ− σiλ is fixed.
(vi) If we combine (iv) and (v) we find
ZW(R) = ZW(R ∩ C) =WJmin ,
from which we get υ∗(R) = { i ∈ I|σi ∈ ZW(R)} = Jmin. 
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Corollary 4.4 The linear hull of R ∈ Υ is given by
R−R = (R ∩C)− (R ∩ C) = (R ∩ F υ∗(R))− (R ∩ F υ∗(R)) .
Proof: The inclusions “⊇” hold trivially. It is sufficient to show that
R ⊆ (R ∩ F υ∗(R))− (R ∩ F υ∗(R)) .
By Theorem 4.3 (b) there exists λ0 ∈ R ∩ Fυ∗(R). For λ ∈ R we get
λ = (λ+ tλ0)− tλ0 ∈
(
R ∩ Fυ∗(R)
)− (R ∩ Fυ∗(R)) ⊆ (R ∩ F υ∗(R))− (R ∩ F υ∗(R))
for all sufficiently big t ∈ R+, because of R ⊆ {λ ∈ h∗ | λ(hi) = 0 for all i ∈ υ∗(R)}. 
Since Y is partitioned by the relative interiors of the faces of Y , the definition of Υ implies
Y ∩ C =
⋃˙
R∈Υ
ri(R) ∩ C. (77)
We find from Theorem 4.3 that the relative interior of R ∈ Υ is given by
ri(R) =Wυ∗(R) (ri(R) ∩C). (78)
The intersections ri(R) ∩ C, R ∈ Υ, which appear in (77), (78), can be described as follows:
Theorem 4.5 Let R ∈ Υ. Then
ri(R) ∩ C =
⋃˙
Jf⊆υ∗(R), (Jf )0=Jf
ri(R) ∩ Fυ∗(R)∪Jf︸ ︷︷ ︸
6=∅
(79)
and for Jf ⊆ υ∗(R), (Jf )0 = Jf we have
midJf (ri(R ∩ C)) = midJf (ri(R ∩ F υ∗(R))) = ri(R) ∩ Fυ∗(R)∪Jf . (80)
Proof: We know from Theorem 4.3 (b) that
ri(R) ∩ C =
⋃
υ∗(R)⊆L
ri(R) ∩ FL
and ri(R) ∩ Fυ∗(R) 6= ∅.
(a) Let υ∗(R) ⊆ L and ri(R)∩FL 6= ∅. We first show that L ⊆ υ(R). Let λ ∈ ri(R)∩FL. For every
l ∈ L we have σlλ = λ. We conclude that ri(σlR) ∩ ri(R) 6= ∅, which implies σlR = R. Thus l ∈ υ(R).
(b) Let J ⊆ υ∗(R) and ri(R) ∩ Fυ∗(R)∪J 6= ∅. We now show that J0 = J . The set υ∗(R) ∪ J is
facial. Since υ∗(R) and J ⊆ υ∗(R) are separated, we find (υ∗(R) ∪ J)∞ = υ∗(R)∞ ∪ J∞, which is also
a facial set by Theorem 3.38. Recall from Corollary 3.48 that we get a face of the Tits cone X by
R(υ∗(R)
∞ ∪ J∞) =W(υ∗(R)∞∪J∞)⊥Fυ∗(R)∞∪J∞ .
Hence R ∩R(υ∗(R)∞ ∪ J∞) is a face of R, and
ri(R) ∩ (R ∩R(υ∗(R)∞ ∪ J∞)) ⊇ ri(R) ∩ Fυ∗(R)∪J 6= ∅.
It follows that
R ⊆ R ∩R(υ∗(R)∞ ∪ J∞) ⊆ R(υ∗(R)∞ ∪ J∞),
from which we obtain
R ∩ Fυ∗(R) ⊆ R ∩ C ⊆ R(υ∗(R)∞ ∪ J∞) ∩ C = F υ∗(R)∞∪J∞ .
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Because of R ∩ Fυ∗(R) 6= ∅ we get υ∗(R) ⊇ υ∗(R)∞ ∪ J∞ ⊇ J∞. Moreover, we have J∞ ⊆ J ⊆ υ∗(R).
Since υ∗(R) and υ
∗(R) are disjoint, we find J∞ = ∅.
(c) We get R ∩ C = R ∩ F υ∗(R) and ri(R) ∩ ri(F υ∗(R)) = ri(R) ∩ Fυ∗(R) 6= ∅ from Theorem 4.3 (b)
and Proposition 3.26. We conclude from Theorem 6.5 of [Ro] that
ri(R ∩ C) = ri(R ∩ F υ∗(R)) = ri(R) ∩ Fυ∗(R).
To show the inclusion “⊆” in (80) let λ ∈ ri(R) ∩ Fυ∗(R). Since WJf ⊆ Wυ(R) = NW(R), we find
σλ ∈ σ ri(R) = ri(σR) = ri(R) for all σ ∈ WJf ,
which implies midJf (λ) ∈ ri(R). Since υ∗(R) is facial, and Jf ⊆ υ∗(R) ⊆ υ∗(R)⊥, we obtain
midJf (λ) ∈ ri(R) ∩ Fυ∗(R)∪Jf
from the first part of Lemma 3.53. In particular, ri(R) ∩ Fυ∗(R)∪Jf 6= ∅.
We use the second part of Lemma 3.53 to show the inclusion “⊇” in (80). Let λ ∈ ri(R)∩Fυ∗(R)∪Jf .
Let γ ∈∑i∈Jf R+αi such that γ(hi) > 0 for all i ∈ Jf . Then
λ+ tγ ∈ Fυ∗(R) and midJf (λ + tγ) = λ
for all sufficiently small t ∈ R+. From Jf ⊆ υ∗(R) = { i ∈ I|αi ∈ R−R} we obtain γ ∈ R −R. Since
λ ∈ ri(R), and ri(R) is open in R−R, we find λ+ tγ ∈ ri(R) for all sufficiently small t ∈ R+. 
4.2 Inclusion of faces
The next aim is to describe the inclusion of faces, which are W-translates of faces from Υ. To do
this we first describe the inclusion of faces from Υ.
Proposition 4.6 Let R1, R2 ∈ Υ. The following are equivalent:
(i) R1 ⊆ R2.
(ii) R1 ∩ C ⊆ R2 ∩C.
(iii) R1 ∩ F υ∗(R1) ⊆ R2 ∩ F υ∗(R2).
In this case we have υ∗(R1) ⊇ υ∗(R2) and υ∗(R1) ⊆ υ∗(R2).
Remark 4.7 In general the pair of functions υ∗, υ
∗ does not separate the elements of Υ. For some
extreme examples see (1) and (2) of Lemma 4.20.
Proof: (i) implies (ii), which in turn is equivalent to (iii) by Theorem 4.3 (b). From (iii) and Corollary
4.4 we find R1 − R1 ⊆ R2 − R2. If we intersect with Y on both sides we obtain (i). The properties of
υ∗ and υ
∗ follow immediately from the definitions of υ∗ and υ
∗. 
Now we can show:
Theorem 4.8 Let R1, R2 ∈ Υ and σ1, σ2 ∈ W. The following are equivalent:
(i) σ1R1 ⊆ σ2R2.
(ii) R1 ⊆ R2 and σ1NW(R1) ∩ σ2NW(R2) 6= ∅.
(iii) R1 ⊆ R2 and σ−11 σ2 ∈ NW(R1)NW(R2) =Wυ∗(R1)Wυ∗(R2).
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Proof: For R1 ⊆ R2 we obtain from Theorem 4.3 (a) and Proposition 4.6 that
NW(R1)NW(R2) =Wυ∗(R1)Wυ∗(R1)Wυ∗(R2)Wυ∗(R2) =Wυ∗(R1)Wυ∗(R2)Wυ∗(R2)
=Wυ∗(R1)Wυ∗(R2)Wυ∗(R2) =Wυ∗(R1)Wυ∗(R2).
The equivalence of (ii) and (iii) is trivial. We next show the implication “(i) ⇒ (iii)”: By Theorem
4.3 (b) we have
σ1Wυ∗(R1)(R1 ∩ F υ∗(R1)) ⊆ σ2Wυ∗(R2)(R2 ∩ F υ∗(R2))
and R1 ∩ Fυ∗(R1) 6= ∅. Let λ ∈ R1 ∩ Fυ∗(R1). Since every W-orbit in X intersects C in exactly one
point, there exists τ ∈ Wυ∗(R2) such that σ1λ = σ2τλ. We conclude that σ−11 σ2τ ∈ Wυ∗(R1). Hence
σ−11 σ2 ∈ Wυ∗(R1)τ−1 ⊆ Wυ∗(R1)Wυ∗(R2).
Decompose σ−11 σ2 = ab with a ∈ Wυ∗(R1) and b ∈ Wυ∗(R2). By Theorem 4.3 (a) the inclusion
σ1R1 ⊆ σ2R2 is equivalent to
R1 ⊆ σ−1σ2R2 = abR2 = aR2,
which is equivalent to R1 = a
−1R1 ⊆ R2. This chain of equivalences also shows the implication “(iii)
⇒ (i)”. 
From the preceding theorem we obtain immediately:
Corollary 4.9 Let R ∈ Fa(Y ) and σ ∈ W. Then we have σR = R, if and only if σR ⊆ R, if and
only if σR ⊇ R.
4.3 The cross section lattice
The following corollary of Theorem 4.8 is the reason why Υ has been called a cross section.
Corollary 4.10 Let R′ ∈ Fa(Y ). Then there exist σ ∈ W and a uniquely determined R ∈ Υ such
that R′ = σR.
Proof: Let λ′ ∈ ri(R′). There exists σ ∈ W such that σ−1λ′ ∈ C. Since σ−1λ′ ∈ ri(σ−1R′), we have
R′ = σ(σ−1R′) with σ−1R′ ∈ Υ.
Let R′ = σ1R1 = σ2R2 with R1, R2 ∈ Υ and σ1, σ2 ∈ W . Then we get R1 = R2 from Theorem 4.8 . 
Corollary 4.10 can be generalized as follows:
Theorem 4.11 Let R1 ⊆ R2 ⊆ · · · ⊆ Rm be a chain of faces of Y . Then there exists uniquely a
chain S1 ⊆ S2 ⊆ · · · ⊆ Sm of faces from Υ, there exists an element σ ∈ W such that Ri = σSi,
i = 1, 2, . . . ,m.
Proof: We prove the theorem by induction over m. For m = 1 the theorem coincides with Corollary
4.10. Let m > 1 and R1 ⊆ R2 ⊆ · · · ⊆ Rm be a chain of faces of Y . By Corollary 4.10 there exist
S1 ∈ Υ and τ ∈ W such that R1 = τS1. By induction there exists a chain S2 ⊆ · · · ⊆ Sm of faces from
Υ and σ ∈ W such that Ri = σSi, i = 2, . . . ,m. Thus, the chain of faces of Y is of the form
τS1 ⊆ σS2 ⊆ · · · ⊆ σSm with S2 ⊆ · · · ⊆ Sm.
From Theorem 4.8 and Proposition 4.6 we obtain
S1 ⊆ S2 and τ−1σ ∈ Wυ∗(S1)Wυ∗(S2) where Wυ∗(S2) ⊆ · · · ⊆ Wυ∗(Sm).
In particular, we get S1 ⊆ S2 ⊆ · · · ⊆ Sm. We write τ−1σ in the form τ−1σ = ab with a ∈ Wυ∗(S1)
and b ∈ Wυ∗(S2) ⊆ · · · ⊆ Wυ∗(Sm). By Theorem 4.3 (a) we find
R1 = τS1 = σb
−1a−1S1 = σb
−1S1 and Rk = σSk = σb
−1Sk for k = 2, . . . ,m.
The uniqueness of S1, S2, . . . , Sm ∈ Υ follows from Corollary 4.10. 
The following theorem is the reason why Υ has been called a lattice.
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Theorem 4.12 Υ is a complete sublattice of Fa(Y ).
Proof: We first show that Υ contains the biggest face of Y , and the smallest face of Y . By Corollary
4.10 there exists σ ∈ W such that σ−1Y ∈ Υ. It is σ−1Y = Y . By Corollary 4.10 there exists τ ∈ W
such that τ−1(Y ∩ (−Y )) ∈ Υ. It is τ−1(Y ∩ (−Y )) = (τ−1Y ) ∩ (−τ−1Y ) = Y ∩ (−Y ).
Now let (Rl)l∈L be a nonempty family of elements in Υ. By Corollary 4.10 there exist R ∈ Υ and
σ ∈ W such that ⋂l∈LRl = σR. For every l ∈ L we have σR ⊆ Rl, from which we obtain R ⊆ Rl by
Theorem 4.8. We conclude that R ⊆ ⋂l∈LRl = σR. From Corollary 4.9 we find ⋂l∈LRl = R ∈ Υ.
Similarly, it follows that ∨l∈LRl ∈ Υ. 
Proposition 4.13 Let R,S ∈ Υ. Then υ(R) ∩ υ(S) ⊆ υ(R ∨ S) ∩ υ(R ∩ S).
Proof: Let i ∈ υ(R)∩υ(S). Then σiR = R and σiS = S by definition. Hence σi(R∩S) = σiR∩σiS =
R ∩ S, which shows that i ∈ υ(R ∩ S). Similarly, we find i ∈ υ(R ∨ S). 
Proposition 4.14 If the convex cone Y ∩C has only finitely many faces, then the cross section lattice
Υ is finite.
Remark 4.15 In particular, if Y ∩C is a finitely generated convex cone, then the cross section lattice
Υ is finite.
Proof: By Theorem 4.3 (b), R ∈ Υ is of the form R =Wυ∗(R)(R ∩ C). Moreover, R ∩ C is a face of
Y ∩C, because R is a face of Y . There exist only finitely many faces of Y ∩C, and only finitely many
standard parabolic subgroups of W . Therefore, Υ is finite. 
4.4 The relation to some structures from the literature
Let (U ,≤) be a lower semilattice which has a biggest element 1 ∈ U . A map λ : U → P(I) with
λ(1) = I is called a regular type map if we obtain on the set
F(U , λ) := {(u, σWλ(u))∣∣ u ∈ U , σ ∈ W}
the structure of a lower semilattice with biggest element (1,W) by
(u1, σ1Wλ(u1)) ≤ (u2, σ2Wλ(u2)) :⇐⇒ u1 ≤ u2 and σ1Wλ(u1) ∩ σ2Wλ(u2) 6= ∅.
Regular type maps are important to describe the structure of regular monoids on groups with BN-pairs
in [P 3]. A characterization of regular type maps has been obtained in [Au, P].
Corollary 4.16 The map υ : Υ→ P(I) is a regular type map, such that F(Υ, υ) is isomorphic to the
face lattice Fa(Y ).
Proof: Υ is a complete lattice by Theorem 4.12, and Y is its biggest element. Trivially, we have
υ(Y ) = I. From Theorem 4.3 (a), Theorem 4.8, and Corollary 4.10 it follows that
F(Υ, υ) → Fa(Y )
(R, σWυ(R)) 7→ σR
is a well defined isomorphism of partially ordered sets. Moreover, Fa(Y ) is a lattice. 
Let R be a monoid. We equip its set of idempotents E(R) with the partial order
e ≤ f :⇐⇒ ef = fe = e,
where e, f ∈ E(R). Its unit group R× acts on (E(R),≤) by conjugation.
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A monoid R is called factorisable, if E(R) is a commutative submonoid of R and
R = R×E(R) = E(R)R×.
This implies that (E(R),≤) is a lower semilattice which has the identity 1 as biggest element; see
Proposition 1.3.2 of [Ho].
As a common concept for various sorts of monoids, which have all been called Renner monoids in
the literature, E. Godelle introduced in Definition 1.4 of [G] generalized Renner-Coxeter systems: A
triple (R, Λ, S) is called a generalized Renner-Coxeter system if the following holds:
(a) R is a factorisable monoid.
(b) (R×, S) is a Coxeter system.
(c) Λ is a sub-semilattice of E(R), and a cross section for action of R× on E(R) by conjugation.
(d) For every pair e1 ≤ e2 in E(R) there exists x ∈ R× and a pair f1 ≤ f2 in Λ, such that e1 = xf1x−1
and e2 = xf2x
−1.
(e) For every e ∈ Λ the subgroups
CR×(e) := {x ∈ R× | xe = ex} and SR×(e) := {x ∈ R× | xe = ex = e}
of R× are standard parabolic.
(f) The map λ∗ : (Λ,≤)→ (P(S),⊆), defined on e ∈ Λ by
λ∗(e) := {s ∈ S | se = es 6= e},
is a morphism of partially ordered sets.
The monoid R is called a generalized Renner monoid. To describe the centralizers and stabilizers in
(e) define maps λ, λ∗ : Λ→ P(S) on e ∈ Λ by
λ(e) := {s ∈ S | se = es} and λ∗(e) := {s ∈ S | se = es = e}.
Then CR×(e), SR×(e) are the standard parabolic subgroups associated to λ(e), λ∗(e), respectively.
Moreover, λ(e) = λ∗(e) ∪˙λ∗(e). We call λ, λ∗, λ∗ : Λ → P(S) the type map, the lower type map, the
upper type map, respectively.
We now associate to the W-invariant convex subcone Y of the Tits cone X a generalized Renner
monoid by the following construction. The semidirect productW⋉Fa(Y ) consists of the setW×Fa(Y )
equipped with the structure of a monoid with unit (1, Y ) by
(σ,R) · (τ, T ) := (στ, τ−1R ∩ T ).
It is easy to see that we get a congruence relation on W ⋉ Fa(Y ) by
(σ,R) ∼ (σ′, R′) :⇐⇒ R = R′ and σ−1σ′ ∈ ZW(R).
We denote the quotient monoid by
R(Y ) := (W ⋉ Fa(Y ))/ ∼ .
We denote the congruence class of (σ,R) by σε(R).
To state the next Corollary in an easy way, we restrict to the case where W acts faithfully on Y .
Corollary 4.17 If W acts faithfully on Y , then (R(Y ), {1ε(R)|R ∈ Υ}, {σiε(Y )| i ∈ I}) is a gener-
alized Renner-Coxeter system.
The unit group R(Y )× is isomorphic to the Coxeter group W, and the semilattice of idempotents
E(R(Y )) is isomorphic to the face lattice Fa(Y ) by the maps
W → R(Y )×
σ 7→ σε(Y ) and
Fa(Y ) → E(R(Y ))
R 7→ 1 ε(R) .
If we identify {1ε(R)|R ∈ Υ} with Υ, and {σiε(Y )| i ∈ I} with I, then the type, lower type, upper
type maps of the generalized Renner-Coxeter system coincide with υ, υ∗, υ
∗ : Υ→ P(I), respectively.
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Proof: The Coxeter group W acts faithfully on Y if and only if υ∗(Y ) = ∅. Now the proposition is
easy to check. In particular, part (c) of the definition of a generalized Renner-Coxeter system follows
from Corollary 4.10 and Theorem 4.12; part (d) follows from the theorem on chains, Theorem 4.11, for
the length m = 2; part (f) follows from Proposition 4.6. 
4.5 The lattice operations of the face lattice
One can show that the type map λ : Λ→ P (S) of a generalized Renner-Coxeter system (R, Λ, S)
as defined in [G] is a regular type map as defined in [P 3], [Au, P], the associated semilattice F(Λ, λ)
isomorphic to the semilattice of idempotents E(R). In the proof of Theorem 1 of [Au, P], as well
as in Corollary 1.13 (iii) of [G], there has been given a description of certain lattice meets, which is,
transfered to our situation, the following: If R1, R2 ∈ Υ and τ ∈ υ(R1)Wυ(R2) then R1 ∩ τR2 is the
biggest element of
{R ∈ Υ|R ⊆ R1, R ⊆ R2, red(τ) ⊆ υ(R)} . (81)
We improve this formula slightly, replacing v(R) by a smaller set. Our proof is obtained by extracting
the parts of the proof of Theorem 3.57 for the face lattice of the Tits cone X , which work also for the
face lattice of the invariant convex subcone Y of X .
Theorem 4.18 Let R1, R2 ∈ Υ and τ ∈ υ(R1)Wυ(R2). Then we have:
(a) R1 ∩ τR2 is the biggest element of
{R ∈ Υ|R ⊆ R1, R ⊆ R2, red(τ) ⊆ υ∗(R)} . (82)
In particular, R1 ∩ τR2 ∈ Υ with
υ∗(R1) ∪ υ∗(R2) ∪ red(τ) ⊆ υ∗(R1 ∩ τR2). (83)
(b) R1 ∨ τR2 is the smallest element of
{R ∈ Υ|R1 ⊆ R, R2 ⊆ R, red(τ) ⊆ υ∗(R)} . (84)
In particular, R1 ∨ τR2 ∈ Υ with
υ∗(R1) ∪ υ∗(R2) ∪ red(τ) ⊆ υ∗(R1 ∨ τR2). (85)
Remark 4.19 The following proof shows that (a) even holds for τ ∈ υ∗(R1)Wυ∗(R2), and (b) even
holds for τ ∈ υ∗(R1)Wυ∗(R2).
The set (82) is contained in the set (81) and, trivially, all elements of the set (81) are smaller than
or equal to R1 ∩ τR2. Therefore, the description of R1 ∩ τR2 as the biggest element of (82) implies the
description as the biggest element of (81).
The lattice meet and lattice join of two arbitrary faces of Y can be easily reduced to (a) and (b) by
Corollary 4.10 and Theorem 4.3 (a).
Proof: (a) and (b) can be proved similarly; we only show (a). Let R ∈ Υ be contained in the set (82).
From Theorem 4.3 (a) we get τ−1R = R ⊆ R2., which shows that R ⊆ τR2. We conclude that
R ⊆ R1 ∩ τR2. (86)
Furthermore, we obtain υ∗(R) ⊇ υ∗(R1) and υ∗(R) ⊇ υ∗(R2) from Proposition 4.6. Hence
υ∗(R1) ∪ υ∗(R2) ∪ red(τ) ⊆ υ∗(R).
It remains to prove that R1∩ τR2 is contained in the set (82). By Corollary 4.10 there exist σ ∈ W
and R ∈ Υ such that R1 ∩ τR2 = σR. In particular, σR ⊆ R1 and σR ⊆ τR2. From Theorem 4.8 we
find
R ⊆ R1 and σ−1 ∈ Wυ∗(R)Wυ∗(R1),
R ⊆ R2 and σ−1τ ∈ Wυ∗(R)Wυ∗(R2).
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Therefore, there exist a1, a2 ∈ Wυ∗(R), b1 ∈ Wυ∗(R1), b2 ∈ Wυ∗(R2) such that σ−1 = a1b1 and
σ−1τ = a2b2. By eliminating σ we obtain
Wυ∗(R) ∋ a−11 a2 = b1τb−12 ∈ Wυ∗(R1)τWυ∗(R2) ⊆ Wυ(R1)τWυ(R2).
Since τ is a minimal double coset representative, there exist c1 ∈ Wυ(R1), c2 ∈ Wυ(R2) such that
Wυ∗(R) ∋ a−11 a2 = c1τc2 and l(c1τc2) = l(c1) + l(τ) + l(c2),
see for example Proposition 2.23 of [A, B]. We conclude that red(τ) ⊆ υ∗(R). Thus R is contained in
the set (82), and from (86) we find
R ⊆ R1 ∩ τR2 = σR.
From Corollary 4.9 we get R = R1 ∩ τR2. 
4.6 The values of υ∗ and υ
∗ on the smallest and the biggest face
Y ∩ (−Y ) is the smallest face, and Y is the biggest face of Y . Since Y is W-invariant, we have
υ(Y ∩ (−Y )) = I and υ(Y ) = I. (87)
The next two lemmas describe the values of υ∗ and υ
∗ on these faces.
Lemma 4.20 Let I be connected. Then exactly one of the following three cases holds:
(1) I is of finite type and span {αi| i ∈ I} ⊆ Y . In this case we have
υ∗(R) = ∅ and υ∗(R) = I for all R ∈ Υ.
(2) Y ⊆ (span {hi| i ∈ I})⊥. In this case we have
υ∗(R) = I and υ
∗(R) = ∅ for all R ∈ Υ.
(3) υ∗(Y ∩ (−Y )) = I, υ∗(Y ∩ (−Y )) = ∅ and υ∗(Y ) = ∅, υ∗(Y ) = I.
Remark 4.21 In (1) the Coxeter group W acts trivially on the linear space h∗/span {αi| i ∈ I}, and
Y/span {αi| i ∈ I} may be an arbitrary convex cone in h∗/span {αi| i ∈ I}.
In (2) the Coxeter group W acts trivially on the linear space
(span {hi| i ∈ I})⊥ = {λ ∈ h∗|λ(hi) = 0 for all i ∈ I} ,
and Y may be an arbitrary convex cone in (span {hi| i ∈ I})⊥.
Proof: From (87) we get the following decompositions of I into separated subsets:
I = υ∗(Y ∩ (−Y )) ∪ υ∗(Y ∩ (−Y )) and I = υ∗(Y ) ∪ υ∗(Y ). (88)
Since I is connected, υ∗(Y ∩ (−Y )), υ∗(Y ∩ (−Y )), υ∗(Y ), υ∗(Y ) can only take the values ∅, I.
(a) The minimal face Y ∩ (−Y ) of Y is a linear space. Let υ∗(Y ∩ (−Y )) = I, which is equivalent
to span {αi| i ∈ I} ⊆ Y ∩ (−Y ), which in turn is equivalent to span {αi| i ∈ I} ⊆ Y . Suppose that I is
of affine or indefinite type. Then we get
span {αi| i ∈ I} ⊆ Y ∩ (−Y ) ⊆ X ∩ (−X) = {λ ∈ h∗|λ(hi) = 0 for all i ∈ I}
from Corollary 3.56, which contradicts that αi(hi) = 2 for all i ∈ I.
For every R ∈ Υ we have Y ∩ (−Y ) ⊆ R, from which we find I = υ∗(Y ∩ (−Y )) ⊆ υ∗(R) by
Proposition 4.6. Thus υ∗(R) = I and υ∗(R) = υ(R) \ υ∗(R) = ∅.
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(b) Let υ∗(Y ) = I, which is equivalent to Y ⊆ {λ ∈ h∗|λ(hi) = 0 for all i ∈ I}. For every R ∈ Υ
we have R ⊆ Y , from which we obtain υ∗(R) ⊇ υ∗(Y ) = I by Proposition 4.6. Thus υ∗(R) = I and
υ∗(R) = υ(R) \ υ∗(R) = ∅.
(c) If υ∗(Y ∩ (−Y )) 6= I and υ∗(Y ) 6= I then we have υ∗(Y ∩ (−Y )) = ∅ and υ∗(Y ) = ∅. From (88)
we find υ∗(Y ∩ (−Y )) = I and υ∗(Y ) = I.
(d) We have seen in (a), (b), (c) that at least one of the cases (1), (2), (3) holds. Since the values
of the function v∗ are different in (1), (2), (3), at most one of these cases holds. 
The following lemma, where we do not assume that I is connected, can be proved similarly as
Lemma 4.20.
Lemma 4.22 The sets υ∗(Y ∩ (−Y )) and υ∗(Y ∩ (−Y )) = I \ υ∗(Y ∩ (−Y )) are unions of connected
components of I. Furthermore, we have υ∗(Y ∩ (−Y ))0 = υ∗(Y ∩ (−Y )).
The sets υ∗(Y ) and υ∗(Y ) = I \ υ∗(Y ) are unions of connected components of I.
Remark 4.23 The Coxeter group W acts faithfully on Y if and only if υ∗(Y ) = ∅, if and only if
υ∗(Y ) = I. In particular, this is satisfied if Y ◦ 6= ∅, or equivalently Y − Y = h∗.
4.7 The dimension function
Let R ∈ Fa(Y ). The dimension dim(R) of R is defined as the dimension of its linear hull R−R.
Proposition 4.24 The dimension function dim : Fa(Y ) → N0 is a strongly monotone W-invariant
function.
Proof: Trivially, this function is monotone and W-invariant. Let R1, R2 ∈ Fa(Y ) such that R1 ⊆ R2
and dim(R1) = dim(R2). Since R1 − R1 ⊆ R2 − R2, and dim(R1 − R1) = dim(R2 − R2), we find
R1 − R1 = R2 −R2. If we intersect with Y on both sides we get R1 = R2. 
4.8 Intervals
Let R1, R2 ∈ Fa(Y ) such that R1 ⊆ R2. The interval with endpoints R1, R2 is defined by
[R1, R2] := {R ∈ Fa(Y )|R1 ⊆ R ⊆ R2} .
Recall that for the action of W on Fa(Y ) the pointwise stabilizer of [R1, R2], the stabilizer of [R1, R2]
as a whole are
ZW([R1, R2]) := {σ ∈ W|σR = R for all R ∈ [R1, R2]} ,
NW([R1, R2]) := {σ ∈ W|σ[R1, R2] = [R1, R2]} ,
and that ZW([R1, R2]) is normal in NW([R1, R2]). The quotient group NW([R1, R2])/ZW([R1, R2])
acts faithfully on [R1, R2].
We may restrict our investigation to intervals with endpoints in Υ: By Theorem 4.11 there exist
τ ∈ W and uniquely determined R′1, R′2 ∈ Υ such that R1 = τR′1 and R2 = τR′2. Clearly, we have
[R1, R2] = τ [R
′
1, R
′
2].
Proposition 4.25 Let R1, R2 ∈ Υ such that R1 ⊆ R2. Then we have
NW([R1, R2]) =Wυ(R1)∩υ(R2). (89)
Moreover,
υ(R1) ∩ υ(R2) = υ∗(R1) ∪˙ υ∗(R2) ∪˙ (υ∗(R1) ∩ υ∗(R2)) (90)
is a decomposition into three separated parts, and we have
ZW([R1, R2]) =Wυ∗(R1)∪υ∗(R2)∪L, (91)
where L is either empty or a nonempty union of connected components of υ∗(R1) ∩ υ∗(R2).
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Proof: From Theorem 4.3 (a) we get NW(R1) = Wυ(R1) and NW(R2) = Wυ(R2). To prove (89) we
have to show
NW([R1, R2]) = NW(R1) ∩NW(R2).
Let σ ∈ NW([R1, R2]). Then σR1, σR2 ∈ [R1, R2]. In particular, R1 ⊆ σR1 and σR2 ⊆ R2, from which
we find σR1 = R1 and σR2 = R2 by Corollary 4.9. Now let σ ∈ NW(R1) ∩NW(R2) and R ∈ [R1, R2].
From R1 ⊆ R ⊆ R2 we get
R1 = σR1 ⊆ σR ⊆ σR2 = R2,
which shows that σR ∈ [R1, R2].
It is easy to see that (90) is a decomposition whose parts are separated. We have
ZW([R1, R2]) =
⋂
R∈[R1,R2]
NW(R) ⊆ Wυ(R1)∩υ(R2),
where NW(R) are parabolic subgroups of W for all R ∈ [R1, R2]. Hence ZW([R1, R2]) is a parabolic
subgroup of Wυ(R1)∩υ(R2), see for example Section 3 of [Nu]. Since ZW([R1, R2]) is also normal in
Wυ(R1)∩υ(R2), it follows easily that it is a standard parabolic subgroup given by the empty set or by a
nonempty union of connected components of υ(R1) ∩ υ(R2).
Let R ∈ [R1, R2]. If i ∈ υ∗(R1) then αi ∈ R1 − R1 ⊆ R − R. Hence σi fixes (R − R) ∩ Y = R as
a whole. If i ∈ υ∗(R2) then σi fixes R2, and also R ⊆ R2 pointwise. Since the decomposition (90) is
separated, we have shown (91). 
If ∅ 6= J ⊆ I then (h, (Hi, Li)i∈J ) is a linear Coxeter system, and (h, (hj)j∈J , (αj)j∈J ) is a root
base of the linear Coxeter system with generalized Cartan matrix AJ = (aij)i,j∈J . Its linear Coxeter
group is WJ . We denote by C(J) its fundamental chamber and by X(J) its Tits cone. To avoid case
differentiations in the formulation of some results we define
C(∅) := C − C = h∗ and X(∅) := X − C = h∗. (92)
Some parts of the following Proposition have been given for integral free linear Coxeter systems as
Lemma 1.13 of [Lo]. A part of (a) has been given for symmetric linear Coxeter systems as Lemma 4.2
(f) of [D].
Proposition 4.26 Let J ⊆ I be facial.
(a) We have C(J) = C−FJ . Moreover, K ⊆ J is facial for (h, (Hi, Li)i∈J ) if and only if it is facial
for (h, (Hi, Li)i∈I). In this case
FK(J) = FK + (F J − F J ) and FK(J) = FK − F J . (93)
(b) We have X(J) = X − F J .
Proof: The proposition holds for J = ∅ by the definitions (92). Let ∅ 6= J ⊆ I be facial and K ⊆ J .
We first show that
FK(J) = FK + (F J − F J). (94)
Since J is facial we find from Proposition 3.26 that there exists µ0 ∈ FJ = ri(FJ ), and we have
F J − F J = {λ ∈ h∗ | λ(hj) = 0 for all j ∈ J}. Hence the inclusion “⊇” in (94) is trivial. Clearly, the
reverse inclusion “⊆” in (94) holds for FK(J) = ∅. If λ ∈ FK(J) then we have
λ = (λ+ tµ0)− tµ0 ∈ FK − R+µ0 ⊆ FK + (F J − F J)
all sufficiently big t ∈ R+.
From (94) and Proposition 3.27 (a) we conclude that K ⊆ J is facial for (h, (Hi, Li)i∈J) if and
only if it is facial for (h, (Hi, Li)i∈I). Moreover, the first formula of (93) holds. The second formula
of (93) can be proved similarly.
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Part (b) can be proved similarly to the corresponding part of Lemma 1.13 of [Lo] if the description
(17) of the Tits cone given in Theorem 3.6 is used. 
The following theorem is the main theorem on intervals. It identifies an interval with the face lattice
of some invariant convex subcone of a Tits cone, for which the whole theory developed so far can be
applied.
Theorem 4.27 Let R1, R2 ∈ Υ such that R1 ⊆ R2 and set J := υ∗(R1) ∩ υ∗(R2).
(a) The convex cone R2 −R1 is a WJ -invariant subcone of the Tits cone X(J) such that
(R2 −R1) ∩ C(J) = (R2 ∩ C) + (R1 −R1) = (R2 ∩ C)− (R1 ∩ C).
(b) A WJ -equivariant isomorphism of partially ordered sets is given by:
[R1, R2] → Fa(R2 −R1)
R 7→ R −R1 (95)
It also preserves the dimension of the faces.
Proof: To (b): We have R2 −R1 = R2 + (R1 −R1), where R1 −R1 is a linear space. If we show
{F ∈ Fa(R2) | (R1 −R1) ∩ (R2 − F ) ⊆ F − F} = [R1, R2], (96)
then we find from Lemma 1.3 that (95) is an isomorphism of partially ordered sets.
Let F ∈ Fa(R2) such that (R1 −R1)∩ (R2 − F ) ⊆ F −F . Intersecting both sides with R2 we find
R1 ⊆ F . Hence in (96) the inclusion “⊆” holds. If F ∈ [R1, R2] then trivially R1−R1 ⊆ F −F . Hence
in (96) the inclusion “⊇” holds.
The map (95) is WJ -equivariant because of WJ ⊆ Wυ∗(R1) = ZW(R1). It is dimension preserving
because for R ∈ [R1, R2] the linear space R−R is the linear hull of R and of R−R1.
To (a): To prepare the proof we first show some formulas. We get
Y −R1 = Y + (R1 −R1) = Y +
(
(R1 ∩ C)− (R1 ∩C)
)
= Y − (R1 ∩ C). (97)
from Corollary 4.4. Similarly, we find
R2 −R1 = R2 − (R1 ∩ C), (98)
and also
(Y ∩ C) + (R1 −R1) = (Y ∩ C)− (R1 ∩ C), (99)
(R2 ∩ C) + (R1 −R1) = (R2 ∩ C)− (R1 ∩ C). (100)
Furthermore, we show that the set in (100) is the intersection of the sets in (98), (99), i.e.,
(R2 −R1) ∩
(
(Y ∩C) + (R1 −R1)
)
= (R2 ∩ C)− (R1 ∩ C). (101)
Trivially, the inclusion “⊇” holds. To show the reverse inclusion we use the equalities (98), (99). Let
λ2 ∈ R2, λ ∈ Y ∩ C, and λ1, λ′1 ∈ R1 ∩ C such that
λ2 − λ1 = λ− λ′1.
Since R1 ⊆ R2, we get
R2 ∋ λ2 + λ′1 = λ+ λ1 ∈ C,
which shows that
λ2 − λ1 = (λ2 + λ′1)− (λ1 + λ′1) ∈ (R2 ∩ C)− (R1 ∩ C).
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We set L := υ∗(R1), which is a facial subset of I by Theorem 4.3 (b). The convex cone Y −R1 is
WL-invariant, and from equation (97), Theorem 4.3 (b), and Proposition 4.26 we find
Y −R1 = Y − (R1 ∩ C) = Y − (R1 ∩ FL) ⊆ X − FL = X(L).
We now show that
Y −R1 =WL
(
(Y ∩ C) + (R1 −R1)
)
. (102)
The inclusion “⊇” is obvious. R1 is fixed pointwise by WL. Hence for the reverse inclusion it is
sufficient to show that Y is contained in the set on the right in (102). Let λ ∈ Y . Choose µ0 ∈ R1∩FL,
which is possible by Theorem 4.3 (b). We have µ0 ∈ FL = ri(FL) by Proposition 3.26. It is easy to
see that
C − FL = C + (FL − FL) = C + (FL − R+0 µ0) = C − R+0 µ0.
It follows from Proposition 4.26 that there exist σ ∈ WL, µ ∈ C, r ∈ R+0 such that λ = σ(µ − rµ0).
We obtain
C ∋ µ = σ−1λ+ rµ0 ∈ Y +R1 ⊆ Y,
which shows that µ ∈ Y ∩ C. Thus λ = σ(µ− rµ0) is contained in the set on the right in (102).
By (99), by Theorem 4.3 (b), and Proposition 4.26 we get
(Y ∩ C) + (R1 −R1) = (Y ∩ C)− (R1 ∩ C) = (Y ∩ C)− (R1 ∩ FL) ⊆ C − FL = C(L).
Because C(L) is a fundamental domain for the WL-action on X(L), we find from (102) that
(Y −R1) ∩ C(L) = (Y ∩C) + (R1 −R1). (103)
Since R2 ∈ [R1, Y ], it follows from (b) that R2−R1 is a face of Y −R1. The linear hull of R2−R1
is R2 −R2. Hence ri(R2 −R1) ⊇ ri(R2), which has nonempty intersection with C ⊆ C(L), and
υ∗(R2 −R1) = { i ∈ L|αi ∈ R2 −R2} = L ∩ υ∗(R2) = J.
From Theorem 4.3 (b) we obtain
R2 −R1 =WJ
(
(R2 −R1) ∩ C(L)
)
,
where in addition
(R2 −R1) ∩ C(L) = (R2 −R1) ∩ (Y −R1) ∩C(L) = (R2 ∩ C)− (R1 ∩ C)
by (103) and (101). We conclude from C(L) ⊆ C(J) that R2 − R1 is a WJ -invariant convex subcone
of X(J). Since C(J) is a fundamental domain for the WJ -action on X(J), we get
(R2 −R1) ∩ C(J) = (R2 −R1) ∩C(L).

4.9 Chains in intervals
If Y is a Weyl group invariant polyhedral cone obtained by a normal reductive linear algebraic
monoid as explained in the introduction, then all maximal chains of Fa(Y ) have the same length.
Furthermore, the lower and upper type maps are determined by the type map, i.e., for S ∈ Υ we have
υ∗(S) =
⋂
R∈Υ, R⊆S
υ(R) and υ∗(S) =
⋂
R∈Υ, R⊇S
υ(R) ;
see Section 7, in particular, Lemma 7.15 of [R 3]. If Y is an arbitray Coxeter group invariant convex
subcone of the Tits cone X which contains the zero, then these properties do not need to hold, even if
the convex cone Y ∩C is finitely generated. In particular, these properties do not need to hold for the
Tits cone X itself, which is easy to see. However, we show in this subsection that these properties can
be generalized for certain parts of Fa(Y ), which will be reached in Corollary 4.34 below.
We first investigate chains of faces of Y , where the dimensions of successive faces differ by one.
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Theorem 4.28 Let R1, R2 ∈ Υ such that
R1 ⊆ R2 and dim(R1) = dim(R2)− 1.
Then the following equivalent equations hold:
(a) υ∗(R1) ∩ υ∗(R2) = ∅.
(b) υ∗(R2) = υ∗(R1) ∩ υ(R2).
(c) υ∗(R1) = υ(R1) ∩ υ∗(R2).
(d) υ(R1) ∩ υ(R2) = υ∗(R1) ∪ υ∗(R2).
Proof: We first show (a) indirectly. Suppose there exists i ∈ υ∗(R1) ∩ υ∗(R2). Clearly, R1 − R1 ⊆
R2 − R2. Since i ∈ υ∗(R1), we have
R1 −R1 ⊆ {λ ∈ h∗|λ(hi) = 0} .
Since i ∈ υ∗(R2), we have αi ∈ R2 −R2. From αi(hi) = 2 we conclude that
R1 −R1 ⊆ {λ ∈ R2 −R2|λ(hi) = 0} $ R2 −R2.
By the dimension condition, the first inclusion is an equality. Intersecting both sides with Y we obtain
R1 = {λ ∈ R2|λ(hi) = 0} . (104)
Now we choose an element λ ∈ R2 \ R1. Since i ∈ υ∗(R2), it is σiλ ∈ R2. Because R1 is a face of R2
we find λ+ σiλ ∈ R2 \R1. However, (λ+ σiλ)(hi) = 0 contradicts (104).
To show the equivalence of (a) - (d) we make use of υ∗(R1) ⊇ υ∗(R2) and υ∗(R1) ⊆ υ∗(R2) without
mentioning it further. The equivalence of (a) and (b) follows from the equation
υ∗(R1) ∩ υ(R2) = υ∗(R1) ∩ (υ∗(R2) ∪˙ υ∗(R2)) = (υ∗(R1) ∩ υ∗(R2)) ∪˙ (υ∗(R1) ∩ υ∗(R2))
= υ∗(R2) ∪˙ (υ∗(R1) ∩ υ∗(R2)) .
The equivalence of (a) and (c) follows from the equation
υ(R1) ∩ υ∗(R2) = (υ∗(R1) ∪˙ υ∗(R1)) ∩ υ∗(R2) = (υ∗(R1) ∩ υ∗(R2)) ∪˙ (υ∗(R1) ∩ υ∗(R2))
= (υ∗(R1) ∩ υ∗(R2)) ∪˙ υ∗(R1).
The equivalence of (a) and (d) follows from the equation
υ(R1) ∩ υ(R2) = (υ∗(R1) ∪˙ υ∗(R1)) ∩ (υ∗(R2) ∪˙ υ∗(R2))
= (υ∗(R1) ∩ υ∗(R2)) ∪˙ (υ∗(R1) ∩ υ∗(R2)) ∪˙ (υ∗(R1) ∩ υ∗(R2)) ∪˙ (υ∗(R1) ∩ υ∗(R2))
= υ∗(R2) ∪˙ (υ∗(R1) ∩ υ∗(R2)) ∪˙ ∅ ∪˙υ∗(R1).

Corollary 4.29 Let R ∈ Υ such that dim(R) = dim(Y )− 1. Then R is maximal in Υ \ {Y } and
υ∗(R) = υ∗(Y ).
Let S ∈ Υ such that dim(S) = dim(Y ∩ (−Y )) + 1. Then S is minimal in Υ \ {Y ∩ (−Y )} and
υ∗(S) = υ∗(Y ∩ (−Y )).
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Proof: Proposition 4.24 shows that R is maximal in Υ \ {Y }, and S is minimal in Υ \ {Y ∩ (−Y )}.
From υ(Y ) = I and Theorem 4.28 (b) we get υ∗(R) = υ∗(Y ). From υ(Y ∩ (−Y )) = I and Theorem
4.28 (c) we obtain υ∗(S) = υ∗(Y ∩ (−Y )). 
For R ∈ Υ we have υ(R) = υ∗(R) ∪˙ υ∗(R), where υ∗(R) and υ∗(R) are separated. This generalizes
for certain chains as follows:
Corollary 4.30 Let R1 ⊆ R2 ⊆ · · · ⊆ Rm be a chain in Υ such that
dim(Rk) = dim(Rk−1) + 1, k = 2, 3, . . . , m.
Then we have
m⋂
k=1
υ(Rk) = υ
∗(R1) ∪˙ υ∗(Rm).
Furthermore, υ∗(R1) and υ∗(Rm) are separated.
Proof: We prove the Corollary by induction over m. Clearly, it holds for m = 1. Let m > 1. By
induction we get
m⋂
k=1
υ(Rk) =
m−1⋂
k=1
υ(Rk) ∩ υ(Rm) = (υ∗(R1) ∪ υ∗(Rm−1)) ∩ υ(Rm)
= (υ∗(R1) ∩ υ(Rm)) ∪ (υ∗(Rm−1) ∩ υ(Rm)) .
By Proposition 4.6 we have υ∗(R1) ⊆ υ∗(Rm) ⊆ υ(Rm). Therefore, the term in the first bracket is
equal to υ∗(R1). The term in the second bracket is equal to υ∗(Rm) by Theorem 4.28 (b). Furthermore,
υ∗(R1) ⊆ υ∗(Rm) and υ∗(Rm) are disjoint, and even separated. 
Proposition 4.31 Let R1, R2 ∈ Υ such that R1 ⊆ R2. If there exists a chain of faces between R1 and
R2 such the dimensions of successive faces differ by one, then
ZW([R1, R2]) =Wυ∗(R1)∪υ∗(R2).
Proof: Because of Proposition 4.25 we only have to show the inclusion “⊆”. We find from Theorem
4.11 and Proposition 4.24 that there exists a chain R1 = S1 ⊆ S2 ⊆ · · · ⊆ Sm = R2 in Υ such that
dim(Sk+1) = dim(Sk) + 1 for k = 1, . . . , m− 1. By Corollary 4.30 we have
m⋂
k=1
υ(Sk) = υ
∗(R1) ∪ υ∗(R2).
If σ ∈ ZW([R1, R2]) then σSk = Sk for all k = 1, . . . , m. Hence by Theorem 4.3 (a) we obtain
σ ∈
m⋂
k=1
Wυ(Sk) = W⋂m
k=1
υ(Sk)
= Wυ∗(R1)∪υ∗(R2).

To draw further conclusions we restrict the form of the convex cone Y ∩ C in the next theorem.
Theorem 4.32 Let the convex cone Y ∩ C be finitely generated. Let R1, R2 ∈ Υ such that R1 ⊆ R2.
If
(υ∗(R1) ∩ υ∗(R2))0 = υ∗(R1) ∩ υ∗(R2)
then we have:
(a) The interval [R1, R2] is finite, and Wυ∗(R1)∩υ∗(R2) acts faithfully on [R1, R2].
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(b) The dimensions of successive faces of every maximal chain in [R1, R2] differ by one. In particular,
every maximal chain in [R1, R2] has the length dim(R2)− dim(R1) + 1.
(c) We have
υ∗(R1) ∪˙ υ∗(R2) =
⋂
R∈Υ
R1⊆R⊆R2
υ(R) .
Proof: We set J := υ∗(R1)∩υ∗(R2) and use Theorem 4.27 and its notation for the proof. Since Y ∩C
is a finitely generated convex cone, also its faces R2 ∩ C, R1 ∩ C, and
(R2 −R1) ∩ C(J) = (R2 ∩ C)− (R1 ∩ C)
are finitely generated convex cones. By the assumption J0 = J the group WJ is finite. Therefore,
R2 −R1 =WJ
(
(R2 −R1) ∩C(J)
)
is a finitely generated convex cone, which is also polyhedral by Theorem 4.23 of [La]. From Corollary
8.5 and 8.6 of [Brø] it follows that Fa(R2−R1) is finite, and the dimensions of successive faces of every
maximal chain in Fa(R2 −R1) differ by one. Because
[R1, R2] → Fa(R2 −R1)
R 7→ R−R1
is an isomorphism of partially ordered sets which preserves the dimension of the faces, we find that
[R1, R2] is finite and has the property described in (b).
From Proposition 4.25 and 4.31 we conclude that
Wυ∗(R1)∩υ∗(R2) ∼= NW([R1, R2])/ZW([R1, R2])
acts faithfully on [R1, R2].
Every R ∈ [R1, R2] ∩ Υ is contained in a maximal chain of [R1, R2] ∩ Υ. It follows easily from
Theorem 4.11 that a maximal chain of [R1, R2] ∩Υ is also a maximal chain in [R1, R2]. In particular,
the dimensions of successive faces differ by one. From Corollary 4.30 we get
⋂
R∈Υ
R1⊆R⊆R2
υ(R) =
⋂
max. chains Γ in [R1,R2]∩Υ
⋂
R∈Γ
υ(R) = υ∗(R1) ∪˙ υ∗(R2).

For every R ∈ Υ the set υ∗(R) is facial by Theorem 4.3 (b). Hence we get by Theorem 3.38 a
partition
Υ =
⋃˙
Θ special facial
Υ(Θ) (105)
where some of the parts
Υ(Θ) := {R ∈ Υ|υ∗(R)∞ = Θ} , Θ special facial,
may be empty.
The faces of the Tits cone X are exposed faces. For every face of the Tits cone X we obtain by
intersection with Y an exposed face of Y . In particular,
Y ∩R(Θ), Θ special facial,
are exposed faces of Y .
Theorem 4.33 Let Θ ⊆ I be special facial. The following are equivalent:
61
(i) Υ(Θ) 6= ∅.
(ii) Y ∩ ri(R(Θ)) 6= ∅.
In this case Y ∩R(Θ) is the biggest element of Υ(Θ), and υ(Y ∩R(Θ)) = Θ ∪Θ⊥.
Proof: “(i)⇒(ii)”: Let R ∈ Υ such that υ∗(R)∞ = Θ. We find from Theorem 4.3 (b) and Corollary
3.54 that ∅ 6= R ∩ Fυ∗(R) ⊆ ri(R(Θ)).
“(ii)⇒(i)”: We show that Y ∩ R(Θ) ∈ Υ(Θ), and that it satisfies the remaining statements of the
theorem. Since Y ∩ R(Θ) ∈ Fa(Y ), there exist τ ∈ W , S ∈ Υ such that Y ∩ R(Θ) = τS. By the
definition of R(Θ) and by Theorem 4.3 (b) we get
WΘ⊥(Y ∩ FΘ) = τWυ∗(S)(S ∩ F υ∗(S)) and S ∩ Fυ∗(S) 6= ∅.
Furthermore, from (ii) and Theorem 3.55 (a) we find that there exists Θf ⊆ Θ⊥, (Θf )0 = Θf such
that WΘ⊥(Y ∩FΘ∪Θf ) 6= ∅. Comparing the types of the facets with nonempty intersection with Y we
get Θ ⊆ υ∗(S) ⊆ Θ∪Θf , from which we find υ∗(S)∞ = Θ. We also obtain υ∗(S) ⊆ υ∗(S)⊥ ⊆ Θ⊥ and
υ(S) = υ∗(S) ∪ υ∗(S) ⊆ Θ ∪Θ⊥.
Now let λ ∈ S ∩ Fυ∗(S) Then there exist λ′ ∈ Y ∩ FΘ, σ ∈ WΘ⊥ ⊆ NW(R(Θ)) such that σλ′ = τλ.
It follows that λ′ = λ and σ−1τ ∈ Wυ∗(S) ⊆ NW(S). We get
Y ∩R(Θ) = σ−1(Y ∩R(Θ)) = σ−1τS = S.
From υ(R(Θ)) = Θ ∪Θ⊥ we obtain the inclusion Θ ∪Θ⊥ ⊆ υ(Y ∩R(Θ)).
It remains to show that Y ∩R(Θ) is the biggest element of Υ(Θ). Let R ∈ Υ(Θ). Since υ∗(R) and
υ∗(R) are separated, we get Θ = υ∗(R)
∞ ⊆ υ∗(R) and υ∗(R)0 ∪ υ∗(R) ⊆ Θ⊥. If we use Theorem 4.3
(b) to describe R we find
R =Wυ∗(R)(R ∩ F υ∗(R)) ⊆ WΘ⊥FΘ = R(Θ),
which shows that R ⊆ Y ∩R(Θ). 
The partition (105) of Υ induces a partition
Fa(Y ) =
⋃˙
Θ special facial
Fa(Y )Θ (106)
where some of the parts
Fa(Y )Θ :=W Υ(Θ), Θ special facial,
may be empty. From Theorem 4.32 we obtain the following corollary.
Corollary 4.34 Let the convex cone Y ∩C be finitely generated, and Θ ⊆ I be special facial.
(a) If R1, R2 ∈ Fa(Y )Θ such that R1 ⊆ R2, then every maximal chain between R1 and R2 is
contained in Fa(Y )Θ. The dimensions of its successive faces differ by one. In particular, it has
the length dim(R2)− dim(R1) + 1.
(b) If R1, R2 ∈ Υ(Θ) such that R1 ⊆ R2, then
υ∗(R1) ∪˙ υ∗(R2) =
⋂
R∈Υ(Θ)
R1⊆R⊆R2
υ(R) .
Proof: Let R1, R2 ∈ Fa(Y )Θ such that R1 ⊆ R2. By Theorem 4.11 there exist τ ∈ W and uniquely
determined R′1, R
′
2 ∈ Υ, R′1 ⊆ R′2, such that R1 = τR′1 and R2 = τR′2. It follows that
[R1, R2] = τ [R
′
1, R
′
2] with R
′
1, R
′
2 ∈ Υ(Θ).
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We now show
[R′1, R
′
2] ⊆ Fa(Y )Θ.
Let R′ ∈ [R′1, R′2]. From Theorem 4.11 we find that there exist σ ∈ W and a uniquely determined
R′′ ∈ Υ such that R′ = σR′′ and
R′1 ⊆ R′′ ⊆ R′2.
We find υ∗(R
′
1) ⊇ υ∗(R′′) ⊇ υ∗(R′2), from which we get
Θ = υ∗(R
′
1)
∞ ⊇ υ∗(R′′)∞ ⊇ υ∗(R′2)∞ = Θ.
We conclude that R′′ ∈ Υ(Θ) and R′ = σR′′ ∈ Fa(Y )Θ.
Therefore, it is sufficient to show the corollary for R1, R2 ∈ Υ(Θ) such that R1 ⊆ R2. By definition,
υ∗(R1)
∞ = υ∗(R2)
∞ = Θ. Because of Θ ∩ υ∗(R2) ⊆ υ∗(R2) ∩ υ∗(R2) = ∅ we get
υ∗(R1) ∩ υ∗(R2) =
(
Θ ∪ υ∗(R1)0
) ∩ υ∗(R2) = υ∗(R1)0 ∩ υ∗(R2),
which is either empty or has only connected components of finite type. Now the Corollary follows from
Theorem 4.32. 
Corollary 4.35 Let the convex cone Y ∩ C be finitely generated. Let Θ ⊆ I be special facial such
that Υ(Θ) 6= ∅. Then every face in Υ(Θ) is an exposed face of the biggest face Y ∩R(Θ) ∈ Υ(Θ). In
particular, the faces in Fa(Y )υ∗(Y )∞ are exposed faces of Y .
Proof: Let R ∈ Υ(Θ). Then R is a face of Y ∩R(Θ). As we have seen in the proof of Corollary 4.34
we have
(υ∗(R) ∩ υ∗(Y ∩R(Θ)))0 = υ∗(R) ∩ υ∗(Y ∩R(Θ)).
As in the proof of Theorem 4.32 we find that (Y ∩ R(Θ))− R is a finitely generated convex cone. Its
faces are exposed. In particular, R− R is an exposed face of (Y ∩R(Θ))−R. It follows that R is an
exposed face of Y ∩R(Θ). 
4.10 Invariant convex subcones containing the dual imaginary cone
The following theorem has been given for free integral linear Coxeter systems as Proposition 2.4 in
[Lo]. For general linear Coxeter systems it can be proved similarly.
Theorem 4.36 Let λ ∈ C ∩X◦. Then
co(Wλ) ∩ C = (λ−
∑
i∈I
R+0 αi) ∩ C.
Similarly to the definition of the imaginary cone Z ⊆ h in (55), we define the dual imaginary cone
Z∨ ⊆ h∗ by
Z∨ :=
⋃
σ∈W
σK∨ = (−X) ∩
⋂
σ∈W
σ(
∑
i∈I
R+0 αi),
where K∨ := (
∑
i∈I R
+
0 αi) ∩ (−C) is a closed convex cone, even finitely generated.
Corollary 4.37 If W acts faithfully on Y , and Y ∩ C is closed, then we have −Z∨ ⊆ Y .
Proof: It is sufficient to show −K∨ ⊆ Y . Let β ∈ K∨ = (∑i∈I R+0 αi)∩ (−C). SinceW acts faithfully
on Y we have υ∗(Y ) = ∅. Hence by Theorem 4.3 (b) there exists an element λ ∈ Y ∩ C. By Theorem
4.36 we obtain
C ∋ rλ − β ∈ co(W(rλ)) ⊆ Y for all r ∈ R+,
because Y is a W-invariant convex cone. Since Y ∩ C is closed, we get −β ∈ Y ∩C as r → 0. 
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Corollary 4.38 Let Iind = I. Then −Z∨ is the smallest W-invariant convex subcone of X containing
the zero, such that W acts faithfully on −Z∨, and (−Z∨) ∩C is closed.
Proof: We have (−Z∨) ∩ C = −K∨, which is closed. Since Iind = I, we conclude from Theorem 4.3
(Ind) of [K] that there exists r ∈ (R+)I such that Ar ∈ (R−)I . The group W acts faithfully on −Z∨,
because −∑i∈I riαi ∈ (−∑i∈I R+αi) ∩ C ⊆ −K∨ ⊆ −Z∨ is fixed only by 1 ∈ W . Now the corollary
follows from Corollary 4.37. 
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