Bootstrap methods are considered in the application of statistical process control because they can deal with unknown distributions and are easy to calculate using a personal computer. In this study we propose the use of bootstrap-t multivariate control technique on the minimax control chart. The technique takes care of correlated variables as well as the requirement of the distributional assumptions needed for the operation of the minimax control chart. The bootstrap-t technique provides the mean ˆB  of all the bootstrap estimators
Introduction
The high rate of interest in multivariate control charts is now on increase after a volume of research in all areas of univariate control charts. Multivariate control charts have the advantage of being able to monitor multiple quality characteristics simultaneously for both changes in the mean vector and the correlation structure while maintaining a specified probability of Type I error (α). Multivariate control charts are at a disadvantage because it is difficult to identify which subset of the quality characteristics are responsible for a signal since any single characteristic or combination of characteristics could have experienced a shift in mean value, variance, or correlation.
Many industrial applications today have several correlated quality characteristics that needed to be monitored simultaneously. Each item in the sample is inspected and the values of each of its quality characteristics are determined. The information from the sample, contained in the sample statistics, is used to determine whether the process appears to be in control with reasonable variation. If the mean vector of one or more of the variables appears to have deviated from its desired value, or if the variation in one or more of the variables seems to have increased, the process is considered out of control [1] .
The development of multivariate control charts originates from the work by [2] . [3] provided a general framework on constructing control charts for both univariate and multivariate situations. [4] proposed a bootstrap control chart that can monitor both independent and dependent observations. [5] discussed the performance of techniques for constructing bootstrap control charts, [6] proposed a bootstrap control chart based on the BirnbaumSaunders distribution, and [7] proposed median control charts whose control limits were determined by estimating the variance of the sample median via the bootstrap technique. Recent work by [8] proposed a bootstrapbased multivariate T 2 control chart that can efficiently monitor a process when the distribution of observed data is non-normal or unknown. The concept of minimax control chart for multivariate quality control was introduced by [9] . The minimax control chart uses the joint probability distribution of the maximum and minimum standardized sample means to obtain the control limits for monitoring purposes. This chart operates under the assumptions of normality and uncorrelated variable. [10] uses a non-linear polynomial function approach to solve the problem of normality assumption needed to obtain the control limits for the minimax control chart. In this paper, we introduce the concept of bootstrapping technique to address the issues of uncorrelated variables as well as the distributional assumptions of minimax control charts. Furthermore, the control limits for minimax control chart were determined for varying level of significance to enable process control operators to make a robust choice of control limits that will suite their purpose.
Method
The minimax control chart developed by [9] is similar to the charts proposed by [11] and [12] . The minimax control chart also uses the minimum and maximum standardized sample means to make the decision if the process should be considered in control or out of control. However, the minimax chart uses both lower and upper control limits on both the maximum and minimum standardized sample means. This is facilitated by the development of the capability to determine the value of the joint density function of the maximum and minimum standardized sample means. This not only facilitates a method for setting the control limits, but also allows for the comparison of the performance of the minimax chart relative to other charts through computation of the outof-control average run length.
The minimax chart operates by controlling the minimum and maximum standardized sample means. The correlation between the quality characteristic variables, which is assumed to be known, is incorporated into the construction of the control limits for the minimum and maximum standardized sample mean. In addition, the chart operates at a relatively low and fixed probability of Type I error (α). There are several advantages of using the minimax control chart. Although the construction of the chart is fairly complex, the application of the chart is extremely straight-forward. The computations involve the standardization of each of the mean quality characteristic values. The maximum and minimum of these values are then plotted, each against its upper and lower control limits.
The minimax chart monitors p quality characteristics simultaneously. At fixed time intervals, a sample of size n is taken and the value of each of the quality characteristics is determined. Let Xij represent the value of quality characteristic i of item j for and
, n , and let
the sample mean value for each quality characteristic. Although the observations may be correlated within each sample, the samples are assumed independent of each other. In addition, it is assumed that X is distributed with a multivariate normal distribution with known process mean vector and covariance 
Note that Z i is simply the standardized sample mean for the ith quality measure and Z [i] is an order statistic defining the ith smallest value of the p standardized sample means. Therefore Z [1] and Z [p] are determined from
There are four control limits for the minimax chart. These are UCL [1] and LCL [1] i.e. the respective upper and lower control limits for Z [1] and UCL [p] and LCL [p] are the respective upper and lower control limits for Z [p] . It should be noted that the minimax chart is essentially two dependent charts. One chart monitors and controls Z [1] and the other chart monitors and controls Z [p] . The charts are dependent because the joint distribution of Z [1] and Z [p] is used to construct the control limits. The probability of a Type I error, α, is the sum of the probabilities of a Type I error in the Z [1] chart, 1 , and a Type I error in the Z [p] chart, α [p] .

In this paper, the control limits proposed by [9] for the minimax control chart were adopted. These control limits are given in Equation (2)
These control limits are function of the probability of Type I error    ,  and the distribution of the transformed variable. It is worthy to note that the control limits depends heavily on the value of  chosen. Therefore, we consider varying the value of  to obtain the four control limits of the minimax control chart.
Bootstrap-T Method
The bootstrap method, introduced by [13] , is a powerful tool for estimating the sampling distribution of a given statistic. The bootstrap estimate of the sampling distribution is generally better than the normal approximation     based on the central limit theorem (cf. [14] and [15] ), even if the statistic is not standardized (cf. [16] and [17] ). Let shown to be negligible by the proposition derived by [14] and [15] ). The bootstrap technique provides the mean B  of all the bootstrap estimators
where î  is the estimate using the bootstrap sample and B is the number of bootstraps. th i 1 2 , , ,
The bootstrap handles cases where a standard distribution cannot be assumed. The control limit is estimated by resampling the observed data to estimate the distribution of the observed variable. For many problems in statistics, we are interested in the distribution of values from a random sample of the population. If the underlying distribution from which the values are drawn is known, we can use developed theory to generate the sampling distribution. [13] proposed the use of bootstrapping when there is little or no significant information about the underlying distribution. The idea behind the bootstrap is very simple, namely that (in the absence of any other information), the sample itself offers the best guide of the sampling distribution. By resampling with replacement from the original sample, we can create a bootstrap sample, and use the empirical distribution of our estimator in a large number of such bootstrapped samples to construct confidence intervals and tests for significance. In this paper, the bootstrap-t method is employed.
The bootstrap-t method procedure directly estimates the standard normal distribution (Z) from the data, much like the use of the normal and t tables. We generate B bootstrap samples 
In this study we adopt the bootstrap-t method given in Equation (4) to generate the data set that we used to obtain the control limits for the minimax control chart developed by [9] . The vector 
. Also, the minimum standardized sample mean is defined as the minimum of the elements of the bootstrap vector
. These mi-Z Z as given by nimum and maximum statistics are then implemented on the control limits in Equation (2).
Results
The data used in this study for illustrative purpose were collected from the production line of a soft drinks manufacturing company in Nigeria. We considered five important quality characteristics of the soft drink. These are: X 1 = Contents in ml, X 2 = Brix, X 3 = pressure, X 4 = CO 2 , and X 5 = Temperature. The data was first tested for autocorrelation and it was discovered that the data are uncorrelated. Thereafter, the data was bootstrapped using the approach described in Section 2. The result of the bootstrap analysis is presented in Table 1 .
To obtain the control limits in Equation (2), an algorithm was developed and implemented on C language using different levels of significance (  ) from 1% to 50%. The Control limits for five variables case considered in this study were determined for varying level of significance from 0.01 to 0.5. The obtained control limits are presented in Table 2 4
. Discussion of Results
The results in Table 1 represent the summary of the descriptive statistics of the bootstrap data and the original data from the production line, where Table 2 are obtained for five vari- UCL [5] LCL [1] Limit Interval UCL [5] LCL [1] Limit Interval 
will be within the control limits whereas, the minimum value Z b
will be lying outside the lower control limit. However, if the management is interested in taking decision based on 5% level of significance , then the control limits from , the control limit intervals are 3.734 for the maximum and 0.311 for the minimum.
Conclusion
This work used the bootstrap techniques to set up the control limits for a minimax control chart. The control limits for minimax control chart were determined for varying level of significance to enable process control operators to make a robust choice of control limits that will suite their purpose. Furthermore, the derived control limits for a five variable scnerio showed that the smaller the control limit interval, the higher the false alarm rate and hence high Type I error probability. Therefore, the obtained value of control limits in Table 2 will help the management to take decision on the level of significance to use for monitoring purpose. An extension or review of the used algorithm will provide the control limits for multivariate problem with less or greater than five variables.
