Abstract. The paper presents a shadow de- 
Introduction
Shadow detection and elimination is an important topic in the automatic video stream analysis in advanced video surveillance systems. When a scene is analysed by a human, he usually subconsciously ignores the shadow occurrence. In the automatic system, where the object detection is usually based on a background subtraction method [4] shadows are often classified as foreground objects, which alters the size and shape of objects and also results in merging of neighbouring objects. Therefore shadows adversely affect the performance of such algorithms as object tracking, abandoned object detection, object classification (determining if the object is a human, car, animal etc.), identification of human behaviour, etc.
Shadow detection and elimination is present for many years in scientific research. Basically one can distinguish two groups of algorithms for shadow detection. The first method includes detecting a shadow and then removing it from static images i.e. removing a shadow from the face in a photograph [5] . They are usually very computationally complex and not applicable in the real-time analysis of the video stream. The second group consists of methods designed specifically for processing of a video stream. They can be divided into operating on greyscale [2, 7, 8, 17, 19, 21] and colour [11, 13, 14, 15] stream.
They are based on the following characteristics of the shaded area:
• the shaded area is a "darker" version of the original area. This feature is often used to create masks of candidates for the shadow. Unfortunately, this assumption is also true for a number of areas belonging to the object (e.g. shirt or trousers darker than the background, etc.). Furthermore, very dark areas can be either a deep shadow (present in outdoor sequences) or dark parts of objects. In this case, virtually all methods fail -without a semantic analysis (e.g. by detecting individual body parts) it cannot be determined what the dark area actually is,
• the shadow does not change the colour of the surface. This property is only true in certain conditions, for example, in outdoor sequences there are changes in chrominance (the sunlight's chrominance is shifted towards red, and light reflected form sky has a chrominance shifted towards blue), in most cases, in indoor sequences changes in chrominance due to shadow also occur (although they are usually rather small). Analysis of the literature [1, 13, 20] indicates greater usefulness of the HSV and the CIE Lab colour spaces for the detection of shadows,
• the shadow does not change the texture of the surface. This statement is true, but one could take advantage of this property only if there is a clearly visible texture present in the background or on the object surface. Basing on the analysis of several video surveillance sequences it can be concluded that such a situation usually does not occur.
The present work focuses on the issue of detecting the shadows in the greyscale video stream or images.
The problem is more difficult than the analysis of colour stream, because one of three basic properties of the shadow cannot be used, but it is important for several reasons:
• operations on greyscale images are approximately three times less computationally and memory com- • video stream compression algorithms often influence the quality of the chrominance components.
Therefore the analysis of the greyscale video stream is often more reliable.
The main difficulty in the detection of shadows is illustrated in Fig. 1 . In Fig. 1 (c) the result of absolute difference between the current frame and the background model is presented. The point marked in red, which belongs to the object has a brightness of 33, a green point, which is lays in a shadowed area, has a brightness of 74. It is therefore not possible to perform a simple binarization, to separate the person and shadow correctly (obtain a complete silhouette without shadow).
The rest of this paper is organized in the following way.In Section 2 a literature review related to the subject of shadow detection in greyscale images is discussed. The proposed algorithm is described in detail in Section 3 and the obtained results are discussed in Section 4.
Existing shadow detection methods
Most of the work associated with the detection and elimination of the shadow assumes the analysis of colour image or colour video stream. However, there are several works in which the subject of shadow detection in greyscale images is addressed. These approaches can be divided into two groups. The first includes methods using only information about brightness and texture. The other algorithms utilize a heuristic approach (e.g. certain assumptions about the shape of the object, etc.).
In the paper [7] the normalized cross correlation (NCC)
is used to detect shadows. The current scene and the background model are compared. The results are corrected by analysing the quotient image:
where: I -current frame, B -background model. The shadow area must meet the equation:
where: α -usually 0.4 -0.6, β -usually 0.95.
Furthermore the standard deviation of the ratio Q calculated in a small neighbourhood should be low (it was assumed that shadows are homogeneous areas). A similar concept is presented in the work [8] . To detect shadows local mean and standard deviation of the quotient image is used. As a post-processing algorithm morphological operations (dilation, hole filling) are utilized. In the paper [19] the shadow detection is based on the Canny edge detection and a region growing approach. The morphological operations are used for post processing.
In the work [2] an interesting solution of the discussed problem is presented. The first steps are background sub- 
The proposed algorithm
In the presented solution it was decided to use a heuristic approach, in a manner similar to that proposed in [2, 17, 21] . This section describes the designed algorithm. At the outset, the following assumptions were made:
• in the current version of the algorithm a region growing approach (as in works [2, 17] ) will not be used, as it is quite time-consuming procedure and is not applicable in a hardware implementation of the algorithm in reconfigurable devices,
• the algorithm is designed to remove the shadow of objects which shape is similar to the human silhouettes,
• thresholding of the differential image is done with two thresholds: a high (to detect true objects -objects without shadows) and low (to detect the whole object and shadow). The high threshold will be determined automatically,
• the shadow/object classification will be held at the level of a region (area), rather than a single pixel or local context,
• spatial relationship will be used -analysis of the region's position relative to the object (in particular with respect to true objects).
General description
Shadow detection and removal is performed on a foreground object mask, which is the result of background subtraction operation (thresholding of the absolute difference between the current image and the background model). The background model is determined using a running average approach [18] with some extensions. A selective update (updated are only pixels considered as background), and false detection elimination on the basis of similarity to the background was used [9] .
The background subtraction result is subjected to median filtering (window size 3x3), and then thresholded. In the experiments the threshold was set as 5. This value was chosen on the basis of several studies and for the majority of sequences it allows to separate objects (and their shadows) from the background, while eliminating the influence of camera noise. In the case of sequences with high levels of noise it may be necessary to slightly increase the threshold.
In the next step, a connected component analysis is performed and the area of each component is determined.
Further only those objects which are larger than a selected threshold are analyzed.
The method works in two stages. In the first, identification of the parts that will surely belong to the object (not to the shadow) -the so-called true objects -is performed.
In the second the remaining pixels (the potential shadow)
are verified on the basis of similarity to the background 
True object detection
The basis for determining a true object is edge analysis. In papers mentioned in Section 2 it was stated that in the shaded areas there is a small number of edges, usually only in the case of sharp boundaries between the deep shadows and a bright background. Most edges occur at the contour of the object. This observation was also confirmed in the conducted research. Therefore it is possible to determine a new binarization threshold on the basis of those edges. The approach is presented in Fig. 3 . In the first step for the current frame and the corresponding background the Sobel gradients are calculated.
Then the gradient magnitude is determined and thresholded with a rather high threshold to obtain only strong edges ( Fig. 3(d) and 3(e) ). In this work the value 80 is used. In the next step a logical conjunction between the current frame edge mask and input object mask ( Fig. 3(b) )
is performed ( Fig. 3(f) ). Then, from the result the background edge mask is subtracted ( Fig. 3(g) ). In this way only edges belonging to the analyzed object are extracted and the influence of background texture is eliminated. A new threshold is obtained as the average of absolute difference between the current and the background image for pixel lying on the edges multiplied by a constant (in the study the value 0.75 is used). The new thresholding result is presented in Fig. 3(h) . The presented approach was tested on several video surveillance sequences, both recorded for the project SIMPOZ and from publicly available databases (CAN-DELA [3] , iLIDS [6] , PETS [12] ). The results were in most cases satisfactory. The obtained mask included only pixels belonging to parts of objects. However, there are situations where the method does not work correctly. Examples are presented in Fig. 4 .
In all cases the shadow is much darker than the background and will be detected even at binarization with a high threshold. Note that for the presented scenes the causes of problems are light reflections form the floor (particularly visible in the third example - Fig. 4(c) ).
Potential shadow verification
In the second phase, the potential shadow mask is analyzed. It is obtained by subtracting the true object mask (the algorithm is described in the previous section - Fig. 3(h) ) from the input mask (containing both object and shadows - Fig. 3(c) ). The aim is to determine which pixels or areas actually belong to shadow, and which are parts of the object. The analysis uses two criteria: similarity to the background and spatial relationship. described approach is illustrated in Fig. 5 . In Figure 5a the initial object mask and in Figure 5b the true object mask are presented. The subtraction result with overlaid rectangle grid is presented in Figure 5c . Selected areas are shown in Figure 5d . Those marked as green belong to the object and those marked as red belong to the shadow.
In the next step, for each rectangular area the similarity between the current image and the background model is analyzed. The following parameters are examined:
• MB -the difference between mean brightness for the current image and the background model in the area (for a shaded area the scene is darker than the background model),
• ABS STD -the difference between the standard deviation of the area from the current scene and the background model (is assumed that the shaded area is homogenous and the object area rather nonhomogenous),
• STD ABS DIFF -the standard deviation calculated on the absolute difference between the current scene and the background model,
• STD Q -the standard deviation calculated on the quotient (equation (1)) image,
• EC -edge coefficient -a measure of edge magnitude similarity between the current scene and the background model:
where: EM I -Sobel edge magnitude for the current frame, EM B -Sobel edge magnitude for the background model, M -mask of strong edges belonging to the object (Fig. 3(g) ), Ω-analyzed area
• DC -gradient direction coefficient -a measure of mean gradient direction similarity between the cur-rent scene and the background model:
mED I (a) = mean After this step almost all areas were correctly classified as object or shadow. Only areas 2 and 3 ( Fig. 5(d) ), which were very similar to the background (low ABS ST D and no strong edges present), required further analysis.
Spatial relationship analysis
Based on the analysis of several test examples, it was noticed that in many cases the similarity between the object and the background leads to improper classification of areas. This results in dividing the object into several separate parts, which is disadvantageous for further processing. Ideally, the mentioned problem, could be solved by only legs and head are detected, the torso must be sought somewhere in between, even if its intensity, colour or texture is very similar to the background.
In the described solution, an approach that improves the correct silhouette detection is used. It is based on vertical scanning of the image. Areas classified as shadow which are placed between areas belonging to the object (the mask after the similarity analysis is used -Section 3.3.1) are indentified and added to the resulting object mask. The method's parameters are: the minimum and maximum distance between areas classified as object and the number of area label counts in columns (the vertical area size). The algorithm is illustrated in Fig. 6 .
As a result of the vertical scan the areas 2 and 3 were chosen. Following a similar analysis for the whole image a set of candidates were obtained: 2, 3, 7, 8, 9, 11.
Only the areas 2, 3 should be considered as part of the object, whereas others are shadows. In order to eliminate false classifications, an additional criterion was introduced. The width of the entire area is compared with the width of the part that lies between objects. The final re- sult of the method is presented in Fig. 6(c) . The resulting mask is not perfect, but better than the input (no shadow under the feet) and post similarity analysis (no holes in the torso). The area with label 9 was included in the final mask because it is mostly surrounded by parts of the object.
Alternative potential shadow mask division method
In the preliminary research another division method was also considered and tested. It was based on histogram analysis of the potential shadow area. Then the local maxima were detected and the shadow mask divided and labelled into areas with similar brightness. Analyzing the obtained result led to the conclusion, that to use this approach in the described application another processing step would be required -connected component labelling for each considered brightness range followed by another heuristic analysis. Also many very small areas on the edge of the object were detected. The required processing would be computationally complex and therefore this division approach was not used in the final system. In Fig. 7 the described approach is presented.
Results and discussion
The The detection results were evaluated by manually scoring each detection results. The possible notes:
• Correct -the object mask was correct or contained minor errors (example in Fig. 8 ),
• Not complete L -not the whole object was detected, the error is rather small (example in Fig. 9 (a)-9(d)),
• Not complete H -a major part of the object was not detected, mainly due to lack of texture and intensity similarity to the background (example in Fig. 9 (e)-
• Similar. Error L -a similarity error, a small shadow area was classified as an object (example in Fig. 10 (a)-10(d)),
• Similar. Error H -a serious similarity errors, a rather large area was classified as an object (example in Fig. 10 (e)-10(f)),
• Spatial Error L -a spatial analysis error, a small shadow area was misclassified as an object (example in Fig. 11 (a)-11(d)),
• Spatial Error H -a serious spatial errors, a rather large area was misclassifies as an object (example in Fig. 11 (e)-11(h)).
Analysis of the data presented in Tab. 2 leads to following conclusions:
• The algorithm provides good detection results in • Most errors belong to the "not complete" category. It is the result of rather high thresholds used in the experiments. This is confirmed by the rather low similarity and spatial analysis error rate. Some of the cases are impossible to classify correctly using only the proposed measures. Therefore further research is required.
• The similarity analysis errors result mainly from presence of strong shadows. In this case the differ- ence between the background model and the current scene is rather high, alike for standard deviation and edge based coefficients ( Fig. 10(e) ).
• The spatial analysis errors are present in two situations. The first is illustrated in Fig. 6(c) , where one shadow area is considered as a valid part of the object. The area is surrounded by the object and there- [12] fore satisfies the used logical conditions. The second situation is presented in Fig. 11 (e). The error results from presence of multiple objects, which were considered as one after the initial thresholding. Using the presented analysis method it is not possible to correctly segment this type of image.
In the future development of the presented algorithm [12] tive frames. An advanced approach should include an intelligent object analysis i.e. detecting particular body parts, creating greyscale or texture models of particular parts and then estimating the whole object [16] .
Some modules of the presented algorithm could be implemented in an FPGA device. Particularly, the automatic thresholding and, after some modifications, the similarity analysis. The module could be added to a background generation and subtraction system [10] .These issue will be also the topic of future research.
Summary
A shadow detection and elimination algorithm for 
