Robust small target detection is one of the key techniques in IR search and tracking systems for selfdefense or attacks. In this paper we present a robust solution for small target detection in a single IR image. The key ideas of the proposed method are to use the directional support value of Gaussian transform (DSVoGT) to enhance the targets, and use the multiscale representation provided by DSVoGT to reduce the false alarm rate. The original image is decomposed into sub-bands in different orientations by convolving the image with the directional support value filters, which are deduced from the weighted mapped least-squares-support vector machines (LS-SVMs). Based on the sub-band images, a support value of Gaussian matrix is constructed, and the trace of this matrix is then defined as the target measure. The corresponding multiscale correlations of the target measures are computed for enhancing target signal while suppressing the background clutter. We demonstrate the advantages of the proposed method on real IR images and compare the results against those obtained from standard detection approaches, including the top-hat filter, max-mean filter, max-median filter, min-local-Laplacian of Gaussian (LoG) filter, as well as LS-SVM. The experimental results on various cluttered background images show that the proposed method outperforms other detectors.
Introduction
The robust detection of IR small targets in clutter is one of the key techniques in IR search-and-track applications for self-defense or attacks [1] [2] [3] . Because the target is at a far distance, its projected image is usually very small and does not have adequate structure information for detecting or matching [4] [5] [6] [7] . Moreover, the obtained IR small targets are often buried in a complex background with low signal-toclutter ratio (SCR) due to the effects of inherent sensor noise or environment. Therefore, it is difficult to detect the small targets in complex IR background.
The classical small target detection methods, such as morphological top-hat filtering [1] or max-mean/ max-median filter [2] , focused on suppressing the background clutter or enhancing the small target. Based on morphological top-hat filtering, some new related methods have been presented [3, [8] [9] [10] . The morphological top-hat filtering parameters are optimized by using neural network and genetic algorithm [3] . A judging value which is calculated following the properties of target region is imported into the top-hat transformation to enhance small target [8] . A new top-hat transformation method has been proposed [9] , in which the classical top-hat transformation is reorganized by using two different but correlated structuring elements and the different information between the target and surrounding regions is taken into account. However, they sometimes do not give truly satisfactory results. The main difficulty is that the size of the small target may vary from 2 pixels × 2 pixels to 12 pixels × 12 pixels [11] .
Many methods have been proposed to solve the scale problem. According to the principle of human discrimination of small targets from a natural scene, an efficient method using template matching based on the average gray absolute difference maximum map for the multiscale small target detection was proposed by Wang et al. [12] . A small targets detection method based on support vector machines (SVMs) in the wavelet domain was introduced by Wang et al. [13] . The fractal dimension algorithm based on wavelet transformation has been proposed to fuse mid-wave and long-wave IR images and detect targets [14] . Motivated by the robust properties of the human visual system (HVS), tune-max of the SCR-based scale-invariant small target detection has been proposed to solve the scale and clutter suppression problem [11] .
Recently, a new method based on the leastsquares-support vector machine (LS-SVM) has been proposed for small target detection [15] . This method applied LS-SVM model to generate a row and a column directional highpass template filters, and extracted the small target from the filtered images computed by filtering the original IR image with the two templates. Vasquez et al. [16] modeled the background as a collection of affine or quadratic trends. They proposed an efficient algorithm to segment the image into areas and estimate the linear parameter of the trend inside each area. The spatial bilateral filter (BF) is integrated with temporal profile to predict background without targets [17] . The concept of self-information is utilized to predict the gray value of a pixel in the background and the adaptive threshold method followed by a region growing technique is adopted to detect small targets [18] . Genin et al. [19] proposed a two-step scheme for point target detection method based on first-and second-order modeling of local background statistics. A background suppression method based on the nonlocal denoising filters principle is followed by a matched filter based on an estimate of the local spatial covariance matrix. Bae et al. [20] introduced an edge directional 2D least-mean squares (LMS) filter to predict the background excluding small targets. Small targets can be extracted by subtracting the predicted background from the original IR image. A new technique based on second-order directional derivative filter (SODD) and phase spectrum of Fourier transform (PFT) is proposed for small target detection [21] . Gao et al. [22] proposed an IR patchimage (IPI) model based on the nonlocal self-correlation property of the IR image for small target detection. Inspired by the contrast mechanism of human vision system and derived kernel model, a local contrast method for small IR target detection has been presented in [23] . These methods can usually achieve good performance in application but may become less effective for the small target in complex background.
In this paper, we explore a new robust IR small target detector that is more suitable for different clutter, noisy backgrounds, and target types. The contributions of this paper can be summarized as follows. First, we describe a directional support value of Gaussian transform (DSVoGT) approach for the multiscale representation of the IR image. Second, we propose a robust small target detection method, which uses the trace of the support value of Gaussian matrix from the IR image scale space.
Directional Support Value Filter
In this section, we first describe the necessary algorithm on which we based. Then we deduce the directional support value filter from the weighted mapped LS-SVM.
A. Mapped LS-SVM and Support Value Filter
Let x ∈ R d , y ∈ R, R d represents the input space, and d is its dimension. By some nonlinear feature mapping ϕx:R d → R q , x is mapped into some a prior chosen Hilbert space spanned by the linear combination of a set of functions, where q denotes the dimension of the feature space. The aim of SVM is to estimate the function based on training data fx i ; y i g N i1 . In LS-SVM [24, 25] , the basic approximation problem could be solved by a combination of a set of support vectors
where α is the support value of support vector x i , and Kx; x i ϕx T ϕx i , i 1; …; N is the kernel function satisfying the Mercer's condition. The conditions for optimality can be written as the solution to the following set of linear equations 0 ⃗ 1
where Ω K I∕γ, K ij Kx i ; x j , Y y 1 ; …; y N T , ⃗ 1 1; …; 1 T , and α α 1 ; …; α N T . The parameter γ is a positive regularization constant.
In the 2D mapped LS-SVM [26] , the LS-SVM is used to estimate the underlying intensity surface of an image. In this case, the input vector of the LS-SVM is defined by the pixel coordinate r; c and the output is the intensity value gr; c. Similar to the standard LS-SVM, the solution of the mapped LS-SVM is to solve a set of linear Eq. (2) . The explicit solution of Eq. (2) can be given by
In mapping LS-SVM [27, 28] , the input vectors fx i ; i 1; …; Ng are unchanged, and the parameters of the LS-SVM (kernel function K and parameter γ) can be priorly chosen, and elements of the vector Y g 1 ; …; g N T are taken from the 2m 1 × 2n 1 observed image intensity value matrix. Therefore, the Ω can be transformed into a constant matrix.
It is worth noting that Eq. (3) can be rewritten as follows
where Q is an N × N matrix defined by
For the observed pixel g i in mapped neighborhood, the corresponding support value can be computed individually as a linear combination of the measured intensity values fg i ; i 1; …; Ng. The weight associated with each is determined by the elements of the ith row vector of Matrix Q. For a rectangular neighborhood, reshaping the corresponding row vector of Matrix Q, the weight kernels become the support value filters. If the support value of the discrete image in the pixel r; c is approximated by the corresponding support value of the input vector defined at the mapped neighborhood center, the support values of the whole image can be computed by convolving the image with the support value filter deduced from the central row vector of Matrix Q [29] .
B. Horizontal and Vertical Support Value Filters
To incorporate the prior information into LS-SVM, the weighted LS-SVM weights the error variables e k α k ∕C with factors v k [30] . In weighted LS-SVM, the linear Eq. (2) can be rewritten as 0 ⃗ 1
where Ω C Kx i ; x j V C and the diagonal matrix V C is given by
Matrix Q can be rewritten as
From Eqs. (5) and (7), we can see that Q depends on kernel function K and weighted function V C . One of the commonly used kernels is the Gaussian kernel, and this work focuses on the choice of the Gaussian radial basis function (RBF) kernel, Kx;
In order to enhance the definition of edges underlying image along the direction of the local edge, the solution is to adapt the shape of the neighborhood by giving each pixel different weight. One kind of weight function can be given by
where θ is the local edge orientation, and σ r ≫ σ c , with r θ c cos θ r sin θ, c θ r cos θ − c sin θ. The value of σ c is chosen at least 3 times smaller than the average inter-edge distance. Similar to the orthogonal wavelet transform, we set θ to be 0°and 90°for horizontal and vertical orientations, respectively. Then the horizontal and vertical support value filters SVF h and SVF v can be deduced from Eq. (7). The computation procedure of the direction support value filter can be summarized in Algorithm 1. If the spread parameter σ is set to be 0.6, C is set to be 1; σ r and σ c are set to be 40 and 0.5, respectively; and the size of the vector space is set to be 5 pixels × 5 pixels, the deduced horizontal support value filter is given as follows Input: Size of the mapped input vector space and parameters σ, C, θ, σ r , and σ c . Output: Direction support value filter.
Calculate the
3. Get the central row vector of Matrix Q and reshape it into a weight kernel and then obtain the direction support value filter.
DSVoGT-Based Small Target Detection
The directional support value filter can be extended to detect small targets. In the following we construct a support value of Gaussian matrix and then define the small target measure using the trace of this matrix. Then we present each step of the proposed method.
A. Support Value of Gaussian Matrix
When we represent scenes, generally the sizes of small targets are changing. It can be advantageous to represent the images at several scales. Similar to the support value of Gaussian function [31] , a series of directional support value of Gaussian images can be obtained from the convolution of a variable-scale Gaussian. In this way, we can decompose the original image I into sub-bands in horizontal, vertical, and diagonal orientations with the following method 
Based on these directional sub-bands of image, the DSVoGT can be developed. Similar to the standard support value of Gaussian transform (SVoGT) [31] , the DSVoGT is a multiresolution transform with frame elements indexed by scale and location parameters. In practice, SVF h is equal to SVF v T . Figure 1 shows the support value decomposition at scale 1 for IR image. Figure 1(a) is an IR image under sky clutter background. Figure 1(b) shows the 3D gray value distribution for Fig. 1(a) . Support values with horizontal, vertical, and diagonal orientations are shown in Figs. 1(c)-1(e), respectively. The proposed DSVoGT gives a multiscale representation containing multiple support values of Gaussian images which signify every target whose size is adapted to the resolution of the filter at each scale and whose orientation is in horizontal, vertical, or diagonal direction.
To effectively utilize the local structural information in the directional support value of Gaussian images, we define a support value of Gaussian matrix for each location x; y at Scale l as follows
This matrix describes the support value of a point with its local neighborhood. As the support values represent the salient features underlying the image at Scale Level l, as shown in Figs. 1(f) and 1(g), the eigenvalues λ 1 ; λ 2 of the support values of Gaussian matrix represent two principal signal changes in the neighborhood of a point. For small target, the absolute value of the sum of the eigenvalues is large, as shown in Fig. 1(h) . This property enables the extraction of small targets, where the signal change is significant in both orthogonal directions. Based on this principle, we define the small targets measure as the trace of the support value of Gaussian matrix
Since the trace of the matrix is equal to the sum of its eigenvalues, TM l x; y reaches a maximum for blob-like small targets in the image. As illustrated in Figs. 2(a)-2(d) , the new measures effectively integrate the information of the small targets at different orientations. As shown in Fig. 2 , there is an inherent adaptivity of the analysis to the target size and orientation since the support of the convolution filter increases with the scale of analysis. The defined small target measures computed from the first level integrate the significant values at those locations where pixel-sized significant features are present [ Fig. 2(a) ], and significant measure values in the detail images correspond more and more to significant features of increasing spatial dimension with decreasing of the resolution [Figs. 2(b)-2(d) 
there are small targets, the local maxima in small targets measure planes tend to propagate across scales, while others are not. We therefore design a multiscale spatial filtering scheme that results in small targets measure values that have high values in the presence of a small target and characterize it unambiguously, whereas they have nonsignificant values for the background. To that goal, we compute small target measure correlation C TM L x; y which is defined at each location x; y by the direct spatial multiscale product of the small targets measures values at adjacent scales in the measure value representation
where L is the lowest level at which the correlation is computed. Figure 2 We subsequently use the fact that the product of significant measure values across scales at the location x; y results in significant values of C TM L x; y only if the local maxima propagate down to the considered scales. Obviously, if the local maxima are not present at some intermediate scale, this will largely decrease the values of C TM L x; y. As illustrated in Fig. 2(e) , the multiscale product of the small targets measure values effectively enhance the spot small targets, while degrading the background. The key observation in this context is that the small targets measure values at large scales are significant only in the vicinity of an important feature while they are close to zero elsewhere. On the other hand, for a given feature, the small targets measure value of its interval of relevance decreases at small scales. The spatial filtering method can therefore be interpreted as a process by which support value images at large scales are used to give a coarse estimation of possible feature positions. This estimation is then refined by supplementing data coming from finer scales only at those spatially filtered locations. Therefore, the small targets measures deduced from the support value of Gaussian images effectively enhance the small targets underlying the image.
B. Small Target Detection Using DSVoGT
The correlation images can enhance the small targets and suppress the background clutter simultaneously as mentioned previously. Consequently, it is likely that C TM L x; y reach maxima for target in the scene. Based on this fact, an adaptive threshold is adopted to segment the small target t th μ CI τσ CI ; (15) where μ CI and σ CI are the mean and the standard deviation of the correlation image, respectively; and τ is a constant determined experientially. A pixel at x; y is segmented as the target pixel if C TM L x; y > t th , otherwise it is a background pixel. The detector, which can effectively extract the target in IR image, has a high detection rate and low false rate. In practice, τ usually ranges from 6 to 10. For the proposed DSVoGT method, the spread parameter σ l for the Gaussian kernels Gx; y; σ l in Eq. (10) 
Experiments and Discussion
In this section, we compare our method to other state-of-the-art approaches using the real IR images. The stability and accuracy of detectors are evaluated using the signal-to-clutter ratio gain (SCRG), background suppression factor (BSF), and receiver operation characteristic (ROC) curves. We also discuss the performance of different methods.
A. Experiment with Real Images
To evaluate the performance of the proposed method for small target detection, we test it on a set of collected real IR images. Those images are acquired using a scan-based long wave infrared (LWIR) camera. Column 1 in Fig. 3 is six representative images with various and complex clutters, such as uniform sky scene with a helicopter [ Fig. 3(a) ], cloud cluttered sky scene with an airplane [ Fig. 3(b) ], sea-sky scene with a ship [Figs. 3(c) and 3(d) ], ground-sky scene with a car [ Fig. 3(e) ], and ground scene with a target [ Fig. 3(f) ]. The target sizes corresponding to The proposed DSVoGT small target detector is compared to top-hat filter-based method [1] , maxmean filter-based method [2] , and max-median filter-based method [2] since these methods are wellstudied and are usually used as baseline methods for assessing new methods [22, 32] . Min-local-Laplacian of Gaussian (MLLoG) [33] and LS-SVM [15] methods are also chosen as the baseline methods. These detectors contain parameters that need to be adjusted in order to get the best performance for a specific application. In the experiments, the filter sizes of the tophat, max-mean, max-median, MLLoG, and LS-SVM methods are set as 12 × 12, 9 × 9, 9 × 9, 1 × 15, and 15 × 15, respectively. Columns 2-7 in Fig. 3 show the processed results of six methods before segmentation. From Column 1 in Fig. 3(a) , we can see that the target is small and is buried in the clutter sky background. For Fig. 3(a) , top-hat method cannot well enhance the target region. And, there are still many clutter backgrounds remained surrounding the target region. The max-mean, max-median, and MLLoG methods can enhance the target region, but they could not suppress the clutter backgrounds which only make the intensities of backgrounds uniform, and hence could decrease the SCR. The LS-SVM and the proposed DSVoGT methods perform better than the top-hat, max-mean, max-median, and MLLoG methods. However, there are still some clutters around the target region in the result of LS-SVM. The proposed method suppresses almost all the clutter background. Similar results can be found in Figs. 3(b)-3(f) . It can be seen that our method has less clutter and noise residual for different clutter backgrounds compared to the baseline methods, which is the key to keep lower P f under the same P d .
In the work, two common performance measures, SCRG and BSF, are used as standards for comparison which are defined as follows [34] SCRG
where S and C are the signal amplitude and clutter standard deviation; and in and out represent the input original image and the output target enhanced map, respectively. The same as the recent work [21] , S is calculated as the difference between the mean values of targets and backgrounds, and C is calculated as the standard deviation of backgrounds. Table 1 gives the values of quality of SCRG and BSF for the small target detection approaches. From Table 1 , we can note that the proposed DSVoGT method provides the best target enhancement performance in terms of resulting values of SCRG. For Fig. 3(a) , the SCRG value of the DSVoGT method For Fig. 3(d) , however, the SCRG value of the LS-SVM method is a little greater than the proposed DSVoGT method. From Table 1 , we can note that the proposed DSVoGT method provides the best background clutter suppression performance in term of resulting value of BSF. The BSF value of the DSVoGT method is 90.16 and is greater than 3.90, 7.44, 7.74, 8.11, and 34.54, respectively, provided by the top-hat, max-mean, max-median, MLLoG, and LS-SVM methods. Similar results can be found for Figs. 3(b)-3(f) .
In order to demonstrate the robustness of the proposed method, it is tested on the test images corrupted by Gaussian white noise of variance 0.0005 and 0.001. The SCRG and BSF values are given in Tables 2 and 3 , respectively. We can find that the proposed method is robust to noise.
The ROC curve can also used to evaluate the performance of the small target detection methods. The ROC curve reflects the varying relationship between the detection probability P d and the false alarm rate P f which are defined as follows [35] 
No. of detected pixels No. of real target pixels ; P f No. of false alarms total pixels in the whole image : Figure 4 shows the ROC curves of the six methods for six real IR images. The adaptive threshold in Eq. (15) is used to segment the target. The ROC curve of each method is obtained by changing τ in Eq. (15) . Figure 4(a) shows the results for the uniform sky background from Fig. 3(a) . The proposed method performs the best, followed by LS-SVM and max-median detectors. Figure 4(b) shows the results for the cloud cluttered sky background from Fig. 3(b) . The method gives very low P d scores, whereas the proposed method still provides sufficient P d . Figures 4(c) and 4(d) show the results for the sea-sky background from Figs. 3(c) and 3(d) . The proposed method performs the best, followed by LS-SVM and max-mean detectors. MLLoG and max-median detectors give low P d . The worse results for MLLoG and max-median methods is due to that the gray intensity differences between the target and the background are not sufficient for MLLoG and maxmedian detectors to enhance the target from low SCR IR image. Figure 4(a) shows the results for the ground-sky background from Fig. 3(e) . The proposed method performs the best, followed by LS-SVM, max-mean, and top-hat detectors. Figure 4 (f) shows the results for the ground background from Fig. 3(f) . The proposed method, LS-SVM, and top-hat perform the best, followed by max-mean.
In summary, the top-hat method obtains high P d scores for the cases of the uniform sky background, sea-sky background, and ground background, but shows low performances for the case of the cloudcluttered sky background. For most experiments the proposed method performs the best, followed by LS-SVM method. This demonstrates that the proposed method is robust and effective for different clutter and noisy backgrounds and target types. 
B. Experiment with Image Sequence
In this section, we perform experiments on the sequence with heavily cloudy clutter background. The test sequence contains 117 frames, the image is of the size 448 × 557, and the target is an airplane. The tophat and LS-SVM methods perform better than other baseline methods as mentioned previously. We compare our method to top-hat [1] and LS-SVM [15] . The ROC curve is again used as a standard for comparison. For the sequence, the detection probability P d and the false alarm rate P f are defined as follows 
The positions of the detected targets are compared to the ground truth. The targets are labeled as correctly detected targets if the correspondences with the ground truth (in this context, the pixel distance of their centers is within 5 pixels) is found and as incorrectly detected targets otherwise. The processed results of one frame by different methods are shown in Fig. 5 . As can be seen from Fig. 5 , the DSVoGT method has less clutter and noise residual. Figure 6 shows the results of the three methods for real image sequence. Our approach performs the best, and it consistently outperforms the baseline methods.
Conclusions
In this paper, we develop the directional support value filters and the directional support value analysis method, and present DSVoGT-based small target detection method. We have carried out the performance comparison among the proposed DSVoGT, top-hat [1] , max-mean [2] , max-median [2] , MLLoG [33] , and LS-SVM [15] . The experimental results on real IR images show the performance of our approach. The trace of the support value of Gaussian matrix of the proposed DSVoGT method is effective to measure the small target even for low SCR images. The multi-scale products of the target measures effectively enhance the targets while suppress the background clutter, and demonstrate some advantages over other methods on detecting small targets. 
