Deep neural network application is today a skyrocketing field in almost all disciplinary domains. In genomics, which deals with DNA sequences, the development of deep neural networks is expected to revolutionize current practice, from fundamental issues such as understanding the evolution of genomes to more specific applications such as the development of personalized medicine. Several approaches have been developed relying on convolution neural networks (CNN) to identify the functional role of sequences such as promoters, enhancers or protein binding sites along genomes. These approaches rely on the generation of sequences batches with known annotations for learning purpose. While they show good performance to predict annotations from a test subset of these batches, they usually work less well when applied genome-wide (i.e., for whole genome annotation). In this paper, we address this issue and propose an optimal strategy to train CNN for this specific application. We use as a case study gene Transcription Start Sites (TSS) and show that a model trained on one organism (e.g., human) can be used to predict TSS in a different species (e.g., mouse).
Introduction

1
In genomics, one of the major goals is to interpret the function of DNA sequences. While some of the sequences in the human genome are simply used to encode the 3 protein sequences of the proteome, most of the sequences do not code for any protein. 4 Deciphering these non-coding sequences function is a challenging task which has been techniques [1] is undoubtedly a perfect tool in the field as proven by many studies 10 summarized in [2, 3] . It was shown in pioneering studies [4] [5] [6] [7] [8] that deep convolutional 11 neural network (CNN) is a state-of-the-art neuronal architecture to reliably interpret 12 genetic sequences. In these studies, the training datasets are obtained in a similar 13 fashion. For instance, Min et al. [4] used a deep convolution network to detect 14 enhancers, specific sequences that regulate gene expression at a distance, in the human 15 genome. They considered genetic sequences as 1D images and collected 300 bp long 16 sequences around enhancers as positive inputs and the same numbers of sequences of 17 the same length from non-enhancers regions, as negative inputs. Predictions were made 18 on 10 −1 th of the total number of sequences and the method reached very good scores 19 ranking it better than previous state-of-the-art (i.e., support vector machine 20 methods [9, 10] ). Similar training datasets with balanced data (i.e., with a similar 21 amount of positive and negative examples) were used in other papers aiming at 22 identifying promoters [5] or detecting splicing sites [11] . While these approaches are
23
very competitive when applied on test sets derived from the training sequences, they 24 tend to perform less well when applied on full chromosomes or genome-wide. In this 25 paper, we tackle this issue using a different strategy for training.
26
We use here as a case study one of the most simple and useful genome feature: the regions [12] [13] [14] , there is still not a trustworthy method for prediction of TSS positions 39 on a genome-wide scale.
40
We inspire our strategy from Alipanahi et al. [6] and Kelley et al. [8] who used 41 unbalanced datasets (i.e., with more negative than positive training examples) to predict 42 respectively DNA and RNA-binding sites for proteins [6] and genome accessibility [8] .
43
In this paper, we propose to optimize the ratio between positive and negative examples 44 in order to obtain the highest prediction scores for identifying TSS. Furthermore, unlike 45 the state-of-the-art approaches we do not take into account prediction scores obtained 46 from test sets as a quality measure. These subsets are randomly pulled from the initial 47 training set. We rather assess the ability of our model to find potential TSS in full 48 chromosomes. A direct advantage of this method is that we can now train our network 49 on a dataset corresponding to one organism and then use it for prediction on the 50 genome of a related organism. As a proof of principle, we show here that a CNN trained 51 on human TSS is able to recover TSS in the mouse genome and vice versa.
52
The program is available to run at https://github.com/StudyTSS/DeepTSS/.
53
Results
54
Training models for genome annotation
55
The problem of detecting TSS using deep neural networks has been already tackled by 56 Umarov et al. [5] . To detect sequence features, convolutional neural networks have 57 proven the most efficient [2, 3] . We use here our own architecture, comprising 3 58 convolution layers followed by one fully connected layer (Fig 1, class. This is due to the fact that the reality is biased in training phase, since the CNN 76 model learns to attribute equal weights to the positive and the negative classes. This over the examples. The imbalances hinder learning process because of the difficultly to 81 make conjunctions over the high degree of features with limited examples [15] . Instead, 82 the model learns the inductive rules over the small examples leading to over-fitting,
83
hence the false positives issue.
84
In regards to address this issue and effectively learning from such dataset we propose 85 a heuristic approach. This approach consists in adding progressively more sparsity
86
(negative examples) into the balanced dataset to alleviating the importance of positive 87 class in training phase and allocating more weight to the negative class. We call such 88 datasets limited imbalanced datasets. This method, detailed in Materials and methods, 89 is expected to mitigate the impact of the extreme imbalanced data on learning process. 90 In order to denote the ratio between positive and negative training examples, we use the 91 Q * labeling where Q is the corresponding ratio. trained on the balanced data yielding to blue signal predictions is denoted by 1 * .
93
To set up a limited imbalanced dataset, first we take the same number of TSS 94 positions as in the balanced dataset, building the positive class. We then select 95 randomly for Q = 100 the non-TSS positions, building the negative class. We denote 96 the dataset thereby generated by 100*. Finally, we apply the CNN model on the dataset 97 100* and assess the efficiency of the trained model. As depicted on Fig 2 by a red Comparing 1* and 100* models over all TSS of chromosome 21 121
In the previous subsection, we showed that training the CNN with more negative 122 examples improves its performance for genome-wide prediction. We could vary the ratio 123 between positive and negative examples used for training from 10* to 100* and λ scores 124 showed almost no variations as depicted on For the purpose of genome-wide annotation, the robustness of a model cannot be determined only based on test set performance, since test set contains the same distribution as training set along with much lower samples size. Therefore, a trained model could produce high performance applied on test set but it might fail to fit new observations and to generalize the trend and inductive rules out of training set. To investigate the performance of the model on the balanced data on the genome-wide scale, we apply the trained models on an unseen part of the genome (excluded from training phase), i.e. chromosome 21 for human, chromosome X for mouse. In this perspective, the costume metric λ is used to evaluate the quality of the models. (a) standard scores averaged over 5000 bp flanking the TSS of chromosome 21 for the models 1*, 10*, 20*, 30*, 50*, 70*, 100* and DA. The limited imbalanced data scores double up the balanced data score. While the limited imbalanced data scores variate slightly, the highest and the lowest standard scores belong to models 100* and 1*, respectively. The area under the standard score curve λ follows the same tendency. (b) The λ reaches at the maximum values for model 100*. It should be pointed out that, since the performance of models 30* and 100* varies slightly, it is possible to use the 30* model instead of 100* to perform less costly and less time-consuming experimentations.
We use the trained model over the full chromosome 21 and present the results in a 126 heat-map form. On respectively, allowing us to quantify the average signal to noise ratio. We call the areas 134 under the curves λ score. This definition implies the fact that a larger λ score 135 corresponds to a better signal to noise ratio. In this particular case, we find a λ score of 136 5 and 10 for the 1* and 100* model, respectively.
137
In order to illustrate the prediction scores on given examples, we pick four Learning TSS in a cross-species context: human and mouse
153
In order to demonstrate generalizability of the proposed method to predict effectively 154 TSS positions, we replicate our TSS analysis in mouse spices using the mm10 genome the chromosome X is discarded from learning set. The averaged standard score reaches 158 maximum values of 2.8 and 7.5 respectively for the 1* and 100* models in quantitative 159 agreement to the model performance observed in human genome.
160
We then test the possibility for our method to assess TSS positions in one organism 161 when trained on a different albeit related organisms. We thus apply the mouse trained 162 model on human chromosome X and the human trained model on mouse chromosome X. 163 The two chromosomes carry homologous genes, the number of annotated TSS varies 164 with a total of 4,968 TSS in human and only 2,005 TSS in mouse. While the model 165 trained and applied on mouse shows a better signal to noise ratio, the same model 166 applied to human chromosome X still captures most of the TSS and gives a maximum 167 averaged standard score of 5.9 for the 100* model, see Fig 6 (b) , (e) and (h). Similarly, 168 the models trained over human capture most of TSS on the mouse X chromosome 6 (c), 169 (f) and (i) and reaches a maximum averaged standard score of 6.8 for the 100* model.
170
In all cases, the signal to noise ratio is improved in the models 100*.
171
All results for the cross-species comparison on chromosome X are summed up in Fig 172  7 . Overall, the scores show comparable results for both 1* and 100* models when The human model applied on human provides the highest scores for both 1* and 177 100* models, possibly due to the fact that the TSS annotation is more complete. more true negatives than true positives within imbalanced datasets, PR is considered as 207 a trustworthy measure because it does not take into account the true negatives. Indeed, 208 AUPRC curve is misleading when applied to strongly imbalanced datasets, because the 209 false positive rate (FP/total real negatives) does not decrease drastically when the total 210 real negatives is huge. Whereas AUPRC is highly sensitive to FP, it is not impacted by 211 a large total real negative denominator. In Fig 9 (b) , F1-score reports a weighted 212 average between precision and recall per class. While, the F1-score enhances for 213 non-TSS class across the datasets an opposite trend is observed for TSS class. This 214 signifies the more negative samples are introduced in the datasets, the more the model 215 has the difficulty to return efficient predictions for TSS class. We observe the same 216 trend where two classes are combined. Fig 9 (c) shows the scores for binary cross 217 entropy (equation 2), MCC (equation 5) and accuracy measures for all models. Binary 218 Cross Entropy is the loss function computed by back-propagation algorithm during 219 training process. Cross entropy loss decreases as the predicted probability converges to 220 the ground truth data. Cross entropy penalizes both false positive and false negative. into the balanced dataset reduces the cross entropy score across the limited imbalanced 226 datasets. Regarding the accuracy scores, they reach their maximum when it comes to 227 the limited imbalanced datasets. In the imbalanced data scenario, accuracy is not any 228 more a reliable measure. As a matter of fact, machine learning algorithms are usually 229 designed to improve accuracy by reducing the error. Thus, facing imbalanced datasets, 230 they produce inadequate predictions, since they do not consider the class distribution. 231 This leads to achieving high overall accuracy, while it only reflects the accuracy of the 232 majority class. The issue with accuracy arises from a deeper problem. De facto, genomic sequences is the imbalanced data, a well-known issue in the machine learning 242 literature [16] , [17] , [15] . In the present paper, we address this problem using human locations are defined by the interaction between the macromolecular complexes, which 261 contains TF able to recognize specific sequences and the DNA itself. In the course of 262 evolution, both can evolve. Using our approach can give hints about this evolution. We 263 show that our method can be efficiently used trans-genome-wide, that is training the 264 model in one genome and applying it to other genomes. We used mouse and human
265
TSS as case study and apply both models on chromosome X of each organism. While is largely conserved. While genome sequence conservation can be computed directly 270 from DNA sequences, our method provides a new tool to address the conservation of the 271 whole nuclear machinery that interprets the sequences. We expect that such a tool will 272 be used more and more in the future both by evolutionary biologists and by molecular 273 biologists interested in the evolution of chromatin metabolism.
274
Materials and methods
275
Input Generation specific. In order to address this issue, we also opt for a data augmentation strategy to 307 increase the training set volume. We slide a window of size 299 bo along the genome 
where W denotes the weights with size (k × c × s), which are updated via a and the ground truth. We use binary Cross Entropy (log loss), which is commonly-used 367 to measures the performance of a classification model whose output is a probability 368 value between 0 and 1. It is computed as:
whereŷ (n) is the estimated scores for the input samples X (n) . To minimize L 370 gradient descent via a back-propagation process updates all learning parameters of the 371 model Θ, in the opposite direction:
where γ stands for the learning rate, which determines the size of the steps to reach 373 a local minimum. Table 1 . For training a CNN model 
when w = 1 more importance is attributed to recall, when w = 0 more importance is 408 attributed to precision and when w = 0.5 both classes are regarded as equally 409 important. We take here a value of w = 0.5. 
427
Precision is the ratio of correctly predicted TSS to the total predicted positive 428 observations: P r = T P T P +F P . Thus, the high precision relates to the low false positive 
The MCC is a correlation coefficient value between −1 and +1, where a coefficient 444 of +1 signifies an ideal prediction, −1 an inverse prediction and 0 an average random 445 prediction.
446
All aforementioned measures assess the performance of the model applied on the test 447 sets. On the one hand, they are no longer state of the art measures to evaluate the 448 performance of the trained models when applied over new imbalanced inputs such as on 449 the genome-wide sequence. This is due to the fact that the predictive models tend to be 450 biased towards the majority class and hence perform poorly on the minority class. Thus, 451 predictive models using conventional machine learning algorithms do not accurately 452 measure model performance and could be biased and inaccurate. On the other hand,
453
having a high performance on test set does not imply the generability of a model, since 454 test set is only a subset of learning set and it may not be representative of a much 455 larger data (e.g., whole genome or a full chromosome) with different properties and data 456 distribution (see Fig 4 and 9 for more details) . Thus, we have to use an adequate metric 457 to assess how the trained models generalize over the unseen chromosomes (i.e., 458 chromosomes 21) for human and chromosomes X for mouse.
459
We therefore define a custom metric called λ. To compute λ, we first compute the 460 genome-wide standard score Z from the predictions X i :
whereμ and σ stand for the predictions mean and standard deviation, respectively. 462 X i represents all predictions scores. We denote w as all windows selected over Z scores 463 within 10 kbp regions flanking each TSS position. We then compute S v the average of 464 Z over w (Fig 4 (a) ):
where v ∈ [−5000, +5000] are the positions within each window and Z v (α) is the 466 standard score for a given window α at position v. We define the area under the curve 467 S v on a region of r = 600 bp centered over the TSS as λ: 
MCC Accuracy
We generate up to 30 random balanced datasets from non-TSS regions and use the 473 1* model to separately train them. The metrics express almost no variation throughout 474 the 30 models scores for test sets. 
