For an object classification system, the most critical obstacles toward real-world applications are often caused by large intra-class variability, arising from different lightings, occlusion, and corruption, in limited sample sets. Most methods in the literature would fail when the training samples are heavily occluded, corrupted or have significant illumination or viewpoint variations. Besides, most of the existing methods and especially deep learning-based methods, need large training sets to achieve a satisfactory recognition performance. Although using the pretrained network on a generic large-scale data set and fine-tune it to the small-sized target data set is a widely used technique, this would not help when the content of base and target data sets are very different. To address these issues simultaneously, we propose a joint projection and low-rank dictionary learning method using dual graph constraints. Specifically, a structured class-specific dictionary is learned in the low-dimensional space, and the discrimination is further improved by imposing a graph constraint on the coding coefficients, that maximizes the intraclass compactness and inter-class separability. We enforce structural incoherence and low-rank constraints on sub-dictionaries to reduce the redundancy among them, and also make them robust to variations and outliers. To preserve the intrinsic structure of data, we introduce a supervised neighborhood graph into the framework to make the proposed method robust to small-sized and high-dimensional data sets. Experimental results on several benchmark data sets verify the superior performance of our method for object classification of small-sized data sets, which include a considerable amount of different kinds of variation, and may have high-dimensional feature vectors.
I. INTRODUCTION
I MAGE classification based on visual content is a very challenging task, mainly because there is usually a large amount of intra-class variability, arising from illumination and viewpoint variations, occlusion and corruption [1] . Numerous efforts have been made to counter the intra-class variability by manually designing low-level features for classification tasks. Representative examples are Gabor features and LBP [2] for texture and face classification, and SIFT [3] and HOG [4] features for object recognition. Although the hand-crafted low-level features achieve great success for some controlled scenarios, designing effective features for new data and tasks Manuscript received November 13, 2016 ; revised May 10, 2017, August 1, 2017, and September 10, 2017; accepted October 10, 2017. Date of publication October 25, 2017 ; date of current version November 22, 2017. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Ling Shao. (Corresponding author: Homa Foroughi.) The authors are with the Department of Computing Science, University of Alberta, Edmonton, AB T6G2E8, Canada (e-mail: homa@ualberta.ca).
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Digital Object Identifier 10.1109/TIP. 2017.2766446 usually, requires new domain knowledge since most handcrafted features cannot be simply adapted to new conditions. Learning features from data itself instead of manually designing features is considered a plausible way to overcome the limitation of low-level features [1] , and successful examples of such methods are dictionary learning and deep learning.
A. Deep Learning
The idea of deep learning is to discover multiple levels of representation, with the hope that higher level features represent the more abstract semantics of the data. Such abstract representations learned from a deep network are expected to provide more invariance to intra-class variability, if we train the deep model using many training samples [1] . One key ingredient for this success is the use of convolutional architectures. A convolutional neural network (CNN) architecture consists of multiple trainable stages stacked on top of each other, followed by a supervised classifier. In practice, many computer vision applications are faced with the problem of small training sets and transfer learning can be a powerful tool to enable training the target network in such cases. The usual approach is to replace and retrain the classifier on top of the CNN on the target dataset, and also finetune the weights of the pre-trained network by continuing the backpropagation. However, the effectiveness of feature transfer is declined when the base and target tasks become less similar. Besides, when the target dataset is small, complex models like CNNs, tend to overfit the data easily [5] . It could be even more complicated in classification tasks such as face recognition, which the intra-class variability is often greater than the inter-class variability due to pose, expression, and illumination changes and occlusion.
B. Dictionary Learning
In contrast, the recent variations of dictionary learning (DL) methods have demonstrated great success in image classification tasks on both small and large intra-class variation datasets. The last few years have witnessed fast development on DL methods under sparse representation theory, according to which, signals can be well-approximated by the linear combination of a few columns of some appropriate basis or dictionary [6] . The dictionary, which should faithfully and discriminatively represent the encoded signal, plays an important role in the success of sparse representation and it has been shown that learned dictionaries significantly outperform pre-defined ones such as Wavelets [7] .
Although conventional DL methods perform well for different classification and recognition tasks [7] , their performance dramatically deteriorates when the training data are contaminated heavily because of occlusion, lighting/viewpoint variations or corruption. In the recent years, low-rank (LR) matrix recovery, which efficiently removes noise from corrupted observations, has been successfully applied to a variety of computer vision applications, such as subspace clustering [8] , background subtraction [9] and image classification [10] . Accordingly, some DL methods have been proposed by integrating rank minimization into sparse representation framework and achieved impressive results, when noise exists [11] , [12] .
C. Joint Dimensionality Reduction and Dictionary Learning
In many areas of computer vision, data are characterized by high dimensional feature vectors; however, dealing with highdimensional data is challenging for many tasks such as DL. High-dimensional data are not only inefficient and computationally intensive, but the sheer number of dimensions often masks the discriminative signal embedded in the data [13] . As a solution, a dimensionality reduction (DR) technique is usually performed first on the training samples, and the lowdimensional data are then used as the input of DL.
However, recent studies reveal that the pre-learned projection matrices neither adequately promote the underlying sparse structure of data [14] , nor preserve the best features for DL [15] . Intuitively, the DR and DL processes should be jointly conducted for a more effective classification. Only a few works have discussed the idea of jointly learning the projection of training samples and dictionary, and all reported more competitive performance than conventional DL methods. Despite the successes, most of the existing joint DR-DL methods cannot handle noisy (occluded/corrupted) and large intra-class observations. On the other hand, low-rank DL methods can cope well with noisy data, but cannot select the best features on top of which dictionaries can be better learned, due to separated DR process.
D. Our Solution
Different from the wide variety of conventional discriminative DL and discriminative low-rank DL literature, our work casts an alternative view on this problem. The major purpose of this paper is to improve the recognition rate of joint dimensionality reduction and dictionary learning methods for noisy datasets. To this aim, we explore the DL, LR and DR spaces simultaneously and propose an object classification method. We believe such process can considerably influence the quality of learned dictionary and sparse coefficients, which may directly improve subsequent classification performance. We propose an object classification method for small-sized datasets that are noisy or have large intra-class variations, and may have high-dimensional feature vectors. Our proposed method that can handle these issues much better than the existing methods, and in a unified optimization framework. We should notice that conventional DL method can work well for small-sized datasets, but cannot handle large intra-class variations and noisy observations. Also, they use pre-learned projection matrices for dimensionality reduction, which is inefficient. Although low-rank DL methods can handle noisy observations and large intra-class variations, they still depend on pre-learned projection matrices. Joint dimensionality reduction and dictionary learning methods, learn the projection matrix simultaneously; however, none of these methods can handle contaminated observations and large intra-class variations.
To this end, we propose a novel framework called joint projection and low-rank dictionary learning using dual graph constraints (JP-LRDL). The basic idea of JP-LRDL is illustrated in Figure 1 . The algorithm learns a discriminative structured dictionary in the reduced space, whose atoms have correspondence to the class labels. Also, a graph constraint is imposed on the coding vectors to enhance class discrimination further. The coefficient graph makes the coding coefficients within the same class to be similar and the coefficients among different classes to be dissimilar. JP-LRDL specially introduces low-rank and incoherence promoting constraints on sub-dictionaries to make them more compact and robust to variations and encourage them to be as independent as possible, respectively. Simultaneously, we consider optimizing the input feature space by jointly learning a feature projection matrix. In particular, another graph is built on training data to explore the intrinsic geometric structure of data. The projection graph preserves the desirable relationship among training samples and penalizes the unfavorable relationships.
As Figure 1 demonstrates, our method consists of three components. (1) First, it projects a data point (e.g., an image after vectorization) to a subspace parameterized by a projection matrix. (2) Then, the projected data point is sparsely represented by class-specific low-rank sub-dictionaries.
(3) Next, we consider two graph constraints. One graph constraint applies to the sparse representation and the other applies to the projected subspace, and both constraints encourage intra-class data points to stay close to each other. At the same time, they both discourage between-class points to stay close. It should be emphasized that the premise of our method is to work successfully on very small data sets with considerable intra-class variations; hence, we need such very strong priors. With extensive experiments, we show that these strong priors provide very good test accuracy providing indications of the great capability of generalization. The proposed framework empowers our algorithm with several significant advantages: (1) Ability to handle large intra-class variation observations, (2) Promoting the discriminative ability of the learned projection and dictionary, that enables us to deal with small-sized datasets, (3) Learning in the reduced dimensions with lower computational complexity, and (4) Maintaining both global and local structure of data. Extensive experimental results validate the effectiveness of our method and its applicability to image classification task, especially for noisy observations. The remainder of the paper is organized as follows. Section II briefly reviews some related work. Section III presents the proposed JP-LRDL method. The optimization algorithms are described in Section IV. We discuss the time complexity, and convergence analysis in Section V. The classification scheme is then explained in Section VI. Section VII shows experimental results, and we draw conclusions in Section VIII.
II. RELATED WORK

A. Conventional Dictionary Learning
Sparse coding has been widely applied in a variety of computer vision problems and seeks to represent a signal as a sparse linear combination of few dictionary atoms. Dictionary plays an important role as it is expected to represent components of the query signal robustly. The goal of DL is to learn a dictionary which can yield a sparse representation of training samples. Current prevailing DL approaches can be divided into two main categories: unsupervised and supervised. The unsupervised dictionary learning methods do not utilize class information of training samples, and their goal is to minimize the reconstruction error. Although these methods and especially K-SVD [16] as a representative have achieved promising results in image restoration; they are not advantageous for image classification. With the class labels of training samples available, the supervised dictionary learning methods exploit the class discrimination information in the learning process to promote the discriminative power of the learned dictionary, which results in better classification performances [17] .
In the supervised dictionary learning, the discrimination could be exploited from the dictionary, the coding coefficients, or both [17] . In the first category, a shared dictionary and a classifier over the representation coefficients are learned concurrently. Related literature include the discriminative K-SVD [18] and label-consistent K-SVD [19] . In contrast, in the second group, each dictionary atom is predefined to correspond to a single class label, so that multiple sub-dictionaries are learned. For stronger discrimination, Yang et al. [7] proposed a Fisher discrimination dictionary learning (FDDL) method by imposing Fisher discrimination criterion on the coding vectors. More recently, [17] suggested a latent DL method by jointly learning a latent matrix to adaptively build the relationship between dictionary atoms and class labels.
B. Low-Rank Dictionary Learning
Some of the aforementioned conventional dictionary learning methods perform well for classification and recognition tasks [7] , [17] on small-sized datasets; however, the performances dramatically deteriorate when the training data have large intra-class variations or contaminated heavily by nuisance factor such as occlusion, lighting and/or viewpoint variations and corruption. In the recent years, low-rank matrix recovery, which efficiently removes noise from corrupted observations, has been successfully applied to a variety of computer vision applications, such as subspace clustering [8] and background subtraction [9] . Low-rank representation and its variations achieved impressive results on subspace clustering and segmentation especially in noisy observations; however, this may not be efficient for finding a discriminative representation for the classification task. Accordingly, some dictionary learning methods have been proposed by integrating rank minimization into sparse representation and have achieved impressive results, especially when the training data are contaminated heavily because of occlusion, lighting and viewpoint variations or corruption.
Ma et al. [20] integrated rank minimization into sparse representation by introducing LR constraints on sub-dictionaries for each class. To make the dictionary more discerning, Li et al. [11] proposed a discriminative DL method, called D 2 L 2 R 2 , which adopts Fisher discrimination and meantime imposes a LR constraint on sub-dictionaries to make them robust to variations and achieves impressive results especially when corruption existed. Zhang et al. [12] proposed a discriminative, structured low-rank DL method to explore the global structure among training samples. A code regularization term is incorporated to learn a discriminative dictionary, which regularizes the same class images to have the same representation.
C. Joint Dimensionality Reduction and Dictionary Learning
On the other side, for the efficient processing of a highdimensional feature vector, its dimensionality has to be reduced without losing its intrinsic properties. In the last decade, a large number of linear and nonlinear subspace learning techniques have been proposed. Among them, some have been used in the literature to reduce the dimension of input data of dictionary learning methods. The dimensionality reduction step significantly decreases the computation cost of sparse learning algorithms, and even makes data more efficient due to ignoring irrelevant features. Wright et al. [6] used the linear projection of face images generated by a Gaussian random matrix for the initial dimensionality reduction, and called it Randomface. Since then, random projection (RP) [21] is often used for dimensionality reduction in the SRC and dictionary learning methods. RP transformation is independent of the training dataset, and it is extremely efficient to generate; however, this approach does not take advantage of a priori label information for discriminative projection. Another common projection technique in sparse learning literature is principal component analysis (PCA) [22] , which constructs a low-dimensional representation of the data, which describes as much of the variance in the data as possible. It is done by finding a linear basis of reduced dimensionality for the data, in which the amount of variance in the data is maximal. However, recent studies reveal that the joint DR and DL frameworks, make the learned projection and dictionary a better fit for each other, so a more accurate classification can be obtained. Nevertheless, only a few works have discussed the idea of jointly learning the projection of training samples and dictionary, and most of them reported more competitive performance than the conventional dictionary learning methods for classification of small-sized high-dimensional datasets.
We briefly review the most successful existing joint DR-DL methods here. As a trendsetter, [23] presented a simultaneous projection and dictionary learning method using a carefully designed sigmoid reconstruction error. The data is projected to an orthogonal space where the intra-and inter-class reconstruction errors are minimized and maximized, respectively for making the projected space discriminative. However, it was shown that the dictionary learned in the projected space is not more discriminative than the one learned in the original space. With a different approach, JDDLDR method [15] jointly learned a dimensionality reduction matrix and a discriminative dictionary, and achieved promising results for face recognition. A Fisher-like constraint enforces discrimination on the coding coefficients, but the projection matrix is learned without any discrimination constraints. As a successful method, Nguyen et al. [14] proposed a joint dimensionality reduction and sparse learning framework by emphasizing on preserving the sparse structure of data. The so-called sparse embedding (SE) method, can be extended to a non-linear version via kernel tricks that leads to a better classification accuracy. SE outperforms conventional dictionary learning methods especially in small-sized datasets; however, it fails to consider the discrimination power among separately learned, class-specific dictionaries, such that it is not guaranteed to produce improved classification performance.
Ptucha and Savakis [13] integrated manifold-based DR and sparse representation within a single framework and presented a variant of the K-SVD algorithm by exploiting a linear extension of graph embedding (LGE). The LGE concept is further leveraged to modify the K-SVD algorithm for co-optimizing a small, yet over-complete dictionary, the projection matrix and the coefficients. Yang et al. [24] learns a DR projection matrix and a class-specific dictionary simultaneously and exploits both representation residuals and coefficients for the classification purpose. Most recently, Liu et al. [25] proposed a joint non-negative projection and DL method. The discrimination is achieved by imposing graph constraints on both projection and coding coefficients that maximize the intra-class compactness and inter-class separability.
Although, great successes have been reported by some of the aforementioned joint dimensionality reduction and dictionary learning methods in different classification and recognition tasks, most of these methods cannot handle contaminated observations and large intra-class variations, which is very common in real-world datasets. Indeed, for an object classification system, serious obstacles towards real-world applications are often caused by large intra-class variability, arising from different lightings, viewpoint and pose changes, occlusion, and corruption, in limited training sets, which may have high-dimensional feature vectors. To address these issues in a unified framework, we present a joint learning method in which the projection matrix, the dictionary and the coding coefficients are learned simultaneously. By incorporating competent constraints such as low-rank, incoherence and neighborhood preservation, we can learn discriminative and robust representations of images, especially for challenging classification scenarios.
III. THE PROPOSED JP-LRDL FRAMEWORK
Different from most previous DL methods, we propose to learn the DR matrix P, the dictionary D and sparse coefficients A simultaneously for exploiting the discrimination information in the training set more effectively. Our method consists of three components. First, it projects a data point (e.g., an image after vectorization) to a subspace parameterized by a projection matrix P. Then, the projected data point is sparsely represented by class-specific low-rank sub-dictionaries. Next, we consider two graph constraints. One graph constraint applies to the sparse representation and the other applies to the projected subspace. These neighborhood graphs encourage data samples from the same class to have similar sparse representations low-dimensional embeddings, respectively. Concisely, we aim to learn a discriminative dictionary and a robust projection matrix simultaneously, using LR regularization and dual graph constraints.
Let X be a set of m-dimensional training samples, i.e., X = {X 1 , X 2 , . . . , X K }, where X i denotes the training samples from class i and K is the number of classes. The class-specific dictionary is denoted by D = {D 1 , D 2 , . . . , D K }, where D i is the sub-dictionary associated with class i . We also want to learn the projection matrix P ∈ R m×d (d < m), that projects data into a low-dimensional space. Denote by A the sparse representation matrix of the dimensionality reduced data P T X over dictionary D, i.e., , P T X ≈ D A. We can write A as
Therefore, we propose JP-LRDL optimization model:
where R(P, D, A) is the error, A 1 denotes the l 1 -regularization on coding coefficients, G(A) is the graph-based coding coefficients, D i * is the nuclear norm of sub-dictionary D i , G(P) represents the graph-based projection and λ 1 , λ 2 , λ 3 , δ are scalar parameters.
A. Discriminative Reconstruction Error Term
To learn a representative and discriminative structured dictionary, each sub-dictionary D i should be able to well represent the dimensionality-reduced samples from the i th class, but not other classes. To illustrate this idea mathematically, we
2 F is as small as possible. The whole dictionary D should also well represent low-dimensional samples from any class, which implies the minimization of P T X i − D A i 2 F in our model. Moreover, the common components of the samples in a dataset can be shared by a few or all the classes. Information redundancy in the original data leads to redundancy in the learned sub-dictionaries. So, in addition to the requirements of desirable discriminative reconstruction capability, we also need to promote incoherence among subdictionaries. We provide a structural incoherence constraint for sub-dictionaries as D T i D j 2 F for i = j . Thus, the discriminative reconstruction term is defined as:
Here, we use a subset of the Caltech-101 object dataset [26] to better illustrate the role of incoherence penalty term. This dataset is known for imaging variations such as scale, viewpoint, lighting, and background. The subset includes 20 first classes with 20 training samples per class. We learn the dictionary by using the first three terms and all terms of R(P, D, A) and show the representation residuals of the training data over each sub-dictionary in Figures 2a and 2b , respectively. One can see that by using only the first three terms in Equation (2), some training data may have high representation residuals over their associated sub-dictionaries because they can be partially represented by other sub-dictionaries. By adding incoherence terms in Equation (2), D i will have the minimal representation residual for X i and the redundancy among sub-dictionaries would be reduced effectively.
B. Graph-Based Coding Coefficient Term
To further increase the discrimination capability of dictionary D, we enforce the coding coefficient matrix A to be discriminative. Intuitively, the discrimination can be assessed by the similarity of pairs of coding vectors from the same class and the dissimilarity of pairs of coding vectors from the different classes. This can be achieved by constructing a coefficient graph and maximizing the intra-class compactness and inter-class separability of coding coefficients through proper definition of graph weights. We rewrite sparse representation as A = {α 1 , α 2 , . . . , α N } where α i is the coefficient vector of x i and N is the number of training samples.
First, using LR matrix recovery, the matrix of the data samples in the i th class, X i , is decomposed into a LR matrix L i and sparse noise E i by the following optimization problem:
Then, the weight matrix of the coefficient graph, W c , is defined as follows:
where L(x i ) is the corresponding LR representation of image x i found by Equation (3), N k (L(x i )) denotes the k-nearest neighbors of this representation and l(x i ) is the label of image x i . Utilizing LR representation of images to determine their nearest neighbors enables us to preserve this structure in the coefficient space, even if the images are occluded or corrupted. It is reasonable to use the weighted sum of the squared distances of pairs of coding vectors as an indicator of discrimination capability, resulting in the discriminative coefficient term as:
This term ensures that the difference of the sparse codes of two images is minimized if they are from the same class and look similar, and the difference of the sparse codes of two images is maximized if they are from different classes and also look similar. Equation (5) can be further simplified as:
where D c is a diagonal matrix of column sums of W c as D c ii = j W c i j and L c is the Laplacian matrix as L c = D c − W c . Interestingly, [27] showed that Fisher discrimination criterion, which is the most common discriminative coding coefficients term and originally adopted in [7] , can be reformulated as a special case of the discrimination term in Equation (5).
C. Low-Rank Regularization
The training samples in each class are linearly correlated in many situations and reside in a low-dimensional subspace. So, the sub-dictionary D i , which is representing data from the i th class, is reasonably LR. Imposing LR constraints on sub-dictionaries would make them compact and mitigate the influence of noise and variations [11] . To find the most compact bases, we need to minimize D i * for all classes.
D. Graph-Based Projection Term
We aim to learn a projection matrix that can preserve useful information and map the training samples to a discriminative space, where different classes are more discriminant toward each other, compared to the original space. Using the training data matrix X and its corresponding class label set, the projection graph is built. First, we use Equation (3) to find the LR representation of each image x i ∈ X. Then, the weight matrix of the projection graph, W p , is defined as follows:
where L(x i ) is the corresponding LR representation of image x i found by Equation (3), N k (L(x i )) denotes the k-nearest neighbors of this representation and l(x i ) is the label of x i . To preserve the local geometrical structure in the projected space, one may naturally hope that, if two data points x i and x j are close in the intrinsic manifold, their corresponding low-dimensional embeddings y i and y j should also be close to each other. Ideally, similar data pairs which belong to different classes, in the original space should be far apart in the embedded space. As the first advantage of the projection graph, it would enable us to preserve the desirable relationship among training samples and penalize unfavorable relationship among them at the same time. This can be achieved by defining the weights
More importantly, these relationships should be persevered or penalized even if the images are heavily corrupted or occluded. Accordingly, we exploit the LR representation of images to determine their nearest neighbors and also to assign the weights of the matrix, rather than their original representation. As noticed, we choose the weights of projection graph based on Heat kernel, which enables us to model the local neighborhood relationships. We want the edges to incorporate any useful information about the data including an approximation of their Euclidean distances in the original high-dimensional space, to the graph. It should be highlighted that for the coefficient graph, we used a simplified version of Heat kernel in which t = ∞. The reason is, in coefficient graph the only important part of the information from the original space is whether two sparse codes belong to the same class or not, and the distance of original points does not influence our discrimination criterion. So, the weights could be identical and we do not need edges to embed extra information to the graph influence our discrimination criterion. So, the weights could be identical and we do not need edges incorporate more details to the graph.
Here, we illustrate the weight matrix W p for the Extended YaleB [28] face dataset, which is known for different illumination conditions. For an extra challenge we also simulate corruption by replacing 60% of randomly selected pixels of each image with the pixel value 255. There are 38 subjects in the dataset, and we randomly select 20 training samples per class. Ideally, the connecting weights between similar images from the same and different classes should be large and small, respectively. While the former is promoted, the latter should be penalized; hence, we can keep these relationships in the lowdimensional space. Figure 3a shows the weight matrix found by Equation (7), which is confirming to the ideal case. There are two contributing factors in building this weight matrix, which we need to verify their importance.
First, to spot the role of LR, we re-calculate the weight matrix, without utilizing LR representation (neither in neighborhood determination nor in weights assignment) and demonstrate it in Figure 3c . If we ignore the LR representation of images, corruption and illumination variations significantly deteriorate the weight matrix. Then, to verify the importance of penalizing unfavorable relations among similar training samples from different classes, we ignore the second condition of Equation (7) and simply set all weights to zero; except those between similar pairs from the same class, which is obtained by d 1 (x i , x j ). Figures 3b and 3d show these weight matrices with and without exploiting LR respectively. We observe that our weight assignment in Figure 3a , is much more discriminative and robust to variations, than the others.
We formulate the graph-based projection term as follows:
Let D p be a diagonal matrix of column sums of W p , D p ii = j W p i j and L p the Laplacian matrix as L p = D p − W p . The cost function in Equation (8) can be reduced to:
We note that the constraint P T X D p X T P = I removes the arbitrary scaling factor in the embedding. In order to make the constraint simpler, here we use the normalized graph Laplacian [29] asL p = I − D p − 1 2 W p D p − 1 2 . Consequently, Equation (9) is reformulated as:
By incorporating Equations (2), (6) and (10) into the main optimization model, the JP-LRDL model is built. We have used four different components and constraints to build our JP-LRDL, each has a specific role. (1) The discrimination constraints make the sub-dictionaries very distinguishable and incoherent, and at the same time enforce the whole structured dictionary representative and reconstructive.
(2) The primary goal of projection of high dimensional data to a subspace is to control the dimensionality of the original input data space. (3) The low-rank representation helps to clean up noise from the projected data points. Further, the sparse representation essentially selects important features in the represented space. (4) Lastly, the two graph constraints impose desirable structure on their respective spaces. Note that the sparse representation of data points can be thought of as the latent parameter space for a manifold/subspace. Thus, moving two parameter vectors closer or further has similar consequences on their respective embedding. But, the lack of sufficient data points may not be strong enough for this task. So, we needed another graph constraint directly on the subspace. Conversely, graph constraints on the subspace alone will not guarantee that latent sparse representations will be separated according to classes.
IV. OPTIMIZATION
The objective function in Equation (1) can be divided into three sub-problems to jointly learn dictionary D, projection P and coding coefficients A. These sub-problems are optimized alternatively by updating one variable and fixing the other ones, through an iterative process. We summarize our proposed algorithm for JP-LRDL in Algorithm 2 and discuss each subproblem in details in the following subsections.
A. Update of Coding Coefficients A
Assuming that D and P are fixed, the objective function in Equation (1) is further reduced to:
We optimize A i class-by-class and meanwhile, make all other A j ( j = i ) fixed. As a result, Equation (11) is simplified as:
Following the work in [30] , we update A i one by one in the i th class. We define α i, p as the coding coefficient of the pth sample in the i th class and optimize each α i, p in A i alternatively, by fixing the encoding coefficients α j, p ( j = i ) for other samples, and rewrite Equation (12) as follows:
where
where L c p is the pth column of L c , and L c pp is the entry in the pth row and pth column of L c . We then apply the feature-sign search algorithm [30] to solve α i, p .
B. Update of Dictionary D
Then, we optimize D while A and P are fixed. We update D i class-by-class, by fixing all other D j ( j = i ). When D i is updated, the coding coefficients of P T X i over D i , i.e., A i i should also be updated to reflect this change. Allowing a change in the coefficient values while updating the dictionary columns accelerates convergence, since the subsequent column updates will be based on more relevant coefficients. Here one might be tempted to suggest skipping the step of sparse coding and using only updates of columns in D, along with their coefficients, applied in a cyclic fashion, again and again. This, however, will not work well, as the support of the representations will never be changed, and such an algorithm will necessarily fall into a local minimum trap [16] .
So, by ignoring irrelevant terms, the objective function of Equation (1) then reduces to:
Denote
Equation (15), would be converted to the following form after considering the noise component:
Here, we first introduce the sparse error term E i and adopt E i 2,1 to characterize it, since we want to model the samplespecific corruption and outliers. This norm encourages the columns of E i to be zero, which is consistent with our assumption in the paper, that some vectors in data are corrupted. Moreover, we enforce sparsity on A i i 1 to both avoid the trivial solution and keep sparsity constraint on coding coefficients.
We note that in Equation (15) E i is defined class-specific as the difference of low-dimensional contaminated observations of the i th class as P T X i and the learned prototype of that class as D i A i i . The point is, we can incorporate term noise E i initially in Equation (1), but we first need to define E = {E 1 , E 2 , . . . , E K } , and also the two following constraints should be added to existing constraint of Equation (1):
This makes Equation (1), and consequently optimization much more complicated. So, to avoid such a hassle, we decided to incorporate E i while updating the class-specific dictionary D i . Firstly, we update A i as a warm-start but without involving any noise, as discussed in Equation (13) . Then, to consider the effect of noise and more importantly, make the optimization continuous, we update A i just after D i is updated. This technique enables us to solve the optimization faster and easier, without ignoring the error of noisy observations. E i is updated during this step to get the latest updates of D i and A i . Then, to facilitate the optimization, we introduce two relaxation variables J and Z and then Equation (17) can be rewritten as:
Although the injection of E i in the middle of optimization makes the optimization simpler, it would affect the global convergence. Having this in mind, we need to show the global convergence just empirically. The above problem can be solved by inexact Augmented Lagrange Multiplier (ALM) method [31] . The augmented Lagrangian function of Equation (19) is:
where T 1 ,T 2 and T 3 are Lagrange multipliers and μ is a balance parameter. The details of solving of Equation (14) can be found in Algorithm 1.
C. Update of Projection Matrix P
In order to solve for P, we keep D and A fixed. As a result, the objective function in Equation (1) is then reduced to:
First, we rewrite the objective function in a more convenient form:
andẐ is a block-diagonal matrix as follows: 
To solve the above minimization, we iteratively update P according to the projection matrix obtained in the previous iteration. Using singular value decomposition (SVD) technique, [U, , V * ] = SV D ϕ(P)+δ(XL p X T ) . Then, we can update P as the l eigenvectors in U associated with the first l smallest eigenvalues of , i.e., , P t = U (1 : l, :), where P t is the projection matrix in the t th iteration. To avoid big changes in P and make the optimization stable, we choose to update P gradually in each iteration as follows:
γ is a small positive constant to control the change of P in consecutive iterations.
V. COMPLEXITY AND CONVERGENCE ANALYSIS
A. Time Complexity
We analyze the time complexity of three sub-problems of JP-LRDL optimization as follows:
• To update the sparse coding coefficients, we exploit feature-sign search algorithm [30] with a time complexity of O(sC), where s is the sparsity level of the optimal solution, i.e., the number of nonzero coefficients, and C is the dictionary size. 
B. Convergence Analysis
Although Equation (1) is non-convex, the convergence of each sub-problem is guaranteed. We have theree main Algorithm 2 JP-LRDL Algorithm sub-problems here; for updating coding coefficients, we exploit feature-sign search algorithm, which [30] has proved its converges to a global optimum, in a finite number of steps. For updating sub-dictionaries, we use inexact ALM as demonstrated in Algorithm 1. The convergence of inexact ALM, with at most two blocks has been well studied and a proof to demonstrate its convergence property can be found in [31] . Liu et al. [8] also showed that there actually exist some guarantees for ensuring the convergence of inexact ALM with three or more blocks (here Z , J and E). So, it could be well expected that Algorithm 1 has good convergence properties. Moreover, inexact ALM is known to generally perform well in reality, as illustrated in [34] . Although we incorporate term noise E i while updating the dictionary, not from the beginning, it does affect the convergence of this step. However, the global convergence would be affected and we can theoretically show the global convergence. The convergence of updating projection matrix in Equation (25) has been discussed in [15] . Figure 4c demonstrates the value of D i − J ∞ , P T X i − D i A i i − E i ∞ and A i i − Z ∞ , which are the stopping conditions of Algorithm 1, on the original and corrupted images of the Extended YaleB dataset. We observe that inexact ALM efficiently convergences through few iterations in both cases. There is no theoretical guarantee for the global convergence of our method; however, extensive experiments verify the fast ans steady convergence behavior of JP-LRDL on differenct face and object datasets. Figures 4a and 4b illustrate the convergence curves of JP-LRDL on the original and corrupted images of the Extended YaleB face [28] and the COIL object [35] datasets, respectively. It can be observed that JP-LRDL converges efficiently and after several iterations, the values of objective function becomes stable, such that local solutions cannot make the problem unpredictable. Although the objective function value on corrupted images is larger than that of original ones, the function converges very well after some iterations in both cases.
VI. THE CLASSIFICATION SCHEME
Once D and P are learned, they could be used to represent a query sample x test and find its corresponding label. The test sample is projected into the low-dimensional space and coded over D by solving the following equation:
ξ is a positive scalar and the coding vectorâ can be written asâ = [â 1 ,â 2 , . . .â K ] whereâ i is the coefficient sub-vector associated with sub-dictionary D i . The representation residual for the i th class is calculated as:
where ω is a preset balancing weight and m i is the learned mean vector of A i . Incorporating the term â i − m i 2 2 is to make the best of the discrimination within the dictionary, because the dictionary is learned to make coding coefficients similar from the same class and dissimilar among different classes. Finally, the identity of testing sample is determined by label(x test ) = argmin i {e i }.
VII. EXPERIMENTAL RESULTS
The performance of JP-LRDL method is evaluated on various classification tasks. We compare our method with several related methods. FDDL [7] and D 2 L 2 R 2 [11] are representative of conventional DL and low-rank DL methods, respectively. We also compare JP-LRDL with joint DR and DL methods including JNPDL [25] , SDRDL [24] , SE [14] , LGE-KSVD [13] and JDDRDL [15] . Since SE can obtain at most K (number of classes) features in the reduced space; it would be excluded from the experiment which is not applicable. We evaluate the performance of our approach and related methods on the different face and object datasets. For constructing the training set, we select images (or their corresponding features) randomly and the random selection process is repeated 10 times and we report the average recognition rates for all methods. We set the number of dictionary atoms of each class as training size. Also, we set the maximum iteration of all the iterative methods as 10. For all the competing methods, we use their original settings, and all the hyperparameters are found by 5-fold cross validation.
A. Parameters Selection
There are seven parameters in our model, which need to be tuned: λ 1 , λ 2 , λ 3 , δ in Equation (1), β, λ in Equation (17) and γ in Equation (25) . The tuning parameters of JP-LRDL are chosen by 5-fold cross validation. However, we found out that changing λ 3 , δ and λ would not affect the results that much and we set them as 1. There are also two parameters in classification phase as ξ, ω, that we search for their best values in a small set {0.001, 0.01, 0.1}. Because there are many combinations of remaining four parameters, we first search for the optimal value of λ 1 , λ 2 between 0.0001 and 0.1, by fixing other parameters.
First, to investigate how sensitive the λ 1 , λ 2 parameters are, we set the value of β = 0.1, γ = 0.1 and then explore the effects of the other two parameters. Figure 5a shows the recognition rate versus different values of these two parameters by fixing β, γ as 0.1 on the AR face dataset (Mixed scenario as explained in Section VII). For each pair of parameters, we average the results over 10 random runs. We observe the accuracy reaches a plateau as either λ 1 or λ 2 grow from 0.1. This trend is mostly similar in all evaluated datasets. We notice that when λ 1 = 0, the accuracy drops remarkably, which shows the importance of the sparsity of the coefficients. Figure 5c also illustrates the recognition rate versus the value of β, under four different pair values of λ 1 , λ 2 on the AR dataset. We note that JP-LRDL performs well in a reasonable range of β parameter and the highest accuracy belongs to the λ 1 = λ 2 = 0.1, which is consistent with the results from Figure 5a . We set the γ parameter as 0.1 in the experiments. For both coefficient and projection graphs, we set the neighborhood size for similar and different classes as k 1 = mi n{n i − 1, 15} and k 2 = n i − 1, where n i is the number of training samples in class i . Figure 5b shows the classification results varying the neighborhood size k 1 , k 2 on the Extended YaleB dataset. In this experiment, images are corrupted by 30% occlusion, and we randomly select n i = 20 images per class. As the number of neighbors increases, JP-LRDL achieves better results and using relatively few neighborhoods, remarkably degrades the accuracy.
B. Face Recognition 1) Extended YaleB Dataset:
This dataset [28] contains 2, 414 frontal face images of 38 human subjects captured under different illumination conditions. All the face images are cropped and resized to 55 × 48 and we randomly select 20 images per class for training and the rest is used for test. To challenge ourselves, we also simulate various levels of corruption and occlusion. For pixel corruption, we replace a certain percentage (from 10% to 50%) of randomly selected pixels of each image with pixel value 255. For occlusion (block corruption), the images are manually corrupted by an unrelated block image at a random location and the percentage of corrupted area is increased from 10% to 50%. Some of the original and corrupted/occluded images of this dataset can be seen in Figure 6d . In the following experiments, all the methods utilize the raw images as the feature descriptor, except FDDL and D 2 L 2 R 2 methods that initially use PCA to reduce the dimension of features, i.e., the Eigenface is used as input.
We evaluate the robustness of our method to different levels of pixel and block corruption (from 10% to 50%). For each level of corruption, the projected dimension varies between 5% to 90% of the original dimension (2640) and the best achieved result among all dimensions is reported. Figures 6a  and 6b demonstrate that our method consistently obtains better performance than others in all levels of corruption. As the percentage of corruption/occlusion increases, the performance difference between JP-LRDL and other methods becomes more significant and this reflects the robustness of our method toward the large noise. These figures also reflect that none of the existing joint DR-DL methods can achieve good performance for corrupted observations. Equally important, the best performance of JP-LRDL is achieved at 25% of the original dimension, while that of existing joint DR-DL methods and DL methods occurs at 50% and whole dimension, respectively. JP-LRDL is superior to other methods, even with the fewer number of features.
Then, we randomly choose 4 ∼ 25 training samples per subject and evaluate the recognition rate on this dataset. Figure 6c shows that our results consistently outperform other counterparts under the same configurations. Moreover, significant improvements in the results are observed when there are few samples per subject. The proposed JP-LRDL is particularity less sensitive to the small-sized dataset and maintains a relatively stable performance even in lower numbers. We also evaluate the running time of JP-LRDL and other competing methods on the Extended YaleB dataset in Figure 5d . The training time is computed as the average over the entire training set, while fixing the projected dimension as 30% of the original dimension. We used a machine with 12GB RAM and Intel Core i7-3770 CPU. Our method has a reasonable train time compared to other competing methods.
2) AR Dataset: The AR face dataset [36] includes over 4, 000 frontal face images from 126 individuals. We select a subset of 2, 600 images from 50 male and 50 female subjects in the experiments. These images include different facial expressions, illumination conditions, and disguises. In each session, each person has 13 images, of which 3 are obscured by scarves, 3 by sunglasses and the remaining ones are of different facial expressions or illumination variations which we refer to as unobscured images. Each face image is resized to 55 × 40 and following the protocol in [12] , experiments are conducted under three different scenarios:
−Sunglasses: We select 7 unobscured images and 1 image with sunglasses from the first session as training samples for each person. The rest of unobscured images from the second session and the rest of images with sunglasses are used for testing. Sunglasses occlude about 20% of images.
−Scarf: We choose 8 training images (7 unobscured and 1 with scarf) from the first session for training, and 12 test images including 7 unobscured images from the second session and the remaining 5 images with scarf from two sessions for testing. The scarf covers around 40% images.
−Mixed: We consider the case in which both training and test images are occluded by sunglasses and scarf. We select 7 unobscured, plus 2 occluded images (1 with sunglasses, 1 by scarf) from the first session for training and the remaining 17 images in two sessions for testing per class.
In the following experiments, we use the raw images as the feature descriptor for all the methods, except FDDL and D 2 L 2 R 2 , which use Randomface [19] that is generated by projecting a face image onto a random vector. First, we evaluate the robustness of our method in small-sized, large intra-class variability datasets. We consider Sunglasses and Scarf scenarios and to have more challenge, all the training images are manually corrupted by 20% pixel corruption. Then we vary the feature dimension from 5% to 90% of the original dimension (2200) and report the recognition rate. Figure 7d shows some of these original and pixel corrupted images. Figures 7a,7b show the recognition rates of JP-LRDL and competing methods over these two scenarios. Our approach achieves the best results compared to the competing methods, across all dimensions and maintains a relatively stable performance in lower dimensions. JP-LRDL achieves the best recognition rate while using 50% of all features. We also not that existing joint DR-DL methods perform better than DL methods in lower dimensions due to the learned projection matrix, which is more powerful than RP.
We then evaluate our algorithm on the Mixed scenario and to challenge ourselves, we also simulate uniform noise, such that a percentage of randomly chosen pixels of each image, are replaced with samples from a uniform distribution over [0; V max ], where V max is the largest possible pixel value in the image. In this experiment, the projected dimension is fixed as 30% of the original dimension and the recognition accuracy under different levels of corruption is reported in Figure 7c . One may infer JP-LRDL shows robustness to occlusions, severe corruption, illumination and expression changes; however, the existing methods fail to handle these variations. Furthermore, JP-LRDL is able to preserve the discriminative information, even in relatively low dimensions.
3) LFW Dataset: Besides tests with laboratory face datasets, we also evaluate the JP-LRDL on the LFW dataset [37] for unconstrained face verification. LFW contains 13, 233 face images of 5, 749 different individuals, collected from the web with large variations in pose, expression, illumination, clothing, hairstyles, occlusion, etc. Here, we use LWFa dataset [38] , which is an aligned version of LFW. We use 143 subjects with no less than 11 samples per subject in LFWa dataset (4174 images in total) to perform the experiment. The first 10 samples are selected as the training samples and the rest is for testing. Face images are cropped and normalized to the size of 60 × 54 and the projected dimension is set as 1000. Also, PCA is used for DR of FDDL and D 2 L 2 R 2 methods. Table I lists the recognition rates of all the methods, and similar to previous results, JP-LRDL achieves the best performance. These results confirm that the proposed method not only effectively learn robust feature representations in controlled scenarios, but also have excellent discrimination ability for face images that collected in uncontrolled conditions and have high variation. We also show the robustness of our method against the number of training samples. We choose the first {10, 20, 30, 40, 50, 60} training images per class, and test on the rest. Since the number of images varies in each class, we normalize the recognition results by the number of test images to get per-class accuracies. Figure 9a verifies that our proposed method consistently outperforms other DL methods in all scenarios, but the difference is more meaningful when there are just a few training samples.
There is a wide literature on occlusion detection and handling, which is beyond the scope of this paper. Most of these successful methods are object detection approaches that can be categorized into three broad groups; object detection without occlusion detection, with occlusion detection and localization of occlusion. While there have been attempts to tackle the occlusion problem by integrating detection with segmentation [39] and latent variables for predicting truncation [40] resulting in improved recognition performance, these attempts have been tailored to specific kinds of detection models. While traditional occlusion handling models focus entirely on the occluded object without any explicit notion of the cause of occlusion, more recent work treated the occluder as a first class citizen in the occlusion problem [41] . By taking a different approach some methods exploit a model of 3D interaction of objects to represent occlusions effectively for object detection under arbitrary viewpoint [42] .
Despite the great success of object detection methods in handling occlusion, it should be noted that the nature of addressing occlusion is completely different in detection-based and classification-based approaches. The former methods use labeled bounding box as the supervised data, while the latter (including ours) use just class labels. Also, in our datasets the assumption is that there is just one object mostly aligned in the center of image; however, an important goal of detectionbased approaches is to find the correct bounding box of the occluded object by other objects in the scene. In addition, the type of occlusion is different for detection and classification purposes. In detection method, the object can be occluded by itself or any similar/dissimilar object in the scene, whereas in classification techniques occlusion is mostly explored using either unrelated blocks or any kind of disguise in face datasets.
C. Object Recognition
1) COIL Dataset: The COIL dataset [35] contains various views of 100 objects with different lighting conditions and scales. In our experiments, the images are resized to 32 × 32 and the training set is constructed by randomly selecting 10 images per object from available 72 images. Some of the original and corrupted images can be found in Figure 10a .
We evaluate the scalability of our method and the competing methods by increasing the number of objects (i.e., classes) from 10 to 100. In addition to alternative viewpoints, we also test the robustness of different methods to simulated noise by adding 10% pixel corruption to the original images. Figure 11a, 11b show the average recognition rates for all compared methods over original images and 10% pixel corrupted images for different class numbers, respectively. Like before, for all the methods, the projected dimension is varied from 5% to 90% of the original dimension (1024) and the best achieved performance is reported.
It can be observed that the proposed JP-LRDL outperforms the competing methods and the difference becomes more meaningful when data are contaminated with simulated noise. All the methods, except D 2 L 2 R 2 and our approach, which utilize LR constraint, have difficulty obtaining reasonable results for corrupted data. In particular, our method achieves remarkable performance and demonstrates good scalability in both scenarios. Moreover, we simulate various levels of contiguous occlusion (from 10% to 50%), by replacing a randomly located square block of each test image of COIL-20 dataset with an unrelated image. We also set the feature dimension as 30% of the original dimension and the average recognition rates are illustrated in Figure 11c . JP-LRDL achieves the highest recognition rate under different levels of occlusion. Figure 9b also depicts the recognition rates versus the number of training samples. In this experiment, we we use all 100 classes, and the training images are corrupted by 10% simulated noise. JP-LRDL still obtains the best accuracy across all training samples; however, other methods benefit more from involving data.
Finally, we design an experiment to show the efficiency of different components of the proposed JP-LRDL framework. To verify the efficacy of LR constraint in the framework, we remove λ 3 K i=1 D i * from Equation (1). In similar fashion, to evaluate the importance of joint DR and DL process, we remove the projection learning part from JP-LRDL, which means that the projection matrix and structured dictionary are learned from training samples separately. We call these two strategies JP-DL and P-LRDL respectively and compare them with the proposed JP-LRDL on three datasets in Figure 11d . In these experiments, the projected dimension methods is set to 10% of the original dimension and the images are corrupted by 20% block occlusion. For the AR and Extended YaleB datasets, we follow the Mixed scenario and regular experiment protocols, respectively. For the COIL dataset, we utilize first 20 classes. According to the results, once the LR regularization is removed, the recognition rate drops significantly in all datasets. Also, we note that JP-LRDL outperforms P-LRDL (with separate projection) and this is mainly due to the fact that some useful information for DL maybe lost in the separate projection learning phase. The joint learning framework enhances the classification performance, especially when data are highly contaminated and dimension is relatively small.
2) Caltech-101 Dataset: The Caltech-101 database [26] contains over 9000 images from 101 different object categories such as animals, flowers, trees, etc., and 1 background class. The number of images in each class is greatly unbalanced, varying from 31 to 800. Figure 10b shows some sample images from this dataset. We evaluate our method using dense SIFT-based spatial pyramid features [19] and set the projected dimension as 3000. We run the experiments with 15 and 30 randomly chosen training images per category and this process is repeated 10 times with different random splits of the training and testing images to obtain reliable results. The final recognition rates are reported as the average of each run and summarized in Table II . In this experiment, to demonstrate the effect of structural incoherence term, we evaluate the recognition rate of JP-LRDL with and without this term. According to the results, our method with structural incoherence term, is superior to other approaches. Incorporating the structural incoherence term, would noticeably enhance the recognition rate, especially in datasets like the Caltech, which has large intraclass variations. Similarly, Figure 2 also verifies the role of structural incoherence term by presenting the representation error, with and without this term on a subset of the Caltech-101 dataset. The combination of LR and incoherence constraints helps us obtain a better estimate of the underlying distribution of samples and learn a robust and discriminative subspace. As a result, JP-LRDL can recognize objects in images despite imaging variations such as scale, viewpoint, lighting, and background.
To verify the robustness of our method to small-sized datasets, we select different numbers of training sample and train it on {5, 10, 15, 20, 25, 30} images per category, and test on the rest. To compensate for the variation of the class size, we normalize the recognition results by the number of test images to get per-class accuracies. The final recognition accuracy is then obtained by averaging per-class accuracies across 102 categories. We also repeat this experiment, by replacing a randomly located block of each test image with an unrelated image, such that 20% pixels of every test image are occluded. The recognition rates are reported in Figures 12a and 12b for the original and occluded images, respectively. Thanks to the efficiency of the proposed JP-LRDL, our method can achieve superior recognition rate, even when the number of training samples is relatively low. Although the existing methods fail in the occluded scenario, the proposed JP-LRDL still maintains satisfactory performance.
D. Comparison to Traditional Feature Learning Methods
In previous sections, we compared our proposed method with three types of dictionary learning methods; however, there is a wide variety of other feature learning techniques that have reported great success in small-sized training sets with large intra-class variations. In contrast to hand-crafted features which cannot be generalized well, genetic programming (GP) [43] as a branch of evolutionary computation automatically searches a space of possible solutions without any prior knowledge. Since GP relies on a natural and random process, can escape traps by which hand-crafted methods may be captured. Shao et al. [44] developed an evolutionary learning methodology to automatically generate domainadaptive global feature descriptors for image classification using multiobjective genetic programming (MOGP). An alternative approach to cope with small-sized datasets is to use auxiliary source domain data. To bring the original target domain data and the auxiliary source domain data into the same feature space, [45] introduced a weakly-supervised crossdomain dictionary learning method, which learns a reconstructive, discriminative and domain-adaptive dictionary pair and the corresponding classifier parameters without using any prior information. Both of these methods need extra data, either for validation set [44] or auxiliary source domain data [45] .
We compare our method with these two approaches on two datasets including the Caltech-101 object dataset [26] and the CMU PIE face dataset [46] . The CMU PIE face data set contains 41, 368 images from 68 subjects, captured under 13 different poses, 43 different illuminations, and four different facial expressions. Following [44] we select all the images with five near frontal poses under different illumination conditions and facial expressions. Then, all the images are processed to remove the background and resized to 64 × 64, which some of them are shown in Figure 14b . In the CMU dataset for MOGP method, the first 80 images are chosen from each subject to compose the learning set, the following 40 images from each subject construct the evaluation set, and the rest of the images are used as the testing set. We decrease the number of images in training set and demonstrate the results in Figure 13a .
As observed, the proposed JP-LRDL obtains superior results, even does not exploit any validation set. For the Caltech dataset, MOGP uses first 20 images from each category as the learning data, the following 15 images from each category as the evaluation data, and the rest of images from each category as the testing data. Also, we compare the results with WSCDDL-MR [45] , in which the source domain is constructed by choosing first 20 image categories and use the first 100 results returned from Google image search for each chosen category. Following [45] , as the source domain data are weakly labeled, we allow 5 samples per category as labeled in the source domain. Similarly, we change the number of images per class in the training set, and report the results in Figure 13b . MOGP outperforms our method when more data is involved in the framework; however, their difference is meaningful when there are relatively few samples per class. JP-LRDL illustrates competitive performance to WSCDDL-MR, without utilizing any of the source domain data and the model is purely trained on the learning set.
The results indicate that our approach produces the same recognition rate without any need to validation set or auxiliary data. To handle noisy observations, Iliadis et al. [47] proposed an iterative method to address the face identification problem with block occlusions. In order to model contiguous errors, e.g., block occlusion effectively they utilized two properties; the first characteristic fits the errors a distribution described by a tailored loss function, whereas the second one describes the error image as structural low-rank. Table III compares the recognition rate of our proposed JP-LRDL with [47] on the AR and Extended YaleB face datasets under different scenarios.
1) AR-Block Occlusion: We choose 7 neutral images per subject from sessions 1 and 2 for training and testing, respectively. In each test image, we replace a random block with the square baboon image, covering 40% of face image.
AR-Expression:
The training set consists of two neutral images (one from each session) per subject. For the testing set, 6 images per subject from sessions 1 and 2 with face expressions (smile, anger and scream) are selected. AR-Sunglasses: The training set includes two neutral images (one from each session) per subject, but the testing set consists o 6 images per subject with sunglasses from sessions 1 and 2. AR-Scarves:
We still use the same training set, and 6 images per subject with scarves from two sessions are chosen for the testing set. AR-Mixture Noise: We choose 7 neutral per subject from session 1 for training, and 7 neutral images per subject from session 2 are used for testing. In each testing image, 20% of randomly chosen pixels is corrupted by replacing pixel values with independent and identically distributed samples from a uniform distribution between [0, 255]. Then, we place the baboon square image on each corrupted test image with 70% occlusion in the image. 2) YaleB-Block Occlusion: Following experimental settings in [47] , we choose subsets 1 and 2 (717 images, normal-tomoderate lighting conditions) of Extended YaleB for training, and subset 3 (453 images, more extreme lighting conditions) for testing. The robustness to block occlusion is tested by placing the square baboon image on each test image, while the location was randomly chosen and covering 70% of each image. YaleB-Mixture Noise: The training and testing settings are like the previous scenario; however, all testing images are corrupted by replacing 30% of pixel values with samples from a uniform distribution between [0, 255], and then a baboon square image is placed on each corrupted test image while covering 60% occlusion of the image. Some sample images are shown in Figure 14a . We observe that the proposed JP-LRDL outperforms FLR-IRNNLS in all cases, and the difference is more significant in the scenarios with very few training samples. Theses results emphasize the fact that exploiting the joint optimization and well-suited constraints is beneficial in handling any kind of noise in relatively small datasets.
VIII. CONCLUSION
In this paper, we proposed an object classification method for small-sized datasets, which have significant intra-class variation. The proposed method simultaneously learns a robust projection and a discriminative dictionary in the lowdimensional space, by incorporating LR, structural incoherence and dual graph constraints. These constraints would enable us to handle different types of intra-class variability, arising from different lightings, viewpoint and pose changes, occlusion and corruptions, even when there are few training samples per class. In the proposed joint DR and DL framework, learning can be performed in the reduced dimensions with lower computational complexity. Besides, by promoting the discriminative ability of the learned projection and dictionary, the projected samples can better preserve the discriminative information in relatively low dimensions; hence, JP-LRDL has superior performance even with a few number of features. Experimental results on different datasets validated the superior performance of JP-LRDL on classification task especially when few training samples are occluded, corrupted or captured under different lighting and viewpoint conditions.
