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Chien-Jen Huang International Journal of Digital Content Technology and its Applications. Volume 5, Number 1, January 2011 third section, the sample data and variables will be described, the empirical results analyzed and the models evaluated; in the fourth section, the research conclusions and suggestions will be proposed.
Support Vector Machine
Based on statistical learning theory, SVM is a machine learning system developed by Dr. Vapnik (1995) in Bell Lab. Its basic concept is to construct the best super plane in sample space so that the margin between super plane and the sample set of different types will be a maximum. The best classification of super plane is as shown in figure 1. , that is, the classification margin of these two types is w / 2 . Therefore, the search of the best classification super plane is, to find the super plane with the maximum classification margin under the constraint of equation (3) . That is, to search a super plane with minimum weighted vector norm w .
For further description on SVM, the readers can refer to related literature themselves. Because SVM related parameters and prediction variables will affect the entire network prediction performance, however, currently, there is no package software that can easily realize the optimization of SVM related parameters and prediction variables, that is, it can be achieved only through self-writing of the program. Therefore, there are only few related literatures. For example regarding the application of the association of genetic algorithm with SVM includes Pai (2005) and Lessmann (2006) . In this article, Matlab SVM tool box is adopted which allows easy and flexible self-writing program that optimizes SVM related parameters and prediction variables. What is done in this article is, in the optimization of network parameter of SVM, it includes kernel width σ of Radial Basis Function and the penalty factor C, wherein the chromosome coding range of σ is [0.001,100], and the chromosome coding range of C is [0.01,100]. Then through the natural selection principle of genetic algorithm, superior gene of next generation will be generated, finally, we can obtain optimized SVM network parameters. To optimize prediction variables, the prediction variable is coded and represented it in [0, 1] in this article, wherein 1 represents the selected variable and its entrance into the network. Through the natural selection principle of genetic algorithm, gene of superior next generation will be generated; finally, a best set of network input variables can be obtained.
Since the SVM has been proposed based on problems that have two classifications, this article will therefore expand its application to problems with more than two classifications by evaluating certain classification sample as one classification (expressed as 0) with the rest of the samples treated as another classification (expressed as 1). This approach should be able to process problems with more than three classifications prior to conducting ROC curve analysis.
Sample data and variable
The empirical data of this research is taken from InfoWinner database; we have collected the daily closing price data of a domestic company named China Steel Corporation in a period from March 24, 2005 to August 21, 2007 with a total number of 600 observation values. Furthermore, we have divided a total of 600 data into six sets in which five sets are used to create a cross-testing model to predict while the remaining set is used in attempt to conduct an accurate model. In addition, factors that affect the stock price include basic perspective, stock possession perspective, technical perspective and international market. Therefore, we use business net profit and EPS (earning per share) to represent basic perspective; the daily number of buy and sell of stocks by foreign investment corporation, domestic investment trust and securities dealers are used to represent the capital perspective; in addition, four commonly used technical indexes such as RSI, bias, William indicator and moving average, etc. are used to represent technical perspective. Finally, the US stock average is added as international index for the research. In the mean time, we have adopted the suggestions from Wan (2007) that if the stock closing price of the previous day is set as the explained variable, its predictive power will be better.
This article will require simplified investment operation due to the needs derived from researching four types of model classifications of predicting capabilities. The definition of cases like when the stock price of the day is within the price fluctuation limits of 10% of that of the previous day, then the investment operation will be termed as "Hold" (abbr. H) and expressed as value of 2. If the stock price of the day drops more than 10% than that of the previous day, then investment strategy would be "Buy" (abbr. B) and expressed as value of 1. If the stock price of the day rises more than 10% than that of the previous day, i.e., the price rise has reached to level of satisfaction, investment strategy would then be "Sell" (abbr. S) and expressed as value of 3.
Since the unit of each factor is different, this research let each factor use March 23, 2005 as the reference date and as denominator, the factor in other date as numerator to calculate the proportional value. First, the training data is fed into Logistic Regression and SVM model for model construction, then, test data will be used respectively in the model for the testing of the classification accuracy. 
Construction of two-stage prediction model and general comparison of predictive power
Because radiating-type Radial basis Function (RBF) kernel function can classify non-linear and high dimensional data (Lin, 2008) , RBF kernel function is generally adopted to construct SVM model with many study results giving evidence to its superiority over other kernel functions (Edmister, 1972; Min, 2005) . Therefore, this article refers to Yang (2008) and using RBF kernel function and adopting SVM Matlab toolbox for the design of the model. Moreover, the most important two parameters of SVM model structure are the two parameters kernel width σ and penalty factor C of Radial Basis Function which has certain degree of effect on the classification capability as pointed out by C. Kao (2007) . Generally, most researchers adjust these two parameters by gradient descent methods (Chapelle, 2002; Gold, 2003) , but Hsu (2002) and LaValle (2002) has pointed out that Grid algorithm is too time consuming and does not perform well. Therefore this article refers to the method proposed by and and adopts in the first step the genetic algorithm as proposed by professor Holland (1975) for the search of the best SVM parameter (abbreviated as 1SGASVM model), and the classification capability of SVM model is thus enhanced. The evolution parameters of genetic algorithm include the interval of penalty factor C [0.01,100], interval of kernel width σ [0.001,100], number of genetic generation 100, 10 chromosomes, crossover rate 0.8 and mutation rate 0.05. Besides, Roulette Wheel Selection and Elitism are adopted and the termination condition is the number of generation.
Firstly, we start by randomly selecting 10 groups of network parameters from parameter region C[0.01,100], σ[0.001,100] before proceeding on to binary coding (such as [01101010] ). Afterwards, all of the predicted variables and the first group of network parameter values (i.e. the first chromosome) will be inputted into SVM network for computing RMSE values from network output, target values and inverses from these values will be regarded as Fitness values. Repeat previous steps for the rest of the group by inputting network parameters into SVM network to create 10 Fitness samples. At this point, we can see the adoption of Roulette Wheel Selection which transforms the Fitness into the Roulette area by randomly selecting two groups of Fitness representing the parameter coding in this article. Single-point crossover based on hereditary operation (i.e. two coded chromosomes randomly selected with identical positions to proceed crossover) as well as bit mutation (i.e. coded crossover chromosomes will proceed to random mutation) or so-called "optimized computation" will then follow; it can be seen from figure 2. Moreover, good chromosomes will survive to the next generation for the whole 100 generations. The smallest chromosome from RMSE will also be selected as optimal network reference value. Figure 3 shows that after the dynamic adjustment of the parameters of kernel width σ and penalty factor C through genetic algorithm, the minimum RMSE in each generation has gradually converged. Here, in order for the change of each parameter to be clearly seen in different generations, RMSE is multiplied by 10000 and σ is multiplied by 100. It was finally found that when C=41.9004 and σ= 0.8152, RMSE reach its minimum (0.00078112 ). Since the selection of prediction variable will also affect the classification performance of the entire model, this research thus takes into account the appropriateness of the prediction variable. In the mean time, the network complication can be reduced too, and the performance of the prediction model can be enhanced. In the second step, this article also refers to Yu (2005) and and adopts genetic algorithm for the selection of the best SVM prediction variable (abbreviated as 2SGASVM model). The basic principle is to code the prediction variable of the model first, then substitute the selected variable into the first step model to calculate the difference between the prediction value and the target value. In the evolution process, the difference will be gradually reduced. The parameters adopted in the evolution process include the number of genetic generations 100, 10 chromosomes, crossover rate 0.85 and mutation rate 0.1. Again, Roulette Wheel Selection and Elitism are adopted and the termination condition is the number of generation. After 100 generations, it can be seen from figure 4 that the prediction value gradually approaches the target value, and RMSE also decreases gradually to its minimum. and the daily number of stock sheet of Buy and Sell done by the securities dealers (X7) must be deleted from the model so that RMSE is a minimum (0.0005) and Fitness Ranking is a maximum (10) , and the model can be optimized. In addition to 2SGASVM, 1SGASVM, general SVM and Logistic Regression model will also use and adopt all of the variables in this article. Hence, there are a total of four models adopted for the comparison and analysis of classification accuracy. ROC curve with cross-validation of data set number 5 and 6 is shown in figure 5 . Table 3 shows the selected variables and descriptions. Bradley (1997) had pointed out that the larger the areas above the reference line and below the curve, the more accurate the classification power of that model. It can be clearly seen from the figure that 2SGASVM model has the best classification capability. Table 4 shows 6 sets of data from cross-validation result on Sensitivity (Sen), Specificity (Spe), Area Under the Curve (AUC) and Gini Index of each stock investment. Sensitivity means the percentage of the number of companies with prediction result of 0 to the number of companies with real value of 0; Specificity means the percentage of the number of companies with prediction result of 1 to the number of companies with real value of 1; AUC means the classification prediction power of the model. If Gini Index = 2 × AUC -1, it means the high classification prediction power of this model as pointed out by Hand (2001) . From AUC and Gini Index table of the 2SGASVM model, which searches the best input variable and parameter through genetic algorithm, in 6 sets of data, whether the investment decision is Buy, Hold or Sell, its classification accuracy is relatively higher than that of 1SGASVM, SVM and LR model. Hence, a combination of genetic algorithm and SVM model can enhance the decision-making capability of the model, and it is thus very suitable for constructing stock investment model. However, if we observe further general SVM model and Logistic Regression model, it is found in this article that whether in ROC curve or in table 4, it is difficult to judge the superiority of these two models. Therefore, if the input variable or parameter of general SVM model is not appropriately selected, it will not necessarily perform better than general statistical regression model. The researchers need to pay close attention to this characteristic. 
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Conclusions and suggestions
Since stock investment problems are usually non-linear problems, conventional statistical method is thus not suitable for the analysis. Nonetheless, SVM model has very good fitness to non-linear problem. However, SVM is a more complicated algorithm. There have been very few applicable software so far, the researchers have to write the programs themselves to implement such algorithm, which in turn hesitates many researchers. In this article, through the application of Matlab SVM function and genetic algorithm tool box, one can construct a good classification model easily, such information should be helpful to researchers who are interested in SVM function. However, the major contribution of this article is to address the appropriateness of model parameter and prediction variable can usually affect the prediction capability of the entire model. Genetic algorithm is applied to adjust model parameter and select prediction variable in this research. In addition, classification capability comparison and analysis of stock investment is done through SVM model and Logistic Regression model. In the future, it is suggested that other models (for example, neural network and Bayesian Classification Method) can also be adopted for a more general comparison and analysis of the classification capability of stock investment with SVM. 
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