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RÉSUMÉ
Dans ce projet de recherche, on s’intéresse au développement et à l’évaluation de nou-
velles méthodes numériques pour les écoulements peu profonds. De nouvelles tech-
niques de discrétisation spatiales et temporelles des équations sont proposées. Une
partie de la thèse est dédiée au développement d’une méthode des volumes finis ex-
plicite d’ordre élevé et d’une famille de schémas semi-implicites qui sont efficaces pour
la modélisation des processus lents et rapides dans les écoulements océaniques et at-
mosphériques. La deuxième partie du projet de recherche concerne la construction
d’un schéma numérique efficace sans solveur de Riemann pour les écoulements peu
profonds avec une topographie variable sur un maillage non structuré. Dans cette
partie de la thèse, une nouvelle approche est proposée pour l’analyse de stabilité des
schémas numériques non structurés pour les équations en eaux peu profondes. Dans
la troisième partie de la thèse, deux schémas de volumes finis sont développés pour les
lois de conservation sur des surfaces courbes qui ont un large potentiel d’être appliqués
aux écoulements peu profonds sur la sphère. Dans ces cas, les schémas numériques
sont développés en adoptant la démarche suivie par Stanley Osher. Cette démarche
consiste à utiliser des systèmes hyperboliques simples qui génèrent des phénomènes
d’ondes complexes et des solutions qui ont différentes structures. Ces solutions sont
très efficaces pour tester les méthodes numériques. Dans notre cas, nous avons utilisé
les équations de Burgers qui ont joué un rôle très important dans le développement des
schémas numériques à capture de chocs en mécanique des fluides.
Dans le premier article, une nouvelle méthode des volumes finis décentrée explicite
est proposée pour le système de Saint-Venant avec un terme source qui comprend le
paramètre de Coriolis en utilisant un maillage non structuré. La plupart des schémas
numériques décentrés, efficaces pour les ondes rapides (ondes de gravité), conduisent à
un niveau d’amortissement élevé pour les ondes lentes (ondes de Rossby). La méthode
proposée donne de bons résultats à la fois pour les ondes de gravité et les ondes de
Rossby. Les techniques proposées sont suffisantes pour supprimer le bruit numérique
des ondes courtes sans amortissement des ondes longues, telles que les ondes de Rossby
qui sont essentielles dans le transport de l’énergie dans les océans et l’atmosphère.
Dans le cas où le système comprend une large gamme de fréquences des ondes, ce qui est
le cas des écoulements atmosphériques, il est important d’utiliser des méthodes semi-
implicites afin d’opter pour un pas de temps optimal. La méthode semi-implicite semi-
lagrangienne à deux niveaux (SETTLS) proposée par Hortal (2002) a une région de
stabilité absolue indépendante du nombre de Courant-Friedrichs-Lewy (CFL). La plu-
part des modèles de prévision numérique atmosphérique utilisent cette méthode comme
schéma temporel. Cependant, la méthode SETTLS peut générer des oscillations pour le
traitement du terme non linéaire surtout pour le cas des solutions qui ont un caractère
voscillatoire. Pour remédier à ce problème, dans le deuxième article, nous avons pro-
posé une nouvelle classe de schémas semi-implicites semi-lagrangiens potentiellement
applicables aux modèles atmosphériques. Cette classe de schémas numériques présente
plusieurs avantages de stabilité, de précision et de convergence. De bons résultats
sont obtenus en comparaison à d’autres schémas semi-implicites semi-lagrangiens et
méthodes semi-implicites de type prédicteur-correcteur.
Dans le troisième article, un nouveau schéma équilibre partiellement centré est développé
pour la résolution numérique des équations de Saint-Venant avec une topographie vari-
able sur un maillage non structuré. Cette méthode est stable et simple puisqu’elle
ne fait pas appel à la résolution du problème de Riemann. La méthode proposée est
précise pour le cas des solutions discontinues et peut être appliquée aux écoulements
peu profonds avec une topographie variable et une géométrie complexe où l’utilisation
des maillages non structurés est avantageuse.
Motivé par de nombreuses applications en dynamique des fluides, dans le projet de
thèse on s’intéresse également au développement de méthodes numériques dans le cas
des surfaces courbes. L’objectif est de concevoir des méthodes numériques robustes et
efficaces pour le cas des solutions discontinues et qui préservent la structure fondamen-
tale des équations, notamment les propriétés liées à la géométrie. Pour développer ces
méthodes, l’approche suivie par Stanley Osher est adoptée et les équations de Burgers
sont utilisées vu leur importance pour le développement des schémas numériques à
capture de chocs.
Dans le quatrième article, une méthode des volumes finis satisfaisant la compatibil-
ité géométrique est développée pour les lois de conservation sur la sphère. Cette
méthode est basée sur la résolution du problème de Riemann généralisé et l’approche
du «splitting» directionnel en latitude et en longitude sur la sphère. Les dimensions
géométriques sont considérées de manière analytique et la forme discrète du schéma
numérique proposé respecte la propriété de compatibilité géométrique. La méthode
proposée est stable et précise pour le cas des solutions discontinues de grands chocs
et amplitudes en comparaison avec des schémas numériques très connus. Une nouvelle
classification des flux est proposée en introduisant les notions de flux feuilletés et de
flux génériques. Le comportement asymptotique des solutions est étudié en fonction de
la nature du flux et les propriétés des solutions discontinues sont analysées. Les résul-
tats démontrent la capacité et le potentiel de la méthode proposée pour la résolution
des lois de conservation sur la sphère dans le cas des solutions discontinues. Ce schéma
numérique pourrait être étendu au cas des équations de Saint-Venant sur la sphère.
Dans le cinquième article, on propose un schéma numérique efficace respectant la pro-
priété de compatibilité géométrique pour les lois de conservation sur la sphère. La
méthode proposée présente plusieurs avantages, notamment de bons résultats dans le
cas des solutions discontinues avec des chocs d’amplitudes moyennes, une faible dis-
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sipation numérique et une simplicité puisqu’elle ne fait pas appel à la résolution du
problème de Riemann. Cette méthode pourrait être étendue au cas des équations de
Saint-Venant sur la sphère.
Dans le sixième article, une nouvelle approche est proposée pour analyser la stabil-
ité des schémas numériques appliqués aux écoulements peu profonds. Cette méthode
utilise la notion du pseudo spectre des matrices. La méthode proposée est efficace en
comparaison avec les méthodes couramment utilisées telles que la stabilité asympto-
tique et la stabilité de Lax-Richtmyer. Cette approche est utile pour le choix du type de
maillage, des emplacements appropriés des variables primitives (hauteur et vitesses),
et de la méthode de discrétisation la plus stable.
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ABSTRACT
This research project focuses on the development and evaluation of numerical methods
for shallow flows by proposing new spatial and temporal discretization techniques.
First, a new high-order explicit finite volume method and a class of semi-implicit
schemes are introduced which are effective for modelling fast and slow waves in oceanic
and atmospheric flows. In the second part of the research project, a central-upwind
scheme is proposed for shallow water flows on variable topography using unstructured
grids. In this part of the project, a new approach is proposed for the stability analy-
sis of unstructured numerical schemes for shallow water equations. In the third part
of the thesis, two finite volume methods are developed for the conservation laws on
curved geometries which are potentially applicable to shallow flows on a sphere. For
such cases, numerical schemes are developed by using the approach followed by Stan-
ley Osher. This approach employs simple hyperbolic systems which generate complex
wave phenomena, and solutions that are effective for assessing numerical methods. In
our case, Burgers’ equations are used since they have played an important role in the
development of shock-capturing schemes in fluid mechanics.
In the first paper, a new explicit upwind finite volume method is proposed for the
Saint-Venant system using unstructured grids, with a source term which is assumed
to include the Coriolis Effect. Most upwind schemes that perform well for fast gravity
waves lead to a high level of damping for slow modes such as Rossby waves. The
developed method leads to accurate results for both gravity and Rossby waves. The
proposed techniques are enough to suppress the short-wave numerical noise without
damping long waves essential in the transport of energy in the ocean and atmosphere,
such as Rossby waves. However, it is useful to use semi-implicit methods for systems
which include different scales of wave speeds, such as atmospheric flows, in order to use
practical time steps. Hortal (2002) proposed a two-time-level semi-Lagrangian method
called the Stable Extrapolation Two-Time-Level Scheme (SETTLS), which has a region
with absolute stability independent of the Courant-Friedrichs-Lewy number (CFL).
Most weather-prediction models use this method as a temporal scheme. However,
the SETTLS method can generate high noise for a purely oscillatory nonlinear term,
depending on the size of the time step. The goal of the second paper is to deal with
the issues of instability associated with the treatment of the non-linear part of the
forcing term. A class of semi-implicit semi-Lagrangian schemes is developed which is
potentially applicable to atmospheric models. The proposed class of schemes performs
well in terms of stability, accuracy, convergence, and efficiency in comparison with other
previously known semi-implicit semi-Lagrangian schemes and semi-implicit predictor
corrector methods.
In the third paper, a well-balanced positivity-preserving cell-vertex central-upwind
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scheme is proposed for the Saint-Venant system with variable bottom topography.
The advantages are that the proposed method is Riemann-problem-solver-free, stable,
and accurate for discontinuous solutions. This scheme can be applied to problems with
complex geometries, where the use of unstructured grids is advantageous.
Motivated by numerous applications in fluid dynamics, we are also interested in the
development of numerical methods for conservation laws on curved geometries, with
the objective being to design robust and efficient numerical approximation methods.
These schemes allow the computation of discontinuous solutions and preservation of
the fundamental structure of the equations, especially geometry-related properties. In
order to develop these methods, the approach followed by Stanley Osher is adopted by
using Burgers’ equations.
In the fourth paper, a geometry-preserving finite volume method is developed for con-
servation laws on a sphere. The proposed method is based on a generalized Riemann
solver and an operator-splitting approach using latitude and longitude on a sphere.
The geometric dimensions are considered in an analytical way, which leads to a dis-
crete form of the scheme that respects the geometric compatibility property. The
proposed method performs well in terms of stability and accuracy for discontinuous
solutions with large amplitudes and shocks compared to some well-known schemes. A
new classification of the flux vector is introduced in which the foliated and generic
fluxes are distinguished. The properties of the solutions are investigated and their
late-time asymptotic behavior is studied using the properties of the flux vector field.
The results demonstrate the proposed scheme’s potential and ability to resolve discon-
tinuous solutions with large amplitudes and shocks for conservation laws on a sphere.
This method could be extended to shallow water models on a sphere.
An efficient finite volume method is introduced in the fifth paper for conservation
laws on a sphere. The main advantages of the designed scheme are its low numerical
dissipation and simplicity, since no Riemann solvers are used. The proposed method
has good resolution of conservation laws for discontinuous solutions with shocks of
average amplitude. The scheme respects the geometric compatibility property, and it
is efficient for nonlinear hyperbolic conservation laws on a sphere. This method could
be extended to the shallow water systems on a sphere.
In the sixth paper, a new method using pseudospectra is proposed for stability analy-
sis of unstructured finite volume methods for shallow water equations. The proposed
approach is effective compared to the commonly used methods such as asymptotic sta-
bility and Lax-Richtmyer stability. The proposed approach can be helpful for choosing
the type of mesh, the appropriate placements of the primitive variables on the grids,
and a suitable discretization method which is stable for a wide range of modes.
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1CHAPITRE 1 Introduction
1.1 Objectifs
Le projet de recherche de la thèse concerne le développement et l’évaluation de nou-
velles méthodes numériques pour les écoulements peu profonds. Dans cette section, on
présente les objectifs et on introduit le cadre général des différentes thématiques qui
seront détaillées dans les chapitres qui vont suivre.
De nouvelles techniques de discrétisations spatiales et temporelles des équations sont
proposées. L’objectif est de développer des schémas numériques pour les écoulements
peu profonds qui sont stables, non dispersifs et non diffusifs. Ces méthodes doivent
présenter un très bon compromis entre la précision et le coût de calcul et doivent
être faciles à implémenter dans le cas des maillages non structurés et pour le cas des
géométries courbes.
Dans notre démarche, les quatre parties suivantes sont traitées dans la thèse:
• Développement de méthodes numériques efficaces pour la modélisation des pro-
cessus lents dans les écoulements océaniques et atmosphériques,
• Construction de schémas numériques efficaces sans solveurs de Riemann pour les
écoulements peu profonds,
• Introduction d’une nouvelle approche pour l’analyse de stabilité des méthodes
numériques pour les écoulements en eaux peu profondes,
• Développement de schémas numériques pour les lois de conservation sur des sur-
faces courbes, qui ont un large potentiel d’être appliqués pour les écoulements
peu profonds sur la sphère.
Dans la première partie de la thèse, on s’intéresse à la modélisation des processus lents
dans les écoulements océaniques et atmosphériques. Ces écoulements sont forcés à de
très grandes échelles spatiales et temporelles, en particulier par les effets qui dépendent
de la rotation terrestre. La variation du paramètre de Coriolis avec la latitude génère
les ondes de Rossby, qui sont aussi appelées les ondes planétaires. Ces ondes ont des
fréquences très faibles et elles se propagent lentement.
Dans les écoulements océaniques et atmosphériques, il est nécessaire de calculer avec
une bonne précision à la fois les modes lents et les modes rapides. Dans un premier
temps, un schéma de volume finis décentré est proposé pour le cas des équations de
Saint-Venant avec le terme source qui comprend le paramètre de Coriolis. Le système
de Saint-Venant, en dépit de sa simplicité, comprend tous les aspects de la dynamique
2de l’atmosphère et de l’océan à grande échelle. Les équations de Saint-Venant perme-
ttent la modélisation des écoulements de fluides en milieux peu profonds. Le modèle
basé sur ces équations est validé expérimentalement et il est largement utilisé pour
simuler de nombreux phénomènes naturels dans l’atmosphère, les océans, les rivières
et les estuaires. Les équations de Saint-Venant sont dérivées à partir des équations de
Navier-Stokes (Vreugdenhil, 1994) après intégration suivant la verticale en adoptant
l’hypothèse de pression hydrostatique et en négligeant l’accélération verticale et l’effet
de la viscosité du fluide.
L’objectif est de proposer une méthode des volumes finis explicite sur un maillage
non structuré pour les écoulements à grande échelle. Cette méthode doit être pré-
cise pour ces types d’écoulements en présence des ondes lentes (ondes de Rossby) et
des ondes rapides (ondes de gravité). La méthode doit être capable de supprimer le
bruit numérique des ondes courtes sans amortissement des ondes longues qui ont une
importance significative dans la dynamique de l’océan et de l’atmosphère.
Le schéma numérique développé est explicite. Néanmoins, en présence des termes
sources dans le système qui génèrent des ondes de grandes vitesses de propagation, il
est nécessaire d’utiliser des méthodes implicites pour l’intégration temporelle de ces
termes. Aussi, dans le cas où le système comprend une large gamme de fréquences des
ondes, ce qui est le cas des écoulements atmosphériques, il est important d’utiliser des
méthodes semi-implicites afin d’opter pour un pas de temps optimal.
La plupart des centres météorologiques utilisent des méthodes semi-implicites semi-
lagrangiennes dans leurs modèles de prévision numérique atmosphérique. Environ-
nement Canada utilise la méthode semi-implicite semi-lagrangienne nommée SETTLS,
établie par Hortal (2002), comme schéma numérique temporel dans ses modèles atmo-
sphériques. Néanmoins, cette méthode nécessite parfois des itérations supplémentaires
pour éviter les oscillations numériques. Cette méthode peut générer des oscillations
pour le traitement du terme non linéaire pour le cas des solutions qui ont un caractère
quasi-oscillatoire. Des travaux de recherche sont effectués dans la thèse pour remédier
à ce problème. Ces travaux sont menés en collaboration avec l’équipe de recherche
en prévision numérique atmosphérique d’Environnement Canada. L’objectif de cette
partie du projet de recherche est de remédier aux problèmes d’instabilité associés au
traitement de la partie non linéaire du terme source. La méthode à proposer doit
améliorer le modèle météorologique d’Environnement Canada de point de vue stabil-
ité sans avoir d’impact sur la précision des résultats et avec un impact négligeable en
temps de calcul.
Dans le cadre des travaux de recherche de la thèse, un autre schéma numérique efficace
et sans solveur de Riemann est développé pour le cas des équations de Saint-Venant
avec une topographie variable. Les applications visées concernent la simulation de dif-
férents types d’écoulement environnementaux. À titre d’exemple, ce système peut être
3appliqué pour étudier les écoulements à surface libre, les aménagements hydrauliques
et le dimensionnement des ouvrages hydrauliques, l’étude des crues et la conception
des ouvrages de protection contre les inondations, et la prévision par modélisation
numérique de la zone de risque suite à une rupture de barrage. Ce système peut
être éventuellement couplé avec les équations de transport de sédiments et ce pour
étudier la dynamique sédimentaire dans les rivières, les estuaires et les zones côtières.
L’objectif est de développer des méthodes des volumes finis du type Godunov qui ont
pour avantage principal d’éviter la résolution du problème de Riemann aux interfaces
des volumes de contrôle.
Les solutions du système des équations de Saint-Venant peuvent développer des dis-
continuités en temps finis. Les méthodes des volumes finis centrées ne sont pas recom-
mandées pour ces types de solutions et elles sont généralement instables. Les méthodes
numériques couramment utilisées sont décentrées. Ces méthodes utilisent une résolu-
tion exacte ou des approximations du problème de Riemann au niveau des interfaces
des cellules de calcul. Ceci rend leur résolution numérique plus chère. Le schéma de
volumes finis à développer est partiellement centré. Dans la formulation de ce schéma,
aucune résolution du problème de Riemann n’est effectuée. Le schéma doit assurer
de bons résultats dans le cas des solutions discontinues. L’équilibre entre les termes
convectifs et le terme de topographie doit être préservé pour les solutions stationnaires.
Le schéma numérique doit avoir de bonnes qualités liées à la stabilité et la convergence
et en particulier ce schéma doit avoir de bonnes habilités de résolution des faibles per-
turbations des états d’équilibre. En plus, la méthode des volumes finis à proposer doit
assurer la positivité de la hauteur d’eau au cours du temps.
Dans le projet de recherche, on propose une nouvelle approche pour l’analyse de sta-
bilité des méthodes des volumes finis appliquées aux écoulements peu profonds. Cette
approche utilise le pseudo spectre de l’opérateur discret du schéma numérique. On
montre l’utilité de la méthode proposée par rapport à la stabilité asymptotique et à la
stabilité au sens de Lax-Richtmyer.
Dans la thèse, on s’intéresse aussi au développement des schémas numériques dans le
cas des surfaces courbes. L’objectif final est de proposer des méthodes des volumes
finis qui sont potentiellement applicables aux écoulements peu profonds sur la sphère,
qui décrivent des écoulements sur la surface de la terre. En plus des difficultés rencon-
trées par les schémas numériques dans le cas des systèmes d’écoulement en coordonnées
cartésiennes, une attention particulière doit être accordée à l’impact de la géométrie
dans le cas des surfaces courbes. Les dimensions géométriques ne doivent pas influ-
encer la condition de compatibilité géométrique du schéma numérique sous sa forme
semi-discrète. En d’autres termes, l’équilibre entre les termes convectifs et les termes
résultants de la variation de la géométrie (et éventuellement le terme de topographie s’il
est considéré dans le terme source) doit être préservé pour les solutions stationnaires.
Dans cette partie du projet de recherche, nous adoptons la démarche suivie par Stanley
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à considérer des systèmes hyperboliques simples mais qui peuvent générer des solu-
tions qui ont différentes structures d’ondes et qui constituent un moyen efficace pour
tester les méthodes numériques à développer. Dans notre cas, nous considérons les
équations de Burgers sur la sphère qui sont largement utilisées pour le développement
des schémas numériques à capture de chocs en mécanique des fluides.
Deux schémas de volumes finis sont développés pour les systèmes hyperboliques de lois
de conservation sur la sphère. Le premier schéma est plus approprié pour ces systèmes
en présence de solutions discontinues de grands chocs et amplitudes. Une résolution
du problème de Riemann généralisé est considérée dans la formulation de la méth-
ode développée. Les dimensions géométriques de la surface courbe sont considérées de
manière analytique pour aboutir à une forme semi-discrète qui satisfait d’une manière
exacte la condition de compatibilité géométrique. Dans la formulation de la méthode
proposée, une nouvelle reconstruction est conçue afin d’assurer la stabilité et de bonnes
précisions pour les solutions discontinues de grands chocs et amplitudes. Des analyses
approfondies sont effectuées pour comprendre l’évolution des solutions et leurs com-
portements asymptotiques qu’on ne peut pas connaitre analytiquement. Ces analyses
sont effectuées en fonction des classes de flux et de leur caractère de linéarité.
Le deuxième schéma numérique proposé est simple puisqu’il n’utilise aucun solveur
de Riemann. Ce schéma est plus adapté aux systèmes hyperboliques de lois de con-
servation sur la sphère dans le cas des solutions d’amplitudes et chocs moyens. Le
schéma est non diffusif et sa forme semi-discrète respecte la condition de compatibilité
géométrique.
Les deux schémas de volumes finis développés pour les lois de conservation scalaires
hyperboliques non linéaires sur la sphère pourraient être étendus aux systèmes hyper-
boliques multidimensionnels et aux modèles d’écoulements peu profonds sur la sphère.
1.2 Revue de littérature
L’objet de cette section est de présenter une synthèse bibliographique sur l’ensemble
des parties développées dans la thèse. La revue de littérature est décrite en quatre
parties :
• Méthodes des volumes finis décentrées pour les écoulements peu profonds,
• Schémas semi-implicites semi-lagrangiens et leurs applications aux écoulements
atmosphériques,
• Méthodes des volumes finis partiellement centrées pour les écoulements peu pro-
fonds,
5• Méthodes des volumes finis pour les lois de conservation sur des surfaces courbes.
Un état des connaissances pour chaque partie du projet sera présenté. On trouve
également dans chaque partie, une formulation claire et précise des problématiques à
résoudre et les objectifs à atteindre dans le cadre du projet de recherche de la thèse.
1.2.1 Méthodes des volumes finis décentrées pour les écoulements peu pro-
fonds
La méthode des volumes finis (VF) est largement utilisée pour la modélisation numérique
des écoulements peu profonds en raison de son avantage de conservation de masse et
de quantité de mouvement. Les schémas VF décentrés sont devenus très populaires
pour la résolution numérique des équations de Saint-Venant dans le cas des solutions
discontinues. Ces schémas assurent un niveau faible de diffusion numérique en utilisant
un nombre acceptable de cellules de maillage.
Les schémas VF décentrés nécessitent la résolution du problème de Riemann pour le
calcul du flux au niveau de chaque interface des cellules de calcul. Plusieurs méth-
odes de résolution du problème de Riemann exacte ou approchée ont été développées.
L’algorithme le plus populaire est la méthode de Godunov (Godunov, 1959; Godunov
et al., 1961). Ce schéma numérique est du premier ordre en précision. Les données
initiales dans les cellules sont représentées par des constantes par morceaux avec des
discontinuités au niveau des interfaces de cellules. La solution exacte du problème de
Riemann au niveau de chaque interface des cellules est utilisée pour le calcul du flux à
cette interface. L’extension de la méthode de Godunov au deuxième ordre ou à un ordre
élevé est possible en utilisant d’autres formes de reconstruction des variables primitives
du système au niveau des cellules de calcul (approximations linéaire, parabolique, etc.).
La résolution exacte du problème de Riemann coûte très cher numériquement, ce qui a
conduit au développement de méthodes d’approximation qui sont relativement moins
coûteuses en termes de temps de calcul. La méthode de Roe (1981) est l’une des méth-
odes d’approximation qui sont largement appliquées en dynamique des fluides. Cette
méthode est basée sur la linéarisation du système d’équation et elle donne de bonnes
approximations des solutions discontinues. En présence du terme source, les méthodes
VF peuvent engendrer des oscillations numériques causées par le déséquilibre entre le
terme de flux et le terme source. Plusieurs techniques ont été développées pour assurer
l’équilibre entre ces termes (exemple : Vázquez-Cendón, 1999; Gallouet et al., 2003;
Mohammadian et al., 2005; Mohammadian et Le-Roux, 2006; Stewart et al., 2011).
Parmi les termes sources considérés, il y a ceux qui sont dûs à la topographie variable,
au frottement et à l’effet de Coriolis. Le terme de Coriolis est considéré surtout dans le
cas des écoulements à grande échelle. Plusieurs travaux ont été effectués pour dévelop-
per ou évaluer les schémas numériques appliqués à ces types d’écoulement (exemple:
Walters et Carey, 1983; Foreman, 1984; Hanert et al., 2004, 2005; Le Roux et Pouliot,
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peu de travaux ont été réalisés pour le cas des méthodes VF appliquées à ces types
d’écoulement (exemple : Lin et al., 2003; Mohammadian et Le Roux, 2008; Castro et
al., 2008; Beljadid et al., 2012).
Les problèmes liés à la stabilité des méthodes numériques sont encore amplifiés dans le
cas de discrétisation des équations en eaux peu profondes sur des maillages non struc-
turés. Ceci est principalement dû aux modes numériques qui sont générés par les effets
liés à la structure du maillage. On obtient des matrices non normales pour les opéra-
teurs linéaires des schémas numériques, ce qui représente une source d’amplification
des solutions en temps finis et de problèmes de stabilité. Néanmoins, les maillages non
structurés sont nécessaires dans plusieurs contextes et ils offrent une bonne flexibilité
pour la discrétisation des domaines complexes et des conditions aux frontières en util-
isant différentes tailles des cellules de calcul. Les maillages non structurés nécessitent
l’utilisation d’une méthode de discrétisation des équations qui assure une bonne préci-
sion avec moins de sensibilité à la structure du maillage. La méthode doit être stable
et les amplifications numériques doivent être faibles pour une large gamme de modes.
Les méthodes qui utilisent des directions alternées (ou l’approche du «splitting» di-
rectionnel) sont largement utilisées dans le cas des maillages structurés. Dans le cas
des maillages non structurés, cette approche peut souffrir des effets d’orientation de
la grille et des difficultés rencontrées pour préserver le caractère multidimensionnel du
système lors de sa discrétisation.
Les schémas d’intégration temporelle jouent également un rôle important dans la
performance globale d’une méthode numérique. Même pour des conditions initiales
lisses, les solutions obtenues peuvent développer des discontinuités en temps finis.
Les méthodes d’intégration temporelle pour ces cas peuvent engendrer des oscillations
numériques. Des méthodes d’intégration temporelle TVD ont été développées et util-
isées avec succès dans de nombreux problèmes en raison de leur capacité à éviter la
naissance des oscillations, à assurer la stabilité, et à améliorer la précision des résultats.
Une classe de schémas numériques d’ordres élevés a été développée par Shu et Osher
(1988). Cette classe de méthodes a été étudiée de façon approfondie par Shu (2002)
et, Spiteri et Ruuth (2002).
La plupart des méthodes numériques décentrées, avec un bon choix du schéma tem-
porel, aboutissent à de bons résultats pour les ondes de gravité mais ces méthodes
échouent à calculer les ondes lentes (ondes de Rossby). Les schémas centrés qui sont
efficaces pour le calcul des ondes de Rossby rencontrent plusieurs difficultés (ils sont
généralement instables) pour simuler les ondes de gravité.
Le développement de méthodes numériques efficaces à la fois pour le cas des ondes
rapides (ondes de gravité) et des ondes lentes (ondes de Rossby) nécessite de nouvelles
techniques pour assurer l’équilibre entre le terme de flux et le terme de Coriolis. L’étude
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1.2.2 Schémas semi-implicites semi-lagrangiens et leurs applications aux
écoulements atmosphériques
La méthode semi-implicite semi-lagrangienne (SL) a été proposée pour la première
fois par Robert (1981) pour l’intégration temporelle des modèles numériques atmo-
sphériques. Un état de l’art sur l’application des méthodes SL en prévision numérique
atmosphérique est donné par Staniforth et Côté (1991) et d’autres études ont été
menées pour examiner les méthodes SL (exemple: Bonaventura, 2000; White–III et
Dongarra, 2011). En 1991, la méthode SL avec trois niveaux de calcul en temps a été
mise en place et utilisée par le centre européen de prévision météorologique à moyen
terme. Cette méthode est décrite en détail par Ritchie et al. (1995). Tanguay et
al. (1990) ont généralisé l’utilisation de la méthode semi-implicite pour intégrer les
équations pour un fluide compressible dans le cas non hydrostatique. Le développe-
ment des méthodes SL à deux étapes par McDonald et Bates (1987) et Temperton
et Staniforth (1987) a motivé l’utilisation de ce type de schéma SL vu son avantage
concernant le temps de calcul et la réduction du nombre et de l’impact des modes
d’origine non-physique (McDonald et Haugen, 1992; Temperton et al., 2001; Hortal,
2002). En effet, l’utilisation de plus de deux niveaux de temps de calcul conduit en
général à des modes numériques ayant des amplitudes comparables à celles des modes
physiques. Ceci peut influencer la précision de la solution numérique si aucune tech-
nique efficace n’est utilisée pour amortir les modes numériques. Dans ce sens, Hortal
(2002) a proposé une méthode SL à deux niveaux (SETTLS) qui présente une zone de
stabilité absolue indépendante de la condition de stabilité de Courant-Friedrichs-Lewy.
D’après Hortal (2002), dans la formulation de la méthode SETTLS, l’équation de la
trajectoire est obtenue en adoptant une approximation explicite de la moyenne de
l’accélération entre le point de départ et le point d’arrivée. Ce schéma peut être
considéré comme un cas particulier, et il démontre le plus de stabilité, de la famille
des schémas numériques de second ordre proposée par Gospodinov et al. (2001). Ces
schémas sont paramétrés par un nombre indéterminé α. Durran et Reinecke (2004) ont
montré que la taille de la région de stabilité absolue de la famille des schémas proposée
par Gospodinov et al. (2001) varie considérablement en fonction de ce paramètre et
que la région optimale est obtenue pour la valeur α = 1/4, ce qui correspond à la
méthode SETTLS. Pourtant, SETTLS n’est pas un choix idéal vu que les points sur
l’axe imaginaire du plan complexe sont en dehors du domaine de stabilité absolue, sauf
le point d’origine. Par conséquent, la méthode SETTLS peut générer des oscillations
pour le traitement du terme non linéaire surtout pour le cas des solutions qui ont
un caractère quasi-oscillatoire. Pour remédier à ce problème, une classe de schémas
semi-implicites semi-lagrangiens est développée dans ce projet de recherche.
81.2.3 Méthodes des volumes finis partiellement centrées pour les écoule-
ments peu profonds
Les solutions du système de Saint-Venant peuvent développer des discontinuités en
temps finis. Les méthodes couramment utilisées pour la résolution de ce système sont
les schémas de volumes finis décentrés. Tel qu’indiqué auparavant, ce type de schéma
nécessite la résolution du problème de Riemann au niveau des interfaces des cellules
de calcul. Un aperçu de l’état de l’art concernant ces schémas est donné dans la sec-
tion 1.2.1. Sommairement, la différence principale entre les schémas décentrés et les
schémas centrés est que les schémas décentrés utilisent de manière intensive les in-
formations sur les caractéristiques de propagation des ondes, tandis que les schémas
centrés sont principalement basés sur les moyennes de flux sans utiliser ces informa-
tions. Les schémas centrés ont attiré beaucoup d’attention après le travail important
de Nessyahu et Tadmor (1990), où un schéma centré à capture de chocs est proposé.
Un état de l’art à propos des schémas centrés et leurs extensions est donné par Russo
(2002). Les schémas centrés peuvent être améliorés de façon considérable en utilisant
quelques informations sur les vitesses de propagation des ondes. Ceci a conduit au
développement d’une classe de schémas partiellement centrés qui sont proposés par
Kurganov et co-auteurs (Kurganov et al., 2001; Kurganov et Petrova, 2001; Kurganov
et Tadmor, 2000a). Ces schémas sont simples vu qu’ils ne font pas appel à la résolution
du problème de Riemann au niveau des interfaces des cellules de calcul. Ils présentent
une bonne résolution par rapport aux schémas centrés pour les solutions discontinues.
Ces schémas sont appliqués avec succès à plusieurs problèmes d’écoulements peu pro-
fonds et pour les systèmes hyperboliques (Bollermann, 2013; Kurganov et Levy, 2002;
Kurganov et Petrova, 2005, 2007).
Bryson et al. (2011) ont proposé un schéma partiellement centré pour les équations de
Saint-Venant avec une topographie variable en utilisant un maillage triangulaire. Le
développement et l’extension des schémas partiellement centrés pour plusieurs autres
contextes (type de maillage, autres termes sources,...) sont nécessaires pour élargir leurs
applications. Deux propriétés sont nécessaires pour le développement de ces schémas.
La première concerne l’équilibre entre le terme source et le terme de flux, en particulier
le schéma doit préserver les solutions statiques. La deuxième propriété est celle relative
à la positivité : la méthode doit garantir des valeurs positives de la hauteur d’eau au
cours du temps. Dans le projet de thèse, une méthode des volumes finis partiellement
centrée est développée pour le système de Saint-Venant avec une topographie variable.
Un maillage non structuré est utilisé sous forme de polygones construits à partir d’un
maillage triangulaire initial.
91.2.4 Méthodes des volumes finis pour les lois de conservation sur des
surfaces courbes
L’étude des systèmes hyperboliques sur des surfaces courbes a connu un intérêt accru
vu les nombreuses applications dans la dynamique des fluides, en particulier pour le
cas des lois de conservation scalaires comme les équations de Burgers sur la sphère.
Malgré l’apparence simple de ce modèle, il génère des phénomènes d’ondes complexes
qui ne sont pas observés en l’absence de l’effet de la géométrie. Les équations de Burg-
ers ont une grande utilité dans le développement des schémas numériques à capture
de chocs en mécanique des fluides. Ces équations devraient permettre de fournir un
moyen efficace pour construire des schémas numériques pour le cas des systèmes hy-
perboliques et le système de Saint-Venant sur des surfaces courbes. Les propriétés
mathématiques des solutions aux lois de conservation sur des variétés sont largement
étudiées par LeFloch et co-auteurs (exemple : Amorim et al., 2005, 2008; Ben-Artzi et
LeFloch, 2007; Ben-Artzi et al., 2009; LeFloch, 2011; LeFloch et Okutmustur, 2008).
Les lois de conservation sur des surfaces en évolution sont aussi étudiées par Dziuk,
Kroöner et Müller, et Giesselman (2009). Ben-Artzi, Falcovitz, et LeFloch (2009) ont
proposé un schéma de volumes finis pour les lois de conservation sur la sphère avec
une approximation du second ordre basée sur la résolution du problème de Riemann
généralisé. Dans cette méthode, un «splitting» directionnel en latitude et longitude sur
la sphère est utilisé pour simplifier la résolution du problème de Riemann. La forme
discrète de la méthode des volumes finis satisfait la condition de « divergence nulle ».
Cette méthode permet de préserver les solutions stationnaires non triviales avec une
bonne précision. Une extension de ce schéma pour un ordre temporel élevé nécessite
l’analyse de l’impact du «splitting» directionnel adopté sur l’ordre du schéma temporal
à utiliser. D’autres aspects liés à la classification des flux et à l’analyse de l’évolution
des solutions sont nécessaires pour étudier l’impact de la nature du maillage sur la
précision du schéma et pour prédire la convergence asymptotique des solutions. Ces
éléments sont traités dans la thèse et un nouveau schéma de volumes finis est proposé.
On note que les schémas partiellement centrés démontrent une bonne résolution des
solutions discontinues sur une géométrie plane pour le cas des systèmes hyperboliques
et le système de Saint-Venant. Aucune extension de ces schémas n’a été faite pour le
cas des surfaces courbes. Dans ce projet de recherche, un nouveau schéma partiellement
centré est proposé pour les systèmes hyperboliques sur la sphère.
1.3 Méthodologie et présentation du travail de recherche
La méthodologie suivie dans ce projet de recherche peut être scindée en trois phases
principales. Une première phase porte sur la définition précise du problème et des
objectifs. La deuxième phase concerne les développements théoriques et l’établissement
de nouvelles techniques pour la formulation de nouveaux schémas numériques. La
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dernière phase est consacrée aux études analytiques et numériques pour évaluer les
performances des méthodes proposées et leurs comparaisons avec celles des méthodes
existantes. Dans ce qui suit, pour les six contributions scientifiques, on présente le
modèle des équations qui a fait l’objet d’étude, la problématique à résoudre et l’objectif,
et un sommaire des résultats obtenus.
1.3.1 Une méthode des volumes finis non structurée pour les écoulements
à grande échelle
La force de Coriolis a un effet important sur la dynamique des écoulements géo-
physiques. Dans les travaux décrits lors du deuxième chapitre, on s’intéresse à la
modélisation des processus lents et rapides dans l’océan et l’atmosphère. Un calcul
précis des deux processus nécessite des méthodes numériques efficaces. Les équations
de Saint-Venant sont considérées avec un terme source qui comprend le paramètre de
Coriolis. L’application des schémas de volumes finis pour ce système pose problème à
cause du déséquilibre rencontré entre le terme de flux et le terme source. Les méthodes
actuellement disponibles sont en général incapables de garantir une bonne précision à
la fois pour les ondes lentes (ondes de Rossby) et les ondes rapides (ondes de gravité).
La plupart des schémas numériques décentrés donnent de bons résultats pour les on-
des rapides mais ils échouent dans la résolution des ondes lentes. Les schémas centrés
efficaces pour les ondes de Rossby rencontrent des problèmes pour le cas des ondes de
gravité. Les schémas de volumes finis décentrés en combinaison avec la méthode TVD
Runge-Kutta d’ordre 3 pour l’intégration temporelle donnent des résultats précis pour
le cas des ondes de Kelvin et les ondes de gravité. Les résultats obtenus pour le cas
des ondes de Rossby en utilisant ces schémas décentrés ne sont pas satisfaisants.
Les équations des écoulements peu profonds considérées sont décrites par :
∂U
∂t
+ ∂E
∂x
+ ∂G
∂y
= S, (1.1)
Les équations de type linéaire et non linéaire sont définies en fonction des termes du
vecteur des variables primitives U et des termes des flux E et G.
Pour les équations linéaires ces termes sont définis par:
U =

η
u
v
 , E =

Hu
gη
0
 , G =

Hv
0
gη
 , S =

0
fv
−fu
 ,
(1.2)
où η est l’élévation de la surface au-dessus de l’élévation moyenne H, u et v sont les
composantes moyennes de la vitesse d’écoulement respectivement selon les directions
x et y. Le terme de Coriolis est noté par f et l’accélération dûe à la gravité est notée
par g.
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Pour les équations non linéaires, les vecteurs U, E, et G sont donnés par :
U =

h
hu
hv
 , E =

hu
hu2 + 0.5gh2
huv
 , G =

hv
huv
hv2 + 0.5gh2

(1.3)
Le terme source S, qui inclut le paramètre de Coriolis, est donné par
S = (0, fhv,−fhu)T , (1.4)
où h est la hauteur totale d’eau.
Dans le cas d’une approximation β−plan, le terme de Coriolis peut s’exprimer sous la
forme f = f0 + βy où on considère f0 = 0 étant donné qu’on s’intéresse au cas des
ondes équatoriales. Le paramètre β est donné par:
β = 2Ω/R = 2.29× 10−11m−1s−1, (1.5)
où Ω et R sont respectivement la vitesse angulaire et la valeur moyenne du rayon de
la terre (Ω = 7.29× 10−5 rad s−1,R = 6371 km).
Une nouvelle méthode des volumes finis décentrée sur un maillage non structuré est pro-
posée pour les écoulements à grande échelle. Cette méthode utilise la méthode d’Adams
du quatrième ordre combinée avec le «splitting» directionnel pour l’intégration tem-
porelle. Le terme de Coriolis est intégré analytiquement avant et après l’intégration
numérique du terme de flux. Une nouvelle reconstruction est proposée et elle consiste à
utiliser une approximation de troisième ordre orthogonalement à l’interface des cellules
de calcul. Le long de l’axe de l’interface de chaque cellule, on utilise une approximation
du premier ordre. Les analyses montrent que le «splitting» directionnel et la struc-
ture du maillage ont un léger impact sur l’ordre de la méthode d’Adams utilisée pour
l’intégration temporelle. Les techniques proposées sont suffisantes pour supprimer les
oscillations numériques liées aux ondes courtes sans amortissement des ondes longues.
Les analyses confirment que dans la nouvelle reconstruction, le premier ordre utilisé
dans la direction de chaque interface des cellules de calcul a moins d’impact sur l’ordre
spatial du schéma proposé. L’équilibre entre le terme de flux et le terme de Coriolis
est préservé par la méthode proposée. Cette méthode donne de bons résultats à la fois
pour le cas des ondes de gravité et des ondes de Rossby.
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1.3.2 Une classe de schémas semi-implicites semi-lagrangiens potentielle-
ment applicables aux modèles atmosphériques
Les modèles généralement appliqués en prévision numérique atmosphérique s’écrivent
sous la forme semi-lagrangienne suivante :
dψ
dt
= N + L, (1.6)
où le terme source à droite de l’équation (1.6) est décomposé en un terme linéaire noté
L qui est responsable des ondes rapides et le reste correspond au terme non linéaire
noté par N qui génère les ondes lentes. Dans l’équation (1.6), les deux termes sources
linéaire et non linéaire dépendent de la fonction ψ(x, t), de la position x et du temps.
En général, pour résoudre l’équation (1.6) des méthodes explicites sont utilisées pour
l’intégration temporelle du terme non linéaire N , et le terme linéaire L est intégré de
manière implicite. Dans ce qui suit, le pas du temps est noté par ∆t et tp = p∆t
désigne le temps à l’étape p. Les notations “+”, “0” and “−” sont utilisées pour
désigner respectivement les variables aux étapes t+ ∆t, t et t−∆t. Les notations A et
D sont utilisées respectivement pour le point de départ xD = x(t) et le point d’arrivée
xA = x(t + ∆t) de la trajectoire semi-lagrangienne. Pour tout point xj de la grille de
discrétisation, on désigne par x˜nj l’estimation de la position du point de départ de la
parcelle du fluide au temps tn qui arrive à la position d’arrivée (xj, tn+1). À l’étape
p, la valeur du terme non linéaire est notée par Np = N(x˜pj , tp) et la valeur du terme
linéaire est notée par Lp = L(x˜pj , tp) au point de départ (x˜
p
j , tp) de la trajectoire qui
arrive à la position (xj, tn+1).
Dans notre méthodologie pour construire la nouvelle famille de schémas semi-implicites
semi-lagrangiens, on considère les approximations de second ordre suivantes établies
par Gospodinov et al. (2001) pour l’équation (1.6)
ψ+A − ψ0D
∆t = (
3
4−α)N
0
A+(
3
4 +α)N
0
D−(
1
4−α)N
−
A −(
1
4 +α)N
−
D +
1
2(L
+
A+L−D), (1.7)
où α est un paramètre arbitraire.
La méthode nommée SETTLS, établie par Hortal (2002), utilise une approximation du
type Gospodinov et al. (2001) donnée par (1.7) pour le cas α = 1/4.
La plupart des centres météorologiques utilisent SETTLS comme schéma numérique
pour l’intégration temporelle de leur modèle atmosphérique décrit par une équation de
type (1.6). Cette méthode peut générer des oscillations pour le cas des solutions qui ont
un caractère quasi-oscillatoire. Dans le modèle d’Environnement Canada, la méthode
SETTLS nécessite parfois des itérations supplémentaires pour éviter les oscillations
numériques.
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Une analyse détaillée des conditions de stabilité des schémas semi-implicites semi-
lagrangiens basés sur les approximations (1.7) de Gospodinov et al. (2001), est effectuée
par Durran et Reinecke (2004). En particulier, les auteurs ont étudié les problèmes de
stabilités liés au traitement du terme non linéaire dans le cas de la méthode SETTLS.
Dans leur analyse, les auteurs ont remarqué que la zone de stabilité de la méthode SET-
TLS se réduit à un seul point sur l’axe imaginaire du plan complexe, ce qui constitue
un inconvénient pour le cas des solutions à caractère oscillatoire.
Dans le cadre de la thèse, des analyses théoriques et numériques des propriétés de
certaines méthodes semi-lagrangiennes complexes sont effectuées pour faire face aux
problèmes d’instabilité associés au traitement de la partie non linéaire du terme source.
L’objectif est de développer un schéma numérique qui possède une zone de stabilité
plus large que celle de la méthode SETTLS, en particulier sur l’axe imaginaire du plan
complexe. Les techniques à développer pour améliorer la stabilité ne doivent pas être
coûteuses de point de vue temps de calcul et doivent garantir une bonne précision.
La classe des schémas numériques développée utilise une version modifiée de la méthode
TR-BDF2 qui est une combinaison de la règle du trapèze (TR) et de la formule de
différenciation en arrière d’ordre deux (BDF2). Les analyses menées par Dharmaraja
(2007) ont montré que la méthode TR-BDF2 présente de bonnes qualités de stabilité
pour la résolution des équations différentielles. Une bonne précision est obtenue pour
les systèmes d’équations différentielles raides en utilisant un pas de temps acceptable.
La classe de schémas semi-implicites semi-lagrangiens proposée utilise trois étapes. Le
terme non linéaire est traité de manière explicite dans les deux premières étapes comme
prédicteur et correcteur en utilisant la méthode du trapèze et dans la troisième étape,
on applique la méthode BDF2 explicite. Pour le terme linéaire, la méthode du trapèze
implicite est utilisée dans la première étape, la méthode du trapèze explicite est utilisée
dans la deuxième étape et la méthode BDF2 est appliquée de manière implicite dans
la troisième étape.
L’approximation du type Gospodinov et al. (2001) est considérée dans l’évaluation du
prédicteur pour le terme non linéaire, dans laquelle on utilise la valeur intermédiaire
du terme non linéaire donnée par :
Nn+1/2α = (
3
4−α)N(xj, tn)+(
3
4+α)N(x˜
n
j , tn)−(
1
4−α)N(xj, tn−1)−(
1
4+α)N(x˜
n
j , tn−1),
(1.8)
où N(x, tn) := N(ψ(x, tn), x, tn).
Les analyses ont montré que la valeur la plus adéquate en termes de stabilité et précision
pour le paramètre arbitraire est α = 1/4.
Les schémas utilisés pour le traitement du terme linaire Lp et non linéaire Np inter-
agissent d’une manière complexe. D’après les analyses effectuées, il est recommandé
d’utiliser le même décentrement pour les deux termes dans la deuxième étape pour ne
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pas influencer la précision de la méthode. Les schémas semi-implicites semi-lagrangiens
proposés sont définis par le paramètre arbitraire θ qui correspond au décentrement au
niveau de la deuxième étape relative au correcteur. Afin de garantir une bonne préci-
sion, le décentrement θ doit être dans l’intervalle [0.5, 0.75].
Les nouvelles techniques développées ont permis de construire de nouveaux schémas
semi-implicites semi-lagrangiens qui présentent des domaines de stabilité absolue très
larges. Cette classe de schémas présente de bonnes qualités de stabilité pour le cas des
solutions à caractère oscillatoire. Les tests numériques ont confirmé que cette classe de
schémas présente plusieurs avantages de stabilité, de précision et de convergence.
Les schémas proposés présentent l’avantage d’utiliser la même hypothèse utilisée dans la
méthode SETTLS, relative à l’approximation de l’accélération entre le point de départ
et le point d’arrivée sur la trajectoire semi-lagrangienne. Cette valeur est utilisée dans
les méthodes proposées pour obtenir la position du point milieu de la trajectoire. Les
performances de la classe de schémas proposée en termes de précision ont un grand
avantage pour l’utilisation des pas de temps qui sont larges et qui satisfont le critère
de Lipschitz. Ce critère constitue une condition suffisante pour éviter l’intersection
des trajectoires calculées. Ceci permet de réduire le coût de calcul de la classe des
schémas numériques proposée. L’utilisation de la méthode explicite pour le terme
linéaire dans la deuxième étape permet de réduire davantage le temps de calcul. Ces
schémas sont concurrentiels en termes de temps de calcul en comparaison avec des
schémas numériques à deux étapes très connus. La classe des schémas proposée présente
de bonnes qualités en termes de stabilité, de précision et de convergence par rapport à
des méthodes semi-implicites semi-lagrangiennes et des schémas prédicteurs-correcteurs
très connus.
1.3.3 Un schéma équilibre partiellement centré de type «Cell-Vertex» préser-
vant la positivité pour les écoulements en eaux peu profondes
On considère les équations de Saint-Venant en deux dimensions avec une topographie
variable 
ht + (hu)x + (hv)y = 0,
(hu)t +
(
hu2 + g2h
2
)
x
+ (huv)y = −ghBx,
(hv)t + (huv)x +
(
hv2 + g2h
2
)
y
= −ghBy,
(1.9)
où h désigne la profondeur d’eau, (u, v)T est le vecteur vitesse, B(x, y) est la topogra-
phie et g est l’accélération de la pesanteur.
Pour le développement des schémas partiellement centrés il est recommandé (Bryson
et al., 2011) d’utiliser les variables (w = B+h, hu, hv) au lieu des variables conservatives
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(h, hu, hv). Ainsi, le système (1.9) peut s’écrire sous la forme suivante :
Ut + F(U, B)x + G(U, B)y = S(U, B), (1.10)
avec
F(U, B) =
(
p,
p2
w −B +
g
2(w −B)
2,
pq
w −B
)T
,
G(U, B) =
(
q,
pq
w −B,
q2
w −B +
g
2(w −B)
2
)T
,
S(U, B) =
(
0, −g(w −B)Bx, −g(w −B)By
)T
.
(1.11)
La solution du système (1.9) peut développer des discontinuités en temps finis. Les
méthodes couramment utilisées pour ces cas sont des schémas de volumes finis décen-
trés. Ce type de schéma nécessite la résolution du problème de Riemann au niveau des
interfaces des cellules de calcul. Un nouveau schéma partiellement centré est développé
en utilisant un maillage non structuré sous forme de polygones construits à partir d’un
maillage triangulaire initial. Ce maillage présente des cellules de calcul avec une uni-
formité spatiale meilleure que le maillage triangulaire initial. Delis et al. (2011) ont
montré l’intérêt et les avantages de ce type de maillage par rapport au maillage basé
sur des cellules centrées.
De nouvelles reconstructions sont proposées pour la topographie et l’élévation de la
surface libre. Les techniques développées dans ces reconstructions permettent d’assurer
la stabilité de la méthode et la positivité de la hauteur d’eau au cours du temps. La
nouvelle discrétisation du terme source dû à la topographie permet la préservation
d’une manière exacte des états d’équilibre du système. Les performances de la méthode
des volumes finis proposée sont testées par des exemples numériques. Les résultats
confirment que cette méthode assure l’équilibre entre le terme de flux et le terme
source et préserve la positivité de la hauteur d’eau au cours du temps. Cette méthode
est efficace et peut être appliquée au système de Saint-Venant lorsque la topographie
est discontinue ou hautement variable et sur des domaines complexes qui nécessitent
l’utilisation des maillages non structurés.
1.3.4 Analyse des méthodes des volumes finis non structurées pour les
écoulements en eaux peu profondes en utilisant le pseudo spectre
Dans cette partie du projet, on propose une nouvelle méthode pour l’analyse de stabilité
des méthodes des volumes finis. On considère les équations des écoulements en eaux peu
profondes avec l’effet de Coriolis sur des maillages non structurés. Dans l’analyse, on
considère cinq schémas de volumes finis qui utilisent différents types de discrétisations
spatiales et la méthode de Crank-Nicolson comme schéma temporel.
La discrétisation des équations en eaux peu profondes dans le cas des maillages non
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structurés entraine des problèmes de stabilité à cause des modes numériques. Un
maillage non structuré conduit en général à un opérateur discret non normal de la
méthode numérique. Les vecteurs propres de l’opérateur discret peuvent être loin de
l’orthogonalité, ce qui peut causer des amplifications des solutions en temps finis. Les
conditions de stabilité asymptotique ne permettent pas de fournir assez d’information
sur le comportement des solutions en temps finis. Des amplifications des solutions peu-
vent être observées même si le schéma numérique est stable au sens de Lax–Richtmyer.
La nouvelle approche de stabilité des schémas numériques est basée sur la notion du
pseudo spectre. Cette nouvelle approche est utile pour le choix du maillage, des em-
placements les plus convenables des variables primitives au niveau des cellules du mail-
lage et de la méthode de discrétisation la plus stable.
1.3.5 Une méthode des volumes finis respectant la condition de compat-
ibilité géométrique pour les lois de conservation sur des surfaces
courbes
Dans cette partie du projet, on considère les systèmes hyperboliques sur des surfaces
courbes. L’objectif est de développer une méthode des volumes finis d’ordre élevé qui
respecte la condition de compatibilité géométrique et qui est efficace pour le calcul des
solutions discontinues pour ces systèmes. L’équation de base suivante est considérée
sur la sphère S2
∂tu+∇ · F (·, u) = 0, u = u(t) : S2 → R, (1.12)
où u(t, x) est la fonction scalaire représentant l’inconnu du problème sous la condition
initiale
u(0, x) = u0(x), (1.13)
et le flux est donné par l’équation
F (x, u¯) = n(x) ∧ Φ(x, u¯), x ∈ S2, u¯ ∈ R, (1.14)
où Φ = Φ(x, u¯) est un champ de vecteur dans l’espace R3 et n(x) désigne le vecteur
unitaire normal à la sphère.
On s’intéresse aux vecteurs flux qui satisfont la condition de compatibilité géométrique
suivante:
∇ · (F (·, u¯)) = 0, (1.15)
où u¯ est une constante arbitraire. Plus particulièrement, on s’intéresse à la classe de
flux définie par:
Φ(x, u¯) = ∇h(x, u¯), x ∈ S2, u¯ ∈ R, (1.16)
où h = h(x, u¯) est une fonction lisse au voisinage de la sphère S2 et ∇ est l’opérateur
du gradient dans R3.
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Cette partie du projet de recherche se base sur les travaux de Ben Artzi et LeFloch
(2007) et Ben-Artzi, Falcovitz, et LeFloch (2009). Un schéma de volumes finis est pro-
posé en se basant sur la résolution du problème de Riemann généralisé, la méthode du
«splitting» directionnel en latitude et longitude, et la méthode Runge-Kutta d’ordre
trois (TVDRK3). Une nouvelle reconstruction linéaire est utilisée en prenant en consid-
ération les valeurs de la solution aux centres des cellules de calcul et les valeurs des solu-
tions du problème de Riemann aux interfaces des cellules. Ces dernières sont obtenues
en utilisant les approximations de second ordre basées sur la résolution du problème
de Riemann généralisé. La méthode proposée est utilisée pour étudier numériquement
les propriétés des solutions discontinues pour les deux versions du schéma du premier
et deuxième ordre.
La méthode des volumes finis proposée présente un lien très fort entre sa forme semi-
discrète et l’équation du système (1.12). La forme semi-discrète du schéma numérique
respecte d’une manière exacte la condition de compatibilité géométrique. La recon-
struction linéaire proposée a permis d’améliorer nettement la qualité des résultats
des solutions discontinues du système. La méthode est d’ordre deux dans l’espace et
l’approche du «splitting» directionnel combinée avec la méthode TVDRK3 constituent
une méthode efficace pour l’intégration temporelle. L’ordre trois de la méthode TV-
DRK3 est moins influencé par la méthode du «splitting» directionnel utilisée. Le
schéma proposé est efficace dans le cas des solutions discontinues de grands chocs et
amplitudes en comparaison avec d’autres schémas numériques très connus.
La méthode proposée est utilisée pour étudier le comportement asymptotique des so-
lutions. Une classification des flux est proposée où les notions de flux feuilletés et flux
génériques sont introduites. Cette classification et la linéarité des flux constituent un
concept très important et suffisant pour prédire le comportement asymptotique des
solutions du système (1.12). Les résultats obtenus pour le cas des flux feuilletés non
linéaires présentent un intérêt particulier pour construire des solutions stationnaires
non triviales. Pour ces flux, les solutions qui sont constantes le long des lignes de
niveau sont des solutions stationnaires non triviales du système (1.12). Ces solutions
sont utilisées dans les tests numériques pour évaluer les performances de la méthode
proposée. Cette méthode peut être étendue au cas des équations de Saint-Venant sur
la sphère.
1.3.6 Un schéma équilibre partiellement centré pour les lois de conserva-
tion sur des surfaces courbes
Dans cette partie du projet, on considère le système hyperbolique non linéaire sur des
surfaces courbes donné par l’équation (1.12). L’objectif est de développer une méthode
des volumes finis partiellement centrée pour le calcul des solutions discontinues de ce
système. Ceci constitue le premier schéma numérique de type partiellement centré
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pour les lois de conservation sur des surfaces courbes. Comme mentionné auparavant,
la démarche suivie par Stanley Osher est adoptée pour l’établissement des schémas
numériques robustes. Les équations de Burgers sont utilisées pour développer et valider
la nouvelle méthode proposée.
On note que la méthode décrite en 1.3.5 pour la résolution du système (1.12) utilise
l’approche du «splitting» directionnel pour simplifier la résolution du problème de Rie-
mann généralisé. Ceci présente un coût supplémentaire en termes de temps de calcul.
L’objectif est de développer un schéma de volumes finis sans solveur de Riemann, non
diffusif et qui ne fait pas appel à l’approche du «splitting» directionnel. Une dis-
crétisation est proposée pour l’opérateur de divergence qui satisfait la condition de
compatibilité géométrique en utilisant la fonction h. La forme semi-discrète du nou-
veau schéma numérique est construite en suivant les étapes de reconstruction, évolution
et projection. Dans notre démarche, on suppose que les dérivées spatiales de la fonc-
tion u sont bornées indépendamment du pas du temps considéré. Cette hypothèse est
suffisante pour obtenir une forme simplifiée du schéma sans résoudre le problème de
Riemann au niveau des interfaces des cellules de calcul. D’après les analyses effectuées,
l’hypothèse adoptée est plus convenable pour le cas des solutions discontinues avec des
amplitudes et chocs moyens.
Les valeurs extrêmes des vitesses locales de propagation des ondes au niveau des in-
terfaces des cellules sont utilisées pour la construction du nouveau schéma numérique.
La méthode développée respecte la condition de compatibilité géométrique et sa forme
semi-discrète est fortement liée aux propriétés analytiques de l’équation (1.12) et à la
géométrie de la sphère.
Une reconstruction non oscillatoire est proposée dans laquelle le gradient de chaque
variable est calculé en utilisant une fonction Minmod pour garantir la stabilité de la
méthode. Le schéma de volumes finis proposé est simple et moins coûteux de point
de vue temps de calcul puisque l’approche du «splitting» directionnel et les solveurs
de Riemann sont évités. Les solutions stationnaires non triviales obtenues sur la base
des flux feuilletés non linéaires sont utilisées pour tester la nouvelle méthode proposée.
Cette méthode est efficace pour le cas des solutions discontinues d’amplitudes et chocs
moyens pour les lois de conservation scalaires hyperboliques non linéaires sur la sphère.
Le schéma de volumes finis proposé pour les lois de conservation sur la sphère peut
être étendu au cas du système de Saint-Venant sur la sphère.
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CHAPITRE 2 Une méthode des volumes finis non structurée pour les
écoulements à grande échelle utilisant le schéma d’Adams du quatrième
ordre
An unstructured finite volume method for large-scale shallow flows using
the fourth-order Adams scheme 1
Résumé
Dans ce chapitre, on s’intéresse à la modélisation des processus lents et rapides dans
l’océan et l’atmosphère. Un calcul précis des deux processus nécessite des méthodes
numériques efficaces qui permettent de calculer les ondes relativement rapides sans
amortissement des ondes longues. Une nouvelle méthode des volumes finis décentrée
est proposée sur un maillage non structuré pour les écoulements peu profonds à grande
échelle. Le système de Saint-Venant est considéré avec un terme source qui inclut le
paramètre de Coriolis. Ce système est un prototype important pour étudier plusieurs
aspects de la dynamique à grande échelle de l’atmosphère et l’océan.
La plupart des méthodes numériques décentrées, qui aboutissent à de bons résultats
pour les ondes rapides (ondes de gravité), conduisent à un niveau d’amortissement élevé
pour les modes qui sont lents tels que les ondes de Rossby. Les schémas numériques
centrés qui sont efficaces pour les ondes de Rossby rencontrent des problèmes pour
simuler la propagation des ondes de gravité.
Dans la méthode des volumes finis proposée, on utilise une nouvelle approche dans
laquelle la méthode d’Adams du quatrième ordre est combinée avec le «splitting» di-
rectionnel pour l’intégration temporelle des équations. Une nouvelle technique est
proposée pour le traitement du terme de Coriolis dans laquelle ce terme est inté-
gré analytiquement avant et après la résolution numérique de l’équation relative au
terme de flux. Le traitement des flux convectifs est effectué en utilisant la méthode
de Roe (1981). Une nouvelle reconstruction des variables primitives est proposée et
elle consiste à utiliser une approximation de troisième ordre orthogonalement à chaque
interface des cellules de calcul. Le long de l’axe de chaque interface des cellules, on
utilise une approximation du premier ordre. Les techniques proposées et la méthode
d’Adams d’ordre quatre, utilisée pour l’intégration temporelle sans aucune itération
sur le correcteur, sont suffisantes pour supprimer le bruit numérique des ondes courtes
sans amortissement des ondes longues.
Les performances de la méthode proposée ont été validées par des tests numériques
1Cet article est réalisé en collaboration avec A. Mohammadian et H. Qiblawey, et publié sous la
forme: A. Beljadid, A. Mohammadian, H. Qiblawey, 2013, An unstructured finite volume method for
large-scale shallow flows using the fourth-order Adams scheme. Computers & Fluids (Elsevier), 88,
579-589
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pour les modèles d’équations de types linaire et non linéaire. Les résultats des tests
numériques montrent que l’approche du «splitting» directionnel a une légère influence
sur l’ordre de la méthode d’Adams utilisée pour l’intégration temporelle. Les analyses
confirment que dans la nouvelle reconstruction, le premier ordre utilisé dans la direction
des interfaces des cellules de calcul a un impact négligeable sur l’ordre spatial du schéma
numérique. La structure des cellules du maillage a un effet négligeable sur la qualité des
résultats. La méthode proposée préserve l’équilibre entre le terme de flux et le terme
de Coriolis. De bons résultats sont obtenus à la fois pour les ondes de gravité et les
ondes de Rossby, qui ont une importance cruciale dans la simulation des écoulements
peu profonds à grande échelle.
La conservation de l’énergie du système est considérablement améliorée par rapport
à d’autres schémas décentrés qui sont largement utilisés pour la simulation des ondes
de gravité comme le schéma décentré de troisième ordre. Ces schémas conduisent
à un niveau élevé de dissipation d’énergie et d’oscillation numérique causées par le
déséquilibre entre le terme de flux et le terme source.
Les tests numériques montrent qu’il n’est pas avantageux de considérer d’itération ou de
modificateur supplémentaire à l’étape de correction. Une seule itération au niveau du
correcteur est suffisante pour obtenir de bons résultats. Ceci rend la méthode proposée
moins chère que la méthode Runge-Kutta d’ordre quatre, dans laquelle le flux doit être
intégré quatre fois pour chaque étape.
2.1 Introduction
Shallow water equations (SWEs) are used to describe many physical phenomena in
oceans, rivers, the atmosphere,etc. These equations are applicable when the vertical
velocity component is negligible compared to the horizontal components, and are ob-
tained by assuming hydrostatic pressure distribution (e.g. Vreugdenhil, 1994). The
three-dimensional incompressible Navier-Stokes equations are averaged over the depth
to obtain the SWEs. In the absence of viscous terms, SWEs can be considered a hyper-
bolic system. The finite volume (FV) methods are most convenient for modeling these
systems since they have a conservative form. Upwind finite volume (UFV) methods can
numerically solve these systems with good accuracy and an acceptable computational
cost.
UFV schemes use exact or approximate methods to solve the Riemann problem at the
interface of computational cells. Godunov’s method (Godunov, 1959; Godunov et al.,
1961) is the most popular scheme using the exact solution of the Riemann problem.
Its extension to second-order and to high-order schemes is given by Van Leer (1979)
and Colella and Woodward (1984), respectively. The exact algorithms are compu-
tationally expensive compared to the approximate methods. Roe’s method (1981),
which is applied in this work, is the most popular approximate method. It requires
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an accurate estimation of parameter values near the interface on both sides of the
computational cell. In the presence of source terms in the SWEs, the UFV schemes
may lead to numerical oscillations due to the imbalance between the source and flux
terms. To overcome this problem, some special treatments can be applied for balanc-
ing the source and flux terms. A large number of studies have been conducted in this
direction, such as Vázquez-Cendón (1999), Gallouet et al. (2003), Mohammadian et al.
(2005), Mohammadian and Le-Roux (2006), and Stewart et al. (2011). Other studies
have been conducted to evaluate the performance of various schemes for large-scale
shallow flows (e.g. Walters and Carey, 1983; Foreman, 1984; Hanert et al., 2004, 2005;
Le-Roux and Pouliot, 2008; Hanert et al., 2009; Walters et al., 2009; Le-Roux et al.,
2011). Nevertheless, UFV methods are considered in a limited number of studies (e.g.
Lin et al., 2003; Mohammadian and Le-Roux, 2008; Castro et al., 2008; Beljadid et al.,
2012).
The performance of numerical methods is greatly influenced by the temporal schemes
used. Total Variation Diminution (TVD) temporal integration methods, developed
by Shu and Osher (1988), are among the most popular temporal integration schemes.
They are widely used for their ability to avoid oscillations and to maintain stability.
Furthermore, some higher-order TVD schemes are insensitive to the values of Courant-
Friedrichs-Lewy (CFL) numbers and present highly accurate results over a wide range
of CFL numbers.
Beljadid et al. (2013b) studied the performance of UFV schemes and examined several
aspects, including mass and energy conservation, numerical diffusion, and numerical
oscillations for certain waves. The accuracy of various schemes was analyzed for dif-
ferent types of waves. Through numerical experiments, it was demonstrated that UFV
schemes provide accurate results for various waves. However, these schemes fail in the
modeling of Rossby waves, which have a particular behavior and are difficult to cap-
ture by several well-known upwind schemes. In this paper we propose a new upwind
finite volume method which presents a good improvement for the modeling of Rossby
waves. A high-order spatial scheme based on polynomial fitting is proposed. Operator
splitting and the fourth-order Adams method are used for temporal integration.
The paper is organized as follows: SWEs are presented in Section 2.2. In Section 2.3,
the proposed finite volume method is described. Section 2.4 presents some numerical
experiments for equatorial Rossby waves. In Section 2.5, some numerical experiments
are performed using the proposed method for nonlinear SWEs. Some concluding re-
marks complete the study.
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2.2 Shallow water equations
In this section, linear and nonlinear shallow water equations are presented. The con-
servative form of the 2D shallow water equations is written as (Vreugdenhil, 1994):
∂U
∂t
+ ∂E
∂x
+ ∂G
∂y
= S, (2.1)
The linear and nonlinear equations are defined in terms of parameters U, E, G, and
S.
2.2.1 Linear SWEs
For linear shallow water equations, the parameters U, E, G, and S are defined as:
U =

η
u
v
 , E =

Hu
gη
0
 , G =

Hv
0
gη
 , S =

0
fv
−fu
 ,
(2.2)
where η represents the water surface elevation, u and v are the depth-averaged velocity
components in the x-and y-directions, respectively, f is the Coriolis parameter, g is
the gravity acceleration, H is the average value of the water depth, and (H + η) is the
total water depth.
The term S may include various source terms such as bed friction, bed topography,
and wind stress. Since this paper concentrates on Rossby waves, the source term S is
assumed to include the Coriolis parameter.
The beta-plane approximation to the Coriolis parameter is considered (f = βy), where
β is the linear coefficient of variation of f with respect to y. The variable y is considered
as the meridional distance from the equator (positive northward). The parameter β is
given as:
β = 2Ω/R = 2.29× 10−11m−1s−1, (2.3)
where Ω and R are the angular speed of the Earth’s rotation and the mean radius of
the Earth, respectively (Ω = 7.29× 10−5 rad s−1,R = 6371 km).
The dimensionless form of SWEs is used in this paper. The model equations (2.1)
and (2.2) are converted into dimensionless form on an equatorial beta-plane using the
variables x˜ = x/L∗, y˜ = y/L∗, η˜ = η/H∗, u˜ = u/U∗ and v˜ = v/U∗. The reference
values of the depth (H∗), time (T ∗), length (L∗) and velocity (U∗) scales are expressed
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as:
H∗ = H
T ∗ = β−1/2(gH)−1/4
L∗ = 1
βT ∗
U∗ = V ∗ = L
∗
T ∗
(2.4)
The resulting system, the Jacobian matrix, and the corresponding eigenvalues and
eigenvectors are given in Appendix I.
2.2.2 Nonlinear SWEs
For nonlinear shallow water equations, the parameters U, E, G, and S are defined as:
U =

h
hu
hv
 , E =

hu
hu2 + 0.5gh2
huv
 , G =

hv
huv
hv2 + 0.5gh2

(2.5)
The source term S is assumed to include the Coriolis effect
S = (0, fhv,−fhu)T , (2.6)
where h is the total fluid depth.
In the presence of the Coriolis effect, the nonlinear SWEs are converted into a dimen-
sionless form on an equatorial beta-plane using the variables x˜ = x/L∗, y˜ = y/L∗,
h˜ = h/H∗, u˜ = u/U∗ and v˜ = v/U∗. The characteristic time (T ∗), length (L∗) and
velocity (U∗) scales are expressed in terms of the parameter β in the same way using
equations (2.4), where the parameter H∗ is the mean water depth.
When the Coriolis force is absent, the following reference parameters are used to convert
the nonlinear SWEs to a dimensionless form:
T ∗ = L∗/
√
gH∗
U∗ = V ∗ = L
∗
T ∗
,
(2.7)
where the characteristic length L∗ can be arbitrarily chosen and the parameter H∗ can
be chosen with the same order as the mean water depth h in the system.
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2.3 Finite volume method
An upwind finite volume method on an unstructured grid is employed in this paper.
The variables are located at the geometric centers of the computational grids. Each
triangle represents a control volume. The SWEs are integrated over every control
volume as: ∫
Ω
(
∂U
∂t
+ ∂E
∂x
+ ∂G
∂y
− S
)
dΩ = 0, (2.8)
where Γ and Ω denote the boundary and the area of the domain, respectively.
By using the divergence theorem, the flux integral is transformed into a boundary
integral: ∫
Ω
(
∂E
∂x
+ ∂G
∂y
)
dΩ =
∫
Γ
F · n dΓ, (2.9)
where F = (E,G)t is the flux vector and n is the unit outward normal vector to the
boundary Γ. Then, (2.8) leads to
d
dt
∫
Ω
UdΩ +
∫
Γ
F · n dΓ =
∫
Ω
SdΩ (2.10)
2.3.1 Unstructured grid implementation
For an unstructured triangular grid, the boundary integral
∫
Γ F · n dΓ in (2.10) may be
approximated by a summation over the triangle edges as:
∫
Γ
F · n dΓ =
3∑
k=1
∫
Γk
F · n dΓk =
3∑
k=1
(Fk · nk) lk, (2.11)
where Γk, Fk, nk, and lk, k = 1, 2, 3, are respectively the triangle edges, the outward
fluxes, the unit outward normal vectors, and the lengths corresponding to the edges of
a triangular cell.
The convective flux F can be calculated by various schemes. Most schemes may be
written in a general form as:
F = 0.5 (FR + FL −∆F∗) , (2.12)
where FL = F (UL) and FR = F (UR) are the left and right flux vectors.
The flux difference ∆F∗, which plays the role of stabilization, is computed based on
Roe’s linearization:
∆F∗ =
3∑
k=1
α˜k |a˜k| e˜k, (2.13)
where a˜k, e˜k and α˜k are, respectively, the eigenvalues and the eigenvectors of the
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approximate Jacobian J˜ and the coefficients of decomposition of ∆U = UR −UL on
the basis of the eigenvectors, as explained in Appendix I.
In the κ scheme, UL, and UR are calculated at the interface as:
UL = Uw +
s
4 [(1− κs)(Uw −Uww) + δ(1 + κs)(Ue −Uw)]
UR = Ue +
s
4 [(1− κs)(Ue −Uee) + δ(1 + κs)(Uw −Ue)] ,
(2.14)
with δ = 2Lw
Lw+Le , where Lw and Le are defined in Figure 2.1. The slope limiter s is
calculated in this paper using:
s = 2∆−∆+∆2+ + ∆2− + ε
, ε > 0, (2.15)
with ∆+ = Uw −Uww and ∆− = Ue −Uw.
The parameter ε is a small positive number chosen according to the order of the scheme.
It should be limited in order to not affect the order of accuracy of the numerical scheme.
In the numerical experiments presented in this paper, for a numerical scheme of order
r, the parameter ε is chosen as 0 < ε < Ωr+1m , where Ωm is the area of the smallest cell
in the entire computational domain.
Depending on κ, equations (2.14) lead to the following schemes:
κ =

0, simplified Fromm scheme,
1/6, cell − based third order upwind method,
1/3, third− order upwind method,
1/2, Quick scheme,
1, upwind− centered scheme
The case κ = −1 corresponds to the second-order upwind scheme. This scheme is
not considered in this paper since it leads to inaccurate results for Kelvin, Yanai, and
Poincaré waves.
2.3.2 The proposed high-order upwind scheme
The method introduced in this paper includes a high-order upwind interpolation scheme.
Upwind methods can be improved if the values of the parameters on both sides of the
interface are estimated with more accuracy. The proposed method uses polynomials
with two variables. In this paper, we use the third-order Lagrange polynomials in σ,
and linear interpolation in τ , where the variable σ denotes the axis perpendicular to the
interface and τ coincides with the interface as they are shown in Figure 2.2. The value
of UL is obtained by interpolation using three grid points upstream of the interface
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and one grid point downstream of the interface. The parameter U(σ, τ) is obtained by
the following interpolation
U(σ, τ) =
i=4∑
i=1
L
(l)
i (σ)(Ui −Q(l)(τi)) +Q(l)(τ), (2.16)
where Q(l)(τ) is a polynomial which depends on the variable τ and L(l)i is the Lagrange
polynomial associated with the cell i, obtained from the parameters of three cells on
the left-hand side and one cell on the right-hand side of the interface.
L
(l)
i (σ) =
j=4∏
j=1,j 6=i
(σ − σj)
(σi − σj) (2.17)
The parameter UL is obtained by integration along the left hand-side of the interface
as:
UL =
1
l
∫ l
2
−l
2
U(0−, τ)dτ, (2.18)
where l is the length of the interface of the computational cell. Since ∑i=4i=1 L(l)i (σ) = 1,
thus:
U(σ, τ) =
i=4∑
i=1
L
(l)
i (σ)(Ui −Q(l)(τi) +Q(l)(τ)) (2.19)
The form of the above equation allows defining the polynomial Q(l) without a constant.
Then, for the linear case, the polynomial Q(l) is defined by Q(l)(τ) = µτ . A similar
approach is applied for the right-hand side value UR by using Lagrange polynomials
L
(r)
i obtained from the parameters of three cells on the right-hand side and one cell on
the left-hand side of the interface.
U(σ, τ) =
i=4∑
i=1
L
(r)
i (σ)(Ui −Q(r)(τi)) +Q(r)(τ) (2.20)
The parameter UR is obtained by integration along the right-hand side of the interface
as:
UR =
1
l
∫ l
2
−l
2
U(0+, τ)dτ
U(σ, τ) =
i=4∑
i=1
L
(r)
i (σ)(Ui −Q(r)(τi) +Q(r)(τ))
(2.21)
For the linear case in the τ direction, we consider Q(l)(τ) = Q(r)(τ) = µτ .
In the numerical experiments, it was found that the slope µ greatly influences the
results. For example, when the slope µ is calculated by using the grid point nearest to
the computational cell, which differs from the four cells used for Lagrange polynomials
of the variable σ, the results are not accurate. This is one of the reasons that the
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κ scheme leads to inaccurate results, as will be shown in Section 2.4. Indeed, the
κ scheme only performs an interpolation in the perpendicular direction and does not
consider the coupling of the two directions.
In the proposed method, the first-order expansion of the parameter U is used to es-
timate the value of UP2 and UP1 at the extremities of the interface and the slope
µ
µ = UP2 −UP1
l
(2.22)
and
dU = ∂U
∂x
dx+ ∂U
∂y
dy (2.23)
Then,
UP1i = UP1 + a1∆x1i + b1∆y1i, (2.24)
where a1 = (∂U∂x )P1 ,b1 = (
∂U
∂y
)P1 , ∆x1i=xP1i-xP1 and ∆y1i=yP1i-yP1 . The values (xP1 , yP1)
are the coordinates of point P1, and the values (xP1i , yP1i) are the coordinates of the
points P1i surrounding the point P1.
The method of least squares is used to obtain the parameters UP1 , a1, and b1. The
residual is given by:
R1 =
i=N∑
i=1
(U + a∆x1i + b∆y1i −UP1i)2, (2.25)
where N is the number of points surrounding point P1. We search for the optimal
values of UP1 , a1, and b1 for the variables U, a, and b, respectively. Therefore,
(UP1 , a1, b1) = argmin
U,a,b
R1 (2.26)
UP1 , a1, and b1 can thus be obtained by solving the following system:
∂R1
∂U = 0
∂R1
∂a
= 0
∂R1
∂b
= 0
(2.27)
The parameters at the vertex P2 are obtained in the same way as for P1.
2.3.3 Temporal integration method
In most finite volume schemes, a Runge-Kutta method is used for temporal integration.
A popular approach is the third-order TVD Runge-Kutta (TVDRK3) method, which is
explained in Appendix II. The TVDRK3 method combined with the κ scheme leads to
inaccurate results for Rossby waves due to an imbalance between the flux and Coriolis
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terms. In this paper, the fourth-order Adams method is proposed for the temporal
scheme, with operator splitting for the Coriolis and flux terms. The process includes
three stages: in the first and third steps the Coriolis term is integrated analytically, and
in the second step the flux term is integrated numerically. In the following, the temporal
integration method is explained for linear SWEs. The method for nonlinear SWEs can
be achieved by replacing u and v with hu and hv, respectively. Following Beljadid
et al. (2012), first, the effect of the source term (the Coriolis effect) is considered:
∂U
∂t
= S (2.28)
Then, the other terms are added:
∂U
∂t
= F (2.29)
where
F = −
(
∂E
∂x
+ ∂G
∂y
)
(2.30)
The system with Coriolis term only, i.e.,
∂u
∂t
= fv
∂v
∂t
= −fu
∂η
∂t
= 0
(2.31)
can be solved analytically as:
u = u0 cos(ft) + v0 sin(ft)
v = v0 cos(ft)− u0 sin(ft)
(2.32)
In the following, ∆t represents the time step size and ηn, un, and vn are respectively
the water surface elevation and the x− and y−velocities at time tn = n∆t.
First, (2.28) is integrated over half of the time step:
u∗ = un cos(f∆t/2) + vn sin(f∆t/2)
v∗ = vn cos(f∆t/2)− un sin(f∆t/2)
η∗ = ηn
(2.33)
Then, (2.29) is integrated over the entire time step using the fourth-order Adams
method, as explained later. The result after integration will be noted by U∗∗. Finally,
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(2.28) is integrated over the second half of the time step, i.e.,
un+1 = u∗∗ cos(f∆t/2) + v∗∗ sin(f∆t/2)
vn+1 = v∗∗ cos(f∆t/2)− u∗∗ sin(f∆t/2)
ηn+1 = η∗∗
(2.34)
The fourth-order Adams method (Appendix II) uses the fourth-order explicit Adams-
Bashforth scheme as the predictor, and the fourth-order Adams-Moulton method for
the corrector, as explained below. We denoted by fn = ∑3k=1 (Fk · nk) lk the result of
the integration of the flux on the control volume at time tn = n∆t.
The result U∗ of equations (2.33) is used to obtain the predictor value:
Upred = U∗ + ∆t
(55
24f
∗ − 5924f
n−1 + 3724f
n−2 − 924f
n−3
)
, (2.35)
where f∗ is the result of the integration of the flux using U∗.
The corrector value is obtained as:
U∗∗ = U∗ + ∆t
( 9
24f
pred + 1924f
∗ − 524f
n−1 + 124f
n−2
)
, (2.36)
where fpred is the result of the integration of the flux using the predictor value Upred.
In the numerical experiments presented below, we will show that it is not advantageous
to consider any additional iteration or modifier at the corrector step, and that even with
only one iteration, optimal results are obtained. Note that in the above algorithm, the
integration of the flux term ( the values f∗ and fpred), which is the most computationally
expensive part, is required only twice. Therefore, the above version of the fourth-order
Adams method is less expensive than the fourth-order Runge-Kutta method (RK4),
in which the flux must be integrated four times for each step. We used an Intel Core
i7-2670QM in our calculations. For the non-linear gravity test, presented in Section
2.5.1 at time t = 50, the CPU time for the Adams method is 191 while the CPU time is
361 for the RK4 method. The computational cost for the Adams method is about 53 %
of the cost of the fourth-order Runge-Kutta scheme. It should be mentioned that the
fourth-order Adams method uses the values of the parameters and the derivative of the
flux function from the earlier steps. Therefore, the first three time steps are required in
order to begin the method. In this paper, the first three steps are calculated by using
the RK4 method for temporal integration in order to remain consistent in the order of
accuracy.
The proposed algorithm can be summarized as:
• From step n=1 to step 3:
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– Integrate the source term over ∆t/2 using equations (2.33) to obtain the
parameter U∗,
– Evaluate the four terms of flux, k1, k2, k3 and k4 using equations (2.61) of
the RK4 method (Appendix II.2). Those terms are the result of integration
of the function flux on the control volume using the proposed high-order up-
wind scheme. They are also the derivatives of the parameter U, particularly
k1 = (∂U∂t )tn = fn, which is used after step 3,
– Integrate the numerical flux using equation (2.60) of RK4 (Appendix II.2)
over ∆t to obtain the parameter U∗∗,
– Integrate the source term over ∆t/2 using equations (2.34) to obtain the
parameter Un+1
• For step n ≥ 4 :
– Integrate the source term over ∆t/2 using equations (2.33) to obtain the
parameter U∗,
– Evaluate the flux f∗ on the control volume using the proposed high-order
upwind scheme,
– Determine the predictor value Upred using the Adams-Bashforth formula
(2.35),
– Evaluate the flux fpred on the control volume using the proposed high-order
upwind scheme,
– Determine the corrector value U∗∗ using the Adams-Moulton formula (2.36),
– Integrate the source term over ∆t/2 using equations (2.34) to obtain the
parameter Un+1
Finally, in the numerical test cases presented below, the CFL number is defined as:
CFL = max
(
(
√
u2 + v2 + c)∆t
d
)
, (2.37)
where d is the distance between the geometric center of a triangle and its neighbor.
The parameters u and v are the velocity components in the triangle, and c is the wave
speed.
Note that the proposed method solves exactly stationary solutions corresponding to
water at rest (h =Constant and u = v = 0) for systems (2.1) and (2.2). If this solution is
considered as the initial condition, the operations of interpolation introduced in Section
2.3.2, for the spatial scheme of the proposed method, preserve the constant solutions
and lead to flux equaling zero. The splitting before and after treatment of the flux
does not affect the solution, since the condition u = v = 0 gives the same solution for
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equations (2.33) and (2.34). Then the parameters fn, f∗, and fpred which are used in
the fourth-order Adams-Bashforth predictor formula and the Adams-Moulton corrector
formula are zero (equations (2.35) and (2.36)). Similarly, ki = 0, i = 1, 2, 3, 4 are the
coefficients used in RK4 (equations (2.60) and (2.61) in Appendix II.2), which is used
to start the method in the first three steps. Then the constant solutions are preserved,
which is also confirmed by the numerical results (not shown). In the numerical tests
presented below, we also examine the well-balanced property for non-trivial steady
state solutions. In particular, the steady state solutions in a moving frame, such as
the exact solutions of the linear beta-plane equatorial shallow water equations, are
considered.
2.4 Numerical experiments for symmetric linear equatorial Rossby waves
In this section, we perform a test for linear beta-plane equatorial shallow water equa-
tions by using large-scale equatorial waves, and test the ability of the proposed method
to capture the slow waves. In particular, we consider the symmetric equatorial Rossby
waves of Index 1, which are exact solutions of the linear beta-plane equatorial shallow
water equations.
2.4.1 Symmetric Equatorial Rossby waves of Index 1
Equatorial Rossby waves, also called planetary waves, are found near the equator.
They propagate westward and are slow (low-frequency) and long. These waves play
an important role in the transfer of energy in the ocean and atmosphere. For the
equatorial β-plane approximation f = βy, Rossby waves are exact solutions of linear
SWEs. These solutions are in a steady state in a moving frame. When these solutions
are considered as the initial condition, they must be preserved by an ideal numerical
method. However, most well-known schemes fail in preserving these solutions. In this
section, we give some details about the analytical solution of SWEs corresponding to
the symmetric equatorial Rossby waves of Index 1, which will be used as the initial
condition to test the proposed method.
We consider a Rossby wave with wavelength Lw = 5500 km and a domain [0, 2Lw] ×
[0, Lw]. The mean depth and the reduced gravity are taken as H = 300m and g
′ =
3× 10−2ms−2, respectively. Using the characteristic depth, length, time, and velocity
values given by equations (2.4) in Section 2.2.1, we obtain a dimensionless domain
[0, 2L]× [0, L] with L = 16 and a dimensionless wavelength X = 16. In the following,
for simplicity, we drop the˜sign for dimensionless parameters.
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The analytical solution is given by:
v(x, y, t) = −r¯y cos(kx− ωt)e−y2/2
r+(x, y, t) = r¯2y
2 − 1
k − ω sin(kx− ωt)e
−y2/2
r−(x, y, t) = r¯ −1
k + ω sin(kx− ωt)e
−y2/2
η(x, y, t) = r
−(x, y, t)− r+(x, y, t)
2
u(x, y, t) = −r
−(x, y, t) + r+(x, y, t)
2
(2.38)
where r+ = −u − η and r− = −u + η are the Riemann invariants, k = 2pi/X is the
wavenumber, and ω is the smallest root in magnitude of the dispersion relation:
ω2 − k2 − k
ω
= 3 (2.39)
The dispersion relation (2.39) forX = 16 leads to ω = −0.12512089. The dimensionless
wave period is thus T˜ = 50, which corresponds to a period of 70 days in a real scale.
The wave amplitude can be selected by setting the value of the constant r¯. Figure 2.3
shows the analytical form of the Rossby waves (η/r¯) at time t = 500 (≈ 23 months).
2.4.2 Performance of the proposed method
a. Analysis of the accuracy
In this section, the analytical solution of SWEs corresponding to the symmetric equa-
torial Rossby waves of Index 1 is used as the initial condition to test the proposed
method. The results are compared with those of the κ schemes using a triangular
mesh with a cell area of 1100 km2. When κ schemes are combined with a fourth-
order Adams method as a temporal integration scheme, the results are not accurate
for Rossby waves, and a high level of numerical diffusion is observed. Figure 2.4 shows
the water surface elevation using the Quick scheme, which is the best one among κ
schemes, for Rossby waves at time t = 250 (five periods). A high level of damping
is already observed at this simulation time, which shows that the κ schemes are not
accurate in the modeling of Rossby waves.
Figures 2.5 and 2.6 show the water surface elevation using the proposed method for
Rossby waves at time t = 500. A great improvement is observed compared with Figure
2.4, while the symmetric form of the flow is still well preserved. The analytical solutions
of water surface elevation for the Rossby waves and water surface elevation using other
upwind methods are also shown in Figure 2.6. As can be observed in those figures,
while the κ schemes have highly damped the waves, the proposed method leads to
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accurate results for Rossby waves, and the damping and phase errors are negligible.
We will use the algorithm used by Bona et al. (1995) to obtain the spatial and temporal
orders of accuracy. To determine numerically the spatial convergence rate we use very
small time step ∆t in order to render the temporal errors negligible. Different sizes of
the computational cells are used to obtain the numerical value of the spatial order of
the proposed method. To measure the errors we will use the mesh-size weighted L2-
norm, denoted by ‖.‖L2 . Figure 2.7 shows the L2 error in log-log scale for the test of
Rossby waves at time t = 250, and we obtain an order of spatial accuracy of 2.74. The
combined effects of spatial and temporal errors are in general difficult to distinguish.
For a fixed size of mesh ∆x =
√
Ωm, we consider a reference solution at time t which
can be obtained by using a small time step ∆tref . This reference solution will differs
from the exact solution by an error that is almost purely from the spatial discretization.
This solution is used to cancel the spatial errors. Then for a fixed spatial size ∆x of the
computational cell, we define a modified error at time t denoted by E∗(t) associated
to the values of ∆t that are larger than ∆tref , as follows:
E∗(t) = ‖h(n)(∆x,∆t)− h(n)ref (∆x,∆tref )‖L2/‖h(a)‖L2 ,
where h(n) and h(a) are respectively the numerical and the analytical water depth at
time t obtained by using the spatial step ∆x and the temporal step ∆t. The reference
solution h(n)ref is the numerical water depth at the same time t which is obtained by
using the reference time step ∆tref and the same spatial step ∆x. For small values of
∆t which are larger than ∆tref , the temporal rate of convergence can be visible because
when we subtract the reference solution h(n)ref (∆x,∆tref ) from the approximate solution
h(n)(∆x,∆t), the spatial errors are almost canceled. The temporal rate of convergence
at time t = 250 is shown in Table 2.1 for ∆tref = 0.001. The results confirm that
the splitting method has less impact on the fourth order of the accuracy of the Adams
method used as temporal scheme.
Symmetric Equatorial Rossby waves of Index 1, used in this section, are harder to
capture by the numerical methods compared to Kelvin and Yanai waves commonly
used in the numerical tests for well-balanced property (Khouider and Majda, 2005).
Following the accuracy of the proposed method for this type of waves, we conclude
that the balance between the flux and Coriolis terms is preserved.
b. Energy conservation
We now study the behavior of the proposed method and κ schemes with respect to
numerical energy dissipation. Since the waves used in this section are steady state in a
moving frame, they should be preserved by the numerical methods. In particular, their
kinetic energy should be also preserved. Figure 2.8 shows the change in kinetic energy
up to time t = 500 using the proposed method and κ schemes. The upwind-centered
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scheme shows large oscillations in kinetic energy. For the other κ schemes the energy
decreases rapidly. At time t = 250, the energy of the Fromm scheme is reduced to 50%,
while for the proposed method at this time, the rate of energy dissipation is negligible
(less than 1%). Therefore, the proposed method performs very well in the conservation
of kinetic energy, even for long simulation times. This is of crucial importance in the
simulation of large-scale oceanic and atmospheric flows, where Rossby waves play an
essential role in the transfer of energy.
2.5 Numerical experiments for nonlinear cases
In this section, in order to validate the performance of the proposed method for non-
linear SWEs, some nonlinear test cases are presented. The tests are performed for
nonlinear gravity waves, parabolic flood waves and nonlinear Rossby soliton waves. Fi-
nally, the effect of the mesh structure on the solution quality is analyzed using different
grids.
2.5.1 Nonlinear Gravity waves
Here, nonlinear gravity waves are considered in order to test the proposed method.
We consider a non-dimensional domain [−L/2, L/2] × [−L/2, L/2], with L = 150. A
Gaussian distribution of water surface elevation is assumed as the initial condition for
the dimensionless form of the nonlinear SWEs (2.1) and (2.5) without Coriolis effect.
η(x, y, 0) = 0.05e−0.1(x2+y2),
u(x, y, 0) = 0,
v(x, y, 0) = 0
(2.40)
Figure 2.9 shows the solution for the proposed method at time t = 50 with CFL = 0.4
and cell area Ωm = 2.25 . Since no explicit exact solution is available for this case,
we use the third-order upwind scheme combined with the TVDRK3 method and a fine
mesh with cell area Ωm = 1 to compute a reference solution. This scheme is chosen in
order to obtain a reference solution for gravity waves only, since it performs well for
this type of wave, but it leads to a high level of damping for Rossby waves, as shown
in Section 2.4 for all κ schemes. As seen in Figures 2.9 and 2.10, the proposed method
leads to good results; the solution remains symmetric, free of numerical oscillations,
and accurate over the entire domain.
2.5.2 Parabolic flood waves
In this section, the proposed method is analyzed using an exact solution which corre-
sponds to time-dependent flows for non linear SWEs. The analytical solution given in
35
Thacker (1981) for parabolic flood waves is employed. This solution is written as:
u(x, y, t) = xt
t2 + T 2 ,
v(x, y, t) = yt
t2 + T 2 ,
h(x, y, t) = h0[
T 2
t2 + T 2 −
x2 + y2
R20
( T
2
t2 + T 2 )
2]
(2.41)
where h0 is the initial height of the peak of the parabolic water surface and the param-
eters R0 and T satisfy the following equation
T = R0(2gh0)−1/2 (2.42)
In this test, a non-dimensional domain [−6, 6]× [−6, 6] is considered with h0 = 1 and
R0 = 14. The initial condition is given as:
u(x, y, 0) = v(x, y, 0) = 0,
h(x, y, 0) = h0(1− x
2 + y2
R20
)
(2.43)
The exact solution is used to calculate the boundary conditions of the domain. Figure
2.11 shows the temporal evolution of the numerical solution using the proposed method
and the analytical solution along section y = 0 using the cell area Ωm = 0.01. The
3D views of the solution (not shown here ) show that the symmetric form of the flow
is still well preserved. Following those tests, we conclude that the proposed method
produces stable results while maintaining good accuracy for long time steps until the
solution reaches its asymptotic convergence.
2.5.3 Nonlinear Rossby soliton waves
In this part, we present a test for an equatorial non-linear Rossby wave. This wave
is driven by gravity and rotational forces. Asymptotic solutions of the system are
approximated by using Boyd’s previous work on equatorial Rossby soliton waves (Boyd,
1980, 1985). A non-dimensional domain [−24, 24]× [−8, 8] is considered in the present
test. The boundary conditions used are non-flux along the walls. Equations (2.5)
and (2.6) are considered by using the parameters h = H + η with H = 1, g = 1,
and f(y) = y. The approximate asymptotic solution is obtained with a first-order
expansion of function with an order of 12 for Hermite polynomials, as explained in
Boyd (1985). The simulations are performed up to t = 40 with CFL = 0.3 and using
the cell area Ωm = 0.04. Even though the asymptotic analytical solution is only a
first-order approximation, this solution can be used to check the phase speed of the
wave and the conservation of total energy.
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Figure 2.12 shows the free surface elevation η˜ of the nonlinear Rossby soliton wave in
three dimensions for the proposed method at time t = 40. At this time, the analytical
solution predicts that the peak of the wave will be η˜max = 0.156 and for the proposed
method the peak is η˜max = 0.154. The proposed method preserves the shape of each
part of the soliton and gives the correct position and phase speed of propagation of
the wave compared to the asymptotic solution of Boyd (1985). For the first part of
the soliton x˜-position = −15.80 and y˜-position=1.267, and for the second part of the
soliton x˜-position = −15.80 and y˜-position=−1.267 .
Finally, Figure 2.13 presents the evolution of total energy and shows that the proposed
method performs well for the nonlinear Rossby soliton wave in conservation of energy,
which is a crucial requirement in atmospheric and oceanic simulations.
2.5.4 Effect of Grid Structure
In this section the effect of the mesh structure on the solution quality is analyzed. To
characterize the mesh shapes, we choose a skewness parameter defined as:
Skewness = Optimal Cell Size− Cell Size
Optimal Cell Size
, (2.44)
where for a triangle grid the optimal cell size is the size of an equilateral triangle with
the same circumscribed circle. The skewness parameter is widely used as an indicator
of grid quality (e.g. Roldán et al., 2013). For an excellent mesh, the skewness parameter
should be in the range values of 0−0.25, and for good and acceptable grids respectively,
it should be in the ranges of 0.25 − 0.50 and 0.50 − 0.75. In this section, we consider
three triangular meshes, shown in Figure 2.14, with different grid qualities according to
the skewness values. The first case (a) is for an acceptable triangular grid, the second
case (b) represents a good mesh, and the third case is an excellent mesh, based on the
skewness parameter. The tests are performed using parabolic flood waves until time
t = 100 to verify the impact of the three meshes on the numerical results. The relative
true errors of the water depth for the three cases at time t = 100 are presented in
Table 2.2. The results demonstrate that for all three cases, the proposed scheme leads
to a high level of accuracy and that the best result is obtained for case (c), which has
a small skewness coefficient.
2.6 Conclusions
In this paper, a new numerical scheme using unstructured grids is developed for shallow
water flows dominated by rotation effects. This method leads to accurate results for
both gravity and Rossby waves, which is of crucial importance in the simulation of
large-scale flows. A special treatment of the Coriolis effect was employed in which the
37
Coriolis term is integrated analytically before and after solving the conservation law.
This method uses polynomial fitting with high accuracy on both sides of the interface
of the computational cells. A fourth-order Adams method with an operator splitting
scheme is used for temporal integration. This approach is enough to suppress the short-
wave numerical noise without damping the long waves that are essential in the transport
of energy Rossby waves in the ocean and atmosphere. The energy conservation of the
scheme is considerably improved compared with other upwind schemes, such as the
third-order scheme, the cell-based third-order scheme, the Fromm method, and the
Quick scheme, which are widely used for simulation of gravity waves and lead to high
levels of energy dissipation and numerical oscillation caused by the imbalance between
the source and flux terms at the discrete level for Rossby waves. Finally, the employed
fourth-order Adams method was found to be an accurate and efficient scheme for
the time integration of large-scale shallow water equations, with no iteration on the
corrector step being needed to stabilize the method, and optimal results are obtained
with only one iteration.
Appendix I: The Jacobian matrix for SWEs
I.1 The Jacobian matrix for linear equations
The matrix J˜ satisfies ∆F = J˜ ∆U with:
J˜ = ∂ (F · n)
∂U =

0 Hnx Hny
gnx 0 0
gny 0 0
 (2.45)
where c =
√
gH. The eigenvalues of J˜ are given by:
a˜1 = c, a˜2 = 0, a˜3 = −c, (2.46)
with the corresponding eigenvectors
e˜1 =

1
λ0nx
λ0ny
 , e˜2 =

0
−λ0ny
λ0nx
 , e˜3 =

1
−λ0nx
−λ0ny
 , (2.47)
where
λ0 =
√
g
H
(2.48)
The coefficients α˜k, k=1,2,3, are computed as:
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
α˜1 =
∆h
2 +
1
2λ0
[∆u nx + ∆v ny]
α˜2 =
1
λ0
[∆v nx −∆u ny]
α˜3 =
∆h
2 −
1
2λ0
[∆u nx + ∆v ny]
(2.49)
I.2 Non-dimensional linear system
The flux and source vectors in the dimensionless form become:
E =

u
η
0
 , G =

v
0
η
 , S =

0
yv
−yu
 (2.50)
The eigenvalues and eigenvectors of the nondimensional system can be calculated using
those of the original system by simply setting H = g = 1.
I.3 The Jacobian matrix for nonlinear equations
The Jacobian matrix J˜ for the nonlinear case is given by:
J = ∂ (F · n)
∂U =

0 nx ny
(c˜2 − u˜2)nx − 2u˜v˜ny 2u˜nx + v˜ny u˜ny
−u˜v˜nx + (c˜2 − v˜2)ny v˜nx u˜nx + 2v˜ny
 (2.51)
with the following eigenvalues and eigenvectors
a˜1 = u˜nx + v˜ny + c˜, a˜2 = u˜nx + v˜ny, a˜3 = u˜nx + v˜ny − c˜, (2.52)
e˜1 =

1
u˜+ c˜nx
v˜ + c˜ny
 , e˜2 =

0
−c˜ny
c˜nx
 , e˜3 =

1
u˜− c˜nx
v˜ − c˜ny
 , (2.53)
where
u˜ = uR
√
hR + uL
√
hL√
hR +
√
hL
, v˜ = vR
√
hR + vL
√
hL√
hR +
√
hL
, c˜ =
√
g(hR + hL)/2, (2.54)
The coefficients α˜k depend on the jumps ∆(.) = (.)R − (.)L as:
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
α˜1 =
∆h
2 +
1
2c˜(∆(hu)nx + ∆(hv)ny − (u˜nx + v˜ny)∆h)
α˜2 =
1
c˜
((∆(hv)− v˜∆h)nx − (∆(hu)− u˜∆h)ny)
α˜3 =
∆h
2 −
1
2c˜(∆(hu)nx + ∆(hv)ny − (u˜nx + v˜ny)∆h)
(2.55)
Appendix II : Time integration methods
The following time integration methods are used to solve an ODE defined by:
dU
dt
= f(U, t), U(t0) = U0 (2.56)
We use Un to denote the computed approximation to the solution at time tn = n∆t
II.1 The fourth-order Adams method
The fourth-order Adams method uses the fourth-order Adams-Bashforth scheme as
predictor:
Ug = Un + ∆t
(55
24f
n − 5924f
n−1 + 3724f
n−2 − 924f
n−3
)
(2.57)
and the fourth-order Adams-Moulton scheme as corrector
Un+1 = Un + ∆t
( 9
24f
g + 1924f
n − 524f
n−1 + 124f
n−2
)
(2.58)
where
fn = f(Un, n∆t) (2.59)
II.2 The fourth-order Runge-Kutta method
The value Un+1 is calculated using the following formula:
Un+1 = Un + ∆t6 (k1 + 2k2 + 2k3 + k4), (2.60)
where
k1 = f(Un, tn)
k2 = f(Un + k1∆t/2, tn + ∆t/2)
k3 = f(Un + k2∆t/2, tn + ∆t/2)
k4 = f(Un + k3∆t, tn + ∆t)
, (2.61)
II.3 The third-order TVD Runge-Kutta method
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We consider the following ODE
dU
dt
= L(U), U(t0) = U0, (2.62)
where L is a spatial operator. The TVDRK3 method (Shu and Osher, 1988) is per-
formed via three stages to solve equation (2.62).
U(1) = Un + ∆tL(Un)
U(2) = 34U
n + 14U
(1) + 14∆tL(U
(1))
Un+1 = 13U
n + 23U
(2) + 23∆tL(U
(2))
(2.63)
Table 2.1 Temporal rate of convergence of the proposed method at t = 250
∆t 6E-03 7 E-03 8 E-03 9 E-03 1 E-02
Rate 4.00 4.00 4.00 3.98 3.95
Table 2.2 L2 error for various grids
Meshes Mesh (a) Mesh (b) Mesh (c)
Relative true errors 1.55 E-05 1.48 E-05 2.53 E-06
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Figure 2.1 Parameters at the right (R) and left (L) sides of the interface of computa-
tional cells used in the κ scheme
𝝈 
𝝉 
x 
y 
computational cell
𝝈, 𝝉 ∶ 𝑙𝑜𝑐𝑎𝑙 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑠 
 𝒙, 𝒚 ∶ 𝑔𝑙𝑜𝑏𝑎𝑙 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑠 
Figure 2.2 Cells used in the proposed method
42
x
y
0 10 20 30-5
-4
-3
-2
-1
0
1
2
3
4
5
1.57
1.34
1.12
0.90
0.67
0.45
0.22
-0.22
-0.45
-0.67
-0.90
-1.12
-1.34
-1.57
Figure 2.3 Water surface elevation for Rossby waves : the analytical form at time
t = 500
x
y
0 10 20 30-5
-4
-3
-2
-1
0
1
2
3
4
5
1.46
1.25
1.04
0.83
0.63
0.42
0.21
-0.21
-0.42
-0.63
-0.83
-1.04
-1.25
-1.46
Figure 2.4 Water surface elevation for Rossby waves using the fourth-order Adams
method and Quick scheme at time t = 250 with CFL = 0.1
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Figure 2.5 Water surface elevation using the proposed method for Rossby waves at
time t = 500 with CFL = 0.1
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Figure 2.6 Comparison of numerical solutions using the proposed method, κ schemes,
and the analytical solution of water surface elevation for Rossby waves at time t = 500
with CFL = 0.1
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Figure 2.7 Evolution of L2 error in log-log scale for Rossby waves at time t = 250,
where xm =
√
Ωm
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Figure 2.8 Change in kinetic energy for Rossby waves using the proposed method and
κ schemes until time t = 500 with CFL = 0.1
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Figure 2.9 Comparison of the solution for the gravity waves using the proposed method
and the reference solution at time t = 50 with CFL = 0.4
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Figure 2.10 A three-dimensional view of water surface elevation using the proposed
method at time t = 50 with CFL = 0.4
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Figure 2.11 Comparison of the solution for a parabolic flood waves using the proposed
method and the analytical solution with CFL = 0.5
x
-24
-20
-16
-12
-8
-4
0
4
8
12
16
20
24
y
-8
-6
-4
-2
0
2
4
6
8
Fre
e S
ur
fac
e H
eig
ht
0
0.05
0.1
0.15
0.2
X
Y
Z
Figure 2.12 Free surface elevation for nonlinear Rossby soliton waves using the proposed
method at time t = 40 with CFL = 0.3
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Figure 2.13 Evolution of total energy for nonlinear Rossby soliton waves using the
proposed method until time t = 40 with CFL = 0.3
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Figure 2.14 Triangular meshes used in the analysis of grid effects
48
CHAPITRE 3 Analyse théorique et numérique d’une classe de schémas
semi-implicites semi-lagrangiens potentiellement applicables aux modèles
atmosphériques
Theoretical and numerical analysis of a Class of Semi-implicit
Semi-Lagrangian Schemes potentially applicable to Atmospheric Models 1
Résumé
Le schéma explicite objet du chapitre 2 est efficace pour le cas du système de Saint-
Venant avec le terme source qui inclut le paramètre de Coriolis. Néanmoins, dans
le cas général où il y a des termes sources dans le système qui génèrent des ondes
à hautes fréquences, il est utile d’utiliser des méthodes implicites dans l’intégration
temporelle de ces termes afin d’opter pour des pas de temps plus pratiques. Par
exemple, les schémas semi-implicites semi-lagrangiens sont largement utilisés pour les
modèles atmosphériques où il y a différentes échelles de propagation des ondes. Ces
schémas utilisent une décomposition du terme source en une partie linéaire et une partie
non linéaire. La partie linéaire génère les ondes rapides dans le système et le reste non
linéaire est responsable des ondes lentes. En général, la partie linéaire est traitée par
des méthodes implicites tandis que la partie non linéaire est traitée en utilisant des
schémas numériques explicites.
Une méthode semi-lagrangienne à deux niveau (SETTLS) ayant une région de stabilité
absolue indépendante du nombre de Courant-Friedrichs-Lewy (CFL) a été proposée par
Hortal (2002). La plupart des centres météorologiques utilisent cette méthode comme
schéma temporel dans leur modèle de prévision numérique atmosphérique. Cependant,
la méthode SETTLS peut générer des oscillations pour le traitement du terme non
linéaire, surtout pour le cas des solutions qui ont un caractère quasi-oscillatoire. En-
vironnement Canada utilise dans son modèle de prévision numérique atmosphérique
la méthode SETTLS dans laquelle des itérations supplémentaires sont parfois ajoutées
pour éviter les bruits numériques. Dans l’analyse de stabilité menée par Durran et Rei-
necke (2004), les auteurs ont remarqué que la zone de stabilité de la méthode SETTLS
se réduit à un seul point sur l’axe imaginaire du plan complexe, ce qui constitue un
inconvénient pour le cas des solutions à caractère oscillatoire.
Dans ce chapitre, on propose une classe de schémas semi-implicites semi-lagrangiens
potentiellement applicables aux modèles atmosphériques. Des analyses théoriques et
numériques des propriétés de certaines méthodes semi-lagrangiennes complexes sont
1Cet article est réalisé en collaboration avec A. Mohammadian, M. Charron et C. Girard, et publié
sous la forme: A. Beljadid, A. Mohammadian, M. Charron, C. Girard, 2014, Theoretical and numerical
analysis of a Class of Semi-implicit Semi-Lagrangian Schemes potentially applicable to Atmospheric
Models. Monthly Weather Review - American Meteorological Society, vol 142, no. 12, 4458-4476.
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menées pour faire face aux problèmes d’instabilité associés au traitement de la partie
non linéaire du terme source. L’objectif est de développer un schéma numérique qui
possède une zone de stabilité plus large que celle de la méthode SETTLS, en particulier
sur l’axe imaginaire du plan complexe.
La classe de schémas semi-implicites semi-lagrangiens développée est basée sur une
version modifiée de la méthode TR-BDF2, qui est une combinaison de la règle du
trapèze (TR) et de la formule de différenciation en arrière d’ordre deux (BDF2). Dans
cette version modifiée de la méthode TR-BDF2, on propose trois étapes. Le terme non
linéaire est traité de manière explicite dans les trois étapes en utilisant la méthode du
trapèze pour les deux premières étapes et la méthode BDF2 dans la troisième étape.
Pour le terme linéaire, la méthode du trapèze implicite est appliquée dans la première
étape, la méthode du trapèze explicite est utilisée dans la deuxième étape et la méthode
BDF2 implicite est appliquée dans la troisième étape.
La combinaison des nouvelles techniques développées conduit à une famille de schémas
numériques qui a une région de stabilité absolue relativement large en comparaison
avec la méthode SETTLS. Cette classe de schémas numériques présente de bonnes
qualités de stabilité pour le cas des solutions à caractère oscillatoire. Les résultats des
tests numériques confirment les performances de cette classe de schémas en termes de
stabilité, de précision et de convergence.
Dans tout modèle de circulation générale de l’atmosphère, la partie dynamique et la
partie physique sont les plus coûteuses en temps de calcul. La partie dynamique est liée
à la résolution implicite du terme linéaire et la partie physique est liée à la résolution
explicite du terme non linéaire. Le coût de calcul de la résolution explicite du terme
linéaire, ce qui est le cas de la deuxième étape dans les schémas proposés, est négligeable
par rapport aux coûts de calcul des deux parties dynamique et physique. L’utilisation
de la méthode explicite pour le traitement du terme linéaire dans la deuxième étape
rend la famille des schémas numériques proposée moins coûteuse de point de vue temps
de calcul. Ces schémas sont concurrentiels en termes de temps de calcul en comparaison
avec des méthodes numériques à deux étapes très connues.
La classe de schémas proposée donne de bonnes approximations des solutions pour le
cas des pas de temps qui sont larges et qui satisfont le critère de Lipschitz. Ce critère est
une condition suffisante pour éviter l’intersection des trajectoires semi-lagrangiennes
calculées. Ceci a permis de réduire davantage le coût de calcul de la classe de schémas
numériques proposée. Cette classe de schémas présente plusieurs avantages de stabilité,
de précision, et de convergence en comparaison à d’autres méthodes semi-implicites
semi-lagrangiennes et des schémas semi-implicites de type prédicteur-correcteur très
connus.
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3.1 Introduction
Semi-Lagrangian (SL) semi-implicit integration methods, first proposed by Robert
(1981), have been extensively studied and widely incorporated into atmospheric numer-
ical models. A comprehensive review of the applications of SL methods in atmospheric
problems was given by Staniforth and Côté (1991). Other extensive studies have also
been conducted to examine SL methods (e.g. Bonaventura, 2000; White-III and Don-
garra, 2011). A three-time-level SL method was implemented operationally at the Eu-
ropean Center for Medium-Range Weather Forecasts in 1991, and was documented and
described in Ritchie et al. (1995). Tanguay et al. (1990) generalized the use of a semi-
implicit algorithm in order to integrate the fully compressible nonhydrostatic equa-
tions. Ritchie (1991), and Ritchie and Beaudoin (1994) applied the semi-Lagrangian
semi-implicit method to a multilevel spectral primitive-equations model.
McDonald and Bates (1987) and Temperton and Staniforth (1987) proposed two-time-
level SL methods. This motivated many authors to use two-time-level SL methods
instead of three-time-level schemes, since they reduce the number and impact of com-
putational modes (e.g. McDonald and Haugen, 1992; Temperton et al., 2001; Hortal,
2002). The use of more than two time-levels leads in general to computational modes
having comparable amplitudes to those of physical modes, which can influence the
accuracy of the solution if no efficient technique is used to damp those modes.
Hortal (2002) proposed a two-time-level SL method called the Stable Extrapolation
Two-Time-Level Scheme (SETTLS), which has a region with absolute stability inde-
pendently of the Courant number. Gospodinov et al. (2001) proposed a family of
second-order two-time-level SL schemes that contain an undetermined parameter α.
Durran and Reinecke (2004) showed that the size of the absolute stability region of
the family of second-order schemes proposed by Gospodinov et al. (2001) varies dra-
matically according to the undetermined parameter, and that the optimal region is
obtained for α = 1/4, which corresponds to SETTLS. Still, SETTLS is not a perfect
choice because the points on the imaginary axis are outside the domain of absolute
stability, except for the origin point. Therefore, SETTLS can generate growth parasite
for a purely oscillatory nonlinear term depending on the size of the time step.
Based on the analysis done by Dharmaraja (2007), the method TR-BDF2 performs
well in terms of stability for solving partial differential equations. The method is able
to compute the solutions using a reasonable step-size for stiff problems. This motivated
us to use this method to develop the semi-Lagrangian schemes.
In this paper, theoretical and numerical analysis are performed to study the properties
of more complex methods. The aim is to try to avoid the problems of instability
associated with the treatment of the non-linear part of the forcing term. We propose a
class of semi-Lagrangian semi-implicit schemes using a modified TR-BDF2 method. We
use two stages as predictor and corrector in the trapezoidal method and one stage for
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the BDF2 method. The family of second-order approximations proposed in Gospodinov
et al. (2001) is used in the predictor of the TR method. For the linear term we use
the implicit trapezoidal method in the first step, the explicit trapezoidal method in
the second step, and the implicit BDF2 method in the third step. Following Hortal
(2002), the equation of the semi-Lagrangian trajectory used in the SETTLS method
is obtained using an average approximation of the acceleration between the departure
point and the arrival point. Since the middle point is in the interval where the average
approximation of the acceleration is considered, in the proposed method we use the
same average of the acceleration to obtain the position of the middle point. An explicit
equation is used for this point and the only iterative equation is the one used to obtain
the departure point. The potential practical application of the proposed schemes to
a weather-prediction model or any other atmospheric model is not analyzed in the
current paper. The analysis of the application of the proposed class of schemes to
these models will be considered in future studies.
The remainder of the paper is organized as follows. Section 3.2 introduces the notation
and explicitly states the problem and expectations of the paper. Section 3.3 gives
details on the proposed schemes for the nonlinear term as well as their linear stability.
In Section 3.4, the proposed schemes for the linear term are presented as well as their
stability analysis. In Section 3.5 the full semi-Lagrangian semi-implicit schemes are
presented, and their accuracy, efficiency, and convergence are analyzed and compared
to other existing schemes. Finally, Section 3.6 provides some concluding remarks.
3.2 Problem and notation
The forcing source term of the general equation in the framework of the SL method
can be split into a fast linear term and a slower, residual nonlinear term as follows:
dψ
dt
= N + L. (3.1)
We assume that the two terms depend on the field variable ψ(x, t), x and time. At
each time tn = n∆t, where ∆t is the time step, the values of the parameters ψ and
the velocity V are knowns for all times tp = p∆t with p = 0, 1, 2, ...., n. The proposed
method requires for each arrival point xj the evaluation of the position at time tn of
the air parcel arriving at a point (xj, tn+1) and the position of the middle point on the
semi-Lagrangian trajectory. The details of the computation of the departure point and
the position of the middle point along the semi-Lagrangian trajectory are presented in
Appendix II.
In general, for solving Equation (3.1), explicit methods are used for the nonlinear
term N , and the linear term L is calculated using implicit methods. The superscripts
“+”, “0” and “−” are used to denote the variables at time levels t + ∆t, t and t −
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∆t, respectively. The subscripts A and D are used to denote the parameters at the
departure point xD = x(t) and the arrival point xA = x(t + ∆t), respectively. For the
discrete form of the schemes, we define x˜nj as an estimate of the departure point of the
fluid parcel at time tn that arrives at (xj, tn+1). To abbreviate the notation, for any
step p, we use Np = N(x˜pj , tp) and Lp = L(x˜
p
j , tp) as the values of the nonlinear term
and the linear term, respectively, at the departure point of the trajectory originating
at (x˜pj , tp) and arriving at (xj, tn+1). Following Theorem 1 in Gospodinov et al. (2001),
the following discrete approximations of Equation (3.1)
ψ+A − ψ0D
∆t = (
3
4−α)N
0
A+(
3
4 +α)N
0
D−(
1
4−α)N
−
A −(
1
4 +α)N
−
D +
1
2(L
+
A+L−D), (3.2)
lead to second-order accuracy for any undetermined parameter α. We use the terminol-
ogy α-approximation for these second-order approximations of the temporal derivative
of the function ψ along the interval of endpoints A and D of the SL trajectory. Durran
and Reinecke (2004) presented a stability analysis of a class of explicit semi-Lagrangian
schemes using Equation (3.2), taking into consideration only the nonlinear term. They
showed that the size of the region of absolute stability of the second-order schemes de-
rived from (3.2) varies dramatically according to parameter α. SETTLS corresponds
to the optimal region obtained by setting α = 1/4. Following the stability analysis of
this scheme using von Neumann’s method, the imaginary points are outside the do-
main of absolute stability, except for the origin. In this study, we propose a family of
semi-implicit semi-Lagrangian schemes which does not suffer from this disadvantage.
We will use, as in the case of the SETTLS method, only one departure point, and we
will examine several schemes by using the α-approximation for the treatment of the
nonlinear term. Three steps are used, where the nonlinear term is treated explicitly
in all steps, and the linear term is treated implicitly in the first and third steps and
explicitly in the second step. For simplicity of terminology, in the second step we
will use the term Trapezoidal method even if a decentring is applied. The proposed
techniques for linear and nonlinear terms are combined to obtain the proposed class of
semi-Lagrangian semi-implicit schemes, which provides interesting stability properties.
Other advantages of this class of schemes will be demonstrated, such as the accu-
racy, convergence, and efficiency, which are compared to those obtained by using other
existing semi-implicit predictor-corrector schemes and semi-Lagrangian semi-implicit
methods.
3.3 Explicit scheme for the nonlinear term
3.3.1 The proposed explicit predictor corrector scheme
For the nonlinear term, we propose an explicit semi-Lagrangian scheme based on a
modified TR-BDF2 method combining the trapezoidal rule and the second-order back-
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ward differentiation formula. Some details about the initial BDF2 method are given in
Appendix I. In the modified TR-BDF2 method, two stages are used as predictor and
corrector in the trapezoidal method, and one stage for the BDF2 method.
ψ∗ − ψn
∆t/2 =
1
2(N
n +Nn+1/2α ),
ψn+1/2 − ψn
∆t/2 = θN
∗ + (1− θ)Nn,
ψn+1 − 43ψ
n+1/2 + 13ψ
n = ∆t3 (2N
n+1/2 −Nn).
(3.3)
The terms in the right-hand side of each stage correspond to the explicit form for
the nonlinear operator. In the first stage, we calculate the predictor value ψ∗ by
approximating the value of the nonlinear term Nn+1/4. This value is obtained by using
a trapezoidal treatment of Nn and the α-approximation of the nonlinear term denoted
by Nn+1/2α at the midpoint of the SL trajectory originating at (x˜nj , tn) and arriving at
(xj, tn+1). In the second stage, the corrector value of ψn+1/2 is calculated by using
the trapezoidal method. We compute the value of N∗ by using ψ∗ obtained from the
first stage, and apply a trapezoidal method using the two values Nn and N∗ to obtain
the source term for this corrector stage. A large domain of absolute stability of the
scheme is obtained and, as will be demonstrated below, the decentring parameter θ has
significant ability to improve the stability of this scheme for purely oscillatory solutions.
The range values of θ will be chosen in order to ensure good accuracy of the proposed
scheme.
In the third stage, the BDF2 method is applied to obtain the next value ψn+1 by using
an explicit approximation of the nonlinear term Nn+1 in the right-hand side of the third
equation in (3.3), where Nn+1/2 is computed by using the value of ψn+1/2 obtained from
the second stage. The value Nn+1/2α used in the predictor formula is estimated by using
the α-approximation as
Nn+1/2α = (
3
4−α)N(xj, tn)+(
3
4+α)N(x˜
n
j , tn)−(
1
4−α)N(xj, tn−1)−(
1
4+α)N(x˜
n
j , tn−1),
(3.4)
where e.g., N(x, tn) := N(ψ(x, tn), x, tn)
A family of SL schemes is obtained based on the values of the undetermined parameter
α and the decentring parameter θ. As will be confirmed in the next section, the use
of the corrector in the second stage improves the stability of the proposed schemes.
We will demonstrate that α = 1/4 is the optimal choice with the decentring θ in the
interval [0.5, 0.75] to provide good accuracy.
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3.3.2 Stability analysis of the proposed scheme
Following Durran (2010), the stability of the SL scheme defined by the undetermined
parameter α and the decentring parameter θ will be analyzed by using the forced
one-dimensional SL equation
dψ
dt
= σψ, (3.5)
where σ = λ + iω, λ and ω are real constants. The stability will be analyzed using a
constant advecting velocity U . Equation (3.5) becomes
dψ
dt
= [ ∂
∂t
+ U ∂
∂x
]ψ = σψ. (3.6)
For any initial condition ψ(x, 0) = f(x), the analytical solution is
ψ(x, t) = f(x− Ut)eσt. (3.7)
We assume a non-amplifying solution by imposing the condition λ ≤ 0. The sta-
bility analysis of the SL schemes is examined in terms of the parameter α used in
α-approximation of the predictor and the decentring parameter θ used in the second
step. The analysis is performed using von Neumann’s method, which is applied for a
single Fourier mode of the form ψnj = Ankei(kj∆x) for any point (j∆x, n∆t). When this
mode is substituted in (3.5), letting z = λ∆t + iω∆t, one obtains after simplification
the following equation for the amplification factor Ak
A2k +[(γ1 +γ2(
3
4 +α))e
−iks+γ2(
3
4−α)]Ak−γ2(
1
4−α)−γ2(
1
4 +α)e
−iks = 0, (3.8)
where γ1 = − 124(2θz3 + (8 + 4θ)z2 + 24z + 24), γ2 = − θ12(z3 + 2z2) and s = xA − xD.
The region of stability depends on the Courant number, which is proportional to the
parameter s. The region on the λ∆t − ω∆t plane where the scheme, for the case
θ = 0.7, is absolutely stable is plotted in Figure 3.1 for several values of the parameter
of approximation α. Since the solutions of (3.8) are periodic in ks, the curves plotted in
Figure 3.1 are given for several discrete values of ks covering the whole periodic domain
[0, 2pi]. The regions of absolute stability are only slightly sensitive to the values of α,
but the part of the imaginary axis inside the region of absolute stability is variable,
and the most interesting is for α = 1/4, which corresponds to ω∆t ∈ [−0.708, 0.708].
This has a positive influence for stability, and especially for solutions which have a
purely oscillatory character. The decentring acts directly on the size of the stable
imaginary part as shown in Figure 3.2. Table 3.1 shows the values of (ω∆t)max of the
segments [−(ω∆t)max, (ω∆t)max] of imaginary axis which are included in the region of
absolute stability depending on the values of the approximation parameter α and the
decentring parameter θ. To obtain the proposed class of SL schemes we set α = 1/4,
55
which improves stability. As shown in Table 3.1, the use of this value ensures a large
stability zone on the imaginary axis for all non high decentring parameter θ.
To conduct a comparison and in order to show the usefulness of using the trapezoidal
corrector iteration, the regions of absolute stability are analyzed in the same way as
the proposed class of schemes, but without using any corrector value for the variable
ψn+1/2. We will use the two-step method and, first we consider the case in which the
value Nn+1/2α is considered in the BDF2 iteration an estimation of Nn+1/2. The same
form as Equation (3.8) is obtained using the parameters γ1 = −1 and γ2 = −z. For
this case, as can be seen in Figure 3.3, the results are similar to those obtained by Dur-
ran and Reinecke (2004) for the second-order two-time-level semi-Lagrangian schemes
developed by Gospodinov et al. (2001) and in the particular case for the SETTLS
method. The region of absolute stability is very sensitive and varies excessively de-
pending on the value of parameter α. For the optimal region of absolute stability, the
origin point is the only imaginary part.
In the case of the two-step method in which we consider the value of Nn+1/2 by using
ψn+1/2 obtained from the first stage, a similar form of Equation (3.8) is obtained with
γ1 = −16(z3+4z+6) and γ2 = −16(z3+2z). For this case, the region of absolute stability
is still largely reduced compared to the region of absolute stability of the proposed class
of schemes. This two-step method also presents the disadvantage of being stable on
the imaginary axis of λ∆t− ω∆t plane at only a single origin point.
3.3.3 Accuracy of oscillatory solutions
In order to learn some basic information about the accuracy of the proposed class of
schemes for oscillatory solutions, the following equation is analyzed in this section:
dψ
dt
= iωψ, (3.9)
where ω is a real number. In our analysis we will use the decentring parameter θ = 0.7
in the second step of (3.3). Note that the analytical solution of oscillatory equation
(3.9) corresponding to one mode can be obtained by setting f(x) = eikx and σ = iω
in Equation (3.7), which leads to an analytical amplification factor Aan = ei(ω∆t−ks).
Therefore, for an accurate scheme, the module of the numerical amplification factor Ak
and the relative phase change defined as φd = 1ω∆t arctan[
=(Akeiks)
<(Akeiks) ] should be close to
unity. The polynomial equation for the numerical amplification factor can be obtained
by setting z = iω∆t in Equation (3.8). We use the ω∆t−ks plane to plot the parameters
studied, where ω∆t ∈ [0, 0.7] and ks ∈ [0, 2pi]. In Figure 3.4 we plot the module of
the errors |Ak − Aan| of the amplification factor, the damping, and the relative phase
change. The errors are negligible, as shown in Figure 3.4-a, which is also confirmed in
Figure 3.4-b and Figure 3.4-c, where we observe negligible damping and phase errors.
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The proposed class of schemes presents the advantage of having a damped computa-
tional mode as shown in Figure 3.4-d compared to the computational modes of the class
of semi-implicit predictor-corrector schemes developed by Clancy and Pudykiewicz
(2013). Note that more comparisons in terms of accuracy between those schemes and
the proposed full semi-implicit semi-Lagrangian schemes will be presented in detail in
Section 3.5.
3.4 The proposed scheme for the linear term
3.4.1 Treatment of the linear term
We seek a numerical scheme for the linear term which is stable and accurate, in partic-
ular for the case of oscillatory solutions. This scheme should have some compatibility
with the proposed scheme for the nonlinear term. Since three steps are used for the
nonlinear term, in order to reduce the computational cost of the full scheme we try to
use two implicit steps and one explicit step for the linear term. We will use the implicit
trapezoidal method in the first step, the explicit trapezoidal method in the second step
and the implicit BDF2 method in the third step
ψ∗ − ψn
∆t/2 =
1
2(L
∗ + Ln),
ψn+1/2 − ψn
∆t/2 = θL
∗ + (1− θ)Ln,
ψn+1 − 43ψ
n+1/2 + 13ψ
n = ∆t3 ((1 + µ)L
n+1 − 2µLn+1/2 + µLn).
(3.10)
The scheme for the linear term, which is the subject of this section, and the scheme
for the nonlinear term given in the previous section are considered separately. It is
well known that when the two schemes are combined, they interact in a complex way.
Following our numerical tests, the use of the same decentring parameter θ in the second
step for the schemes used for linear and nonlinear terms is required to avoid a large
impact on the accuracy. In the right-hand side of the third equation of (3.10), a family
of second-order approximations of the linear term Ln+1 at time tn+1 is considered and
the choice of the appropriate value of parameter µ is required.
3.4.2 Stability analysis and choice of parameter µ
First we will consider the case without decentring (θ = 0.5) to determine the appro-
priate value of parameter µ for both stability and accuracy. In the same way as in the
previous section, the stability analysis of the SL schemes (3.10) is examined using von
Neumann’s method, and a single Fourier mode of the form ψnj = Ankei(kj∆x) for any
point (j∆x, n∆t) is considered. Substituting this mode into Equation (3.5) and letting
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z = λ∆t + iω∆t, one obtains the following equation for the numerical amplification
factor Ak
Ak = e−iks
12− (4µ− 5)z − 3µz2
12− (4µ+ 7)z + (1 + µ)z2 . (3.11)
For the proposed schemes, we will try to choose the value of parameter µ which guar-
antees stability and accuracy, in particular for the purely oscillatory cases. Note that
in general the amplification factor of the form
A = ±e−iks z + c
z − c, (3.12)
which has the module
|A|2 = (λ∆t+ c)
2 + (ω∆t)2
(λ∆t− c)2 + (ω∆t)2 , (3.13)
where c is a positive real number leads to stable results (λ ≤ 0) and the scheme
preserves perfectly the purely oscillatory solutions.
In our case we try to have the amplification factor Ak, obtained from (3.11), with the
same form as (3.12). Therefore the two second-degree polynomials in the numerator
and denominator of Equation (3.11) should have one common root and one root of the
opposite sign. This condition leads to µ = 0.5 and we obtain
Ak = −e−iks z + 2
z − 2 , (3.14)
which leads to a stable scheme that perfectly preserves the oscillatory solutions.
In Figure 3.5-a we plot the module of the amplification factor, which is obtained by
using (3.11) for the oscillatory equation (3.9) and without decentring (θ = 0.5), as a
function of the parameters µ and ω∆t. In this case the schemes are stable for µ ≤ 0.5
and we do not observe any damping in the case of oscillatory solutions for µ = 0.5.
For general equation (3.5), in Figure 3.5-b we plot for the case θ = 0.5 the module of
the amplification factor |Ak| of the solutions for the proposed schemes (µ = 0.5). The
schemes are stable and the oscillatory solutions are perfectly preserved. The analytical
solutions which correspond to |Aan| = eλ∆t are represented in the same figure by the
vertical lines.
Note that in the case in which decentring is considered, the value µ = 0.5 leads to
an amplification factor Ak closed to (3.12) with the remainder of order |z|2, where
|z| << 1. For this case, if we consider the purely oscillatory solutions, the module of
the amplification factor can be approximated for z = iω∆t and under the assumption
|z| << 1 by
|Ak|2 = 1− 8(θ − 1/2)3
(ω∆t)2
(ω∆t)2 + 4 +O((ω∆t)
4) . (3.15)
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In Figure 3.6-a we plot the module of the amplification factor for Equation (3.5) for
θ = 0.55, and the results confirm that the scheme is stable. In the same way, if we
use θ = 0.45 for Equation (3.5), the results are not stable, as shown in Figure 3.6-b.
Finally, we use µ = 0.5 for the full semi-implicit semi-Lagrangian combination, and θ
is the only variable parameter, with 0.5 ≤ θ ≤ 0.75.
3.5 Numerical experiments of the semi-Lagrangian semi-implicit combina-
tion
3.5.1 The full semi-Lagrangian semi-implicit scheme
Following the previous sections, we will consider the following family of semi-Lagrangian
semi-implicit schemes, which are obtained by considering α = 0.25 and µ = 0.5.
ψ∗ − ψn
∆t/2 =
1
2(N
n +Nn+1/2α ) +
1
2(L
∗ + Ln),
ψn+1/2 − ψn
∆t/2 = θN
∗ + (1− θ)Nn + θL∗ + (1− θ)Ln,
ψn+1 − 43ψ
n+1/2 + 13ψ
n = ∆t3 (2N
n+1/2 −Nn + 32L
n+1 − Ln+1/2 + 12L
n).
(3.16)
These schemes are examined, and we will demonstrate their advantages in terms of
accuracy, efficiency, and convergence compared to other existing methods such as the
semi-implicit predictor-corrector schemes proposed by Clancy and Pudykiewicz (2013)
and the semi-Lagrangian semi-implicit scheme studied by Cullen (2001).
3.5.2 Linear stability and error analysis of the two-frequency system
We consider the following semi-Lagrangian equation
dψ
dt
= iΩψ + iωψ, (3.17)
where Ω is the frequency of the fast waves, and ω is the frequency of the slow waves,
which is the remaining nonlinear term (|Ω| > |ω|). If we consider the conjugate of the
two members of Equation (3.17) we obtain a similar equation using the two frequencies
−Ω and −ω, and the conjugate function ψ is its solution. Therefore, in our analysis
and without loss of generality, we will use the solutions of (3.17) under the assumption
that Ω is positive and Ω > |ω|.
The analysis is performed using von Neumann’s method for a single Fourier mode of
the form ψnj = Ankei(kj∆x) for any point (j∆x, n∆t). This mode is substituted into
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(3.17) to obtain the following equation for the amplification factor Ak
A2k + [(γ1 + γ2)e−iks +
γ2
2 ]Ak −
γ2
2 e
−iks = 0, (3.18)
where
γ1 =
2− z1 + 2z2
6− 3z1 −
θ(4− z1 + 2z2)(z1 + z2)(4 + z1 + z2)
3(2− z1)(4− z1) −
(2 + (1− θ)(z1 + z2)(4− z1 + 2z2))
3(2− z1) ,
and
γ2 =
θz2(z1 + z2)(4− z1 + 2z2)
(2− z1)(4− z1) .
The complex numbers z1 and z2 are related to the fast and slow waves, respectively,
and are given by: z1 = iΩ∆t and z2 = iω∆t.
In our analysis we will consider a parameter of decentring θ = 0.7 for the proposed
schemes. In Figure 3.7-a we plot the module of the amplification factor Ak correspond-
ing to the physical solution for five values of the parameter ks on the ω∆t−Ω∆t plane.
The dashed lines are the limit defined by Ω = |ω| of the domain subject of our analysis.
The results confirm the stability of the proposed schemes. In Figures 3.7-b, 3.7-c, and
3.7-d, we plot the module of the errors |Ak −Aan| of the amplification factors, respec-
tively, for the three values ks = 2pi/3, ks = pi, and ks = 4pi/3. Figure 3.8 shows the
module of the errors for the same system (3.17) for the four semi-implicit predictor-
corrector schemes proposed in Clancy and Pudykiewicz (2013), which perform well
for this test. The authors used the notations AM2*-LFT, AM2*-ABM, T-ABT, and
AM2*-ABT for their schemes, where they used the Leapfrog trapezoidal (LFT) method,
the Adams-Bashforth trapezoidal (ABT) scheme, and the Adams-Bashforth-Moulton
(ABM) method as explicit predictor-corrector schemes. For the implicit schemes, the
authors used the trapezoidal method (T) and a method denoted by AM2*. The schemes
proposed in this paper perform very well in terms of accuracy compared to the three
schemes AM2*-LFT, AM2*-ABM, and AM2*-ABT, as shown in Figures 3.7 and 3.8.
Note that the best method in Clancy and Pudykiewicz (2013) for this test in terms
of amplitude is the method T-ABT, but it presents some phase errors and it is less
accurate than the proposed schemes, as shown in Figures 3.7 and 3.8.
In the same way, we will compare the errors of the amplification factor for the semi-
Lagrangian semi-implicit method studied by Cullen (2001) and those obtained by using
the proposed schemes. The amplification factor of the scheme studied by Cullen (2001)
applied to the same equation (3.17) is as follows:
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Ak = e−iks[
2 + z1 + z2
2− z1 +
z2(2 + z1 + 2z2)
(2− z1)2 ],
where, as previously defined, z1 = iΩ∆t and z2 = iω∆t.
In Figure 3.9-a we plot the module of the errors |Ak −Aan| of the amplification factor
for the method studied by Cullen (2001). As can be seen in Figures 3.9 and 3.7, for
positive and large values of ω∆t the proposed schemes are more accurate than the
method studied by Cullen (2001). Note that the errors of this method are mainly due
to the phase errors as shown in Figure 3.9-b.
3.5.3 Accuracy, efficiency, and convergence of the proposed class of schemes
In this section we will demonstrate the advantage of the proposed class of schemes in
terms of accuracy, convergence, and efficiency. We will compare the results to those
obtained by using the semi-Lagrangian semi-implicit scheme studied by Cullen (2001).
We analyse the following system considered by Cullen (2001):
∂D
∂t
+52φ = 0,
∂φ
∂t
+ c2D = 0,
(3.19)
where φ is the geopotential, D is the divergence term, and c is the gravity speed. We
consider c0 as the reference value of c which is used to split the source term c2D into
two parts. The first part, c20D, based on the reference value c0, is considered as the
linear term which corresponds to the fast waves, and the second part is the residual
term (c2 − c20)D, which is considered the nonlinear term. Since this second term is
responsible for the slow waves, we will consider the condition |c2 − c20| ≤ c20, which
leads to δ ≥ 0.5, where δ = (c0/c)2. In the first equation of (3.19), the source term
52φ is considered as the linear term. The error analysis and the numerical tests will be
performed using one mode as well as other solutions which are obtained by combination
of two modes with different phases.
a. Error analysis using one mode
In our analysis we consider a single wave of the form (Dj, φj)Tn = (D0, φ0)TAnkeikj∆x
for any spatial temporal point (j∆x, n∆t), where k is the wave number. We use the
previous abbreviate notation for both linear and nonlinear terms in Equation (3.16),
and we consider the parameters Dp and φp on the trajectory at each step p. The time
discretization for the first step of the proposed scheme (3.16) applied to system (3.19)
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can be written as:{
D∗ = Dn + 14k
2∆t(φ∗ + φn),
φ∗ = φn − 14c20∆t(D∗ +Dn)− 14(c2 − c20)∆t(52Dn − 12Dn−1).
(3.20)
The time discretization for the second step is as follows:{
Dn+1/2 = Dn + 12k
2∆t(θφ∗ + (1− θ)φn),
φn+1/2 = φn − 12c20∆t(θD∗ + (1− θ)Dn)− 12(c2 − c20)∆t(θD∗ + (1− θ)Dn).
(3.21)
The third and last step discretization is:{
Dn+1 − 43Dn+1/2 + 13Dn = 13k2∆t(32φn+1 − φn+1/2 + 12φn),
φn+1 − 43φn+1/2 + 13φn = ∆t3 (−c20(32Dn+1 −Dn+1/2 + 12Dn)− (c2 − c20)(2Dn+1/2 −Dn)).
(3.22)
Following the expressions of Equations (3.20), (3.21) and (3.22) respectively for the
three steps, the terms k2∆t, c2∆t, and δ can be considered as dimensionless parameters.
These parameters will be used to conduct a more general analysis of the characteristics
of the proposed schemes and their comparison with those of the scheme studied by
Cullen (2001). The three steps of the temporal discretization of the proposed schemes
can be rewritten in the matrix form using the vector variable Up = (Dp, φp)T at each
step p. The vector value U∗ of the first step is substituted in the second step, and the
result obtained for Un+1/2 is substituted in the third step to obtain a fourth-degree
polynomial equation for the amplification factor Ak. In Appendix II we give further
explanations about the matrix form of the proposed schemes and the characteristics
of the polynomial equation of the amplification factor. This polynomial has one root
equal to zero. Therefore it can be reduced to a three-degree polynomial which has one
real root corresponding to the computational mode. The two other roots are complex
conjugate numbers and correspond to the inertio-gravity waves. The computational
mode is largely damped, as shown in Figure 3.10 for the two cases δ = 0.75 and
δ = 1.25. Note that one of the advantages of the proposed schemes is that they have
a damped computational mode, as opposed to the method studied by Cullen (2001),
which has one meteorological mode which is undamped (equal to unity).
In Figure 3.11, we plot the module of the errors |Ak−Aan| of the amplification factor Ak
in the k2∆t− c2∆t plane for the cases δ = 0.5 and δ = 1. In order to compare between
the accuracy of the proposed schemes and the method studied by Cullen (2001), the
errors are integrated using
E2 = 1A
∫ ∫
|Ak − Aan|2dσd%, (3.23)
where σ = k2∆t, % = c2∆t, and A is the area of the domain used in the integration.
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Table 3.2 shows the values of the errors E corresponding to the amplification factors
which are obtained by using the method studied in Cullen (2001), and those obtained
by using the proposed schemes with the decentring parameters θ = 0.7 and θ = 0.75
for five values of the dimensionless parameter δ. Following the results of this test we
conclude that the proposed schemes provide more accurate results compared to those
obtained by using the method studied by Cullen (2001). To further verify the resolution
quality, the efficiency, and the convergence of the proposed schemes, in the following
section severals tests are performed by using other solutions of Equation (3.19) which
are the combination of two different modes.
b. Numerical test using two modes
In this section the numerical test is performed using an analytical solution which is the
real part of the combination of two modes with different phases:
(D,φ)T = <((νZ1 + ν¯Z2)/2), (3.24)
where
Z1 = (1,
ic
k
)T eik(x+ct),
Z2 = (1,
−ic
k
)T eik(x−ct),
(3.25)
and ν = νR + νIi is a complex number with ν¯ as its conjugate. This analytical solution
will be used as the initial condition to test the accuracy of the schemes. The numerical
test is performed using the parameter c = 0.01 and the initial condition with νR = 1,
νI = −1 and k = 0.01. Figure 3.12 shows the evolution of the errors for the parameters
D and φ until time T = 50 using the proposed schemes and the scheme studied by
Cullen (2001) with a time step ∆t = 0.03. Note that for this test both methods lead
to accurate results and the proposed schemes present a high accuracy compared to
the method studied by Cullen (2001). In the following section we demonstrate that
the high accuracy of the proposed schemes has a great advantage for using large time
steps that meet the Lipschitz criterion in order to reduce the computational cost, which
makes them competitive in terms of efficiency.
c. Efficiency of the proposed schemes
The most expensive parts in terms of computational cost are the dynamical part,
which is related to the implicit resolution of the linear term, and the physical part,
related to the explicit resolution of the nonlinear term. The computational cost of
the explicit resolution of the linear term, which is the case in the second step in the
proposed schemes, is negligible compared to the computational costs of the dynamical
and physical parts.
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For the proposed schemes we have one dynamical part and one physical part in the first
step, one physical part in the second step, and one physical part and one dynamical
part in the third step. The method studied by Cullen (2001) has one dynamical part
and one physical part in each step. The efficiency of the proposed schemes and the
efficiency of the method studied by Cullen (2001) will be compared by using the time
steps satisfying the condition ∆tm = 1.25∆tc, where ∆tm and ∆tc are the time steps
used for the proposed schemes and the method studied by Cullen (2001), respectively.
This condition is sufficient to give a reliable comparison of the efficiency, depending on
the number of physical and dynamical parts in each method.
Equation (3.19) with the gravity speed c = 0.01 is solved, for two cases of analytic
solutions of the form (3.24), using the proposed schemes and the method studied by
Cullen (2001). We consider k = 0.01, and in the first case we use the initial condition
with νR = 1 and νI = 1 and in the second case we consider νR = 1 and νI = 4.
In Figure 3.13 we plot the evolution of the errors of the solutions (D,φ)T , which are
obtained by using the proposed schemes with a time step ∆t = 0.030 and the method
studied by Cullen (2001) with a time step ∆t = 0.024. The results of the proposed
schemes remain more accurate in comparison to those obtained by using the method
studied by Cullen (2001). Therefore we conclude that the proposed schemes perform
well in terms of efficiency.
Our numerical tests show that the method used to compare the competitive efficiency
by considering the time steps which satisfy the condition ∆tm = 1.25∆tc is valid for
the large interval of time steps that meet the Lipschitz criterion. In the following we
give another numerical test to study the efficiency of the proposed method using the
two-frequency system (3.17). In this example we will consider the initial value of the
trajectories x(0) ∈ [0, 1] and the analytical solution ψ(x, t) = (x+ ρxt)e(iΩ+iω)t, where
ρ = 0.8, ω = 1.0, Ω = 1.8 and the trajectories are given by x(t) = x(0)/(1 + ρt).
We use the similar approach in Smolarkiewicz and Pudykiewicz (1992) to satisfy the
Lipschitz criterion. The necessary condition the time step ∆t should satisfy to avoid
the intersection of the computed trajectories is:
∆t‖∂V
∂x
‖ < 1, (3.26)
which leads to the restrictive condition for the time step ∆t < 0.625.
For each value of ∆t we study the error defined by
E(∆t) = max
x∈I,t∈[0,1]
|ψn(x, t)− ψexact(x, t)|, (3.27)
where I = [ min
t∈[0,1]
x(t), max
t∈[0,1]
x(t)], ψn is the numerical solution and ψexact is the exact
solution.
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Figure 3.14 (right) shows the error as a function of the variable time step ∆t for the
proposed method. The efficiency of the proposed method and the efficiency of the
method studied by Cullen (2001) are compared by using the time steps that satisfy the
condition ∆tm = 1.25∆tc. The comparison is performed using the large interval of the
time steps which meet the Lipschitz criterion. Figure 3.14 (left) shows the error for the
method studied by Cullen (2001) using a time step ∆tc and the error for the proposed
method using a time step ∆tm = 1.25∆tc. The results of the proposed method remain
accurate, which confirms that the proposed method performs well in terms of efficiency.
d. Convergence of the proposed schemes
In this section we will consider the variable U = (D,φ)T in our analysis. To study the
convergence of the proposed schemes we use the following error for each global time T
E(T ) = max
1≤n≤N
| Un −U(tn) |, (3.28)
where Un and U(tn) are the numerical solution and the analytical solution, respectively,
at time tn = n∆t. The time step is ∆t = T/N , and N is the total number of steps
necessary to reach the global time T . In the analysis, we seek for a small ∆t an error
model of the form E(T ) = C∆tr , where E(T ) is calculated using Equation (3.28).
The least-squares method is used to find the values of the parameter C and the order
of convergence r. The tests of convergence of the schemes are performed using the
global time T = 50 for two cases. In the first case we use c = 0.1, and the initial
condition is defined by setting νR = 1, νI = 4, and k = 0.1. For this case we obtain
C = 2.44 × 10−11 and r = 2.03 for the proposed schemes, and C = 2.46 × 10−11 and
r = 2.02 for the method studied by Cullen (2001). The proposed schemes are better in
terms of convergence compared to the method studied by Cullen (2001). In some cases
we observe the same order of convergence, such as the second case in which we use
c = 0.01, k = 0.01, νR = 1, and νI = 1. For this case we obtain C = 8.02 × 10−6 and
r = 2 for the proposed schemes and C = 8.04× 10−6 and r = 2 for the method studied
by Cullen (2001). For this case, in which we have the same order of convergence,
the coefficient C for the proposed schemes is less than the coefficient obtained for
the method studied by Cullen (2001). This is justified by the fact that the proposed
schemes are more accurate as reported in the previous sections.
3.6 Conclusions
This paper presents theoretical and numerical analysis of the properties of more com-
plex methods. We try to avoid the problems of instability associated with the treatment
of the non-linear part of the forcing term. A class of semi-Lagrangian semi-implicit
schemes is proposed which uses a modified TR-BDF2 method based on the Trapezoidal
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Rule and the second-order Backward Differentiation Formula. For the nonlinear term
we used two stages as predictor and corrector in the TR method and one stage for the
BDF2 method. A family of second-order approximations derived by Gospodinov et al.
(2001) is used in the first stage as the predictor of the TR method. For the linear
term we used the implicit trapezoidal method in the first step, the explicit trapezoidal
method in the second step and the implicit BDF2 method in the third step. The use of
the corrector stage improves the stability of the proposed schemes, and a large stable
imaginary part is obtained. Following the numerical tests, the second-order approx-
imation using α = 1/4, which corresponds to the approximation of SETTLS, is the
appropriate choice which guarantees the large domain of absolute stability and the
optimal intersection of the region of absolute stability with the imaginary axis. This
intersection is improved by using a decentring in the second step to obtain the schemes
which perform well for purely oscillatory solutions. The numerical analysis demon-
strate that the proposed class of semi-Lagrangian semi-implicit schemes performs well
in terms of stability, accuracy, convergence, and efficiency. The potential practical
application of the proposed family of schemes to a weather-prediction model or any
other atmospheric model is not analyzed and could be the subject of other forthcoming
studies.
Appendix I: TR-BDF2 method
The composite second-order trapezoidal rule / backward differentiation method can be
used to numerically solve the following ordinary differential equation:
du
dt
= f(u), u(t0) = u0. (3.29)
We use un to denote the computed approximation to the solution at time tn = n∆t.
The original TR-BDF2 scheme is performed in two steps. In the first step, we apply
the trapezoidal rule (TR) to advance our solution from tn to tn+γ
un+γ = un + γ∆t2 (f
n + fn+γ), (3.30)
and then the second-order backward differentiation formula (BDF2) is used to advance
the solution from tn+γ to tn+1
un+1 = 1
γ(2− γ)u
n+γ − (1− γ)
2
γ(2− γ)u
n + (1− γ)(2− γ)∆tf
n+1. (3.31)
In our case we use γ = 1/2. The equations (3.30) and (3.31) can be solved by using
implicit or explicit formulas for the source term.
Appendix II : Matrix form of the proposed scheme and trajectory evalua-
tion
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II-1: Matrix form of the proposed scheme
The three steps given in Section 3.5 by Equations (3.20), (3.21) and (3.22) for temporal
discretization of the proposed schemes applied to solve Equation (3.19) can be rewritten
in the following matrix form using the vector variable Up = (Dp, φp)Tat each step p:
M1U∗ = M2Un + M3Un−1,
Un+1/2 = M4Un + M5U∗,
M6Un+1 = M7Un+1/2 + M8Un.
(3.32)
The matrix Mj, j = 1, 2...8 are given as:
M1 =
(
1 −∆tk24
∆tc2
4 1
)
, M2 =
 1 ∆tk243∆tc20
8 − 5∆tc
2
8 1
 , M3 =
 0 0∆t(c2−c20)
8 0
 ,
(3.33)
M4 =
 1 ∆tk2(1−θ)2
∆tc2(θ−1)
2 1
 , M5 =
(
0 ∆tk2θ2
∆tc2θ
2 0
)
, M6 =
 1 −∆tk22∆tc20
2 1
 ,
(3.34)
M7 =
( 4
3 −∆tk
2
3
∆tc20 − 2∆tc
2
3
4
3
)
, M8 =
 −13 ∆tk26
−∆tc202 + ∆tc
2
3
−1
3
 . (3.35)
The system (3.32) can be rewritten in the following form:
Un+1 = SUn + TUn−1, (3.36)
where S = M−16 [M7M4 + M7M5M−11 M2 + M8] and T = M−16 M7M5M−11 M3.
We obtain the equation of the amplification factor P(τ) = 0, where P is a fourth-degree
polynomial given by:
P(τ) = det(τ 2I− τS−T), (3.37)
where I is the identity matrix 2 × 2. We have P(0) = det(−T) = 0 since M3 is
a singular matrix. If we exclude the zero root, we obtain a three-degree polynomial
which has one real root, and the two other roots are complex conjugate numbers. The
coefficients of matrices Mj can be expressed as a function of the parameters k2∆t,
c2∆t, and δ = (c0/c)2, which are used in Section 3.5 for the analysis.
II-2: Trajectory evaluation
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We consider the following equation of the semi-Lagrangian trajectory
dx
dt
= V, (3.38)
where x is the position vector of an air parcel and V is the corresponding three-
dimensional velocity.
Following Hortal (2002), the approximation of the SETTLS method is obtained by
using the Taylor expansion of the unknown position vector x around the departure
point xtD of the semi-Lagrangian trajectory
xt+∆tA ≈ xtD + ∆t ·
[
dx
dt
]t
D
+ ∆t
2
2 ·
[
d2x
dt2
]
AV
, (3.39)
where AV indicates the approximation of the average value along the semi-Lagrangian
trajectory between the arrival point A at time t+ ∆t and the corresponding departure
point D at time t. The previous Equation (3.39) can be rewritten in the following
form:
xt+∆tA ≈ xtD + ∆t ·VtD +
∆t2
2 ·
[
dV
dt
]
AV
. (3.40)
Hortal (2002) proposed the following approximation of the average of acceleration along
the semi-Lagrangian trajectory between the departure point D at time t and the arrival
point A at time t+ ∆t, [
dV
dt
]
AV
≈ V
t
A −Vt−∆tD
∆t , (3.41)
which leads to the following equation of the semi-Lagrangian trajectory
xt+∆tA = xtD +
∆t
2 (V
t
A + [2Vt −Vt−∆t]D). (3.42)
In the proposed method, for each arrival point xj at time t + ∆t the departure point
xtD is found by iteratively solving the previous equation.
Following Hortal (2002), SETTLS is based on the approximate value given by Equation
(3.41) for the average of the acceleration
[
dV
dt
]
AV
. The proposed method involves the
evaluation of terms at the middle point of the semi-Lagrangian trajectory. The middle
point is located in the part of the SL trajectory where the average of acceleration is
estimated. This value is used in the proposed method to obtain the position of the
middle point, denoted by xt+∆t/2, of the SL trajectory. We will consider the Taylor
expansion, using ∆t/2, of the unknown position vector x around the departure point
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xtD of the SL trajectory
xt+∆t/2 ≈ xtD +
∆t
2 ·V
t
D +
∆t2
8 ·
[
dV
dt
]
AV
, (3.43)
where the average of the acceleration
[
dV
dt
]
AV
is obtained using Equation (3.41). There-
fore, the position of the middle point is obtained by using an explicit method, and the
only iterative equation is the one used to obtain the departure point xtD.
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Figure 3.1 Region of absolute stability for six values of the parameter α plotted for
fifteen CFL Number values. The central white region corresponds to the absolutely
stable region independent of the CFL Number for a decentring parameter θ = 0.7.
Table 3.1 Value of (ω∆t)max of the segment of imaginary axis [−(ω∆t)max, (ω∆t)max]
included in the region of absolute stability depending on the values of the approximation
parameter α and the decentring parameter θ.
α
θ 0 1/64 1/8 1/4 3/8 3/4 1
0.6 0.000 0.000 0.000 0.473 0.411 0.286 0.000
0.7 0.000 0.000 0.435 0.708 0.643 0.451 0.389
0.8 0.000 0.000 0.661 0.839 0.847 0.556 0.464
0.9 0.098 0.240 0.791 0.933 0.908 0.651 0.526
1. 0.343 0.449 0.876 1.000 0.954 0.745 0.581
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Figure 3.2 Region of absolute stability of the proposed schemes (α = 1/4) for four values
of the decentring parameter θ plotted for fifteen CFL number values. The central white
region corresponds to the absolutely stable region independent of the CFL number.
Table 3.2 Errors of the amplification factors using the proposed schemes and the method
studied by Cullen (2001).
δ 0.5 0.75 1 1.25 1.5
Proposed method θ = 0.70 0.10 0.09 0.09 0.11 0.12
Proposed method θ = 0.75 0.11 0.09 0.09 0.10 0.12
Cullen (2001) 0.12 0.12 0.12 0.12 0.12
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Figure 3.3 Region of absolute stability of the scheme without corrector step and using
the value Nn+1/2α in the step using BDF2 method, for six values of the parameter α
plotted for fifteen CFL number values.
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Figure 3.4 Solutions of oscillatory equation using the proposed schemes for the nonlinear
term. (a): Module of the errors of the amplification factors |Ak −Aan|. (b): Damping
of the solution. (c): Relative phase change. (d): Module of the computational mode.
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Figure 3.5 Treatment of the linear term. (a): Module of the amplification factor, for
oscillation equation (3.9) using θ = 0.5, plotted as function of µ and ω∆t. (b): Module
of the amplification factor for Equation (3.5) using µ = 0.5 and θ = 0.5 plotted on the
λ∆t -ω∆t plane.
Figure 3.6 Treatment of the linear term. Module of the amplification factor for Equa-
tion (3.5), plotted on the λ∆t-ω∆t plane. (a): Example of stable case using µ = 0.5
and θ = 0.55. (b): Example of unstable case using µ = 0.5 and θ = 0.45.
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Figure 3.7 The proposed full semi-lagrangian semi-implicit schemes using µ = 0.5 and
θ = 0.7. (a): Module of the amplification factors for five CFL number values. (b):
Module of the errors of the amplification factors |Ak−Aan| for ks = 2pi/3. (c): Module
of the errors for ks = pi. (d): Module of the errors for ks = 4pi/3.
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Figure 3.8 Module of the errors of the amplification factors |Ak −Aan| for the schemes
proposed by Clancy and Pudykiewicz (2013). (a): Method AM2-LFT. (b): Method
AM2-ABM. (c): Method T-ABT. (d): Method AM2-ABT.
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Figure 3.9 The scheme studied by Cullen (2001). (a):Module of the errors of the
amplification factors |Ak − Aan|. (b): Relative phase change.
Figure 3.10 Module of the computational mode for the proposed schemes (θ = 0.7).
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Figure 3.11 Module of the errors of the amplification factors |Ak−Aan| for the proposed
schemes (θ = 0.7).
Figure 3.12 Evolution of the errors until time T = 50 using the proposed schemes
and the method studied by Cullen (2001) for an initial condition which combined two
modes (νR = 1, νI = −1) with ∆t = 0.03. (a): Errors of the parameter D. (b): Errors
of the parameter φ.
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Figure 3.13 Evolution of the error of the solution (D,φ)T until time T = 50 using
the proposed method with ∆t = 0.030 and the method studied by Cullen (2001) with
∆t = 0.024 for an initial condition which combined two modes. (a) : case νR = 1 and
νI = 1 and (b): case νR = 1 and νI = 4
Figure 3.14 (a): The error function for the method studied by Cullen (2001) using
the time step ∆t and the error function for the proposed method using the time step
1.25∆t. (b): The error function for the proposed method using the time step ∆t
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CHAPITRE 4 Un schéma équilibre partiellement centré de type
«Cell-Vertex» préservant la positivité pour les écoulements en eaux peu
profondes
Well-balanced positivity preserving Cell-Vertex Central-Upwind Scheme
for Shallow Water Flows1
Résumé
Le système de Saint-Venant peut développer des discontinuités en temps finis. Les
méthodes largement utilisées pour la résolution des équations de ce système sont des
schémas de volumes finis décentrés. Ces méthodes nécessitent la résolution du problème
de Riemann au niveau des interfaces des cellules de calcul.
Sommairement, la différence principale entre les schémas décentrés et les schémas cen-
trés réside dans l’utilisation des informations sur les caractéristiques de propagation
des ondes. Les schémas décentrés utilisent de façon intensive les informations sur les
caractéristiques de propagation des ondes, alors que les schémas centrés sont princi-
palement basés sur les valeurs moyennes des flux sans faire appel à ces informations.
Les schémas centrés rencontrent plusieurs problèmes de stabilités surtout dans le cas
des solutions discontinues. L’intérêt pour les schémas centrés s’est accru après le travail
important de Nessyahu et Tadmor (1990), où un schéma centré à capture de chocs a
été développé. Dans Russo (2002), une revue de littérature détaillée est donnée sur les
schémas centrés et leurs extensions. Ces schémas peuvent être améliorés de façon con-
sidérable en utilisant quelques informations sur les vitesses de propagation des ondes.
Ceci a conduit à la construction des schémas partiellement centrés qui sont dévelop-
pés par Kurganov et co-auteurs (Kurganov et al., 2001; Kurganov et Petrova, 2001;
Kurganov et Tadmor, 2000a). Ces schémas sont simples vu qu’ils ne font pas appel
à la résolution du problème de Riemann et ils ont une bonne résolution des lois de
conservation dans le cas des solutions discontinues par rapport aux schémas centrés.
L’objectif de ce chapitre est de développer un schéma numérique sans solveur de Rie-
mann pour les écoulements peu profonds. Un nouveau schéma équilibre partiellement
centré est proposé pour la résolution numérique des équations de Saint-Venant avec
une topographie variable sur un maillage non structuré. Le maillage utilisé est sous
forme de polygones construits à partir d’un maillage triangulaire initial. Ce maillage
présente des cellules de calcul avec une meilleure uniformité spatiale que le maillage
triangulaire. L’utilité de ce type de maillage par rapport au maillage construit sur
1Cet article est réalisé en collaboration avec A. Mohammadian et A. Kurganov, et soumis pour
publication sous la forme: A. Beljadid, A. Mohammadian, A. Kurganov, 2015, Well-balanced posi-
tivity preserving Cell-Vertex Central-Upwind Scheme for Shallow Water Flows. Computers & Fluids
(Elsevier).
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la base des cellules centrées est montrée par les analyses et comparaisons menées par
Delis et al. (2011).
De nouvelles techniques sont proposées pour les reconstructions relatives à la topogra-
phie et aux variables primitives du système. Ces techniques permettent d’assurer la
stabilité de la méthode et la positivité de la hauteur d’eau au cours du temps. On
note que la condition de stabilité de Courant-Friedrichs-Lewy est moins restrictive que
la condition établie pour garantir la positivité de la méthode proposée. Une nouvelle
technique est proposée pour la discrétisation du terme source dû à la topographie pour
préserver d’une manière exacte les états d’équilibre du système.
Les performances de la méthode proposée sont validées par des tests numériques. Les
résultats obtenus montrent que la méthode proposée est stable et permet de résoudre
les petites perturbations des états d’équilibre. Elle assure l’équilibre entre le terme
de flux et le terme source et elle préserve la positivité de la hauteur d’eau au cours
du temps. Cette méthode peut être appliquée au système de Saint-Venant lorsque la
topographie est discontinue sur des domaines complexes qui nécessitent l’utilisation
des maillages non structurés. Même si les grilles triangulaires ont été utilisées pour le
maillage primaire, une extension de la méthode des volumes finis proposée pour le cas
général des grilles primaires de type polygonal peut être menée de manière simple.
4.1 Introduction
This paper focuses on development of modern numerical methods for the two-dimensional
(2-D) Saint-Venant system of shallow water equations (SWEs):
ht + (hu)x + (hv)y = 0,
(hu)t +
(
hu2 + g2h
2
)
x
+ (huv)y = −ghBx,
(hv)t + (huv)x +
(
hv2 + g2h
2
)
y
= −ghBy.
(4.1)
Here, h is the water depth, (u, v)T is the velocity field, the function B(x, y) represents
the bottom elevation, and g is the acceleration due to gravity.
The system (4.1) is a hyperbolic system of conservation (if Bx ≡ By ≡ 0) or balance
(if B is not a constant) laws. Many upwind and central schemes have been proposed
for numerical solutions of hyperbolic (systems of) PDEs. Roughly speaking, the main
difference between upwind and central schemes is that upwind schemes use character-
istic information to determine nonlinear wave propagation, while central schemes are
based on averaging over the waves without using their detailed structures. Even though
upwind schemes may be highly accurate, they utilize (approximate) Riemann problem
solvers and characteristics decomposition and thus they are typically computationally
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expensive. Riemann-problem-solver-free central schemes have become very popular
after the pioneer work of Nessyahu and Tadmor (1990), where a second-order, shock-
capturing, finite volume central scheme on a staggered grid was proposed. Since 1990,
several higher-order and multidimensional extensions and generalizations of staggered
central schemes have been introduced (e.g. Russo, 2002, and references therein). Cen-
tral schemes can be improved by using some characteristic information on local speeds
of propagation. This leads to a class of central-upwind schemes developed by Kurganov
and co-authors (e.g. Kurganov et al., 2001; Kurganov and Petrova, 2001; Kurganov and
Tadmor, 2000a). The central-upwind schemes are simple Riemann-problem-solver-free
methods that have been successfully applied to a variety of problems including gas
dynamics (Karni et al., 2002; Kurganov et al., 2001; Kurganov and Petrova, 2001;
Kurganov et al., 2007; Kurganov and Tadmor, 2000a, 2002) and several shallow wa-
ter models (Bollermann et al., 2013; Chertock et al., 2014; Kurganov and Levy, 2002;
Kurganov and Miller, 2014; Kurganov and Petrova, 2007, 2008, 2009). Kurganov and
Petrova (2005) extended the central-upwind scheme to triangular grids for solving gen-
eral 2-D systems of conservation laws.
SWEs and related models are of great interest for many atmospheric and oceanic ap-
plications as well as for modeling flows in the rivers and coastal areas. To be able
to accurately model realistic situations, one has to develop numerical methods on un-
structured grids due to their flexibility to represent irregular domains and convenience
of local mesh refinement.
There are two main proprieties a good numerical method for SWEs should satisfy. The
first one is called a well-balanced property: The scheme should exactly preserve “lake at
rest” steady-state solutions. The second property is positivity preserving: The method
should guarantee positivity of the computed values of the water depth in each point of
the domain at all times.
The main widely used unstructured finite volume methods are cell-centered (CCFVM)
and cell-vertex (CVFVM) ones. The cell-vertex methods are sometimes referred to as
node-centered, mesh-vertex or vertex-centered methods. For the CCFVM, the cells are
the triangles of the primary mesh. For CVFVM the cells are the dual of the primary
mesh as explained in the next section. For a detailed discussion on the two methods
we refer the reader to Blazek (2006); Mavriplis (2008); Morton and Sonar (2007).
Delis et al. (2011) have recently performed an extensive comparison between CCFVM
and CVFVM for 2-D SWEs. They studied the performance, robustness and defective-
ness of the two methods by comparing numerical results with both analytical solutions
and experimental and field data. They found that CVFVM lead to identical conver-
gence behavior for grids with various qualities (in terms of orientation and distortion)
while in CCFVM, the results are influenced by the grid quality. The CVFVM produce
smoother computational cells, even for highly distorted meshes (see Nikolos and Delis,
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2009). The reason is that the cells in CVFVM are constructed in a way that leads to
more spatial uniformity than CCFVM. This motivates the use of cell-vertex approach
in this paper.
Bryson et al. (2011) have proposed a central-upwind scheme on triangular grids for
the Saint-Venant system of SWEs with possibly discontinuous bottom topography.
The authors have showed that their method is well-balanced and positivity preserving,
and demonstrated the high resolution and robustness of the method. In this paper,
we introduce a new well-balanced positivity preserving central-upwind scheme on cell-
vertex grids (described in Section 4.2.1) for 2-D SWEs with variable topography.
The paper is organized as follows. In Section 4.2, we present the new cell-vertex
semi-discrete central-upwind scheme for the SWEs (4.1). In Section 4.3, we propose
a positivity preserving reconstruction for water surface elevation. The well-balanced
discretization of the source term is developed in Section 4.4. The positivity preserving
property of the proposed scheme is proved in Section 4.5. In Section 4.6, we demon-
strate the high resolution and robustness of the proposed method by testing it on a
variety of numerical experiments. The final Section 4.7 contains concluding remarks.
4.2 The Cell-Vertex Central-Upwind Scheme
In this section, we focus on the derivation of the proposed cell-vertex central-upwind
scheme. First the cell-vertex unstructured grid and the notations used in this paper
are described in Section 4.2.1. Then, we develop the central-upwind method over cell-
vertex grids for the SWEs (4.1), which can be rewritten using the vector of variables
U := (w, p, q)T as
Ut + F (U , B)x +G(U , B)y = S(U , B) (4.2)
with
F (U , B) =
(
p,
p2
w −B +
g
2(w −B)
2,
pq
w −B
)T
,
G(U , B) =
(
q,
pq
w −B,
q2
w −B +
g
2(w −B)
2
)T
,
S(U , B) =
(
0, −g(w −B)Bx, −g(w −B)By
)T
,
(4.3)
where w := h + B represents the water surface elevation and p := hu and q := hv
denote the discharges in the x- and y-directions, respectively.
4.2.1 Cell-Vertex Grid and Notations
Unstructured cell-vertex grids are obtained using a triangular discretization of the
global domain D: The finite volume cells, denoted by Mj, are centered around the
vertices as shown in Figure 4.1. There are various methods to define the dual grid. In
this paper, the boundary ∂Mj of the cell Mj around each internal triangulation vertex
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Pj is defined by connecting the centers of mass of the surrounding triangles that have
Pj as a common vertex. The water surface elevation w and the discharges p and q are
then represented by the corresponding cell averages over the cells Mj of size |Mj| with
the centers of mass denoted by Gj ≡ (xj, yj).
Pj Gj Pjk
njk
Pjk2
Pjk1
Gjk
Mj Mjk
Figure 4.1 Sample of the cell-vertex. Solid lines represent the primary triangular grids
and the dashed lines show the computational polygonal cells.
We assume that the discretization D = ⋃Nj=1Mj consists of N non-overlapping cells
(N is equal to the number of nodes of the initial triangular gird). For each cell Mj we
denote by mj the number of its cell sides and by Mj1,Mj2, . . . ,Mjmj the neighboring
cells that share with Mj a common side (∂Mj)1, (∂Mj)2, . . . , (∂Mj)mj , respectively.
The side length and the outward unit normal vectors of the cell-interfaces are denoted
by `jk and njk := (cos θjk, sin θjk)T , respectively, where θjk is the angle of the unit
normal vector njk with the x-axis. The midpoint of the kth side of Mj is denoted by
Pjk and the two nodes of this side are denoted by Pjks , where s = 1, 2. Note that the
vertices of the cell Mj may be denoted by Pjk1 , which is the start point of the interface
k of this cell. An anticlockwise orientation is used to define the start and end points
of an interface. Similar indexing is used for other variables. For example, wjk1 , hjk1
and Bjk1 stand for the water surface elevation, water depth and the bottom elevation,
respectively, at the vertex Pjk1 . Finally, for the sake of simplicity we use constant time
step ∆t and denote by tn := n∆t the nth time level.
Remark 1. It should be pointed out that although the initial grid is assumed to be
triangular, the proposed cell-vertex method can be based on a quadrilateral or another
polygonal unstructured initial grid. This leads to more flexibility of the cell-vertex
methods compared to schemes that are restricted to triangular grids only.
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4.2.2 The Semi-Discrete Form of the Scheme
The semi-discrete central-upwind scheme on cell-vertex grids can be derived following
the procedure developed in Kurganov and Petrova (2005) and Bryson et al. (2011) for
triangular grids. It can be shown that the resulting scheme is
dU j
dt
=− 1|Mj|
mj∑
k=1
`jk cos(θjk)
ainjk + aoutjk
[
ainjkF (Ujk(Pjk), Bjk) + aoutjk F (Uj(Pjk), Bjk)
]
− 1|Mj|
mj∑
k=1
`jk sin(θjk)
ainjk + aoutjk
[
ainjkG(Ujk(Pjk), Bjk) + aoutjk G(Uj(Pjk), Bjk)
]
+ 1|Mj|
mj∑
k=1
`jk
ainjka
out
jk
ainjk + aoutjk
[Ujk(Pjk)−Uj(Pjk)] +Sj,
(4.4)
whereU j ≈ 1|Mj |
∫
Mj
U(x, y, t) dxdy is the approximation of the cell averages of the so-
lution at time t, and the quantitySj is a discretization of the cell averages of the source
term, Sj ≈ 1|Mj |
∫
Mj
S(U(x, y, t), B(x, y)) dxdy, which will be discussed in Section 4.4.
The semi-discrete scheme (4.4) uses the bottom elevation Bjk := B(Pjk) at the mid-
point of the kth cell interface, and the values Uj(Pjk) and Ujk(Pjk) at time t on the two
sides of this interface (inside and outside of the cellMj, respectively) are determined by
using the positivity preserving piecewise linear reconstruction as explained in Sections
4.2.3, 4.2.4 and 4.3.
Finally, the one-sided local speeds of propagation at the kth interface of the cell Mj
can be estimated using the smallest, λ1[Vjk], and largest, λ3[Vjk], eigenvalues of the
Jacobian
Vjk = cos(θjk)
∂F
∂U
+ sin(θjk)
∂G
∂U
,
as follows:
ainjk = −min
{
λ1[Vjk(Uj(Pjk))], λ1[Vjk(Ujk(Pjk))], 0
}
,
aoutjk = max
{
λ3[Vjk(Uj(Pjk))], λ3[Vjk(Ujk(Pjk))], 0
}
.
(4.5)
Remark 2. If the value of ainjk + aoutjk in equation (4.4) is zero or very close to zero
(smaller than 10−10 in all of our numerical experiments), we avoid division by zero or
by a very small number using the following approximations:[
ainjkF (Ujk(Pjk), Bjk) + aoutjk F (Uj(Pjk), Bjk)
]
ainjk + aoutjk
≈ [F (Ujk(Pjk), Bjk) + F (Uj(Pjk), Bjk)]2 ,[
ainjkG(Ujk(Pjk), Bjk) + aoutjk G(Uj(Pjk), Bjk)
]
ainjk + aoutjk
≈ [G(Ujk(Pjk), Bjk) +G(Uj(Pjk), Bjk)]2 ,
ainjka
out
jk
ainjk + aoutjk
[Ujk(Pjk)−Uj(Pjk)] ≈ 0.
85
Remark 3. The semi-discretization (4.4) is a system of ODEs, which has to be
integrated in time using a sufficiently accurate and stable ODE solver. In all of the
numerical experiments reported in Section 4.6, we have used the third-order strong
stability preserving (SSP) Runge-Kutta method (see, e.g. Gottlieb et al., 2011, 2001).
4.2.3 Continuous Piecewise Linear Approximation of the Bottom
Let us assume that the bottom topography function B is a piecewise smooth function.
In order to construct its continuous piecewise linear approximation, we first define
the values of B at the vertices Pjki = (xjki , yjki) of the cell Mj. If the function B is
continuous at Pjki , we simply take Bjki := B(xjki , yjki), otherwise we set
Bjki :=
1
2
[
lim
ε→0 max‖ζ‖=εB(xjki + ζx, yjki + ζy) + limε→0 min‖ζ‖=εB(xjki + ζx, yjki + ζy)
]
,
where ζ = (ζx, ζy)T .
We then obtain the approximate values of B at the midpoint of the interface connecting
the points Pjk1 and Pjk2 using a linear approximation resulting in
Bjk =
1
2 (Bjk1 +Bjk2) .
Equipped with the approximate values of B at the midpoints of each cell interface, we
approximate the value of B at the center of mass Gj by
Bj =
1
|Mj|
∫
Mj
B(x, y) dxdy ≈
mj∑
k=1
µkBjk, (4.6)
where µk = Ajk/|Mj| and Ajk is the area of the triangle GjPjk1Pjk2 (see Figure 4.1).
Given the values at the vertices, Bj, Bjk1 and Bjk2 , we obtain a linear approximation
of B over this triangle.
Finally, we obtain the continuous piecewise linear approximation of B at the cell Mj
by taking the union of mj planes over the corresponding triangles connecting the two
neighboring vertices of Mj and its center of mass.
4.2.4 Piecewise Linear Reconstruction
In order to obtain a piecewise linear reconstruction of w, p and q, we need to approxi-
mate its gradients in each cell. The gradient of the ith component of U in the cell Mj,
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denoted by ∇U (i)j (i = 1, 2, 3), is computed using the Green-Gauss theorem as follows:
∇U (i)j =
1
|Mj|
∫
Mj
∇U (i)j (x, y) dxdy =
1
|Mj|
mj∑
k=1
∫
(∂Mj)k
U˜
(i)
jk n
(i)
jk ds, (4.7)
where U˜ (i)jk is the estimated value of U (i) on the cell interface (∂Mj)k.
To prevent oscillations, we propose the following minmod-type reconstruction. To this
end, we compute mj gradients. The kth gradient (k ∈ {1, . . . ,mj}) is calculated using
equation (4.7) with the average values on each cell interface are obtained using the
following two-step procedure:
• First, we take U˜ (i)js =
(
U
(i)
j +U
(i)
js
)
/2 for i = 1, 2, 3 and for all s except for s = k,
for which we use an average of the values obtained at the interfaces attached to
the kth interface.
• Then, the obtained values of U˜ (1)js = w˜js are corrected: If w˜js < Bjs, that is, if
the estimated value of w is below the bottom elevation at the midpoint of the
sth cell interface, we raise that value to w˜js := Bjs.
Finally, for each variable w, hu and hv, out of the mj gradient values we select the
one that has the smallest magnitude and use the obtained numerical gradients ∇Uj =
((Ux)j, (Uy)j)T to build the corresponding linear pieces in the cell Mj:
Uj(x, y) :=U j + (Ux)j(x− xj) + (Uy)j(y − yj). (4.8)
The values Uj(Pjk) required in (4.4), (4.5) are then obtained by substituting the coor-
dinates of Pjk into (4.8).
Remark 4. Note that the reconstruction (4.8) satisfies the relationship similar to (4.6),
established for the continuous piecewise linear reconstruction of the bottom topography
in Section 4.2.3. In particular, for the water surface elevation w and the water depth
h := w −B we have
mj∑
k=1
µkw(Pjk) =wj,
mj∑
k=1
µkh(Pjk) = hj, (4.9)
which will be used in the proof of positivity preserving property of the scheme presented
in Section 4.5.
We would like to point out that the piecewise linear reconstruction procedure for w
presented in this section does not guarantee positivity of the reconstructed values of
h. Therefore, this reconstruction has to be corrected to preserve the positivity of h.
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4.3 Positivity Preserving Reconstruction for Water Surface Elevation
In this section, we propose an algorithm for the positivity preserving reconstruction of
w. We say that the reconstruction is positivity preserving if it leads to nonnegative
computed values of water depth at all of the cell vertices. The obtained reconstruction
can be viewed as a correction of the basic piecewise linear reconstruction
wj(x, y) :=wj + (wx)j(x− xj) + (wy)j(y − yj) =wj +∇wj · (x− xj, y − yj)T ,
where the gradient ∇wj = ((wx)j, (wy)j)T is calculated using the modified minmod-
type limiter described in Section 4.2.4.
We will distinguish between the three cases depending on the amount of water present
in the cellMj and on the local properties of the piecewise linear bottom approximation.
Case 1 (Wet Cells). We first consider the cells in which the water surface elevation wj
is greater than or equal to the bed elevation at all of the vertices of the cell Mj, that
is, wj ≥ Bjk1 for all k ∈ [1,mj]. In this case, it is possible to construct a single-plane
reconstruction over the entire cell Mj. The reconstruction will take the form
wj(x, y) :=wj + α∇wj · (x− xj, y − yj)T , (4.10)
where a proper selection of the parameter α ∈ [0, 1] will help to respect positivity of
the water depth.
To obtain the values of water surface elevation and water depth at the cell vertices
(denoted by Pjk1) we use
wjk1 =wj + α∇wj ·
−−−−→
GjPjk1 , (4.11)
and
hjk1 = wjk1 −Bjk1 =wj −Bjk1 + α∇wj ·
−−−−→
GjPjk1 . (4.12)
The condition that the water surface elevation is greater than or equal to the bed
elevation at all of the vertices of the cellMj implies that the set of parameters α ∈ [0, 1]
which guarantee the positivity of hjk1 at all of the cell vertices, is not empty since it
contains α = 0. We then consider the largest α in this set denoted by αmax and we use
the single-plane reconstruction based on the gradient αmax∇wj. The parameter αmax
can be easily obtained by requiring hjk1 ≥ 0 in (4.12) for all k1.
Case 2 (Partially Wet Cells with the Possibility of Single-Plane Reconstruction (4.10)).
The second possible case corresponds to the situation, in which there are some cell
vertices Pjk1 for which wj < Bjk1 . We split the vertices Pjk1 , k = 1, . . . ,mj into two
separate sets: wet vertices where wj ≥ Bjk1 , and dry vertices where wj < Bjk1 . Due to
(4.9) and since wj ≥ Bj, the set of wet vertices is not empty.
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Similar to Case 1, we consider the parameter αmax such that for all α ∈ [0, αmax] the
values of the water depth obtained using equation (4.12) are nonnegative for all wet
vertices. If h is also nonnegative for α = αmax at all of the dry vertices, we use α = αmax
for the single-plane reconstruction (4.11), (4.12). Otherwise, no single-plane positivity
preserving reconstruction is possible and we build a reconstruction consisting of mj
planes defined over the cell Mj.
Case 3 (Partially Wet Cells Not Included in Case 2). In this case, we propose a
reconstruction with the minimal deviation from the direction of the initial gradient
∇wj.
Case 3a: We first consider partially wet cells with only one dry vertex Pjk1 (that is,
wj < Bjk1). In the reconstruction, we set zero water depth at this point (that is, we set
w(Pjk1) := Bjk1) and since the linear reconstruction should also satisfy w(Gj) = wj,
we only need a third point to complete the reconstruction. To this end, we consider
mj − 1 planes passing through these two points and the point (Pjk′1 , Bjk′1) for k′1 6= k1
and we compute their gradients {∇wk′1}. We then consider only those gradients that
lead to positive reconstructions and out of them select the gradient which has the
minimal deviation from the direction of the initial gradient ∇wj by computing the
angles between ∇wj and ∇wk′1 . If none of the gradients ∇wk′1 guarantees a positive
reconstruction, we proceed with Case 3b.
Case 3b: Finally, we consider partially wet cells not covered by Case 3a. We now use
a union of mj planes defined over the cell Mj. First, we set zero depth at the cell
vertices at which the condition wj < Bjk1 is satisfied. There are many possibilities for
the reconstruction, but in order to avoid oscillations we consider the constant depth
denoted by ĥj at the other vertices where wj ≥ Bjk1 . The value of ĥj can be obtained
using the conservation requirement (4.9) as follows:
ĥj =
hj∑mj
k=1 µkεk
, where εk =

1, if wj ≥ Bjk1 and wj ≥ Bjk2 ,
0, if wj < Bjk1 and wj < Bjk2 ,
1/2, otherwise.
Remark 5. In all of the cases considered above, the values of water surface elevation
and water depth at the midpoints Pjk are obtained from the values at the cell vertices
by
w(Pjk) =
w(Pjk1) + w(Pjk2)
2 , h(Pjk) =
h(Pjk1) + h(Pjk2)
2 .
Therefore, if the reconstructed water depth is nonnegative at all of the cell vertices,
it will be also nonnegative over the entire cell, and in particular, at the midpoints of
its interfaces. The positivity of the water depth at the midpoints of the interfaces will
be crucial in the proof of the positivity preserving property of the scheme presented in
Section 4.5.
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4.4 Well-Balanced Discretization of the Source Term
The proposed semi-discrete central-upwind scheme (4.4) includes the cell average of the
source term Sj ≡
(
0,S(2)j ,S
(3)
j
)T
. To design a well-balanced scheme, that is, a scheme
that exactly preserves “lake at rest” steady-state solutions satisfying w ≡ C, u ≡ v ≡ 0,
where C is a constant, a special quadrature has to be designed.
Note that for a given “lake at rest” solution, Uj(Pjk) = Ujk(Pjk) = (C, 0, 0)T , and the
two momentum equations of the semi-discrete scheme (4.4) reduce to
− g2|Mj|
mj∑
k=1
`jk cos(θjk)(C −Bjk)2 +S(2)j = 0,
− g2|Mj|
mj∑
k=1
`jk sin(θjk)(C −Bjk)2 +S(3)j = 0.
(4.13)
In the remaining part of the section, we derive a quadrature that satisfies the well-
balancing conditions (4.13).
First, the source term S(2)j can be rewritten in the following form using the divergence
theorem:
S
(2)
j = −
g
|Mj|
∫
Mj
(w −B)Bx dxdy = g2|Mj|
∫
Mj
((w −B)2)x dxdy − g|Mj|
∫
Mj
(w −B)wx dxdy
= g2|Mj|
mj∑
k=1
∫
(∂Mj)k
(w −B)2 cos(θjk) ds− g|Mj|
∫
Mj
(w −B)wx dxdy. (4.14)
We then apply the midpoint rule to approximate the integrals on the right-hand side
(RHS) of (4.14) to obtain the well-balanced quadrature for S(2)j :
S
(2)
j =
g
2|Mj|
mj∑
k=1
`jk(wj(Pjk)−Bjk)2 cos(θjk)− g(wx)j(wj −Bj). (4.15)
Similarly, the well-balanced quadrature for the source term S(3)j is
S
(3)
j =
g
2|Mj|
mj∑
k=1
`jk(wj(Pjk)−Bjk)2 sin(θjk)− g(wy)j(wj −Bj). (4.16)
Indeed, the quadratures (4.15) and (4.16) are well-balanced since the terms on the RHS
of (4.15) and (4.16) containing the derivatives (wx)j and (wy)j vanish for the “lake at
rest” solution U ≡ (C, 0, 0)T , and the well-balancing conditions (4.13) are satisfied.
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4.5 Positivity Preserving Property of the Scheme
In this section, we prove the positivity preserving property of the proposed central-
upwind scheme.
Theorem 1. Consider the semi-discrete central-upwind scheme (4.4) for the Saint-
Venant system (4.2), (4.3). Let the ODE system (4.4) is integrated using the forward
Euler method. We assume that at time t = tn the computed water depth is nonnegative,
that is, wnj ≥ Bj for all j and that the time step size is restricted by
∆t ≤ 12a minj,k {djk}, (4.17)
where a = max{ainjk, aoutjk } and djk is the distance between the center of mass Gj of the
cell Mj and its kth interface Pjk1Pjk2 .
Then wn+1j ≥ Bj for all j at time t = tn+1.
Proof. Applying the forward Euler temporal discretization to the first equation in (4.4)
yields
wn+1j =wnj −
∆t
|Mj|
mj∑
k=1
`jk cos(θjk)
ainjk + aoutjk
[
ainjk(hu)jk(Pjk) + aoutjk (hu)j(Pjk)
]
− ∆t|Mj|
mj∑
k=1
`jk sin(θjk)
ainjk + aoutjk
[
ainjk(hv)jk(Pjk) + aoutjk (hv)j(Pjk)
]
+ ∆t|Mj|
mj∑
k=1
`jk
ainjka
out
jk
ainjk + aoutjk
[wjk(Pjk)− wj(Pjk)] .
(4.18)
Recall that the reconstruction proposed in Sections 4.2.4 and 4.3 guarantees that the
water surface elevation and the water depth satisfy the following equalities at time
level t = tn:
wnj =
mj∑
k=1
µkwj(Pjk), h
n
j =
mj∑
k=1
µkhj(Pjk), (4.19)
and the inequalities hj(Pjk) ≥ 0 and hjk(Pjk) ≥ 0.
Since the piecewise linear reconstruction of the bottom topography is continuous we
have wjk(Pjk) − wj(Pjk) = hjk(Pjk) − hj(Pjk) for each k ∈ [0,mj]. We then use this
equality together with (4.19) to rewrite equation (4.18) in the following form:
h
n+1
j =
∆t
|Mj|
mj∑
k=1
hjk(Pjk)
`jka
in
jk
ainjk + aoutjk
[
aoutjk − uθjk(Pjk)
]
+
mj∑
k=1
hj(Pjk)
(
µk − ∆t|Mj| ·
`jka
out
jk
ainjk + aoutjk
[
ainjk + uθj(Pjk)
] )
,
(4.20)
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where
uθjk(Pjk) := cos(θjk)ujk(Pjk)+sin(θjk)vjk(Pjk), uθj(Pjk) := cos(θjk)uj(Pjk)+sin(θjk)vj(Pjk).
Since aoutjk ≥ uθjk(Pjk) and hjk(Pjk) ≥ 0, the first term on the RHS of (4.20) is nonneg-
ative. Since
∆t
|Mj| ·
`jka
out
jk
ainjk + aoutjk
[
ainjk + uθj(Pjk)
]
≤ ∆t|Mj| `jka
out
jk and hj(Pjk) ≥ 0,
the positivity of the second term on the RHS of (4.20) can be ensured by enforcing
∆t ≤ µk|Mj|
`jkaoutjk
. (4.21)
Finally, since µk = Ajk/|Mj| and Ajk = djk`jk/2, the condition (4.21) is followed from
the time step restriction (4.17). 
Remark 6. The proof of Theorem 1 is still valid if the forward Euler temporal dis-
cretization is replaced with a high-order SSP ODE solver, since one step of any SSP
method consists of a convex combination of several forward Euler steps.
Remark 7. We note that the condition (4.17) only ensures the positivity preserv-
ing property of the designed scheme, but does not a-priori guarantees its stability.
Similar to the stability requirement of the central-upwind scheme on the triangular
meshes (Bryson et al., 2011; Kurganov and Petrova, 2005), we can formulate the CFL
condition for the proposed cell-vertex central-upwind scheme: No nonlinear (possibly
discontinuous) waves generated at the cell interfaces should reach the center of mass
of the computational cell over a time step ∆t. This leads to the following time step
restriction:
∆t < 1
a
min
j,k
{djk},
which is less restrictive than (4.17). Therefore, the condition (4.17) is expected to
ensure both the stability and positivity.
4.6 Numerical Examples
In this section, we demonstrate the performance of the proposed central-upwind scheme
on a variety of benchmarks. In all of the numerical experiments, we take g = 1 except
for Example 4, where we set g = 9.812. In Examples 1–3, the proposed scheme is
employed to compute small perturbations of the “lake at rest” steady states in different
contexts. In Example 4, we simulate a rapidly varying flow arising in modeling dam
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breaking over discontinuous bottom topography.
Example 1 : Small Perturbation over an Exponential Hump
In the first example, we consider the benchmark originally proposed in LeVeque (1998)
and then widely used in the literature, as well as its more challenging version. We study
the ability of the cell-vertex central-upwind scheme to accurately capture the propa-
gation of a small perturbation of the “lake at rest” steady state over an exponential
hump described by
B(x, y) = 0.8 exp(−5(x− 0.9)2 − 50y2).
The computational domain is [0, 2] × [−0.5, 0.5], and the water surface is initially at
rest everywhere except for the stripe 0.05 < x < 0.15, where a small perturbation is
initially located:
w(x, y, 0) =
 1 + ε, 0.05 < x < 0.15,1, otherwise, u(x, y, 0) ≡ v(x, y, 0) ≡ 0.
First, we take a relatively large perturbation ε = 0.01 and compute the solution using
the grid with an average cell area |Mj| = 2.24 · 10−5. The evolution (at times t = 0.6,
0.9, 1.2, 1.5 and 1.8) of the right-going portion of the water surface perturbation is
shown in the left column of Figure 4.2. As one can see, the obtained solution is
oscillation-free and the achieved resolution is comparable to the resolution achieved in
Bryson et al. (2011); Kurganov and Levy (2002); LeVeque (1998). To further verify the
robustness of the proposed method, we take smaller perturbation values  = 10−3 and
 = 10−4 and compute the solution at the same time moments t = 0.6, 0.9, 1.2, 1.5 and
1.8 using the grids with average cell areas |Mj| = 1.25 · 10−5 and |Mj| = 7.78 · 10−6,
respectively. The obtained results are shown in the right column of Figure 4.2 and in
Figure 4.3. It should be observed that the computed solutions are still oscillation-free
and highly resolved. This demonstrates the ability of the scheme to accurately capture
quasi-steady states.
Next, we demonstrate the importance of the proposed well-balanced discretization of
the source term. To this end, we design a non well-balanced cell-vertex central-upwind
scheme by replacing the well-balanced quadratures (4.15) and (4.16) with the midpoint
rule:
S
(2)
j = −g(wj −Bj)(Bx)j, S
(3)
j = −g(wj −Bj)(By)j, (4.22)
where the components of ∇B are obtained using the divergence theorem:
(Bx)j =
1
|Mj|
mj∑
k=1
`jkBjk cos(θjk), (By)j =
1
|Mj|
mj∑
k=1
`jkBjk sin(θjk). (4.23)
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Figure 4.2 Example 1: Solution (w) computed by the well-balanced cell-vertex central-
upwind scheme for ε = 10−2 (left) and ε = 10−3 (right).
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Figure 4.3 Example 1: Top (left) and three-dimensional (3-D) (right) views of the
solution (w) computed by the well-balanced cell-vertex central-upwind scheme for ε =
10−4.
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The non well-balanced solution computed for ε = 10−4 at time t = 0.6 on the same grid
as before (with average cell areas |Mj| = 7.78 ·10−6) is shown in Figure 4.4. As one can
see, the use of the non well-balanced scheme leads to spurious modes appearing at the
plateau area which deform the solution. When we take a coarser mesh with average
cell areas |Mj| = 2.24 · 10−5, the non well-balanced solution is severely deformed and
is completely incorrect, see Figure 4.4 (middle). The well-balanced scheme applied on
the same coarse mesh leads, on the contrary, to oscillation-free results as it is shown in
Figure 4.4 (right). This clearly demonstrates a crucial role of a well-balanced source
term quadrature.
X
Y
Z
Figure 4.4 Example 1: Solutions (w) computed by the non well-balanced cell-vertex
central-upwind scheme using the fine (left) and coarse (middle) grids and by the well-
balanced cell-vertex central-upwind scheme using the coarse grid (right). Here, ε =
10−4.
Example 2: Small Perturbation over Submerged Flat Plateau
In this example, we consider a submerged flat plateau as shown in Figure 4.5 (left).
To further verify well-balanced and positivity preserving features of the proposed cell-
vertex central-upwind scheme, we consider a slight modification of the test problem
from Bryson et al. (2011), in which a small perturbation of the “lake at rest” steady
state propagates over a submerged flat plateau located very close to the water surface.
The computational domain is [0, 1] × [−0.5, 0.5] and the bottom topography is given
by
B(x, y) =

1− 2ε, r ≤ 0.1,
10(1− 2ε)(0.2− r), 0.1 ≤ r ≤ 0.2,
0, otherwise,
r :=
√
(x− 0.5)2 + y2. (4.24)
The outflow boundary conditions are used in the x-direction, while the wall boundary
conditions are imposed in the y-direction. As in Example 1, the initial conditions
96
correspond to a small perturbation of the “lake at rest” steady state:
w(x, y, 0) =
 1 + ε, 0.1 < x < 0.2,1, otherwise, u(x, y, 0) ≡ v(x, y, 0) ≡ 0.
We set ε = 0.01.
The solution is computed using the proposed cell-vertex central-upwind scheme with
average cell areas |Mj| = 2.24× 10−5. Figure 4.6 shows w computed at times t = 0.2,
0.35 and 0.65. As one can see, no oscillations are observed and the positivity of the
water depth is preserved. We then compute the solution on the same grid at the same
times, but using the non well-balanced central-upwind scheme described in Example
1. The obtained results are presented in Figure 4.7, where spurious deformations are
clearly observed. These deformations lead to numerical oscillations and widely increase
if a coarser mesh is used.
2
 
Figure 4.5 Examples 2 and 3: One-dimensional slices of the bottom topographies (4.24),
left, and (4.25), right. These plots are not to scale.
Example 3: Small Perturbation Bending around a Round-Shape Island
This example, which is also a slight modification of the problem from Bryson et al.
(2011), is designed to examine both well-balanced and positivity preserving properties
of the studied scheme by testing its ability to handle a situation with a small pertur-
bation of a “lake at rest” state propagating around an island. The round-shape island
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Figure 4.6 Example 2: Solution (w) computed by the well-balanced cell-vertex central-
upwind scheme.
Figure 4.7 Example 2: Solution (w) computed by the non well-balanced cell-vertex
central-upwind scheme.
(see Figure 4.5, right) is represented by the following bottom topography function:
B(x, y) =

1.1, r ≤ 0.1,
11(0.2− r), 0.1 < r < 0.2,
0, otherwise,
r :=
√
x2 + y2, (4.25)
which is located in the center of the computational domain [−0.5, 0.5] × [−0.5, 0.5].
The initial condition given by
w(x, y, 0) =
 1 + ε, − 0.4 < x < −0.3,max (1, B(x, y)), otherwise, u(x, y, 0) ≡ v(x, y, 0) ≡ 0.
98
As in Example 2, the outflow boundary conditions are used in the x-direction, while
the wall boundary conditions are imposed in the y-direction.
The solution computed at times t = 0.35, 0.50 and 0.65 for ε = 0.01 using the proposed
cell-vertex central-upwind scheme with average cell areas |Mj| = 1.25× 10−5 is shown
in Figure 4.8. The flow around the dry parts of the island is of a special interest. As one
can see, the wave bends around the island without any oscillations. On the contrary,
the results obtained using a non well-balanced discretization of the source terms contain
large artificial waves, which develop completely different solution structure, see Figure
4.9.
Figure 4.8 Example 3: Solution (w) computed by the well-balanced cell-vertex central-
upwind scheme. The circle in the center of the computational domain represents the
part of the bottom that is above the water surface.
Figure 4.9 The same as Figure 4.8, but the solution (w) is computed by the non well-
balanced cell-vertex central-upwind scheme.
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Example 4: Dam Break over Discontinuous Topography
In the last example, we test the ability of the proposed cell-vertex central-upwind
scheme to accurately resolve rapidly varying flows. We consider a one-dimensional
dam break problem from Vukovic and Sopta (2002), see also Chen et al. (2013), which
we solve using the 2-D code with outflow boundary conditions. In this problem, the
bottom topography is given by
B(x, y) =
 8, |x− 750| ≤ 187.5,0, otherwise,
and the initial conditions are
w(x, y, 0) =
 20, x < 750,15, otherwise, u(x, y, 0) ≡ v(x, y, 0) ≡ 0.
In Figure 4.10, we show the solutions computed using the cell-vertex central-upwind
scheme at time t = 15 using the grid with average cell areas Mj = 2.30 and Mj = 0.50.
The shock and rarefaction waves reach the discontinuities in the bottom topography at
about t ≈ 17. We then compute the solutions on the same two grids at time t = 55, at
which the developed wave structure is much more complicated than at time t = 15. The
obtained results are shown in Figure 4.11. The solutions computed by the proposed
central-upwind scheme are in a good agreement with the solutions reported in Chen
et al. (2013) and Vukovic and Sopta (2002), they are oscillation-free, and the achieved
resolution is very high.
4.7 Conclusions
In this paper, we have introduced a new well-balanced, positivity preserving central-
upwind scheme on unstructured cell-vertex grids for the Saint-Venant system of shallow
water equations with variable bottom topography. We have proposed a novel non-
oscillatory reconstruction in which the gradient of each variable is computed using a
modified minmod-type method to ensure stability. The water surface reconstruction
has been corrected to guarantee the positivity of the water depth over the entire com-
putational cell. The well-balanced property of the scheme has been ensured by a special
discretization of the source term cell averages.
The performance of the proposed cell-vertex central-upwind scheme was tested on a
number of numerical examples. We have used the scheme to compute small perturba-
tions of “lake at rest” steady-state solutions over several different bottom topographies,
including the one that correspond to the island modeling. The proposed scheme has
been also validated in the case of a rapidly varying flow over discontinuous bottom to-
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Figure 4.10 Example 4: Solution at time t = 15 computed by the proposed cell-vertex
central-upwind scheme. In the left and middle graphs, a 1-D slice of the solution along
the line y = 0 is shown. There, w2 and w1 are the water surface elevations computed
using average cell areas |Mj| = 0.50 and |Mj| = 2.30, respectively, w0 is the initial
condition. The bottom topography B is plotted at the left. The 3-D view of the
computed water surface is on the right.
Figure 4.11 The same as Figure 4.10, but at a later time t = 55.
pography. The reported numerical experiments demonstrate the ability of the proposed
method to avoid oscillations. The obtained numerical results confirm the well-balanced
and the positivity preserving properties of the developed cell-vertex central-upwind
scheme.
Even though an unstructured triangulation was used as a primary grid, an extension
to more general polygon-type primary grids can be made in a straightforward manner.
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CHAPITRE 5 Analyse des méthodes de volumes finis non structurées
pour les écoulements en eaux peu profondes en utilisant le pseudo spectre
Analysis of Unstructured Finite Volume Methods for Shallow Water Flows
using Pseudospectra
Résumé
La discrétisation des équations en eaux peu profondes dans le cas des maillages non
structurés peut conduire à des modes numériques qui causent des problèmes de stabil-
ité. Il convient de signaler que les conditions de stabilité asymptotique des méthodes
numériques sont liées au comportement asymptotique des solutions. Ces conditions ne
fournissent pas assez d’information sur le comportement des solutions pour les temps
finis. Dans ce chapitre, on propose une nouvelle approche pour l’analyse de stabilité
des méthodes numériques pour le cas des équations en eaux peu profondes en util-
isant la notion du pseudo spectre. L’opérateur linéaire de la forme discrète du schéma
numérique constitue le paramètre principal utilisé dans l’analyse.
Un maillage non structuré conduit en général à un opérateur discret non normal du
schéma numérique. Dans certains cas, les vecteurs propres de l’opérateur peuvent
être loin de l’orthogonalité, ce qui peut être source d’amplifications des solutions ou
des problèmes de stabilité. Dans ces situations, même si le spectre correspondant à
l’opérateur discret du schéma numérique a toutes ses valeurs propres à l’intérieur du
cercle unité, le schéma peut conduire à des amplifications numériques de la solution.
De grandes amplifications des solutions peuvent être observées même si la méthode
numérique est stable au sens de Lax–Richtmyer. La nouvelle approche basée sur le
pseudo spectre des matrices est efficace pour la vérification de la stabilité des méthodes
de volumes finis pour les équations en eaux peu profondes. Les résultats de l’analyse
peuvent être utiles pour le choix du type de maillage, des emplacements appropriés des
variables primitives au niveau des cellules du maillage et de la méthode de discrétisation
qui est stable pour une large gamme de modes. Pour les méthodes des volumes finis
qui utilisent la méthode de Crank-Nicolson comme schéma temporel, on montre qu’il
est important de considérer l’emplacement de l’ensemble des variables primitives au
centre de chaque cellule de calcul.
5.1 Introduction
Pseudospectra have been used in several works (e.g. Demmel, 1990; Trefethen, 1997,
1999; Trefethen et al., 2001; Reddy, 1994). We recommend the 2005 book Spectra and
Pseudospectra: The Behavior of Non-Normal Matrices and Operators by Trefethen
and Embree, which provides more references and details about pseudospectra and the
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behavior of non-normal matrices. The discrete operator of the numerical scheme which
has a set of orthogonal eigenvectors is considered as normal (Trefethen and Emberee,
2005) . The condition number of this operator is 1. However, most discrete operators of
schemes in shallow water are non-normal since they have non-orthogonal eigenvectors.
Unfortunately for systems which are governed by a non-normal operator, the solutions
may have large amplifications for finite times, and the eigenvalues of the operator
are sensitive to perturbations. Pseudospectra are less employed in stability studies
of numerical schemes. High-order finite-difference methods were analyzed by Zingg
(1997) and Zingg and Lederle (2005) using spectra, pseudospectra, and singular value
decomposition. The authors stated the importance of the use of these methods for
detecting the instability of finite-difference schemes.
In this study, we focus on the stability analysis of selected unstructured finite volume
methods for shallow water equations (SWEs) using pseudospectra. This is the first
study in which these stability analysis techniques are used in shallow water. It should
be mentioned that the conditions of the asymptotic stability are related to the asymp-
totic behavior of the solutions. These conditions do not provide any information on
the behavior of the solution for finite times. In general, the discrete operators of most
available schemes for SWEs are non-normal. In such cases, even if the spectrum cor-
responding to the fully-discrete form of the scheme has all eigenvalues within the unit
circle, the scheme can have an unstable behavior or may lead to numerical amplification
of the solution for finite times. Lax-Richtmyer stability is the commonly used defini-
tion of stability. However, as will be shown in this paper for finite volume methods
on unstructured grids, there are some cases in which a scheme is Lax-Richtmyer stable
but one still faces some unstable modes. This may cause numerical oscillations if the
scheme is applied to simulate physical phenomena, which includes different types of
waves such as long and short waves in shallow water equations. Since there are many
solutions of SWEs that may have a very rich wave structure, stability analysis for a
wide range of waves is required. In this paper, we will demonstrate the advantage of
using pseudospectra to detect instabilities of finite volume schemes over unstructured
grids. Several aspects are considered, such as the geometry of control volumes, the
spatial methods used for the integration of the continuity and momentum equations
and the boundary conditions. Although the spatial schemes considered in this study
are not comprehensive, they illustrate various strategies to analyze the stability and to
choose the suitable unstructured finite volume methods. In our analysis, we use five
spatial methods combined with the Crank-Nicolson scheme.
The outline of this paper is as follows. In Section 5.2, SWEs and the numerical schemes
are presented. In Section 5.3, we present the discrete operators of the finite volume
methods and the stability analysis techniques. The numerical stability tests are per-
formed in Section 5.4 for SWEs using pseudospectra. In Section 5.5, numerical tests
are performed using β-plane waves in order to confirm the results of the analysis. Some
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concluding remarks complete the study.
5.2 Discretization of Shallow Water Equations
5.2.1 Shallow water equations
The inviscid linear SWEs are written in Cartesian coordinates as (Vreugdenhil, 1994):
ut + fk× u + g∇η = 0
ηt +H∇ · u = 0,
(5.1)
where H is the mean depth, η represents the water surface elevation with respect to
the reference plane, u = (u, v)T is the vector composed of the depth-averaged velocity
components in the x- and y-directions respectively, f is the Coriolis parameter, g is the
gravitational acceleration, k is the unit vector in the vertical direction, and (H+η) is the
total water depth. We consider the β-plane approximation to the Coriolis parameter
(f = βy), where β is the linear coefficient of variation of f with respect to y. The
variable y is the meridional distance from the equator (positive northward), where β =
2ω˜/R = 2.29×10−11m−1s−1 and ω˜ and R are the angular speed of the Earth’s rotation
and the mean radius of the Earth respectively (ω˜ = 7.29×10−5 rad s−1,R = 6371 km).
5.2.2 Finite volume schemes
a- Unstructured grid implementation
The analysis will be applied to some finite volume methods based on five grid config-
urations with respect to the location of the primitive variables and the control volume
for each variable. The control volumes considered in this paper are shown in Figure
5.1. The numerical tests are performed for the five grids using the Crank-Nicolson
scheme. For each grid of index i, the finite volume method is denoted by i-CN. The
primitive variables are located at the geometric centers of triangles, at the vertices,
or at the midpoints of the edges of triangles, as shown in Figure 5.1. The continuity
equation and the momentum equations are integrated using different control volumes
for the finite volume methods based on the grids 1, 2, and 5. We denote by Ωη and
Ωu the control volumes used for the continuity equation and the momentum equations
respectively, and we consider the same control volume (Ωη = Ωu) for the finite volume
methods using Grids 3 and 4.
b- Spatial discretization
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Figure 5.1 Sample of the unstructured grids used in the analysis. Grid i for method
i-CN, where i = 1, 2, 3, 4, 5.
The SWEs are integrated over all control volumes Ωη and Ωu as follows:∫
Ωη
(ηt +H∇ · u)dΩη = 0∫
Ωu
(ut +∇ · F− S) dΩu = 0,
(5.2)
where F = (E,G)T is the flux vector with E = (gη, 0)T and G = (0, gη)T , and S =
(fv,−fu)T is the source term. The Gauss divergence theorem is used to convert the
surface integrals to the boundary integrals:∫
Ωη
H∇ · udΩη =
∫
Γη
Hu · n dΓη∫
Ωu
∇ · FdΩu =
∫
Γu
F · n dΓu,
(5.3)
where Γu and Γη are the boundaries of the control volumes, and n is the unit outward
normal vector to the boundary of each control volume considered. Then, Equations
(5.2) and (5.3) lead to:
d
dt
∫
Ωu
udΩu = −
∫
Γu
F · n dΓu +
∫
Ωu
SdΩu
d
dt
∫
Ωη
ηdΩη = −
∫
Γη
Hu · n dΓη.
(5.4)
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For all cases of the control volumes considered, the boundary integral
∫
Γu F · n dΓu
in (5.4) may be approximated by a summation over the cell edges using
∫
Γu
F · n dΓu =
N∑
k=1
∫
Γk
F · n dΓk =
N∑
k=1
(Fk · nk) lk, (5.5)
where Γk, Fk, nk, and lk, k = 1, 2, ..N, are respectively the control volume edges, the
outward fluxes, the unit outward normal vectors, and the lengths corresponding to
the edges of the computational cells. The same form of Equation (5.5) is obtained
for the case of the surface elevation by replacing the flux F by the parameter Hu
and considering the geometrical characteristics of the computational cell used for the
continuity equation.
In the finite volume method based on Grid 1, the momentum equations are integrated
over the Voronoi cells and the continuity equation is integrated over the triangles. The
required interface values on the edges of the control volumes are calculated as averages
of the values of the primitive variables at the two ends of the edge. A similar method
is used for Grid 2 by considering the Voronoi cells as control volumes for the surface
elevation and the triangles as control volumes for the velocity. The finite volume
methods based on Grids 3 and 4 use the centered scheme to obtain the values at the
interfaces of the triangles and Voronoi cells respectively. For Grid 5, the continuity
equation is integrated over the boundary of the Voronoi cell, where the values of the
velocity components at the middle of the triangle edges are known. For the momentum
equations, the control volume is the quadrilateral N1G1N2G2 in which the surface
elevations are known at the vertices N1 and N2. To obtain the values of the surface
elevation at the vertices G1 and G2, a two-dimensional linear reconstruction on each
side of the edge N1N2 is applied. The divergence theorem is applied over the two
triangles with the centers G1 and G2 to obtain the gradients of the surface elevation
used in the reconstructions.
Equations (5.4) and (5.5) are used to obtain the following discrete form for each com-
putational cell:
∂ηj
∂t
=
∑
i∈Ij
δiui +
∑
i∈Ij
γivi
∂uj
∂t
=
∑
i∈Jj
µiηi + βyjvj
∂vj
∂t
=
∑
i∈Kj
νiηi − βyjuj,
(5.6)
where (ηj, uj, vj)T is the approximation of the cell averages of the solution, and Ij, Jj
and Kj are the set of indices of the points used in the explicit formulation of the right-
hand sides of Equations (5.4). Note that the continuity equation and the momentum
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equations have different indices j for the schemes based on Grids 1, 2, and 5. The
parameters δi, γi, µi, and νi depend on the finite volume method and the geometry
of the computational cells. In our study we use the primary triangular grids with a
skewness parameter, defined in Chapter 2, of value less than 0.50.
5.3 Discrete Operators of the Schemes and Analysis of Stability
5.3.1 Temporal discretization
We use the notations ∆t and tn := n∆t respectively for the time step and the time at
step n. The approximation at time tn of the cell averages of the water surface elevation
and the components of the velocity are denoted respectively by ηnj , unj and vnj . The
Crank-Nicolson method is applied to discretize Equations (5.6)
ηn+1j − ηnj
∆t = α
∑
i∈Ij
δiu
n
i + (1− α)
∑
i∈Ij
δiu
n+1
i + α
∑
i∈Ij
γiv
n
i + (1− α)
∑
i∈Ij
γiv
n+1
i
un+1j − unj
∆t = α
∑
i∈Jj
µiη
n
i + (1− α)
∑
i∈Jj
µiη
n+1
i + αβyjvnj + (1− α)βyjvn+1j
vn+1j − vnj
∆t = α
∑
i∈Kj
νiη
n
i + (1− α)
∑
i∈Kj
νiη
n+1
i − αβyjunj − (1− α)βyjun+1j .
(5.7)
The global system can be written in the following form of dimension M = p + 2q,
using the variable Un := (η¯n, u¯n, v¯n)T with η¯n := (ηn1 , ηn2 , ...ηnp ), u¯n := (un1 , un2 , ...unq )
and v¯n := (vn1 , vn2 , ...vnq )
AUn+1 = BUn, (5.8)
where A and B are the matrices of dimension M ×M deduced from Equations (5.6)
and the boundary conditions, and p and q represent respectively the numbers of control
volumes used to compute the water surface elevation and the velocity. We obtain a
generalized eigenvalue problem with the parameter-dependent matrix B− λA, where
λ denotes the variable of the eigenvalues. We obtain the equation Un+1 = CUn, by
taking C = A−1B which has the same pseudospectra as that of B − λA (Trefethen
and Emberee, 2005).
5.3.2 Stability analysis techniques
a- Stability
The spectrum and the spectral radius for any arbitrary matrix A are denoted by
σ(A) and ρ(A), respectively. In general we will use the L2-norm, which is the most
important norm for the pseudospectra, denoted by ‖A‖ = max‖x‖=1 ‖Ax‖. If other
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norms are used, they will be specified in the notation. Following the previous section,
if we consider a uniform time step ∆t, the operator C will be independent of time and
will depend only on the structure and size of the different grids and on the time step
∆t. A theory was developed by Lax and Richtmyer (1956) for stability, which led to
the equivalence theorem. They proved that for a finite-difference approximation with
an operator C satisfying consistency, stability is a necessary and sufficient condition to
ensure the convergence of the method. Additionally, they gave a definition of stability:
the approximation based on the operator C is Lax-Richtmyer stable if for any fixed
value of time T , there is a constant C˜ ≥ 1 such that
‖Vn‖ ≤ C˜‖V0‖, (5.9)
for all n ≥ 0, where n∆t ∈ [0, T ], the constant C˜ is independent of step n and V0
is the initial condition. This definition is extended by considering that the bound
of the set {C˜n} which is a function of ∆t in some interval, ∆t ∈ [0, τ ], is generally
continuous. Then, the new stability condition can be stated as: the approximation
based on the operator C is Lax-Richtmyer stable if the set {C˜n} is uniformly bounded
for 0 < ∆t ≤ τ and 0 ≤ n∆t ≤ T . Other definitions of stability are introduced
in the literature, such as in Carpenter et al. (1994), Beam and Warming (1993) and
Gustafsson et al. (1972). Another concept is asymptotic stability, where we consider the
behavior of the solution for large times, which requires that the power of the operator
C (i.e. Cn) is bounded for infinite time. Unfortunately, the solution for finite times
may have excessive amplifications, especially in the case of non-normal matrices, and
therefore the spectral radius is not necessarily a good indicator of the behavior of the
scheme for finite times.
b- Pseudospectra
There are several definitions for the pseudospectra of a matrix. In this paper we employ
the definition based on the singular values and the L2-norm. The concept of singular
value decomposition (SVD) is defined in general for complex matrices. In our case we
recall the necessary parameters for our study, where we consider real matrices. Any
matrix Q ∈ RM can be written in the form:
Q = W1SWT2 , (5.10)
where the matrix S is given as:
S =
(
D Z1
Z2 Z3
)
, (5.11)
with WT1 W1 = I, WT2 W2 = I, I is the identity matrix, and Zi, i = 1, 2, 3 are zero
matrices. The matrix QQT is real and symmetric, so it is diagonalizable and all its
eigenvalues are positives. The strictly positive eigenvalues are denoted by s2i . The
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diagonal matrix used in the SVD method is D = Diag(s1, s2, ...sp), and the parameters
si are the singular values arranged in descending order s1 ≥ s2 ≥ ... ≥ sp > 0. The
smallest singular value of matrix Q is denoted by smin(Q). The ε-pseudospectrum of
the operator C is the set σε(C), defined as:
σε(C) = {z ∈ C : smin(zI −C) < ε} . (5.12)
If the matrix C is normal, the ε-pseudospectrum σε(C) is the union of the open disks of
radius ε which have the points of the spectrum as their centers. The ε-pseudospectrum
is given in this case by
σε(C) = σ(C) + ∆ε, (5.13)
where ∆ε is the open disk in C of radius ε and center z = 0, and each complex number
in σ(C) + ∆ε is the sum of two complex numbers from σ(C) and ∆ε. In this case
all eigenvalues have a condition number equal to 1, and for any uniform perturbation
one will observe uniform evolution without any bulge in the ε-pseudospectrum. For a
non-normal matrix, the ε-pseudospectrum can be large.
5.4 Numerical Tests of Stability
5.4.1 Dimensionless form of SWEs
The discrete operators C of the schemes are obtained by using the dimensionless form
of SWEs. Equations (5.1) are converted into a dimensionless form on the equatorial
β-plane using the variables x˜ = x/L¯, y˜ = y/L¯, η˜ = η/H¯, u˜ = u/U¯ and v˜ = v/U¯ .
The reference values of the depth, time, length and velocity scales are H¯ = H, T¯ =
β−1/2(gH)−1/4, L¯ = (βT¯ )−1, and U¯ = L¯/T¯ , respectively. Using the above reference
scales, the dimensionless system is obtained by setting H = g = 1 in the original
system. A non-dimensional domain [0, L] × [0, L] is used with L = 3. In our analysis
we use the ratios ∆t/dm, where dm is the smallest distance between the locations of
the primitive variables. This ratio corresponds to the Courant-Friedrichs-Lewy number
for the dimensionless system. In our numerical tests, we consider an operator C of
dimension 1200× 1200 by using 400 triangles for the domain.
5.4.2 Test cases using the Crank−Nicolson method
First (test a) for the finite volume method 1-CN, we consider periodic boundary con-
ditions in both the x- and y-directions and the time step ∆t = 0.5dm. The spectrum
of this scheme is inside the unit circle, which confirms that the scheme is asymptoti-
cally stable. Following the numerical tests, we conclude that the power of the discrete
operator of the scheme is bounded. This method is an example of schemes in which
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the spectrum is inside the unit circle and the power of the operator is bounded but
its behavior, as shown in Figure 5.2 (left), influences the stability of the solution. The
pseudospectra of the scheme are shown in Figure 5.2 (right) in which a bulge is observed
near the largest eigenvalues. Instability clearly appears in the case of the wall bound-
ary conditions in y-direction while keeping the periodicity along the x- axis (test b).
Figure 5.3 (left) shows the pseudospectra for this case using a time step ∆t = 0.3dm,
where a large bulge is observed.
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Figure 5.2 Left: Evolution of the parameter ‖Cn‖ using method 1-CN (test a) with
periodic boundary conditions in the x- and y-directions. Right: Eigenvalue spectrum
and pseudospectra of the same method with the same boundary conditions
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Figure 5.3 Left : Eigenvalue spectrum and pseudospectra of method 1-CN (test b)
using periodic boundary condition in the x-direction and wall boundary condition in
the y-direction. Right : Eigenvalue spectrum and pseudospectra of method 2-CN using
periodic boundary conditions in the x- and y-directions.
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For the method 2-CN, we consider the periodic boundary conditions in both x- and
y-directions, and we use the time step ∆t = 0.5dm. The spectrum is inside the unit
circle, and this method is asymptotically stable. The pseudospectra of the scheme are
shown in Figure 5.3 (right), where we observe a small bulge near the largest eigenvalues
compared to the pseudospectra of the scheme 1-CN. The use of a small time step can
reduce these signs of instability for scheme 2-CN more than for scheme 1-CN.
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Figure 5.4 Left : Eigenvalue spectrum and pseudospectra of method 3-CN (test a)
using uniform unstructured grid and periodic boundary conditions. Right : Eigenvalue
spectrum and pseudospectra of method 3-CN (test b) using general unstructured grid
and periodic boundary conditions.
The finite volume method 3-CN and the method 4-CN, presented below, are the best
schemes in terms of stability among those considered in this paper. When an un-
structured grid is considered with a uniform geometry of triangles and under periodic
boundary conditions we obtain an operator C with negligible distance from normality.
For this case, the discrete operator of the scheme is Lax-Richtmyer stable (‖Cn‖ ≤ 1).
As shown in Figure 5.4 (left), the entire spectrum of this method lies inside the unit
circle, and following its pseudospectra shown in the same figure, no bulge is observed
near the largest eigenvalues. For the second test, we use a general geometry of triangles
and numerically study the behavior of ‖Cn‖ for several sizes of C, and according to
the numerical tests, this parameter is uniformly bounded. Therefore, the approxima-
tion based on this operator of the finite volume scheme is Lax-Richtmyer stable. The
pseudospectra of the scheme show good results in Figure 5.4 (right) since we observe
uniform evolution near the largest eigenvalue outside the unit circle.
For the finite volume method 4-CN, the behavior of the parameter ‖Cn‖ is studied
for various cases by using discrete operators of dimensions 768 × 768, 1200 × 1200,
and 2352 × 2352. This parameter is uniformly bounded and satisfies the condition
‖Cn‖ ≤ ‖C‖, (‖C‖ = 2.0009). Therefore, the finite volume method 4-CN is Lax-
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Figure 5.5 Left: Eigenvalue spectrum and pseudospectra of method 4-CN using un-
structured grid and periodic boundary conditions. Right : Eigenvalue spectrum and
pseudospectra of method 5-CN (test a) using uniform unstructured grid and periodic
boundary conditions.
Richtmyer stable. The entire spectrum of this method lies inside the unit circle, as
shown in Figure 5.5 (left), and following its pseudospectra shown in the same figure,
no bulge is observed near the largest eigenvalues.
The pseudospectra of the scheme 5-CN are shown in Figure 5.5 (right), where a slight
bulge is observed. The discrete operator of this scheme is very far from normality, and
some amplifications of the solutions can be observed in finite times.
5.5 Numerical tests for Kelvin waves
In this section, numerical tests are performed for linear β-plane SWEs using Kelvin
waves which are in perfect geostrophic balance in the meridional direction since the
meridional flow, v, is zero, and they are propagated in the eastward direction. These
waves are exact solutions of Equations (5.1).
u(x, y, t) = − cos
(
2pix− t
X
)
e−(y−L/2)
2/2,
v(x, y, t) = 0,
η(x, y, t) = u(x, y, t).
(5.14)
We consider a domain [0, L]× [0, L] with L = 6 (nondimensional) and X = L/4. These
solutions are in a steady state in a moving frame. When they are considered as an
initial condition, they must be preserved, and in particular their total energy over one
spatial period must remain constant. The evolution of the total energy over time will
be analyzed, since it gives an idea of the instability of the numerical schemes. Figure
112
5.6 shows the evolution of the Kelvin total energy of the finite volume methods 1-CN,
2-CN, 3-CN, 4-CN, and 5-CN for two time periods. The methods 3-CN and 4-CN
are stable, and they perform very well in the conservation of energy. The methods
1-CN and 5-CN have a bounded total energy but it increases in finite time, which is
in agreement with our analysis using the pseudospectra, where it was demonstrated
that there are some particular modes which present amplification for finite times. The
numerical method 2-CN has some signs of instability when the pseudospectra are used,
which is not visible in the behavior of the Kelvin total energy. For this scheme, some
signs of oscillation will be observed in the contours of the solutions, as explained below.
Figure 5.6 Change in total energy for Kelvin waves using the schemes i-CN, i=1, 2, 3,
4, and 5 for two time periods with CFL = 0.5
Figures 5.7 and 5.8 show the isolines of the surface elevation of Kelvin waves for one
time period. The numerical oscillations are significant for the scheme 1-CN. For the
schemes 2-CN and 5-CN, we observe very small oscillations. For these schemes, the
oscillations are barely visible on the graphics. The pseudospectra were able to detect
the instability of the two schemes, which confirms the efficiency of those methods for
stability analysis. Finally, Figure 5.7 (left) shows the isolines of the surface elevation
of Kelvin waves for the scheme 3-CN. The three-dimensional view of the solutions
obtained by using the schemes 3-CN and 4-CN are shown in Figure 5.9. For the two
schemes, the obtained solutions are oscillation-free, which confirms the results of our
analysis using pseudospectra.
113
x
y
0 1 2 3 4 5 6
0
1
2
3
4
5
6
x
y
0 1 2 3 4 5 6
0
1
2
3
4
5
6
Figure 5.7 The isolines of the schemes 3-CN (left) and 1-CN (right) at one time period
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Figure 5.8 The isolines of the schemes 2-CN (left) and 5-CN (right) at one time period
Figure 5.9 Three dimensional view of the water surface elevation using the schemes
3-CN (left) and 4-CN (right) at one time period
5.6 Conclusions
The discrete form of finite volume methods on unstructured grids for shallow water
equations can lead to spurious modes which cause stability problems. The appearance
of these oscillations is mainly due to the structure of the mesh, the placement of the
primitive variables on the grid, and/or the employed finite volume method. Unstruc-
tured grids have large impacts on the structure of the discrete operators of finite volume
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methods, which leads to non-normal matrices. For these matrices, the asymptotic sta-
bility and the Lax-Richtmyer stability are not sufficient to obtain a perfect stability
for all modes. In this paper, pseudospectra were employed for detecting the instability
of finite volume methods for shallow water equations over unstructured grids. The
analysis has shown that the pseudospectra are very effective when studying the sta-
bility of finite volume methods. For the Crank-Nicolson method, it is shown that it is
important to consider the placement of the primitive variables together at the center
of the computational cell. Grids 3 and 4, which correspond to the cell-centered and
node-centered methods, lead to the best results for stability. The finite volume meth-
ods using Grids 3 and 4 and the Crank-Nicolson method as a temporal scheme are the
most interesting methods. The discrete operators of these schemes are almost normal
under periodic boundary conditions when uniform grids are used. These schemes are
also effective for the case of wall boundary conditions. The performance of schemes
3-CN and 4-CN is confirmed when the Kelvin waves are taken as the initial condition,
and the solutions are stable and more accurate compared to the other schemes.
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CHAPITRE 6 Une méthode des volumes finis respectant la condition de
compatibilité géométrique pour les lois de conservation sur des surfaces
courbes
A geometry-preserving finite volume method for conservation laws on
curved geometries1
Résumé
Dans ce chapitre, une méthode des volumes finis qui satisfait la condition de com-
patibilité géométrique est développée pour les lois de conservation sur la sphère. Les
travaux de Ben Artzi et LeFloch (2007) et Ben-Artzi, Falcovitz, et LeFloch (2009)
sont pris comme base pour développer cette méthode en considérant la résolution du
problème de Riemann généralisé. L’opérateur de divergence de la loi de conservation
est discrétisé sous une forme qui satisfait la condition de compatibilité géométrique.
L’approche du «splitting» directionnel en latitude et en longitude de la sphère ainsi que
la méthode Runge-Kutta d’ordre trois (TVDRK3) sont utilisées pour l’intégration tem-
porelle. L’approche du «splitting» directionnel utilisée pour simplifier la résolution du
problème de Riemann n’a pas d’influence sur la propriété de compatibilité géométrique
de l’opérateur de divergence sous sa forme discrète.
Dans le nouveau schéma numérique, une reconstruction linéaire est proposée en se
basant sur les valeurs de la solution aux centres des cellules de calcul et sur les valeurs
des solutions du problème de Riemann aux interfaces des cellules. Ces dernières sont
obtenues en utilisant les approximations de second ordre basées sur la résolution du
problème de Riemann généralisé. Dans la formulation du schéma numérique proposé,
les dimensions géométriques sont considérées de manière analytique et la forme discrète
du schéma respecte exactement la propriété de compatibilité géométrique. On obtient
un lien très fort entre la forme semi-discrète du schéma et l’équation du système.
La méthode des volumes finis proposée est stable et elle est précise pour le cas des
solutions discontinues de grands chocs et amplitudes en comparaison avec des schémas
numériques très connus. Cette méthode est d’ordre deux dans l’espace et la méthode
TVDRK3 combinée avec l’approche du «splitting» directionnel constitue une méthode
efficace pour l’intégration temporelle. L’ordre trois de la méthode TVDRK3 est moins
influencé par la méthode du «splitting» directionnel utilisée.
Le comportement asymptotique des solutions, que les méthodes analytiques disponibles
ne permettent pas en général de connaître, est étudié numériquement dans le présent
1Cet article est réalisé en collaboration avec P.G. LeFloch et A. Mohammadian, et soumis pour
publication sous la forme: A. Beljadid, P.G. LeFloch, A. Mohammadian, 2014, A geometry-preserving
finite volume method for conservation laws on curved geometries. Advances in Computational Math-
ematics.
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chapitre. Quelques propriétés mathématiques relatives à l’évolution des solutions du
système hyperbolique sont analysées. Le comportement asymptotique et les propriétés
des solutions discontinues sont analysés en fonction de la nature du flux. Une nouvelle
classification des flux est proposée en introduisant les notions de flux feuilletés et de
flux génériques. Les résultats des analyses ont montré que la nouvelle classification in-
troduite et le caractère de linéarité du flux sont suffisants pour prédire le comportement
asymptotique des solutions.
Pour le cas du flux feuilleté de type linéaire, les solutions sont simplement transportées
le long des lignes de niveau. Le flux générique génère de fortes variations dans les solu-
tions qui convergent vers des valeurs constantes dans des domaines indépendants sur la
sphère. Pour le flux feuilleté qui a un comportement non linéaire, la solution converge
vers des constantes, le long des lignes de niveau, qui représentent sa moyenne le long
de chaque ligne. Les flux feuilletés non linéaires sont utilisés pour la construction des
solutions stationnaires non triviales du système hyperbolique étudié. Pour ces flux, les
solutions qui sont constantes le long des lignes de niveau sont des solutions station-
naires non triviales du système. Ces solutions sont utilisées dans les tests numériques
pour valider les performances du schéma numérique proposé. Les résultats ont montré
la capacité et le potentiel de la méthode proposée dans le cas des solutions discontin-
ues avec de grands chocs et amplitudes pour les lois de conservation sur la sphère. Ce
schéma numérique pourrait être étendu au cas des équations de Saint-Venant sur la
sphère.
6.1 Introduction
This paper is devoted to nonlinear hyperbolic problems involving conservation laws or,
more generally, balance laws and which are posed on curved geometries such as a sur-
face. Our objective is to design robust and efficient numerical approximation methods
which allow to compute discontinuous solutions and preserve the fundamental structure
of the partial differential equations, especially geometry-related properties. Hence, our
goal is to design and numerically investigate geometry-preserving, high-order accurate,
finite volume methods. We advocate the use of a (geometric) formulation of the finite
volume method based on the intrinsic (or covariant) form of the equations, rather then
the coordinate expression which is more commonly used. In this manner, by properly
taking into account the effects induced by the geometry, we can design methods that
are, both, accurate and robust.
We do not a priori restrict ourself to a specific discretization technique, but, rather, we
aim at comparing various strategies such as generalized Riemann solvers, second-order
centered schemes, etc. Compressible fluid dynamics provide a large variety of problems
which involve geometrical features. The prototype example is the system of shallow
water on the sphere with topography, which describe fluid flows on the surface of the
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Earth for instance, in connections with weather predictions Haltiner (1971).
Motivated by numerous applications in fluid dynamics, the study of hyperbolic con-
servation laws posed on curved manifolds were recently initiated in the mathematical
and numerical literature. We build here on the work by Ben-Artzi and LeFloch (2007)
who proposed to rely on an analogue of the inviscid Burgers equation for curved geom-
etry and, more generally, various classes of hyperbolic conservation laws on manifolds.
Since Burgers equations has played such an important role in the development of shock-
capturing schemes for compressible fluid problems, it is also expected that the class of
“geometric Burgers models” should provide an ideal simplified setup in order to design
and test geometric-preserving shock-capturing scheme. The mathematical properties
of entropy solutions to conservation laws on manifolds (including on spacetimes, that
is, with time-dependent (Lorentzian) metrics) were then extensively investigated by
LeFloch and co-authors (e.g. Amorim et al., 2005, 2008; Ben-Artzi and LeFloch, 2007;
Ben-Artzi et al., 2009; LeFloch, 2011; LeFloch and Okutmustur, 2008).
Subsequently, hyperbolic conservation laws on evolving surfaces were studied by Dz-
iuk, Kroöner, and Müller and by Giesselmann (2009). More generally, computational
methods for evolving surfaces were developped in Dziuk and Elliott (2007) and the
references therein.
Scalar conservation laws will thus be our starting point in the present work and, next,
will extend our methodology and conclusions to other hyperbolic equations, such as
the shallow water system. In the present paper, we thus focus on geometric Burgers
models of the form
∂tu+ divF (·, u) = 0, u = u(t) : S2 → R, (6.1)
with unknown u defined on a curved space which we take to be the two-dimensional
sphere S2 and “div” is the divergence operator. The flux F (·, u) is a prescribed vector
field defined on S2, which depends on the unknown variable u as a parameter (See
Section 6.2, below). We adopt the methodology proposed in Ben-Artzi et al. (2009)
which relies on second–order approximations based on generalized Riemann problems.
We propose a scheme which uses a new piecewise linear reconstruction based on the
values of the solution at the center of the computational cells and the values of the
Riemann solutions at the cell interfaces, using the second-order approximations based
on a generalized Riemann solver. In the proposed scheme, we use a total variation
diminishing Runge-Kutta method (TVDRK3) with operator splitting for the temporal
integration.
This geometric finite volume method therein is further developed and numerically
investigated. We observe that certain global quantities are conserved by entropy so-
lutions to scalar conservation laws posed on curved geometries. Our aim is therefore
to exhibit these global invariants and investigate to which extend they are preserved
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by (or remain monotone decreasing for) the approximation solutions generated by the
geometric method. We are also interested in investigating the large-time asymptotics
of solutions, which is not understood by analytical method and will be here studied
numerically. As we show it in this paper, by distinguishing between several classes
of flux vector fields and initial conditions, we can exhibit a variety of nonlinear wave
phenomena.
Our analysis below shows that the proposed method is consistent with the maximum
principle
‖u(t′)‖L∞(S2) ≤ ‖u(t)‖L∞(S2), t′ ≥ t, (6.2)
the entropy stability property
‖u(t′)‖Lp(S2) ≤ ‖u(t)‖Lp(S2), t′ ≥ t, (6.3)
for all exponents p ∈ [1,+∞), as well as with the time-variation diminishing prop-
erty
‖∂tu‖M(S2)(t′) ≤ ‖∂tu‖M(S2)(t), t′ ≥ t, (6.4)
where M(S2) denotes the space of bounded measures defined on S2. On the other
hand, the contraction property (for any two entropy solutions u, v)
‖v(t)− u(t)‖L1(S2) ≤ ‖v(0)− u(0)‖L1(S2) (6.5)
is violated by the scheme and is satisfied only by its first-order version.
Our analysis will distinguish between foliated flux fields and “generic” (or fully
coupled) flux fields. Geometric conservation laws with foliated flux are a combination
of linear transport and nonlinear hyperbolic equations, in the sense that the solutions
are simply transported within the level sets and (exact) solutions can be defined in each
level set, independently of the level parameter. Under some assumption concerning the
transport speed along the level sets (as shown in Test 1-a, below), the solutions can be
globally preserved within the entire sphere S2 in a suitably defined “moving frame”. For
foliated flux fields satisfying a suitable nonlinearity condition, the solutions converge
to their constant average in each level set (as shown in Test 5, below). This latter case
includes, in particular, solutions which converge to constant values in independent
domains on the sphere (as illustrated in Tests 2 and 3, below).
For fully coupled flux fields, the solutions converge to constant values in independent
domains on the sphere. The number of constants depends on the existence of the curves
that split the sphere in independent parts, as we define below. In the case of the generic
flux, the scalar function of the gradient can be decomposed in several homogeneous
terms. The term is said to be homogeneous if it corresponds to a foliated flux field.
The behavior of the solution is greatly influenced by the homogeneous terms of high
order. The asymptotic convergence to constant values is influenced on the nature of
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the terms of the generic flux and the initial condition.
Finite volume methods based on the geometric structure of the problem and especially
the method under study in this paper have definite advantages:
• A strong link between the numerical scheme and the governing equation. The
geometric dimensions are considered in an analytical way which leads to a discrete
form of the scheme that respects exactly the geometric compatibility property,
• The quality of the numerical solutions is largely improved by using the proposed
piecewise linear reconstruction based on the values of the function u at the centers
of cells and the values of the solutions of Riemann problem at the cell interfaces
obtained using the resolution of the generalized Riemann problem with second-
order accuracy,
• The use of a Total Variation Diminution (TVD) temporal integration technique
(see below) for the temporal scheme improves the quality of the numerical solu-
tions. This is due to two reasons: on one hand, we obviously guarantee higher
accuracy in time and, on the other hand, it is very important that the temporal
accuracy allow us to improve the overall quality of the numerical solution (even
in space).
• The scheme is second-order accurate in space and the splitting approach com-
bined with the TVDRK3 method was found to be accurate and efficient for the
time integration. The third order of TVDRK3 is less influenced by the splitting
approach.
The authors are currently working on an extension of this method to the shallow water
equations posed on the sphere. An outline of this paper is as follows. In Section 6.2, we
describe the geometric conservation laws and the properties of their entropy solutions.
In Section 6.3, we propose a new classification of flux fields. Section 6.4 is devoted
to classes of solutions of particular interest. In Section 6.5, we give the description of
the geometric finite volume method. Section 6.6 presents the analysis of the spatial
and temporal orders of accuracy of the proposed scheme. In Section 6.7, numerical
tests are performed for nonlinear foliated fluxes, fully coupled flux vector fields, as well
as further tests in order to study the asymptotic convergence of solutions. Finally,
Section 6.8 contains concluding remarks.
6.2 Geometric Burgers models on the sphere
6.2.1 Geometric hyperbolic conservation laws on manifolds
We are primarily interested in nonlinear hyperbolic equations posed on the sphere,
but since the mathematical theory supporting the study in the present paper has been
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developed for general manifolds endowed with a volume form, as we now explain, so we
introduce it at this level of generality first. Fix any compact n-manifold M endowed
with a volume form ω with L∞ regularity. Given a flux vector field F = F (x, u) ∈
TxM depending on the real parameter u, where x is an arbitrary point on M and TxM
is the tangent space to M at the point x, we consider the geometric hyperbolic
balance law
∂tu+ divωF (·, u) = 0 in R+ ×M, (6.6)
with unknown u : R+×M → R, where (with some abus of notation) divωX = 1ω∂j(ωXj)
with ω = ωdx1dx2 . . . dxn in local coordinates x = (xj)1≤j≤n and X = (Xj) is an
arbitrary vector field, where we use the short-hand notation ∂j := ∂/∂xj. We impose
that the flux is geometry-compatible, in the sense that
divωF (·, u) = 0, (6.7)
where u ∈ R is an arbitrary constant which is equivalent to saying that constants are
(trivial) solutions of the conservation law. Then, weak solutions are understood in the
following sense: for every test-function θ = θ(t, x),∫∫
R+×M
(
∂tθ(t, x)u(t, x) + ∂jθ(t, x)F j(x, u(t, x)
)
ω(x)dtdx = 0, (6.8)
where F j denote the components of the vector field F in an arbitrary coordinate chart
x = (xj)1≤j≤n. Here, we have identified the volume form ω with its expression ωdx in
local coordinates (and, for simplicity in order to state (6.8), we have assumed that the
manifold is covered by a single chart).
To any equation (6.6) with flux field satisfying the condition (6.7), we can associate a
unique semi–group of entropy solutions characterized as follows: given any u0 ∈
L∞(M), there exists a unique entropy solution u ∈ L∞(R+ ×M) to the initial value
problem
∂tU(u) + divωG(·, u) ≤ 0, U ′′ ≥ 0,
u(0) = u0,
(6.9)
in which for every convex function U : R → R we have introduced the corresponding
entropy flux G = G(x, u) ∈ TxM such that ∂uG := U ′ ∂uF . The inequalities in (6.9)
are refered to as the entropy inequalities.
Moreover, this semi-group of entropy solutions satisfies several fundamental properties:
• The entropy stability property: for all p ∈ [1,∞) and t ≥ 0
‖u(t)‖Lpω(M) ≤ ‖u(0)‖Lpω(M), (6.10)
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which also implies the maximum principle (by letting p→ +∞):
‖u(t)‖L∞(M) ≤ ‖u(0)‖L∞(M). (6.11)
• The L1 contraction property: given any two entropy solutions u, v and for all
times t ≥ 0
‖v(t)− u(t)‖L1ω(M) ≤ ‖v(0)− u(0)‖L1ω(M). (6.12)
• The time-variation diminishing property: given any entropy solution u
‖∂tu‖M(t) ≤ ‖∂tu‖M(0), t ≥ 0. (6.13)
We thus have a natural generalization of Kruzkov’s theory (1970) to a manifold (Amorim
et al., 2005, 2008; LeFloch, 2011; LeFloch and Okutmustur, 2008). Geometry-independent
bounds hold, which are very useful in designing and testing discrete approximation
schemes.
The low regularity of the volume form allows us to also include shock wave in the
geometry (which is relevant to model earthquakes in the context of the shallow water
system, for instance).
6.2.2 The models of interest in this paper
In the applications, the manifold M is often defined via an embedding in the higher-
dimensional Euclidian space RN . For simplicity, in the rest of this paper we concentrate
on surfaces and, specifically, the two-dimensional sphere endowed with a volume form
ω and embedded in R3. We denote by S2 the unit sphere embedded in R3 and endowed
with the canonical volume form induced by the Euclidian metric.
By denoting by ∇ω the covariant derivative operator on the sphere S2 ⊂ R3, we now
express the conservation law in the form
∂tu+∇ω · (F (·, u)) = 0, (6.14)
or equivalently, in local coordinates, we can pose the problem on the unit sphere with
a weight function ω = ω(x)
∂tu(t, x) +
1
ω(x)∇ ·
(
ω(x)F (x, u(t, x))
)
= 0. (6.15)
Flux vector tangent to the sphere can always be expressed in the form
F (x, u) = n(x) ∧ Φ(x, u), x ∈ S2, u ∈ R, (6.16)
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where Φ = Φ(x, u) is a u-dependent vector field defined in the ambient space R3,
n = n(x) denotes the unit normal vector to the sphere and the symbol ∧ denotes the
cross product. As explained earlier, we are primarily interested in geometry-compatible
flux vectors satisfying, by definition,
∇ · (F (·, u¯)) = 0, (6.17)
where u is an arbitrary real constant.
Especially, the broad class of gradient-type flux vector fields is defined by
Φ(x, u¯) = ∇h(x, u¯), x ∈ S2, u¯ ∈ R, (6.18)
in which h = h(x, u¯) is an arbitrary scalar function and∇ denotes the gradient operator
in R3. Under these conditions, the flux vector field reads
F (x, u¯) = n(x) ∧∇h(x, u¯), x ∈ S2, u¯ ∈ R (6.19)
and we then refer to (6.14) as the geometric Burgers equations on the sphere
and are determined by a scalar function h : R3×R→ R. We will refer to the function
h as the scalar potential of the equation. For instance, if h is chosen to be a linear
function in the space variable, then Φ is independent of x but its projection on the
tangent space of the sphere is still “non-trivial”.
6.3 Classes of flux vector fields
6.3.1 Foliated flux vector fields
A flux field F (x, u) depends on both the state variable u and the space variable x.
For convenience, we adopt the notation xj = xj from now on. Roughly speaking,
the dependency in x drives the propagation of the waves, while the dependency in u
may induce the formation of shocks in the solutions. Some aspects of the influence of
the parameters x and u on the evolution of the solution are observed and analyzed in
various cases studied in the numerical tests.
Let us illustrate with two examples, which we will later investigate numerically. In Test
1-a discussed below, the directions of propagation depend on the space variable x only,
which is achieved by choosing the potential function h(x, u) = −x3u. The solutions
are simply transported so that the directions of this transportation (or level sets) are
defined by the curves x3 = c, where c ∈ [−1, 1] is any real constant. Having here
a potential which is linear in u, no shock wave can form during the evolution (from
regular data, say).
On the other hand, when the potential function is chosen to be h(x, u) = −x3u2/2 (as
will be investigated in Test 5, below), again the directions of evolution are given by
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the curves x3 = c, where c ∈ [−1, 1] is any real constant. For this case, shock waves
do form in finite time from “general” initial data: this feature is due to the nonlinear
dependency of h in the variable u. These shocks generate rather large variations in
solutions along the level sets. We still have formation of shocks within each level set
and the solution can be computed independently in each of these lines. We will observe
later that each solution converges asymptotically to a constant value on each line.
To conduct a rigorous numerical analysis and with the examples above in mind, it is
useful to introduce some new definitions, which allows us to have the classification of
the flux vectors and the type of evolution of solutions. Consider first the dependency
in the variable x ∈ S2. Our analysis has found that the following parameterized level
sets ΓC,u =
{
x ∈ R3
/
h(x, u) = C
}
play a central role and that the following definition
is most relevant.
Definition 6.3.1 A gradient flux vector field F (x, u) = n(x)∧∇h(x, u) defined on the
sphere S2 and associated with a potential function h is called a foliated flux field if
the associated family of level sets
{
ΓC,u
}
C∈R in R
3 is independent of the parameter u,
in the sense that for any two u1, u2 one can find C1, C2 such that ΓC1,u1 = ΓC2,u2 .
As will be confirmed later by our numerical tests, when the foliated condition above
holds, the directions of propagation associated with Equation (6.15) depend on the
spatial variable x only, and are independent on the variable u; hence, the level sets are
determined by the spatial variable only and remain unchanged over time, even under
the evolution of the solution.
A typical subclass of interest is obtained when h has the following splitting form.
Definition 6.3.2 All gradient flux vector field F (x, u) = n(x) ∧ ∇h(x, u) defined on
the sphere S2 and associated with a potential function h of the form
h(x, u) = h(x)f(u) (6.20)
(for an arbitrary h) are foliated and are referred to as foliated flux field based on
splitting.
Flux vectors of the form above will be investigated later in numerical tests. In particu-
lar, we use the x-linear potential functions, defined by h(x, u) = (x · a)f(u), where
x · a denotes the scalar product of the vector x and some constant vector a ∈ R3. In
the latter situation, we have a very natural slicing of the sphere S2 by planes in R3. In
all the above cases, we obtain decoupled “dynamics” on each level set. If the family of
level sets is locally a family of curves, then the conservation laws reduces to a family
of one-dimensional equations on each curve.
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6.3.2 Notion of independent domains
When the flux is not foliated, we will consider that we are in a “generic” situation and
will use the terminology “generic flux field” and, in this case, the potential function
h = h(x, u) does not have the specific structure exhibited above. Yet, this function
can be decomposed into some homogeneous terms and the evolution of the solution is
influenced by all those terms, especially, the direction of propagation changes during
the evolution, until the solution finally converges asymptotically to some limiting state.
The following notion of “independent domain” on the sphere, presented now, will be
of importance in our forthcoming study of the asymptotic convergence of solutions.
Definition 6.3.3 Given a gradient flux field, a subset of the sphere S2 is called an
independent domain if within the family of level sets
{
ΓC,u
}
C∈R, one can find one
level set that is independent of the parameter u and coincides with the boundary of this
domain.
Such independent domains may exist for foliated flux field as well as generic flux
fields. For example, the circle on the sphere defined by x1 = 0 splits the sphere
in two independent domains for the foliated flux based on the potential function
h1(x, u) = x1u2. The same is true for the generic flux field based on the potential
function h2(x, u) = x1u2 + x1x2u3.
6.3.3 Genuine nonlinearity and late-time asymptotics
Consider now the dependency of the scalar potential h in u. A special situation is
obtained when the function h is linear in u, and in which case we use the terminology
“linear flux”. The classification that we introduced to distinguish between foliated
flux and generic flux, and the character of linearity of the flux are expected to be
sufficient to predict the late-time asymptotic behavior of the solutions. The following
will be validated numerically concerning the asymptotic behavior of solutions. Under
the notation and assumptions (6.16) and (6.18) and for any initial condition, three
late-time asymptotic behaviors are expected for entropy solutions of Equation (6.15):
• For a linear foliated flux, the solutions are simply transported within the level
sets.
• If the flux is foliated with nonlinear behavior, the solution converges to its con-
stant average in each level set.
• The generic flux generates large variations in solutions, which finally converge to
constants within independent domains on the sphere.
125
The late-time asymptotic behavior of the solutions for linear foliated flux is numerically
studied in Section 6.7 using Test 1-a and Test 1-b. According to our analysis, we
concluded that for this type of flux, the solution is transported along each level set.
The propagation speeds of the solution along the sets depend on the variation of the
scalar potential function according to the spatial variable.
We examine the case of nonlinear foliated flux using Test 2-b, Test 3-a and Test 5
presented in Section 6.7. In general for this type of flux the solution converges to its
constant average in each level set as examined in Test 5. Some particular behaviors can
be numerically observed according to the structure of the computational grid for non-
linear foliated fluxes in which the solution converges to constant values in independent
domains on the sphere. The lines which split these domains are part of the level sets.
As examples, the solution of Test 2-b converges asymptotically to two constant values
in two independent domains on the sphere and the solution of Test 3-a converges to
one constant value on the entire sphere.
For a generic flux, as will be shown by the tests performed in Section 6.7, the behavior
of the solution is largely influenced by the dependency of the scalar potential h(x, u),
both on the spatial variable x and the value of the function u. In those tests we consider
generic fluxes in which the scalar potential is composed of different homogeneous fluxes.
Following the tests performed in this paper, for this type of flux, the solution converges
to constant values in independent domains on the sphere. The system of equations is
conservative. Thus the constant values, which are the asymptotic limits of convergence,
represent the averages of the function taken as initial condition in those domains.
6.4 Special classes of solutions
6.4.1 Wave structure
There are many solutions of particular interest which may have a very rich wave struc-
ture, including spatially periodic solutions and steady state solutions. Since for the
foliated flux, the system of equations of interest can be reduced to a family of one-
dimensional equations on level sets, this type of flux is considered to construct some
particular and interesting solutions. The foliated flux with linear behavior is used
to obtain the spatially periodic solutions. The foliated flux with nonlinear behavior
is employed to construct large families of stationary solutions which are communally
used in the numerical tests to check the well-balanced property. We will see in our
numerical tests that for a nonlinear foliated flux, the level sets introduced in this paper
can be used to improve the numerical schemes by considering a suitable choice of the
mesh in order to preserve the stationary solutions. More precisely, in order to preserve
numerically the steady state solutions, the lines of the computational grids should be
a part of the level sets and their equipotential curves which are orthogonal to them.
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6.4.2 Spherical coordinates
The two-dimensional spherical coordinate system is considered here. The position of
each point on the sphere is specified by its longitude λ ∈ [0, 2pi] and its latitude φ ∈
[−pi/2, pi/2]. The coordinates are singular at the south and north poles, corresponding
to φ = −pi/2 and φ = pi/2, respectively. The Cartesian coordinates are denoted by
x = (x1, x2, x3)T ∈ R3 with the corresponding standard basis vectors i1, i2 and i3. The
spherical coordinates under consideration lead to the following unit normal vector to
the sphere.
n(x) = cosφ cosλi1 + cosφ sin λi2 + sinφi3,
and for each point on the sphere with coordinates (λ, φ), we obtain the following unit
tangent vectors in the directions of longitude and latitude
iλ = − sin λi1 + cosλi2,
iφ = − sinφ cosλi1 − sinφ sin λi2 + cosφi3.
The equation of conservation law (6.15), can be rewritten using the spherical coordi-
nates in the following form:
∂tu+
1
cosφ(
∂
∂φ
(Fφ cosφ) +
∂Fλ
∂λ
) = 0, (6.21)
where Fλ and Fφ are the flux components in spherical coordinates. They are given for
each three-dimensional flux of the form Φ(x, u) = f˜1(x, u)i1 + f˜2(x, u)i2 + f˜3(x, u)i3 as
follows:
F (x, u) = Fλ(λ, φ, u)iλ + Fφ(λ, φ, u)iφ,
Fλ(λ, φ, u) = f˜1(x, u) sinφ cosλ+ f˜2(x, u) sinφ sin λ− f˜3(x, u) cosφ,
Fφ(λ, φ, u) = −f˜1(x, u) sinλ+ f˜2(x, u) cosλ.
(6.22)
6.4.3 Solutions for linear foliated flux
We consider the family of linear fluxes defined on the basis of the scalar potential
h(x, u) = h(x)u with h(x) = −cxd3 for an integer d ≥ 1 and a real number c chosen
arbitrarily. Under these considerations, the three-dimensional flux reads
Φ(x, u) = ∇h(x, u) = −cdxd−13 ui3. (6.23)
The components of the flux in spherical coordinates can be deduced by using the
explicit formulas (6.22) as follows
Fλ(λ, φ, u) = cdxd−13 cosφu,
Fφ(λ, φ, u) = 0.
(6.24)
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Finally, it is easy to derive the analytical solution for any initial condition u0(λ, φ)
u(x, t) = u0(λ− cφt, φ),
cφ = cdxd−13 .
(6.25)
The level sets of this type of fluxes are the circles on the sphere defined by constant
latitudes. For d = 1 the solution is simply transported within those level sets with
the same angular speed and it is globally preserved in a rotating frame. For d > 1
the solution is transported within the level sets with different angular speeds and it
is preserved in a moving frame along each level set but the solution is not globally
preserved. We note that more general forms of the solutions for linear fluxes can be
obtained by considering other functions h(x).
6.4.4 Non-trivial steady state solutions
In this section, we present some general classes of non-trivial steady state solutions
which will be used in the numerical tests. As mentioned before, foliated fluxes are used
to construct non-trivial stationary solutions. More precisely, based on the expected
asymptotic behavior for non-linear foliated flux, the solution of Equation (6.15) evolves
along each level set and for a long period of time, this solution converges asymptotically
to a constant value on each level set. Thus, it is straightforward (but fundamental)
to deduce that for this type of flux, any stationary solution of Equation (6.15) must
be constant along each level set. This result is important and further simplifies the
problem to find the stationary solutions. However, for the solutions which are used in
our numerical tests, it will be proved that they are stationary. We will be particularly
interested, in this section, to a linear splitting flux vector defined on the basis of the
scalar potential h(x, u) = (x·a)f(u), where as already mentioned x.a denotes the scalar
product of the vector x and some constant vector a = (a1, a2, a3)T ∈ R3. For this case
the corresponding flux is obtained as
F (x, u) = f(u)n(x) ∧ a.
The level sets of this flux are the circles defined as the intersections of the sphere with
the planes defined as x.a = c, where |c| ≤ ‖a‖2. These level sets will be parametrized
by the real constant c and denoted by Γc. The following Corollary describes for the
above-mentioned type of flux, a family of non-trivial steady state solutions
Corollary 6.4.1 (A family of steady state solutions). Consider the foliated
flux vector F (x, u) = f(u)n(x) ∧ a, where a is some constant vector in R3. For any
function u˜ which depends on one variable, the function defined as u0(x) = u˜(x · a) =
u˜(a1x1 + a2x2 + a3x3) is a stationary solution to the conservation law (6.15) associated
to the flux F (x, u).
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Proof. In order to prove that the function u0(x) is a stationary solution we use the
claim 3.2 in Ben-Artzi et al. (2009). To conduct this, we consider the function H(x) =
H0(a1x1 + a2x2 + a3x3), where H0(µ) =
∫ µ
µ0 f(u˜(µ))dµ for some reference value µ0.
It is clear that h(x, u) = (x · a)f(u) is a smooth function in R3, particularly in a
neighborhood of S2. The following results are obtained
∇yh(y, u0(x))|y=x = (a1i1 + a2i2 + a3i3)f(u˜(a1x1 + a2x2 + a3x3))
and ∇yh(y, u0(x))|y=x = ∇H(x), where ∇ is the standard gradient operator defined
using the variable x and ∇y is the gradient operator defined using the variable y.
Therefore, all hypothesis of claim 3.2 in Ben-Artzi et al. (2009) are satisfied. Finally,
the function u0(x) is a stationary solution of the conservation law (6.15). 
Since u0(x) = u˜(x·a), then the function u0 is constant on each level set Γc. We are inter-
ested in discontinuous solutions. The results of Corollary 6.4.1 will be used to construct
discontinuous stationary solutions for some selected flux vectors. In particular, if the
same assumptions of the Corollary 6.4.1 are considered with f(u) = u2/2, then for any
function u˜ which depends on one variable, the function defined as u0(x) = χ(x·a)u˜(x·a)
is a stationary solution to the conservation law (6.15), where χ(x ·a) is a discrete func-
tion which depends on the variable x · a and takes the values ±1 .
Particular values of the vector a will be used in order to construct several forms of
foliated flux which will be used in the numerical tests. In the second test, we consider
the flux of the form F (x, u) = f(u)n(x) ∧ i1 (i.e a = i1). For this flux any function
which depends on the first coordinate x1 only, is a steady state solution of Equation
(6.15). In the third test, the vector a = i1 + i2 + i3 is considered and for this case we
obtain a steady state solution in a spherical cap of the form u0(x) = u˜(x1 + x2 + x3),
where u˜ is an arbitrary real function depending on one variable.
6.5 Geometric finite volume method on the sphere
6.5.1 Discrete form of the divergence operator
Following Ben-Artzi et al. (2009), we design a Godunov-type, finite volume scheme that
is based on an intrinsic approach and provides an accurate treatment of the geometry.
Second-order accuracy is obtained with the technique developed by Ben-Artzi and
Falcovitz (2003), LeFloch and Raviart (1988), and Bourgeade et al. (1989). Earlier
work was done by Berger et al. (2009) and Rossmanith et al. (2004); Rossmanith
(2006) based on high resolution schemes and approximate Riemann solvers, but by
embedding the sphere in a “cubic mesh” in R3.
In the following, we present the discrete form of the geometry-compatible finite volume
scheme which was formulated in Ben-Artzi et al. (2009). In order to ensure a suitable
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discrete form, an important condition obtained from the theory established by Ben-
Artzi and LeFloch (2007) called the “zero-divergence” was used in the construction of
the scheme.
The general structures of the cells used in the numerical scheme are shown in Fig-
ure 6.1. When we go from the equator to the north or south poles, for some spe-
cial latitude circles, the cell is changed by a ratio of 2 in order to reduce the num-
ber of cells, to respect the condition of stability and to have a homogeneous pre-
cision in the entire domain of the sphere. The domain of each cell is defined as
Ω := {(λ, φ), λ1 6 λ 6 λ2, φ1 6 φ 6 φ2}. A cell near the north or south poles has
three sides which is a special case of the standard cell shown in Figure 6.1 with zero
length for one side.
The divergence operator is discretized using the geometry compatibility condition and
the flux is approximated using the following formula:
(∇ · (F (x, u(t, x))))approx = Ii
ωi
, (6.26)
where Ii = (
∮
∂Ω F (x, u) · ν(x)ds)approx which is obtained using the divergence theorem,
ν(x) is the unit normal vector to the boundary ∂Ω of the cell, ds is the arc length along
∂Ω, and ωi is the area of the cell. The parameter Ii is calculated for each side e of the
cell in terms of the scalar potential h using the following expression:( ∮ e2
e1
F (x, u) · ν(x)ds
)approx
=
∮ e2
e1
(n(x) ∧ Φ(x, u)) · ν(x)ds
= −
∮ e2
e1
Φ(x, u) · (n(x) ∧ ν(x))ds
= −
∮ e2
e1
∇h(x, u) · τ(x)ds = −
∮ e2
e1
∇∂Ωh(x, u)ds
= −(h(e2, um)− h(e1, um)),
(6.27)
where e1 and e2 are, respectively, the initial and final endpoints of the edge e, τ(x) is
the unit tangent vector to the boundary ∂Ω, um is the solution of the Riemann problem
in the orthogonal direction to the interface e, and the operator ∇∂Ω is the derivative
along the boundary ∂Ω.
Observe that the grid structure shown in Figure 6.1 is favorable in order to apply the
standard splitting approach, which will be described in the section below. We can
then solve generalized Riemann problems at each interface of discontinuity by using
the variables λ and φ separately. This grid structure also provides a discrete form of
the scheme which exactly satisfies the “null-divergence” condition.
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Figure 6.1 Types of grids used on the sphere
6.5.2 Equations for the splitting approach
The different approximations used in the numerical scheme are based on the splitting
of the equations. Without loss of generality, the following scalar potentials are used to
explain the procedure and the different equations of the splitting approach
h(x, u) = h1(x)f1(u) + h2(x)f2(u) + h3(x)f3(u), (6.28)
which leads to the corresponding gradient flux vector:
Φ(x, u) = ∇h(x, u)
=
3∑
j=1
∂hj(x)
∂x1
fj(u)i1 +
3∑
j=1
∂hj(x)
∂x2
fj(u)i2 +
3∑
j=1
∂hj(x)
∂x3
fj(u)i3.
(6.29)
Using Claim 2.2 in Ben-Artzi et al. (2009), the above expression of Φ(x, u) as a gradient
ensures the validity of the geometry compatibility condition. Equations (6.22) are used
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to obtain the following flux components in spherical coordinates:
Fλ(λ, φ, u) = Φ1(x, u) sinφ cosλ+ Φ2(x, u) sinφ sin λ− Φ3(x, u) cosφ,
Fφ(λ, φ, u) = −Φ1(x, u) sinλ+ Φ2(x, u) cosλ,
(6.30)
where Φi(x, u) =
∑3
j=1
∂hj(x)
∂xi
fj(u), i = 1, 2, 3.
The geometry compatibility condition is equivalent to the following relation in spherical
coordinates which is valid for any constant value u¯ ∈ R:
∂(Fφ(λ, φ, u¯) cosφ)
∂φ
+ ∂Fλ(λ, φ, u¯)
∂λ
= 0. (6.31)
From (6.30) and (6.31) we derive
− sin λ
3∑
j=1
∂h
′
j1(x) cosφ
∂φ
fj(u¯) + cosλ
3∑
j=1
∂h
′
j2(x) cosφ
∂φ
fj(u¯)
+ sinφ
3∑
j=1
∂h
′
j1(x) cosλ
∂λ
fj(u¯)
+ sinφ
3∑
j=1
∂h
′
j2(x) sinλ
∂λ
fj(u¯)− cosφ
3∑
j=1
∂h
′
j3(x)
∂λ
fj(u¯) = 0,
(6.32)
where h′ji(x) =
∂hj(x)
∂xi
, i = 1, 2, 3 j = 1, 2, 3. Using the conservation law in spherical
coordinates (6.21), the flux components given by Equations (6.30), and the geometry-
compatibility property formulated by Equation (6.32), we establish the following equiv-
alent formulation of the conservation law, which is easier to work with:
∂u
∂t
−
3∑
j=1
h
′
j1(x)
∂fj(u)
∂φ
sin λ+
3∑
j=1
h
′
j2(x)
∂fj(u)
∂φ
cosλ
+ tanφ(
3∑
j=1
h
′
j1(x)
∂fj(u)
∂λ
cosλ+
3∑
j=1
h
′
j2(x)
∂fj(u)
∂λ
sin λ)
−
3∑
j=1
h
′
j3(x)
∂fj(u)
∂λ
= 0.
(6.33)
The longitude and the latitude of the midpoint of the cell interface are denoted by λm
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and φm, respectively. From Equation (6.33) we obtain the following “λ split” equations:
∂u
∂t
+ ∂g(x, u)
∂λ
= Sλ,
g(x, u) = tanφm
 3∑
j=1
h
′
j1(x)fj(u) cosλ+
3∑
j=1
h
′
j2(x)fj(u) sinλ

−
3∑
j=1
h
′
j3(x)fj(u),
Sλ = tanφm
 3∑
j=1
fj(u)
∂h
′
j1(x) cosλ
∂λ
+
3∑
j=1
fj(u)
∂h
′
j2(x) sinλ
∂λ

−
3∑
j=1
fj(u)
∂h
′
j3(x)
∂λ
,
(6.34)
while the “φ split” equations are
∂u
∂t
+ ∂κ(x, u)
∂φ
= Sφ,
κ(x, u) = −
3∑
j=1
h
′
j1(x)fj(u) sinλ+
3∑
j=1
h
′
j2(x)fj(u) cosλ,
Sφ = −
3∑
j=1
fj(u) sinλ
∂h
′
j1(x)
∂φ
+
3∑
j=1
fj(u) cosλ
∂h
′
j2(x)
∂φ
.
(6.35)
The right-hand side terms Sλ and Sφ of the previous equations are the result of the
explicit differentiation of the flux functions g(x, u) and κ(x, u). Equations (6.34) and
(6.35) are integrated using TVDRK3.
6.5.3 Second-order approximations based on generalized Riemann prob-
lems
We now present the algorithm used for the second-order finite volume method based
on generalized Riemann solver. Since the same method is applied for the equations
(6.34) and (6.35), we present the procedure for the case of the “λ split” equations. In
the second-order method based on the general Riemann problem, it is assumed that
for any time step tn, the solution is approximated by a piecewise linear function.
Subject to the initial data for u, the proposed linear reconstruction is used as explained
in detail in the next section to obtain the boundary values of u denoted by uL and
uR and its λ-slopes denoted by uL,λ and uR,λ at each cell interface of midpoint of
coordinates (λm, φm). These values are used to obtain the solution u˜m of the Riemann
problem. The general Riemann problem method uses a linear temporal approximation
to obtain the value of the solution of Riemann problem um at time tn + ∆t/2. The
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approximation of this solution is obtained as:
um = u˜m + ∂u
∂t
(λm, φm, tn)
∆t
2 . (6.36)
In Equation (6.36), the derivative term is obtained by using the value of the slope of u
in the longitude direction at the cell interface which is denoted by um,λ
∂u
∂t
(λm, φm, tn) = −um,λ∂g(x, u)
∂u
|(λm,φm,u˜m) . (6.37)
The parameter um,λ is obtained by the associated Riemann problem. In the following
we recall briefly the procedure used to solve the Riemann problem to obtain the values
of u˜m and the slope um,λ.
For uL ≤ uR, we consider the “convex envelope” of g and the solution u˜m is obtained
as follows:
u˜m = argv∈[uL,uR] min(g(x, v) | (λm, φm)). (6.38)
There are three cases for this solution and for the slope um,λ:
(i) A wave moving to the right:
u˜m = uL, um,λ = uL,λ. (6.39)
(ii) A wave moving to the left:
u˜m = uR, um,λ = uR,λ. (6.40)
(iii) A sonic point:
uL < u˜
m < uR, ∂ug(x, u) |(λm,φm,u˜m)= 0. (6.41)
Note that for the sonic case, it is easy to conclude, using the equations (6.37) and (6.41),
that the time-derivative of u reduces to ∂u
∂t
(λm, φm, tn) = 0. The geometry-compatibility
condition remains valid also for the second-order scheme. Indeed, if we consider the
condition u ≡ const in the computational cell and its neighbors, the slopes and the
time-derivatives of the generalized Riemann solution vanish and the solution remains
constant. Under the condition uL > uR, the same procedure is used by considering
the “concave envelope” of g and the value u˜m that maximizes the function g(x, v) with
v ∈ [uR, uL]. Finally, the same procedure is used for the case of the “φ split” equations
using the boundary values of u and its φ-slopes uL,φ and uR,φ at each cell interface.
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6.5.4 The proposed piecewise linear reconstruction
In this section, we describe the proposed piecewise linear reconstruction. At each time
step tn, data cell average values uni,j in each cell of center (λi, φj) are locally replaced by a
piecewise linear function. The indices i and j are used along the longitude and latitude
respectively to locate the position of the centers of cells. The proposed reconstruction
leads to the following local function:
uni,j(λ, φ) = uni,j + (λ− λi)αni,j + (φ− φj)βni,j, (6.42)
where αni,j and βni,j are the slopes in the directions of longitude and latitude, respectively.
We consider the notation un±
i+ 12 ,j
for the corresponding right and left values of u at the
interface (i+ 12 , j) in the longitude direction which are obtained by using the proposed
piecewise linear reconstruction at time tn. In the same way the notation un±i,j+ 12 is used
for the right and left values at the interface (i, j + 12) in the latitude direction for
the function u at time tn. These values are used to obtain the associated Riemann
values which are denoted by un
i+ 12 ,j
and un
i,j+ 12
at the interfaces (i+ 12 , j) and (i, j +
1
2),
respectively.
The slope αni,j is obtained by using the following steps:
u˜ni+ 12 ,j
= un−1
i+ 12 ,j
+ (∂u
∂t
)n−1
i+ 12 ,j
(tn − tn−1),
α˜ni,j =
1
∆λ(u˜
n
i+ 12 ,j
− u˜ni− 12 ,j),
αni,j =
1
∆λ minmod((u
n
i+1,j − uni,j)),∆λα˜ni,j, (uni,j − uni−1,j)),
(6.43)
where un−1
i+ 12 ,j
is the solution of the Riemann problem at the interface (i + 12 , j) which
is obtained in the previous step tn−1 using the procedure explained in Section 6.5.3.
The value of u˜n
i+ 12 ,j
computed using the first equation in (6.43) based on the data from
step tn−1 is an approximation of the solution of the Riemann problem at the interface
(i+ 12 , j) at time tn. The instantaneous time-derivative (
∂u
∂t
)n−1
i+ 12 ,j
in (6.43) is computed
in the previous step tn−1 using Equation (6.37). In the third equation of (6.43) we use
the multivariable minmod function defined as
minmod(σ1, σ2, σ3)
=
σmin(|σ1|, |σ2|, |σ3|), if sign(σ1) = sign(σ2) = sign(σ3) = σ,0. otherwise. .
(6.44)
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In the same way the slope βni,j is obtained by using the following steps:
u˜ni,j+ 12
= un−1
i,j+ 12
+ (∂u
∂t
)n−1
i,j+ 12
(tn − tn−1),
β˜ni,j =
1
∆φ(u˜
n
i,j+ 12
− u˜ni,j− 12 ),
βni,j =
1
∆φ minmod((u
n
i,j+1 − uni,j)),∆φβ˜ni,j, (uni,j − uni,j−1)),
(6.45)
where un−1
i,j+ 12
is the solution in the previous step tn−1 of the Riemann problem at the
interface (i, j + 12) which is obtained by using the same procedure explained in Section
6.5.3 for the case of the “φ split” equations. The value of u˜n
i,j+ 12
is obtained by using the
first equation in (6.45). This value is an approximation of the solution of the Riemann
problem at the interface (i, j + 12) at time tn. The value of the instantaneous time-
derivative (∂u
∂t
)n−1
i,j+ 12
is obtained in the previous step tn−1 using an equation similar to
(6.37), and by using the slope um,φ of u in the latitude direction at the cell interface.
It should be mentioned that, in the first step, we do not have data from any previous
step. For this case, in the proposed piecewise linear reconstruction, the third equations
in (6.43) and (6.45) are used to obtain the slopes αni,j and βni,j, respectively, without
using the parameters α˜ni,j and β˜ni,j. In the new third equations in (6.43) and (6.45), we
use a two-variable minmod function.
6.6 Analysis of the spatial and temporal orders of accuracy of the scheme
6.6.1 Spatial order of the scheme
Two numerical tests are performed in order to determine experimentally the spatial
order of accuracy of the proposed scheme. We used the nonlinear foliated flux defined
from the scalar potential h(x, u) = (x.a)f(u) with f(u) = u2/2. In the first test, we
consider the flux with a = i1 and, as initial data, the three (steady state) functions:
u1(0, x) = x1, u2(0, x) = x1 cosh(x1), and u3(0, x) = x31 sin x1. For the second test, we
use the flux with a = i1 + i2 + i3 and, as initial data, the three steady state solutions:
v1(0, x) = sinh θ/(1 + θ2), v2(0, x) = (1− θ)eθ, and v3(0, x) = θ3 with θ = x1 + x2 + x3.
To determine numerically the spatial convergence rate, we use a very small time step
∆t = 0.0001 in order to render the temporal errors negligible. Different sizes of the
computational cells are used to obtain the evolution of the error. We use the longitude
step ∆λ and the latitude step ∆φ with the same order, and to evaluate the errors, we
use the mesh-size weighted L1-norm. Figure 6.2 shows the evolution of the L1-error in
a log-log scale up to the time T = 5 for the first and second tests. For both choices
of flux and for all the initial conditions under consideration, we observe that for small
sizes of the computational cells the spatial convergence rate is approximately equal to
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2. This result confirms the second-order of spatial accuracy of the scheme studied in
this paper.
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Figure 6.2 Evolution of L1-error in log-log scale until time T = 5 (dx = log(∆λ)) for the
nonlinear foliated flux defined on the basis of the scalar potential h(x, u) = (x.a)f(u).
Left: For the nonlinear foliated flux defined by using a = i1. Right: For the nonlinear
foliated flux defined by using a = i1 + i2 + i3.
6.6.2 Impact of the splitting approach on the temporal order of the scheme
In this section we study the impact of the splitting approach on the third-order of the
TVD Runge-Kutta method used for time integration in the proposed scheme. The
experimental determination of the temporal accuracy is more challenging since the
combined effects of spatial and temporal errors are, in general, difficult to distinguish.
The use of a very small size of the computational cells to reduce the spatial errors
is not possible since the stability condition limiting the ratio value ϑ∆t/Lcell should
be satisfied for each cell, where Lcell is the minimum distance inside the cell from its
center, and ϑ is the wave speed. We will use the algorithm used by Bona et al. (1995)
to numerically obtain the order of temporal accuracy of the proposed method.
For a fixed size of mesh ∆λ = ∆φ, we consider a reference solution at time T denoted
by uref which is obtained by using a very small time step ∆tref . This reference solution
will differ from the exact solution by an error that is almost purely from the spatial
discretization. This solution is used in the numerical tests in order to cancel the spatial
errors. For a fixed spatial size ∆λ of the computational cell, a modified error at time T
denoted by E˜ is defined using the L1-norm. This modified error is computed for values
of time steps ∆t that are larger than ∆tref , using the following formulas:
E˜(T,∆t) =
∥∥∥u(n)(∆λ,∆t)− u(n)ref (∆λ,∆tref )∥∥∥L1 / ∥∥∥u(a)∥∥∥L1 , (6.46)
where u(a) is the analytical solution and u(n) is the numerical solution obtained by
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using a time step ∆t and the same spatial step ∆λ used for the reference solution u(n)ref .
For small values of ∆t which are larger than ∆tref , the temporal rate of convergence
of the proposed scheme can be visible because when we subtract the reference solution
u
(n)
ref (∆λ,∆tref ) from the approximate solution u(n)(∆λ,∆t), the spatial errors are al-
most canceled. In order to experimentally check the order of accuracy of the proposed
temporal method which combines the method TVDRK3 with the splitting approach a
numerical test is performed using the nonlinear foliated flux defined based on the scalar
potential h(x, u) = (x.a)f(u) with f(u) = u2/2 and a = i1. The proposed scheme is
applied to the system (6.21) subject to the initial condition (steady state solution)
u(0, x) = x31.
The temporal rate of convergence at time T = 5 is shown in Table 6.1 for ∆tref =
0.0001. The results confirm that the splitting method has less impact on the third
order accuracy of the TVD Runge-Kutta method used for temporal integration.
Table 6.1 Temporal rate of convergence of the proposed scheme at T = 5
∆t 1E-03 2E-03 4 E-03 6 E-03 1 E-02
Rate 3.00 3.00 3.00 2.99 2.98
6.7 Numerical experiments
6.7.1 First test case with linear foliated flux
Referring to Section 6.4.3, here we perform two tests cases using linear fluxes based
on different scalar potentials h(x, u) = h(x)u. We consider a grid with an equatorial
longitude step ∆λ = pi/96 and a latitude step ∆φ = pi/96, and a time step ∆t = 0.01.
In the first numerical test (Test 1-a), the function h(x) = −x3 is considered, which
leads to the following flux vector:
Fλ(λ, φ, λ) = cosφu, Fφ(λ, φ, λ) = 0. (6.47)
We consider the initial condition with a discontinuity along the curve x1 = 0, defined
as:
u(0, x) =
 cosφ, x1 ≥ 0,− cosφ, otherwise. (6.48)
For this case, the solution is transported with the same angular speed along the level
sets which are the circles defined by φ = φc, where φc ∈ [−pi/2, pi/2]. Figure 6.3, on
the left, shows the solution at time t = 50 and confirms that it is globally preserved in
rotating frame on the sphere.
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Figure 6.3 Solutions of Test 1-a (left) and Test 1-b (right) at time t = 50 with ∆t = 0.01,
∆λ = pi/96, and ∆φ = pi/96.
Now we consider the second test (test 1-b) in which the flux vector is defined on the
basis of the scalar potential h(x, u) = −x23u, and the same initial condition is used as in
the first test. For this test, again the solution is transported along the same level sets
but with different angular speeds. As shown in Figure 6.3, on the right, the solution is
preserved at time t = 50 on each level set in a moving frame but not globally preserved
on the sphere.
6.7.2 Second test case with nonlinear foliated fluxes
In this section several aspects will be analyzed for a nonlinear foliated flux of the form
F (x, u) = f(u)n(x) ∧ i1 with f(u) = u2/2. The evolution of L1- error of the proposed
scheme is analyzed using discontinuous steady state solutions. The entropy stability
property (6.3), the time-variation diminishing property (6.4), and the contraction prop-
erty (6.5), are analyzed for the first and second order of the scheme. The late-time
asymptotic behaviors of the solutions are analyzed using this flux and different initial
conditions.
First, we consider the following discontinuous steady state solution of Equation (6.15)
which is taken as an initial condition (test 2-a).
u1(0, x) =
 1, x1 ≤ 0,−1, otherwise. (6.49)
In this test we compute the numerical solution by using the computational cell with
equatorial longitude step ∆λ = pi/96 and latitude step ∆φ = pi/96, and a time step
∆t = 0.03.
A two-dimensional view of the solution at time t = 100 is presented in Figure 6.4
(left) which confirms that the solution remains unchanged over the entire sphere. The
139
-1
-0.5
0
0.5
1
X3
-1
-0.5
0
0.5
1
X1
-1
-0.5
0
0.5
1
X2
X Y
Z
Time
Er
ro
r
5 10 15 20 25 30
2.0E-04
4.0E-04
6.0E-04
8.0E-04
1.0E-03
Proposed scheme
Central-upwind scheme
Figure 6.4 Solution of Test 2-a on the entire sphere (left) at time t = 100. Evolution of
L1-error of the solution until time t = 30 for Test 2-b (right) using the proposed scheme
and Central-upwind scheme with γ = 0.1. The grid with ∆λ = pi/96 and ∆φ = pi/96
is used for the two tests cases.
numerical solution is in good agreement with the initial condition and it remains steady
state. For this example, since the discontinuity coincides with the level set (x1 = 0),
there is no numerical impact of the mesh structure on the solution which is preserved for
a large simulation time. More generally, if we use the assumption that the sides of the
mesh coincide with the level sets of the flux and their orthogonal equipotential curves,
the second-order scheme based on the geometric-compatible property can correctly
compute the discontinuous steady sate solutions based on constant values on partially
closed domains on the sphere. One can say that the scheme satisfies the discontinuous
geometric-compatible property since it is capable to capture all discontinuous steady
sate solution based on constant values on closed domains which form a partition on
the sphere. But this property is numerically valid if a subset of the level sets is taken
as a lines of computational cells which is very important for the performance of the
numerical schemes in the case of nonlinear foliated flux.
Now we consider a new test (Test 2-b) using the following steady state solution, with
more discontinuities, which is defined in three domains separated by two closed curves
on the sphere defining these discontinuities.
u2(x) =

γx31, −1 ≤ x1 ≤ −0.5,
0.5γx21, −0.5 < x1 < 0.5,
−0.25γx1, 0.5 ≤ x1 ≤ 1,
(6.50)
where the parameter γ is introduced in order to control the amplitude and shocks of
the solution.
The numerical solution is computed by using the same computational grid as that
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considered in the previous test and a time step ∆t = 0.03. Figure 6.4, on the right,
shows the evolution of L1-error of the solution (6.50) with γ = 0.1 until time t = 30
using the proposed scheme and the extension of the central-upwind scheme developed
by Kurganov and Petrova (2005) to the spherical case. The proposed scheme performs
much better than the central-upwind scheme especially for the discontinuous solutions
with large amplitudes and shocks. For γ = 0.3 at time t = 5, we obtain the L1-error of
9.3× 10−4 for the proposed method and the error of 1.7× 10−3 for the central-upwind
scheme.
Figure 6.5 shows the numerical solution on the equator of the sphere at time t = 5
using the initial condition (6.50) for the two cases γ = 0.1 (left) and γ = 0.3 (right).
The numerical solution is in good agreement with the analytical steady-state solution
(6.50).
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Figure 6.5 Solutions of Test 2.b at time t = 5 for the cases γ = 0.1 (left) and γ = 0.3
(right) using the proposed method with ∆t = 0.03, ∆λ = pi/96, and ∆φ = pi/96.
According to the scalar potential h(x, u) = x1u2/2, the circle defined on the sphere
by x1 = 0 splits the sphere into two independent domains, the first domain includes
the points with x1 ≥ 0 and the second includes the points with x1 < 0. The average
values of the initial condition in the first and second domains are denoted by uI and
uII , respectively. Figure 6.6, at the left, shows that the parameters ‖u(t)− uI‖L1 and
‖u(t)− uII‖L1 in the first and second domains of the sphere, respectively, are decreas-
ing over time and tend to zero for a large simulation time. The solution converges
asymptotically to different constant values in those domains and the convergence is
faster in the second domain than the first domain. Figure 6.6, on the right, presents
the two-dimensional view of the solution for a large simulation time and shows that
the solution has almost reached an asymptotic convergence.
Following our numerical experiments, the parameter ‖u(t)‖Lpω(M) using Lp norm for
p = 1, 2, 3, 4, 5, 10 and ∞, is decreasing with time which confirms that the entropy
stability property (6.3) is verified for all those norms.
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Figure 6.6 Convergence for Test 2-b using γ = 1. Left: Evolution of the parameters
E1(u) = ‖u(t)− uI‖L1 in domain 1 and E2(u) = ‖u(t)− uII‖L1 in domain 2 with
∆t = 0.05, ∆λ = pi/96 and ∆φ = pi/96. Right: Two-dimensional view of the solution
at time t = 50000.
Several tests were performed using the following functions in order to verify the time-
variation diminishing property (6.4). As shown in Figure 6.7, this property holds for
both cases of the first and second order of the scheme.
u1(0, x) =
 sin λ, x1 ≥ 0,− sin λ, otherwise, (6.51)
u2(0, x) =
 x3, λ ≤ pi,x3 cosλ, otherwise, (6.52)
u3(0, x) =
 x2, x1 ≤ 0,−x2ex1 , otherwise, (6.53)
u4(0, x) =

1
θ−1 , θ < 0,
1
1+θ2 , 0 ≤ θ ≤ 2/
√
3,
−3/7, otherwise,
(6.54)
where θ = x1 + 2x2 + x3.
We now proceed to the analysis of the contraction property (6.5) for the numerical
scheme using the L1-norm. We start by giving an example of two functions which
verify the contraction property for the first-order scheme but they do not verify this
property for the second-order method. We consider the functions v1 and w1 defined
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Figure 6.7 Time-variation diminishing property (6.4) for the first order of the scheme
(left) and for the second order of the scheme (right) until time t = 50 with ∆t = 0.01,
∆λ = pi/96 and ∆φ = pi/96.
by:
v1(0, x) =
 x1 + x
2
3, x1 > 0,
−x1 − x23, otherwise,
w1(0, x) = |x1|.
(6.55)
Figure 6.8, on the left, shows the evolution of the ratio E(v, w) defined by the following
formula and confirms that this parameter is decreasing only in the case of the first-
order scheme. Therefore, the contraction property (6.5) is valid only for the case of
the first-order scheme.
E(v, w) = ‖v(t)− w(t)‖L1ω(M)/‖v(0)− w(0)‖L1ω(M). (6.56)
Several tests are performed to verify the contraction property (6.5) for the first-order
scheme using the five pairs of functions given in Appendix I-1.
Figure 6.8, on the right, shows the evolution of the ratio E(v, w) for the five pairs of
functions. This parameter is decreasing for all cases, which confirms that the contrac-
tion property (6.5) is valid for all pairs of functions considered.
6.7.3 Third test case with nonlinear foliated fluxes –an alternative form
We consider the nonlinear foliated flux F (x, u) = f(u)n(x) ∧ (i1 + i2 + i3) which
corresponds to the scalar potential h(x, u) = (x1 + x2 + x3)f(u) with f(u) = u2/2.
Following the Corollary 6.4.1 for this flux any function of the form u0(x) = u˜(x1 +x2 +
x3) is a steady state solution of Equation (6.15), where u˜ is an arbitrary real function
depending on one variable. In this section the tests are performed using the following
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Figure 6.8 Contraction property (6.5) with ∆t = 0.01, ∆λ = pi/96 and ∆φ = pi/96.
Left : for the case of the first and second order schemes. Right: for the case of the
first-order scheme using several functions.
discontinuous steady state solution:
u1(0, x) =
 k
θ3+1
5−θ , −
√
3 ≤ θ ≤ 0,
k(θ2 − θ − 1/5), otherwise, (6.57)
where θ = x1 + x2 + x3. Using the inequality (x1 + x2 + x3)2 ≤ 3(x21 + x22 + x23) we
obtain θ ∈ [−√3,√3]. The parameter k is used to control the amplitude and shocks
of the solution (6.57).
The present test (3-a) is performed with the above function as an initial condition,
using a grid with an equatorial longitude step ∆λ = pi/96, a latitude step ∆φ = pi/96
and a time step ∆t = 0.02. Figure 6.9 (left) shows the evolution of L1-error of the
solution until time t = 30 using three cases of values of the parameter k and confirms
that the proposed scheme performs well for discontinuous solutions. Figure 6.9, on the
right, shows the evolution of the parameter ‖u1(t)− u1‖L1 using the solution (6.57)
with k = 1, where u1 is the average value of this solution on the sphere. For a large
simulation time, the numerical solution converges to a constant value in the entire
sphere.
The entropy stability property (6.3) is analyzed using the entropy solution (6.57) with
the Lp-norm for p = 1, 2, 3, 4, 5, 10 and ∞. As shown in Figure 6.10, this property
is checked for all those norms. The time-variation diminishing property (6.4) is now
checked for the first and second order schemes using the L1-norm and the following
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Figure 6.9 Left: Evolution of L1-error for Test 3-a until time t = 30 with ∆t = 0.02,
∆λ = pi/96 and ∆φ = pi/96 for the three cases k = 0.1, k = 0.2 and k = 0.3. Right:
Evolution of ‖u1(t)− u1‖L1 for large simulation time with ∆t = 0.05, ∆λ = pi/96 and
∆φ = pi/96
functions:
u1(0, x) =
 x2 + θx1, −
√
3 ≤ θ ≤ 0,
−x2 + θx3, otherwise,
u2(0, x) =

x1 + x2 cosλ, 0 ≤ λ ≤ pi/2,
− x1, pi/2 < λ < pi,
x1 + x3 sin λ, otherwise,
(6.58)
u3(0, x) =
 θe
x3 + eθ, −√3 ≤ θ ≤ 0,
− 1 + θ log θ, otherwise,
u4(0, x) =
 x2 sinh(x1) +
1
x21+4
, −1 ≤ x1 ≤ 0,
− cosh(x1)/4, otherwise.
(6.59)
Figure 6.10, on the right, presents the evolution of the parameter ‖∂tu‖M(t) for the
first-order scheme. Figure 6.11, on the left, shows the evolution of this parameter for
the second-order scheme. This parameter decreases over time, which shows that the
time-variation diminishing property (6.4) is valid for all the functions arbitrarily chosen
for the first and second order schemes.
The contraction property (6.5) is now validated for the first-order scheme using the
five pairs of functions given in Appendix I-2. As shown in Figure 6.11, on the right,
the ratios E(v, w) defined by Equation (6.56) are decreasing, which confirms that the
contraction property (6.5) is valid for all those pairs of functions.
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Figure 6.10 Stability property for Test 3-a (left) and property (6.4) for the first-order
scheme until time t = 50 (right) with k = 1, ∆t = 0.01, ∆λ = pi/96 and ∆φ = pi/96.
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Figure 6.11 Property (6.4) for the second-order scheme until time t = 50 (left) and
contraction property (6.5) for the first-order scheme (right) with ∆t = 0.01, ∆λ = pi/96
and ∆φ = pi/96.
6.7.4 Fourth test case with fully coupled flux vector fields
In this section, we consider a generic flux defined on the basis of the parameterized
scalar potential and composed of two different terms in order to ensure the generic
behavior.
h(x, u) = h1(x)f1(u) + h2(x)f2(u),
h1(x) = x1, h2(x) = x2,
f1(u) = su2/2, f2(u) = µu3/3, s+ µ = 1.
(6.60)
Setting the value of the parameter s allows us to observe several characters of solutions
and to study the impact of each part of the scalar potential on the evolution of these
solutions and their late-time asymptotic behaviors. We present a synthesis of the tests
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performed. First we consider the initial condition u2 given in Test 2-b defined by
Equation (6.52). Test 2-b corresponds to the particular case s = 1, where the solution
evolves to two constant values in two independent domains. If the parameter s = 0.95
is used with the same initial condition u2, both terms of the potential flux have an
impact on the solution which converges to one constant value in the entire sphere.
Figure 6.12 shows the convergence curves related to the evolution of the parameter
‖u2(t)− u2‖L1 for different values of the parameter s. For all values of the parameter
s presented in Figure 6.12, the solution converges to one constant value in the entire
sphere. The evolution of the solutions and their asymptotic convergence are highly
influenced by the magnitude of the different components of the potential function and
the initial condition.
The entropy stability property (6.3) is now verified for the generic flux corresponding to
s = 0.5. Figure 6.12, on the right, shows the evolution of the parameter ‖u2(t)‖Lpω(M)
for p = 1, 2, 3, 4, 5, 10 and p = ∞. According to this figure, we conclude that the
solution u2 satisfies the entropy stability property for all Lp norms considered.
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Figure 6.12 Convergence and stability for Test 4 with ∆λ = pi/96 and ∆φ = pi/96.
Left: Evolution of the parameter E(u) = ‖u2(t)− u2‖L1 for generic flux with different
values of the parameter s with ∆t = 0.05. Right: Entropy stability property (6.3) for
the generic flux with ∆t = 0.01.
For the generic flux with s = 0.5, the time-variation diminishing property (6.4) is
verified for the second-order scheme using the five initial conditions u0, u1, u2, u3 and u4,
defined previously in the second test. Figure 6.13, on the left, presents the evolution of
the parameter ‖∂tu‖M(t) and confirms that this parameter decreases with time, which
shows that the time-variation diminishing property holds for those functions. The five
pairs of functions defined in Appendix I-1 are used to check the contraction property
(6.5) for the first-order scheme using the generic flux with s = 0.5. Figure 6.13 shows
that the ratio parameter E(v, w) is decreasing for the five pairs of functions which
confirms that the contraction property holds for these pairs of functions.
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Figure 6.13 Time-variation diminishing property (6.4) (left) and contraction property
(6.5) for the first-order scheme (right) for the generic flux with ∆t = 0.01, ∆λ = pi/96
and ∆φ = pi/96.
6.7.5 Fifth test case: revisiting the asymptotic convergence property
The aim of this section is to complete the analysis of the behavior of the solutions of
Equation (6.15) for a nonlinear foliated flux. We present some examples in order to
cover all cases of asymptotic convergence of the solutions for nonlinear foliated fluxes.
In the cases already seen in Test 2 and Test 3 for the asymptotic convergence of the
solutions for nonlinear foliated flux, we observe numerically that the solution converges
to constant values on independent domains on the sphere. This is a particular case
of what is generally observed if the numerical scheme is more accurate and capable of
simulating the solutions for a large simulation time. Then, in order to cover the other
behaviors, we give more attention to the accuracy of the used scheme. To achieve this
goal we consider the same second-order geometry-compatible finite volume scheme by
considering a computational cell in which the sides are a part of the level sets and their
equipotential curves.
We consider the nonlinear foliated flux defined on the basis of the scalar potential
function h(x, u) = −x3u2/2. For this flux the level sets are the curves defined by
φ = φc, where φc is a real constant in [−pi/2, pi/2]. The obtained level sets coincide
with the grid used which ensures a very good accuracy of the scheme. In the following,
we present the results for two cases with different forms of the functions considered as
initial conditions. The first initial condition u1(0, x) is defined as follows:
u1(0, x) =
 x1 + x2 sin λ, 0 ≤ λ ≤ pi,−x1 + x2 sin λ, otherwise, (6.61)
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and the second initial condition u2(0, x) is defined by:
u2(0, x) =

x2 + sinh(x1) cosλ, 0 ≤ λ ≤ pi/2,
−x2, pi/2 < λ < pi,
x2 + cosh(x3) sinλ, otherwise.
(6.62)
Figure 6.14 shows the two-dimensional view of the first initial condition u1 and the
corresponding solution for a long simulation time. The two-dimensional view of the
second initial condition u2 and the corresponding solution for a long simulation time
are shown in Figure 6.15. According to the numerical results shown in those figures
for the two cases studied, the solution remains unchanged after a certain time. The
solution converges to a nontrivial stationary solution which is constant on each level
set. From the numerical tests one can conclude that, given any nonlinear foliated flux
and any arbitrary function taken as an initial condition, the solution of Equation (6.15)
converges to a steady state solution which is in general nontrivial and constant on the
level sets. Each constant convergence value is the average value on the corresponding
level set of the function taken as an initial condition.
We conclude this section by noting our important result which has a very significant
positive effect for the performance of the numerical schemes in the case of nonlinear
foliated fluxes. For this type of flux we recommend the use of a computational cell
which is compatible with the level sets of the flux. More precisely, we can use a
subset of the level sets and their orthogonal equipotentials of the nonlinear foliated
flux as the constructing lines of computational cells. Using a choice of this kind, a very
good conservation of nontrivial stationary solutions is guaranteed which enormously
improves the accuracy of the schemes when more general solutions are considered.
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Figure 6.14 Initial condition u1 (left) and solution u1 at time t = 50000 (right) with
∆t = 0.05, ∆λ = pi/96 and ∆φ = pi/96.
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6.8 Concluding remarks
In this paper, we have analyzed a class of nonlinear hyperbolic conservation laws posed
on the sphere. We propose a second-order scheme using a geometry-compatible finite
volume based on a generalized Riemann solver and a total variation diminishing Runge-
Kutta method with an operator splitting approach for time integration. In the proposed
piecewise linear reconstruction, we used the values at the centers of cells and the values
of the solutions of the Riemann problem at the interfaces of cells which are obtained
using the second-order approximations based on a generalized Riemann solver. The
numerical solutions are largely improved using the proposed reconstruction and the
method performs well in terms of accuracy and stability for discontinuous solutions
with large amplitude and shocks compared to some well-known schemes. The numerical
analysis shows the second order accuracy of the scheme and that the employed splitting
approach has a less impact on the third order of the accuracy of the TVD Runge-Kutta
method used for temporal integration.
The first- and second-order versions of the proposed geometry-compatible finite volume
scheme were investigated, and we numerically established several important properties
enjoyed by discontinuous solutions defined on a curved geometry, including the con-
traction, time-variation monotonicity, and the entropy monotonicity properties. Fur-
thermore, we carefully investigated the late-time asymptotic behavior of solutions, by
distinguishing various types of flux potential. The following main conclusions were es-
tablished for the class of nonlinear hyperbolic conservation laws and the finite volume
schemes under consideration:
• The entropy stability property is valid in all Lp norms with p ∈ [1,+∞), and
the time-variation diminishing property is satisfied by the first- and second-order
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schemes.
• The contraction property is satisfied by the first-order scheme but, as might be
have been expected, this property is not valid for the second-order method.
• Two classes of flux were distinguished according to the structure of the flux
potential. We introduced the notions of foliated flux and generic flux. The late-
time asymptotic behavior of solutions was found to strongly depend on the flux
(foliated or generic) as well as its (linearity or) nonlinearity. Specifically, when
the flux is foliated and linear, the solutions are transported in time within the
level sets of the potential. When the flux is foliated and is genuinely nonlinear,
the solutions converge to their (constant) average within each level set.
• For generic flux, the solutions evolve with large variations which depend on the
geometry and converge to constant values within certain “independent” domains
defined on the sphere. The number of constant values depends on curves that
“split” the sphere into possibly several independent domains.
We end with a main conclusion concerning the performance of the numerical schemes
for the foliated flux, for which the level sets play an essential role in understanding the
evolution of solutions; this is especially true for genuinely nonlinear foliated flux. For
such flux, we strongly recommend the use of a suitable computational mesh, not only
in terms of space constraints and the desired accuracy which are commonly used for
the choice of the mesh, but also according to the physical phenomenon studied. The
latter is reflected by the flux. More precisely, we recommend the use of a subset of the
level sets of the nonlinear foliated flux as the construction lines of the computational
grids. When this adjustment is respected, the steady state solutions for the nonlinear
foliated flux can be captured with more accuracy and better results can be obtained
for general solutions.
Appendix I
In this appendix we present the pairs of functions used in Section 6.7 in order to ana-
lyze the contraction property (6.5) for the first-order scheme
I-1: Pairs of functions used in the second test case to check the contraction
property (6.5)
v1(0, x) =
 x2 sinh(x1)− x3 cosh(x1), x1 ≤ 0,x3 + x1, otherwise,
w1(0, x) =
 x2x
3
1 + ex1 , x1 ≤ 0,
− cosx1 + x23x1, otherwise,
(6.63)
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v2(0, x) =
 x2 cosx1, x1 ≤ 0,−x2, otherwise,
w2(0, x) =
 x3 cosx1, x1 ≤ 0,−x3 + x3x1 log(x1), otherwise,
(6.64)
v3(0, x) =
 x
2
3 cos(pix1) + x2, x1 ≤ 1/2,
−x2 + x3(2x21 − x1), otherwise,
w3(0, x) =
 x2x3 cos(pix1) + x3(x
4
1 − x1), x1 ≤ 1,
x2x3, otherwise,
(6.65)
v4(0, x) =
 x2e
x1+x3 , x1 ≤ 0,
−x2ex3 , otherwise,
w4(0, x) =

x2x3
1−x1 , x1 ≤ 0,
x21 − x2x3, otherwise,
(6.66)
v5(0, x) =
 cosh(x1 + x2), x1 ≤ 0,− cosh(x2), otherwise,
w5(0, x) =
 cosh(x3), x1 ≤ 0,− cosh(x3), otherwise.
(6.67)
I-2: Pairs of functions used in the third test case to check the contraction
property (6.5)
v1(0, x) =
 x2θ + cosh(θ), −
√
3 ≤ θ ≤ 0,
x2θ − cosh(θ), otherwise,
w1(0, x) =
 x2, −
√
3 ≤ θ ≤ 0,
−x2, otherwise,
(6.68)
v2(0, x) =
 1, 0 ≤ λ ≤ pi,cosλ, otherwise,
w2(0, x) =
 arcsin(x2), 0 ≤ λ ≤ pi,cosλ arcsin(x2), otherwise,
(6.69)
v3(0, x) =
 e
θx1x2x3, −
√
3 ≤ θ ≤ 0,
−x1x2x3, otherwise,
w3(0, x) =
 x2x3, −
√
3 ≤ θ ≤ 0,
−x2x3 + e−1/θ, otherwise,
(6.70)
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v4(0, x) =

θ2+1
2−θ , −
√
3 ≤ θ ≤ 0,
x2θ − 1/2, otherwise,
w4(0, x) =

eθ
θ−1 , −
√
3 ≤ θ ≤ 0,
cosh(θ)
1+θ + x3θ, otherwise,
(6.71)
v5(0, x) =
 θ, θ ≤ 1,x1 log(θ)
θ
− θ, otherwise,
w5(0, x) =
 θ − 2θ
3, θ ≤ 1,
1
θ
+ x2 log(θ), otherwise.
(6.72)
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CHAPITRE 7 Un schéma numérique efficace respectant la condition de
compatibilité géométrique pour les lois de conservation sur la sphère
An efficient geometry-preserving scheme for conservation laws on the
sphere1
Résumé
Dans ce chapitre, une nouvelle méthode des volumes finis partiellement centrée est
développée pour les lois de conservation scalaires sur la sphère. Les schémas partielle-
ment centrés sont simples vu qu’ils ne font pas appel à la résolution du problème
de Riemann. Ces schémas sont appliqués avec succès aux systèmes hyperboliques sur
une géométrie plane (Bollermann, 2013; Kurganov et Levy, 2002; Kurganov et Petrova,
2005, 2007). Aucune méthode partiellement centrée n’est développée pour ces systèmes
dans le cas des surfaces courbes.
Dans notre démarche, on considère les équations de Burgers pour le développement
et la validation de la nouvelle méthode proposée. La méthode développée dans le
chapitre 6, pour le même système objet du présent chapitre, utilise un «splitting»
directionnel afin de simplifier la résolution du problème de Riemann. L’approche du
«splitting» directionnel et la résolution du problème de Riemann présentent un coût
important en temps de calcul. L’objectif est de développer un schéma de volumes
finis sans solveur de Riemann, non diffusif et qui ne fait pas recours à l’approche
du «splitting» directionnel. L’opérateur de divergence du système est discrétisé sous
une forme qui satisfait la condition de compatibilité géométrique. Pour construire
la forme semi-discrète du nouveau schéma numérique, les étapes de reconstruction,
d’évolution et de projection ont été suivies. Dans la formulation du nouveau schéma,
une hypothèse a été adoptée dans laquelle on suppose que les dérivées spatiales de la
fonction du système sont bornées indépendamment du pas de temps considéré. Cette
hypothèse est utilisée pour construire une forme simplifiée du schéma numérique sans
faire appel à la résolution du problème de Riemann au niveau des interfaces des cellules
de calcul. Les tests numériques montrent que cette hypothèse est plus adaptée pour
le cas des solutions discontinues avec des amplitudes et chocs moyens. Les dimensions
géométriques de la sphère sont considérées de manière analytique et la forme semi-
discrète du schéma numérique respecte la propriété de compatibilité géométrique. Les
valeurs extrêmes des vitesses locales de propagation des ondes au niveau des interfaces
de chaque cellule de calcul sont utilisées dans la formulation de la méthode proposée.
Les principaux avantages du nouveau schéma numérique sont sa simplicité puisque
1Cet article est réalisé en collaboration avec P.G. LeFloch, et soumis pour publication sous la
forme: A. Beljadid, P.G. LeFloch, 2015, A central-upwind geometry-preserving method for hyperbolic
conservation laws on the sphere. Journal of Computational Physics (Elsevier)
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la résolution du problème de Riemann est évitée, et le lien fort entre sa forme semi-
discrète et l’équation du système. Une reconstruction non-oscillatoire est proposée dans
laquelle les composantes du gradient sont calculées en utilisant la fonction Minmod.
La méthode TVD Runge-Kutta d’ordre 3 est utilisée pour l’intégration temporelle.
Les flux feuilletés non linéaires qui sont introduits au chapitre 6 sont utilisés pour
construire des solutions stationnaires non triviales du système. Ces solutions sont
utilisées dans les tests numériques pour valider les performances de cette méthode en
termes d’efficacité et de précision. Les résultats confirment la stabilité de la méthode
proposée et montrent sa capacité à préserver les solutions stationnaires non triviales
avec une bonne précision pour les lois de conservation hyperboliques non linéaires sur
la sphère.
On note que la précision de la méthode proposée peut être améliorée davantage en
utilisant la quadrature de Gauss pour l’intégration spatiale. Cette extension n’a aucun
impact sur la condition de compatibilité géométrique du schéma numérique.
La méthode des volumes finis proposée est moins chère (en temps de calcul) en com-
paraison avec des méthodes décentrées qui utilisent le «splitting» directionnel et la
résolution du problème de Riemann aux interfaces des cellules de calcul. Le schéma
partiellement centré développé pour les lois de conservation sur la sphère peut être
étendu au cas du système hyperbolique multidimensionnel et du système de Saint-
Venant sur la sphère.
7.1 Introduction
The solutions of hyperbolic partial differential equations may develop discontinuities in
finite times even for smooth initial conditions. The methods used for this case are called
shock capturing schemes. Upwind and central schemes have been used to numerically
solve these equations. Generally, it can be stated that the difference between these
schemes is that upwind methods use characteristic information while central methods
don’t. The use of characteristic information in upwind schemes can improve the results
but renders these schemes, in some cases, computationally expensive. The central
schemes are widely used (e.g. Russo, 2002) after the pioneering work of Nessyahu and
Tadmor (1990), where a second order finite volume central method on a staggered grid
in space-time was proposed. This method offers a high resolution with the simplicity
of the Riemann-solver free approach. Following Kurganov and Tadmor (2000a), this
scheme suffers from excessive numerical viscosity when a small time step is considered.
In order to improve the performance of central schemes, some characteristic informa-
tion can be used. Kurganov et al. (2001) proposed the central-upwind schemes which
are based on information obtained from the local speeds of the wave propagation.
The central-upwind schemes can be considered as the generalization of the central
schemes developed by Kurganov and Tadmor (2000a,b), Kurganov and Levy (2000),
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and Kurganov and Petrova (2001). The central-upwind schemes are simple since there
are no Riemann solvers, and they have proven their effectiveness in multiple studies
as shown in Kurganov and Petrova (2006, 2007, 2008, 2009); Kurganov et al. (2007);
Kurganov and Levy (2002). Kurganov and Petrova (2005) extended the central-upwind
scheme to triangular grids for solving two-dimensional Cartesian systems of conserva-
tion laws.
Several studies have been recently developed for hyperbolic conservation laws posed on
curved manifolds. The solutions of conservation laws including the systems on mani-
folds and on spacetimes were studied in Rossmanith et al. (2004); Morton and Sonar
(2007) and by LeFloch and co-authors (e.g. Amorim et al., 2005, 2008; Ben-Artzi and
LeFloch, 2007; Ben-Artzi et al., 2009; LeFloch, 2011; LeFloch and Okutmustur, 2008).
More general studies for hyperbolic conservation laws for evolving surface are devel-
oped by Dziuk, Kroöner, and Müller, Giesselmann (2009), and Dziuk and Elliott (2007).
Ben-Artzi and LeFloch (2007) established the well-posedness theory for conservation
laws on manifolds.
The Burgers equations are considered as an hyperbolic system which is ideal and simple
to develop and validate numerical schemes. These equations have been widely used to
develop shock-capturing schemes. Beljadid, LeFloch and Mohammadian (2014b) used
the Burgers equations and adopted the methodology proposed in Ben-Artzi et al. (2009)
which uses the second–order approximations based on generalized Riemann problems.
A scheme was proposed using a piecewise linear reconstruction based on the values of
the solution at the center of the computational cells and the values of the Riemann
solutions at the cell interfaces. A second-order approximations based on a generalized
Riemann solver is employed and a total variation diminishing Runge-Kutta method
(TVDRK3) with an operator splitting was used for the temporal integration.
The finite volume methods developed in Beljadid et al. (2014b) and Ben-Artzi et al.
(2009) are strongly connected to the governing equation. The geometric dimensions
are considered in an analytical way which leads to a discrete forms of the schemes that
respect the geometric compatibility property. The splitting approach which is used in
these schemes simplifies the resolution of the Riemann problem but it increases the
computational cost. In this study, we will propose a scheme which is less expensive.
This scheme is Riemann-problem-solver-free and its resolution does not use any split-
ting approach which is widely used in upwind schemes to simplify the resolution of the
Riemann problem.
The Burgers equations will be used in the present study to develop and validate the
new geometric-preserving method. We will propose a geometry-compatible central-
upwind scheme for scalar nonlinear hyperbolic conservation laws posed on the sphere.
This system has a simple appearance but it generates solutions that have different
wave structures in the presence of the geometry effects and its solutions are effective
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for testing the proposed method. Our goal is to develop and validate a Riemann-
problem-solver-free finite volume method which respects the geometric compatibility
(divergence free) condition in the discrete level. The proposed scheme should be effi-
cient and accurate for discontinuous solutions and with negligible geometric effects on
the solutions.
An outline of the paper is as follows: In Section 7.2, the governing equations related
to this study are presented. Section 7.3 is devoted to the derivation of the semi-
discrete form of the new geometry-compatible central-upwind scheme. In Section 7.4,
the coordinate system and the non-oscillatory reconstruction used in the proposed
method are described. In Section 7.5, we present the geometry-compatible flux vectors
and some particular nontrivial steady state solutions of our system which will be used
to validate the performance of the proposed scheme. In Section 7.6, we demonstrate the
high resolution and robustness of the new scheme in a series of numerical experiments.
Finally, some remarks are provided to conclude the study
7.2 Governing equations
We are interested in nonlinear hyperbolic equations posed on the sphere S2 based
on the flux vector F := F (x, u), depending on the real parameter u(t, x) and the
spatial variable x. This flux is assumed to respect the following geometric compatibility
condition: For any arbitrary constant value u¯ ∈ R
∇ · (F (·, u¯)) = 0, (7.1)
and that the flux can be written in the form
F (x, u) = n(x) ∧ Φ(x, u). (7.2)
The function Φ(x, u) is a vector field in R3 which is restricted to S2 and is defined by
Φ(x, u) = ∇h(x, u), (7.3)
where h ≡ h(x, u) is a smooth function depending on the space variable x and the state
variable u(t, x).
Using Claim 2.2 in Ben-Artzi et al. (2009), the conditions (7.2) and (7.3) for the flux
vector are sufficient to ensure the validity of the geometric compatibility condition
(7.1).
We will develop and validate a new geometry-preserving central-upwind scheme which
approximate the solutions of the following conservation law
∂tu+∇ · F (x, u) = 0, (x, t) ∈ S2 × R+ (7.4)
157
For some data u0 on the sphere, we consider the following initial condition for the
unknown function u := u(t, x)
u(x, 0) = u0(x), x ∈ S2 (7.5)
Equation (7.4) can be rewritten in the form
∂tu+
1√
|g|
∂j(
√
|g|F j(x, u)) = 0, (7.6)
or
∂t(
√
|g|u) + ∂j(
√
|g|F j(x, u)) = 0, (7.7)
where in local coordinates x = (xj), the derivatives are denoted by ∂j := ∂∂xj , F
j are
the components of the flux vector and g is the metric. The conservation law (7.4)
becomes as follows
∂t(v) + ∂j(
√
|g|F j(x, v/
√
|g|)) = 0, (7.8)
where v = u
√
|g|. This form will be used in the derivation of the semi-discrete form of
the proposed scheme.
7.3 Derivation of the proposed scheme
7.3.1 Notations
The derivation of the new central-upwind scheme will be described in detail for the
three steps: reconstruction, evolution, and projection. We will develop and give a semi-
discrete form of the proposed method for general computational grid used to discretize
the sphere. We assume the discretization of the sphere S2 := ⋃j=Nj=1 Cj, where Cj are the
computational cells with area |Cj|. We denote by mj the number of cell sides of Cj and
by Cj1, Cj2, ...Cjmj the neighboring computational cells that share with Cj the common
sides (∂Cj)1, (∂Cj)2, ...(∂Cj)mj , respectively. The length of each cell-interface (∂Cj)k
is denoted by ljk. The discrete value of the state variable u(t, x) inside the cell Cj is
denoted by unj at a point Gj ∈ Cj. The longitude and latitude coordinates of Gj are
presented in Section 7.4.2 since they should be chosen according to the reconstruction
used in the proposed scheme. Finally, we use the notations ∆t and tn := n∆t for the
time step and the time at step n, respectively. Note that the development of the first
order in time is sufficient to have the exact semi-discrete form of the proposed scheme.
The resulting ODE can be numerically solved using a higher-order SSP ODE solver
as Runge-Kutta of multistep methods. In the numerical experiments, the third TVD
Runge-Kutta method proposed by Shu and Osher (1988) is used.
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7.3.2 Discretization of the divergence operator
In this section, we will present a general form of the discretization of the divergence
operator for general computational grid on the sphere. The approximation of the flux
divergence can be written using the divergence theorem as
[∇ · F (x, u)]approx = Ij|Cj| ,
Ij = [
∮
∂Cj
F (x, u) · ν(x)ds]approx,
(7.9)
where ν(x) is the unit normal vector to the boundary ∂Cj of the computational cell
Cj and ds is the arc length of ∂Cj.
The scalar potential function h is used to obtain the following approximation along
each side of the computational cell Cj
Claim 7.3.1 For a three-dimensional flux Φ(x, u) given by (7.3), where h ≡ h(x, u)
is a smooth function in the neighboring of the sphere S2, the total approximate flux
through the cell interface e is given by
∮ e2
e1
F (x, u) · ν(x)ds = −(h(e2, uj)− h(e1, uj)), (7.10)
where e1 and e2 are the initial and final endpoints of the side e using the sense of
integration and uj is the estimate value of the variable u along the side e.
Proof. The flux vector is written in the form
F (x, u) = n(x) ∧ Φ(x, u)
Then we derive the approximation of the integral along each cell side of Cj
∮ e2
e1
F (x, u) · ν(x)ds =
∮ e2
e1
(n(x) ∧ Φ(x, u)) · ν(x)ds
= −
∮ e2
e1
Φ(x, u) · (n(x) ∧ ν(x))ds = −
∮ e2
e1
∇h(x, u) · τ(x)ds
= −
∮ e2
e1
∇∂Cjh(x, u)ds = −(h(e2, uj)− h(e1, uj)),
(7.11)
where τ(x) is the unit vector tangent to the boundary ∂Cj. 
Remark 1. Using the discrete approximations based on Claim 7.3.1, if a constant
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value of the state variable u(t, x) = uj = u¯ is considered we obtain
[∇ · F (x, u)]approx = 1|Cj| [
∮
∂Cj
F (x, u) · ν(x)ds]approx
= − ∑
e∈∂Cj
(h(e2, u¯)− h(e1, u¯)) = 0, (7.12)
which confirms that the discrete approximation of the divergence operator respects the
divergence free condition.
7.3.3 Reconstruction
In the following, we will present the reconstruction of the proposed scheme. The semi-
discrete form for Equation (7.4) will be derived by using the approximation of the cell
averages of the solution. At each time t = tn the computed solution is
unj ≈
1
|Cj|
∫
Cj
u(x, tn)dVg, (7.13)
where dVg =
√
gdx1dx2.
The discrete values unj of the solution at time t = tn are used to construct a conservative
piecewise polynomial function with possible discontinuities at the interfaces of the
computational cells Cj
u˜n(x) =
∑
j
wnj (x)χj(x), (7.14)
where wnj (x) is a polynomial in two variables, and χj is the characteristic function
which is defined using the Kronecker symbol and for any point of spatial coordinate x
inside the computational cell Ck we consider χj(x) := δjk.
The maximum of the directional local speeds of propagation of the waves inward and
outward the kth interface of the computational cell Cj are denoted by ainjk and aoutjk ,
respectively. When the solution evolves over a time step ∆t, the discontinuities move
inward and outward the kth interface of the computational cell Cj with maximum
distances ainjk∆t and aoutjk ∆t, respectively. These distances of propagation at each cell
interface are used to delimit different areas in which the solution still smooth and the
areas in which the solution may not be smooth when it evolves from the time level tn
to tn+1.
We define the domain Dj as the part inside the cell Cj in which the solution still
smooth, see Figure 7.1. Two other types of domains are defined, the first type includes
the rectangular domains Djk, k = 1, 2...mj, along each side of Cj of width (aoutjk +ainjk)∆t
and length ljk + O(∆t) and the second type includes the domains denoted by Ejk,
k = 1, 2...mj, around the cell vertices of computational cells. These domains are
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decomposed into two sub-domains Djk = D+jk ∪ D−jk and Ejk = E+jk ∪ E−jk, where the
sub-domains with superscript “+” and “−” are the domains inside and outside of the
cell Cj, respectively. For purely geometrical reasons, the areas of the three types of
sub-domains are of orders |Dj| = O(1), |Djk| = O(∆t) and |Ejk| = O(∆t2).
Figure 7.1 Schematic view of the decomposition of the control volume
We consider the projection of the flux vector F according to the orthogonal to the kth
cell interface (∂Cj)k.
fjk = Njk · F, (7.15)
where Njk is the unit normal vector to the cell interface (∂Cj)k.
The one-sided local speeds of propagation of the waves at the kth cell interface (∂Cj)k,
inward and outward the computational cell Cj, are estimated by
aoutjk = max{
∂fjk
∂v
(Mjk, uj(Mjk)),
∂fjk
∂v
(Mjk, ujk(Mjk)), 0},
ainjk = −min{
∂fjk
∂v
(Mjk, uj(Mjk)),
∂fjk
∂v
(Mjk, ujk(Mjk)), 0},
(7.16)
where uj(Mjk) and ujk(Mjk) are the values of the state variable u at the midpoint Mjk
of (∂Cj)k, which are obtained from the non-oscillatory reconstructions respectively for
the computational cell Cj and its neighboring cell Cjk.
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7.3.4 Evolution and projection
The computed cell averages u¯n+1j of the numerical solution at time step tn+1 over the
computational cells Cj are used to obtain the piecewise linear reconstruction w˜n+1
u¯n+1j =
1
|Cj|
∫
Cj
w˜n+1(x)dVg. (7.17)
The function w˜n+1 is smooth inside the domain Dj and its average over this domain
will be denoted by w¯n+1(Dj)
w¯n+1(Dj) =
1
|Dj|
∫
Dj
w˜n+1(x)dVg. (7.18)
Note that it is possible to derive the fully discrete form of the proposed scheme but it
is impractical to use and for simplicity, we will develop the semi-discrete form of the
scheme. The ODE for approximating the cell averages of the solutions is derived by
tending the time step ∆t to zero. This eliminates some terms because of their orders
and we keep the more consistent terms
du¯j
dt
(tn) = lim∆t→0
u¯n+1j − u¯nj
∆t
= lim
∆t→0
1
∆t [
1
|Cj|
∫
Dj
w˜n+1(x)dVg +
1
|Cj|
mj∑
k=1
∫
D+
jk
w˜n+1(x)dVg
+ 1|Cj|
mj∑
k=1
∫
E+
jk
w˜n+1(x)dVg − u¯nj ].
(7.19)
Since the areas of domains Ejk with k = 1, 2, ...,mj are of order ∆t2 we obtain∫
E+
jk
w˜n+1(x)dVg = O(∆t2). (7.20)
This approximation allows us to deduce that the third term in the right-hand side of
Equation (7.19) is of order ∆t2 and the result for the limit of this term vanishes for
the ODE.
The second term in Equation (7.19), in which we use the rectangular domains D+jk, will
be estimated by using the assumption that the spatial derivatives of w˜n+1 are bounded
independently of ∆t. Under this assumption the following Claim gives an estimation
of this term with an error of order ∆t2 for each k ∈ [1,mj].
Claim 7.3.2 Consider the reconstruction given by (7.14), its evolution w˜n+1 over the
global domain, and the definitions given in Section 7.3.3 for the domains Djk and D+jk.
162
If we assume that the spatial derivatives of w˜n+1 are bounded independently of ∆t, then∫
D+
jk
w˜n+1(x)dVg = |D+jk|w¯n+1(Djk) +O(∆t2). (7.21)
The proof of this Claim is provided in Appendix I.
Using Equation (7.21) in Claim 7.3.2 we obtain
1
|Cj|
mj∑
k=1
∫
D+
jk
w˜n+1(x)dVg =
1
|Cj|
mj∑
k=1
|D+jk|w¯n+1(Djk) +O(∆t2)
= ∆t|Cj|
mj∑
k=1
ainjk(ljk +O(∆t))w¯n+1(Djk) +O(∆t2).
(7.22)
Therefore Equation (7.19) can be written as
du¯j
dt
(tn) = lim∆t→0
1
∆t [
|Dj|
|Cj| w¯
n+1(Dj)− u¯nj ] +
mj∑
k=1
lim
∆t→0
|D+jk|
∆t|Cj|w¯
n+1(Djk), (7.23)
where
w¯n+1(Djk) =
1
|Djk|
∫
Djk
w˜n+1(x)dVg. (7.24)
In order to derive the semi-discrete form of the proposed finite volume method from
Equation (7.23), one needs to compute the average values w¯n+1(Djk) and w¯n+1(Dj). To
compute w¯n+1(Djk), Equation (7.4) is integrated over the space-time control volume
Djk × [tn, tn+1]. After integration by parts and applying the divergence theorem to
transform the surface integral of the divergence operator to the boundary integral, the
following equations are obtained
w¯n+1(Djk) =
1
|Djk| [
∫
D+
jk
wnj (x)dVg +
∫
D−
jk
wnjk(x)dVg]
− 1|Djk|
∫ tn+1
tn
∫
Djk
∇ · F (x, u)dVg,
(7.25)
and
∫
Djk
∇ · F (x, u)dVg = [
∫
∂Djk
F (x, u) · ν(x)ds]approx =
i=4∑
i=1
∫
(∂Djk)i
F (x, u) · ν(x)ds =
− [−h(e2jk, uj(Mjk)) + h(e1jk, uj(Mjk)) + h(e2jk, ujk(Mjk))− h(e1jk, ujk(Mjk))] +O(∆t),
(7.26)
where (∂Djk)i, i = 1, 2, 3, 4, are the four edges of the rectangular domain Djk, e2jk and
e1jk are the initial and final endpoints of the cell interface (∂Cj)k, and as mentioned
before wnj and wnjk are the piecewise polynomial reconstructions in the computational
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cells Cj and Cjk respectively.
The term in the right-hand side of Equation (7.26) of order O(∆t) corresponds to the
global result of the integration along the two edges of the domain Djk having the length
(aintjk + aoutjk )∆t, and the rest of the integration due to the difference between the length
of the domain Djk and the length of the cell interface (Cj)k.
In order to compute the spatial integrals in Equation (7.25), the Gaussian quadrature
can be applied. In our case, the midpoint rule is used for simplicity∫
D+
jk
wnjkdVg +
∫
D−
jk
wnjkdVg ≈ ljk∆t[ainjkuj(Mjk) + aoutjk ujk(Mjk)]. (7.27)
Equations (7.26) and (7.25) lead to
lim
∆t→0
w¯n+1(Djk) =
ljk
ainjk + aoutjk
[ainjkuj(Mjk) + aoutjk ujk(Mjk)]
+ 1
ainjk + aoutjk
[−h(e2jk, uj(Mjk)) + h(e1jk, uj(Mjk)) + h(e2jk, ujk(Mjk))− h(e1jk, ujk(Mjk))].
(7.28)
Therefore
lim
∆t→0
mj∑
k=1
∣∣∣D+jk∣∣∣
∆t |Cj|w¯
n+1(Djk) =
mj∑
k=1
ainjkljk
|Cj| (ainjk + aoutjk )
[ainjkuj(Mjk) + aoutjk ujk(Mjk)]
+
mj∑
k=1
ainjk
|Cj| (ainjk + aoutjk )
[−h(e2jk, uj(Mjk)) + h(e1jk, uj(Mjk)) + h(e2jk, ujk(Mjk))− h(e1jk, ujk(Mjk))].
(7.29)
Now, the average value w¯n+1(Dj) will be computed. Equation (7.4) is integrated over
the space-time control volume Dj × [tn, tn+1] and after integration by parts and using
the divergence theorem to transform the surface integral to boundary integral we obtain
w¯n+1(Dj) =
1
|Dj|
∫
Dj
wnj dVg −
1
|Dj|
∫ tn+1
tn
∫
Dj
∇ · F (x, u)dVg
= 1|Dj|
∫
Dj
wnj dVg −
∆t
|D|
mj∑
k=1
[−h(e2jk, uj(Mjk)) + h(e1jk, uj(Mjk))].
(7.30)
Using the previous equality we obtain
1
∆t [
|Dj|
|Cj| w¯
n+1(Dj)− u¯nj ] =
1
∆t{
1
|Cj|
∫
Dj
wnj dVg −
∆t
|Cj|
mj∑
k=1
[−h(e2jk, uj(Mjk)) + h(e1jk, uj(Mjk))]− u¯nj },
(7.31)
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which leads to
lim
∆t→0
1
∆t [
|Dj|
|Cj| w¯
n+1(Dj)− u¯nj ] =
− 1|Cj|
mj∑
k=1
ainjkljkuj(Mjk)−
1
|Cj|
mj∑
k=1
[−h(e2jk, uj(Mjk)) + h(e1jk, uj(Mjk))]
(7.32)
Equations (7.29) and (7.32) are used together to obtain the following semi-discrete
form
du¯j
dt
= − 1|Cj|
mj∑
k=1
ainjkljkuj(Mjk)−
1
|Cj|
mj∑
k=1
[−h(e2jk, uj(Mjk)) + h(e1jk, uj(Mjk))]+
mj∑
k=1
ainjkljk
|Cj| (ainjk + aoutjk )
[ainjkuj(Mjk) + aoutjk ujk(Mjk)]+
mj∑
k=1
ainjk
|Cj| (ainjk + aoutjk )
[−h(e2jk, uj(Mjk)) + h(e1jk, uj(Mjk)) + h(e2jk, ujk(Mjk))− h(e1jk, ujk(Mjk)).
(7.33)
This equation can be rewritten in the following form
du¯j
dt
= 1|Cj|
mj∑
k=1
ainjka
out
jk ljk
ainjk + aoutjk
(ujk(Mjk)− uj(Mjk)) +
ainjka
out
jk
|Cj| (ainjk + aoutjk )
{ainjk[h(e2jk, uj(Mjk))
− h(e1jk, uj(Mjk))] + aoutjk [h(e2jk, ujk(Mjk))− h(e1jk, ujk(Mjk))]},
(7.34)
which can be rewritten in the form
du¯j
dt
= − 1|Cj|
mj∑
k=1
ainjkH(ujk(Mjk)) + aoutjk H(uj(Mjk))
ainjk + aoutjk
+ 1|Cj|
mj∑
k=1
ainjka
out
jk ljk
ainjk + aoutjk
[ujk(Mjk)− uj(Mjk)],
(7.35)
where H(uj(Mjk)) and H(ujk(Mjk)) are given by
H(uj(Mjk)) = −[h(e2jk, uj(Mjk))− h(e1jk, uj(Mjk))]
H(ujk(Mjk)) = −[h(e2jk, ujk(Mjk))− h(e1jk, ujk(Mjk))].
(7.36)
The function H is defined in the form 7.36 in order to be consistent with the total
approximate flux through the cell interface as presented by Equation 7.10 in Claim
7.3.1.
Remark 2. If the value of ainjk + aoutjk in Equation (7.35) is zero or very close to zero
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(smaller than 10−8 in our numerical experiments), we avoid division by zero or by a
very small number using the following approximations
ainjkH(ujk(Mjk)) + aoutjk H(uj(Mjk))
ainjk + aoutjk
≈ 12[
mj∑
k=1
H(uj(Mjk)) +
mj∑
k=1
H(ujk(Mjk))],
ainjka
out
jk
|Cj| (ainjk + aoutjk )
mj∑
k=1
ljk[ujk(Mjk)− uj(Mjk)] ≈ 0.
This approximation is obtained using similar extreme distances of the propagation of
the discontinuity at the cell interface inward and outward the computational cell to
define the domains Dj, Djk and Ejk
The semi-discretization (7.35) and (7.36) is a system of ODEs, which has to be in-
tegrated in time using an accurate and stable temporal scheme. In our numerical
examples reported in Section 7.6, we used the third-order total variation diminishing
Runge-Kutta method (see, Appendix II).
7.3.5 Geometry-compatible condition
In the semi-discrete form of the proposed scheme (7.35) and (7.36), if we consider a
constant value of the function u ≡ u¯, the second term in the right hand side of Equation
(7.35) vanishes. For this constant function we obtain for each interface cell k
uj(Mjk) = ujk(Mjk) = u¯,
and
H(uj(Mjk)) = H(ujk(Mjk))
The first term in the right hand side of Equation (7.35) becomes
− 1|Cj|
mj∑
k=1
ainjkH(ujk(Mjk)) + aoutjk H(uj(Mjk))
ainjk + aoutjk
= − 1|Cj|
mj∑
k=1
H(uj(Mjk))
Since we have
mj∑
k=1
H(uj(Mjk)) =
mj∑
k=1
H(ujk(Mjk)) = −
mj∑
k=1
[h(e2jk, u¯)− h(e1jk, u¯)] = 0,
we conclude that the first term in the right-hand side of Equation (7.35) will be can-
celed which confirms that the proposed scheme respects the geometry-compatibility
condition.
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Remark 3. In the proposed scheme, the midpoint rule was used to compute the spatial
integrals. In order to improve the accuracy of the proposed scheme, the Gaussian
quadrature can be used instead of the midpoint rule. The Gaussian quadrature will
not have any impact on the geometry-compatibility condition of the proposed scheme.
7.4 The proposed scheme using the latitude-longitude grid on the sphere
The geometry-compatible scheme was developed in the previous section for scalar non-
linear hyperbolic conservation laws using general grids on the sphere. However, in
order to prevent oscillations an appropriate piecewise linear reconstruction should be
proposed according to the computational grids used in the proposed method. In the
following, we will present the computational grid and the non-oscillatory piecewise
linear reconstruction used in our numerical experiments.
7.4.1 Computational grid on the sphere
The position of each point on the sphere can be represented by its longitude λ ∈ [0, 2pi]
and its latitude φ ∈ [−pi/2, pi/2]. The grid considered in our numerical experiments
is shown in Figure 7.2. The coordinates are singular at the south and north poles,
corresponding to φ = −pi/2 and φ = pi/2, respectively. The Cartesian coordinates are
denoted by x = (x1, x2, x3)T ∈ R3 for a standard orthonormal basis vectors i1, i2, and
i3.
The unit tangent vectors in the directions of longitude and latitude at each point of
coordinates (λ, φ) are given as follows
iλ = − sin λi1 + cosλi2,
iφ = − sinφ cosλi1 − sinφ sin λi2 + cosφi3.
(7.37)
The unit normal vector to the sphere at the same point is given by
n(x) = cosφ cosλi1 + cosφ sin λi2 + sinφi3. (7.38)
In spherical coordinates, for any vector field F represented by F := Fλiλ + Fφiφ, the
equation of conservation law (7.4), can be rewritten as
∂tu+
1
cosφ(
∂
∂φ
(Fφ cosφ) +
∂Fλ
∂λ
) = 0. (7.39)
The three general structures of the cells used as part of the discretization grid on the
sphere are shown in Figure 7.3. When we go from the equator to the north or south
poles, the cells are changed by a ratio of 2 at some special latitude circles to reduce
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Figure 7.2 Type of grid used on the sphere
the number of cells in order to satisfy the stability condition and to ensure consistency
of precision in the entire domain of the sphere.
The domain of each cell Ω is defined as
Ω := {(λ, φ), λ1 6 λ 6 λ2, φ1 6 φ 6 φ2} . (7.40)
Near the north or south poles, a triangular cell is considered which is a special case of
the standard rectangular cell shown in Figure 7.3 with zero length for the side located
on the pole.
7.4.2 Non-oscillatory piecewise linear reconstruction
In this section, we describe the piecewise linear reconstruction used in the proposed
scheme. For simplicity, in the notations we will use the indices i and j for the cell
centers along the longitude and latitude, respectively (see, Figure 7.3). At each time
step tn, data cell average values uni,j in each cell of center (λi, φj) are locally replaced
by a piecewise linear function. The obtained reconstruction is as follows
uni,j(λ, φ) = uni,j + (λ− λi)µni,j + (φ− φj)σni,j, (7.41)
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where µni,j and σni,j are the slopes in the directions of longitude and latitude, respectively.
To prevent oscillations, we propose the following minmod-type reconstruction to obtain
the slopes in the longitude and latitude directions
µni,j = minmod[
uni+1,j − uni,j
λi+1 − λi ,
uni+1,j − uni−1,j
λi+1 − λi−1 ,
uni,j − uni−1,j
λi − λi−1 )],
σni,j = minmod[
uni,j+1 − uni,j
φj+1 − φj ,
uni,j+1 − uni,j−1
φj+1 − φj−1 ,
uni,j − uni,j−1
φj − φj−1 )],
(7.42)
where the minmod function is
minmod(κ1, κ2, κ3)
=
κmin(|κ1|, |τ2|, |κ3|), if κ = sign(κ1) = sign(κ2) = sign(κ3),0, otherwise. .
(7.43)
At each step we compute the average values of the state variable u in the computational
cells. The same values correspond to the values of u at the cell centers of coordinates
(λi, φj). The suitable points, inside the cells which respect these conditions for the
linear reconstruction used in this study, should have the following spherical coordinates
λi =
λ1 + λ2
2 ,
φj =
φ2 sin(φ2)− φ1 sin(φ1) + cosφ2 − cosφ1
sinφ2 − sinφ1 ,
(7.44)
where λ1, λ2, φ1, and φ2 correspond to the longitude and latitude coordinates of the
cell nodes as shown in Figure 7.3.
7.5 Geometry-compatible flux vectors and particular solutions of interest
We have introduced in Beljadid et al. (2014b), two classes of flux vector fields for
Equation (7.39). In this classification, the structure of the potential function h(x, u)
was used to distinguish between foliated and generic fluxes. The dependency of the
potential function on the spatial variable x generates the propagation of the waves,
while the dependency on the state variable u leads to the formation of shocks in the
solutions. The foliated flux with linear behavior generates the spatially periodic solu-
tions while the foliated flux with nonlinear behavior can generate nontrivial stationary
solutions. From our analysis in Beljadid et al. (2014b), we have concluded that the
new classification introduced and the character of linearity of the flux are sufficient to
predict the late-time asymptotic behavior of the solutions. For a linear foliated flux,
the solutions are simply transported along the level sets. The generic flux generates
large variations in solutions, which converge to constant values within independent
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Figure 7.3 (a)-(b)-(c): Types of grids used on the sphere. (d): The domain Djk =
D+jk ∪D−jk.
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domains on the sphere. For the nonlinear foliated flux, the solution converges to its
constant average in each level set. For this flux, any steady state solution should be
constant along each level set. This type of nontrivial stationary solutions are used in
our numerical experiments to demonstrate the performance of the proposed method.
We recommend Beljadid et al. (2014b) and Ben-Artzi et al. (2009) which provide more
information and details about the construction of nontrivial steady state solutions of
Equation (7.39).
The non-trivial steady state solutions which will be used in our numerical experiments
are obtained using some particular nonlinear foliated fluxes. We will be particularly
interested to use a linear splitting flux vector fields. We consider the nonlinear foliated
flux (see Beljadid et al., 2014b; Ben-Artzi et al., 2009) based on the scalar potential
function h(x, u) = (x ·a)f(u), where x ·a is the scalar product of the vector x and some
constant vector a = (a1, a2, a3)T ∈ R3, and f is a function of the state variable u. The
flux is obtained as
F (x, u) = f(u)n(x) ∧ a.
For this foliated flux vector, for any function u˜ which depends on one variable, the
function defined as u0(x) = u˜(x ·a) = u˜(a1x1 +a2x2 +a3x3) is a steady state solution to
the conservation law (7.39) associated to the flux vector F (x, u). Arbitrary values of the
vector a are used to construct nonlinear foliated fluxes and the corresponding nontrivial
stationary solutions. First, we will consider the flux of the form F (x, u) = f(u)n(x)∧i1.
For this flux any function which depends on x1 only, is a nontrivial steady state solution
of Equation (7.39). Another form of foliated flux is obtained by using a = i1 + i2 + i3
and the steady state solutions are of the form u0(x) = u˜(x1 + x2 + x3).
Since we are more interested to study the discontinuous solutions, we will consider
the flux vector using the function f(u) = u2/2. For this foliated flux, the function
defined as u0(x) = χ(x · a)u˜(x · a) is a stationary solution of Equation (7.39), where
χ(x · a) = ±1.
7.6 Numerical experiments
In this section, we demonstrate the performance of the proposed scheme on a variety of
numerical examples. First, we consider the nonlinear foliated flux of the form F (x, u) =
f(u)n(x) ∧ i1 with f(u) = u2/2. We take the following discontinuous steady state
solution of Equation (7.39) as initial condition (Test 1).
u2(x) =
 γx
3
1, −1 ≤ x1 ≤ 0.5,
−γx21/(2x1 + 1), 0.5 ≤ x1 ≤ 1,
(7.45)
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where γ is an arbitrary constant which controls the amplitude and shocks of the solu-
tion. This solution has a single closed curve of discontinuity on the sphere.
The numerical solution is computed using a grid with an equatorial longitude step
∆λ = pi/96 and a latitude step ∆φ = pi/96, and a time step ∆t = 0.04. Figure
7.4, on the left, shows the numerical solution with γ = 0.1 which is computed using
the proposed scheme at a global time t = 5. The numerical solution remains nearly
unchanged in time using the proposed scheme. The numerical solution error defined
by using the L2−norm is computed by summation over all grid cells on the sphere. For
Test 1, the error is uerror = 1.5 × 10−4 at time t = 5, which is small compared to the
full range of the numerical solution umax − umin = 0.11237.
Another test is performed using the steady state solution (7.45) as initial condition
with γ = 0.5 (Test 2) and the same computational grid used in Test 1 and a time step
∆t = 0.04. As is shown in Figure 7.4, on the right for Test 2, the solution remains nearly
unchanged up to a global time t = 5. The error using the L2−norm is uerror = 2.7 ×
10−3, which is small compared to the full range of the solution umax− umin = 0.56185.
Now we consider a new test (Test 3) using the following steady state solution, with
more discontinuities, which is defined in three domains separated by two closed curves
on the sphere
u2(x) =

γx41, −1 ≤ x1 ≤ −0.5,
0.5γx31, −0.5 < x1 < 0.5,
−0.25γx21, 0.5 ≤ x1 ≤ 1.
(7.46)
The numerical solution is computed using a time step ∆t = 0.04 and the same grid
on the sphere used in the previous tests. As shown in Figure 7.5, on the left, the
numerical solution which is obtained at time t = 5 using the proposed method based
on the initial condition (7.46) with γ = 0.1 remains nearly unchanged. The error is
uerror = 9.6× 10−5, which is small compared to the full range umax − umin = 0.12488.
For γ = 0.5 (Test 4) we used the same computational grid and a time step ∆t = 0.04.
As is shown in Figure 7.5, on the right, again for this test the numerical solution at time
t = 5 remains nearly unchanged. The error using the L2−norm is uerror = 1.9× 10−3,
which is small compared to the full range of the solution umax − umin = 0.62441.
In the following, the performance of the proposed finite volume method will be analyzed
using some particular steady state solutions in a spherical cap. The scalar potential
function h(x, u) = (x1 + x2 + x3)f(u) is considered with f(u) = u2/2. This leads to
the nonlinear foliated flux F (x, u) = f(u)n(x)∧ (i1 + i2 + i3). The function of the form
u(x) = χ(θ)u˜(θ) is a steady state solution of Equation (7.39), where u˜ is an arbitrary
real function depending on one variable and θ = x1 + x2 + x3.
In this numerical example (Test 5), the following discontinuous steady state solution
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Figure 7.4 Solutions on the entire sphere at time t = 5 for Test 1 (left) and Test 2
(right)
Figure 7.5 Solutions on the entire sphere at time t = 5 for Test 3 (left) and Test 4
(right)
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is considered as initial condition
u(0, x) =
 0.1/(θ + 2), 0 ≤ θ,− 0.1/(θ + 2), otherwise. (7.47)
The numerical solution is computed by using a grid with an equatorial longitude step
∆λ = pi/96 and a latitude step ∆φ = pi/96, and a time step ∆t = 0.02. Figure 7.6, on
the left, shows the numerical solution which remains nearly unchanged in time after
being subjected to integration up to a global time t = 5 by the proposed scheme. The
numerical solution error defined by using the L2−norm is uerror = 1.3× 10−3, which is
small compared to the full range umax − umin = 0.1.
The following numerical example (Test 6) is performed using the same nonlinear foliated
flux considered in Test 5 and the steady state solution with more discontinuities defined
by
u(0, x) =

0.2θ3, 0.5 ≤ θ,
0.1θ2, θ ≤ −0.5,
− 0.025, otherwise.
(7.48)
The numerical solution is computed using the same grid used in Test 5 and a time step
∆t = 0.02. Figure 7.6, on the right, shows the numerical solution at time t = 5 which
remains stationary with the error uerror = 1.8 × 10−3 which is negligible compared to
the full range of the solution umax − umin = 1.0638.
Figure 7.6 Solutions on the entire sphere at time t = 5 for Test 5 (left) and Test 6
(right)
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7.7 Concluding remarks
In this paper, we have introduced a new efficient geometry-preserving scheme for conser-
vation laws on the sphere. The main advantage of the proposed scheme is its simplicity
since there is no Riemann solver. The proposed scheme is strongly connected to the
analytical properties of the equation and the geometry of the sphere. In the proposed
scheme, in order to improve the accuracy, the Gaussian quadrature can be used instead
of the midpoint rule to compute the spatial integrals. The Gaussian quadrature will
not have any impact on the geometry-compatibility condition of the proposed scheme.
The semi-discrete form of the proposed method using the Gaussian quadrature will
remain strongly connected to the analytic properties of the equation and the geometry
of the sphere.
In the proposed method, a non-oscillatory reconstruction is used in which the gradient
of each variable is computed using a minmod-function to ensure stability. Our numer-
ical experiments demonstrate the ability of the proposed scheme to avoid oscillations.
The performance of the second-order version of the designed scheme is tested using
numerical examples. The results clearly demonstrated the proposed scheme’s potential
and ability to resolve the discontinuous solutions of conservation laws on the sphere.
Note that the formulation of the semi-discrete form of the proposed method is based on
some approximations and assumptions. The proposed scheme is more suitable for dis-
continuous solutions with shocks of average amplitude. However, the proposed scheme
has the advantage of simplicity compared to upwind schemes. As previously mentioned,
the first advantage is that the proposed scheme is Riemann-problem-solver-free. The
second advantage is related to the resolution, where the proposed scheme does not use
any splitting approach which is widely used in upwind schemes to simplify the reso-
lution of the Riemann problem. This again renders the proposed numerical scheme
less expensive compared to upwind methods. The scheme developed for scalar non-
linear hyperbolic conservation laws could be extended to multidimensional hyperbolic
conservation laws and shallow water models posed on the sphere.
Appendix I : Proof of Claim 7.3.2
Proof. It is obvious that for the case
∣∣∣D+jk∣∣∣ = 0 or ∣∣∣D−jk∣∣∣ = 0 equation (7.21) is valid.
We assume that
∣∣∣D+jk∣∣∣ ∣∣∣D−jk∣∣∣ 6= 0 and we consider
R =
∫
D+
jk
w˜n+1(x)dVg − |D+jk|w¯n+1(Djk).
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We have
R =
∫
D+
jk
w˜n+1(x)dVg −
∣∣∣D+jk∣∣∣
|Djk|(
∫
D+
jk
w˜n+1(x)dVg +
∫
D−
jk
w˜n+1(x)dVg),
=
|D+jk|
|Djk| [
|D−jk|
|D+jk|
∫
D+
jk
w˜n+1(x)dVg −
∫
D−
jk
w˜n+1(x)dVg],
=
|D+jk|
|Djk| [
aoutjk
ainjk
∫ 0
−ain
jk
∆t
w˜n+1(s)l˜jkds−
∫ aoutjk ∆t
0
w˜n+1(s)l˜jkds],
(7.49)
where l˜jk is the length of the domain Djk and s is a variable according to the orthogonal
outward axis to the kth cell interface.
After the change of variable in the first integral of the last equality in (7.49), one
obtains
R =
|D+jk|
|Djk| l˜jk
∫ aoutjk ∆t
0
(w˜n+1(− a
in
jk
aoutjk
s)− w˜n+1(s))ds.
Using the mean value theorem to the function w˜n+1 we obtain
R = −|D
+
jk|
|Djk| l˜jk
∫ aoutjk ∆t
0
ainjk + aoutjk
aoutjk
s
∂w˜n+1
∂s
(cs)ds,
where cs ∈ [min(s,−sainjk/aoutjk ),max(s,−sainjk/aoutjk )]. We denote byM the upper bound
value of the spatial derivative of the function w˜n+1 over the domain Djk. Therefore we
obtain
|R| ≤Ml |D
+
jk|
|D−jk|
∫ aoutjk ∆t
0
sds = Ml2 |D
+
jk||D−jk|.
Since l˜jk = ljk + O(∆t), and both the areas |D+jk| and |D−jk| are of order ∆t we obtain
R = O(∆t2). 
Appendix II : Time integration methods
Consider an ODE defined by
du
dt
= L(u), u(t0) = u0, (7.50)
where L is a spatial operator. The TVDRK3 method (Shu and Osher, 1988) is per-
formed via three stages to solve Equation (7.50).
u(1) = un + ∆tL(un)
u(2) = 34u
n + 14u
(1) + 14∆tL(u
(1))
un+1 = 13u
n + 23u
(2) + 23∆tL(u
(2))
(7.51)
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CHAPITRE 8 Conclusions et recommandations
Le projet de recherche a pour objectif le développement et l’évaluation de nouvelles
méthodes numériques pour les écoulements peu profonds. De nouvelles techniques sont
développées pour les discrétisations spatiales et temporelles des équations de Saint-
Venant et des lois de conservation sur les surfaces courbes. L’objectif est de construire
des schémas numériques stables, non diffusifs, et qui présentent des performances in-
téressantes en termes de précision et temps de calcul. Les résultats de la thèse peuvent
être récapitulés comme suit :
• Deux nouvelles méthodes numériques sont proposées pour la modélisation des
processus lents et rapides dans les écoulements océaniques et atmosphériques,
• Un nouveau schéma numérique efficace sans solveur de Riemann est proposé pour
les écoulements peu profonds sur une topographie variable,
• Une nouvelle approche est proposée pour l’analyse de stabilité des méthodes
numériques pour les écoulements en eaux peu profondes,
• Deux nouveaux schémas numériques sont développés pour les lois de conservation
sur des surfaces courbes qui ont de larges potentiels d’être appliqués pour le cas
des écoulements peu profonds sur la sphère.
Dans la première partie de la thèse, une méthode des volumes finis explicite sur un
maillage non structuré est proposée pour les écoulements de grande échelle avec un
terme source qui comprend l’effet de Coriolis. Le schéma proposé est efficace pour
les écoulements à grande échelle en présence des ondes lentes (ondes de Rossby) et
des ondes rapides (ondes de gravité). L’approche du «splitting» directionnel et la
méthode d’Adams d’ordre quatre sans aucune itération sur le correcteur sont utilisées
pour l’intégration temporelle. Ces méthodes sont suffisantes pour supprimer le bruit
numérique des ondes courtes sans amortissement des ondes longues dans les écoule-
ments à grande échelle. De bons résultats sont obtenus à la fois pour les ondes de
gravité et les ondes de Rossby.
En présence des termes sources dans le système qui génèrent des ondes de grandes
vitesses de propagation, l’utilisation des méthodes implicites est nécessaire. Ces méth-
odes sont aussi nécessaires dans le cas où le système génère de large gamme de fréquences
des ondes. C’est le cas des écoulements atmosphériques où il est important d’utiliser
les schémas semi-implicites afin d’utiliser un pas de temps optimal. Dans le cas des
modèles de prévision numérique atmosphérique, les schémas implicites sont utilisés
pour traiter les termes linéaires responsables de la propagation des ondes rapides et
le traitement explicite est utilisé pour les termes non linéaires qui sont responsables
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des ondes lentes. Dans l’objectif d’améliorer la stabilité de la méthode actuellement
utilisée par Environnement Canada dans son modèle numérique pour les prévisions
météorologiques, nous avons proposé une nouvelle classe de schémas semi-implicites
semi-lagrangiens. Cette classe est introduite pour remédier aux problèmes d’instabilité
liés au traitement du terme non linéaire pour le cas des solutions qui ont un caractère
oscillatoire. Cette classe de schémas présente de bonnes qualités de stabilité, de pré-
cision et de convergence en comparaison avec les méthodes actuellement utilisées en
prévision numérique atmosphérique.
Dans le projet de recherche, une autre méthode des volumes finis est développée pour le
cas du système de Saint-Venant avec une topographie variable. La méthode proposée
est efficace et elle ne fait pas appel au solveur de Riemann. Elle assure l’équilibre entre
le terme de flux et le terme source dû à la topographie et elle préserve la positivité de
la hauteur d’eau. La méthode est stable et présente de bonne qualité de convergence,
en particulier pour le cas des faibles perturbations des états d’équilibre. La méthode
proposée peut être appliquée pour le système de Saint-Venant avec une topographie
discontinue ou hautement variable et sur des domaines complexes où il est nécessaire
d’utiliser des maillages non structurés.
Dans la thèse, une nouvelle approche est introduite pour analyser la stabilité des méth-
odes des volumes finis appliquées aux écoulements peu profonds. Dans cette approche,
on utilise la notion du pseudo spectre des matrices. Cette méthode est efficace pour
analyser la stabilité en comparaison avec la stabilité asymptotique et la stabilité de
Lax-Richtmyer. Cette approche est utile pour le choix du type de maillage, des em-
placements adéquats des variables primitives du système, et de la technique de dis-
crétisation la plus stable.
Les équations de Burgers sont considérées pour développer des méthodes numériques
robustes pour les lois de conservation sur des surfaces courbes. Ces équations con-
stituent un modèle simple mais très significatif pour valider les schémas numériques
proposés. Deux méthodes numériques sont développées dans le cas des systèmes hy-
perboliques sur des surfaces courbes. Le premier schéma est proposé en utilisant la
résolution du problème de Riemann généralisé au niveau des interfaces des cellules de
calcul. Les principaux avantages de cette méthode des volumes finis sont:
• Les dimensions géométriques de la sphère sont considérées de manière analytique
dans la forme semi-discrète du schéma numérique et on obtient une formulation
qui respecte exactement la condition de compatibilité géométrique,
• La reconstruction linéaire proposée a permis d’améliorer nettement la qualité des
résultats dans le cas des solutions discontinues,
• Le schéma de volumes finis proposé est d’ordre deux dans l’espace. La méthode du
«splitting» directionnel et la méthode TVDRK3 constituent un schéma efficace
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pour l’intégration temporelle. L’ordre trois de la méthode TVDRK3 est moins
influencé par la méthode du «splitting» directionnel utilisée,
• Le schéma proposé est efficace dans le cas des solutions discontinues de grands
chocs et amplitudes.
La méthode proposée est utilisée pour étudier le comportement asymptotique des so-
lutions. Une classification des flux est proposée où nous avons introduit la notion
de flux feuilletés et celle de flux génériques. Cette classification et la linéarité des
flux constituent un concept très important et suffisant pour prédire le comportement
asymptotique des solutions du système. Les résultats obtenus pour le cas des flux
feuilletés non linéaires présentent un intérêt particulier pour construire des solutions
stationnaires non triviales. Pour ces flux, les solutions qui sont constantes le long des
lignes de niveau sont des solutions stationnaires non triviales du système. Ces solutions
sont utilisées pour évaluer les performances de la méthode proposée.
Un nouveau schéma partiellement centré est proposé pour les lois de conservation
scalaires hyperboliques sur la sphère. Ce schéma présente les avantages suivants:
• La caractéristique principale du schéma numérique est qu’il permet d’éviter la
résolution du problème de Riemann aux interfaces des cellules de calcul,
• Aucun «splitting» directionnel n’est utilisé,
• La méthode est moins coûteuse en termes de temps de calcul en comparaison avec
les méthodes qui utilisent le «splitting» directionnel pour simplifier la résolution
du problème de Riemann,
• Le schéma proposé est efficace dans le cas des solutions discontinues d’amplitudes
et chocs moyens,
• La précision de la méthode peut être nettement améliorée en utilisant la quadra-
ture de Gauss pour l’intégration spatiale sans aucun impact sur la condition de
compatibilité géométrique du schéma numérique.
Comme extensions des travaux du présent projet de recherche, on présente les recom-
mandations suivantes :
• La classe de schémas semi-implicites semi-lagrangiens potentiellement applicables
aux modèles atmosphériques dépend du paramètre de décentrement au niveau du
correcteur en deuxième étape. On recommande une étude détaillée sur la base des
cas réels relatifs aux simulations atmosphériques pour le choix du décentrement
le plus adéquat de point de vue stabilité et précision,
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• La classe de schémas semi-implicites semi-lagrangiens potentiellement applicables
aux modèles atmosphériques est proposée en se basant sur la méthode BDF2 qui
a été analysée par Dharmaraja (2007). On recommande d’effectuer des analy-
ses similaires pour quelques familles de méthodes à deux étapes et d’étudier la
possibilité de construire des méthodes semi-implicites semi-lagrangiennes à deux
étapes applicables aux modèles atmosphériques,
• Le schéma numérique partiellement centré développé pour le système de Saint-
Venant en deux dimensions peut être étendu au cas des écoulements peu profonds
à trois dimensions,
• Le schéma de volumes finis basé sur la résolution du problème de Riemann
généralisé pour les lois de conservation scalaires hyperboliques non linéaires sur
la sphère peut être étendu au système de Saint-Venant sur la sphère,
• Le schéma partiellement centré développé pour les lois de conservation scalaires
sur la sphère peut être étendu au système de Saint-Venant sur la sphère. Ce
schéma numérique peut aussi être étendu au système hyperbolique multidimen-
sionnel sur la sphère.
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