In this paper, we consider a point-to-point wireless communication system. The source monitors a physical process and generates status update packets according to a Poisson process. The packets are transmitted to the destination by using finite blocklength coding to update the status (e.g., temperature, speed, position) of the monitored process. In some applications, such as real-time monitoring and tracking, the timeliness of the status updates is critical since the users are interested in the latest condition of the process. The timeliness of the status updates can be reflected by a recently proposed metric, termed the age of information (AoI). We focus on the packet management policies for the considered system. Specifically, the preemption and discard of status updates are important to decrease the AoI. For example, it is meaningless to transmit stale status updates when a new status update is generated. We propose three packet management schemes in the transmission between the source and the destination, namely non-preemption (NP), preemption (PR) and retransmission (RT) schemes. We derive closed-form expressions of the average AoI for the proposed three schemes. Based on the derived analytical expressions of the average AoI, we further minimize the average AoI by optimizing the packet blocklength for each status update. Simulation results are provided to validate our theoretical analysis, which further show that the proposed schemes can outperform each other for different system setups, and the proposed schemes considerably outperform the existing ones without packet management at medium to high generation rate.
I. INTRODUCTION Many emerging information systems require real-time monitoring and tracking. For example, in factory automation systems, the sensor generates status updates which measure the status (e.g., temperature, speed and position) of the machine, and transmits the status updates to a destination for control and tracking purposes. In such scenarios, the timeliness of the information is critical because the destination is only interested in the latest condition of the machine. In fact, the conventional performance metrics, such as throughput and delay, cannot properly characterize the timeliness of the status updates. The latter can be reflected by a recently proposed performance metric, named the age of information (AoI) [1] . The AoI captures both the latency and the generation time of each status update. Specifically, AoI is defined as the time elapsed since the generation of the last successfully received status update. If the most recently received status update carries the data sampled at time r (t), the age of status update at time t is defined as t − r (t) [1] .
AoI has attracted a large amount of research interests very recently. The authors in [1] first studied the average AoI for a First-Come-First-Serve (FCFS) system by considering three different queueing models, named M/M/1, M/D/1 and D/M/1, respectively. The authors in [2] studied the Last-Come-First-Serve (LCFS) system and showed that the LCFS model achieves lower average AoI compared with the FCFS model by transmitting the latest status update first. The average AoI of more complex queueing models, M/G/1 and M/G/1/2 were considered in [3] and [4] , respectively. In order to reduce the AoI and increase the reliability, different retransmission schemes were studied in [5] [6] [7] [8] . Specifically, [5] , [6] considered a classical automatic repeat request (ARQ) scheme, where the same information is retransmitted when it is received with error. Differently, [7] and [8] studied the hybrid ARQ (HARQ) schemes. To improve the spectrum efficiency, there have also been a few investigations into the AoI of cognitive radio networks [9] [10] [11] . Finally, the AoI of energy harvesting devices were analyzed in [12] , [13] .
The AoI metric under short packet communication were studied in [14] [15] [16] . This is motivated by the fact that the systems that can benefit from the AoI metric are usually monitoring and automation systems, with status updates of limited sizes. In conventional communication systems using the Shannon theory, errors depend on the received signalto-noise ratio (SNR) and the coding rate. More importantly, an arbitrary small error probability can be achieved if the coding rate is below the Shannon capacity. Differently, in the short packet communication, errors always exist even the coding rate is below the Shannon capacity, and the error rate depends heavily on the packet blocklength. A natural question arises: what is the impact of packet blocklength on the AoI performance of a short packet communication system with status updates? [14] [15] [16] answered this question and concluded that there exists an optimal packet blocklength that can minimize the AoI metrics. However, we realize that the packet management strategies, i.e., packet preemption and discard, was not considered in [14] [15] [16] . Specifically, the preemption of new status updates and the discard of stale status updates can reduce the AoI significantly because the destination is only interested in the latest status. In this paper, different from [14] [15] [16] that considered an FCFS queue with an infinitesized buffer, we assume that the buffer can only store one status update and focus on the analysis of various packet management policies. Note that the considered buffer model is relevant to status update systems. It can maintain low cost, and it is meaningless to store outdated status updates when a new status update is generated. In the considered system, the new generated status update can either be discarded by the source or preempt the service of the current status update stored in the buffer. Besides, retransmission can also be introduced to the considered system to further decrease the AoI. We thus propose three packet management schemes, namely nonpreemption (NP), preemption (PR) and retransmission (RT).
The main contributions of this paper are summarized as follows: (1) By considering a point-to-point system with a buffer that can store one status update, we propose three different packet management schemes, NP, PR and RT, to deliver the generated status updates as timely as possible. (2) We derive closed-form expressions of the average AoI for the proposed schemes under the finite blocklength regime. Based on the derived expressions, we further minimize the average AoI by optimizing the packet blocklength of each status update. (3) Simulation results are then provided to validate the theoretical analysis, which show that the proposed schemes can outperform each other. More importantly, they considerably outperform the existing ones using FCFS without package management when the generation rate of source is high.
II. SYSTEM MODEL A. System Description
We consider a point-to-point wireless communication network consists of one source and one destination. It is assumed that each generated status update at the source contains fixed N bits of information, e.g., temperature, speed and position of the monitored physical process. The status updates contain packets with limited sizes and we use the terms "status updates" and "packets" interchangeably hereafter. The status update is coded into a signal with m channel uses (c.u.), i.e., symbols. As in [14] , we assume an additive white Gaussian noise (AWGN) channel between the source and the destination. According to [17] , the block error rate (BLER) for AWGN channel using finite blocklength coding can be approximated as
where the expression is very tight for m > 100. γ is the received signal-to-noise (SNR) ratio at the destination and
It is worth mentioning that the analysis of average AoI provided in this paper can be readily extended to the fading channel case by replacing the expression of BLER in (1) with that of a fading channel derived in [18] , [19] . For the purpose of exploration, we consider an AWGN channel in this paper.
B. Packet Management Schemes
As in [14] , [15] , we assume that the status updates are generated at the source according to a Poisson process with rate λ. We assume that the information buffer at the source can only store one status update. Besides, to maintain low cost and implementation simplicity, we assume that there is no feedback signal provided by the destination. We subsequently investigate three different packet management schemes, namely NP, PR and RT. We now describe the operating principles of the three schemes in the following.
1) Non-preemption (NP) scheme: In the NP scheme, when a new status update is generated and the buffer is empty, the source starts the service of the generated status update. Otherwise, if a new status update is generated at the source and it is currently serving a status update, the source discards the new status update and keeps serving the current one. Besides, the source only sends the status update once and there is no retransmission.
2) Preemption (PR) scheme: Preemption is considered in the PR scheme such that new generated status update always preempts the service of the current status update. Specifically, if a new status update is generated at the source and the source is currently serving a status update, it discards the current status update and starts to serve the new one. There is also no retransmission in the PR scheme.
3) Retransmission (RT) scheme: The RT scheme further improves the PR scheme by introducing retransmission. Recall that there is no feedback provided by the destination, the source thus keeps retransmitting the current status update until a new status update is generated at the source. When a new status update is generated at the source, the source starts the service of the new status update. During the retransmission, the destination discards repetitive status updates if it has already decoded the status update correctly.
C. The Evolution of AoI
In this subsection, we first give the definition of the instantaneous AoI and then define some important intervals in order to derive the average AoI. Note that the following definitions can be used for all the three proposed schemes. As an example, we depict the evolution of AoI for the NP scheme in Fig. 1 . Due to the limited space, we will not provide the figures for PR and RT schemes. We let r (t) be the most recently received status update at time t, the instantaneous AoI of the considered NP, PR and RT schemes can be expressed as
We let g j , j = 1, 2, 3, · · · , denotes the generation time of the j-th update. We define X j = g j+1 − g j as the interarrival time between consecutive updates. Since the status updates are generated according to a Poisson process, X j follows an exponential distribution with the probability density function (PDF) given by f Xj (x) = λ exp (−λx). Note that the generated status update may not be received correctly by the destination due to transmission error, discard and preemption. We let d ′ i be the departure time and S i be the service time of the i-th status update that is successfully decoded at the destination, e.g., the generated status update at g 5 is discarded and the correctly received status update at d ′ 2 is the status update generated at g 4 in Fig. 1 .
We denote W i as the waiting time from the reception of the (i − 1)th status update until the generation of the next status update and it is defined as
where G i is the generation time of the first generated status update after d ′ i−1 and it is defined as
In addition, we define K i to be the interval starts from G i until the status update is successfully received by the destination and it is defined as
Y i is defined as the interdeparture time between two consecutive successfully received status updates and it is given by
In order to derive the average AoI for the NP, PR and RT schemes, we let N t = max{i |d ′ i ≤ t } to be the number of successfully received status updates during the time interval [0, t]. The average AoI of the considered system can be characterized as the sum of the geometric areas Z i under the instantaneous age curve, which is given by
With the definition of Y i and S i , the area of Z i can be calculated as
Since Y i and S i−1 are independent to each other and the sequences {Y 1 , Y 2 , · · · } and {S 1 , S 2 , · · · } form independent and identically distributed processes [5] , [7] , we now drop the subscript index of the intervals and obtain E {Z} =
Together with the fact that lim
E{Y } , (6) can be finally simplified to
Note that the analysis provided in this paper is readily extended to the average peak AoI, which is given by
III. PERFORMANCE ANALYSIS OF AVERAGE AOI In this section, we evaluate the average AoI of the proposed NP, PR and RT schemes by deriving the three terms E {S}, (7) for them. Based on the derived expressions, we then minimize the average AoI for the three schemes by obtaining the optimal packet blocklengths for them.
A. Non-Preemption Scheme
We first evaluate the term E {S} for the NP scheme. Recall that each status update contains fixed N bits of information and is coded into a signal with m c.u. (i.e., symbols). We let T u denote the unit time for each channel use, i.e., the duration for each symbol. The service time for each status update is given by E {S} = mT u . We next derive the other two terms E {Y } and E { Y 2 } for the NP scheme. For notation simplicity, we let M = mT u hereafter.
Due to the fact that Y = W + K, we evaluate E {Y } by deriving E {W } and E {K}. Because each departure leaves the system empty and the memoryless of Poisson process, the interval W thus has the same distribution as the interarrival interval X [5] , [7] . We can attain that E {W } = 1 λ . We now turn to the evaluation of E {K}. By using a recursive method [5] , [6] , E {K} can be expressed as
The first term in (8) indicates the event that the first generated status update is successfully received by the destination. The second term represents the case that the first generated status update cannot be decoded correctly at the destination. If this happens, recall that W and X has the same distribution, the source waits for an interval W for the generation of a new status update. LetK be the remaining process of K after the generation of a new status update, which is defined as the interval from the generation of a new status update until the destination correctly receives a status update. According to the definition of K given in Section II-C, we notice that the evolution of K is the same as its counterpartK, and thus 
We next derive the expectation of Y 2 . Due to the independence between W and K, we can obtain that
Since W follows an exponential distribution with rate λ, we have E { W 2 } = 2 λ 2 . Besides, the terms E {W } and E {K} have been derived above, in order to evaluate E { Y 2 } , we need to obtain the expectation of K 2 . By using a similar recursive method as in (8), we have
Substituting the derived results of E {W }, E {K} and E { W 2 } into (11), we can obtain that
With the derived expectations of W , K, W 2 and K 2 , according to (10), the term E { Y 2 } can be evaluated as
Substituting E {S} = M , (9) and (13) into (7), the average AoI for the NP scheme can be finally expressed as
B. Preemption Scheme
In the PR scheme, we first note that the service time of the PR scheme is the same as NP scheme since retransmission is not considered, i.e., E {S} = M . We next evaluate the term
We also have E {W } = 1 λ and the expectation of K for the PR scheme can be derived as
In the above expression, the term L 1 denotes the case that the first generated status update is not preempted by other status updates and is decoded successfully by the destination. The length of the interval K is just the service time M . The term 1 − p denotes the probability that the current status update is not preempted, and the preemption probability p can be evaluated as
The term L 2 indicates the case that the first generated status update is not preempted and cannot be decoded correctly by the destination. For such case, the system first spends an interval M on the first status update, then waits for a period W until the generation of a next update. After the generation of a new status update, the remaining process is the same as K, which is illustrated after (8) . The term L 3 shows the case that the first generated status update is preempted by a new status update. The conditional expectation E {X |X < M } is the generation interval under the condition that the status update is preempted. The system then follows the same process as K after preemption. The conditional expectation in (15) can be derived as
where the integral is solved by [20, Eq. 3.351-1.8]. Substituting E {W } = 1 λ , (16) and (17) into (15), we can solve that
The expectation of interval Y for the PR scheme can thus be evaluated as
To calculate the expectation of Y 2 for the PR scheme, we follow (10) and evaluate the expectation of K 2 . Note that the other terms in (10) 
(21) (17), (18) and (21) into (20), we can derive that
With the derived expectations, according to (10) (19) , and (23) into (7), we obtain the average AoI for the PR scheme given by
.
(24)
C. Retransmission Scheme
We now study the average AoI of the RT scheme. We first characterize the expectation of S for the RT scheme. Different from the NP and PR schemes that the service time is a fixed value, e.g., S = M , the service time of the RT scheme is a multiple of M because the status update may be decoded correctly after some rounds of retransmissions. Specifically, the expectation of S can be characterized as E {S} = E S p S , where E S is the expectation of service time for the event that the considered status update is not preempted by new updates and finally decoded successfully by the destination and p S denotes the total probability of such event. E S and p S can be evaluated as
where p given in (16) is the probability that an update being served is preempted by a new update and k denotes the number of retransmission times. Applying the series expansion 1−ε(1−p) . We can now derive the expectation of the service time for the RT scheme given by 
Substituting (27), (28) and (29) into (7), we can derive the average AoI for the retransmission scheme given by
D. Optimal Packet Blocklength
We realize that there exists optimal packet blocklengths for the three schemes such that their average AoI is minimized. Specifically, a smaller system blocklength may potentially decrease the average AoI for the NP, PR and RT schemes because the unit M = mT u is reduced. However, this may also increase the average AoI because the BLER ε is increased by reducing m. Due to the complicated structure of ε in (1), it is hard to characterize closed-form expressions of the optimal packet blocklengths for the three proposed schemes. Alternatively, we derive three equations of the optimal values of blocklengths for the three schemes, where the optimal m can be easily solved by numerical methods.
For the NP scheme, the optimal packet blocklength is the solution to the equation d∆ N P dm = 0, which is given by
According to (1) and the fact that ∂Q(x)
, the term ∂ε ∂m in (31) is given by
where Ψ = (
) . The optimal blocklength of the NP scheme can be obtained by solving m from (31). Next, for the PR scheme, the optimal blocklength is the solution to the equation d∆ N P dm = 0, which is given by Fig. 3 . The optimal average AoI versus the generation rate λ with optimal packet blocklength.
Based on (30), the equation used for the RT scheme to solve the optimal blocklength is given by
IV. NUMERICAL RESULTS In this section, we present some numerical results to validate and illustrate the above theoretical analysis. Specifically, we set the information of each status update N = 150 bits and the unit time for each channel use (i.e., symbol duration) T u = 0.006. The setting of the unit time is chosen to map the service time in unit time, i.e., M , to the generation interval X such that their values are in the same order of magnitude. For example, for a system with m = 200 and λ = 0.33, the service time for each transmission is 1.2 unit time and the average generation interval is 3 unit time.
We first depict the average AoI versus the packet blocklength for NP, PR and RT schemes in Fig. 2 . We can observe that all the analytical results coincide well with the simulations, which validates the theoretical analysis provided in Section III. Besides, the RT scheme outperforms the PR scheme in both considered setups. The rationale behind the performance gain is that the RT scheme uses the idle slots to retransmit the packets, which increases the reliability and reduces the average AoI. Moreover, the NP scheme and the RT scheme can outperform each other depending on different generation rate λ. Specifically, the NP scheme is preferable for a system with a relatively large generation rate and the RT scheme is suitable for a system with a small value of λ. This observation can be explained as follows. In the NP scheme, the average AoI decreases as λ increases because the waiting time after a successful transmission is reduced. Specifically, when λ → 1, the source immediately transmits another status update to the destination after finishing the service of last status update. Differently, in the RT scheme, a smaller value of λ decreases the probability that a packet is being preempted. By keeping retransmitting the status updates instead of keeping idle, RT scheme can outperform the NP scheme when λ is low. However, when λ is high, the service of each status updates may be preempted frequently before it is finished, which further decreases the average AoI. As the analytical results agree with the simulation results well, we only plot the analytical results of the NP, PR and RT schemes in the next figure. Fig. 3 illustrates the optimal average AoI versus the generation rate with the optimal settings of packet blocklength. In Fig. 3 , the optimal values of packet blocklength for the three proposed schemes are set to the analytical results derived in (31), (33) and (34). The FCFS without packet management is the scheme considered in [14] [15] [16] . Specifically, the buffer of the FCFS scheme without packet management has an infinite size, and the source keeps retransmitting each status updates until it is successfully received by the destination in an FCFS order. The packet blocklength of the FCFS without packet management is optimized by a one-dimensional exhaustive search. We can observe from Fig. 3 that the proposed three schemes outperform the existing FCFS without packet management scheme for a large range of generation rate. This is thanks to the introduction of the packet management strategies in terms of preemption and discard. Without packet management, the scheme considered in [14] [15] [16] becomes unstable when the generation rate is high because the queue in the buffer grows unbounded. Moreover, the scheme considered in [14] [15] [16] slightly outperforms the proposed schemes at the low generation rate regime. This is because in our considered model, the buffer can only store one status update. There exists an additional waiting period elapsed since the successful transmission of a status update until the system generates a new status update again.
V. CONCLUSIONS In this paper, we considered a point-to-point short-packet communication system where the source randomly generates status updates and transmits the status updates to the destination as timely as possible. The status updates are assumed to contain packets with limited size and thus the finite blocklength coding is implemented. Based on the considered model, we proposed three packet management schemes, namely NP, PR and RT schemes, to timely deliver the generated status updates. To characterize the timeliness of the status updates, we adopt a new performance metric named AoI and derived the average AoI for the proposed schemes. Based on the derived expressions, we then optimized the optimal packet blocklength of the proposed schemes in terms of minimizing their corresponding average AoI. Simulation results validated all the theoretical analysis and showed that the proposed schemes can outperform each other for different system setups. More importantly, the proposed schemes outperform the existing scheme FCFS without packet management when the generation rate of the source is not very low.
