Abstract-Recent works have shown that using mobile elements (or data MULEs) to collect and carry data from sensor networks to a collection point may have significant advantages over traditional ad hoc sensor networks. Previous papers on the MULE architecture are mainly based on simulation and numerical analysis. In this paper we investigate the performance of the data MULE model and its ability to support sensorbased applications in a real urban environment by means of an experimental analysis. Specifically, we use a testbed based on Berkeley motes, and analyze the impact of several parameters (i.e., MULE's speed, distance between the static node and the MULE, duty cycle) on the contact time and the total amount of data that a static node is able to transfer to the mobile MULE when they happen to get in contact. The results obtained are very promising and show that the MULE architecture is really suitable for a large set of sensor-based applications in urban environments, both in low and high mobility scenarios.
I. INTRODUCTION
Mark Weiser envisioned a world in which computing is so pervasive that everyday devices can sense their relationship to us and to each other [1] . This vision is based on the assumption that sensing a set of physical phenomena, rather than just data input, will become a common aspect of small, embedded computers and that these devices will communicate with each other to organize and coordinate their actions. Wireless sensor networks thus constitute a basic component for the development of pervasive applications.
Sensor nodes can be networked together to enable a wide variety of applications that involve environmental monitoring. Data collection in such applications usually happens infrequently. Sensors may be spread over a large geographical area resulting in a sparse network, which brings to two possible approaches to ensure connectivity: the installation of multiple base stations to relay the data from sensor nodes in their coverage area, or the deployment of enough low-power relay nodes to effectively form a dense connected network [2] . The base station approach trades off the communication power needed by the sensors with the installation costs of the base stations. On the other hand, deploying nodes to form a dense, fully-connected ad-hoc network may not be cost-effective either.
An architecture involving data MULEs (Mobile Ubiquitous LAN Extensions), as described in [3] , would have the advantages of both approaches, and would be easy to achieve in the case of urban environmental monitoring as this role could be served by vehicles outfitted with transceivers. By definition, MULEs are assumed to be capable of short-range wireless communication and can exchange data from sensors along the way. They should be capable of picking up data from the (static) sensors encountered along their path, buffer data and then retransfer it to a data collection point. This approach has the advantage of large power savings that occur at the sensors because the communication takes place over a short-range. A disadvantage would be the increased latency because sensors have to wait for a MULE to approach them for the data transfer to occur. However, in data collection applications in urban environments a relatively large latency is usually acceptable.
The purpose of this work is to investigate the performance of the data MULE model and its ability to support sensor-based applications (e.g., environmental monitoring applications) in a real urban environment. For this aim, we performed an extensive set of experiments on experimental testbed in a realistic urban environment. Our testbed consisted of one mobile sensor node, acting as the MULE, that collects data from a static sensor node. In the real world we could think of the static node as a sensor placed at a bus stop or anywhere along a street or a park, whereas the mobile node could be a person walking along the street, a bus, a cab, etc. In such a scenario it is important to evaluate the contact time, i.e., the time interval during which the static node and the mobile MULE are able to communicate with a given communication quality. In addition, it is important to estimate the amount of data the MULE is able to receive correctly from the static sensor node every time they occur to get in contact. Obviously, the above quantities depend on several physical parameters like distance between nodes and MULE's speed. Furthermore, as the static node may be energy constrained (the MULE's energy is assumed to be renewable), power management is another important issue that needs to be analysed very carefully [4] , [5] .
We performed an extensive measurement campaign on our experimental testbed. Specifically, we used Mica2 Berkeley Motes as sensor nodes, and considered different scenarios and operating conditions. We investigated the performance of the system both in terms of contact time and amount of data transferred during each contact. The results obtained are very encouraging and show that the MULE model is really suitable for most sensor-based applications in an urban environment.
The rest of the paper is organized as follows. Section II describes related works. Section III introduces the MULE architecture. Section IV describes the experimental testbed and the methodology used in our analysis, while the experimental results are presented in Section V. Finally, some conclusions are drawn in Section VI.
II. RELATED WORK
Wireless sensors are currently a very hot topic within the research community, as witnessed by the increasing number of papers on that topic. Considerable work has been done on static sensor networks, but only few papers refer to dynamic sensor networks. In addition, most of the papers appeared in the literature are based on simulation and/or numerical analysis, while very few of them rely on experimental measurements. The importance of an experimental approach in evaluating wireless networks is discussed in [6] , [7] , [8] . Specifically, an experimental approach runs into many difficulties, such as the dependence of wireless links' quality on several environmental parameters that results in asymmetric links, non-isotropic communication zones and large gray zones [9] . These problems do not arise in simulation experiments.
In [10] the authors perform an extensive measurement study on a real testbed based on Berkeley motes. However, they focus on static sensor networks. The analysis there is aimed at evaluating the real performance of Mica2 and Mica2dot motes in terms of maximum transmission range, and maximum achievable throughput. Several physical parameters are taken into account, such as environmental conditions (weather conditions, humidity), node distance from the ground, transmission data rate. The present paper takes a similar approach but focuses on a mobile sensor network and, specifically, on the MULE architecture.
The MULE architecture was first proposed in [3] to address the problem of energy-efficient data collection in sparse sensor networks. In a subsequent paper [5] the same authors presented an analytic model and a simulation approach to evaluate the key performance indices of the proposed MULE architecture. Specifically, they investigated the impact on the data success rate, latency, and energy cost due to a large set of operating parameters: sensor related parameters (data generation rate, sensor buffer size, sensor duty cycle), MULE related parameters (MULE inter-arrival distribution and MULE buffer size), Access Point related parameters (distribution and number of Access Points) and radio related parameters (radio transmission range and bit rate). In the present work we focus on the MULE architecture as in [5] , but we take an experimental approach. Instead of simulation we rely on measurements on real Mica2 Berkley Motes in a realistic urban environment.
As the use of a single MULE may be insufficient for data collection, in [11] the authors investigate the use of multiple MULEs. In particular, they consider load balancing to balance the number of static sensor nodes served by a MULE, and show by simulation the benefits of load balancing.
In [12] it is shown that predictable mobility can be used to significantly reduce the energy consumption in sensor networks. The MULE is mounted on a public transportation bus moving with a periodic schedule. The static sensor nodes learn the times at which they have connectivity with the MULE and wake up accordingly to transfer their data. As the sensor nodes only transmit when the MULE is close to them, the energy consumption is significantly reduced. Controlled mobility is also used in [13] , [14] , [15] , [16] .
III. THE MULE ARCHITECTURE
In applications involving sensor nodes, power budgets' limitation is usually the most critical constraint. As discussed in [3] , in a delay-tolerant scenario a three-tier MULE architecture provides the benefits of both the infrastructure and the infrastructure-less approach, in terms of sensor energy consumption, data success rate and infrastructure cost. It comprises of a three-tier layered abstraction ( Fig. 1 ) that can be adapted to different situations and needs:
• a top tier for WAN connection;
• a middle tier of MULEs;
• a bottom tier of static wireless sensor nodes. The top tier is composed of Access Points (i.e., central data repositories) and is meant to be set up at convenient locations, where reliable network connectivity and power are guaranteed. Access Points should communicate with a central data warehouse to synchronize the data they collect, and if needed they should return acknowledgments to the MULEs.
The intermediate layer of mobile MULE nodes is characterized by large storage capacities (relative to sensors), renewable power, and the ability to communicate with both sensors and networked Access Points. As a result of their motion, MULEs collect and store data from the sensors, and possibly deliver acks back to the sensor nodes and/or communicate with each other to improve system performance (for example to reduce latency between the two top tiers). The intermediate layer provides the system with scalability, flexibility and robustness for a relatively low cost (and if we consider sensor nodes to be the MULEs, the cost is decreasing over the years). No sensor depends on any single MULE, and hence the failure of any particular MULE does not disconnect the sensor from the sparse network. It only degrades the performance. Moreover, the deployment of new sensors or MULEs does not require any network reconfiguration.
The bottom tier normally consists of randomly distributed wireless sensor nodes. In our case however, the placement is strategic depending on the purpose of the application. Anyway, the work performed by sensor nodes has to be minimal, as their constraint on resource usage is the highest of all tiers.
The three-tier architecture supports increased reliability as the redundant Access Points and multiple MULEs create a fault-tolerant system where failures can only lead to reduced data success rate and increased latency [17] , [11] . The benefits of the MULE architecture can be summarized as follows:
• less infrastructure than a fixed base-station approach is required • given a sufficient density of MULEs, the system is more robust than a traditional fixed network; • the endpoint applications do not need to be aware of the mobile portions of the network; • the system's flexibility allows the same transport medium to be used simultaneously by different applications. On the other hand, this approach may lead to the following problems:
• the high latency introduced by the MULE architecture may limit the set of applications that can rely on this architecture: deterministic delay bound guarantees can be achieved only if MULEs maintain fixed routes; • the MULE model presupposes a sufficient amount of physical movement in the environment. For our study we focused on the lower two tiers, which are the most critical for data transfer and power management.
IV. EXPERIMENTAL ENVIRONMENT AND METHODOLOGY
Our experimental testbed is based on Mica2 Motes with the TinyOS operating system, and laptops running alternatively Linux Debian and Windows Xp and equipped with the TinyOS development kit and MIB510 sinks.
TinyOS is a component-based operating system for sensor networks developed at UC Berkeley [18] . It is an advanced software framework supported by a large user and developer community due to its open source nature. It contains many pre-built sensor applications and algorithms, like ad hoc multihop routing for example, and supports different sensor node platforms. TinyOS applications are developed in NesC [19] , a programming language for networked systems designed to embody TinyOS' structuring concepts and execution model. We ran our code first under the TOSSIM [20] environment (a simulation environment to test NesC programs), and after a long testing we compiled and installed the programs on the Mica2 motes. For our experimental tests, we developed a tiny packet generator sending packets at constant intervals. Initially, we used the timer model provided by TinyOS, which has a resolution of 32 ms. Then, to increase the precision in transmission timing, we used the Su Ping's timer implementation [21] which has an accuracy of 1/4.096 ms. To flash the motes we linked them through the parallel port to a MIB510 sink.
To retrieve the data to analyze we linked the sink to our computer through the serial port. The MIB510 sink is a programming board that acts as gateway for the Mica2 motes to personal computers. Through the sinks we can flash our NesC compiled programs to the motes and retrieve or upload data from or to the motes. For our tests we used a sink to program the motes and to retrieve the transferred data and process it with a Java application.
We ran our experiments in a big parking area at the CNR campus at Pisa, a realistic urban scenario because during the tests cars happened to pass by and between motes. The actors were a mobile sensor node (the MULE), trying to collect the data packets sent by a static sensor node (see Fig. 2 ).
In our experiments we measured the system's performance in terms of contact time and total number N rx of packets successfully transferred from the static node to the mobile MULE during the contact. These indices allow us to evaluate the suitability of the MULE architecture to support different kinds of pervasive applications in an urban environment.
In many papers the radio range R of the static node is assumed to be fixed. Hence, the packet loss experienced by the mobile MULE is assumed to be 100% when the distance between the mobile and the static node is greater than R, and immediately drops to 0% as soon as the MULE enters the radio range of the static node. Under this hypothesis, the contact time is defined in [5] as the time interval during which the mobile node is within the radio range of the static node. The contact time can be derived analytically in terms of the radio range R, the distance between nodes, and the MULE's speed [5] . Accordingly, the number of packets N rx correctly received by the MULE can be easily derived based on the contact time and the bit rate of the wireless link (which is assumed constant as well).
The above communication model is simple and analytically tractable. However, it is not completely realistic for the following reasons. First, the transmission range is not perfectly circular since the wireless medium is non-isotropic. In addition, the packet loss experienced by the mobile node does not drop immediately to zero as soon as the MULE enters the static node's radio range. It progressively tends to zero as the mobile node approaches the static one. Moreover, it does not exhibit a regular behavior. It may happen that the packet loss increases temporarily even if the distance between nodes decreases (see Fig. 3 ).
Based on the above evidences we need to consider a different, more realistic, definition of contact time. In our analysis the contact time is defined as the total time during Fig. 2 . Testbed environment which the packet loss experienced by the MULE is below a given threshold (e.g., 15%). The contact time thus gives an indication of the amount of time during which the MULE is able to receive data from the static node with a given communication quality (expressed in terms of packet loss). In our experiments we also measured the total number of packets correctly received by the MULE during the contact, N rx . N rx provides an indication of the total amount of data that can be exchanged between the nodes. It may be worthwhile pointing out that, due to the above definitions, N rx , can no longer be derived immediately from the contact time. In general, N rx may be greater than the number of packets received (correctly) by the MULE during the contact time.
We evaluated the effect on the aforementioned performance indices of the following parameters:
• MULE's speed • perpendicular distance between the static node and the MULE's line of motion (D y in Fig. 2 ) • packet generation rate at the static node • duty cycle We considered a reference configuration whose parameter values are shown in Table I . Throughout the paper, unless stated differently, the parameter values in Table I are used. In the reference configuration the static node is always on (100% duty cycle), and sends a 17-byte packet every 100 ms. The MULE moves at a speed of 1 m/s along a trajectory which is 25 m far from the static node. With reference to Fig. 2 we have the following values.
Starting from the reference configuration we varied the value of each single parameter in order to analyze the effect of that parameter on the performance indices. We replicated all the experiments several times to increase the accuracy of the results. The results presented below are averaged on all the replicas.
V. EXPERIMENTAL RESULTS
As mentioned above, in an urban environment the role of MULE may be played by different actors (e.g., persons, buses, cabs) and, hence, MULEs may have different speeds. Therefore, we decided to divide our analysis into two parts. First, we considered a low mobility scenario assuming that MULEs are pedestrians and, hence, their speed is limited in the range [1, 2] m/s. In the second part, we considered a high mobility scenario where MULEs are buses (or cabs) and their speed varies in the range [20, 40] km/h. 
A. Low Mobility Scenario
The low mobility scenario is characterized by a limited range of speeds (from 1 to 2 m/s). In a such a scenario, in addition to the MULE's speed, the distance between the nodes, and the duty cycle of the static node may impact both the contact time and the total number of packets received by the MULE. From the above results it emerges that the perpendicular distance D y has a strong impact on the contact time. A similar effect can be observed if we look at the total number of packets successfully transferred to the MULE when it is in the proximity of the static node (see Table II ). To evaluate the effect of the MULE's speed on the contact time and N rx we performed some experiments at a speed of 2 m/s (all the other parameters being as in Table I ). As expected, the contact time is approximately halved when passing from 1 m/s to 2 m/s. The number of packets transferred successfully to the MULE is shown in Table III ). We can see that in the low mobility scenario, variations in the MULE's speed does not produce a very significant impact on the performance indices. This is because in such a scenario speed variations are limited. So far we have assumed that the static node is always on. This would not be realistic in many situations as the sensor node has a limited energy budget that often cannot be renewed. To investigate the effect of power management we performed a set of experiments with the static node operating with a duty cycle lower than 100%. Tiny OS allows 7 different duty cycle modes that are listed in Table IV . We ran experiments with Motes' duty cycle set on modes 0 (100%), 4 (5.61%), 5 (2.22%) and 6 (1%). Figures 4-6 show the average number of packets successfully transferred to the MULE in the four different duty cycle modes described above, for different D y values. As expected, there is a significant reduction in the N rx average value. However, even with a very low duty cycle (e.g., 1%) and a distance D y = 35 m, the average number of packets correctly transferred to the MULE is 35, which should be enough for most of applications.
In conclusion, in the low mobility scenario the distance D y has a significant impact on both the contact time and N rx value. The MULE's speed has a negligible effect due to the limited range of speeds in such a scenario. Finally, it is possible to set a very low duty cycle (of 1-2%) at the static sensor node, thus saving a lot of energy, still achieving a good communication quality, in terms of total number of packets successfully transferred to the MULE.
B. High Mobility Scenario
A MULE scenario in an urban environment can theoretically involve mobile nodes attached to anything. For example we can think of buses acting as MULEs, as they are intrinsically characterized by coordination and attitude to "full coverage" of a zone. Based on the above remarks, we extended our analysis to a high mobility scenario where the MULE moves at speeds typical of vehicles in residential areas (20 to 40 km/h).
By the time we were planning those experiments we observed that, at these speeds, when D y > 15 m the communication becomes very difficult and unreliable. Therefore, we 7 shows the packet loss as a function of the distance D x measured along the MULE's line of motion, for different MULE's speeds. As expected, the contact time becomes shorter and shorter as the MULE's speed increases (Fig. 7) . With a MULE moving at 20 km/h, the two nodes are able to communicate with a packet loss lower than 15% for no more than 10 meters (−4 < D x < 6), resulting in a contact time reduced to around 2 s. In the case of a MULE moving at 40 km/h the contact time is approximately 0 s. However, Fig. 7 . Impact of the MULE's speed on packet loss and contact time even with such low values of the contact time, the number of packets successfully transferred to the MULE is not negligible, as shown in Table V . We investigated the effect of the duty cycle in the highmobility scenario as well. Figures 8-10 show the (average) number of packets the static node is able to transfer, running in several duty cycle modes, when the MULE's speed is 20, 30 and 40 km/h, respectively. We can observe that, even when the duty cycle is 1% and the MULE's speed is 20 km/h (40 km/h), the static node is still able to transfer correctly 10 (5) packets, at a distance D y of 15 m. This should be enough in all cases where the static sensor has a small amount of data to transfer. Moreover, several optimizations could be introduced to our simple communication scheme to increase the number of packets successfully transferred to the MULE in a high mobility scenario. In our experiments, for simplicity, the duty cycle remains unchanged (e.g., at 1%) even when the MULE is in the proximity of the static node, i.e., during the communication phase. However, in a real system, the static node should normally operate at a low duty cycle (e.g., 1%), and switch to a higher duty cycle as soon as it discovers the MULE in its proximity. This would increase the amount of data that the static node is able to transfer correctly to the MULE without a significant increase in the energy consumption.
VI. SUMMARY AND CONCLUSIONS
In this paper we have discussed the results of an extensive experimental analysis on the performance of the MULE architecture in a real dynamic urban environment. Our testbed consisted of a mobile sensor node (acting as the MULE) collecting data packets from a static sensor node. In the real world the static node may be a sensor placed at a bus stop, along a street, in a park, or anywhere, sensing a physical phenomenon like temperature, air pollution, etc. On the other hand, the mobile node could be a person walking, a bus, etc. In such a scenario it is important to measure the contact time (i.e., the time interval during which the nodes are able to communicate with a sufficiently good quality), and the amount of data the static node is able to successfully transfer to the MULE during the contact. We have investigated the effect on the above indices of different parameters, like MULE's speed, distance between nodes and duty cycle. We have considered both a low mobility scenario where the MULE's speed is in the range [1, 2] km/h, and a high mobility scenario where the MULE is supposed to move at a speed of 20-40 km/h.
We have found that in the low-mobility scenario the speed of the MULE is not a big issue as the contact time is usually very large. Instead, the distance of the MULE's line of motion from the static node may severely impact the packet loss experienced in the communication, thus reducing the average number of packets the static node is able to successfully transfer to the MULE. This number is further reduced if the static nodes uses a duty cycle to save energy. However, even with a duty cycle of 1%, we found that, on average, the static node was able to transfer correctly 35 packets at a distance of 35 m. In the high-mobility scenario, the increased speed (20 ÷ 40 km/h) limits the maximum (perpendicular) distance to 15 m. However, we found that even when the duty cycle is 1% the static node is still able to transfer correctly 10 (5) packets to the MULE moving at a speed of 20 km/h (40 km/h). This should be enough in all cases where the static sensor node has a small amount of data to transfer. In addition, we discussed in the paper an optimization that could be introduced to our simple communication scheme to increase the number of packets successfully transferred to the MULE in a high mobility scenario without increasing significantly the energy consumption.
Based on the above results we can conclude that the MULE architecture is really suitable for a rich set of environmental monitoring applications in urban environments, both in low and high mobility scenarios. Our analysis was based on Mica2 Berkeley motes. We can reasonably expect that with future advancements in sensor networks technology, it will be possible to achieve even better results that those presented in this paper.
