Abstract. Let f, g ∈ Z[X] be non-constant polynomials with integral coefficients. In 1968 H. Davenport raised the question as to when the value sets f (Z) and g(Z) are the same modulo all but finitely many primes. The main progress until now is M. Fried's result that f and g then differ by a linear substitution, provided that f is functionally indecomposable. We extend this result to polynomials f of composition length 2. Also, we study the analog when Z is replaced by the integers of a number field. The above number theoretic property translates to an equivalent property of subgroups of a finite group, known as Kronecker conjugacy, a weakening of conjugacy which has been studied by various authors under different assumptions and in other contexts.
Introduction
Let f ∈ Z[X] be a polynomial with integral coefficients. For a prime p ∈ P denote by V p (f ) the value set f(Z) modulo p. Suppose there is another polynomial g ∈ Z[X] such that V p (f ) = V p (g) for all but finitely many p ∈ P.
We call the pair f, g Kronecker conjugate over Q, a notion which will be justified later. We say 'over Q', as we will use this term for other base fields as well.
An obvious instance for this to happen is that g(X) = f(uX + v) for some u ∈ Q \ {0}, v ∈ Q -then V p (f) = V p (g) for all p which do not divide the denominator or numerator of u. In such a case, we say that f and g are linearly related over Q. If however g is not linearly related over Q to f , then we say that f and g are properly Kronecker conjugate over Q.
H. Davenport posed the problem of determining properly Kronecker conjugate pairs of polynomials over Q.
This problem can be seen as a far-reaching generalization of another question from algebraic number theory that has already been treated several times. Namely for n ∈ N, determine those integers u ∈ Z which are an n-th power modulo all but finitely many primes. If we set f (X) = uX n , g(X) = X n , then the hypothesis is equivalent to the one in Davenport's question. In this special case, one can prove that u is an n-th power, except for the cases that n is divisible by 8 and Theorem 1.6 (Fried) . Let K be a number field, and f, g ∈ O K [X] be non-constant polynomials. Then the following are equivalent.
(i) f and g are Kronecker conjugate over K.
Note that condition (ii) is easily seen to be independent of the chosen Galois extension Π of K(t). In section 2.1 we will give a simple proof of Theorem 1.6. Actually, our approach allows us to give more information, namely to determine the prime ideals where V p (f ) = V p (g) might fail to hold.
The group theoretic condition (ii) first appeared in the work of Kronecker on characterizing finite extension of number fields by the splitting behavior of prime ideals. See [19] , [17] , [12, Section 19.5] . This condition has also been investigated (independently of its number theoretical context) by various group theorists. See [15] , [26] , [29] . We call two subgroups U and V of an abstract finite group G Kronecker conjugate if (ii) holds.
We want to give one example to show that Kronecker conjugacy in finite groups gives rise to tough questions. Suppose that (ii) holds and U has index 2 in G. Then clearly V ≤ U G, and the question is whether U = g∈G V g forces U = V . (This is a generalization of the easy fact that a finite group cannot be the union of the conjugates of a proper subgroup.) Yet, this question is distinctly non-trivial and has been answered in the affirmative by Saxl [29] (and generalized by Guralnick [15] ). Note that if we assume U G of index 3, then (ii) does not force U = V any more. An example is the alternating groups G = A 4 , U the Sylow 2-subgroup of G, and V a subgroup of order 2 in U .
In our context of polynomials, we gain additional group theoretic information, which makes some questions more tractable. The next section is devoted to providing all this information needed to prove Theorems 1.2 and 1.4 in section 3. We compute the polynomials whose existence is claimed in Theorem 1.4 in section 4. We finish by stating two conjectures in section 5.
Finally, we note that there is another classical question which has the same arithmetic flavor as Davenport's problem. In 1923 I. Schur [31] investigated the question of when the value set of f ∈ Z[X] is the full residue system modulo p for infinitely many primes p. This problem has been solved by M. Fried in [7] . For more literature and related results, see the recent exposition in [33] .
Kronecker conjugacy and monodromy groups
This section is devoted to the passage from the original question to an equivalent question about finite groups, first giving consequences from Kronecker conjugacy, and providing results about monodromy groups of polynomials to be used later. We keep the notation from the Introduction.
Translation to finite groups.
We give a short proof of Theorem 1.6 different from the original proof of Fried (which usesČebotarev's density theorem for function fields over finite fields; see [9, Section 2] ) and the model theoretic proof in [12] , which gives a far more general principle for characteristic transfer. Actually, our argument allows for a stronger statement, namely the implication (i) ⇒ (iii) in Theorem 2.3 below.
The argument is based on
Theorem 2.1 (Frobenius). Let h ∈ O K [X] be monic and separable, and assume that h(X) ≡ 0 (mod p) has a solution in O K for almost all non-zero prime ideals p of O K . Then every element of the Galois group of h(X) over K fixes at least one root of h.
A proof of this theorem, which follows from Frobenius' density theorem (a weaker form ofČebotarev's density theorem) can be found in [12] .
We need a converse of Frobenius' theorem. As we could not find it in the literature, we supply a proof. 
Proposition 2.2. Let h ∈ O K [X] be monic and separable, and assume that every element of the Galois group of h(X) over K fixes at least one root of h. Then h(X)
is, f and g are Kronecker conjugate over K.
Proof. Suppose that (i) holds. We show (ii). Let n be the degree of f , and u be the coefficient of X n in f . Note that Kronecker conjugacy is preserved when we replace f (X) and g(X) by u n−1 f(X/u) and u n−1 g(X) respectively. Thus we may assume that f is monic. Now, for a ∈ O K , the hypothesis says that f (X)−g(a) ≡ 0 (mod p) has a root for almost all non-zero prime ideals p of O K . It is clear that there are only finitely many a ∈ O K such that f (X) − g(a) is not separable, as those a are the roots of the discriminant of f (X) − g(Y ) taken with respect to X, which is a polynomial of positive degree in Y .
Hilbert's irreducibility theorem (see [34] or [12] ) tells us that the Galois groups Gal(f (X) − g(y)|K(y)) and Gal(f (X) − g(a)|K) are isomorphic as permutation groups on the roots of f (X) − g(y) and f(X) − g(a) respectively for infinitely many a ∈ O K . Recall that g(y) = t. Thus every element of the Galois group Gal(f (X) − t|K(y)) fixes at least one root. This Galois group is just the induced action of V on the roots of f (X) − t. (V need not act faithfully on these roots.) Hence every element in V fixes a root. But these roots are the conjugates of x, and the stabilizer of x is U . So every element of V lies in some conjugate of U . Now (ii) follows from symmetry.
Of course, (iii) implies (i), so we are left to show the implication (ii) ⇒ (iii). Again, let u be the coefficient of X n of the degree n polynomial f . We are going to show that V p (f ) ⊇ V p (g) for all non-zero prime ideals p of O K which do not divide u. The assertion then follows from symmetry. So fix a non-zero prime ideal p of
. This does not affect (ii) and (iii). Let a ∈ O K be arbitrary. We want to show that f (X) − g(a) ≡ 0 (mod p) has a solution. By adding some element from p to a, we assume that f (X) − g(a) is separable. So the Galois group of f (X) − g(a) over K is a subgroup of the Galois group of f (X) − t = f (X) − g(y) over K(y). Every element of the latter Galois group fixes a root of f (X) − t, so this is even more true for the former Galois group acting on the roots of f (X) − g(a). Now Proposition 2.2 yields the assertion.
For future use we draw the following conclusion. 
Monodromy groups of polynomials.
Here we record some properties of monodromy groups of polynomials which are independent of the setup of Kronecker conjugacy. For a similar exposition see also [11] . Let K be a field of characteristic 0, and f ∈ K[X] a polynomial of degree n ≥ 1. Throughout this section, we can assume without loss of generality that f is monic. We denote by K an algebraic closure of K, and let t be a transcendental over K. We say that the Galois group G of f (X) − t over K(t) is the arithmetic monodromy group of f , and call the Galois groupĠ of f (X) − t over K(t) the geometric monodromy group of f . Both groups are regarded as permutation groups on the roots of f (X) − t, and under this identification as permutation groups,Ġ is a normal subgroup of G. The factor group G/Ġ has a natural interpretation. Let Π be a splitting field of f (X) − t over K(t); thus G = Gal(Π|K(t)). LetK be the algebraic closure of K in Π. As K(t) ∩ Π =K(t) (see [3, Corollary 2, V, §4]), we haveĠ = Gal(Π|K(t)); thus G/Ġ can be identified with the Galois group Gal(K|K).
We are now going to define two important subgroups of G, which also give us a hold on the extensionK|K. For this we make the change of variables Y = 1/X and z = 1/t. Then the equation f (X) − t = 0 can be written as
wheref is the reciprocal polynomial of f . Note thatf has constant term 1. The Eisenstein criterion shows that the left hand side is irreducible even over the power series field K((z)). In particular, G and its normal subgroupĠ are transitive. A splitting field of Y n −zf (Y ) over K((z)) has the form ΠK((z)). We can describe this splitting field explicitly. For this let z 1/n be an n-th root of z, and set W = Y/z 1/n . Then the above equation becomes
Hensel's lemma tells us that this equation has a solution in
Thus, there is
with y n 0 − zf (y 0 ) = 0. The other solutions y i are given by replacing z 1/n by ζ i z 1/n , where ζ is a fixed primitive n-th root of unity. We get that
and
The group Z is cyclic of order n, and permutes the elements y i cyclically. Also, the structure of D is clear. It is the semidirect product of Z with Gal(K(ζ)|K), where the action is given by identifying Z with Z/nZ and Gal(K(ζ)|K) with a subgroup of the group of units of Z/nZ in its action by multiplication on Z/nZ. 
Further, the set of H-conjugates of M coincides with the set of Z-conjugates of M .
Let U be the stabilizer in G of the root x of f (X) − t. There is a good correspondence between the maximal chains of subgroups from U to G and decompositions of f into indecomposable polynomials over K. The proof of the following lemma follows readily from Lüroth's theorem (see also [13] ).
Conversely, if such a chain of subgroups is given, then there is a corresponding decomposition of f .
In particular, G is a primitive permutation group if and only if f is indecomposable.
Therefore the knowledge of the monodromy groups of indecomposable polynomials is of basic importance. In order to formulate a classification result, we need to introduce some terminology. PΓL m (q) Projective semi-linear group. This group is generated by PGL m (q) and the action of Aut(F q ) on the projective space, where F q is the finite field with q elements;
We regard it as the group of mappings on Z/nZ given by r → ar + b for b ∈ Z/nZ and a a unit of Z/nZ. The following result is basic for the rest of the paper. (
Proof. The groupĠ equals the Galois group of f (X) − t over C(t). These Galois groups have been classified when f is indecomposable by Feit ([5] ; see [21] for a correction) for the case that f has a strongly Kronecker conjugate partner, and in [21] for the other cases. So [21] gives us the possibilities forĠ. The statement about G follows fromĠ G and considering the normalizer ofĠ in S n , whereĠ has degree n.
Remark. Though we won't need the result, we want to give the complementary list of monodromy groups of indecomposable polynomials. Suppose that f is indecomposable and has a strongly Kronecker conjugate partner. ThenĠ = G, and G is one of the following groups of degree n: PSL 2 (11) (n = 11), PGL 3 (2) (n = 7), PGL 3 (3) (n = 13), PGL 4 (2) (n = 15), PΓL 3 (4) (n = 21), and PGL 5 (2) (n = 31).
2.2.1. The geometric interpretation ofĠ. As a preparation for the explicit computations in section 4 and some arguments needed in section 3.3, we say something about the geometric interpretation ofĠ as a monodromy group of a branched cover. This, by the way, is also the tool to prove the above proposition.
Let f have degree n. Then f defines a branched covering of Riemann spheres P 1 → P 1 by sending z to f (z). We call this cover f also. Let B = {b 1 , b 2 , . . . , b r } be the set of branch points of f . These are the points b with |f −1 (b)| < n. Without loss, let b r be the branch point ∞. The branch points different from ∞ will be called finite branch points. Fix p ∈ P 1 \ B, and denote by π 1 the fundamental group π 1 (P 1 \ B, p). Then π 1 acts transitively on the points of the fiber f −1 (p) by lifting of paths. We fix a numbering 1, 2, . . . , n of this fiber. So we get a homomorphism π 1 → S n . By standard arguments (see [22, Section 2] for a self-contained presentation), the image of π 1 can be identified with the geometric monodromy groupĠ; thus we writeĠ for this group too.
We choose a standard homotopy basis for π 1 = π 1 (P 1 \ B, p) as follows. Let γ i be represented by paths which start and end in p and wind once around b i counterclockwise, and around no other branch point, such that γ 1 γ 2 · · · γ r = 1. 
Further, σ r is an n-cycle, because b r = ∞ has only one preimage under f . As P 1 has genus 0, and σ r has index n − 1, the Riemann-Hurwitz genus formula gives (setting R = r − 1).
G is generated by σ 1 , . . . , σ R , and the following holds:
The tuple (σ 1 , σ 2 , . . . , σ R ) will be called a genus 0 system of the cover f , or of the groupĠ. Conversely, the hypothesis about a finite permutation group of degree n having a generating system as above will be called the genus 0 condition.
We may reorder the conjugacy classes inĠ that the σ i belong to. Namely, if we replace the i-th and (i + 1)-st position in (σ 1 , σ 2 , . . . , σ r ) by σ i+1 and σ σi+1 i respectively, then the above properties are preserved. (Geometrically, that amounts of giving the branch points a different order before choosing the standard generators of π 1 .) From Riemann's existence theorem, we get a converse to this procedure. Let a finite permutation group of degree n be generated by σ 1 , σ 2 , . . . , σ R such that ( ) holds. Then there is a polynomial over some number field, such thatĠ is just the group we started with, and the genus 0 system is given by (σ 1 , σ 2 , . . . , σ R ).
We say that a polynomial f equalsf up to linear changes if there are linear poly-
, hence the indecomposable Chebyshev polynomials have prime degree. The following lemma follows mostly from [21] and some easy computations.
Lemma 2.9. Let f ∈ K[X] be indecomposable of degree n.
(i) IfĠ = C n , then f equals X n up to linear changes, and n is a prime. 
; thus ux + v and y are conjugate elements, so their respective stabilizers U and V are conjugate. For the converse, assume
On the other hand, the degrees of f and g are the same (both equal the index [G : U ]), so R has degree 1. Looking at the denominator shows that R is a polynomial, and the claim follows.
Lemma 2.11. G contains a cyclic subgroup
Proof. This follows either from a slight extension of the argument yielding Proposition 2.5, or from the geometric description of geometric monodromy groups as in section 2. Proof. Galois theoretically, this translates to the condition that for a subgroup H of G which still acts transitively on the coset spaces G/U and G/V , the subgroups U ∩ H and V ∩ H are Kronecker conjugate in H, which is obvious. 
Lemma 2.13. Let A and B be Kronecker conjugate subgroups of a finite group H. Suppose there is an abelian subgroup Z of H with
From symmetry we get the assertion.
For the following development, we assume that the Galois extension of K(t) which contains x and y is taken to be minimal. The preceding lemma shows that if f and g are Kronecker conjugate over K, then U and V have trivial core in G; that is, G acts faithfully on the conjugates of x as well as on the conjugates of y. This also has an implication for the geometric consideration in section 2.2. Proof. This follows from the preceding remark. Namely let B f and B g be the branch points of f and g respectively.
If b is a branch point of f , then the associated σ i is not trivial on the coset space G/U , so it is also not trivial on the coset space G/V . That means b is a branch point of g as well. From symmetry we get the claim.
Cases of Kronecker conjugacy.
Here we present the general type of the new cases of Kronecker conjugacy which belong to Theorem 1.4. In section 3 we will be able to identify G and a subgroup M such that subgroups U and V of M are Kronecker conjugate in G. While we will exactly determine G and M , we still have to determine what U and V really look like. The technical Proposition 2.16 will take care of that.
Let F q be a finite field with q elements, and let ΓL 2 (q) be the semilinear group over F q . Write ΓL = Aut(F q ) GL 2 (q), and view this group as acting from the right on
Lemma 2.15. U and V are Kronecker conjugate in G, but not conjugate in G.
Proof. For v ∈V write v = γm with γ ∈ Γ. Then m has eigenvalue b ∈ S. So m, and therefore v as well, is conjugate to an element inÛ . Conversely, every element inÛ is conjugate to some element inV . From this the Kronecker conjugacy of U and V in G follows. Now suppose that U and V are even conjugate in G. Then, also the subgroups { a c
But this is easily seen to be not the case.
For the group G as defined above we will use the notation G =Ĝ/C s , where s is the order of S. Let ∆ be as above, and for
Then one of the following holds.
(i) U is conjugate toŴ (1, 0) /∆ and V is conjugate toŴ (0,1) /∆, or vice versa.
(ii) U is conjugate toŴ (1,µ) /∆ and V is conjugate toŴ (1,µ ) /∆ with µµ ≡ 1 (mod p).
In particular, if p ∈ {2, 3}, then U and V are (up to interchanging) as in Lemma 2.15.
Proof. First one proves that a subgroup W of index p in M such that M = N W and W ∩ N = 1 has the form (up to conjugacy) of W (λ,µ) as above. It remains to check Kronecker conjugacy of these subgroups. This is done by comparing the eigenvalues of the elements inŴ (λ,µ) , where the Γ-part is omitted. The procedure is straightforward. Throughout this section we use standard notation from finite group theory (see [14] and [35] ) and notation which has been defined in the previous sections. 
In the following we will consider G as a permutation group on the right coset space G/U . This action is imprimitive; a block system is provided by the right cosets G/M . Then N is the kernel of the action of G on G/M . Note that M ∩ Z ≤ N (with Z from Lemma 2.11). Let N 0 ≤ N be a minimal normal subgroup of G. Set 
Lemma 3.2. N 0 is an elementary abelian p-group.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Proof. The configuration is similar to that studied in [24] ; thus we use some arguments from the proof of [24, Lemma 5.1] . Suppose the assertion is wrong. Then, as N 0 is a minimal normal subgroup of G, it can be written as N 0 = S 1 S 2 · · · S t , the direct product of simple non-abelian groups S i . These S i 's are permuted transitively by G. First we contend Exactly one of the
Since M = (M ∩ Z)U, the group M ∩ Z is a cyclic transitive subgroup of the primitive permutation group M . Moreover, M is not solvable, as N 0 has a nontrivial image in M ; hence M is 2-transitive on M/U by theorems of Schur and Burnside [35, Theorems 25.3 and 11.7] . Because M is a 2-transitive permutation group, it has a unique minimal normal subgroup S which is either elementary abelian or simple non-abelian (see [35, Exercise 12.4] ). As N 0 M is a nontrivial product of groups isomorphic to S 1 , exactly one of the S i 's is not contained in N U . The latter assertion follows from the former, as M permutes the S i 's.
.
We get the other inclusion as follows: S 1 is simple and normal in M by the previous assertion. Thus S 1 ∩ N U = 1 and therefore N U ≤ C M (S 1 ).
By symmetry we also get There is an index i such that all the S j except for
Assume for a moment that i = 1. We then get that M acts faithfully and 2-transitively on the coset spaces M/U and M/V , and in both actions M ∩ Z is a transitive cyclic subgroup. But this forces U and V to be Kronecker conjugate; see [6, 4.1] . But then U and V are even conjugate in M , by an argument similar to the one at the beginning of this section, a contradiction.
Observe that Z permutes the S i 's transitively, because G does so, M fixes S 1 , and G = M Z. Therefore N G (S j ) ∩ Z is independent of j. By the previous steps we know that M is contained in N G (S 1 ) and N G (S i ); hence In virtue of the previous lemma, we now suppose that N 0 is elementary abelian of exponent p for some prime p. Note that in case (a) nothing guarantees that M/N U and M/N V are isomorphic.
Proof. In a group between C p and AGL 1 (p), any two subgroups of index p are conjugate (for instance by Schur-Zassenhaus). Also, in S 4 any two subgroups of index 4 are conjugate.
We need some more notation. Let Ω be the coset space G/U . If not otherwise said, G is considered as a permutation group on Ω. The cosets of M in G provide a system of imprimitivity for the action of G. Denote these blocks by
Further, we set Z p = M ∩ Z. Note that |Z p | = p, and that Z p acts regularly on each Ω i . The list in 2.8 tells us that either G is 3-transitive and distinct from S 3 , or C r ≤ G ≤ AGL 1 (r) for some prime r. These two cases require totally different arguments, so we treat them in separate subsections.
Lemma 3.5. Every element of N
U \ N V fixes an element of Ω * . Proof. Let u ∈ N U . Pick an arbitrary m ∈ Z p . From M = V Z p we get M = V m Z p . Thus u = v m z for some v ∈ V , z ∈ Z p .
3.2.
The case when G = S 3 is 3-transitive. We assume throughout this subsection that G is 3-transitive and different from S 3 . Then M is 2-transitive on Ω * , so every normal subgroup of M is either trivial or transitive on Ω * .
So N U is intransitive on Ω * by 3.5 (as every transitive permutation group has fixed point free elements); thus even N U ≤ N . By symmetry we also get
We get the sequence of surjections
If we are in case (a) of Lemma 3.3, then U/N U is a subgroup of the cyclic group of order p − 1, so 2-transitivity of M forces M = C 2 , and so G = S 3 , a case ruled out from consideration here. Now suppose that we are in case (b) of Lemma 3.3. Then M = N U N by 3.6. But we got N U ≤ N , so M = N, and thus M = 1, a contradiction.
Kronecker conjugacy, a fixed point in Ω, and this point therefore has to lie in Ω 1 , because all the other blocks Ω i are moved. As x is trivial on Ω 1 , every element in V ∩ N has a fixed point on Ω 1 . But V ∩ N is normal in the primitive (on Ω 1 ) group V , so is must be trivial. So from now on p ∈ P. We introduce some more notation. Set
Note that A and B are normal subgroups of M . 
Therefore the natural map
is surjective with kernel B, and the assertion follows.
Here, and in the following, we need the easy 
The latter assertion is obvious, as Z p ≤ N has regular orbits on each Ω i .
Lemma 3.13. M/N U is a homomorphic image of
Proof. By 3.12 we get
The next proposition collects the information to be used most frequently in the following.
Proposition 3.14. The following hold.
(
Proof. 
(e) follows from 3.5, (f) is 3.12, and (g) is 3.13.
The strategy now is the following. The list in 2.8 tells us that G is one of the following groups:
A m (m ≥ 5 odd), S m (m ≥ 4), M 11 , M 23 , PGL 2 (5), PGL 2 (7), PΓL 2 (8), and PΓL 2 (9). In M we find the normal subgroups B A N U , and use the information provided in Proposition 3.14 to determine the possibilities for G/N and N and the action of G/N on N . If N has a complement in G, we can immediately write down G. In the other cases, we prefer to use the classification of transitive groups of small degrees, or in two instances the computer algebra system GAP (see [30] ) to determine the possibilities.
Lemma 3.15. The extension
Proof. The first part follows from 3.12, as U is a complement of Now N = C 3 (by 3.14(f)), and G = A 5 can act only trivially on C 3 . From 3.15 we gets G = GL 2 (4). Proof. The case G = M 23 dies immediately, as M = M 22 is simple, and so the required normal subgroup B does not exist. Now suppose G = M 11 . Then the simple group PSL 2 (9) has index 2 in M . Thus A = M and B = PSL 2 (9). As M 11 is sharply 4-transitive, A is sharply 3-transitive. By 3.11 every element of A with exactly two fixed points lies in B. The permutation group PGL 2 (9) is also sharply 3-transitive, so it must have the same number of elements with exactly two fixed points as A has, so all these elements are lying in PSL 2 (9) . However, that is not the case. Let α be a generator of the multiplicative group of the finite field F 9 . Then the image in PGL 2 (9) of the diagonal matrix with entries 1 and α fixes two points, but does not lie in PSL 2 (9). Proof. We have C 5 ≤ B < A ≤ N U ≤ M = AGL 1 (5). Thus p = 2 by 3.14(g). A look at [28] shows that GL 2 (5)/C 2 and S 2 × PGL 2 (5) are the only transitive groups of degree 12 and size 240. As G contains an element of order 12, only G = GL 2 (5)/C 2 is possible.
Proof. As in the previous case we get p = 2 or 3. First consider p = 3. As AGL 1 (7) M/N U (3.14(f)), we have M/N U ≤ C 6 , so M/N U = C 3 . Therefore G is a subgroup of the wreath product C 3 PGL 2 (7); in particular, N is central in G. From 3.15 we get G = GL 2 (7)/C 2 .
The case p = 2 is more elaborate. The second cohomology H 2 (G/N, N ) has size four; also there is no list of the transitive groups of degree 16. So we prefer to make an exhaustive search as follows. PGL 2 (7) is generated by the 8-cycle (1 2 3 · · · 8) and (1 7)(2 8)(3 4 1 7)(2 8)(3 4)(9 15)(10 16)(11 12).
Then G ≤ C 2 PGL 2 (7) = W, σ 1 , σ 2 . Then N is generated by σ 3 := a 1 a 2 · · · a 8 . There are w 1 , w 2 ∈ W with G = w 1 σ 1 , w 2 σ 2 , σ 3 .
To find the possibilities for w 1 , w 2 , first note that we may replace w 1 σ 1 by the conjugate (w 1 σ 1 ) w for w ∈ W ; this amounts of switching the labellings of certain pairs i, i + 8. As σ 1 is an 8-cycle, a moment's thought shows that there are just two orbits under the action of W on W σ 1 by conjugation; they are given by (1 9)σ 1 and σ 1 . For w 2 we have to consider all the 2 8 possibilities, though, and to check when | w 1 σ 1 , w 2 σ 2 , σ 3 | = 2 · |PGL 2 (7)|. Then we check the surviving groups for conjugacy in the full wreath product C 2 PGL 2 (7), and find that there are just the two cases, GL 2 (7)/C 3 and S 2 × PGL 2 (7). As in the former cases, we conclude that G = GL 2 (7)/C 3 . The implementation of the procedure just described in GAP is straightforward, and so we omit it here.
Lemma 3.21. G is different from PΓL 2 (8).
Proof. The argument as given in 3.19 shows that p = 3 or p = 7. Suppose p = 3. Then |M /N U | divides p − 1 = 2 (by 3.14(c)), and it also divides [AΓL 1 (8) :
By 3.14(b) and 3.14(d) we also get that |N U /A| divides p − 1 (and also 3 · 7); hence A = M = AΓL 1 (8) , and therefore B = AGL 1 (8) . It is easy to see that each element in AΓL 1 (8) \ AGL 1 (8) has no or exactly two fixed points; thus, by 3.11, each such element is contained in B, a contradiction.
To rule out p = 7 we have to recall the polynomial context our groups came from, for otherwise G = ΓL 2 (8), for instance, would be an example matching all the group theoretic requirements used so far.
LetĠ be the geometric monodromy group of the polynomial f ; thenĠ is a transitive normal subgroup of G (see section 2.2). For X ≤ G setẊ =Ġ ∩ X. We still have N = Z 2 ≤Ġ. As no nontrivial normal subgroup of PΓL 2 (8) = G/N is a monodromy group of a polynomial (see Proposition 2.8), we get G =ĠN ; thus G =Ġ. So we may assume that G is already a geometric monodromy group. From 3.14(g) we get AΓL 1 (8) M/N U ; thus M/N U = C 7 C 3 . So also C 7 C 3 is a geometric monodromy group of a polynomial, contrary to Proposition 2.8. Proof. We have [AΓL 1 (9) : C 9 ] = 2 3 · 2; hence p = 2 as in 3.19. To exhibit the structure of G, we use the analogous procedure as in the case G = PGL 2 (7), p = 2.
3.3. The case C r ≤ G ≤ AGL 1 (r). We are left to consider the case that C r ≤ G ≤ AGL 1 (r) for some prime r. In order to rule out many group theoretic configurations (which otherwise could occur), we will partially make use of the genus 0 condition (see section 2.2) or argue directly with the polynomials f (X) = a(b(X)), g(X) = a(b (X)). As in the proof of Lemma 3.21, we will thus use the geometric monodromy groupĠ G. For X ≤ G setẊ :=Ġ ∩ X. We use the information about the genus 0 generators ofĠ as in 2.2 without further comment. The first lemma already shows that this case behaves completely different from the case that G is triply transitive (compare with Lemma 3.7). We call a polynomial cyclic or dihedral , if it equals X n or T n (X) up to linear changes respectively. By Lemma 2.9 we know that the polynomial a corresponding to G is either a cyclic or a dihedral polynomial. Let r ∈ P be its degree. In the following we will encounter two cases where Z will happen to be normal in G. A short number theoretic argument rules this out.
Lemma 3.24. Z is not normal in G.
Proof. Suppose Z G. The case M/N U = S 4 does not occur, for otherwise also
So p ∈ P, and G is a subgroup of AGL 1 (pr). Set R = Z/prZ. We identify the action of G on Ω with the natural action of G on R, where G consists of permutations x → µx + θ. For elements in R, a congruence modulo p or r has its obvious meaning.
The multiplicative group of R is generated by (at most) two elements, so also U is generated by two elements.
V is generated by two elements. Without loss (and by Kronecker conjugacy), one of the generators fixes 0. Let γ be a fixed point of the other generator. Thus V is generated by elements
As V is abelian, we have AB = BA, which gives
As γ = 0 (for otherwise V fixes 0, and we are done), we assume without loss that
The fact that A e B f ∈ V has a fixed point translates to the divisibility relation (
As β is a unit in R, we find an exponent f such that αβ f − 1 ≡ 0 (mod r). So (choosing e = 1) αβ f − 1 is divisible by r, and divides γ(1 − β f ). But r does not divide 1 − β f , for otherwise r would also divide (αβ f − 1) + (1 − β f ) = (α − 1)β f , so even α ≡ 1 (mod r); hence α = 1, a contradiction. So r divides γ. But then γ is also a fixed point of A, as α ≡ 1 (mod r), so αγ = γ. So V fixes γ; that is, U and V are conjugate in G.
We are now going to rule out the case that a is a dihedral polynomial.
Lemma 3.25. The polynomial a is cyclic.
Proof. Suppose otherwise. Then a is a dihedral polynomial of degree r ≥ 3. Let  σ 1 , σ 1 , . . . , σ R be a genus 0 system ofĠ. Without loss (using braiding), we may assume that σ 1 , σ 2 is a genus 0 system corresponding to a, thus generating G. We know that σ 1 and σ 2 are involutions, each fixing exactly one block Ω i . So suppose that σ 1 and σ 2 fix Ω i1 and Ω i2 setwise, respectively. Let b 1 and b 2 be the branch points of a corresponding to σ 1 and σ 2 respectively. The preimage a −1 (b i ) contains (r − 1)/2 double points and a single point c i . The fiber b −1 (c 1 ) tells us how σ 1 acts on Ω i1 . If all the elements in b −1 (c 1 ) are distinct, then σ 1 is trivial on Ω i1 . But this cannot happen by Lemma 3.24, as then σ 1 is conjugate to an element in N U , which acts as an involution on Ω * , hence is not contained in N .
So c 1 is a branch point of the polynomial b, and with the same argument c 2 is too. So b has at least two finite branch points, so it either is dihedral or has monodromy group S 4 . The latter cannot happen. Namely by Lemma 3.6 we find an n ∈ N such that σ 1 n is trivial on Ω i1 , again contradicting Lemma 3.23.
So b is a dihedral polynomial. By linear changes we may assume that f (X) = ρ 1ḟ (ρ 3 (X) + ρ 4 ) + ρ 2 withḟ (X) = T r (γT p (X) + δ) with ρ i , γ, δ ∈ C and ρ 1 , ρ 3 , γ nonzero. The branch points of T p and T r are 2 and −2. So, by the above consideration, we must have {c 1 , c 2 } = {2, −2}. This shows that either 2γ + δ = 2 and −2γ + δ = −2, or −2γ + δ = 2 and 2γ + δ = −2. Thus δ = 0 and γ = 1 or −1. As T r is an odd polynomial, we haveḟ (X) = ±T r (T p (X)) = ±T rp (X). ThusĠ = D rp . But then G normalizes Z, for if some g ∈ G did not, then g would map a generator of Z to an involution inĠ, which of course is nonsense. We are done by Lemma 3.24.
Lemma 3.26. The polynomial f has at least 2 finite branch points.
Proof. Suppose otherwise. Then f is a cyclic polynomial, so C rp ≤ G ≤ AGL 1 (rp). The claim follows from Lemma 3.24. σ 1 , σ 2 , . . . , σ R be a genus 0 system forĠ, where σ 1 should generate the cyclic groupĠ. Thus σ 2 , σ 3 , . . . , σ R are inṄ. We will use these elements to show that the groupṄ is not too small.
Now again let
Proof. We view G in the natural way as being a subgroup of the wreath product AGL 1 (r) AGL 1 (p) r . Write
where c ∈ AGL 1 (r) induces the cyclic shift (1, 2, . . . , r) on the blocks Ω i , and with d i ∈ AGL 1 (p). We have the genus 0 condition
Next compute that
Suppose that one of the σ 2 , . . . , σ R , say σ w , induces the action of an element in AGL 1 (p) \ C p on Ω i for some i, but fixes all the other Ω j 's pointwise. Then the group generated by the commutators [n, σ w ], n ∈Ṅ, induces a cyclic group of order p on Ω i , and is trivial on all the other Ω j 's. Conjugating by powers of σ 1 then yields the assertion in this case.
Another case is that one of the elements σ 2 , . . . , σ R is trivial on all but one Ω i , and is a p-cycle on this block. Then again C r p ≤Ṅ as above. Any non-trivial element in AGL 1 (p) is either a p-cycle, hence has index p − 1, or is an involution, hence has index (p − 1)/2, or has index > (p − 1)/2. So the only case not covered yet and which is allowed by the above genus relation is k = p, R = 2, and σ 2 induces an involution on two Ω i 's, and is trivial on all the other Ω j 's. Then δ 1 = 1. Set
We replace σ 1 and σ 2 by their conjugates with (ω 1 , ω 2 , . . . , ω r ) and obtain σ 1 = c. So σ 2 = (1, 1, . . . , 1, τ 1 , 1, . . . , 1, τ 2 , 1, . . . , 1) , where τ 1 , τ 2 are involutions in AGL 1 (p). They are distinct, for otherwise σ 1 and σ 2 would generate a group containing no subgroup which is transitive on Ω 1 . Now suppose r ≥ 3 for a moment. Then there is a power c e of c such that σ 2 and σ So we must have p = 2. Note thatĠ = C r , so certainly C =Ṅ = N . In particular,U ,V ≤ N . We finish as above if V ∩ C stabilizes a point. Suppose that this is not the case. AlsoU ∩ C andV ∩ C have index p in C; thereforė U ∩ C = U ∩ C andV ∩ C = V ∩ C. SoU andV are Kronecker conjugate inĠ, but not conjugate. In terms of polynomials, we may assume after some linear changes over the complex numbers that f (X) = (X 2 + 1) r and g(X) = (X 2 + γ) r for some γ = 0. But f and g have the same branch points by Lemma 2.14. The branch points of f are 0 and 1, and those of g are 0 and γ r . Thus γ r = 1. Let ζ satisfy ζ 2 = γ. Then g(ζX) = f(X), so f and g are linearly related; thereforeU andV are conjugate by Lemma 2.10. Now we are going to rule out the case M/N U = S 4 . The procedure is similar to the above, but even more complicated. The reader might wonder if there are no better arguments. Maybe there are, but on the other hand we are very close to the actual existence of strongly Kronecker conjugate polynomials. Indeed, if we replace S 4 by D 4 , then a careful analysis of the type of difficulties encountered in the following led to an infinite series; see [23] .
From now on we assume M/N U = S 4 , and thus p = 4. 
We use the fact from Lemma 3.6 that N induces the full S 4 on each Ω i . So to start with the easiest case, suppose that there is a σ w which is trivial on all blocks but Ω i , and induces either a transposition, a 3-cycle, or a 4-cycle on Ω i . Then the group generated by the commutators [n, σ w ] with n ∈ N induces A 4 on Ω i , and acts trivially on all the other blocks. Conjugating by powers of σ 1 shows that A r 4 ≤ N . Now assume that we cannot find such elements. Then ind σ i ≥ 2 for i ≥ 2; thus R = 2. We start with the case k = 4. We may assume (see the proof of 3.27) that σ 1 = c. Write σ 2 = (e 1 , e 2 , . . . , e r ). We go through the different possibilities for σ 2 . First assume that σ 2 is trivial on all but three Ω i 's. Then three of the e i 's are transpositions generating S 4 , and the other entries are 1. Further, the support of any two of these transpositions has size 2, so their commutator is a 3-cycle. Now, as r > 3 is a prime, an easy argument shows that there is a power c e of c such that σ 2 and σ ] is a 3-cycle on some Ω i , and trivial on all the other blocks. As above, we get the assertion. Now suppose that σ 2 is trivial on only two Ω i 's. As σ 1 σ 2 is a 4r-cycle, we get that (σ 1 σ 2 ) r is a 4-cycle on each Ω i . Thus the product of the two nontrivial components of σ 2 is a 4-cycle. Further, by ( ) we get that these two elements are a transposition and a 3-cycle with exactly one point moved by both of them. Again, the commutator [σ 2 , σ c e 2 ] is a 3-cycle on some Ω i and trivial on the others for a suitable e. The case that σ 2 is nontrivial on only one Ω i cannot occur, as then ind σ 2 = 3 implies that σ 2 is a 4-cycle on this Ω, a case we have already dealt with.
So k ≤ 3. The only two cases not covered yet and allowed by ( ) are k = 3 and σ 2 is either a double-transposition on one Ω i , or a product of two transpositions on two different Ω i 's. We first look at the latter case. Let i 1 and i 2 be the positions where σ 2 has a transposition. Let W be the group generated by the commutators [σ 2 , n], n ∈ N . Then W acts as A 4 on Ω i1 and Ω i2 , and is trivial on the other blocks. Now set τ = σ
. Then τ has a transposition at i 2 , and (as r is odd) is trivial at i 1 . Thus the group generated by [τ, n] , n ∈ N , acts as A 4 on Ω i2 , and trivially on all the other blocks. Again, A r 4 ≤ N . So the remaining case is that σ 2 is a double transposition on one block. Geometrically, that means that the polynomial b has a genus 0 system containing a double transposition. But that does not happen-see Lemma 2.9. 
Existence results
This section is devoted to the proof of the existence part of Theorem 1.4. We proceed as follows. Let G be one of the groups in Theorem 3.31 which survived section 3. Further, choose the subgroups U , V , and M according to section 2.4. Except for the case G = ΓL 2 (4), we construct a genus 0 system in G of a polynomial. Then, as a consequence of Riemann's existence theorem, there are a number field E and a Galois extension Π of E(t) (where t is transcendental) with G = Gal(Π|E(t)), and rational fields E(x), E(y) and E(z) between E(t) and Π, such that b(
) is a pair of strongly Kronecker conjugate polynomials.
We left the computation of the genus 0 systems to a GAP program. The following list gives the result. In all cases, there are only 2 finite branch points. We give the group G along with the elements σ 1 , σ 2 , σ 1 and σ 2 , where σ i denotes the action on the cosets of M in G, thus giving a genus 0 system of the polynomial a. We note that as a result of the computation, the cycle types of the σ's are uniquely given in all cases. This, together with the subsequent computation of explicit examples, gives a certain uniqueness result for pairs of Kronecker conjugate polynomials. (4 8) (6 7), σ 2 = (1 2 4)(5 6 8), We treat these groups case by case. As we do not care about the base field, we are free to make several "without loss of generality" assumptions about the location of branch points and their preimages.
4.0.1. G = GL 2 (3). The branching of a is given by σ 1 and σ 2 . Without loss, let 0 be the branch point where the triple point lies above; furthermore, we may assume that this triple point is 0, and that the other preimage of 0 under a is 1. Thus a(X) = X 3 (X − 1). We find the other finite branch point b 1 as follows. Compute the discriminant of a(X) − t with respect to X; then the zero of that discriminant different from 0 is b 1 4.0.3. G = GL 2 (7)/C 3 and G = GL 2 (7)/C 2 . In both cases, we get the same cycle type for the branch cycle description of a(X). The computation is similar as above. We get a(X) = (343X 2 − 1600 + 1408 √ 2) 3 (2401X 2 − 11200X + 9856 √ 2X + 46656 − 27008 √ 2). The branch point corresponding to σ 1 is 0. Let b 2 be the other branch point. We get that a −1 (b 2 ) contains two points of multiplicity 1. In the case G = GL 2 (7)/C 3 these two points are the finite branch points of b(X) = X 2 + β and b (X) = X 2 + β respectively. Computing yields that β and β are the different solutions of 16807X 2 + 58800X − 51744 √ 2X + 150464 − 84992 √ 2 = 0. The case G = GL 2 (7)/C 2 is a little different, as now the two points of multiplicity 1 in a −1 (0) happen to be the finite branch points b(X) = X 3 + β and b (X) = X 3 +β . Thus β and β are the distinct solutions of 2401X 2 −11200X +9856 √ 2X + 46656 − 27008 √ 2 = 0.
4.0.4. G = ΓL 2 (9)/C 4 . The polynomial a has the geometric monodromy group PΓL 2 (9); it has been computed with the given branching data by Matzat [20, 8.7] . The result is a(X) = (X 2 −405) 4 
Conjectures
We want to state two conjectures. The first one does not look quite hopeless. We have some evidence for it, but are still far away from a solution. All examples of Kronecker conjugate polynomials we have met so far have the even stronger property of arithmetical equivalence. In terms of our groups this means that the permutation characters 1 G U and 1 G V are the same. This group theoretic property has been investigated by various authors in different contexts; see [16] , [18] , [25] , and the literature given there. Of course, this property can again be translated back to an arithmetical property of the value sets of polynomials on residue fields. We have no idea how many more types of pairs of Kronecker conjugate polynomials exist. Their determination without further restrictions seems hopeless to us. Still, it would be interesting to exhibit further classes as in Theorem 1.5.
