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Abstract. In this work we present a reduced basis Smagorinsky turbulence model for steady
flows. We approximate the nonlinear eddy diffusion term using the empirical interpolation method
(cf. [M. A. Grepl et al., ESAIM Math. Model. Numer. Anal., 41 (2007), pp. 575–605; Barrault et al.,
C. R. Acad. Sci. Paris Se´r. I Math., 339 (2004), pp. 667–672]) and the velocity-pressure unknowns by
an independent reduced-basis procedure. This model is based upon an a posteriori error estimation
for a Smagorinsky turbulence model. The theoretical development of the a posteriori error estimation
is based on [S. Deparis, SIAM J. Sci. Comput., 46 (2008), pp. 2039–2067] and [A. Manzoni, ESAIM
Math. Model. Numer. Anal., 48 (2014), pp. 1199–1226], according to the Brezzi–Rappaz–Raviart
stability theory, and adapted for the nonlinear eddy diffusion term. We present some numerical tests,
programmed in FreeFem++ (cf. [F. Hecht, J. Numer. Math., 20 (2012), pp. 251–265]), in which we
show a speedup on the computation by factor larger than 1000 in benchmark two-dimensional flows.
Key words. reduced basis method, empirical interpolation method, a posteriori error estima-
tion, steady Smagorinsky model
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1. Introduction. Reduced order modeling (ROM) has been successfully used in
several fields to provide a large reduction in computation cost for the solution of par-
tial differential equations [19, 20, 27, 28, 29, 30]. In fluid mechanics a popular strategy
is to use proper orthogonal decomposition (POD) to extract the dominant structures
for high-Reynolds flow, which are then used in a Galerkin approximation of the un-
derlying equations [20, 35]. There have been a number of recent works combining
POD/reduced basis (RB) with variational multiscale models [39], ensemble models
[16], flow regularization models [2, 4], as well as bifurcation problems [18, 25, 26, 40]
all in the framework of the incompressible Navier–Stokes equations. Application of
the POD-Galerkin strategy to turbulent fluid flows remains a challenging area of re-
search. By construction, ROMs generated using only the first most energetic POD
basis functions are not endowed with the dissipative mechanisms associated to the
creation of lower size, and less energetic, turbulent scales. Increasing the number of
modes creates very large POD-Galerkin ROMs that are still very computationally
expensive to solve (cf. [3] and references therein).
A developing way of research to overcome this difficulty is to adapt the standard
turbulent closure techniques based upon eddy dissipation to model the effect of the
unresolved ROM modes on the resolved ones. This is based upon the analysis of
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3048 CHACO´N, DELGADO, GO´MEZ, BALLARIN, AND ROZZA
[12], which shows that the transfer of energy among the POD modes is similar to the
transfer of energy among Fourier modes; in fact there is a net energy transfer from
low index POD modes to higher index POD modes (cf. [38] and references therein).
In this paper we address an alternative strategy that consists of constructing
ROMs of turbulence models, rather than using ROM to construct turbulence mod-
els. We assume that the flow under consideration (or, rather, its large scales) is well
modeled by the starting turbulence model, at least up to the accuracy required by
the targeted application. Our purpose is to construct fast solvers for the turbulence
model which is a highly nonlinear mathematical system of equations (often with larger
and more complex nonlinearities than the Navier–Stokes equations) and needs large
computational times to be solved. Current engineering applications for design, op-
timization, and control require repeated queries to turbulent models, so there is a
heavy interest in following this approach.
We address the systematic construction of an RB Smagorinsky turbulence model
(cf. [36]), which is the basic large eddy simulation (LES) turbulence model, in which
the effect of the subgrid scales on the resolved scales is modeled by eddy diffusion
terms (cf. [11, 34]). It is an intrinsically discrete model, since the eddy viscosity term
depends on the mesh size.
RB methods for incompressible fluid flows were first introduced for the Stokes
equations (see, e.g., [24, 32, 31]). The RB is constructed by means of greedy al-
gorithms, an a posteriori error bound estimator based upon the dual norm of the
residual, and the inf-sup constant developed for the Stokes problem. This idea was
then extended for the Navier–Stokes problem (see, e.g., [13, 14, 22, 37]), develop-
ing the a posteriori error estimator taking into account the Brezzi–Rappaz–Raviart
(BRR) theory (cf. [8]). We extend in this paper the approach for the reduction of
Navier–Stokes equations to the Smagorinsky turbulence model.
Unlike the Navier–Stokes problem that has an affine formulation with respect to
the physical parameters, the Smagorinsky eddy viscosity term leads to a nonaffine
formulation with respect to the parameter for the Smagorinsky model. We use the
empirical interpolation method (EIM), introduced in [15] and [5], to approximate the
nonlinear eddy viscosity term of the Smagorinsky model, obtaining an affine formu-
lation with respect to the parameter. Thanks to this technique, we can store in the
oﬄine phase parameter-independent matrices, obtaining in the online phase a fast
and highly accurate computation of the eddy diffusion term.
The construction of the reduced spaces for velocity and pressure is made by means
of a greedy algorithm. To reduce the time to compute the errors within this algorithm,
we have developed an a posteriori error bound estimator based on the BRR theory
(see [8]). The use of a norm that takes into account the eddy viscosity effects allows
a better initialization of the greedy algorithm.
We have performed several tests of the reduced model to solve the two-dimensional
(2D) step and cavity flows, with the Reynolds number ranging in intervals in which
a steady solution is known to exist. We obtain speed-up rates of several order of
magnitude, where errors are normalized with respect to the finite element solution
below 10−4.
The structure of this paper is as follows. In section 2, we present the continuous
and discrete problems we work with. The RB method is considered in 3, where we
describe the greedy algorithm that we use to select the different snapshots. After that,
in section 4, we present the numerical analysis that we need in order to ensure the well-
possedness, based on the BRR theory, of the discrete problem presented in section 2.
The construction and analysis of the a posteriori error bound estimator is presented
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SMAGORINSKY REDUCED BASIS TURBULENCE MODEL 3049
in section 5. Then, in section 6, we explain more in detail how we treat the nonlinear
eddy viscosity corresponding with the Smagorinsky term. Finally, we present some
numerical results in section 7, where we show the reduction of the computational time
in two different tests.
2. Finite element Smagorinsky model. To formulate the Smagorinsky tur-
bulence model, let Ω be a bounded polyhedral domain in Rd, (d = 2, 3). We assume
that its boundary is split into Γ = ΓD ∪ ΓN , where ΓD = ΓDg ∪ ΓD0 is the boundary
relative to the nonhomogeneous and homogeneous Dirichlet boundary conditions, and
ΓN to the Neumann conditions.
Let {Th}h>0 a family of affine-equivalent and conforming triangulations of Ω,
formed by triangles or quadrilaterals (d = 2), tetrahedra or hexaedra (d = 3). As
usual the parameter h is the maximum diameter hK among the elements K ∈ Th.
Although the Smagorinsky model is intrinsically discrete, it can be interpreted
as a discretization of a continuous model. We next present this model to clarify
its relationship with the Navier–Stokes equations. In this way, the “continuous”
Smagorinsky turbulence model is formulated as
(1)

w · ∇w +∇p−∇ ·
((
1
µ
+ νT (w)
)
∇w
)
= f in Ω,
∇ ·w = 0 in Ω,
w = gD on ΓDg ,
w = 0 on ΓD0 ,
−pn +
(
1
µ
+ νT (w)
)
∂w
∂n
= 0 on ΓN ,
where µ is the Reynolds number, w = w(µ) is the velocity field, and p = p(µ) is the
pressure, both depending on the Reynolds number.
The eddy diffusion term is given by νT (w) = C2S
∑
K∈Th h
2
K |∇w|K |χK , where | · |
denotes the Frobenius norm in Rd×d, and CS is the Smagorinsky constant [33].
Let us consider the spaces Y = {v ∈ H1(Ω) : v|ΓD = 0} for velocity and M =
L2(Ω) for pressure. We assume that there exists a lift function uD ∈ (H1(Ω))d,
such that uD|ΓDg = gD, uD|ΓD0 = 0, and ∇ · uD = 0 in Ω. With those conditions,
we ensure that the lifted velocity u = w− uD is still incompressible and satisfies the
homogeneous Dirichlet boundary conditions on ΓD. We will assume that f ∈ (L2(Ω))d
and gD ∈ (H1/2(Ω))d.
Let Yh ⊂ Y and Mh ⊂ M be two finite subspaces of Y and M . We consider the
following variational discretization of problem (1), actually, the “true” Smagorinsky
model:
(2)

Find (uh, ph) = (uh(µ), ph(µ)) ∈ Yh ×Mh such that ∀vh ∈ Yh,∀qh ∈Mh
a(uh,vh;µ) + b(vh, ph;µ) + aS(wh; wh,vh;µ)
+ c(uh,uh,vh;µ) + c(uD,uh,vh;µ) + c(uh,uD,vh;µ) = F (vh;µ),
b(uh, qh;µ) = 0,
where wh = uh + uD; the bilinear forms a(·, ·;µ) and b(·, ·;µ) are defined by
a(u,v;µ) =
1
µ
∫
Ω
∇u : ∇v dΩ, b(v, q;µ) = −
∫
Ω
(∇ · v)q dΩ;
the trilinear form, c(·, ·, ·;µ), and the nonlinear Smagorinsky term, aS(·; ·, ·;µ), are
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given by
c(z,u,v;µ) =
∫
Ω
(z · ∇u)v dΩ, aS(z; u,v;µ) =
∫
Ω
νT (z)∇u : ∇v dΩ.
Finally, the linear form F (·;µ) is defined by
F (v;µ) = 〈f,v〉 − a(uD,v;µ)− c(uD,uD,v;µ),
where 〈·, ·〉 stands for the duality pairing between Y ′ and Y , Y ′ being the dual space
of Y .
The solution of problem (2) is intended to approximate the large-scale component
of the solution of the Navier–Stokes problem (i.e., problem (1) with νT = 0).
Let us define the norms relative to the spaces Y and M . For the velocity space
Y , we consider a weighted inner product, (·, ·)T , defined as
(3) (u,v)T =
∫
Ω
[
1
µ
+ ν∗T
]
∇u : ∇v dΩ ∀u,v ∈ Y,
where ν∗T = νT (w(µ)), µ = arg minµ∈D{
∑
K∈Th(CShK)
2 minx∈K |∇w(µ)|(x)χK(x)},
and w(µ) is the velocity solution of (1). This inner product induces a norm linked to
the eddy diffusion term, ‖ · ‖T = (·, ·)1/2T . As the functions of Y vanish on ΓD, then,
this norm is equivalent to the usual H1 norm. This norm will turn out to be crucial
to apply our error estimator in the RB construction by the greedy algorithm. For the
pressure space M , we will use the usual L2-norm, denoted by ‖ · ‖0,2,Ω.
For the sake of simplicity of notation, let us denote by X the product space
X = Y ×M and, by extension, Xh = Yh ×Mh ⊂ X. We also define the X-norm as
(4) ‖U‖X =
√
‖u‖2T + ‖pu‖20,2,Ω ∀U = (u, pu) ∈ X.
With this notation, we can rewrite the variational problem (2) as
(5)
{
Find Uh(µ) ∈ Xh such that
A(Uh(µ), Vh;µ) = F (Vh;µ) ∀Vh ∈ Xh.
In this formulation, the operator A is given by
(6) A(Uh, Vh;µ) =
1
µ
A0(Uh, Vh) +A1(Uh, Vh) +A2(Uh;Vh) +A3(Uh;Vh),
where we denote Vh = (vh, pv), and
A0(U, V ) =
∫
Ω
∇u : ∇v dΩ, A2(U ;V ) =
∫
Ω
(u · ∇u)v dΩ,
A1(U, V ) =
∫
Ω
[(∇ · u)pv − (∇ · v)pu] dΩ +
∫
Ω
(uD · ∇u)v dΩ +
∫
Ω
(u · ∇uD)v dΩ,
A3(U ;V ) =
∫
Ω
νT (u + uD)∇(u + uD) : ∇v dΩ.
3. Reduced basis problem. In this section, we present the RB method for the
Smagorinsky turbulence model. We will focus on the greedy algorithm. This is an
adaptation of the RB method for Navier–Stokes equations (cf. [13, 22]). We assume
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SMAGORINSKY REDUCED BASIS TURBULENCE MODEL 3051
that the Reynolds number ranges on a compact interval D ⊂ R. For the startup
of the greedy algorithm, we choose an arbitrary parameter value µ1 ∈ Dtrain, and
we compute the corresponding first snapshot (uh(µ1), ph(µ1)), solution of the finite
element problem (5). Here Dtrain ⊂ D is a discrete set where we select the possible
values of µ. We will denote by Nmax the maximum number of basis functions.
In order to guarantee the inf-sup stability of the RB approximation [4, 31, 32],
let us consider the so-called inner pressure supremizer operator Tµp : Mh → Yh, as
(7)
(
Tµp qh,vh
)
T
= b(qh,vh;µ) ∀vh ∈ Yh.
In this way, we define our first reduced velocity and pressure spaces as
(8) M1 = span
{
ξp1 := ph
(
µ1
)}
, Y1 = span
{
ζvk := uh
(
µ1
)
, Tµp ξ
p
1
}
.
To add a new element to the reduced space, choose the (N+1)th value of µ ∈
Dtrain as
(9) µN+1 = arg max
µ∈Dtrain
‖Uh(µ)− UN (µ)‖X , 1 ≤ N ≤ Nmax,
where UN (µ) is the solution of the discrete model on the current RB space XN :
(10)
{
Given µ ∈ D, find UN (µ) ∈ XN such that
A(UN (µ), VN ;µ) = F (VN ;µ) ∀VN ∈ XN .
Since the computation of ‖Uh(µ) − UN (µ)‖X may be very expensive due to the
computation of the finite element solution Uh(µ) for all µ ∈ Dtrain, we consider an
inexpensive a posteriori error estimator ∆N , constructed in section 5, and we define
(11) µN+1 = arg max
µ∈Dtrain
∆N (µ), 1 ≤ N ≤ Nmax.
Once we compute the optimum µN+1, we add to the reduced space the new
snapshots (uh(µN+1), ph(µN+1)), solution of the finite problem (5). We also have
to add to the velocity space the supremizer corresponding to the pressure snapshot.
Thus, the new reduced space, is XN+1 = YN+1 ×MN+1, where
(12)
MN+1 = span
{
ξpk := ph
(
µk
)}N+1
k=1 , YN+1 = span
{
ζvk := uh
(
µk
)
, Tµp ξ
p
k
}N+1
k=1
.
Note that the construction of these spaces is hierarchical, i.e., X1 ⊂ X2 ⊂ · · · ⊂
XNmax ⊂ Xh. Finally, in order to avoid ill-conditioned matrices in the solution of
(10), we orthonormalize the reduced velocity space YN with respect the norm ‖ · ‖T
and the reduced pressure space MN with respect the L2-norm.
We summarize the greedy algorithm:
1. Set µ1, and compute uh(µ1), ph(µ1) and Tµp ph(µ
1), and the reduced spaces
Y1,M1.
2. For k ≥ 2, compute ∆k−1(µ) for all µ ∈ Dtrain and set µk =
arg maxµ∈Dtrain ∆k−1(µ).
3. Compute uh(µk), ph(µk) and Tµp ph(µ
k), and then the reduced spaces Yk,Mk.
4. Stop if maxµ∈Dtrain ∆k(µ) < εRB .
D
ow
nl
oa
de
d 
01
/2
9/
18
 to
 1
50
.2
14
.1
82
.2
4.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
3052 CHACO´N, DELGADO, GO´MEZ, BALLARIN, AND ROZZA
4. Well-posedness analysis. The well-posedness of the Smagorinsky problem
is provided in [11] by the classical Brezzi theory (cf. [7]). The boundedness of the
FE solution is provided by this analysis. However, in this section, we analyse the
well-posedness of the Smagorinsky FE solution using the more general BRR theory
(see, e.g., [8]). The finality of using the BRR theory instead the Brezzi theory is the
construction of the error estimator provided by the BRR for the RB problem. Let us
denote the directional derivative, at Uh ∈ Xh, in the direction Zh = (z, pz) ∈ Xh, as
∂1A(Uh, ·;µ)(Zh). If we derive each operator term in (6), we obtain
∂1A0(U, V )(Z) = A0(Z, V ), ∂1A1(U, V )(Z) = A1(Z, V ),
∂1A2(U ;V )(Z) =
∫
Ω
(u · ∇z)v dΩ +
∫
Ω
(z · ∇u)v dΩ,
∂1A3(U ;V )(Z) =
∫
Ω
νT (u + uD)∇z : ∇v dΩ
+
∑
K∈T
∫
K
(CShK)2
∇(u + uD) : ∇z
|∇(u + uD)|
(∇(u + uD) : ∇v) dΩ.
For the well posedness of the problem, we have to guarantee the uniform coer-
civeness and the boundedness of ∂1A in the sense that for any solution Uh(µ) of (5),
there exist β0 > 0 and γ0 ∈ R such that for all µ ∈ D,
(13)
0 < β0 < βh(µ) ≡ inf
Zh∈Xh
sup
Vh∈Xh
∂1A(Uh(µ), Vh;µ)(Zh)
‖Zh‖X‖Vh‖X ,
∞ > γ0 > γh(µ) ≡ sup
Zh∈Xh
sup
Vh∈Xh
∂1A(Uh(µ), Vh;µ)(Zh)
‖Zh‖X‖Vh‖X .
Then, according to the BRR theory (cf. [8, 9]), it will follow that in a neighborhood
of Uh(µ) the solution of (5) is unique and bounded in ‖ · ‖X in terms of the data. We
will prove this in section 5, and as consequence we shall construct the a posteriori
error bound estimator.
Since H1(Ω) is embedded in L4(Ω), let us denote by CT the Sobolev embedding
constant such that ‖v‖0,4,Ω ≤ CT ‖v‖T for all v ∈ Y . Also, let us denote by Cµ the
constant such that ‖v‖T ≤ Cµ‖∇v‖0,2,Ω for all v ∈ Y . These constant will be used
in the following propositions. By standard arguments, Proposition 4.1 follows.
Proposition 4.1. There exists γ0 ∈ R such that for all µ ∈ D
|∂1A(Uh(µ), Vh;µ)(Zh)| ≤ γ0‖Zh‖X‖Vh‖X ∀Zh, Vh ∈ Xh.
Proving that the βh(µ) inf-sup condition in (13) is satisfied, we ensure that we
are in a smooth branch of solutions for the Smagorinsky problem.
Proposition 4.2. Let C? = C2T (Cµ + 1). Suppose that ‖∇uD‖0,2,Ω < 1C? , and
‖∇uh‖0,2,Ω ≤ 1C? − ‖∇uD‖0,2,Ω. Then, there exists β˜h > 0 such that
(14) ∂1A(Uh, Vh;µ)(Vh) ≥ β˜h‖vh‖2T ∀Vh ∈ Xh.
Proof. We consider Zh = Vh in ∂1A(Uh, Vh;µ)(Zh), having
(15)
∂1A(Uh, Vh;µ)(Vh) =
1
µ
∂1A0(Uh, Vh)(Vh) + ∂1A1(Uh, Vh)(Vh)
+ ∂1A2(Uh, Vh)(Vh) + ∂1A3(Uh;Vh)(Vh).
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As
1
µ
∂1A0(Uh, Vh)(Vh) + ∂1A3(Wh;Vh)(Vh)
=
∫
Ω
(
1
µ
+ νT (wh)
)
|∇vh|2 dΩ
+
∑
K∈T
∫
K
(CShK)2
|∇wh : ∇wh|2
|∇wh| dΩ,
(16)
∂1A1(Uh, Vh)(Vh) + ∂1A2(Uh;Vh)(Vh)
=
∫
Ω
(wh · ∇vh)vh dΩ +
∫
Ω
(vh · ∇wh)vh dΩ
≤ C2T
(‖wh‖T + ‖∇wh‖0,2,Ω)‖vh‖2T ≤ C2T (Cµ + 1)‖∇wh‖0,2,Ω‖vh‖2T .
(17)
Since
∑
K∈T
∫
K
(CShK)2
|∇wh:∇vh|2
|∇wh| dΩ ≥ 0, we have, thanks to (16) and (17),
(18)
∂1A(Uh, Vh;µ)(Vh)
≥
∫
Ω
(
1
µ
+ νT (wh)
)
|∇vh|2 dΩ
− C2T (Cµ + 1)‖∇wh‖0,2,Ω‖vh‖2T ≥
(
1− C2T (Cµ + 1)‖∇wh‖0,2,Ω
) ‖vh‖2T
≥ (1− C2T (Cµ + 1)‖∇uD‖0,2,Ω − C2T (Cµ + 1)‖∇uh‖0,2,Ω)‖vh‖2T .
Thus, if ‖∇uh‖0,2,Ω ≤ 1C? − ‖uD‖0,2,Ω and ‖uD‖0,2,Ω ≤ 1C? , there exists βh > 0
such that
∂1A(Uh, Vh;µ)(Vh) ≥ β˜h‖vh‖2T ∀Vh ∈ Xh.
Remark 4.3. Since the operator b(vh, qh;µ) satisfies the discrete inf-sup condition
α‖qh‖0,2,Ω ≤ supvh∈Yh b(vh,ph;µ)‖v‖1,2,Ω , and thanks to Proposition 4.2, we can prove that
the operator ∂1A satisfies the inf-sup condition in (13). See [10] for more details.
Observe that as ‖gD‖1/2,ΓD ≤ ‖wh‖1,Ω ≤ CΩ‖∇wh‖0,2,Ω, the condition needed
in Proposition 4.2, ‖∇wh‖0,2,Ω ≤ 1C2T (Cµ+1) , will only be possible if ‖gD‖1/2,ΓD ≤
CΩ
C2T (Cµ+1)
; thus the Dirichlet boundary data should be sufficiently small.
5. A posteriori error estimator. In this section we construct the a posteriori
error bound estimator for the greedy algorithm, which selects the snapshots for the
reduced space XN . In order to obtain this a posteriori error bound estimator, we will
take into account the well-posedness analysis of the reduced problem (5) done in the
previous section. We start by proving that the directional derivative of the operator
A(·, ·;µ) is locally lipschitz.
Lemma 5.1. There exists a positive constant ρT such that for all U1h , U
2
h , Zh, Vh ∈
Xh,
(19)
∣∣∂1A (U1h , Vh;µ) (Zh)− ∂1A (U2h , Vh;µ) (Zh)∣∣ ≤ ρT ‖U1h − U2h‖X‖Zh‖X‖Vh‖X .Dow
nl
oa
de
d 
01
/2
9/
18
 to
 1
50
.2
14
.1
82
.2
4.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
3054 CHACO´N, DELGADO, GO´MEZ, BALLARIN, AND ROZZA
Proof. We have that
∂1A
(
U1h , Vh;µ
)
(Zh)− ∂1A
(
U2h , Vh;µ
)
(Zh)
=
∫
Ω
((
u1h − u2h
) · ∇zh)vh dΩ
+
∫
Ω
(
zh · ∇
(
u1h − u2h
))
vh dΩ +
∫
Ω
(
νT
(
u1h
)− νT (u2h))∇zh : ∇vh dΩ
+
∑
K∈Th
∫
K
(CShK)2
∇u1h : ∇zh
|∇u1h|
(∇u1h : ∇vh) dΩ
−
∑
K∈Th
∫
K
(CShK)2
∇u2h : ∇zh
|∇u2h|
(∇u2h : ∇vh) dΩ.
So, thanks to the triangle inequality, it follows that
(20)
∣∣∂1A (U1h , Vh;µ) (Zh)− ∂1A (U2h , Vh;µ) (Zh)∣∣
≤
∣∣∣∣∫
Ω
((
u1h − u2h
) · ∇zh)vh dΩ∣∣∣∣
+
∣∣∣∣∫
Ω
(
zh · ∇
(
u1h − u2h
))
vh dΩ
∣∣∣∣
+
∣∣∣∣∣ ∑
K∈Th
∫
K
(CShK)2
(|∇u1h| − |∇u2h|)∇zh : ∇vh dΩ
∣∣∣∣∣
+
∣∣∣∣∣ ∑
K∈Th
∫
K
(CShK)2
∇u1h : ∇zh
|∇u1h|
(∇u1h : ∇vh) dΩ
−
∑
K∈Th
∫
K
(CShK)2
∇u2h : ∇zh
|∇u2h|
(∇u2h : ∇vh) dΩ
∣∣∣∣∣ .
We bound each term separately in (20). For the first two terms, we use the
relation between ‖ · ‖0,4,Ω and ‖ · ‖T used in Proposition 4.1 and the fact that the
T-norm is equivalent to the H1-seminorm.∣∣∣∣∫
Ω
((
u1h − u2h
) · ∇zh)vh dΩ∣∣∣∣
≤
∫
Ω
∣∣u1h − u2h∣∣ |∇zh||vh|| dΩ
≤ ‖u1h − u2h‖0,4,Ω‖∇zh‖0,2,Ω‖vh‖0,4,Ω ≤ CT ‖u1h − u2h‖T ‖zh‖T ‖vh‖T
≤ CT ‖U1h − U2h‖X‖Zh‖X‖Vh‖X ,∣∣∣∣∫
Ω
(
zh · ∇
(
u1h − u2h
))
vh dΩ
∣∣∣∣
≤
∫
Ω
|zh||∇
(
u1h − u2h
) ||vh| dΩ
≤ ‖zh‖0,4,Ω‖∇
(
u1h − u2h
) ‖0,2,Ω‖vh‖0,4,Ω ≤ CT ‖zh‖T ‖u1 − u2h‖T ‖vh‖T
≤ CT ‖Zh‖X‖U1h − U2h‖X‖Vh‖X .D
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To bound the third term in (20), we use the local inverse inequalities (cf. [6]),∣∣∣∣∣ ∑
K∈Th
∫
K
(CShK)2
(∣∣∇u1h∣∣− ∣∣∇u2h∣∣)∇zh : ∇vh dΩ
∣∣∣∣∣
≤
∑
K∈Th
∫
K
(CShK)2
∣∣∣∣∇u1h∣∣− ∣∣∇u2h∣∣∣∣ |∇zh||∇vh| dΩ
≤ (CSh)2
∫
Ω
|∇ (u1h − u2h) ||∇zh||∇vh| dΩ
≤ (CSh)2‖∇
(
u1h − u2h
) ‖0,3,Ω‖∇zh‖0,3,Ω‖∇vh‖0,3,Ω
≤ C2Sh2−d/2C‖∇
(
u1h − u2h
) ‖0,2,Ω‖∇zh‖0,2,Ω‖∇vh‖0,2,Ω
≤ C2Sh2−d/2C‖u1h − u2h‖X‖zh‖X‖vh‖X .
The last term in (20) is bounded as follows:∣∣∣∣∣ ∑
K∈Th
∫
K
(CShK)2
∇u1h : ∇zh
|∇u1h|
(∇u1h : ∇vh) dΩ
−
∑
K∈Th
∫
K
(CShK)2
∇u2h : ∇zh
|∇u2h|
(∇u2h : ∇vh) dΩ
∣∣∣∣∣
=
∣∣∣∣∣ ∑
K∈Th
∫
K
(CShK)2
[∇u1h : ∇zh
|∇u1h|
(∇ (u1h − u2h) : ∇vh)
+
∇(u1h − u2h) : ∇zh
|∇u2h|
(∇u2h : ∇vh)] dΩ
+
∑
K∈Th
∫
K
(CShK)2
(|∇u2h| − |∇u1h|)∇u1h : ∇zh
|∇u1h||∇u2h|
(∇u2h : ∇vh) dΩ
∣∣∣∣∣
≤
∑
K∈Th
∫
K
(CShK)2|∇zh|
∣∣∇ (u1h − u2h)∣∣ |∇vh| dΩ
+
∑
K∈Th
∫
K
(CShK)2
∣∣∇ (u1h − u2h)∣∣ |∇zh||∇vh| dΩ
+
∑
K∈Th
∫
K
(CShK)2
∣∣∣∣∇u1h∣∣− ∣∣∇u2h∣∣∣∣ |∇zh||∇vh| dΩ
≤ 3(CSh)2
∥∥∇ (u1h − u2h)∥∥0,3,Ω ‖∇zh‖0,3,Ω‖∇vh‖0,3,Ω
≤ 3C2Sh2−d/2C
∥∥∇ (u1h − u2h)∥∥0,2,Ω ‖∇zh‖0,2,Ω‖∇vh‖0,2,Ω
≤ 3C2Sh2−d/2C‖U1h − U2h‖X‖Zh‖X‖Vh‖X .
Thus, we have just proved that |∂1A(U1h , Vh;µ)(Zh) − ∂1A(U2h , Vh;µ)(Zh)| ≤
ρT ‖U1h − U2h‖X‖Zh‖X‖Vh‖X , where, ρT = 2CT + 4CSh2−d/2C.
We introduce the following supremizer operator TN : Xh → Xh, defined as
(21) (TNZh, Vh)X = ∂1A(UN (µ), Vh;µ)(Zh) ∀Vh, Zh ∈ Xh,
such that
(22) TNZh = arg sup
Vh∈Xh
∂1A(UN (µ), Vh;µ)(Zh)
‖Vh‖X .
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Taking this definition into account, in order to guarantee the well-posedness of
the RB problem (10), in the same way as in the finite element problem (5), we define
the inf-sup and continuity constants:
0 < βN (µ) ≡ inf
Zh∈Xh
sup
Vh∈Xh
∂1A(UN (µ), Vh;µ)(Zh)
‖Zh‖X‖Vh‖X = infZh∈Xh
‖TNZh‖X
‖Zh‖X ,(23)
∞ > γN (µ) ≡ sup
Zh∈Xh
sup
Vh∈Xh
∂1A(UN (µ), Vh : µ)(Vh)
‖Zh‖X‖Vh‖X = supZh∈Xh
‖TNZh‖X
‖Zh‖X .(24)
Theorem 5.2. Let µ ∈ D, and assume that βN (µ) > 0. If problem (5) admits a
solution Uh(µ) such that
‖Uh(µ)− UN (µ)‖X ≤ βN (µ)
ρT
,
then this solution is unique in the ball BX(UN (µ),
βN (µ)
ρT
).
Proof. The proof of this theorem is an extension of the proof of [13, Lemma 3.1].
We define the following operators:
• R(·;µ) : Xh → X ′h, as
(25) 〈R(Zh;µ), Vh〉 = A(Zh, Vh;µ)− F (Vh;µ) ∀Zh, Vh ∈ Xh.
• DA(Uh(µ);µ) : Xh → X ′h, defined, for Uh(µ) ∈ Xh, as
(26) 〈DA(Uh(µ);µ)Zh, Vh〉 = ∂1A(Uh(µ), Vh;µ)(Zh) ∀Zh, Vh ∈ Xh.
• H : Xh → Xh, defined as
(27) H(Zh;µ) = Zh −DA(UN (µ);µ)−1R(Zh;µ) ∀Zh ∈ Xh.
Note that DA(UN (µ);µ) is invertible thanks to the assumption βN (µ) > 0. Also
note that DA(UN (µ);µ) = TN in X ′h. We express
(28)
H
(
Z1h;µ
)−H (Z2h;µ) = (Z1h − Z2h)−DA(UN (µ);µ)−1 (R (Z1h;µ)−R (Z2h;µ)) .
It holds that
(29) R (Z1h;µ)−R (Z2h;µ) = DA(ξ;µ) (Z1h − Z2h) ,
where ξ = λZ1h − (1− λ)Z2h for some λ ∈ (0, 1). To prove this, we define the operator
T : [0, 1] → R by T (t) = 〈R(tZ1h + (1− t)Z2h;µ), Vh〉 for all Vh ∈ X. Then, T (0) =〈R(Z2h;µ), Vh〉 and T (1) = 〈R(Z1h;µ), Vh〉. The operator T is differentiable in (0, 1)
and continuous in [0, 1], and
T ′(t) =
〈DA (tZ2 + (1− t)Z1;µ) (Z1h − Z2h) , Vh〉 .
Thus, (29) follows from the mean value theorem in R. Now, multiplying (28) by
DA(UN (µ);µ) and applying this last property, we can write
DA(UN (µ);µ)
(
H
(
Z1h;µ
)−H (Z2h;µ)) = [DA(UN (µ);µ)−DA(ξ;µ)] (Z1h − Z2h) .
Then, thanks to (19) and this last equality, it follows that〈DA(UN (µ);µ) (H (Z1h;µ)−H (Z2h;µ)) , Vh〉 ≤ ρT ‖UN (µ)− ξ‖X‖Z1h − Z2h‖X‖Vh‖X .
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Now, applying the definitions of βN (µ), TN , DA(UN (µ);µ) and this last property,
we can obtain
βN (µ)
∥∥H (Z1h;µ)−H (Z2h;µ)∥∥X ∥∥TN (H (Z1h;µ)−H (Z2h;µ))∥∥X
≤ ∥∥TN (H (Z1h;µ)−H (Z2h;µ))∥∥2X
=
(
TN (H
(
Z1h;µ
)−H (Z2h;µ) ;µ), TN (H (Z1h;µ)−H (Z2h;µ) ;µ))X
=
〈DA(UN (µ);µ) (H (Z1h;µ)−H (Z2h;µ)) , TN (H (Z1h;µ)−H (Z2h;µ) ;µ)〉
≤ ρT ‖UN (µ)− ξ‖X
∥∥Z1h − Z2h∥∥X ∥∥TN (H (Z1h;µ)−H (Z2h;µ) ;µ)∥∥X .
We have proved that ‖H(Z1h;µ)−H(Z2h;µ)‖X ≤ ρTβN (µ)‖UN (µ)−ξ‖X‖Z1h−Z2h‖X .
If Z1 and Z2 are in BX(UN (µ), α), then ‖UN (µ)− ξ‖X ≤ α and∥∥H (Z1h;µ)−H (Z2h;µ)∥∥X ≤ ρTβN (µ)α ∥∥Z1h − Z2h∥∥X .
Then, H(·;µ) is a contraction if α < βN (µ)ρT . So it follows that there can exist
at most one fixed point of H(·;µ) inside BX(UN (µ), βN (µ)ρT ), and hence, at most one
solution Uh(µ) to (5) in this ball.
At this point, let us define the a posteriori error bound estimator by
(30) ∆N (µ) =
βN (µ)
2ρT
[
1−
√
1− τN (µ)
]
,
where τN (µ) is given by
(31) τN (µ) =
4N (µ)ρT
β2N (µ)
with
(32) N (µ) = ‖R(UN (µ);µ)‖X′ .
The suitability of this a posteriori error bound estimator is stated by the following.
Theorem 5.3. Assume that βN (µ) > 0 and τN (µ) ≤ 1 for all µ ∈ D. Then there
exists a unique solution Uh(µ) of (5) such that the error with respect UN (µ), solution
of (10), is bounded by the a posteriori error bound estimator, i.e.,
(33) ‖Uh(µ)− UN (µ)‖X ≤ ∆N (µ),
with effectivity
(34) ∆N (µ) ≤
[
2γN (µ)
βN (µ)
+ τN (µ)
]
‖Uh(µ)− UN (µ)‖X .
Proof. To prove (33), let α > 0 and Zh ∈ Xh such that ‖UN (µ)−Zh‖X ≤ α. We
use the notation introduced in the proof of Theorem 5.2. We consider
H(Zh;µ)− UN (µ) = Zh − UN (µ)−DA(UN (µ);µ)−1R(Zh;µ)
= Zh − UN (µ)−DA(UN (µ);µ)−1 [R(Zh;µ)−R(UN (µ);µ)]
−DA(UN (µ);µ)−1R(UN (µ);µ).
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Multiplying by DA(UN (µ);µ), we obtain
〈DA(UN (µ);µ)(H(Zh;µ)− UN (µ)), Vh〉
= 〈DA(UN (µ);µ)(Zh − UN (µ)), Vh〉
− 〈R(Zh;µ)−R(UN (µ);µ), Vh〉 − 〈R(UN (µ);µ), Vh〉 ∀Vh ∈ Xh.
As in the proof of Theorem 5.2, it holds that
R(Zh;µ)−R(UN (µ);µ) = DA(ξ(µ);µ)(Zh − UN (µ)),
where ξ(µ) = t∗Zh + (1− t∗)UN (µ), t∗ ∈ (0, 1).
Due to this and Lemma 5.1, we obtain
〈DA(UN (µ);µ)(H(Zh;µ)− UN (µ)), Vh〉
= 〈DA(UN (µ);µ)(Zh − UN (µ)), Vh〉
− 〈DA(ξ(µ);µ)(Zh − UN (µ)), Vh〉 − 〈R(UN (µ);µ), Vh〉
=
〈(DA(UN (µ);µ)−DA(ξ(µ);µ))(Zh − UN (µ)), Vh〉− 〈R(UN (µ);µ), Vh〉
≤ ρT ‖UN (µ)− ξ(µ)‖X‖Zh − UN (µ)‖X‖Vh‖X + N (µ)‖Vh‖X
≤ (ρT ‖Zh − UN (µ)‖2X + N (µ))‖Vh‖X .
Then, using the same arguments as in Theorem 5.2,
βN (µ)‖H(Zh;µ)− UN (µ)‖X‖TµN (H(Zh;µ)− UN (µ))‖X
≤ ‖TµN (H(Zh;µ)− UN (µ))‖2X
=
(
TµN
(
H(Zh;µ)− UN (µ)
)
, TµN
(
H(Zh;µ)− UN (µ)
))
X
= 〈DA(UN (µ);µ)(H(Zh;µ)− UN (µ)), TµN (H(Zh;µ)− UN (µ))〉
≤ (ρT ‖Zh − UN (µ)‖2X + N (µ))‖TµN (H(Zh;µ)− UN (µ))‖X .
Then, as Zh ∈ BX (UN (µ), α), we have
(35) ‖H(Zh;µ)− UN (µ)‖X < ρT
βN (µ)
α2 +
N (µ)
βN (µ)
.
In order to ensure that H maps BX(UN (µ), α) into a part of itself, we are seeking
the values of α such that ρTβN (µ)α
2 + N (µ)βN (µ) ≤ α. This holds if α is between the two
roots of the second order equation ρTα2 − βN (µ)α+ N (µ) = 0, which are
(36) α± =
βN (µ)±
√
βN (µ)2 − 4ρT N (µ)
2ρT
=
βN (µ)
2ρT
[
1±
√
1− 4ρT N (µ)
βN (µ)2
]
.
Observe that as τN (µ) ≤ 1, α− ≤ α+ ≤ βN (µ)ρT . Consequently, if α− ≤ α ≤ α+,
there exists a unique solution Uh(µ) to (5) in the ball BX(UN (µ), α).
To obtain (33) observe that from (36), the lowest value (i.e., the best error bound)
corresponds to α = α− = ∆N (µ). To prove (34), let us define the error Eh(µ) =
Uh(µ)− UN (µ), and the residual R(µ), such that
(R(µ), Vh)X = −〈R(UN (µ);µ), Vh〉 = F (Vh;µ)−A(UN (µ), Vh;µ)
= A(Uh(µ), V;µ)−A(UN (µ), Vh;µ).
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Note that, from (32), ‖R(µ)‖X = N (µ). We observe that the following relation
holds for some t∗ ∈ (0, 1):
A(Uh(µ), Vh;µ)−A(UN (µ), Vh;µ) = ∂1A
(
t∗Uh(µ) + (1− t∗)UN (µ), Vh;µ
)
(Eh(µ)).
Thus, we have that
‖R(µ)‖2X =
[
∂1A
(
t∗Uh(µ) + (1− t∗)UN (µ), R(µ);µ
)− ∂1A(UN (µ), R(µ);µ)](Eh(µ))
+ ∂1A(UN (µ), R(µ);µ)(Eh(µ)).
Thus, thanks to Lemma 5.1, and taking into account the definition of γN (µ) by
(24), we obtain
‖R(µ)‖2X ≤ ρT ‖t∗(Uh(µ)−UN (µ))‖X‖Eh(µ)‖X‖R(µ)‖X + γN (µ)‖Eh(µ)‖X‖R(µ)‖X .
Then N (µ) = ρT ‖E(µ)‖2X + ‖R(µ)‖X ≤ γN (µ)‖E(µ)‖X . Since 0 ≤ τN (µ) ≤ 1
we have that
2ρT
βN (µ)
∆N (µ) ≤ τN (µ),
and then ∆N (µ) ≤ 2N (µ)/βN (µ). It follows that
∆N (µ) ≤ 2ρT
βN (µ)
‖E(µ)‖2X +
2γN (µ)
βN (µ)
‖E(µ)‖X .
Thanks to (33), we know that ‖E(µ)‖X ≤ ∆N (µ), then 2ρTβN (µ)‖E(µ)‖X ≤ τN (µ).
It follows from (34), i.e.,
∆N (µ) ≤
[
2γN (µ)
βN (µ)
+ τN (µ)
]
‖U(µ)− UN (µ)‖X .
6. Approximation of the eddy viscosity term. In this section we approxi-
mate the nonlinear turbulent eddy viscosity term by the EIM [15, 5]. The EIM allows
the construction an oﬄine tensorized representation of this term that will be used in
the online calculations.
Let us denote g(µ) := g(x; wh(µ)) = |∇wh(µ)|(x). The finality of using the EIM
is decoupling the µ-dependence from the spatial dependence of the function g(µ), i.e.,
(37) g(µ) ≈ IM [g(µ)],
where we denote by IM [g(µ)] the empirical interpolate of g(µ). The EIM consists
of constructing an RB space WM = span{q1(µ), . . . , qM (µ)}, selecting these basis
functions by a greedy procedure, with snapshots of g(µ). With this technique, we
are able to approximate the nonlinear Smagorinsky term by a trilinear form, in the
following way: aS(wN ; wN ,vN ;µ) ≈ aˆS(wN ,vN ;µ), where
aˆS(wN ,vN ;µ) =
M∑
k=1
σk(µ)s(qk,wh,vh)
with s(qk,wh,vh) =
∑
K∈Th
∫
K
(CShK)2qk∇w : ∇v dΩ.
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Here σk(µ) for k = 1, . . . ,M is the solution of a lower-triangular linear system,
where the second member is the value of g(x; wh(µ)) in some certain points xi. We
refer to [15] for more details.
This technique allows us to linearize the eddy viscosity term. Let us recall the
RB problem, with this last approximation of the Smagorinsky term:
(38)

Find (uN , pN ) ∈ YN ×MN such that ∀vN ∈ YN ,∀qN ∈MN ,
a(uN ,vN ;µ) + b(vN , pN ;µ) + aˆS(wN ,vN ;µ)
+ c(uD,uN ,vN ;µ) + c(uN ,uD,vN ;µ) + c(uN ,uN ,vN ;µ) = F (vN ;µ),
b(uN , qN ;µ) = 0.
The solution (uN (µ), pN (µ)) ∈ XN of (38) can be expressed as a linear combina-
tion of the basis functions:
uN (µ) =
2N∑
j=1
uNj (µ)ζ
v
j , pN (µ) =
N∑
j=1
pNj (µ)ξ
p
j .
Taking into account this representation, for the bilinear terms in (38), we store
the parameter-independent matrices for the oﬄine phase, as in [22], defined as
(39)
(AN )ij = a(ζvj , ζvi ), (BN )li = b(ζvi , ξ
p
l ), i, j = 1, . . . , 2N, l = 1, . . . , N,
(DN )ij = c(uD, ζvj , ζvi ) + c(ζvj ,uD, ζvi ), i, j = 1, . . . , 2N.
For the convective and the Smagorinsky terms, we need to store a parameter-
independent tensors of order three for the oﬄine phase, defined as
(40)
(CN (ζvs ))ij = c(ζvs , ζvj , ζvi ), i, j, s = 1, . . . , 2N,
(SN (qs))ij = s(qs, ζvj , ζvi ), i, j = 1, . . . , 2N, s = 1, . . . ,M.
With this tensor representation, it holds that
c(uN , ζvj , ζ
v
i ) =
2N∑
s=1
uNs (µ)CN (ζvs ) and aˆS(ζvj ; ζvi ) =
2N∑
s=1
σs(µ)SN (qs),
and thanks to that, we are able to solve problem (38), linearized by a semi-implicit
evolution approach. We remark that the treatment of the approximation of the eddy
viscosity term in the oﬄine/online phase is similar to the treatment of the convective
term, thanks to the tensorization done in this section.
7. Numerical results. In this section, we present some numerical tests, pro-
grammed in FreeFem++ [17], for the reduced order Smagorinsky model [36]. We
will consider two test cases: the backward-facing step problem and the lid-driven
cavity problem. For both cases, we consider a range of Reynolds number for which
it is known that a steady regime takes place. We obtain rates of speed-up of the
computational time from several hundreds to several thousands.
7.1. Backward-facing step flow (2D). In this test, we show the numerical
results of a Smagorinsky reduced order model for the backward-facing step (cf. [1]).
The backward-facing step flow is laminar and reaches a steady state solution roughly
up to Re ' 1000, and then it becomes transitional up to Re ' 5000. For larger values,
the regime becomes turbulent (cf. [11]). The parameter that we are considering for
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‖g(µ)− IM [g(µ)]‖∞
Fig. 1. Left: Comparison ρµ/βµ(µ) and ρT /βh(µ). Right: Convergence of the EIM algorithm.
this numerical test case is the Reynolds number with values µ = Re ∈ D = [50, 450].
This means that the regime we consider in this test is fully laminar.
For the oﬄine phase, we compute the FE approximation with the Taylor–Hood
finite element, i.e, we consider P2 − P1 for velocity-pressure. The mesh selected for
this problem is composed of 10842 triangles and 5703 nodes. The FE steady state
solution is computed through a semi-implicit evolution approach, and we conclude
that the steady solution is reached when the relative error between two iterations is
below εFE = 10−10. The numerical scheme to solve the Smagorinsky model in each
time step reads as
(41)

Find (un+1h , p
n+1
h ) ∈ Yh ×Mh such that ∀vh ∈ Yh,∀qh ∈Mh(
un+1h − unh
∆t
)
Ω
+ a(un+1h ,vh;µ) + b(vh, p
n+1
h ;µ) + aS(w
n
h; w
n+1
h ,vh;µ),
c(unh,u
n+1
h ,v;µ) + c(uD,u
n+1
h ,v;µ) + c(u
n+1
h ,uD,v;µ) = F (vh;µ),
b(un+1h , qh;µ) = 0.
To implement the greedy algorithm, we compute beforehand the inf-sup constant
βN (µ), (23), and the Sobolev embedding constant CT , as both appear in the a pos-
teriori error bound estimator. Due to the fact that UN (µ) is intended to be a good
approximation of Uh(µ), in practice we use the value of βh(µ) in place of βN (µ). To
compute the inf-sup stability factor, we consider the heuristic strategy introduced in
[23]. This heuristic technique consists in interpolating the βh(µ) map by the adap-
tive radial basis function algorithm (cf. [21]) for some selected values of µ ∈ D. On
the other hand, to compute the Sobolev embedding constant, we use the fixed point
algorithm described in [22] (section 8).
In Figure 1 (left) we compare ρµ/βµ(µ), described in [13], and ρT /βh(µ). These
quantities are crucial for the number of basis functions necessary to ensure that
τN (µ) < 1. Since for our problem, ρT /βh(µ) < ρµ/βµ(µ), the number of bases needed
to guarantee τN (µ) < 1 is lower when we use the norm ‖ · ‖T instead the natural
norm.
To compute our RB space, we start by computing the basis functions to construct
the EIM to approximate the eddy diffusion term. To evaluate the error between g(µ)
and the empirical interpolation, we precompute a certain number of snapshots uh(µ),
µ ∈ DEIM . We stop the construction of the EIM bases when we reach a relative
error below εEIM = 5 · 10−3. This error is reached for 75 basis functions for the EIM.
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Fig. 2. Left: Convergence of the greedy algorithm. Right: Value of ∆Nmax(µ) and the error
between the FE solution and the RB solution.
Re
50 100 150 200 250 300 350 400 45010
-11
10-10
10-9
10-8
10-7
10-6
10-5
Fig. 3. Normalized error of the EIM Smagorinsky term approximation.
In Figure 1 (right), we show the evolution of the relative error, in the infinite norm,
between g(µ) and its empirical interpolate.
Also, to obtain an initial guess such that τN . 1, as needed by our error estimator,
we first approximate the reduced manifold with some POD modes (see, e.g., [4]), and
then we start our greedy algorithm. We select 10 POD modes using the snapshots
computed for the EIM to start the greedy algorithm.
In Figure 2 (left), we can observe the evolution of the a posteriori error bound
within the greedy algorithm. We observe that it is indeed a good error estimator, with
an efficiency factor close to 10 for all µ ∈ D (Figure 2 (right)). Due to Theorem 5.3,
∆N (µ) exists when τN (µ) ≤ 1. While τN (µ) > 1, we use as a posteriori error bound
estimator the proper τN (µ). We stop the greedy algorithm when we reach a tolerance
of εRB = 7 · 10−5, obtained when N = Nmax = 17. In Figure 2 (right) we show the
value of the a posteriori error bound estimator and the relative error for all µ ∈ D, at
N = Nmax.
To compute the error in the EIM approximation of the Smagorinsky eddy-viscosity
term, we define the following errors:
(42)
eS(µ) = sup
v∈Y
|aS(wh; wh,v;µ)− aS(wN ; wN ,v;µ)|, nS(µ) = sup
v∈Y
aS(wh; wh,v;µ).
In Figure 3 we show the value of eS/nS , the normalized error of the Smagorinsky
term EIM approximation, for all µ in D.
We can observe that the good approximation of the RB solution provides a good
approximation for the Smagorinsky term, since the error between FE and RB solution
in Figure 2 (right) and the error in Figure 3 are similar.
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Fig. 4. FE solution (left) and RB solution (fight) for µ = 320.
Table 1
Computational time for FE solution and RB online phase, with the speedup and the relative error.
Data µ = 56 µ = 132 µ = 236 µ = 320 µ = 450
TFE 237.88s 503.57s 1055.91s 1737.74s 2948.11s
Tonline 1.40s 1.51s 1.69s 1.72s 2.02s
Speedup 169 333 622 1008 1458
‖uh − uN‖T 3.77 · 10−7 5.33 · 10−6 6.58 · 10−6 1.36 · 10−5 3.57 · 10−6
‖ph − pN‖0 1.94 · 10−8 6.97 · 10−8 2.1 · 10−7 4.82 · 10−7 9.02 · 10−8
In Figure 4 we show a comparison between the FE velocity solution (left) and the
RB velocity solution (right) for a chosen parameter value µ = 320. Note that both
images are practically equal, as the error between both solutions is of order 10−6.
In Table 1, we show the results obtained for several values of µ in D; in particular,
we compare the computational time for the computation of the FE solution and the
RB solution in the online phase. We also show the speedup rate in the computation
of the RB solution, and the relative errors in H1-norm for velocity and in L2 for
pressure. We observe a dramatic reduction of the computational time, with speed-
up rates over 1000 for large Reynolds number, with relative errors below the greedy
tolerance. The oﬄine phase took 3 days and 10 hours to be completed. In this time,
we are considering the time to construct the RBF functions for the stability factor βh,
the computation of the snapshots necessaries for the EIM, and the greedy algorithm.
7.2. Lid-driven Cavity flow (2D). In this test, we apply the reduced order
Smagorinsky turbulence model to the lid-driven cavity problem. We consider the
nonhomogeneous Dirichlet boundary condition given by g(x) = 1 on the lid boundary
ΓDg with homogeneous Dirichlet condition on ΓD0 .
For this test, we also consider the Reynolds number as a parameter, ranging in
D = [1000, 5100]. The 2D lid-driven cavity flow has a steady solution up to Reynolds
7500 (cf. [11]); thus in this range, a steady solution is well known to exist. We consider
the same finite elements as the previous problem (Taylor–Hood), and we use a regular
mesh with 5000 triangles and 2601 nodes.
In Figure 5 (left), we show the comparison between ρµ/βµ(µ) and ρT /βh(µ) as in
section 7.1. Again, the number of basis functions needed to guarantee that τN (µ) < 1
in this problem is lower if we chose the norm ‖·‖T instead of choosing the natural norm.
In this numerical test, we need Mmax = 22 basis functions in the EIM algorithm until
reaching the tolerance for the relative error of εEIM = 5 · 10−4. In Figure 5 (right),
we show the convergence of the EIM algorithm.
For the greedy algorithm, we prescribe a tolerance of εRB = 5 · 10−5. This
tolerance is reached for Nmax = 12 basis functions. Note that, in this case, N = 8
basis functions are needed in order to ensure that τN (µ) < 1 for all µ in D. In Figure 6
(left) we show the convergence of the greedy algorithm, and in Figure 6 (right) we
show the value of the error and the a posteriori error bound for all µ in D.
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Fig. 5. Left: Comparison ρµ/βµ(µ) and ρT /βh(µ). Right: Convergence of the EIM algorithm.
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Fig. 6. Left: Convergence of the greedy algorithm. Right: Value of ∆Nmax (µ) and the error
between the FE solution and the RB solution.
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Fig. 7. Normalized error of the EIM Smagorinsky term approximation.
As in section 7.1, we compute the error eS(µ)/nS(µ), in order to compute the
error in the EIM approximation of the Smagorinsky term. In Figure 7, we show
this error for this numerical test. Again, a good approximation between FE and RB
solution provides a good EIM approximation of the Smagorinsky term. In Figure 8
we show a comparison between the FE velocity solution and the RB velocity solution
for a chosen parameter value µ = 4521. Again, both images are practically equal, as
the error between both solutions is of order 10−7.
Finally, we show in Table 2 a summary of the results obtained for several values
of µ in D. For this test, we also observe a dramatic speedup in the computation of
the numerical solution, even larger than in the backward-facing step test. These large
speed-up factors are possibly due to the high turbulent levels of viscosity introduced
by the Smagorinsky turbulence model. The oﬄine phase of this test took 2 days to
be completed.
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Fig. 8. FE solution and RB solution for µ = 4521.
Table 2
Computational time for FE solution and RB online phase, with the speedup and the relative error.
Data µ = 1610 µ = 2751 µ = 3886 µ = 4521 µ = 5100
TFE 638.02s 1027.62s 1369.49s 1583.08s 1699.52s
Tonline 0.47s 0.47s 0.47s 0.49s 0.52s
Speedup 1349 2182 2899 3243 3227
‖uh − uN‖T 1.91 · 10−6 1.87 · 10−6 3.28 · 10−6 6.26 · 10−7 3.17 · 10−9
‖ph − pN‖0 1.18 · 10−7 3.65 · 10−7 3.78 · 10−7 8.34 · 10−8 1.88 · 10−9
8. Conclusions. In this paper we have developed an RB Smagorinsky model,
using the EIM to linearize the nonlinear eddy viscosity of the Smagorinsky model.
We have developed an a posteriori error bound estimator for the Smagorinsky
model, extending the theory in the literature for the incompressible Navier–Stokes
equations (e.g., [22, 13]). With the a posteriori error bound estimator we can compute
the oﬄine phase in a efficient way, including the computation of the inf-sup stability
interpolator, that provides a fast reliable approximation of the inf-sup stability factor
value for each parameter value.
We have presented numerical results for two benchmark cases, where we have
shown the accuracy of our reduced model and the dramatic reduction of the compu-
tational time for both cases, which is typically divided by several thousands. This
high speed-up rate is possibly due to the high dissipative effect of the Smagorinsky
turbulence model. Extensions to less dissipative turbulence models of VMS kind are
in progress.
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