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Quantum spin liquid is an exotic quantum state of matter in magnets. This state is a spin analogue of the liquid
helium which does not solidify down to the lowest temperature due to strong quantum fluctuations. In conven-
tional fluids, liquid and gas possess the same symmetry and adiabatically connect to each other by bypassing
the critical end point. We find that the situation is qualitatively different in quantum spin liquids realizing in
a three-dimensional Kitaev model; both gapless and gapped quantum spin liquid phases at low temperatures
are always distinguished from the high-temperature paramagnet (spin gas) by a phase transition. The results
challenge common belief that the absence of thermodynamic singularity down to the lowest temperature is a
symptom of a quantum spin liquid.
PACS numbers: 75.10.Kt,75.70.Tj,75.10.Jm,75.30.Et
A magnetic state called quantum spin liquid (QSL), where
long-range ordering is suppressed by quantum fluctuations,
is a new state of matter in condensed matter physics [1].
Tremendous efforts have been devoted to the realization of
QSL, and several candidates were recently discovered in
quasi two-dimensional (2D) and three-dimensional (3D) com-
pounds [2–6]. In these compounds, QSL is usually identified
by the absence of anomalies in the temperature (T ) depen-
dence of physical quantities. Namely, it is implicitly supposed
that a spin “gas” corresponding to the high-T paramagnet is
adiabatically connected with QSL. This common belief lends
itself to the fact that liquid and gas are adiabatically connected
with each other in conventional fluids. In fact, the concept of
QSL was originally introduced on the analogy of helium in
which the liquid phase is retained down to the lowest T due to
strong quantum fluctuations [7].
In general, however, liquid and gas are distinguished by
a discontinuous phase transition, while the adiabatic connec-
tion between them is guaranteed beyond the critical end point.
Hence, a phase transition separating paramagnet and QSL is
also expected. Nevertheless, the theory for thermodynamics
of QSLs has not been seriously investigated thus far, and a
thermodynamic phase transition for QSL has not ever been
reported beyond the mean-field approximation. It is highly
nontrivial whether a liquid-gas transition exists in quantum
spin systems in a similar manner to that in conventional flu-
ids. The issue is critical not only for theoretical understanding
of QSLs but also for the interpretation of existing and forth-
coming experiments.
The lack of theoretical investigation of thermodynamics of
QSLs is mainly due to the following two difficulties. One is
the scarcity of well-identified QSLs. It is hard to characterize
QSL because spatial quantum entanglement and many-body
effects are essential for realizing QSL [8, 9]. The other diffi-
culty lies in less choice of effective theoretical tools. Any bi-
ased approximation might be harmful for taking into account
strong quantum and thermal fluctuations.
In this Letter, we solve these difficulties by investigat-
ing a 3D extension of the Kitaev model [10], which sup-
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FIG. 1: (color online). (a) Two-dimensional honeycomb lattice and
(b) three-dimensional hyperhoneycomb lattice. Blue, green, and red
bonds denote the exchange couplings Jx, Jy , and Jz in the Kitaev
Hamiltonian, respectively. The shaded plaquette on each lattice rep-
resents the shortest loop p for which the Z2 variable Wp is defined.
a, b, and c represent the primitive translation vectors. (c) Phase dia-
gram of the Kitaev model at zero temperature, common to the models
on the honeycomb and on the hyperhoneycomb lattices. This dia-
gram is depicted on the plane where the condition Jx +Jy +Jz = 1
is satisfied. There are two kinds of phases, gapped and gapless spin
liquids distinguished by the excitation gap.
ports well-identified QSLs as the exact ground states [11] by
applying an unbiased quantum Monte Carlo (MC) simula-
tion without negative sign problem. By clarifying the phase
diagram in the whole parameter space, we show that both
the gapped and gapless quantum spin liquid phases exhibit
a finite-temperature phase transition to the high-temperature
paramagnet. The results unveil that the “vaporization” of the
quantum spin liquids are quantitatively different from the con-
ventional liquid-gas transition.
The Kitaev model is a quantum spin model with anisotropic
exchange interactions for nearest neighbor spins, whose
2Hamiltonian is given by
H = −Jx
∑
〈ij〉x
σxi σ
x
j − Jy
∑
〈ij〉y
σyi σ
y
j − Jz
∑
〈ij〉z
σzi σ
z
j . (1)
Here, σxi , σ
y
i , and σzi are Pauli matrices describing a spin-1/2
state at a site i; Jx, Jy , and Jz are exchange constants [10].
This model was originally introduced on a honeycomb lat-
tice shown in Fig. 1(a). The interactions Jx, Jy , and Jz
are defined on three different types of the nearest neighbor
bonds, x (blue), y (green), and z bonds (red), respectively [see
Fig. 1(a)]. This model is exactly solvable by introducing Ma-
jorana fermions [10]. The ground state of the Kitaev model is
a QSL, where spin-spin correlations vanish except for nearest
neighbors [12]. The ground state phase diagram consists of
gapless and gapped QSL phases [10], as shown in Fig. 1(c).
The QSL with gapless excitation is stabilized in the center tri-
angle including the isotropic case Jx = Jy = Jz , while the
QSL with an excitation gap appears in the outer three triangles
with anisotropic interactions. The model has been studied not
only from the mathematical virtue of the exact solvability but
also from the experimental relevance to some Ir oxides [13].
A 3D extension of the Kitaev model is defined on the hy-
perhoneycomb lattice shown in Fig. 1(b) [11]. This model
has relevance to recently-discovered iridates Li2IrO3 [14, 15].
There are three types of nearest neighbor bonds in this lat-
tice as in the honeycomb lattice. Many fundamental aspects
in the 3D Kitaev model are inherited from the original 2D
one, including the exact solvability. In particular, the ground
state phase diagram is completely the same as that in 2D in
Fig. 1(c) [11]. On the other hand, the difference in the spa-
tial dimension may matter to finite-T properties; while no
phase transition is expected at a finite T for the 2D Kitaev
model [16–18], we may anticipate a finite-T phase transition
in the 3D case.
We investigate the thermodynamic properties of the 3D Ki-
taev model by adopting a MC simulation. Since the model
given in Eq. (1) is defined on the bipartite lattices, the con-
ventional quantum MC method on the basis of the Suzuki-
Trotter decomposition can be applied at first glance. However,
due to the bond-dependent interactions in the Kitaev model,
the method suffers from the negative sign problem. To avoid
the problem, we use an alternative MC method as described
below. By applying the Jordan-Wigner transformation [21–
23] and rewriting the resulting spinless fermions by Majorana
fermions, the Hamiltonian is written in the form
H = iJx
∑
x bonds
cwcb − iJy
∑
y bonds
cbcw − iJz
∑
z bonds
ηrcbcw,
(2)
where c and c¯ are the Majorana fermion operators, and ηr =
ic¯bc¯w are Z2 variables defined on each z bond (r is the bond
index), as the eigenvalues are ±1 [22]. As the hyperhoney-
comb lattice is bipartite, we term black (b) and white (w)
sites so that, on each x bond, the smaller-(larger-)i site cor-
responds to the white (black) site, where the numbering for
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FIG. 2: (color online). (a) Temperature dependence of the specific
heat in the isotropic case with Jx = Jy = Jz = 1/3 (α = 1). (b)
The enlarged view in the vicinity of the low-temperature peak. The
calculations were performed for the systems on the hyperhoneycomb
lattice withN = 4×L3 spins up toL = 6. The inset in (b) shows the
peak temperature T ′c of the specific heat as a function of the inverse
of the system size N . The dotted line represents the linear fit for
three largest N .
sites are done along chains consisting of x and y bonds, as
shown in Fig. 1(b). The Hamiltonian in Eq. (2) is a free Ma-
jorana fermion system coupled with the Z2 degree of free-
dom, {ηr}, on each z bond. Formally, the model is simi-
lar to the double-exchange model with Ising localized spins.
This allows us to apply the MC algorithms developed for the
double-exchange models. Here, we adopt the conventional al-
gorithm in which the MC weight for a given configuration of
{ηr} is obtained by the exact diagonalization of the Majorana
fermions [24]. We impose the open boundary conditions for
the a and b directions and the periodic boundary condition for
c direction to avoid a subtle boundary problem intrinsic to the
Jordan-Wigner transformation [see Fig. 1(b)]. The cluster size
N = 4L3 in which the calculations are performed is taken up
to L = 6. The details of calculation methods are given in the
Supplemental Material [18].
Figure 2(a) shows the T dependence of the specific heat Cv
for the isotropic case with Jx = Jy = Jz = 1/3. There
are two peaks in Cv . The high-T peak at T ∼ 0.6 does not
show the size dependence. On the other hand, the low-T peak
located at T ∼ 0.004 grows with increasing the system size
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FIG. 3: (color online). Finite-temperature phase diagram of the 3D
Kitaev model. (A) Cut of the phase diagram along the α and α′ axes
shown in the insets. Log-scale plot for (a) is shown in (b). The solid
(dashed) line is the α dependence of Tc obtained by the perturbation
expansion in terms of J/Jz (Jz/J), where J = Jx = Jy . (c) 3D plot
of the phase diagram in the whole parameter space. The base triangle
represents the ground state phase diagram shown in Fig. 1(c).
as shown in Fig. 2(b). This is a signature of phase transition
between the low-T QSL phase and the high-T paramagnetic
state, as firmly supported by the perturbation arguments be-
low. The size extrapolation of the peak temperature T ′c gives
the estimate of the critical temperature in the thermodynamic
limit as Tc = 0.00519(9) [see the inset of Fig. 2(b)] [25].
In contrast, the 2D Kitaev model does not show such growing
peak in the specific heat, indicating the absence of the finite-T
phase transition [18].
By performing the simulation for various sets of Jx, Jy ,
and Jz , we obtain the finite-T phase diagram of the 3D Ki-
taev model. The results are summarized in Fig. 3. Figure 3(a)
shows Tc as a function of the anisotropy parameters α and
α′ shown in the inset [Figure 3(b) is the log plot of the same
data]. The critical temperature Tc takes the maximum value
at α ≃ 1 corresponding to the isotropic case, and decreases
to zero as α → 0 and α → 3/2. The limit of α → 0 corre-
sponds to Jz → 1 with Jx = Jy = J → 0. This limit was
discussed by MC simulation for the effective model obtained
by the perturbation theory in terms of J/Jz by the authors
and their collaborators [26]. A finite-T transition was found at
Tc = T˜c×7J6/(256J5z ) with T˜c = 1.925(1). This asymptotic
form of Tc is plotted by the solid lines in Figs. 3(a) and 3(b).
It shows fairly good agreement with the present MC results in
the small α region, which strongly supports that Tc estimated
from the anomaly in Cv is indeed the critical temperature be-
tween the low-T QSL and high-T paramagnet. Meanwhile, in
the limit of α → 3/2, by using the perturbation expansion in
terms of Jz/J , we find that Tc is scaled by J4z /J3 [18]. The
dashed lines in Figs. 3(a) and 3(b) represent the fitting of MC
data by this asymptotic scaling. It also well explains the MC
data, supporting the phase transition at Tc.
Figure 3(c) summarizes the MC estimates of Tc in the 3D
plot. In the entire parameter space, the low-T QSL is sepa-
rated from the high-T paramagnet by the thermodynamic sin-
gularity at Tc. There is no adiabatic connection between the
two states, and the transition always appears to be continuous
within the present calculations. These are in sharp contrast
to the situation in conventional fluids where liquid and gas
are adiabatically connected with each other beyond the criti-
cal end point in the phase boundary of the discontinuous tran-
sition. Thus, thermodynamics of the QSLs is not understood
by the conventional theory for liquids.
Interestingly, the value of Tc becomes maximum at α ≃ 1:
the QSL phase is most stable against thermal fluctuations in
the isotropic case. The bond-dependent interactions in the Ki-
taev model compete with each other; it is not possible to op-
timize the exchange energy on the x, y, and z bonds simulta-
neously. The frustration becomes strongest at α = 1. Hence,
interestingly, our MC results in Fig. 3(c) show that the frus-
tration tends to stabilize the QSL against thermal fluctuations.
This frustration effect is opposite to that on conventional mag-
netically ordered states where frustration suppresses the criti-
cal temperatures.
In the vicinity of α = 1, the ground state is the gapless
QSL. By decreasing α, the ground state changes into the
gapped QSL at the quantum critical point at α = 3/4, as
shown in Fig. 1(c). However, Tc changes smoothly around
α = 3/4, as shown in Fig. 3. Also we find no singularity in
the T dependence of Cv around α = 3/4 within the present
precision, except for Tc [e.g., see Fig. 4(a)]. In the low-T
limit, however, there should be some anomaly in Cv , reflect-
ing the change of low-energy excitations. The results suggest
that such anomaly will happen to be seen at much lower T
than 10−4.
Now let us discuss the reason why the specific heat Cv ex-
hibits two peaks. We show the T dependence of the entropy
per site, S, in Fig. 4(b), obtained by the numerical integra-
tion of Cv divided by T . By decreasing T , the entropy de-
creases from ln 2 corresponding to the high-T peak in Cv and
approaches 12 ln 2. In the T region between the two peaks
in Cv , the entropy stays at ≃ 12 ln 2. As further decreas-
ing T , the entropy rapidly deceases again corresponding to
the low-T peak in Cv, and approaches zero toward T = 0.
The successive entropy release is ascribed to a separation of
the energy scales for the Majorana fermions and the Z2 vari-
ables ηr. Namely, while decreasing T , the entropy of 12 ln 2
associated with Majorana fermions is first gradually released
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FIG. 4: (color online). Temperature dependences of (a) the specific
heat, (b) entropy, (c) Z2 variables Wp per ten-site plaquette, W˜ , and
(d) the Wilson loop W˜C .
at T ∼ 0.1 − 1, corresponding to their kinetic energy scale
∼ Jx + Jy + Jz = 1. Subsequently, the remaining entropy
of 12 ln 2, associated with the Z2 variables, is released at the
phase transition. This lower energy scale is set by the effective
interactions between the Z2 variables mediated by Majorana
fermions, which depend on the anisotropy of the system. We
confirm this picture by calculating W˜ defined as the thermal
average of the density of the Z2 variables Wp = ±1 defined
for each ten-site loop [see Fig. 1(b)], which is computed by
the product of ηr [18]. Figure 4(c) shows the T dependence
of W˜ . This quantity rapidly increases at the lower-T peak in
Cv as T decreases. Therefore, the entropy of 12 ln 2 is released
according to the coherent growth of Wp at Tc.
However, it is worth noting that the phase transition at Tc
is not caused by the symmetry breaking in terms of the local
variables Wp. Instead, the phase transition will be understood
by the topological nature of excited states as follows. The ex-
cited states are generated by flippingWp from the ground state
where all Wp = +1. The flipped Wp = −1 form loops be-
cause of the local constraints originating from the fundamen-
tal spin-1/2 algebra [11]. The excitation energy of loops and
their configurational entropy compete with each other, which
may lead to the phase transition at a finite T , as is discussed by
Peierls for the 2D Ising model [27]. This picture was indeed
confirmed in the limit of Jz ≫ Jx, Jy , through the winding
number defined for Wp [26]. In the present case, however,
the winding number cannot be defined, as the calculations are
done under the open boundary conditions in the a and b direc-
tions. Instead, we calculate the thermal average of the Wilson
loop along the edge of the ab plane, W˜C , which serves as an
alternative parameter to the winding number [18]. As shown
in Fig. 4(d), W˜C behaves like an order parameter: it becomes
nonzero below Tc [25]. The situation is in sharp contrast to
the 2D Kitaev model, where the excitation with Wp = −1
is allowed independently without local constraints, and con-
sequently, the QSL is adiabatically connected to the high-T
paramagnet.
Our results on the topological transition suggest a new
paradigm of critical phenomena beyond the Ginzburg-
Landau-Wilson (GLW) theory. Due to the lack of local or-
der parameter, the description based on the GLW theory is
no longer applicable to the “vaporization” of QSLs. Such
nontrivial finite-T phase transitions have been studied by the
mean-field approximations for 3DZ2 QSLs on the basis of the
Z2 gauge theory [28, 29]. To understand the critical proper-
ties, however, it is necessary to take into account fluctuations
of a topological structure in the excitations beyond the mean-
field approach. The current study presents the first unbiased
results on topological transitions, which may give birth to a
new concept of critical phenomena beyond the conventional
GLW theory.
It will also be interesting to consider the “solidification” of
QSLs. Indeed, the solid phase (magnetically ordered phase)
is accessible in the context of the present 3D Kitaev model,
by considering additional interactions which favor a magnetic
order, such as the Heisenberg exchange interaction [30, 31].
The detailed study of the magnetic three states of matter, liq-
uid, gas, and solid, will provide a new insight in the research
area of magnetism.
The present results give a counterexample to the conven-
tional “myth” on QSLs: the absence of phase transition is a
requirement for QSL. This myth has long haunted the experi-
mental identification of QSLs. Our results, however, indicate
that a phase transition does not always signal symmetry break-
ing by a magnetic long-range order. This will urge reconsid-
eration of the experimental detection of QSLs; even if the sys-
tem exhibits a phase transition, it should not be excluded from
the candidates for QSLs, as long as a clear indication of mag-
netic ordering is not established.
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6Supplemental Material for the article
“Vaporization of Kitaev spin liquids”
Calculation Method
In this section, we present the method for calculating the
thermodynamic quantities in the Kitaev model. The method
is commonly used for the 2D honeycomb and 3D hyperhon-
eycomb lattices. The Kitaev model is given by
H = −Jx
∑
〈ij〉x
σxi σ
x
j − Jy
∑
〈ij〉y
σyi σ
y
j − Jz
∑
〈ij〉z
σzi σ
z
j , (3)
where σxi , σ
y
i , and σzi are Pauli matrices describing a spin-1/2
state at a site i; Jx, Jy , and Jz are exchange constants de-
fined on three different types of the nearest neighbor bonds,
x, y, and z bonds, respectively. Since this model is defined on
the bipartite lattices, the conventional quantum Monte Carlo
(MC) method on the basis of the Suzuki-Trotter decomposi-
tion can be applied at first glance. However, due to the bond-
dependent interactions in the Kitaev model, the method suf-
fers from the negative sign problem. To avoid the problem,
we use an alternative MC method as described below.
First, we regard the honeycomb and hyperhoneycomb lat-
tices as assemblies of 1D chains composed of x and y bonds,
and associate each site i with a pair of integers, (m,n). Here,
m allocates a chain and n is the site index within the m-th
chain. By applying the Jordan-Wigner transformation [1–3],
the spin operators are written by spinless fermion operators
(ai, a†i ) as
S+m,n = (S
−
m,n)
† =
1
2
(σxm,n + iσ
y
m,n)
=
n−1∏
n′=1
(1− 2nm,n′)a†m,n, (4)
σzm,n = 2nm,n − 1, (5)
where ni is the number operator defined by ni = a†iai. Then,
the interactions in Eq. (3) are written as
σxm,nσ
x
m,n+1 = −(am,n − a†m,n)(am,n+1 + a†m,n+1), (6)
σym,nσ
y
m,n+1 = (am,n + a
†
m,n)(am,n+1 − a†m,n+1), (7)
σzm,nσ
z
m′,n′ = (2nm,n − 1)(2nm′,n′ − 1). (8)
As both the honeycomb and hyperhoneycomb lattices are bi-
partite, we term black (b) and white (w) sites so that, on each
x bond, the smaller-(larger-)n site corresponds to the white
(black) site, as shown in Figs. 6 and 8. By using Eqs. (6)-(8),
the Hamiltonian in Eq. (3) is rewritten as
H = Jx
∑
x bonds
(aw − a†w)(ab + a†b)
−Jy
∑
y bonds
(ab + a
†
b)(aw − a†w)
−Jz
∑
z bonds
(2nb − 1)(2nw − 1). (9)
Next, we introduce Majorana fermion operators c and c¯ from
the spinless fermion operators as
cw = (aw − a†w)/i, c¯w = aw + a†w, (10)
cb = ab + a
†
b, c¯b = (ab − a†b)/i. (11)
By using the Majorana fermion operators, the Hamiltonian is
written in the form
H = iJx
∑
x bonds
cwcb − iJy
∑
y bonds
cbcw − iJz
∑
z bonds
ηrcbcw,
(12)
where ηr = ic¯bc¯w are Z2 variables defined on each z bond
(r is the bond index), as the eigenvalues are ±1 [2]. Here,
we consider that 1D chains composed of x and y bonds are
open strings, by imposing open boundary conditions along the
chain, in order to avoid a subtle boundary problem intrinsic
to the Jordan-Wigner transformation. Under periodic bound-
ary conditions, a complicated nonlocal term depending on the
parity of the total fermion number will appear at the boundary
from Eq. (4).
The Hamiltonian in Eq. (12) is a free Majorana fermion
system coupled with the Z2 degree of freedom, {ηr}, on
each z bond. Formally, the model is similar to the double-
exchange model with Ising localized spins; in the usual
double-exchange models, localized spins couple with itiner-
ant electron spins via the on-site exchange coupling, but in
the present case, the Ising spins couple with the hopping of
fermions along the z bonds. The formal equivalence allows
us to apply the MC algorithms developed for the double-
exchange models. Here, we adopt the conventional algo-
rithm in which the MC weight for a given configuration of
{ηr} is obtained by the exact diagonalization of the Majorana
fermions [4], as described below.
The partition function of the system described by the
Hamiltonian in Eq. (12) is given by
Z = Tr{ηr}Tr{ci}e
−βH = Tr{ηr}e
−βFf ({ηr}), (13)
where β is the inverse temperature β = 1/T (we set the Boltz-
mann constant kB = 1). Ff ({ηr}) is the free energy of the
Majorana fermion system for a given configuration of {ηr};
Ff ({ηr}) = −T lnTr{ci}e−βH({ηr}). (14)
For a given {ηr}, the quadratic HamiltonianH({ηr}) is easily
diagonalized to give
H({ηr}) =
N/2∑
λ
ελ({ηr})
(
f †λfλ −
1
2
)
, (15)
where fλ (f †λ) is the annihilation (creation) operator of a spin-
less fermion [see also Eqs. (36) and (38)]. It is worthy noting
that there are N/2 one-body states in the Majorana fermion
for the N -site system. Then, the free energy is calculated as
Ff ({ηr}) = −T
∑
λ
ln[2 cosh(βελ/2)]. (16)
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FIG. 5: Benchmark of the quantum Monte Carlo method. The MC
result for the Majorana-fermion Hamiltonian in Eq. (12) and the ex-
act diagonalization (ED) result for the original quantum-spin Hamil-
tonian in Eq. (3) are presented for comparison. The inset shows the
log-log plot of the same data. These are obtained for the 2D Kitaev
model on the honeycomb lattice cluster with 2 × 22 sites by adopt-
ing the type-II boundary condition in Fig. 8(a). The parameters are
chosen to be Jx = Jy = Jz = 1/3.
We perform the Markov-chain MC simulation for the classical
local variables ηr = ±1 so as to reproduce the Boltzmann
distribution of e−βFf({ηr}). The energy E and the specific
heat Cv at the temperature (T ) are calculated as
E = 〈Ef 〉MC, (17)
Cv =
∂E
∂T
=
1
T 2
(
〈E2f 〉MC − 〈Ef 〉2MC −
〈
∂Ef
∂β
〉
MC
)
,
(18)
respectively. Here, Ef is the internal energy of the Majorana
fermion system given by
Ef ({ηr}) = −
∑
λ
ελ
2
tanh
βελ
2
, (19)
and 〈· · · 〉MC represents the thermal average calculated by the
MC simulation. The validity of the MC simulation for the
Majorana-fermion Hamiltonian in Eq. (12) was confirmed by
comparing the results with those for the original quantum-
spin Hamiltonian in Eq. (3). We performed the comparison
in the small size clusters, for which the results for the orig-
inal Hamiltonian can be obtained by the exact diagonaliza-
tion. (MC simulation for the original Hamiltonian is suffered
from the negative sign problem, as mentioned above.) Fig-
ure 5 shows the comparison of the specific heat obtained by
the two methods for the L = 2 cluster (2 × 22 = 8 sites)
in the 2D Kitaev model. The MC results well reproduce the
exact diagonalization results within the statistical errors in the
entire T range. This indicates that the present MC simula-
tion for the Majorana fermion system with the Ising degree
of freedom in Eq. (12) gives numerically-exact results for the
thermodynamics of the Kitaev model given in Eq. (3).
Details of Monte Carlo simulation
Replica exchange MC simulation
The replica exchange MC technique is an efficient way to
avoid the slowing down and freezing of the MC sampling at
low T [5, 6]. In this technique, we prepare several replicas
with different temperatures. In each replica, we perform a
single-flip MC simulation to which the Metropolis algorithm
is applied. In addition, we swap two replicas at fixed inter-
vals of the single-flip MC samplings. As our system includes
fermions, we need a modification for the swap procedure to
the standard one for localized spin systems. We describe the
modification below.
The standard replica exchange for localized spin sys-
tems [5, 6] is performed so that the exchange probability p
between a replica with {ηr}i at the temperature Ti = 1/βi
and another replica with {ηr}j at the temperature Tj = 1/βj
is given by
p = min(1, f), (20)
with
f =
exp [−βiE({ηr}j)− βjE({ηr}i)]
exp [−βiE({ηr}i)− βjE({ηr}j)]
= exp [(βi − βj)(E({ηr}i)− E({ηr}j))] . (21)
Here, E({ηr}i) is the energy in the replica with {ηr}i, which
is not dependent on T . The probability in Eq. (20) satisfies the
detailed balance so as to reproduce the Boltzmann distribution
for the whole system including all the replicas.
In contrast, in the present model in Eq. (12) including
fermions, the Boltzmann weight is given by the fermion free
energy in Eq. (14), which depends on T . Hence, we need to
modify f in Eq. (21) as
f = exp[− βiFf (βi, {ηr}j)− βjFf (βj , {ηr}i)
+ βiFf (βi, {ηr}i) + βjFf (βj , {ηr}j)]. (22)
Thus, for calculating f , we need additional calculations to
evaluate Ff (βj , {ηr}i) and Ff (βj , {ηr}i) (note the subsrtipts
i and j).
The replica exchange is very effective for avoiding the
slowing down at low T in the present calculations; in fact,
the acceptance ratio of the replica exchange process becomes
rather higher than that of the single flip process at low T , as
mentioned in the next section. Moreover, the calculation with
the replica exchange is suitable for a parallel computation.
Conditions of MC simulations
All the simulations for the 3D model in the main text were
done in the following conditions. The calculations were done
for the N = 4L3 site cluster with open boundary conditions
for the a and b directions and a periodic boundary condition
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FIG. 6: Hyperhoneycomb lattice on a 4 × L3 cluster with L = 2.
Open boundary conditions are imposed in the a and b directions and
a periodic boundary condition is imposed in the c direction.
for the c direction, as shown in Fig. 6. Here, N is the number
of lattice sites. Typically, we prepared Nr = 16 replicas, and
performed 40,000 (16,000) MC steps for measurements after
10,000 (1,000) MC steps for thermalization for the L = 3, 4, 5
clusters (L = 6 cluster). Here, one MC step includes N -times
trials of single flips of ηr in each replica and Nr-times ex-
changes of a pair of replicas with neighbouring temperatures.
Typical acceptance ratios for a single flip and a replica ex-
change are about 10% and 60%, respectively, in the vicinity
of the low-T peak in the specific heat.
Calculation of the local conserved quantity
We computed the local conserved quantity Wp defined on
each ten-site loop p on the hyperhoneycomb lattice. This
quantity is given by
Wp =
∏
i∈p
σlii . (23)
Here, li = x, y, or z is one of the three bonds at site i that is
not included in the loop p. By substituting the Jordan-Wigner
representations, Wp is rewritten by a product of the Z2 vari-
ables ηr included in the loop p, as
Wp =
∏
r∈p
ηr. (24)
Since there are four z bonds on a ten-site loop, Wp is given
by the product of four ηr. We computed the quantity W˜ =∑
p〈Wp〉/Np in the main article by taking the thermal average
of Wp in this form by using the MC calculation. Here, Np is
the number of ten-site loops in the hyperhoneycomb cluster.
Calculation of Wilson loop
The conserved quantity Wp defined on a ten-site loop in
Eq. (23) gives a shortest Wilson loop. In more general form,
a
b
c
FIG. 7: A closed contour C on which the Wilson loop WC in
Eq. (26) is defined (thick line).
the Wilson loop is defined along a closed contour C as [7, 8]
WC =
∏
i∈C
σlii . (25)
Paying attention to the open boundary conditions along the a
and b directions imposed in the present study, we here calcu-
late the Wilson loop WC on the contour C along the edge of
an ab plane as shown in Fig. 7. In this case, WC is rewritten
by using Wp and ηr into
WC = −
∏
p∈SC
Wp = −
∏
r∈C
ηr ≡ −W ′C , (26)
where SC is the ab plane surrounded by the contour C. Note
that the negative sign appears due to the relation σxσy =
−σyσx = iσz and their cyclic permutations. Here, we choose
the sign ofW ′C so as to satisfy W ′C = +1 in the ground state.
In the MC calculations, we compute the thermal average of
W ′C , together with taking the average over all the ab slices, in
the form
W˜C = 1
L
L∑
i=1
〈W ′Ci〉, (27)
where Ci is the the contour along the edge of i-th ab plane.
W˜C in Eq. (27) is a candidate of the “order parameter”
for the phase transition without apparent symmetry breaking
studied in the main text, as explained in the following. The
Wilson loop WC along the edge of an ab plane is related to
the winding number of the loops composed of flipped Wp in-
troduced in Ref. [11]. As discussed in Ref. [11], the winding
number is successfully used to characterize the phase transi-
tion between QSL and paramagnet in the case of Jz ≫ Jx, Jy
in the MC calculations under the periodic boundary condi-
tions: it is nonzero in the high-T paramagnetic phase but con-
tinuously vanishes in entering into the low-T QSL phase. This
behavior is expected from the fact that only short loops are ex-
cited below Tc and the loops extending from one edge of the
system to the other, which contribute the winding number, are
not excited below Tc. The Wilson loopWC along the edge of
the ab plane represents the parity of the number of Wp = −1
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FIG. 8: Boundary conditions for a finite-size cluster of the honey-
comb lattice. (a) Type-I boundary condition: open boundary condi-
tion in the a direction and periodic boundary condition in the b direc-
tion. (b) Type-II boundary condition. We neglect the interactions on
the shaded bond connecting the lower-left and the upper-right sites.
The system is regarded as a single open chain consisting of x and y
bonds.
on the ab plane from Eq. (26), namely, the number of the loops
of Wp = −1 intersecting the ab plane. When a short loop in-
tersects the ab plane, it will lead to W ′C = +1. On the other
hand, when extended loops are thermally excited, they will
contribute to both W ′C = ±1 with equal weights. Therefore,
we expect that W˜C takes a nonzero value below Tc and van-
ishes above Tc.
Thermodynamic properties in 2D Kitaev model
Here, we present the MC results for the 2D Kitaev model
on a honeycomb lattice. Focusing on the isotropic case with
Jz = Jy = Jz = 1/3, we show that the MC data indicate no
phase transition at finite T .
Boundary conditions
In the present calculation, we assume two different types of
boundary conditions. One is the type-I boundary condition as
shown in Fig. 8(a). This is a 2D analogue of that for the 3D
hyperhoneycomb lattice in Fig. 6: we impose the open bound-
ary condition along the a direction and the periodic boundary
condition along the b direction. In this case, the system is re-
garded as a bundle of many open chains. We also consider the
other type of the boundary condition, as shown in Fig. 8(b). In
this lattice geometry, the system is considered as a single open
chain, terminated at the lower-left and the upper-right sites.
Namely, we impose a shifted periodic boundary condition in
the a direction and omit the interaction on the x bonds con-
necting the lower-left and the upper-right of the cluster [the
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FIG. 9: Temperature dependence of the specific heat for the 2D
Kitaev model. “Type-I” (“Type-II”) represents the results with the
type-I (type-II) boundary condition shown in Fig. 8(a) (Fig. 8(b)).
shaded bond in Fig. 8(b)]. Along the b direction, we impose
the periodic boundary condition. We term this latter case the
type-II boundary condition. Note that the boundary problem
intrinsic to the Jordan-Wigner transformation does not show
up for both types of the boundary conditions.
Calculation results
Figure 9 shows the T dependence of the specific heat ob-
tained by the MC simulation with two different types of the
boundary conditions on finite-size clusters with 2L2 sites
(L = 6 − 12). The specific heat exhibits two peaks, as in
the 3D case shown in the main article. However, the low-T
peak does not grow as the system size increases, in contrast to
the 3D case. The two series for different boundary conditions
appear to converge to a broad peak with a finite peak height
in the thermodynamic limit. Thus, both peaks are crossover,
and there is no singularity in the specific heat in the 2D Kitaev
model, in contrast to that in the 3D Kitaev model. The result
indicates the absence of the finite-T phase transition in the 2D
case. Note that the absence of phase transition is rigorously
shown in the limit of Jz ≫ Jx, Jy in the 2D Kitaev model
(the toric code limit) [9, 17].
Perturbation expansions
In order to perform perturbation expansions, we divide the
Kitaev model into the following two terms:
Hxy = −Jx
∑
〈ij〉x
σxi σ
x
j − Jy
∑
〈ij〉y
σyi σ
y
j , (28)
Hz = −Jz
∑
〈ij〉z
σzi σ
z
j . (29)
We perform the perturbation expansion from two different
limits: Jx, Jy ≪ Jz and Jz ≪ Jx, Jy.
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Perturbation expansion for Jx, Jy ≪ Jz
In this section, we briefly review the results of a perturba-
tion expansion where we regardHxy as the perturbation term.
This expansion was performed in Ref. [8] and the thermody-
namic properties were investigated in Ref. [11]. As shown in
Ref. [8], the lowest-order nonzero contribution in the pertur-
bation expansion appears in the sixth order of Jx and Jy; an
effective Ising-type model was derived with a coupling con-
stant ∝ J6/J5z , where we take J = Jx = Jy . Finite-T
properties of the effective model was numerically studied in
Ref. [11], and a finite-T phase transition was found at the crit-
ical temperature
Tc =
7
256
J6
J5z
× 1.925(1). (30)
This result is used in the main text.
Perturbation expansion for Jz ≪ Jx, Jy
In this section, we perform a perturbation expansion for
H = Hxy+Hz by regardingHz as the perturbation term. The
perturbation expansion for the free energy F in H is given by
F = F0 − T
{〈
Tτ exp
[
−
∫ β
0
dτHz(τ)
]〉
0c
− 1
}
,
(31)
where F0 is the free energy in the unperturbed Hamiltonian
Hxy . Here, 〈· · · 〉0c represents the statistical average with
Hxy , where only connected diagrams are taken into account.
The time-ordering operator is represented as Tτ for imaginary
time τ . In order to evaluate Eq. (31), we start from calculat-
ing Green’s functions in the unperturbed Hamiltonian given
by [see Eq. (12)]
Hxy = iJx
∑
x bonds
cwcb − iJy
∑
y bonds
cbcw. (32)
Since this Hamiltonian consists of independent chains, Hxy
can be given as a set of single-chain Hamiltonian H1D in the
form
H1D =
L∑
l=1
(iJxclwclb − iJyclbcl+1w), (33)
where each chain includes L unit cells, and each unit cell in-
cludes two sites w and b. We define the Fourier transformation
in the 1D chain by
ckγ =
1√
2L
∑
l
eikrlclγ , (34)
clγ =
√
2
L
∑
k
eikrlckγ , (35)
where γ(= w, b) is the sublattice index. The opera-
tor ckγ behaves as a fermion operator because a relation
{ckγ , c†k′γ′} = δkk′δγγ′ is satisfied due to the commutation
relation {clγ , c†l′γ′} = 2δll′δγγ′ of Majorana fermions. Al-
though 2L fermions appear to exist in H1D at a first glance,
there is an additional relation c−kγ = c†kγ which indicates that
there are L independent fermions in this system. We here as-
sume the antiperiodic boundary condition to eliminate k = 0
in the Fourier series in Eqs. (34) and (35) for avoiding the
subtlety arising from the Majorana nature of k = 0 operator.
By applying a unitary transformation, the 1D Hamiltonian is
diagonalized as
H1D =
∑
k
ε˜k
(
f˜ †k f˜k −
1
2
)
, (36)
where ε˜k is given by
ε˜k = 2
√
J2x + J
2
y + 2JxJy cos k. (37)
The fermion operator f˜k is given by
f˜k =
1√
2
ckw +
e−iθk√
2
ckb, (38)
where θk is determined so as to be
eiθk =
2Jy sin k − 2i(Jx + Jy cos k)
ε˜k
. (39)
Since e−iθ−k = −eiθk , f˜k is independent of f˜ †−k. Then, the
operators f˜k satisfy the commutation relations: {f˜k, f˜ †k′} =
δkk′ and {f˜k, f˜k′} = 0. Green’s function for f˜k is given as
G0k(iνn) = −
∫ β
0
dτ〈f˜k(τ)f˜ †k〉0eiνnτ =
1
iνn − ε˜k , (40)
G¯0k(iνn) = −
∫ β
0
dτ〈f˜ †k(τ)f˜k〉0eiνnτ =
1
iνn + ε˜k
, (41)
where νn = (2n + 1)piT is the Matsubara frequency. The
time-dependent operator O(τ) in the interaction representa-
tion is given by
O(τ) = e−τHxyOeτHxy . (42)
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By using Eqs. (40) and (41), Green’s functions in terms of the
Majorana fermions clw and clb are written as
Gwwl−l′ (iνn) = −
∫ β
0
dτ〈clw(τ)cl′w〉0eiνnτ
=
1
L
∑
k
[G0k(iνn) + G¯0k(iνn)] eik(l−l′), (43)
Gbbl−l′ (iνn) = −
∫ β
0
dτ〈clb(τ)cl′b〉0eiνnτ = Gwwll′ (iνn), (44)
Gwbl−l′ (iνn) = −
∫ β
0
dτ〈clw(τ)cl′b〉0eiνnτ
=
1
L
∑
k
[−G0k(iνn) + G¯0k(iνn)] eiθk+ik(l−l′),
(45)
Gbwl−l′ (iνn) = −
∫ β
0
dτ〈clb(τ)cl′w〉0eiνnτ = −Gbwl′l (iνn).
(46)
In the Kitaev model on the hyperhoneycomb lattice, the
lowest-order non-vanishing term appears in the fourth order
with respect to Hz in Eq. (31). This is due to the fact that the
smallest loop on the hyperhoneycomb lattice is the ten-site
one, which include four z bonds. The fourth-order contribu-
tion to the free energy is given by
F (4) = −T
4!
∫ β
0
dτ1
∫ β
0
dτ2
∫ β
0
dτ3
∫ β
0
dτ4
× 〈TτHz(τ1)Hz(τ2)Hz(τ3)Hz(τ4)〉0c .
(47)
A typical term in F (4) is written as∑
p,q,s,∆l,∆l′
J˜∆l,∆l′η(p,q,s)1η(p+∆l,q,s)1
× η(p,q+∆l′,s)2η(p+∆l,q+∆l′,s)2, (48)
where r = [(p, q, s), ζ] is the position of a z bond in the unit
cell at pa+ qb+ sc and a sublattice index ζ = 1, 2 (there are
two z bonds in a unit cell). The summations over ∆l and ∆l′
are taken over all integers. The coefficient J˜∆l,∆l′ in Eq. (48)
is given as
J˜∆l,∆l′ ∝ J4zT
∑
iνn
Gbb∆l(iνn)Gww∆l (iνn)Gwb∆l′(iνn)Gbw∆l′(iνn).
(49)
By taking the Matsubara sum, J˜∆l,∆l′ is written as
J˜∆l,∆l′ =
J4z
J3
h˜(T/J,∆l,∆l′), (50)
where h˜(x,∆l,∆l′) is a function independent of J and Jz .
Other terms in Eq. (47) are also written in a similar form.
Hence, we finally obtain the relation
F (4) =
J4z
J3
h(T/J, {ηr}), (51)
where h(x, {ηr}) is a function independent of J and Jz . Thus,
if there is a finite-T phase transition, the critical temperature
Tc should be scaled as
Tc ∝ J
4
z
J3
. (52)
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