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1. Introduction 
We consider the problem of the unconstrained minimisation of an objective function f(z) 
(z E R”), where the gradient of f (evaluated at z) is denoted by g(z) and the desired minimum 
of f by z*. The following algorithmic outline provides a framework into which most “quasi- 
Newton” methods (for example, the DFP method (Davidon [5], Fletcher and Powell [9]), the 
BFGS method (Broyden [4], Fletcher [7], Goldfarb [12], Shanno [17]) and the Hoshino method 





Given a current estimate x of z *, compute a “better” estimate x * (for example, by a 
“line-search” or a “trust-region” technique; see [6]). 
Define 
s=x*-x, 
X(T) = X + 7s, 
Y=g(x*> --g(x) 
=g* -g, say. 
Update the existing Hessian 






approximation (B, say) to produce a new approximation, 
(5) 
If x * is an acceptable estimate of the minimum, stop; otherwise, (with x replaced by x * ) 
return to (i). 
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One of the most important reasons for imposing the requirement (5) is that this equation (the 
“secant” equation) is an approximation to the so-called “Newton” equation [lo] satisfied by 
G(x*), the (exact) Hessian, evaluated at x *: 
(6) 
Approximating dg/dr with y is equivalent to modelling g(x( 7)) (on the line L = { X(T) : T 2 0}) 
by means of a linear function of r. Ford and Saadallah [ll] introduced the concept of a 
nonlinear model (involving a free parameter) for g(x( 7)) on the line L, and showed how the 
parameter (and hence the model) could be determined by the use of a curvature estimate, in 
addition to employing the known values g* and g. Use of such a model led to an approximation 
to the Newton equation of the form 
B*s = 6g* - pg, (7) 
with S not necessarily equal to p (in contrast to (5)). By this approach, they were enabled to 
develop several algorithms showing improved computational performance, for little extra calcula- 
tion. It is our intention, here, to investigate the use of similar models, but to employ the 
information available via values of the function f to determine the free parameter in the model. 
This technique will be shown to yield equations of the general form (7), to be used in the 
updating of the approximation to the Hessian. By such use of the function-values, our goal is to 
produce more accurate Hessian approximations { B* } than would otherwise be obtained by 
“standard” quasi-Newton methods which update by means of equation (5), using only gradient 
values. Consequently, a local quadratic approximation (based upon a matrix B* satisfying 
equation (7)) to the function f may then be expected to represent f more acceptably and hence 
provide a better basis for the construction of the next estimate of the minimum (whether by 
means of a line-search along the “quasi-Newton” direction 
P* = -(B*)-‘g*, 
or via a “ trust-region”/“ restricted step” approach). 
To simplify the analysis of the proposed new algorithms, we shall assume that the point x* 
accepted as the new estimate of the minimum satisfies the following stability conditions: 
j(x* > <<f(x) + asTg, 
sTg* > psTg, 
where the constants (Y and j3 satisfy the restrictions 
c+O, +I, P+% 11, 
(compare [8], for example). If we define the quantities 
u,=sTg, (31 =sTg*, 
01 
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2. A nonlinear model 
We shall first develop a method based upon the model used by Ford and Saadallah [ll] for 
their algorithm A: 
g(x(r)) = {a + br} es’. (14) 
Evidently, 
a = g(x(O)) = g 05) 
and 
b = e-‘g(x(1)) - g(x(0)) = e-‘g* - g. (16) 
In order to determine the parameter 8, we utilise the following equation, arising from the 
chain rule (where f = f ( x( 7)) is regarded as a function of 7): 
df -& = sTg(x(7)). 
Hence, using the model (14), we obtain (where fi and f. denote f (x * ) and f(x), respectively) 
J ,‘g dT= fi -f. = (sTa)lle”dr + (sTb)L1r e@‘dr. (17) 
It is useful, at this point, to define the functions 
$,(f3) = /glri e “dr for i=O, 1, . . . . (181 
From (17), it is clear that those functions of particular interest here are $J~( 0) and J/i( f?), which 
are given explicitly (if 0 # 0) by 
l),(e) = 9, e ee i- 1 - ee #i(e) = e2 . (1% 
The limiting values of these expressions are easily determined to be: 
lim&(8) = 1, 
e-+0 
lim\1/,(8) = 3, 
B-0 
(20) 
and these are in accordance with the definition (18). Then, from (17), we obtain (using (15) and 
(16)) 
fi -f. = (~Tgb+wa + [eeebTg*) - bTg)l 44@. (21) 
Using (ll), equation (21) becomes 
X=$,(0) + [u e-‘-- l]+,(e) (22) 
=0+(-@++(O) [=v(e), say], (23) 
where 
+(e> =+,(e) -Me> = e%i(-0 (24) 
Equation (23) provides the means whereby (under certain conditions) 0 may be determined and, 
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hence, a suitable approximation to the Newton equation (6) may be constructed; for, from the 
model (14), 
dg 
z 7=1 = (I+ e)g* - e’g= w, say. (25) 
Following the approach of Ford and Saadallah [ll], the expression on the right of equation (25) 
may then be used to replace y in any suitable quasi-Newton updating formula, which will thus 
yield a matrix B* satisfying 
B*s= w, (26) 
which is an approximation to the Newton equation (6) derived by using the form (14) to model 
the gradient on the line L. 
In order to identify the conditions under which equation (23) has a solution, we observe that 
lim +(f3) = +cc, 
e-+00 
lim G(0) = 0. 
e*-00 (27) 
It follows that, if u c 0, equation (23) will have a solution for all values of h. Furthermore, as we 
show in the Appendix (Lemma Al), c$‘( 19) is positive for all values of 19, so that the derivative of 
the function v defined by equation (23) is also positive (when u c 0). Therefore, (23) has one and 
only one solution when u < 0. If u = 0, (27) shows that (23) will have a solution if X > 0. This 
condition is satisfied, from (13). Again, the solution is unique. Finally, for the case when u is 
positive, we may note that 
V'(B)- (p'(8)- u+'(-O)- (1 -U e-")+'(O). 
Since +‘( 0) is always positive, v has only one stationary point (at 8, = In a), which is easily 
shown to be a minimum. The least value of v is, therefore, 
u-l 
v(&) = In) 




lnu ’ (28) 
In this case, two solutions will exist and we choose that one to the right of the minimum e,,,, 
since (12) implies that 0, < 0. This is important because, as the minimum is approached, f may 
be expected to behave increasingly like a quadratic function, for which there holds 
2X=u+1. (29) 
When this relation is substituted into equation (23), the solution 8 = 0 results (implying that the 
model (14) for the gradient becomes a linear model, as desired). It is therefore necessary 
(particularly as the minimum is approached) to ensure that, when choosing between the two 
roots of equation (23) in the case when u > 0, we select that root which is nearer to zero and, 
hence, will yield (from equation (25)) a vector w which more closely resembles y. 
Many “quasi-Newton” updating formulae (with y replaced by w) guarantee to produce a 
positive-definite matrix B *, provided that sTw > 0. From (25), it follows that (using (11)) 
sTw=(-uO)[es-(l+B)u]. 
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Assuming that s is a descent direction for f at x (so that a, is negative), it may be seen that the 
condition 
e’>(l+B)u 
is sufficient to ensure that sTw is positive. Since u -C 1 and ee 2 1 + 0, it follows that 
(30) 
only if 8 < - 1 and u < 0. In the event that 8 -C - 1, because there would then be a risk that sTw 
might be negative and since the coefficient of g* in (25) would then be negative (in sharp 
contrast to (4)), we modify 8 to have the value - 1 before proceeding to compute w and B*. On 
the basis of the tests we have performed to date, such a modification is very rarely necessary (we 
have found it to be required only once in more than five thousand iterations). A viable 
alternative would be to take 8 = 0, corresponding to a “standard” quasi-Newton update for the 
current step. With either modification, the new algorithm is guaranteed to generate positive-defi- 
nite matrices, as long as a suitable updating formula is employed (for example, those which (in 
terms of y) are commonly known as the DFP and BFGS updates or which, more generally, are 
members of the Broyden convex family [S]). 
3. An alternative model 
Although many models of a similar form to that proposed in equation (14) might profitably be 
investigated, we restrict ourselves here to the consideration of just one further model, which has 
the interesting property that the vector w is always a multiple of the vector y. The model is 
g(r) = 8-l{ a + b e”}. (31) 
Straightforward manipulation yields 
Thus, the model may be written in the form 
and, in the limit as 0 + 0, this becomes (using (20)) the linear form 
g(r) =g+y7. 
Integrating between the limits 0 and 1, we obtain (as in Section 2): 
x_l = &I(~) - 1 
u-l t%l(@ . 
From the relation 
#a(@ = 1 + &(V, 
it then follows that 
He) h-l - 
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Assuming, for the moment, that (34) can be solved for 8, we require (in order to update the 
Hessian approximation B) 
(35) 
Therefore, if the condition sTy > 0 is satisfied in moving from x to x* (as is certainly true if s 
is a descent direction for f at x and (12) holds), then SOW will also be positive, by virtue of the 
definition of qO. [It may be observed that, for small 8, w = (1 + @)y.] 
In order to investigate whether solutions of equation (34) exist, we note first that the derivative 
of p( 0) is given by 
It is proved in the Appendix (Lemma A2) that the numerator of this expression (and, hence, 
p’( 0)) is negative for all values of 8, so that p is a strictly decreasing function. It is 
straightforward, also, to establish, from the properties of G(e), that 
lim p(e>=l, 
B-+-a, 





From these results, it is clear that (34) will have a finite solution if and only if 
o< x-1 sl 
a-l ’ 
that is, by virtue of (12), 
e<h<l. (38) 
Dealing first with the right-hand inequality, it may be shown that a necessary (but not sufficient) 
condition for X to equal or exceed unity is that the function f( x( 7)) -f( x + 7s) be concave (or, 
equivalently, have nonpositive curvature) in some interval between r = 0 and 7 = 1. More 
precisely, A will be greater than or equal to one if and only if the point corresponding to the 
value 7 = 1 on the graph of f( x( 7)) 1 ies on or below the tangent to the graph at r = 0. Turning 
to the left-hand inequality in (38), it is immediately evident from (13) that, if u < 0, h will be 
greater than u. If u > 0, the inequality u < X may, on occasion, be violated but a simple 
argument demonstrates that this is only possible in the case of a function whose behaviour is 
distinctly nonquadratic, since (for a quadratic function) the result (29) implies that 
A=+(u+l)>u, by(12). 
In circumstances when X violates one or both of the restrictions in (38), we use 8 = 0, resulting in 
a “standard” quasi-Newton update for that iteration. (It should be noted that, in the case of a 
quadratic function, (29) and (37) imply that 8 = 0 will be the root of equation (34), as desired.) 
4. Computational considerations 
A key component in the implementation of the proposed algorithms is (of course) the accurate 
calculation of the functions C#I and qo. Since #o may be computed from + by means of equation 
J.A. Ford, R.-A. Ghandhari / Unconstrained optimisation 193 
(33), it suffices to concentrate our attention on the function $I, which is given explicitly (for 
6’ # 0) by 
ee-1-O +w = e2 ’ (39 
from (19) and (24). However, this explicit form cannot be used for small values of 8, because of 
the danger of severe cancellation. This presents a problem, since we have argued above that, near 
its minimum, the function f may be expected to behave like a quadratic function, leading us to 
anticipate that the roots of equations (23) and (34) will be small. The straightforward manner of 
dealing with this difficulty is to employ the standard power series for the exponential function: 
G(e) = : + ;e + he* + * * * ) (40) 
which may be expected to converge rapidly for all values of 8 that are of interest in this context 
(larger values of 6 may be dealt with directly via equation (39)). 
As an alternative, we may define the family of functions 
+,(e) _ ee - ei(e) 
I 6 i+l ’ 
where ei( 0) is the partial sum of the power series for the exponential function: 
e,(B)=l+B+ $ + ** .+$. 
It follows that $ (the function we wish to evaluate) is c#I~. It is an immediate consequence of the 
definition of this family that 
Therefore, if a reasonable approximation to GM( 0) were available (for some sufficiently large 
value M), this backwards recurrence could be applied in order to generate C#Q( 0). Furthermore, 
any error in the estimate of c&( 19) would tend to be “damped out” by the repeated multiplica- 
tion by 6’ (which is assumed, for the situation under consideration, to be small). Of course, if 
@Jo) is approximated by l/( M + l)!, we merely evaluate (by this technique) a truncated 
version of the power series in (40), but other approximations for +M( 6’) could be used. 
In comparing the two new methods proposed, it may be noted that equation (34) is easier, in 
some respects, to solve than equation (23). If we write (34) in the form 
P(e) = 6, 
it may be seen that, since the function p does not depend on data from the problem (unlike Y, 
which depends on a), it could well be worthwhile to construct an approximation (call it [) to the 
inverse function pL-r and use this to locate a good approximation to the solution of (34) very 
rapidly: 
e=[(s). 
(A property worthy of note in this context is that the function defined by the relation 
XV) = 0) - + 
is an odd function.) 
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Table 1 
BFGS EXPl EXP2 
Rosenbrock function (n = 2) 
(- 1.2, 1.0) 
(- 12.0, 10.0) 
(- 120.0, 100.0) 
(2.0, - 2.0) 
(- 3.635, 5.621) 
(6.39, - 0.221) 
(1.489, - 2.547) 
Sum 
(32,42) (30, 35) (29,35) o 
(94, 134) (86,110) (85, 106)O 
(379, 520) (348, 432) (311,406)” 
(2L26) (16,24) (15, 24) o 
(49761) (43, 53) o (41,55) 
(62, 81) (50969) (46, 62) o 
(18,23) (17, 22) o (15, 24) 
(655, 887) (590, 745) (542, 712) 
Powell badly-scaled function (n = 2) 
(0.0, 1.0) 
(0.01, 5.0) 
( - 0.1, 9.0) 
(- 1.0, 5.0) 
Sum 
Box “difficult” exponential function [3] (n = 3) 
(0.0, - 20.0, 1.0) 
(0.0, - 10.0, 10.0) 
( - 2.66, - 3.4, 8.0) 
(0.0, 0.0, 10.0) 
Sum 
EXP4 function [l] (n = 4). 
(-1.0, -2.0, 1.0, -1.0) 
(0.0, - 5.0, - 1.0, - 3.0) 
(- 3.562, - 3.816, 51.44, - 54.06) 
(-4.0, -5.1, 100.0, -101.0) 
Sum 
EXP6 function [l] (n = 6) 
(-1, -9, -5,1, -4,3) 
(1, -8, -5,L 1,l) 
(1, - 8,&l, 0, 1) 
(0, -5, -3, 3, -5, 3) 
Sum 
(147, 189) (138, 164) (133, 160) o 
(146, 182) (122,166) (121, 158)” 
(4,ll) o (4,ll) o (4,ll) o 
(160, 202) (145,171) (129, 162) o 
(457, 584) (409, 512) (387, 491) 
(25, 30) (26,29) (24, 27) o 
(38, 54) (34, 44) o (39,44) 
(54, 96) (50,78) (45, 74) o 
(89,113) (82, 98) o (77, 99) 
(206, 293) (192, 249) (185, 244) 
(33, 36) (30, 33) 0 (30, 33) o 
(3L35) (29, 32) o (30, 32) 
(164,247) (142, 189) o (138, 190) 
(257, 331) (223,268) Q (220,279) 
(485, 649) (424, 522) (418, 534) 
(54,69) (54, 66) o (55369) 
(111, 127) (104,110) (97, 108) o 
(137, 158) (71, 75) o (78, 84) 
(89994) (83, 87) o (82, 89) 
(391,448) (312, 338) (312, 350) 
Wood function (n = 4) 
(-3, -1, -3, -1) 
(-30, -10, -30, -10) 
(-3,1, -3,l) 
(- 1.2, 1, - 1.2, 1) 
(- 1.2, 1, 1.2, 1) 
Sum 
Thermistor function [15] (n = 3) 
(2.0, 4.0, 2.5) 
(0.6, 6.0, 3.5) 
(0.1,7.0, 5.0) 
(0.7, 5.5, 3.0) 
Sum 
(78797) (75,93) (74, 92) o 
(76, 103) (78,103) (78,101) o 
(80, 101) (75, 92) 0 (73,95) 
(68796) (64, 91) (61, 86) o 
(38349) (34,43) (31, 41) o 
(340,446) (326, 422) (317,415) 
(236, 315) (221,252) o (202, 256) 
(134, 181) (130,151) (122, 150)” 
(112, 140) (213,248) (89,101) ’ 
(126, 163) (32, 41) o (115,139) 
(608, 799) (596, 692) (528, 646) 
Table 1 (continued) 
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BFGS EXPl EXP2 
Weibull function (n = 3) 
(250.0, 0.3, 5.0) 
(200.0, 0.1,40.0) 
(25.0, - 2.0, 0.0) 
(1000.0, 0.0, 10.0) 
Sum 
(62, 80) (46, 64) o (52,66) 
(55, 71) (57, 68) o (52, 69) 
(32347) ~32~47) (32,46) o 
(81,100) (70,91) (70, 88) o 
(230, 298) (205, 270) (206, 269) 
Extended Rosenbrock function (n = 10) 
(-1.2,1, -1.2,1, . ..) 
(-12,10, -12,10, . ..) 
(- 120, 100, - 120, 100, . . .) 
(2, -2,2, -2, . ..) 
(20, -20,20, -20, . ..) 
Sum 
(26, 37) o (28, 38) (26, 38) 
(76, 92) (67, 83) o (70, 86) 
(137, 201) (123, 172) (114, 172) o 
(40,51) (36, 42) o (35,44) 
(79, 106) (67391) (66, 85)” 
(358, 487) (321,426) (311,425) 
Extended Rosenbrock function (n = 20) 
(-1.2,1, -1.2,1, . ..) 
(-12,10, -12,10, . ..) 
( - 120, 100, - 120, 100, . . .) 
(2, -2,2, -2, . ..) 
(20, -20,20, -20, . ..) 
(- 3.635, 5.621, - 3.635, 5.621, . . .) 
(6.39, -0.221, 6.39, -0.221, . ..) 
(1.489, -2.547, 1.489, -2.547, . ..) 
Sum 










(73, 92) o 
(129, 226) 















Extended Powell quartic function (n = 12) 
(3, -l,O, 1, 3, -LO, 1, . ..) 
(2, 2, 3, -1, 2, 2, 3, -1, . . .) 
(-3,1, -3,1, -3,1, -3,1, . ..) 
(10, 10, 10, 10, 10, 10, 10, 10, . . .) 
Sum 
Extended Powell quartic function (n = 20) 
(3, -l,O, 1, 3, -l,O, 1, . ..) 
(2,2, 3, -1,2,2,3, -1, . ..) 
(-3,1, -3,1, -3,1, -3,1, . ..) 
(10, 10, 10, 10, 10, 10, 10, 10, . . .) 
Sum 
Grand sum 
Number of best performances 
(43, 50) (38,46) (38, 43) o 
(62,68) (58,64) o (58, 64) o 
(54, 61) o (54,63) (61967) 
(70, 82) (79, 89) (72, 80) o 
(229,261) (229, 262) (229, 254) 
(43, 57) (28, 48) o (33,51) 
(37, 54) o (48,61) (52, 66) 
(46, 57) o (49,60) (44958) 
(79, 91) o (81, 94) (86, 103) 
(205, 259) (206, 263) (215, 278) 
(4651, 6107) (4266, 5362) (4090, 5266) 
8 25 29 
5. Numerical tests 
We present, here, the results of numerical experiments conducted in order to evaluate the 
merits of the proposed methods. For the purposes of comparison, the problems were first solved 
by a straightforward implementation of the BFGS method [4,7,12,17], employing a cubic 
interpolation line-search strategy whenever the initial step in the specified “quasi-Newton” 
search-direction was unacceptable and requiring, for a point x * to be acceptable, that conditions 
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(8) and (9) be satisfied, with (Y = lop4 and /3 = 0.9. The new algorithms were implemented in 
identical fashion, except that the updating of the matrices was carried out with the vector w 
(equations (25) or (35)) in each case, in place of y. The intention, in adopting this approach, is to 
provide a framework within which the effect of replacing y with w may be gauged with a 
reasonable level of accuracy, by testing codes which, in all other respects, are identical. (It ought 
to be emphasised that the methods proposed here are not restricted to being implemented within 
a “line-search” algorithm, however: they could, in principle, be implemented just as easily in, for 
instance, a “ trust-region” method.) 
The functions we have used to test the methods are well-documented in the relevant literature. 
They are listed in Table 1 by their commonly-accepted names (unless stated otherwise, details of 
the functions may be found in [16]). In the table, ‘EXPl’ denotes the first of the new algorithms 
derived here, while ‘EXP2’ denotes the second. Each entry in the body of the table consists of 
two integers: the first specifies the number of iterations which was required by the method for 
convergence, while the second gives the number of function and gradient evaluations necessary. 
The symbol ‘O ’ indicates which-of the 
of evaluations; ties are resolved by 
function and starting-point. 
6. Summary and conclusions 
three methods yielded the best result (decided on the basis 
number of iterations) for the specified combination of 
By the use of particular models for the behaviour of the gradient along a chosen direction, it 
has been shown how information in the form of function-values may be utilised in optimisation 
methods. Most quasi-Newton methods that have been proposed for this problem make no use of 
function-values beyond employing them in stability tests (for example, inequality (8)), designed 
to ensure a “sufficient” reduction in function-value from iteration to iteration ([2] and [lo] are 
exceptions). The numerical experiments reported in Section 5 indicate that such an approach 
may lead to improvements in the performance of the BFGS algorithm, at the cost of the solution 
of a simple nonlinear equation in one variable at each iteration. Thus, in problems where the 
evaluation of the function and/or its gradient is the dominant factor in terms of computational 
time, the extra expense incurred through the solution of these equations may well be amply 
repaid by the reduction in the number of evaluations required. As far as the relative merits of the 
two new methods are concerned, it appears to be quite difficult to choose between them. 
However, on the basis of the numerical results and of the argument presented in Section 4, we 
would tend to favour ‘EXPY slightly, while recognising that, at the present time, dogmatism in 
the matter is unwise. 
Appendix 
Lemma Al. The function +(0) defined by (39) and by +(O) = 5 h as a positive derivative for ail 
values of 6. 
Proof. For 6’ # 0, the derivative is given by 
G’(e) = 
8ee + 0 - 2 ee + 2 h(O) 
e3 = 83) say. 
(41) 
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Furthermore, since (for 8 # 0) 
40) -d-e) ~ ee - ce - 20 ~ & + O(O) 
28 2e3 
, 
it follows that 
+‘(O) = ;. (42) 
Suppose, contrary to the statement of the lemma, that 4’ is negative or zero for some values 
(which must necessarily be nonzero) of 8. Then, h must possess a zero (call it 0,) which is not 
equal to zero. Therefore, by Rolle’s Theorem [13], 
h’(8) = 0 es + 1 - es 
must have a zero (call it t9,) between 0, and 0 (in addition to its zero at 6’ = 0). A further 
application of Rolle’s Theorem shows that 
h”( 0) = 8 ee 
must have a zero at some point between t9r and 0. This is clearly untrue, so that the original 
assumption (that +’ is nonpositive somewhere) must be false, and the lemma is proved. 0 
Lemma A2. The function Q(e) = $‘(O) - {$(O)} 2 is negative for all values of 8. 
Proof. For 0 = 0, (40) and (42) give 
Q(O) =; - + -Co. 
For 8 # 0, (39) and (41) yield 
(43) 
aye) = 
e* ee - (e" - 1)’ w 
84 = 84’ say* 
If CD is (in contradiction of the lemma) to be nonnegative for some value of 0, it follows from 
(43) and (44) that k(8) must be zero for some nonzero value (call it 0,) of 8, in addition to being 
zero at 8 = 0. Thus, by Rolle’s Theorem, 
k’( t9) = es( O2 + 28 + 2 - 2 ee) 
must be zero for some value (call it 0,) of t9 between 0, and 0. Then the function m( 0) = e2 + 28 
+ 2 - 2ee will also be zero at f?r and 0. Hence, 
m’(e)=2e+2-2 es= -2(ee- 1 -e) 
must be zero at some (nonzero) value e2 lying between 6$ and 0. However, this is a contradiction, 
since ee > 1 + 8 for all t9 Z 0. Thus, k cannot be zero for any nonzero value of 0 and, hence, @ 
must be negative for all values of 8. •I 
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