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The objective of this research is to present a comprehensive framework for harnessing 
the flexibility of power systems in the presence of unforeseen events, such as those 
associated with component outages or renewable energy variability. Increased penetration 
of variable resources in the power grid, mainly in the form of wind and solar plants, has 
resulted in variable power flow patterns, increased thermal unit cycling and higher reserve 
capacity requirements. Furthermore, the variability of renewable energy output has 
increased the system’s ramping requirements and threatens the system’s voltage control 
capabilities. However, new sources of flexibility and network control are emerging to 
address these problems. Specifically, energy storage systems, demand side management, 
distributed energy resources and flexible transmission operation can participate by 
providing ramping services and/or voltage control, as well as by alleviating transmission 
congestion. This research focuses on contributing to modeling and optimization 
approaches for scheduling the operation of these sources of flexibility in a certain look-
ahead horizon, ensuring a state of the art level of modeling accuracy, with full inclusion of 
voltage control considerations which do not exist in current DC-OPF modeling approaches. 
Also, by including reactive power flows, the network congestion model proposed is above 
par compared to the current state-of-the-art for look-ahead dispatch literature. 
Nevertheless, the model is further expanded by including a thermal model for transmission 
lines, which allows for the implementation of dynamic line ratings in look-ahead economic 
dispatch. The benefits from these augmented modeling capabilities are documented and 




Once an AC-OPF look-ahead optimization problem has been established, and the 
corresponding components have been modeled, further contributions are made in the area 
of remedial action schemes. The developed formulations allow for the identification of 
appropriate corrective actions that will restore feasibility in infeasible cases. 
Finally, a combination of contingency filtering and contingency analysis approaches 
is developed, to allow for fast identification and analysis of critical outages in the 
transmission system. The filtering approach is based on a basic Taylor expansion of 
network power flow equations as well as a new formulation of margin indices that directly 
quantify the proximity to constraint violation in the post-outage system state. The analysis 
approach is based on low-rank modifications of the Jacobian matrix of network equations, 
to produce good estimates of post-outage operating states and map the effect on the 
system’s operating constraints. Compared to current state of the art, advances are made 
both in the speed and the accuracy of the analysis, since the proposed filtering and analysis 
methods are fully unbalanced. The need for unbalanced security analysis is discussed and 
justified. 
Through the contributions made in this research, a roadmap to increase flexibility in 
power system operations is developed. Namely, an enhanced modeling capability allows 
for integration of additional sources of flexibility and voltage control and a highly accurate 
security analysis and remedial actions formulation allows for improved response to 




Chapter 1. Introduction  
1.1. Problem Statement 
A wide range of newly introduced challenges have increased the complexity of power 
system operations. Increasing renewable power penetration has exacerbated temporal 
variations and increased the need for load following reserves. Furthermore, it has increased 
the uncertainty and has given rise to stochastic operations algorithms, especially for day-
ahead planning purposes. Given the finite ramp rate of conventional units, these effects 
have in turn led to higher operational costs and threats to system reliability due to ramping 
insufficiencies. In addition, gradually increasing system stress combined with aging 
transmission infrastructure that was designed for system loading and generation 
technologies that were prevalent decades ago have increased the potential for transmission 
line congestion issues, leading to high marginal costs. A closely related issue is the threat 
to power system reliability, due to the gradual aging and retirement of transmission and 
generation assets, which is not associated with equally active infrastructure investments. 
Furthermore, the appearance of large wind farm installations has introduced new power 
flow patterns and in many cases has brought forth unforeseen congestion issues and 
potentially negative marginal prices. This issue is expected to unfold in ways that are hard 
to predict especially as system stress increases and as new load types are widely introduced, 
such as Electric Vehicles. As renewable and distributed generation gains ground in terms 
of cost effectiveness, the traditional methodologies for designing and operating the power 




One particular manifestation of the upcoming challenges in the scheduling of power 
system operation is related to the concept of flexibility. The integration of a large capacity 
of renewable resources in bulk power systems has given rise to step up and down ramps in 
active power output (MW) from renewable sources, which, combined with already existing 
load ramps, translate to large ramps in Net System load. The capability of the system to 
respond to such large deviations in Net Load in short periods of time is known as the 
system’s flexibility. CAISO’s projection for a typical Net Load daily profile curve has 
become famous as the “duck curve” due to its characteristic shape, shown in Figure 1.1 
(re-printed from [1]). An additional complication is the timing of these ramping events 
during the day cannot be accurately predicted in day-ahead studies, and they typically have 
to be addressed in shorter planning horizons, when the pool of committed generators with 
sufficient ramping capabilities may be very restricted. Similar ramping phenomena have 
been recorded or are expected to appear in other systems, such as the Irish [2] as well as 
the ERCOT, MISO and NYISO systems [6]. 
 




However, ramp-rate related flexibility is not the only challenge for power system 
operations documented in the literature. With higher renewable penetration, voltage control 
is expected to become more challenging [2], bringing forth the need for including voltage 
control to the economic dispatch problem. Hence, voltage-agnostic DC-OPF operational 
tools that are widely used in practice are fundamentally ill-suited to address this challenge.  
Reactive power capability is expected to fall due to the displacement of synchronous 
generators by wind farms with reduced reactive support capability [2], while only 27% of 
wind farms currently offer reactive control dispatch. 
Several studies in the recent years have focused on suggesting institutional, technical 
and infrastructure improvements to address the challenges from renewable integration. A 
DOE report [3] highlights the need for short term flexibility of generating units and 
particularly the need for an operational framework that will allow proper incentives and 
scheduling for this flexibility to be deployed, especially in the real-time operator action 
domain. Furthermore, the same study identifies that the additional flexibility may not be 
easily obtainable from conventional generating units, and suggests alternatives, such as 
demand side resources, energy storage units and Hybrid Electric Vehicles. A more 
comprehensive list of flexibility-providing technologies, and their maturity level, has been 








Table 1.1: Sources of Flexibility, their technical characteristics & maturity level 
TECHNOLOGY RAMP RATE / RESPONSE TIME MATURITY 
Fossil Fuel Generators 
From 1.5%/min (coal) to 100%/min 
(internal combustion engines) 
Very Mature 
Nuclear 4%-10% per min Very Mature 
Biogas Very fast Mature 
Co-generation 5-20%/min Very Mature 










PHEV’s 100%/min Low-Medium 
Pumped Hydro 40%-100%/min High 
Compressed Air Energy 
Storage 
10-20%/min Low 
Flywheels Milliseconds Low 
Batteries Seconds Medium 
 
An IEA study [5] showed that transforming system operation practices and market 
operation may mitigate the high costs of increases renewable resources integration. 
Specifically, moving towards real time operations, where the uncertainty is reduced, is 
considered very important. 
A NERC report on flexibility [6], [7] stresses the need for additional flexibility due to 
the variability of renewable generation. In ERCOT for example, where wind reaches about 
25% of load at times, there exist ramps of about 50% of total wind capacity in an hour. The 
report also highlights the importance of the capability to respond to extreme weather events 
that may produce wind cut-outs due to very high wind speeds. According the NERC, the 
sources of flexibility are: 
- Conventional Units with ramping capabilities 




- Variable generation Management (renewable curtailment) 
- Energy Storage & PHEV’s 
- Sub-hourly scheduling (look-ahead dispatch) 
- Transmission Planning 
An NREL report [8] comments on the needs for increased flexibility due to the 
increasing integration of renewable energy. NREL identifies the following as potential 
solutions to this issue: 
 Flexible Operations: Move decision making closer to real time 
 Flexible Demand Side Resources: Responsive distributed storage, customer load 
 Flexible Transmission: Optimize transmission usage & improved access to resources 
 Flexible Generation: units with high ramp-up & ramp-down capability 
The aim of this research is to develop a framework for real-time power system 
operations that will address some of the challenges put forth by the studies mentioned 
above. Such a framework would have to: 
 Rely on a real-time look-ahead scheduling formulation that is solvable in realistic 
time windows and schedules the operation of the system for a certain look-ahead 
horizon. It would be beneficial to model both ramping & voltage control phenomena. 
 Model the novel sources of flexibility mentioned above, including energy storage, 
responsive demand, distributed energy resources, ramp-constrained generation. 





 Have the capability to model & simulate a large number of potential contingency 
events that threaten the security of power system operations 
This research addresses the challenges above by putting forth contributions in all of 
these areas. A detailed summary of contributions is offered in the next paragraph. 
1.2. Research Objectives & Contributions 
In order to address the challenges discussed above, especially in the short-term 
operational time-frame, in this research we focus on expanding the modeling of the short-
term look-ahead dispatch to include new flexible components as well as more accurate 
network models. Once the model formulation has been set up, we modify the model to 
produce remedial action schemes in infeasible cases. Finally, at a given optimal solution a 
filtering & analysis framework is developed for identifying critical outages with a lowered 
computational cost. A summary of contributions in modeling (Distribution, Transmission, 






Figure 1.2: Summary of contributions 
A summary of the outlined contributions is as follows: 
1. An implementation & comparison of AC versus DC look-ahead OPF formulations 
for scheduling flexible operations in power systems.  
A multi-period look-ahead AC-OPF is cast as a Quadratically Constrained Quadratic 
Programming (QCQP) problem and solved via primal-dual interior method. The non-
convexity of the problem may lead to convergence to local minima. For this purpose, a 
DC-OPF look-ahead formulation is also put forth. This formulation is solved via Quadratic 
Programming and exhibits desirable convexity properties. In this research, the advantages 
and disadvantages of using either approach for real time operations are discussed. It should 
be stressed that the DC-OPF is the current operating practice. In this research, an effort is 
made to quantify the drawbacks of this practice due to reduced voltage control capabilities 
and inaccuracy of congestion modeling. 
2.a. Development of transmission, generation and load models that are currently 




It is common for look-ahead scheduling to include standard models such as generators 
with ramping constraints and static models of network components, such as transmission 
lines and transformers. However, in this research we introduce physically based models of 
the following components into the look-ahead OPF: 
 Thermal model of transmission line. This model allows for the implementation of 
dynamic line ratings. The benefits of transitioning from static line ratings to 
dynamic temperature-based ratings are also quantified. 
 Thermostatically Controlled Load with temperature constraints 
 Utility-scale Battery Energy Storage System, with separate charge and discharge 
efficiency 
2.b. Aggregate modeling of active distribution systems for transmission-level look-
ahead scheduling algorithms & disaggregation of transmission-level commands to 
individual distributed energy resources. 
The effort to enrich the available modeling capabilities is extended to the development 
of an approximate aggregate dynamic model of an active distribution system that can be 
used to schedule its operation via the transmission-level look-ahead formulation. This 
addresses the issue of tractability and scalability for the control of small-scale distributed 
energy resources. By adding their capabilities to the dispatch procedure, a significant 
source of flexibility is utilized. Furthermore, a semidefinite programming approach for 
extracting this aggregate model from Distribution System simulation data is also 
developed. Finally, a Euclidian distance minimization problem is solved to implement the 
disaggregation of the aggregate distribution system schedule given by the look-ahead OPF 




consumption pattern as close as possible to the desired one, as given by the look-ahead 
OPF solution. 
3. Remedial action & load shedding scheme formulation, with minimal load shedding 
The look-ahead OPF formulation, both in its accurate AC form and its approximate 
DC form can be an infeasible problem. Two algorithms are put forth for the determination 
of remedial actions, in the form of load shedding, in cases where they are needed, to restore 
feasibility. The first is an iterative stepwise de-relaxation algorithm where the equality 
constraints are initially relaxed but gradually enforced at a given maximum rate per step. 
The second is a direct & non-iterative minimal load shedding algorithm that identifies 
minimal load shedding actions by adding the load shedding quantities to the objective 
function and severely penalizing them. The two methods are compared and their 
applicability in practical test cases is examined 
4. Contingency Filtering & analysis for real time security analysis algorithms 
A real-time security analysis approach must be in place to evaluate the security 
analysis (N-1 or higher) of a given solution to the scheduling algorithm. In this thesis we 
develop a two stage (filtering – analysis) framework, where the first step consists of fast 
contingency filters for critical outages using newly defined margin indices, that quantify 
overall proximity to constraint violations. A first order Taylor expansion is used to obtain 
fast margin index estimates after an outage. The second step consists of performing one or 
more power flow iterations using the Newton method & the post-outage Jacobian matrix. 
A compensation method, using low-rank Jacobian corrections to increase the speed of these 




The above contributions serve one common goal, whose importance was highlighted 
in Paragraph 1.1. That goal is to increase available power system flexibility by utilizing a 
wider range of tools. With the look-ahead dispatch formulation, the security analysis 
function and the remedial action scheme identification, the decision making is moved 
closer to real time, which is a key requirement for “flexible operations”. Also, by including 
more resources to the flexibility pool, the overall system flexibility is extended beyond 
what conventional fossil fuel plants can offer. In particular, aggregate distribution system 
& dynamic line rating modeling constitute two important modeling options that have 
largely been ignored in the literature and their importance is highlighted here. 
1.3. Thesis Outline 
The remainder of this thesis is organized as follows. In Chapter 2 a review of related 
literature is performed and our original contributions are placed within the context of the 
body of work already available. The look-ahead AC Optimal Power Flow formulation and 
its solution method are put forth in Chapter 3, and a comparison with the DC-OPF look-
ahead problem, which is the current state of the art, is presented. The two methods are 
compared on the basis of timing & accuracy of scheduling output. The library of dynamic 
models added to the optimization procedure is presented in Chapter 4, with strong emphasis 
on Dynamic Line Ratings and Aggregate Distribution System models, which are entirely 
new concepts in AC look-ahead scheduling. In Chapter 5 the handling of infeasible cases 
is examined, by proposing and examining two different algorithms to handle such cases, 
and benchmarking their performance. In Chapter 6 the problem of fast filtering of severe 




developed to improve filtering accuracy. In Chapter 7 the related problem of contingency 
analysis with compensation methods is revisited, and some results are provided that allow 
for fast implementation of compensation methods, and identification of potentially 






Chapter 2. Literature Review & Summary of 
Contributions 
2.1. Overview 
The increased penetration of variable resources in the Electric Grid is introducing new 
challenges for power system operation, such as thermal unit cycling [9], increased reserve 
requirements and thermal unit ramping insufficiencies [10]. These situations are 
detrimental [11], [12] both for power system reliability and economic operations and have 
resulted in frequent occurrences of price spikes in power markets. Specifically, in [13] the 
authors highlight that increased penetration of intermittent energy sources is expected to 
increase costs through increased reserve requirements and displacement of cheap units to 
cover the increased ramping needs. They conclude that increased system flexibility is a 
potential solution to this problem. Thus flexibility has arisen as a key concept in modern 
power system operation [14]. To formalize this concept, probability of ramping 
insufficiency has been proposed as a metric that quantifies available power system 
flexibility [15], [16]. 
In addition to optimal flexible operation, real time security analysis is also pivotal in 
addressing the new challenges in the horizon. The changing landscape in the electric power 
industry is associated with changing requirements in security monitoring and its associated 




generation (wind, PV), aging infrastructure [17], as well as the restructuring of the 
electricity markets [18], which is accompanied by strict separation of the power supply, 
transmission, distribution and operation entities, may threaten the reliable operation of the 
power system. Online security analysis [19] can be critical to evaluate power system 
security and prevent potential blackouts [17]. 
2.2. Flexible OPF 
Flexible resources, such as large scale and distributed storage as well as responsive 
load [20] can serve as a solution to the problems mentioned in the overview section [21]. 
Several efforts to incorporate demand response within unit commitment & dispatch models 
have been recorded in recent literature [22], [23], [24] and [25]. The impact of demand side 
management on improving the operation of a grid with high renewable penetration has 
been demonstrated in the literature [26]. Large storage units, such as pumped hydro, have 
been shown to reduce costs and improve reliability in systems with considerable renewable 
penetration [28]. The role of storage in enabling renewable penetration and reducing the 
required reserves is verified through studies in the California system [27].  In [29] the 
authors discuss that, under a high wind penetration scenario the Texas ERCOT system is 
likely to experience high costs and thermal unit ramping insufficiencies that can be largely 
avoided utilizing storage and flexible system operations. Furthermore, recent studies have 
shown that modeling transmission constraints when assessing the available operational 
flexibility is very important for system operators [30]. 
Various methodologies to address the problem have been introduced in the literature. 




(SCUC) domain [31], [32], [33]. However, as we discussed in the introduction section, our 
work is focused on more accurate models than the ones used in simple SCUC and on shorter 
horizon operational time frames that are closer to real time. Hence, we are solving what is 
known as a look-ahead dispatch problem. 
 Research on look-ahead dispatch is not new [34],[35], but it has been gathering 
increasing attention with the projected increase in renewable penetration. An interior point 
method for the solution of this problem was provided in 2001 [36]. In [37] the problem is 
addressed by solving a muli-step DC robust dispatch problem. Although the model used is 
simple, the robust method offers substantial guarantees with respect to wind uncertainty. 
In a recent study [38] the authors proposed operating renewable resources with a flexible 
operating margin (below their maximum power point) with the help of a two stage 
stochastic optimization problem. Another approach is to relate variable generation with 
adequate flexible resources in order to address the variable output of the former [39]. A 
decentralized participation of flexible loads, such as space heaters and electric vehicles, 
optimized through the technique of lagrangian relaxation is proposed in [40] and a 24 hour 
horizon is implemented. Model predictive control has also been employed for dispatching 
demand response assets [41], but the effects of the transmission grid are neglected. In [42] 
the authors achieve the integration of storage dynamics into the dispatch model by solving 
a multi-step OPF problem. However, they focus their analysis on storage resources, and 
use an SDP relaxation for the solution, which is not always characterized by a zero duality 
gap. A similar problem is solved in [43] and it is solved using particle swarm optimization. 
PSO is also used in [44] to solve a multi-step optimization problem, but within the context 




was proposed in [45]. A hybrid PSO – interior point method has also been proposed for the 
Dynamic OPF problem [46].  An excellent formulation and solution algorithm for the 
multi-step optimal power flow using Benders’ decomposition to take advantage of parallel 
computing is given in [47]. A detailed treatment of various multi-step Security Constrained 
Economic Dispatch problems, including flexible loads is given in [48]. A similar model 
has also been extended to multi-objective multi-step dispatch [49]. 
Although most existing approaches are focusing on active power issues, a voltage-
stability oriented framework has recently been proposed [50]. The ability of responsive 
load to provide further ancillary services, such as regulation, has also recently been 
explored [51]. 
The need for a multi-period economic dispatch that has a sufficiently long time horizon 
and incorporates storage and demand response has been recognized by NREL [52]. Despite 
this fact, the shift towards multi-step OPF research has been relatively recent. In [53], a 
range of algorithms is proposed for the solution of the multi-step OPF problem. The same 
problem (although labeled “Dynamic Economic Dispatch”), is solved in [115], and some 
issues related to heuristic initialization rules are addressed. Our research is aimed at 
refining and improving recent previous work on the flexible multi-step optimal power flow 
[54].  
The existing approaches either focus on introducing flexible resources to a single-
period OPF problem or consider a multi-period unit-commitment type of problem with 
significant simplifications. In this research, a multi-period Flexible Optimal Power Flow 




[53], the formulation we developed puts forth important contributions to the existing  body 
of work: 
1. AC modeling, with incorporation of system dynamics, nonlinearities & voltage 
control. both flexible resources and traditional system components have dynamic 
constraints. Ramping constraints, storage dynamics and customer inconvenience 
constraints are such examples. The multi-period F-OPF formulation allows full modeling 
of these constraints that become particularly relevant in cases of high wind penetration. No 
linearization of the system model will be assumed, leading in a highly accurate modeling 
of all types of phenomena pertinent to the dispatch problem. Unlike existing approaches 
that rely on the DC approximation, our formulation has the capability for voltage control 
& consideration of reactive power flows. 
2. Significant expansion of the component modeling in the look ahead problem, 
with physically-based modeling of a wide range of new devices. In our large-scale F-
OPF we use a combination of accurate physically-based models of power system 
components and aggregate models for the flexible distribution feeders. The latter model 
itself is derived from high-fidelity physically-based models of customer-owned resources 
in the feeder, fully considering their constraints, such as customer inconvenience and set 
points. Due to the physically-based modeling, the extent of the flexibility offered by 
distributed resources is accurately quantified.  Several other models, such as ramp-
constrained generation, energy storage systems, thermostatically controlled loads and lines 
with dynamic thermal limits are also added to the look-ahead dispatch. We find that the 
flexibility offered by thermal line modeling and responsive loads, which is often neglected 




3. Comparison with DC-OPF look-ahead dispatch state-of-the-art. In this research 
we also implement the current state-of-the-art in look-ahead scheduling of transmission 
systems, which is a multi-step Quadratic Programming problem. Given that this problem 
has desirable properties of global optimality but important non-negligible assumptions 
regarding system modeling & voltage control, in this thesis we examine the cost associated 
with performing the look-ahead operations with the simplified model and explore the 
tradeoff between global optimality & speed of solution on the one hand (offered by the DC 
formulation) and modeling accuracy on the other (offered by our AC formulation). 
2.3. Aggregate Distribution System Modeling 
In order to smoothly incorporate flexible resources within the dispatch problem, the 
need to transition to a multi-period “flexible optimal power flow” (F-OPF) paradigm is 
apparent. This multi-period problem will incorporate inherent dynamic constraints in 
power system assets, such as ramping constraints for conventional generators and customer 
convenience constraints for responsive loads. One of the problems that needs to be 
addressed is aggregate modeling of distributed flexible assets. Specifically, each 
distribution feeder has potentially thousands of flexible (active) resources that cannot 
possibly be included within the F-OPF solution algorithm for reasons of scale and 
tractability. 
Various efforts to model aggregate flexibility of distributed resources, while observing 
customer constraints, have been recorded in the literature. A first effort was to model 
Thermostatically Controlled Load (TCL) uncertainties using a state queuing model [55]. A 




estimation and control [56]. This framework was later extended to non-homogenous TCL 
populations [57]. Efforts to quantify TCL sensitivity using aggregate battery models have 
also been recorded [58]. Other approaches focus on an approximate first order model for 
TCL loads [59], or even higher order models for estimating ON/OFF populations [60]. 
Some efforts to implement the virtual power plant approach using physically based 
models exist in the literature. For example in [61] the authors propose a virtual power plant 
comprised of several space heaters that is able to track an active power command. 
However, estimation of the available flexibility is not described. The VPP method is also 
used in [62], but the proposed method is applicable only to thermal loads and utilizes their 
specific equation structure. An excellent method to aggregate thermostatically controlled 
loads is given in [63], but it is specific to TCL loads and it requires the solution of an 
expensive robust optimization problem in a receding horizon manner. An aggregation 
methodology is also proposed in [64], but it is proposed specifically for electric vehicle 
applications. An implementation of the virtual power plant concept using direct load 
control to dispatch the various responsive loads is given in [65]. 
On the implementation side, the communication and architecture needed for the 
realization of the Virtual Power Plant are explored in [66]. 
In this research we propose an aggregate model for the distribution feeder with flexible 
resources. Unlike existing research, that has mostly focused on specific resource types (for 
example only TCL’s or only batteries), our model provides a description for the time 
evolution of the feeder’s feasible set for any population of flexible resources. In addition, 




abstract model. Hence, the results concerning the total operational flexibility of the feeder 
are expected to be very accurate.  
In addition, compared to existing literature, the aggregate dynamic model presented 
here directly quantifies the feasible set for the aggregate active & reactive power 
consumption of the Distribution System, using a model identification procedure based on 
system data. The identification procedure is implemented by semidefinite programming, 
in order to obtain a maximal but conservative ellipsoidal approximation of the feasible set. 
Existing literature is not concerned with reactive power consumption of the feeder. 
However, it is necessary in our AC formulation of the look-ahead OPF, which fully 
considers voltage control.  
Finally, an important contribution of this research is that we develop aggregate models 
purely for introduction to the transmission level optimization problem, not for aggregate 
control purposes. None of the existing approaches have models for the Distribution System 
feasible sets, and hence it is very difficult to introduce these aggregate models to the 
system-wide dispatch problems. In this research we implement both the aggregation, as 
well as the system-wide optimization and subsequently the disaggregation to each 
distribution-connected device, thus obtaining a full hierarchical optimization scheme. 
2.4. Load Shedding & Remedial Action Literature Review 
Due to unforeseen events, such as component outages or event extreme weather events 
and voltage instability situation during high load peaks, a partial curtailment of load may 
be required, in order to achieve feasible or secure operation of the power system. That 




Schemes (RAS), which is also referred to as Wide Area Protection Schemes (WAPS) for 
power systems. Other remedial action schemes can be emergency re-dispatch of generators 
to modify the flow of power though the network or even emergency control of under-load 
tap-changers to address voltage stability issues. A relatively exhaustive summary of 
modern wide area protection controls is given in [67]. The role of such remedial schemes 
in improving reliability in the face of rising renewable energy penetration is discussed in 
[68]. Synchrophasor technologies have augmented the system operator’s capabilities to 
implement such Wide Area Control techniques, due to increased observability & highly 
accurate state estimation techniques [69]. 
Investigation of load shedding methodologies is a very active area of power system 
literature. One of the first and very important contributions [70] centered on the solution 
of a static nonlinear optimization problem in order to minimize total congestion after an 
outage. Both generator dispatch and load shedding were considered as control variables. A 
different approach, focusing on addressing under-voltage issues and load recovery 
dynamics was proposed in [71]. A closely related method, based on continuation power 
flows and local sensitivities, provides a practical methodology to avoid voltage collapse 
[72]. These methodologies, and other similar to them, such as [73] and [74] focus on issues 
of such as the low computational cost or the distributed implementation of the proposed 
methods. 
The research presented in this work is focused on finding the amount of load shedding 
required in order to restore solvability of the Look-Ahead Optimal Power Flow cases. 
Literature in this area is also quite rich. The idea to apply an interior point method in order 




shedding required to restore a feasible solution was first proposed in [75]. The proposed 
approach works well, but it is a static (single-period) problem that cannot schedule load 
shedding actions in the future. Furthermore, its modeling capabilities are limited, since a 
simple formulation using only active & reactive power balance is used, ignoring all other 
complex models and constraints. A practical method to minimize the distance to the closest 
bifurcation point, in order to arrive to a feasible point is discussed in [76]. The main 
advantage of the method is the low computational overhead, but it is focused on re-
dispatching, not load shedding. A methodology based on the primal-dual interior point 
method, using a formulation similar to [75], is proposed in [77], although it does not 
address its outlined disadvantages. An interesting method to schedule load shedding with 
the objective of minimizing customer interactions is put forth in [78], but it is focused on 
distribution system applications. A method that features some look-ahead capabilities is 
shown in [79], and decides both the time and magnitude of the load shedding. However, it 
is focused on short-term phenomena, such as voltage variations and short term angle 
oscillations. Furthermore, the algorithm used is a relatively show gradient search algorithm 
and the modeling capabilities are at the level of a quite simple optimal power flow. A very 
interesting approach that minimizes load shedding with the help of a static OPF but also 
gives the capability for short term overloads of transmission lines to decrease load shedding 
is discussed in [80]. However, a static algorithm is used, missing dynamic effects in 
transmission lines and the limit relaxation is largely ad hoc, without any modeling of 
transmission lines. 
In this research, the modeling capabilities of the look-ahead OPF are utilized in order 




length. The dynamic nature of the look-ahead OPF allows for the inclusion of dynamic 
device models that do not exist in similar existing approaches, such as [75] and [80]. In 
particular, the capability to model dynamic line ratings of transmission lines, which are 
only modeled ad hoc in [80], but also other dynamic effects such as ramp-constrained 
generation, are expected to greatly impact load shedding requirements. Furthermore, the 
multi-period nature of the problem allows for calculation the location, the magnitude and 
the time of the minimal load-shedding. By appropriately penalizing load shedding, it also 
allows for prioritizing & scheduling re-dispatch procedures to avoid any load shedding, if 
it can indeed be avoided. 
At the same time, an alternative load shedding calculation algorithm, based on 
gradually loading the system until further loading is not possible, is also discussed. The 
gradual-derelaxation algorithm does not achieve minimal magnitude load shedding but it 
features other advantages such as simplicity and improved convergence performance, as 
well as equal sharing of load shedding burden by all buses. 
 
2.5. Contingency Selection 
A basic problem in security assessment is the identification and selection of the 
contingencies that are critical to system security. The contingency selection problem was 
introduced in 1979 [81] and its importance to system security was documented [82]. NERC 
[83] mandates the secure operation of the system under any credible contingency. Solving 
a full AC power flow for each potential outage may impose a huge computational burden, 




to identify those contingencies that are potentially hazardous. Contingency selection must 
be efficient for practical systems. Contingency selection is of paramount importance in 
making online security assessment feasible [84]. It has been used for screening 
contingencies in Voltage Security Assessment applications [85] and Dynamic Security 
Assessment [86]. Fast contingency filters are also extremely important building blocks of 
algorithms that address the Security Constrained Optimal Power Flow (SCOPF) problem 
[87]. 
The contingency selection methods proposed in the literature can be divided into four 
main categories: i) Performance Index (PI) methods [88], [89] that choose a performance 
index function that describes a measure of system security and then rank contingencies 
based on the post contingency performance index value, often using a first-order estimate 
ii) Concentric Relaxation Methods [90] that are based on the assumption that only a local 
area around the location of the outage is affected by it, and a subsequent gradual relaxation 
of that assumption to increase accuracy iii) Bounding Methods [91] and [92] filter out non 
critical contingencies by incrementally bounding the post-contingency branch flows 
solving the power flow equations in an appropriately chosen sub-network. iv) Sparsity-
oriented compensation methods [93], [94] or partial refactorization methods [95] that find 
the exact post-contingency solution either by determining the effects of topological 
changes on the power flow Jacobian using compensation methods or by performing 
Jacobian re-factorization in an efficient manner. Performance index methods typically 
require a much smaller number of overall computations, but are plagued by the reduced 
accuracy of the first-order estimate for the post-contingency value of the performance 




nonlinear function due to the nonlinearity of the power flow equations, and the existence 
of additional nonlinearities, such as generator reactive limits and Load Tap Changer (LTC) 
limits [96]. For this purpose, hybrid methods have been proposed, that combine the speed 
of PI methods with the accuracy of compensation methods [96] and [97]. 
While the existing literature has covered the topic of contingency selection and 
analysis for balanced networks, using the Traditional Power Flow (TPF) on single-phase 
equivalent models for power system components, the application of contingency selection 
methodologies in unbalanced networks remains an unexplored area. Furthermore, existing 
PI methods use metrics such as the post contingency real power line flows or the post 
contingency voltage deviation and reactive power injections [98]. However, for 
transmission lines, the actual thermal constraint is expressed in terms of line current, and 
not line apparent power, hence the existing PI methods are potentially inaccurate predictors 
of post-contingency line limit violations. Finally, existing methods focus on the modeling 
of traditional power system equipment, such as transmission lines and transformers. 
However, new components, such as Flexible AC Transmission Systems (FACTS) and 
Power Electronics Interfaced generation play a significant role in power system security 
[99], [100] and they need to be included in contingency studies. 
The methodologies proposed in this paper combine accuracy and speed and allow 
reliable selection of critical contingencies. The proposed margin indices: (1) directly 
quantify the distance from constraint violation and (2) the constraint is expressed in terms 
of the actual constraint physical quantity, for example electric current for thermal limits. 
The need for this approach is motivated by the fact that actual power transmission systems 




The three-phase formulation allows separate treatment of each phase, addressing 
unbalanced cases. Second, the proposed state sensitivity method is characterized by 
decreased computations, due to the application of the compensation method for low-rank 
corrections of the Jacobian. Furthermore, the proposed methods assign a different weight 
to each constraint, based on the pre-outage proximity to the limit. Finally, both the index-
based filtering and the state sensitivity indices discussed here constitute an extension and 
improvement of current filtering techniques, with respect to accuracy and speed. 
2.6. Contingency Analysis 
The aim of this work is to provide a unified and generalized framework for fast 
contingency analysis, combining concepts from power system modeling & analysis, linear 
algebra and parallel computing. The idea of using facts from linear algebra to improve the 
speed of modified network solutions is not new. In fact, the two competing approaches are 
compensation methods [93], based on the matrix inversion lemma to obtain the new 
solution of a linear network after a modification, and Partial Matrix Re-factorization [95] 
that focuses on intelligently re-factorizing the system Jacobian upon the topological change 
in the network. However, previous contributions focused on solving modified DC power 
flow equations or obtaining linear distribution factors [102], and do not discuss a general 
class of outages, focusing mainly on branch outages. More recent efforts to revisit these 
methods have focused on formulating a Newton-based load flow method for line outage 
analysis [103], but do not provide a generalized and concise formulation of the problem. 
Other recent work in contingency analysis has focused on refining the sensitivity-based 




addressing the computational issues of solving low-rank modifications of AC power flows 
in the general case. 
Inspired by previous work on compensation methods, in this work we develop a 
modeling and analysis framework that allows very fast solution of AC power flow 
equations, avoiding the re-factorization of the modified Jacobian. In order to achieve a 
general method, applicable to contingencies ranging from multiple to single devices and 
very simple branch models to complex models with intricate internal equation structure, 
we define a structured model syntax that enables straight-forward reformulation of the 
power flow equations. From this syntax, the Jacobian updates due to any contingency are 
readily available, and a compensation-based Newton-Raphson, for both single and full 
contingency analysis is obtained. As a next step, the issue of device mode transitions (such 
as PV/PQ transitions) and cascading outages due to device limit violations is addressed, 
and an algorithm that identifies these violations and incorporates the needed model 





Chapter 3. Look-ahead economic dispatch 
through flexible optimal power flow 
an  Number of through (current) variables 
sn  Number of states 
un  Number of control variables 
hn  Number of inequality constraints 
ki  na x 1 vector of through variables (current injection)  
kx  ns x 1 vector of external (voltage) and internal states 
ku  nu x 1 vector of control variables 
kp  np x 1 vector of parameters for step k 
f  Scalar device cost function 
)|,,,( 11 kkkkk puxuxg   Device algebraic equations 
)|,,,( 11 kkkkk puxuxh   Device inequality constraint expressions 
),( kkf ux  Device cost function contribution at step k 
)( keq pa  
Parameter-dependent function – an additive term 
participating in the device’s algebraic expressions 
)( kineq pa  
Parameter-dependent function – an additive term 




An integer mapping from device-level state indices of 




An integer mapping from device-level inequality indices 




An integer mapping from device-level control indices of 
device d to system level control indices 





3.1. Quadratized Dynamic Device Modeling 
One of the fundamental challenges in formulating and solving the flexible OPF 
problem is the capability to model a wide range of power system device models, in addition 
to the standard models of generators, transmission lines, transformer and loads. Indeed, an 
effective flexible OPF framework must include models for a wide range of storage 
technologies, explicit models of responsive loads with customer convenience constraints, 
as well as new dynamic models for classical devices, such as ramp-limited generators and 
dynamic thermal line ratings. In the context of this work, this issue is addressed by 
introducing “object-oriented” device models that describe the dynamics, algebraic 
equations and constraints of each device. The device modeling is completely decoupled 
from the algorithms used to handle the device’s connectivity in the network, as well as the 
algorithms for the synthesis and solution of the optimization problem. 
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fxfkk CCCf uuuxxxubxbaux ),(  (1g) 
The constant vectors )( peqa  
and )( pineqa  are 1sn   and 1hn  vector functions 
respectively. The argument of this function is a vector of device parameters at step k, to 
allow for parameter dependent models. inequineqxequeqx YYYY ,,,  are appropriately sized 
matrices defining the linear terms in equations (1a) and (1c). Furthermore, the quadratic 
terms, if any, are defined by collections of sparse matrices, such as  ieqxxF . Finally, lower 
and upper bounds on the participating variables are treated separately from general 
constraints h. In cases of variables without lower or upper limits, extremely low or large 
values are set as the lower and upper bounds respectively. 
Without loss of generality, this model can be used to represent any flexible resource. 
Note that constraints (1a) and (1c) include both static and dynamic equalities and 
inequalities, respectively. The dynamics are captured by the past history vectors (1b) and 
(1d). If the equations are static the past history vectors are zero. 
The cost of operating the system is assumed to have quadratic structure as well (1g). 
The matrices fxxC , fxuC ,  and fuuC  are stored in sparse format. In the classical OPF 
problem, it should be expected that, for most devices, the factors involved in (1g) have zero 
values, except for generators. However, this formulation allows flexibility for 
experimentation with other objective functions in different settings (such as customer 




From an implementation perspective, it is worth noting that, while linear and constant 
terms ( eqxY , equY , ineqxY , inequY  e.t.c.) can be stored as full matrices, quadratic terms, 
such as ieqxxF , must always be stored in sparse form, for computational and storage 
economy reasons. 
This is a quadratic model that accurately represents each device’s dynamics. It is 
obtained by integrating the corresponding differential-algebraic equations (e.g. through 
quadratic integration [106]). The main advantage of this sparse quadratic syntax is that it 
allows an efficient algorithmic computation (object oriented) of Jacobeans, Hessians, etc. 
of the underlying optimization problem, without compromising the capability of utilizing 
nonlinear device models. 
The device interacts with the rest of the network via its through variables. Specifically, 
the current equations of all devices that are connected to the same node must sum up to 
zero, in order to enforce Kirchhoff’s Current Law. For this purpose, the device model also 












3.2. Equation Synthesis & Problem Formulation 
The device data structures defined in Paragraph 3.1 are adequate to synthesize the 
system-level look-ahead optimization problem in a concise manner. Specifically, the n-th 














11 ),,,(),,,( uxuxUXUX  (3) 
A similar process is followed to synthesize the system level inequality constraints h. 
Note that, for this framework to be operational, a mapping between the system-level and 
the device level states, controls and inequalities must also exist.  Namely, the n-th system 














11 ),,,(),,,( uxuxUXUX  (4) 
The objective function for the system at step k is given simply as the summation of the 











)( ),(),( uxfUX  (5) 
Given the quadratic structure of the device cost functions (1g), the system cost function 
is also quadratic. 






















































The flexible OPF problem in (6) is a quadratically constrained quadratic program 
(QCQP). Note that kX , kU  and kP  are the consolidated system state, control and 
parameter vectors respectively. The parameter vector depends on the particular device 
models employed, but typical parameters include load active and reactive consumptions & 
wind speed values. Hence, (6) needs to be solved independently for each possible scenario 
in the look-ahead K-step horizon. This work is focused on the deterministic look-ahead 
OPF, i.e. solving (6) for a given scenario of parameters. 
3.3. Solution Method 
The look-ahead AC-OPF problem is a non-convex Nonlinear Programming (NLP) 
problem [107]. Numerical solutions to such problems are plagued by sensitivity to initial 
guess, lack of global optimality guarantees and potentially lack of global convergence 
guarantees. Given the large scale of the problems under consideration, the class of 
algorithms used in this research was the Primal Dual Interior Point method, which is widely 




techniques, which is consistent with the sparse structure of network equalities and 
inequalities.  
The solver used in this research is IPOPT [110], which comes with global convergence 
properties, utilizing an interior point method with a filter line search step that guarantees 
global convergence under mild regularity conditions. Global optimality is not guaranteed; 
merely convergence to a stationary point for the problem’s Lagrangian. Hence, no global 
optimality claims are made in this research, whenever the AC-OPF look-ahead algorithm 
is concerned.  
The numerical performance of IPOPT is considerably improved if explicit expressions 
for the constraint & objective gradients, as well as the Lagrangian’s Jacobian are provided. 
The quadratic structure of the flexible OPF enables computationally efficient calculation 
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,,),,( λλz  (10) 
The sparse structure of hgf HHH ,,  and hgf bbb ,,  allows for quick calculation of the 
sparse gradients and hessians This allows, from an implementation perspective, use of 
IPOPT with relatively small external overhead for obtaining Jacobians and Hessians. This 
is the primary benefit the Quadratic formulation of the look-ahead AC-OPF developed in 
this research. 
3.4. The DC-OPF look-ahead dispatch 
The DCOPF look-ahead dispatch is a version of the look-ahead problem that relies on 
the DC Optimal Power Flow at each step [48], [49]. In turn, the DC-OPF is based on the 
assumption that branch resistances can be neglected, and that voltage magnitudes remain 
constant at unity. Hence the power flows on lines depend on the voltage phasor angles, 
which become the only variables in the DC-OPF. In order to implement this approach and 
compare with the AC-OPF look-ahead dispatch developed in this work, additional dynamic 




 The interface variables with the point of connection of each device are the node’s 
angle θ and the incoming (absorbed) active power by the device, instead of ki
k
r II ,  
and ki
k
r VV ,  respectively. 
 Kirchoff’s current law is enforced by requiring that the sum of active power in a 
node be zero, instead of currents in the AC-OPF. 
 Any reactive power aspects of connected devices are neglected. Indeed, the DC-
OPF does not consider reactive power dispatch in any way 
 To maintain the main linearity advantage of the DC-OPF, all device models used 
were linear. 
With the above developments, the DC-OPF look-ahead dispatch becomes a Quadratic 
Programming problem (convex quadratic cost function with linear constraints). This 






















































































The DC-OPF look-ahead dispatch problem is a quadratic programming (QP) problem 
[111]. Assuming the problem is feasible and bounded, as is the case in Optimal Power Flow 
problems, (11) is solvable by mature Interior Point Methods. Primal-Dual interior point 




Interior Point solver used in this research is IPOPT [110], however the results are also 
verified using MIPS, which is part of the MATPOWER package [112], in the MATLAB 
environment. 
Given that the AC-OPF look-ahead dispatch is a non-convex formulation and  the 
PDIPM algorithm may converge to local minima, it is of interest to compare its output with 
the results of the DC-OPF look-ahead dispatch, which is a convex formulation that uses 
less accurate linearized models for the system’s devices. 
Table 3.1: AC-OPF vs. DC-OPF look-ahead dispatch features 
FEATURES 









GLOBAL OPTIMALITY Solved to global optimality 




Always converges (under 
mild regularity conditions) 







Physically Based & Accurate 
Models 
Models non-linear phenomena 
QUALITY OF 
DISPATCH 




Static AC-OPF dispatch 
may be infeasible 
Guarantees feasibility 
 
The difference between the two formulations is summarized in Table 3.1.  The DC-
OPF is a convex problem, with strong convergence and global optimality guarantees. 
However, unlike the AC-OPF look-ahead dispatch, it utilizes the DC approximation which 
may misrepresent the actual behavior of the electric grid. As such, if dynamic devices (such 
as storage or ramp-constrained generation) are scheduled using the DC-OPF, then any 




real-time (static) operation of the system, either through out-of-market actions or a 
corrective dispatch using more accurate models. These actions may carry more cost or may 
even be insufficient to restore feasibility, under extreme conditions. Hence, the inaccuracy 
of the DC-OPF problem may lead to higher costs or even infeasibility of the real-time 
dispatch. Finally, unlike the AC-OPF, the DC-OPF clearly ignores all non-linear effects 
and all control variables except for active power dispatch. Thus, it does not perform or 
account for reactive dispatch, load tap changing mechanisms e.t.c..  
In order to explore the tradeoff between the globally optimal DC-OPF and the more 
accurate AC-OPF model, tests were performed in various standard test cases. The same 
scenarios (load variation & renewables output) were solved using a DC-OPF and an AC-
OPF look-ahead dispatch. In order to consider the corrective dispatch issues of the DC-
OPF, the dispatch schedules produced by this method were used to schedule the dynamic 
resources (ramp-constrained generation and storage in this case) and a static corrective AC-
OPF was solved at each step, by keeping the dynamic dispatch fixed to the output of the 
DC-OPF, in a two stage fashion. On the other hand, the look-ahead flexible AC-OPF output 
was used for the scheduling of all control variables, and no static dispatch was needed for 
that case. The comparison methodology for the two different look-ahead formulations is 













The total operating cost of these two different frameworks was recorded for each case. 
The first case study used was the IEEE 30 bus system (Figure 3.2). A wind farm with a 
base case capacity of 35MW and a storage unit with base case capacity of 50MW, 100MWh 
were placed in bus 6. The transmission corridor 6-8, which is a 32MVA, 135KV line, is 
congested in this particular system. Because of different congestion models used by the 
AC-OPF and the DC-OPF we expect significant variations in the dispatch results. A 
summary of different scenarios examined, and the corresponding operating cost yielded by 
the two different look-ahead dispatch frameworks under examination is given in Table 3.2. 
 



















































































Figure 3.3: Cost Reduction from Battery Operation – ACOPF vs. DCOPF in 30 Bus Case 
 
As shown in Table 3.2, for the scenarios under examination, the AC-OPF dispatch 
yields lower operational cost than the DC-OPF dispatch with AC-OPF corrective actions. 
Although this case study does not allow for general conclusions to be drawn, in this 




utilization of installed storage capacity. In order to further quantify this, Figure 3.3 shows 
the Storage Cost Reduction, i.e. the reduction in operating cost compared to what the cost 
would be if storage was completely removed from the system, for the two different look-
ahead dispatch procedures. For completeness, that cost value is given in the last column of 
Table 3.2. It is clear that in all cases the AC-OPF look-ahead dispatch allows better 
utilization of the storage installed in bus 6. This is attributed mostly to the more accurate 
modeling of the congestion in line 6-8 in the AC formulation. 
  
(a) Case A - Battery Power (b) Case A- Battery Energy 
  
(c) Case B – Battery Power (d) Case B – Battery energy 
  





(f) Case D – Battery Power (g) Case D – Battery Energy 
  
(h) Case E – Battery Power (i) Case E – Battery Energy 
  
(j) Case F – Battery Power (k) Case F – Battery Energy 
Figure 3.4: Storage Dispatch Patterns – Cases A - F 
The different dispatch patterns of the storage unit schedules via the look-ahead 
problems are shown in Figure 3.4, where the differences between the two dispatch results 
are clearly shown. 
However, the IEEE 30 bus system is a small test case and all storage capacity was 
placed near a congested transmission corridor. By repeating this test in a 2383 bus of the 




The results are shown in Table 3.3 and the cost reduction comparison results are shown in 
Figure 3.5. 

















8GW 3.21GW 4.2674e+07 4.2568e+07 4.8148e+07 




4GW 3.21GW 4.4763e+07 4.4700e+07 4.8148e+07 
D 46GWh 12GW 4.1730 4.0057e+07 3.9901e+07 4.7169e+07 
 
Figure 3.5. Cost Reduction from Battery Operation – ACOPF vs. DCOPF in 2383 Bus Case 
 
From the results in Figure 3.5 it is evident that, while the cost reduction is still greater 
in the AC-OPF look-ahead case, the difference is much less pronounced (not exceeding 





(a) Case A - Battery Power (b) Case A- Battery Energy 
  
(c) Case B – Battery Power (d) Case B – Battery energy 
Figure 3.6: Storage Dispatch Patterns – Bus 100 
In order to demonstrate a sample of the different dispatch patterns that result from 
the two look-ahead dispatch paradigms, the power and energy plots for the storage unit 
in bus 100 are provided in Figure 3.6. 
3.5. Sample Timing Results 
The AC-OPF look-ahead dispatch was tested on various standard power system test 
cases, using an 1-hour look-ahead horizon. The timing results, on an un-optimized personal 
computer with an Inter Core i7-4510U 2GHz processor are reported in Table 3.4. It should 
be noted that convergence speed relies heavily on initialization and algorithm parameters, 
such as the Hessian scaling parameter in the PDIPM algorithm. Hence, timing results are 


















IEEE 24 Bus 288 396 516 0.1960 0.1050 
IEEE 118 Bus 1,416 648 2,532 0.7780 0.0760 
IEEE 300 Bus 3,600 828 6,066 2.0280 0.0960 




28,596 3,924 45,972 53.3560 2.9174 




37,440 3,576 59,598 48.5290 2.8620 
British 2224 
System 
26,688 4,728 45,930 33.1470 0.8620 
PEGASE 9241 110,892 17,340 207,186 235.8153 10.3530 
 
However, timing results serve to indicate that the look-ahead dispatch problem is 
solvable within reasonable time frames, even in a retail machine, with average 
computational power. For the larger test case, the PEGASE 9241 system, a 1-hour look-
ahead problem was solved within less than 4 minutes. For reference, the DC-OPF look-
ahead timing results are also provided. They are obviously advantageous compared to the 
AC-OPF formulation, given the strong convergence properties of the QP formulation and 







Chapter 4. Dynamic Models for Flexible 
Power System Dispatch 


























Device incoming current in Cartesian Coordinates 
R  Generator Ramp Rate in MW/min 
t  Chosen step size for look-ahead FOPF 
ggg cba ,,  Generator’s quadratic cost function coefficients 
321 ,, KKK  Line thermal model coefficients 
kT  
Line average conductor temperature at step k 
k
ambT  
Ambient Temperature at step k 
k
thQ  
Heating / cooling rate from TCL at step k 




tcltcl CR ,  TCL parameters – Conditioned Space to Ambient thermal 
resistance and Conditioned Space thermal capacitance 
tclu  TCL duty cycle 
ss jbg   Admittance of Battery Energy Storage System 
minmax , EE  
Maximum and Minimum Energy of Battery Energy 
Storage System 

kP  Battery charge power 

kP  Battery discharge power 

ss nn ,  Battery charging and discharging efficiency respectively 
kSOC  Battery State of Charge, at step k 
sss cba ,,  Storage quadratic cost function coefficients 
k
dP  
Active Power Consumed by Aggregate Distribution 
System at step k 
k
dQ  
Reactive Power Consumed by Aggregate Distribution 
System at step k 
kB  
Positive Definite Matrix defining the ellipsoidal feasible 
region of the Aggregate Distribution System at step k 
kd  
Vector defining the ellipsoidal feasible region of the 
Aggregate Distribution System at step k 
  parparqp BBBB ,,,  
22 matrices, defining the Active Distribution System 
state transition model 
  parparqp dddd ,,,  
12 vectors, defining the Active Distribution System state 
transition model 
k






The formulation of the look-ahead dispatch problem as a multi-step optimal power 
flow was discussed in Chapter 3. Similarly to a static Optimal Power Flow, this formulation 
enforces the network power flow equations as an equality constraint in each step. In 
addition, if dynamic device models are present their discrete time state transition equations 
are also enforced as equality constraints between adjacent time steps. However, existing 
formulations of the OPF problem are not look-ahead and rely on static device models. Any 
dynamic effects, such as storage state of charge or generator ramping constraints, are 
typically modeled by the Unit Commitment problem (day ahead scheduling) which uses a 
DC optimal power flow approximation. Hence, dynamic device models suitable for a 
multi-step AC-OPF formulation are not available in the literature. 
In this Chapter a set of dynamic device models suitable for this use are described & 
validated. All the models proposed are compatible with the quadratized state & control 
syntax x of 0. The models to be covered are: i) Ramp-rate constrained generator ii) 
Thermostatically Controlled Responsive Load iii) Transmission Line with Dynamic Line 
Rating iv) Energy Storage System and v) Active Aggregate Distribution System. Models 
(i) – (iv) are relatively simple physically-based models. However, the Aggregate 
Distribution System Model is a completely new model developed in this research, and 
issues such as parameter identification and model derivation are more extensively 
discussed. Dispatch results, implementation issues and limitations are presented & 




4.2. Ramp-Rate Constrained Generation 
The effect of ramp-up and ramp-down constraints in the economic operation of power 
systems are very well studied for the unit-commitment problem [113], [114] and the look-
ahead dispatch problem [115]. The inclusion of this model is particularly important in 
systems with high penetration of renewable energy sources. The quadratized model for the 
ramp-rate constrained generators used in this research is obtained by combining the steady-
state single-axis model [116] with the addition of a ramp constraint: 
    























































































































































































































The objective function contribution at each step can be a quadratic cost function of the 
active power control variable: 
 gkgkgkk cPbPaf 
2),( ux  (14) 
Where a, b, c are cost coefficients provided by each generator’s cost curve.  
4.3. Transmission Line with Dynamic Line Rating 
Transmission line current magnitude is typically constrained due to the heat generated 
by Ohmic losses within the conductor. Such thermal limits are considered essential in 
virtually all Optimal Power Flow formulations and are usually treated as static maximum 
current magnitude limits. However, the observation has been made that the actual physical 
constraint with regard to this phenomenon is the transmission line’s temperature, and not 
its current. This gave rise to increasing interest in thermal modeling of transmission lines 
[117]. More recently, an IEEE Standard [118] was published, detailing a comprehensive 
line temperature model, including meteorological effects, such as ambient temperature, 
precipitation, solar irradiation and prevailing winds, all of which affect the dynamic 
thermal model of the transmission line. It has been recorded that static line ratings often 
underestimate the actual loading capability of the line by as much as 15% and that higher 
reliability can be attained if dynamic line ratings of lines are monitored [119]. Further work 
has focused on actual implementations of real-time dynamic rating monitoring installations 
[120].  
The dynamic thermal model of transmission lines is a good candidate for addition to 
the flexible dispatch formulation. Benefits in operating cost and reliability have been 




Furthermore, the dynamic nature of the flexible dispatch procedure of Chapter 3 allows the 
modeling of phenomena such as “temporary” overloading of critical lines, which a static 
OPF dispatch fails to capture. The hard constraint on line current magnitude can be 
removed, in favor of the actual conductor temperature limit. 
A model for dynamic line rating can be incorporated in the flexible OPF dispatch by 
using the simplified first-order model put forth in [118] that assumes the conductor 
temperature model is a first order linear ODE with the line current magnitude as an input. 
It must be stressed that a fully detailed model of conductor temperature variations is 
nonlinear and convoluted, but the first order approximation, derived from [117] and [121] 
and mentioned in the standard is adequate for the purposes of this research. In fact, a linear 
model is obtained by linearizing the radiation heat losses from the line, which is itself a 
less significant factor in the model, which strengthens the validity of the approximation 
used here. The fact that the time constant for the thermal phenomena in a transmission line 
is approximately 10-15 minutes means that a look-ahead dispatch with 5 minute time steps 
should be adequate to capture the underlying phenomena. 
The thermal model of the transmission line is as follows: 
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(15b
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x  (16) 
Where kz1  is an auxiliary variable, representing the line current magnitude squared. It 
was introduced for quadratization purposes. The last equation in (15a) is a simple Euler 






amb   (17) 
Note that 3K  depends on solar heating of the line (and hence depends on metrological 
conditions). Hence, it is treated as a parameter for this model, extracted from the 
meteorological forecast. The term 1K  depends on convection heat loss of the line, as well 
as the line’s thermal capacitance and a linearized version of radiation heat loss. Hence 
variable wind speed & direction is to be considered, then  is also a parameter, whose 
value for the look-ahead horizon depends on the weather forecast, which in turn affects the 
forced convective heat loss due to the wind. A simplified version of this model, with 
constant  can be extracted, if constant wind pattern is assumed for the look-ahead 
horizon, or if the convective losses due to wind are altogether neglected. The latter will 
result in an overly conservative dynamic line rating model, because forced convection 
always has a cooling effect for the line. Finally, 2K  is due to ohmic effects within the line 






4.4. Thermostatically Controlled Responsive Loads 
A responsive TCL load is defined as a power consumption device whose primary 
purpose is to regulate the temperature of a monitored space so that it lies within a pre-
determined tolerable range: ],[ maxmin TTTin  . Space air conditioning, electric water 
heaters and freezers are some prominent examples. The common characteristic of such 
loads is that the binding hard constraint on their operation is the minimum and maximum 
temperature of the regulated space. Hence, their operation can be scheduled by a look-
ahead dispatch, so as to consume / refrain from consuming in order to support economic 
and reliable operation of the system.  
It should be noted that the provided system by such loads does not come at the expense 
of the customer. Since the temperature constraint is explicitly modeled, the load’s main 
function is served without customer inconvenience and any system support provided is 
within the capabilities of the load.  
The model employed for responsive TCL’s is: 
 

































































































































































The ambient temperature is a time-varying parameter for this model, provided by the 
weather forecast.  
For our purposes, the electrical behavior of the TCL is modeled as a constant 
impedance load tcltcl jbg  . The thermal model includes the effect of ambient temperature 
and space temperature on the efficiency of the thermodynamic cycle and the temperature 
dynamics are modeled using a simple first-order model. Note that the duty cycle control 
variable k
tcl
u  is factored in when evaluating the device absorbed current, as well as the 
actual heat/cool rate in (18a). The equations in (18a) are obtained from a quadratization of 






























This model captures both the active and reactive consumption of TCL’s, as well as the 




4.5. Energy Storage System 
The value of energy storage in addressing issues arising from renewable penetration, 
and providing ramping, regulation or peak shaving services has been recognized in the 
literature [122], [123]. Hence, consideration of high-accuracy energy storage models is a 
salient feature of the look-ahead dispatch framework. The energy storage model considers 
charging and discharging losses, as well as the capability of the storage plant to provide 
reactive power support. Obviously, the dynamic aspects of the battery’s state of charge, as 
well as the limitations in active power and energy capacity must be included in the model. 
The quadratized model for the battery energy storage system is as follows: 
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This battery model includes losses in the electrical subsystem (through the admittance 
ss jbg  as well as internal losses in the battery. In fact, discharge efficiency 

sn  may be 
different from charging efficiency sn , and this phenomenon is appropriately modeled. For 
this purpose, charging power kP  is treated as a separate control variable from discharge 
power kP , each with their own control bounds. Note that  and  are constant 
parameters with a positive value less than one. Furthermore, the state of charge variable 
SOC is between zero and one and expresses the level of charge of the battery. Note that it 
is simply a scaled version of the battery’s currently stored power. 
In case it is desirable, the charge/discharge control terms can also participate in the 
objective function for this device: 
     gkkgkkgkk cPPbPPaf  
2
),( ux  (23) 
Note that the net power output from the battery is   kk PP . Also note that, unlike 
generating plants whose cost is non-negative in every period, storage plants are 








4.6. Active Distribution System 
A large number of distributed active devices are expected to be connected in the future 
distribution feeder, including rooftop solar, plug-in hybrid electric vehicles, small scale 
storage and responsive loads. Each of these devices may be small in rating (a few kW), 
serving individual residential or small commercial customers. While it would be beneficial 
to include them in the transmission-level look-ahead dispatch formulation, such a choice 
is faced with important hurdles: 
 The transmission level dispatch is concerned with optimizing large transmission and 
generation assets, whose typical magnitudes are in the order of several Megawatts. 
Hence, a scaling issue arises, if all distribution devices are included individually in the 
dispatch 
 Thousands of these devices may be connected to each feeder, and the typical 
distribution system may be composed of hundreds of such feeders. Hence, individual 
consideration of every active device will require the full inclusion of millions of state-
space models in the look-ahead dispatch, thus increasing considerably the size of the 
look-ahead dispatch, which is already a computationally challenging problem, as 
discussed in Chapter 3. 
 The devices connected to the distribution system have their own set of binding 
constraints that need to be considered. Specifically, responsive loads must serve their 
main function without exception (no customer inconvenience), storage devices must 




In order to solve the scaling and tractability issues that arise from introducing 
distributed resources to transmission-level dispatch, one approach is to obtain an aggregate 
representation of the distribution system. In this paragraph we formulate an aggregate 
model that relies on the description of the feasible set for the aggregate active and reactive 
power consumption of the active distribution system. Furthermore, a time-domain model 
is developed, that provides a description for the feasible P-Q set in period t given the power 
consumption in period t-1. Since this model aggregates a multitude of distributed resources 
that add up to several Megawatts of capacity, this approach addresses both the scale and 
the tractability issue. 
4.6.1. Ellipsoidal Model for Active Distribution System 
The adopted model for the active distribution system represents a compromise 
between tractability, simplicity and accuracy. To represent the available control capability 
in terms of active & reactive consumption of the distribution feeder, we assume that the 































pq  (24) 
Where 0B  is a 22  symmetric matrix and  2Rd   . 
An example of such a feasible region for a representative feeder with 800 8kW Air-
Conditioned Homes and 200 4.4kW, 6kWh batteries is shown in Figure 4.1. The physical 
meaning of this representation is that the center d of the ellipsoid is the “base case” 
consumption of the feeder – equivalent to a static representation of the feeder as a constant 





Figure 4.1: P-Q feasible region for a sample feeder 
However, given that dynamic devices are connected to the feeder, the feeder’s 
consumption at one period affects the feasible consumption in the next. Intuitively, in a 
feeder with responsive loads, increased consumption in one period leads to reduced feasible 
consumption region in the next step and vice versa. For this purpose, the following time-










































































The model defined in (25a)-(25b) defines an ellipsoidal feasible region for the active 
and reactive power consumption in the k-th step, as well as a linear update for the matrix 
kB  and the vector 




on the consumptions at step k-1, as well as the value of the exiting parameter 
1k
jp  and the 
entering parameter 
k
jp . Notice that the exiting parameter models the prevailing conditions 
determining the feasible region at the previous step, while the entering parameter models 
the prevailing conditions at the current step, hence it is conceptually reasonable to include 
both in the state transition model linking the two steps. 
 
Figure 4.2. Feasible Region Transition for aggregate distribution system 
An example of feasible region transition for the same sample feeder is shown in Figure 
4.2. 
The model of (25a)-(25b) is already in quadratic form. It is not given exactly in the 
form presented in Chapter 3, as the expressions for the currents are missing. However, 
these are straight-forward to obtain. Even though the implementation of this model in the 
look-ahead OPF dispatch includes the current equations, this model is not given here in the 
interest of conciseness.  
The values for 
  parparqp BBBB ,,,  and 
  parparqp dddd ,,,  are constant 




arbitrary at this point. However, a procedure for their data-driven derivation will be 
outlined in the upcoming paragraphs. 
4.6.2. The inner ellipsoidal approximation of Convex Polyhedra 
Let us define the representation of the ellipsoid ),( dBE  with B  positive semidefinite 
as the image of the unit ball under an affine mapping.  
 }1,:{),( 2  udBuxxbBE  (26) 
The ellipsoid ),( bBE  has a non-empty interior iff 0B  [126]. Let nRX   be a 
nonempty convex set. The inner approximation problem consists of finding the maximal 
ellipsoid contained in X. There can be several measures for “size” of an ellipsoid, including 
the determinant or the sum of the eigenvalues of B [126]. 
The following facts are known: 
Fact 1 [124], [125]. Let  be a nonempty convex set. Then the set of parameters 
),( bB  of image representation of ellipsoids that are contained in X is convex (i.e. the set 
}),(:),{( XdBEdBY  ). 


























The first fact means that the set of image representations of ellipsoids that are 
contained in X is convex, and thus tractable in theory, and the second fact means that some 
common measures of “size” of an ellipsoid, given its image representation are easy-to-
maximize functions of the image representation. This leads us to the following result [124], 
given without proof: 
Fact 3 [124]. Let },,1,:{ mibxaRxP i
T
i
n   be a nonempty polyhedral set. Then, 














This is a solvable semidefinite program. 
Note that the constraints in (27) guarantee that the ellipsoid  is contained in X 
and the maximization of the determinant yields the maximum volume ellipsoid contained 
in X.  
 
4.6.3. Data-Driven Identification of Aggregate Distribution System Model 
Consider a simulation of the Active Distribution System for S steps. Suppose that for 
each step we have a polyhedral description of the feasible set in the P-Q domain, given by 
)(kA  and 
)(kb : 





Furthermore, suppose that the consumption of the active distribution feeder between 
step k and k+1 is kdP  for active power and 
k
dQ  for reactive power, given as the sum of 

























Suppose that the parameter vectors 
k
jp , the consumption values (29a), (29b) and the 
polyhedral descriptions of feasible sets (28) are known at each step. Then, the unknown 




























































































The problem in (30) is semidefinite programming problem, since the added equality 
constraints with respect to (27) are linear in the decision variables. However, this problem 
can potentially be infeasible, i.e. such kB  and kd  may not exist. For this purpose, it is best 
to relax the ellipsoid inclusion constraints using variables ik  and penalize their value by 






































































































It is worth noting that, unlike (27), the problems (30) and (31) do not maximize the 
sum of the determinants of kB , i.e. are not volume maximization problems. However, since 
the eigenvalues of kB  are the magnitudes of the half-axes [126], the objective function 
remains a measure of “size” of the ellipsoid, and hence the purpose of the inner ellipsoidal 
approximation remains. This choice is made for reasons of numerical stability, since the 
numerical experiments with the chosen objective function proved much more reliable 
compared to the ones using the determinant objective. 
4.6.4. Hierarchical Receding Horizon Control of Aggregate Distribution 
System 
The linear update assumption for the aggregate distribution system model, used in (25) 
allows for the formulation of a tractable SDP problem (31), but it is not necessarily 
accurate. It is, in essence, a simplification of the problem which does not necessarily 
guarantee accurate modeling of the aggregate behavior of the distribution system. 
Especially as the prediction horizon increases, larger errors are expected to accumulate due 
to the approximation. For this reason, a receding horizon control of the distribution system 




the control (P-Q commands) of the distribution system over a smaller number of M steps. 
A disaggregation algorithm is used to distribute the P-Q commands to individual devices. 
Subsequently, the new state of the distribution system is used to re-extract the aggregate 
model after the M steps conclude. This results in an aggregation – dispatch – disaggregation 
feedback loop. 
The aggregate distribution model is used in a multi-step look-ahead optimal power 
flow problem, which includes AC power flow & dynamic transition constraints and 
minimizes the cost over a horizon of K steps. Upon convergence, the active and reactive 
dispatch of a smaller number of M steps (M<K) is taken as the distribution system’s 
dispatch for the dispatch horizon. This dispatch is then disaggregated to individual devices 
in the distribution system by solving an L2 norm minimization of the distance between the 
actual consumption of the feeder for the next M steps from the target dispatch, subject to 
device constraints. This results in individual device-level commands for thousands of 
devices. The approach is depicted in Figure 4.3. It is important to note that the method has 
been developed on the assumption that an infrastructure of data acquisition and control 






Figure 4.3: Two Level Distribution System Scheduling 
The aggregation phase consists of a solution of the SDP problem (31). The data for 
the problem come from a S-step simulation of the Active Distribution System. While this 
simulation is performed, the aggregate power consumption k
d
P  at step k, the aggregate 
reactive power consumption kdQ   as well as the parameters 
k
jp  are recorded. Furthermore, 
the feasible P-Q polyhedron for the aggregate consumption of the Distribution Network at 
each step are also recorded, i.e. a 2x2 matrix 
)(kA  and a 2x1 vector )(kd . This simulation 
is deployed randomly, i.e. the control inputs at each step are drawn randomly from a 
uniform distribution. Upon collection of that data, an Aggregate Distribution System 




This model is subsequently added to the look-ahead OPF formulation (6) for a chosen 
look-ahead horizon of K steps. Solution of this problem yields a P and Q time series target 
for the distribution system for the next K steps, which is the desirable aggregate 
consumption of the Distribution System. However, only M of these steps are committed as 
the actual target consumption. 
This commitment is realized by solving a disaggregation problem, whereby the 
aggregate P-Q commands kdP̂  and 
k
dQ̂  are distributed to the multitudes of devices 
connected to the distribution system. Because an approximate aggregate Distribution 
System P-Q model was used in the look-ahead OPF, there are no guarantees that these P-
Q targets are actually feasible. For this reason, the disaggregation problem is cast as an L2 
norm minimization problem, where the normalized distance between the actual 
consumption and the target consumption over the next M steps is minimized. This problem 

















































































































































Target aggregate consumption of active and reactive power  
at step k 




j QP ,  




State vector of device j at step k 
k
ju  
Controls of device j at step k 
k
p  
Parameter vector (shared by all devices) at step k 
jjj DBA ,,  Matrices defining the state update model of device j in the 
discrete time domain 
jjj FEC ,,  Matrices defining the output model of device j  
jjj GH r,,  
Matrices and vector defining the inequality constraint 
model of device j 
1
jx  
Initial state of device j, which is given 
 
A weighting factor λ multiplies the normalized error of the reactive power in (32). This 
is used to regulate the relative importance of reactive power fitting with respect to active 
power fitting. Because the two commands are possibly conflicting, it is of interest to 
explore the tradeoff between them. More importantly, a greater weight should be given to 
active power, since errors in reactive power dispatch can cause serious mismatches 




standby generator, forcing an out-of-market action. Hence, ensuring perfect tracking of the 
active power commands provided by the look-ahead OPF is more important than tracking 
reactive power commands. This is the reason why a value of λ smaller than one is typically 
chosen in our applications. 
Note that all device models in (32) are linear, with linear constraints. This is an obvious 
simplification. However, it is necessary to maintain the polyhedral assumption for the 
feasible set 
)(kF  of the active and reactive power at step k, as well as the tractability of the 
L2 norm minimization problem. The inequality constraints represent limits of device 
operation or customer inconvenience constraints. The latter are very important when 
considering active load devices, such as Thermostatically Controlled Loads of residential 
houses. Such devices must participate in active-reactive control without disruption of 
customer temperature requirements. 
The formulation in (32) is perhaps too high level and vague. In order to facilitate 
understanding for the interested reader, we provide a specific example with TCLN  air-
conditioners and BATTN  batteries. A simple linear first-order model is used for both 
devices. Each house air-conditioner j is assumed to have a constant reactive-to-active 
power ratio φj. For batteries a charging efficiency of icn ,  and a discharging efficiency of 
idn ,  is assumed for battery i. A separate active and reactive power control is assumed for 
each battery device, subject to maximum and minimum active/reactive limits. Note that 
temperature limits min  and max  are enforced for each house, as well as energy limits 




cycle of operation 
k




jP uu ,, ,   and 
k
jQu , , the power charge, power discharge and reactive consumption per 
period. Negative values for these control variables correspond to active and reactive power 
generation by the battery. The only parameter involved here is out , the ambient 
temperature, which is common for all thermal house models. The thermal parameters of 
the first-order thermal model for the residential house are ja  and jb . 
















































































































































































































































Note that the above formulation in (33) is consistent with the high-level framework in 
(32).  
Upon solution of (32), the actual controls  *kju  for each device j and each step k are 
obtained. These controls minimize the distance between the desired aggregate consumption 
and the actual consumption of the distribution feeder. This explains the use of the term 




performance of the ellipsoidal approximate model for the aggregate distribution system. 
Since this model approximates the feasible region of the aggregation, we expect the 
aggregate commands to be close to feasible. However, such guarantees cannot be provided, 
since the SDP fitting problem (31) is only a data fitting problem and does not ensure 
inclusion of the resulting feasible region within the actual polyhedral feasible region of the 
Distribution System. Hence, infeasibilities of the aggregate commands can and do occur in 
practice. They manifest as nonzero objective values for (32). The performance of the 
framework will be evaluated in the results section. 
Once the distance-minimizing controls  *kju  for the next M steps have been applied, 
the Distribution System will reside in a new state. Leveraging data acquisition and state 
estimation techniques that have been described in prior works [127], the new state is 
extracted, and a new simulation is performed, to obtain data for a new solution of the SDP 
problem (31). This results in a new aggregate model for the feasible region of the 
Distribution Network, and subsequently a new solution of the Transmission-Level look-
ahead OPF. Note that each time, the OPF commands after the M-th step are discarded and 
are never applied as Distribution-Level commands. 
4.7. Numerical Results and Examples 
This paragraph is dedicated to results from the application of the models formulated 
in paragraphs 4.2 - 4.6 and the execution of the corresponding AC-OPF look-ahead 
dispatch formulated in Chapter 3. Various test cases, ranging from small instructive 




Distribution System Case, and the accuracy and limitations of the aggregate modeling 
procedure outlined in paragraph 4.6. 
4.7.1. Energy Storage Results 
Energy storage system dispatch is, from an applications perspective, one of the most 
important justifications behind the look-ahead dispatch formulations discussed in this 
chapter. Detailed results from the dispatching of storage units in the IEEE 30 Bus system 
and the Polish 2383 Winter Peak systems were presented in Paragraph 3.4, where the 
comparison of storage dispatch between AC-OPF and DC-OPF methodologies was 
discussed. Hence, this result section will focus mostly on a sensitivity analysis of System 
Cost as a function of storage penetration for various renewable energy scenarios. 
 
Figure 4.4: IEEE RTS 24 Bus Total System Cost under various storage scenario 
The AC-OPF look-ahead methodology was applied to the small-size IEEE 24 Bus test 
case, for a given loading scenario, and various renewable and storage penetration scenarios. 
The scatter plot of operating costs for various scenarios is shown in Figure 4.4. Note that, 
for each storage penetration scenario, renewable penetration was increased up to the point 




The maximum feasible wind penetration for each storage penetration scenario is given in 
Table 4.1 
The following conclusions can be drawn from this small case study: 1. Maximum 
Feasible Wind Penetration increased with wind penetration, but at a decreasing rate, and 
saturates at some point. This is due to the fact that after a given penetration of storage, 
issues arise that storage penetration cannot address (for example congestion patterns not 
affected by the current location of storage). 2. Total cost decreases with storage for all 
scenarios. The marginal value of storage (the decrease in total cost for a small change in 
storage) seems to be initially roughly the same for small renewable capacity (roughly 
0.2$/MW/day), but it gradually decreases, in extreme levels of renewable penetration. 





MAXIMUM FEASIBLE WIND 
PENETRATION (MW) 
126 984 1,230 
252 1,968 1,425 
504 3,936 1,800 
756 5,904 2,010 
1,008 7,872 2,040 
1,260 9,840 2,040 
 
 
4.7.2. Thermostatically Controlled Loads 
For the purposes of investigating the potential applicability of the Thermostatically 
Controlled Active load introduced in Paragraph 4.4, we vary the level of penetration of 
TCL’s as a percentage of system load and record the results in terms of total operational 
cost as well as total energy consumption by thermostatically controlled loads. 




centralized dispatch) and the same quantities are monitored. The purpose of the comparison 
is to investigate whether a decrease in cost runs a risk of increase in energy consumption, 
due to less efficient operation of TCL’s. 
Table 4.2: Effect of TCL control on Cost & TCL Consumption 















5% 6.9788e+06 959.5052 6.9966e+06 904.1704 
7.5% 7.0496e+06 1.4421e+03 7.0711e+06 1.3560e+03 
10% 7.1257e+06 1.9269e+03 7.1502e+06 1.8080e+03 
12.5% 7.2048e+06 2.4113e+03 7.2344e+06 2.2601e+03 
15% 7.2874e+06 2.8950e+03 7.3230e+06 2.7121e+03 
 
The test was run in the 24 Bus IEEE Reliability Test system and the results are shown 
in Table 4.2. It is interesting to note that centralized TCL dispatch achieves important cost 
reductions, reaching up to 0.7% reduction in total cost for a 15% penetration of controllable 
TCL loads. This reduction potential in total cost, coming exclusively from a small change 
in system operations, i.e. the inclusion of TCL’s in centralized dispatch, seems extremely 
attractive. However, it should be noted that significant investments in real-time TCL 
monitoring and communication equipment are needed to achieve their inclusion to the 
dispatch procedure. Nevertheless, the existence of this untapped potential is worth noting. 
Another significant observation is that the TCL dispatch comes at a cost of less 
efficient operation of these loads, as their total energy consumption is evidently higher in 
all cases, if they are under centralized dispatch. Even though total energy consumed 




appropriate incentives must be designed for customers to participate in TCL dispatch, given 
that their individual consumption will actually increase. 
Sample results for the effect of centralized TCL dispatch are shown in Figure 4.5. The 
total system load with and without centralized dispatch, as shown in Figure 4.5a, is 
characterized by a smaller peak load in the dispatched case. Of course, increased 
consumption is required in earlier periods to pre-cool the air-conditioned space and avoid 
temperature violations. The duty cycle (dispatch decisions) and the corresponding 
temperatures for three sample TCL’s are shown in Figure 4.5b,c, where the pre-cooling 










Figure 4.5: TCL dispatch results (a) Net Load (b) Sample TCL temperatures (c) Sample 
TCL controls 
 
4.7.3. Dynamic Line Ratings 
The purpose of this case study is to investigate the effects of dynamic line rating used 
in conjunction with the look-ahead AC-OPF formulation. Namely, we will focus on the 
comparison between static (MVA based) line ratings and dynamic (temperature based) line 
ratings. Dynamic line ratings provide additional flexibility, since they provide the 
capability to plan ahead the overload of a certain transmission line, either to maintain 
feasibility of the OPF, or simply to reduce cost. In this paragraph, we will compare results 
for two power systems that are identical in all aspects except one: in System A, all 
transmission line models feature static ratings, whereas in System B, transmission lines are 
modeled using the dynamic line rating model of Paragraph 4.3. 
It should be noted that, whenever feasibility of the OPF cannot be achieved in a certain 
period, load shedding (rejection) is required in that period to attain a feasible solution. Load 
shedding consists of selectively reducing loads in specific buses. In order to highlight the 
capabilities of the Dynamic Line Rating model in guaranteeing feasibility in otherwise 




for each system. Minimal load shedding results are obtained a relevant look-ahead AC-
OPF formulation that is interesting in its own accord and is discussed at length in Chapter 
3. For feasible cases (where no load shedding is needed), cost results will also be reported. 
Table 4.3: Comparison of Static versus Dynamic Line Ratings for IEEE 30 Bus System 






























98 1.9291 1.6880 N/A 0.0034 0.0016 N/A 
100 6.4477 6.1939 N/A 0.0983 0.0951 N/A 
102 18.2616 18.0085 N/A 1.9294 1.9291 N/A 
104 35.9374 35.6559 N/A 5.4511 5.4506 N/A 
Table 4.4: Maximum Lagrange Multiplier – IEEE 30 Bus System 
LOAD  
(% OF BASE) 
STATIC RATING DYNAMIC RATING 
max  max  
94  535.3731 395.2749 
96  712.6980 398.4069 
98  988.0519 569.3133 
100  1.0088e+03 803.4572 
102  1.0297e+03 995.6196 
104  1.0506e+03 1.0195e+03 
Our first system of interest is the IEEE 30 bus system. The results for System A and 
System B are presented in Table 4.3 and Table 4.4. The results verify that the magnitude 
of load shedding is reduced if Dynamic Line Ratings are used, compared to the static 
ratings case. Furthermore, the total operating cost, for cases where load shedding is not 
needed, is reduced in the case of System B. It should be noted that reporting operational 
cost in cases where load shedding is required would not be meaningful, because the 




load. Furthermore, the Lagrange multiplier at bus 8, which is the highest Lagrange 







Figure 4.6: Results for base case scenario a. Load Pattern b. Load Shedding Schedule c. 
Lagrange Multiplier at bus 8 
 
The reasons behind the results of Table 4.3 and Table 4.4 can be explained with the 
help of Figure 4.6. In this figure it is evident that, in case A, load shedding is needed during 




rating case, except for a minor load shedding needed during the largest peak. Finally, the 
Lagrangian multiplier in bus 8, shown in Figure 4.6c, is evidently larger during the critical 
periods for the static ratings case. If the interpretation of the Lagrangian multiplier as a 
marginal cost of electric power is used ($/MW), this means that dynamic line rating has a 
sizeable effect in reducing the Locational Marginal Price (LMP) in the most constrained 
region of the system. The reason of the high LMP in bus 8 is due to the congestion of line 
6 – 8. Thus Figure 4.6c highlights the capability of this modeling technique to stabilize 
electricity prices and alleviate the negative effects of congestion. 
Some details regarding the first order dynamic transmission line rating model are 
shown in Figure 4.7. The two congested lines in the system, line 6-8 (135kV, 35 MVA) & 
line 25-27 (135kV, 16MVA) are examined. As shown in Figure 4.7a,c, use of the dynamic 
line rating allows temporary overload of both lines, in order to service the load, contrary to 
the static line rating methodology. As shown in Figure 4.7b,d the first order dynamic line 









Figure 4.7: Dynamic Line Rating Results in base case scenario 
 
The above observations were made on a rather simplified sample IEEE standard case 
with a small number of buses. In order to more properly study the benefits of dynamic line 
rating modeling in a realistic system, a similar testing methodology was applied to the 
PEGASE 1354 system, a reduced equivalent of the entire European interconnected system, 
complete with comprehensive line rating data [128]. Unfortunately, dynamic line rating 
data was not readily available. As a result, realistic line parameters and thermal constant 
were assumed, using the corresponding IEEE standard [118]. A 7 hour loading scenario, 
with peak load 80,365MW was tested. This results in a look-ahead AC-OPF model with 
223,482 variables and equality constraints and 195,804 inequality constraints. The results 
are summarized in Table 4.5 and Table 4.6. 
Table 4.5: Comparison of Static versus Dynamic Line Ratings for the PEGASE 1354 
System 


















96 1.5245 -0.1705 2.8679e+06 1.6513 -0.2097 2.8678e+06 
100 1.6754 -0.1109 2.9893e+06 1.3256 -0.1858 2.9891e+06 
104 1.4186 -0.1155 3.1109e+06 1.6530 -0.1069 3.1107e+06 
110 3.6608 0.2000 3.2940e+06 2.2641 0.0131 3.2936e+06 
115 314.4635 45.4552 N/A 3.7350 0.2812 N/A 





Table 4.6: Maximum Lagrange Multiplier – PEGASE 1354 System 
LOAD  
(% OF BASE) 
STATIC RATING DYNAMIC RATING 
max  max  
96  113.7307 112.9966 
100  115.131 114.3696 
104 116.7387 115.8559 
110 121.6062 120.3828 
115 515.8255 190.2477 
120 537.3071 523.1247 
 
The results indicate that a negligible amount of load shedding is required in the base 
case (indicating a feasible solution). The effects of Dynamic Line Ratings in total system 
operating cost seem to be negligible, less that 0.1%. However, if load is gradually increased 
(in an effort to increase system stress) the load shedding required in order to restore 
feasibility is evidently less if Dynamic Line Ratings are considered in the look-ahead 
formulation. In fact, at 115% loading, load shedding can be largely avoided and at 120% 
loading it can be greatly reduced by introducing dynamic line ratings. The same picture 
can be painted by looking at maximum Lagrangian multipliers. Indeed, these multipliers 
are consistently larger for the static line rating case. As constraints become binding and 
load shedding is required, Lagrange multipliers in the corresponding buses abruptly rise. 
If dynamic line rating is modeled, however, congestion can be relieved, thus reducing the 
Lagrange multipliers in the neighboring buses. If these lagrangian multipliers are used for 
pricing, the beneficial effect of dynamic line ratings in mitigating price spikes is, once 
again, apparent. 
4.7.4. Active Distribution System 
The active distribution system modeling methodology was applied to a sample active 




controlled loads and battery storage systems, which means that the disaggregation of P-Q 
commands is eventually cast as the least squares problem given in (32). 
To test the generality of results, the parameters of all devices are drawn from a uniform 
random distribution around certain chosen central values. The various classes of devices 
are defined as shown in Table 4.7. 

















Class A TCL 2.9±5% 350±10% 8.0±10% 0.95 0.91±10% 18.0 24.0 
Class B TCL 3.4±5% 350±10% 8.0±10% 0.95 0.94±10% 17.0 23.0 
Class C TCL 2.9±5% 450±10% 8.0±10% 0.95 0.88±10% 18.5 24.5 
Class D TCL 3.4±5% 450±10% 8.0±10% 0.95 0.91±10% 17.5 23.5 








Class A Battery 0.9±1% 0.9±1% 4.4±1% 0.1±1% 6±1%   
 
A test feeder of 1,000 active devices, consisting of 200 TCL’s from each class and 200 
batteries was created. The maximum consumption of the feeder is approximately 7MW. A 
scatterplot with R & C values in the feeder considered in this Chapter is shown in Figure 
4.8. 
 




The aggregation problem for this feeder is addressed by solving the ellipsoidal feasible 
region approximation problem (31). The data for this problem comes from a simulation of 
the feeder, where the inputs for the batteries and TCL’s are randomly decided. A sample 
execution of this “aggregation phase” is shown in Figure 4.9. The choice of penalty factor 
γ in (31) crucially affects the resulting model. A smaller γ yields a larger feasible ellipsoid, 
but may overestimate the actual polyhedral feasible region, while the a larger γ will yield 
a more conservative approximation and may lead to severe contraction of the feasible set 
if the number of steps increases. We consider erring on the conservative side is always 
preferred, and a penalty factor 200 is chosen for the remaining results in this chapter, 
unless otherwise stated. 
 
   




   
   
Figure 4.9: Feasible Polyhedron versus Ellipsoidal approximation for various penalty 
terms 
 
As a first numerical experiment, we run a 100-step random simulation of this feeder 
and obtain an aggregate model by solving (31). Subsequently, we connect this feeder to 
bus 17 of the IEEE RTS 24 bus system and run the look-ahead OPF with a 10 minute 










Figure 4.10. Single-Run Distribution System Scheduling a. Net System Load b. Active 
Power Schedule c. Reactive Power Schedule 
It should be noted that for this first experiment, we do not implement the receding 
horizon scheme of Figure 4.3. Instead, we perform a single run of the optimization 
algorithm for the entire day, and then we fit the operation of the feeder to the look-ahead 
OPF result, using the minimization scheme of (33). As shown in Figure 4.10b, the 
algorithm manages to schedule the distribution system so that consumption is reduced 
during the peak load of the system, at around 12pm. The dashed line at Figure 4.10b is the 
schedule provided by the solution of the look-ahead OPF with the aggregate model 
obtained by the simulation data, while the solid black line is the closest L2 norm fit 
resulting from the solution of (33). Hence, even though the model proves useful in 




feasibility of the target schedule (i.e. the objective of (33) is not zero). This was expected, 
since our aggregate model is an approximation to allow for  transmission system 
optimization, not an exact modeling approach. This suggests the need for the receding 
horizon optimization approach of Figure 4.3. The TCL schedules for four TCL’s of 
different classes, which result from the solution of the L2 norm fit problem are shown in 
Figure 4.11. 
 
Figure 4.11: TCL temperature for the consumption schedule of Figure 4.10. 
Note that, according to Figure 4.11 all TCL’s are turned OFF during the peak times, 
in order to reduce distribution feeder consumption, which explains the temperature rise. 
Furthermore, their temperature does not violate the maximum temperature settings for each 
class, which are shown in Table 4.7. This is due to the constraints enforced in the fit 
problem (33). 
If the target dispatch is not realizable, this is a significant problem for the decision-
maker (e.g. the balancing authority of the transmission system), especially if the active 
power consumption is different from the scheduled one. Large errors, such as the one 
showed in Figure 4.10 should be unacceptable. Use of the receding horizon framework is 




specified intervals and re-solving of the look-ahead scheduling algorithm will allow a 
reduction of the inaccuracies, because it allows extraction of renewed state information for 
all TCL’s and Batteries in the system and obtaining of a renewed aggregate model, thus 
not allowing an accumulation of errors in the aggregate model.  
The results for the distribution system scheduling, for the same net load pattern as 
Figure 4.10a, in the same transmission system (RTS ’79) and the same feeder composition 
as in Figure 4.8, are shown in Figure 4.12. The dashed lines denote the target consumption 
schedules given for the rest of the day by the look-ahead OPF. There are 10 different dashed 
lines, each corresponding to a different target schedule, as the look-ahead OPF is solved 
every two hours. The black line corresponds to the actual consumption, given by the 
solution of the L2 norm minimization problem. Note that only two hours of each target set 









Figure 4.12: Aggregate Distribution System Scheduling for a 2h Dispatch Horizon 
 
From Figure 4.12a it should be noted that there is no error between the target active 
power consumption and the actual consumption. However, there is some error in the 
reactive power consumption, due to the small weight factor λ=0.3 used in (32), to reduce 
the importance of reactive power fitting. Active power mismatches can be much more 
threatening to power system operation than reactive power imbalances. It is also of note 
that, as shown in Figure 4.12, the schedule shows abrupt changes every two hours, as the 
model is updated, as expected. Note that the general schedule pattern is quite similar to the 
one yielded by the single-pass approach in Figure 4.10. 
 




Figure 4.13 shows the result of the L2 norm fit problem when it comes to the home 
temperature for four different TCL classes, in order to get the response shown in Figure 
4.12. Note the general pattern of pre-cooling the houses in the early off-peak hours and 
turning-off the air-conditioners in peak times. Furthermore, note that different TCL classes 
have different thermal models, and are scheduled in different manners by the L2 norm 
minimization algorithm. 
In the final results for this section, we will show the operation of the distribution 
system with a receding horizon dispatch, and a 1h dispatch horizon. This results in 20 
different dispatch schedules within our 20h period of consideration. The results are shown 
in Figure 4.14. We see that we achieve a zero error between target and realizable dispatch 
for active power (Figure 4.14a), but occasional errors exist again in the reactive power 








Figure 4.14: Aggregate Distribution System Scheduling for a 1h Dispatch Horizon 
In an effort to explain the operation of this framework, we accompany Figure 4.14 
with Figure 4.15. In Figure 4.15 we show the feasible region the approximate aggregate 
model yields with a dashed black line. The circle shows the look-ahead OPF target 
consumption, as given by the dashed lines of Figure 4.14, while the square shows the 
realizable consumption given by the solid black line of Figure 4.14, which is the result of 
the L2 minimization scheme. Only 12 steps (the first two dispatch horizons) are shown in 
Figure 4.15. 




   
   
   
Figure 4.15: Feasible regions of the aggregate model, target consumption & L2 closest 
consumption per step, for the results of Figure 4.14 
 
It is evident that the two points overlap in most cases, showing a zero error between 
target consumption and actual consumption, verifying the applicability of the approach. 
However, in some cases such as step 7, the two points do not overlap, allowing for an error 
in reactive power consumption, which is also shown in Figure 4.14b. 
It should be noted that the following tools were used in this chapter. The L2 norm 
minimization problem was modeled using YALMIP [129] and the polyhedral feasible 




problem to obtain the parameters for the aggregate modeling of distribution systems was 






Chapter 5. Stepwise De-Relaxation Algorithm 
& Minimal Load Shedding 
i
mkI  
Artificial mismatch variable vector at step k and iteration i 
of the algorithm 

 Mismatch penalty factor 
k  Mismatch scaling variable at step k of the look-ahead OPF 
max  Maximum value of mismatch scaling variable at each step 
i  Active constraint set at iteration i of the algorithm 
ks  
Load shedding percentage at step k, in the Sheddable load 
model 
LL jbg   Nominal impedance of sheddable load model 
sha  Quadratic load shedding penalty factor 
shb  Linear load shedding penalty factor 
G  
Set of generators in the transmission system 
L  
Set of loads in the system 
  Margin of safety for load shedding cost factors 
5.1. Introduction 
Feasibility of the look-ahead flexible OPF is not always guaranteed. Various issues 




flow equations and insufficient ramping capability of conventional generation. Such 
examples of infeasible situations were also discussed in the results section of Chapter 4. 
Such situations are likely to occur in the aftermath of a critical outage of a transmission 
line or a large generating unit. In those cases Remedial Action Schemes (RAS) need to be 
deployed to restore feasibility. Whenever possible, such actions should be limited to 
rescheduling of normal operating controls, such as generator re-dispatch and adjustment of 
transformer tap-settings to regulate voltages in the grid. However, whenever feasibility 
cannot be restored thusly, emergency actions such as load shedding must be deployed. 
Load shedding is a very undesirable course of action and its magnitude must be minimized 
to the least amount possible to attain feasibility. 
For this purpose, in order to complete the look-ahead OPF framework, we must 
develop formulations and methods to calculate remedial actions. These algorithms should 
allow for the possibility of load shedding, i.e. reducing system load to guarantee feasibility. 
Two methodologies are discussed in this Chapter to achieve this. The first is an iterative 
algorithm consisting of initially relaxing power flow equality constraints (thus removing 
loads from the system) and gradually de-relaxing the equalities and stressing the system 
until infeasibility is detected or convergence is achieved. The second is an alternative 
implementation of the look-ahead problem with the addition of a sheddable load model. 
This results in a composite objective function that aims to achieve a trade-off between 
minimal load shedding and minimal operating cost. The benefits and disadvantages of 
those two methods, as well as potential applications are also discussed, and a direct 




5.2. Stepwise De-Relaxation Approach 
One way to allow for localized remedial actions schemes is to allow for a relaxation 
of power flow equations at each step. Power flow equations are included in the equality 
constraints of model (6). Hence, their relaxation consists of introduction of artificial 
mismatch variables mI . Since equality constraints are enforced separately at each step in 
(6), a different mismatch variable km,I  is introduced for each step k. The main idea of the 
approach discussed in this chapter is to not enforce equality constraints at zero at each 
iteration i, but allow a deviation from zero equal to i km,I  at each step k. The magnitude of 
mismatch variables is also penalized in the objective function with a penalty factor of μ. 
However, this approach would not guarantee convergence to small enough equality 
constraint values in feasible cases, since the value of μ that is large enough to guarantee 
that is unknown. For this purpose, an iterative approach is adopted. Namely, at each 
iteration i, the value of the mismatch variables is multiplied by a variable k , smaller than 
1, which is part of the optimization problem. In order to enforce a certain rate of reduction 
of mismatches at each iteration, this variable is constrained to be less than max This 
guarantees an upper bound on the rate of reduction of the mismatches to zero as iterations 
progress.  
If we initialize the mismatches 0 ,kmI  to values such that loads are zero, which means 
that 0 ,kmI  is equal to the loads at each bus, then the above approach is equivalent to gradual 
loading of the system, whereby the load at each bus is increased by at least a fixed 




load, since flows in lines and transformers will be zero. Empirical observation suggests 
that, as system loading increases in the course of algorithm execution, more constraints 
will be violated, as line limits are exceeded. Hence, the algorithm is modified to begin with 
an empty set of enforced inequality constraints, and adaptively add constraints to the 
enforced set as constraints are violated. Constraint violation is after the solution of the 
optimization problem at step i. If it is detected, then the algorithm remains at iteration i and 
the violated constraints are added to the monitored set i  and the i-th iteration problem is 
re-solved with the new constraint set. This procedure is repeated until no constraints are 
violated.  























































































It should be noted that, at each iteration, solution is repeated until no inequality 
constraint violations are found for the given level of mismatch variables. This guarantees 
that iterations and further loading of the system will not proceed unless a solution that 




dispatch of control variables and a load shedding schedule that collectively result in a 
feasible solution with respect to the inequality constraints. 
If a feasible solution can be attained, outer iterations are repeated until mismatch 
variables become sufficiently small, so as to make load shedding infinitesimally small. This 
corresponds to an overall feasible solution. The added by-product is that the set of enforced 
inequality constraints is not the entire set of constraints, but only a subset that were violated 
during the execution of the algorithm. This allows for a slight alleviation of the 
computational cost of the iterative algorithm.  
If a feasible solution is not possible then the solver will fail at some level of mismatch 
variables whose magnitude is not negligible. In that case, the algorithm retrieves the 
previous successful solution, which corresponds to a larger value of mismatch variables 
for which a solution was possible. Hence, even in infeasible cases, the algorithm outputs a 





Figure 5.1: Gradual Enforcement algorithm with adaptive inequality constraint set 
A flow chart outlining the stepwise de-relaxation algorithm is shown in Figure 5.1. It 
should be stressed that this algorithm is sensitive to the manner with which the mismatch 
variables are initialized, i.e. the manner with which the initial controls and states are 
chosen. In this framework, we initialize the control variables of all devices so that current 
injections in (1a) from generating devices are zero, all voltage variables are at 1 pu and all 
imaginary parts of voltages are at zero. This means that all loads are consuming power at 




loads. Hence, at the initial step, 0 ,kmI  is initialized at the value of the system’s loads at step 
k of the multi-step formulation and they are subsequently reduced at further steps. 
The intermediate problem at step i in (34), is solved using the primal-dual interior 
point algorithm for NLP, using IPOPT, as detailed in Chapter 3. The optimal solutions 
},{ ** ii UX  at iteration i are used as the initial guess for the primal-dual interior point. 
It should be noted that, using this methodology, the same variable k  is shared across 
all inequality constraint at each step k. Hence, the initial mismatch is relaxed evenly across 
all equality constraints at each step k, by a factor of at least max  per iteration. Hence, in 
each step of the look-ahead OPF, Kirchhoff’s law is enforced uniformly at each node in 
the system, which means that all loads in all buses will participate uniformly in load 
shedding if the algorithm of Figure 5.1 indeed terminates prematurely. This may lead to a 
load shedding with non-minimal magnitude, since this algorithm does not allow 
localization of load shedding in specific buses, in order to attain feasibility. 
5.3. Sheddable Load Model 
Since the above approach does not allow localization, it is reasonable to seek an 
alternative load shedding approach that restores feasibility, while also allowing for unequal 
load shedding percentages in all buses.  
For this purpose, all rigid load models are replaced by sheddable load models in the 
formulation. In the sheddable load model, the rigid power consumption of active power kP  
and reactive power kQ  is replaced by a relaxed power consumption of   kk Ps1  and 




variable is used for active and reactive power, signifying that load is shed uniformly. 
Separate curtailment of active and reactive power would not be an accurate representation 
of realistic load shedding capabilities. Namely, load is interrupted in bulk at substations, 
and a certain load interruption is expected to have a roughly equal effect in active and 
reactive power load. This approach is aligned with existing load shedding literature [75], 
[77]. 
Similar to standard form models detailed in Chapter 4, the sheddable load model is 
defined as: 
    
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However, unlike the conventional constant power load, which does not participate in 
each period’s objective function, in the sheddable load model load curtailment must be 




operating conditions, when the OPF is feasible. For this purpose, a quadratic contribution 
is assumed, similar to that of generators in (14). It should be noted that the amount of active 
power shed at step k, which should be penalized, is equal to kk Ps  , hence the cost function 
of the sheddable load model at step k is a quadratic function of that quantity: 
 kkshkk Psbf ),( ux  (37) 
A depiction of the differences between the rigid constant power load model and the 





Figure 5.2: Load Models (a) Rigid Load Model (b) Sheddable Load Model 
 
However, it is not evident what the choice for the penalty factors shb  should be. Unlike 
generator models, such cost data does not exist for load models, since the monetary value 
of load interruptions cannot be explicitly known. However, existing studies seem to 
indicate a significant cost for interruptions, exceeding by far the cost of energy by 
conventional generators [133], [134]. 
Hence, the choice of penalty factors for load shedding will be purely artificial; in order 
to ensure that load shedding is not activated unless it is required. For this purpose, marginal 




bus, provided by normal means, i.e. by generating plants. For this purpose it would be 
appropriate if load shedding cost factors were strictly greater than the corresponding cost 
factors of the most expensive generator, plus a margin of safety in order to account for 
marginal cost of losses in the transmission network. Given that losses are not expected to 
exceed 10% in extreme cases, this margin of safety need not be larger than that amount. 







Where   is a safety factor larger than zero. The above heuristic suggests that a value 
of   close to 0.1 should be adequate to achieve the desired performance. This is a heuristic 
choice that guarantees the following fact for marginal cost of load shedding: 
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Hence the marginal cost of load shedding is larger than the marginal cost of any 
generator in the system, by a desired margin of safety. Due to the non-convexity of the 
problem, this does not guarantee that the globally minimal load shedding will be found. 




5.4. Minimal Load Shedding Formulation 
By replacing the rigid load models with sheddable load models, the resulting look-
ahead dispatch formulation changes, particularly with respect to its objective function. The 
control vector is also extended to include load shedding percentages for all loads. The 
resulting multi-step OPF formulation is: 
 






































































It should be reminded that kgP ,  and kls ,  are elements of the control vector kU  and 
klP ,  are elements of the parameter vector kP . The corresponding formulation without load 
shedding capabilities is: 
 

































































































5.5. Results  
It is of interest to compare the two Remedial Action Scheme methods that were 
proposed in this chapter, with respect to the amount of load shedding required in infeasible 
cases, as well as their performance in feasible (no load shedding required) cases. 
Furthermore, some results are presented regarding the convergence of the stepwise de-
relaxation method, specifically emphasizing on the number of enforced constraints, to 









Figure 5.3: PEGASE 1354 Bus System a. Missmatch Logarithm Per Iteration b. Number of 
active constraints 
 
An initial case study on the performance of the stepwise de-relaxation method is 
shown in Figure 5.3. The case study in question is a static (single-step) AC-OPF of the 
1354 PEGASE System standard case. As expected, the choice of parameter max  affects 
the rate of convergence. Lower value of max  guarantees a faster convergence rate. As 
outlined in the algorithm definition, the algorithm is expected to multiply mismatches by a 
factor of at least max  in every iteration of the algorithm. For this reason the logarithm of 
mismatches appears as a linear function of iteration number, with a seemingly constant 
slope in Figure 5.3a. The algorithm execution stops at a desired tolerance level. The 
algorithm does not fail before reaching the mismatch tolerance level, indicating this is a 
feasible (zero load shedding) case.  
The total number of enforced constraints at the beginning of each iteration is shown in 
Figure 5.3b. We enter the algorithm with an empty constraint set, which is why all plots 
start at zero. As the system is loaded, i.e. the equality constraints at all buses are de-relaxed, 
more constraints are violated. It is of importance to note that most constraints are enforced 




even in unloaded cases. Our algorithm mostly fails to avoid enforcement of those 
constraints. However, the algorithm is very successful in avoiding consideration of line 
current limit and transformer current limit constraints. For all values of max , less than 
2,000 constraints are added in the monitored set, even though a total of 4,699 constraints 
exist in the system models. Our empirical observation regarding the correlation between 
system loading and constraint violation is true for current flows, but not so for voltage 
violations.  
Another observation to be derived is that the smaller number of monitored constraints 
is achieved for the algorithm with the slowest convergence rate, i.e. for 5.0max  . This 
is consistent with empirical expectation: smoother loading of the system means that 
constraints are violated gradually, unlike a more aggressive loading, where many lines are 
temporarily overloaded, before their constraints are eventually added in the monitored set. 
Hence, an execution of the algorithm with larger max  is expected to enforce the critical 
line constraints. However, this is not generally the case, as the more aggressive 









Figure 5.4. Polish 3120 Spring PeakSystem a. Missmatch Logarithm Per Iteration b. 
Number of active constraints 
The corresponding results for the Polish 3120 Bus Spring Peak version are given in 
Figure 5.4, where similar observations can be drawn. 
To highlight the capability of the method in reducing the number of enforced 
constraints, we provide Table 5.1, where the number of monitored inequality constraints at 
the conclusion of the algorithm is given for five feasible cases, as a function of max . The 
de-relaxation approach achieves reduction of the monitored inequality set by at least 50% 
in all cases. In systems with a very large number of constraints, this may yield benefits in 
execution times of AC-OPF solutions. It should be noted, however, that even though cases 
with small max  enforce a smaller number of inequality constraints in general, their 
convergence rate is smaller, thus presenting a tradeoff between size of monitored 
constraints set and number of iterations, which ultimately affects execution times. The 







Table 5.1: Number of enforced constraints for various case studies – static OPF 




Pegase 1354 1,398 1,876 1,865 1,737 4,699 
Polish 2383 winter 
peak 
2,386 2,385 2,385 2,385 7,662 
IEEE 30 bus 30 30 30 30 101 
Polish 3120 spring 
peak (110% load) 
2,251 3,291 3,284 3,137 9,933 
Finally, it is interesting to compare the amount of total load shedding required for the 
stepwise de-relaxation and the minimal load shedding algorithms, for a suite of infeasible 
cases. For this purpose, we start with initially feasible system cases and we symmetrically 
increase the system loading, until load shedding is required. For the stepwise de-relaxation 
load shedding is equivalent to premature interruption of the algorithm, before the desired 
level of mismatch variables has been reached. For the minimal load shedding, load 
shedding means nonzero value of load shedding controls in sheddable load models. The 
results for three sample systems and various levels of loading, and a static AC-OPF 
problem, are shown in Table 5.2-5.4. 
Table 5.2: Load Shedding as a function of system loading – IEEE 30 Bus 
 STEPWISE DERELAXATION MINIMAL LOAD SHEDDING 










100% 0.0017 9.0970e-04 8.1290e-06 4.1730e-06 
102% 0.0017 9.3114e-04 0.2588 0.2588 
103% 0.0018 9.4186e-04 0.5578 0.5578 
105% 2.1698 1.1629 1.1582 1.1582 












Table 5.3: Load Shedding as a function of system loading – Pegase 1354 Bus System 
 STEPWISE DERELAXATION MINIMAL LOAD SHEDDING 










100% 0.6561 -0.0082 0.0023 1.3891e-04 
105% 0.6927 -0.0015 2.6993e-04 1.1865e-04 
110% 0.7292 0.0052 2.0534e-05 2.0534e-05 
115% 0.7657 0.0119 1.9342e-05 6.2292e-06 
120% 0.8022 0.0186 8.6050e-04 8.6050e-04 
121% 0.8095 0.0200 6.7157e-04 8.6184e-05 
122% 0.8169 0.0213 3.6152 1.0444 
123% 571.1258 15.7059 18.5824 2.9129 
124% 1.2442e+03 35.9190 36.6521 4.8224 
125% 1.9225e+03 58.0919 56.9331 7.0939 
Table 5.4: Load Shedding as a function of System Loading – Polish 2383 Winter Peak 
 STEPWISE DERELAXATION MINIMAL LOAD SHEDDING 










100% 0.2207 0.0389 -0.0100 18.5478 
105% 0.2329 0.0430 -0.0019 26.8853 
106% 0.2354 0.0438 -0.0438 32.3027 
108% 0.2403 0.0454 -0.0138 40.5697 
110% 247.1916 47.4033 21.6716 52.6077 
 
From these results we can safely conclude that the minimal load shedding formulations 
allows for smaller amounts of load shedding in general, than the stepwise de-relaxation 
algorithm. This is to be expected, based on the approach followed by the two algorithms. 
The de-relaxation algorithm relaxes all constraints uniformly, as noted before, since they 
share the same   value. Hence, if congestion arises in a part of the system, the algorithm 
lacks the capability to localize load shedding in problematic areas, and iterations terminate 
with larger load shedding values. The opposite is true for the minimal load shedding 
formulation, which specifically ascribes a very high cost factor to load shedding quantities. 
Also note that nonzero load shedding is signaled even in feasible cases. This is not an 




load shedding values even closer to zero, but such accuracy is usually redundant in standard 
AC-OPF solvers (convergence tolerance does not exceed 10-5 in practice). 
Finally, one disadvantage of the minimal load shedding algorithm is the failure to 
penalize reactive load shedding. For this reason, purely reactive loads are shed 
indiscriminately even in feasible cases, resulting in the nonzero reactive shedding values 





Figure 5.5: Load Shedding Per Bus (a) Active Shed (b) Reactive Shed 
As mentioned, the minimal load shedding formulation minimizes total load shedding, 




IEEE 30 bus system, this is bus 8, as shown in Figure 5.5, where the active shedding (figure 
a) and reactive shedding (figure b) per bus are plotted. Comparing with the corresponding 
results for the stepwise de-relaxation algorithm, we conclude that the latter tends to 
distribute load shedding between buses and thus will naturally yield larger load shedding 
outputs. However, a side benefit of that approach is that buses will share the burden for 
load shedding proportionally to their rated load values, hence not penalizing one bus in 
particular more than others. As shown in Figure 5.5, the load shedding required for bus 8, 
both active and reactive, is reduced in the stepwise de-relaxation case, compared to the 







Chapter 6. Contingency Selection 
6.1. Nomenclature 
iS  MVA loading of line i 
irS ,  MVA rating of line i 
L  Set of transmission lines 
ju  Contingency control variable of device j 
ON
jg  Device j on model 
OFF
jg  Device j off model 
dN  Number of devices in the system 
u  1dN  system-wide contingency control vector 
x  1sN  system-wide state vector 
g  1sN  System-wide (power-flow) equations 
h  1hN  System-wide inequality constraints 
f  Performance index expression 
h  1hN  inequality limits 
),( 00 ux  Pre-outage operating point 
jw  Weight of j-th constraint in margin index expression 
tys ,,  1hN  auxiliary variable vectors 
z  13 hN  concatenated auxiliary variable vector 
H  13 hN  Auxiliary variable equations 
ẑ  13 hN  costate vector 
T




P  The set },,{ cba  of system phases 
)( p
jI  RMS current through phase p circuit of line j 
jratedI ,  Rated current of line j 
B  Set of buses in the system 
jpV  Voltage at phase p of bus j 
jj VV ,  High and low voltage limit of bus j 
bandV  Width of voltage band jj VV   
G  Set of Generators in the system 
jj
QQ ,  Reactive power limits of device j 
jgS ,  MVA limit of generator j 
M  Number of criteria in multi-criterion algorithm 
K  Number of maximum misses until termination 
S  Number of misses until criterion switch 
jir ,  i-th ranked outage by criterion j 
rnk  Multi-criterion ranked list 
jConn  Connectivity set of device j 
jm  Number of (local) states in model of device j 
jx  1jm  local state vector for device j 
Nj Connectivity matrix of device j 
)( jA  







A framework for performing fast online contingency selection in unbalanced power 
systems is presented in this Chapter. Selection methods are typically based on the principle 
of identifying the effect of contingencies on multiple normalized performance indices and 
ranking them using the results. Presently used performance indices are highly nonlinear 
and they are known to mask the effects of single contingencies leading to 
misclassifications. In this Chapter we propose two new methods, one relying on margin-
based performance indices and another based on state sensitivity. New performance indices 
are proposed based on margins of (a) circuit loading, (b) bus voltages and (c) reactive 
power. In addition, a state sensitivity method is proposed which estimates a system’s post 
contingency operating state via a single iteration of the Quadratized Power Flow model 
and provides estimates of post contingency line loading, bus voltages and reactive power 
levels. Numerical experiments on a three phase version of the IEEE Reliability Test System 
show that the proposed performance indices yield more accurate results, at a computational 
cost comparable to a single power flow iteration. The state sensitivity method is more 
accurate in identifying critical contingencies but its computational cost is higher. The 
method has been also demonstrated in the larger PEGASE systems. 
While the existing literature has covered the topic of contingency selection and 
analysis for balanced networks using single-phase equivalent models for power system 
components, the application of contingency selection methodologies in unbalanced 
networks remains an unexplored area. Furthermore, existing PI methods use metrics such 
as the post-contingency real power line flows or the post contingency voltage deviation 




constraint is expressed in terms of line current, and not line apparent power flow, hence 
the existing PI methods are potentially inaccurate predictors of post-contingency line limit 
violations when voltages are abnormal.  
The methodologies proposed in this paper combine accuracy and speed and allow 
reliable selection of critical contingencies. The proposed margin indices: (1) directly 
quantify the distance from constraint violation and (2) the constraint is expressed in terms 
of the actual constraint physical quantity, for example electric current for thermal limits. 
The need for this approach is motivated by the fact that actual power transmission systems 
exhibit imbalance and they are limited by ampacity. Figure 6.1 illustrates a snapshot of a 
345 kV transmission system. Note current imbalances as high as 23.9%, 7.7% and 7.09% 
for the three circuits respectively.  
 
Figure 6.1: Snapshot of an actual 345 kV System Indicating Imbalances 
The three-phase formulation allows separate treatment of each phase, addressing 
unbalanced cases. Second, the proposed state sensitivity method is characterized by 
decreased computations, due to the application of the compensation method for low-rank 
corrections of the Jacobian (see 6.2). Furthermore, the proposed methods assign a different 
weight to each constraint, based on the pre-outage proximity to the limit. Finally, both the 
index-based filtering and the state sensitivity indices discussed here constitute an extension 





The proposed methodologies have been implemented using a three-phase unbalanced 
solver (quadratized power flow) and are applicable to unbalanced power system operation. 
Results on accuracy and execution time in various systems highlight the applicability of 
the discussed contingency filters. A detailed examination of contingency analysis results 
on the IEEE 72 bus system also helps reveal the potential need for three phase security 
analysis in transmission networks. The performance of the methods in large systems is 
demonstrated on the PEGASE systems. Regarding notation, note that the subscript 0 
denotes the value of each quantity before any outage occurs and the superscript (j-) denotes 
the value of each quantity after the outage of device j. 
6.3. Margin Index Method 
The legacy performance index methods are described in the literature. One of the 






















In the generalized contingency selection method discussed here, the effect of 
contingencies must be modeled in the device level, and the system level effects of the 
outage will be determined upon combining and solving the system level equations (network 
model). The proposed contingency modeling approach as well as the proposed approximate 




6.3.1. Contingency Modeling 
In order to model the effects of the contingencies in the device level, the use of 







outaged is device if,0
loperationa is device if,1
ju  (44) 
Using the contingency control variable approach, each device model is extended to 
include the device outage model, in addition to the standard operational model of the 

















The Device Outage Model OFFjg   describes the behavior of the device when it is 
outaged and is typically straight-forward to obtain. For transmission lines, the outage 
model is characterized by zero currents in all terminals (open circuits) while for more 
complex devices, such as synchronous generators, the outage model becomes slightly more 
involved as the outage of a generator requires that the remaining generators change their 
output or that the voltage controls for a bus may change, as it transitions from PV to PQ. 
Upon combination of the device models, using KCL at each node to combine each 
terminal’s current equations, a set of system equations is obtained: 
 ),(0 uxg  (46) 
6.3.2. Margin Index Method 
Suppose a feasible operating point is characterized by the power flow equations (46) and 




 ),( uxhh   (47) 
Suppose the system is operating at a pre-contingency solution defined by ),( 00 ux  that 
satisfies (46) and (47). In order to define an aggregate performance index suitable for 
quantifying the likelihood of constraint violations at a given operating point, we define the 








0),,(max ux  (48) 
The first step is elimination of the max function from (48) by introducing auxiliary 




















This auxiliary model ensures that jy  becomes zero if and only if js  is negative, 
otherwise jt  is zero and jj sy  . 
The additional equations defined at (49) are symbolized as ),,,,( tysuxH . We refer to 
tys ,,  collectively as auxiliary variables z. Note that equations (49) are analytic while 








)(z  (50) 
Using a first-order approximation the resulting changes in the margin index, the 






































































The resulting expression for the change in the performance index caused by a change 


























































J  (52) 













































Note that these vectors do not depend on the specific outage and hence can be 
evaluated only once, reducing computational cost. The first order estimate of the margin 


















 TTJ ˆˆ  (54) 
Given the co-state vectors and the sparsity of the Jacobian matrix xg  /  and the 
auxiliary equation Jacobian matrix zH  / , the calculation of J  is computationally 
efficient with sparse operations.  
The choice of constraint weights jw  is important. In this paper, constraints are weighted 
adaptively, based on proximity of each constraint to the limit in the pre-outage operating 




 ),(0 00 uxg  (55a) 
 ),( 000 uxhhh 
 
(55b) 


















Note that the advantage of the above condition is the constant right hand side. Hence, 
the factor at the left hand side is a good heuristic weight for the “severity” of a change in 
constraint value, as the system moves from ),( 00 ux  to ),( ux . For this reason, the weight 









  (57) 
6.3.3. Current Margin Index 
One proposed MI is a three phase index defined as the margin between the ampacity 
limit of each phase of the device and the actual current flowing through that phase.  













Note that the phase currents in (58) are functions of system voltages and hence functions 
of x. The set L is the set of all circuits in the system. A Margin Index that quantifies the 










,,  (59) 




Equation (57) defines the expression for the MI. The weights wj,p are chosen as in (57). 
Hence, they prioritize the margin variables for circuits and phases that are more heavily 
loaded in the base case operating point and thus are more likely to be overloaded after a 











  (60) 



















6.3.4. Weighted Voltage Margin 
To quantify voltage limit violations, we define another MI as the weighted sum of the 
distance of the system’s bus voltages from their maximum and minimum limits. Focusing 












,  (62) 



























The LVMI is used to rank contingencies similarly to the CMI index, with lower values 




6.3.5. Reactive Power Margin Index 
Critical contingencies may be associated with violation of generators’ reactive power 
limits. If a device providing reactive support hits its capability limit, voltage support 
capability in its region is reduced, and voltage-related problems may emerge. To quantify 
this, we introduce a MI that quantifies the weighted margin from Reactive Power Limits 

























  (65) 
Of course, the weights are normalized, similarly to the CMI weights (63). 
6.4. Multi-Criterion (MI) Contingency Selection 
It is evident that the proposed criteria must be combined in a single ranking algorithm, 
given that they are heterogeneous in nature. Another complication is that a disproportionate 
amount of critical outages may be of a certain kind. Hence, an algorithm that assigns more 
weight to the corresponding criterion in the selection process should be defined.  
The algorithm starts from the first criterion and successively performs full power flow 
analysis in the top ranked outages. If the outage is critical, it is considered a “hit” and the 
same criterion is used, proceeding to its next ranked outage. However, if S successive 
“misses” are recorded, the algorithm switches criteria, moving to the next. At the same 




has not been examined by another criterion before. The algorithm terminates after K 
consecutive misses for all criteria.  
This algorithm, using criterion switch, allows criteria with a high number of critical 
contingencies to remain active and be used for more checks. Thus, they are implicitly 
assigned more weight in the contingency selection.  
Notice that the maximum number of allowed “misses” and the number of misses for 
criterion switch are algorithmic parameters and they affect the performance of the 
algorithm. A pseudocode for the algorithm is given in Figure 6.2 and a visualization of 
algorithm execution is shown in Figure 6.3. 
 






Figure 6.3: Visualization of Contingency Ranking algorithm (S = 1, K = 9) 
6.5. Sensitivity – Based Contingency Selection 
While contingency ranking based on Margin Performance Indices is characterized by 
increased computational speed, it could generate miss-rankings. The reason for the missed 
cases is that each contingency’s criticality is evaluated based on a system-wide index. 
Another approach to address this issue would be to develop a sensitivity-based framework 
to examine the effects of each outage on each individual constraint. 
The approach is based on obtaining the first order estimate for the post contingency 
state vector. An accurate first order approximation to the contingency selection problem 
would involve performing a power flow iteration on the post – contingency system, using 
the pre-contingency operating state as the initial guess. After a post-contingency state 




Suppose each device j is modeled by its DSM model (44). Also, suppose that the 
connectivity mapping between the local device state numbers and equations to the global 
state numbers and equations is given by the following set: 
 } state global  tomaps  state local :),{( kmmkConn j   (66) 
Then the js mN   matrix Nj is defined, whose element in the k-th row and m-th column 










N  (67) 
















  (68) 
One can readily define the effect of outage of device j in the system’s Jacobian as a low 

























)( ju  is 0u  with device j removed. 
This modified version of the Jacobian matrix is used to obtain a single Newton iterate of 
































Thus, a single iteration estimate 
)(ˆ jx  is evaluated for each contingency j . 
Subsequently, the margin index is evaluated by directly evaluating margins from constraint 




  ),ˆ(min )()(  jjjj
j
sens hhJ ux  (71) 
Note that the computation of 
)(ˆ jx  involves the solution of a linear system that 
represents a low-rank modification of the linear system Jacobian (69). Hence, 
compensation methods can be used to speed up this computation. Compensation methods 
will not be covered here, but they are covered extensively in Chapter 7. Compensation 
methods achieve considerable speed-up of this approach, as shown in the results section. 
The physical meaning of sensJ  depends on the nature of the monitored inequality 
constraints h . As discussed in Paragraph 6.3, circuit currents, phase voltages and generator 
reactive powers are of interest here. Applied to these three different types of constraints, 
the sensitivity criterion (71) takes one of three forms, the Current Limit Index (CLI), 
































































The multi-criterion method of Paragraph 6.4 can be applied to switch between these 
three criteria, if needed. 
With the application of compensation methods, this approach requires a computational 
effort that is considerably reduced compared to full power flow analysis. As motivated in 
the results section, for most cases it provides an answer very close to the actual solution of 




flow method is used, which consists of linear and quadratic equation. Since this approach 
corresponds to one iteration of a Newton’s method and the nonlinearities are at maximum 
quadratic, one iteration of the second order Newton’s method provides a result very close 
to the final solution. Therefore, it is a very good predictor of critical contingencies. 
6.6. Results 
The contingency ranking methodology was applied to a three-phase model of the IEEE 
72 bus reliability test system and the PEGASE 89/1354/2869 bus study cases. A three-
phase model of the IEEE 72 bus system has not been proposed in the literature, but one 
was created by combining three versions of the breaker oriented model of the 24 Bus RTS 
proposed in [138]. 


















The performance of the Margin Index Contingency Ranking for the selection of the 
critical contingencies in this system is shown in Table 6.1 
The Multi-Criteria Contingency Selection Algorithm was used with S = 1 and K = 9. 
In table 6.1, the performance of the proposed method is reported. In table 6.2 the margin 
index results are compared with those of the legacy PI described in [88] and also given in 
(43). This PI is referred to as Loading Performance Index (LPI). Table 6.1 reports the 




whether the outage was missed or not. To compare the linearity of the LPI with the Margin 
Index for currents (49), a gradual outage of a given transmission line is enforced by 
changing uj continuously from one to zero in small incremental steps. The results are shown 
in Figure 6.4. 
Note that the margin index is much smoother than the legacy PI index, because the 
margin index is defined in terms of line currents, while the legacy PI is defined in terms of 
apparent power with an exponent of 2 or 4. 
 
 
Figure 6.4: Gradual Outage of 913-7762 in PEGASE 89 System. 
Table 6.2 reports the LPI for each critical outage, and whether a selection method 
utilizing exclusively the LPI would miss the outage. For the evaluation of the LPI, we 





Table 6.1: Margin Index Ranking for Critical Outages – RTS 72 Bus 
OUTAGE CMI LVMI RMI RANK MISS? 
115 to 124 -0.0134 -0.0249 -0.0138 2 NO 
307 to 308 -0.0028 -0.0229 -0.0115 3 NO 
312 to 323 -0.016 -0.0216 -0.0277 4 NO 
107 to 108 -0.0008 -0.0213 -0.0086 5 NO 
112 to 123 -0.0142 -0.0213 -0.0235 6 NO 
Gen-1, 302 -0.0006 -0.0051 -0.0433 8 NO 
Gen-2, 302 -0.0006 -0.0051 -0.0433 9 NO 
Gen – 1,201 -0.0006 -0.0046 -0.0416 10 NO 
Gen-2, 201 -0.0006 -0.0044 -0.0416 11 NO 
Gen-1, 301 -0.0001 -0.0048 -0.0399 12 NO 
Gen-2, 301 -0.0001 -0.0048 -0.0399 13 NO 
Gen-1, 202 -0.001 -0.0047 -0.0312 14 NO 
Gen-2, 202 -0.001 -0.0047 -0.0312 15 NO 
302 to 304 -0.0014 -0.0197 0.01 9 NO 
315 to 324 -0.0101 -0.0188 -0.0131 18 NO 
202 to 204 -0.0014 -0.0183 0.0093 19 NO 
215 to 224 -0.0094 -0.018 -0.0128 20 NO 
207 to 208 -0.0041 -0.0169 -0.0111 21 NO 
Tfmr 103-124 -0.0022 -0.0139 -0.0112 26 NO 
102-104 -0.0005 -0.0122 0.0021 34 NO 
301-305 -0.0022 -0.0117 0.0053 40 NO 
313-323 -0.0118 -0.0076 -0.0163 49 NO 
311-313 -0.0057 -0.0107 -0.0085 53 NO 
201-205 -0.002 -0.0108 0.0053 58 NO 
113-123 -0.0108 -0.0079 -0.0144 59 NO 
113-215 -0.0057 -0.0044 -0.0099  YES 
111-113 -0.0043 -0.0099 -0.0069  YES 
Tfmr 303-324 -0.0005 -0.0099 -0.011  YES 
Tfmr 203-224 0.0001 -0.0098 -0.0109  YES 






Table 6.2: Comparison of Margin Index Ranking with Loading PI 
OUTAGE LPI RANK MISS? MI MISS? 
312 - 323 9.4036 3 NO NO 
112 - 123 8.6158 4 NO NO 
313 - 323 6.6939 14 NO NO 
113 - 123 6.2927 15 NO NO 
115 - 124 6.2693 16 NO NO 
315 - 324 4.9905 19 NO NO 
215 - 224 4.2938 21 NO NO 
113 - 215 3.291 26 NO YES 
311 - 313 2.8302 29 NO NO 
207 - 208 2.2006 34 NO NO 
111 - 113 2.15 36 NO YES 
107 - 108 1.7319 43 NO NO 
307 - 308 1.7248 44 NO NO 
Tfmr 103 - 124 1.5108 46 NO NO 
116 - 119 0.7779 63 YES YES 
Tfmr 303 - 324 0.6876 65 YES YES 
Gen-1, 202 0.4909 73 YES NO 
Gen-2, 202 0.4909 73 YES NO 
301 - 305 0.3976 78 YES NO 
Gen 1, 201 0.3895 79 YES NO 
Gen 2, 201 0.3877 80 YES NO 
201 - 205 0.3137 81 YES NO 
Gen 1, 302 0.2668 88 YES NO 
Gen 2, 302 0.2668 88 YES NO 
302 - 304 0.2522 90 YES NO 
102 - 104 0.2339 91 YES NO 
202 - 204 0.2276 93 YES NO 
Tfmr, 203 - 224 0.2238 95 YES YES 
Gen 1, 301 0.116 109 YES NO 






Table 6.3. Sensitivity Method Ranking for Critical Outages – RTS 72 Bus 
OUTAGE CLI VLI RLI RANK MISS? 
Tfmr 103-124 -0.1754 -0.0381 0.0787 1 NO 
115-124 -0.1752 -0.0389 0.075 2 NO 
313-323 -0.0852 0.0238 0.2158 3 NO 
315-324 -0.0756 -0.0043 0.1087 5 NO 
Tfmr 303-324 -0.075 -0.0037 0.1112 7 NO 
112-123 -0.0629 0.0186 0.2146 8 NO 
312-323 -0.0622 0.0184 0.1761 9 NO 
113-123 -0.0584 0.0225 0.2142 10 NO 
111-113 -0.0402 0.0207 0.2166 12 NO 
207-208 -0.0387 -0.032 0.0045 13 NO 
116-119 -0.0295 0.0233 0.2187 14 NO 
311-313 -0.0077 0.0184 0.2169 15 NO 
113-215 -0.0076 0.0232 0.2024 16 NO 
107-108 0.0146 -0.0573 0.1794 18 NO 
307-308 0.0164 -0.048 -1.5787 20 NO 
302-304 0.0759 -0.0357 0.2174 23 NO 
202-204 0.0759 -0.0318 0.2831 24 NO 
301-305 0.0773 -0.0123 0.2183 25 NO 
102-104 0.0728 -0.0107 0.2169 26 NO 
201-205 0.0782 -0.0096 0.2829 27 NO 
215-224 0.0606 -0.0046 0.0104 28 NO 
Tfmr 203-224 0.0609 -0.0041 0.0128 29 NO 
Gen - 1, 302 0.0665 0.025 -0.2228 32 NO 
Gen - 2, 302 0.0665 0.025 -0.2228 33 NO 
Gen - 2, 201 0.0982 0.0246 -0.1487 34 NO 
Gen - 1, 201 0.0982 0.0246 -0.1487 35 NO 
Gen - 1, 301 0.0671 0.025 -0.1434 36 NO 
Gen - 2, 301 0.0671 0.025 -0.1434 37 NO 
Gen - 1, 202 0.0983 0.0239 -0.1362 38 NO 
Gen - 2, 202 0.0983 0.0239 -0.1362 39 NO 
In the proposed margin-based approach, 68 out of 221 contingencies are fully analyzed 
yielding an efficiency of 69.23%. The accuracy is 36.76%, since 25 out of 68 examined 
outages are critical. The capture ratio is 83.33% since 25 out of 30 critical contingencies 
were captured. Hence, the majority of the critical outages are uncovered by examining less 
than one third of the contingencies.  
On the other hand, the traditional LPI method required 56 full AC power flow 
solutions out of 221 possible outages, yielding an efficiency of 74.67%. The accuracy is 




result indicates the superiority of the multi-criterion, margin-index method outlined in this 
work over traditional PI methods. With a small decrease in efficiency, better accuracy and 
capture ratio was recorded. Table 6.3 shows the performance of the sensitivity method in 
ranking critical contingencies. In this case the multi-criterion contingency ranking 
algorithm was used with 3S  and 6K . The accuracy of the sensitivity method is 66.7% 
(30 critical out of 45 examined were critical). The capture ratio is 100%, with an efficiency 
of 79.64%. 
The performance of the sensitivity method in achieving high capture ratios can be 
explained using the convergence properties of the Quadratized Power Flow used for our 
implementation. To demonstrate this, we utilize the 72 bus RTS as a case study, and plot 
the histograms of the per unit current errors in the most heavily loaded conductor, for 


















Where kie ,  is the per unit current error for outage i at iteration k, **,pjI  is the true value 













Figure 6.5. Histogram of Current error at most heavily loaded conductor per iteration 
number (a) Error at initialization (b) Error after single iteration 
 
From Figure 6.5, it is clear that, with a single iteration, the quantity of interest (the 
current in the most heavily loaded conductor) can be estimated with high degree of 
accuracy. Namely, for 96.28% of outages, the single iteration estimate of the most heavily 









Figure 6.6. Voltage and Current in Circuit 114-116 after the outage of circuit 116-119 (a) 
Phase Voltage and Current (b) Sequence Voltages and Currents 
 
These results also highlight the utility of unbalanced security analysis. For this system, 
several critical outages, such as the outage of line 112-123 and 116-119 would not be 
identified by a positive sequence solver even if a full power flow was solved. For example, 
outage of line 116-119 causes an overcurrent of 996.3A in phase A of 114-116, with a limit 
of 970 A.  However, the positive sequence current is 962.7A, which is below the limit, 
even though the current imbalance does not exceed 5%. These results are shown with a 
snapshot from the simulator software in Figure 6.6. 
A detailed summary of the performance of both methods in the PEGASE 1354 bus 
case study is presented in Table 6.4 and Table 6.5. It should be stressed that islanding 
outages are removed from consideration, resulting in 1430 considered outages, with 108 
critical indicates that over 75% of outages can be filtered with a capture ratio of roughly 
88%. As K increases, filtering performance – as measured by efficiency – deteriorates, 












EFFICIENCY ACCURACY CAPTURE RATIO 
4 60 39 0.9580 0.65 0.3611 
8 100 55 0.9301 0.55 0.5093 
12 104 55 0.9273 0.5288 0.5093 
16 108 55 0.9245 0.5093 0.5093 
20 211 79 0.8524 0.3744 0.7315 
25 332 95 0.7678 0.2861 0.8796 
30 408 101 0.7147 0.2475 0.9352 
35 413 101 0.7112 0.2446 0.9352 
50 502 103 0.6490 0.2052 0.9537 






EFFICIENCY ACCURACY CAPTURE RATIO 
1 66 65 0.9538 0.9848 0.6019 
2 107 104 0.9252 0.9720 0.9630 
10 115 104 0.9196 0.9043 0.9630 
20 151 107 0.8944 0.7086 0.9907 
50 181 107 0.8734 0.5912 0.9907 
80 320 108 0.7762 0.3375 1.0000 
 
The corresponding results for the larger, 2869 bus, PEGASE system are shown in 
Table 6.6 and Table 6.7. With 74.55% efficiency, a 87.74% of the 3804 critical non-
islanding outages can be captured. The state sensitivity method performs very well. One of 
the outages is miss-ranked and a decrease in efficiency must be tolerated to get a 100% 
capture ratio. 
The corresponding results for the larger, 2869 bus, PEGASE system are shown in 
Table 6.6 and Table 6.7. With 74.55% efficiency, a 87.74% of the 3804 critical non-
islanding outages can be captured. The state sensitivity method performs very well. One of 










EFFICIENCY ACCURACY CAPTURE RATIO 
8 151 88 0.9603 0.5828 0.5677 
12 155 88 0.9593 0.5677 0.5677 
16 258 107 0.9322 0.4147 0.6903 
20 359 116 0.9056 0.3231 0.7484 
30 433 124 0.8862 0.2864 0.8000 
40 443 124 0.8835 0.2799 0.8000 
50 453 124 0.8809 0.2737 0.8000 
80 968 136 0.7455 0.1405 0.8774 
 
A summary of execution times for systems of various system cases is provided in  
Table 6.8. The margin index method is a very fast filtering approach, exhibiting low 
computational cost even for large systems. The state sensitivity approach coupled with the 
compensation method is slower, but achieves great time savings compared to a full N-1 
analysis. The results were obtained with a modest 2GHz Intel i7 processor 4510. 






EFFICIENCY ACCURACY CAPTURE RATIO 
1 147 146 0.9614 0.9932 0.9419 
2 157 154 0.9587 0.9809 0.9935 
3 160 154 0.9579 0.9625 0.9935 
100 255 154 0.9330 0.6039 0.9935 
500 655 154 0.8278 0.2351 0.9935 
750 1509 155 0.6033 0.1027 1.0000 
 
Table 6.8: Execution Times for different methods & systems 











IEEE 24 bus 37 0.0074 0.0537 0.3832 
PEGASE 89 194 0.0422 0.3486 3.5791 
PEGASE 1354 1430 0.4518 15.9726 493.7839 





Table 6.8 highlights the need for a fast contingency filter, especially within the context 
of a computationally demanding framework, such as the security constrained AC-OPF. For 
the larger system examined, the PEGASE 2869, a full power flow analysis costs 1973 
seconds. Parallelization will improve speed, but in real life systems, with a realistic set of 
millions of credible contingencies, it is clear that parallelization is limited by the number 




Chapter 7. Compensation Methods for 
Contingency Analysis 
7.1. Nomenclature 
N  Dimension of system state variable vector 
D  Number of devices connected to the system 
*
X  
Optimal Multi-Step State Vector 
*U  
Optimal Multi-Step Control Vector 
*
kX  
Optimal State Vector at step k 
*
kU  
Optimal Control Vector at step k 
dg  Algebraic Equations of device d in operational mode 
off
d
g  Algebraic Equations of device d in outaged mode 
*
dg  
Algebraic Equations of device d for previous state 
vectors and current state controls fixed to the optimal 
values 
ds  A variable equal to 1 if the device is ON and 0 if it is 
OFF 
dn  Dimension of device d state variable vector 




)|(* kPXg  
System equality constraint expressions at step k with the 
previous step states and controls, as well as the current 
step controls fixed at optimal values 
)|(* )( kd PXg   
System equality constraint expressions at step k with the 
previous step states and controls, as well as the current 
step controls fixed at optimal values, with device d 





First order estimate of system state vector after the 
outage of device d at step k 










Jacobian matrix of single-step equality constraints, 
















Jacobian matrix of single-step equality constraints, 
evaluated at the optimal point, after the removal of 
device d from the system 
JB
 
Matrix of LU factors of J, including any permutations 
and fill-in reduction re-orderings 
*
ch  
Vector of inequality constraint expressions, evaluated at 
the optimal solution & disregarding all inequality 
constraints of devices cd  
7.2. Introduction 
The sensitivity method proposed in the previous chapter relied on a single iteration of 
the Newton method which was obtained using the updated post-outage Jacobian. It was 
mentioned that this approach has significant advantages in terms of accuracy and speed. 
However, while compensation methods where mentioned, they were not covered in detail 




compensation method to contingency analysis. Our emphasis is on theoretical justification 
of the expected speedup from the compensation method, as well as the timing results for 
various systems. Furthermore, a low-cost necessary & sufficient condition for post-outage 
Jacobian singularity is also obtained. Using this condition islanding outages, i.e. outages 
that disconnect the network’s graph, can be identified and removed from the analysis, since 
a valid load flow solution cannot be obtained for these cases. This results in a complete N-
1 compensation-based contingency analysis framework, which is eventually extended to a 
generalized N-k multi-device framework. The results are verified in a group of standard 
test cases, ranging from small sample systems, to the realistic PEGASE 9000+ bus case 
study. 
7.3. Contingency Analysis based on sensitivity factors 


















































At each step k of the multi-step Optimal Power Flow, the set of algebraic constraints 
)(g  is enforced.  








However, given 1kX , 1kU  and kU  the system state kX  yields a solution to the 
algebraic constraints only under the nominal configuration of the system, i.e. with all 
devices operational. If any combination of devices is outaged, the system state at step k 
will change. In the remaining of this text it is assumed that the control vector at step k¸ as 
well as the previous step(s) decisions and controls are fixed to the value yielded by the 
optimization problem solution.  
The security analysis problem consists of identifying the set of critical outages at every 
step k, i.e. the set of outages that will cause a post-outage system state vector X  that 
violates any controls at step k, we are implicitly assuming that the system does not have 
the capability to perform an emergency re-dispatch – i.e. to adjust its control variables – 
after the outage occurs.  
The algebraic equations of device d at step k, for a given (optimal) choice of previous 
step decisions and current step controls, are given as: 














In order to model the effect of a device outage in the system, we modify (77) to include 



























dg  is the set of device equations when the device is off (outage mode) and 
ds  is a variable taking the value of zero if the device is outaged and one if it is operational. 
In order to map the effect of device outages in the system equations, the device 
connectivity matrix 
dnNd











 state global  tomaps  state device local if1 iXx jd
ij  (79) 
Note that we make the implicit assumption that the mapping between the states of 
device d and the global states is identical to the mapping between local device equation 
numbers and global equation numbers. Hence, the matrix dN  can be used to map local 
states & equations to their global equivalents. 
The system’s algebraic equations are synthesized by enforcing the internal algebraic 
constraints for each device – i.e. the expressions with a zero on the left hand side in (78) – 
and enforcing Kirchhoff’s Current Law by equating the summation of currents 
corresponding to the same node to zero –i.e. the expressions with I on the left hand side in 










** )|()|(0 pXgPXg  (80) 
This formulation of the system’s equality constraints as a summation of the algebraic 
expressions of all of the system’s devices is referred to as device oriented system equations 
expressions and it proves very useful in contingency analysis. 
Contingency analysis requires the solution to (80) after device d is outaged. Instead of 
obtaining the exact solution, which would require solving the nonlinear system of 
equations, a sensitivity method can be formulated. The system equations after the outage 
of device d can be obtained considering that, during the outage, the device transitions from 











































A first-order Taylor expansion around the current solution 
*




















kdkkd  (82) 
It is worth noting a fact regarding the values of the equality constraints evaluated at 
the optimal solution, after the outage of device d. Namely, from (81) we obtain: 
 )|()|()|( ****** )( kk
T
dddkkkkd NN pXgPXgPXg   (83) 
However, from (76) we have: 
 0PXg )|( ** kk  
(84) 
Hence: 
 )|()|( **** )( kk
T
dddkkd NN pXgPXg   (85) 
This is a vector in 
NR  which has dn  nonzero elements. This vector will be henceforth 
referred to as 
*
)( dg  in order to simplify notation. Hence, the first order estimate for the 
post-outage system state vector is given us: 























































Even though obtaining dX
~
  through (87) explicitly is straight-forward, it is well-
known that calculating explicit inverses is not numerically efficient. However, given low-
rank structure of the change in the Jacobian matrix after the removal of device d, expression 
(87) can be modified to yield a numerically efficient implementation. 







 d  is non-singular. Then, the first order estimate for the 






































































































































Hence, after the removal of device d, the Jacobian of the algebraic expressions 
)|(* )( kd PXg   
evaluated at the optimal state point is a low rank modification of the Jacobian 
of the algebraic expressions with the device operational )|(* kPXg . Using the Matrix 
Inversion Lemma, which is given as: 
 1111111 )()(   YAXYABXAAXBYA
 
(91) 
























































































































































































































































































































































































It is worth noting that the sensitivity matrix for each device d is obtained by solving 
for an dnN   matrix with the pre-outage Jacobian J on the left hand side. The fact that 
the (common) sparse pre-outage Jacobian can be used to calculate the sensitivity factors 
for all outages means that a single factorization is required, and their computation requires 
less computations that brute force re-factorization of each modified post outage Jacobian 
dJ  for each Dd  . 











. For this reason, 













































































































































































The matrix in the left hand side of (97) does not have conditioning issues under a non-
islanding condition (see below), and thus the preferred approach is to compute dz  and 










7.3.1. Post – Outage Jacobian Singularity and Islanding Outages 
The derivation of Theorem 1 is performed under the assumption that the post-outage 
Jacobian is non-singular, and the sensitivity matrix can be computed. Even in practical 
power system case studies, it often happens that this Jacobian is singular. In fact, this 
singularity is strongly coupled with islanding conditions, i.e. outages that cause the 
underlying graph of the power network to become disconnected into two (or more) 
components. The implications and conditions for Jacobian singularity are examined in this 
section. 
We first prove the following rather evident fact: 
Theorem 6.2. Suppose the pre-outage equality constraint Jacobian J  is non-singular. 
Then the post-outage system equality constraint Jacobian matrix defined in (90) is singular 




















Proof. We need to prove the if and only if statement: 
a. Let us assume dJ  is singular. Then there exists a right eigenvector 
NRu  of dJ  such 






























































  (101) 
By substituting (101) to (100) we have: 
 *uu dNJ   (102) 
We can prove that dM   is singular, with 
*u   being the right eigenvector corresponding to 





































































b. Singularity of dM  implies singularity of dJ  following exactly the reverse reasoning. 
Namely, let us assume that dM is singular, so there exists 
dnR*u   such that: 
 0* udM  (104) 















































Let us define: 






















  (107) 






























Which is the required result ■ 
The practical importance of this proof is that the singularity of the post-outage 
Jacobian, which would not permit the use of the first-order sensitivity method for this 
particular outage, can be efficiently checked by checking the singularity of the dd nn 
matrix dM . Hence our statement in the previous chapter that (97) can be used to implement 
the sensitivity method without risking running into unexpected ill-conditioning issues is 
valid, as long as the post-outage Jacobian itself is non-singular. This fact, however, would 
disallow the use of the sensitivity method for this outage. Hence, (97) can be used for all 
non-singularity inducing outages. 
In fact, even the singularity of dM  is important information. It means that the outage 
of device d can be an islanding outage, i.e. it disconnects the power system’s graph into 
separate components, inducing the singularity of the post-outage Jacobian.  
7.3.2. Computational Efficiency of Low-Rank Correction Method 
In this Section, the computational advantages of using (96) to obtain first-order 




inverses in (96) involve “low” dimension dd nn   matrices, which depend on the size of 
the device model and not the size of the system’s algebraic equations. This indicates that 
these operations have a flat O(1) cost for constant dn  and they do not scale badly with an 
increase in system size. In order to extract computational complexity bounds we are going 
to adopt the assumption that the number of nonzero elements in n-dimensional sparse 
Jacobian matrices, such as J  and dJ , increases linearly with the size of the matrix: 
 )()( nOJnnzMJ nn    (109) 
There are no guarantees that this will hold for an arbitrary Jacobian matrix stored in 
sparse matrix form. In fact, one can easily define power networks for which this fact does 
not hold. However, practical experience from common power network designs suggests 
that this assumption is relevant. The cost of most important sparse matrix operations is 
given in Table 7.1 below: 




WORST – CASE 
COMPUTATIONAL COST 
LUBbBx  ,  
Forward - Backward Substitution 
with factorized matrix 
))(( BnnzO  
)(JLUB   
LU factorization of matrix (with 
reordering for fill-ins) 
))(( BnnznO   
1 AC  
Explicit inverse of full mm   
matrix 
)( 3mO  (standard 
implementation) 
 
Let us assume that a factorization of the Jacobian at the base-case (pre-contingency 
optimal) point *kX  is already available. This assumption is absolutely acceptable from an 
implementation perspective, because this matrix is normally factorized in order to solve 




 )(JluBJ   (110) 
In order to obtain the first order estimate of the post-contingency state vector using the 
low-rank correction technique (97)-(98), with sparse matrix techniques, we need, to 
perform the following operations: 
1. Solution of dn  linear systems to obtain dS , where dd NJS   - costs ))(( Jd BnnznO   
operations 
2. Solve for dz , including factorizing the left hand side of (97)– costs )(
3
dnO  operations  
3. Solve linear system ddd NJ zX 
~
  - costs ))(( JBnnzO  operations 
4. Perform vector addition dk
k
d XXX
~~ *   - costs )(nO  operations 




 costs ))(( Jd BnnznO   operations. If 
we further assume that the number of nonzero elements of the factor matrix JB  increases 
linearly with n , and noticing that dn  is a given value, typically not exceeding 10-20, the 
cost of the algorithm can be given as )(nO  operations. 
In order to quantify the computational advantages of the approach, we need to compare 
this result with the computational complexity bound of other approaches to find kdX
~
. Here 
we will assume that the factor matrix of dJ , symbolized by JdB  has a number of nonzero 
elements of the same order as JB , an assumption that is not at all restrictive, given that 
small corrections to J  are needed to obtain dJ . The simplest, straight-forward approach 
to compute kdX
~




1. Obtain dJ  by (90) and re-factorize it – costs ))(( JBnnznO   operations 




ddddd NNJ pXgX    - costs ))(( JBnnzO   operations 
3. Perform vector addition dk
k
d XXX
~~ *    - costs )(nO  operations 
The above approach, which does not exploit the low rank corrections to J , costs 
))(( JBnnznO   operations which is already a higher order bound than the one for the low-
rank correction approach. If we repeat the assumption that )()( nOBnnz J  , then we arrive 
to the conclusion that this approach costs )( 2nO  operations. This means that the 
computational cost of just solving for one device outage could scale much worse with this 
straight-forward algorithm, versus using the low-rank correction technique. 
Finally, it is worth noting that for detailed contingency analysis, the post-outage state 
needs to be calculated for all devices. Such an approach would require )( 2nO  for the low-
rank correction approach and )( 2DnO  for the naïve approach, which translates to )( 3nO  
if we assume )(nOD  . 
7.3.3. Timing Statistics of Low-Rank Correction Method 
The timing results for the implementation of the low-rank correction sensitivity 
method and the naïve Jacobian re-factorization method are given in Table 7.2. It should be 
stressed that the timing results for the low-rank method do not include the time needed for 
the factorization of the base case Jacobian, as this is performed only once for all outages, 





Table 7.2: Timing Results for Single – Device Contingency Analysis 




13668 0.0052 0.0933 
Trans. Line 1161-
2990 
15790 0.0054 0.0980 
Trans. Line 1928-269 22054 0.0050 0.0927 
Trans. Line 7287-
7755 
18802 0.0056 0.0966 
Trans. Line 7596-
2305 
23229 0.0055 0.0983 
Transfmer 7695-3936 27493 0.0056 0.0970 
Generator 3113 12713 0.0057 0.0929 
Generator 7279 13385 0.0061 0.0968 
  0.0055 0.0957 
Polish 2383 
Generator 1106 1975 0.001195 0.018573 
Generator 2272 2134 0.001288 0.019145 
Trans Line 22-4 2165 0.001488 0.019343 
Trans Line 715-1190 3218 0.001494 0.019017 
Trans. Line 912-1572 3492 0.001280 0.020264 
Trans. Line 1914-
1907 
4627 0.001683 0.019903 
Trans. Line 2364-
2367 
5045 0.001564 0.018146 
Trfmer 716-49 2282 0.001476 0.018597 
Trfmer 1748-121 2431 0.001610 0.018814 
  0.001453 0.019089 
PEGASE 1354 
Generator 2197 1813 7.3292e-04 8.5956e-03 
Generator 5781 1925 7.4329e-04 9.2523e-03 
Trans. Line 7351-
5441 
2016 8.2324e-04 8.9280e-03 
Trans. Line 564-7903 2367 8.8976e-04 8.5836e-03 
Trans. Line 5441-
7098 
2998 7.7640e-04 9.5088e-03 
Trans. Line 314-4300 3450 7.9442e-04 8.7351e-03 
Trfmer 2359-8005 3937 8.0590e-04 8.6683e-03 
Trfmer 1642-687 4001 7.7015e-04 8.7307e-03 
  7.9201e-04 8.8753e-03 
IEEE 300 
Generator 220 264 3.8114e-04 2.0390e-03 




Table 7.3 continued 
Trans. Line 1-5 338 4.5112e-04 2.1612e-03 
Trans. Line 77-80 432 4.3393e-04 2.2164e-03 
Trans. Line 193-205 569 4.5384e-04 2.1398e-03 
Trans. Line 220-218 601 4.4890e-04 2.1425e-03 
Trfmer 223-224 685 4.5121e-04 2.1076e-03 
Trfmer 121-115 657 4.9789e-04 2.2114e-03 
  4.4577e-04 2.1496e-03 
Polish 3120 Spring 




4606 0.0018 0.0212 
IEEE 118 




4000 0.0017 0.0234 
 
 
Figure 7.7: Average Execution Time of Single Outage Analysis 
The results indicate a severe reduction in the computational burden of analyzing a 
single outage, if the compensation method is used. In fact, the difference in the execution 
time increases with system size, which is consistent with our theoretical expectations, as 




7.3.4. Sparsity Statistics 
The computational complexity results of paragraph 7.3.2 were based on assumptions 
regarding the sparsity pattern of the system’s Jacobian and their relationship with system 
size. In Table 7.4 and Figure 7.8 a justification for these assumptions is provided. 
Specifically, it can be seen that the number of nonzero elements in the equality constraint 
Jacobian and the associated LU factorization (with pivoting) indeed scales roughly linearly 





Table 7.4: Statistics for Nonzero Elements in Equality Constraint Jacobian 
CASE # OF BUSES NNZ (J) NNZ(B) 
IEEE RTS 24 24 361 569 
Pegase 89 89 2001 3517 
IEEE 118 118 1890 3002 
IEEE 300 bus 300 4468 8361 
PEGASE 1354 1354 19085 36564 
Polish 2383 2383 32603 80809 
Polish 2736 2736 37037 94387 
Pegase 2869 2869 43209 92105 
Polish 3120 spring 3120 41941 105353 
Pegase 9241 9241 150609 368806 
 
 










Figure 7.9: Sparsity patterns of Equality Constraint Jacobians & LU factors (a-c) PEGASE 
9241 Jacobian, L and U respectively (d-f) IEEE 300 bus Jacobian, L and U respectively 
 
In Figure 7.9 a pictorial representation of these matrices in terms of their sparsity 
pattern is also provided, for the PEGASE 9241 and the IEEE 300 systems. Figure 7.9a & 
d show the initial un-factorized Jacobian sparsity pattern for these two systems 
respectively, while Figure 7.9b and Figure 7.9e show the lower triangular matrix of the LU 
factorization and Figure 7.9c & Figure 7.9f show the upper triangular matrix. It can be seen 




in the sparsity pattern, due to fill-ins in the elimination process, the number of nonzero 
elements in the factor matrix B retains a linear relationship with system size. 
7.4. Extension for N-1 contingency analysis and multi-device outages 
The previous Chapter was concerned with good performance algorithms for a single 
device outage security analysis. In this section we extend the framework by proposing an 
N-1 contingency analysis algorithm and simple extension for k component outages. 
7.4.1. Full N-1 contingency analysis 
In order to obtain the first order estimate for the post-outage state vector, (97) and (98) 
need to be solved. This requires dn  forward-backward substitutions for (97) and a single 
forward-backward substitution for (98). The LU factorization of the pre-outage Jacobian 
needs to be performed once for all outages, a fact which constitutes the major 
computational advantage of the approach.  
An important increase in performance can be achieved by noticing that (97) requires 
a sub-matrix of the Jacobian inverse d
T
d NJN
1 . For a single outage it would be 
unacceptable to obtain 
1J  explicitly because it is a dense matrix, and sparse matrix 
operations were chosen instead. However, in a full N-1 contingency analysis, all the 
elements of 
1J   will be needed, since (97) will be solved for all outages. Several of these 
elements will be re-used, since various device equations share the same variables (e.g. 
transmission lines connected to the same node). Given this observation, it will be faster to 
pre-compute 
1J  before analyzing any single outage and re-use its elements as needed. 




involves the explicit computation of the Jacobian inverse and a contingency analysis step 
that iterates (97) and (98), using that matrix. The computational bottleneck of that 
algorithm is obviously the inversion of the Jacobian, which under out assumptions for the 
nonzero elements of J , costs )( 2nO  operations. 
In Table 7.5, the Low-Rank correction technique is compared to the naïve technique, 
where the Jacobian matrix is re-factorized after each outage. 
 




# of outages 
Low-Rank Method 




IEEE RTS 24 24 71 0.029440 0.042585 
Pegase 89 89 222 0.139945 0.276742 
IEEE 118 118 240 0.126626 0.288448 
IEEE 300 bus 300 480 0.436563 1.335959 
PEGASE 1354 1354 2251 3.386278 23.887899 
Polish 2383 2383 3223 8.789590 78.423165 
Polish 2736 2736 3539 9.320747 103.905093 
Pegase 2869 2869 5092 10.627910 118.218754 
Polish 3120sp 3120 3991 12.054053 136.9957 





Figure 7.10. Execution Time for N-1 contingency analysis: Naïve versus Low-Rank 
Modification Approach 
 
7.4.2. Multi – Device Outage Analysis 
In many cases, N-1 contingency analysis may not be enough and multi-component 
outages need to be examined for constraint violations as well. This is due to extreme events 
that may cause the outage of multiple devices in the system or due to cascading component 
outages. Furthermore, in many cases a single cause or event may cause the outage of 
multiple components, as is the case for parallel circuits of transmission lines (these outages 
are also known as “common mode” outages). 
One of the advantages of the low-rank correction sensitivity approach is that it is easily 
extended to multi-component outages. Let c  be a set of device in an m-component outage: 
 },,,{ 21 Mdddc   (111) 
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 is now the sensitivity method estimate for the system’s state after the 
outage of all devices in set c. The proof of this claim is completely analogous to the 
derivation of (97) and it is omitted for brevity. 
We should note that (113) requires forward-backward substitution of 
cd
dn  linear 
systems with the Jacobian J  on the right hand side. This will inevitably cause a 
deterioration of the performance of the method compared to re-factorization if c contains 
too many devices. However, for two component outages, which is the most usual case of 
multi-device outage, the desirable characteristics of the low-rank correction method, as 
described in previous sections, are expected to remain.  
As a final observation, we must remark that, within a full contingency analysis 
framework for the entire system, including a potential list of credible multi-component 




approach. In that case, calculation of c
T
c NJN
1  does not incur substantial computational 
burden. 
7.5. Critical Outage Identification based on the Sensitivity Method 
The low-rank method for contingency analysis derived in previous sections serves as 
a step in a critical contingency identification framework. The procedure for identifying 
critical outages consists of obtaining  
1. Obtain kcX
~
  for each contingency c a set of potential critical outages C 














** PXhPXh  (115) 
This step is needed, in order to make sure that we do not enforce constraints 
associated with the device that is outaged. 




cjc PXh   with at least one element 
exceeding a certain tolerance value and add them to the critical contingency set 
CCS: 




cjc  PXh  (116) 
These outages are the ones for which the security criterion is violated, since they cause 





Note that, in addition to identifying critical outages using (116), the overall framework 
must also be able to identify islanding outages by identifying ill-conditioning issues with 
the matrix dM  in (99). In case such issues appear, the outage is identified as islanding, and 
constraint violation is not checked for that outage. The reason is that the sensitivity method 
is not applicable to such outages, and any first order sensitivity results will not be valid. 
Nevertheless, for the practical purposes of critical outage identification this is not a crucial 
problem because islanding outages are de facto critical, i.e. they require some special 
attention in terms of corrective measures. 
The principles of the low-rank correction method, as well as critical and islanding 
outage identification are combined in the algorithm shown in Figure 7.11. The algorithm 
consists of a preparatory stage, where the equations are defined, the pre-outage Jacobian is 
pre-factorized and the rows ib  of its inverse are pre-computed, defining matrix B . 
Subsequently, each outage Cc  is checked for islanding and criticality and added to the 











Chapter 8. Conclusion and Future Research 
Directions 
8.1. Conclusions 
In this thesis, a real time operations framework for enhancing power system flexibility 
was presented and modeling of flexible resources was expanded. The following is a 
summary of the conclusions drawn from this body of work. 
With respect to the study of the look-ahead dispatch problem, the AC-OPF and the 
DC-OPF version of the problem were formulated and studied. It was verified that the AC-
OPF version can be substantially more accurate, yielding to decreased costs, mainly due to 
accurate congestion modeling. However, it was also seen that the DC-OPF is a much more 
tractable model, with attractive convexity properties, and does not display the sensitivity 
to initial conditions that is an adverse characteristic of the AC-OPF. This explains its 
attractiveness for power system operators, who almost exclusively base their operating 
models on the DC-OPF formulation. While current AC-OPF solvers are not robust enough 
to justify a transition to AC-OPF look-ahead scheduling, this research provided enough 
evidence to justify its benefits in terms of producing solutions that are feasible in real time. 
Furthermore, the proposed AC-OPF formulation is applicable as a necessary operating tool 
for issues of voltage control which the DC-OPF is incapable of modeling. 
As a next step of this thesis, several models were added to the look-ahead OPF 
procedure, and their benefits were analyzed. The first model added was a first-order 




constraints. The resulting analysis showed that, with 15% penetration of thermal loads, cost 
savings of 0.8% can be achieved simply by scheduling load operation, without violating 
their temperature constraints. The control did have an adverse effect (increase) in TCL 
energy consumption, which was around 10%, compared to the non-dispatched case. 
Our study of Dynamic Line Ratings resulted in important findings regarding their 
benefits in multi-step operations algorithms. Specifically, when studying heavily loaded 
test-cases, it was found that implementing dynamic line ratings in selected critical lines 
could achieve significant reductions in the amount of load shedding needed to restore 
feasibility. In many cases, load shedding could be altogether avoided, because critical lines 
could be temporarily overloaded without violating their temperature constraints. A study 
of Lagrange multipliers in critical buses showed that dynamic line ratings allow for 
increased stability in locational marginal prices, by alleviating congestion. The cost 
benefits of dynamic line ratings, on the other hand, do not seem to be significant. Compared 
to existing literature, the Thermal Line Model developed here provides a physically-based 
background for exceeding the very harsh restrictions of static MVA ratings. 
In terms of Aggregate Distribution System modeling and controls, a time-dependent 
ellipsoidal model was developed to capture the time-varying flexibility offered by active 
Distribution Networks. A model extraction procedure was developed, whereby thousands 
of small scale DER’s were aggregated into a single model by maximizing the resulting 
feasible region volume. The model’s linear nature & unavoidable aggregation gives rise to 
inaccuracies. However, it was verified that we can obtain a desirable response from 
aggregate active distribution systems – e.g. curtailed consumption during up-ramps and net 




reactive consumption targets to each individual distribution-connected device. The 
aggregation – optimization – disaggregation approach results in a viable hierarchical 
control scheme and solves the problem of scalability & dimensionality of the look-ahead 
optimization problem. 
In terms of contingency analysis, a new framework for online contingency analysis 
has been presented. The framework is based on three new margin indices and a new 
sensitivity method using a three-phase unbalanced model of power system components. 
The sensitivity method performs a single iteration of the three-phase quadratized power 
flow and then ranks outages based on the proximity to constraint violations. A multi-
criterion algorithm has been also presented to perform security assessment. Numerical 
experiments showed that the sensitivity method performs better in predicting post-
contingency constraint violations than the MI-based method, but the MI method achieved 
very good results and high computational efficiency. Numerical experiments also suggest 
that unbalanced contingency selection and analysis methods can assist the reliable 
operation of the grid, given that a symmetric positive sequence solver failed to capture all 
violating contingencies. Benchmarking the computational intensity of contingency 
analysis using compensation methods within the quadratized power flow is an immediate 
future step of this research. 
In the contingency analysis section, emphasis was given to a faster implementation of 
the post-outage solution, by observing that the outage causes low-rank modifications to the 
post-outage Jacobian. The so-called compensation method, revisited from existing 
literature, was generalized to k component outages, and a check for islanding conditions 




multiple-component outages compared to naïve methods. A study of N-1 security analysis 
documented the effectiveness of the developed approach in severely reducing execution 
times for security analysis. It should be noted that the developed compensation method is 
directly applicable to the sensitivity method that was discussed in the contingency selection 
section, where it was shown that is has very good filtering and accuracy performance as a 
contingency filter. 
8.2. Future Research Directions 
Many open problems associated with this research topic remain open. In the area of 
AC-OPF formulations, the presented algorithms obviously do not come with global 
optimality guarantees, and more work should be done towards obtaining a robust look-
ahead AC-OPF solver. The benefits for transitioning from the DC-OPF to the AC-OPF 
have been documented here, but the AC-OPF must reach a maturity level consistent with 
the operator’s current requirements.  
In the area of dynamic line ratings, a very important next step would be to design to 
measurement infrastructure, particularly using PMU data, in order to identify and maintain 
thermal line models, in order to implement the approach. Dynamic state estimation may be 
a key element in order to acquire the data required to add dynamic line models to the 
system’s scheduling algorithms. Validation of such models in the field should be an 
immediate first step, in order for the outlined modeling approach to hold any real value. 
Related to aggregate modeling of distribution systems, two areas of research are the 
most promising: extending the approach to nonlinear models & including the distribution 




It is worth mentioning that the inclusion of all distribution customer models, as well as the 
feeder three-phase unbalanced power flow equations in the distribution-level optimization 
will give rise to a formulation with a very large number of constraints and variables. 
Leveraging high-performance computing methods will be very important in addressing the 
tractability of this problem. As we suggested in this work, including this level of accuracy 
of distribution system modeling to the transmission scheduling problem is prohibitive, and 
aggregate model extraction is of paramount importance.  
 Furthermore, experimental verification in pilot feeders should be a good first step in 
demonstrating the applicability of hierarchical optimization. Such a research endeavor 
would have to cover the very important issues of data acquisition & distribution state 
estimation, in order to obtain the data and models needed to implement the suggested 
approach. These issues were not covered in this thesis, but they are an important area of 
future research. 
In the area of security analysis there is substantial open ground for future research. 
However, one key element in this topic would be to expand the static security analysis 
framework that we developed here to dynamic security assessment methods. In many 
cases, the system may be N-1 secure in terms of static constraints, but it may still be 
dynamically unstable if a component outage happens. In that case the system is not in a de 
facto secure state, and thus it does not meet NERC criteria for security. The computational 
burden for this problem is increased. However, advances in high-performance computing 
and parallelization, along with decomposition algorithms, should also be leveraged to make 
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