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ABSTRACT
This thesis develops a method to accurately estimate the electron density
altitude profiles of the nighttime ionosphere, as well as important param-
eters such as the peak height and density, using nighttime far ultraviolet
(FUV) measurements of the 135.6 nm nighttime emissions. Specifically, we
will describe a method to accurately obtain the electron density content of
the ionosphere by using brightness measurements of the nighttime 135.6 nm
emission. The method is applied and tested using simulated measurements
to relate to those to be obtained by the limb-viewing FUV instrument on
board the Ionospheric Connection Explorer (ICON) satellite scheduled to be
launched in 2017.
The OI 135.6 nm emission can be used as a proxy of the ionosphere’s
electron density and is related through an integral equation of the volume
emission rate to the brightness measured by the FUV instrument. The in-
strument’s observation geometry allows for the discretization of the problem,
thus connecting the ionosphere’s electron density with the measured bright-
ness through a matrix equation. Regularization methods are used in order to
enforce constraints of smoothness and continuity on the estimation of the vol-
ume emission rate, to compensate for the noise amplification in the inversion
process. Tikhonov regularization, generalized cross-validation, total varia-
tion and Bayesian methods that assume prior knowledge of the ionosphere’s
electron density distribution are investigated.
Comprehensive simulations are used to explore the different brightness
intensities for all longitudes, and for latitudes from -40 to 40 degrees, in
order to allow the characterization of the effect of different SNR values on the
electron density reconstruction accuracy. FUV measurements are simulated
using the International Reference Ionosphere (IRI) and Mass Spectrometer
and Incoherent Radar (MSIS) models to create a forward model which can
be inverted in order to validate the altitude profile reconstruction as well
ii
as the peak height and density accuracy. This allows us to investigate the
expected performance of the FUV instrument.
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CHAPTER 1
INTRODUCTION
The ionosphere is a region of the Earth’s upper atmosphere, extending from
approximately 90 km to 1000 km in altitude, and consists of partially ionized
plasma. Plasma is an ionized gas that is globally neutral and displays collec-
tive effects. During daytime, plasma is created by photo-ionization caused
by solar ultraviolet (UV), extreme ultraviolet (EUV), and X-ray radiation.
Free electrons and ions are produced via the ionization of neutral particles,
creating a plasma. During nighttime, photo-ionization does not occur, and
the ionosphere decays due to processes such as electron-ion recombination.
Within the ionosphere, the dominant charged particles are the O+ and the
electrons [Kivelson and Russell , 1995], whose density due to the quasi-neutral
nature of plasma are approximately equal. That makes the electron density
content of the ionosphere a key parameter to be measured and retrieved in
order to get a good understanding on how ionospheric processes work.
Since the main source of ionization of the ionosphere is the photo-ionization
caused by the sun, the ionosphere exhibits strong variability [Meier , 1991;
Schunk and Nagy , 2009], which is a function of time of day, season, location,
solar conditions and geomagnetic activity. This variation causes the electron
density content to differ latitudinally, longitudinally and altitudinally.
The electron density content variability has many implications, like af-
fecting the propagation of radio waves and space-based technologies like the
Global Positioning System (GPS). Moreover, due to the non-uniformity of
the electron density distribution, it is important to monitor and acquire ac-
curate knowledge regarding the ionosphere’s electron density content on a
global scale. Since the ionosphere also varies due to geomagnetic activity,
electron density measurements allow for the monitoring of space weather
which is important since solar events, including coronal mass ejections, can
damage the power grid on Earth in addition to satellites in orbit, resulting
in communication service disruption or, in the case of GPS, loss of accuracy.
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Figure 1.1: Distinct layers of the ionosphere during daytime and nighttime
[McElroy , 2012].
Finally, by monitoring the ionosphere, scientific questions, for instance
understanding its morphology and dynamics, can be answered, which in turn
can help create more representative models of the ionosphere.
1.1 Ionospheric Layers
The Earth’s ionosphere comprises different layers (Figure 1.1) that are dis-
tinct during daytime [Huffman, 1992; Schunk and Nagy , 2009]. From lower
to higher altitudes the three regions are labeled: D, E and F. The D-region
extends from 70 to 90 km during daytime and its typical electron density is
103− 104 cm−3. The E-region extends from 90 to 140 km and a typical peak
electron density during daytime is approximately 105 cm−3. Finally, the F-
region presents two different peaks during daytime, namely F1 and F2, and
typical maximum electron densities can be 106 cm−3 and 107 cm−3, respec-
tively. The F1 forms from 140 to 200 km whereas the F2 layer forms from
200 to 400 km. The F2-region is the only one that exists both during day
and night, whereas during nighttime the F1 and E regions become weaker
and the D region disappears. This is due to the fact that these regions are
composed of molecular ions which tend to disappear during nighttime due
to rapid recombination.
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1.2 Remote Sensing
The Earth’s ionosphere has been studied using a variety of ground-based
and space-based remote sensing and in-situ measurements. Remote sensing
techniques include incoherent scatter radar (ISR), ionosonde, Fabry-Perot
interferometry (FPI), and optical imaging systems, and most of them can be
either ground-based or space-borne.
ISRs are ground-based instruments that measure plasma parameters such
as the electron density, the electron and ion temperatures, and the ion veloc-
ities with high accuracy and temporal resolution. The main disadvantage is
that they are stationary, such that the instruments only observe the upper
atmosphere that is located above their geographical location.
Ionosondes can be both ground- and space-based, and are used to measure
electron density content in the upper atmosphere with high accuracy. Their
disadvantage is that the measurements go as high or as low as the F-peak
altitudes, which means that in order to get a complete electron density profile,
both ground-based and space-borne ionosondes are needed in order to capture
both the lower and upper levels of the ionosphere.
Ground- or space-based FPIs can be used to infer the neutral winds and
neutral temperatures of the upper atmosphere by observing the spectral char-
acteristics of airglow emissions. While ground-based, the FPI can only ob-
serve the atmosphere that is located above its location but with high temporal
resolution, whereas when space borne, it can take measurements at global
scale but with temporal resolution that is dependent on the satellite orbit.
Ground- or space-based optical imaging systems can be used to observe
naturally occurring emissions that arise from photo-chemical sources. The
advantage of this remote sensing technique is that it measures for a plethora
of lines-of-sight in comparison to other techniques like ISRs that provide
information for a single line-of-sight. For these instruments, ground-based
measurements can have high spatial and temporal resolution, but the observ-
able location of the atmosphere is limited to the region above the instrument’s
geolocation. On the other hand, when space-borne, these instruments can
monitor the atmosphere globally but with temporal resolution that is depen-
dent on the satellite orbit and usually with lower spatial resolution.
In-situ measurements can accurately retrieve, for example, the plasma den-
sity of the ionosphere, but their disadvantage is that the measurements rep-
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resent a single point in the atmosphere.
All of the above techniques, being either ground- or space-based, can pro-
vide very useful information about the upper atmosphere. In this work we
are specifically interested in passive optical remote sensing techniques which
utilize naturally occurring emissions in the electromagnetic spectrum. De-
pending on the wavelength, there are advantages and disadvantages regard-
ing on whether space-based or ground-based instruments should be used.
For example, visible wavelength measurements, such as the 630 nm emission
that arises from the dissociative recombination of O+2 , can be acquired from
both ground- and space-based platforms. But, when the instrument is space-
based, corrections must be made for the Earth’s albedo. On the other hand,
it has been recognized that satellite observations of airglow and aurora emis-
sions in the UV wavelengths are prominent and could be used to monitor the
ionosphere on a global scale [Daniell and Strickland , 1984; Huffman, 1992].
In addition they are not contaminated by lower atmospheric emissions or
albedo effects.
In this thesis, we are specifically interested in space-borne optical measure-
ments of the nighttime F2-region, during which electrons and ions recombine
and create emissions that can be observed in ultraviolet (UV) wavelengths.
1.2.1 UV emissions production mechanisms
UV light emissions in the ionosphere can be used as a proxy to infer the
electron density. Two mechanisms of the atomic oxygen produce photons in
the UV wavelengths that are used to retrieve the electron density. The first
is radiative recombination (RR) [Hanson, 1969], where UV light is emitted
when O+ recombines with an electron:
O+ + e→ O∗ + ~v (1.1)
where O∗ represent the excited oxygen atoms and ~v the direct recombination
photons. The excited oxygen atom subsequently emits radiation at 91.1 nm
continuum, 98.9, 102.7, 130.4 and 135.6 nm as well as a plethora of visible
and IR wavelengths. Specifically, we are interested in the following emission:
O∗ → O + ~v135.6 (1.2)
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The 135.6, 130.4 and 91.1 nm emissions are commonly used in the literature
[Chandra et al., 1975; Tinsley and Bittencourt , 1975; McCoy and Anderson,
1984; Feldman et al., 1992; Dymond et al., 1997; Paxton et al., 2002] to infer
the electron density content of the ionosphere. The ratios of these lines could
also be used to infer the peak height and peak density of the plasma. In this
work, and for the ICON mission, we are specifically interested in the 135.6
nm line, which is bright and also optically thin and thus does not show
significant multiple scattering. The optical depth of 135.6 nm at 100 km is
close to 1 and is negligible for ionospheric altitudes whereas, for example,
the 130.4 nm emission has an optical depth of several thousands at 100 km
which also increases significantly at ionospheric altitudes [Meier , 1991].
The 135.6 nm emission of the atomic oxygen presents a second production
mechanism, the ion-ion or mutual neutralization (MN) [Knudsen, 1970]:
O− + O+ → O* + O (1.3)
which is subsequently followed by
O*→ O + ~v1356 (1.4)
The two processes both contribute to the 135.6 nm emission although
Hanson [1970] noted that radiative recombination is always the dominant
process, and even in conditions with low electron density content, these pro-
cesses should contribute comparable amounts of UV radiation. Quantita-
tively it was found that mutual neutralization is weaker, but it can account
for approximately up to 40% of the 135.6 nm emission so it cannot be ig-
nored [Feldman et al., 1992; Dymond et al., 1997; Qin et al., 2015]. Both
of these processes are active at daytime and nighttime, but during daytime
they are dominated by photo-electron impact excitation, which complicates
the interpretation of the emissions to measure the electron density. Finally,
another prominent feature of the 135.6 nm line is that pure O2 absorption
is negligible for the altitudes between 150 and 550 km [Meier , 1991] and
thus we can ignore it, making simulation of the nighttime ionosphere a lot
simpler.
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1.2.2 UV remote sensing techniques
UV emissions have been used by several missions to infer important iono-
spheric parameters such as the plasma peak height and peak density [Hicks
and Chubb, 1970; Chakrabarti et al., 1984; Feldman et al., 1992; Paxton et al.,
2002; Christensen et al., 2003].
Starting from the OGO-4 mission, it was proved that using UV airglow
measurements [Chandra et al., 1975] the electron peak density and peak
height could be retrieved. Tinsley and Bittencourt [1975] were able to de-
termine the peak height and density of the ionospheric plasma using the
vertical column emission rates Jλ of OI 135.6 nm and 630.0 nm emissions. It
was found that J135.6 is a good approximation of the peak electron density,
which is also independent of the peak height, and that J135.6/J630.0 is a good
approximation of the peak height which is also independent of the peak den-
sity. In the same context, McCoy and Anderson [1984] used the 130.4/135.6
nm nadir intensity ratio to infer the F2 peak height. This ratio was also used
in the work of Dymond [2009] to infer both the F-region peak height and
density.
In addition, Dymond [2009] defined the dependency of this ratio on the
F10.7 and quantified the introduced error if the [O] neutral density is im-
perfectly known. This quantification was performed by measuring the hmF2
and NmF2 estimation error, for scaled [O] density value, which was acquired
by the mass spectrometer and incoherent scatter radar (MSIS) model, while
the F10.7 was held fixed. He concluded that imperfect knowledge of the [O]
density value can lead to significant estimation error in the hmF2 values.
Daniell and Strickland [1984] proved the feasibility of using UV remote
sensing to globally monitor the ionosphere. They compared the retrieved
electron density from the 135.6 nm emission measurements from the OGO-4
satellite with ground-based measurements from ionosondes and ISRs. They
also explained the problems that may arise while observing the nighttime
ionosphere which can be a result of the characteristics of the instrument, the
uncertainty of the measurements, background emissions and photon counting
noise.
Similarly, Paxton et al. [2002] validated the 135.6 nm limbscan measure-
ment of the Special UV Scanning Imager (SSUSI) instrument on board the
DMSP F16 satellite. A limbscan is determined from the field of view (FOV)
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of the instrument from essentially the satellite’s local horizon to the edge of
the Earth’s disk. These measurements where validated using ground-based
instrumentation such as ISRs, ionosondes and all-sky imagers. This study
also confirmed that the OI 135.6 nm emission is a good proxy to measure the
electron density of the ionosphere and infer the peak density and height.
In the work of Chakrabarti et al. [1984], observations of the STP 78-1
satellite mission are reported. Using these measurements, the assumption
that radiative recombination is the primary production mechanism for the
135.6 nm emission was confirmed. It was also confirmed that 135.6 and 91.1
nm are optically thin and can be used when the instrument scans the limb,
whereas the limbscans for 130.4 nm are very dim which confirms that it is
optically thick.
The Global Ultraviolet Imager (GUVI) [Christensen et al., 2003; Paxton
et al., 1999] is another instrument that captures UV emissions. It allows for
the acquisition of altitude profiles of various ionospheric parameters which
in turn helps the monitoring of dynamically evolving phenomena such as
magnetic storms. Measurements like these contribute to understanding of
the morphology of the ionosphere and the seasonal, spatial, geomagnetic and
local time dependence of the electron density within it. GUVI was initially
designed for daytime measurements, but DeMajistre et al. [2004] managed
to infer the electron density during nighttime. Since the instrument was
designed for daytime, the nighttime measurements were very weak, which
resulted in a very low SNR. To improve the SNR, averaging of the scans
was performed which increased the number of counts detected by the CCD,
increasing the SNR significantly. Another useful technique using GUVI was
presented by Comberiate et al. [2007], in which tomographic reconstructions
of the electron density were estimated. These proved very useful since they
provided information and detection of ionospheric structures such as equa-
torial plasma bubbles. A similar study was performed by Kamalabadi et al.
[2009], in which the 3D reconstructed electron densities were verified using
ground-based measurements.
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1.3 The ICON Mission
The Ionospheric Connection Explorer (ICON), which will be launched by
NASA in 2017, is the newest member in the NASA’s heliophysics satellite
fleet.
On board ICON there are four different instruments, namely, a Michael-
son interferometer for global high-resolution imaging of the thermosphere
and ionosphere (MIGHTI), far ultraviolet imaging spectrograph (FUV), ex-
treme ultraviolet spectrograph (EUV) and ion drift meter (IVM), which will
provide insight on the connection between near-space phenomena and the
Earth’s atmosphere. By measuring the ionosphere, a better understanding
of its variability will arise which will ultimately help in the creation of more
representative models.
Specifically, our work focuses on the FUV instrument. The FUV measures
the light that is emitted when O+ recombines with an electron and a photon
is emitted at 135.6 nm, in the far ultraviolet range. The global distribution
of O+ varies with geographical coordinates, although it is generally aligned
with the Earth’s magnetic field. For this reason, the FUV instrument has a
turret with 14 degrees of freedom, giving it rotation capabilities from −30◦ to
30◦ so that the field of view will always be looking along the Earth’s magnetic
meridian.
A forward model is created in order to simulate the brightness measure-
ments that will be observed by the FUV instrument after the ICON launch.
These simulated brightness measurements are calculated by integrating the
volume emission rate that is produced by 135.6 nm emissions in the night-
time ionosphere. In order to estimate the VER, the empirical models MSIS
and IRI are used to acquire the ne and O densities, and to calculate the con-
tribution of radiative recombination and mutual neutralization in order to
obtain the total VER. Once the simulated brightness profiles are calculated,
Poisson noise is added in order to simulate the effects of shot noise on the
brightness profiles. This thesis focuses on the design and implementation of
inversion algorithms, whose purpose is to help overcome the effects of the
noise during the estimation of the VER from brightness measurements and
minimize the estimation error in the retrieval of the electron density. The
accuracy and robustness of these algorithms is quantified by comparing the
estimated peak electron density and peak height with the true F2-peak pa-
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rameters, which are extracted from the IRI electron density profile that is
used to simulate the VER. To consider an inversion algorithm accurate, its
estimation accuracy must meet the requirements set by the ICON mission,
which is the calculation of NmF2 with a precision of 10% and the calculation
of hmF2 with a precision of 20 km.
For the simulation of these brightness profiles two simplifying assumptions
are made. Firstly, although the simulated brightness observations are calcu-
lated by integrating the volume emission rate through discrete lines-of-sight,
the problem can be discretized under the assumption that the Earth is spher-
ical and the atmosphere is spherically symmetric. The effect of ignoring the
varying Earth’s radius is quantified and the error introduced by this assump-
tion is estimated. Secondly, perfect knowledge of the ionospheric constituents
is assumed in order to calculate the VER. In reality, the ICON mission will
not provide information of the [O] density, which means that the mutual
neutralization process may not be estimated accurately. The implications of
ignoring the mutual neutralization process are studied, and its effects on the
electron density estimation are quantified and reported.
The work in this thesis will contribute to the level 2.5 product of ICON,
and the algorithms developed will help provide valuable information about
the electron density content of the Earth’s nighttime ionosphere on a global
scale. Ultimately this thesis will be a part of ICON’s mission, which is to
understand the connection between the Earth’s upper atmosphere and space.
1.4 Outline
This chapter has introduced the state-of-the-art techniques and heritage of
ultraviolet remote sensing. It also includes a brief explanation of the Earth’s
ionosphere as well as the upcoming ICON mission. These helped in building
the motivation for this work.
Chapter 2 describes in detail the FUV instrument and its specifications as
well as the instrument model. The viewing geometry of the instrument is
explained as well as the estimation of the simulated brightness. Moreover,
the chapter explains in detail the effect of two simplifying assumptions on
the retrieval process. Finally, the process of adding noise to the simulated
brightness measurements is explained.
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Chapter 3 serves as a brief introduction to the inverse problem at hand and
its formulation. The theory behind various deterministic or statistical inverse
methods is explained as well as the effect of the regularization parameters on
the accuracy of the solution.
Chapter 4 contains all the simulations and performance tests for the inver-
sion methods introduced in Chapter 3. The accuracy and precision of each
method are estimated using a variety of tests, and the methods with the best
performance are selected.
Chapter 5 describes how the level 2.5 data are calculated given the level
1 data as input. Also, simulated level 1 data are used for verification of the
inversion algorithms implemented.
Chapter 6 concludes this work and proposes future directions for extending
the techniques developed.
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CHAPTER 2
THE FUV INSTRUMENT, THE FORWARD
MODEL AND THE EFFECT OF
SIMPLIFYING ASSUMPTIONS
2.1 FUV Instrument
The FUV, one of the four instruments on board ICON, will measure the
atomic oxygen 135.6 nm emission. Specifically, during nighttime, the elec-
tron density of the ionosphere will be estimated using the measured spatial
distributions of brightness from the 135.6 nm emission which will help deter-
mine the O+ densities in the F-region. Assuming that [O+] = [e], the peak
electron density value and height in the F-region (NmF2 and hmF2, respec-
tively) will be extracted, which is of great significance since the peak density
defines the cutoff frequency for signals propagating through the ionosphere.
Table 2.1 summarizes FUV’s specifications.
Table 2.1: Summary of ICON-FUV instrument specifications
Altitude 550 - 575 km
Inclination 27◦
Number of pixels (rescell) 256× 6
Field of view (vertical, horizontal) 24◦ , 18◦
Aperture size 6× 32 mm
Exposure time 12 sec
Dark noise 400 e−/pixel/s
Read noise 60 e−
Resolution (vertical, horizontal) 4 km, 16 km
Resolution cell 2× 64 pixels
Sensitivity 87.3 c/s/kR/rescell
2.1.1 CCD specification
The FUV instrument will measure the F2-region of the ionosphere during
nighttime. The number of photons detected by the CCD will be low and for
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Figure 2.1: FUV CCD 6 stripe configuration and a sample brightness profile
corresponding to a single CCD stripe.
this reason additional binning is required to compensate for the low number
of photon counts and increase the SNR. The FUV detector has a size of
1024× 1024 pixels and is initially binned by 2 pixels in both the vertical and
horizontal directions, resulting in a 512× 512 resolution. Additional 64 pixel
horizontal and 2 pixel vertical binning is performed which results in an image
that has six vertical stripes with a resolution of 256 × 6. Each sub-pixel of
size 2 × 64 defines a resolution cell (rescell). The 6 stripe selection on the
CCD as well as a sample brightness profile for a single stripe can be seen in
Figure 2.1.
2.1.2 Viewing geometry
The observations of the FUV instrument will be for observation zenith angles
(OZA) of 98◦ to 122◦ from zenith. A sample simulated brightness profile can
be seen in Figure 2.1b. The vertical field of view (FOV) can be separated into
two distinct regions: the limb and the sub-limb. The limb is defined from
98◦ to approximately 110◦ from zenith and corresponds to measurements
taken by “looking” at the satellite’s local horizon down to 150 km. The
sub-limb is from approximately 110◦ to 122◦ from zenith and corresponds to
measurements that look directly into the Earth’s disk.
For every satellite location in the orbit, and for each OZA, the correspond-
ing lines-of-sight are tracked and the coordinates of each point along those
12
Limb
Figure 2.2: Field of view of the FUV instrument showing the lines-of-sight
that correspond to the limb.
lines are calculated. For each line-of-sight, the point nearest the center of the
Earth is defined as the tangent altitude for that OZA. A detailed representa-
tion of that geometry can be seen in Figure 2.2, where the red line represent
the boundary of the limb region. For the FUV instrument we are specifically
interested in the limb part of the FOV which corresponds to altitudes from
approximately 550 km down to 150 km. The reason for that is firstly that
the ray-paths that correspond to the sub-limb look directly into the Earth.
That means that the path-length will be significantly smaller than those cor-
responding to the limb, which subsequently will lead to dimmer brightness
measurements. Moreover, below 150 km there is substantial O2 absorption
and multiple scattering which will not allow the acquisition of that view, and
thus any observations made from that region will be truncated.
For this study and for the nighttime FUV instrument, the viewing angles
to be considered are from 98◦ to 110◦ from zenith, corresponding to tangent
altitudes from 550 km to approximately 150 km.
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2.2 Simulated Brightness Forward Model
2.2.1 Calculation of volume emission rate and 135.6 nm
brightness profiles
The 135.6 nm emission is generated by two ionospheric processes: radiative
recombination and mutual neutralization. The expression for the brightness
I1356, for a given observation zenith angle, is:
4piI1356(θ) = 10
−6
∫
V (s, θ)ds (2.1)
where
V (s, θ) = VRR(s, θ) + VMN(s, θ) (2.2)
where s is the position along a single line-of-sight, θ is the zenith angle for
the given line-of-sight and V denotes the volume emission rate (VER) for
both radiative recombination (RR) and mutual neutralization (MN). These
two VER contributions can be estimated by:
VRR(s, θ) = a135.6[O
+](s, θ)ne(s, θ) (2.3)
and
VMN(s, θ) = β1356
k1k2
106
ne(s, θ)[O](s, θ)[O
+](s, θ)
k2[O
+](s, θ) + k3[O](s, θ)
(2.4)
where ne and [O
+] are the electron and oxygen ion densities which, for the
simulations presented here, are extracted from the International Reference
Ionosphere-12 (IRI) model [Bilitza et al., 2014] and [O] is the oxygen den-
sity extracted from the Mass Spectrometer and Incoherent Scatter Radar-00
(MSIS) model [Picone et al., 2002]. The terms a135.6, β1356, k1, k2, k3 (2.2) are
various rate reaction coefficients that can be found in Melendez-Alvira et al.
[1999] and can be seen in Table 2.2.
Table 2.2: Reaction rates used for the estimation of the VER
Radiative recombination, a135.6 7.3× 10−13
Yield, β135.6 0.54
Radiative attachment, k1 1.3× 10−15
Ion-ion neutralization, k2 10
−7
Ion-atom neutralization, k3 1.4× 10−10
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Although a135.6 is a temperature-dependent recombination coefficient, a
constant temperature of 1156 K is assumed for simplicity as long as the elec-
trons are in thermal equilibrium. In any other case a different distribution
must be assumed for the electron temperature. The implication of this as-
sumption is that the calculation of the rate coefficients is accurate within 5%.
Also, within the ionosphere’s F-region, atomic oxygen ions are the dominant
ion species, and we can assume that [O+] ≈ ne, meaning that for RR the
VER is a function of n2e (see equation 2.3).
2.2.2 Electron density estimation
From equations 2.3 and 2.4 and using the IRI12 and MSIS00 models we
were able to produce the simulated brightness profiles. These models pro-
vide knowledge of all the necessary constituents of the ionosphere such as
atomic oxygen density [O] and electron density ne, which is necessary for
the calculation for both RR and MN. Assuming that the VER is accurately
estimated given a brightness altitude profile, the next step will be to esti-
mate the ionosphere’s electron density. So, given equations 2.3 and 2.4 and
an estimated VER altitude profile, the electron density can be calculated by
solving equation 2.1:
n3e + (
k3
k2
+
β135.6
α135.6
)[O]n2e −
v¯
α135.6
ne =
v¯k3[O]
α135.6k2
(2.5)
which will give only one possible physical-positive solution.
During the algorithm verification process, for computational simplicity, the
effect of MN is ignored. This means that equation 2.5 can be reduced to:
ne =
√
v¯
α135.6
(2.6)
since if only RR is assumed, the VER is a function of the n2e.
2.2.3 Discretization of the forward problem
Equation 2.1 is used to formulate the forward model and create a set of sim-
ulated brightness measurements which are inverted to retrieve the VER and
15
Figure 2.3: Discretization of the ionosphere in distinct altitude shells n, and
definition of distinct lines-of-sight θ. Ionospheric constituents are constant
within each shell.
consequently the electron density profile. The problem can be discretized if
we assume that the measurements are acquired for multiple discrete obser-
vation zenith angles and that the ionosphere is spherically symmetric and
horizontally stratified, which means that for a single line-of-sight, the chem-
ical constituents values are only a function of altitude and not latitude or
longitude. In this way, the ionosphere is split into discrete shells as can be
seen in Figure 2.3. Thus, equation 2.1 becomes:
4piI1356(θ) = 10
−6
∫ ∞
0
V(s, θ)ds
= 10−6
N∑
n=1
∫ ln+1
ln
V(s, θ)ds
= 10−6
N∑
n=1
(ln+1 − ln)V(s, θ)
= 10−6
N∑
n=1
∆ln,θV(s, θ)
(2.7)
where ∆ln,θ is the path length a raypath travels within shell n for a given
line-of-sight θ. The distance traveled for each raypath per OZA is calculated
by measuring the length of the raypath between each shell’s entry and exit
point. Using these assumptions our problem can be modeled as:
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b¯ = Dv¯ (2.8)
where v¯ is VER, b¯ is brightness and D the distance matrix. Each row of
D corresponds to a single OZA in b¯ and each column corresponds to the
individual altitude shells. Each element in a row corresponds to the distance
that the line-of-sight travels within a specific altitude shell. Since we assume
that the atmosphere is spherically symmetric, the distance traveled within
each altitude shell will be symmetric about the tangent altitude point. For
this reason, in Figure 2.3 we can see that the portion marked as .5∆s(0,1)
accounts only for half the length that the specific line-of-sight travels in the
shell with n = 0. The other half is contributed by the symmetric portion
after the tangent altitude point. Finally, the total distance traveled for each
line-of-sight, starts from the topmost altitude shell which corresponds to the
satellite altitude (or less) and ends when the raypath exits the corresponding
topmost altitude shell after passing through the tangent altitude point.
By making the number of shells the same as the number of brightness
observations for a single altitude profile, D becomes a square, full rank,
lower triangular distance matrix, whose elements correspond to the length
of each line-of-sight measurement. A sample distance matrix can be seen in
Figure 2.4, for which the topmost shell is the same size as the second shell
from the top.
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Figure 2.4: Values of a sample distance matrix
For the distance matrix to be square, the number of OZAs (which is equiv-
alent to the number of pixels) has to equal to the number of shells. Since the
FUV CCD has 256 pixels, the number of OZAs will be 256, which means that
17
the ionosphere must be split into 256 distinct shells including both limb and
sublimb brightness measurements. But we are interested only in the limb
measurements that lie above 150 km, which corresponds to approximately
124 OZAs, from 98◦ to 110◦ from zenith. Thus, for the calculation of a square
distance matrix and in order to account only for the limb measurements, only
the top 124 ionosphere shells will be taken into account.
Within this section we made two assumptions in order to formulate the
forward model. The first is that the Earth is a sphere and the second is
that we have accurate knowledge of the oxygen density in order to calculate
the MN contribution. The next two sections will explain the effect of these
assumptions on the final solution of our problem.
2.2.4 Mutual neutralization contribution effect
The ICON mission will not provide a measurement of oxygen density [O]. Ef-
fectively this means that for the calculation of the electron density, the effect
of MN has to be set to zero since it cannot be accurately calculated. In this
section we quantify the effect of not accounting for the MN contribution, and
the error that this introduces in the retrieval of the electron density. To in-
vestigate this effect, we employ the forward model described above in section
2.2.1 making the following assumptions. The VER is estimated including the
contribution of both RR and mutual neutralization. The electron and oxy-
gen densities for the calculation of these processes are acquired from IRI12
and MSIS00 and finally the simulated brightness observations are calculated
assuming a spherical Earth with a spherically symmetric atmosphere. As-
suming that the simulated brightness profiles are noiseless, the VER can be
retrieved by simply inverting the distance matrix:
v¯ = D−1b¯ (2.9)
Subsequently, using the estimated VER, the electron density profile can be
estimated as described in section 2.2.2. In this step, to quantify the effect
of not including MN, the electron density is estimated while including (see
equation 2.5, [O] density is acquired by MSIS00) and not including (see equa-
tion 2.6) the MN. For the two solutions, the hmF2 and NmF2 are extracted
from the electron density profile and are compared to the true F2-peak values
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from IRI. The simulations are performed under different solar and seasonal
conditions, and at different local times and geographical locations (latitudes
from -30 to 30 degrees and all longitudes) in order to better understand the
effect on a global scale. In Table 2.3 we can see the difference for both hmF2
and NmF2 for solar minimum conditions. Specifically, the expected overes-
timation in NmF2 can be as large as 19% on average. Similarly, there is a
small underestimation of the hmF2 value which can be as large as 4 km.
The same exercise was performed for solar maximum conditions and the
results are in Table 2.4. Once again, ignoring MN can introduce error in the
electron density estimation up to almost 13% overestimation for the NmF2
and up to 4 km underestimation for the hmF2 on average. In comparison
with the solar minimum condition we can see that the hmF2 is different by
approximately 1 km whereas the NmF2 differs by 7%. This is a reasonable
result since during solar maximum conditions we have higher electron density
in the ionosphere and the contribution of radiative recombination will be
larger than during solar minimum conditions.
Table 2.3: Reconstruction errors on March 20th, 2009, solar min conditions
NmF2 and hmF2 reconstruction errors
NmF2 (%) hmF2 (km)
RR RR + MN RR RR + MN
20:00 LT 19.08± 6.82 −0.08± 0.02 −3.58± 2.58 0.22± 1.07
23:00 LT 18.77± 6.46 −0.08± 0.02 −3.79± 2.34 0.49± 1.37
02:00 LT 19.12± 6.76 −0.08± 0.02 −3.82± 2.39 0.34± 1.01
04:00 LT 19.26± 6.61 −0.08± 0.02 −4.09± 2.28 0.2± 0.79
Table 2.4: Reconstruction errors on March 20th, 2014, solar max conditions
NmF2 and hmF2 reconstruction errors
NmF2 (%) hmF2 (km)
RR RR + MN RR RR + MN
20:00 LT 12.85± 5.64 −0.09± 0.04 −4.63± 2.29 0.25± 1.47
23:00 LT 12.48± 5.71 −0.96± 0.04 −4.88± 1.66 0.28± 1.39
02:00 LT 12.85± 5.64 −0.09± 0.03 −4.63± 2.30 0.25± 1.47
04:00 LT 12.85± 5.48 −0.09± 0.03 −4.86± 2.0 0.25± 1.03
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Figure 2.5: Altitude profiles that present the different contributions of radia-
tive recombination and mutual neutralization to the total volume emission
rate
These effects are studied in the work of Qin et al. [2015] and our results
are similar to theirs. In addition, Qin et al. [2015] mentioned the seasonal
variability of this effect and that during winter the overestimation of NmF2
can be as high as 26%.
Besides MN, Qin et al. [2015] studied the effect of radiative transfer which
is a result of the resonant scattering and the pure absorption in the iono-
sphere. Ignoring radiative transfer when estimating the VER will result in
an underestimation of the electron density. Thus, ignoring both mutual neu-
tralization and radiative transfer effect will have a combined error effect in
NmF2 that can be up to 24%. The contribution of MN and RR to the total
VER can vary significantly as a function of time, season and solar conditions.
For this reason another exercise is performed where the VER is calculated
for 2 different seasons and for 2 different solar conditions. In Figure 2.5 we
can observe the contribution of each process under various conditions. In the
case of solar minimum during winter we can see that MN can contribute 36%
of the total VER for the nighttime ionosphere. This is in agreement with
measurements of Feldman et al. [1992].
These results show that, under the assumption of a spherically symmetric
atmosphere, given accurate knowledge of all the ionospheric constituents,
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and by including all nighttime ionosphere processes, the electron density can
be recovered with an error of less than 0.1% for both solar maximum and
minimum conditions. On the other hand, ignoring those processes can result
in estimation errors up to 26%. Although during the mission we will not have
an accurate knowledge of the [O], MSIS-00 [Picone et al., 2002] can be used.
Since MSIS-00 is an empirical model, we expect that under quiet geomagnetic
conditions it will provide a fairly accurate estimate for the oxygen density.
To this end, Dymond [2009] studied the effect of a scaled [O] value on
the electron density retrieval and concluded that imperfect knowledge of the
neutral densities can indeed lead to higher estimation errors.
2.2.5 Spherical Earth assumption
As mentioned in section 2.2.1, we assume for simplicity, and for computa-
tional reasons, that the Earth is spherical. Of course, in the real world the
Earth is not a sphere and the measurements from ICON will reflect that.
The Earth’s curvature assumption comes into play during the integration of
the VER for the forward model, and during the inversion for the calculation of
the path length for each line-of-sight which will create the distance matrix.
For this reason, we run the forward model (see sec. 2.2.1) assuming only
RR and that the Earth is an ellipsoid, using the WGS84 as the reference
coordinate system which is used by the Global Positioning System (GPS).
Then we calculate the distance matrix for the inversion for both spherical
and ellipsoid Earth. The difference between the distance matrices that are
calculated with the two different geometry assumptions can be seen in Figure
2.6.
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Figure 2.6: Difference between distance matrices calculated assuming spher-
ical and non-spherical Earth
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Figure 2.7: Electron density difference altitude profile for the two geometry
assumptions. Left figure illustrates the complete altitude profiles. Right
figure is focused between 270 and 390 km, where the F2-peak usually lies.
In order to quantify the percentage of error that this assumption will inflict
on the accuracy of the solution, the VER is estimated assuming RR using
both types of curvature. To do that, one inversion is performed using a dis-
tance matrix that is calculated assuming spherical Earth, and one inversion
is performed using a distance matrix that assumes ellipsoid Earth.
This exercise is similar to the one used to quantify the effect of the MN
in the electron density estimation. We assume that we can extract the VER
from simulated brightness profiles and from that, estimate the electron den-
sity and extract the NmF2 and hmF2. The retrieved electron density profile
is compared to the original one, that is extracted from the IRI model, in or-
der to quantify the level of accuracy for each case. The percentage difference
between the estimated electron density profiles and the original can be seen
in Figure 2.7.
Within the region of interest where the NmF2 and hmF2 peak lies, the
difference between the different Earth assumptions is less than 2% and the
biggest difference is located at lower altitudes. The precisions and the accu-
racies of the estimated electron density profiles are within 3% of the original
(IRI), which is within the mission’s requirements of 10% precision for NmF2.
A quantitative analysis is made by performing the same simulation but with
varying simulated brightness profiles for different season, location and local
time. The accuracy of the retrieval is estimated by measuring the percentage
difference for the NmF2 and the km difference for the hmF2 from the true
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F2-peak values. The results of this simulation as well as the computational
times for each case are in Table 2.5.
These results serve as proof that, although the simulated brightness pro-
files are calculated assuming ellipsoid Earth and the VER retrieval is made
assuming spherical Earth, the accuracy is very similar. In addition, the
computational time for the spherical Earth is two orders of magnitude less
than the one for the ellipsoid Earth. Having low computational time will
allow us to produce the FUV level 2.5 data in real-time without creating any
bottlenecks to the overall data output.
Concluding, we see that the retrieval accuracy is similar for the two dif-
ferent curvature assumptions and the computational cost for the spherical
Earth is significantly less. Thus, we will use the spherical Earth assumption
for the retrieval algorithm.
Table 2.5: Electron density retrieval accuracy and calculation time depending
on the Earth’s curvature assumption
Curvature Computational Average % error Average km error
assumption Time (s) in NmF2 in hmF2
Ellipsoid Earth 239.60 0.04 0.74
Spherical Earth 0.26 0.1 0.75
2.3 Sensitivity and Noise Simulation
Sensitivity is one of the key performance factors of an optical system. It
encapsulates the total efficiency (TE) of the CCD sensor as well as the effects
of noise. TE contains the quantum efficiency (QE), the grating efficiency, the
light contamination, and the mirror reflective efficiency. A summary of these
values is in Table 2.6.
Table 2.6: FUV instrument total efficiency
Mirror reflective efficiency 47.83%
Grating efficiency 35%
Contamination 63.3 %
Quantum efficiency of the detector 12%
Total efficiency 1.27%
Counts/rescell/sec/kR 87.3
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Mirror reflective efficiency is the percentage of light that is reflected by
the mirrors inside the instrument. Grating efficiency is the performance of
optical elements in terms of power throughput. It represents the amount
of optical power that is diffracted into the designed direction compared to
the power that is incident onto the optical element. Quantum efficiency is
the ability of the sensor to convert incoming photons to photo-electrons and
thus a measurable signal; the more photo-electrons produced per photon, the
higher the QE. QE is usually provided in the form of a percentage, signifying
the probability that a photo-electron will be produced upon the arrival of
a photon on the CCD surface. Another important factor that determines
the QE of a CCD is the wavelength of the photons and the CCD spectral
response. In order to achieve high QE, the CCD must be chosen accord-
ing to the wavelength region being measured. Finally, all these parameters
combined provide the sensitivity number for FUV instrument which is 87.3
counts/rescell/sec/kR.
The FUV instrument will also be susceptible to noise. There are three
different types of noise that the instrument model encapsulates. The first is
the dark current noise. This is created as a result of the thermal energy of the
CCD where photo-electrons are created that are independent of the photons
that hit the detector. These electrons are captured by the detector and are
counted as signal, which is of crucial importance since it can significantly
degrade the measurements under low SNR conditions where very few or no
incoming photons reach the detector.
Read-out noise is simply an on-chip source that affects the CCD due to its
architecture. The electric charge from each pixel will be read out by a single
output port where it will be converted and digitized using an analog-to-digital
converter. During this step, each pixel is subject to similar read-out noise,
which is present in all the images acquired by the CCD and is independent
of the exposure time used.
Since a CCD measures light, due to the photon’s “discrete” random move-
ment, it will also be susceptible to shot noise. Shot noise is the random
occurrence of photons, where each photon’s arrival on the CCD is indepen-
dent of the others, and it follows a Poisson distribution. This noise is of
utmost importance because under low light conditions, the noise becomes
apparent and the uncertainty of the signal is increased significantly. This
means that the SNR is a function of the count rate and for low-light condi-
24
tions it can be very low, meaning that the signal is “buried” under the noise.
Although shot noise follows a Poisson distribution, from the central limit
theorem, for a sufficiently large number of photons, the Poisson distribution
can be approximated by a normal distribution and thus shot noise can be
similar to Gaussian noise.
So, given a brightness profile measured in Rayleighs [Baker and Romick ,
1976; Huffman, 1992], to simulate a noisy brightness profile under different
light intensity conditions the following operation must be performed. First,
brightness needs to be converted into the number of photo-electron counts
that are detected from the CCD. To accomplish this, the sensitivity of the
instrument is used as well as the exposure time. Thus,
cnn = bnn × q × t (2.10)
where cnn is the number of counts with no noise (nn), bnn is the brightness
with no noise, q is the instrument sensitivity and t is the exposure time. To
calculate the number of counts due to shot noise, a Poisson distribution will
be used, as explained above, with the Poisson distribution mean λ equal to
the number of counts cnn.
cn ∼ Poi(cnn) (2.11)
where cn is the number of counts including the shot noise.
Finally, in order to calculate the simulated noisy brightness profile:
bn =
cn
q × t (2.12)
where bn is the simulated brightness profile that is created using the counts
profile that includes shot-noise.
Since the signal-to-noise ratio (SNR) is dependent on the number of counts
C, and the count rate follows a Poisson distribution and the noise is propor-
tional to
√
C, SNR will be defined as the square root of the number of counts√
C. So, by assuming the FUV sensitivity of 87.3 counts/s/kR/rescell and a
rescell integration time of 12 seconds, the estimated SNR for a 50 R source
will be approximately 8.89 dB.
Figure 2.8 illustrates the process of calculating the number of photo-
electron counts from a given brightness altitude profile, adding Poisson noise
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Figure 2.8: Calculation of photoelectron counts and addition of Poisson noise
for the simulated brightness measurements. The columns represent, from left
to right, low, medium and high noise. Each row represents a single step of
the simulation.
and then estimating the brightness altitude profile that contains noise. This
process is repeated for three different values of simulated brightness to il-
lustrate how that affects the SNR of the signal. By observing Figure 2.8
from left to right, it can be seen that the lower the brightness, the higher
the noise, which corresponds to lower SNR, thus establishing a proportional
relationship between signal strength and noise.
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CHAPTER 3
THE INVERSE PROBLEM
In many science or engineering applications, problems of the form Dv¯ =
b¯ are formulated where we can consider v¯ to be the input, b¯ the output
and D the operator that takes input and provides the output. Calculating
b¯ given v¯ and D is known as the forward problem whereas calculating v¯
given b¯ and D is the inverse problem [Hansen, 1992]. When the problem
is well-posed, the solution v¯ to the inverse problem is simply an inversion
of the matrix D giving the unique solution v¯ = D−1b¯. However, if the
problem is ill-posed, which means either non-existence or non-uniqueness of
the solution, the above approach results in an over-determined or under-
determined system of equations. In order to find an approximation of the
solution, ordinary least squares can be used:
min ‖Dv¯− b¯‖ (3.1)
The problem in this case is that if b¯ contains even the smallest perturba-
tions, these can result in large perturbations of the solution. To overcome
these problems we incorporate additional information to our minimization
problem to recover a smoother solution. This kind of method is known as
regularization and it enforces additional constraints that will help minimize
the effect of the noise in the solution.
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3.1 Inverse Problem Methods
3.1.1 Gaussian elimination
In the simple case where the problem at hand is well-posed and the matrix
is non-singular, the solution to the problem Dv¯ = b¯ is simply:
v¯ = D−1b¯ (3.2)
To calculate D−1, Gaussian elimination is performed and the solution to
the problem is calculated. Assuming that b¯ contains no perturbations (such
as noise), the solution will be unique. The usefulness of this method is that
by using ionospheric models which give knowledge of both v¯ and b¯, the effect
of other assumptions (such as the contribution of different processes and the
Earth’s curvature) on the solution is estimated.
As mentioned above, if b¯ contains even the smallest perturbations, these
can affect the result of the inversion and magnify these perturbations. This
can be seen in Figure 3.1 where the input to the inversion is a perturbed
brightness profile and the output is a significantly perturbed VER and elec-
tron density profile.
Since the problem is ill-posed, least squares can be used to calculate the
solution. However, using simple least squares can result in over-fitting, which
for our case is not desirable. Two constraints will be taken into account to
minimize the effect of noise and avoid over-fitting: that the ionosphere is
smooth and that the electron density and VER are non-negative.
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Figure 3.1: Process of retrieving the electron density altitude profile from
a noisy brightness simulated measurement using Gaussian elimination and
least squares solution.
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3.1.2 Singular Value Decomposition
Another widely used method to solve least squares problems of ill-conditioned
systems is singular value decomposition (SVD) [Aster et al., 2013a]. SVD
is a generalization of the spectral decomposition of a matrix which can be
applied to a general case of matrices. So given the matrix D with size N×N
we can express that matrix as:
D = USV T (3.3)
where U and V are the left and right singular vectors of D. S contains
the singular values of the matrix, which are unique and correspond to a
distinct value in U and V . Moreover, the number of positive singular values
corresponds to the rank of the matrix D.
Assuming that every value of the matrix S is non-negative, the inverse of
matrix D can be calculated by:
D−1 = V S−1UT (3.4)
Since matrix S is diagonal, S−1 will also be diagonal with values 1
si
. Thus,
we can express the above relation as:
D−1 =
N∑
i=1
1
si
viu
T
i (3.5)
SVD is a very powerful tool that can allow the direct calculation of the
pseudo-inverse matrix for any matrix D. Also we can calculate the minimum
norm least square solution by calculating:
ˆ¯v = V S−1Ub¯ (3.6)
or
D−1 =
N∑
i=1
uTi b¯
si
V (3.7)
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3.1.3 Condition number
By performing SVD on D and calculating its singular values, the sensitivity
of the matrix to perturbations can be estimated. The reason for this analysis
is that a matrix, even though being full rank, can be very close to singular.
This means that although the solution ofDv¯ = b¯ is unique, it can be sensitive
to small perturbations or errors in b¯. For that purpose the condition number
of a matrix is defined as:
κ(D) =
s1
sn
(3.8)
where n is the rank of the matrix. κ(D) = 1 is considered to be ideal and
the larger it gets, the more sensitive the solution is to perturbations in both
D and b¯.
Specifically for our problem κ(D) ≈ 45, which means that any perturba-
tions in b¯ can lead to perturbations in v¯ that are at least 45 time larger. For
this reason, regularization methods are used in order to compensate for the
perturbations in b¯ that originate mainly from the shot noise which follows a
Poisson distribution.
3.1.4 Truncated SVD
The singular values of the matrix D are non-negative and appear in de-
creasing order. As the singular values become smaller, the singular vector
that corresponds to these values contains the “high frequency” information
which can be attributed to the noise. Assuming that our signal has additive
noise, these small singular values can amplify that noise since it allows the
contribution of the high frequency information of U and V in the solution.
A way to avoid this problem is to choose a value k ≤ N and compute the
truncated SVD
D−1 =
k∑
i=1
uTi b¯
si
V (3.9)
By doing this truncation, only the “low frequency” components are allowed
to contribute to the solution and all the “high frequency” information is not
included at all. An important point to be made is that if we choose to remove
a lot of singular values this will result in over-smoothing our solution whereas
including many singular values will result in under-smoothing.
30
In Figure 3.2 we present the results of TSVD when a perturbed brightness
profile is used, calculated using the developed forward model (see sec. 2.2.1)
assuming RR and spherical Earth. The different plots in Figure 3.2 represent
the estimation of the VER as a function of number of singular values kept.
The higher singular values contain the DC components of the signal while
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Figure 3.2: Estimation of VER from simulated noisy brightness profiles using
TSVD. The results are presented as a function of singular values kept. From
left to right, top to bottom, the number of singular values used is increased,
illustrating how few or many singular values used can lead to under- or over-
estimation of the solution.
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the low values contain the high frequency content. Thus, as we include
more singular values for the calculation of the solution, more high frequency
components are included correspondingly. This can be seen in Figure 3.2,
where starting from the top left plot we increase the number of singular
values that are kept for the calculation of the solution row-wise. Starting
with only 4 singular values, the estimated solution is over-smoothed and as
we continue row by row it is evident that by adding more singular values to
the solution, we include more perturbations. This means that in order to
find an good solution we must find the optimal number of singular values
that we must keep in order to avoid over- or under-smoothing.
3.1.5 Tikhonov regularization
Tikhonov regularization is a widely applied method of regularizing discrete
ill-posed problems in order to stabilize the inverse problem solution. Tikhonov
contains two regularization parameters, which can control the smoothness
constraints of the solution α , L. Tikhonov replaces the minimization prob-
lem by penalizing the following least squares problem:
min{‖Dv¯− b¯‖22 + α2‖Lv¯‖22}
where α and L are the regularization parameters. If we choose the parameter
L to be the identity matrix, then our problem becomes the so-called damped
least squares:
min{‖Dv¯− b¯‖22 + α2‖v¯‖22}
which tries to bring balance between the residual norm ‖b¯ −Dv¯‖22 and the
semi-norm ‖v¯‖22 by selecting the appropriate regularization parameter. Of
course, since the minimization problem that we want to solve changed and
now includes the α2‖Lv¯‖ part, a systematic error can be introduced into the
final solution.
By employing SVD [Hansen, 1992; Aster et al., 2013b] we can express an
inverse solution in the following way:
v¯α =
p∑
i=1
s2i
s2i + α
2
U(:, i)T b
si
V (:, i) (3.10)
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where si are the singular values of the matrix D. The term
fi =
s2i
s2i + α
2
(3.11)
is called the filter factor and according to the value of α it controls the
contribution of different terms in the sum. In case si  a, fi = 1 which
is called under-smoothing, and when si  a, fi = 0 which is called over-
smoothing. When we have values of α between these two extremes, then the
contribution of the vector V (:, i) decreases monotonically while si decreases.
In cases where we choose a different L for the regularization, such as a
first or second derivative operator, in order to solve the inverse problem the
generalized singular value decomposition (GSVD) is employed where D and
L can be analyzed as:
D = UΣX−1 L = VMX−1 (3.12)
where Σ contains σi in increasing order, M contains µi in decreasing order
and γi =
σi
µi
where γi are the singular values of (D,L). Solving the above we
have the solution v¯α:
v¯α =
p∑
i=1
γ2i
γ2i + α
2
uTi b
σi
xi +
n∑
i=p+1
(uTi b)xi (3.13)
where xi are the terms of the vector X and v¯α is the solution. Also, fi =
γ2i
γ2i+α
2
are the GSVD filter factors that are analogous to those for the zeroth order
Tikhonov regularization.
3.2 Regularization Parameter Selection
By choosing α, L we enforce the constraints of non-negative and smooth-
ness of the ionosphere; α controls the weighting between the semi-norm and
residual norm. There are many ways to calculate the optimal α, but we con-
centrate on the L-curve and the generalized cross-validation (GCV) [Hansen,
1992].
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Figure 3.3: L-curve graph and explanation of the effect of the regularization
parameter selection
3.2.1 L-curve
This section will study the L-curve method for the choice of the regulariza-
tion parameter [Hansen, 1992]. By plotting the semi-norm α2‖Lv¯‖22 versus
the residual norm ‖Dv¯ − b¯‖22 on a log-log scale, the curve will take a char-
acteristic L-shape and the point of maximum curvature can be used to give
a good estimate of the regularization parameter α (Figure 3.3). To locate
the maximum curvature, the point of the L-curve with the maximum second
derivative is selected. The second regularization parameter L will help en-
force the constraint of smoothness. Since the assumption was that the Ne
profile is smooth and continuous, L can be chosen to calculate the second
derivative of v¯ which favors smoothness and also penalizes large gradients.
In order for the L-curve to exhibit that “corner” behavior, the discrete
Picard condition must be satisfied [Hansen, 1992]. An ill-posed problem
satisfies the discrete Picard condition if the Fourier coefficients |uTi b| on the
average decay faster to zero than the generalized singular values si. An
example of a Picard condition plot is in Figure 3.4.
By plotting the Picard condition, it can be seen that after a certain point
no useful information for the solution can be extracted and that the Fourier
coefficients are dominated by perturbations. Despite that, we are still able
to estimate a solution by truncating the values that correspond to the noise
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Figure 3.4: Picard plot example for our inverse problem
dominated coefficients, and produce a TSVD solution.
3.2.2 Generalized cross-validation
Generalized cross-validation (GCV)[Hansen, 1992; Aster et al., 2013b] is a
way of choosing the regularization parameter by assessing the quality of the
solution based on the ability to measure the fit of missing data. In this case
the “leave-one-out” lemma was used, which means leaving 1 out of m data
points out of the fitting process. Then we use the Tikhonov regularization
to find an inverse solution, while ignoring the 1 data point that was left out.
This process is repeated for each data point and produces a function that
needs to be minimized in order to find the optimum α. The GCV formula,
which is derived analytically in [Aster et al., 2013b], is:
g(α) =
m‖Dv¯α,L − b¯‖22
Tr(I −DD#)2 (3.14)
where
D# = (DTD+ α2LTL)−1DT (3.15)
where m is the number of data points and Tr() calculates the trace of a
matrix. So, by minimizing g(α) the optimum alpha can be found for the
inverse regularized solution.
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3.3 Bayesian Approach - Maximum A Posteriori
Estimation
It is known that the solution to the problem v¯ = D−1b¯ can have instabili-
ties in the presence of noise. In order to stabilize the solution, regularized
inversion methods can be employed, such as Tikhonov regularization. A dif-
ferent approach to stabilize the solution is to use statistical regularization.
In particular, this approach tries to incorporate prior information to the de-
sired solution in order to stabilize the problem. The main difference between
statistical and Tikhonov regularization is that the first has a deterministic
solution whereas for the latter the solution is assumed to be a random vari-
able for which the probability distribution is estimated. This is the so-called
Bayesian approach where the solution has the form of a probability distribu-
tion called the posterior distribution.
Specifically, assuming a model v for the VER tangent altitude profile, we
have the probability density function fi(bi, v) for each brightness observation
bi. Each observation is independent and identically distributed and thus the
joint probability density function can be written as:
f(b|v) = f1(b1|v) · f2(b2|v) · · · fn(bn|v) (3.16)
where n corresponds to the index of the lowest tangent altitude observation.
In addition, assuming we have knowledge of the prior distribution of the
model p(v), the posterior probability distribution can be calculated by:
q(v|b) ∝ f(b|v)p(v) (3.17)
At this point it is important to specify that q(v|b) is a probability distri-
bution and not a single model that provides a specific solution. In order to
identify a representative solution to the problem we can find the v that cor-
responds to the largest q(v|b). This is known as the maximum a posteriori
(MAP) model.
MAP estimation will be based on the observation data and a prior model.
For the FUV instrument the brightness observations can be characterized by:
b = Sv + w (3.18)
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where b is the brightness observations, S is the distance matrix, v is the VER
observed at the tangent altitudes and w is the noise. We know that the noise
has a Poisson distribution which is a result of the nature of photon counts.
Assuming that λ = number of incoming counts on the CCD,
w ∼ Poi(λ)− λ (3.19)
In addition, for large number of counts the Poisson distribution can be well
approximated by as a Gaussian distribution from the central limit theorem
(CLT). Thus,
w ∼ N(µ = 0, σ2 = λ) (3.20)
Moreover, since the individual observations are independent and identi-
cally distributed (i.i.d.), we assume that the elements of the noise vector are
uncorrelated, which results in a diagonal covariance matrix Rw.
Besides the distribution of the noise we also need to calculate the statis-
tical model for the prior distribution. This is also taken to be a Gaussian
distribution:
v ∼ N(µ = vprior, σ2 = rvprior) (3.21)
The prior statistical model is estimated by averaging through a series of
typical model ionospheres. Specifically, we average a series of VER altitude
profiles, that include only the RR contribution, which are calculated using the
ionospheric densities obtained from the IRI12 models, and then we calculate
the mean vprior and covariance Rvprior .
The calculation of the prior distribution depends on the location and time
of the observations. An example prior could be that for every brightness
profile acquired from the FUV instrument, the prior will be created by av-
eraging through simulated VER profiles, which are located latitudinally and
longitudinally within ±1◦ of the observation point and whose timing is for
the same month and hour as the observation time, for ±10 days, for the same
and previous year.
Given all the above assumptions, the posterior probability can be calcu-
lated by:
q(v|b) ∝ e− 12 (Sv−b)TR−1w (Sv−b)+(v−vprior)TR−1v (v−vprior) (3.22)
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The solution of MAP estimation is given by:
vˆmap = arg max
v
{q(v|b)} (3.23)
= arg min
v
{(Sv− b)TR−1w (Sv− b) + (v− vprior)TR−1v (v− vprior)}
(3.24)
This minimization problem can also be formulated as a standard least
squares problem:
vˆmap = min
∥∥∥∥∥
[
R
− 1
2
w S
R
− 1
2
v
]
v−
[
R
− 1
2
w b
R
− 1
2
v vprior
]∥∥∥∥∥
2
2
(3.25)
where R
− 1
2
w , R
− 1
2
v are the covariance matrix square roots.
3.3.1 Calculation of a prior distribution
Calculating the prior is very important since it will directly affect the results
of inversion. We know that the electron density in the ionosphere has a
variation as a function of position, day, hour, season and year [Araujo-
Pradere et al., 2005]. For this purpose, using IRI and MSIS we performed a
statistical analysis of the electron density in the ionosphere. This will help
specify the interval at which we need to sample the IRI model to create a
good prior. We know that electron density varies within the 11 years of
a solar cycle so a good prior should include the years during which solar
conditions are close to the solar conditions in which ICON will fly. On the
other hand, the hour (Figure 3.5a), the day (Figure 3.5b) and the month
(Figure 3.5c) need to be studied so a good enough sample can be acquired
without the need for excess computational power.
In Figure 3.5 that variability is illustrated for various geographic locations.
Specifically the latitude is varied from -30 to 30 degrees with step of 1 degree
and the longitude from -180 to 180 degrees with a step of 30 degrees. The
first plot in each figure represents the mean value and the standard deviation
of the electron density over the corresponding parameter that is varied (time,
day or month) and the locations corresponding to the various latitudes and
longitudes defined above.
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For the hour variability from 19:00 to 05:00 we can see that the variation is
significant, but a 2-hour interval can be used while sampling. Similarly, there
is significant variability across seasons which needs to be captured. Thus,
all months should be sampled while creating a prior. On the other hand,
the day variability is not great, which means that a portion of every month’s
days could be sampled. Finally, we see the expected strong variability during
the 11 year solar cycle. For this reason every month, every other day, and
5 hours per night will be used for the calculation of the prior. Moreover,
since the ICON mission will operate during solar minimum the prior should
include years that simulate solar minimum conditions.
After selecting the geographical, seasonal and local time conditions that
are needed to create the prior, the corresponding VER altitude profiles are
created. Assuming that these profiles are contained in a matrix
v¯ = [v1, v2, ..., vN ] (3.26)
where vi is a single VER profile, the sample covariance matrix of the prior
distribution can be calculated:
Rvi,j = E[(vi − vprior)(vj − vprior)T ] (3.27)
where vi, vj are individual VER altitude profiles and vprior is the mean of the
prior distribution.
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(a) Electron density hour variability for a single day’s nighttime
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(b) Electron density day variability for a single month.
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Figure 3.5: Electron density altitude profiles illustrating the variability of
electron density and F2-peak, as a function of local time, diurnal, seasonal,
and solar cycle variability
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CHAPTER 4
PERFORMANCE OF REGULARIZED
INVERSION
The algorithms described in Chapter 3 can be used to infer the VER from
simulated or measured noisy brightness observations. In this chapter we focus
on regularized inversion methods, such as Tikhonov regularization, GCV and
MAP estimation, which can help counteract the effects of noise in the VER
solution. Simulations and tests are performed to quantify the accuracy and
robustness of these algorithms, in order to define which algorithm is apt for
the ICON mission and the nighttime FUV instrument. The accuracy of each
algorithm is measured based on the reconstruction accuracy of the electron
density profile and the NmF2 and hmF2 values, and how close those are to
the instrument specifications, namely 10% precision for the NmF2 and 20
km precision for the hmF2.
To simulate the noisy 135.6 nm brightness profiles, the forward model de-
veloped in this thesis is used (see sec. 2.2.1). For the calculation of the VER
only the RR contribution is included, and a spherical Earth with spherically
symmetric atmosphere is assumed (for both the forward model and the in-
version), such that the individual constituents are only a function of altitude
whose latitude and longitude are specified by the location of the satellite. For
every simulation, the location of the satellite, the simulated local time and the
CCD exposure time are specifically defined to reflect the necessary changes in
the simulated brightness profiles. Once the unperturbed brightness profile is
simulated, photon counting noise is added. For every unperturbed brightness
profile in the simulations, 100 different noise realizations are created, whose
purpose is to provide an understanding of the uncertainties of each regular-
ized inversion method, by calculating the mean and standard deviation of
the estimation error for both NmF2 and hmF2.
The first simulation estimates the performance of the inversion algorithms
for different SNR values. The satellite location for this test is fixed at 0◦N
latitude, 0◦E longitude and the time is set at 20:00 LT, while the SNR is
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Figure 4.1: Sample ICON orbit paths
varied by changing the exposure time of the CCD from 1 to 14 seconds. For
each exposure time, the inversion is performed for the 100 noise realizations of
the brightness profiles, and the VER is estimated. Then, the electron density
profile is calculated and the NmF2 and hmF2 values are extracted. Finally
the means of the estimated hmF2 and NmF2 for the 100 noise realizations
are compared to the true F2-peak parameters from IRI.
Despite the fact that this test provides useful insight on the accuracy of
the algorithms for different SNRs, the SNR can also vary according to the
location, the time or the solar conditions under which the simulated measure-
ments are made. These variations all lead to different parameters describing
the F2-peak (hmF2, NmF2). Thus, the next simulations are designed so that
they take these conditions under consideration.
Naturally, since the FUV is mounted on a satellite, the location is changing
within specified orbit paths such as those illustrated in Figure 4.1. These
paths simulate three continuous orbits of the satellite that start from 20◦N
latitude and 100◦W longitude all the way to 15◦N latitude and 180◦E. In
addition, as mentioned in sec. 1.3, the FUV is equipped with a turret that
is rotating throughout the orbit for the FUV to be parallel with the Earth’s
magnetic field. For these simulations, we assume that the turret looks north
for all the points in the orbit resulting in lines-of-sight that are illustrated
in Figure 4.2. In addition, the varying satellite and tangent altitudes during
the orbit are presented as well as the geolocation of the highest and lowest
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Figure 4.2: Lowest, highest tangent altitudes and line-of-sight integration
path-lengths, for the FUV instrument for various points on the orbit, while
the FUV turret is simulated to look north
tangent altitudes. These provide a fair estimate of the region of interest,
which can allow for the simulation of the expected electron density values for
a given time, for all latitudes and longitudes within that region (see Figure
4.3), which in turn can provide useful insight on the variation that is expected
in the brightness values. For example, Figure 4.3 shows that regions above
30◦N latitude with 120◦W longitude have very low electron density which
results in low VER and subsequently in low brightness, which as mentioned
in previous sections can be dominated by noise.
To study all these effects, the second simulation is performed for the afore-
mentioned orbit with varying solar conditions. In particular, for each orbit
point, the 100 noise realizations are calculated under three different solar
conditions whose solar flux (F10.7) is 213.6 (solarmax), 118.94 (solarmid)
and 68.1 (solarmin) solar flux units. The location is changing according to
the defined orbit, the time remains 20:00 LT for all the orbit points and the
CCD exposure time is the nominal 12 seconds. After all the simulated bright-
ness profiles are calculated, the VER and subsequently the electron density
are estimated. From the electron density profiles the mean hmF2 and NmF2
estimation errors are calculated as well as the mean error for all the orbit
points. This test enables quantification of the impact of solar conditions on
the VER and electron density estimation.
Similarly, the final simulation is performed for different local times from
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Figure 4.3: Simulation of the electron density peak in the ionosphere for
global 20:00 LT
20:00 to 23:00 and 02:00 hours LT for each orbit point. Again, a full simulated
ICON orbit is used, with constant solar conditions in solarmid. Brightness
profiles are simulated for all the orbit points for all the local times and then
the inversion is performed to estimate the VER and electron density. The
mean hmF2 and NmF2 estimation errors are estimated and studied to infer
the implications of local time for the estimation of electron density during
nighttime.
Given these three simulations and using IRI as the truth, all the inversion
algorithms are tested and their accuracy is estimated in order to choose the
apt deterministic and statistical inversion methods.
4.1 Tikhonov
In this section, the three simulations are performed while using Tikhonov
regularized inversion for the calculation of the VER, and the results are
reported. The regularization parameter for this exercise is chosen using the
maximum curvature criterion.
In Figure 4.4 the accuracy and precision results using Tikhonov regular-
ization for the first simulation are presented. The NmF2 accuracy is approxi-
mately constant for the various exposure times whereas, as the SNR increases,
the precision of the reconstruction improves. Similarly for the hmF2, both
accuracy and precision improve with increasing exposure time. Noticeably,
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Figure 4.4: Varying SNR simulation using Tikhonov regularization. Different
exposure times define the SNR, and for each exposure time for which a Monte-
Carlo simulation is performed, the mean and 1-σ deviation of the hmF2 and
NmF2 error are illustrated. Both the accuracy and precision of the hmF2
and NmF2 are within the instrument specifications for the nominal exposure
time of 12 seconds.
when the SNR is low, there is an overestimation of the hmF2 value of approx-
imately 5 km which, as the SNR increases, becomes less significant. This test
indicates that for a given location and time, even for low SNR conditions,
the reconstruction of the NmF2 can be performed with great accuracy and
precision while the hmF2 may be overestimated. That overestimation is an
expected feature since the regularization process can introduce a bias in the
estimation of the VER solution. Considering that we chose L to penalize
high gradients, and that for low hmF2 values the gradient of the VER profile
below the F2 peak height becomes larger, it is not surprising that a bias is
created.
Next, the second simulation of varying locations and solar conditions is
performed for the Tikhonov regularization method. The results are illus-
trated in Figure 4.5, where the top plots present a 1-1 comparison between
the true hmF2 and NmF2 values from IRI, with the mean hmF2 and NmF2
values for each orbit point, and the bottom plots present the mean and 1-
σ deviation for each orbit point as well as the mean of the complete orbit.
From this figure, two observations can be made that are in conjunction with
the results of the first simulation. First: For all the solar cycle conditions,
the NmF2 estimation is accurate while the precision changes as a function
of SNR. Specifically, for solar minimum conditions and locations like 30◦N
latitude and 120◦W longitude where the SNR is low (see Figure 4.3), the
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Figure 4.5: NmF2 and hmF2 estimation accuracy for a full ICON orbit for
three different solar conditions (solar minimum, moderate solar conditions
and solar maximum) using Tikhonov regularization. Top plots indicate a
1-1 comparison between the mean estimated F2-peak values for each orbit
point with the F2-peak values extracted from IRI. Bottom plots illustrate
the estimation error and 1-σ deviation for each orbit point and the mean of
the complete orbit.
estimation error for NmF2 is close to zero whereas the uncertainty exceeds
the instrument’s specifications. Second: With regard to the hmF2, for low
SNR conditions both the uncertainty and the accuracy deteriorate and an es-
timation bias is introduced. This can be observed in the top-right plot where
all the points for the solar minimum conditions are located above the 1-1
comparison line. In addition, from the bottom-right plot, it is evident that
for low SNR the estimation error and its uncertainty exceed the instrument’s
specifications.
The final simulation was performed by varying the time for each orbit
point, and using Tikhonov regularized inversion. The results from this ex-
ercise are presented in Figure 4.6, from which similar conclusions with the
previous simulation can be drawn. The NmF2 can be estimated with high
accuracy but the uncertainty becomes greater than the specification for low
SNR conditions, which in this case correspond to LT that is late at night. The
hmF2 displays an estimation bias for low SNR conditions and for LT of 02:00
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Figure 4.6: NmF2 and hmF2 estimation accuracy for a full ICON orbit for
three different local times (20,23,2 LT) using Tikhonov regularization. Top
plots indicate a 1-1 comparison between the mean estimated F2-peak values
for each orbit point with the F2-peak values extracted from IRI. Bottom
plots illustrate the estimation error and 1-σ deviation for each orbit point
and the mean of the complete orbit.
the estimation accuracy and precision exceed the specification threshold.
From all these simulations we can conclude that when the SNR is low,
the uncertainties can become quite large. Especially when the brightness is
below 10 R, significant discrepancies in both NmF2 and hmF2 can result.
This is the reason that in Figures 4.5 and 4.6, the 1−σ deviation for certain
orbit points can reach up to 40% for the NmF2 and up to 60 km for the
hmF2, making the precision of the result fall short of specifications. This
is a result of choosing an improper regularization parameter, which usually
leads to the over-smoothing of the solution. For this reason it is necessary
to find a lower brightness bound for Tikhonov regularization, after which
the results can be flagged with high uncertainty. This is very important for
the ICON mission since we need to have a measure of the trustworthiness of
the retrieved electron density in order to infer useful information about the
ionosphere.
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4.2 Generalized Cross-Validation
In this section the same simulations as before are performed in order to
calculate the accuracy of the regularization when choosing the best regular-
ization parameter using GCV. The results of the simulations are presented,
and comparison between GCV and Tikhonov will be made in a later section.
In Figure 4.7 the accuracy and precision of the regularized inversion for
the varying exposure test are presented. We can observe that the NmF2
accuracy is always within 1% for the various exposure times whereas, as the
SNR increases, the accuracy of the reconstruction converges close to −0.2%.
Specifically for the nominal exposure time of 12 seconds, the NmF2 esti-
mation error is less than −0.2% , whereas for low SNR the NmF2 value is
underestimated. For the hmF2, while the SNR increases the estimation error
decreases reaching the value of approximately 3 km for the nominal exposure
time of 12 seconds. Similarly with Tikhonov, choosing the regularization
parameters using GCV creates a bias in the hmF2 which in this case con-
verges to approximately 3 km. So, from these results, we can conclude that
for a given time and location, for the nominal exposure time, both NmF2
and hmF2 accuracy and precision are within the instrument specifications
although both present an estimation bias.
The second simulation of varying locations and solar conditions is per-
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Figure 4.7: Varying SNR simulation using GCV. Different exposure times
define the SNR, and for each exposure time for which a Monte-Carlo simula-
tion is performed, the mean and 1-σ deviation of the hmF2 and NmF2 error
are illustrated. Both the accuracy and precision of the hmF2 and NmF2
are within the instrument specifications for the nominal exposure time of 12
seconds
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Figure 4.8: NmF2 and hmF2 estimation accuracy for a full ICON orbit
for three different solar conditions (solar minimum, moderate solar condi-
tions and solar maximum) using GCV. Top plots indicate a 1-1 comparison
between the mean estimated F2-peak values for each orbit point with the
F2-peak values extracted from IRI. Bottom plots illustrate the estimation
error and 1-σ deviation for each orbit point and the mean of the complete
orbit.
formed for the GCV and the results can be seen in Figure 4.8. The F2-peak
parameter estimation accuracy and precision for this exercise, for all three
different solar conditions, are within the required specifications with the ex-
ception of specific cases for solar minimum. From the top plot, for the 1-1
comparison between the estimated and the true F2-peak parameters, we can
observe that the NmF2 can be estimated with high accuracy whereas the
hmF2 exhibits an estimation bias for all three solar conditions. This bias
becomes significant especially for the solar minimum conditions, where on
average the orbit can become approximately 12 km. In agreement with the
results of the first simulations, the uncertainty of the estimation error also
increases for low SNR conditions, and for this simulation it can be as high
as 30% for the NmF2 and as high as 60 km for the hmF2.
The final simulation was performed by varying the time for each orbit
point using GCV and the results can be seen in Figure 4.9. The first notable
observation is that the mean NmF2 retrieval accuracy is similar for all three
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Figure 4.9: NmF2 and hmF2 estimation accuracy for a full ICON orbit for
three different local times (20,23,2 LT) using GCV. Top plots indicate a
1-1 comparison between the mean estimated F2-peak values for each orbit
point with the F2-peak values extracted from IRI. Bottom plots illustrate
the estimation error and 1-σ deviation for each orbit point and the mean of
the complete orbit.
different LT, whereas for the hmF2 it deteriorates while the SNR becomes
smaller. As before, while the night progresses the SNR decreases which
results in high uncertainty. This can be seen for the individual orbit points
where, especially for the hmF2, the uncertainty and the bias increase while
the SNR decreases. On the other hand, while the uncertainty of the NmF2
increases for low SNR, the accuracy remains approximately the same with
an estimation error close to 1%.
Using the results of these simulations, we can conclude that the GCV can
perform within the required specification, but it can introduce a regulariza-
tion bias in both the NmF2 and hmF2 for low SNR conditions. When the
brightness becomes dimmer than 10 R, the uncertainty increases significantly
with NmF2 having a 1-σ deviation up to 30% and the hmF2 up to 70 km,
making the precision of the result fall short of specifications. This means
that, as with Tikhonov, a lower threshold for the maximum brightness must
be set, after which the hmF2 and NmF2 estimation can be considered accu-
rate. In the next section, we will show the results of the Bayesian approach
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that assumes prior knowledge of the solution.
4.3 MAP Estimation
In this section we present the accuracy and precision results for the statis-
tical regularization approach. To verify the accuracy of this approach three
different exercises are performed to vary the SNR using different exposure
time, local time and solar conditions. The first part before performing the
MAP estimation is to select a proper prior that can be informative. For this
case we choose a prior that is localized to the tangent altitude coordinates
in question. This is selected to include all geographical coordinates that are
±1◦ in longitude and latitude from the tangent point, and that are tempo-
rally located ±10 days and ±1 hour from the time of the simulation in the
same, the previous, and the next year. This created a total of 1620 VER
profiles from which we extract the mean and variance.
The exposure varying simulation is run using MAP estimation and the
accuracy and precision results for this case can be seen in Figure 4.10. The
first thing to observe here is that the NmF2 is estimated with an estimation
accuracy of approximately 0.5% for all SNR conditions and that the precision
of the reconstruction can be as low as 0.5% for the nominal exposure time.
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Figure 4.10: Varying SNR simulation using MAP estimation. Different ex-
posure times define the SNR, and for each exposure time for which a Monte-
Carlo simulation is performed, the mean and 1-σ deviation of the hmF2 and
NmF2 error are illustrated. Both the accuracy and precision of the hmF2
and NmF2 are within the instrument specifications for the nominal exposure
time of 12 seconds
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Figure 4.11: NmF2 and hmF2 estimation accuracy for a full ICON orbit for
three different solar conditions (solar minimum, moderate solar conditions
and solar maximum) using MAP estimation. Top plots indicate a 1-1 com-
parison between the mean estimated F2-peak values for each orbit point with
the F2-peak values extracted from IRI. Bottom plots illustrate the estimation
error and 1-σ deviation for each orbit point and the mean of the complete
orbit.
For the hmF2, we can similarly notice that for most exposure times, the
reconstruction error is close to zero with uncertainty that can be as low as 1
km for the nominal case. This indicates that, assuming a good prior, MAP
estimation can perform with high accuracy and precision and provide results
that are well within the instrument’s requirements.
The second exercise involved using MAP estimation for a full ICON orbit
and varying the solar cycle to see how the retrieval results are affected by
different solar conditions. Figure 4.11 presents the results for the VER re-
trievals for the three different solar conditions, and the impact of the solar
conditions on the MAP estimation can be seen. For solar max and inter-
mediate solar conditions, the mean accuracy for all the retrievals is close to
zero and all the orbit points have a mean accuracy that is always within the
specifications. More importantly, as mentioned above, the errorbars in this
figure are very small, which means that the solution has very high precision.
On the other hand, for solar minimum conditions, the mean accuracy for the
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Figure 4.12: NmF2 and hmF2 estimation accuracy for a full ICON orbit for
three different local times (20,23,2 LT) using MAP estimation. Top plots
indicate a 1-1 comparison between the mean estimated F2-peak values for
each orbit point with the F2-peak values extracted from IRI. Bottom plots
illustrate the estimation error and 1-σ deviation for each orbit point and the
mean of the complete orbit.
full orbit is larger, approximately −5% for the NmF2 and −5 km for the
hmF2, and a lot of the individual orbit points fall short of the specifications
for the NmF2 calculation. These points correspond to brightness profiles that
have maximum brightness less than 0.5 R which means relatively few pho-
tons hit the detector. The reason these points have large estimation errors
is that with low brightness profiles, the MAP estimation will trust the prior
more than the brightness measurements, and the solution will converge to
the prior mean. Thus, if the prior mean is quite different from the true VER,
the estimated electron density will also be different from that used to create
the simulated brightness. Thus, the selected prior is not suitable for solar
minimum conditions and the results of these retrievals would be different if
a different prior were selected.
The third simulation involved the VER retrieval using MAP estimation for
different LT throughout the night. Figure 4.12, presents the accuracy of the
VER estimation for three different LT. The accuracy is in general within the
required specifications for both NmF2 and hmF2 with an exception of few
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orbit points in NmF2 during 02:00 LT. As with the solar cycle variations, the
precision of the retrieval is very high and the mean error for all the LT choices
for all the orbit points is very close to zero. The main difference from the
solar cycle variation is that the mean orbit estimation error is close to zero
for both NmF2 and hmF2, meaning that there is no estimation bias. From
this we can conclude that the solar cycle variation affects MAP estimation
more than LT variations.
Using MAP estimation, the VER and the electron density can be accu-
rately retrieved and are within the instrument’s specifications as long as the
appropriate prior is chosen. From the simulations performed, we saw that the
selection of a good prior will affect the results and, especially for low SNR, the
results will converge to the prior mean, which means that an uninformative
selection of the prior can result in high estimation errors.
4.4 Method Comparison
Concluding this chapter, the results from the three inversion methods will be
compared. To perform this comparison the results from the first simulation
for each method will be used.
The first comparison is between the two deterministic methods of regular-
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SNR Figures for 100 noise realizations at [0,0] showing the difference
 between maximum Curvature and GCV
Figure 4.13: Varying SNR simulation comparing Tikhonov regularization
and GCV. Different exposure times define the SNR, and for each exposure
time for which a Monte-Carlo simulation is performed, the mean and 1-σ
deviation of the hmF2 and NmF2 error are illustrated. Both the accuracy
and precision of the hmF2 and NmF2 are within the instrument specifications
for the nominal exposure time of 12 seconds.
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Figure 4.14: Varying SNR simulation comparing Tikhonov regularization
and MAP estimation. Different exposure times define the SNR, and for each
exposure time for which a Monte-Carlo simulation is performed, the mean
and 1-σ deviation of the hmF2 and NmF2 error are illustrated. Both the
accuracy and precision of the hmF2 and NmF2 are within the instrument
specifications for the nominal exposure time of 12 seconds.
ization. Since both maximum curvature and GCV are within the required
retrieval specifications, the final choice should be a function of accuracy and
precision. In Figure 4.13 we present a comparison of the two methods where
the maximum curvature has better accuracy in the NmF2 and hmF2 esti-
mation, but higher uncertainty. Also, the hmF2 estimation using maximum
curvature exhibits a lower bias, and the NmF2 has no bias even for the low
SNR conditions. Moreover, from the experiments where the solar conditions
and the LT are varied, we saw that the uncertainties of the retrievals for the
GCV are greater than the maximum curvature. That applies for both NmF2
and hmF2 estimation. This effectively means that the GCV algorithm is
more prone to noise than the maximum curvature. This is evident in the
fact that the uncertainty for hmF2 can reach up to 60 km and for NmF2
−30%, both of which are three times our required specifications. This leads
to the conclusion that for our deterministic baseline algorithm, the regular-
ization parameter will be chosen using the maximum curvature criterion.
Since Tikhonov regularization with the maximum curvature criterion was
chosen, this method will be compared with MAP estimation. In Figure
4.14 the differences between the statistical and the deterministic approach
are presented, where the main difference is the size of the uncertainty. For
the statistical approach the uncertainty for NmF2 is less than 0.5% and
for the hmF2 less than 1 km, whereas for the deterministic approach it is
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approximately 3% and 7 km correspondingly. Also, the accuracy in NmF2 is
comparable between the two methods whereas for the hmF2 the statistical
approach removes the bias that it is introduced by Tikhonov regularization.
In comparison with the Tikhonov regularization, the Bayesian approach
can achieve the same accuracy for NmF2 for solar max and intermediate
solar conditions and slightly worse for the solar min conditions. On the
other hand, for the hmF2 the accuracy is comparable or better for solar max
and intermediate solar conditions, and significantly better for solar minimum
conditions. This means that, using this prior for this specific exercise, the sta-
tistical approach can perform equally well with the deterministic approach,
with the main difference that there can be significant improvement on the
hmF2 retrievals with a small trade-off in the NmF2 retrievals.
This is a very important result, since this study shows that a more sophis-
ticated inversion method can be employed for the VER retrievals that will
ultimately allow the retrieval of the electron density profile even for low-light
conditions. Of course, as with the Tikhonov approach, there is a lower bound
in the brightness measurement values from which we can confidently infer the
retrieved VER and electron density profiles.
All of the simulations include only shot noise without any corrections or
effects of the instrument. In the next section, we test the two different reg-
ularization approaches but instead of simulating just the shot noise, bright-
ness measurements without noise are simulated and then passed through the
instrument model that is developed by the FUV instrument team at UC
Berkeley. This model, given an unperturbed brightness profile, will enforce
all the different types of noise (shot, read-out, dark current noise) as well as
all the distortions that are caused by the turret and their corrections.
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CHAPTER 5
INSTRUMENT MODEL AND
MEASUREMENT SIMULATIONS
In order to quantify the performance of the inversion algorithms that we
selected in the previous chapter, representative measurements of the FUV
instrument are needed. These measurements are useful because they contain
all the instrument effects that we anticipate to encounter once the ICON
mission launches. For this reason, simulations of the level 1 data are provided
from the instrument team at UC Berkeley, and the accuracy and robustness
of Tikhonov regularization and MAP estimation are verified.
These simulations are created with a two-step process. First, a partial
ICON orbit is provided that includes 255 points along the orbit along with
the viewing geometries of the FUV instrument. For every point in this orbit,
the forward model that is developed in section 2.2.1 is used and a brightness
profile that does not include any noise is created. Then these profiles are
given to the instrument team where the instrument model is applied. That
includes all the distortions that are created from the viewing geometry of the
instrument as well as all types of noise that the FUV instrument is susceptible
to.
5.1 The FUV Instrument and the Instrument Model
As mentioned in section 2.2.1, the FUV instrument CCD has 6 stripes and
the images acquired from the CCD will form the horizon. By having each
stripe represent a different part of the horizon, the tangent altitudes for each
stripe brightness profile will be different. For this reason, the first correction
that the instrument model performs is to remove the horizon effect so all six
stripes of the CCD correspond to approximately the same tangent altitudes.
By performing these corrections the top-side and bottom-side pixels of the
non-central stripes will be modified.
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Figure 5.1: Level 1 and level 2.5 data product variable handshake
FUV also has a turret mounted on the front which is used in order to track
the magnetic meridian as the satellite progresses in orbit. The rotation of the
turret introduces distortions to the CCD image in addition to tangent alti-
tude discrepancies. Corrections for this effect are also performed by aligning
the altitude profiles between the six stripe so if a horizontal cut is taken, the
cut values will correspond to the same tangent altitudes. By applying these
corrections, the top-side and bottom-side values of the brightness profiles are
again modified. These modifications are a function of the turret angle and
affect the right or the left side of the CCD accordingly.
The final step of the instrument model is to introduce the noise that is
going to be present during flight. In previous chapters only the shot noise
is taken into account, whereas the instrument model introduces all types of
noise such as shot noise, read noise and dark current noise. The last two
types will especially affect the noise in the low SNR brightness profiles.
5.1.1 Data calculation
This work is focused on the level 2.5 data product. The input for the level 2
processing is the level 1 data which contain the measurements and the cor-
responding viewing geometry. A brief explanation of the handshake between
the level 1 and level 2.5 data products is illustrated in Figure 5.1.
For each orbit point, a brightness profile will be provided for each individ-
ual stripe and an inversion will be performed correspondingly. The variation
of the brightness profiles that are passed through the instrument model, over
a partial orbit, can be seen in Figure 5.2. Through the inversion, the VER
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Figure 5.2: Variation of brightness altitude profiles throughout a partial
ICON orbit that contain noise created through the instrument model
and consequently the electron density are calculated. The output specifica-
tions for the level 2.5 data are the viewing directions, the estimated VER
for the 135.6 nm emission, the electron density for each individual stripe and
finally the hmF2 and NmF2 values. As aforementioned, these need to be cal-
culated with a precision of 20 km and 10%. The above process is summarized
in Figure 5.3.
5.2 Inversion Performance Results
For this exercise, a partial orbit was given (Figure 5.4) that corresponds to
approximately 1 hour of flight of the satellite. The hour selected in UT was
from 00:18 to 01:15, which corresponds to approximately 17:00 Solar LT at
the start of the simulated data and 07:00 Solar LT at the end. This orbit will
Figure 5.3: Level 2.5 data product processing pipeline
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also include daylight measurements where there are more processes than RR
and MN that are not modeled by our inversion process. This is because this
is not part of the nighttime FUV objective. Simulating part of the orbit that
crosses the terminator can also help us detect when the daylight contaminates
the nighttime measurements, which in turn will help flagging the results.
90°S
60°S
30°S
0°
30°N
60°N
90°N
180° 180°135°W 90°W 45°W 0° 45°E 90°E 135°E
ICON single orbit path 
Orbit
Figure 5.4: Partial ICON orbit
5.2.1 Instrument model verification
Before running the regularized inversion on simulated noisy data, we per-
formed a level 1 file verification. The purpose of this was to verify that all
the geometries are calculated correctly and to locate any discrepancies be-
tween our forward model and the data that are produced by the instrument
model.
The first difference comes from the fact that for our forward model we
integrate the VER through the ionosphere to calculate the brightness. For
our inverse model we construct a distance matrix which is calculated by
discretizing the problem. This introduces small numerical error and for that
reason during the verification step we use the distance matrix to calculate
the simulated brightness. In this way any discrepancies that are introduced
by the discretization are removed and we are able to locate errors introduced
by other sources. In order to properly quantify those errors without any
uncertainties, the brightness profiles that are simulated do not contain noise.
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Since the brightness profiles are noise-free, the solution can be estimated
by simply inverting the distance matrix, which leads to the results presented
in Figure 5.5. The NmF2 and hmF2 estimation errors are illustrated on the
top sub-figures, and the simulated orbit path as well as the nighttime for
the beginning and the end of the orbit can be seen in the two bottom sub-
figures. The NmF2 is reconstructed with an estimation error less than 0.2%
and the hmF2 is estimated with an error of less than 1km. The three spikes
that are observed are a result of the altitude vector interval and numerical
errors while estimating the NmF2 values. This can be seen in Figure 5.6,
where the region around hmF2 is focused and the dotted lines represent the
chosen hmF2 altitudes. Due to the numerical errors the selected hmF2 will
correspond to the shell lying above the true hmF2, resulting in an average
hmF2 error of 3.5 km.
Since the electron density profile is smooth, a solution to this problem is
to do interpolation around the hmF2 region in order to reduce the altitude
interval and thus improve accuracy. By using cubic spline interpolation the
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Figure 5.5: Level 1 orbit file verification. Top figures show the absolute error
in % for NmF2 and in km for hmF2 for the retrieved electron density using
Gaussian elimination. Bottom plots show the corresponding orbit path as
well as the night location on Earth at the beginning (left) and at the end
(right) of the partial orbit.
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Figure 5.6: HmF2 difference occurring due to numerical errors
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Figure 5.7: Minimization of the hmF2 error by using interpolation around
the hmF2 region of the retrieved electron density profile
discrepancy can be reduced, as seen Figure 5.7 where the hmF2 difference is
smaller than before with a value of 1.5 km.
This method can increase the accuracy of the results. In Figure 5.8 we can
observe that the new results have more spikes but the hmF2 difference is less
than 1km, which is ultimately the trade-off between doing or not doing the
interpolation process when calculating the hmF2 and NmF2 values.
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Figure 5.8: Level 1 orbit file verification. Top figures show the absolute error
in % for NmF2 and in km for hmF2 for the retrieved electron density using
Gaussian elimination and electron density interpolation around the hmF2
region. Bottom plots show the corresponding orbit path as well as the night
location on Earth at the beginning (left) and at the end (right) of the partial
orbit.
5.2.2 Tikhonov regularization
After verifying that all the geometries and the level 1 files are correct, noise
is added to the simulated measurements. The main difference in this case is
that the noise now includes shot noise, read noise, and dark current noise.
This will have a significant effect especially on the low SNR conditions where
the signal will be completely buried in noise.
By running the inversion using Tikhonov regularization the results as seen
in Figures 5.9 and 5.10 are calculated. The difference between these two re-
sults is the number of the six stripes combined before inverting the simulated
brightness profiles. Figure 5.9 shows the results of the inversion when a single
CCD stripe is used. In this case, if the maximum brightness is below 20 R it
can result in high retrieval errors that can exceed the required specifications.
The dim brightness profiles can be as low as 0.5 R and neither NmF2 nor
hmF2 is estimated accurately with differences that can reach up to 120% for
the NmF2 and -150 km for the hmF2.
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The six different stripes on the CCD can be averaged in order to increase
the SNR of the resulting brightness profile. The accuracy of the reconstruc-
tion is a function of SNR and by averaging the CCD stripes we can increase
the SNR by 1√
6
. This is because we create a larger collecting area for each
pixel on the detector, meaning that more photons will be accounted for every
OZA. Specifically, in Figure 5.11 the difference between a brightness profile
of a single stripe and one from averaging the 6 stripes of the CCD is pre-
sented where we can see that the electron density reconstruction is a better
fit to the original and will give better accuracy for hmF2 and NmF2.
Consequently, Figure 5.10 shows the results of the inversion when all six
stripes of the CCD are averaged before the VER retrieval. In this case, when
the maximum brightness is above 10 R then the absolute accuracy of both
NmF2 and hmF2 is within the specifications required. On the other hand,
when the SNR is very low, with brightness values as low as 0.5 R, both NmF2
and hmF2 are estimated inaccurately with differences that can reach up to
80% for the NmF2 and 50 km for the hmF2.
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Figure 5.9: Baseline inversion algorithm accuracy. Top figures show the
absolute error in % for NmF2 and in km for hmF2 for the retrieved electron
density using Tikhonov regularization for a single CCD stripe. Bottom plots
show the corresponding orbit path as well as the night location on Earth at
the beginning (left) and at the end (right) of the partial orbit.
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Figure 5.10: Baseline inversion algorithm accuracy. Top figures show the
absolute error in % for NmF2 and in km for hmF2 for the retrieved electron
density using Tikhonov regularization for the average of the 6 CCD stripes.
Bottom plots show the corresponding orbit path as well as the night location
on Earth at the beginning (left) and at the end (right) of the partial orbit.
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Figure 5.11: VER retrieval accuracy improvement by averaging the CCD
stripes
Although our accuracy has improved significantly, it remains unsatisfac-
tory for the low SNR cases. This motivates lowering the boundary until we
have confidence in the results of the regularized inversion.
In the next section we will present the results of the statistical regulariza-
tion approach, through which incorporating prior knowledge of the electron
density profiles yields more accurate electron density profiles even in low SNR
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conditions.
5.2.3 MAP estimation
In this section we present the results of the VER retrieval using the MAP es-
timation method. This process involves two exercises. This first is to create
the simulated brightness profiles using IRI for the extraction of the iono-
spheric constituents. The brightness profiles are created using the process
described above. Then, IRI is also used for the calculation of the prior dis-
tribution of the VER. Both the forward model and the prior estimate the
VER assuming only the contribution of RR and a spherical Earth with a
spherically symmetric atmosphere.
After verifying the results of the MAP estimation for this setup, the next
step includes running the algorithm for a case where the prior and the sim-
ulated brightness profiles are created using different ionospheric models. In
this case, the simulated brightness profiles are created using the TIEGCM
model and the prior distribution of the VER using IRI.
Note that in this section the simulated brightness profiles that are used as
inputs to the algorithm arise from the averaging of the 6 stripes of the CCD
in order to improve the SNR as described in the previous section.
5.2.4 Electron density retrievals using simulated brightness
measurements estimated using IRI model
For this section, the same partial orbit as before is used. This orbit contains
a variety of brightness values, enabling quantification of the performance of
the algorithm for a variety of SNR conditions. The first and most important
thing for the MAP estimation is the selection of the prior distribution. The
prior needs to be selected so that it is informative. For this reason, for this
exercise the prior distribution of VER is extracted by estimating the VER
value around the tangent altitudes for each orbit point. VER is estimated
assuming a spherical Earth with a spherically symmetric atmosphere, and
the ionosphere constituents are acquired from IRI. Specifically, the prior is
selected to include all geographical coordinates that are ±1◦ in longitude
and latitude from the tangent point, that are temporally located in the same
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Figure 5.12: Top: 360 VER altitude profiles calculated for the estimation
of the prior. Bottom: An example of the prior distribution and a VER
reconstruction.
hour and month as the simulation, ±10 days, for the simulation’s current and
previous year. This creates a total of 360 VER profiles for each point in the
orbit, from which we extract the mean and variance. An example of these
profiles, as well as the prior distribution, can be seen in Figure 5.12. In the
bottom part of the figure the mean and the variance of the prior distribution
are illustrated as well as an example of the VER retrieval.
For the partial orbit exercise, the prior distribution of the VER is esti-
mated for each orbit point and then MAP estimation is performed. The
results for this statistical regularized inversion are presented in Figure 5.13
where it can be observed that the absolute accuracy of the reconstruction
has improved significantly in comparison to the deterministic algorithm. In
both NmF2 and hmF2 the absolute accuracy of the retrieval is almost always
within the required specifications of 10% and 20 km respectively. The reason
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Figure 5.13: MAP estimation algorithm accuracy for a partial orbit. Top
figures show the absolute error in % for NmF2 and in km for hmF2 for the
retrieved electron density using MAP estimation with a localized prior that
is correlated with the observations. Bottom plots show the corresponding
orbit path as well as the night location on Earth at the beginning (left) and
at the end (right) of the partial orbit.
that this simulation performs well is because the prior is selected to be spa-
tially and temporally correlated with the measurements, and the ionospheric
parameters are retrieved from the same empirical model used in the forward
model. Using a good prior estimate also means that, when the brightness is
very low with significant noise level, and the prior is trusted more than the
measurements, the solution will be estimated with good accuracy. On the
other hand, if the prior is not selected properly, trusting the prior can result
in low accuracy of the F2-peak parameter estimation. Thus, the selection of
this prior is made through experimenting by trying different combinations
of locations and date-times in order to find the most informative prior that
yields the best results.
Of course selecting the correct prior is a very big scientific question, since
the selection of a prior that does not capture the full variability of the poten-
tial measurements can result in poor accuracy. On the other hand, when the
variability of the prior is too large and contains a lot of information uncorre-
lated to the measurements, then the prior becomes uninformative and does
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Figure 5.14: MAP estimation algorithm accuracy for a partial orbit. Top
figures show the absolute error in % for NmF2 and in km for hmF2 for the
retrieved electron density using MAP estimation with a prior that captures
the VER variability for 5 full years for all longitudes and latitudes from -30
to 30 degrees. Bottom plots show the corresponding orbit path as well as the
night location on Earth at the beginning (left) and at the end (right) of the
partial orbit.
not provide a lot of useful information for the estimation of the solution. To
understand this point, a different prior is selected that includes all locations
from -30 degrees to 30 degrees latitude, -180 to 180 degrees longitude, and all
date-times for 5 years, 12 months, 30 days and 5 different hours throughout
the night creating a total of 713700 VER profiles. This exercise yielded the
results in Figure 5.14.
In this case, the results are not as accurate as those that correspond to the
more specialized prior in Figure 5.13. This is because in this case the prior
contains a lot of information that is spatially and temporally uncorrelated
to the measurements, which makes it uninformative. Moreover, these results
are very similar to the results that Tikhonov regularization yields, as seen
in Figure 5.10. Although the results are similar, that does not mean that
the Bayesian approach is equivalent to the Tikhonov regularization since
the Bayesian approach yields a solution that is a probability distribution,
whereas Tikhonov produces a single deterministic solution.
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Although in this case the prior is uninformative, the accuracy of the VER
retrieval is very close to our baseline inversion algorithm. This effectively
means that the statistical regularization approach can be used, and by de-
veloping a method which can dynamically update the prior distribution to
be more informative for every point in the orbit, it can yield higher accuracy
than the deterministic approach.
In this section, both the prior and the simulated brightness were created
from the same model. In the next section, the case where the prior and the
simulated brightness are created from different models is studied.
5.2.5 Electron density retrievals using simulated brightness
measurements estimated using TIEGCM model
In this section TIEGCM is used to create the simulated brightness profiles in
the forward model, assuming a spherical Earth with a spherically symmetric
atmosphere. Since a different model than before is used, the first exercise is
to compare the variability of the electron density in the ionosphere between
these two models, which will help us understand the difference between mod-
els. For this reason, for each of the two models the vertical total electron
content (VTEC) is estimated. The VTEC for IRI can be seen in Figure 5.15
and for TIEGCM in 5.16. These two different maps show the variability of
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Figure 5.15: Vertical total electron content variability on a global scale based
on IRI
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Figure 5.16: Vertical total electron content variability on a global scale based
on TIEGCM
VTEC on a global scale and both use the same color scale in order to make a
proper comparison. The TIEGCM model has significantly less total electron
content than IRI which means that the simulated brightness profiles will in
turn be a lot dimmer than those created using IRI. Next, in Figure 5.17 the
percentage difference error between IRI and TIEGCM VTEC is illustrated.
The color scale is set to have a maximum of 100% difference between the two,
although the difference can be significantly greater, reaching a maximum of
2400%.
After quantifying the difference between IRI and TIEGCM, simulated
brightness profiles are created for a partial ICON orbit in a similar process
as before. These brightness profiles can be as low as 0.5 R, which means that
one or maybe zero photons hit the detector, meaning that those brightness
profiles are overpowered by noise. For this reason, any brightness profiles
that have a maximum unperturbed brightness value that is less than 1 R
are omitted and are not shown for the purpose of this exercise. Of course,
since the brightness profiles are created using a different model, the perfor-
mance of the baseline algorithm needs to be quantified as well in order to
be compared to the statistical regularization method. Thus, in Figure 5.18
the retrieval results using Tikhonov regularization are presented. Those re-
sults illustrate that as long as the maximum brightness is greater than 5 R
the absolute accuracy of the electron density reconstruction is mostly within
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Figure 5.17: Percentage difference in vertical total electron content on a
global scale between IRI and TIEGCM
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Figure 5.18: Baseline inversion algorithm accuracy for a partial orbit. Bright-
ness profiles created using TIEGCM for the ionospheric constituents. Top
figures show the absolute error in % for NmF2 and in km for hmF2 for
the retrieved electron density using Tikhonov regularization. Values that
correspond to brightness below 1 R are omitted. Bottom plots show the cor-
responding orbit path as well as the night location on Earth at the beginning
(left) and at the end (right) of the partial orbit.
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Figure 5.19: MAP estimation algorithm accuracy for a partial orbit. Bright-
ness profiles created using TIEGCM for the ionospheric constituents. Top
figures show the error in % for NmF2 and in km for hmF2 for the retrieved
electron density using MAP estimation with a localized prior that is corre-
lated with the observations. Values that correspond to brightness below 1 R
are omitted. Bottom plots show the corresponding orbit path as well as the
night location on Earth at the beginning (left) and at the end (right) of the
partial orbit.
the required specification. This is very important since it validates that the
baseline algorithm works even for a very different type of ionosphere than
IRI.
The next part of this exercise is to use the Bayesian approach and calculate
the MAP estimation solution. As before, the first task is to find a good prior
that can capture as much of the variability of the simulated measurements
as possible. In this case, because the shape of the electron density altitude
distribution, and thus the VER, is significantly different from IRI, the prior
needs to have as big a variability as possible. To prove that point, MAP
estimation is initially performed using a localized VER prior, which is selected
to include all geographical coordinates that are ±1◦ in longitude and latitude
from the tangent point, whose timing is the same as the simulation, ±10 days,
for the current year and the year previous to the time of the simulation. This
creates a total of 360 VER profiles for each orbit point. The accuracy of the
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Figure 5.20: Example of electron density retrieval using MAP estimation. In
the left plot the simulated noisy brightness is presented along with what the
brightness would look like if it was estimated using the retrieved VER. Middle
plot contains the retrieved VER using MAP estimation with a localized prior
that is correlated with the observations. Right plot contains the retrieved
electron density.
results is presented in Figure 5.19 where we can observe that for many points
in the orbit, the absolute accuracy of the estimation is not within the required
specifications. In Figure 5.20, we can observe a specific example where the
difference between the true VER and the prior distribution is significant.
Specifically, the variation of the VER prior is not large enough to capture the
true VER, calculated using TIEGCM, and thus the reconstruction cannot be
performed with high accuracy. For this reason, the large prior that includes
713700 VER profiles is used in this case. The absolute accuracy of the
results that the MAP estimation yields can be seen in Figure 5.21. As in the
previous section, the results between Tikhonov regularization and the MAP
estimation are very similar. This is because in this case the prior contains
much uncorrelated information that makes it uninformative.
A more detailed look is presented in Figures 5.22 and 5.23 where the initial
brightness profiles, the VER and electron density solution, as well as the prior
distribution can be seen. The first thing that can be inferred from these
figures is that the prior distribution exhibits large variability. The shape of
the electron density altitude profile in both cases can provide intuition for the
reasoning behind that choice. Specifically, the electron density of TIEGCM
is significantly less than IRI and also presents a lower peak height throughout
the orbit. Because of that variability in the peak height, the prior had to be
selected in order to estimate electron density profiles that have lower hmF2
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Figure 5.21: MAP estimation algorithm accuracy for a partial orbit. Bright-
ness profiles created using TIEGCM for the ionospheric constituents. Top
figures show the absolute error in % for NmF2 and in km for hmF2 for the
retrieved electron density using MAP estimation with a prior that captures
the VER variability for 5 full years for all longitudes and latitudes from -30
to 30 degrees. Values that correspond to brightness below 1 R are omitted.
Bottom plots show the corresponding orbit path as well as the night location
on Earth at the beginning (left) and at the end (right) of the partial orbit.
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Figure 5.22: Example of electron density retrieval using MAP estimation.
In the left plot the simulated noisy brightness is presented along with what
the brightness would look like if it was estimated using the retrieved VER.
Middle plot contains the retrieved VER using MAP estimation. Right plot
contains the retrieved electron density.
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Figure 5.23: Example of electron density retrieval using MAP estimation.
In the left plot the simulated noisy brightness is presented along with what
the brightness would look like if it was estimated using the retrieved VER.
Middle plot contains the retrieved VER using MAP estimation. Right plot
contains the retrieved electron density.
values than IRI.
In Figure 5.22 another feature of the profiles that are created with TIEGCM
is presented, which is that they have higher gradients than those created us-
ing IRI, on the top and bottom-side. This also explains the final result in
that figure, where we can observe that although the MAP estimation finds
an acceptable solution, since the prior does not contain profiles that are that
sharp, the solution does not fit the exact hmF2, NmF2 peak, resulting in
estimation errors. On the other hand, in a case where the brightness profiles
are not that sharp, like in Figure 5.23, the MAP solution does a very good
job in fitting the electron density profile.
All the results in this section show that both the deterministic and the sta-
tistical regularization approach can accurately estimate the electron density
altitude profiles, given that the brightness measurements are sufficiently high.
Of course, by selecting a very informative prior, the Bayesian approach shows
significant improvement over Tikhonov regularization and can yield very ac-
curate results even in very low-light conditions. This is a very important
part for the ICON mission since the mission is going to be flying close to so-
lar minimum conditions, which means that the brightness measurement can
be very dim. Validating the baseline algorithm and the proposed statistical
approach for simulated FUV data provided useful feedback on the strengths
and weaknesses of each approach, as well as knowledge of the validity and
robustness of the results.
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CHAPTER 6
CONCLUSIONS
This chapter summarizes the work reported in this thesis and outlines the
future work.
6.1 Forward and Inverse Models
The first part of this thesis was the development of a forward model that
simulates the brightness measurements acquired by the FUV instrument on
board the ICON satellite. For the calculation of these brightness profiles two
simplifying assumptions are used. The first is that the Earth is a sphere
instead of an ellipse, and the second is that we have knowledge of the upper
atmosphere’s neutral densities. These two assumptions are tested in order
to quantify their effect on the reconstruction accuracy. It was found that we
can assume a spherical Earth without introducing significant errors in the
solution. On the other hand, the effect of mutual neutralization cannot be
ignored since it can introduce errors in the solution that can be up to 40%.
After estimating the effect of these assumptions, the shot noise that affects
these measurements is estimated and applied.
The second part was the development of two inverse regularization methods
that allow for the retrieval of the VER and the electron density, as well as
the extraction of the NmF2 and hmF2. We first develop a deterministic
approach, the so-called Tikhonov regularization, and we test the accuracy of
this algorithm for different SNR conditions. The same approach was followed
for the second method, which was the statistical regularization that included
prior knowledge of the VER.
After verifying the accuracy of these two regularization methods, the in-
strument model is introduced. Noiseless simulated brightness profiles are
passed through the instrument model and simulated brightness measure-
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ments are created that include all the instrument effects. Then, simulated
data for a single partial ICON orbit, provided by the instrument team, were
used to test the accuracy of our inversion algorithms.
6.2 Results
All the results presented in this work indicate that the accuracy and preci-
sion of the estimated electron density is a function of SNR, which in turn
is a function of solar conditions, location, and local time. We started by
calculating the retrieval accuracy for both hmF2 and NmF2 by varying the
exposure time of the detector using a Monte-Carlo simulation. The mean
and the variance for each exposure time from 1 to 14 seconds were calcu-
lated. The next step was to simulate a complete ICON orbit and perform
a Monte-Carlo simulation for each point in the orbit. Then we estimated
the mean accuracy and precision for each orbit point as well as the mean of
the orbit. For this simulation, two different tests was performed. For the
first test the solar conditions were varied for a fixed local time at 20:00 hours
and for the second we varied the local time for fixed solar conditions. The
results of these tests showed that the error increases when the brightness
measurements are very low, which happens for solar minimum conditions as
well as while the night progresses. These results provided us with insight
in two different ways. First, we need to make the algorithms accurate and
robust under solar minimum conditions. Second, a certain LT needs to be
determined in the orbit after which we flag the results to indicate the accu-
racy of the results is low and, thus, that the results of these retrievals must
be used with caution.
The final simulations included brightness profiles that were passed through
the instrument model and included all the possible noise effects, correction
and distortions. The results from this part of the thesis showed that the
algorithms that we propose have a good accuracy when the brightness pro-
files are fairly bright. This means that for the Tikhonov regularization the
brightness has to be greater than 10 R and for the MAP estimation greater
than 5 R. The reason that the Bayesian approach can produce results with
adequate accuracy for lower brightness profiles is that prior knowledge of the
solution is included. Of course this comes with the caveat that the prior
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distribution must be constructed such that it can capture all the possible
variations of the VER and also be informative. In case the prior distribution
is non-informative, then the accuracy of the Bayesian approach resembles
then one of the Tikhonov regularization.
In conclusion, both these methods can provide accurate results within
the required specifications and help recover the VER and electron density,
as long as the detector can at least capture more than approximately 10
photons which corresponds to approximately 10 R.
6.3 Future Work
As described in this thesis, the main goal of the nighttime FUV is to retrieve
the electron density of the ionosphere using brightness measurements of the
135.6 nm nighttime emissions. Of course, there are many things that can be
done to improve the quality of our data or produce new types of data that
can give different of insights into the measurements.
In this work, the focus is on the FUV nighttime measurements. This
means that only the nighttime processes are modeled for both the forward
and inverse model. So, in order to make the results of the inversion more
accurate we need to make sure that any daylight contamination is accounted
for and the corresponding data are flagged. Specifically, close to the termi-
nator, the nighttime measurements may be contaminated by the day-side
which results in increased brightness measurements. Despite the increased
SNR, these measurements cannot be used to infer the electron density since
daytime measurements include more processes than just RR and mutual neu-
tralization, which are the processes from which we infer electron density from
the VER.
During the nighttime ionosphere structures are created, such as plasma
bubbles, in which the electron density drops significantly. This is another
thing that our data product should account for to make sure that the re-
sults presented can be trusted. These structures can also be detected if
tomography techniques are used to retrieve 3-D information of the nighttime
ionosphere [Kamalabadi et al., 1999; Comberiate et al., 2007].
Another future step would be to improve the statistical regularization ap-
proach. As mentioned in sections 4.3 and 5.2.3, the calculation of the prior
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is very important. For this reason, we could create a machine learning al-
gorithm that could use both Tikhonov and MAP estimation and it will try
to update the prior dynamically and with high accuracy. This way, we can
improve the prior using data that correspond to the actual ionosphere that
we are measuring.
There are many more missions flying that measure the nighttime electron
density that could be used to provide additional information as well as check
accuracy. Finally, ground-based measurements could be also used to validate
the accuracy of our data product and to help recognize structures in the
ionosphere [Kelley et al., 2003].
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