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Let U be a unital C∗-algebra, B(H) the algebra of all bounded linear
operators on aHilbert spaceH, andP[U, B(H)] the set of all positive
linear maps from U to B(H). The well-known Kadison’s inequality
on unital positive linear maps is said that, if ∈ P[U, B(H)] and
is unital, then (A2) ≥ (A)2 for each Hermitian A. This paper is
to consider the extensions of Kadison’s inequality, some inequalities
for unital  ∈ P[U, B(H)] are obtained which generalize Furuta’s
result, and a complement to a result of Bourin andRicard is provided.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Throughout thispaper,UmeansaunitalC∗-algebra,B(H) thealgebraof all bounded linearoperators
on a Hilbert space H, P[U, B(H)] the set of all positive linear maps from U to B(H), and  a unital
map with  ∈ P[U, B(H)] .
The well-known Kadison’s inequality [8] on unital positive linear maps is said that(A)2 ≤ (A2)
for Hermitian A.
Generally, f ((A)) ≤ (resp. ≥)(f (A)) for operator convex (resp. concave) function f and
Hermitian A such that f (A) is meaningful (see [1,3,4,11]). Such inequalities can be regarded as Jensen
type inequalities [7, Remark 2.2].
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It is knownthat the function f (t) = tp on [0,∞) is operator convex (resp. concave)when1 ≤ p ≤ 2
or −1 ≤ p < 0 (resp. 0 ≤ p ≤ 1).
Recently, Furuta, Bourin and Ricard gave the following generalizations of Kadison inequality.
Theorem 1.1 [5]. Let A ≥ 0, 0 ≤ p ≤ q and q
p+q ≤ s ≤ 2qp+q . Then
|(Ap)s(Aq)s| ≤ (A(p+q)s). (1.1)
The case s = 1 of Theorem 1.1 is [2, Theorem 1.1], and the case p = q = 1 of Theorem 1.1 implies
the operator convexity of the function f (t) = tα on [0,∞) with 1 ≤ α ≤ 2.
Theorem 1.2 [2]. Let B(H) be a matrix algebra, A ≥ 0 and p, q, r ≥ 0 such that min{p, r} ≤ q
2
and
max{p, r} ≤ q. Then, for some unitary V ∈ B(H),
|(Ap)(Aq)(Ar)| ≤ V(Ap+q+r)V∗. (1.2)
Theorem 1.2 relies on the min–max principle: if A ≥ B ≥ 0 in a matrix algebra B(H) and f (t) is
non-decreasing on [0,∞), then f (A) ≥ Vf (B)V∗ for some unitary V ∈ B(H).
This paper is to give a further development of Kadison’s inequality. In Section 2, Theorem 1.1 is
extended to Theorems 2.1 and 2.6 by using the complete form of Furuta inequality [10]. In Section
3, an extension (Theorem 3.1) of Theorem 1.2 is obtained via a kind of generalized Furuta inequality
(Theorem 3.3).
2. Extensions of Theorem 1.1
The main results are Theorems 2.1 and 2.6.
Theorem 2.1Main result. Let A ≥ 0, 0 < p ≤ q, 0 < s0 ≤ s, 0 < t.
(1) If 0 < s ≤ 1
2
and 1 − p
q
s ≤ t ≤ 2 − p
q
s, then
|(Ap)s(Aq)t| ≤ (Aq) ps+qtq ≤ (Aps+qt). (2.1)
(2) If 1
2
≤ s0 ≤ s, s ≤ 12 + q2p and 1 − pq s ≤ t ≤ 2 − pq s, then
|(Ap)s(Aq)t| ≤ |(Ap)s0(Aq)t| ps+qtps0+qt
≤ |(Ap) 12 (Aq)t|
ps+qt
1
2
p+qt ≤ (Aq) ps+qtq ≤ (Aps+qt).
(2.2)
(3) If 1
2
≤ s0 ≤ s, 12 + q2p ≤ s ≤ 12 + qp and pq (s − 1) ≤ t ≤ 2 − pq s, then (2.2) holds.
The special case s = t of Theorem 2.1 (2) implies the following assertion which is an improvement
of Theorem 1.1.
Corollary 2.2. Let A ≥ 0, 0 < p ≤ q. If 1
2
≤ s0 ≤ s and qp+q ≤ s ≤ 2qp+q , then
|(Ap)s(Aq)s| ≤ |(Ap)s0(Aq)s| (p+q)sps0+qs ≤ (A(p+q)s).
To give proofs, we state some results.
Theorem 2.3 (Loewner–Heinz inequality (L-H), [11]). Let p ∈ [0, 1], then A ≥ B ≥ 0 ensures
Ap ≥ Bp.
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In order to overcome the restraint p ∈ [0, 1] in (L-H), Furuta developed a kind of order preserving
operator inequality [6, page 129], the so-called Furuta inequality (F).
Theorem 2.4 (Furuta inequality (F), [6]). Let r ≥ 0, p > 0, then A ≥ B ≥ 0 ensure
(
B
r
2 ApB
r
2
)min{1,p}+r
p+r ≥ (B r2 BpB r2 )min{1,p}+rp+r ,
(
A
r
2 ApA
r
2
)min{1,p}+r
p+r ≥ (A r2 BpA r2 )min{1,p}+rp+r .
In order to establish the order structure onAluthge transformof nonnormal operators, the complete
form of Furuta inequality was provided in [10].
Theorem2.5 (Complete form, [10]). Letq > 0, r ≥ 0, p > p0 > 0ands(q) = min {p, 2p0+min{q, r}}.
Then A ≥ 0 and B ≥ 0 such that Aq ≥ Bq ensures
(A
r
2 Bp0A
r
2 )
s(q)+r
p0+r ≥ (A r2 BpA r2 ) s(q)+rp+r .
Proof of Theorem 2.1. Denote X = (Aq) pq , Y = (Ap), then X ≥ Y ≥ 0 by the operator concavity
of the function f (t) = tα with 0 ≤ α ≤ 1.
(1) By (L-H) for 0 < s ≤ 1
2
, then
|YsX qp t|2 ≤ |XsX qp t|2 = X2(s+ qp t).
Thus
|(Ap)s(Aq)t| ≤ (Aq) ps+qtq .
Moreover, the condition 1 − p
q
s ≤ t ≤ 2 − p
q
s is equivalent to 1 ≤ ps+qt
q
≤ 2, then
(Aq)
ps+qt
q ≤ (Aps+qt) (2.3)
follows by the operator convexity of f (t) = tα with 1 ≤ α ≤ 2. Therefore (1) holds.
(2) Let 1
2
≤ s0 ≤ s, s ≤ 12+ q2p and1− pq s ≤ t ≤ 2− pq s. If 12 ≤ s0 ≤ s, then
1+2 q
p
t
min{2s,4s0+min{1,2 qp t}}+2 qp t∈ [0, 1]. By applying the complete form and (L-H) to X ≥ Y , we have
|YsX qp t|
2(1+2 qp t)
2s+2 qp t ≤ |Ys0X qp t|
2(1+2 qp t)
2s0+2 qp t
≤ |Y 12 X qp t|
2(1+2 qp t)
1+2 qp t ≤ |X 12 X qp t|2 = X1+2 qp t .
(2.4)
If 1
2
≤ s ≤ 1
2
+ q
2p
and t ≥ 1 − p
q
s, then
p
q
(s − 1) ≤ 1 − p
q
s and t ≥ p
q
(s − 1). So 1+2
q
p
t
2s+2 q
p
t
≥ 1
2
and
the following follows by applying (L-H) to (2.4),
|(Ap)s(Aq)t| ≤ |(Ap)s0(Aq)t|
2s+2 qp t
2s0+2 qp t
≤ |(Ap) 12 (Aq)t|
2s+2 qp t
1+2 qp t ≤ (Aq) ps+qtq .
(2.5)
Since 1 − p
q
s ≤ t ≤ 2 − p
q
s, (2.3) follows by the proof of (1). Therefore (2) holds.
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(3) Let 1
2
≤ s0 ≤ s, 12 + q2p ≤ s ≤ 12 + qp and pq (s−1) ≤ t ≤ 2− pq s. If 12 ≤ s0 ≤ s, then (2.4) holds
by the proof of (2). The condition t ≥ p
q
(s − 1) implies 1+2
q
p
t
2s+2 q
p
t
≥ 1
2
, so (2.5) holds by the proof of (2).
Moreover, 1
2
+ q
2p
≤ s ≤ 1
2
+ q
p
deduces that 1− p
q
s ≤ p
q
(s−1) ≤ 2− p
q
s. Hence 1− p
q
s ≤ t ≤ 2− p
q
s
and (2.3) follows by the proof of (1). Therefore (3) holds. 
Theorem 2.1 relates to the operator convexity of f (t) = tα with 1 ≤ α ≤ 2, next we give a result
relates to the operator concavity of f (t) = tα with 0 ≤ α ≤ 1.
Theorem 2.6 (Main result). Let A ≥ 0, 0 < p ≤ q, 0 < s0 ≤ s and 0 < t ≤ 1 − qp s.
(1) If 0 < s ≤ p
2q
, then
|(Aq)s(Ap)t| ≥ (Ap) qs+ptp ≥ (Aqs+pt).
(2) If
p
2q
≤ s0 ≤ s ≤ pq , then
|(Aq)s(Ap)t| ≥ |(Aq)s0(Ap)t| qs+ptqs0+pt
≥ |(Aq) 12 (Ap)t|
qs+pt
1
2
q+pt ≥ (Ap) qs+ptp ≥ (Aqs+pt).
The following result follows by the special case s = t of Theorem 2.6.
Corollary 2.7. Let A ≥ 0, 0 < p ≤ q. If 0 < s ≤ p
p+q , then
|(Aq)s(Ap)s| ≥ (Ap) (p+q)sp ≥ (A(p+q)s).
The case p = q = 1 of Corollary 2.7 interpolates the operator concavity of the function f (t) = tα
on [0,∞) with 0 ≤ α ≤ 1.
Proof of Theorem 2.6. Denote X = (Aq) pq , Y = (Ap), then X ≥ Y ≥ 0.
(1) By (L-H) for 0 < s ≤ p
2q
, |X qp sYt|2 ≥ |Y qp sYt|2 = Y2( qp s+t). Thus
|(Aq)s(Ap)t| ≥ (Ap) qs+ptp .
Meanwhile, the condition 0 < t ≤ 1 − q
p
s is equivalent to 0 ≤ qs+pt
p
≤ 1, then
(Ap)
qs+pt
p ≥ (Aqs+pt) (2.6)
follows by the operator concavity of f (t) = tα with 0 ≤ α ≤ 1. Therefore (1) holds.
(2) If
p
2q
≤ s0 ≤ s ≤ pq , then 1+2tmin{2 q
p
s,4 q
p
s0+min{1,2t}}+2t ∈ [0, 1]. By applying the complete form
and (L-H) to X ≥ Y , we have
|X qp sYt|
2(1+2t)
2
q
p s+2t ≥ |X qp s0Yt|
2(1+2t)
2
q
p s0+2t
≥ |X 12 Yt| 2(1+2t)1+2t ≥ Y1+2t .
(2.7)
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Again, by (L-H) for 1+2t
2
q
p
s+2t ≥ 12 ,
|(Aq)s(Ap)t| ≥ |(Aq)s0(Ap)t|
2
q
p s+2t
2
q
p s0+2t
≥ |(Aq) 12 (Ap)t|
2
q
p s+2t
1+2t ≥ (Ap) qs+ptp .
(2.8)
(2.6) and (2.8) entail (2). 
3. Extensions of Theorem 1.2
Theorem 3.1 (Main result). Let A ≥ 0 and 0 ≤ p ≤ q ≤ r.
(1) If p + q ≤ r, then
|(Ap)(Aq)(Ar)| ≤ (Ap+q+r).
(2) If B(H) is a matrix algebra and r ≤ p + q, then, for some unitary V ∈ B(H),
|(Ap)(Aq)(Ar)| ≤ V(Ap+q+r)V∗.
The case p = 0 of Theorem 3.1 is just the case s = 1 of Theorem 1.1 or [2, Theorem 1.1], so that
Theorem 3.1 is an extension of [2, Theorem 1.1] and Theorem 1.2.
In order to give a proof, we prepare some results in advance.
Theorem 3.2 ([9]). Let A ≥ 0, B ≥ 0 such that Aα ≥ Bα for α > 0. Then, for each s ∈ R, fs(p, r) =
A
−r
2 (A
r
2 BpA
r
2 )
s+r
p+r A
−r
2 is decreasing for both p ≥ max{s, 0} and r ≥ max{−s, 0}.
Theorem 3.3. Let C  A  B  0 with A > 0 and q ∈ R.
(1) If t ≥ 0 and p > 0, the function
Fq(r, s) = C −r2 (C r2 (A t2 BpA t2 )sC r2 ) q+r(p+t)s+r C −r2
is decreasing for both r ≥ max{0,−q} and s ≥ max{0, q
p+t }.
(2) If 0 ≤ q ≤ 1, 0 ≤ t and p ≥ 1, then for each r ≥ 0 and s ≥ q
p+t
Cq+r  (C r2 (A t2 BpA t2 )sC r2 ) q+r(p+t)s+r .
Proof. Denote D = (A t2 BpA t2 ) 1p+t , then Cα ≥ Aα ≥ Dα for some α ∈ (0, 1] by (F) and (L-H).
(1) By Theorem 3.2, the function
Fq(r, s) = C −r2 (C r2D(p+t)sC r2 )
q+r
(p+t)s+r C
−r
2
is decreasing for both r ≥ max{0,−q} and (p + t)s ≥ max{0, q}, that is, s ≥ max{0, q
p+t }.
(2) If 0 ≤ q ≤ 1, 0 ≤ t and p ≥ 1, then Cq ≥ Aq ≥ Dq by (F) and (L-H). According to the
monotonicity of the function Fq(r, s),
Fq(r, s) ≤ Fq
(
0,
q
p + t
)
= (A t2 BpA t2 ) qp+t = Dq ≤ Aq ≤ Cq.
Therefore (2) follows. 
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Proof of Theorem 3.1. Denote Z = (Ar) pr , X = (Aq) pq , Y = (Ap), then Z ≥ X ≥ Y ≥ 0 by (L-H)
and the operator concavity of the function f (t) = tα with 0 ≤ α ≤ 1.
(1) By applying (2) of Theorem 3.3 to Z ≥ X ≥ Y ,
(Z
r
p (X
q
p Y2X
q
p )Z
r
p )
1+2 rp
(2+2 qp )+2 rp ≤ Z1+2 rp .
The condition q ≤ r ensures 1+2
r
p
(2+2 q
p
)+2 r
p
≥ 1
2
, so that the following follows by (L-H)
|(Ap)(Aq)(Ar)| ≤ (Ar) p+q+rr . (3.1)
The condition p + q ≤ r ensures 1 ≤ p+q+r
r
≤ 2, then
(Ar)
p+q+r
r ≤ (Ap+q+r)
follows by the operator convexity of f (t) = tα with 1 ≤ α ≤ 2. Therefore (1) holds.
(2) If p + q ≥ r, then
(Ar)
p+q+r
r =(Ar) q+rr · p+q+rq+r
≤V(Aq+r) p+q+rq+r V∗ ≤ V(Ap+q+r)V∗
(3.2)
Thefirst inequality in (3.2) is a compositionof themin–maxprinciple andoperator convexity. Therefore
(2) follows by (3.1) and (3.2). 
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