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Abstract. We present several neural networks to address the task of
named entity recognition for morphologically complex languages (MCL).
Kazakh is a morphologically complex language in which each root/stem
can produce hundreds or thousands of variant word forms. This nature
of the language could lead to a serious data sparsity problem, which
may prevent the deep learning models from being well trained for under-
resourced MCLs. In order to model the MCLs’ words effectively, we in-
troduce root and entity tag embedding plus tensor layer to the neural
networks. The effects of those are significant for improving NER model
performance of MCLs. The proposed models outperform state-of-the-art
including character-based approaches, and can be potentially applied to
other morphologically complex languages.
Keywords: Named entity recognition · Morphologically complex lan-
guage · Kazakh language· Deep learning · Neural Network.
1 Introduction
Named Entity Recognition (NER) is a vital part of information extraction. It
aims to locate and classify the named entities from unstructured text. The differ-
ent entity categories are usually the person, location and organization names, etc.
Kazakh language is an agglutinative language with complex morphological word
structures. Each root/stem in the language can produce hundreds or thousands
of new words. It leads to the severe problem of data sparsity when automatically
identifying the entities. In order to tackle the problem, Tolegen et al. (2016) [24]
have given the systematic study for Kazakh NER by using conditional random
fields. More specifically, the authors assembled and annotated the Kazakh NER
corpus (KNC), and proposed a set of named entity features with the exploration
of their effects. To achieve a state-of-the-art result for Kazakh NER compared
with other languages’ NER. Authors have manually designed feature templates,
which in practice is a labor-intensive process and requires a lot of expertise.
With the intention of alleviating the task-specific feature engineering, there has
been increasing interest in using deep learning to solve the NER task for many
languages. However, the effectiveness of the deep learning for Kazakh NER is
still unexplored. One of the aims of this work is to use deep learning for Kazakh
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NER to avoid the task-specific feature engineering and to achieve a new state-
of-the-art result. As in similar studies[5] the neural networks (NNs) produces
high results for English or for other languages by using distributed word repre-
sentations. But using only surface word representation in deep learning is may
not enough to reach the state-of-the-art results for under-resourced MCLs. The
main reason is that deep learning approaches are data hungry, their performance
is strongly correlated with the amount of available training data.
In this paper, we introduce three types of representation for MCL includ-
ing word, root and entity tag embeddings. With the purpose of discovering how
above embeddings contribute to model performance independently, we use a
simple NN as the baseline to do the investigation. We also improve this basic
model from two perspectives. One is to apply a tensor transformation layer to
extract multi-dimensional interactions among those representations. The other
is to map each entity tag into a vector representation. The result shows that
the use of root embedding can lead to a significant improvement to the models
in term of improving test results. Our NNs reached good outcomes by transfer-
ring intermediate representations learned on large unlabeled data. We compare
the NNs with the existing CRF-based NER system for Kazakh [24] and the
other bidirectional-LSTM-CRF [12] that considered as the state-of-the-art in
NER. Our NNs outperforms the state-of-the-art and the result indicates that
the proposed NNs can be potentially applied to other morphologically complex
languages.
The rest of the paper is organized as follows: Section 2 reviews the existing
work. Section 3 gives the named entity features used in this work. Section 4 de-
scribes the details of neural networks. Section 5 reports the results of experiments
and the paper is concluded in Section 6 with future work.
2 Related Work
Named Entity Recognition have been studied for several decades, not only for
English [4,9,23], but also for other MCL, including Kazakh [24] and Turkish
[29,20]. For instance, Chieu and Hwee Tou (2003) [4] presented a maximum en-
tropy approach based NER systems for English and German, where the authors
used both local and global features to enhance their models and achieved good
performance in NER. In order to explore the flexibilities of the four diverse classi-
fiers (Hidden Markov model, maximum entropy, transformation-based learning,
robust linear classifier) for NER, the work [6] showed that a combined system of
these models under different conditions could reduce the F1-score error by a fac-
tor of 15 to 21% on English data-set. As known, the maximum entropy approach
was suffering from the label bias problem [11], then the researchers attempted
to use CRF model [17] and presented CRF-based NER systems with a number
of external features. Such supervised NER systems were extremely sensitive to
the selection of an appropriate feature set, in the work [23], the authors explored
various combinations of a set of features (local and non-local knowledge features)
and compared their impact on recognition performance for English. Using the
Neural Named Entity Recognition for Kazakh 3
CRF with optimized feature template, they obtained a 91.02% F1-score on the
CoNLL 2003 [22] data-set.
For Turkish, Yeniterzi (2011)[29] analyzed the effect of the morphological
features, they utilized CRF that enhanced with several syntactic and contex-
tual features, their model achieved an 88.94% F1-score on Turkish test data.
In same direction Seker and Eryigit (2012)[20] presented a CRF-based NER
system with their feature set, their final model achieved the highest F1-score
(92%). For Kazakh, Tolegen et al. (2016)[24] annotated a Kazakh NER corpus
(KNC), and carefully analyzed the effect of the morphological (6 features) and
word type (4 features) features using CRF. Their results showed that the model
could be improved by using morphological features significantly, the final CRF-
based NER system achieved an 89.81% F1 on Kazakh test data. In this work, we
use such CRF-based NER system as one baseline and make comparison to our
deep learning models. Recently, deep learning models including biLSTM have
obtained a significant success on various natural languages processing tasks, such
as POS tagging [28,13,26,25], NER [4,10], machine translation [2,8], word seg-
mentation [10] and on other fields like speech recognition [15,15,7,16,1]. As the
state-of-the-art of NER, in the study [12], the authors have explored various neu-
ral architectures for NER including the language independent character-based
biLSTM-CRF models. These type of models on German, Dutch and English
have achieved 81.74%, 85.75% and 90.94%. Our models have several differences
compared to other state-of-the-art. One difference is that we introduce root em-
bedding to tackle the problem of data sparsity caused by MCL. The decoding
part (refers it to CRF layer in literature [12,14,30]) of NNs is combined into NNs
using tag embedding. Then the word, root and tag embeddings are efficiently
incorporated and calculated by NNs in the same vector space, which allows us
to extract higher-level vector features.
Table 1. The entity features, more details see Tolegen et al. [24]
Morphological features Word type features
Root Case feature
Part of speech Start of the sentence
Inflectional suffixes Latin spelling words
Derivational suffixes Acronym
Proper noun -
Kazakh Name suffixes -
3 Named Entity Features
NER models are often enhanced with named entity features. In this work, with
the purpose of making a fair comparison, we utilize the same entity features
proposed by Tolegen et al. (2016)[24]. The entity features are given in Table 1
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with two categories: morphological and word type information. Morphological
features are extracted by using the morphological tagger of our implementation.
We used a single value (1 or 0) to represent each feature according to each word
has the feature or not. Then each word in the corpus contains an entity feature
vector to feed into NNs with word, root and tag embeddings.
4 The Neural Networks
In this section, we describe our NNs for MCL NER. Unlike other NNs for English
or other similar languages, we introduce three types of representations: word,
root and tag embedding. In order to explore the effect of root and tag embedding
separately and clearly, our first model is general deep neural network (DNN),
which was first proposed by Bengio et al. (2003)[3] for probabilistic language
model, and re-introduced by Collobert et al. (2011)[5] for multiple NLP tasks.
DNN also is a standard model for sequence labeling task and could be a strong
baseline. The second model is the extension of the DNN by applying a tensor
layer to DNN. The tensor layer can be viewed as a non-linear transformation
that extracts higher dimensional interactions from the input.
The architecture of our NN is shown in Figure 1. The first layer is lookup
table layer which extracts features for each word. Here, the features are a window
of words, and root (Si) plus tag embedding (ti−1). The concatenation of these
feature vectors are fed into the next several layers for feature extractions. The
next layer is tensor layer and the remaining layers are standard NN layers. The
NN layers are trained by backpropagation and the details of NNs are given in
the following sections.
4.1 Mapping words and tags into feature vectors
The NNs have two dictionaries1: one for roots and another for words. For simplic-
ity, we will use one notation for both dictionaries in the following descriptions.
Let D be the finite dictionary, and for each word xi ∈ D is represented as a d-
dimensional vector Mxi ∈ R1×d where d is word vector size (a hyper-parameter).
All word representation of the D are stored in a embedding matrix M ∈ Rd×|D|
where |D| is size of the dictionary. Each word xi ∈ D corresponds to an index
ki which is column index of the embedding matrix, and then the corresponding
word embedding is retrieved by the lookup table layer LTM (·):
LTM (ki) = Mxi (1)
Similar to word embedding, we introduce tag embedding L ∈ Rd×|T |, where
d is the vector size and T is a tag set. The lookup table layer can be seen as
a simple projection layer where the word embedding for each context and tag
embedding for the previous word is retrieved by lookup table operation. To use
1
The dictionary is extracted from training data and performed some pre-processing, namely lower-
casing and word-stemming. Words outside this dictionary are replaced by a single special symbol.
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Fig. 1. The architecture of the Neural Network.
these features effectively, we use a sliding window approach2. More precisely, for
each word xi ∈ X, a window size word’s embeddings are given by the lookup
table layer:
f1θ (xi) =
[
Mxi−w
2
. . .Mxi . . .Mxi+w
2
, Si, ti−1
]
(2)
where f1θ (xi) ∈ R1×wd is w word feature vectors, the w is the window size (a
hyper-parameter), ti−1 ∈ R1×d is previous tag embedding, Si is embedding of
current root. These embedding matrix is initialized with small random numbers
and trained by back-propagation.
4.2 Tensor Layer
In order to capture more interactions between roots, surface words, tags and
entity features, we extend the DNN to the tensor neural network. We use 3-way
tensor T ∈ Rh2×h1×h1 , where h1 is size of previous layer and h2 is size of tensor
layer. We define the output of a tensor product h via the following vectorized
notation.
h = g(eTTe+W 3e+ b3) (3)
2
The words exceeding the sentence boundaries are mapped to one of two special symbols, namely
“start” and “end” symbols.
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where e ∈ Rh1 is output of previous layer, W 3 ∈ Rh2×h1 , h ∈ Rh2 . Maintaining
the full tensor directly leads to parametric explosion. Here, we use a tensor
factorization approach [19] that factorizes each tensor slice as the product of
two low-rank matrices, and get the factorized tensor function:
h = g(eTP [i]Q[i]e+W 3e+ b3) (4)
where the matrix P [i] ∈ Rh1×r and Q[i] ∈ Rr×h1 are two low rank matrices, and
r is number of the factors (a hyper-parameter).
4.3 Tag inference
There are strong dependencies between the named entity tags in a sentence for
the NER. In order to capture the tag transitions, we use a transition score Aij
[5,31] for jumping from one tag i ∈ T to another tag j ∈ T and an initial scores
A0i for starting from the i
th tag. For the input sentence X with a tag sequence
Y , a sentence-level score can be calculated by the sum of transition and the
output of NNs:
s(X,Y, θ) =
N∑
n=1
(Ati−1,ti + fθ(ti|i)) (5)
where fθ(ti|i) indicates the score output by the network for the ti tag at the
ith word. It should be noted that this model calculates the tag transition score
independently from NNs.
One possible way of combining the both tag transitions and neural network
outputs is to feed the previous tag embedding to the NNs. Then, the output of
NNs could calculate a transition score given the previous tag embedding, and it
can be written as follows:
s(X,Y, θ) =
N∑
n=1
fθ(ti|i, ti−1) (6)
At inference time, for a sentence X, we can find the best tag path Y ∗ by
maximizing the sentence score. The Viterbi algorithm can be used for this infer-
ence.
5 Experiments
We conducted several experiments to evaluate our NNs. One of them is to explore
the effects of the word, root and tag embedding plus the tensor layer for MCL
NER task, independently. Another is to show the results of our models after using
the pre-trained root and word embeddings. The last is to compare our models
to the state-of-the-art including character embedding-based biLSTM-CRF [12].
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5.1 Data-set
In experiments we used the data from [27] for Turkish and the Kazakh NER
corpus (KNC) from [24]. Both corpus were divided into training (80%), de-
velopment (10%) and test (10%) set. The development set is for choosing the
hyper-parameters and model selection. We adopted IOB tagging scheme [21]
for all experiments and used standard conlleval evaluation script3 to report the
F-score, precision and recall values.
Table 2. Corpus statistics.
Kazakh Turkish
#sent. #token #LOC #ORG #PER #sent. #token #LOC #ORG #PER
train 14457 215448 5870 2065 3424 22050 397062 9387 7389 13080
dev. 1807 27277 785 247 413 2756 48990 1171 869 1690
test 1807 27145 731 247 452 2756 46785 1157 925 1521
5.2 Model setup
A set of experiments were conducted to chose the hyper-parameters and the
hyper-parameters are tuned on the development set. The initial learning rate of
AdaGrad is set to 0.01 and the regularization is fixed to 10−4. Generally, the
number of hidden units has a limited impact on the performance as long as it is
large enough. Window size w was set to 3, the word, root and tag embedding size
was set to 50, number of hidden units was 300 for NNs, and for those NNs with
tensor layer, it was set to 50 and its factor size was set to 3. After finding the best
hyper-parameters, we would train final models for all NNs. After each epoch over
the training set, we measured the accuracy of the model on the development set
and chose the final model that obtained the highest performance on development
set, then use the test set to evaluate the selected model. We made several pre-
processing to the corpora, namely token and sentence segmentation, lowercasing
surface words and the roots were kept in original forms.
5.3 Results
We evaluate the following model variations in the experiment: i) a baseline neural
network, NN, which contains a discrete tag transition; ii) NN+root refers to a
model that uses root embedding and the discrete tag transition. iii) NN+root+tag
is a model that the discrete tag transition in NN is replaced by named entity tag
embedding. iv) NN+root+tensor refers to tensor layer-based model with discrete
tag transition. v) models with +feat refer to the models use the named entity
feature.
3
www.cnts.ua.ac.be/conll2000/chunking/conlleval.txt
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Table 3. Results of the NNs for Kazakh and Turkish (F1-score, %). Here root and
tag indicate root and tag embeddings; tensor means tensor layer; feat denotes entity
feature vector; Kaz - Kazakh and Tur - Turkish; Ov - Overall.
L. # Models Development set Test set
Kaz
LOC ORG PER Ov LOC ORG PER Ov
1 NN 86.69 68.95 68.57 78.66 86.32 69.51 64.78 76.89
2 NN+root 87.48 70.23 75.66 81.20 87.74 72.53 75.25 81.36
3 NN+root+tag 88.85 67.69 79.68 82.81 87.65 73.75 76.13 81.86
4 NN+root+tensor 89.56 72.54 81.07 84.22 88.51 75.79 77.32 82.83
5 NN+root+feat 93.48 78.35 91.59 90.40 92.48 78.90 90.75 89.54
6 NN+root+tensor+feat 93.78 81.48 90.91 90.87 92.22 81.57 91.27 90.11
7 NN+root+tag+tensor+feat 93.65 81.28 92.42 91.27 92.96 78.89 91.70 90.28
Tur
8 NN 85.06 74.70 81.11 80.86 83.17 76.26 80.55 80.29
9 NN+root 87.38 77.13 84.78 83.78 85.78 78.66 84.03 83.17
10 NN+root+tag 90.70 84.93 86.67 87.53 90.02 86.14 85.95 87.31
11 NN+root+tensor 92.43 86.45 89.63 89.78 90.50 87.14 90.00 89.42
12 NN+root+feat 91.54 89.04 91.62 91.01 90.27 89.50 91.95 90.78
13 NN+root+tensor+feat 93.60 88.88 92.23 91.88 92.05 89.35 92.01 91.34
14 NN+root+tag+tensor+feat 91.77 89.72 92.23 91.44 92.80 88.45 91.91 91.39
Table 3 summaries the results for Kazakh and Turkish. Rows (1-4, 8-11) are
given to compare the root, tag embedding and tensor layer independently. Rows
(5-7, 12-14) shows the effect of entity features. As shown, when only use the
surface word forms, the NN gives 76.89% overall F1-score for Kazakh. The NN
gives low F1-scores of 64.78% and 69.51% for PER and ORG respectively. There
are mainly two reasons for this: i) the number of person and organization names
are less than location (Table 2), and ii) compared to other entities, the length
of organization name is much longer, it also has ambiguous words with people
names4. For Turkish, NN yields 80.29% overall F1.
It is evident from (row 2, 9) that NN+root is improved significantly in all
terms after using the root embedding. There are 4.47% and 2.88% improvements
in overall F1 for Kazakh and Turkish compare to NN. More precisely, using root
embedding, NN+root gives 10.47%, 3.02% and 1.42% improvements for Kazakh
PER, ORG, LOC entities, respectively. The result for Turkish also follows the
pattern. Row (3,10) shows the effect of replacing the discrete tag transition
with named entity tag embedding. We could observe that NN+root+tag yields
overall F1-scores of 81.86% and 87.31% for Kazakh and Turkish. Compared to
NN+root, the model with entity tag embedding has a significant improvement
for Turkish with 4.14% in overall F1. For two languages, the model performances
are boosted by using tensor transformation; it shows that the tensor layer could
capture the more interactions between root and word vectors. Using the entity
features, NN+root+feat give a significant improvement for Kazakh (from 81.36
to 89.54% ) and Turkish (from 83.17 to 90.78%). The best result for Kazakh
4 It often appears when the organization name is given after someone’s name.
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is 90.28% F1-score that is obtained by using tensor transformation with tag
embeddings and entity features.
We compare our NNs with exiting CRF-based NER system [24] and other
state-of-the-art models. According to the recent studies for NER [12,14,30], the
current cutting-edge deep learning models for sequence labeling problem is bi-
directional LSTM with CRF layer. On the one hand, we trained such state-of-the-
art NER model for Kazakh language for making comparisons. On the other, It is
also worth to see how does a character-based model perform well for agglutinative
languages. Because the character-based approaches seem to be well suited for
agglutinative nature of the languages and it can serve as a stronger baseline than
CRF. For those biLSTM-based models, we set hyper-parameters are comparable
with those models yield the state-of-the-art results for English [12,14]. The word
and character embeddings are set to 300 and 100, respectively. The hidden unit
of LSTM for both character and word are set to 300. The dropout is set to 0.5
and use ”Adam” updating strategy for learning model parameters. It should be
note that the form of entities in Kazakh always starts with capital letter, and the
data set used for all biLSTM-based models are not converted to lowercase, which
could lead a positive effect for recognition. For a fair comparison, the following
NER models are trained on the same training, development and test set. Table
4 shows the comparison of our NNs with state-of-the-art for Kazakh.
Table 4. Comparison of our NNs and state-of-the-art
Models LOC ORG PER Overall
CRF [24] 91.71 83.40 90.06 89.81
biLSTM+dropout 85.84 68.91 72.75 78.76
biLSTM-CRF+dropout 86.52 69.57 75.79 80.28
biLSTM-CRF+Characters+dropout 90.43 76.10 85.88 86.45
NN+root+feat 92.48 78.90 90.75 89.54
NN+root+tensor+feat 92.22 81.57 91.27 90.11
NN+root+tag+tensor+feat 92.96 78.89 91.70 90.28
NN+root+feat* 91.74 81.00 90.99 89.70
NN+root+tensor+feat* 92.91 81.76 91.09 90.40
NN+root+tag+tensor+feat* 91.33 81.88 92.00 90.49
The CRF-based system [24] achieved an F1-score of 89.81% using all features
with their well-designed feature template. The biLSTM-CRF with character em-
bedding yields 86.45% F1-score which is better than the result of the model
without using characters. It can be seen, the significant improvement about 6%
in overall F1-score was gained after using character embeddings. It indicates
that character-based model fits the nature of the MCL. We initialized the root
and word embedding by using pre-trained embeddings. The skip-gram model of
word2vec5 [18] is used to train root and word vectors on large Kazakh news
5
https://code.google.com/p/word2vec/.
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articles and Wikipedia texts 6. Table 4 also shows the results after pre-training
the root and word embedding marked with symbol *. As shown, the pre-trained
root and word representations have a minor effect on the overall F1-score of
NN models. Especially for organization names, the pre-trained embeddings have
positive effects. The NN+root+feat* and the NN+root+tag+tensor+feat* mod-
els achieve around 2% improvement for organization F1-score compared to those
of the models without using the per-trained embeddings (the former’s is form
78.90% to 81.00% and the latter’s is from 78.89% to 81.88%). Overall, our NN
outperforms the CRF-based system and other state-of-the-art (biLSTM-CRF-
character+dropout), and the best NN yields an F1 of 90.49%, a new state-of-
the-art for Kazakh NER.
To show the effect of word embeddings after the model training. We calcu-
lated the ten nearest neighbors of a few randomly chosen query words (first row).
Their distances were measured by the cosine similarity. As given in Table 5, the
nearest neighbors in three columns are related to their named entity labels: all
location, person and organization names are listed in the first, second and third
column, respectively. Compared to CRF, instead of using discrete features, the
NNs project root, words into a vector space, which could group similar words by
their meaning and the NNs has non-linear transformations to extract higher-level
features. In this way, the NNs may reduce the effects of data sparsity problems
of MCL.
Table 5. Example words in Kazakh and their 10 closest neighbors. Here, we used the
Latin alphabet to write Kazakh words for convenience.
Kazakhstan (Location) Meirambek (Person) KazMunayGas (Organization)
Kiev Oteshev Nurmukasan
Sheshenstandagy Klinton TsesnaBank
Kyzylorda Shokievtin Euroodaktyn
Angliada Dagradorzh Atletikony
Burabai Tarantinonyn Bayern
Iran Nikliochenko Euroodakka
Singapore Luis CenterCredittin
Neva Monhes Juventus
London Fernades Aldaraspan
Romania Fog Liverpool
6 Conclusions
We presented several neural networks for NER of MCLs. The key aspects of
our model for MCL are to utilize different embeddings and layer, namely, i)
6
In order to reduce dictionary size of root and surface word, we did some pre-processing namely,
lowercasing and word stemming by morphological analyzer and disambiguator.
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root embedding, ii) entity tag embedding and iii) the tensor layer. The effects
of those aspects are investigated individually. The use of root embedding leads
to a significant result on MCLs’ NER. The other two also gives positive ef-
fects. For Kazakh, the proposed NNs outperform the CRF-based NER system
and other state-of-the-art including character-based biLSTM-CRF model. The
comparisons showed that character embedding is vital to MCL’s NER. The ex-
perimental results indicate that the proposed NNs can be potentially applied to
other morphologically complex languages.
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