SUMMARY Management of applications in the new world of pervasive computing requires new mechanisms to be developed for admission control, QoS negotiation, allocation and scheduling. To solve such resourceallocation and QoS provisioning problems within pervasive and ubiquitous computational environments, distribution and decomposition of the computation are important. In this paper we present a QoS-based welfare economic resource management model that models the actual price-formation process of an economy. We compare our economy-based approach with a mathematical approach we previously proposed. We use the constructs of application benefit functions and resource demand functions to represent the system configuration and to solve the resource allocation problems. Finally empirical studies are conducted to evaluate the performance of our proposed pricing model and to compare it with other approaches such as priority-based scheme and greedy method.
Introduction
The last decade has seen an explosive growth in wireless mobile multimedia, viz. pervasive/ubiquitous computational applications [4] , [32] and home networking appliances [22] , and considerable research in related technologies, with special emphasis on Quality of Service requirements, such as timeliness, precision, and accuracy [11] . Meeting QoS guarantees in diverse computing environments such as pervasive computing systems, ubiquitous networking middleware, and distributed real-time multimedia systems is an end-to-end issue because the users are interested in the end results; i.e., from application to application. Allocating proper resources to the applications with respect to QoS provisioning to maximize the total system utilization or benefit is a fundamental problem in all multimedia systems today. The term utility or benefit may take on the meaning of usefulness, satisfaction, or of pleasure, depending on the context. We may treat utility as something which can be measured in the sense that one can say how much some-one would give in order to obtain the utility of a good or service [15] . Hence, there is a continuing need to develop better resource management techniques for such systems. For this purpose, we need a resource allocation model for QoS management in which each application is associated with one of multiple levels of performance, and each level is characterized by a set of QoS parameters that are service specific.
To solve this resource provisioning problem, we propose a novel welfare economic resource management model that is QoS-based, which models the actual price-formation process of an economy. This approach manages resource and QoS allocation optimally so that the total utility of the system is maximized through a tatonnement process, in which operating markets for each resource is done separately. As we use economic models for resource allocation problems, we would achieve several desirable advantages over central allocation schemes. The characteristics of our new scheme using a welfare economic approach pose special advantages that do not exist in other math-based approaches such as NLP (non-linear programming). These include 1) decentralization; 2) dynamic adjustment; and 3) scalability. All of the above characteristics make developing efficient and scalable QoS-based resource allocation algorithms for pervasive networking environments very challenging.
This paper is organized as follows. Section 2 provides the ba-sic definitions, attributes, and assumptions used for our QoS-based resource management model, as well as the Resource Demand Function (RDF), and the Benefit Function (BF). Next we will also discuss QoS allocation problems in terms of resource and QoS dimensions. Section 3 presents an algebraic modeling for both single and multiple resource environments, and its relevant theorems and algorithms. Section 4 explains proposed market-based approach for solving constrained global optimization problems. We present the experimental evaluations of our pricing scheme in Sect. 5, and discuss recent research with respect to QoS management and resource allocation in Sect. 6. In Sect. 7, we present our concluding remarks and discuss problems that remain unsolved.
QoS-Based Resource Management Model
The performance of pervasive applications may also be altered by trading one resource for another. Resource alCopyright c 2006 The Institute of Electronics, Information and Communication Engineers location problems also occur in a dynamic environment, and work usually enters and leaves the system in an unpredictable manner. The services demanded by work units and their interactions cannot often be adequately predicted. In designing resource allocation and control mechanisms in large-scaled distributed systems and networks, several goals, such as maximization of system utilization, users' satisfactions, and the quality degree of media playback, should be considered. A QoS-based resource provisioning model is described in Sect. 2.
Model Definition
In multimedia systems such as Video-on-Demand (VOD) and Continuous Media (CM)servers, applications arrive with a request for a certain amount of resources. In our formulation of the problem, this information is provided to the system via the resource demand function [23] . The function describes the resource demand for different QoS settings of the application. For example, a streaming video application will represent the resource demand as a function of the frame rate, the frame size and the frame quality [23] . We generalize this concept to multiple resource levels.
In addition to the resource demand function, all the applications specify a benefit function [23] that describes the relative benefit between the different QoS parameter settings for the application. This function is useful to trade off between the QoS parameters when there are constraints on the resources [23] . For example, the goal of admission control and the QoS negotiation process is to maximize the total benefit over all the applications [13] . The degraded versions of the applications use fewer resources. The benefit functions and the resource demand functions essentially encode the information about how the different levels of the application quality parameters compare with each other in terms of the benefit to the user and the usage of the resources. This is not really a restrictive assumption, as the applications that do not have different levels of quality parameters can still be modeled as bene-fit functions that are zero everywhere, except at the parameter setting requested by the application [13] .
In our model, we assume that the system consists of n applications {a 1 , a 2 , . . . , a n } and m resources {R 1 , R 2 , . . . , R m }. CPU cycles, the disk bandwidth, the buffer available, and the network bandwidth are the resources. Each application is also specified by QoS parameters {q 1 , q 2 , . . . , q l }. We introduce the following definitions and notation:
• QoS vector, q: a vector consisting of QoS parameters. This is used as an index for a resource demand function R( q) • Resource demand, x: an amount of resource requested (or allocated) to each application is calculated by a resource demand function R( q). To represent the resource for application j, we use the subscript j, i.e. Further details about the resource demand functions and the bene-fit functions will be described in the following subsections. Table 1 summarizes the attributes used in our model. In our model, we make the following assumptions:
• Applications are independent of one another.
• Benefit Functions (Object Functions), B j (.), are nondecreasing (increasing) in each type of resource, and are thus con-cave. QoS vector for application j with QoS parameters:
Amount of allocated to application j(=a j ):
Resource Demand Function (RDF), which maps into an x j in a single resource:
Resource Demand Function, which maps into an
System benefit for application j on resource i, where a i j are positive real constants B total Total system benefit C j (.) Cost function; i.e., negative function of α j × B j α j Priority for application j; i.e., relative importance between n applications
Resource Demand Function
Given a QoS vector q, for an application j with the dimension of QoS parameters being l, the Resource Demand Function is given as:
where x j denotes the amount of resource allocated to application j(i.e.a j ). If we define R total as the total available resources given, and R j ( q j ) is the resource demand for the application j, the resource constraint is:
where, q j consists of QoS parameters: e.g., frame rate, frame size, Q factor, that are specific to the application. This equation is used as a constraint in the optimization problem on resource allocation for QoS management.
Benefit Function
In multimedia transmission applications, the total system benefit (B total ) can be defined as a weighted sum of the benefit of each application. The term benefit (or utility) may take on the meaning of users' satisfaction or of pleasure, depending on the context. For example, the function of CPU utilization in a queuing system can be a benefit function to be maximized. In another case, frame loss probability or total waiting time can be benefit functions which should be minimized. The total benefit for a single resource environment is as follows [23] :
The weights describe the priority (or relative importance) between the n applications. B j (x j ) is the benefit function for application j, where x j is determined by a Resource Demand Function and a QoS factor q j . In practical realtime multimedia systems, applications may need to consider the following QoS dimensions (factors) on various multiple (or single) resources: We extend the above single resourcebased benefit function to the multiple level. In the case of the multiple resource problem, the benefit function is [14] :
where x i j denotes the allocated amount of resource i for application j. a j is a positive constant to denote application j's weight between n applications. m i j is a positive constant. In a multiple resource problem, the total system benefit (B total ) is the summation of each application's benefit, which is a function of a parameter given by the summation of all the allocated resources.
QoS-Based Resource Allocation Problem
Given that applications operate at their maximum levels of quality or adapt at tolerable levels of quality, the system should consider the amount of total available resources and the allotment of resources for each application based on its benefit function. Therefore, the question of "How should we allocate resources to the competing applications under resource constraints so that the total system benefit (utility) can be maximized?" arises, and we would generalize this problem using our analytical resource management model which was presented in Sect. 3, and we would solve the optimal solutions. From the resource constraint (Eq. 2) and the total system benefits (Eqs. 3 and 4), we now define some optimization problems to maximize the system benefit, subject to the resource constraints. The solution gives the optimal values of the QoS parameters for each application. The dual of the constrained optimization problem derived by using the method of Lagrange multipliers can be used to compute the solution.
Optimization Problem Using Nonlinear Programming Approach
As described before, the resource allocation problem in this paper is an optimization problem. Given a fixed amount of the resource, we are asked to determine its allocation to n applications so that the benefit function under the constraint could be maximized. The amount of resource allocated to each application is treated as a continuous variable, depending upon the case. This is a special case of a nonlinear programming problem, and therefore our approach to modeling and solving the resource allocation optimization problems draws upon many concepts from the maturely developed topics and algorithms that have been widely used in the mathematics and physics fields. We will put together the resource allocation framework that we have proposed, mathematical techniques and algorithms, and economic theories into an architecture for approaches to solving single and multiple resource allocation problems. To solve our resource allocation problems which are nonlinear programming problems, we have adopted the well-known KuhnTucker Theorem and Lagrangian multiplier method [19] . Our previous work [14] focused on local resource management done by a Local Resource Manager (LRM) in each site. That is, our purpose was to optimize (maximize) the total system benefit under the given resource constraints on a single site. However, for the global optimization of a distributed multiple resource management, we should consider global resource management done by a Global Resource Manager which can do the inter-site balancing of resources for computations.
Single Resource Allocation
We can represent the single resource allocation problem as follows: Problem 1 (SR): We refer to the following problem as the single resource allocation problem.
sub ject to n j=1 x j = R total (7)
where C j is concave and continuously differentiable over an interval, including [0, R total ], and R total is a positive constant.
Multiple Resource Allocation
As in the case single resource allocation problem in Sect. 3.1, multiple resource allocation problem is denoted as follows:
Problem 2 (MR):
We refer to the following problem as the multiple resource allocation problem. 
Welfare Economics Approach
To achieve a distributed resource allocation problem by formulating a computational economy and finding its competitive equilibrium, we adopt welfare economic theories and an auction/bidding algorithm which was introduced in [7] . In this section, we will consider an example of a continuous media server system and will apply the welfare economic theories to it. General forms of problem statements denoted using economic theories, and an optimization algorithm using bidding and auctioning will follow. Unlike the architecture using an algebraic approach, we do not need any distinct balancing framework between sites (in the case of distributed environments), since decentralization is provided in an economy by the fact that economic models consist of agents which only selfishly attempt to achieve their goals, and the equilibrium allocation will very often be optimal. That is, through formulating a pricing-based economy (market), we can achieve the Pareto optimal allocations under many circumstances with little or no central guidance.
Economic Optimization
Auctions are a market institution with an explicit set of rules determining resource allocations and prices on the basis of bids from participating market agents. Hence, the freemarket-based auction methods solve the problem, and the Lagrange multiplier is the price of the resource fixed by the auction. We have adapted a sealed-bid increasing auction, where each agent (application) presents the fair bid for the available resource, based on the current price of the resource and the application benefit function. The auction makes trade-offs between the values generated by the agents. The basic protocol is that agents send bids, and the auction determines an allocation [23] .
Duality of Constraint Resource Optimization Problem
In a market based economy, decisions are based on prices, and communications are done via exchanges of bids and prices between agents. In many cases, this decentralizing mechanism minimizes the communication overheads and converges in reasonable time. We use the price of resources fixed by an auction as the Lagrange multiplier in the constraint resource optimization problem:
where d, Benefit, L, and Constraint denote derivation, the utilization (object) function to be optimized, the Lagrange multiplier, and constraint functions, respectively. If the unit of the benefit function is money ($), we could think of the Lagrange multiplier as the price of a resource from Eq. 13.
Problem 3 (ESR):
We refer to the following problem as the single resource allocation problem.
where E total is the total budget (i.e., available resource times the price of the resource).
Problem 4 (EMR):
We refer to the following problem as the multiple resource allocation problem.
where E total,i is the budget for resource i, which is the available resource i times the price of i.
Experimental Evaluation
In a pervasive computing environment, a set of mobile agents can communicate each other via diverse ad-hoc protocols but each one may suffer from limited computing resource conditions. We suppose that a certain group of agents in a pervasive computing environment need extra resources due to their own scarce resources even if many of the other devices are under-utilized and still available. By the way of aggregating the available resources from the other agents nearby and efficiently allocating the resources to the agents which want them, we could help in overcoming the resource scarcity of mobile devices. From the point of this view, resource allocation and distribution problems considering QoS are important in pervasive computing environments. The proposed pricing-based resource allocation and negotiation scheme has been evaluated using various application traffics. We conducted extensive simulations by varying the situations such that the resource demands of pervasive computing applications which has the property of soft-QoS requirements are issued in an arbitrary order. We assume that we have a set of mobile agents that request resources with different types of characteristics, which denotes different benefit functions and priorities (classes). Priority for application j is denoted as α j . For the simulation, we consider two types of resources and multiple QoS dimensions. The following assumptions are used for the simulations:
• The applications arrive based on a Poisson process with interarrival rate (λ).
• The duration of the applications are described using a Gaussian process with the mean (µ d ) and the standard deviation (σ d ) of the distribution • We have a set of application benefit functions one of which is selected for the arriving application using an uniform distribution (i.e., with equal probability).
• We have a set of resource demand functions for the applications. The resource demand however, is scaled using a Gaussian distributed scale factor β.
• We have three levels of classes, which implies that we have three priorities (weight) of applications.
• Monitoring services within specific area are available to automatically measure the resource requirements for all ap-plication services. Such inline profiling techniques are provided in [6] and [2] .
Measured Metrics
The experiments are run by fixing the generating process parameters and then generating diverse application traffic traces. For our simulations, we choose two types of load traffic sequences: heavy and medium. Using these traffic traces, we compared the performance of the proposed pricing-based resource and QoS allocation scheme with those of two other widely-used schemes, greedy and classbased. We measured the following metrics.
• the number of accumulated rejections over time • the resource utilization as a function of time • the total benefit (utility) over time
As stated in the prior sections, the resource demand characterizes the input to the system. The total benefit indicates how well re-source allocation scheme is doing. In the simulation, we used a CPU utilization function, (ρ − ρ n+1 )/(1 − ρ n+1 ) where ρ denotes the utilization of server, defined as a finite state space birth-death M/M/1/n queuing model, which satisfies the assumptions (i.e., convex or concave and continuously differentiable over an interval) of our SR problem described in Sects. 2 and 3.
Resource Demand at Different Traffic Loads
For our simulations, we choose two different application load traffic sequences: (1) heavy traffic is generated by setting λ = 0.8, µ d = 50, and σ d = 20. (2) medium traffic is generated by setting λ = 1.2, µ d = 40, and σ d = 30. We assume that each resource request is issued to satisfy its maximum QoS values. In heavy traffic, resource demand (y-axis) goes over 1.0 in most of the time denotes that the traffic load is fairly high and is beyond the current available resource capacity. In medium traffic resource demand has a range mostly between 0.6 and 0.8, though we generate some burst traffics of which total resource demands are over 1.0.
Accumulated Rejection Ratio at Different Application Loads
We compared the proposed pricing scheme to the greedy scheme and the class-based scheme under different load conditions. Greedy scheme is a plain strategy in the sense that a new application can be accepted only if the server could give the client application all the requested resources. The class-based scheme in this paper is based upon a priority queue (PQ) where each application is classified into a queue according to the priority which the ap-plication has. Under heavy load, the pricing scheme reduces about up to 200% of reduction on the rejected resource requests compared to greedy and class-based methods. The simulation results are shown in Fig. 1 , where y-axis denotes the number of accumulated rejection. In some aspects, we could simply expect these results since the pricing scheme can allow QoS degradation. Therefore a natural extension for the simulations should be able to include a measurement of the total benefits from all the agents communicating under the same environments.
Total Benefit at Different Traffic Loads
As stated, the rejection ratio is not a very effective measure to characterize the performance of the scheme. This can be demonstrated by considering a strategy that always admits applications at its worst QoS level. That is, less rejection does not always denote a good performance in some sense.
To measure the performance of individual requests together with the performance of the system, we compare the overall total benefit attained by the three schemes. The total benefit on the three strategies under the two traffic loads is shown on the y-axis in Fig. 2 . We observe that the proposed pricingbased resource negotiation scheme achieves the best performance compared to the other two schemes in terms of total benefits. The observed behavior is explained by the fact that the marginal gain in benefit of a request demand at high QoS level is much smaller than that executing at low QoS levels. This is the most promising and advantageous aspect of pricing scheme, which is theoretically complete as well. Given that the probability of the future request being more important does not change as a function of the resource utilization, we should expect that the opportunity cost of the marginal utilization should increase with utilization. The comparison study between the greedy scheme and class-based scheme shows that the latter method achieves slightly better performance. The behavior is rather related to the statistical nature of the request traffic. More extensive experiments are needed to explore the comparison results.
Total Utilization
Finally, we measure the utilization of the resources over the three resource provisioning schemes which are based on QoS. To demonstrate that the pricing scheme achieves the improvement in the total resource utilization, we plot the curve. Figure 3 illustrate the total resource utilization (yaxis) for the schemes, which denotes the sum of resource utilizations for all the running applications. Because of the efficient negotiation process of our pricing-based resource provisioning scheme, it provides the high-est total resource utilization.
Related Work
A considerable amount of research has been carried out within the field of QoS support for distributed multimedia systems and re-source management, in terms of QoS allocation to satisfy specific application-level requirements. Such work can be classified into various categories. The first category involves systematic approaches, which allocate appropriate resources to achieve a specific level of QoS for an application. Next, analytical (algebraic) models for QoS management satisfy application requirements. Lastly, we will investigate the well-understood class of market-based mechanisms for resource allocations for a set of computational agents by computing the competitive equilibrium of artificial economies. Abdelzaher et al. [1] describe a distributed pool of processors with which timeliness for realtime applications using admission control and load-sharing, is guaranteed. In the Rialto O/S [17] , a modular O/S approach is presented, the goal of which is to maximize the user's perceived utility of the system, instead of maximizing the performance of any particular application. Other flexible QoS systems are being developed; such as the SMART scheduler [22] , which autonomously changes the re-source allocations given to the applications; and the Processor Capacity Reserves in RT Mach [10] , [12] , which change the allocations as a result of an explicit request by the applications. In Brandt et al.'s work [3] , a middleware is proposed, which abstracts O/S interfaces for QoS scheduling, such as dynamic QoS allocations to applications during execution. The QoS resource manager in their prototype reads application execution statistics, including CPU usage and determines, using several policies, what execution levels will be selected for each application, given the current system resources. They use each application's userspecified benefit information and application-specified max-imum CPU usage to determine a QoS allocation of CPU resources that maximizes overall user benefit. The abovementioned schemes are lacking in their theoretical basis to maximize the system benefit (utility). Most systems are only based on simply increasing/decreasing the benefit (utility) functions through the execution level information and the application state information, and no consideration for multiple resources is provided. That is, they have built QoS resource manager prototypes which work solely with a single resource; e.g., CPU usage or disk bandwidths.
DeMeer [5] proposed a control model for adaptive QoS specification in an end-to-end scenario, and Satyanarayanan [25] suggested the application of control theory as a future research direction to analyze adaptation behavior in wireless environments. Nahrstedt [16] proposed a control-based middleware framework to enhance QoS adaptations by dynamic control and reconfigurations to the internal functionalities of a distributed multimedia application. Rajkumar et al. [21] propose a QoS-based Resource Allocation Model (Q-RAM), which assumes a system with multi-ple concurrent applications, each of which can operate at different levels of quality based on the system resources available to it. Their goal is to allocate resources to the various applications such that the overall system utility is maximized, under the constraint that each application can meet its minimum needs. However, their greedy algorithm to obtain a good resource allocation for each application in a system with all linear dimensional utility functions does not always lead to an optimal resource allocation (i.e., it is suboptimal). Also, they only deal with single resource environments. Our prior work [14] was most closely related to their work, but was extended in several ways. First, ours guarantees to find the optimal solution mathematically. Second, they only deal with single resource environments, while our model can characterize the resource allocation for both single and multiple re-sources.
Economic mechanisms have been mainly considered in distributed AI research [9] , [30] , and recently in the distributed com-puting community for allocating computational resources of various kinds [7] , [24] , [31] , [33] . These applications are centered around a global model for the resource, from which each agent or module calculates the marginal value of the re-source for itself. [24] provides a similar methodology to that of ours in providing QoS guarantees in packet networks. Compared to it, we have achieved the followings. We have made a resource allocation model (which was for single resource based on an algebraic approach [23] ) generalized to that for multidimensional cases, which could be proved using non-linear programming algorithms. We applied welfare economic theories to our generic QoS-based resource allocation models, and selected an auction and bidding algorithm to achieve the optimal solutions both for single and multiple resource environments.
In our previous work on admission control and QoS negotiations for soft-real time applications [13] , we used Market based schemes for computing the optimal resource allocations, in terms of benefit and resource demand curves, to redistribute the resources among the degraded applications. The dual of the con-strained optimization problem derived by using the method of Lagrange multipliers can be used to compute the solution. The free-market-based auction methods solve the dual problem, and the Lagrange multiplier is the price of the resource fixed by the auction [23] .
Conclusions and Future Work
In this paper, we have proposed a pricing-based resource negotiation and QoS provisioning model that exploits the various properties of pervasive computing applications. Our model can represent the resource and QoS requirements of applications in pervasive networking environments using end-to-end QoS based metrics (i.e., application benefit functions and resource demand functions), which are defined over single or multiple resources. The primary objective of this paper was to formulate a generic economy which meets the needs for specifying resource allocations and for achieving optimal allocations with respect to QoS provisioning in multimedia applications. Our model can be applied for any kind of multimedia systems and environments. Our ongoing work includes incorporating the current model and algorithms into practical systems as well as conducting simulations.
