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Abstrakt
Práce se zabývá sledováním aut přijíždějících ke křižovatce. Jsou popsány různé způsoby
jejich detekce a zhodnoceny problémy. Primárně se jedná o sledování provozu během dne
za různého počasí, ale je představen i způsob detekce během noci a nedostatečného osvět-
lení. Implementovány jsou nejpoužívanější algoritmy s využitím knihovny OpenCV. Důraz
je kladen na otestování nejen různých algoritmů, ale také různých světelných podmínek,
umístění a nastavení kamery.
Abstract
This project deals with monitoring cars approaching the crossroads. Describes various me-
thods of detection and discussing their problems. Primary goal is surveillance during the
day in different weather conditions, but method of detection cars during the night and
low light is also introduced. The most widely used algorithms are implemented using the
OpenCV library. Important part is testing different algorithms and also variety of lighting
conditions, camera locations and settings.
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Kapitola 1
Úvod
Cílem práce je vytvořit systém detekující a sledující auta přijíždějící ke křižovatce. Tyto
dohledové systémy je možné využívat pro různé situace. V nejjednodušším případě sledování
hustoty provozu nebo počítání vozidel. V lepším případě pro identifikaci jednotlivých vozidel
a sledování směru jejich pohybu. Daný systém je možné rozšířit o více kamer a sledovat
pohyb například v rámci celého města. Zaměříme se na různé metody detekce a sledování
aut, vyzkoušíme různé světelné podmínky i různé umístění kamery. Porovnáme jednotlivé
metody a zjistíme, která je nejvhodnější. Otestujeme systém na co nejvíce různých situacích
umístění kamery – snímání z různé výšky, dálky a nasměrování k autům. Ověříme vliv
nejběžnějších situací počasí – zataženo, slunečno, déšť, sněžení, západ slunce, silný vítr.
Prověříme vliv různé snímkové frekvence a různých záznamových zařízení. Zjistíme, zda je
možné systém použít i pro detekci SPZ, což by mohlo být využitelné například v případě
policie ke zjišťování kradených vozidel. V závěru navrhneme úpravy nebo vylepšení, které
by bylo vhodné provést pro spolehlivé nasazení v praxi.
Ve druhé kapitole budou představeny nejčastěji používané metody detekce vozidel sní-
maných statickou kamerou a jejich sledování. Třetí kapitola bude zaměřena na porovnání
algoritmů s rychlou a pomalou adaptací a představen algoritmus, který se umí dobře vypořá-
dat s nevýhodami obou metod. Ve čtvrté kapitole se budeme zabývat dalšími metodami,
které mohou fungovat samostatně nebo vylepšit stávající metody. Jedná se o detekci jízd-
ních pruhů, detekci nočního provozu, detekci s použitím pohyblivé kamery a extrakci rysů.
Pátá kapitola se věnuje různému způsobu umístění kamery. Šestá kapitola je věnována sa-
motnému návrhu aplikace. Sedmá kapitola je věnována implementaci, včetně představení
použitých knihoven. V osmé kapitole následují jednotlivé testy a jejich zhodnocení. V deváté
kapitole se zamyslíme nad možným vylepšením aplikace pro budoucí použití.
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Kapitola 2
Detekce pohybujících se objektů
V této kapitole budou popsány používané metody detekce pohybujících se objektů. Všechny
metody vyžadují použití statické kamery. Nejedná se o triviální problém, detekce spočívá v
segmentaci obrazu na neměnné, statické pozadí a popředí, které představuje pohybující se
objekty.
Informace čerpány z [6]. Kvalitní odečet pozadí se musí vypořádat s několika problémy.
V našem případě uvažujeme statickou kameru, sledující křižovatku nebo silnici. Jedná se o
venkovní prostředí, tudíž je nutné zohlednit nejen různé světelné podmínky během dne, ale i
měnící se počasí. Během slunečného dne se může detektor chovat jinak, než v případě deště
nebo mlhy. Je potřeba dbát i na umístění kamery, aby například nebyla půl dne oslněna
sluncem. Musíme zohlednit stíny vrhané auty, které mohou být různé nejen podle denní
doby. Vhodné je znát předem informace o provozu, zda se jedná o jednoproudou silnici
s malým provozem nebo víceproudou komunikaci s neustálými dopravními zácpami. V
případě sledování křižovatky ovládané semafory auta na zelenou projíždějí, ale na červenou
se zastaví – splynou s pozadím a na zelenou se opět rozjedou – stanou se popředím. Kvalitní
algoritmus se s tímto problémem musí umět vypořádat. Dále musí být rychlý a měl by mít
co nejmenší paměťové nároky.
2.1 Odečítání pozadí
Obrázek 2.1: Flow diagram odečítání pozadí. Zdroj: [6]
Existuje velmi mnoho algoritmů pro odečet pozadí, naprostá většina využívá flow di-
agram na obrázku 2.1. Hlavní kroky při odečtu pozadí jsou předzpracování, modelování
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pozadí, detekce popředí a validace dat.
Předzpracování spočívá v sesbírání surových zdrojových dat z kamery a převedení do
formátu, se kterým pracuje systém. Modelování pozadí využívá nový obraz z videa pro
výpočet a aktualizaci modelu pozadí. Detekce popředí označí pixely, které se nepodařilo
zahrnout do modelu pozadí a pomocí binární masky je označí jako kandidáty pro popředí.
Nakonec validace dat prověří tyto pixely a určí, které skutečně odpovídají pohybujícím
se objektům. Zpracování v reálném čase je stále proveditelné, protože výpočetně náročné
algoritmy jsou použity pouze na malou část obrazu.
2.2 Předzpracování
Často bývá nejdříve potřeba vyhlazením redukovat šum v záznamu. To se hodí i k odstranění
padajícího deště nebo sněhu, který chceme zachovat v pozadí. Další používanou redukcí
bývá změna rozlišení snímku a frekvence snímků. Jestliže chceme jen počítat množství
aut, bylo by zbytečné pracovat se záznamem 1920x1080 a 30fps, proto můžeme redukovat
například na 720x405 a 10fps. Dalším zjednodušením může být převod barevného obrázku
na šedo tónový.
Dále je možné řešit formát vstupních dat. Většina algoritmů pracuje s jasovou složkou.
V nedávné době ale začíná být populární pracovat se složkami barvy v modelu RGB. Barva
je oproti jasu přesněji schopna identifikovat málo kontrastní objekty a potlačit stíny od
pohybujících se objektů.
2.3 Modelování pozadí
Modelování pozadí je nejdůležitější část každého algoritmu. Bylo provedeno mnoho vý-
zkumů pro vyvinutí modelu pozadí, který je nezávislý na klimatických změnách, ale dosta-
tečně citlivý pro identifikaci všech pohybujících se objektů. Techniky pro modelování pozadí
dělíme do dvou kategorií - na nerekurzivní a rekurzivní. Soustředíme se jen na modely, které
se umí snadno přizpůsobit. Vynechány jsou modely, které mají speciální požadavky pro ini-
cializaci, například nehybné pozadí po určitou dobu, což nemusí být reálně splnitelné.
2.3.1 Nerekurzivní techniky
Nerekurzivní techniky jsou založeny na metodě klouzavého okna. Uchovávají posledních N
snímků a model pozadí počítají na základě těchto pixelů. Umí se velmi dobře přizpůsobit,
protože nepotřebují delší historii snímků. Nevýhodou může být velikost bufferu a určení jeho
velikosti. Pro pomalu pohybující se provoz je potřeba větší buffer, než pro rychlý provoz na
dálnici.
Rozdíl snímků – Nejjednodušší metoda. Používá snímek v čase t − 1 jako pozadí pro
snímek v čase t. Kvůli používání pouze jednoho předchozího snímku není schopna detekovat
vnitřní plochy velkých objektů.
Mediánový filtr – Jedna z nejpoužívanějších modelovacích technik. Hodnota pozadí pro
každý pixel je definována jako medián všech stejně umístěných pixelů v bufferu. Předpo-
kladem je, že pixel zůstane v pozadí alespoň polovinu délky bufferu.
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Neparametrický model – Na rozdíl od předchozích technik využívá celou historii snímků
It−L, It−L+1, ..., It−1 pro vyjádření odhadu hustoty pixelu f(It = u):
f(It = u) =
1
L
t−1∑
i=t−L
K(u− Ii) (2.1)
K(·) je jádro odhadu, zde vybráno Gaussové. Daný pixel je stanoven jako popředí,
pokud je nepravděpodobné, že pochází z tohoto rozdělení. Což znamená, že f(It) je menší,
než předem stanovený práh. Výhoda použití celé hustoty funkce během jednoho výpočtu je
schopnost zvládnout multi-modální model pozadí, například pohyby stromu ve větru.
2.3.2 Rekurzivní techniky
Rekurzivní techniky neobsahují buffer pro výpočet pozadí. Místo toho rekurzivně aktualizují
model založený na každém vstupním snímku. Takže na současném výstupu se může projevit
i velmi starý snímek. Ve srovnání s nerekurzivnímy modely potřebují méně paměťového
prostoru, ale každá chyba v modelu pozadí se může projevovat velmi dlouho. Většina metod
počítá s exponenciálním váhováním pro snížení vlivu starších snímků.
Přibližný mediánový filtr – Vzhledem k úspěšnosti nerekurzivního mediánového filtru
byl vymyšlen způsob odhadu mediánu. Průběžný odhad mediánu je zvětšen o jedna, pokud
má vstupní pixel vyšší hodnotu nebo snížen o jedna, pokud má nižší hodnotu. Tento odhad
konverguje k hodnotě, kde polovina pixelů má hodnotu vyšší a polovina nižší, než tento
odhad.
Mixture of Gaussians – Jedná se o rozšíření metody s modelem pozadí vytvořeným
pomocí jednoho Gaussova rozložení. Mixture of Gaussians využívá několik Gaussových
křivek současně. Metoda využívá funkci hustoty pro každý pixel, je schopna zvládnout
multi-modální model pozadí. Zároveň je parametrická, takže je možné ji přizpůsobovat bez
nutnosti velkého bufferu. Schéma popsáno dle [22]:
Rozdělení pixelu f(It = u) je modelováno pomocí směsi K Gaussových křivek:
f(It = u) =
K∑
i=1
ωi,t · η(u;µi,t, σi,t) (2.2)
Kde η(u;µi,t, σi,t) je i-tá Gaussová křivka s intenzitou o střední hodnotě µi,t a směro-
datnou odchylkou σi,t.
ωi,t je váha z i-té křivky. Typicky je K v rozsahu od tří do pěti, v závislosti na dostupné
paměti. Pro každý vstupní pixel It je potřeba nejdříve identifikovat křivku i, jejíž průměr
je nejblíže k It. Křivka i je označena jako pasující křivka pokud |It − µi,t−1| ≤ D · σi,t−1,
kde D značí malou možnou odchylku. Parametry pasující křivky jsou následující:
ωi,t = (1− α)ωi,t−1 + α
µi,t = (1− ρ)µi,t−1 + ρIt
σ2i,t = (1− ρ)σ2i,t−1 + ρ(It − µi,t)2,
(2.3)
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kde α je uživatelem definovaná učící konstanta (rychlost adaptace) s hodnotou 0 ≤ α ≤
1. ρ je učící konstanta pro parametry a může být vyjádřena jako:
ρ ≈ α
ωi,t
(2.4)
Pokud není nalezena žádná křivka, tak je křivka s nejnižší váhou nahrazena novou
křivkou s průměrem It, velkým počátečním rozptylem σ0 a malou vahou ω0. Ostatní křivky
si ponechají svůj průměr a rozptyl, ale sníží se jim váha podle vzorce
ωi,t = (1− α)ωi,t−1 (2.5)
Nakonec jsou váhy normalizovány, aby jejich součet byl jedna. Pro zjištění, zda pixel It
náleží popředí, nejprve ohodnotíme všechny křivky podle poměru váhy a rozptylu ωi,t/σi,t
Vysoce hodnocené křivky tedy budou mít nižší rozptyl a delší dobu výskytu, což je typické
pro pozadí. Nebude na prvním místě křivka, která má vysokou váhu a velký rozptyl, pokrý-
vající velké rozpětí hodnot. Pokud i1, i2, ..., iK jsou pořadí křivek po seřazení, tak prvních
M splňující následující kritérium, jsou křivky pozadí:
iM∑
k=i1
ωk,t ≥ Γ (2.6)
Kde Γ je práh. It je stanoveno jako popředí, pokud It během D snímků liší od některé
křivky.
2.4 Detekce popředí
Detekce popředí porovnává vstupní snímek s modelem pozadí a označuje, které pixely by
mohly být v popředí. Nejčastěji užívaný způsob detekce pomocí prahové hodnoty T :
|It(x, y)−Bt(x, y)| > T (2.7)
Dalším způsobem je práh normalizovaný pomocí střední hodnoty µd a směrodatné od-
chylky σd.
|It(x, y)−Bt(x, y)− µd|
σd
> Ts (2.8)
Prahové hodnoty T a Ts jsou nejčastěji určeny experimentálně. V ideálním případě by se
prahová hodnota měla vypočítat podle aktuální hodnoty pixelů. Jedna modifikace může být
použití relativního rozdílu na rozdíl od absolutního, čímž se zdůrazní kontrast v tmavých
oblastech, nejčastěji stínech.
|It(x, y)−Bt(x, y)|
Bt(x, y)
> Tc (2.9)
Jiným přístupem je použití dvou prahů. Nejdříve se identifikují hodně odlišné pixely
pomocí vyššího prahu. Tyto regiony jsou dále rozšířeny o sousední pixely, které mají rozdíl
vyšší než nižší práh.
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2.5 Validace dat
Validace dat slouží k upřesnění získaných výsledků. Všechny metody pozadí mají několik
omezení.
• Pracují vždy jen s jedním pixelem, nezohledňují pixely v okolí.
• Rychlost adaptace nemusí odpovídat rychlosti pohybujících se objektů.
• Můžou poskytovat falešné objekty, například pohybující se listí nebo stíny od objektů.
Výsledkem prvního problému typicky bývají malé neidentifikované regiony rozmístěné
mezi pixely, identifikované jako popředí. Nejvhodnějším přístupem je použít filtrování a
tyto malé regiony odstranit, čímž získáme z několika malých regionů popředí jeden velký
region. Je možné v aplikaci definovat minimální velikost objektu, a když se detekuje nějaký
menší, zahodí se.
Pokud se model pozadí aktualizuje moc pomalu, zůstávají ve scéně chybně identifikované
oblasti – duchové. Pokud se model aktualizuje moc rychle, můžou se v obrazu objekty ztrácet
a později znovu objevovat. Řešením může být použít více modelů pozadí a jejich následné
zprůměrování.
2.6 Označení detekovaných objektů
Výsledkem odstranění pozadí je binární obrázek, kde nám bílá barva určuje objekt a černá
barva pozadí. Jenže nyní potřebujeme označit jednotlivé objekty a uložit informace o je-
jich velikosti a pozici. K tomu se využívá označovací algoritmus, který hledá jednotlivé
komponenty (objekty) [9]. Je založen na principu, že každá komponenta je jednoznačně
ohraničena, jako je mnohoúhelník identifikován jeho vrcholy. Snímek se prochází stejným
způsobem jako by byl skenován, shora dolů a zleva doprava po řádcích. Celý postup je
možné rozdělit do 4 kroků v obrázku 2.2.
Obrázek 2.2: Detekce a označování objektů. Zdroj: [9]
V obrázku (a) jsme poprvé objevili hranu objektu v bodě A. Jakmile je nalezena hrana,
použije se procedura hledající hrany [11] a všechny pixely hrany se označí. Když se vrátíme
zpět do bodu A, pokračujeme ve skenování. Když později, v obrázku (b) narazíme v bodě
A′ na již objevenou hranu, označujeme všechny další pixely než narazíme na další hranu.
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Pokud v obrázku (c) narazíme na vnitřní hranu B, označíme tento bod stejně jako vnější
hranu objektu a projdeme a označíme vnitřní hranu, stejně jako jsme to dělali u vnější.
V obrázku (d) vycházíme z vnitřní hrany a míříme do objektu ke vnější hraně. Proto
označíme všechny body než dorazíme ke vnější hraně. Výhodou tohoto postupu je jediný
průchod celým obrázkem. Průchod je trochu pomalejší, protože v rámci něho hledáme hrany
a procházíme obrázkem, ale výhodou je jednoznačná identifikace všech objektů. Nestane se,
že by byl jeden objekt dvěma různými způsoby. V našem případě můžeme zanedbat vnitřní
hrany objektů. I když by byla v nějakém objektu díra, bude i tak později zahrnuta jako
součást objektu.
2.7 Sledování objektů
Máme odfiltrované pozadí, označené objekty, nyní je možné začít sledovat jejich pohyb.
2.7.1 Sledování podle vzhledu
Jednodušší řešení představuje sledování pohybu objektu podle vlastností vzhledu [31]. To
znamená použití barevného histogramu, směru pohybu, rychlosti a velikosti objektu. Pro
zjednodušení je možné přepočítat barvu pixelu podle vzorce 2.10,
In = 0.3Pn + 0.35Un + 0.35Vn (2.10)
kde Pn,Un, Vn jsou hodnoty Y, U, V pixelu v daném obrázku a In je hodnota barvy,
kterou použijeme ve výpočtu histogramu. Předpokládejme, že Ht a Href je aktuální a
referenční histogram. Porovnání histogramů definujeme vzorcem 2.11,
HS =
255∑
i=0
min (Ht (i) , Href (i))
min(N tH , N
ref
H )
(2.11)
kde (N tH a N
ref
H jsou definovány následovně:
N tH =
255∑
i=0
Ht(i) (2.12)
N refH =
255∑
i=0
Href (i) (2.13)
Pro sledování předpokládáme, že se vozy pohybují podobným směrem a podobnou rych-
lostí. Během sledování sledujeme zda se nezastavily nebo nezměnily trasu. Pokud se vozidlo
zastaví na delší dobu, za chvíli samo zmizí a splyne s pozadím. My si můžeme pamatovat
informace o jeho posledním výskytu a při případném znovuobjevení je porovnat a zjistit
zda se jedná o identické vozidlo.
2.7.2 Kalmanův filtr
I přesto, že je Kalmanův filtr [10], [5] ,[23] známý již více než 50 let, stále se jedná o výkonný
nástroj pro sledování pohybu. Jedná se o rekurzivní nástroj pro odhad dynamického chování
procesů. V každém kroku upravuje údaje pro co nejpřesnější odhad následujícího stavu. Jako
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omezení se dá považovat nutnost lineárního systému. Hlavním cílem Kalmanova filtru je
odhad polohy xk, která je vyjádřena lineární stochastickou diferenční rovnicí na základě
měření skutečného stavu zk:
xk = Axk−1 +Buk + wk (2.14)
zk = Hxk + vk (2.15)
A je matice n× n, někdy také nazývána převodní. Vektor uk je nový a je zde, aby bylo
možné externě řídit systém. B je matice n × c obsahující kontrolní vstupy, H je matice
m× n, wk a vk jsou náhodné proměnné. wk je nazývána procesní šum, vk chyba měření a
jejich hodnoty odpovídají normálním rozložením p(w) ∼ N(0, Q) a p(v) ∼ N(0, R).
V našem případě budeme měřit pozici vozidla. Matice zk by tedy mohla vypadat násle-
dovně:
zk =
[
zx
zy
]
k
(2.16)
A struktura H tudíž může vypadat například takto:
H =

1 0
0 1
0 0
0 0
 (2.17)
Cyklus kalmanova filtru se skládá z predikce a korekce a je znázorněn na obrázku 2.3.
Obrázek 2.3: Cyklus Kalmanova filtru. Zdroj: [10]
Krok predikce obsahuje rovnice realizující výpočet následujícího stavu a kovariance
chyby:
xˆ−k = Axk−1 +Buk (2.18)
P−k = APk−1A
T +Q (2.19)
Krok korekce přidá hodnoty získané měřením a podle nich upraví odhad nového stavu.
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Kk = P
−
k H
T
k
(
HP−k H
T
k +Rk
)−1
(2.20)
xˆk = xˆ
−
k +Kk
(
zk −Hkxˆ−k
)
(2.21)
Pk = (I −KkHk)P−k (2.22)
Kk značí Kalmanův zisk. Říká nám, jaká je váha nové informace ve srovnání s odhadem.
Následně můžeme aktualizovat předpověď xk a kovarianci chyby odhadu Pk.
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Kapitola 3
Doba adaptace
Důležitým parametrem u detekce pozadí je doba adaptace algoritmu. Musíme najít vhodný
kompromis, aby se auta neztrácela a zároveň se algoritmus uměl vypořádat se změnou
pozadí.
Obrázek 3.1: Srovnání dlouhé a pomalé adaptace. Zdroj: [7]
Na obrázku 3.1 je schéma pro rychlé a pomalé algoritmy. Sloupec a) ukazuje změny
pixelu v čase. Prostřední a spodní graf znázorňuje, zda se aktuálně jedná o pozadí, nebo
popředí pro rychle adaptující (uprostřed) a pomalu adaptující (dole) algoritmus. Sloupce
b) a c) jsou možné scénáře odpovídající algoritmům v a). Horní obrázek v b) ukazuje
dlouhý objekt, pohybující se vpravo. Horní obrázek v c) ukazuje úzký objekt, který v
čase t0 stojí, ale v t1 se začne pohybovat vpravo. Prostřední obrázky objekt, detekovaný
algoritmem s rychlou adaptací. U dlouhého objektu vidíme pouze jeho začátek a konec –
navíc se stínem vzadu, než se model pozadí opět vyrovná. Za předpokladu, že má objekt
stejnou barvu a pohybuje se dostatečně pomalu, velmi rychle se jeho střed transformuje
do pozadí. Na druhou stranu u úzkého objektu chvíli trvá, než ho zachytíme (na počátku
byl nehybný a tudíž součást pozadí), ale potom jsme schopni ho přesně sledovat. Spodní
obrázky znázorňují pomalu adaptující se algoritmus. V případu b) vidíme, že dlouhý objekt
byl již zachycen v celé jeho délce, i s nežádoucím dlouhým zakončením. Úzký objekt byl
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také zachycen v celé délce, ale vinou pomalé změny modelu pozadí ho algoritmus vidí i v
místě, kde objekt již dlouho není, tak mohou vznikat duchové.
Tímto problémem se zabývali v [7]. V této práci nejprve vytvoří model pozadí pomocí
algoritmu s pomalou adaptací a potom výsledné prvky popředí validují pomocí jednodu-
chého modelu. Zaměřují se na detekci aut a osob a umožňují sledování těchto objektů,
vytvoření modelu aktivit a případně detekci nestandartního chování.
Obrázek 3.2: Modul pro validaci dat. Zdroj: [7]
Obrázek 3.2 znázorňuje schéma validace dat. Výstup FT je je maska obrazu představující
popředí v čase t. Ft(p) = 1 představuje pixel popředí na souřadnících p. Vstupy algoritmu:
It je snímek videa v čase t Pt je binární maska popředí vytvořena pomocí algoritmu s
pomalou adaptací. Dt je rozdílová maska popředí vytvořena odečtem podle vzorce 3.1
|It(p)− It−1(p)− µd|
σd
> Td (3.1)
Rozdíl snímků je rychlý a spolehlivý způsob detekce popředí. Pracuje pouze s jedním
obrázkem, proto ne velké paměťové nároky a stopa za objekty je malá. Nyní si popíšeme
jednotlivé sekce.
3.1 Vytvoření blobu
V této části algoritmu se všechny pixely popředí poskládají do navzájem nepropojených
blobů, tak, že spojíme všechny sousedící pixely pořadí. Blob může obsahovat:
• žádný objek – duchové, případně jiné objekty, které nás nezajímají
• část objektu – objekt, který se začíná pohybovat
• jeden objekt s případnou stopou za objektem – největší množství objektů
• více objektů – více aut jedoucích vedle sebe nebo za sebou. Můžeme ponechat jako
jeden velký objekt (kamion?) nebo se pokusit rozdělit na více menších objektů.
Cílem je odstranit duchy a objekty, které nás nezajímají (pohyb listí), najít bloby takové,
že pokrývají celý objekt, ale neobsahují příliš mnoho okolního prostředí.
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3.2 Identifikace jádra objektu
Prvním krokem identifikace je odstranění blobů, které neobsahují žádné pixely v masce Dt.
Tím se odstraní bloby, které se nepohybují. Dále modul spočítá jádro pro každý blob. Jádro
Oit je definováno následovně:
Oit = ohranicujici elipsa{p : p ∈ Bit, Dt(p) = 1} ∩Bit. (3.2)
Blob obsahuje objekt i stopu za objektem. Maska Dt obsahuje začátek a konec pozorova-
ného objektu. Stopu za objektem úplně ignoruje. Vytvoříme tedy elipsu do které zahrneme
pixely blobu ohraničené maskou Dt.
3.3 Tvorba histogramu pozadí
Experimenty se sledováním dopravy ukázaly, že pohybující objekty mohou být reprezen-
továny pomocí odpovídajících jader. Jsou ale situace, kdy jádro obsahuje jen malou část
objektu, například auto vyjíždějící zpoza překážky. Blob obsahuje celé viditelné auto, ale
jádro může obsahovat jen přední nárazník. S těmito nesrovnalostmi je schopen se vypořádat
následující blok rozšíření objektu. Pro každý pixel p v Bit mimo O
i
t rozšíření objektu určí,
zda je p pravděpodobněji část objektu Oit nebo pozadí. K tomu je potřeba vyjádřit pravdě-
podobností funkci. Nejprve je potřeba rozdělit aktuální snímek videa do M obdélníkových
oblastí R1, R2, ..., RM . Poté pro každou oblast Rj vypočítáme histogram hjt pro každý pixel
v Rj , které nejsou částí Pt. ∣∣{p : p ∈ Rj , Pt(p) = 0, It(p) = s}∣∣
|{p : p ∈ Rj , Pt(p) = 0}| (3.3)
Pro j = 1, 2, ...,M . V naší implementaci je It rozděleno do M = 64 identických oblastí.
3.4 Tvorba histogramu objektu a rozšíření objektu
Pro tvorbu histogramu objektu vidíme, že jádro objektu může obsahovat i některé pixely,
které nejsou částí objektu. Jediné pixely, které jsou garantované, jako část objektu, jsou
pixely z It−1, které jsou popředí v Dt i Dt−1. Toto množství pixelů ale může být příliš
nízké. Místo toho pro každé jádro Oit nejdříve najdeme odpovídající jádro v čase t − 1,
který odpovídá Oit−1. To zajistíme nalezením jádra, které se nejvíce překrývá s objektem
Oit. Potom spočítáme průnik mezi O
i
t a O
i
t−1 a sestavíme histogram z pixelů z It−1 pod
tímto průnikem. Histogram objektu git můžeme definovat:∣∣{p : p ∈ Oit ∩Oit−1, It−1(p) = s}∣∣∣∣{p : p ∈ Oit ∩Oit−1}∣∣ (3.4)
Kombinací histogramů 3.3 a 3.4 modul rozšíření objektu definuje rozšíření objektu Eit
o pixely v Bit mimo O
i
t, které jsou spíše prvkem objektu, než pozadí.
Eit =
{
p : p ∈ Bit \Oit, git(It(p)) ≥ hjt (It(p))with p ∈ Rj
}
(3.5)
Výstupní maska Ft je sjednocení všech jader Oit a rozšíření objektů E
i
t .
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Kapitola 4
Další metody
4.1 Detekce jízdních pruhů
Jeden způsob jak vylepšit detekci a klasifikaci aut přináší [15] zavedením detekce jízdních
pruhů. V našem případě to může pomoci k lepšímu sledování pohybu aut. Samozřejmě
za předpokladu ukázněných řidičů. Pro detekci jízdních pruhů je nejdříve potřeba použít
nějaký model pozadí a identifikovat pohybující objekty. Zde použili jednoduchý způsob
detekce pomocí jasové složky. Rozdílový snímek (maska) Dk(x, y) může být definován ná-
sledovně:
Dk(x, y) =
{
0 if |Ik(x, y)−Bk(x, y)| ≤ Td
1 otherwise
(4.1)
Td je předem definovaný práh určující, zda se jedná o popředí nebo pozadí. Poté jsou na
výsledný snímek použity jednoduché operace pro odstranění šumu. Nyní je možné deteko-
vat jízdní pruhy. Při běžném pohybu se vozidlo pohybuje uprostřed svého jízdního pruhu.
Z pohybu vozidel můžeme zkonstruovat histogram, který po dostatečném množství dat
(zpravidla několik set) ukáže přibližné středy jízdních pruhů. Pokud se během sbírání dat
nějaká vozidla pohybují vedle sebe a splývají do jednoho objektu, nemáme možnost jak je
oddělit a uvažujeme je jako jedno vozidlo. Potom můžeme dostat histogram Hvehicle(x, y),
kde hodnota (x, y) značí, kolik vozidel má svůj střed v (x, y). Uvažujme, že silnice má N
pruhů. Z toho vyplývá, že v histogramu Hvehicle(x, y) bude N špiček, každá odpovídá jed-
nomu pruhu. Když víme, kudy vedou středy jízdních pruhů, víme i přibližnou šířku jízdních
pruhů a můžeme vyznačit hranice jízdních pruhů jako křivky mezi těmito středy, ve stejné
vzdálenosti od nich. Tato znalost jízdních pruhů nám pomůže identifikovat vozidla jedoucí
vedle sebe, případně za sebou, která by jinak vinou například stínu splynula v jedno vozidlo.
Postup detekce je ilustrován obrázkem 4.1. Obrázek a) představuje náhodný snímek z
kamery. Pro každý detekovaný objekt (automobil) je uložena trasa jeho pohybu – přímkou
spojené body výskytu – uvažujeme střed objektu. Tyto trasy jsou znázorněný v obrázku b).
Čím více tras, tím silnější čáry. Obrázek c) představuje výsledné středy pruhů detekované
projíždějícími auty. V ideálním případě by měly odpovídat skutečným středům pruhů, nebo
se jim alespoň blížit. Pokud se detekované středy pruhů značně liší, může být například
chyba v algoritmu nebo nevhodně umístěná kamera.
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Obrázek 4.1: Detekce jízdních pruhů. Zdroj: [15]
4.2 Detekce nočního provozu
Detekce aut v noci vyžaduje jiné přístupy, než algoritmy pro denní provoz. Nočnímu sledo-
vání se zabývají [21] a [28]. Velmi podobné detekci nočního provozu je detekce automobilů
v tunelu [14].Všechna jedoucí auta mají jednu společnou vlastnost - mají rozsvícená světla.
Výhoda přístupu této metody je v transformaci obrazu dvou rozsvícených světel do obrazu
celého auta, aby bylo možné zkontrolovat například čelní sklo, nebo zda se jedná o osobní
nebo nákladní automobil. Jedná se o robustní dvoufázový algoritmus detekce, následovaný
algoritmem pro sledování, který si poradí i s částečným i úplným překrytím. Systém pracuje
s běžnými kamerami.
Nejprve musíme rozdělit prostředí na osvětlené a neosvětlené. Obrázek 4.2. Neosvětlené
prostředí v levé části obrázku znamená, že jediný zdroje světel, které vidíme, jsou ta auto-
mobilová. Světla jsou jasná, ostrá a kontrastní. Osvětlené prostředí v pravé části obrázku
naopak obsahuje viditelné pouliční osvětlení nebo semafory, které ozařují své okolí. Světla
automobilů nejsou tak kontrastní, hlavně u světlých automobilů.
Obrázek 4.2: Neosvětlené a osvětlené prostředí. Zdroj: [21]
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Cílem je poradit si v obou situacích. Jednou možností je odstranit odrazy světel na
silnici a okolním prostředí pomocí algoritmu ”Retinex”[12] a dále pracovat s nějakou z
metod odstranění pozadí. Tato metoda se ale moc spoléhá na algoritmus Retinex, který
není tak dokonalý, jak bychom si přáli, a může omylem odstraňovat i světle barevná auta.
Tento způsob proto není vhodné používat, lepším řešením je snažit se najít párová světla
aut. Světla je možné detekovat pomocí analýzy tvaru nebo porovnáním podle vzorů.
V samotném algoritmu je nejprve vhodné zkalibrovat kameru [8]. To znamená zjištění
vzdálenosti Z bodu v 3D prostoru, čímž budeme moct dopočítat dvě zbývající souřadnice.
Tyto 3D souřadnice můžeme převést na 2D obraz a vyjádřit jako H(Z, tx, tx, ty) Vzhledem
k tomu, že vidíme situaci v perspektivě, budou vzdálenější auta menší než ty v bližší vzdá-
lenosti. Velký světelný bod v dolní části obrazu i malý světelný bod v horní části obrazu
může představovat stejně velký zdroj světla. Proto potřebujeme znát průměrnou velikost
světla v každé části obrazu. Typická velikost světla je kruh o průměru 20 cm, který může
natočený různým směrem. Průměr světla můžeme vyjádřit jako H(0.7, 0, 0.2, 0). Stejným
způsobem můžeme vyjádřit vzdálenost mezi dvěma světly, která je zhruba 1m u osobních
aut – H(0.7, 0, 1, 0) a 1,5m u nákladních aut – H(0.7, 0, 1.5, 0).
Vozidla jsou nejprve detekována a až poté sledován jejich pohyb. Proces detekce je
rozdělen na dvě fáze. První fáze odhadne, kde by se mohly vozidla nacházet a jak asi
budou široká, pomocí detekce páru světel. Druhá fáze ověří výsledek první fáze pomocí
rozhodovacího stromu. K tomu se použije výřez snímku. Tyto snímky jsou použity pro
naučení klasifikátoru.
4.2.1 Detekce páru světel
Světla jsou detekovány hledáním velmi jasných bodů obrazu pomocí morfologických operací
(dilatace, eroze) nebo hledáním vzorů. Tyto metody ale nemusí být moc spolehlivé pro
libovolné scény. Mnoho prvků ve scéně může detektor zmást – semafory, odrazy lesklých
předmětů, světlá auta. Řešení spočívá v hypotéze, že všechny zářící oblasti, které nejsou
příliš malé, obsahují potenciálně alespoň jedno světlo auta. To znamená, že žádná auta
nejsou vynechána, ale můžou být chybně označeny jiné předměty. Ty jsou ale v další fázi
odstraněny. Tento způsob je rychlejší, než aplikování klasifikátorů u verifikace na celý obraz
v různých měřítkách. Světlé oblasti jsou určeny podle míst, kde je spojení více pixelů s
nejvyšším poměrem V/S (jas / sytost). Toho je dosaženo pomocí vzorce 4.2.
L = 1/2/(MAX(R,G,B) +MIN(R,G,B)) (4.2)
Dále je použita ”white top hat transform”, pomocí které jsou příliš malé na to, aby se
mohlo jednat o světla. Strukturní element této transformace je disk. Abychom se vypořádali
s perspektivou obrazu, je obraz rozdělen horizontálně do několika oblastí, takže velikost
tohoto elementu je v rámci jednoho regionu stejná a v každém regionu jiná.
Obrázek 4.3 zobrazuje masku popředí z pravého obrázku 4.2 po provedení morfologic-
kých operací. Na obrázku 4.4 jsou různé typy identifikovaných blobů. Ideální je případ ’a’,
ten by mohl odpovídat kameře s velmi nízkou expozicí nebo málo citlivou kamerou. Pří-
pad ’b’ představuje světlo včetně jeho záře. Připady ’c,d,i’ jsou světla světlých aut, včetně
zvýrazněné části kapoty od okolního osvětlení. Případ ’e’ značí oslnění kamery od jednoho
světla. V případech ’d,f,g,h,i,j’ je pár světel jednoho auta zahrnut do jednoho blobu. Případy
’h,j’ představují kombinaci výše uvedených případů.
K analýze každého blobu je nutné generovat potenciální pozice světel. Velikost blobu
je porovnána s očekávanou velikostí průměrného světla. Pokud velikost odpovídá, je střed
17
Obrázek 4.3: Snímek po provedení morfologických operací. Zdroj: [21]
Obrázek 4.4: Různé typy identifikovaných blobů. Černé křížky jsou skutečné středy světel.
Modré, černé a červené křížky jsou odhadované pozice světel. Zdroj: [21]
blobu označen jako světlo. Blob může být moc velký, ale tvarově odpovídat světlu. Což
může být oslnění od světla. Střed takového blobu je označen jako možné světlo. Pokud je
tvar větší, ale nepravidelný, může obsahovat více světel spojených do jednoho. Snažíme se
tedy pomocí eroze najít všechny možné pozice světel (modré křížky v obrázku 4.4). Dále
známe přibližnou vzdálenost světel u automobilu, snažíme se tedy v horní nebo spodní
části blobu najít dva takové body, které by mohly odpovídat dvěma světlům, horizontálně
umístěným (červené křížky v obrázku 4.4 ). Nakonec se pokusíme přiřadit k sobě dvě světla
odpovídající jednomu autu, procházíme všechna světla a prohledáváme oblast vpravo v při-
bližné vzdálenosti skutečných světel. V našem případě hledání 1m vzdálená světla osobních
a 1,5m vzdálené světla nákladních automobilů.
4.2.2 Verifikace pomocí rozhodovacího stromu
Každé potenciální auto je tedy doposud reprezentováno pozicí pravého a levého světla hlR
a hlL, odhadovaným průměrem světla hlD a vzdáleností světel hlS = |hlR − hlL|. Tyto
údaje můžeme přepočítat do skutečných souřadnic pomocí parametrů pro kalibraci. Z každé
hypotézy pro pár světel vytvoříme menší snímek S, který je vyříznut z původního snímku
videa. Jeho rozměy jsou (hlS+hlD)2 a pozice spodního levého rohu je hlL−hlD. Velikost
všech obrázků je následně upravena tak, aby byly všechny stejně velké. Jednotlivé snímky s
přiřazeným typem vozidla (osobní, nákladní) {S, t} jsou vstupními vektory pro rozhodovací
strom, 4.5 který určí pravdivost hypotézy.
Vozidlo je ve většině případů reprezentováno pomocí tmavého čelního skla a dvou jas-
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Obrázek 4.5: Rozhodovací strom. Zdroj: [21]
ných světel. Což je vidět na obrázku 4.6. Proto se nejdříve pokusíme najít čelní sklo. To je
jednoduchý výpočet provedený nad obrázkem s pomocí masky, která zahrne pouze tmavé
části obrazu. Vypočítáme medián kvůli odfiltrování případných odlesků na světle, a po-
kud je vyšší, než daný práh, jedná se o čelní sklo. Velká část takových snímků, na kterých
není zaznamenáno auto, nemají žádné výrazně tmavé části – bílé snímky. U takových ob-
rázků vypočítáme jiný práh a porovnáme s mediánem. Zbývající snímky, u kterých si zatím
nejsme jisti, pokračují v klasifikaci pomocí neuronové sítě nebo suport vector machines.
Navíc nepoužíváme pixely celého snímku, ale snížíme dimenzionalitu pomocí metody PCA.
4.2.3 Zvýšení spolehlivosti
Velmi výrazné zvýšení spolehlivosti můžeme dosáhnout sledováním pohybu vozidel mezi
snímky. Zatím popsané metody slouží k identifikaci vozidel v rámci jednoho snímku. Sní-
maný úsek silnice většinou nebude klikatý a auta se budou pohybovat lineárně, proto
můžeme použít Kalmanův filtr nebo jednoduché porovnání sousedních snímků.
4.3 Detekce pomocí pohyblivé kamery
Pohyblivé kamery můžeme rozdělit na dvě skupiny. Kamery, které jsou pevně umístěné,
ale je možné s nimi otáčet a kamery držené volně v ruce, které se mohou pohybovat zcela
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Obrázek 4.6: Ideální obrázek osobního a nákladního automobilu. Zdroj: [21]
libovolně. Prvním případem se zabývá například [2]. Dle jejich práce je možné používat
stejné algoritmy jako v případě statických nepohyblivých kamer, tedy například Mixture
of Gaussians. Výsledkem je panoramatický obraz s vyznačenou aktuálně snímanou oblastí.
Rozdíl oproti statické kameře spočívá v určení aktuální snímané oblasti v rámci většího
celku. Toho je buď dosaženo synchronizací motoru otáčení kamery nebo experimentálním
posunem snímaného okna v rámci modelu pozadí. Druhý způsob, detekce pomocí kamery
umístěné v ruce je popsán v [27]. Jedná se o náročnější problém, který nemá v reálném
světě velké opodstatnění. Pokyb kamery totiž nemůže být zcela libovolný. Během snímání
je ukládána trajektorie jednotlivých bodů pomocí matice. Z ní jsme potom schopni určit,
které skupiny bodů se pohybují podobně a budou patřit buď pozadí (pokud je takových
bodů hodně), nebo pohybujícímu se objektu.
4.4 Extrakce rysů
Komplexní systém pro detekci přináší [4]. Kromě jiného zmiňuje algoritmus založený na
extrakci rysů. Na rozdíl od předchozích metod, které sledovaly objekt jako celek, metoda
extrakce rysů sleduje u každého objektu jen předem definované oblasti. Například body
nebo linie. Výhodou je, že i když se objekty často překrývají, část těchto rysů je stále
viditelná. Navíc je možné stejný algoritmus použít pro sledování během dne i noci, pouze
by se nastavily zájmové rysy podle aktuálních podmínek.
Obrázek 4.7: Vlevo sledování oblasti a vpravo sledování rysů. Zdroj: [4]
Obrázek 4.7 ilustruje srovnání obou metod. Na obrázku A) je graf pro sledování regionu
20
a na B) sledování rysů pro stejnou situaci. Kolečka a čtverečky v obrázku B) představují
jednotlivé rysy a jejich pohyb v čase. Pro ilustraci jsou graficky jinak znázorněny rysy pro
vozidlo 1 a 2, ale ve skutečnosti by byly rozlišitelné pouze podle jejich aktuálního umístění.
Za předpokladu dostatečné snímkové frekvence je tedy systém odolný vůči částečnému
překrytí objektů. Což je znázorněno bodem t3, kde se vozidla překrývají, ale stále mají
viditelné některé rysy. To ale přináší problém, jak odlišit více vozidel, která se překrývají
již od počátku. K vyřešení tohoto problému použijeme omezení, že všechny body pohybující
se spolu stejným směrem a rychlostí patří k sobě.
Obrázek 4.8: Sledování rysů. Zdroj: [4]
Na obrázku 4.8 je vidět příklad sledování zajímavých rysů. Bílé tečky v obrázku (A)
představují nalezené rysy – rohy. Čáry v obrázku (B) značí pohyb těchto rysů v čase, na
kterých jsou vidět jednotlivé vozy. Obrázek (C) ukazuje vozidla a jim odpovídající rysy se
znázorněným propojením. Pokud by se nějaké rysy oddělily, znamenalo by to, že se jedno
vozidlo oddělilo od druhého. Pokud by rys zmizel, mohlo by to znamenat pouze překrytí
jiným vozidlem.
4.5 Klasifikace typů jednotlivých vozidel
Pro zvýšení přesnosti detekce je možné vozidla klasifikovat do jednotlivých tříd. Dle [30] je
tímto způsobem možné například řídit inteligentní dopravní systém nebo například počítat
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jednotlivé typy vozidel. Ty se v tomto případě dělí na auto, dodávka, autobus a motorka.
Existují tři způsoby klasifikace vozidel: Založené na modelech (model-based), rysech (fe-
ature based) a měření (measurement-based). Klasifikace založená na modelech vyžaduje
kalibraci kamery, ale jedná se o učení bez učitele, tudíž není potřeba tréninková fáze. Může
využívat například metodu Markov Chain Monte Carlo [17] nebo 3DHOG [19]. Klasifikace
pomocí rysů může využívat například 11 rozměrný vektor rysů, mezi kterými je výška,
šířka, oblast, první, druhý a třetí moment obrázku a souřadnice těžiště [20] nebo pomocí
detektoru hran a upraveného SIFT detektoru, který je schopen rozlišit více typů, například
i dodávky, minivany, sedany, taxi [26]. Třetí způsob klasifikace je založen na měření a je
nejméně přesný. Někdy umí rozlišit pouze vozidla a nevozidla nebo vozidla a chodce. Vy-
užívá nezkalibrované kamery a pracuje s rozměry vozidel a jejich barvou pomocí support
vector machines [29]. Konkrétní příklad klasifikace je ukázán na jednoduché metodě za-
ložené na měření, kvůli jejím nízkým nárokům na výpočetní výkon a dostatečné přesnosti.
Nejprve je potřeba vytvořit databázi objektů – uložit referenční snímky, u kterých je ručně
obtaženo požadované vozidlo, obrázek 4.9.
Obrázek 4.9: Referenční snímky pro klasifikaci vozidel. Zdroj: [30]
Pro samotnou klasifikaci je nejvhodnější klasifikace pomocí kombinace MBF (measurement-
based features – 13 různých měr jako oblast, její velikost, obvod. . .) a IPHOG (distribuce
lokálních gradientů intenzity) s využitím Support Vector Machines.
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Kapitola 5
Umístění kamery
Důležitým parametrem pro reálné využití systému detekce automobilů může být umístění
a parametry kamery. To bude ovlivněno tím, zde je našim cílem zaznamenat výskyt vozidel
spolu s jejich SPZ, nebo nám stačí vědomí, že se tam pohybuje nějaké auto. Většinou
bude samozřejmě záležet na situaci v konkrétním místě, ale podíváme se na některé obecně
použitelné rady. Práce [1] se zabývá umístěním kamery tak, aby měla vozidla jednoznačně
identifikovatelnou SPZ. Proto stanovili vzorec pro výpočet maximální vzdálenosti kamery
Dmax = f
Nr
hsρmin
(5.1)
Kde f je ohnisková vzdálenost, Nr počet řádků senzoru kamery, hs výška senzoru a
ρmin vzdálenost, určující rozlišitelnost textu. Vychází z tloušťky textu na SPZ. Dle [1] má
font použitý na text SPZ tloušťku nejčastěji 9 − 14mm. U některých států se ale mohou
vyskytnout i diakritická znaménka (například Srbsko) o tloušťce 5mm. Dle Nyquistova
teorému musí být minimální snímková frekvence dvojnásobná. Pro text o tloušťce 5 mm
je tedy nutné, aby jeden snímaný pixel odpovídal ploše maximálně 2, 5 × 2, 5mm. Kromě
maximální vzdálenosti je důležitá i výška kamery, respektive snímaný úhel. Nejideálnější
by bylo mít kameru ve stejné výšce jako SPZ. Což je většinou nereálné a přinášelo by to
několik nevýhod. Bylo by možné snímat pouze izolovaně jedoucí auta a kamera by byla
volně dostupná, takže bylo možné ji poškodit, zakrýt, nebo jiným způsobem znemožnit její
činnost. Proto je vhodné umístit kameru do větší výšky.
Obrázek 5.1: Umístění kamery. Zdroj: [1]
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Obrázek 5.1 ilustruje nejčastější umístění. Mezery mezi auty se samozřejmě liší podle
jejich rychlosti. Dle výsledků v [25] je při rychlosti 8 km/h nejčastější mezera 10 m, při
30 km/h mezera 15 m a při 45 km/h mezera 20 m. Optimální velikost úhlu α je 30◦
V práci [13] se zabývají umístěním kamery tak, aby monitorovala provoz a mimořádné
události na křižovatkách. Obrázek 5.2 znázorňuje různé způsoby umístění kamer a jejich
úhly snímání. Vlevo je kamera snímající shora dolů. Získáváme tak dvourozměrný snímek
celé scény, což může být výhodné pro počítání automobilů nebo zjišťování jejich rychlosti.
Výsledky ale mohou být pouze statistické, protože kamera nevidí SPZ. Umístění kamery
uprostřed a vpravo je častější případ. Přináší výhodu možnost snímání SPZ nebo řidiče, ale
na druhou stranu mají problém s překrytím automobilů. Osobní automobil se může schovat
za nákladní, takže ho můžeme zcela přehlédnout. Vhodné je přepočítat dvourozměrný obraz
na třírozměrné souřadnice. Z výsledků práce vyplývá, že čím nižší úhel kamery α (viz
obrázek 5.1), tím vyšší přesnost detekce. U úhlu blížícím se 0 stupňů se přesnost blíží 100%
(ideální úhel pro detekci SPZ) a se zvyšujícím úhlem přesnost téměř lineárně klesá k 0% u
90 stupňů naklonění kamery (kamera míří přímo dolů).
Obrázek 5.2: Různé úhly snímání kamery. Zdroj: [13]
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Kapitola 6
Návrh aplikace
Navrhovaná aplikace by měla fungovat automaticky s potřebou co nejmenších zásahů ob-
sluhy. Musí být schopna pracovat v reálném čase, s předem natočeným videem i přímo při-
pojenou statickou kamerou. Program bude zobrazovat vstupní video a označí detekované
vozidla. Výstupem může být toto video s označenými vozidly, ale také obrázek každého
jednotlivého zaznamenaného vozidla. Až při běhu programu bude potřeba zjistit, jaký bude
nejvhodnější způsob uložení snímku, abychom zvolili ten, kde je auto vidět celé, nezakryté
a pokud možno nejkvalitnější – například kvůli následné identifikaci SPZ. To už ale nebude
v plánu této aplikace. Dále je možné u každého vozidla vyznačit jeho trasu odkud kam jelo,
zda odbočilo. Z těchto údajů je možné vytvořit statistiku provozu. Na vstupní video by
měly být kladeny co nejnižší požadavky. Aplikace by měla být schopna zpracovat video v
libovolném rozlišení a libovolném počtu snímků za sekundu. Na vhodně zvoleném rozlišení,
snímkové frekvenci a výkonu počítače ale bude záležet rychlost aplikace. Aplikaci se budeme
snažit vytvořit co nejrychlejší a s nízkými nároky na paměť, aby zvládala zpracování videa
ve vysokém rozlišení.
Na počátku by neměla být vyžadována žádná počáteční inicializace. Dle zadání je po-
třeba se vypořádat s různými světelnými a povětrnostními podmínkami. Aplikace bude
obsahovat mechanismy, které tyto vlivy potlačí. Součástí testování bude velké množství
testů různých metod detekce, umístění a nastavení kamery a počasí.
Aplikace bude vytvořena v jazyce C++ s využitím knihovny OpenCV. Budou imple-
mentovány metody Rozdíl snímků, mediánový filtr a Mixture of Gaussians. Dle teoretických
předpokladů by měla být nejvhodnější metoda Mixture of Gaussians. Pokud by tomu v na-
šem případě mělo být jinak, pokusíme se najít důvod proč tomu tak je. Pro další testy
použijeme právě metodu Mixture of Gaussians. Výstupem aplikace budou snímky vozidel,
které se nám podařilo úspěšně zdetekovat.
Schéma aplikace je na obrázku 6.1 a navržené třídy se základními funkcemi na obrázku
6.2.
25
Obrázek 6.1: Schéma aplikace
Přehled tříd:
• main – hlavní obslužný program
• simpleCompare – funkce pro mediánový filtr a rozdíl snímků
• bcgSub – korekce výsledku metody Mixture of Gaussians
• tracking – sledování objektů, ukládání výsledků
• BackgroundSubtractorMOG2 – funkce Mixture of Gaussians
• cvblob – hledání a správa objektů
• cvlabel – označování objektů
• cvtrack – sledování pohybu objektů
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main
main()
simpleCompare
void compare()
void compareHSV()
void compareMedian()
void init()
uchar findMed()
bcgSub
void modify()
void init()
tracking
Mat findBlobs()
void saveImages()
void init()
cvlabel
unsigned int cvLabel()
CvLabel cvGetLabel()
cvblob
void cvFilterByArea()
void cvRenderBlobs()
cvtrack
void cvUpdateTracks()
void cvRenderTracks()
BackgroundSubtractorMOG2
void operator()
void getBackgroundImage()
Obrázek 6.2: Přehled tříd a jejich nejdůležitějších funkcí
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Kapitola 7
Implementace
Pro implementaci vlastního programu bylo rozhodnuto použít hlavní metodu Mixture of
Gaussians a k tomu pro porovnání implementovat jednodušší metody – rozdíl snímků a
mediánový filtr. Bude využita knihovna OpenCV a pro detekci a sledování budou použity
funkce z knihovny cvBlob. Veškeré proměnné aplikace, které může být žádoucí změnit, se
nachází v souboru consts.h.
7.1 Knihovna OpenCV
OpenCV (Open Source Computer Vision)je svobodná knihovna pro počítačové vidění, vy-
daná pod licencí BSD. Ke studiu je použita kniha [5]. Knihovna je multiplatformní, napro-
gramována v jazyku C++ a je možné ji využít v jazycích C, C++ a Python. Velmi výrazně
zjednodušuje práci s obrazem a videem a již obsahuje některé implementace detekce po-
hybu. Přímo v sobě obsahuje některé implementace algoritmů. Mezi nimi je základní způsob
počítání modelu pozadí jako průměr jasu na obrázku 7.1, sofistikovanější metoda codebook
7.2 nebo námi využitá Mixture of Gaussians rovnou ve dvou implementacích. My využijeme
tu novější. Aktualizace knihovny je vydávána poměrně často, v době psaní tohoto textu je
nejnovější 2.4.5 z dubna 2013.
Obrázek 7.1: Průměrování hodnot pixelů. Zdroj: [5]
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Obrázek 7.2: Metoda codebook. Zdroj: [5]
7.2 Knihovna cvBlob
Knihovna cvBlob [18] je knihovna pro počítačové vidění určená k propojení regionů u
binárních obrázků. Knihovna provádí analýzu propojených oblastí a extrakci rysů. Je velmi
vhodná pro práci s bloby (oblasti nalezené algoritmy odstranění pozadí) a vznikla jako
alternativa knihovny cvBlobLib, obsažené v OpenCV. Knihovna je určena k volnému užití
pod licencí GNU GPL. Poslední aktuální verze v době psaní tohoto textu je 0.14.4 vydaná
v květnu 2012.
7.3 Modelování pozadí
Implementováno bylo více metod, ale program bez úprav pracuje pouze s jednou – Mixture
of Gaussians. V případě použití jiné metody je nutné zasáhnout do zdrojového kódu a
změnit spouštěnou metodu. Vstupem všech metod je barevný snímek. V případě rozdílu
snímků může být i černobílý. U používané metody Mixture of Gaussians je nutné mít
barevný snímek. Výstupem je binární maska – černobílý obrázek o stejných rozměrech jako
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vstupní. Hodnoty jsou pouze 0 – odpovídá pozadí a 255 – odpovídá objektu. V případě
metody Mixture of Gaussians je přípustná ještě hodnota 127 – odpovídá stínům.
7.3.1 Rozdíl snímků
Rozdíl snímků je nejjednodušší metoda, kdy se porovná pouze aktuální snímek se snímkem
minulým. V paměti je uchováván poslední snímek, který je vždy porovnán s aktuálním,
navrácen výsledek a starý snímek je přepsán aktuálním. Nejsou žádným způsobem řešeny
stíny a prahy jsou nastaveny experimentálně. Je implementována možnost porovnání jak
snímků v RGB, tak i HSV a všechny způsoby budou otestovány. Metoda je implemento-
vána pomocí funkcí void compare(Mat& src, Mat& dst) a void compareHSV(Mat& src,
Mat& dst). Obě funkce mají téměř shodné chování, funkce void compareHSV(.. .) vyžaduje
jako vstup barevný obrázek RGB, který převede na HSV a porovná pouze jednu složku,
v základním provedení jasovou. Funkce void compare(. . .) umožňuje zpracovat barevné i
černobílé snímky. V případě černobílých snímků je jejich rozdíl porovnán s hodnotou com-
pareTreshold. U barevných snímků jsou porovnány všechny tři barevné složky, jejich abso-
lutní rozdíl sečten a porovnán s hodnotou compareTresholdTotal. Implementována byla i
možnost porovnat zvlášť jednotlivé barvy.
7.3.2 Mediánový filtr
Mediánový filtr představuje mírné vylepšení předchozí metody rozdílu snímků. Neuchovává
v paměti jeden, ale N snímků a při každém příchodu nového snímku z nich počítá medián.
Medián je možné počítat z libovolného počtu snímků, nastavení se provádí hodnotou me-
dianHistory. Jako rozumný kompromis mezi výkonem a rychlostí bylo zvoleno 5 snímků.
Metoda je implementována pomocí funkce void compareMedian(Mat& src, Mat& dst). V
počáteční fázi, než proběhne alespoň tolik snímků, z kolika bude počítán medián, funkce
pouze ukládá historii snímků a objekty zatím nehledá. Vždy je uložen celý příchozí snímek.
Poté je již při každém příchozím snímku spočítán medián z celé historie snímků, porovnán s
aktuální hodnotou a nová hodnota uložena místo nejstaršího snímku. Pro hledání mediánu
byl zvolen pomalý algoritmus postupného procházení pole a vyřazování nejvyšší a nejnižší
hodnoty, až nakonec zůstane medián. Z toho důvodu je tato metoda velice pomalá a nemůže
být použita pro rychlostní srovnání. Implementace ale stačí pro porovnání výkonu metod a
protože tato metoda byla použita pouze kvůli srovnání výkonu, není potřeba velká časová
efektivita.
7.3.3 Mixture of Gaussians
Algoritmus Mixture of Gaussians představuje v současné době nejpokrokovější metodu od-
stranění pozadí. Je již implementovaný v knihovně OpenCV jako třída BackgroundSubtrac-
torMOG2 a využívá pokročilé techniky včetně detekce stínů [16]. Samotná implementace
pochází z roku 2011 a vychází z [32], [34] a [33]. Inicializace probíhá vytvořením nového
objektu třídy BackgroundSubtractorMOG2. Poté můžeme nastavit některé parametry. Mezí
základní patří maximální počet gaussových rozložení parametrem int nmixtures. Defaultně
je nastaveno 5. My tomuto nastavení věřili, případná změna v programu je možná změ-
nou hodnoty maximumMixtures. Když potom chceme změnit nějaký parametr, musíme
to provést pomocí funkce set. Pokud tedy chceme inicializovat odečet pozadí a nastavit
maximálně 3 gaussova rozložení, tak nejprve inicializujeme BackgroundSubtractorMOG2
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Obrázek 7.3: Nahoře detekce stínů zapnutá, dole vypnutá. Zdroj: [16]
backgroungSub; a poté nastavíme parametr backgroungSub.set(”nmixtures”,3); Pomocí pa-
rametru float fVarInit je dále možné nastavit rychlost adaptace algoritmu. V základu je
nastavená hodnota 15, což je hodnota vhodná pro obecné použití. Dalším parametrem je
int history což udává počet snímků, ze kterých je počítán model pozadí. Zkrácení nebo
prodloužení se projeví na vniknutí zastavených automobilů do modelu pozadí a tudíž jejich
zneviditelnění. Parametr bool bShadowDetection určuje zda budou detekovány stíny. Pokud
se ručně nenastaví na false, je automaticky nastaven na true, viz obrázek 7.3. Stíny jsou
značeny šedou barvou. My nechali detekci zapnutou, protože nám v některých situacích po-
může. Následující práce s algoritmem je jednoduchá, stačí mu předat nový snímek pomocí
operátoru backgroungSub.operator ()(frame,frameBackground); a získáme aktuální masku
pozadí.
Protože jsme nechali zapnutou detekci stínů, musíme teď stíny nějakým způsobem zpra-
covat. Stíny se v našem programu chovají trochu jinak, než bylo původně zamýšleno. Někdy
se stane, že je stín vyhodnocen jako objekt. S tím teď nic nenaděláme. Jinde ale je naopak
vozidlo rozděleno na několik menších oblastí a části mezi tím jsou označeny právě jako stín.
K tomu dochází v momentech, kdy barva auta, nebo jeho části (čelní sklo) splývá s vozov-
kou. Stíny tedy odstraníme takovým způsobem, že se z každého šedého bodu rozhlédneme
do blízkého okolí a pokud objevíme objekt (dostatečné množství bílých pixelů), přebarvíme
bod na bílo. Pokud objevíme většinou pozadí nebo stín (černé a šedé pixely), přebarvíme
bod na černo. Obrázek 7.4 znázorňuje danou situaci. Vlevo je situace po odstranění pozadí,
vpravo po odstranění stínů. K tomuto účelu byla implementována funkce void modify(Mat&
src, Mat& dst). Tato funkce projde celou masku pozadí a u každého šedého pixelu zkont-
roluje okolí. Prohlíží čtyř okolí a počítá bílé a černé pixely. Pokud nalezne 2 a více bílých
pixelů, prohlásí daný pixel jako objekt. Pokud 2 a více černých, prohlásí pixel za bod v
pozadí. Jinak rozšíří čtyř okolí o jeden pixel a pokračuje v hledání, dokud nebude hledat
ve vzdálenosti modifyBGlevel od pixelu. Pokud ani zde neuspěje, pixel bude označen jako
pozadí.
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Obrázek 7.4: Odstranění stínů
7.4 Detekce vozidel a sledování
Poté co je provedeno odstranění pozadí, je potřeba najít objekty, které chceme sledovat.
Jenže výstup odstraněné pozadí může být zašuměný, může obsahovat velké množství naleze-
ných objektů zanedbatelné velikosti. Těch se nejjednodušeji zbavíme morfologickou operací
binární otevření, což je eroze následovaná dilatací. Eroze nejprve odstraní malé body chybně
vyhodnocené jako popředí (může se jednat o pohybující se listí, drobné otřesy kamery nebo
málo významné objekty v dálce) a dilatace poté rozšíří původní objekty popředí do původní
velikosti. Zároveň s tím odstraní drobné díry v objektech. Jako jádro operací je použita ma-
tice o rozměrech 3x3 pixelů. Je možné použít jinou matici, případně více erozí a následně
dilatací za sebou. Na obrázku 7.5 je ilustrován postup. Snímek a) představuje výstup algo-
ritmu odstranění pozadí. Na snímku b) je aplikovaná eroze s elementem 3x3 pixely. Je vidět,
že zmizely všechny jednotlivé body z obrázku a). Na snímku c) je aplikovaná dilatace, tak-
též s elementem 3x3 pixely. Bílé objekty popředí byly částečně zkompaktovány a zvětšeny
do původní velikosti. Snímek d) představuje pro srovnání erozi a dilataci původního snímku
se strukturním elementem 9x9 pixelů. Objekty jsou poměrně hrubé a některé zcela zanikly.
OpenCV pro tyto operace poskytuje funkce void erode (InputArray src, OutputArray
dst, InputArray kernel,. .) a void dilate (InputArray src, OutputArray dst, InputArray ker-
nel,. .). Nyní je již možné zpracovat výsledek a najít v obrazu vozidla.
Nalezené objekty je možné rozdělit do tří tříd. Hlavní skupinou je úspěšně nalezený
objekt, kterému je přiřazeno pořadové číslo. Tento objekt se ve videu označí modrým ob-
délníkem se zeleným číslem. Další je objekt, který zmizel. Může být například aktuálně
schovaný za překážkou, nebo úplně vyjel ze záběru. Poslední výskyt takového objektu je
po stanovenou dobu označen černým obdélníkem. Třetím je objekt sice detekovaný, ale z
důvodu velké blízkosti jinému objektu neoznačen jako samostatný objekt. Tímto způsobem
dochází k částečné eliminaci stínů nebo pomáhá při rozdělení jednoho auta na dva objekty.
Všechny situace jsou znázorněny v obrázku 7.6. Jedoucí auta jsou označena pomocí čísel.
U spodního okraje uprostřed silnice je černý obdélník – tudy před necelou sekundou odjelo
auto. Červený obdélník je vidět pod autem ve spodní části obrazu. Jedná se o výrazný stín,
který je dostatečně velký k označení jako objekt, ale nachází se v těsné blízkosti jiného
objektu, proto je správně považován za část objektu sousedního.
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Obrázek 7.5: Vliv eroze a dilatace
K samotné detekci je využita knihovna cvBlob. Tuto knihovnu obsluhuje funkce Mat
findBlobs(Mat& src, Mat& srcBg);. Zde je nejprve nutné najít a označit objekty funkcí
unsigned int cvLabel (IplImage const *img, IplImage *imgOut, CvBlobs &blobs). Funkce
využívá výše zmíněnou metodu označování objektů dle [9]. Dále je možné omezit veli-
kost nalezených objektů odfiltrováním moc malých, případně i moc velkých objektů funkcí
void cvFilterByArea(CvBlobs &blobs, unsigned int minArea, unsigned int maxArea); a ko-
nečně můžeme funkcí void cvUpdateTracks(CvBlobs const &b, CvTracks &t, const double
thDistance, const unsigned int thInactive, const unsigned int counter=0, const unsigned int
thActive=0); nalézt a aktualizovat trasy objektů.
7.5 Ukládání výsledků
Protože ne všechny detekované objekty ve videu budou ve výsledku vyhodnoceny jako
auta, musíme stanovit způsob vyhodnocení. Byla zvolena varianta, kde je během sledování
počítána délka výskytu objektu. Délka byla experimentálně stanovena na 20 snímků. Nasta-
vení se provádí pomocí proměnné minTimeOfTrackingCar. Dále je potřeba vyřešit výsledek
ukládání. Rozhodli jsme se ukládat každý automobil zvlášť jako obrázek typu jpg. Pro sa-
motné ukládání snímků je využita funkce imwrite z knihovny OpenCV. Jméno souboru je
pořadové číslo detekce. Pro každý objekt je vytvořena struktura tracksHistory :
• unsigned int size – velikost objektu
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Obrázek 7.6: Různé typy detekovaných objektů
• unsigned int duration – jak dlouho je objekt detekovaný
• unsigned int start – čas, kdy se objekt objevil poprvé
• unsigned int last – čas, kdy se objekt objevil naposledy
• int inactive – čas, jak dlouho objekt již není detekovaný
• Mat image – uložený snímek auta
Během sledování objektů získáváme s každým objektem údaje o jeho velikosti. Ukládání
výsledných obrázků je navrženo tak, aby byl uložen nejkvalitnější, tudíž největší snímek.
Toho je dosaženo porovnáváním staré velikosti objektu s novou a pokud je nový objekt
větší, je uložen nový snímek místo starého. Tato neustálá potřeba znovu ukládání se projeví
hlavně při snímání přijíždějících automobilů a aplikaci zpomalí velmi nevýrazně. Ukládání
snímků je řešeno v každém kroku, kde je zjišťována, který objekt nebyl v posledním kroku
aktualizován. Pokud nebyl objekt nalezen a uplynula ochranná doba, po kterou mohl být
objekt neviděn, je porovnána doba výskytu objektu s proměnnou minTimeOfTrackingCar,
experimentálně nastavenou na 20 snímků, a pokud je větší, je uložen obrázek a informace
o objektu jsou z paměti odstraněny.
7.6 Problémy
Již během implementace byly zjištěny některé problémy. Kvůli odstranění šumu je nutné
stanovit minimální velikost detekovatelného objektu. To je ale komplikované vzhledem k
různému rozlišení videa. Autobus v dáli na videu 720x576 může být menší než poletující
igelitový pytlík při rozlišení 1920x1080. Proto byla zavedena odstupňovaná minimální veli-
kost podle velikosti videa na několik stupňů. Toto nastavení je spočítáno dle plochy snímku
34
a experimentálně ověřeno, případně upraveno pro dosažení lepších výsledků. Pro běžné SD
rozlišení je nastavena minimální plocha objektu 240 pixelů. Rozlišení 720p má minimální
plochu nastavenou na 400 pixelů a video 1080p na 600 pixelů. Je počítáno i s menším a
větším videem a videi mezi těmito rozlišeními. Nastavení není lineární, pokud jako základ
použijeme video v rozlišení 1080p a zmenšíme ho například na 480p, výsledky detekce budou
jiné – rozdíl bude hlavně u vzdálených automobilů.
Nejviditelnější problém byl s nízkou rychlostí algoritmu. Ta samozřejmě záleží na roz-
lišení videa, u SD rozlišení 720x400 žádné problémy nenastaly. Video v rozlišení 1920x1080
už ale bylo trhané. Řešením by bylo zoptimalizovat proces odstranění pozadí a hledání
objektů, případně snížit snímkovací frekvenci.
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Kapitola 8
Testování
Úkolem testování není jen otestování funkčnosti programu, ale také různých světelných a
prostorových podmínek. Většina videí byla natočena pomocí vlastních záznamových za-
řízení, některá byla stažena z internetu, aby byly záznamy co nejrozmanitější. Naprostá
většina testování probíhala s videokamerou Sony HDR-CX210. V několika případech byl
použit fotoaparát Nikon D3100 a mobilní telefon Apple iPhone 4S (natáčení bez pou-
žití stativu, telefon opřený o zábradlí). Vždy bylo nahráváno na nejvyšší kvalitu, rozlišení
1920x1080 a 25 nebo 30 snímků za sekundu. Úpravy záznamů probíhaly až dodatečně v
programu Pinnacle Studio 15. Téměř vždy byl použit stabilní a zatížený stativ, aby se co
nejvíce omezil nežádoucí pohyb kamery. Jen v několika případech byl použit lehký, vratký
stativ k simulaci nepříznivých vlivů. Program bude testován na počítači s operačním systé-
mem Windows 7 Professional 64bit. Procesor AMD Phenom II X4 955 3,2 GHz, RAM 12
GB. Jako kontrolní počítač bude použit starší notebook s Windows 7 Professional 32bit,
procesor Intel Pentium 4 Duo T2130, RAM 2 GB. Na obou počítačích je nainstalované a
zkompilované OpenCV 2.4.3.
8.1 Metody odstranění pozadí
Obrázek 8.1: Mixture of Gaussians – odstranění pozadí
Nejprve se zaměříme na porovnání různých metod odstranění pozadí. Metoda Mixture
of Gaussians by měla být nejrobustnější, proto s ní začneme jako s referenční metodou a
srovnáme jak moc jsou ostatní metody horší. Budeme srovnávat rozdíl snímků, mediánový
filtr, rozdíl snímků pomocí složek modelu HSV - jas, sytost a odstín. Začněme tedy metodou
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Mixture of Gaussians. Na obrázku 8.1 je vpravo výsledek po odečtení pozadí a vlevo snímek
z videa s vyznačenými vozy.
Obrázek 8.2: Mixture of Gaussians – model pozadí
Na obrázku 8.2 je stejná situace, vlevo je opět snímek z videa, ale vpravo je model
pozadí. V současné době se všechny vozy na videu pohybují. Je vidět, že v pravém obrázku
žádná vozidla nevidíme, což je správně.
Obrázek 8.3: Mixture of Gaussians – stojící auto
Na obrázku 8.3 je vidět situace zhruba 4 sekundy poté, co se bílé auto na křižovatce
zastavilo. Při snímkové frekvenci 25 snímků za sekundu to odpovídá 100 snímkům. Do
modelu pozadí se promítlo pouze jako duch, ale už to málo stačí, aby ho detektor ztratil ze
svého dohledu.
Nyní zkusíme nejjednodušší metodu rozdíl snímků. Zde jsme narazili na první problém,
vyhlazení snímků pomocí eroze a dilatace zde přestává být účinné a místo pomoci nám
obrázek ještě více rozbije. Na obrázku 8.4 je výsledek s použitím vyhlazení a na obrázku
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Obrázek 8.4: Rozdíl snímků s vyhlazením
Obrázek 8.5: Rozdíl snímků bez vyhlazení
8.5 bez použití vyhlazení. Rozdíl je vidět na první pohled. Vyhlazení v tomto případě dělá
metodu zcela nepoužitelnou. Samotná metoda rozdílu snímků funguje u pohybujících se
vozidel docela slušně. Funguje jako hranový detektor ve směru jízdy vozidel. Toho můžeme
v některých případech využít, ale jinak je tato metoda vhodná pouze jen jako doplněk
některé schopnější metody.
Obrázek 8.6: Chyba, která nastala pouze u metody Mixture of Gaussians (vlevo)
Během testování ale nastala situace, kdy je jednoduchost výhodou. Současně bylo od-
straňováno pozadí ve videu pomocí metod Mixture of Gaussians a rozdíl snímků, s tím
že výsledek Mixture of Gaussians byl pouze zobrazen a nepoužíval se dále. V jedné chvíli
nastalo oslnění z neznámého zdroje pouze u metody Mixture of Gaussians, slunce v tu
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chvíli nesvítilo. Situaci znázorňuje obrázek 8.6. Vlevo je odstranění pozadí metody Mixture
of Gaussians, vpravo rozdíl snímků. Oslnění trvalo jen několik snímků a nevíme jestli se
jednalo skutečně o oslnění, nebo chybu kamery, případně metody.
Obrázek 8.7: Rozdíl snímku porovnávající jasovou složku
Další metodou je porovnání snímků s využitém jednotlivých složek barevného prostoru
HSV. Jedná se hlavně o složku jasu, od porovnání odstínu a sytosti neočekáváme významné
výsledky. Porovnáním jasu bysme měli obdržet podobné, ale o něco horší, výsledky jako
porovnání všech složek RGB prostoru. Výsledek porovnání jasu je na obrázku 8.7. Bílé auto
u křižovatky se pohybovalo již velmi pomalu.
Obrázek 8.8: Rozdíl snímku porovnávající sytost a odstín
Pro kompletnost testů byl proveden i test rozdílu sytosti a odstínu. Obrázek 8.8 vlevo
rozdíl porovnáním sytosti a vpravo rozdíl porovnáním odstínu. Výsledky jsou pro další
použití naprosto nepoužitelné.
Poslední metodou je mediánový filtr, počet snímků nastavený na 5. Zde jsme narazili na
podobný problém s vyhlazením jako u rozdílu snímků. Na obrázku 8.9 je výsledek pomocí
mediánového filtru s vyhlazením a na obrázku 8.10 bez vyhlazení. Jedná se o kompromis
mezi rozdílem jednoho snímku a metodou Mixture of Gaussians.
Všechny metody otestujeme na jiném videu a necháme je ukládat snímky. Spočítáme
kolik celkově detekcí ve snímku provedou. To může být číslo několikanásobně vyšší než
počet projetých automobilů, protože jedno auto může být během trasy přeznačeno a poté
bude uložen nejlepší výsledek. Nebo může být auto v některých fázích rozděleno na dva
objekty, které se později spojí. Budeme tedy sledovat kolik jednoznačně identifikovaných
snímků auta uloží, kolik jich přehlédnou a přestože ho třeba detekují, tak ho neuloží a
39
Obrázek 8.9: Mediánový filtr s vyhlazením
Obrázek 8.10: Mediánový filtr bez vyhlazení
kolik snímků tam bude uloženo navíc. To jsou většinou duplicitní snímky. Výsledky jsou v
tabulce 8.1. Test byl náročnější také o to, že kromě 16 aut projeli i 2 cyklisté. Vzhledem k
tomu, že cyklista je účastník účastníkem silničního provozu stejně jako automobil a může
jezdit po silnici, měl by systém umět správně detekovat i cyklisty. Z výsledků vyplývá, že
žádný algoritmus nemá 100% účinnost. V každém případě alespoň jedno auto proklouzlo.
To by se stát nemělo, zřejmě bylo částečně v zákrytu za jiným vozem. Nejhorší metoda je
podle očekávání rozdíl snímků s využitím jasové složky a jako nejspolehlivější metoda se
potvrdila Mixture of Gaussians, se kterou budou prováděny všechny následující testy.
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Nalezeno Uloženo aut Neuloženo aut Uloženo navíc
Mixture of Gaussians 30 17 1 3
Rozdíl snímků 41 15 2 4
Rozdíl jasové složky 65 15 3 9
Mediánový filtr 36 16 2 4
Tabulka 8.1: Celkem projelo 18 dopravních prostředků
8.2 Snímková frekvence
Snímková frekvence by měla mít větší vliv na sledování pohybu vozidel než na jejich detekci.
I když namíříme na dálnici kameru, která vytvoří snímek každou minutu, tak po určité době
kdy se vytvoří model pozadí budeme schopni zaznamenat pohybující se vozidla. Neuvidíme
samozřejmě všechny, ale jen ty, které se vyskytovaly v zorném úhlu kamery v daný okamžik.
My se pokusíme stanovit minimální snímkovou frekvenci, které je ještě bez problému možné
sledovat pohyb. Běžná kamera nahrává 25 snímků za sekundu, ty lepší dokonce 50. To je
hodnota, která stačí pro běžné potřeby. Ve velké míře záleží na účelu umístění kamery.
Na kameru umístěnou na mostě nad dálnicí budou kladeny jiné požadavky než na kameru
snímající pěší zónu. Pokud nebudeme mít v úmyslu umístit kameru na závodní okruh
velmi blízko k trati a sledovat projíždějící formule, spokojíme se s 25 snímky za sekundu.
Otestovali jsme ji na mnoha záznamech a nenašli jsme moment, ve kterém by to nestačilo.
Obrázek 8.11: Video 10 snímků za sekundu s parazitním objektem v pozadí
Našli jsme tedy několik videí natočených kamerou s 10 snímky za sekundu a vyzkoušeli
jak to bude fungovat. Při tomto testování se plně projevila nevýhoda metody Mixture of
Gaussians – nutnost buď prázdné silnice na začátku snímání nebo dostatečně dlouhá doba,
aby se model pozadí vyčistil. Některá testovací videa pocházela z Thajska, kde je přes den
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velmi hustá doprava. Se sledováním aut na záznamu o 10 snímcích za sekundu ale problém
nebyl. Obrázek 8.11 ukazuje názornou situaci, kde na počátku záznamu stálo auto u vjezdu
do křižovatky a jeho stín (spodní obrázek) tam zůstal velmi dlouho, déle než jednu minutu.
To je způsobeno jak nižší snímkovou frekvencí (aktualizace modelu pozadí trvá déle), tak
s dopravní situací, kdy neustále přijížděla další auta na stejné místo a část z nich zastavila
nebo alespoň zpomalila.
Obrázek 8.12: Video 5 snímků za sekundu
Zkusíme tedy snímkovou frekvenci snížit na 5 snímků za sekundu a použijeme k tomu
kameru umístěnou na přímé silnici, kde se auta pohybují rychleji. Navíc má kamera nasta-
vené patnáctinásobné zvětšení. V tuto chvíli již začaly objevovat problémy. Některé mohou
být způsobené pomalou aktualizací modelu pozadí, ale i když tento problém omezíme pou-
žitím jiné netody odečtu pozadí, stále se nám při pěti snímcích za sekundu podaří zachytit
méně vozidel než při deseti snímcích u stejného videa. Rozdíl se pohybuju okolo 10%. Ide-
ální situace zvládnutá bez problému při pěti snímcích za sekundu je znázorněna na obrázku
8.12.
Obrázek 8.13: Video 3 snímky za sekundu
Na závěr jsme se rozhodli zkusit velmi pomalou kameru, zaznamenávající zhruba 3
snímky za sekundu. Takovou rychlost není možné použít kdekoliv. Daná kamera sledovala
parkoviště, což je jedno z vhodných využití. V takové situaci se samozřejmě musí počítat
s tím, že budeme mít mezi uloženými snímky i nějaké chodce. Na obrázku 8.13 je záběr
z parkoviště právě ve chvíli, když se snaží odjet dodávka. Není možné, aby byla okamžitě
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zachycena celá, protože její střed ještě stále splývá s pozadím. Až vyjede ze svého místa,
bude detekována celá. Sledování pohybu automobilů probíhalo bez problému vzhledem k
jejich malé rychlosti.
8.3 Umístění kamery
Nyní zkusíme, které umístění kamery je více a které méně vhodné. Na výběr mnoho mož-
ností nemáme. Z hlediska výškového umístění je možné umístit kameru do vzduchu, sníma-
jící kolmo dolů. Tento způsob testován nebyl vzhledem k jeho malému využívání a kompli-
kovanému snímání, které vyžaduje speciální konstrukci a není možné využít běžný stativ.
Dále tedy zbývá umístění kamery ve stejné hladině jako přijíždějící auta nebo její vyzved-
nutí do libovolné výšky. Dalším parametrem umístění je její vodorovné natočení. Zda se
rozhodneme snímat auta zepředu, zboku, nebo z jiného úhlu. Vzhledem k tomu, že bude
kamera často snímat křižovatku, budou některá auta orientována čelně, některá z boku.
Obrázek 8.14: Kamera roztřepaná větrem
Nejprve ale otestujeme stabilitu umístění kamery. K natáčení je vyžadována statická
kamera, ale nic se nepíše o bytelnosti jejího umístění. Na obrázku 8.14 jsme testovali kameru
umístěnou na lehkém a nestabilním stativu. Foukal vítr a kamera se v důsledku toho třepala.
Tato situace může nastat i u dopravních kamer umístěných na pevné konstrukci v důsledku
velmi silného větru. Na levém obrázku je výstup algoritmu odstranění pozadí, vpravo je
vyhlazený obrázek. Dole je výsledná detekce automobilů počítaná přímo z levého obrázku
bez vyhlazení. Je tedy vidět, že přes viditelný pohyb kamery, který vytváří efekt hranového
detektoru, nebyla schopnost detekce narušena. Při velkých otřesech ale přináší navíc některé
detekce objektů v pozadí, které se ve skutečnosti nehýbou.
U sledování aut z boku je situace poměrně jednoduchá. Záleží na rychlosti pohybujícího
se vozidla a schopnosti kamery. Důležitá je dostatečně vysoká snímková frekvence. Čím blíže
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Obrázek 8.15: Boční pohled na auta
je auto ke kameře, tím je větší a rychleji se pohybuje. Situace na obrázku 8.15 znázorňuje
další parazitní jev – odraz auta na ceduli. Přestože bylo zataženo, auto světlé zanechalo na
lesklé ceduli svůj odraz. Tento odraz byl naštěstí natolik krátký, že nebyl vyhodnocen jako
další vozidlo.
Obrázek 8.16: Sledování z boku z větší výšky
Vyzkoušeli jsme pohled z boku na silnici i z větší výšky – třetí patro domu, obrázek
8.16. Na záznamu se kromě aut pohybovali i chodci, kteří byli vzhledem ke své velikosti
také detekováni. Autobus tou dobou již stál v zastávce a proniknul do modelu pozadí na
spodním obrázku.
Ze stejného umístění bylo pořízeno i následující video, jen s tím rozdílem, že nebylo
použito přiblížení. Zrovna foukal poměrně silný vítr a smyslem bylo zjistit vliv pohybujících
se stromů. Výsledek na obrázku 8.17 ukazuje, že stromy přináší určité množství falešných
detekcí. Na spodním obrázku je opět model pozadí. Z delšího sledování bylo vypozorováno
následující chování. Na počátku je pohybující se listí detekováno jako nové objekty. Po
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Obrázek 8.17: Vliv pohybujících se stromů na snímání
chvíli, pokud se listí hýbe stále podobným způsobem, se listí dostane ve většině místech
svého výskytu do modelu pozadí. Již tedy není detekováno jako nový objekt. Pokud se ale
začne pohybovat více než v minulosti, nebo když se na delší dobu zastaví a poté se začne
zase pohybovat, opět je detekováno jako nový objekt. Tyto objekty je možné dodatečně
vyřadit pomocí sledování jejich trasy pohybu nebo doby jejich pohybu. V aplikaci toto
vyřešeno není z důvodu požadavku na její univerzální použití.
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Obrázek 8.18: Nízká výška kamery
Testovali jsme i umístění kamery nízko nad zemí, přibližně 50 − 100 cm nad zemí na
obrázku 8.18. Z hlediska detekce aut by mohl být problém pouze s nízkou snímkovací
frekvencí. Testovací videa měly 25 snímků za sekundu. Problém je spíše v tom, že při této
výšce kamery jezdí auta často v zákrytu. Tudíž tuto výšku můžeme využít kvůli čtení SPZ,
ale například při počítání aut nebude vhodná.
Obrázek 8.19: Oslnění kamery
Pokud je kamera umístěna velmi blízko k projíždějícím vozidlům, v jednotkách metrů,
objevil se problém s oslněním kamery poté, co vozidlo opustí oblast. Tento jev je nezávislý
na slunečních podmínkách a objeví se ve většině případů, když vozidlo zaujme velkou část
obrazu. Čím větší část obrazu obsazena, tím větší pravděpodobnost oslnění. Oslnění je
viditelné na obrázku 8.19. Tramvaj zaplnila téměř 80% plochy snímku, během této doby se
kamera pokusila o přeostření na jiný objekt, změnily se celkové světelné podmínky (okolí
mírně ztmavlo) a po odjezdu tramvaje kamera opět přeostřila a mírně změnila barevné
podání celé scény. Oslnění trvalo maximálně pár sekund. Během této doby je ale detekční
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schopnost kamery velmi omezená.
Obrázek 8.20: Snímání na velkou vzdálenost
Další možností při instalaci kamery je použité přiblížení. Díky tomu může být kamera
umístěna docela daleko, jsou ale kladeny vyšší nároky na kvalitní uchycení. Pokud se kamera
při ohnisku 30 mm chvěla v přiměřených mezích, při ohnisku 900 mm to již může negativně
ovlivnit detekční schopnosti. Na obrázku 8.20 je situace při snímání z velké dálky, přiblížení
30x, ohnisková vzdálenost 62,5 mm, odpovídající 1080 mm na 35 mm film. Větší vzdálenost
zde nepřináší žádné viditelné zhoršení snímání.
Obrázek 8.21: Snímání pomocí telefonu opřeného o zábradlí
Z experimentálních důvodů byl proveden test snímání bez pevného stativu. K natáčení
byl použit mobilní telefon opřený o zábradlí. Telefon se tedy mírně nakláněl a obraz se
pohyboval nahoru a dolů. Obrázku 8.21 nahoře představuje výsledek detekce, dole je model
pozadí. Na přesnosti detekce nebylo vratké umístění snímacího zařízení výrazně poznat.
Každý pohyb představoval posun maximálně o 5% obrazu. Vidíme, že model pozadí je
velmi rozmazaný. to je způsobeno právě pohybem kamery a snahou o adaptaci. Pokud by
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se kamera pohybovala více, detekce by při každém výrazném pohybu přestala fungovat a
označila by jako popředí velkou většinu plochy.
8.4 Počasí
Počasí patří mezi faktory, které v současné době nejsme schopni ovlivnit. Můžeme se mu
ale přizpůsobit vhodným umístěním a nasměrováním kamery.
Obrázek 8.22: Slunce svítící na záda kamery
Základní testy probíhaly se zamračenou a slunečnou oblohou. Zamračená obloha není
natolik zajímavá a byla použita během předchozích testů. Zaměříme se tedy na vlivy slunce.
Slunce přináší dva hlavní nežádoucí prvky – stíny a oslnění. V první situaci na obrázku 8.22
je slunce vysoko a svítí zezadu na kameru. I když jsou na automobilech vidět jeho odlesky,
nemají v naprosté většině případů žádný efekt. Pouze pokud jede auto velmi blízko kameře,
může ji oslnit, ale tento problém bude pravděpodobně souviset se snahou o přeostření na
bližší objekt. Bílý automobil u křižovatky již zastavil, proto se z dostává do modelu pozadí.
Obrázek 8.23: Slunce svítící zepředu, mimo záběr kamery
V další situaci na obrázku 8.23 svítí slunce proti kameře mírně ze strany. Dokud je
slunce mimo záběr kamery, nemá na situaci výrazný vliv. Na autě vpravo je vidět odlesk
od slunce, na pravém snímku přidal automobilu tykadla. Tímto způsobem by nás mohly
zmást některé malé lesklé objekty.
Skutečně viditelným problémem jsou vržené stíny. Algoritmus Mixture of Gaussians má
již v sobě způsob eliminace stínů, jenže při silném slunci jsou stíny již mimo jeho detekční
schopnosti, jak je zřejmé na obrázku 8.24. V této konkrétní situaci je stíny ještě možno
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Obrázek 8.24: Výrazný stín, který algoritmus již není schopen eliminovat
přehlédnout, ale když pojede kamion, vrhne stín výraznější. Tyto stíny je možné odstra-
nit buď dodatečně, nebo úpravou algoritmu. Čímž by se ale zhoršily detekční vlastnosti
například při nedostatku světla.
Obrázek 8.25: Nežádoucí detekce v důsledku střídání slunečného a zamračeného počasí
Cílem dalšího testu bylo zjistit, jak moc je algoritmus robustní při oblačném počasí,
kdy se střídá zamračeno a slunečno. Byla snímána klidná ulice se zaparkovanými auty, čás-
tečně zastíněná domy s velmi malým provozem. Během 30 minutového nahrávání projely
2 automobily, které byly zaznamenány, prošlo maximálně 10 chodců a několikrát se scho-
valo a zase vylezlo slunce. Na obrázku 8.25 jsou nejvýraznější momenty. V obou situacích
došlo k náhlé změně počasí. V horním případu se zamračené počasí změnilo ve slunečné
a ve spodním se slunce náhle schovalo za mraky. Obě nežádoucí situace trvaly méně než
2 sekundy, ale zasáhly velkou část snímku. Podobný efekt vytvářely malé kousky slídy v
omítce protějšího domu při vhodném nasvícení. Pohyb slunce na obloze a jím vrhaného
stínu je natolik pomalý, že nemá na algoritmus žádný vliv.
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Obrázek 8.26: Detekce během deště
Mezi rozmary počasí se řadí déšť a sníh, které mohou být doprovázeny i silným větrem.
Vliv pohybu kamery ve větru byl již testován, teď se zaměříme pouze na samostatný déšť.
Situace během deště je zobrazena na obrázku 8.26. Jednalo se o déšť přiměřené síly. Pří-
liš vydatný na to, aby mohla kamera bez ochrany stát venku a moc slabý na označení za
průtrž mračen. Na kraji silnice ale stékal proud vody, který kamera ani jednou nezazname-
nala. Stejně tak nebyly zaznamenány žádné dešťové kapky. Zaznamenáno bylo pouze jediné
drobné narušení – lesklý kanál od deště byl po dobu několika snímků detekován, ale vzápětí
byl spojen s automobilem, takže k žádné falešné detekci nedošlo.
Obrázek 8.27: Detekce během hustého sněžení
V případě sněhu je situace podobná, s tím rozdílem, že sněhové vločky jsou větší a je
tedy větší pravděpodobnost, že budou na kameře vidět. Testování na obrázku 8.27 probíhalo
za hustého sněžení. Sníh byl poměrně mokrý, na silnice ihned roztál, na okolních plochách
zůstával. Zde je již situace horší než během deště. Padajícího sněhu bylo vidět docela
hodně. S detekcí aut problém nenastal, pouze se objevilo mnoho falešných detekcí, z nichž
více než 98% trvalo jeden až dva snímky a nebyly tudíž vyhodnoceny jako automobil.
Tyto falešné detekce jsou černé obdélníky na obrázku 8.27. Modrý obdélník pod jedoucím
automobilem představuje odlesk od vozu na silnici. Tento jev může nastat kdykoliv, když je
mokrá vozovka. Oproti stínu od slunce může být zrádnější - nachází se ve větší vzdálenosti
od vozu a může být oddělen. Nevznikne tak jeden velký objekt, ale jeden velký (vozidlo) a
druhý většinou menší.
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Obrázek 8.28: Test polarizačního filtru. Nahoře bez filtru, dole s nasazeným filtrem
Vzhledem k nepříjemným odleskům od slunce jsme se rozhodli vyzkoušet efekt pola-
rizačního filtru při nahrávání fotoaparátem. Cirkulární polarizační filtr [24] se využívá ve
fotografii k odstranění odlesků, vylepšení barev, ztmavení oblohy a odstranění oparu. Efekt
filtru závisí na pozici slunce a aktuálním natočení filtru. Nejvíce se jeho efekt projeví při
umístění nahrávacího zařízení kolmo ke slunci. Pokud je slunce za zády nebo přímo před
námi, nemá polarizační filtr žádný účinek a pouze obraz trochu ztmaví. Už předem jsme
proto věděli, že jeho použití je pouze experimentální a případné nasazení v praxi je více
než nepravděpodobné. Testování probíhalo na takových místech, aby byl pokud možno co
nejsilnější efekt polarizace. Vždy bylo natočeno video bez filtru a vzápětí video s nasaze-
ným a nastaveným filtrem. Obrázek 8.28 nahoře je fotoaparát bez filtru a dole byl nasazen
polarizační filtr a vhodně nastaven, aby byl efekt polarizace největší. Z neznámých příčin je
výsledek s polarizačním filtrem horší než bez něj. Počasí panovalo stále stejné, v nastavení
fotoaparátu se nic nezměnilo. Zřejmě není automatické zaostřování fotoaparátu přizpůso-
bené k nasazenému polarizačnímu filtru. Auta byla detekována všechna, ale u polarizačního
filtru několikrát došlo k oslnění - pravděpodobně z důvodu automatického zaostřování. Při
vizuálním porovnání obrázků vidíme mírně hezčí barvy s polarizačním filtrem a není tak
přesvětlený, ale to není pro nás natolik žádoucí efekt.
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Obrázek 8.29: Západ slunce
Na závěr dne bylo vhodné otestovat, jak si algoritmus poradí s nedostatkem světla.
Jedna z nepříjemných situací může nastat v době východu nebo západu slunce, kde je
slunce nízko nad horizontem. Sice ještě nemá svoji plnou sílu, ale dokáže být nepříjemné.
Bylo otestováno více různých situací, v žádné nebyl zaznamenán prudký pokles schopnosti
detekce. Při náhlém východu slunce je kamera samozřejmě oslněna, ale poměrně rychle se
přizpůsobí změněným podmínkám. Na obrázku 8.29 je typická situace, která může nastat
u kamery namířené jedním směrem. Slunce svítí přímo do kamery, ale pokud nedojde k
poškození čipu, model pozadí se slunci přizpůsobí. Krátkodobé zmatení nastane při náhlé
změně slunečního záření.
Obrázek 8.30: Noční provoz
Přestože naše aplikace není určená ani žádným způsobem optimalizovaná pro detekci
nočního provozu, otestovali jsme i tuhle situaci. V noci záleží na mnoha okolnostech, jestli
svítí pouliční osvětlení, zda jezdí auta jednotlivě nebo ve shlucích. Pro testování byla zvolena
situace s osvětlenou silnicí od pouličního osvětlení a navíc za velkého provozu – auta jsou
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tedy dostatečně vidět a jak je patrno na obrázku 8.30, detekce funguje, i když s méně
spolehlivými výsledky.
8.5 Shrnutí
Obrázek 8.31: Rozdělení auta sloupem na dva různé objekty
Během testování se odhalila slabá stránka v algoritmu vyhledávajícím objekty. Pokud
auto projede za nějakou celistvou překážkou, například sloup, bude auto rozděleno na dva
objekty. Znamená to tedy, že jedno auto může být ve výsledku identifikováno jako dvě
různá auta. Situaci ilustruje obrázek 8.31. Řešení této situace se sloupem může být velmi
jednoduché – stačí jednoduché porovnání barevných histogramů.
Na obrázku 8.32 jsou zobrazeny všechny uložené obrázky z testu metody Mixture of
Gaussians. Duplicitní jsou dva cyklisté a snímek zahrnující dvě dodávky a dvě auta, jedno
auto zachyceno nebylo vůbec.
53
Obrázek 8.32: Všechny snímky uložené pomocí metody Mixture of Gaussians. Jedno auto
chybí, tři snímky jsou navíc
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Kapitola 9
Možné vylepšení
Program je navržen tak, aby fungoval univerzálně, kdekoliv a téměř kdykoliv. Pokud bysme
znali umístění kamery, bylo by možné implementovat alespoň základní klasifikaci vozidel.
Například zda se jedná o vozidlo s koly nebo ne. To by bylo za současného stavu velmi
náročné, protože nevíme ze které strany vozidla sledujeme.
Vylepšení by určitě přineslo použití inteligentnějšího algoritmu sledování pohybu. Ak-
tuálně použitý funguje u jednotlivých aut bez větších problémů, má ale problémy u více
sdružených automobilů, které většinou identifikuje jako jeden objekt. Vozidla se tedy mo-
hou spojovat do jednoho objektu nebo naopak rozdělovat. Rozdělování může být v pořádku
– dva automobily jedou za sebou a jedno z nich změnilo směr jízdy. Spojování může být
žádoucí – auto nejprve rozděleno například na kapotu a střechu a později spojeno správně
do jednoho objektu. Často je ovšem nežádoucí – když se auta předjíždějí, nebo z jiného
důvodů jedou v zákrytu. Zde by bylo možné hledat alespoň částečné vzory auta, nebo si
pouze poznamenat, že tento objekt představuje dva automobily. Pokud se pohybují auta v
(částečném) zákrytu po celou dobu snímku, nemáme mnoho možností zjistit zda se jedná o
dvě auta nebo o automobil s připojeným vozíkem a řešení tohoto problému by vyžadovalo
hlubší studium této problematiky.
Jednoduché vylepšení problému s nepřesným sledováním by mohlo znamenat porovná-
vání barevných histogramů. Tvar a velikost objektů lze porovnávat také, ale nemusí to být
přesné. Hlavně v případu křižovatek auta většinou nesnímáme stále z jedné strany. Proto
by bylo vhodné zůstat jen u porovnání barev. Zde je ovšem vhodné nahlédnout do statis-
tik barevnosti aut. Nahlédneme do statistiky prodávaných automobilů v období leden až
březen 2013 v tabulce 9.1.
1. bílá 24,7 %
2. šedá 13,7 %
3. červená 13,3 %
4. černá 12,5 %
5. hnědá 11,7 %
6. modrá 10,8 %
7. stříbrná 8,5 %
Tabulka 9.1: Nejčastější barvy prodaných automobilů leden – březen 2013 v ČR. Zdroj: [3]
Zde vidíme, že bílou barvu měla téměř pětina nových aut. V celkových statistikách to
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bude pravděpodobně méně, ale i tak je to velmi mnoho. Navíc jsou některé barvy zamě-
nitelné. Například bílá, šedá a stříbrná může na záznamu vypadat velmi podobně. Tyto
barvy mají dohromady více téměř 47 % podíl, takže s tím musíme u případného vylepšení
počítat.
Dále by bylo možné přidat detekci jízdních pruhů. S tím souvisí detekce vstupních a
výstupních oblastí – místa, kde se mohou vozidla objevovat a mizet. Pro urychlení algoritmu
by bylo možné zavést možnost vyznačení zájmových oblastí. Při odstranění pozadí a detekci
vozidel by se prohledávaly pouze tyto oblasti a ostatní by se vynechaly.
Úplně nejideálnějším vylepšením by bylo vytvoření modelu dopravní situace. Ať už auto-
maticky, nebo ručně. Ruční tvorba by byla přesná, ale časově náročná. Automatická tvorba
by nemusela vystihnout všechny specifika, ale byla by univerzálnější. Výhoda tvorby mo-
delu by se projevila hlavně v případě různých překážek na snímku. Pokud by byla silnice
například překryta mostem a auta by jezdila pod ním, model křižovatky by pomohl přiřa-
dit auto, které vjelo pod most k auto, které následně vyjelo. Nejjednodušší automaticky
generovaný model by byly již zmiňované detekce jízdních pruhů. V každém případě by bylo
nutné určit co se stane, pokud by se nějaké vozidlo dostalo mimo přijatelnou oblast. V této
situaci by aplikace vhodně posloužila jako detekce anomálií.
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Kapitola 10
Závěr
Seznámili jsme se s různými metodami detekce automobilů, od jednodušších až po složitější.
Prostudovali jsme způsoby vytvoření robustního systému, který je schopen pracovat za
různých světelných a povětrnostních podmínek. Hlavním cílem bylo ukázat metody, sledující
denní provoz a vyjmenovat si jejich problémy. Představili jsme si ale i způsob detekce aut
v nočním provozu, který se chová zcela jiným způsobem, než sledování během dne. Pokud
bychom chtěli vytvořit systém, pracující 24 hodin denně, bylo by nutné podle aktuálního
času nebo světelných podmínek změnit způsob detekce.
Navrhli jsme aplikaci a podle definovaných požadavků jsme ji implementovali. Přitom
jsme se snažili využít známých postupů a volně dostupných knihoven. Implementovaný sys-
tém jsme podrobili velkému množství testů. Během testů jednotlivých metod jsme si ověřili
jejich vlastnosti zmíněné v teoretické části. Jako nejvhodnější metoda byla shledána Mix-
ture of Gaussians, o něco horší výsledky produkoval mediánový filtr a nejhorších výsledků
bylo dosaženo s metodou rozdíl snímků – hlavně při porovnávání jasové složky. Testování
umístění a nastavení kamery přineslo další informace využitelné v praktickém nasazení sys-
tému. Nelze říci, které umístění je nejvhodnější, vždy bude záležet na konkrétním použití.
Žádné umístění nebylo shledáno jako nevyhovující. Příjemné je zjištění, že je systém odolný
vůči malým pohybům kamery a na její umístěny tedy nemusí být kladeny tak vysoké ná-
roky. Světelné podmínky i snímková frekvence ovlivňují výsledky, ale nezjistili jsme na nic
zásadního, čeho se vyvarovat.
Systém je funkční a po úpravách je schopen nasazení v praxi. Rozsah těchto úpravy
záleží na účelu použití systému.
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Příloha A
Obsah CD
Spustitelný program – přeložený program pro operační systém Windows
Zdrojový kod
Testovací videa – Některá testovací videa. Přiloženo vždy video v rozlišení 1280x720 a větši-
nou i snížené na 720x400 a někdy i původní 1920x1080. Vzhledem k velikosti a množství
videí přiložena pouze některá
Knihovny OpenCV – knihovny nutné pro běh aplikace, pokud není nainstalována knihovna
OpenCV
Text bakalářské práce
Zdrojový text bakalářské práce
61
Příloha B
Manual
Aplikace je vytvořena nezávisle na operačním systému, primárně je funkční v operačním
systému Windows. Nejsou použity žádné platformově závislé funkce, proto by mělo být
možné aplikaci provozovat i s operačním systémem Linux.
Je vyžadována nainstalovaná a nakonfigurovaná knihovna OpenCV ve verzi alespoň
2.4. Se staršími verzemi nebyla aplikace testována a funkčnost není zaručena. Výsledkem
překladu je program detekce-aut.exe. Tento program je možné spustit bez parametrů – v
tom případě se pokusí najít připojené kamery k počítači použít jejich signál. Tato funkčnost
není garantována a spoléhá se na vnitřní funkce OpenCV. Běžnější použití je s jedním
parametrem – názvem videa, které bude otevřeno a zpracováno. Program sestává ze tří
oken. Okno Snimek zobrazuje aktualni situaci, do tohoto okna se vykreslují detekované
objekty. Okno Model pozadi zobrazuje aktuální model pozadí metody Mixture of Gaussians.
Okno Odecet pozadí zobrazuje situaci po odečtu pozadí, bez zvýrazněných objektů. Slouží
ke kontrole výsledků.
Program pracuje automaticky. Ovládání:
• P – pauza
• S – uložení aktuálního snímku
• Q nebo ESC – ukončení programu
Výstupem programu jsou uložené snímky detekovaných vozidel. Jako název slouží pořa-
dové číslo vozidla.
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