be used to blind signal separation(BSS) in nonstationary environments because it can classify different mixing environments and separate independent sources in each of them. In another point of view, this implies that the ICA mixture model can separate more sources than sensors if sources are in different mixing classes.
The required number of sensors is the maximum number of sources in a class, not the total number of sources. Lee et al. [1] showed the ICA mixture model can separate two speech signals and a background music signal with only two microphones when two different mixing classes exist. Then, is it naturally possible to separate the speech signals of many speakers with only two sensors using the ICA mixture model? If it is, it has a lot of BSS applications which needs both using sensors efficiently and considering nonstationarity.
We suppose a teleconference as one of the applications. In this case, BSS can improve the performance of further processing of the data, such as speech recognition and coding and two sensors to record conversations in a room are economic considering the conference situation.
For BSS in teleconferencing, two problems should be considered : the local maximum problem and the difficulty of finding the number of classes in the ICA mixture model. Because the ICA mixture model is based on a maximum likelihood mixture model, it often faces a local maximum problem specially when there are many classes. Recently, Ueda et al. [2] proposed a split and merge EM(SMEM) algorithm to overcome the local maximum problem found in EM-based mixture models. They applied the SMEM algorithm to training of Gaussian mixtures and mixtures of factor analyzers, and showed the effectiveness of the split and merge operations. However, the problem, finding the optimum number of classes, still remains because the number of classes in SMEM algorithm has to be determined in advance like the ICA mixture model and can not be changed through the split and merge operations. It is difficult to determine the optimal number of classes because it is affected by many factors, such as the number of sources, the location of sources, and the similarities of mixing matrices, and moreover, it becomes a time-variant variable in nonstationary environments.
In this paper, we propose an algorithm to solve these problems and demonstrate that it can improve classification performance and find the optimal number of classes by the teleconferencing application.
The Proposed Algorithm:
To find the optimal number of classes automatically, the proposed algorithm gradually increases the number of classes performing the learning procedure of ICA mixture model and then, checks the redundancy of the number of classes using a merge criterion. The merge criterion is J merge (i; j; ) = P i ( ) T P j ( ); (1) where P i ( ) = (p(C i jx 1 ; ); :::; p(C i jx T ; )) T is the T-dimensional vector consisting of posterior probabilities for the class C i . This criterion implies that when two classes have almost equal posterior probabilities on the same data, they can be regarded as one class. The merge criterion is the same form as that of SMEM algorithm [2] , but the split and merge operations are different from those of SMEM algorithm which performs followings : it sorts the split and merge candidates using split and merge criteria and then performs EM procedure for each candidate to find what improve total log-likelihood.
The threshold to decide merging classes was set to 0. After the algorithm performs the procedure of the ICA mixture model, the mutually exclusive classes must have disjoint data sets and the value of the merge criterion becomes zero. Therefore, if the value of the merge criterion of two classes is not 0, they can be considered as one class.
The other problem is the local maxima in the ICA mixture model. Not only many classes but also large block sizes which provide more accurate estimation of the class conditional probability for each class bring a local maximum problem. To overcome this problem, a method to initialize basis functions was proposed. Let C denote the number of classes. The proposed algorithm learns the basis function when C=1, and uses it for the initial seed of other basis functions when C > 1.
This induces that the basis functions when C > 1 are initialized in the middle of the data, so that they have almost equal probabilities to learn the data. Because the local maximum problems occur when a few classes have too many components of the data, and others can hardly learn the data, adjusting the initial basis functions are reasonable to avoid local maxima.
The procedure of the algorithm is summarized as follows.
1. Set C to one and perform the learning procedure of the ICA mixture model. Let A be the basis function when C=1.
2. For C=2, . . . , set the initial value of A k for each class as A k = A +
where is a small random perturbation matrix (i:e:; k k k k k). Then, perform the learning procedure of the ICA mixture model.
3.
Compute the merge criterion in eq.1 which is the same as that of the SMEM algorithm [2] .
4. If all the merge criterion for any two classes have the value of zero, increase C and go to step 2. Otherwise, decrease C end the learning.
The ICA mixture model performs gradient ascent on the total likelihood of the data to learn the parameters, k = fA k ; b k g, for the class C k .
BSS in Teleconferencing:
The proposed algorithm was applied to blind signal separation in a teleconference where there are several speakers and only two microphones to record conversations in a room. It is assumed that one or two speakers talk at any moment. The goal is to identify the different mixing environments, classify them, and separate speech signals in each class. For the instantaneous mixing case, a mixing environment can be modeled a mixing matrix. If it is assumed that the number and locations of speakers are fixed, the maximum number of classes or mixing matrices is the total number of all the combinations of speakers. For example, the maximum number of classes is 3 when 3 speakers, and 6 when 4 speakers.
The cases of three and four speakers with two microphones were tested. The speech signals were sampled at 11.025kHz, and only two of them were mixed at any given moment. When only one speaker is talking, the algorithm obtains the unmixed signals directly from the observed signals. The block sizes used to estimate the class conditional probability, p(C k jx t ; k ), were 10000 samples for 3 speakers, and 50000 samples for 4 speakers. These are equivalent to about 0.9 and 4.5 seconds, respectively, so it is assumed that one speaker continues to talk for at least these time intervals. On the other hand, some trials determined that the number of classes was 2 in spite of using 3 mixing matrices due to the similarities between mixing matrices. If more than two mixing matrices are almost the same, the number of classes can be reduced. These cases also shows the acceptable signal to noise ratio(SNR). The algorithm converged to 3,4,5 and 6 classes in the case of 4 speakers and 6 mixing matrices.
The ICA mixture model can learn unmixing matrices given the number of classes.
In the simulations, the number of classes was set to 3 for 3 speakers and 6 for 4 speakers. However, the ICA mixture model showed the local maximum problem in most cases. The averaged SNR over 10 trials are summarized in table 1. 
