This paper tests the endogeneity hypothesis of OCA criteria in a cross-section of OECD countries in the 1990s. It argues that intra-industry trade induces convergence of business cycles, while no direct relation between business cycles and bilateral trade intensity is found. This finding confirms the OCA endogeneity hypothesis, but it underlines the role of structural variables and specialization.
Introduction
Countries participating in a currency area have to face benefits and costs of the common currency. The benefits are directly related to transaction costs in countries' bilateral trade. Therefore, countries with intensive trade relations are likely to gain relatively more from the monetary integration. In addition, Frankel and Rose (1997 and hypothesize that business cycles are also becoming more similar across countries having close trade links. This hypothesis is supported by cross section estimations of the relation between the correlation of business cycles and trade intensity among OECD countries between 1959 and 1993.
Moreover, Fatás (1996) , Artis and Zhang (1995) and Hochreiter and Winckler (1995) show that a common European cycle has been emerging as predicted by the endogeneity hypothesis of OCA criteria.
Nevertheless, there remains a considerable doubt whether there is a causal relationship between trade links and correlation of business cycles of the involved countries. Kenen (2000) notes that the correlation of business cycles may increase with the intensity of trade links between these countries, but he argues that this does not necessarily mean that asymmetric shocks are reduced as well. Moreover, Hughes Hallett and Piscitelli (2001) show that a currency union may increase cyclical convergence, but only if there is already a sufficient symmetry in the shocks and institutional structure across the countries. Their findings thus support Krugman's (1993) should also explain the similarity of business cycles, although they use them as arguments. In particular, the effects of trade on convergence of business cycle depend on the degree of industrial specialization which is induced by the integration.
Indeed, Helpman (1987) and Hummels and Levinsohn (1995) find that trade specialization plays a lesser role for trade among developed economies. Thus, a majority of trade is observed within the same industries (that is, as the so called intra-industry trade). This should imply increasing correlation of business cycles between these countries. Therefore, this paper 3 tests the OCA endogeneity using bilateral levels of intra-industry trade between OECD countries in the 1990s. It is shown that intra-industry trade induces the convergence of business cycles between trading partners, while there is no direct relation between business cycle and trade intensity. As a result, the OCA endogeneity hypothesis is confirmed.
However, this result also underlines the role of the specialization in trade.
Finally, I ask whether the Central and Eastern European Countries (CEECs) should introduce the euro as soon as possible after accession to the EU or whether they should do so at a later stage. This question is addressed by applying the endogeneity hypothesis of OCA criteria to five advanced transition economies (the Czech Republic, Hungary, Poland, Slovakia, and Slovenia). This paper applies the relation between the degree of trade integration, the shares of intra-industry trade, and the convergence in business cycles to CEECs and EU countries to predict the degree of business cycle harmonization of CEECs with EU countries in the medium term. Alternatively, these predictions can be interpreted as 'Indices of Endogenous Optimum Currency Area' (EOCA indices) similar to those introduced by Bayoumi and Eichengreen (1997) .
The paper is structured as follows. The next section starts with a short overview of the current discussion on the endogeneity of the optimum currency area (OCA) criteria. Then, it tests the OCA endogeneity hypothesis with respect to trade intensity and intra-industry trade. The sensitivity analysis include further structural variables covering the similarity in size and the preparation for the participation in the EMU. Section 3 applies the revealed relation between, on the one hand, the correlation of business cycles, and, on the other hand, the trade variables for the computation of a potential correlation of business cycles (indices of endogenous optimum currency area) in selected CEECs. Finally, the last section concludes the paper.
The Optimum Currency Area Theory

Endogeneity of Optimum Currency Area Criteria
The theory of optimum currency areas, which was developed by Mundell (1961 ), McKinnon (1963 , and Kenen (1969) , has become particularly popular for analyses of the costs and benefits of monetary integration, in particular with reference to EMU. The basic point of the OCA theory is that countries or regions exposed to symmetric shocks, or possessing mechanisms for the absorption of asymmetric shocks, may find it optimal to adopt a common currency. This literature therefore focuses on assessing the symmetry of output shocks in 4 monetary unions, and/or evaluating the absorption mechanisms, such as labor mobility or fiscal transfers. In general, the stronger any of these linkages between countries participating in a currency area are, the more gains may be expected by the participating countries.
In particular, the OCA theory discusses the following criteria: First, potential gains from the creation of an OCA are determined by the degree of openness. A country where trade within the OCA accounts for a high proportion in domestic output can profit from participating in a currency area. Second, the OCA theory stresses the importance of the similarity of shocks and business cycles. Asymmetric shocks and business cycles raise the need for country-specific adjustment policies; however, in a single-currency area, country-specific monetary policy is not possible.
Third, Mundell (1961) points at the international factor mobility (especially migration) as an alternative adjustment channel. High labor mobility facilitates adjustment to the adverse effects of asymmetric shocks and thus reduces the pressure for exchange rate adjustments.
Fourth, Kenen (1969) stresses the importance of product diversification. A country exporting highly diversified products is less vulnerable to sector-specific shocks. Therefore, countries with a large product spectrum are less likely induced to use the exchange rate as an adjustment tool. Fifth, Kenen (1969) also examines fiscal transfers, which can be used to counteract asymmetric shocks in a currency area.
Finally, the degree of policy integration and similarity between rates of inflation has been introduced to the OCA theory more recently (see for example Dixit, 2000) . On the one hand, differences between rates of inflation result in a loss of competitiveness in high-inflation countries, which calls for external adjustments (see Carlin, Glyn and Van Reenen, 2001 ). On the other hand, a high degree of policy integration already before the creation of a currency area is likely to result in lower costs for the participating countries. Frankel and Rose (1998) suggest that the first two criteria are endogenous. Closer trade relations result in a convergence of business cycles. Further, similar business cycles create good preconditions for policy integration and the creation of a currency area. However, this view is not universally shared in literature. For example, Krugman (1993) points out that, as countries become more integrated, they specialize more. This view is also supported by Eichengreen (1992) and Bayoumi and Eichengreen (1994) . In turn, Eichengreen (2000) accepts the endogeneity of OCA criteria in his discussion of the dollarization in the Latin American countries.
5 However, the conventional (that is, according to Frankel and Rose, 1998) and alternative (that is, following Krugman, 1993) views of the relation between the degree of economic integration and the losses resulting from the participation in a common currency area differ with respect to the slope of the LL curve (see Frankel, 1999) .
The traditional optimum currency area theory expects a negative relation, while the alternative view predicts a positive relation between economic losses and the degree of economic integration. Still, there is a possibility that gains are higher than losses in the alternative view, when the GG line is significantly steeper than the LL line. Nevertheless, the potential gains from participation in a currency area are much lower in this case. Furthermore, the 6 participating countries should be more integrated to achieve positive gains from monetary integration.
Trade Integration and Business Cycles
If intra-industry trade accounts for a high share in bilateral trade, Frankel and Rose (1998) argue that the simple trade intensity increases the convergence of business cycles. Indeed, they report a significant and positive relation between trade intensity and the correlation of Table 1 reports several specifications of (1) 
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At this stage, trade intensity is revealed to have a significant and positive effect on the correlation of business cycles. This result is robust to the selection of the indicator of economic activity and the particular definition of trade intensities. The business cycles of industrial production seems to be better explained by trade than the business cycles as defined by the correlation of countries' real GDP. This corresponds to the high share of tradables in the manufacturing industry. However, the adjusted coefficient of determination is relatively low for all specifications of (1). As might be expected, the coefficients estimated for trade intensity indicators are slightly higher in the 1990s than in the previous decades as reported by Frankel and Rose (1998) . This could indicate that the role of trade relations has increased recently. Note: The dependent variable is the index of correlation of de-trended indicator of economic activity (fourth difference of logs) between trading partners. Trade intensity is measured as a share of bilateral trade aggregate in total trade aggregates of both countries as indicated by the columns' headers. The instrumental variables in the two-stage OLS include the log of distance, a dummy for geographic adjacency, a dummy for EC12, the log of aggregate income and the log of income per capita. Heteroscedasticity-robust t-statistics are in parentheses.
Adjusted R 2 and standard errors of regression (SER) are computed using the second stage residuals.
Intra-Industry Trade and Business Cycles
However, equation (1) does not use any structural variables to explain the similarity of business cycles, although the similarity of trade structure (e. g. the level of intra-industry trade) may be viewed as a major adjustment force inducing the convergence of business cycles between trading partners. Frankel and Rose (1998) , Kalemli-Ozcan, Sørensen, and
Yosha (2001), but also Krugman (1993) 
where Q and TI are defined in the same way as in the corresponding formulations of (1) and
IIT ij stands for intra-industry trade as measured by the Grubel-Lloyd indices was computed for three-digit SITC commodity groups 4 in 1998 (see Fidrmuc, 1999 and . Equation (2) is again estimated by two-stage OLS. Note that the selected instrumental variables are also highly correlated with intra-industry trade (see Hummels and Levinsohn, 1995, Loertscher and Wolter, 1980). 5 In this specification (see Table 2 ), the coefficients of intra-industry trade are significant if estimated for the industrial production, although they are insignificant (but positive) for two specifications applying real GDP. By contrast, the coefficients of the bilateral trade intensity are close to zero (indeed, they have wrong signs in several specifications) and insignificant for both indicators of economic activity. 6 The revealed pattern is very robust with respect to the choice of instrumental variables and country sample. This indicates that trade intensities have no direct effect on the correlation of business cycles. Therefore, I drop TI ij from estimated equations,
which are reported in the last columns of the two blocks of Table 2 . The coefficients of intraindustry trade are highly significant in both specifications of (3).
that both explanatory variables are not multicolinear. The Theil's measure of multicolinearity is defined as the difference between R 2 of the particular specifications of (2) and the incremental contributions to this explanatory power by ITij and IITij, which are computed using the R 2 value for the corresponding specifications of (1) and (3),
. This indicator is zero if all explanatory variables are orthogonal (see for example Judge et al., 1988) .
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As far as the countries with close trade links have high shares of intra-industry trade, the endogeneity hypothesis of OCA criteria is confirmed by (2) and (3). However, Table 2 shows that the correlation of business cycles of trading partners is not driven by the simple aggregation of shocks, being transferred between the countries via direct trade channels, as argued by Kenen (2000) . By contrast to this demand-driven view of an OCA endogeneity,
equations (2) and (3) imply that it is the structure of foreign trade and not the direct effect of bilateral trade, which induces the synchronization of countries' business cycles. Note: The dependent variable is the index of correlation of de-trended indicator of economic activity (fourth difference of logs) between trading partners. Trade intensity is measured as a share of bilateral trade aggregate in total trade aggregates of both countries as indicated by the columns' headers. The instrumental variables in the two-stage OLS include the log of distance, a dummy for geographic adjacency, a dummy for EC12, the log of aggregate income and the log of income per capita. Heteroscedasticity-robust t-statistics are in parentheses.
Sensitivity Analyses
Finally, the previous results are very robust with respect to the inclusion of other variables into (2). In particular, the countries wishing to participate in the EMU have tried to coordinate more their economic, fiscal and monetary policies during the 1990s. 
Indeed, these variables exhibit the expected signs in nearly all specifications (see Table 3 ).
Equation (4) 
The Endogeneity Hypothesis of OCA Criteria and the EMU Enlargement
Since the beginning of the 1990s, the CEECs have aimed at future membership in the European Union. After ten years of economic reform, these countries have largely succeeded in adjusting their economies to market principles. As a result, the EU started membership negotiations with five CEECs in 1998, which were extended to all ten associated countries two years later.
As part of this enlargement agenda, several CEECs have already expressed their aspiration to join the euro area as soon as possible after accession. Furthermore, several authors discuss the possibility of adopting the euro as legal tender in some CEECs already before the full membership in the EU. This discussion has been started by Bratkowski and Rostowski (1999) and Coricelli (2000) , but also Portes (2001) and Buiter and Grafe (2001) have addressed this issue. Schoors (2001) and Wójcik (2000) provide a detailed discussion of the arguments for and against the so called euroization.
By contrast, the European Union, including the Eurosystem, has outlined a three-step approach to the monetary integration of the candidate countries from Central and Eastern Europe, which is described in more detail by Kopits (1999) and Backé (1999) . The applicants should first join the EU, then enter the exchange rate mechanism (ERM II) of the European Union and finally, after the fulfillment of the convergence criteria, accede to the Economic and Monetary Union. Note: The dependent variable is the index of correlation of de-trended indicator of economic activity (fourth difference of logs) between trading partners. Trade intensity is measured as a share of bilateral trade aggregate in total trade aggregates of both countries as indicated by the columns' headers. Trade intensity and intra-industry trade are instrumented by the log of distance, a dummy for geographic adjacency, a dummy for EC12, the log of aggregate income and the log of income per capita. Heteroscedasticity-robust t-statistics are in parentheses.
Trade Integration between EU and CEECs
Since the opening-up of Eastern Europe, the importance of EU countries for the CEECs' trade has increased dramatically. As of 1998, the European Union was the most important trading 12 partner of all CEECs. The EU accounted for between 40% (Lithuania) and 70% (Hungary) of total exports of the CEECs. 7 These export shares are comparable to or even higher than intra-EU shares for nearly all EU Member States. On the import side, the predominance of the EU is only slightly weaker. Furthermore, the shares of exports and imports going to and coming from an 'enlarged EU,' which is the current EU plus the ten accession countries are even higher. According to this indicator, the enlarged Europe is the most important export market for Slovakia and the Czech Republic, followed by Portugal, the Netherlands, and Austria. Buiter (2001) Therefore, intra-industry trade may be used to identify which model is more appropriate for a particular group of countries.
The growth of intra-industry trade, which is observed in intra-EU trade, also dominates the recent East-West trade developments. This would increase net gains from the integration of CEECs into the euro area. According to Fidrmuc (1999 and , the shares of intra-industry trade in the EU's trade with the Czech Republic, Slovenia and Hungary, as computed by Grubel-Lloyd indices for three-digit SITC commodity groups, were already comparable to or even slightly larger than in EU trade with e.g. Spain and Sweden (that is, about 60%) in 1998.
Poland and Slovakia report somewhat lower levels of intra-industry trade at about 50%. These levels are comparable to those of Ireland and Portugal. However, the shares of intra-industry 7 As estimated by gravity models, Fidrmuc and Fidrmuc (2000) show that the trade between the CEECs and the EU, as well as the trade between individual CEECs, has already reached its 'natural' level, corresponding to the economic size, the distance between these countries, and the stage of integration.
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trade in EU trade with Estonia, Lithuania, Latvia, Romania, and Bulgaria have still remained slightly above the level of EU intra-industry trade with Greece and Turkey (below 35%).
The convergence of the trade structure between the EU and the CEECs implies that we can apply the conventional view of OCA (see Figure 1 .A) at least to the Central European membership candidates (the Czech Republic, Hungary, Slovenia, and, to a lesser extent, also to Poland and Slovakia). Therefore, the application of the endogeneity of OCA criteria is restricted only to these countries in further analysis.
Observed Convergence of Business Cycles in the EU and the CEECs
There is a mixed evidence on the convergence of business cycles in the EU and the CEECs. Several authors report increasing similarities of business cycles between the EU (mainly Germany) and the CEECs since the economic reforms have been introduced. In particular, Maurel (1998 and find a significant convergence between business cycles (as measured by unemployment rates) in Germany and selected CEECs (the Czech Republic, Hungary, Poland and Slovakia). According to Boone and Maurel (1999) , between 55%
(Poland) and 86% (Hungary) of the CEECs' cycles (given by detrended unemployment) are explained by German shocks. This figure is lower than the estimate for the French-German interdependence of business cycles (91%), but higher than the estimates for the German influence on Spanish (43%) and Italian (18%) business cycles. Therefore, the authors conclude that the benefits from eventually joining the euro area could outweigh the costs in the CEECs. Similarly, Korhonen (2001) looks at monthly indicators of industrial production in the euro area and nine accession countries (excluding Bulgaria) in Central and Eastern Europe. The issue of correlation is assessed with the help of separate VARs for the first difference of the euro area production and production in each of the accession countries. He finds that the most advanced accession countries (especially Hungary and perhaps also Slovenia) exhibit a quite high correlation with the euro area business cycle. Moreover, correlation seems to be at least as high as in some small current EMU member countries.
Indeed, business cycles in several CEECs has become strikingly similar to the business cycle of the EU (as proxied by Germany) since 1993 (see Table 4 ). At the beginning of the 1990s, the business cycles in the CEECs were determined by the so-called transitional recession.
Therefore, the correlation of business cycles was low between 1991 and 1999. The recovery in these countries has been strongly influenced by the growing exports to the EU. As a result, the business cycle of the EU has determined the developments in CEECs' economies since 1993. In particular, the correlation of growth of industrial production or GDP between Germany and Hungary (0.63 and o.75, respectively) , and Germany and Slovenia (0.77 and 0.80, respectively), has been higher than the corresponding correlations of EU countries with Germany on average (0.60 and 0.68, respectively) during this time.
However, the period of about six years might be too short to conclude that the business cycles have already become similar. In particular, this period corresponds to only about one full business cycle. Moreover, this period was characterized by only few supply and demand shocks (see Korhonen, 2001, and Horvath, 2000) . Actually, the correlations of industrial production in Germany and that in the Czech Republic 8 and Slovakia have remained relatively low. In so far the Czech Republic and Slovakia are quite similar to other
CEECs (see previous section), this indicates that country-specific shocks may still have significant effects on these economies. The difference between the Czech Republic and Slovakia, on the one hand, and the remaining CEECs, on the other hand, indicates that asymmetric shocks are still likely in the EU and the CEECs.
Indices of Endogenous Optimum Currency Area
The revealed trend to the unification of business cycles in Europe is not surprising. It fully corresponds to the endogeneity of OCA criteria. Therefore, I use equations estimated in the previous section to evaluate the potential correlation of business cycles in Germany and the CEECs given the current integration of these countries and the current level of intra-industry trade. Note that these correlations can be alternatively interpreted as indices of endogenous optimum currency area (EOCA indices) similar to those constructed by Bayoumi and Eichengreen (1997) .
A comparison of Table 4 and Table 5 shows that the correlations of business cycles in Germany and in other EU countries were on average slightly higher in the 1990s than those predicted by the EOCA indices. However, this is not so surprising. First, the European Union has reached a significant progress in the coordination of the economic policy in the member states. As a result of the introduction of the single market in 1992 and the preparations for EMU in this decade, the similarity of business cycles within the EU countries has likely been higher in the 1990s than in the previous decades. Second, Germany was selected as a proxy for the EU because it is known to dominate the European business cycle (see Bayoumi and Eichengreen, 1993) .
Using various specifications of equation (1), the correlation of industrial production and GDP in Germany and other EU countries is predicted at about 0.37 for both indicators on average.
Actually, the corresponding correlations predicted for the CEECs (EOCA indices) are only slightly lower. The Czech Republic, Poland and Hungary could potentially reach correlations as high as 0.35 on average in the medium run, while Slovak and Slovene trade is less oriented towards Germany, resulting in a lower predicted correlation of about 0.24 on average. Notes: Indices of Endogenous Optimum Currency Area are computed according to particular specification of (1) and (3) as indicated by columns' headers.
Similarly, I use (3) to compute the EOCA indices in Germany and in selected countries, which are even higher than the previous figures (see Table 5 ). In fact, the Czech Republic is predicted to have a higher correlation of industrial production with Germany than all EU countries except for France, although this prediction still remains below the realized levels in several EU countries.
The comparison of predicted, or potential, business cycle correlations for selected Western and Eastern European countries shows small differences between both regions. Further coordination of economic policy in CEECs with the EU is likely to result in a fast convergence of business cycles. Thus, the CEECs face extraordinarily favorable preconditions for a fast convergence to the business cycle in the EU (or EMU). This expectation is based on the high openness of the CEECs vis-à-vis the EU and the high shares of intra-industry trade in bilateral relations. Given first, the high potential gains from an OCA between the current EMU countries and the CEECs, as illustrated by the high importance of EU trade in the CEECs, and second, the currently observed convergence of business cycles in both regions (which is partly caused by the first observation), we can expect a strong tendency of the CEECs to join the EMU in the future.
Conclusions
This paper examines the endogeneity hypothesis of OCA criteria originally introduced by Frankel and Rose (1998) . On the one hand, this issue has significantly influenced the shape of the European monetary integration. On the other hand, there is considerable doubt whether there is a causal relationship between trade and business cycles. For example, Krugman (1993) and Eichengreen (1992) argue that integration is likely to support the specialization of participating countries according to the comparative advantage. Indeed, Krugman finds empirical support for his arguments in the specialization pattern and business cycles of the US regions. Furthermore, Kenen (2000) and Hughes Hallett and Piscitelli (2001) Furthermore, this paper addresses a controversial issue of the current enlargement agenda.
The future enlargement of the euro area by Central and Eastern European countries has initiated an intense academic and political discussion, although the membership negotiations between the EU and the associated countries have just started. This discussion is characterized by a multitude of different policy proposals, ranging from the immediate adoption of the euro in some countries (mostly in Poland and in Estonia) to suggestions that the CEECs should not
give up exchange rate flexibility in order to support their growth and convergence to the EU.
The contribution of this paper to the discussion focuses on five associated countries (the Czech Republic, Hungary, Poland, Slovenia, and Slovakia). On the one hand, this paper confirms earlier findings, e.g. that the CEECs have rapidly converged to the EU countries in terms of business cycles and trade integration. In particular, business cycles in several CEECs (Hungary, Slovenia and, to a lesser extent, Poland) are strongly correlated with the business cycle in Germany, in the period since 1993. In this respect, it may seem that Hungary, Slovenia and possibly Poland, not however the Czech Republic and Slovakia, have made headway towards constituting an optimum currency area with the EU.
On the other hand, this paper shows that the observation period is still too short to conclude that the business cycles have already become similar. In particular, this period has been characterized by only few supply and demand shocks. Furthermore, the business cycle in the Czech Republic is not correlated with that in Germany. As the Czech Republic is quite similar to other CEECs, this indicates that country-specific shocks may still have significant effects on these economies.
To shed more light on this ambiguous result, I compute the potential correlation of the business cycle in Germany and in the CEECs using Frankel and Rose's (1998) relation between the degree of trade integration and the convergence of the business cycles of trading partners. These figures may be alternatively interpreted as 'EOCA indices' following Bayoumi and Eichengreen (1997) . As a result, the high degree of trade between the EU and the CEECs represents a sound base for business cycle convergence, and thus for a fulfillment of OCA criteria to the same degree as current EU-members in the medium and long run.
