The third order linear differential equation Ly = y'" + p2(t)y" + P\{i)y' + Po(')y = 0 is studied, where />,(/) are continuous real-valued and periodic of period <o > 0. Various criteria are obtained which guarantee "partial" asymptotic stability or instability by means of effective bounds on the Floquet characteristic multipliers of Ly = 0.
1. Introduction. Consider the third order differential equation (1.1) Ly = /" + p2(t)y" + px(t)y' + p0(t)y = 0
where the pt(t) are continuous on (-oo, + oo) and periodic of period ¿o > 0. The stability properties of (1.1) are determined by the characteristic multipliers; i.e., by the roots of the Floquet characteristic equation and B = e-"7, J = (\/u)j%p2(t) dt. In [12] stability of (1.1) is related to certain periodic and multi-point de la Valeé Poussin type boundary value problems and various necessary and/or sufficient conditions are obtained for stability and instability of (1.1). These problems were also considered in [2] via the method of lower and upper solutions for the corresponding second order Riccati equation (1. 3) u" +f(t,u,u') = 0, u=y'/y, where (1.4) f(t, u, u') = 3uu' + p2u' + u3 + p2u2 + pxu + p0.
In this paper we shall be interested in obtaining lower and/or upper bounds on some or all of the characteristic multipliers which will be denoted by Xx, X2, X3. Since B = XXX2X3 it is clear that a necessary condition for asymptotic stability (i.e., |\.| < 1, / = 1, 2, 3) is that J > 0. We shall be interested in finding sufficient conditions for "partial" asymptotic stability or instability. That is, we obtain conditions under which the asymptotically stable, stable, and unstable manifolds, denoted by 6£, S, and %, respectively (i.e., the subspace of the solution space of (1.1) corresponding to characteristic multipliers of modulus |A| < 1, |X| = 1, |X| > 1), have dimension k,0<k < 3. We set da = dim &, ds = dim S, and du = dim Gli. A solution of (1.1) will be said to be oscillatory if it has infinitely many zeros in a neighborhood of + oo. The set of all oscillatory solutions will be denoted by 0. The set of all solutions of (1.1) which never vanish on ( -oo, + oo) will be denoted by 91.
If for each 0 < / < <o the characteristic polynomial of (1.1),
has real roots p¡(t), i = 1, 2, 3, which are separated by constants (i.e., px(t) < U] < p2(t) < u2 < p3(<)> 0 < f < w), then (1.1) is disconjugate on (-oo, + 00); that is, no nontrivial solution of (1.1) has more than two zeros on (-oo, + oo Let a, = sup S,, ßt = inf T¡, i = 1, 2. Thus, Sx Ç S2, Tx D T2 and a, < a2, ß2 < /?, and o(t, a¡) < 0 < o(t, /?,.), i = 1, 2. We shall see below that the stability properties of (1.1) can be related to the sets S¡, T¡, and that it is often possible to obtain effective lower bounds on a" <x2 and upper bounds on ßx, ß2 in terms of the coefficients p¡(t). The main results are in §2 below and in §3 we briefly discuss their applicability.
2. We begin this section with a result which yields upper and lower bounds on the set of positive characteristic multipliers of (1.1). Since the coefficients in equation (1.2) are all real and B = XXX2X3 > 0, there always exists at least one positive characteristic multiplier. Theorem 2.1. Let ax, ßx be defined as above (i.e., a, = sup Sx, ßx = inf Tx) and assume that for each fixed p E Sx U Tx, o(t, p) ^ 0,/or r E [0, w]. Assume further that for each 0 < t < <o equation (1.1) is disconjugate on [t, t + to]. Then any positive characteristic multiplier Xof(l.l) satisfies (2.1) ea'u <X< eß'u, and the corresponding solution yx o/(l.l) belongs to 91.
Proof. From Floquet theory, if À > 0 is a multiplier of (1.1), then the corresponding solution of (1.1) may be written yx(t) = ^(t)e1", where p = In A/to, <f>(f + ¿o) = <H0 f°r an U and «f>(0 > 0 on [0, to] by disconjugacy.
Thus, vx e 91. To prove (2.1) (i.e., ax < p < ßx), suppose first that p > ßx. Then with z(t) = ep' we find that Lz(t) = ep'a(t, p) > 0. Let exists and is nonnegative for t, s E [t0, t0 + u]. Furthermore, the solution of (2.2) may be written as o< t <u we may show that p > a,. This completes the proof.
As an immediate consequence of Theorem 2.1, we have Corollary 2.2. In addition to the hypotheses of Theorem 2.1 assume ßx < 0 (ax > 0). Then any positive characteristic multiplier X of (1.1) satisfies X < 1, and da > 1, & n 91 *= 0 (A > 1, ¿i" > 1 a«¿/ % n 91 ^ 0).
We now begin a more detailed analysis of %, S, and 91. It is convenient to consider three cases: (i) J > 0, (ii) 7 = 0, (iii) / < 0. Since B = e~^ = A,A2A3, it follows that ¿4 = 3 (i.e., asymptotic stability) occurs only in case (i), ¿4 = 3 (stability) occurs only in case (ii), and du > 1 (instability) always occurs in case (iii). Our primary concern is to obtain criteria under which da, ds, du take on various values of k, 0 < k < 3. In what follows, we will occasionally assume that the following condition holds (see also [12] ):
Condition A. We say that equation (1.1) satisfies Condition A in case for any 0 < t < to the boundary value problem Ly = 0, y(p) =y(r + w)=y(T + 2¿o) = 0 has a Green's function.
Clearly, Condition A will hold if, for example, equation (1.1) is disconjugate on [t, t + 2to] for all 0 < t < to. However, because of the particular properties of the three-point problem Condition A may also hold even though solutions of (1.1) exist with three zeros on [t, t + 2to]. Sufficient conditions for A to hold may be found in [12] .
We begin with Case (i), J > 0: Proof, (a) Theorem 2.1 and Corollary 2.2 imply the existence of a multiplier X, with B < Xx < 1 and the corresponding solution^ of (1.1) belongs to 91. Moreover, all real positive multipliers satisfy B < X < 1 by Corollary 2.2. Therefore, A2X3 = B/Xx < 1 so that one of A, or X3 satisfies |A,| < 1. To be specific, assume |X2| < 1. Thus, da > 2 and ds = 0 since complex multipliers occur only in conjugate pairs. This proves the first part of (a). Now if Condition A holds, then there are no negative multipliers. For if X < 0 is a multiplier, then there exists a solution y(t) ^ 0 of (1.1) with_y(/ + to) = Xy(t) and hence y (t) = 0 for some 0 < t < w. Thus, y(r) = y(r + w) = y(t + 2w) = 0, a contradiction. We conclude, therefore, that either all multipliers are real and satisfy 2? < A, < 1, / = 1, 2, 3, or A2, X3 are complex with |A2| = |\3| Hence, A2A3 > 1. Condition A implies that there are no negative multipliers and since there are no real multipliers > 1, it follows that A2, A3 are complex with |A2| = |A3| > 1, and the corresponding solutions of (1.1) are oscillatory. Proof, (a) Theorem 2.1 implies 1 < A, < B and % n 91 ¥= 0. Hence one of the remaining two multipliers, say A2, satisfies |A2| > 1. If Condition A holds, then there are no negative multipliers and therefore no real multipliers < 1. This implies |X,| > 1, / = 1, 2, 3, so that du = 3.
(b) If [0, -J] Ç S2 (or C T2), then as in Theorem 2.3(b), no real multiplier satisfies 1 < X < B. Therefore, either 0<X,<lorX,>i3 and in either case we have da > 1, du > 1, ds = 0, and 91 ^ 0.
(c) The proof is very similar to the proof of part (c) of Theorem 3. In general, one cannot expect that ß2 < a2 holds, for the simple reason that this is sufficient to imply that Ly = 0 is disconjugate on (-oo, + oo) and consequently all multipliers are real and positive. (Disconjugacy of Ly = 0 follows since ß2, a2 are lower and upper solutions, respectively, for the Riccati equation (1.3); see [5] , [3] .) Thus, for example, a, < ß2 < a2 < ßx < 0 implies that Ly = 0 is disconjugate and hence there are no complex or negative multipliers; furthermore, no real multipliers are > 1 if o(t, p) zé 0 f or p > 0. This means Ly = 0 is asymptotically stable (da = 3) and, therefore, 7 > 0. Similarly 0 < a, < ß2 < a2 < ßx and o(t, p) zé 0 for p < 0 implies du = 3 and 7 < 0. Conditions which are sufficient to guarantee ds = 3 in the case 7 = 0 are, in general, such that a small perturbation of the coefficients p¡(t) leads to instability (i.e., the stability problem is not well-posed; see [10] ). The next result yields conditions under which da = du = ds = 1 in the case 7 = 0. Theorem 2.6. Let 7 = 0 and assume p2(t),Po(t) are odd and px(t) is even.
Assume further that ß2 < a2. Then 0 < X2 < 1 = X, < X3 (i.e., da = ds = du = 1), and (1.1) is disconjugate on ( -oo,+ oo).
Proof. The remarks preceding the theorem imply disconjugacy of (1.1) on (-oo, + oo) and hence that all multipliers are real and positive. It suffices, therefore, to show Xx = 1. But this is immediate since by the hypotheses, equation (1.1) is not changed by the transformation t -» -t and therefore the coefficients Ax, A2 in equation (1.2) satisfy Ax = A2. Since B = 1, it follows that A, = 1 is a root of (1.2).
As our final result in this section, we have the following theorem which yields da > 1 with the assumption p2(t) = 0, by an appeal to a result on asymptotic behavior of nonoscillatory solutions for the case when oscillatory solutions exist. (See [6] .) Theorem 2.7. Assume p0(t) > 0,px(t) < 0,p2(t) = 0, and that (1.1) is disconjugate on [t, t + to] for all 0 < t < to. Suppose also that (1.1) has a (nontrivial) solution u E 0. Then (a) any positive characteristic multiplier satisfies 0 < X < 1 ; da > 1, du > 1 and (1.1) has three linearly independent solutions yx,y¿,y3 with yx E â n 91,.y^ E0;
(b) ;/, in addition, Condition A holds, then da = 1, du = 2 and y2,y3 E % n 0.
Proof. A result of Jones [6] implies that if p0 > 0, px < 0 and if (1.1) has oscillatory solutions, then any nontrivial nonoscillatory solution y(t) satisfies lim^^^i) = 0. Therefore, if X, > 0 is a positive multiplier, then since the corresponding solution yx(t) = .yAi(0 = <i>(t)ep<' E 91, it follows that p, = In A,/to < 0, 0 < A, < 1, so that A2A3 > 1 and hence either A2, A3 are both negative or complex. In any case, the corresponding solutions y2, y3 E 0. If Condition A holds, then A2, A3 must be complex so that |A2| = |A3| > 1. This completes the proof.
3. Concluding remarks. In this section we wish to briefly discuss the applicability of the results of §2.
If p0 > 0 and 3px > p\, then ap(t, p) > 0 for all p and hence a(t, p) > 0 for all p > 0 so that ßx < 0. If p0 < 0 and 3/>, > p\, then a(t, p) < 0 for all p < 0 so that a, > 0. Note also that a(t, p) > p2p2 + pxp + p0 > 0 for all p > 0 provided p0 > 0,p2 > 0 and 4p0p2 > p\. Thus, ßx < 0 in this case also. Similarly, a(t, p) < 0 for all p < 0 if p0 < 0, p2 < 0 and 4p0p2 > p2 so that a, > 0 in this case. Likewise, 0 < a, < ßx < 1 provided ct(í, 0) = />0 < 0 < a(i, 1) = 1 + p2 + px + />0 and op(r, p) > 0 for p < 0 and p > 1. Analogously, -1 < a, < ßx < 0 if a(t, 0) = p0 > 0 > a(t, -1) = -1 + p2 -Pi + Po an£l CTP(?> P) > 0 for p < -1 and p > 0. Finally, we note that ß2 < -1 < 1 < a2 if a(-1, 0 = -1 + p2 -/>, + p0 > 0 and ct(1, 0=1 + />2 + ^i + Po < 0. This holds if 1 + px < p2 + p0 < -(1 + /?,).
Sufficient conditions for Condition A to hold and for disconjugacy may be found in [12] . Other disconjugacy tests may be found in [1] , [4] , [7] , [9] , [11] . These tests combined with the remarks of the preceding paragraph allows one to give examples illustrating the results of §2. We leave this to the interested reader.
