We combine the work of Garg and Könemann, and Fleischer with ideas from dynamic graph algorithms to obtain faster (1 − ε)-approximation schemes for various versions of the multicommodity flow problem. In particular, if ε is moderately small and the size of every number used in the input instance is polynomially bounded, the running times of our algorithms match -up to poly-logarithmic factors and some provably optimal terms -the Ω(mn) flow-decomposition barrier for single-commodity flow.
INTRODUCTION
Flow problems are one of the most fundamental problems in optimization; they have a long list of scientific and engineering applications -see e.g. Ahuja et al. [1] . Usually, an instance of such problem consists of a directed graph G = (V, E, u) with capacities u : E → R + on the arcs, and a source-sink pair (s1, t1) (in case of single-commodity flow); † Supported by a Fulbright Science and Technology Award, by NSF contract CCF-0829878, and by ONR grant N00014-05-1-0148.
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or a set of k source-sink pairs {(si, ti)} 1≤i≤k (in case of multicommodity flow). The task is to find flows (f1, . . . , f k ), where f i is a flow of commodity i from s i to t i , that optimize some objective function while each flow satisfies node conservation constraints and the total flow i f i (e) of the commodities through any arc e is not exceeding its capacity u(e). The simplest multicommodity flow problem is the maximum multicommodity flow problem -in this case the objective is to maximize the sum of the flows i |f i |, where |f i | is the amount of commodity i routed from s i to t i . A generalization of this problem is the maximum weighted multicommodity flow problem in which additionally we are given weights w 1 , . . . , w k and we want to maximize the weighted sum of the flows i w i |f i |. Another popular variation of the multicommodity flow problem is the maximum concurrent flow problem. In this problem, we are given a set of k positive demands d 1 , . . . , d k and are asked to find a multicommodity flow that is feasible (i.e. obeys arc capacities) and routes λd i units of commodity i between each sourcesink pair (si, ti) -the goal is to maximize the value of λ. If there is a cost function c : E → R + associated with arcs, where c(e) is the price of routing one unit of flow through arc e, the minimum cost concurrent flow problem is to find a maximum concurrent flow whose total cost i.e. the sum of the costs incurred by the flow on each arc, is within some target budget B.
Although all the problems defined above can be solved optimally in polynomial time by formulating them as linear programs, in many applications it is more important to compute an approximate solution fast than to compute an optimal one. Therefore, much effort was put into obtaining efficient fully polynomial-time approximation schemes (FPTAS) for multicommodity flow problems. A fully polynomial-time approximation scheme for a maximization problem is an algorithm that, given an instance of the problem and an accuracy parameter ε > 0, computes, in time polynomial in the size of the input and 1/ε, a solution that has objective value within a factor of (1 − ε) of the optimal one.
Previous work
Over the past two decades there has been a rich history of results providing FPTASes for multicommodity flow problems. Shahrokhi and Matula [31] presented the first combinatorial fully polynomial-time approximation scheme for the maximum concurrent flow problem with uniform arc capacities, and introduced the idea of using an exponential length function to control arc congestion. Subsequently, a series of results [19, 21, 13, 15, 25, 32, 26, 18, 16] based on Langrangian relaxation and linear programming decomposition yielded algorithms that had significantly improved running time and could be applied to various versions of the multicommodity flow problem with arbitrary arc capacities. All the above algorithms compute an initial (infeasible) flow and then redistribute it from more congested paths to less congested ones by repeatedly solving an oracle subproblem of either minimum cost single-commodity flow [21, 13, 15, 26, 18, 16] , or shortest path [31, 19, 25, 32] .
In [33] , Young deviated from this theme by presenting an oblivious rounding algorithm that avoids rerouting of the flow. Instead, it builds the solution from scratch. At each step it employs shortest path computations (with respect to exponential length function that models the congestion of the arcs) to augment the flow along suitable (i.e. relatively uncongested) paths. At the end, it obtains the final feasible solution by scaling down the flow by the maximum congestion it incurred on arcs. A similar approach was taken by Garg and Könemann [12] ; however they managed to provide an elegant framework for solving multicommodity flow problems that yields a simple analysis of the correctness of the obtained algorithms. This allowed them to match and, in some cases, improve over the running time of the algorithms obtained via the redistribution methodology. Subsequently, Fleischer [11] used this framework to develop significantly faster algorithms for various multicommodity flow problems. In particular, for the maximum multicommodity flow problem she managed to obtain a running time of O(m 2 ε −2 ) (where O(·) notation hides poly-logarithmic factors) that is independent of the number of commodities. For the weighted version, she proposed an algorithm running in O(m 2 ε −2 min{log M, k}) time, where log M is the upper bound on the size of binary representation of every number used in the input instance. For the maximum (resp. minimum cost) concurrent flow problem her algorithm has a running time of O((m+k)mε −2 ) (resp. O((m+k)mε −2 log M )). Her results for both versions of the concurrent flow problem were later improved by Karakostas [17] , who was able to reduce the term in the running time that depends on k from O(kmε −2 ) (resp. O(kmε −2 log M )) to O(knε −2 ). Interestingly, he also showed that if we want to obtain the (1 − ε)-approximation of only the value of the maximum (resp. minimum cost) concurrent flow rate (without obtaining the actual flow) then this can be done in O(m 2 ε −2 ) (resp. O(m 2 ε −2 log M )) time.
All the above algorithms have quadratic dependence of their running times on 1/ε. Klein and Young [20] give evidence that this quadratic dependence is inherent for Dantzig-Wolfe-type algorithms 1 -all the FPTASes mentioned so far are of this type. As it turns out, better dependence on 1/ε can be obtained. Bienstock and Iyengar [6] adapted the technique of Nesterov [23] to give an FPTAS that has O( 1 ε log 1/ε ) dependence on 1/ε. Very recently, Nesterov [24] obtained an approximation scheme where this dependence is just linear. However, both these algorithms repeatedly solve a convex 1 A Dantzig-Wolfe-type algorithm for a fractional packing problem -in which the goal is to find x in some polytope P that satisfies the set of packing inequalities Ax ≤ b -is an algorithm that accesses P only by queries of the form: "given a vector c, what is the x ∈ P minimizing c · x?". quadratic program as their oracle subproblem. This causes their running time to have a worse dependence on parameters other than 1/ε compared to the algorithms described above -for example, the approximation scheme due to Nesterov has the running time of O(k 2 m 2 ε −1 ).
Our contribution
We build on the work of Garg and Könemann [12] and Fleischer [11] to obtain faster approximation schemes for various versions of multicommodity flow problems. At a high level -when the size of every number used in the input instance (e.g. capacities, weights, and costs on arcs) is polynomially bounded -our improvements break the bottlenecking term of Ω(m 2 ε −2 ) that all the previous Dantzig-Wolfe-type algorithms suffer from, by substituting it with O(mnε −2 ) term. Our result is based on two main ideas.
The first one stems from an observation that the shortestpath subproblems that algorithms following the framework of Garg-Könemann solve repeatably are closely related. Each successive subproblem corresponds to the same underlying graph -only the lengths of some of the arcs are increased. This suggests that treating each of these subproblems as an independent task -as it is the case in all the previous algorithms -is suboptimal. One might wonder, for example, whether it is possible to maintain a data structure that allows answering such a sequence of shortest-path queries more efficiently than just by computing everything from scratch in each iteration. Indeed, it turns out that this kind of questions were already studied extensively in the area of dynamic graph algorithms (see e.g. [10, 3, 7, 9, 27, 4, 8, 28, 30, 29, 5] ). In particular, the data structure that we would like to maintain corresponds to the decremental dynamic allpair shortest path problem. Unfortunately, if we are interested in solutions whose overall running time is within our intended bounds, then it seems there is no suitable existing result that can be used (see section 3 for details).
This lack of existing solution fitting our needs brings us to the second idea of the paper. We note that when we employ the Garg-Könemann framework to solve multicommodity flow problems, it is not necessary to compute the (approximately) shortest path for each shortest-path subproblem. All we really need is that the set of the suitable paths over which we are optimizing the length comes from a set that contains all the flowpaths of some fixed optimal solution to the multicommodity flow instance that we are solving. To exploit this fact, we introduce a random set of paths P (see Definition 5) -that can be seen as a sparsification of the set of all paths in G, and that with high probability has the above-mentioned property. Next, we combine the ideas from dynamic graph algorithms to design an efficient data structure that maintains all-pair shortest path distances with respect to the set P. This data structure allows us to modify (in an almost generic manner) the existing algorithms for various multicommodity flow problems that are based on the Garg-Könemann framework and transform them into Monte-Carlo algorithms with improved running times.
The summary of our results and their comparison with the previous ones can be found in Figure 1 . Note that there exist instances of concurrent flow problems (see Figure 2 ) for which any (approximately) optimal solution has representation size of Ω(kn). Therefore, in the setting where ε Problem Previous best This paper is fixed or moderately small, say 1/ log O(1) n, and the size of every number used in the input instance is polynomially bounded, the corresponding O(kn) term in the running time of our algorithms for concurrent flow problems is optimal (up to poly-logarithmic factors). Interestingly, in this setting, the running time of all our algorithms matches -up to poly-logarithmic factor and modulo the nearly-optimal O(kn) term in case of concurrent flow problems -the Ω(mn) flow-decomposition barrier for single-commodity flows. Recall that in the case of the maximum single-commodity flow problem Goldberg and Rao [14] presented an algorithm that improves upon this barrier. Therefore, we find the question whether one can also achieve a similar improvement for the maximum multicommodity flow problem very intriguing. 2
Notations and Definitions
Let G = (V, E, u) be a directed graph with capacities u : E → R + . In addition to capacities, we will often equip arcs of G with lengths given by some length function l : E → R + . For any directed path p in G, by the length of p with respect to l we mean a quantity l(p) := e∈p l(e). For any two vertices u and v of G, a u-v path is a directed path in G that starts at u and ends at v. We define distance from u to v (with respect to l) for u, v ∈ V to be the length (with 2 Note that the only obvious lower bound for the running time of an algorithm solving the maximum multicommodity problem is Ω(m + min{k, n}n). This bound can be established by constructing instances as in Figure 2 , where each of k ≤ n commodities corresponds to the source-sink pair (s i , t i ) for 1 ≤ i ≤ k, all the arcs outgoing from s i s have capacity of 1, and the rest of the arcs have capacity of k. Clearly, any (approximately optimal) solution to such instances has representation size of Ω(min{k, n}n). respect to l) of the shortest u-v path. We will omit the reference to the length function l whenever it is clear from the context which length function we are using.
For 1 ≤ i ≤ k, we denote by P i the set of all s i -t i paths in G, where {(s i , t i )} i is the set of k source-sink pairs of the instance of the multicommodity flow problem we are considering. Let P = k i=1 Pi. For a given subset U ⊆ V of vertices, let P(U ) be the set of all paths in P that pass through at least one vertex from U . Finally, for a given j > 0, let P(U, j) be the set of all the paths from P(U ) that consist of at most j arcs.
Outline of the paper
We start with section 2 where we illustrate the Garg-Könemann framework [12] for the maximum multicommodity flow problem -we also outline the current best algorithm for this problem due to Fleischer [11] . Next, in section 3, we introduce the main ideas and tools behind our results -the connection between fast approximation schemes for multicommodity flow problems and dynamic graph algorithm for maintaining (approximately) shortest paths with respect to the sparsified set of paths. In particular, we formally define the set P, and the (δ, Mmax, Mmin, P)-ADSP data structure that we will be using for maintenance of the (approximately) shortest paths that we are interested in. We conclude in section 4 with showing how these concepts lead to a more efficient algorithm for the maximum multicommodity flow problem, and stating the results obtained for the weighted version of the problem as well as for the maximum concurrent flow problem and its generalization to the version with costs.
Augment the flow f by routing u units of flow along the path p foreach arc e in p do l(e) ← l(e)(1 + εu u(e) ) end return f 
GARG-KÖNEMANN FRAMEWORK FOR SOLVING MULTICOMMODITY FLOW PROBLEMS
Our algorithms will follow the framework for solving multicommodity flow problems that was developed by Garg and Könemann [12] (see also [2] for a presentation of this framework from a slightly different perspective). For illustrative purposes, we focus only on the variation of the framework for the maximum multicommodity flow problem.
The starting point of this framework is the following pathbased linear programming formulation of the maximum multicommodity problem:
Here fp represents the flow on path p ∈ P, and we recall that P is the set of all si-ti paths in G, where {(si, ti)}i is the set of k source-sink pairs of the instance of the maximum multicommodity flow problem we are considering. The dual of this linear program corresponds to assigning lengths l(·) to the arcs in such a way that length of every path in P is at least one and the total volume of the network i.e.
Intuitively, the total volume is an upper bound on the value of the maximum multicommodity flow, since when lengths l(·) constitute a feasible dual solution, routing one unit of flow between any source-sink pair uses up a volume of at least one.
To find a (1 − ε)-approximate solution to the above linear program (1) and thus to obtain corresponding multi-commodity flow, Garg and Könemann employ an algorithm presented in Figure 3 . The algorithm maintains flow f , and a length function l. Initially, f = 0, and l = γ i.e. there is no flow routed, and the length of each arc is γ, where γ = (1 + ε)/((1 + ε)n) 1/ε is very small. Now, as long as there are paths in P having length smaller than one, the algorithm chooses the shortest path p among these paths and augments the flow f along it. The amount of flow routed over p is equal to the bottleneck capacity u of p i.e. u is the minimal capacity among all the capacities of the arcs of p. After augmenting the flow, we update the length function by multiplying the length l(e) of each arc e of p by a factor of (1 + εu u(e) ). It is not hard to see that the final flow f produced by the above procedure may violate some of the arc capacities. Therefore, to obtain a feasible solution we need to scale the final flow f down by the maximum congestion f incurred on arcs. Since we only augment the flow along paths with length smaller than one and our length update rule ensures that the length of arcs is exponential in their congestion, we can conclude that this maximum congestion is not very large.
Lemma 1 (see [12] ). The flow obtained by scaling the final flow f down by log 1+ε 1+ε γ is feasible.
Moreover, the fact that we always augment the flow along the shortest path in P -which intuitively means that we aim at routing the flow through arcs that are relatively uncongested -allowed Garg and Könemann to bound the quality of the obtained solution.
Lemma 2 (see [12] ). If f is the final flow computed then
The key ingredient in the proof of the above lemma is an observation -a simple consequence of weak duality between linear programs (1) and (2) -that for any length function l there is always a path p in P whose length with respect to l is at most 1/OP T fraction of the total volume of the graph G i.e. l(p) ≤ e l(e)u(e) OP T . Now, to analyze the running time of the algorithm, we note that in each augmentation the length of the arc with bottleneck capacity increases by a factor of (1 + ε). Since no arc achieves a length bigger than (1 + ε), there can be at most m log 1+ε 1+ε γ = O(mε −2 ) augmentations of the flow. To perform each such augmentation we have to find the shortest path in P, this can be done in O(km) time by running Dijkstra's algorithm from each possible source. This establishes the following theorem.
Theorem 3 (see [12] ). For any ε > 0 one can compute (1 − 2ε)-approximation to maximum multicommodity flow problem in time O(km 2 ε −2 ). Subsequently, Fleischer [11] presented a more efficient version of the above algorithm. Her improvement is based on the realization that whenever we need the shortest path in the Garg-Könemann algorithm, it is sufficient to compute an (1 + ε)-approximately shortest path. This allows for modification of the algorithm of Garg and Könemann to avoid solving the shortest-path problem for all the sourcesink pairs each time the flow is augmented. Instead, we cycle through all commodities, keeping augmenting the flow along the shortest path corresponding to given commodity as long as the length of this path is at most (1 + ε) α -where α is a lower bound estimate of the current length of the shortest path in P maintained by the algorithm -and moving on once it does not. To start, we set α = γ and we do not increase its value as long as we manage to augment the flow along some path in P of small enough length (i.e. at most (1 + ε) α). Once we are unable to find such a path i.e. our cycling through commodities made a full cycle, we set α ← (1 + ε) α, and start cycling again unless α is already bigger than one -in which case we scale the obtained flow down to make it feasible and the algorithm terminates. The algorithm is presented in Figure 4 . An important implementation detail is that when cycling through commodities, we group together source-sink pairs that share the same source. This allows us to take advantage of the fact that one execution of Dijkstra's algorithm computes simultaneously the shortest paths for all these pairs. To see why the above modifications reduce the number of shortest path computations needed, notice that each execution of Dijkstra's algorithm either results in flow augmentation, or causes us to move on in our cycling to the next group of commodities that was not yet examined. Note that our way of updating the value of α ensures that there is at most log (1+ε) Theorem 4 (see [11] ). For any 0.15 > ε > 0 the algorithm in Figure 4 
SOLVING MULTICOMMODITY FLOW PROBLEMS AND DYNAMIC GRAPH ALGORITHMS
As described in the previous section, the approximation scheme for the maximum multicommodity flow problem due to Garg and Könemann [12] finds a near-optimal solution by repeatedly solving the oracle subproblem of computing the shortest path in graph G with respect to some evolving length function l. (The same general approach is also used for the other variants of multicommodity flow problems.) As a consequence, the running time of the resulting approximation schemes is dominated by the time needed to solve these subproblems using Dijkstra's algorithm. By careful choice of the subproblems as well as better utilization of the computed answers, the number of these (single-source) shortest path computations was reduced considerably in subsequent improvements due to Fleischer [11] and Karakostas [17] . However, the reduced numbers are still Ω(mε −2 ) which leads to a time complexity of Ω(m 2 ε −2 ) for the corresponding algorithms.
The main observation behind the construction of our improved approximation schemes is that treating each of the oracle subproblems as an independent task (and thus using Dijkstra's algorithm each time), as the above-mentioned results do, is suboptimal. After all, each successive subproblem corresponds to the same underlying graph -only with lengths of some of the arcs increased. Therefore, one might hope to construct a data structure that solves such a sequence of subproblems more efficiently than by computing each time everything from scratch. More precisely, one might wonder whether there is an efficient data structure that maintains a directed graph G with lengths on arcs and supports operations of: increasing a length of some arc; answering shortest-path distance query; and returning shortest vertex-to-vertex path.
It turns out that the problem of designing such a data structure is already known in the literature as the decremental dynamic all-pairs shortest path problem and extensive work have been done on this and related problems (see e.g. [10, 3, 7, 9, 27, 4, 8, 28, 30, 29, 5] ). However, if we are interested in solutions whose overall running time is within our intended bounds, the result that is closest to what we need is the one by Roditty and Zwick [28] . They show if G were undirected and had positive, integer lengths on edges, with maximum length being b, a (1+δ)-approximate solution to the decremental dynamic all-pair shortest path problem can be implemented with total maintenance time of O( mnb δ ), O(1) time needed to answer any vertex-to-vertex shortestpath distance query, and returning shortest vertex-to-vertex path in O(n) time. 3 Unfortunately, in our applications the graph G is not only directed, but also the lengths of the arcs (when we scale them to make them integral) can be of order of b = Ω(n 1/ε ) with ε < 0.15. Therefore, the resulting run-ning time would be prohibitive. Further, the construction of Roditty and Zwick assumes that the sequence of operations to be handled is oblivious to the behavior of the data structure (e.g. to its randomized choices). This feature is a shortcoming from our point of view since in our setting the way the length function of the graph evolves depends directly on which shortest paths the data structure chose to output previously.
To circumvent this lack of suitable existing solutions, we realize that for our purposes it is sufficient to solve a simpler task than the decremental dynamic all-pairs shortest path problem in its full generality (i.e. in the directed setting, and allowing large lengths on arcs and adversarial requests). Namely, when we are using the Garg-Könemann framework to solve multicommodity flow problems, it is not necessary to compute for each subproblem the (approximately) shortest path among all the suitable paths in the set P. As we will prove later, to establish satisfactory bounds on the quality of the final flow, it suffices that whenever we solve some shortest-path subproblem, the set of suitable paths over which we are optimizing the length comes from a set that contains all the flowpaths of some fixed optimal solution to the instance of the multicommodity flow problem that we are solving.
With this goal in mind, we define the following random subset P of paths in P. 4 One may view P as a sparsification of the set P.
Definition 5. For j = 1, . . . , log n , let S j be a random set obtained by sampling each vertex of V with probability p j = min{ 10 ln n 2 j , 1}. Define P := log n j=1 P(S j , 2 j ), where P(U, j ) for a given U ⊆ V , and j > 0 is the set of all paths in P that consist of at most j arcs and pass through at least one vertex of U .
It turns out that this sparsification P retains, with high probability, the key property that we need. Proof. Let p 1 , . . . p q be the decomposition of the flow f into flowpaths. By definition, all p i are contained in the set P. Furthermore, by standard flow decomposition argument we know that q ≤ km ≤ n 4 . Let us focus now on some particular path p i . Let 1 ≤ t ≤ n be the number of arcs in this path, and let j * be the smallest j for which t ≤ 2 j . The probability that p i ∈ P(S j * , 2 j * ) ⊆ P is exactly the probability that at least one vertex from p is in Sj * . Simple computation shows that the probability that none among t + 1 vertices of p i is in P(S j * , 2 j * ) is at most
Therefore, by union bounding over all q ≤ n 4 paths p i , we get that indeed {p 1 , . . . , p q } ⊆ P with high probability.
(δ, M max , M min , Q)-ADSP data structure
Once we defined set P, our goal is to devise an efficient way of maintaining the (1 + δ)-approximate shortest paths with respect to it. We start by formally defining our task. 4 It is worth noting that a very similar set was used in [28] albeit with a slightly different motivation.
Definition 7. For any δ ≥ 0, M max ≥ 2M min > 0 and a set of paths Q ⊆ P, let the δ-approximate decremental (Mmax, Mmin, Q)-shortest path problem ((δ, Mmax, Mmin, Q)-ADSP, for short) be a problem in which one maintains a directed graph G with a length function l on its arcs that supports four operations (sometimes we will refer to these operations as requests):
• Distance(u, v, β 
Intuitively, β is our guess on the interval [β, 2β] in which the length of the shortest path we are interested in is. We say that β is (u, v)-accurate for given (δ, M max , M min , Q)-ADSP data structure R and u, v ∈ V , if the length d * of the shortest u-v path in Q is at least β and the data structure R returns a finite value in response to Distance(u, v, β) query. Note that if β is (u, v)-accurate then the δβ-additive error guarantee on the distance estimation supplied by R in response to Distance(u, v, β) query implies a (1 + δ) multiplicative error guarantee. Also, as long as d * is at least M min (this will be always the case in our applications), we can employ binary search to ask O(log log M max /M min ) Distance(u, v, ·) queries and either realize that d * is bigger than Mmax, or find 0 ≤ i ≤ log Mmax/2Mmin such that β i = min{2 i M min , M max /2} is (u, v)-accurate. 5 Finally, it is worth emphasizing that we do not require that the paths returned in response to Path(·, ·, ·) queries are from Q -all we insist on is just that all the suitable paths from Q are considered when the path to be returned is chosen.
Using the ideas and tools from dynamic graph algorithms we can obtain an implementation of the (δ, Mmax, Mmin, P)-ADSP data structure that is tailored to maintain the shortest paths from set P and whose performance is described in the following theorem. The proof of the theorem appears in the full version of the paper [22] . 3.2 Solving the decremental dynamic all-pair shortest paths problem using an ADSP data structure Interestingly, we can use the (δ, Mmax, Mmin, P)-ADSP data structure construction from Theorem 8 to obtain a (1 + ε)-approximate solution to the oblivious decremental dynamic all-pair shortest path problem in directed graphs with rational arc lengths, where obliviousness means that the sequence of requests that we process does not depend on the randomness used in the solution.
Theorem 9. For any 1 > ε > 0, and L ≥ 1 there exists a (1 + ε)-approximate Monte Carlo solution to the oblivious decremental dynamic all-pair shortest paths problem on directed graphs where arc lengths are rational numbers between 1 and L, that has total maintenance cost of O(mn log L ε ) plus additional O(1) per increase of the length of any arc, and answers shortest path queries for any vertex pair in O(n(log log (1+ε) L)(log log L)) time.
Note that even when we allow lengths to be quite large (e.g. polynomial in n), the maintenance cost of our solution is still similar to the one that Roditty and Zwick achieved in [28] for undirected graphs with small integer lengths. Unfortunately, our distance query time is O(n) instead of the O(1) time obtained in [28] . So, the gain that we get over a naïve solution for the problem is that we are able to answer ((1 + ε)-approximately) shortest path queries for any vertex pair in O(n) time, as opposed to the O(m + n log n) time required by Dijkstra's algorithm. The proof of the theorem appears in the full version of the paper [22] .
MAXIMUM MULTICOMMODITY FLOW
We proceed to develop a faster algorithm for the maximum multicommodity flow problem. As we indicated in the previous section, the basic idea behind our improvement is modification of Fleischer's algorithm (presented in Figure 4 ) to make it exploit the dependencies between the oracle subproblems. More precisely, instead of employing Dijkstra's algorithm each time, we answer the shortest-path questions by querying a (δ, M max , M min , P)-ADSP data structure (as described in Theorem 8) that we maintain for appropriate choice of δ, Mmax, and Mmin, and where P is a sparsification of P, as described in Definition 5. However, the straightforward implementation of this idea encounters some difficulties.
First, we have to justify the fact that while answering shortest-path queries we take into account mainly paths in P, as opposed to the whole set P. Second, an important feature of Dijkstra's algorithm that is exploited in Fleischer's approximation scheme, is the fact that whenever one computes the distance between a pair of vertices using this algorithm it simultaneously computes all single-source shortestpath distances. Unfortunately, in our case we cannot afford to replicate this approach; thus we need to circumvent this issue in a more careful manner. We address these problems below.
Existence of short paths in P
As mentioned in section 2, the key ingredient used in the Garg-Könemann framework to bound the quality of the solution for the maximum multicommodity flow problem is the fact that for any length function l of G there is always a path p in P with length l(p) being at most e l(e)u(e)/OP T . We prove now that with high probability the same property still holds when we consider only paths in P.
Lemma 10. With high probability, for any length function l, there exists a path p ∈ P with l(p) ≤ e l(e)u(e) OP T , where OP T is the optimal value of the maximum multicommodity flow.
Proof. Let f * = (f * 1 , f * 2 , . . . , f * k ) be some optimal multicommodity flow with i |f * i | = OP T . By Lemma 6 we know that with high probability P contains all the flowpaths p1, . . . , pq of f * . The fact that f * has to obey the capacity constraints implies that e l(e)u(e) ≥ q j=1 l(pj)f * (pj). But OP T = i |f * i | = q j=1 f * (pj); an averaging argument shows that there exists a j * such that l(pj * ) ≤ e l(e)u(e) OP T as desired.
To get a slightly different perspective on the above statement, note that the only property of P we are using in the proof is that it contains (with high probability) all the flowpaths of some optimal solution. This means that if we consider a restriction LP of the linear program (1) in which we set to zero all the variables f p with p ∈ P \ P, then with high probability the optimum of this restricted linear program LP is still equal to the original optimum i.e. OP T . Therefore, one may view the statement of the above lemma as a simple consequence of the weak duality between LP and its dual linear program.
Randomized cycling through commodities
For a given value of α, and some (δ, M max , M min , P)-ADSP data structure R, we say that a source-sink pair (s, t) is admissible for α (with respect to R) if upon querying R with Distance(s, t, α) the obtained answer is at most (1 + 2δ) α. In other words, (s, t) is admissible for α if R's estimate of the distance from s to t in P is small enough that our algorithm could choose to augment the flow along this path -provided α was its current lower-bound estimate of the length of the shortest path in P. Obviously, our algorithm is vitally interested in finding source-sink pairs that are admissible for its current value of α -these pairs are the ones that allow augmentation of the flow.
Unfortunately, given the set of all possible pairs {(s i , t i )} i , and the data structure R, it is not clear at all which one among them (if any) are admissible for given α. Note, however, that if we deem some source-sink pair (s, t) inadmissible for α (by querying R for the corresponding s-t distance) then, since our length function is always increasing, this pair will never become admissible for α again. This suggests the following natural approach for identification of admissible pairs for a given α. We cycle through all the sink-source pairs and query R for the corresponding distance, we stick with one pair as long as it is admissible, and move on once it becomes inadmissible. Clearly, the moment we cycled through all pairs, we know that all the pairs are inadmissible for α with respect to the current length function l. The problem with this approach is that the resulting number of s-t distance queries is at least k and thus this would lead to the somewhat prohibitive bottleneck of Ω(kn) in the running time (note that k can be Ω(n 2 )).
To alleviate this problem we note that a very similar issue arose in Fleischer's algorithm -she avoided the above bottleneck by grouping the source-sink pairs according to common sources and exploiting the fact that Dijkstra's algorithm computes all single-source shortest-path distances simultaneously. Therefore, one execution of Dijkstra's algorithm either finds an (analog of) admissible pair, or deems all the pairs sharing the same source inadmissible. Unfortunately, although our ADSP data structure allows singlesource shortest-path distance queries, these queries require O(m) time and we cannot afford to use them to obtain st distances in the manner Fleischer did -this could cause Ω(m 2 ε −2 ) worst-case running time. We therefore devise a different method of circumventing the bottleneck. To describe it, let us assume that we are given some vertex s, and a set I(s) of source-sink pairs that have s as their common source and that have not yet been deemed inadmissible for our current value of α. Our procedure samples log n source-sink pairs from I(s) and checks whether any of them is admissible using the Distance(·, ·, ·) query. If so, then we return the admissible pair found. Otherwise, i.e. if none of them was admissible, we use the SSrcDist(·, ·) query to check which (if any) source-sink pairs in I(s) are inadmissible, remove them from the set I(s) and return an admissible pair (if any was found). We repeat the whole procedure -if I(s) became empty, we proceed to the next possible source s -until we examine all source-sink pairs. The algorithm is summarized in Figure 6 -for convenience, we substituted for δ, M max , and M min the actual values used in our algorithm. The intuition behind this procedure is that if all log n samples from I(s) turned out to be inadmissible then with probability at least (1 − 1 n ), at least half of the pairs in I(s) is inadmissible, and therefore the SSrcDist(·, ·) query will reduce the size of I(s) by at least half. Therefore, as we will show later, the expected number of SSrcDist(·, ·) queries is not too large.
Our algorithm
We present our algorithm for the maximum multicommodity flow problem in Figure 5 . As we already noted, the basic idea behind it is making Fleischer's algorithm (presented in Figure 4 ) to answer distance queries using an (ε/2, 1, γ, P)-ADSP data structure (where P is constructed as in Definition 5). To implement this idea efficiently, we incorporated the randomized cycling through commodities described above. The following theorem is proved in the full version of the paper [22] .
Theorem 11. For any 0.15 > ε > 0, with high probability, the algorithm presented in Figure 5 finds a (1 − 3ε) approximate solution to the maximum multicommodity flow problem in expected O(mnε −2 ) time.
Weighted maximum multicommodity flow
Recall that the weighted maximum multicommodity flow problem is a generalization of the maximum multicommodity problem in which each commodity i has a positive weight w i associated with it and we want to find a solution f = (f 1 , . . . , f k ) that maximizes i w i |f i |. By scaling, we may ensure that the minimum weight is one, and maximum weight has some value W . In the full version of the paper [22] , we present a simple modification of our algorithm for the maximum multicommodity flow problem that can solve this generalization. We prove there the following statement. 
Maximum concurrent flow
In the maximum concurrent flow problem, in addition to graph G = (V, E) with capacities u(·) (we assume that min e u(e) = 1, and let U := max e u(e)), and k source-sink pairs (si, ti), we also have a demand di > 0 associated with each commodity i. The task is to find a feasible multicommodity flow routing λd i units of each commodity i for maximum λ. The following theorem is proved in the full version of the paper [22] . 
Minimum cost concurrent flow
As noted in [12] and [11] , the approach for solving the maximum concurrent flow problem extends easily to the case of the minimum cost concurrent flow problem in which we additionally have a cost function c(·) on arcs (routing one unit of flow along arc e incurs a cost of c(e)), and we are interested in finding maximum concurrent flow whose total cost is within some target budget B. In fact, as pointed out in [11] , this extension can be easily adapted to handle multiple budgets B j corresponding to different cost functions c j . In the full version of this paper [22] we outline a modification of our algorithm for the maximum concurrent flow problem that establishes the following corollary. 
