Abstract-Among various statistical and data mining discriminant analysis proposed so far for group classification, linear programming discriminant analysis have recently attracted the researchers' interest. This study evaluates mult i-group discriminant linear programming (MDLP) for classificat ion problems against well-known methods such as neural networks, support vector machine, and so on. MDLP is less complex co mpared to other methods and does not suffer fro m local optima. However, somet imes classification becomes infeasible due to insufficient data in databases such as in the case of an Internet Service Prov ider (ISP) small and med iu m-sized market considered in this research. This study proposes a fuzzy Delphi method to select and gather required data. The results show that the performance of MDLP is better than other methods with respect to correct classification, at least for small and medium-sized datasets.
I. Introduction
The applications of classification methods are wideranging and the advent of powerful info rmation systems since the mid-1980s has renewed interest about classification techniques [1] . Differentiat ing between patients with strong prospects for recovery and those highly at risk, between customers with good credit risks and poor ones, or between promising new firms and those likely to fail, are among the most known applications [2] . Especially managers use classification techniques to make decisions in different business operation areas. At its broadest, classification could cover any context in which some decision is made on the basis of currently available information. Then, classification is a method for making judgments in new situations [3] . For instance, rather than targeting all customers equally or providing the same incentive offers to all customers, managers can select those customers who meet some p rofitability criteria based on purchasing behaviors [4] . However, due to the nature of classification problem, a spectrum of techniques is needed because no single technique always outperforms others under all situations [5] . Various methods have been proposed for solving classification problems which can be divided into two categories: parametric and non-parametric discriminant methods. There are no pre-defined assumptions in non-parametric methods. However, parametric methods make strong parametric assumptions such as multivariate normal populations with the same variance/covariance structure, absence of mu lti co-linearity, and absence of specification errors [6] . Classification methods can also be grouped as statistical approaches such as Linear Discriminant Analysis (LDA) and Logistic Regression (LR), artificial intelligence or machine learning techniques such as Artificial Neural Netwo rk (A NN) and Support Vector Machine (SVM) and Operat ion Research techniques such as Linear Programming (LP) and Goal Programming (GP).
The earliest discriminant method proposed by Fisher in 1936. This method of discrimination requires that the sample to be distributed normally and the variancecovariance matrices of the two groups to be homogeneous. Mangasarian also was the first who used LP method for classification problems [7] . Linear Programming method have some advantages over other approaches which can be enumerated as follow: First, there is no assumption about the functional form and hence it is distribution free. Second, they are less sensitive to outliers. Third, they do not need large datasets. Nonetheless, linear programming methods also have a disadvantage, which is the lengthy computation. However, immense increase in computing power and drop in computing cost overcome the disadvantage and made LP methods practical.
This research uses Linear Discriminant Analysis, Logistic Regression, Support Vector Machine, and Artificial Neural Network vis-a-vis Multi-Group Discriminant Linear Programming (MDLP) discriminant analysis to classify the customers of an Internet Service Provider co mpany based on their real demographic data including age, gender, education, income, purpose, in order to present the strength and accuracy of classification models, especially for MDLP.
One major p roblem of classification methods, especially for s mall businesses or E-businesses, is the dispersed, deficient and redundant data in their databases. For this reason, researchers usually use synthetic or simulated data; however, it is not realistic. That is why the application of fu zzy Delphi is suggested in this study for the selection of the required features. This helps companies to classify their customers with their current rudimentary databases; otherwise they should wait for months or years for depositing the data and it is obviously undesirable in today competitive environment.
To achieve this purpose, the ISP co mpany dataset was used to segment the customers based on RFM (Recency, Frequency and Monetary) model by different clustering methods such as K-means, Self-OrganizingMap, Two-Step Clustering and Data Envelopment Analysis. The customers have been grouped in three distinct segments. Each segment comprises its own average R, F and M value which is an indication of customer lifetime value (CLV). The acquired informat ion obtained in clustering step, is utilized for the purposes of this paper.
The organizat ion of this paper is as fo llo ws: brief description of various classification methods which will be covered in section 2. Section 3 presents data preparation using fuzzy Delphi. Section 4 shows the computational results and exhib its the performance of different classification methods including MDLP.
II. Classification Methods
Well-known classification methods including Logistic Regression, Linear Discriminant Analysis, Artificial Neural Network, Support Vector Machine and Multi-group Discriminant Linear Programming are introduced in this section briefly.
Logistic Regression (LR)
Logistic regression is a modeling procedure where a set of independent variables are used to model a dichotomous criterion variable using maximu m likelihood estimat ion (M LE) procedure. Therefore, it is appropriate for direct marketers who would like to model a dichotomous variable such as buy/don't buy, default/don't default, and so on. The availability of sophisticated statistical software and high speed computers has further increased the utility of logistic regression. The predicted value is the response probability, which varies fro m ze ro to one [8] . In logistic regression, the probability of a d ichotomous outcome is related to a set of predictor variab les in the form of following function:
Where p is the probability of the outcome of interest, β 0 is the intercept term, and β i (i=1,…,n) represents the coefficient associated with the corresponding explanatory variab le x i (i=1,…,n) [9] . The dependent variable is the logarith m of the odds, [log [p / (1− p) ]]which is the logarithm of the ratio of two probabilit ies of the outcome of interest. For instance, if we are interested to measure the effect of independent variables such as consumption of tobacco cigarette and alcohol on blood status indices and 25 of 100 persons have indications in their blood, then it can be said the odds is 25 to 75 or one-third. However, when the probability of occurrence is too high or too low, odds go to infin ity. Then the logarithm of odds is usually used to resolve this problem. The logarithm of odds is named logit. If the logit is negative, it means the odds is against the event occurrence and vice vers a. If the odds is 50-50, the logit is zero. In this research, we use multino mial logistic regression, because the dependent variable is a three-class categorical variable which indicates three pre-defined market segments.
Fisher Linear discriminant Function (LDF)
Database marketers frequently use discriminant analysis as an alternative to logistic regression. Discriminant analysis is a mult ivariate technique identifying variab les that explain the differences among several groups and that classify new observations or customers into the previously defined groups [10] . This method separates classes by linear frontiers to group the data to be classified around the centre of gravity (average) of each class and to create a linear hyperplane between the classes. This method requires certain assumptions: the normality distribution of the samples, homogeneity of the variances -covariances matrices [2] . If we have n variables, the discriminant function is as follows:
Where X ij is ith individual's value of the jth independent variable, b j is discriminant coefficient for the jth variable, Z i is ith individual's discriminant score and Z c is critical value for the discriminant score. If is an (n-1) dimensional hyperplane in n space [11] . LDF depends on parameters b 0 , b 1 ,…,b n and an algorith m of training is used to determine these parameters. This algorith m aims to satisfy the criterion associated with the model which generally aims to minimize the error of classification.
Artificial Neural Networks (ANN)
Artificial Neural Network models are fascinating because they are based on the intuitive concept of imitating the structure of neurons that constitute the human brain, because ANN learn and generalize fro m external inputs based on a model analogous to human brain [10] . There are different architectures or topologies for ANN such as single-layer, mu lti-layer, feed-forward and recurrent. Feed-forward mu lti-layer is also called multi-layer perceptron (MLP) which is preferred due to its simple architecture and proven the success of solving approximation problems. An MLP network consists of a set of source nodes forming the input layer, one or more h idden layers of computation nodes, and an output layer which refers to desired output of the system [12] . Neurons in the input layer correspond to the base evaluation criteria which are grouped under target performance measure. In this paper, there are totally thirteen input neurons; the neurons are five demographic variables of customers with d ifferent levels, i.e. age, gender (0=female, 1=male), education (Below Diplo ma=0, Diplo ma=1, University Diplo ma=2, B.S.=3, M.S.=4, PHD=5), income, main purpose of internet usage (1= doing research, 2= doing business, 3= entertain ment and social networks). There are different training methods for building neural network models. The Radial Basis Function Network (RBFN) uses a technique to partition the data based on values of the target field. A pruning method starts with a large network and removes the weakest units in the hidden and input layers as training proceeds. In exhaustive prune method, network training parameters are chosen to ensure a very thorough search of the space of possible models to find the best one. Dynamic training method modifies the topology by adding or removing hidden units as training progress [23] . The data set is usually div ided into two subsets. One is used for training the ANN and the other is used for validation [10] .
Support Vector Machine
The foundations of Support Vector Machines (SVM) have been developed by Vapnik and gained popularity due to many promising features such as adequate emp irical performance [13] . The goal o f support vector mach ine is to find the particu lar hyperplane (called the optimal hyperplane) wh ich maximally separates two classes [14] . The observations that are closest to the optimal hyperplane are called support vectors X s . The optimal weighting vector can be derived by solving a quadratic optimizat ion problem. Support vectors can be derived once the optimal weighting vector is determined. These vectors play a critical role in support vector mach ines. Since support vectors lie closest to the decision surface, they are the most difficult observation to classify. However, only these closest instances are required to classify new instances so that the rest of the instances play no role in predicting the class of new ones. It means that a set of support vectors uniquely defines the optimal hyperplane. However, the biggest disadvantage of the linear hyperplane is that it can only represent linear boundaries between classes [15] . One way of overco ming this restriction is to transform the instance space into a new -feature‖ space using a nonlinear mapping. A straight line in feature space does not look straight in the original instance space. That is, a linear model constructed in feature space can represent a nonlinear boundary in the original space. Briefly speaking, the idea of support vector machines is based on two mathematical operations: (1) nonlinear mapping o f the orig inal instance space into a high dimensional feature space, and (2) construction of an optimal hyperplane to separate the classes. In other words, we need to derive the optimal hyperplane defined as a linear function of vectors drawn from the feature space rather than the original instance space [10]
Multi-Group Linear Programming
Linear Programming (LP) or at its broadest Mathematical Programming (M P) approaches are nonparametric and have attracted interests of many researchers, because these methods do not make strict assumptions about the data analyzed, are less influenced by outlier observations and are flexible in incorporating restrictions. The publication of the original LP models for two-class classification by Freed and Glover inspired a series of studies [16] . So me o f these studies reported pathologies of the earlier M P models, some provided diagnoses, and others offered remedies [17] . The method uses a weighting outline to establish a critical value o r cutoff point that serve as a breakpoint between two successful and unsuccessful groups. Afterwards, Freed and Glover proposed a set of interrelated goal programming fo rmulat ions. They proved the potential of these formu lations with the help of a simp le examp le of assigning credit applicants to risk classifications. However, for decades, MP approaches have been limited to two-class methods because of the lack of powerfu l and simp le models. Among the various MP models for classification problem, the model p roposed by Lam and Moy (1996) have recently attracted the interest of researchers [17] . They modified the earlier model proposed by Freed and Glover [16] for mu lti-group classification problem and proved that it is more powerfu l in terms of hit-rate criterion and its stability than statistical methods. Suppose there are totally n observations distributed in m groups so that n=n 1 +n 2 +…+n m in which n k is the number of observations in group k, (G k .) . If x ij is value of the j-th variable (attribute) for the i-th observation in the sample and we consider q variables, for each pair of groups (u, v, u=1,…,m-1 and v=u+1,…,m) , the minimizat ion of the sum o f deviat ions model is as follows: 
The objective function minimizes the sum of all the deviations. The first two constraints force the classification scores of the observations in G k to be as close to the mean classification score of group k as possible by minimizing d i and the last constraint is a normalizat ion constraint in order to prevent trivial values for discriminant weights. Now the calculated w j values are used to obtain the values of classification scores in each group G k :
Then the cut-off scores (C uv ), which indicate the separating boundary between the groups, are calculated by the following LP model: 
in wh ich, C uv are unrestricted in sign. Th is process converts the classification problem to m(m-1)/2 d istinct two-group problems which is solved separately.
Another extension of this model is offered by Pai et al [1] based on the model of Lam and Moy [18] in which, the mean is substituted by median. They proved this substitution increases the efficiency of the model in respect of hit rate especially when the distribution of data set is abnormal or skewed. Therefore, this study uses the median instead of mean in (4).
III. Data Preparation
To show the efficiency of aforementioned classification models in real settings, we use a dataset related to 6000 customers provided by Irangate Internet Service Provider (ISP) Co mpany for a five years period fro m 2007 to 2012. Irangate is a major ISP co mpany in Iran whose mission is to satisfy customers' needs for different kinds of internet services such as E-co mmerce and DSL. This Co mpany offers its customers different packages of bandwidth, time and charges of internet services.
The required data for classificat ion purposes which is scattered within databases of different company departments should be gathered, combined, refined and prepared. After removing redundant and inconsistent data, 5271 records remained. Recency, Frequency and Monetary (RFM) model is applied to segment the customers using clustering ensemble method in wh ich K-means, Self-Organizing Map (SOM ) and Two-Step clustering are used. Cluster ensembles can be formed in a number of different ways such as the use of a number of different clustering techniques, the use of a single technique many times with d ifferent initial conditions and the use of different partial subsets of features or patterns [19] . The K-means algorith m for partitioning is base on the mean value of the objects in the cluster and the term K-means was suggested by MacQueen [20] for describing an algorithm that assigns each item to the cluster with the nearest centroid or mean. an unsupervised neural network learning algorith m and forms a mapping the high-dimensional data to twodimensional space and forms clusters to represent groups of nodes with similar properties [21] . In twostep clustering, in the first step, cases are assigned to pre-clusters and in the second step; the pre-clusters are clustered using the hierarchical clustering algorithm.
Based on the clustering ensemble concept and using the aforementioned clustering techniques, three customer segments identified with different internet usage pattern based on RFM model wh ich is shown in Table 1 . RFM is a useful market ing technique to improve customer seg mentation. It is used for analyzing customer behavior such as how recently a customer has purchased (recency), how often the customer purchases (frequency), and how much the customer spends (monetary) [22] . According to Table 1 , the average recency, frequency and monetary of the segments are totally different. As it is shown, cluster 2 is the segment of high-valued customers, because the average recency, frequency and monetary of this segment is the highest. Cluster 3 also needs more concern and attention. While these customers have higher monetary in comparison to two other segments, they have less purchase frequency and recency scores. This segment includes customers who are leaving the co mpany. The customer churn should be noticed by the managers.
However, when it came to classification process, it is found that the company dataset of this small E-business lacks some required data such as customer profile data. Concerning the data, the co mpany was not wellorganized due to the lack of long-term business strategy and required knowledge and experiences. Therefore, Fuzzy Delphi approach has been employed to find the most important customer features we could use as predictors in classification models.
IV. Fuzzy Delphi Application
As it is pointed out, it is possible to have a deficient database which does not allo w to goes through classification process. This study proposes to use fuzzy Delphi method to encounter the problem and gather the required data. Fuzzy Delphi method was proposed by Ishikawa et al. and it was derived fro m the traditional Delphi technique and fuzzy set theory [23] . The traditional Delphi method is a structured communicat ion technique, originally developed as a systematic, interactive forecasting method in wh ich several rounds of anonymous written questionnaire surveys conducted to ask for experts' opinion [24] . Noorderhaben [25] To utilize the fuzzy Delphi method follo wing steps were taken: 1-The relevant literature was studied to compile a list of variables and eventually eight variables as age, gender, education, inco me, purpose, lifestyle, occupation and location were derived.
2-Ten experts fro m different departments of company were invited and a questionnaire survey in the form of table 2 was carried out. They were asked to determine the importance of each variable in identifying the customers for classification purpose as very high, high, moderate, low, very low. Table 2 is also shows the results. For instance, five experts evaluate the education as very high, four people evaluate it as high and one people evaluate it as moderate.
3-To change the experts' opinion to triangular membership function, the linguistic variab le scale ( Fig.1 ) and its equivalent triangular numbers (Table 3) were used. If the expert's opinion i for variable A is shown by ( , , )
The fuzzy average of s experts opinions for that variable is obtained by 
4-In order to rank the variables, the average of experts' opinion is calculated by Minkowski formula (9). The fuzzy results are shown in Table 4 . According to Table 4 , the most important variab les, education, purpose, income, gender and age, are used as predictors.
4 m     (9) Then by interviewing customers of each segment through the phone, the required information about their age, gender, educational level, annual income and main purpose of internet usage have been acquired. A total of 1808 customers were interviewed. These variables have been quantified by encoding them which is shown in Table 5 . Considering these data along with age and income, there will be 13 variables as input for classification routine. In next sections, the classification process is made using this informat ion and based on the aforementioned models.
V. Performance Evaluation
The performance of classificat ion models can be measured by several criteria such as accuracy, hit rate, confusion matrix and etc. actual classificat ions in the validation data. The matrix is n-by-n, where n is the nu mber of classes. In order to use the different criteria, typically hold-out method is used in which the dataset is partitioned into two portions: training data and evaluation data. In other words, a percentage of the records are used to build the classification model and the remaining records are used to validate the model. In this study, for all the methods of classification, data records related to 1808 customers are div ided using holdout sampling method into training and validation data sets with the rat io of 65 and 35 percent, respectively. Then, the accuracy of classification models are obtained in Clementine and Matlab environment software and compare with each other.
The results of LDF
As it is mentioned earlier, in order to use this method some criteria should be met such as normality of the sample distribution. Shapiro Wilks test proved that except age, remaining variables are not normal. However, to get an insight of the Fisher discriminant analysis, we ignore these assumptions. The aim of linear d iscriminant is to select the most significant variables and to determine the Fisher's linear discriminant function. Table 6 illustrates the most significant variables using the Lambda of Wilks (LW). LW is used in discriminant analysis such that the smaller the lambda for an independent variable, the more that variable contributes to the discriminant function. LW varies fro m 0 to 1, with 0 meaning group means differ, and 1 meaning all group means are the same [26] . Table 7 shows that the most significant variab les in differentiating the three customer segments in terms of Wilks' Lambda are inco me and purpose. To find the Fisher's linear discriminant functions which shown in (2), the coefficients of these two variables and the constant term should be determined. Therefore, we have three discriminant functions which each of them discriminate one customer segment from others as follows, according to (2): To show the validity o f the equations, the correct classifications for validation data set are calculated. 
T able 6: T he discriminant power of variables
F
The results of Logistic Regression (LR)
The logistic regression is a method that doesn't require any assumption. Therefore, it can be used in situations that the assumptions of linear discriminant procedure are not verified. To evaluate the LR model, discriminant functions are derived by training data and new observations will classify by the functions. If the segment one is considered as reference group according to (1), logistic regression finds two discriminant equations for segments two and three as follows: Classification of new observations and calculation of correct classification can be done based on these equations, as shown in table 9. The overall percentage of correct classificat ion is 53.1%. Although it is a better value than of Fisher linear discriminant, it is still low.
The results of Artificial Neural Network(ANN)
Different ANN methods use distinctive architectures or topologies including several hidden layers and various neurons in each hidden layer. To show the performance of art ificial neural network, the aforementioned topologies which consider different structures in emp loying training data are used. Table 10 indicates the performances of these methods along with their structures. As it is shown, exhaustive prune method with the most complicated structure yields a better performance than of the other methods. Table 11 indicates the performances of ANN fo r both training and validation data set. The average correct classification of different structures is 58% and 60% for training and validation datasets, respectively. 
Support Vector Machine (SVM)
SVM uses mathematical kernel functions to map the data into a high-dimensional feature space in order to categorize the dataset even when the data are not linearly separable. RBF, polynomial, sig moid and linear kernel functions are used to classify the dataset and evaluate correct classification for training and validation data. The results are shown in Although polynomial function yields a better performance, however the average correct classification is 55% and 53% for train ing and validation dataset respectively. In addit ion, the correct classifications of polyno mial function fo r training and validation data sets are 72% and 64% respectively. This shows a large difference and it is an indication of model instability.
Multi-Group Linear Programming
Based on the multi-group linear programming approach which introduced in section 2.5 and utilizing the formu lations 3-6, the performance of M LP model in classification is evaluated. For this purpose, a Matlab program is prepared. The same hold-out sampling method with 65-35 percent for training and validation process is used.
Training Process:
The first step is train ing the model and obtaining the weights of variables or predictors in each pair of segments according to formulation (3) and the introduced concepts in section 2.5. The pred ictors in this study are the five demographic variab les which derived in a fu zzy Delphi method described in section IV. The results are shown in table 13 in which W i is the weight of age, gender, education, purpose and income respectively. The acquired weights indicate the effect of each variable in classifying the customers between two segments. For instance, in classifying customer in segment 1 and 2, the weight of purpose (W 4 ) is the most important one, while the effect of age is not influential. This is true with classifying customers between segments 1 and 3 and seg ments 2 and 3 as well. It means that the purpose of internet usage, which clarified as -doing research‖, -doing business‖ and -social networking and entertain ing‖ strongly effect on customer classification. When the results were presented to ISP co mpany experts, this was consistence with their experiences. Cluste r2 -1.89657
Cluste r 3
As it was mentioned in section 2.5, the deviations of individual objects (d i ) are min imized by MDLP formulat ion. Therefo re, having the weights of variab les and cut-off scores and using (5), classification scores of train ing dataset is obtainable. Then, the corresponding class for each customer is predicted. Table 15 exh ibits a small port ion of the results. As it is shown, except customers 6 and 14 wh ich belong to segment 1 but has been assigned to wrong groups, the other customers are assigned correctly. The percentage of correct classification for paired groups is shown in table 16 . Th is table shows that correct classificat ion between cluster 1 and 3 is the highest and the average is 66%. This performance is near the best results of unique structures of artificial neural network.
Validation
Now using cut-off and weight scores obtained in the previous stage, the classification score of validation dataset is obtained. Table 17 shows the result. The table indicates that the correct classification for validation data is slightly better than correct classification fo r training data. Ho wever, the average correct classification is 69% and it is very near to the average correct classificat ion for train ing data which shows model stability 
VI. Comparison of the Performance of the Models
This section compares the performance of aforementioned classification models. Table 18 includes the average correct classification of the models fo r training and validation datasets. As it is shown, the average correct classification of mu ltigroup linear programming is considerably higher than other models. However, a major concern for application of mu ltigroup linear programming is its requirement of relatively high amount of running time. Using an Intel Pentium Dual CPU and E2200 @ 2.2 GHz PC computer with 2G RAM,), it is slightly slower than the other models and takes 3 minutes and 40 seconds to run the LP model for 1808 record datasets. This amount of time is co mparable with the time required by other models.
VII. Conclusion
Statistical and data mining classification methods have been used for years. Although different versions of mathematical programming for classification have introduced in the literature, but they have been ignored due to considerable running costs. However, the advent of powerful in formation system has resumed the application of mathematical programming due to its non-parametric nature wh ich is not dependent of any assumptions. This study used well-known statistical and data min ing methods vis -à -vis mult i-group linear programming d iscriminant analysis in a real setting of a ISP co mpany. The real life data often contaminated, because it is usually include noisy, incomplete and redundant data. Especially the problem of lack of required data is an important issue. To overcome this problem, we used fu zzy Delphi to extract necessitated data for classificat ion purposes. The result proved that the average performance of mult i-group linear programming is considerably competent, at least for small and medium-sized data sets.
