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NON-GAUSSIAN SEASONAL ADJUSTMENT 
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The Institute of Statistical Mathematics, 4-6-7 Minami-Azabu, Minato-ku Tokyo, Japan 106 
Abstract--A non-Gaussian state space modeling of time series with trend and seasonality is shown. An 
observed time series is decomposed into trend, seasonal and observational noise. Each component is
expressed by a smoothness prior model which is expressed by a stochastic linear difference equation. The 
essential difference from the previous methods i the use of non-Gaussian distributions. Namely, the white 
noise input to each component and the observational noise are not necessarily Gaussian. This allows 
for the possible xistence of jump of the trend or seasonal component and of the outliers. Thus by the 
use of this non-Gaussian state space model, seasonal time series with possible xistence of outliers and 
sudden structural changes can be automatically handled without any special treatment. The filtering and 
smoothing formulas for the non-Gaussian state space model is realized by using Gaussian mixture 
approximation to the involved densities. Numerical examples are shown to contrast with Gaussian 
modeling. 
1. INTRODUCTION 
This paper is addressed to the analysis of  seasonal time series with possible irregular properties 
such as gradual and sudden changes of  the trend and seasonal components and the presence of  
outliers. The economic time series has been traditionally deseasonalized by an emperical method 
such as X-11 to eliminate the seasonal factor (Shiskin et al., 1967)• In recent years, various model 
based methods have been proposed which explicitly use statistical models (Cleveland and Tiao, 
1976; Box et al., 1978; Akaike, 1979; Akaike and Ishignro, 1982; Hillmer and Tiao, 1982; Hillmer 
et al., 1983). 
In our previous papers (Gersch and Kitagawa, 1983; Kitagawa and Gersch, 1984), motivated 
by Akaike's Bayesian model, we developed a state space method for seasonal adjustment• In the 
standard version of  that method, the seasonal time series y. is expressed by 
x. = Fx._ ~ + Gv., 
y. = Hx.  + w., (1) 
where x. is the state vector defined by x. = (t,, t._ 1, s . . . . .  , s._ ~0)' and F, G and H are of  the 
following form: 
F-_  
-1  
0 
-1 . . .  -1  
1 
1 0 
1 0 , 
0 0 
0 1 
, G= 0 0 , 
0 0 
n = I1 0 1 0 . . .  0]. (2) 
The system noise vn and the observational noise wn are assumed to be two- and one-dimensional 
Gaussian white noise sequences with zero mean and appropriate covariances. The state space 
modeling facilitated not only the efficient computation involved in Akaike's Bayesian modeling, 
but also the development of new models. For example, in Gersch and Kitagawa (1983), it 
was shown that the decomposition of seasonal time series into trend, seasonal and additional 
stationary stochastic component significantly improve the ability of predicting more than one 
lead time. 
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The most of the statistical models for seasonal adjustment hitherto developed are linear and 
Gaussian. However, in actual time series, it sometimes occurs the sudden changes of trend or 
seasonal components due to the structural changes of the economic system or the presence of 
outliers. Familiar approach to this situation is to allow for additive and innovation outliers 
(Tsay, 1986). If the correct location of the outliers to the jump of parameters is given, the modeling 
with outliers will provide quite reasonable results. However the correct information about the 
location is often unavailable, and in such a situation necessary model might become very 
complicated. In Kitagawa (1987, 1988) it was shown that, at least for simple models, the sudden 
changes of parameters and the outliers in observations can be reasonably handled by a simple 
non-Gaussian state space model. 
In this paper, we apply this non-Gaussian-smoothing method to the seasonal adjustment. We 
use a non-Gaussian extension of the state space model for seasonal adjustment mentioned above. 
In this case, however, since the dimension of the state is considerably high (typically 13 or higher), 
the direct application of the numerical method shown therein is impractical. To mitigate this 
numerical difficulty, we use here the Gaussian mixture approximation to the non-Gaussian 
densities. Based on this approximation, we can get a recursive formula for filtering (Gaussian sum 
filter; Sorensen and Alspach, 1971; Alspach and Sorensen, 1972). Although this filter realizes a 
recursive non-Gaussian filter for higher dimensional system, this has two severe drawbacks. In this 
paper we show a practical way of circumventing these difficulties. 
In Section 2, our basic model is presented and recursive formulas for the non-Gaussian state 
space model is briefly shown. Gaussian mixture approximation method for the implementation f 
the filter is shown in Section 3. Section 4 is devoted to some details for the realization of the 
Gaussian mixture filter and smoother. Numerical examples are given in Section 5. 
2. NON-GAUSSIAN SEASONAL ADJUSTMENT MODEL AND 
STATE ESTIMATION 
Consider a system described by a non-Gaussian state space model 
x. = Fx._ 1 + Gv., 
y. = Hx. + w., (3) 
where y. is a seasonal time series and x. is m-dimensional state vector, v. and w. are/-dimensional 
and one-dimensional white noise sequences having densities q(v) and r(w), respectively, which are 
independent on the past history of x. and y.. The initial state vector x0 is assumed to be distributed 
according to the density p(xo). The set of observations up to time m is denoted by Ys, namely, 
Ym =--{Yl . . . . .  Ym}" The conditional density of x. given the state Xk and the Ym is denoted by 
p(x. Ixk, Ym). The main problem here is to evaluate p (x. ]Y,.), the conditional density of x. given 
observations Ym and initial distribution p(xo[Yo)=p(xo). For n >m, n =m and n <m, this 
formulates the prediction, filtering and smoothing problems, respectively. From the definition of 
the state vector given in (2), the seasonal adjsutment problem is solved by the state estimation for 
the state space model. 
In Kitagawa (1986, 1987), it was shown that for the state space model (3) with non-Gaussian 
white noise v. and w., the reeursive formulas for obtaining one step ahead prediction, filtering and 
smoothing densities are given as follows: 
One step ahead prediction: 
p(x.lY.-,)= 
Filtering: 
p(x.lx._l)p(x._,lr._,) dx._,; 
p(x, I Y,) = p(y, Ix,)p(x, I g,_,) 
p(y.[y._,) . 
(4) 
(5) 
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where p(y. [Y._ l ) is obtained by 
Smoothing: 
~_+ p(y.lx.)p(x.l Y._ , ) dx.. 
ff+p(x.+, IY~)p(x. +, Ix.) p(x.lY~) =p(x.[Y.) p(x.+,ly.) dx.+,. (6) 
These formulas (4)-(6) show recursive relation between state densities. In the Gaussian case, the 
conditional densities p(x. I Y._ i), p(x.] Y.) and p(x.I YN) are characterized by the means and the 
covariance matrices and the above formulas thus are equivalent to the well known Kalman filter 
and the fixed interval smoothing algorithms (Anderson and Moore, 1979). In the non-Gaussian 
case, however, the conditional density p(x. ]Y,.) cannot be specified by using the first two moments. 
A practical method for evaluating these conditional densities is given in Section 3. 
The non-Gaussian seasonal adjustment model contains everal unknown parameters such as the 
variances of the component models. The best estimates of the parameters can be obtained by 
maximizing the log likelihood defined by 
1(0) = log p(y~ . . . . .  YN) 
N 
= E logp(y.ly, . . . . .  y._,) 
nffil 
N 
= ~" logp(y.[Y._,). (7) 
nffil 
Here each P(Y.IY.-1) is the quantity appeared in (5). If we have several candidate models, the 
goodness of the model can be evaluated by the value of AIC defined by 
AIC = -2  max l(~) + 2(number of free parameters). (8) 
Thus the best choice of the model can be made by simply looking for the one with the smallest 
value of AIC. 
3. NUMERICAL REALIZATION OF THE FORMULAS BY 
GAUSSIAN MIXTURE APPROXIMATION 
In Kitagawa (1987, 1988), by approximating each density function by a continuous piecewise 
linear (first order spline) function, we developed an algorithm for realizing the non-Gaussian filter 
and smoother. This method was very useful for lower order system. But in the seasonal adjustment 
of the monthly data, the state dimension becomes over 10 (typically 13), and in this case direct 
numerical method is impractical due to the huge amount of computations involved. 
Here in this paper, in order to mitigate the computational burden, we approximate each density 
by a Gaussian mixture rather than the piecewise linear approximation. Specifically, we use the 
following approximations: 
my 
p(x.lx.-,) = E ~,~°,(x.lx.-,). 
i=1 
mw 
p(y.[x.) = ~ [~jq,j(y.lx.). 
j - I  
m~ 
pCx.IY.-,)= Z ~.¢kCx.lY.-,). 
k- I  
I - I  
(9) 
C,A.M.W.A, 18/6-7---C 
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Substituting these approximations into (4) and (5) we obtain the following expression for recursive 
filtering: 
One step ahead pred ict ion:  
F i l ter ing: 
_z m r [ mf, n - t 
p(x.lr._,) = E o,,q,,(x, ._|) E 
oo i=1 I=l  
Or.._ t ~ot(x.- l I Y~_ l) dx . -  i 
m v m fro - 1 [ loo  
= i=~l 'El= ~ i (~"n- '  J -oo  q ) i (Xn[Xn- l )~Ol (Xn- l lYn - I )  dxn-1  
m r mf, n - I 
=EE 
i= | l= l  
~,'~t..- ~ ~o,(x. I r ._  ~ )
m v mf, n - I 
= E E ~,,..e.(x.I r._,) 
i f f i l l f f i l  
mpn 
-- ~ ?k. tPk(X.[Y._l). (I0) 
k=l  
m w mpn 
j= l  k=l  
m w mpn 
=EE 
j ff i l  kffil 
%?k.%(Y. IX.)~Ok(X. IY.- ,)  
ttl w mpn 
=EE 
j f l k f f i l  
~oj(y. lx.)q,, (x. [ Y._ , ) 
fl, Yk.%k(Y.[Y.- ,)  q~jk(y.[ y._ ,) 
ra w mpn 
=Er~ 
j= lk=l  
% Vk. ~Osk (Y. [Y.-, )tPjk (X. I Y.) 
m w mpa 
= E £ ~.~(x.lr.) 
j= lk f f i l  
m/n 
-- ~ 6b, tp,(x,,lY.). ( l l )  
I= l  
Here = means renumbering for the expression with single summation, ?u.. = 0tgfl., 6jk,. = 
g 
flj ?k. ~jk (Y.  [Y . -~ ), tge (x .  [Y. _ I) " N(x  ~I" - I ,  V.I. - I  ) and q)jk (X. I Y~) "~ N(x.lJ~, V~.) are obtained by 
the following Kalman filter: 
x:~._, = Fx'~ ,i. ,, 
r, Vt F t ~ ~_,.~ ~t.  vit~n--I =1"  n-- l ln-- I  "I" w'J~:~i I J  , (12) 
H' ~) - '  K~ = vk)._ ,H'(HVkl. _~ + , 
j k  k k x.[. = x . i . _  ~ + KJ.k (Y. -- Hx . i . _  1 ), 
V~ = ( I  - ~JkHx rlk 
~'n 7 V n[n - I. (13) 
4. REMARKS ON THE GAUSSIAN MIXTURE APPROXIMATION 
Some remarks on the Gaussian mixture approximation are in order here. In this Gaussian 
mixture approximation, each Gaussian component can be evaluated by the Kalman filter. This is 
Non-Gaussian seasonal djustment 507 
the most appealing facet of this method. However, this method has two severe drawbacks: first, 
the number of necessary Gaussian components increases to infinity very rapidly at each stage of 
prediction and filtering. If the number of Gaussian components used for noise densities are ms and 
mw, respectively, then the number of necessary Gaussian components for state density at nth step 
is (ms • row) ~ time that of the initial density. Second, the application to the smoothing formula spoils 
the merit of the Gaussian mixture approximation. Namely, the Gaussian components of the 
smoothed ensity can be no longer obtained by computationary efficient fixed interval smoothing 
algorithm for linear Gaussian state space model. In this section, we will in turn show our method 
to mitigate these difficulties. 
4.1. Reduction of the number of Gaussian components 
To avoid the explosion of the number of Gaussian terms, we have to reduce the number 
of Gaussian components at each time step. This is suggested from the observation that 
relatively small number of Gaussian mixture can approximate large class of distributions and 
that it is expected that the complexity of the density does not increases o significantly with the 
time step. 
The practical way is to reapproximate he prediction and filtering densities by the fixed number 
of components at each time step, such as 
k=l  k=l  
m:~ m 
p(x,,[r,,)= ~, 6,nqh(xnlYn)~ 6~nq~;(x, lY~). (14) 
/= l  I= l  
In principle, this can be realized by finding the minimizor of a criterion for the dissimilarity of 
the true and approximate densities uch as the Kullback-Leibler information umber 
p(x) 
I(p( . ); q(. )) = J log ~-(~p(x) dx. (15) 
Here p(x) and q(x) are true and approximated ensity, respectively. But this involves the 
computationally costly numerical integration and nonlinear optimization with respect o many 
parameters and is not practical. Seemingly appealing method of adopting Gaussian terms with 
largest m probabilities )'kn or 6~ was found to be inefficient. This is mainly due to the fact that even 
if the weight of a Gaussian component is very small at a certain time point, it may become large 
at the next time step. It typically can be seen for a Gaussian component with large variance when 
an outlier or the jump of the parameter occurs, and the ignorance of such a component will spoil 
the ability to adapt to such a situation. A practical way is to pool two Gaussian densities ~k and 
~t that minimizes 
D(q>k, q~l) = --2{I(q~k; tPl) + l(~t; tpk)} 
= VflVl + VFIV, + (#k --/~t)t(V/-~ + VFI)(~k -- #l)" (16) 
Here/~k and Vk are the mean and the covariance of the Gaussian component ek. The pooling of 
two Gaussian densities, ek and ~0t, can be realized by the following calculations: 
~kn~k "~" ~In~'~l 
Ukl 
?k + ?t 
Vk, = ?k { Vk + (irk,- IZk)(l~k,- l~k)t} + 71 { E + (/Zk,-/~,) (/~k,-/h)'} (I 7) 
?k + ?t 
By repeating this procedure, we can get an approximation to the conditional state density with a 
fixed number of Gaussian components. 
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4.2. Use of f ixed lag smoother 
The second problem with the Gaussian mixture approximation can be mitigated by the use of 
fixed lag smoothing algorithm which can be simply realized by augmenting the state vector as 
follows: Ixnl 
Xn -- 1 
LX~-k+,J I 0 
xnl Ii x~._21 + 
Xn - k .J 
v~. (18) 
For our present problem of seasonal adjustment, since the state vector x, itself contains the lagged 
components, there is a more efficient representation as follows: 
- ° _ 
tn 2 - 1 tn_ 1 1 0 
tn_l 1 t~_ 2 0 0 
-k + 1 0 t , -k 0 0 
S~ = - -1 . . . - -1  S,_t + 0 1 G" (19) 
S,_) 1 S.-2 0 0 
• i " i 
,-k+ 1 0 S~_k 0 0 
The use of this fixed lag smoother is motivated by the anticipation that for sufficiently large k, 
p(x _klY ) will be quite close to the fixed interval smoother p(xo_, I rN). At least it yields 
considerably better estimate than the filtered one, p(xn_, IY._,). 
5. NUMERICAL  EXAMPLES AND DISCUSSION 
Throughout this section, we assume that the observational noise wn is Gaussian and the system 
noise vn is a mixture of two Gaussian distributions, namely 
w, ~ N(O, a 2) 
v~ ') ~ ~N(0, zl) + (1 - ~)N(0, fl,), 
v~ 2) ~ aN(0, z2) + (1 - ~)N(0, f12). (20) 
These parameters are estimated by the method of maximum likelihood and the estimated models 
are evaluated by AIC criterion• Based on the estimated model, the posterior density of the trend 
and seasonal components are computed. In Figs 1-4, the 50% point of the posterior density is 
shown• In most of the figures, 0.13 and 99.87% points (so called 3a points) are also shown. 
5.1. Square wave input 
The first example is similar to the one originally considered by Akaike and Ishiguro (1982) where 
the square wave input 
0, l~<n~<40or91~<n~<120 
Yn= 1, 41~<n~<90 
(21) 
is used as a test data. They analyzed the properties of X-I1 and BAYSEA by estimating 
seasonal and non-seasonal component with these methods. Here we compare the estimates by 
the Gaussian and non-Gaussian state space model. Figure l a shows the estimated seasonal and 
trend components by the Gaussian model, ¢r 2 --0.00573, z, =0.264 x 10 -2, % =0.115 x 10 -l°, 
AIC = -58 .95 .  It can be seen that a spurious seasonal component and the wiggle of the trend 
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Fig. la. Estimated trend and seasonal component by the Gaussian model (square wave input). 
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Fig. lb. Estimated trend and seasonal component by the non-Gaussian model (square wave input). 
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Fig. 2a. Estimated trend and seasonal component by the Gaussian model (example 2). 
appear due to the step changes of level. Figure I b shows the estimates by the non-Gaussian model, 
It can be seen that the jump of the trend is clearly detected and the spurious easonal component 
does not appear. 
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Fig. 2b. Estimated trend and seasonal component by the non-Gaussian model (example 2). 
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5.2. Artificially generated series 
The second example is an artificially generated seasonal time series with a jump and a sharp 
bent in trend component (Fig. 2a). Estimated trend by a Gaussian model a2=0.00138, 
xl = 0.372 x 10 -3, z2 = 0.1 x 10 -9, AIC = -206.285 has spurious wiggles before and after the jump 
of the trend (Fig. 2b). On the other hand, Fig. 2c shows the estimate by a non-Gaussian model 
0t = 0.98, tr 2= 0.00040, zl = 0.4 x 10 -5, z 2 = 0.1 x 10 -9, AIC = -317.173. It can be seen that the 
trend becomes moother and still the jump and the bent of the trend are clearly detected. 
5.3. Abrupt changes of trend and seasonal pattern 
Figure 3a shows the quarterly record of the increase of inventories of private companies in Japan 
(1965-1983). The data suffer the effect of so called oil crisis. Also shown are the trend, seasonal 
and the noise components estimated by the AIC best Gaussian model, tr2=0.874 x 105, 
zt = 0.146 x 103, z2 = 0.365 x 10 4, AIC = 1386.851. Default option of the program DECOMP was 
used for the estimation. The estimated trend is too smooth and the seasonal component changes 
gradually. On the other hand Fig. 3b shows the estimates by a non-Gaussian model, 0t = 0.98, 
a 2 = 28790, z~ = 528.17, ~: = 362.60, AIC = 1345.378. It can be seen that the trend jumps up and 
down around at 1973-1974 when the oil crisis took place. The seasonal pattern also changed 
significantly during this time period. Two AIC values support hat the non-Gaussian estimation 
is considerably better than the Gaussian one. 
5.4. Outliers 
Figure 4a shows logarithms to the INSI 1VS data (monthly value of shipments, blast furnaces 
and steel mills in millions of dollars 1958-1980, U.S. Bureau of the Census) which was affected 
considerably by the strikes and the anticipation of strikes occured in the spring and summer of 
1959, 1962, 1965, 1968 and 1971. Estimates by the Gaussian model without any outlier treatment, 
a ~ = 0.001113, ~t = 0.111 x 10 -~, ~2 = 0.1 x 10 -9, AIC --- -605.652 is shown in Fig. 4b. To express 
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Fig. 4c. Estimated trend and seasonal component by the non-Gaussian model (INSllVS data). 
outliers), it is necessary to use non-Gaussian distributions for observational noise. Necessary 
modification of the program for this type of model is quite simple. 
The derivation of the formula for increasing horizon prediction of the trend and seasonal 
components i  also simple. The predictive distribution of trend component with the non-Gaussian 
model has quite different character as the usual Gaussian model. By the non-Gaussian model, 
whereas the so called + 3a interval increases very rapidly, the + ~ interval does not become so wide. 
It clearly shows that there is a small probability of a big change. 
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