In this paper we consider discrete and continuous time risk sensitive optimal stopping problem. Using suitable properties of the underlying Feller-Markov process we prove continuity of the optimal stopping value function and provide formula for the optimal stopping policy. Next, we show how to link continuous time framework with its discrete time analogue. By considering suitable approximations, we obtain uniform convergence of the corresponding value functions.
1. Introduction. In this paper we consider infinite time horizon risk sensitive optimal stopping problems of the form
where (X t ) is a Feller-Markov process taking values in a locally compact separable space E, x ∈ E is a starting point, and g, G : E → R correspond to running cost and terminal cost, respectively. The functions g and G are assumed to be continuous, bounded, and non-negative, and g is bounded away from zero by a constant c > 0. For completeness, we consider separately discrete time and continuous time version of (1.1). In both cases, we show that the optimal value function is continuous with respect to the starting point, and the optimal stopping time could be expressed as τ = inf t ∈ T : w(X t ) = e G(Xt) ,
where w is the optimal stopping value and T is the considered set of time points. We discuss relationships among continuous and discrete time problems and show how to uniformly approximate (1.1) using discrete time value functions. It should be noted that the results presented in this paper are valid for both infinite and finite time horizons. In fact, most approximations are constructed by considering the limit of finite time problems. The optimal stopping problem in the risk-neutral framework has been extensively studied in the literature; see e.g. [18, 21, 14, 12] and references therein. Nevertheless, most of the developed risk-neutral methods do not transfer automatically to the risksensitive case. In fact, due to a complex nature of the problem, the coverage of risk-sensitive optimal stopping is very limited as it requires special treatment; see e.g. [11, 3, 2] . More generally, this applies to most risk-sensitive stochastic control problems in which non-linear objective criterion is used; see e.g. [20] .
Also, it should be noted that optimal stopping problems might be linked to the optimal impulse control framework. In particular, we refer to [17, 8, 15] and [4, 10, 13] for risk-sensitive and risk-neutral impulse control framework discussion, respectively.
In fact, in the companion paper [9] , we show how to exploit this link and use results from this paper in order to prove the existence of a solution to the continuous time impulse control Bellman equation using its discrete time dyadic approximations. This shows how to apply probabilistic approach and dyadic framework from [15] in the continuous time setting. Note that in [16] a similar link is established for the classical risk-neutral case.
This paper is organised as follows: In Section 2, we provide a basic setup and introduce notation that will be used throughout the paper. Regularity properties of optimal stopping problems for discrete time case are established in Section 3, and for the continuous time case in Section 4. In particular, in Section 4 we show the main result of this paper, i.e. Theorem 4.7. Finally, in Section 5 we link discrete time and continuous time frameworks by showing specific type of convergence.
2.
Preliminaries. Let (Ω, F , F, P) be a continuous time filtered probability space, where F := (F t ) t∈T , T := R + , F 0 is trivial, F = t∈T F t , and the usual conditions are satisfied. We use X := (X t ) to denote a standard Markov process taking values in a locally compact separable metric space E endowed with a metric ρ and Borel σ-field E; see Definition 4 in [18, Section 1.4] .
Moreover, we assume that X satisfy the C 0 -Feller property, i.e. given the transition semigroup (P t ), for each t ≥ 0, we get
where C 0 denotes continuous and bounded functions that are vanishing at infinity. In a discretised version of the framework (X nδ ) will be restricted to a discrete time grid with a predefined time step δ > 0 and the filtration (F nδ ) n∈N . To ease the notation, if δ is clear from the context, we use P to denote the transition operator P δ . It should be noted that most of the results presented for the discrete time framework require only the standard Feller property, i.e. P C(E) ⊂ C(E), where C(E) is the set of continuous bounded functions.
Let T denote the family of almost surely finite stopping times taking values in T, and let T m ⊂ T denote the dyadic stopping times defined on the time grid {0, δ m , 2δ m , . . .}, where δ m := (1/2) m and m ∈ N. In particular, note that T 0 denotes the family of finite stopping times for time step equal to 1. For simplicity, we adapt the standard convention
defined for any process (Z t ) starting from x ∈ E and τ ∈ T . Also, we use convention
Before we proceed, let us summarise some properties implied by (2.1) that will be used throughout the paper; see Proposition 2.1.
Proposition 2.1. Let X = (X t ) satisfy C 0 -Feller property. Then, 1. X satisfies C-Feller property.
For any ε > 0, compact set Γ ⊂ E, and T > 0 there exists R > 0 such that
3.
For any compact set Γ ⊂ E and r > 0, we get
4. For any t ≥ 0 and f, h ∈ C(E), the function
is continuous and bounded.
For more details and proofs of all properties given in Proposition 2.1 we refer to [ 3. Discrete time risk sensitive optimal stopping. For simplicity, in this section we set δ = 1, and consider the linked discrete time process (X n ). Considering stopping times from T 0 and following (1.1), we define the discrete time optimal stopping value
where functions g and G are assumed to be continuous, bounded, and non-negative, and g is bounded away from zero by a constant c > 0. For any n ∈ N, the lower and upper approximates of w are given by
It is easy to check that for any n ∈ N and x ∈ E we get w n (x) ≤ w(x) ≤ w n (x). Let us now show some properties of the functions w n and w n and link them to Bellman operator
corresponding to the Bellman equation
where v ∈ C(E); we will show later that the function given via (3.5) must be equal to (3.1), see Theorem 3.5.
Proposition 3.1. Let (w n ) and (w n ) be given by (3.2) and (3.3). Then, 1. The sequence (w n ) is non-decreasing with initial value w 0 (x) = 1, for x ∈ E. Moreover, for any n ∈ N and x ∈ E, we get w n (x) = Sw n−1 (x) and the optimal stopping time for w n is given by
2. The sequence (w n ) is non-increasing with initial value w 0 (x) = e G(x) , for x ∈ E. Moreover, for any n ∈ N and x ∈ E, we get w n (x) = Sw n−1 (x) and the optimal stopping time for w n is given by
Proof. For brevity, we show the proof only for w n as the proof for w n is analogous. The fact that w n+1 (x) = Sw n (x), for n ∈ N and x ∈ E, and the optimality of τ n may be shown using standard techniques, see e.g. [18, Section 2.2] . The monotonicity of w n (x) follows easily from induction. Indeed, since g(·) ≥ 0 and G(·) ≥ 0, we get w 1 (x) = e g(x) P w 0 (x) ∧ e G(x) ≥ 1 = w 0 (x). Hence, by induction assumption and monotonicity of S, we get w n+1 (x) = Sw n (x) ≥ Sw n−1 (x) = w n (x).
From Proposition 3.1 we see that the limits Proof. By Proposition 3.1 we get that w n could be seen as solutions to system of recursive equations w n+1 (x) = Sw n (x), with w 0 (x) = 1, (3.9) given for n ∈ N and x ∈ E. Hence, for any n ∈ N the functions w n are finite stopping values that are continuous by induction argument and the Feller property. Consequently, we get that the function w(x) is lower semicontinuous as a limit of non-decreasing continuous functions. Also, from (3.9) it follows that w is a solution to the Bellman equation (3.5) . Finally, inequality w(x) ≤ w(x) follows from the fact that w n (x) ≤ w(x) for any n ∈ N and x ∈ E. This concludes the proof for w. The proof for w is similar and omitted for brevity. Now, we show the correspondence between (3.5) and (3.1).
and v coincides with value function w defined in (3.1).
Proof.
Let v be a solution to (3.5) satisfying 1 ≤ v(x), for x ∈ E. From the Bellman equation (3.5) we immediately get that the sequence of random variables (z n ) given by
is a martingale under P x , for any x ∈ E. Indeed, for any fixed x ∈ E, we get
Consequently, we get
Using 1 ≤ v(·) ≤ e G(·) and (3.12), we get
Therefore, recalling that g(·) ≥ c > 0 and using Fatou Lemma, for any x ∈ E, we get
Now, observe that the sequence e τv ∧n−1 i=0
i=0 g(Xi) e G that is integrable by (3.14) . Thus, letting n → ∞ in (3.12) and recalling definition of τ v , we get
which concludes the proof of (3.10); note that v could be rewritten as
Using (3.15) we get that any solution v to the Bellman equation
Recalling the fact that v is a solution to the Bellman equation (3.5), i.e. Sv = v, using recursive property Sw n ≡ w n+1 , and monotonicity of S, for any
Consequently, it is sufficient to show that w(x) ≤ w(x), x ∈ E. Note that for any n ∈ N andτ ∈ T 0 we get
Thus, recalling convention (2.2) and noting that
we get w ≤ w. This concludes the proof. 
We conclude this section by stating Theorem 3.5, which shows equality of maps defined in (3.8) and (3.1), and outlines properties of w.
Theorem 3.5. The function w defined in (3.1) is continuous and bounded. Moreover, we get w ≡ w ≡ w, and the optimal stopping time is given bŷ
The proof of Theorem 3.5 is a direct result of Proposition 3.2, Proposition 3.3 and Corollary 3.4, and is omitted for brevity.
4.
Continuous time risk sensitive optimal stopping. Let us now translate results presented in Section 3 into continuous time setting. In analogy to (3.1), for stopping times from T , we define the function
Also, for any T ≥ 0, we define versions of (3.2) and (3.3) given by
As before, for any T ≥ 0 and x ∈ E, we get w T (x) ≤ w(x) ≤ w T (x). Our main goal is to prove continuity of the function w defined in (4.1) by exploiting properties of (4.2) and (4.3). Before we do that, let us state some auxiliary results.
We start with a convergence result that will be used multiple times throughout this paper.
Lemma 4.1. Let τ be a bounded stopping time and let (a n ) be a sequence of nonnegative numbers such that a n ↓ 0 as n → ∞. Then, for any sequence (τ n ) of stopping times satisfying 0 ≤ τ n − τ ≤ a n and a compact set Γ ⊂ E, we get
For brevity, we set Z(t, s) := |e G(Xt) − e G(Xs) |, t, s ≥ 0. By (4.4), we get
Recalling that a n ↓ 0 and using (2.4), we know that there exists n 0 ∈ N such that, for any n ≥ n 0 , we get
Also, using strong Markov property, we get
Consequently, noting that
Combining (4.5) with (4.6), for n ≥ n 0 , we get
which concludes the proof.
Next, the properties of maps T → w T (x) and T → w T (x), for a fixed x ∈ E, are presented in Proposition 4.2. Proof. First, we prove monotonic properties of T → w T (x) and T → w T (x). Let T, u ≥ 0 and let τ ε ≤ T be an ε-optimal stopping time for w T (x). Then, using the fact that g, G ≥ 0 we get
Letting ε → 0, we conclude that T → w T (x) is non-decreasing. The proof of monotonicity of T → w T (x) is straightforward and omitted for brevity.
Second, we show the continuity property; we start with the proof of left-continuity of T → w T (x). Let ε > 0. For any u > 0, let τ u ε ≤ T − u be an ε-optimal stopping time for w T −u (x) and let Now, let us show that, for any T > 0 and x ∈ E, we get (4.10) sup
For any x ∈ E and τ ≤ T we get
Recalling the proof of Lemma 4.1 and noting that the upper bound (4.7) depends only on the underlying sequence (a n ), which in our case could be expressed through u, we get
Consequently, since e u g − 1 → 0 as u → 0, we conclude the proof of (4.10). As the choice of ǫ was arbitrary, we get left continuity of T → w T (x). Next, let us show right-continuity of T → w T (x). As in the first part of the proof, let τ ǫ ≤ T be an ε-optimal stopping time for w T (x). Using monotonicity of w T , and boundedness of g and G, we get
note in the second line we used bounded convergence theorem and the fact that (X t ) is right continuous. Letting ε → 0 we get right continuity of T → w T (x), for any x ∈ E.
The proof of continuity of T → w T (x) is similar to the proof for T → w T (x). For brevity, we only present an outline. Setting z T (t) := e t∧T 0 g(Xs)ds+G(Xt∧T ) , t ≥ 0 and using argument leading to (4.9), for any ε > 0, we get
By arguments similar to the ones used in the proof of (4.10) we get right-continuity of T → w T (x). Left-continuity could be obtained using the same reasoning as in (4.11), with w T +u replaced by w T −u ; note that quasi-left continuity of (X t ) is required here.
Next, we focus on the maps x → w T (x) and x → w T (x), defined for any fixed T ≥ 0. For any T ≥ 0, the function x → w T (x) is continuous and bounded. Moreover, the optimal stopping time for w T is given by
2.
For any T ≥ 0, the function x → w T (x) is continuous and bounded. Moreover, the optimal stopping time for w T is given by
Proof. The idea of the proof is to approximate the problem by its discrete time analogue. In the first part of the proof we focus on map x → w T (x). For any m ∈ N and T ≥ 0, we set
where T m T is the family of stopping times taking values in 0, T 2 m , 2T 2 m , . . . , T . For transparency, we split the proof into three steps: (1) proof of continuity of x → w m T (x); (2) proof of continuity of x → w T (x) using discrete time approximations; (3) proof of optimality of (4.12).
Step 1. Continuity of x → w m T (x). Let us fix m ∈ N. Using operator P g
defined in (2.5), we consider the recursive sequence of functions
By property (2.5) the function w j T is continuous, for j = 1, . . . , 2 m . Using standard arguments (see e.g. [18, Section 2.2]) one can show that w m T = w 2 m T , which implies continuity of x → w m T (x).
Step 2. Continuity of x → w T (x). We show that x → w T (x) could be approximated uniformly on compact sets by x → w m T (x), as m → ∞. Let ε > 0 and τ ε ≤ T be an ε-optimal stopping time for w T . For any m ∈ N, we set
Noting that τ m ε ≤ T , for any x ∈ E, we get Noting that τ ε ≤ τ m ε and recalling Lemma 4.1 we get
Also, the convergence is uniform (in x) on compact sets. Consequently, letting ǫ → 0, using (4.15), and the fact that w m T is continuous, we get continuity of w T . Step 3. Optimality of (4.12). First, from continuity of x → w T (x), for any T ≥ 0, and Proposition (4.2) we get (4.16) |w
where (T n ) ⊂ R + is a monotone and such that T n → T , and (x n ) ⊂ E is such that x n → x ∈ E; this follows from Dini's theorem, as the convergence of w Tn to w T is uniform on compact sets. Second, for t ∈ [0, T ], we define
Using techniques from [6] one can show that v T is the Snell envelope of z T . Hence, using [5, Theorem 4] , we get that
is an ε-optimal stopping time for w T . Thus, setting
Using Fatou Lemma and quasi left continuity of (X t ) we get
Consequently,τ T is the optimal stopping time for w T (x). Finally, let us show that τ T =τ T , where τ T is given by (4.12) . Let ǫ > 0. On the set {τ ε T < T }, recalling definition (4.17), property (4.16), continuity of G, and right-continuity of (X t ), we get
Thus, on the set {τ T < T }, using (4.16) and letting ε ↓ 0 in (4.19), we get
Since w T (x) ≤ e G(x) , for any x ∈ E and T > 0, on the set {τ T < T } we also get
. Recalling definition of τ T , we get τ T ≤τ T . Finally, noting that τ ε T ≤ τ T , for any ε > 0, and letting ε → 0, we get τ T =τ T for τ T being the optimal stopping time. This concludes the first part of the proof.
The second part of the proof, i.e. the argument for x → w T (x), is similar to the proof for x → w T (x). For brevity, we only present an outline. In analogy to (4.14) we define Using techniques presented in the first part of the proof, one could show that the map x → w m T (x) is continuous (Step 1) and use it to show continuity of x → w T (x) (Step 2). Indeed, it is sufficient to combine Lemma 2.5 with
where τ ε is an ǫ-optimal stopping time and τ m ε is the (upper) T m T -dyadic approximation of τ m ε . To prove equivalent of Step 3, we consider z T (t) := e t 0 g(Xs)ds+G(Xt) , and v T (t) := w T −t (X t )e t 0 g(Xs)ds , defined for t ∈ [0, T ]. Using arguments similar as in Step 3, we get that τ ε T := inf{t ≥ 0 : w T −t (X t ) ≥ −εe − t 0 g(Xs)ds + e G(Xt) } is an ε-optimal stopping time for w T (x), and we can defineτ T := lim ε→0 τ ε T . Next, using similar reasoning as in (4.18), we can show thatτ T is optimal for w T (x). Finally, the proof of τ T =τ T is similar to the proof of τ T =τ T provided in Step 3. Proof. Using Proposition 4.2 and Proposition 4.3, we get that w is a non-decreasing limit of continuous functions w T , hence it is is lower semicontinuous. Similarly, w is upper semicontinuous as a non-increasing limit of continuous functions w T .
In Theorem 4.7 we show that the maps defined by (4.20) are equal to w, which is used to prove continuity of w.
Theorem 4.7. The function w defined in (4.1) is continuous and bounded. Moreover, we get w ≡ w ≡ w, and the optimal stopping time is given by
Proof. The proof of boundedness of w is straightforward and omitted for brevity. For transparency, we split the rest of the argument into three steps: (1) proof of upper semicontinuity of w; (2) proof of lower semicontinuity of w; (3) proof of optimality of (4.21).
Step 1. Upper semicontinuity of w. Following similar reasoning as in the proof of Proposition 3.3 we get w(x) = w(x), for x ∈ E; cf. (3.17) . Thus, recalling Proposition 4.6, we get that w is upper semicontinuous
Step 2. Lower semicontinuity of w. It is sufficient to show that w(x) = w(x), x ∈ E, and use Proposition 4.6. For any T > 0, let τ T be the optimal stopping time for w T , given by the formula (4.12). Definê Xt) and observe that τ T =τ T ∧ T . Recalling that g(·) ≥ c > 0 and G(·) ≥ 0, we get
Consequently, considering only integer time-points, we get
Moreover, by Proposition 4.2, we getτ n+1 ≤τ n . Thus, for any n ∈ N, on the set {τ n < n}, we getτ n = τ n ,τ n+1 = τ n+1 , and consequently τ n+1 ≤ τ n . Thus, by Borel-Cantelli Lemma applied to (4.22), we get that the limit τ := lim n→∞ 1 {τ n <n} τ n is well defined. Using right continuity of (X t ), Fatou Lemma, and noting that w ≤ w, we get Thus, recalling convention (2.2), using bounded convergence theorem with quasi-left continuity of (X t ), and (4.23), we get
which implies w(x) = w(x), for x ∈ E. Using Proposition 4.2 and Proposition 4.3 we get that w is lower semicontinuous as an increasing limit of continuous functions w T .
Step 3. Optimality of (4.21). For fixed T ≥ 0 and t ≥ 0, we define Note that for any fixed t ≥ 0 we get that v T (t) converges to v(t) as T → ∞; this follows from Dini's theorem, property w T ↓ w as T → ∞, and continuity of w T and w. Moreover, using standard results one can show that the process (v T (t ∧ τ T )) is a martingale, where τ T is given by (4.13); see e.g. Theorem 1 in [19, Section 5.3] . Since by Proposition 4.2 the map T → τ T is increasing, we can set
Let us now show that the process (v(t ∧ τ )) t≥0 is a martingale.
By martingale property of (v T (t ∧ τ T )) for any t, h ≥ 0, we get
From Dini's theorem and quasi-left continuity of (X t ) we get that
Thus, letting T → ∞ in (4.24) and using bounded convergence theorem, we get
which concludes the proof of the martingale property of (v(t ∧ τ )).
Next, let us show that τ is optimal for w. Using (4.25), for any t ≥ 0, we get
By Fatou Lemma, recalling that 0 < c ≤ g(·) and 1 ≤ w(·), we get τ < ∞, since
Letting t → ∞ in (4.26), by Fatou lemma and quasi-left continuity of (X t ), we get
Consequently, by bounded convergence theorem, we get
Thus, to conclude the proof that τ is optimal for w it is sufficient to show that we can replace w(X τ ) by e G(Xτ ) in (4.27).
Using right continuity of (X t ) and recalling (4.13), we get
By Dini's theorem, letting T → ∞ and using quasi-left continuity of (X t ), we get (4.29) w(X τ ) = e G(X τ ) .
Using (4.27), we get w(x) = E x e τ 0 g(Xs)ds+G(Xτ ) , i.e. τ is the optimal stopping time for w.
Finally, from (4.29) we getτ ≤ τ , whereτ is defined by (4.21). Moreover, noting that w T ≥ w, we get τ T ≤τ . Letting T → ∞, we also have τ ≤τ . This implies τ =τ and concludes the proof. Remark 4.9. Using similar technique as in the proof of Theorem 4.7 one can show that the process v(t) = e t 0 g(Xs)ds w(X t ), t ≥ 0, is a submartingale; note that from (4.25) it follows that (v(t ∧τ )) is a martingale.
5.
Approximation of optimal stopping problems. The main goal of this section is to show that (4.1) could be approximated by
where (g m ) and (G m ) are fixed sequences of functions from C(E). We assume that g m ↑ g as m → ∞ with g 0 (·) ≥ c 0 > 0 and G m → G uniformly with G m (·) ≥ 0. We show that the sequence given in (5.1) converges uniformly on compact sets to (4.1), as m → ∞.
Note that this provides a link between continuous and discrete time optimal stopping framework. Also, it might help to establish existence of solution to the continuous time Bellman equation for impulse control problem by using its discrete time approximations; see [9] for details.
Theorem 5.1. Let w and w m be given by (4.1) and (5.1), respectively. Then, w m → w, as m → ∞, uniformly on compact sets.
Proof. Noting that
where, x ∈ E, m ∈ N, and the function v m : E → R is given by Hence, for the convergence of v m to w it is sufficient to show that v m and v m both converge to w uniformly on compact sets. For transparency, we split the rest of the proof into three steps: (1) proof of |v m − w| → 0; (2) proof of |v m − w| → 0; (3) proof of |v m − w m | → 0.
Step 1. We show that |v m − w| → 0 uniformly on compact sets. For any x ∈ E, we get w(x) ≥ v m (x) and v m+1 (x) ≥ v m (x). Thus, the limit v(x) := lim m→∞ v m (x) is well defined, and
Using Theorem 4.7, we get that
is the optimal stopping time for v m . Since τ m+1 ≤ τ m , the limit τ := lim m→∞ τ m is well defined. Then, using Remark 4.8, Fatou Lemma, and right continuity of (X t ), 
where, in the last line, we used bounded convergence theorem. Therefore, we get
Recalling Theorem 4.7 we get that for any m ∈ N functions v m and w are continuous. Using the fact that convergence v m (x) → w(x) is monotone, by Dini's theorem we conclude that v m → w uniformly on compact sets.
Step 2. We show that |v m −w| → 0 uniformly on compact sets. Clearly, for any x ∈ E, we get w(x) ≤ v m (x) and v m+1 (x) ≤ v m (x). Thus, the limit v(x) := lim m→∞ v m (x) is well defined, and w(x) ≤ v(x), x ∈ E. Now, we show that v(x) ≤ w(x), x ∈ E. Letτ denote the optimal stopping time for w given in (4.21), and letτ m denote its T m approximation given bŷ Consequently, using bounded convergence theorem and quasi-left continuity of (X t ), for any m ∈ N, we get where the right hand side of (5.3) is understood as the standard expectation, i.e. without convention (2.2). Next, using bounded convergence theorem, the fact that τ m ↓τ , and right continuity of (X t ), we get which concludes the proof of v(x) ≤ w(x), for x ∈ E. Finally, repeating argument leading to Theorem 3.5 one can see that v m is continuous for any m ∈ N. Using Theorem 4.7, we get that the function w is continuous.
As v ≡ w, recalling that the convergence v m (x) → w(x) is monotone, and using Dini's theorem, we conclude that v m → w uniformly on compact sets.
Step 3. We show that |v m − w m | → 0 uniformly. For any m ∈ N and x ∈ E, let a m (x) := max(w m (x), v m (x)).
First, let us assume that x ∈ E is such that w m (x) ≤ v m (x). Let τ m be the optimal stopping time for w m . Then, using bounded convergence theorem, for m ∈ N, we get Since G m → G uniformly, for sufficiently large m, we get a m ≤ max( w m , v m ) ≤ max(e Gm , e G ) ≤ e G +1 .
Combining this with inequality |e z − e y | ≤ e max(z,y) |z − y|, for z, y ∈ R, we see that, for m sufficiently large, we get |v m (x) − w m (x)| ≤ e 2 G +2 G m − G → 0, x ∈ E.
Combining
Step 1, Step 2, and Step 3, we conclude the proof.
