Abstract. Diversity is a key characteristic to obtain advantages of combining predictors. In this paper, we propose a modification of bagging to explicitly trade off diversity and individual accuracy. The procedure consists in dividing the bootstrap replicates obtained at each iteration of the algorithm in two subsets: one consisting of the examples misclassified by the ensemble obtained at the previous iteration, and the other consisting of the examples correctly recognized. A high individual accuracy of a new classifier on the first subset increases diversity, measured as the value of the Q statistic between the new classifier and the existing classifier ensemble. A high accuracy on the second subset on the other hand, decreases diversity. We tradeoff between both components of the individual accuracy using a parameter λ ∈ [0, 1] that changes the cost of a misclassification on the second subset. Experiments are provided using well-known classification problems obtained from UCI. Results are also compared with boosting and bagging.
Introduction
Ensemble methods actually constitute an active research area that has lead to a family of learning algorithms applied to a wide range of problems including classification, clustering and regression. These methods are based on the idea of combining a set of simple predictors instead of using only one, maybe more complex. The interesting point is that with an appropriate design, the expected performance of the combined predictor can be better than the average performance of the individual predictors, even if these are weakly good. A key characteristic to obtain such behavior seems to be diversity of the combined predictors. This is intuitively clear, since combining a set of identical models is hardly better than using any single member of the set.
A well-studied method for ensemble generation is bagging, introduced by Breiman in [3] . Bagging can be described as an algorithm with only an implicit search for diversity, because no information about the predictions of the other models is incorporated to generate each predictor. Recent works [10] [9] have shown that the action of bagging is to control the effective influence of training examples in the estimation process, which is implicitly implemented by the bootstrapping plan carried out at each round of the algorithm. According to this reasoning, the robustness of bagging to overfitting, is not related to the independence of the different bagging rounds. An explicit search for diversity could hence be incorporated, allowing visibility between the learners while preserving the robustness characteristic of bagging. In this paper we focus on binary classification, that is, we are given with a set of examples S = {(x k , y k ); k = 1, . . . , m}, obtained sampling independently a distribution P (x, y), where x k ∈ R p represents a set of features and y k ∈ {−1, 1} a class label. We are asked to build a classifier M : R p → {−1, 1} capable to recognize the class corresponding to a given x, specifically we are asked to minimize the misclassification probability E P (x = M (y)). In this type of problems, diversity can be quantified using the so called Q statistic [13] [11] . For a pair of classifiers, this measure depends on the frequency with which the classifiers coincide and disagree in the recognition and misclassification of the training examples. As stated in [5] , diversity can be harmful if this is maximized at the expense of the individual accuracy and hence, an imperfect correlation between diversity and accuracy is observed in practice [11] . In this paper, we propose a modification of bagging, to explicitly trade off diversity and individual accuracy, decomposing the training objective of each learner in a component that contributes to diversity and other that decreases diversity. This algorithm has the same spirit of some algorithms proposed for regression problems, for example the negative correlation algorithm [6] . We start by presenting in section 2 the bagging algorithm [3] and a possible justification of its effectiveness. In section 3 we briefly review the concept of diversity in ensembles. In section 3 we show how to modify bagging to explicitly balance diversity and local accuracy. This algorithm inherits the robustness of bagging to overfitting because it preserves at each iteration, the resampling plan characteristic of bagging. In the final section we provide experimental results on classification problems obtained from UCI [2] and systematically used in the literature to analyze classifier ensembles. We also compare the algorithm with other methods, boosting and bagging, using different numbers of component learners.
Bagging
One of the most widely used techniques for creating an ensemble is bagging (short for Bootstrap Aggregation Learning), where a base classifier is provided with a set of patterns obtained randomly resampling the original set of examples and then trained independently of the other classifiers. The final hypothesis is obtained as the signum of the averaged predictions. The algorithm is summarized in figure (1 Train the classifier f t with the set of examples S t to minimize the classification error
, where I(S) is the indicator of the set S.
5:
Set the ensemble predictor at time t to be F t (x) = sgn
Breiman [3] presents bagging as a procedure capable to reduce the variance of predictors mimicking averaging over several training sets.
In [14] it is shown that for well behaved loss functions, bagging can provide generalization bounds with a rate of convergence of the same order as Tikhonov regularization. The key observation is that using bagging, an α-stable algorithm can becomes strongly α-stable with appropriate sampling schemes. Strongly α-stable algorithms provide fast rates of convergence from the empirical error to the true expected prediction error.
The key fact in the previous analysis is that certain sampling plans allow some points to affect only a subset of learners in the ensemble. The importance of this effect is also remarked in [10] and [9] . In these works, empirical evidence is presented to show that bagging equalizes the influence of training points in the estimation procedure, in such a way that points highly influential (the so called leverage points) are down-weighted. Since in most situations leverage points are badly influential, bagging can improve generalization by making robust an unstable base learner. From this point of view, resampling has an effect similar to robust M-estimators where the influence of sample points is (globally) bounded using appropriate loss functions, for example the Huber's loss or the Tukey's bisquare loss.
Since in uniform resampling all the points in the sample have the same probability of being selected, it seems counterintuitive that bagging has the ability to selectively reduce the influence of leverage points. The explanation is that leverage points are usually isolated in the feature space. To remove the influence of a leverage point it is enough to eliminate this point from the sample but to remove the influence of a non-leverage point we must in general remove a group of observations. Now, the probability that a group of size K be completely ignored by bagging is (1 − K/m) m which decays exponentially with K.
368. This means that bootstrapping allows the ensemble predictions to depend mainly on "common" examples, which in turns allows to get a better generalization.
Several works have revealed that diversity is a very important characteristic to get real advantages of combining predictors [13] [11] [12] [5] . In regression problems, diversity can be rigorously defined by the so called ambiguity decomposition [5] . It can be easily proved that if a set of individual regressors f 1 , f 2 , . . . , f m are linearly combined as F = i w i f i , the quadratic loss of the ensemble prediction F (x) at a fixed pattern (x, y) can be decomposed as
This decomposition states that the ensemble accuracy not only depends on the individual accuracies but also on the variability of the individual predictions around the combined prediction. From this result, is clear that differences between individual outputs contribute toward the overall ensemble accuracy, if the individual accuracies are maintained. We can hence define the level of diversity in the ensemble as the second term of equation (1), computed and averaged over the training examples. Similar measures of diversity can be obtained in terms of the correlation between the individual errors.
In classification problems, predictors are usually not aggregated using simple linear combinations and hence equation (1) does not hold. Moreover, if base classifiers can only output discrete class labels, quadratic loss cannot properly be used. Definition of diversity for a set of classifiers is hence a more complex task that has been tackled on different ways. Great part of the work examining classifier diversity is due to Kuncheva [13] [11]. In [13] , several diversity measures are analyzed, which can be separated between pairwise and non-pairwise measures. Pairwise measures compute a statistic between a pair of classifiers based on the complete set of examples, and then this is averaged over all possible pairings. Non-pairwise measures in contrast, compute a statistic for each example based on the predictions of the set of classifiers and then the average among the examples. The pairwise measures analyzed in [13] depend on the frequency with which a pair of classifiers agree or disagree in the recognition of a training example. Given two classifiers f i , f j we can count the number of examples N 11 for which both are correct, the number of examples N 00 for which both are incorrect, the cases N 10 for which f i is correct but f j incorrect and the cases N 01 for which f j is correct but f i incorrect. These four types of situations can be summarized in the following table:
From these statistics, several metrics of diversity can be derived. Since different measures show great similarity, Kuncheva recommends the use of the so called Q statistic for easy of interpretation. For a pair of classifiers f i and f j this is computed as
If the classifiers tend to misclassify and correctly classify the same instances, the Q statistic will take a positive value achieving a maximum of +1. If on the other hand, the classifiers show different patterns of errors, the Q statistic will take a negative value with a minimum value of −1. For independent classifiers Q = 0.
Bagging with asymmetric costs for misclassified and correctly classified examples
According to the taxonomy proposed in [5] for diversity creation methods, manipulation of the training data is one the most investigated techniques for ensemble generation. In particular, resampling of the training set is part of the two currently most successful ensemble algorithms: boosting [7] and bagging [3] . Bagging can be considered as an implicit method to generate diversity because it does not use any information about the behavior of the other learners to manipulate the training data. This algorithm can however significatively decrease the generalization error of the base learner because, as we have explained in the previous sections, resampling limits the influence of isolated examples on the ensemble, stabilizing the overall prediction. In contrast to bagging, Adaboost is an algorithm explicitly designed to focus each learner in the instances of the training set where the previous learners perform bad. Suppose we generate an ensemble sequentially, adding at each step t a new classifier h t to the ensemble generated in the previous steps. Suppose we generate the new classifier to maximize the Q statistic between the existing classifier H t−1 (resulting from the combination of the previously generated classifiers) and the new classifier. Hence, if the ensemble correctly classifies a subset C of examples of the training set S and misclassifies a subset M , the new classifier h t has to misclassify all the examples in the set C but correctly recognize the patterns in M . In this case, Q(H t−1 , f t ) = −1 and diversity is clearly maximized. However, for reasonable aggregation functions this procedure has only sense if the existing classifier has an accuracy lower than 50% or the margin for the classification of the correctly classified examples is wide enough. It would be possible to overcome this problem using instance-dependent aggregation functions, but this is out of the scope of this paper. On the other hand, the problem of determining which classifiers behave well for a given instance is a classification problem itself, which could be even more complex than the original classification problem. As stated by [5] , the problem is that diversity can be harmful if individual accuracy is completely sacrificed to obtain differences between the predictors outputs. For this reason it is difficult to speak about a perfect correlation between the diversity measure and the ensemble accuracy [11] . The latter observation holds also for regression ensembles where clear diversity measures can be defined. For example, the ambiguity decomposition and similar decompositions in regression estimation, have lead to algorithms that look for an adequate tradeoff between individual accuracy and diversity. In the negative correlation algorithm [6] this achieved training each learner with the objective function
whereF is the ensemble output. It can be shown that diversity can decrease the ensemble accuracy if this is not balanced with other components of the ensemble error. In this spirit, we propose an algorithm to explicitly trade off diversity and individual accuracy. The procedure works iteratively, by adding a new classifier h t to the existing ensemble H t−1 at each step t = 1, 2, . . . , M . Following bagging, each learner is trained using a bootstrap sample S t of the original set of examples S. Bootstrapping at each iteration allows us to inherit the robustness of bagging to overfitting, which is not based on the independence of the different bagging steps, but on the effects of the resampling plan. Instead of generating each learner independently of the others, we propose to train the learner at step t with the following objective function
where M t−1 is the set of examples incorrectly classified by the ensemble obtained at step t − 1 and C t−1 the set of correctly recognized examples. Note that I(S) is the indicator of the set S. Hence, the first component of equation (4) is the total classification error on the set M t−1 and the second is the total error on the set C t−1 . The greater the first term, the greater the Q statistic between the new classifier and the existing ensemble. Optimization of the second term in contrast, monotonically decreases diversity measured as the value of the Q statistic. Both components of E t contribute to the individual accuracy of the new classifier. In other words, equation (4) represents a tradeoff between individual accuracy that contributes to generate diversity and individual accuracy that decreases diversity. Note that if λ = 1, the algorithm coincides with bagging and accuracy is optimized independently of the diversity the new classifier incorporates to the ensemble. If λ is allowed to increase beyond 1, then accuracy that damages diversity would be preferred over accuracy compatible with diversity generation. If λ is allowed to go below 0, then it leads to a better optimization of the Q statistic, but both individual and ensemble accuracy can be seriously damaged, especially when the existing ensemble has performance over the 50%. Algorithm (2) summarizes the proposal of the paper. The implementation of this procedure can be carried out in several ways. The most natural of them is to consider weights for each example: a weight λ i = 1 for the examples (x i , y i ) misclassified by the previous ensemble and a weight λ i = λ for the correctly recognized examples. Another possibility, if the base learner cannot manipulate weights for each example, is to use a sampling plan with probabilities coinciding with the desired weights. This approach is used for example in the adaBoost algorithm [7] [8]. 
Classify each example xj of S t using the classifier ensemble F t−1 . If the example is correctly classified put it in the set C t−1 , otherwise put it in the set M t−1 .
6:
Train the classifier ft to minimize
where λj = 1 if (xj, yj) ∈ Mt−1 and λj = λ if (xj, yj) ∈ Ct−1.
7:
The resultant algorithm is similar in spirit to the half-and-half bagging algorithm proposed by Breiman [4] . In this method predictors are generated sequentially using different subsets of the original training set. At each round, an example is randomly selected and classified by the learners previously generated that did not use the example in their training sets. If the example is misclassified by majority voting on the latter predictions this is incorporated in a set M. Otherwise the example is incorporated in a set C. This process is repeated until the sizes of M and C are equal to s = n/4, where n is the total number of examples. The next classifier is trained on the examples of M and C with equal costs. It should be noted that the number of correctly classified examples will be in general greater than the number of misclassified examples, especially when several rounds of the algorithm have been elapsed. Hence, this method implicitly puts more focus than standard bagging in the misclassified examples. The constant proportion of the correctly classified examples in the next training sample on the other hand, ensures each learner achieves a reasonable individual accuracy of the original training set and that misclassified examples do not dominate excessively the next training round. This is a clear difference with the adaBoost algorithm [7] [8]. In contrast to standard bagging, adaBoost forces the learners to focus on the difficult training examples and pay less attention to the examples correctly classified by the last predictor. This is achieved by computing example weights and then bootstrapping the training data with probabilities coinciding with these weights. Although very effective in practice, adaBoost is highly more sensitive to leverage points (in particular outliers) than bagging [1] . In some rounds, adaBoost could be completely dominated by few isolated examples more than in local patterns present in the data. With the algorithm proposed in this section, the relative importance of a misclassified example with respect to an already recognized example is kept constant and hence the former cannot dominate excessively.
Experimental Results and Discussion
In this section we present results of empirical studies to evaluate the proposed algorithm. In the whole set of experiments, two real and well-known data sets were used, namely Phoneme and Diabetes. A detailed description of these data sets can be obtained from [2] . For comparison purposes, three algorithms will be evaluated: Boosting, Bagging, and the proposed algorithm. In addition, neural networks with five sigmoidal hidden units and trained with standard backpropagation were employed as base learners. For each experiment, t-student confidence intervals will be reported with a significance of 0.02 obtained after 50 simulations. The estimation process is carried out with a 75% of the available observations and testing with the rest 25%. Table (2) and table (3) show confidence intervals for the mse of Boosting, Bagging and the proposed algorithm versus the number of learners in the ensemble, obtained with the Phoneme and Diabetes dataset respectively. In this experiment, we use the test error optimal values of λ found in the previous experiment. It should be remarked that these values of λ are the optimal found with 10 base learners. For this paper only two benchmark problems have been chosen, which however allow us to draw preliminary representative conclusions. Table (1) shows clearly that the optimal value of λ is problem dependent, as it was already shown in the case of Negative Correlation applied to regression problems [6] . In both benchmarks however, the optimal value of λ was lower than 1. It should be remarked λ = 1 is equivalent to bagging. This parameter may be selected using a validation set or adjusted with an evolutionary algorithm. Table ( 2) illustrates that the proposed method, with λ = 0.3 reaches a lower mean square error than Boosting and Bagging on the test set. It is known that the Diabetes classification problem suffers from "missing information" and mse results at the level of 0.25 are already considered to be good. Boosting reaches this level with 16 base learners in the ensemble. Bagging obtains the best result (mse 0.2302) with an ensemble of the same size. The proposed method, with λ = 0.7, obtains a result (mse 0.2314) which is better than Boosting and slightly weaker than Bagging using however only 8 base learners. 
