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Abstract
Near-field scanning microwave microscopy (NSMM) is a widely used scanning
probe microscopy (SPM) technique. It can non-intrusively probe the material
properties of a sample at the nano-scale using microwave frequency radiation.
The rapid development of nanotechnology, materials and surface science under-
pinned by scanning probe techniques drives the demand for ever more versatile and
non-invasive nano-scale analysis tools. Specifically, the development of solid-state
quantum technologies has created a need for nano-scale measurement techniques
that operate in the same regime as these quantum devices. However, there are
very few nano-scale characterisation tools that are capable of quantum coherent
interaction with samples. In particular, all NSMMs so far operate in the ‘classical’
regime, at high powers. To reach the quantum limit for NSMM we require (i) tem-
peratures that are lower than the photon energy, kbT  h¯ω and (ii) ultra-low
power such that the average photon number 〈n〉 ∼ 1, as is necessary for coherent
interaction with a quantum system without saturating it.
This work presents an ultra-low power cryogenic NSMM integrated with an
atomic force microscope (AFM), to enable precise distance control. A high-quality
6 GHz superconducting resonator is used as the microwave probe. This resonator
is micro-machined so that it also forms the scanning tip of the AFM. We show
that the microscope is capable of obtaining nano-scale dielectric contrast down to
the single microwave photon regime, up to 109 times lower power than in typical
NSMMs. The microscope was designed in-house in a dilution refrigerator operating
at 10 mK with a customised suspension system to minimise the effects of external
mechanical vibrations. In this thesis, we evaluate the performance of this NSMM.
We also discuss the remaining challenges towards developing an NSMM capable of
quantum coherent interaction, an enabling tool for the development of quantum
technologies in the microwave regime.
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Chapter 1
Introduction
Quantum technologies have progressed rapidly over the past few years. Many
governments, large businesses and start-ups have invested heavily in the develop-
ment and commercialisation of these technologies. Quantum technologies make
use of phenomena that exploit quantum mechanical effects such as superposition
of quantum states, quantum tunnelling and quantum entanglement. The use cases
of quantum technologies include quantum key distribution for secure private com-
munication between two users [1]; the use of highly accurate atomic clocks as
sensitive gravimeters is another area of research and investment [2]; arguably the
most publicised application of quantum technologies is quantum computing.
Certain tasks or problems can be significantly sped up with the use of quan-
tum computers [3]. For example, Shor’s algorithm [4] has the potential, in the
long-term, to crack encryption protocols that rely on the difficulty of factorising
large prime numbers. Even in the short-term quantum computing is being ap-
plied to medicine for the discovery of new pharmaceutical drugs [5] and to solve
optimisation problems that are infeasible on a classical computer [6]. Looking at
these examples, it is easy to see why the development of quantum computing is
of great research and industrial interest. Although quantum processors currently
exist, they possess a relatively small number of quantum bits, or ‘qubits’, and
so do not currently possess the computing power to attempt these problems. A
truly large-scale quantum computer is needed to perform such tasks and to be
able to reliably out-perform classical computers. How does one implement such
a quantum computer? There are multiple examples of implementations of qubits
such as using the left or right circularly polarised states of a photon, strings of
trapped ions, doped solid-state devices and quantum dots [3]. As well as these,
and more pertinent to this thesis, superconducting qubits have also shown great
promise. Companies such as Google [7], IBM [8] and Rigetti Computing [9] are all
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working on developing superconducting quantum processors. One advantage with
superconducting qubits is that they form a macroscopic quantum state whereby
the qubit parameters are dictated by macroscopically measured quantities such as
capacitance and inductance of a superconducting circuit. Fabricating supercon-
ducting qubits can be done using well-known lithographic techniques for pattern-
ing superconducting materials onto a substrate. These properties are exploited
to create a solid-state superconducting quantum processor. Each implementation
of a qubit has their advantages and disadvantages, usually linked with coupling
multiple qubits together or fragile qubit states that are particularly vulnerable to
decoherence. If a quantum computer is to successfully be constructed, it needs
to (i) be a scalable physical system with well-characterised qubits and (ii) have
qubits with long relevant coherence times [10].
Current superconducting quantum processor architectures are difficult to scale,
leading to decoherence and dephasing of the qubits. This loss of information has
been attributed to qubits coupling to uncontrolled degrees of freedom in their en-
vironment [11]. Other works have found that this decoherence mainly originates
from coupling to defects that exist in the materials used to fabricate supercon-
ducting qubits. These defects behave as quantum two-level systems (TLS) with
randomly fluctuating transition energies. They are a significant source of loss and
contribute to noise in superconducting circuits [12]. These TLS defects have been
extensively studied but their origin remains unknown. The behaviour of ensembles
of material TLS defects, and their contribution to 1/f noise, have been measured
and individual TLS defects can be coupled to using a qubit or a superconducting
resonator. However, their exact location cannot be determined nor their atomic
origin [13]. Individual superconducting qubits have been developed to have rel-
atively long coherence times, but scaling up the number of qubits and coupling
them together reduces the overall coherence time of the coupled system. Even
for systems of coupled qubits with relatively long coherence times, the random
fluctuations in TLS energy cause fluctuations in coherence times and excitation
energy in otherwise ‘good’ qubit systems. It is, therefore, necessary to locate and
identify the origin and locations of these material TLS defects to achieve long and
stable coherence times for a robust universal quantum computer.
To gain further information and improve the coherence times of qubits we need
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a tool that can coherently couple to and locate individual defects. Despite the
increase in research amongst academia and industry to develop quantum tech-
nologies, the availability of such tools for coherent materials characterisation of
quantum circuits remains limited. Specifically for superconducting quantum cir-
cuits, such a tool would need to operate in the microwave domain as the typical
transition frequency of superconducting qubits is of the order of gigahertz. The
tool would need to be non-invasive so that it does not damage or destroy a sample
under test. It is the lack of this necessary diagnostic technology that motivates
the need for a novel microscope that can coherently couple to quantum systems.
Near-field scanning microwave microscopy (NSMM) is a well-established classical
technique that lends itself to this purpose.
The overall aim of this project is to design an NSMM that will be capable of
reaching the quantum regime. The microscope will employ techniques that non-
intrusively probe dielectric samples containing quantum two-level systems at the
nano-scale using microwave frequency photons. A classical NSMM typically con-
sists of an atomic force microscopy (AFM) component used to obtain the topogra-
phy of the sample, and to maintain a constant tip-sample separation as is required
for the microwave readout. Once positioned above the material, the NSMM tip will
transmit a pulsed or continuous microwave signal. The tip itself can function as a
transmission-detection microwave antenna or just as a transmitter, together with
a separate detector to receive the reflected microwaves. The microwave signal will
interact with the sample causing changes in the amplitude, frequency and phase
of the microwave signal to yield information about the conductivity, polarisation
and dielectric constant of the material [14,15]. The primary aim of this project is
to extend this classical idea of the NSMM technique and bring it to the quantum
limit. In the quantum limit, we can use the NSMM to study qubits and, more
importantly, individual TLS defects, at the nanoscale.
To be able to achieve the goal of an NSMM that can coherently couple to indi-
vidual quantum systems, some significant challenges will need to be overcome. In
this thesis, we aim to address some of these challenges. Firstly, the resonator must
be operated at sufficiently low powers such that, on average, only a single photon
occupies the resonator probe (〈n〉 ∼ 1). This ensures that an ensemble of mate-
rial TLS defects are not saturated by large numbers of photons and increases the
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likelihood of coherently coupling to an individual material TLS defect. Secondly,
the NSMM must operate at ultra-low temperatures, on the order of a few mil-
likelvin. This is a requirement for coherent interactions with material TLS defects
as kBT  ETLS ∼ h¯ωr, where ETLS is the energy splitting of a TLS and ωr is the
resonant frequency of the NSMM probe. This ensures minimal thermal excitation,
such that the majority of material TLS defects are in their ground state. For a
probe frequency of ωr/2pi = 6 GHz, this requires that T  300 mK. This will be
achieved by placing the NSMM within a dilution refrigerator (DR), leading on to
the third challenge. Nanometer-scale distance control between the probe tip and
sample surface is necessary to achieve stable and coherent coupling. The NSMM
must be mechanically isolated so that disturbances from external mechanical vi-
brations are reduced, particularly so given the choice of a BlueFors LD-400 series
refrigerator that uses a pulse tube (PT) to cool to 4 K. The rotational frequency of
the PT motor is a major source of external mechanical disturbance, whose effect
on the experiment needs to be minimised [16]. Our solution is to suspend the
NSMM on springs within the DR that will be capable of damping such external
disturbances. Finally, the superconducting resonator probe must have a high-Q
factor, greater than the strength of coupling between the probe and a TLS, to
ensure that the probe is in the strong coupling regime and can dispersively cou-
ple to a two-level quantum system [17]. In this thesis, we achieve single photon
regime scanning using a high-Q resonator and demonstrate a suspension system
with mechanical stability comparable to that of state-of-the-art scanning probe
microscopes.
Chapter 2
Two-Level Quantum Systems
In this chapter, we will consider the physics that describes a generic two-level
quantum system. This formalism can then be applied to various examples of two-
level systems that appear in the field of superconducting quantum devices research.
Examples of such systems include superconducting qubits, the basic building block
of a superconducting quantum computer and material two-level system (TLS)
defects that are of unknown origin and exist in amorphous materials used in the
fabrication of quantum circuits. We move on to discussing how these defects have a
detrimental effect on superconducting quantum devices, as well as how they cause
frequency noise. We discuss analysis techniques used to understand noise data and
their understanding through power laws. This will be relevant to understanding
results that appear later in this thesis. Throughout the rest of this thesis, we will
employ the convention of using the abbreviation ‘TLS’ to refer to the material
defects that are attributed to causing decoherence in quantum circuits and use
the full terms ‘two-level system’ or ‘two-level quantum system’ when referring to
a general two-level system such as a qubit.
2.1 General Two-State Quantum Systems
Any quantum system with only two distinguishable states, or where the other
higher-level states are energetically far from the lowest two states, can be con-
sidered as a two-level quantum system. Any two-level system can be written as
|ψ〉 = α |0〉+ β |1〉, where {|0〉 , |1〉} is the set of linearly independent vectors that
span the 2-dimensional Hilbert space and α and β are normalised constants. Op-
erators in this space are 2× 2 matrices where the identity matrix Iˆ and the Pauli
matrices σˆx,y,z form the full basis of Hermitian operators in this space. A generic
two-level quantum system can be depicted on a Bloch sphere, as shown in Fig. 2.1.
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Figure 2.1: Diagram of the Bloch sphere, a geometric representation of a true
two-level quantum system. This depicts the state |ψ〉 in terms of the linearly
independent basis states |0〉 and |1〉 that form the full 2-dimensional space.
The angles θ and φ are defined in spherical polar coordinate system, such that
|ψ〉 = cos(θ/2) |0〉 + sin(θ/2)eiφ |1〉. Operators acting on the state |ψ〉 rotate it
about the Bloch sphere. Changes in the amplitude or phase of this state can be
caused by interactions with the environment, leading to the decoherence of the
state [18].
A two-level system can be excited with an RF pulse causing a transition from
the ground to the first excited state. This assumes that the two-level system is in its
ground state to begin with, which is achievable if the system is sufficiently cooled
enough to a temperature significantly below the energy of the first excited state
with respect to the ground state. For a typical superconducting quantum system,
this means a non-isolated two-level system can interact with its environment which
can cause a rotation of the state vector around the Bloch sphere. The Hamiltonian
that describes an individual two-level system is given by
Hˆ = −12(δEσˆz + ∆σˆx), (2.1)
where δE = Ee−Eg, the difference between the uncoupled first excited and ground
states, respectively, and ∆ is the coupling between the energy levels. When substi-
tuting this into the time-independent Schro¨dinger Equation, we get the eigenval-
ues E1,2 = ±
√
δE2 + ∆2 that correspond to the coupled energy levels. A generic
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two-level sytem can have energy eigenvalues that can correspond to any value of
frequency. Though typically qubits and material TLS defects will have an energy
gap that corresponds to frequencies on the order of gigahertz. This means that
these types of two-level quantum systems can be excited with the use of microwave
photons [19].
2.2 Superconducting Qubits
In this section, we first briefly introduce superconductivity and some of its more
relevant concepts to the work described in this thesis. We then introduce the
necessary concepts to be able to understand some basic physics for superconducting
qubits and their design. The reason for this is that later on in the thesis we discuss
the design of a sample to be scanned with the NSMM that consists of qubit arrays.
The idea behind this is to create a number of ‘artificial’ TLS defects with known
parameters such as the transition frequency and the dimensions of the structure.
The objective with this sample is to attempt a scan in the single photon regime
while coherently coupling to one of the qubits in the array. This would provide
proof of concept of using NSMM for coherent interaction with a TLS in the sample,
on a controlled and well defined two-level system. Once this is achieved, the NSMM
can be used to search for unknown material TLS defects in a sample.
2.2.1 Superconductivity
A material is said to be in the superconducting state when, in the absence of an
applied magnetic field, it exhibits two properties: perfect conductivity and perfect
diamagnetism. This first means that the resistivity of the material is zero. The
latter means that magnetic fields are expelled from the superconductor. This is
known as the Meissner effect [20]. The superconducting state only exists below
some critical temperature Tc. The Bardeen–Cooper–Schrieffer (BCS) theory has
had success in describing conventional superconductivity. It is worth noting that
exotic materials have been used to demonstrate high-Tc superconductivity but in
this thesis, we focus on conventional superconductors. BCS Theory introduces the
idea of weakly bound electron pairs with a binding energy 2∆ ≈ 3.5kBTc. The
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bound electrons have equal and opposite momenta and spin and are commonly
referred to as ‘Cooper-pairs’ [21].
An important effect, known as the Josephson effect, occurs when two super-
conductors are separated by a weak link or a thin electrically insulating region,
known as a Josephson junction. The supercurrent Is, and the voltage V , across
such a junction are,
Is = I0 sin(∆ϕ) and V =
h¯
2e
∂
∂t
(∆ϕ). (2.2)
I0 is a critical current parameter of the Josephson junction. Exceeding this critical
current destroys the coherence across the junction. The term ∆ϕ, is the phase dif-
ference of the wavefunctions of the two superconductors [22]. Josephson junctions
are useful circuit elements in quantum circuits and quantum computing since they
provide the necessary non-linear inductance that is needed to remove the degen-
eracy in the energy level splitting in superconducting qubits. This macroscopic
coherence that manifests in Josephson junction circuits means that it is possible
to fabricate superconducting quantum circuits using standard lithography meth-
ods. The low loss properties of superconductors are critical in the field and in the
work presented in this thesis.
2.2.2 The Charge and Transmon Qubit
Broadly speaking, superconducting qubits can be categorised into three main
species: the charge qubit, the flux qubit and the phase qubit. Many review articles
exist discussing in detail each type of qubit [23–25], though here we are only inter-
ested in a basic understanding of the transmon - an extension to the charge qubit.
One of the first experiments demonstrating a charge qubit was performed by Naka-
mura et. al. [26]. A charge qubit (see Fig. 2.2(a)) consists of a superconducting
island known as a Cooper-pair box (CPB) connected to another superconducting
electrode via a Josephson junction, and a gate voltage Vg, can be applied to the
island via a capacitor Cg. The gate voltage ‘pumps’ Cooper-pairs from the super-
conducting island across the junction. A second Josephson junction can be added
in parallel with the first to create a superconducting quantum interference device
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Figure 2.2: Circuit diagram for (a) a flux tunable charge qubit and (b) a flux
tunable transmon qubit. The dashed blue region shows the CPB island where
Cooper-pairs tunnel through the SQUID loop with Coulomb energy.
(SQUID) loop. This loop allows for the qubit transition energy to be tuned with
the use of a magnetic field. Figure 2.2(a) shows a circuit diagram of a flux tunable
charge qubit.
The Hamiltonian for the charge qubit system can be written in terms of two
energy parameters: the Coulomb energy EC (the electrostatic energy for a Cooper-
pair), expressed as EC = (2e)2/2C, where e is the elementary charge and C is the
total capacitance of the qubit circuit, including the bias capacitance, and the
Josephson energy which is EJ = IcΦ0/2pi where Ic is the critical current of the
junction and Φ0 is the magnetic flux quantum. The Josephson energy can also be
expressed as EJ = RQ∆/2RN , where RQ = h/4e2 is the resistance quantum for a
Cooper pair and RN is the normal state resistance. ∆ is the superconducting en-
ergy gaps as described by the BCS theory of superconductivity1. The Hamiltonian
can then be written as
Hˆ = EC(nˆ− ng)2 − EJ cos φˆ. (2.3)
Here, ng = CgVg/2e is known as the offset gate charge of the CPB. The eigenener-
gies for this Hamiltonian are shown in Fig. 2.3 for differing ratios of EJ/EC . When
ng = N + 12 , where N is an integer, the uncoupled charge states |0〉 and |1〉 are
degenerate. The Josephson energy lifts this degeneracy and the resulting qubit
Hamiltonian can be expressed in a form similar to that of a general TLS, as was
described by Eq. (2.1). While successful and even ground-breaking as a pioneering
1From BCS Theory, ∆ = 1.76kbTc where Tc is the critical temperature of the superconductor.
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Figure 2.3: The eignenenergies Em, for the first three levels of the transmon
(n = 0, 1, 2) as a function of the offset charge ng. Four different ratios of EJ/EC
are shown. The eigenenergies are normalised to the transition energy E01 at ng = 12 .
Adapted from [27].
demonstration of an artificial two-level quantum system is, the charge qubit suf-
fered from sensitivity to charge fluctuations in its environment. This is caused by
e.g. charge traps in the substrate. To alleviate this problem, several architectures
were put forward, one of the most successful being the transmon design.
To create a transmon qubit, two changes need to be made to the charge qubit.
One change is that an additional capacitance CS, needs to be added that is con-
nected via a shunted transmission line, shown in Fig. 2.2(b). The second change
is that the qubit needs to operate in the so-called charge insensitive regime. This
means that it must satisfy the criteria of EJ/EC  1. This has the effect of re-
ducing charge noise in the qubit [27], which is a dominant form of noise. As shown
in Fig. 2.3(a) for EJ/EC ∼ 1, when ng = 12 , the energy bands are flat to first
order, meaning that small charge fluctuations do not lead to noise in the energy
level transition frequency. Though for values of ng away from this ‘sweet spot’,
sensitivity to charge noise is increased. However in Fig. 2.3(d) for the case where
EJ/EC = 50, the eigenenergies are approximately constant for changes in ng and
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thus the sensitivity to charge noise has been exponentially reduced to almost zero.
However, this comes at a trade off. Flatter energy bands result in reduced anhar-
monicity i.e. the difference in transition frequency between the |0〉 and |1〉 states
and the |1〉 and |2〉 states become smaller. For this reason, choosing the correct
ratio of EJ/EC has a significant impact when designing a qubit sample [28]. For a
large ratio of EJ/EC , the transition energy of the transmon can be approximated
as
E01 = hfp − EC , (2.4)
where fp is the so-called Josephson plasma frequency and can be written as
fp =
√
8EJEC
h
. (2.5)
This means that the choice of EJ and EC is important in choosing a transition
frequency. The choice also affects the design of the qubit as well as the fabrica-
tion process. The value of EC is inversely proportional to the total capacitance
of the qubit. This includes the value of the capacitance in the circuit as well
as the capacitive contribution from the Josephson junctions. As for the fabrica-
tion, a double-angle shadow evaporation technique is used to create the Josephson
junctions for the SQUID shown in Fig. 2.2. In this technique, a superconducting
material, for example, aluminium, is deposited on to a mask of the design that
was created using electron beam lithography. This first layer aluminium is then
oxidised to create an insulating later of Al2O3 before another layer of aluminium is
deposited. The two depositions are carried out at different angles with respect to
the sample. The junctions are formed at the overlap of the two layers. The angle
defines the lateral dimensions of the junction and therefore its capacitance. The
pressure at which the sample is oxidised (or the duration of the oxidisation at a
fixed pressure) directly affects the normal state resistance of the qubit sample and
which is in turn indirectly proportional to EJ . Later on in Chapter 6 we discuss
the specific parameters chosen for the charge qubit sample that we fabricate.
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2.3 Material TLS Defects
As promising as superconducting qubits are to developing a robust quantum com-
puter, some challenges need to be overcome. Like most implementations of qubits,
there are still sources of dissipation, decoherence and noise in superconducting
quantum circuits. The source of this loss has been widely attributed to the exis-
tence of defects that exist in superconducting quantum devices. These defects are
not impurities that are introduced by the fabrication process but are due to the
amorphous nature of the materials that are used in the fabrication. These defects
behave as two-level quantum systems and the model often used to describe them
was originally suggested to explain the behaviour of the heat capacity of glasses
and similar semi-crystalline structures [30]. Despite the success of phenomenolog-
ical models describing TLS, their microscopic nature in superconducting devices
remains mostly unknown.
One proposal for the origin of material TLS defects has been the idea of tun-
nelling atoms. This idea suggests that atoms in the lattice can quantum me-
chanically tunnel between two energetically favourable states, creating an electric
dipole. This assumes that the atoms are otherwise cooled to low enough tem-
perature to not be thermally excited between these two states. These behaviours
have been described in detail in the standard tunnelling model (STM) which is
discussed next in more detail. Other theories used to describe TLS dynamics are
Figure 2.4: A sketch showing some of the different possible candidates for the
nature of TLS defects. These include tunnelling atoms, dangling bonds, hydrogen
rotors and collective motion of the lattice. Adapted from [29].
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tunnelling electrons, dangling bonds of hydrogen atoms, hydrogen vacancies that
lead to hydrogen rotors, and collective motion of phonons in the lattice [29]. Some
of these suggested for the origin of TLS have been depicted in Fig. 2.4.
2.3.1 Standard Tunnelling Model
The theory of tunnelling material TLS defects was originally used to explain the
thermal properties of glasses. The model assumes that an atom, or small group of
atoms, sit in an asymmetric double-well potential and can quantum mechanically
tunnel between the two semi-stable states [30–32]. The following assumptions are
made for the STM for the double-well potential. They are [29]
• There are two energetically similar states for the TLS to exist in, of which
it occupies one at any given time.
• These two states are modelled as two parabolic wells that are separated by
a barrier.
• The TLS is at a low enough temperature such that thermal excitation over
the barrier can be ignored and transitions between the two states require
quantum tunnelling.
• Transitions between the two states can be induced via coupling to electric
fields or by an applied strain to the amorphous solid.
• TLS defects exist in large ensembles and so can be parameterised by a dis-
tribution of barrier heights, asymmetries and eigenenergies that is approxi-
mately uniform.
A diagram of this type of potential is shown in Fig. 2.5 and is characterised by two
energies: the asymmetry energy ε to describe the two different ‘depths’ of each
well and the required tunnelling energy ∆, to tunnel through the barrier.
The Hamiltonian for the system can be written in terms of these two energies
and the Pauli matrices as
HˆTLS = 12(εσˆz + ∆σˆx). (2.6)
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The eigenstates can be written in terms of the two lowest states of the potential well
shown in Fig. 2.5 with |L〉 for the left state and |R〉 for the right state. Due to the
tunnelling through the barrier, these states hybridise forming the new eigenstates
|ψ+〉 = sin(θ/2) |L〉 + cos(θ/2) |R〉 and |ψ−〉 = cos(θ/2) |L〉 − sin(θ/2) |R〉, where
tan(θ) = ∆/ is the so-called mixing angle. This yields a difference in energy
between these two eigenstates i.e. the energy splitting of the TLS, to be
E = E+ − E− =
√
ε2 + ∆2. (2.7)
We can consider two limits to this equation. When |ε|  ∆, the eigenstates are
well described by the |L〉 and |R〉 states. Then for the case when |ε| ≈ 0, and the
double well is symmetric, there is a superposition of the |ψ+〉 and |ψ−〉 eigenstates.
The STM has had success in describing the low temperature, anomalous prop-
erties of amorphous solids. However, its predictions for the frequency noise does
not match the data from recent experiments [34] but additions to the STM have
been made to address two key assumptions. The first is that the STM assumes
that there are no interactions between TLS, which, as it turns out, has an impact
on the TLS relaxation times. The second assumption that is addressed is that
the probability density is not uniform. This has been referred to as the so-called
generalised tunnelling model (GTM). Theoretical work on the GTM is discussed
Figure 2.5: A diagram of an asymmetric double well potential. This depicts
the required tunnelling energy ∆, and the asymmetry energy ε, of the double-well
potential. Here, E is the energy splitting of the TLS. Adapted from [33].
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in more detail in [34], where the idea of coherent and non-coherent material TLS
defects, or quantum and classical respectively, are introduced.
2.3.2 Impact on Solid-State Quantum Devices
Many experiments investigating superconducting circuits or technologies in the
past two decades have found sources of dielectric loss. They attribute the source
of this loss to material TLS defects in dielectric materials that couple to reso-
nance modes of the device under test. Some of the first reports of TLS defects
contributing to decoherence in superconducting qubits [12, 35] showed how TLS
defects in the dielectric layer of a Josephson junction contributed to an increase in
the loss tangent tan(δ), at millikelvin temperatures. Further studies have shown
how material TLS defects affect the coherence times of qubits [36] and the varying
time-scales of the material TLS defects lifetimes.
TLS defects have also been observed to affect superconducting microresonators.
This manifests itself by causing jitter in the resonance frequency of the resonator.
This is due to the ‘switching’ of electric dipoles as the TLS defects tunnel between
two stable states, resulting in 1/f noise. It turns out that, when operating thin-film
resonators at low temperature and low power, the STM does not fully explain their
behaviour [37,38]. The GTM modification (mentioned previously) is necessary to
account for TLS-TLS defect interactions and fully describe the resonators in these
regimes. Other works have identified the main source of material TLS defect loss
to be due to the interface between materials [39]. For example, for a Nb coplanar
waveguide (CPW) fabricated onto a Si substrate, the interface between the two
materials was found to cause high levels of loss due to material TLS defects. It has
also been found that treating the surfaces of resonator samples prior to metallic
evaporation can reduce the dielectric loss level.
If we are to operate a superconducting resonator as an NSMM probe in the
single photon regime, it is important to understand the properties of resonators
at very low temperatures and low powers, and how they are affected by material
TLS defects. To observe the behaviour of a superconducting resonator at low
temperatures, one can track the change in its resonant frequency as a function
of the temperature. The expected dependence of the resonance frequency versus
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temperature is given by [40]
∆f(T ) = F tan(δi)
[
Re
(
Ψ
(
1
2 +
hf0
2piikBT
)
+ Ψ
(
1
2 +
hf0
2piikBT0
)
− ln
(
T
T0
))]
. (2.8)
Here, ∆f = (f(T ) − f0)/f0, Ψ(x) is the di-gamma function and T0 is a reference
temperature, F is the so-called filling factor and tan(δi) = tan(δ0) tanh(h¯ω/2kBT )
is the TLS loss tangent. The shift in frequency as a function of temperature is due
to the broad density of states of TLS coupled to the resonator being thermally de-
saturated. This function gives a frequency decreasing with decreasing temperature
until a minimum in frequency at T = h¯ω/2kB, at which point the frequency starts
to increase [41]. where ω = 2pi · f is the angular frequency. This ‘upswing’ in
the frequency shift is caused by the TLS no longer being thermally saturated and
can act as an extra channel of loss when thermal energies reach below the TLS
transition energy. The loss of a superconducting resonator can also be observed by
measuring its intrinsic quality factor Qi, as a function of the applied power. This
can be written as [42,43]
Q−1i =
F tan(δ0) tanh
(
h¯ω
2kBT
)
(
1 + 〈n〉
nc
)α +Q−1i,0 (2.9)
where 〈n〉 is the average photon number (this is proportional to the applied power
to the resonator, discussed later in Section 4.1.4), nc is the critical number of
photons stored in the resonator needed to saturate one TLS from the electric field
within the resonator. Other sources of loss are contained within Q−1i,0 . At higher
powers, all the TLS are saturated by a large number of photons in the resonator
and there is a plateau in Qi, as shown in Fig. 2.6. Equation (2.9) also shows Qi as
a function of temperature. For most experiments h¯ω  kBT so it is reasonable to
assume that the term tanh(h¯ω/2kBT ) ≈ 1. As the power is decreased, the value
of the intrinsic quality factor also decreases until another plateau is reached also
shown in Fig. 2.6. This is where very few material TLS defects are being excited
by microwave photons. The onset of this unsaturated region of Qi(〈n〉) is a key
indicator of the single photon regime where it can be assumed that, on average, a
single photon populates the resonator.
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Figure 2.6: Data from Ref. [43] of the internal quality factor Qi as a function of
the average photon occupancy of a superconducting resonator 〈n〉.
Having discussed the behaviour of TLS at low temperatures and powers, and
how they affect some solid-state quantum devices, this begs the question: what is
the nature of TLS? The answer to this question remains elusive. However, there
have been several experiments that have measured the properties of an ensemble
of TLS. One such experiment uses strain spectroscopy to observe multiple two-
level quantum systems coherently coupling to a superconducting qubit [33]. This
experiment flexes the chip while applying different microwave pulses to measure the
change in qubit excitation probability. This work shows that at least some of the
TLS are in-fact defects that are inherent to a material’s amorphous structure and
provides strong evidence to the tunnelling of quantum particles model to explain
these defects. Also observed are direct TLS-TLS interactions through avoided
crossings and the frequency switching nature of TLS via non-hyperbolic strain
responses.
Dedicated defect spectrometers have also been fabricated that consist of a
Josephson junction in a superconducting LC circuit. By tuning the flux that
penetrates the junction, which allows the resonant frequency of the circuit to be
adjusted, the spectrometer can observe the splitting of the resonance frequency, a
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key indicator of the device having coherently coupled to TLS defects of the same
frequency [44]. These measurements allow the density of TLS defects per unit
area to be calculated, a useful parameter to know for Josephson junctions when
considering dielectric loss. Our NSMM has been designed to reveal the position
of an individual material TLS defect, something that has not been achieved. This
is important because knowing where the material TLS defects are will allow for
them to be studied so that they can be better understood.
Recently some experiments have found that removing adsorbed spins on the
surface of superconducting resonators has a large effect by reducing the level of
1/f noise. There is evidence that surface spins originating from atomic hydrogen
contribute to the noise of a superconducting resonator, though the loss of the
resonator does not decrease by the same factor as the overall noise level does.
This is explained in the GTM, which partitions the material TLS defects in the
resonator into two categories: one that is responsible for the loss and the other
that is responsible for noise [40].
Frequency noise has a known impact on superconducting circuits and is a di-
rect consequence of material TLS defects. We briefly discuss some experiments
that measure the frequency noise in superconducting quantum circuits and their
findings. A review of 1/f noise affecting solid-state quantum circuits can also be
found in [13].
Noise has been known to affect the lifetime of superconducting qubits for some
time. The design motivation of the transmon qubit was to create a qubit de-
sign that reduced the effects of charge noise in the circuit [27]. Superconducting
resonators have also been observed to experience frequency noise. By adopting
a technique from frequency metrology known as Pound-Drever-Hall (PDH) lock-
ing, often applied to atomic clocks, superconducting resonators have been char-
acterised, and their noise processes identified, in a way that was not previously
done using traditional techniques [45]. Other experiments for analysing noise in
resonators have found that it is possible to calculate the density of material TLS
defects in the amorphous oxidised layer of a superconducting device [38]. Noise
measurements were also done whilst varying the applied power to the resonator
at a fixed frequency. The data can be fitted using a model that finds that the
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amplitude of the 1/f noise can be written as
A ∝ 1√
1 + |E|2|Ec|2
. (2.10)
Here |E|2 ∝ 〈n〉 is the magnitude of the electric field squared which is proportional
to the average photon occupancy of a superconducting resonator. More recent
work has studied how TLS affect the relaxation time of superconducting qubits
by measuring this quantity many times over long time periods. The works aimed
at ‘benchmarking’ typically measured qubit parameters as opposed to quoting the
exceptional result. Within these works, noise analysis on the relaxation times
tries to observe 1/fα noise spectrum. However, what is observed is a sum of this
frequency noise spectra along with Lorentzian noise contributions, which is the
signature of a single dominant fluctuator [46, 47]. This further motivates why a
strong understanding of TLS dynamics is needed to understand, and hopefully
mitigate, the effects of noise in the solid-state superconducting quantum circuits.
2.4 Analysing Noise
Having discussed the effects of material TLS defects in solid-state quantum circuits
and their contribution to noise in such circuits, we will discuss how that noise
is analysed and interpreted. We briefly mention power spectral density (PSD)
analysis and how it is estimated and move on to discuss an analysis technique
often used in frequency metrology known as the Allan variance.
2.4.1 Power Spectral Density
A commonplace technique when analysing noise data is to calculate the PSD.
This can be used to analyse oscillator phase noise Sϕ(f) and oscillator frequency
noise Sy(f), where the subscript y refers to some time averaged quantity that is
measured. A PSD is applied to a time-series set of data and shows a distribution
of the frequency contributions to the power of a signal using Fourier analysis. To
compute this with real-world data, it is necessary to use a numerical method to
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calculate the Fourier transform.
For the noise analysis on time-series measurements of a superconducting res-
onator’s resonant frequency fluctuations, we use Welch’s estimation method which
is built into MATLAB. Although useful for analysing time series data in the fre-
quency domain, it does have some drawbacks. For example, Welch’s method di-
vides the data into segments and applies a time-domain window function to those
segments. Depending on the choice of the window parameters, the output of the
PSD can differ and result in information loss. To avoid this, we also employ
another noise analysis method.
2.4.2 The Allan Variance
Here we introduce the Allan variance and its definition. This is useful for dis-
cussing the analysis methods that are used to understand the analysis performed
on data from noise measurement experiments. The classical variance is a statis-
tical measure of the deviation of the values in a distributed data set from the
mean value of that data set. The Allan variance, however, is a statistical analy-
sis technique for analysing a time-series data set that has a poorly defined mean
value [48]. An example of such a data set may be a frequency-dependent system
that drifts over long time periods. The Allan variance is commonly used in time
and frequency metrology and for research into atomic clocks. Other applications
include the characterisation of noise in voltage standards [49], ammeter calibra-
tion traceability [50], and for measuring the noise processes in superconducting
micro-resonators [51], an application more pertinent to the content and work that
is presented in this thesis.
The Allan variance is a function of the temporal measurement period τ , and
can be computed for a data set of N discrete measurements using the equation
σ2y(τ) = 12〈(∆y¯)2〉 =
1
2(N − 1)
N−1∑
i=1
(y¯i+1 − y¯i)2, (2.11)
where y¯ is the time-averaged measured quantity. For measuring frequency fluctu-
ations, it is y¯ = (f − f0)/f0 where, for the case of a resonator, f is the measured
frequency and f0 is the resonant frequency. In the calculation of the classical
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variance, each data point would be subtracted from the mean value of that data
set. Whereas the definition for the Allan variance (Eq. (2.11)) is calculated using
the difference between adjacent pair-wise data points, thus removing the need for
a mean value from the calculation. The reader may also like to be aware of the
existence of the Allan deviation which is simply defined as the square-root of the
Allan variance σA(τ) =
√
σ2y(τ). For examples that are mentioned in this work,
we mainly concern ourselves with the Allan variance.
2.4.3 Interpreting Noise Spectra
When analysing noise, we need to be able to understand and interpret the various
noise analysis methods that can be applied to oscillators, such as superconducting
resonators. It has been found that both phase noise and frequency noise can be
described using sums of power-laws when they are presented with using a PSD
or Allan variance analysis [52]. For example, phase noise can be described by the
summed over power law
Sϕ(f) =
0∑
i=−4
bif
i. (2.12)
The coefficients bi correspond to separate noise processes that go with the fre-
quency f i. The noise processes that each of these coefficients corresponds to has
been summarised in Table 2.1 and are illustrated on a log-log plot in Fig. 2.7. This
table and diagram will become useful when analysing noise results later on in this
thesis. Higher-order frequency noise processes can occur (i ≥ 5) but these are not
relevant for this thesis.
Just as with phase noise, the frequency noise of an oscillator can be modelled
as a sum of power laws. This is expressed as
Sy(f) =
2∑
i=−2
hif
i. (2.13)
As was the case for phase noise, the coefficients described here for the frequency
noise hi correspond to different noise processes. These are also shown in Table 2.1
and Fig. 2.7. A conversion between phase and frequency noise is possible. This is
indicated by the blue arrows in Fig. 2.7. To convert between the two noise spectra,
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we use the equation
Sy(f) =
f 2
f 20
Sϕ(f), (2.14)
meaning that we can write
hi =
1
f 20
bi−2. (2.15)
These conversions are explicitly shown in Table 2.1 for each type of noise process.
The relationship between these noise spectra and the Allan variance is also
shown in Table 2.1 and Fig. 2.7. Although it is possible to convert exactly between
Sy(f) and Sϕ(f) both ways, it is only possible to estimate the Allan variance from
the frequency noise in one direction. This is indicated by the blue and red arrows
of Fig. 2.7, which also shows an illustration of the ‘bucket-like’ shape of the Allan
variance. Notice that there is no simple transform for the noise processes shown in
Noise type Sϕ(f) Sy(f) Sϕ ↔ Sy σ2y(τ)
White
PM
b0 h2f
2 h2 = b0f20
3fH
4pi2
h2
τ3
Flicker
PM
b−1f−1 h1f h1 = b−1f20
3γ−ln(2)+3 ln(2pifHτ)
4pi2
h1
τ2
White
FM
b−2f−2 h0 h0 = b−2f20
1
2
h0
τ
Flicker
FM
b−3f−3 h−1f−1 h−1 = b−3f20 2 ln(2)h−1
Random
walk FM
b−4f−4 h−2f−2 h−2 = b−4f20
2pi2
3 h−2τ
Linear frequency drift Dy 12D2yτ 2
Table 2.1: The conversion factors between phase modulated (PM) noise Sϕ(f),
frequency modulated (FM) noise Sy(f), and Allan variance σ2y(τ) understood in
terms of power laws. In this table, fH is a cut-off frequency and Dy is a coefficient
for describing linear drift. The noise spectra are illustrated in Fig. 2.7. This is
adapted from Enrico Rubiola [52].
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the Sϕ(f) and Sy(f) spectra that map to those same noise processes on the Allan
variance. The coefficients for relating Sy(f)→ σ2y(τ) are shown in Table 2.1.
Although representing noise data in the form of a PSD can be useful, the Allan
variance does have some extra advantages. For example, it is able to show linear
frequency drift noise that is proportional to τ 2. Slow noise processes are difficult
to observe with a PSD but are made easier to do so with Allan variance analysis.
Another pitfall of a PSD is that when computing the PSD using some software,
multiple algorithms exist across different pieces of software that calculate the spec-
tra. This is because the spectra calculation involves using the Fourier transform
of the data. Having multiple methods of calculating the same type of spectra to
analyse noise can have the practical detriment of introducing inconsistencies be-
tween different analysis methods used to examine the same set of data. Whereas
for the Allan variance, there is only one way of computing its value and that is to
use the definition in Eq. (2.11).
There are benefits to using both the PSD and Allan variance when analysing
noise data. Later on in this thesis, both analysis methods are used on noise data
for a superconducting resonator probe and what noise processes limit it.
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Figure 2.7: Noise spectra for phase modulated noise Sϕ(f), frequency modulated
noise Sy(f), and Allan variance σ2y(τ) understood in terms of power laws. Arrows
indicate how each spectra can be converted to and from one another. The spe-
cific conversion factors are displayed in Table 2.1. This is adapted from Enrico
Rubiola [52].
Chapter 3
Near-Field Scanning Microwave
Microscopy
In this chapter, we first review some of the literature around classical scanning
microwave microscopy, going through a brief history of the field, different types of
scanning probes, different applications of the technique and discussing some of the
more recent research in the field. We then discuss some principles of classical near-
field scanning microwave microscopy (NSMM) and the underlying physics to the
subject. This section also discusses different tip geometries and how they can be
modelled so that the tip radius can be estimated. We then move on to discuss some
principles of atomic force microscopy (AFM) and the origin of the force between
an AFM tip and the surface of a sample. We then discuss various methods of
distance control and which method is most suitable for the experiments presented
in this thesis. Finally, we discuss the physics of taking NSMM into the quantum
regime and how the interaction between a resonant NSMM probe can couple to
a two-level quantum system. We also present simulations of the expected shift in
frequency of the probe-sample interaction.
3.1 Literature Review
Historically the resolving power of any microscope was dictated by the wavelength
of light used to observe a sample. However, it is widely considered that Synge
first proposed a method for overcoming this limit in 1928 to create an ultra-high-
resolution microscope [53]. Though the technological capability to build such a
device was not available for some time. These concerns were also independently
expressed by O’Keefe in 1956 [54]. The first demonstration of a near-field micro-
scope was in the microwave regime by Ash and Nichols in their 1972 work [55]. To
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achieve this, a small aperture in a thin diaphragm at the end of a hemispherical
resonator was excited by a signal with large illuminating power. Provided this
aperture is in close proximity to the sample, the small microwave fields about the
outer side of the resonator can overcome the classical diffraction limit.
Broadly speaking, a near-field microscope uses either a broadband [56] or a res-
onant [57] probe, though many implementations of near-field microscope probes
have been demonstrated. They rely on focusing evanescent waves around an aper-
ture or a probe and measuring the changes in the stored energy of the evanescent
fields that decay exponentially with distance. This is referred to as the ‘near-field’
in the literature [15]. Some types of near-field scanning microwave microscopes
include microwave resonator cavities or waveguides that have a small aperture
close to the sample, as shown in Fig. 3.1(a), to scan a sample. Others have micro-
fabricated parallel strip lines that consist of a dielectric (such as SiO2) flanked by
two parallel strips of conducting material (such as Al) as shown in Fig. 3.1(b).
Changes in the permittivity in a sample will cause a corresponding change in the
stored energy in the electric field about the tip, this, in turn, causes a change
in the resonant frequency of the probe, which can then be tracked. A modified
AFM cantilever that is shielded with metal and connected to the central line of a
coaxial cable, as shown in Fig. 3.1(c), can also be used as a microwave probe [58].
Open-ended coaxial lines (Fig. 3.1(d)) have also been implemented as microwave
scanning probes [56] and to achieve a resolution down to 100 µm. The central wire
of a coaxial cable can be attached to an scanning tunnelling electron microscopy
(STEM) tip, as in Fig. 3.1(e), and has been reported to increase the resolution of
such a microscope to 100 nm [59]. A loop of wire that shorts the central line of a
coaxial cable to the outer shield to create a magnetic loop, as shown in Fig. 3.1(f),
has also been demonstrated to measure the magnetic permeability of a sample
down to length scales of 200 µm [60]. Each probe design has led to increased
variety and innovation in the field of microwave microscopy. Ultimately, it was
the introduction of precise distance control methods, mainly brought about from
AFM and STEM technologies, that helped to accelerate research with and into
near-field scanning microwave microscopy (NSMM) to where it is today.
NSMM has since found itself to be useful for many different applications. For
example, early evidence for the existence of the superconducting energy gap in
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Figure 3.1: An illustration of several different implementations of microwave
probes. These diagrams were adapted from Ref. [15]. Explanation in the text.
superconductors was shown using microwave transmission experiments [20,61,62].
Similar microwave microscopy techniques have also been applied to superconduc-
tors to identify superconducting phases in multiphase samples [63]. NSMM tech-
niques can also be used in the characterisation of graphene layers by using an elec-
tromagnetic cavity with a spherical tip. This method makes it possible to measure
variations in the local permittivity of a graphene sample [57]. The semiconductor
industry has also used NSMM for measuring dopant concentration levels in p-
type silicon [64] and for capacitance measurements for spatially resolved nanoscale
structural mapping of a sample that can be achieved by using a network analyser
to measure reflected microwaves from the sample [65]. There have even been re-
ported uses of NSMM for biological samples. NSMM can be a desirable scanning
method in biology due to its non-invasiveness. By using a resonant cavity and
measuring its frequency shift, the detection of buried biological anomalies such
as tumours is possible [66]. The detection of hybridisation in DNA films is also
possible by observing the reflected microwaves from a tungsten tip due to changes
in the dielectric properties of the DNA strands on a sample [67].
In this work, some essential requirements are necessary to fulfil in the design of
an NSMM that can reach the quantum regime. One such requirement is that the
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microscope needs to be operated at low power. This is so that, on average, a single
photon occupies the resonant probe, 〈n〉 ∼ 1. Having such low powers ensures
that any two-level quantum system will not be saturated by large numbers of
photons. This motivates the need to achieve low power microwave measurements
for our NSMM. Another requirement is the need to operate the NSMM at low
temperatures, on the order of ∼10 mK. To ensure that the microscope probe
would be able to couple to an individual quantum system, low temperatures are
required so that any two-level system is not thermally saturated and this increases
the likelihood that a quantum system’s transition frequency is much greater than
environmental thermal fluctuations, h¯ω  kBT . Lowering the temperature also
increases the number of two-level quantum systems that will be in their ground
state. Another requirement is that the probe must also have a low rate of loss i.e. a
highQ-factor. If the resonant probe is to couple to an individual two-level quantum
system, the loss rate of the probe must be smaller than the coupling strength of
the interaction. Finally, precise tip-to-sample distance control is necessary. This
means that the effects of external mechanical vibrations on the tip should be
minimised. This ensures a well-defined coupling between the NSMM probe and
the sample surface and will reduce dither in the tip-to-sample distance.
In most of the previously discussed applications of classical NSMM, there is
little or no mention of their operating power as a figure of merit. The interactions
are described using classical electromagnetic theory which suggests large numbers
of photons are intended to be involved in the interaction between a microwave
probe and a sample. However, some works do quote the power levels of their
microscopes. For example, NSMMs being used to quantitatively measure the con-
ductivity and permittivity of a sample using microwave impedance microscopy
do state an input microwave power to the NSMM probe of -20 dBm [68]. Other
work has shown that extremely low powers of -100 dBm can be achieved with
NSMM. These low power levels can be reached with the use of a micro-machined
superconducting resonator as the NSMM probe and with the aid of a technique
adopted from optics known as Pound-Drever-Hall locking [69], that can be used
for high-sensitivity microwave measurements. This measurement technique has
been applied to on-chip superconducting resonators to operate them in the single
photon regime [43]. Given the ability of superconducting resonators to reach sin-
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gle photon energies, and that they typically operate in the microwave regime, a
resonator that has been designed and micro-machined as a probe would make an
ideal candidate for our NSMM probe. Low power microwaves in the single photon
regime, and high-sensitivity microwave measurements, are necessary to investigate
two-level quantum systems so that they do not become thermally saturated and
coherent coupling can be achieved.
There have been some NSMMs that have been demonstrated to operate down
to cryogenic temperatures. For example, resistive mapping of YBCO films have
been performed in older cryogenic systems that make use of cryogen baths (typi-
cally using LN2 or LHe), with the microscope protected from direct contact with
the liquid with a vacuum jacket [70]. Other similar experiments for scanning probe
microscopy (SPM) in a cryogenic environment have also been carried out to use
microwave impedance microscopy to study semiconductors [71]. Other experi-
ments have combined STEM with microwave scanning microscopy in cryogenic
systems with the use of a resonant probe. A lumped element model can be used
to describe the behaviour of the probe which can be compared with the near-field
response on silicon wafers to show good agreement with the scan result [72]. These
systems all make use of circulating liquid cryogens. There also exists cryogen-free
Low-temperature systems that have been used for scanning microscopy with a
superconducting quantum interference device (SQUID) [73] as the probe to map
small magnetic fields in a sample. This requires low temperatures that achieved by
using a ‘dry’ dilution refrigerator (DR) to cool the microscope. This experiment
uses an Nb patterned SQUID attached to a copper cantilever as the probe. This
probe is then moved with the use of piezo-steppers and S-bender piezos for the po-
sitioning of the probe. These experiments are not isolated examples and there have
been many other implementations of NSMMs in cryogenic environments. These
cryogenic microscopes typically reach temperatures on the order of Kelvin. To
achieve coherent nanoscale measurements with NSMM, much lower temperatures,
on the order of tens of millikelvin, need to be achieved. A review article from the
National Institute of Standards and Technology (NIST) [74] discusses, in detail,
a cryogenic SPM facility. This facility has many features including tip prepara-
tion, field-ion microscopy, horizontal transfer stations and more. Though it is the
cryogenic SPM system that is inside of a DR that is of particular interest. It
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consists of a DR system, similar to the DR used in the experiments in this thesis,
with an SPM system placed at the coldest part of the cryostat that operates at
approximately 10 mK. Most of these works pay particular attention to minimising
the effects of external vibrations on the system, leading to increased mechanical
noise. This same issue is addressed in the work presented in this thesis.
For resonant probes, a high Q-factor is desirable as this means the probe will
have a smaller loss rate. Specifically for the case of low power NSMM, a high Q
will increase microwave sensitivity (particularly if the Pound-Drever-Hall locking
method is to be employed). To get a sense of some of the values for the Q-factors
that exist in NSMMs, we review some of the literature that quotes the quality
factors of their microscopes. A stainless steel wire, with a diameter of 50 µm,
coupled to a dielectric resonator operating at 4 GHz has been reported to have
Q = 2.4×104. This experiment was done at room temperature [75]. Another room
temperature NSMM that uses an yttrium-aluminium-garnet (YAG) dielectric puck
inside of a copper cavity coupled to a metallic probe has been reported to have
Q = 3×103 with a resonant frequency of 3.8 GHz [57]. An NSMM with a Pt-Ir tip
connected to the central conductor of a coaxial cable demonstrates an estimated
Q ∼ 103 [76]. Although not directly quoted, the Q-factor from this work can
be estimated from the presented microwave transmission plots. More recently,
a low-temperature NSMM that utilises a coaxial cable resonator has reported
room-temperature quality factors of Q = 1.2 × 103 and at lower temperatures
of Q = 2 × 103 with temperatures of 77 K [72]. Most of the literature seems
to report resonant NSMM probes with Q-factors approximately in the range of
103 - 104. Ideally, our NSMM would need to have a high a Q-factor as possible.
It has been reported that by using a micro-machined superconducting resonator
as an NSMM probe, Q-factors on the order of Q = 1.6 × 104 can be produced at
very low temperatures (300 mK) and at low powers (-100 dBm) [69]. This is a
promising result if we are to achieve similar resonant probe quality factors at such
low temperatures and powers.
NSMM has useful applications in many areas. As mentioned earlier, the ma-
jor development in the field of microwave microscopy techniques has been the
advancements that were made in precise distance control and feedback methods.
This meant that it became possible to bring the distance between a scanning probe
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tip and a sample surface to the order of nanometers [15]. This helps to improve
the signal-to-noise (SNR) ratio and achieves higher spatial resolution when scan-
ning. There are three main methods of distance control that are commonly used
in NSMM [77]. The first method is tunnelling-based current feedback, as used in
STEM. This makes use of the phenomenon of quantum mechanical tunnelling and
uses a feedback loop with the current from the tunnelling electrons as the feed-
back signal to precisely control the distance to the surface. The scanning tip and
the sample need to be electrically conductive for this method to work. Another
distance control technique is the use of a cantilever with an optical laser working
in tandem with a feedback loop, popular in AFM. In this method, a sharp tip
is attached to the underside of a cantilever and a laser is reflected off of the top
side and measured by a photo-detector. The deflected beam from the cantilever
is then used to map the topography of the sample surface. In the third method,
a mechanical/piezoelectric tuning fork with feedback can also be used for precise
distance control. This makes use of the intrinsic piezoelectric property of quartz
that these tuning forks are typically made from. The resonant frequency of the
tuning fork is shifted when the scanning tip comes in to close proximity with the
sample surface. This is due to the atomic forces of the sample surface that are
applied to the oscillating tuning fork prong. Any perturbation in the resonant
frequency will alter the voltage of the measured error signal in a feedback loop
and so the distance to the sample surface can be adjusted by a PID controller.
Having reviewed some of the more relevant pieces of literature, we address the
question: is it feasible to meet the requirements for bringing NSMM into the quan-
tum regime? Research has shown that it is indeed possible to operate an NSMM
in a cryogenic environment. The combination of low power, low temperature, a
high-Q resonant probe and isolation from external mechanical vibrations are what
brings the microscope into the “quantum” regime. With the use of a supercon-
ducting resonator as a probe it is indeed feasible to operate an NSMM at the
single photon energy levels for the interrogation of individual two-level quantum
systems. Work on the plausibility of operating an NSMM in the quantum regime
has been investigated by de Graaf who has theoretically shown that non-invasive,
low power and coherent interactions with TLS is possible with a cryogenic NSMM.
As described in Ref. [69] and Ref. [17], the NSMM probe used is a specially de-
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signed micro-machined, thin-film superconducting fractal resonator. This specific
resonator is designed to be small and compact enough to be used as a scanning
probe. Such a probe can be mounted to an individual prong of a quartz tuning
fork for precise distance control between the tip and sample. Superconducting
resonators are often used when it comes to constructing macroscopic circuits for
quantum electrodynamics (QED) and can be used to couple to qubits and two
other two-level quantum systems. This makes them ideal for an NSMM probe
that aims to operate in the quantum regime. What we propose is to ‘take the
resonator out of the page’ and to do scanning probe microscopy with it to measure
quantum systems.
Since its inception, NSMM has proven to be a widely applicable tool in many
disciplines of research to investigate a number of different materials, gathering in-
formation such as the complex conductivity, polarisation and the dielectric prop-
erties of a material. This has been made possible by advancements in precise
distance control between a probe and a sample surface. The remainder of this
chapter discusses some of the theoretical descriptions of classical NSMM and how
we adapt it to quantum NSMM. We also discuss introductory AFM physics and
how it is applied to our proposed NSMM. This discussion will highlight some of
the design choices that have been made for the microscope. After this we discuss
some of the theory behind a quantum interaction between an NSMM probe and a
two-level system and then present some supporting simulations.
3.2 Principles of Classical NSMM
All NSMMs presented in the literature operate in the classical regime. This means
that there are a large number of photons involved in the interaction between a mi-
crowave probe and a sample and so the electromagnetic interaction can be treated
classically. To understand the response from the NSMM considered in this thesis it
is important to understand the physics that describes the interaction between the
microwave near-field and any sample under interrogation. In this chapter, we will
discuss the electrodynamics of an NSMM probe as it is brought toward a metallic
sample and the different models that can be applied to describe this. We also
present simulations of expected classical NSMM scanning and discuss the results
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in the context of the chosen model. Finally, we discuss distance control using a
tuning fork, and the reasoning for this choice, in our experiments.
As the name implies, NSMM operates by coupling a scanning probe to a sample
via the near-field region of the electromagnetic field produced by the probe. If this
tip has some characteristic length D, associated with it, and the radiation has a
wavelength of λ, then the near-field typically occupies the region D ≤ r  λ,
where r is a radial vector describing, in this case, the distance from an NSMM
tip to a sample [15]. When an electromagnetic wave is incident to some boundary
i.e. the tip of the probe, some of the wave will be reflected and some will be
transmitted, producing a so-called evanescent wave. For a boundary aligned along
the x and an incident wave along the z axis, as shown in Fig. 3.2, the electric field
of an evanescent wave can be written as
ET =
(
E0,T ei(kxx−ωt)
)
e−ξz, (3.1)
where y components are neglected. Here, E0,T is the amplitude of the transmitted
wave, kx is a wave-number in the x direction and ξ is a coefficient describing the
rate of exponential decay of the evanescent wave. This equation states that there is
a propagating wave in the direction along the boundary that decays exponentially
at distances further away from that boundary, shown by the z-component of the
transmitted electric field ET,z, in Fig. 3.2. This implies that the energy of the wave
is concentrated in the vicinity of the tip.
The interaction between and NSMM tip and a sample can be described by the
tip-to-sample capacitance Ct−s, and the electromagnetic properties of the sam-
ple. The means that the response can be either dissipative or reactive. For a
resonant probe with some voltage at the tip, this interaction is dominated by re-
active contributions. In the following, we assume a purely capacitively reactive
response caused by Ct−s, simplifying the NSMM description to a lumped-element
electrostatic interaction. For a metallic resonant NSMM probe, we can write the
frequency shift as
∆f = 12pi
 1√
L(C + ∆C)
− 1√
LC
 , (3.2)
where L is the inductance and C is the capacitance of the resonant probe. The
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Figure 3.2: A diagram showing an incident (I), reflected (R) and transmitted (T)
wave. The grey region is a boundary with a different refractive index. The trans-
mitted wave shows only the exponential decay in the z direction of an evanescent
wave.
term ∆C is the change in capacitance due to the changing coupling capacitance as
the probe is moved towards or away from the sample surface. This means that ∆C
is a function of z, the tip-to-sample distance. The term 1/(2pi
√
LC) = f0 is the
natural resonant frequency of the resonant probe, for large values of z. The shape
and size of the tip will also affect the change in coupling capacitance. Assuming
a rounded metallic tip, it would be expected that ∆C would be dependent on the
tip radius R. The functional form of the change in capacitance is non-trivial for
a realistic NSMM probe. However, approximations can be made to simplify the
tip-sample interaction model. Some common approximations used in the literature
for modelling the change in tip-to-sample capacitance are discussed in more details
in the following sections.
3.2.1 Parallel Plate Model
The simplest way to model the change in capacitance is to use a parallel plate
capacitor model. Assuming that the tip is one end of a cylinder, the capacitance
for a circular tip is
Cpp =
ε0piR
2
z
. (3.3)
This model has been used with limited success in describing the behaviour of the
electric field between a tip and a sample [78]. This model is limited because it
is only applicable to conductive samples and it can only be used as a first-order
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approximation, due to 1/z dependence.
As the models assume that the overlapping circular area of the parallel plates is
the end of a cylindrical tip, it does not account for any extra capacitance caused by
fringing fields at the edges of the parallel plates. Although this can be accounted
for by adding an extra logarithmic term to account for the total capacitive change.
This has been empirically found by [79].
Despite its relative success, this model does not capture the full behaviour of
the tip-to-sample capacitance. To be able to do this, a more sophisticated model
is necessary that can account for the more complex shape of the tip.
3.2.2 Spherical and Conical Tip Model
A more sophisticated approximation for the tip-to-sample capacitance is to assume
that a metallic sphere of radius R, is above an infinite plane at a distance z. This
is shown in Fig. 3.3(a). The capacitance between the sphere and the plane can
be calculated using the method of image charges. This model has shown good
agreement with experimental data [80].
Another approach for calculating capacitance between the sphere and the plane
uses an analytical method that has been demonstrated by Hudlet [81]. This results
in a logarithmic correction for the capacitance and can be written as
Csph = 2piε0R ln
(
1 + R
z
)
. (3.4)
In this method, the conducting sphere is infinitesimally faceted and the capaci-
Figure 3.3: An illustration of the model parameters that define (a) a metallic
spherical tip and (b) a metallic conical tip truncated with a sphere at the apex.
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tance between each facet and the sample surface is calculated. This is done by
considering the vertical force that is applied to the sphere due to the electric field
between them. Each contribution is then summed over to calculate the total ap-
plied force and therefore the capacitance between sphere and plane. This same
method can be applied to the geometry of a cone truncated by a sphere to form a
tip-like apex, shown in Fig. 3.3(b). This yields a similar result to the spherical tip
model and the capacitance of the metallic conical tip above an infinite conducting
plane can be written as
Capex = 2piε0R ln
(
1 + R(1− sin θ)
z
)
. (3.5)
This model accounts for the taper angle θ of the conical tip and the capacitive
contribution from the cone. When the taper angle θ = 0, this equation reduces to
Eq. (3.4) for the capacitance for a metallic sphere above an infinite plane.
Both of these models are an improvement on the parallel plate model as they
can more accurately show how the electric field is distributed about a conductive
tip. This means that it is not necessary to add an extra term to account for
fringing fields. The two models also reflect a more realistic shape of a nanometer-
sized tip. It is this model that we assume for the NSMM presented in this work
when analysing the resonant frequency shift of a microwave probe as a function of
tip-to-sample distance in this thesis.
3.2.3 Capacitive Scanning Simulations
We can make use of tip models to approximate the change in capacitance between
the probe and a sample. Simulations can produce a capacitive map when the
tip scans over a sample. To do this we have used COMSOL Multiphysics 5.4
that uses a finite element method to implement the electrostatic interaction. The
model consists of a metallic conical tip (as shown in Fig. 3.3(b)) and an underlying
sample that consists of a thin metal pattern on top of a dielectric substrate. The
metal patterning is an interdigitated capacitor with two smaller metallic squares,
each being 2× 2 µm2 in size, located nearby. The finger width and the separation
between fingers are both 1 µm. An image of this model is shown in Fig. 3.4(d).
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Figure 3.4: A COMSOL Multiphysics simulation from evaluating the capacitance
between the metallic tip and the corner of a metallic inter-digitated capacitor on
dielectric for (a) a tip radius of R = 0.1 µm and (b) a tip radius of R = 1 µm. (c)
Lines traces from each of the capacitance simulations and (d) a screenshot of the
area being scanned. The red line shows where the line traves where taken from.
Dark grey and light grey represent conductor and insulator, respectively.
This model resembles the sample that is measured later on in this thesis, the details
of which are discussed further in Chapter 5.
We performed two simulations each with different tip radii. To generate the
images, the capacitance is calculated for each position of the tip, while the tip-
to-sample distance is kept constant. The results of the simulations are shown
in Fig. 3.4. Shown in Fig. 3.4(a) is a capacitive map for the case where the
tip radius R = 0.1 µm. We see a contrast between the metal structure and
the insulating substrate due to the change in the dielectric response of the two
materials. The tip size is much smaller than the size of the features on the sample.
This means that the capacitive coupling to the larger inter-digitated structure
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shows a similar capacitance compared to when the tip is over the smaller adjacent
metallic squares. This suggests that the measured frequency shift of a resonant
NSMM probe (described by Eq. (3.2)) would be the same for both structures for
this tip radius, relative to the size of the sample.
Shown in Fig. 3.4(b) we see the case when R = 1 µm. Here the capacitance
between the tip and larger inter-digitated structure is overall greater than the ca-
pacitance between the tip and the smaller metallic squares. This is to be expected
as the capacitive coupling to ground is weaker for the smaller squares than it is for
the larger structure. The spacing between fingers for the inter-digitated structure
also appears smeared out for the case of a larger tip radius. This is because there
is greater coupling to adjacent metallic fingers when the tip is similar in size to
the metallic features, causing an increase in capacitive coupling two both fingers
that are either side of the regions of the dielectric.
Figure 3.4(c) shows two line traces, one from each of the capacitance map
simulations. The lines are taken from the red line shown in Fig. 3.4(d). These line
traces show how, for the smaller tip radius, the capacitive coupling between the
larger metallic structure and the smaller metallic squares remains approximately
the same. Whereas for the larger tip radius there is a noticeable decrease in
the capacitance between the tip and interdigitated capacitor and the tip and the
smaller squares. It is worth noting the difference in scale of the two y-axes.
3.3 Principles of AFM
The basic principle behind AFM is that a sharp tip is used to measure the forces
between it and a sample surface. Scanning the tip across the surface means that
a map of the topography of the sample can be created. AFM techniques can be
broadly categorised into three operating modes: tapping, contact and non-contact.
Tapping mode is where the scanning probe is excited or oscillated in some way
and deflections from this motion, caused to the physical tapping of a sample, are
measured. Tapping modes of operation usually require some form of feedback
mechanism for distance control. Contact AFM probes are ‘dragged’ across the
surface of a sample and non-contact probes maintain some distance above the
sample surface. The application for the AFM typically dictates the choice of
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operational mode. In our case, we wish to create an NSMM that is non-invasive
and does not degrade the sample over time. Therefore the choice of a non-contact
mode of AFM is desirable for our application. This operational mode provides
atomic-scale resolution that is comparable to STEM [82]. It typically operates by
exciting a probe at its mechanical resonant frequency and measuring the shift in
that resonant frequency as the atomic forces perturb the probe.
The forces that act on the probe are important to understand for force mi-
croscopy. The types of forces depend on the material properties of the sample and
the probe and the experimental conditions of the microscope. We mainly concern
ourselves with solid-state sample surfaces and a conductive probe in a vacuum,
so liquid and capillary forces are not essential here. Short-range forces typically
act on the scale of individual atoms. They can be considered as chemical forces
arising from the repulsion of atomic nuclei or overlapping electron wavefunctions.
They can either be attractive forces, where the overlapping of electrons reduces
the total energy of the atomic tip-sample system, or repulsive forces, which can
be a direct consequence of the Pauli exclusion principle. Van der Waals forces
are another relevant force contribution to consider. These a distant dependent
forces that originate from attractive electrostatic interactions between permanent
or short-lived dipole moments [82]. Other contributions can include electrostatic
forces that arise from the build-up or presence of static charges. These forces can
be calculated using Coulomb’s law. Electrostatic forces are often minimal when
Figure 3.5: A sketch of two examples of convolution AFM artefacts for (a) a
protrusion from the sample and (b) a trench feature on the sample. The blue
arrow shows the direction of motion for the tip and the dashed red line shows the
convoluted response as measured by the AFM.
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there is a conducting tip or sample involved.
AFM is a powerful imaging tool that can achieve atomic-scale resolution images
of a sample. However, it can be subject to image artefacts. The most common
type is a convolution of the tip and a sample feature. They can occur when the
radius of the tip is large compared to the characteristic dimensions of a feature on
the sample. Figure 3.5 shows this effect for the case of a protruding feature and a
trench in the sample. The red dashed line in these diagrams shows the convoluted
response as seen by the AFM when it is moved across the surface. Another type
of artefacts can be from the PID settings of the feedback control. A slow feedback
controller may leave the cliff-edge of a raised feature and take a relatively long
amount of time to reach the lower part of the sample. Though this can be checked
by doing forward and backward line scans. Conversely, a quick feedback controller
may not spend enough time at the surface a pull-away from features far too quickly
for them to be measured.
3.3.1 Distance Control
To be able to effectively employ NSMM techniques in this experiment, it is first
necessary to have a method of scanning a sample at a fixed and small distance from
the sample. This distance needs to be less than the required microwave resolution
and in the case of a two-level system coupling, as small as a few nanometers. This
is because confined electromagnetic fields in a scanning tip are highly sensitive to
the tip-sample separation distance. Large fluctuations in this distance can lead
to image artefacts ergo leading to inaccurate imaging of the sample [83] and poor
coupling to two-level system.
There are a number of ways to implement distance control in an SPM sys-
tem. The choice of distance control is very much dependent on the application.
For example, a common method is to reflect a laser from the back of an oscillat-
ing cantilever, often referred to as beam-deflection. The reflected signal is then
measured by a small array of photo-diodes that measures the deflection of the can-
tilever. This system, although widely applied, is not suitable for our NSMM. The
laser would heat the probe and is simply not viable in a cryogenic environment.
Another commonly used distance control technique is to use STEM. In brief,
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this method uses the quantum tunnelling of electrons passing from a conductive
tip to a conducting sample over a small distance. By measuring the current that
tunnels between the probe and sample, then connecting this signal to a feedback
loop allows for the current to be tracked and kept constant with the use of a PID
controller. As the current changes, the experimental electronics keep the tip-to-
sample distance the same as the sample topography is traced by the STEM tip.
Although this method provides precise distance control with very small tip-to-
samples distances, it requires a conductive sample. Meaning that any dielectric
sample could not be used in our NSMM.
The experimental requirements for the operation of the microscope at low tem-
peratures and low power provide certain challenges when trying to incorporate a
precise distance control method for the NSMM. Ultimately the use of a quartz
tuning fork was chosen because, unlike a conventional AFM cantilever, it does not
require a laser feedback system to detect deflections due to tip-sample forces. The
advantages of using a tuning fork include that it can be used at low temperatures
and it is indifferent to the electrical properties of the sample. In the next section,
we discuss tuning fork distance control in more detail.
3.3.2 Tuning Fork AFM for Cryogenic Scanning
The use of a piezoelectric tuning fork for precision distance control has been well
established for some years now [84] and has been demonstrated for use in cryogenic
applications [85]. The operating principle is fairly straight-forward: by applying
Figure 3.6: A photograph of a quartz tuning fork with adjacent plot of each prong
displacement z(t), as a function of time t, indicating the primary mode of oscillation
of the tuning fork. The resonant frequency is fr,TF = 32.7 kHz.
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Figure 3.7: (a) The mechanical equivalent to a resonator circuit where k is the
spring constant, M is the mass and b is the damping coefficient. (b) The electrical
resonator circuit for a quartz crystal oscillator, in this case, a quartz tuning fork.
The extra capacitance C0 arises from the capacitance between the metallic con-
tact pads that are separated by the dielectric quartz crystal. (c) The tuning fork
connected to the antiresonance compensation circuit with the variable resistor and
variable capacitor Cvar. This diagram also shows the system connected to the PLL.
an AC voltage to the tuning fork, the prongs oscillate in opposition to one another
- the primary mode of oscillation - at resonance. This is illustrated in Fig. 3.6.
This motion keeps the centre of mass of the tuning fork static. The direction of the
displacement of the prongs is aligned to be perpendicular to the sample surface.
As the tuning fork approaches the sample, it’s resonance properties - namely the
resonant frequency, phase angle and energy dissipation - are altered due to the
atomic surface forces acting on the probe. By detecting the piezo-electric response
with a phase-locked loop (PLL) from the tuning fork, we can monitor the tuning
fork’s resonant frequency.
The tuning fork itself can be modelled as a simple RLC resonator circuit
shunted with a stray capacitance C0, as shown in Fig. 3.7(b). The physical reason
for C0 is due to the capacitance between the metallic electrodes separated by the
quartz dielectric crystal. Analogously, it can be described as a damped mechanical
resonator. By comparing the two differential equations for a mechanical oscillator
and an RLC resonant circuit one has
F = Mx¨+ bx˙+ kx and V = Lq¨ +Rq˙ + 1
C
q. (3.6)
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From these two equations, we can relate the mechanical and electrical properties
of the tuning fork. Important parameters such as the quality factor Q, and the
resonant angular frequency ω0, can be written as
Q = 1
b
√
kM ←→ Q = 1
R
√
L
C
(3.7)
ω0 =
√
k
m
←→ ω0 = 1√
LC
(3.8)
for each type of oscillator. However, the introduction of the capacitor C0 in the
electrical model of the tuning fork gives rise to modified behaviour in the current
response of the tuning fork when performing a frequency sweep. The shunted
capacitance gives rise to a so-called antiresonance i.e. a current minimum peak
at a frequency around the tuning fork resonant frequency [86]. This antiresonance
can be troublesome as it also adds a second phase shift of 180◦ that cancels out
the change in phase caused by the tuning forks resonant frequency. The trouble
comes from the fact that we use a PLL circuit (discussed further in the subsequent
section) to lock to the tuning fork’s resonant frequency. If there are two sharp
gradients in the phase response of the tuning fork’s readout signal then its stability
may be compromised. To suppress the contribution to the frequency response due
to the antiresonance some additional electronics are required that are designed to
compensate for the phase response induced by the extra capacitance C0.
The antiresonance effect can be compensated for with the use of a variable
capacitor and a transformer. A circuit diagram can be seen in Fig. 3.7(c). The
transformer produces two identical waveforms that are shifted by 180◦ in phase.
Then by adjusting a variable capacitance Cvar, such that Cvar = C0, will negate
the effect of this shunted capacitance. The difference in phase will mean that the
impedance for the capacitor C0 will be Z0 = 1/jωC0 and the impedance for the
variable capacitor will be Zvar = −1/jωCvar, thus the two signals will cancel one
another out if Cvar = C0. The ratio of the input to the output signal for a balanced
tuning fork follows the Lorentzian form
Vin
Vout
= A (f0/Q)f√
(f 20 − f 2)2 + ((f0/Q)f)2
, (3.9)
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where A is an experimentally determined constant. This resulting signal - the ideal
resonance of the RLC components of the tuning fork - is then amplified and fed to
a PLL which can then be used to measure the instantaneous phase near resonance
of the tuning fork to keep it at a fixed value which, for our purposes, will be at
the resonant frequency [87,88].
Phase-Locked Loop
We can measure the shift in frequency from an input signal Vi(t) (in this case
the resonant frequency of the quartz tuning fork) relative to an output signal by
using a PLL. Generally speaking, a PLL consists of a phase detector, a voltage
controlled oscillator (VCO) and an amplifier, as shown in Fig. 3.8. As the name
suggests, this device will measure the phase of an input signal, in this case the
phase near resonance of the tuning fork, and compare it with the signal generated
by the VCO and will work to match the phases of the two signals. This is done by
feeding the error signal from the amplifier Ve(t), to the VCO and then feeding back
to the phase detector. This causes the VCO to adjust the PLL frequency to the
resonator frequency and the PLL locks to the incoming signal. If the difference
in the phase between the input signal and the fed-back signal is zero, then the
two are operating at the same frequency. This technique is useful because, for an
oscillator with a high quality factor, the relaxation time can be relatively long.
Therefore, it is inefficient and impractical to measure the amplitude of oscillations
directly and to match that measurement to a given voltage [89].
Figure 3.8: Diagram of a phase-locked loop (PLL) consisting of a phase detector,
low-pass filter, an amplifier a voltage controlled oscillator (VCO) in a feedback loop.
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3.4 NSMM in the Quantum Regime
Having reviewed classical NSMM we now move on to discuss the physics of a
quantum NSMM. We have established that a superconducting thin-film resonator
would be an ideal candidate as the microwave NSMM probe. With this, we can
move on to discussing the physics behind how our NSMM resonator probe can co-
herently interact with a two-level quantum system when it operates in the single
photon regime. We will also present some simulations of the interaction between
an NSMM probe and material TLS defect, that are each modelled as an electro-
magnetic cavity and a generic two-level quantum system respectively.
3.4.1 Jaynes-Cummings Model
To understand the interaction of the resonator probe with an individual quan-
tum two-level system it becomes useful to use the Jaynes-Cummings Model. This
model quantises the electromagnetic field in the atom-light interaction instead of
describing a classical electromagnetic field such as E0(t) = E0 exp(±iωt). The
Jaynes-Cummings model assumes that the field in the resonator can be considered
as quantum harmonic oscillator with the basis states {|n〉 , n = 1, 2, 3...} corre-
sponding to the number of photons populating the resonator. The Hamiltonian
for the full atom-field system can be written as
Hˆ = Hˆosc + HˆTLS + Hˆint. (3.10)
The individual contributions to the total Hamiltonian are
Hˆosc = h¯ωr
(
aˆ†aˆ+ 12
)
(3.11)
which is the quantum harmonic oscillator used to model the quantised electromag-
netic field, either adding or removing an individual photon to or from the cavity.
Here, ωr is the resonant frequency of the resonator. The next term
HˆTLS = −12 h¯ωTLSσˆz (3.12)
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is the general Hamiltonian for a quantum two-level system, whether that be a qubit
or a material TLS defect. Where h¯ωTLS is the energy gap of the TLS. Finally, the
interaction Hamiltonian
Hˆint = h¯g(aˆ+ aˆ†)(σˆ+ + σˆ−) = h¯g(σˆ+aˆ+ σˆ−aˆ†) + h¯g(σˆ+aˆ† + σˆ−aˆ) (3.13)
where g is the coupling frequency, and σ± = σx ± iσy. The first set of parenthe-
ses in the interaction Hamiltonian, h¯g(σˆ+aˆ + σˆ−aˆ†), is the on resonance part of
the interaction where a photon is absorbed and the TLS is excited, σˆ+aˆ, and the
opposite case where the TLS relaxes to the ground state and a photon is emit-
ted, σˆ−aˆ†. The second set of parentheses is the off resonance, rapidly oscillating
‘counter-rotating’ part. This term can be disregarded in what is known as the
Rotating Wave Approximation (RWA). This is justified because on time-scales of
the order of the near-resonance interaction, these oscillations will quickly average
to zero. This leaves
Hˆ = h¯ωr
(
aˆ†aˆ+ 12
)
− 12 h¯ωTLSσˆz + h¯g
(
σˆ+aˆ+ σˆ−aˆ†
)
. (3.14)
This final Hamiltonian describes the full resonator-TLS system coupled to a trans-
verse quantised field with a frequency close to resonance.
3.4.2 Dispersive Regime
We define a so-called detuning frequency given by δω = ωTLS − ωr. Now consider
the case where |δω|  g, meaning the resonator is far detuned from the TLS,
though not so far that the RWA is no longer valid, that is the resonator frequency
is still on the order of the TLS frequency ωr ∼ ωTLS. This is called the dispersive
regime. The coupling term can be eliminated by applying a unitary transformation
of the form
Uˆ = exp
(
g
ωTLS
(
σˆ+aˆ− σˆ−aˆ†
))
(3.15)
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to the Jaynes-Cummings Hamiltonian. Ignoring damping terms and expanding to
second order in g, the diagonalised total Hamiltonian [90,91] yields
Hˆtotal = UˆHˆUˆ † ≈ − h¯2
(
ωTLS +
g2
δω
)
σˆz + h¯
(
ωr +
g2
δω
σˆz
)
aˆ†aˆ. (3.16)
This result states that there will be a frequency shift of ±g2/δω of the resonator
depending on the state of the two-level quantum system. This is significant as it
means we can perform non-demolition state readout of a TLS, that is it will allow us
to perform repeated measurements on observables of the quantum system without
disturbing its value. The result also implies that, by coupling to a resonator,
there is an AC Stark shift in the TLS transition energy [18]. The dependency of
Eq. (3.16) on the photon number has been removed in this approximation and so
is valid for photon numbers in the resonator n below some critical photon number
given by n < nc = ω2TLS/4g2 [19, 92]. For larger photon numbers a dressed states
formalism can be used to derive the frequency response.
3.4.3 Simulations of NSMM-TLS Interaction
The interaction between a material TLS defect and a superconducting resonator
NSMM probe, depicted by the diagram in Fig. 3.9, can be simulated using the
open-source Python library “QuTip: Quantum Optics Toolbox” [93, 94]. This
approach assumes that the resonant probe can be modelled as an electromagnetic
cavity that can be described as a quantum harmonic oscillator. The simulations
are based on work by T. Lindstro¨m in Ref. [95] and Ref. [45]. These articles show
simulations of a superconducting resonator cavity strongly coupling to a qubit
and discuss the physics that describe the interaction. We expand on this work by
calculating the coupling strength between the resonator-TLS system
g(r) = e
h¯pi
E(r) · d, (3.17)
across a 2-D map and modelling the interaction of a cavity (resonator) as it is
moved to different positions above a two-level system. Here, E is the electric field
at the material TLS defect, d is the electric dipole moment of the material TLS
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Figure 3.9: Diagram of the NSMM-TLS interaction via a single photon (shown
in red) that was used in the simulations. Here we can define a tip-to-TLS distance
h = h0 + h. The TLS dipole couples to the electric field E, (blue dashed lines)
about the tip at the angle θ relative to the z-axis.
defect and r is the tip-to-TLS vector. The functional form of E cannot be precisely
calculated analytically. The discussion in Appendix A discusses in greater detail
how this electric field is calculated.
The coupling needs to be calculated at each point as the tip is scanned across
the surface because the simulations use the full Hamiltonian for the interaction be-
tween the resonator and the TLS which can be described by the Jaynes-Cummings
model, the Hamiltonian for which is written in Eq. (3.14). This Hamiltonian as-
sumes that the RWA is valid. This can then be used in calculating the power
spectrum
S(ω) = 12pi
∫ ∞
−∞
eiωτ 〈aˆ†(τ + t)aˆ(t)〉dτ, (3.18)
of the resonator probe. By calculating the frequency shift of the probe, a 2D map
of an expected microwave scan of a TLS coupling to our resonator probe can be
produced. The full calculation of Eq. (3.18) can be done with the use of in-built
functions in the QuTip Python library but further details of the calculations are
discussed in Appendix A.
In Fig. 3.10 we show four such simulations. Using the NSMM-TLS diagram
in Fig. 3.9 as a reference, in these simulations a two-level system was placed at
the origin of the 2-D map spanning the x and y plane and the resonator, with a
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resonant frequency of 6 GHz, is positioned at z = h0 = 1 nm above the sample
surface. A material TLS defect, with a splitting frequency also of 6 GHz and
dipole moment of 3 eA˚, was embedded at hε = 1 nm in the dielectric. Thus
making the vertical distance from the NSMM tip to the centre of the TLS dipole
h = 2 nm. We show the coupling strength over the 2-D map for two different
dipole angles θ, relative to the z-axis. The coupling strength g, is calculated using
Eq. (3.17) for the case in Fig. 3.10(a) when the dipole is parallel to the z-axis
(θ = 90◦) and as well in Fig. 3.10(b) but when the dipole is perpendicular to
the z-axis (θ = 0◦). As would be expected, the maximum value of the coupling
strength for the case when the dipole is perpendicular to the probe is much less
Figure 3.10: Simulations for the interaction between and NSMM resonator probe
and a dipole TLS. The first two plots show a map of the coupling strength g, for
the case when the dipole is (a) parallel to the probe and (b) perpendicular to the
probe. The second two plots show the dispersive frequency shift of the resonator
probe ∆f , calculated using the QuTip library for the cases when the dipole is
(c) parallel to the probe and (d) perpendicular to the probe.
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than for the parallel case. We then performed simulations utilising the QuTip
library to calculate the power spectrum S(ω), that is defined in Eq. (3.18). From
this, we can calculate the dispersive frequency shift due to a coherent coupling
of the resonator to the two-level system and plot that across a 2-D map. This is
shown in Fig. 3.10(c) for the case when the dipole is parallel to the tip and again
in Fig. 3.10(d) when the dipole is perpendicular to the resonator. The simulations
take into account dissipation of the whole quantum system to the environment
through three different loss channels (discussed in more detail in Appendix A).
For these simulations, these dissipation channels had the following values: the
resonator probe loss rate κ = 1 MHz; the relaxation rate from the first excited
state to the ground state of the TLS γ1 = 5 MHz; and the pure dephasing rate
of the TLS γφ = 10 MHz. These values were chosen such that the resonator-TLS
system is in the so-called strong coupling regime where the coupling strength is
much larger than the relaxation rate and dephasing rate of the TLS, written as
g  κ, γ1. The loss rate of the resonator can be calculated by κ/2pi = ωr/Q,
where Q is the quality factor of the resonator. This means the resonator would
have Q ∼ 105. This is similar to the values of the resonator probes that are used in
the experiments in this thesis, the results of which are in Chapter 6. As the value
for g is at a maximum when θ = 0, we would expect to see a greater dispersive
frequency shift when the TLS dipole is parallel to the z-axis. This is indeed what
we observe in Fig. 3.10. These simulations show that, if a material TLS defect
were to be coupled to using an NSMM with a superconducting resonator probe,
we would see a ‘bright spot’ in the scan that corresponds to a frequency shift on
the order of megahertz. It is worth pointing out that these simulations use ideal
parameters for e.g. the loss channels, the material TLS defect position and its
splitting frequency. In reality, it would be possible but relatively unlikely that a
material TLS defect with such properties would be found with such favourable
parameters and, as such, if coupling were to occur, would likely be smaller than
those values presented in Fig. 3.10. The simulations also assume that there would
only be a single, isolated material TLS defect with no others around it or close by
in frequency that could coherently couple to the TLS of interest.
Chapter 4
Superconducting Resonators
In this thesis, we present an NSMM with a microwave probe that is a supercon-
ducting resonator. This chapter aims to discuss some of the underlying theory
for understanding superconducting resonators, a device that is commonly used
in quantum circuitry and in the following experiments that are described in this
thesis.
First, we introduce the idea of superconducting thin-film microwave resonators,
then present some common resonator designs and finally discuss their applications
as well as recent research surrounding these devices. To reiterate, the goal is
to achieve coherent interaction between the resonator probe and a material TLS
defect. Therefore it is important to understand the relevant loss mechanisms of
superconducting resonators and their frequency response due to changes in their
electromagnetic environment, both classically and quantum mechanically. Finally,
we introduce the concept of a fractal superconducting resonator and why it is
essential for use in our NSMM.
4.1 Thin-Film Superconducting Resonators
Thin-film superconducting resonators are devices of great interest in the field of
solid-state quantum circuit research. The quantum properties of superconducting
resonators have been applied to many research areas. In astronomy, for example,
arrays of superconducting resonators in microwave kinetic inductance detectors
(MKIDs) have been used as single photon detectors [96]. These detectors work
by absorbing individual photons with sufficient energy to overcome the Cooper-
pair binding energy, h¯ω > 2∆. This causes an increase in quasiparticle density
in the superconductor which in turn causes a change in the superconductor’s sur-
face impedance. This change can be detected by measuring the frequency shift δf
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of the resonator [97]. Superconducting circuits have also been used as quantum
simulators. Resonators can be used as on-chip cavities for microwave modes and
to couple to qubits. Arranging superconducting resonators and qubits into cavity
lattices have been used to simulate quantum many-body systems that contain a
large number of spins (see [98] for a review). Resonators have also been applied
to quantum information processing for the readout of superconducting qubits [99].
Experiments have demonstrated that a coplanar waveguide (CPW) with a suffi-
ciently high Q-factor can coherently couple to two-level quantum systems in the
single photon regime [100]. This ability has led to the use of resonators in quantum
electrodynamic (QED) circuit experiments such as entangling two superconduct-
ing qubits [101], a quantum bus [102] and dispersive qubit readout [103]. By using
high-quality crystalline substrates, lower dissipation can be achieved [104]. If we
are to reach the single photon regime with NSMM then the microwave probe will
need to have a high Q-factor to be capable of coherent coupling to a two-level
quantum system. This is to ensure that the rate of loss of photons from the probe
does not exceed the average lifetime of a photon within the probe. A supercon-
ducting resonator is an ideal candidate for such an NSMM probe as they typically
have low rates of loss.
The geometry of three different types of thin-film superconducting resonators
are illustrated in Fig. 4.1, each one is capacitively coupled to a transmission line.
Figure 4.1(a) shows a meandering distributed λ/2 coplanar transmission line res-
onator with each end terminating in an open-circuit, where λ is the wavelength of
radiation in the resonator. It is this type of resonator that we will concentrate on
throughout the work presented here. Figure 4.1(b) shows a λ/4 coplanar trans-
mission line resonator. One end of the line is short-circuited, meaning that it is
connected to the ground plane of the resonator. Figure 4.1(c) a lumped element
resonator consisting of a meandering inductor and an interdigitated capacitor.
Structures like these can be fabricated using standard lithographic techniques to
etch material away to expose the substrate, producing the single-layer structure.
Figure 4.1(a) shows one type of capacitively coupled link between the feedline
and resonator. This geometry can be as simple as a small break in an otherwise
continuous transmission line or even overlapping interdigitated fingers of varying
size [41, 99]. In terms of overall size, a superconducting resonator can be in the
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Figure 4.1: Illustrations of three common examples of thin film superconducting
resonator geometries. Grey regions are areas of metallisation and the white regions
are the exposed underlying substrate. Each resonator is capacitively coupled to
a transmission line. (a) A meandering distributed open-circuited λ/2 resonator.
(b) A meandering distributed short-circuited λ/4 resonator. (c) a lumped element
resonator with a meandering inductor and an interdigitated capacitor.
range of 100 µm up to a few millimetres, depending on the choice of resonator
geometry needed to support a given wavelength. Capacitive coupling distances
between the resonator and the feedline are typically in the range of 10 – 100 µm.
The wire width of such transmission line resonators is typically of the order 1 –
10 µm with a thin-film thickness of approximately 100 nm [105]. These dimensions
can differ depending on the specific design requirements of a resonator. Having
introduced the structure and form of some simple resonator designs to give a sense
of their appearance and scale, we can start to discuss their relevance and applica-
tions.
4.1.1 Transmission Line Resonator
The geometry of a superconducting coplanar waveguide (CPW) was first shown in
Fig. 4.1 and a cross section of this CPW is shown in Fig. 4.2. A central transmission
line of width W , and thickness d, is flanked by two semi-infinite ground planes with
a gap distance D, either side of the central transmission line. This gap exposes
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the underlying substrate with dielectric constant ε = ε′ − iε′′. The impedance of
a such a CPW is given by
Z0 =
√
R + iωL
G+ iωC , (4.1)
where R, L, G and C are the resistance, inductance, conductance and capacitance,
per unit length, respectively. If the transmission line is considered to be lossless
this reduces to Z0 =
√
L/C. For the geometry in Fig. 4.2, we can consider a plane
wave of the form Aeγy+iωt travelling down the central conductor, where
γ =
√
(R + iωL)(G+ iωC) = α + iβ. (4.2)
We can turn the CPW into a resonator by making an open ended λ/2 transmission
line, meaning that the boundary conditions are such that the maximum voltage
amplitude and the minimum current amplitude are at the open end of the res-
onator, as shown in Fig. 4.3. If the transmission line has a length l, the impedance
can be written as [106]
Zin = Z0 coth(γl). (4.3)
Figure 4.2: A cross section view of the geometry of a coplanar waveguide (CPW)
transmission line. The grey areas show metallisation and the white areas are the
underlying dielectric substrate. We can define a = W + 2D in this diagram.
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Figure 4.3: (a) Illustration of a λ/2 open-ended resonator flanked by two large
ground planes. (b) Plot of the voltage (solid red line) and the current (dashed blue
line) for a λ/2 open-ended resonator.
By using the standard identity for the inverse hyperbolic tangent function we
obtain
Zin = Z0
1 + i tan(βl) tanh(αl)
tanh(αl) + i tan(βl) . (4.4)
Although a superconductor is a good approximation to a lossless line, in reality
there are still small losses (discussed in subsequent sections). This means that
α is non-zero but small such that we can assume αl  1 and therefore that
tanh(αl) ≈ αl. Now let l = λ/2 = piνp/ω0. Here νp = ω0λ/2pi is the phase velocity
of the travelling wave within a transmission line. Also we can write ω = ω0 + ∆ω
for small ∆ω, which is referred to as the detuning angular frequency. Knowing
that βl = ωl/νp we can then write
βl = pi + pi∆ω
ω0
, (4.5)
such that
tan(βl) = tan
(
pi + pi∆ω
ω0
)
= tan
(
pi∆ω
ω0
)
≈ pi∆ω
ω0
(4.6)
and substituting Eq. (4.6) into Eq. (4.4) gives the impedance of an open ended
transmission line to be
Zin =
Z0
αl + i
(
pi∆ω
ω0
) . (4.7)
Comparing this equation to that of the impedance for a parallel RLC resonator
circuit
Zin =
R
1 + 2iQ∆ω
ω0
, (4.8)
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we can identify the quality factor of the RLC resonator as
Q = β2α =
pi
2αl = ω0RC. (4.9)
Similar expressions can be derived for a short-circuited transmission line and for
λ/4 resonators by going through the same mathematical process but considering
the relevant form for the initial impedance of the resonator design. The boundary
conditions differ to those described in Fig. 4.3. For a shorted resonator the voltage
is zero and the current is at a maximum at the shorted end of the resonator [106].
4.1.2 The Scattering Matrix
Superconducting resonators can be designed to have resonant frequencies on the
order of gigahertz, placing them in the microwave region of the electromagnetic
spectrum. The microwave signals passing through a resonator can be described in
the framework of a microwave network, for which we introduce the concept of the
so-called scattering parameters. We can describe the incident, transmitted and
reflected microwaves on a device in terms of a scattering matrix S. For a device
with n-ports, reflected voltages of V +i and incident voltages V −j , the scattering
matrix can be written as [106]

V −1
V −2
...
V −n
 =

S11 S12 · · · S1n
S21 S22 · · · S2n
... ... . . . ...
Sn1 Sn2 · · · Snn


V +1
V +2
...
V +n
 (4.10)
where a specific matrix element is calculated using the ratio of the incident to
reflected voltages such that
Sij =
V −i
V +j
. (4.11)
A 2-port vector network analyser (VNA) can be used to measure a resonator. This
means that assuming port 1 is the port with the incident wave, then S11 is the
measured reflection from the incident port and that S21 is the signal transmitted
from port 1 to port 2 of the network.
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4.1.3 Inductively Coupled Resonator
To measure the transmission (or reflection) through a resonator, it needs to be
coupled to a feed-line with an input and an output. In the NSMM we need to
ensure that the feed-line is mechanically isolated from the resonator. We do this
by choosing to inductively couple to the NSMM resonator probe.
As a simplified case we can derive the S21 scattering component of a resonator
that is inductively coupled to a transmission line. Figure 4.4 shows the geometry
of such a layout. This diagram also illustrates how the resonator can be modelled
as a series RLC circuit coupled to a transmission line with mutual inductance M .
Starting with a simple RLC circuit, the impedance of the resonator can be written
as
Zr = R + iωL+
1
iωC
= R + i
(
ωL− 1
ωC
)
, (4.12)
where ω = 2pif is the angular frequency. When the system is on resonance the
inductive and capacitive reactances cancel one another out, ω0L = 1/ω0C. There-
fore the impedance becomes wholly real and we can express the resonance fre-
quency as ω0 = 1/
√
LC. A lossless transmission line has characteristic impedance
Z0 =
√
L/C, which is a good approximation for a superconducting resonator. The
quality factor can then be written as Qi = Z0/R. Therefore we can write the
Figure 4.4: (a) The lumped element circuit model of an inductively coupled
resonator. (b) The loop-like geometry of an inductively coupled resonator. Here,
the grey area is the thin film superconducting metal and the white areas are the
underlying exposed dielectric substrate. Magnetic field lines are shown in blue and
the current is shown in red. (c) Geometry with a connecting piece of ground plane
between the loop and transmission that is discussed in the text.
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resonator impedance as
Zr = R + i
(
ω0L
ω
ω0
− 1
ω0C
ω0
ω
)
= R + iZ0
(
ω
ω0
− ω0
ω
)
. (4.13)
Then by substituting in Qi we get
Zr = R
(
1 + iQi
(
ω
ω0
− ω0
ω
))
. (4.14)
Close to resonance we can set ω = ω0 +∆ω. Now substituting this into Eq. (4.14),
noting that ∆ω/ω0 is small and by using the Taylor expansion of the function
1/(1 + x) = 1− x+O(x2) while neglecting higher order terms, one finds
Zr = R
(
1 + 2iQi
∆ω
ω0
)
. (4.15)
Now we consider the whole circuit that is shown in Fig. 4.4(a) and derive a full
expression for the impedance for the inductively coupled resonator transmission
line system. This takes into account the mutual inductance M , and the inductance
of the coupling loop L0, of the transmission line. The equation for the impedance
as seen from the input for this circuit is [107]
Zin = iωL0 +
ω2M2
Zr
. (4.16)
The first term of this equation can be neglected when near the resonance frequency.
Thus the input impedance becomes
Zin ≈ ω
2M2
R
(
1 + 2iQi∆ωω0
) . (4.17)
Now that an equation for Zin has been derived, it can be substituted into the
following expression [106]
S21 =
2Z0
2Z0 + Zin
, (4.18)
which is the transmission for a 2-port network with series impedance. Z0 is the
characteristic impedance defined in Eq. (4.1). Performing the substitution yields
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the result
S21 = 1− 1− S21,min1 + 2iQi∆ωω0
(4.19)
where
S21,min =
1
1 +Qi/Qc
. (4.20)
S21 = S21,min at resonance (ω = ω0) and the total quality factor Q, is defined as
1
Q
= 1
Qc
+ 1
Qi
, (4.21)
where Qc is the coupling quality factor. Equation (4.19) shows the functional form
of an ideal transmission response of an inductively coupled resonator circuit where
the impedance at the input and the output are matched. However, it is not always
the case that such a circuit will be perfectly impedance matched. A mismatch
leads to asymmetry in the resonance shape. Analytical work that was done by
Khalil et. al. [108] shows that this asymmetry can be described by a rotation by
ϕ in the complex plane. This yields the final result
S21 = 1− (1− S21,min)e
iϕ
1 + 2iQi∆ωω0
. (4.22)
This expression is identical to that of a capacitively coupled resonator, where
Qc is instead a function of the coupling capacitance between the feedline and
resonator, rather than the mutual inductance M , as defined above [106]. This
means the same expression can be used to analyse both capacitively and inductively
coupled resonator. In this work, we are mainly concerned with inductively coupled
resonators. We can express the inductive coupling quality factor in terms of the
mutual inductance as
Qc =
2Z0Zr
ω20M
2 . (4.23)
The geometry determines the mutual inductance M , and usually requires a
numerical simulation to determine the value of M . For example, see the geometry
that is shown in Fig. 4.4(c). There is a thin piece of grounded conducting material
going between the transmission line and the inductive loop. This induces a current
in the opposite direction to the main transmission line which effectively screens
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the resonator. The effective coupling as seen by the resonator is reduced but gives
the advantage that it becomes easier to choose some arbitrary coupling quality
factor when designing a resonator. Having this extra ground line also improves
the Q-factor as it acts as a short so that microwave currents in the ground plane
can circulate around the resonator. This reduces electrical dipole radiation losses.
Now that we have an analytical expression for the S21 through a resonator, as
described by Eq. (4.22), we can to plot the magnitude and phase as a function
of frequency. This is shown in Fig. 4.5(a-c) for various coupling conditions. The
individual curves show the condition for cases of under-coupling (Qc > Qi), critical
coupling (Qc = Qi) and over-coupling (Qc < Qi). In these plots, the resonance
frequency is set to be 6 GHz with a Qi = 3 × 105. The cases for under-coupling
and over-coupling set Qc at 2.5 times lower and larger than Qi, respectively.
We notice that at resonance the imaginary part of S21 goes to zero and the
response is purely real. This is the case when S21 = S21,min and the gradient of
the phase about this point is at its steepest. It should be noted that this is the
response for the specific case of a λ/4 CPW resonator measured in transmission.
Other geometries, although similar, are not the same. The theses of [96, 109]
demonstrate the response for other resonator geometries.
We recall that we added an extra phase factor ϕ, to account for resonance
asymmetries in Eq. (4.22). The effects of varying this phase angle can be seen in
Fig. 4.5(d-f) where |S21| and 6 S21 have been plotted as a function of frequency.
The complex plot in Fig. 4.5(f) shows the rotation of the resonance circle about
the point 1 + 0i by an angle ϕ. A full analysis of this resonance curve [108]
shows that an asymmetric S21 will also reduce the diameter of this circle by a
factor of 1/ cos(ϕ). This means that simply rotating this resonance circle to fit for
the quality factors alone would be an inaccurate method without also taking into
account this diameter reduction.
Numerous factors may cause asymmetry in the resonance curve. A likely cause
is due to the mismatch of the impedance of the input and output lines [110]. Other
spurious resonant profiles close to the frequency of interest can also couple to the
primary resonance mode and cause an asymmetric response.
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Figure 4.5: Plots showing the S21 transmission through a superconducting res-
onator with ω0/2pi = f0 = 6 GHz, as described by Eq. (4.22). The first three plots
show (a) the magnitude, (b) the phase and (c) the complex plane of the S21 scat-
tering parameter for three different coupling regimes. The internal quality factor is
set to Qi = 3× 105 for these plots. The next three plots show (d) the magnitude,
(e) the phase and (f) the complex plane of the S21 scattering parameter for three
different values of the phase asymmetry angle ϕ. The internal and coupling quality
factors are set to Qi = 3 × 105 and Qc = 5 × 105, respectively, for these plots.
The above stated resonance frequency and quality factors are typical values for the
superconducting resonators used in this work.
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4.1.4 Average Photon Occupancy
To be able to coherently couple a resonant probe to an individual TLS using
NSMM, we need to operate at low powers such that, on average, only one photon
occupies the resonator. It is possible to deduce the average number of photons that
occupy a resonator by considering the microwave power supplied to that resonator.
First, by assuming that the input microwave line, the resonator and the output
line act as a 3-port microwave network [109], the proportion of the internal power
of the resonator to the input can be written as
Pint
Pinput
= 2
pi
Q2
Qc
Z0
Zr
(4.24)
where Pint is the power of the standing wave microwave in the resonator and Q
and Qc are the total and coupling quality factors, respectively. Typically the char-
acteristic impedance Z0 = 50 Ω for standard coaxial lines. It is often reasonable
to assume that Z0/Zr = 1 when calculating this ratio, as most resonators are de-
signed to have an impedance of Zr = 50 Ω. Now, by noting that Pint = ω0Eint, we
can write
〈Eint〉 = 2
pi
Z0
Zr
Q2
Qc
Pinput
ω0
. (4.25)
Dividing this equation by the energy of one photon E = h¯ω0, leads to the final
equation of the average photon occupancy of the resonator
〈n〉 = 〈Eint〉
h¯ω0
. (4.26)
As an example, the resonators used throughout the experiments described in this
thesis have a resonant frequency of 6 GHz with Q ∼ 105 and Qc ∼ 106. Then the
required power supplied to the resonator would need to be Pinput = −136 dBm
(≡ 25 aW) to reach the single photon regime. We can find what Pinput is by
measuring the attenuation from room temperature down to the resonator. Using
a VNA we can supply a signal with an arbitrary value so that the total power
being input to the resonator is −136 dBm.
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4.2 Loss Mechanisms
The figure of merit when describing resonators is usually the quality factor Q.
This is a dimensionless quantity that is the ratio of the total energy stored within
the resonator and the amount of energy that is dissipated per cycle of oscillation.
So far we have considered the internal quality factor of the resonator as an in-
dividual source of loss when deriving expressions for the transmission through a
resonator. In reality, however, there are separate constituent contributions that
must be considered when analysing loss mechanisms in resonators.
The reciprocal of the internal quality factor (recall that Q−1 = Q−1i + Q−1c
from Eq. (4.21)) can be expressed as the reciprocal sum of the individual loss
contributions so that we can write the dominant sources of loss as
1
Qi
= 1
QTLS
+ 1
Qrad
+ 1
Qσ
+ Other... (4.27)
Where QTLS is the dielectric loss due to TLS defects, Qrad is the contribution from
radiative losses and Qσ is losses from surface resistivity and kinetic inductance.
Theses contributions are discussed in more detail in the following subsections.
Other forms of loss, such as magnetic field induced losses, are considered to be
negligible in the work presented here.
4.2.1 Dielectric Losses
Metallic thin-film resonator patterns are fabricated on top of dielectric substrates.
These substrates have an associated complex dielectric constant ε = ε′ − iε′′. The
loss tangent is defined as the angle in the complex plane between the real and
imaginary components such that tan(δ) = ε′′/ε′. This relates to the dielectric
quality factor by
QTLS =
1
tan(δ) . (4.28)
The loss tangent gives a measure of the overall dissipative dielectric loss but little
physical understanding of the origin and source of this loss.
The widely accepted model for dielectric loss within superconducting resonators
and other quantum devices that have been identified in the literature is the ex-
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istence of material defects that behave as fluctuating quantum two-level systems
(TLS). The effects of these material TLS defects are dominant at low power (single
photon energies) and low temperatures and appear to be mostly located at the in-
terfaces between the metal, substrate and air [12,39,111,112]. Investigations into
dielectric losses of superconducting resonators at varying temperatures show that
counter to what one would expect, there is an optimum temperature, at which,
the losses are at a minimum and further cooling can show an increase in dissipa-
tion [41]. At elevated temperatures, the interacting material TLS defects become
thermally saturated. At lower temperatures, the majority of material TLS defects
are no longer thermally saturated and can interact with the resonator. Resonant
absorption dominates and therefore losses increase at lower temperatures.
Although experiments have been conducted that measure the behaviour of
ensembles of material TLS defects [33,113] their origin and nature remain elusive.
Recent studies have shown that desorption of surface spins can reduce the noise
in solid-state quantum circuits but only produce a small reduction in the loss [40].
Identifying the source of these dielectric losses are a significant motivation in this
project and more information can be found back in Chapter 2.
4.2.2 Radiative Losses
Another source of loss is due to the emission of radiation from the resonator into
free space. Typically these losses are negligible for a resonator with a CPW design
(see Fig. 4.2). This is due to the screening current that is produced in the ground
planes of the CPW. The screening currents are in the opposite direction and have
the opposite polarity to the current in the central transmission line, confining the
field in the waveguide [114]. This means that increasing the gap distance D, would
increase radiative losses. In the limit where D  W , i.e. no ground planes within
the vicinity of the central transmission line, the resonator would act as a good
antenna rather than a CPW.
The radiative losses can be calculated analytically for the primary mode of
resonance in a CPW geometry. For the geometric parameters defined in Fig. 4.2
65 Chapter 4. Superconducting Resonators
(recall that a = W + 2D), we can use the formula [96]
Qrad =
pi(1 + ε)2
2ε5/2
η0
Z0
1
I ′(ε, n)
1
n− 12
(
l
a
)2
≈ 5.6
(
l
a
)2
, (4.29)
to calculate the losses. Here, l is the length of the resonator, η0 = 377 Ω and
the current density I ′(ε = 10, n) is numerically calculated by Barends [109] and
is equal to 1.62 for n = 1. This formula would result in radiation losses on the
order of Qrad = 106 - 107, for typical values of resonator dimensions. This result
shows that radiative losses are negligible when compared to the overall losses of a
resonator [19].
4.2.3 Surface Resistivity and Kinetic Losses
Superconductors exhibit zero electrical resistance below their critical current when
a DC signal is applied. However, at larger frequencies still below the supercon-
ducting energy gap, there is a non-zero surface resistance. By considering the
two-fluid model of superconductivity [115] we can obtain an expression for the
surface impedance. The two-fluid model assumes that the total carrier density
nt, comprises of the density of normal state quasiparticles nn, and the density of
Cooper-pairs ns, such that nt = nn +ns. For a frequency ω that is much less than
the inverse scattering time of the quasiparticles ω  τ−1n , the complex conductivity
can be written as
σ = σn + iσs =
nne
2τn
me
− inse
2
meω
, (4.30)
where me is the electron mass. Assuming that typical quasiparticle scattering
times are of the order τn ∼ 1 ps means that this is valid for ω < 100 GHz. In the
regime where ω > τ−1n then the complex surface impedance can be written as [114]
Zs =
√
iµ0ω
σn + iσs
= Rs + iωLs. (4.31)
This expression for the surface impedance shows that there is a non-zero real
contribution. This brings about dissipation in the superconductor. The imaginary
contribution corresponds to an effective inductance due to the kinetic energy of
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Cooper-pairs. An expression for the loss due to surface impedance can be derived
for finite temperatures [20,114,116]. The losses can be written as
Qσ =
ωLs
Rs
= ns
nn
Z0
cµ0
√
εrτnω0λ2effg
, (4.32)
where Z0 is the characteristic impedance and is typically 50 Ω, λeff is the pen-
etration depth of a thin film superconductor and is given by λeff = λ2/d in the
limit where d  λ where d is the film thickness and λ is the London penetration
depth. The parameter g is a geometric factor (defined in terms of the parameters
described by Fig. 4.2) found from conformal mapping [116]. Resistive losses are
increased at the edges of a CPW because this is where currents are mostly lo-
calised. It is worth noting that BCS theory predicts the temperature dependence
of such losses. The ratio of quasiparticle to Cooper-pair carrier densities is given
by ns/nn = 1− (T/Tc)4, where Tc is the superconducting critical temperature. In
the limit where T  Tc then these resistive losses become negligible. For the Nb
resonators used in this thesis, losses due to surface resistivity are typically small
and therefore negligible because the TNbc ∼ 9.3 K and the NSMM operates at
T = 10 mK TNbc .
4.3 Fractal Superconducting Resonators for NSMM
The superconducting resonators that have been discussed in this chapter so far are
relatively large, typically on the order of millimetres. This does not make them
particularly ideal as a resonant probe for NSMM and tuning fork AFM as they
are too large. The requirements for a resonant probe for application in a cryogenic
NSMM are as follows:
• Be small and light enough to fit on to the end of a quartz tuning fork prong
without significantly reducing the mechanical Q-factor of the tuning fork.
• A large capacitive network to reduce the microwave propagation velocity so
that for the same frequency, the probe becomes smaller and thus fits on to
one of the prongs of the tuning fork.
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• Have a sharp tip where the voltage anti-nodes of a standing microwave will
be located. This ensures higher AFM and NSMM resolution and a more
highly concentrated electric field for coupling to TLS dipoles.
• Metallic loop to inductively couple to an external, mechanically decoupled
transmission line that will excite/read-out the microwave signal from the
probe, reducing the effects of external mechanical vibrations.
• Symmetric design to minimise radiation losses and to ensure the location of
the voltage anti-nodes at the probe tip. This means that another ‘dummy’
coupling loop will be necessary.
If we are to use a superconducting resonator as a resonant NSMM probe then all
these criteria must be satisfied.
A superconducting resonator with a fractal design, as shown in works done
by S. E. de Graaf [19,69], has been demonstrated that satisfy all of these criteria.
These fractal resonators are ideal candidates to be used as NSMM probes to coher-
ently couple to quantum two-level systems in a cryogenic environment. Additional
features of these fractal resonators for NSMM include flux pinning centres in the
ground planes of the probe as well as in the electrodes. This helps to reduce any
losses due to magnetic fields.
Figure 4.6: (a) The current distribution along a single branch in a half wave
resonator. (b) A half wave resonator where the voltage node, I(0), is located
where the branches join. (c) First order distributed fractal resonator of equal
frequency with N1 secondary branches. Each carries a current approximately equal
to I(0)/N1. (d) Second order fractal resonator where each first order branch is
loaded with N2 sub-branches. Relative resonator lengths not to scale. Adapted
from [117].
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To introduce the concept of a fractal resonator, we consider the current distri-
bution through a “U” shaped λ/2 transmission line (Fig. 4.6(a) and Fig. 4.6(b)).
From the fact that the microwave propagation velocity vp ∝ 1/
√
LC, an increase
in inductance or capacitance will reduce the propagation velocity. Figure 4.6(c)
shows the first iteration of a fractal resonator by adding interdigitated branches
that increase the capacitance of the transmission line. This can be repeated, as
shown in Fig. 4.6(d), to create a second-order fractal network that increases the
capacitance further. This design also has the effect of reducing the overall length
(l = λ/2 = pivp/ω0) and the footprint of the resonator, satisfying another key re-
quirement for the NSMM probe. The fractal design also helps to reduce radiative
losses [118].
A resonator probe that makes use of this concept is shown in Fig. 4.7. In
this image, the lighter grey regions are areas of Nb where as the darker grey/blue
areas are the underlying dielectric substrate, as indicated by the labelled arrows
in Fig. 4.7(a). This resonator has made use of the “U” shaped design described
earlier in Fig. 4.6, where the whole resonator supports a λ/2 mode standing wave
at 6 GHz. This fractal capacitive network makes the resonator compact and the
whole chip is ∼ 1 mm in length and can be made lightweight enough to adhere to
the prong of a tuning fork. There is also a large area on the left side of Fig. 4.7(a)
that is grounded. This area can also be used to bond a thin wire to DC-bias the
resonator.
An optical image of the coupling loop is shown in Fig. 4.7(b). There are
two loops in this design to maintain symmetry in the two arms of the resonator.
The ground plane goes around the loop to help screen the resonator and reduce
radiation losses that would occur from an effective dipole moment. Holes in the
ground plane encourage flux pinning in these areas that are far from the tip.
A close up image of the third-order fractal capacitive network is shown in
Fig. 4.7(c). The resonator is fabricated using a standard electron beam lithogra-
phy technique. The details of the fabrication process can be found in [19]. The
resonator is patterned in Nb on a Si substrate and individual probes are cut from
the wafer using deep silicon plasma etching. Both of the arms lead to the tip of the
resonator shown in the scanning electron microscope (SEM) image in Fig. 4.7(d).
To achieve the requirement of having a sharp tip we use xenon focused ion
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beam (FIB) etching from the backside of the resonator. This prevents damage
to the resonator that is patterned on the front side. Milling with the Xe-FIB
from the backside (non-metalised side) of the probe has no observed impact on
the quality factor of the microwave resonator. The FIB etching process is required
for high resolution and high sensitivity NSMM imaging, ensuring the NSMM tip
is well defined and that the AFM and metallic NSMM tips are one and the same.
One arm is extended slightly further than the other to form the scanning tip. The
voltage maxima of the standing wave are located at the tip to ensure the maximum
electric field for coupling to the sample.
Figure 4.7: (a) An optical image of a superconducting microwave fractal resonator
that is used as a microwave probe in the project. The chip is made from Nb
patterned on a Si substrate and is ∼ 1 mm in length. (b) A close-up optical image
of the coupling loop and the surrounding ground plane. (c) A close-up optical
image of the third-order capacitive network that reduces the propagation velocity
vp, of the microwaves. (d) An SEM image of the resonator probe tip post FIB
etching.
Chapter 5
Experimental Set-Up and Measurement
Systems
This chapter focuses on the design of our NSMM. It aims to give the reader a better
understanding of the experimental set-up of the microscope within the cryogenic
dilution refrigerator and the layout of the most significant components relative to
one other within the experiment. This will help to provide a clearer context when
discussing measurements and data that will be presented in subsequent chapters.
The techniques employed to measure the resonator are also explained here as well
as a discussion of the fabrication of bespoke qubit samples that were used in the
testing of the microscope’s capabilities. Also discussed in this chapter is the design
of a mechanical low-pass filter suspension system that aims to minimise the effects
of external mechanical vibrations, particularly those of the pulse tube which is
used in the cooling of the dilution refrigerator.
At this point, it is worth reminding the reader of some of the design require-
ments of this microscope that makes it unique to other NSMMs that currently
exist in the literature at the time of writing. These requirements are
• The need for low temperatures (< 300 mK) so that the condition h¯ω  kBT
is satisfied so that thermal fluctuations do not saturate any material TLS
defects in the sample under investigation.
• The NSMM needs to operate at low microwave powers for coherent interac-
tion of the superconducting resonator with a material TLS defect, as a single
photon can saturate a material TLS defect, such that 〈n〉 ∼ 1.
These two criteria, along with a suspension system, are necessary if the NSMM is
to coherently couple to individual two-level quantum systems.
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5.1 Mechanical Suspension
The entire NSMM will need to be housed within a cryogenic dilution refrigerator
so that it can be cooled to ultra-low temperatures. This introduces a few design
challenges for the NSMM. One such challenge is to minimise the effects of external
mechanical vibrations on the system. This is crucial because mechanical vibrations
will significantly impact the effectiveness of any distance control method used
for scanning and will therefore negatively impact the performance of a coherent
NSMM-TLS interaction. In particular, the effect of the dilution refrigerator’s pulse
tube cooling mechanism is a significant source of vibrations on the system. The
operational piston frequency of the pulse tube is fPT ∼ 1.4 Hz, so any mechanical
low-pass filter design would need to have a cut off frequency lower than the piston
frequency of the pulse tube.
Practically speaking, one difficult aspect of installing a suspension system in-
side a cryostat is that space quickly becomes scarce in the coldest parts of the
refrigerator. This is apparent from examining Fig. 5.1 that shows the full cryo-
genic experimental set-up, including the NSMM. The solution was to place the
springs at the 50 K plate of the cryostat and to have Kevlar thread feed down and
attach to a copper platform holding the NSMM at the coldest stage. However,
doing so means that this will create holes in higher temperature plates, allowing
for photons with greater thermal energy to reach the coldest parts of the cryostat.
The impact of this was reduced by designing special feed-through channels (shown
in Fig. 5.1) with caps that reduce the leakage of these higher energy photons.
The insides of these feed-throughs were painted black using stycast to increase the
absorption of photons.
The suspension consists of three copper-beryllium (CuBe) springs arranged in
triangular geometry at the 50 K plate. CuBe was chosen because of its small
thermal contraction rate and its retention of its mechanical properties, such as its
spring constant, when cooled. The resonant frequency of a mass on a spring can
simply be calculated using 2pifr =
√
k/m where k is the spring constant and m is
the mass loaded on the spring. In this case, the Cu mounting plate and the NSMM
have a combined mass of approximately 5 kg. The spring constant for all three
springs in parallel can be calculated as a function of the material and dimensional
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Figure 5.1: Left: A not-to-scale schematic layout of the NSMM inside the dilution
refrigerator. Right: A photograph of the NSMM mounted in the BlueFors dilution
refrigerator, open and at room temperature. (a) Coplanar waveguide (CPW) for
microwave transmission. (b) Quartz crystal tuning fork for precise distance control.
(c) Superconducting microwave resonator tip, glued to the tuning fork and couples
to the CPW. (d) Sample stage. (e) Piezo-stack for z-direction approach to the
sample. At the top of both images, the CuBe springs that act as mechanical low
pass filters can be seen attached to the 50 K plate of the BlueFors refrigerator. The
NSMM is also highlighted in both images.
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properties of the spring using
k = Ed
4
8ND3 , (5.1)
where E is the Young’s Modulus of CuBe (∼ 125 GPa). Here the spring diameter
is D = 44.5 mm, the wire diameter is d = 2 mm and the total number of turns for
our springs was chosen to be N = 30. We find a spring constant k = 295 N/m for
the total suspension (∼ 98.3 N/m for each individual spring) which corresponds to
a resonant frequency of fsus ∼ 1.2 Hz, which is less than the resonant frequency of
the cryostat pulse tube (fsus < fPT). To further mitigate the effects of vibrations on
the experiment, it makes sense to discuss damping and its effect on the frequency
response of the system. The amplitude of the oscillations caused by an external
force on a harmonic oscillator can be written as
A(ω) = 1/k√(
1− (ω/ω0)2
)2
+
(
2ξω/ω0
)2 . (5.2)
Here, ξ = b/2
√
km where b is the linear damping coefficient. Critical damping
occurs when ξ = 1. This has been plotted in Fig. 5.2 for varying values of ξ. The
system that is shown in Fig. 5.1 is damped mainly by the cables that connect
directly to the NSMM from the 10 mK plate. As will be shown later, the NSMM
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Figure 5.2: Plots of the frequency response for a resonant system for five different
damping coefficients. When ξ < 1 the system is under-damped, when ξ > 1, this
system is over-damped and for ξ = 1 the system is critically damped.
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suspension is damped but not sufficiently damped in the final set-up. Ideally
the system would be critically or slightly over damped (ξ ≥ 1), otherwise, the
suspension will help to amplify the effects of the pulse tube. See Fig. 5.2. One
way to achieve this level of damping would be to introduce Eddy current dampers
to the NSMM suspension system [119].
5.2 Scanner Design
In this section, we will discuss the design of the NSMM itself and explain how
the experiment is set-up and discuss how the various components move or interact
with one another. Figure 5.3 shows a diagram with an adjacent photograph of
the inside of the NSMM casing. In the casing, we show the sample stage, the
tuning fork and resonator probe combination, shown in more detail in Fig. 5.4.
It is this whole structure that makes up the NSMM inside an aluminium casing.
This structure is then suspended - upside down - inside of the cryostat by the three
CuBe springs mentioned earlier.
5.2.1 Sample Stage
Figure 5.3 shows a labelled diagram, as well as a photograph, of the inside of the
NSMM itself that is attached to the Cu mounting plate and suspended upside down
by the CuBe springs and Kevlar thread. The sample stage of the NSMM consists of
a small copper sample platform, a solenoid, one piezo-stepper for coarse z direction
of movement and five piezo-tubes. One piezo-tube is used for fine distance control
in the z-direction of the sample stage and the other four are arranged in a 2 × 2
formation and are used for fine xy-sample movement when scanning a sample or
device under test. There are two more piezo-steppers at the top of the NSMM
casing that are for coarse xy-positioning. Not clearly shown in the diagram or
photograph is another smaller piezo-stepper that is behind the yellow-coloured
CPW. This is used to adjust the coupling between the CPW and the microwave
resonator probe by changing the distance between them.
Starting from the two piezo-steppers that are attached at the top of the NSMM
casing (see Fig. 5.3), both of these steppers are used for the coarse xy-positioning
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of the probe above the sample. These steppers are Attocube ANPx101 and, when
supplied with 20 V amplitude saw-tooth pulses, have a measured step-size of 33 nm
in each direction at low temperature (< 4 K). This increases to 58 nm when 35 V
is applied. These values were measured by scanning a sample that had known
feature sizes. The working principle for these steppers is a slip-stick mechanism.
A piezo-stick is extended, moving the stepper forward until the peak of the saw-
tooth pulse is reached. The voltage quickly goes to zero and the piezo snaps back
to its original length. The sudden movement overcomes the static coefficient of
friction in the piezo-stepper so that it is not pulled back. The piezo-steppers
move the whole mount that holds the CPW with the probe, tuning fork and the
Figure 5.3: Left: A labelled diagram of the inside of the NSMM. Right: A photo-
graph of the inside of the NSMM, showing the experimental set-up. These images
show the sample stage where samples are placed above a solenoid for scanning,
piezo-steppers that are used for coarse positioning and piezo-tubes that are used
for fine z-approach and scanning.
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other smaller piezo-stepper hidden behind the CPW in xy as well. This is so
that the CPW-resonator coupling is not changed when moving the probe across
a sample. The smaller piezo-stepper behind the CPW is an Attocube ANPz30
and has a quoted step size of 25 nm at room temperature and 10 nm at 4 K at
20 V. This smaller piezo-stepper is much more difficult to calibrate because we
do not have an analytical function to describe the CPW-resonator coupling as a
function of distance. There is a third stepper in the sample stage column. This is
an Attocube ANPz101 piezo-stepper and it controls the coarse z-positioning of the
sample stage. This has an estimated approach step size of ∼ 48 nm, though this
differs when being retracted as (due to being placed upside down in the cryostat)
the stepper has to work against gravity.
In the sample stage, there are a total of five piezo-tubes made from a piezo-
electric ceramic and coated in a conducting material that acts as the electrode.
On the ends of the tubes are white ceramic (Macor) caps that are adhered us-
ing stycast epoxy. They are then held in place with custom brackets made from
copper so that the thermal expansion is matched between the different materials
and does not break or lose grip of the tubes. These tubes are used for the finer
positioning control of the sample stage, relative to the probe. The displacement
of the piezo-tubes has been measured to be 370 nm/V in xy and 17.7 nm/V in
z at room temperature and 42 nm/V in xy and 750 pm/V in z at 80 mK. The
calibration was done before adding the feed-through caps for the suspension cable,
hence the higher temperature. However, there is no observed change in the cali-
bration factors when cooled to lower temperatures. A single piezo-tube is placed
directly under the sample platform and finely tunes the tip-to-sample distance
when fed-back with the tuning fork response from a PLL (discussed in Chapter 3).
The other four tubes are located towards the bottom of the NSMM casing (see
Fig. 5.3) and are arranged in a 2×2 formation. This arrangement tilts the sample
in the xy directions so that they align with the directions of the piezo-steppers at
the top of the NSMM casing. Each diagonally opposing pair of tubes correspond
to one x or y direction of movement. As one extends, the other contracts and this
motion ‘rocks’ the sample when the NSMM is scanning.
At the top of the sample stage is the sample platform. This is made from
oxygen-free copper and it extends further out to the side than the stage beneath it
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so that it can be thermally anchored to the casing of the NSMM. On this copper
plate, samples are adhered using high vacuum Apiezon N grease. The sample
platform has a toroidal copper piece directly below it that holds a solenoid that
consists of a superconducting wire wound around it that is made from NbTi with
a Cu30Ni alloy matrix. The solenoid is then coated in stycast epoxy to hold it in
place. The purpose of the solenoid is so that any quantum sample that can be flux
biased can be tuned into resonance with the resonator probe.
In Fig. 5.3 we can also see the green printed circuit board (PCB) that the
tuning fork is soldered to and also the yellow-coloured PCB that makes up the
CPW. The tuning fork PCB is made from layered copper with FR-4 (a woven
fibreglass and epoxy resin composite material), a common PCB material that is
used in electronics. There are three connectors on this PCB. One for each electrode
of the tuning fork and a third connector so that, if needed, the resonator probe can
have a thin wire directly bonded to it so that the resonator can be DC biased. The
CPW PCB is made from gold plated copper on top of a dielectric (Rogers PTFE
laminate) substrate. The CPW has two electrodes, one for the incoming microwave
signal and another for the outgoing microwave signal. The central stripline has a
width of W = 200 µm and a gap distance of D = 120 µm at its closest approach to
the resonator probe. This is then directly screwed on to the smaller piezo-stepper
for adjusting the coupling distance between the CPW and the resonator.
5.2.2 AFM & NSMM Probe
The sample stage and how the sample platform is moved for scanning has been
discussed in the previous section. Here, we discuss in more detail the experimen-
tal set-up of the NSMM resonant probe and other related scanner components.
Figure 5.4(a) shows the layout of the various microscope components.
A superconducting fractal resonator, with resonant frequency fr = 6 GHz, is
adhered to the end of the lower prong of a quartz tuning fork using Epo-tek H77
epoxy that is then cured at 150 ◦C for 1 hour. The tuning fork, with the resonator
probe attached, has a resonant frequency in the region of fr,TF ∼ 29 - 30 kHz with
a Q factor of ∼ 104. This reduction in tuning fork resonance frequency is caused
by the added mass of the superconducting resonator probe. The resonator probes
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Figure 5.4: (a) Diagram of the set-up of the NSMM probe. A superconducting
fractal resonator (fr = 6 GHz), with average photon occupancy 〈n〉 ∼ 1, is adhered
to a quartz tuning fork. A movable CPW is used to adjust the inductive coupling to
the resonator for excitation and readout of a microwave signal. (b) An equivalent
circuit diagram of the NSMM probe set-up where M is the mutual inductance
between the resonator and the CPW.
are designed to be small and compact enough to fit on to the end of a tuning fork
without hugely altering its quality factor (Q ∼ 104) due to the mass imbalance
on the prongs. A detailed optical image of the fractal resonator can be found in
Fig. 4.7 at the end of Chapter 4 along with a more in-depth discussion. Once
mounted on to a tuning fork, there is need to ensure that there is a well-defined
tip. To do this, we use xenon focused ion beam (FIB) etching from the backside of
the resonator to mill the tip to the desired size. The FIB step is required for high
resolution AFM and microwave imaging by having a well-defined tip and electric
field. FIB etching also ensures that the AFM tip and metallic NSMM tips are one
and the same. This process has no observed impact on the quality factor of the
superconducting microwave resonator.
Figure 5.4(b) shows an equivalent circuit diagram of the experimental set-up
shown in the adjacent diagram in Fig. 5.4(a). The resonator is modelled as a LC-
circuit and shows a mutual inductance between the resonator and another inductor.
This models the inductive coupling between the fractal resonator and the CPW.
This ensures that the resonator and CPW are mechanically decoupled from one
another. The tip-to-sample interaction can be modelled as a capacitance Cs. This
is the capacitance between the metallic tip and the underlying sample. Calculating
this capacitance is discussed in more detail in Section 3.2.2 of Chapter 3.
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5.2.3 Data Acquisition and Stage Control
We have discussed the various components that make up the NSMM and the whole
experiment. Now we briefly look into the methods of data acquisition and how the
sample stage is controlled. The operation of the scanning i.e. the motion of the
piezo-steppers and piezo-tubes, is controlled by a Nanonis SPM controller with
piezo-drivers and oscillation control functionality for the tuning fork. Locking to
the tuning fork resonant frequency is done with the use of a PLL (as shown and
discussed in Fig. 3.8 from Section 3.3.2). The Nanonis control software also acted
as a data acquisition toolkit and was able to capture scan data, had an in-built
spectrum analyser and tracked tuning fork properties such as the amplitude and
phase as a function of frequency.
5.3 Microwave Measurements
In this section, we will discuss the microwave measurement systems used for mea-
suring the properties of the resonator probe. First, we discuss the microwave
components that are used in the cryostat that lead directly to the NSMM. This is
important when we need to calculate the input power into the resonator probe. We
then move on to discuss data acquisition (DAQ) methods by introducing a simple
microwave measurement set-up using a vector network analyser (VNA). We then
move on to discussing a more complex DAQ set-up known as Pound-Drever-Hall
(PDH) locking that can be used for measuring the noise levels of the resonator
and accurate real-time monitoring of the resonant frequency while scanning.
As mentioned at the beginning of this chapter, the NSMM must operate at
low temperatures, of the order of millikelvin, to be able to coherently couple to a
quantum system. This is achieved by suspending the NSMM inside of a BlueFors
LD-400 dilution refrigerator. The NSMM also requires ultra-low microwave powers
at the superconducting resonator. To aid in achieving low microwave powers, the
input microwave line to the NSMM has a large amount of attenuation added to it.
The input and output microwave lines are shown in Fig. 5.5. Each temperature
stage of the cryostat has also been indicated.
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5.3.1 The Cryogenic Microwave Set-Up
Room temperature attenuators can be added to the input line to aid in reducing
the microwave power being supplied to the NSMM. Inside the fridge, attenuators
are placed at different temperature stages (see Fig. 5.5) totalling −60 dB that are
arranged to reduce thermal noise at 30 mK. The microwave line itself is a coaxial
cable with a loss that needs to be accounted for. From room temperature down to
the lowest temperature section (30 mK) of the cryostat (before flexible microwave
cables are used) the total loss of the coaxial cable was measured to be −7 dB
at 6 GHz. Between the fixed coaxial cable and the NSMM, flexible microwave
cables (SMA to U.FL coaxial cable, 50 Ω) need to be used. This is so that the
NSMM suspension is not hindered by a rigid coaxial cable. However, these flexible
cables are particularly lossy compared to rigid coaxial cables. The total loss of the
flexible microwave cables was measured from the first flexible cable, through the
CPW PCB (see Fig. 5.4) then back through to the second microwave cable. The
total loss was measured to be ∼21 dB at 6 GHz. Taking half of this value gets
∼10.5 dB loss per flexible microwave cable. Both of these extra losses are taken
into account when calculating the power supplied to the resonator later on.
Figure 5.5 shows the output microwave line, which has the second flexible
microwave cable coming from the NSMM. The rigid output coaxial line does not
have any additional attenuation. There are two isolators, terminated at 50 Ω at
Figure 5.5: Schematic showing the temperature stages of the dilution refrigerator.
The attenuation for the input and output microwave lines, as well as the coaxial
cables that have a total loss of -7 dB at 6 GHz, are shown. The microwave cables
that go directly to the NSMM at the 30 mK stage are flexible (with -10.5 dB loss
at 6 GHz), allowing for the movement of the NSMM suspension. Data acquisition
(DAQ) systems connect to the microwave lines at room temperature (RT).
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800 mK, that reduce microwave reflections when measuring the weak microwave
signal on the output line and, more importantly, to reduce thermal photons from
the cryogenic amplifier. The amplifier (LNF-LNC1-12A) is used to amplify the
weak signal by ∼ 35 dB. The output line exits the cryostat at room temperature
where it can be connected to a DAQ system. Two microwave measurement systems
that were used in the experiments are discussed in the following sections.
5.3.2 VNA Measurements
Using a vector network analyser (VNA) is a straightforward method to measure
the transmission, or the S21 component of the scattering matrix (see Eq. (4.22)),
as a function of frequency for a superconducting resonator. A diagram of the
measurement set-up using a VNA is shown in Fig. 5.6. The microwave input
line in this set-up has 30 dB worth of attenuation at room temperature. This is
to further reduce the power being supplied to the resonator so that it becomes
possible to reach the single photon regime. The input line then goes into the
cryostat and connects to the set-up shown in Fig. 5.5, leading to the NSMM and
then coming back out of the cryostat again. The signal on the output line of
Fig. 5.6 passes through 60 dB worth of amplification. The amplification is so that
the signal is strong enough to be detected by the VNA. This circuit can have an
optional yttrium iron garnet (YIG) band-pass filter added after the amplifiers on
the output line to remove broadband noise from the amplifiers.
The VNA measurement set-up is useful for measuring the S21 transmission
response of the resonator. With this set-up, we can extract values for the internal
Figure 5.6: The microwave set-up for measuring the superconducting resonator
inside the NSMM using a Vector Network Analyser (VNA).
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Qi, and coupling Qc, quality factors by fitting to Eq. (4.22). The VNA can also
vary the power going into the cryostat. This allows us to measure properties of the
resonator as a function of the input power to the resonator, and by calculating the
average photon occupancy by using Eq. (4.26) from Section 4.1.4 for a given input
power, allows us to verify when the resonator is in the single photon regime. The
resonant frequency shift ∆fr, of the resonator as a function of the tip-to-sample
distance can also be measured using the VNA . This is simply done by sweeping
in frequency through the resonator as the z-distance piezo-stepper steps away,
starting from the sample surface.
The VNA can be useful for simple measurements of the resonator’s properties,
it is, however, not fast enough to measure other time-dependent processes of the
resonator. Due to its slow measurement time, the VNA will average over processes
that occur at high frequencies. This means that another measurement system is
required that is fast enough to track these processes in real-time. This measure-
ment technique must also operate over a wide frequency range much larger than
the bandwidth of the resonator so that any shift in the resonance frequency can
be observed.
5.3.3 Pound-Drever-Hall Locking
A more sophisticated measurement technique, called Pound-Drever-Hall (PDH)
locking, can be use to measure the real-time frequency shift of the superconduct-
ing resonator with high-sensitivity. This method is commonly applied to optics
experiments that require high-levels of laser frequency stabilisation, such as the in-
terferometers used in gravitational wave detection experiments [120]. PDH locking
has also been successfully applied to superconducting micro-resonators to measure
their noise processes [51]. This method can accurately monitor the microwave
resonance frequency while scanning a resonant microwave probe over the sample
surface. Another advantage of the PDH technique is that it is insensitive to vari-
ations in electrical length. This means that variations caused by thermal drift,
poor connectors or coaxial cables, moving parts or other noise processes do not
affect the measurement readout signal. This makes using the PDH technique for
fast microwave measurements ideal when scanning using NSMM, as opposed to an
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interferometric technique such as homodyne detection. Measuring the resonator
with the PDH technique also overcomes the drawbacks that limit a VNA measure-
ment set-up.
PDH locking can be thought of as being similar to a heterodyne technique. A
phase modulated (PM) signal that has two side-bands and a carrier tone are de-
tected via the self-mixing of these signals, instead of using a mixer on two separate
frequency sources. The amplitude of the down-converted signal depends strongly
on the deviation of the applied microwave tone from the resonance frequency. This
signal is then fed to a PID control system that works to keep the output at zero.
This can be better understood by considering a PM voltage signal of the form
V = V0 exp(iωct+ iβ sin(ωmt)), (5.3)
where fc = ωc/2pi is the carrier frequency, fm = ωm/2pi is the PM frequency
(causing the side-bands located at fc ± fm) and β is the so-called modulation
depth. This PM signal can be expressed in terms of Bessel functions of the first
kind Jn(β). To first order in n, we can write
V ≈ V0
(
J0(β)eiωct + J1(β)ei(ωc+ωm)t − J1(β)ei(ωc−ωm)t
)
. (5.4)
The higher-order terms correspond to other harmonics of the side-bands, which
are neglected here because the modulation depth for the PDH loop is such that
all the power is predominantly concentrated in the main carrier tone and the two
primary side-bands tones. It is these three frequencies that are expressed in the
above function. This signal then passes through the resonator that we wish to
measure. As mentioned in previous sections, the transmission of the resonator is
given by S21(ω) for some angular frequency ω. This, therefore, gives a transmitted
voltage response VT , of
VT = V0
(
S21(ωc)J0(β)eiωct
+ S21(ωc + ωm)J1(β)ei(ωc+ωm)t
−S21(ωc − ωm)J1(β)ei(ωc−ωm)t
)
.
(5.5)
After passing through the resonator, the signal is self-mixed with the use of a power
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diode. The transmitted power passing through the diode is PT = |VT |2 = VTV ∗T .
The algebra is somewhat long and, for the interested reader, has been written
in full in Appendix B. Following through with the calculations (and passing the
resulting signal through a lock-in amplifier after the power diode) we obtain the
final result showing that the error signal used in the PDH loop is
ε ∝ 2J0(β)J1(β)V 20
(
ReS21(ωc)
[
ImS21(ωc + ωm) + ImS21(ωc − ωm)
]
−ImS21(ωc)
[
ReS21(ωc + ωm) + ReS21(ωc − ωm)
])
.
(5.6)
This error signal is plotted in Fig. 5.7 in arbitrary units for a carrier frequency
fc = 6 GHz and modulation frequency of fm = 2 MHz. The central peak at fc is
chosen to have an amplitude that is larger than the amplitude of two side-bands
at the modulation frequency in the resulting error signal. The signal crosses zero
at fc and a PID controller is added to complete the PDH loop as this attempts to
null any deviations from the zero point by adjusting the frequency of the carrier
signal. The PDH error signal in Eq. (5.6) can be linearised about fc. This gives a
linear error signal about zero such that
εlin ∝ 4QJ0(β)J1(β)V 20 (1− S21,min)
ω − ωr
ωr
, (5.7)
where S21,min is defined in Eq. (4.20) and Q is the total quality factor of the
resonator that is defined in Eq. (4.21). This equation is also linearly dependent on
the gain of the whole PDH loop. As the linear signal is dependent on the internal
quality factor of the resonator, this will have an impact on locking to the resonator
at low powers. A lower Qi has the effect of decreasing the linear gradient and the
frequency range over which the linear approximation is valid. This means that it is
more difficult for the PID to reliably track changes in frequency if the bandwidth
of the PID is not changed.
It is worth noting that an asymmetric resonance transmission shape will af-
fect the error signal of the PDH loop. Asymmetry in S21(ω) means that the zero
crossing of the phase response of the resonator no longer corresponds to the reso-
nant frequency (refer back to Fig. 4.5 for a reminder). This has two effects on the
PDH loop. The first is that, if the phase zero crossing of the resonator no longer
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Figure 5.7: The error signal as a function of frequency ε(f), produced by a Pound-
Drever-Hall loop. This plot is centred on a carrier frequency of fc = 6 GHz and
has modulation side bands at fc ± fm where, in this plot, fm = 2 MHz.
corresponds to the resonance frequency, then neither will the PDH error signal.
Secondly, the magnitude of the error signal decreases as asymmetry is increased.
This leads to reduced sensitivity of the PDH loop. This can be significant when
trying to lock to the resonance at low powers. The resonators used in this thesis
have relatively small asymmetry angles (∼ 10◦) and so these limitations become
negligible and do not hugely affect the results presented in this thesis.
Figure 5.8 shows the experimental set-up of the PDH loop that was used in the
experiments in this thesis. It also shows two auxiliary microwave circuits, one that
was used to measure the noise of the resonator and the second used for measuring
the change in the PDH error signal with respect to the tip-to-sample distance
∂ε/∂z. First, we will discuss the PDH loop in this configuration then each of the
auxiliary circuits individually.
Starting from Signal Generator 1 (Keysight E8267D) in Fig. 5.8, this is used
to generate a carrier frequency fc, that is close to the resonant frequency of the
superconducting resonator fr, inside the NSMM. This carrier signal is then passed
through a phase modulator (Hittite HMC538LP4) which is driven with a modu-
lation frequency fm. This frequency needs to be larger than the bandwidth of the
resonator to ensure that it does not interact with the resonator. The resulting
PM signal is then passed through a circulator to prevent reflections back up to the
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Figure 5.8: The Pound-Drever-Hall Loop microwave set-up that was used for
measuring the resonator while scanning. The attached auxiliary circuit (blue dashed
box) was used to measure the noise processes of the resonator. The signal coming
from the PID controller was also tapped off to another auxiliary circuit (green
dashed box) to measure the derivative PDH error signal with respect to tip-to-
sample distance ∂ε/∂z, while performing NSMM. Inset plots (a-d) show frequency
spectra at various points along the PDH loop.
carrier and side-band source. After the circulator, the signal passes through some
attenuators at room temperature and then into the cryostat set-up which is shown
back in Fig. 5.5. After the signal has interacted with the resonator it passes out
of the cryostat and is amplified using room temperature amplifiers (AtlanTecRF
AOX-030120). This increases the signal power so that it comes within the optimal
operating range of the diode. The signal is also passed through two band-pass YIG
filters. This is to cut broadband noise from the amplifiers and the higher order
harmonics of the PM signal. A variable attenuator is then used to set the power
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of the output signal such that it is at the optimum level for the power diode (ATO
020080), which is, for the diode used in this set-up, ∼ 20 dBm. The diode has
the effect of self-mixing the signal that passes through it. After the power diode,
a low-pass filter that filters out the higher frequency signals after the self-mixing,
leaving a signal with a low-frequency envelope at fm to pass through. The signal is
then demodulated at the modulation frequency using a lock-in amplifier to produce
the error signal shown in Fig. 5.7. This spectrum is then fed to the PID controller
(SRS SIM960) which works to null the signal i.e. keep the signal equal to zero.
At the zero-crossing point, the gradient is very large meaning that any fluctuation
in the signal about this point is directly proportional to frequency fluctuations of
the resonator’s resonance frequency. Finally, the signal coming out of the PID is
fed back to signal generator 1 in Fig. 5.8 where a VCO adjusts the frequency of
the generator so as to keep the carrier on resonance with the measured resonator.
An additional auxiliary circuit to the PDH loop is also shown in the blue dashed
box of Fig. 5.8. This circuit is used when measuring the noise of the resonator.
This signal takes the output from the generator (which is on resonance) and mixes
it with a tone (from signal generator 2) that is close to the measured resonant
frequency. The result of these mixed signals is then passed through a low-pass
filter that removes the higher of the two main frequency components, leaving the
difference between the two input frequencies to pass to a counter. The microwave
counter then measures the changes in the resonant frequency of the resonator
over time with high accuracy. For scanning with the NSMM, we instead need to
produce a rasterised image from an analogue signal. Instead of using the counter
we directly sample the signal used to control the VCO in generator 1 and use the
known voltage-to-frequency conversion factor of the VCO.
Another auxiliary microwave circuit is shown in the green dashed box of Fig. 5.8
for measuring the ∂ε/∂z, where z is the tip-to-sample distance. This is important
because this allows us to produce a scan image that demonstrates the contrast
formation mechanism of the NSMM. By tapping off the PDH error signal and
feeding it through a second lock-in amplifier, we can demodulate the error signal
at the tuning fork resonance frequency fTF, by using it as the reference signal
to the lock-in amplifier. As the PDH error signal is proportional to the resonator
frequency in the linear regime (see Eq. (5.7)), this signal is proportional to ∂fr/∂z.
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The signal is then fed into the SPM system to produce a scan image.
5.4 Qubit Samples
Having gone through the microwave measurement set-up for the superconducting
resonator probe, we now discuss the sample that was used to produce most of
the scans shown in Chapter 6, the following results chapter. The idea behind the
sample was to have multiple 3 × 3 qubit arrays on one chip. Having many of
these arrays made the process of finding a feature of interest much easier with the
integrated AFM, considering the scanning area is small compared to the size of an
individual qubit. Each array of qubits were designed to have transition energies
corresponding to a range of frequencies between 6 - 7 GHz. This is because,
if we hoped to eventually scan an actual material TLS defect with the NSMM,
the same quantum interaction could be achieved with an ‘artificial TLS’ i.e. a
superconducting qubit coherently coupling to the resonator probe, demonstrating
a ‘proof-of-concept’ measurement for the NSMM.
An optical image of the sample along with a diagram of an individual qubit is
shown in Fig. 5.9. Each array contains 9 qubits and there is a total of 18 arrays on
the chip. Each qubit is approximately 26.5 µm in height by 58 µm in width. All of
the qubits have a similar design that consists of an interdigitated capacitor with a
SQUID loop at the centre. The dimensions of the capacitor are that each finger has
Figure 5.9: Qubit array sample that was fabricated at SuperFab at Royal Hol-
loway, University of London. The finger widths are 1 µm, as is the spacing between
the fingers. The squares at the top left of the sample are each 2× 2 µm2 in size.
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a width 1 µm and the spacing between fingers is also 1 µm (meaning the pitch of the
fingers is 2 µm). Each qubit per array has a unique identifier in the top left-hand
corner (see the right-hand image of Fig. 5.9) indicating the designed frequency of
the ground to the first excited state transition. The identifiers are an arrangement
of 2 × 2 µm2 metallic squares, with the number of squares corresponding to a
frequency and position of a qubit within the array. These are useful when trying
to navigate the NSMM about the sample.
These qubits consist of a capacitor with a SQUID loop at the centre. This
superconducting circuit forms a simple transmon qubit. The inclusion of a SQUID
allows for the qubit transition energy to be tuned with the use of an applied
magnetic field - perpendicular to the plane the sample lies - from the solenoid
under the sample platform (see Fig. 5.3).
This sample was fabricated at SuperFab at Royal Holloway, University of Lon-
don by colleagues at Royal Holloway and the National Physical Laboratory. The
fabrication process involves electron beam lithography of the 2D pattern of the
array design. Once the two-layer e-beam resist was developed with an undercut,
aluminium was evaporated at two angles, and in between the evaporations, the
first aluminium layer was oxidised to produce the tunnel barrier in the Josephson
junctions required for the SQUID loop at the centre of each qubit. Details of this
process can be found in Ref. [121], the author of that thesis, T. Ho¨nigl-Decrinis,
also fabricated these samples.
Chapter 6
Results
The following chapter includes measurements such as the microwave transmission
of the superconducting resonator, that is the S21 component of the scattering
matrix, the frequency shift of the resonator as a function of the tip-to-sample
distance and the coupling distance between the CPW and the inductive loop that
is on the resonator itself. The internal Q-factor of the resonator is also extracted
by fitting to the S21 transmission and expressed as a function of the average photon
number within the resonator. We also present AFM scans and some microwave
scans that were performed at different power levels. Noise measurements of the
resonator over long time periods are also presented. These noise measurements
are useful for highlighting what noise processes are dominant in the resonator and
over which time scales. The noise measurement techniques are outlined back in
Chapter 5 and are presented here using analysis methods such as power spectral
densities (PSD) and the Allan variance, σ2y(τ). Lastly, we also present scans that
were taken using the NSMM in the classical and single photon regime, as well as
discussing the signal-to-noise (SNR) ratio of the NSMM.
6.1 Resonator Measurements
The measurements in this section are of the superconducting microwave resonator.
It is this component of the NSMM that is used as the microwave probe within the
microscope. The resonator itself has a metallic loop that inductively couples to
a CPW that carries the microwave signal to the resonator that can then couple
back to the CPW (see Fig. 5.4). This configuration receives and transmits the
microwave signal. The signal is measured, using a VNA set-up (see Fig. 5.6), and
it consists of the sum of the initial signal that did not couple to the resonator and
the signal that coupled back to the CPW from the resonator.
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Probe fr (GHz) Qi(〈n〉 ∼ 1) ∆fr [Distance] Notes
3 5.912 1.1× 105 170 kHz [48 µm] Not FIB etched. This
probe produced the pre-
liminary scans. FIB etch-
ing destroyed it.
5 6.070 — — Parasitic mode near the
resonance frequency.
6
5.998
(6.015)
8.5× 104
(8.6× 104)
50 kHz [24 µm]
(—)
FIB etched twice. Pro-
duced some scans. Later
crashed into the sample
(post crash in brackets).
Ruined the tip.
16 6.056 5.4× 104 0.5 MHz [24 µm] FIB etched tip. Most suc-
cessful probe. Most of the
data shown in this chapter
is from this probe
18 5.999 8.0× 104 — Not in the NSMM. Good
candidate for the future.
19 5.987 ∼ 8.4× 104 — Not FIB etched. Waiting
for FIB etch.
21 5.990 1.6× 105 — Not in the NSMM. Excel-
lent candidate for the fu-
ture.
Table 6.1: A table showing some of the NSMM probes that were measured
throughout this work. The table shows the probe number, its resonant frequency,
the internal Q-factor at the single photon level, the frequency shift of the resonator
with the change in tip-to-sample distance and some general notes concerning those
specific resonators. Probe 6 shows two sets of data. This is because the probe was
crashed into the sample surface. We observed a frequency shift of the resonant
frequency but a small change in the Q-factor. Probe 16 was used for most of the
measurements shown in this chapter, unless stated otherwise in the text. Probes
that are not mentioned here were damaged or unresponsive.
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6.1.1 Microwave Transmission Measurements
Multiple microwave resonator probes were measured throughout this work. A sum-
mary of some of the measurements of resonators has been tabulated in Table 6.1.
Some probes yielded more data than others and some of that data is presented in
this chapter. The probes are referred to by their numerical name and Table 6.1
will be referred back to frequently when discussing which measurements were used
with which probes. Unless stated otherwise, Probe 16 was used for the majority
of the measurements shown in this chapter.
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Figure 6.1: Measurements of Probe 16 with input power Pinput = −70 dBm,
translating to an average photon occupancy of 〈n〉 ∼ 1.78 × 106. (a) The ampli-
tude |S21|, in dB, of the microwave resonator response measured as a function of
frequency. The frequency is shown as the difference from the resonant frequency,
fr. This resonator has a Qi = 6.6×104. There is an asymmetry of the transmission
that is due to a mismatch of the impedance on the microwave input and output
lines. (b) The phase response in degrees, arg(S21) as a function of frequency differ-
ence from the resonant frequency. (c) The Re(S21) and Im(S21) components, i.e.
the quadrature component Q¯, and the in-phase component I, respectively, of the
transmission response of the VNA.
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We can measure the transmission of the resonance of a superconducting mi-
crowave resonator using a VNA. We can measure the S21 component of the two-
port scattering matrix to determine the microwave transmission through the CPW
coupled to a resonator probe to extract the resonant frequency fr, and fit to the
internal quality factor Qi. This S21 scattering matrix element is a complex number
where |S21| is the magnitude and 6 (S21) is the phase of the transmission through
the microwave resonator, both of which are a function of frequency.
Figure 6.1 shows the S21 measurement of Probe 16 at 42 mK with an input
power of Pinput = −70 dBm, corresponding to an average of 1.78 × 106 photons
populating this resonator. This is calculated using Eq. (4.26) for the average
photon occupancy of the resonator. The extracted Q-factor of this resonator is
6.6 × 104. This is the highest quality factor of any resonator that has been used
as a resonant NSMM probe at the time of writing [72,75,76,122].
6.1.2 Quality Factor Power Dependence
The change in the intrinsic quality factor of a resonator as a function of the power
applied to that resonator was measured at three different temperatures for Probe 16
and the data is shown in Fig. 6.2. Knowledge of the power supplied to the resonator
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Figure 6.2: The intrinsic quality factor Qi, of Probe 16 as a function of average
photon number 〈n〉, for three different temperatures as measured at the mixing
chamber of the cryostat. The data (•) is fitted (—) to Eq. (2.9).
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allows us to calculate the average number of photons occupying the resonator by
using Eq. (4.26) discussed in Chapter 4. The data is fitted using the framework of
the standard tunnelling model using Eq. (2.9). Fitting the data to this equation
returns α = 0.07 and F tan(δi) = 1.8×10−5 as measured at 30 mK. Typical values
for α from other experiments give α ∼ 0.2, based on the literature. This is higher
than our calculated value from Fig. 6.2. This suggests a weaker dependence on the
input power for our resonator probe as compared to other typical superconducting
resonators.
Figure 6.2 shows a reduction in the internal quality factor for lower average
photon numbers. As the average number of photons within the resonator decreases,
the curve begins to saturate, indicating the onset of the single photon regime where,
on average, a single photon is populating the resonator. This saturation occurs
because there are fewer photons in the resonator to couple to material TLS defects
and none of them become saturated. At intermediate powers, we have an increase
in Qi as more and more material TLS defects become saturated by the increasing
number of photons. At even higher powers, the internal Qi factor would begin to
saturate again (not shown). This is when a large number of photons saturate the
TLS in the resonator and other loss mechanisms begin to dominant. This happens
when the loss rates of the TLS are exceeded by their effective Rabi frequency.
6.1.3 Tip-to-Sample Frequency Shift
Figure 6.3 shows the behaviour of Probe 16 as it is moved towards the sample
surface. We show the data (measured using a VNA) of the resonant frequency shift
of the NSMM resonator as a function of the tip-to-sample distance. As the metallic
tip approaches a sample surface there is a frequency shift due to the changing
capacitance ∆C, between the tip and the sample, meaning there is an increase in
the resonant frequency of the resonator due to the decrease in capacitance as the
tip is moved further away from the sample surface, fr ∝ 1/
√
C. This is described
by Eq. (3.2) and, combined with Eq. (3.5) (describing the capacitance between a
conical tip and surface), we are able to fit to the data in Fig. 6.3. This fit yields
an approximate tip radius of R = 2 µm, but an almost zero taper angle, as defined
by Eq. (3.5). This suggests that a sphere-to-surface capacitance model is sufficient
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Figure 6.3: The frequency shift of Probe 16 as a function of tip-to-sample distance.
These data were fitted to using Eq. (3.2) and Eq. (3.3). This results in an estimated
tip radius of R = 2 µm. Inset: The frequency shift at small distances with a linear
approximation. The gradient is calculated to be 0.84 kHz/nm.
enough to describe the electrostatic interaction between the tip and a surface for
this probe.
The inset of Fig. 6.3 shows a section of an approach curve where the tip-
to-sample distance is small i.e. just above the surface, that we can assume a
proportionally linear shift in resonator frequency. The red line shows the measured
data and the blue line shows a linear fit. The gradient of this line is calculated
to be 0.84 kHz/nm for Probe 16. This gives us a conversion between the shift in
resonant frequency to a distance for cases when the tip is in ‘contact’, or close to,
the sample surface. Zero distance in these plots is defined as the point when the
tip is in contact with the sample.
6.1.4 Variable Coupling
The distance between the inductive coupling loop on Probe 16 and the CPW can be
changed with the use of a small piezo-electric stepper placed behind the CPW. This
means that a similar measurement to that shown in Fig. 6.3 can be performed again
but for the change in internal quality factor Qi, of the resonator and the coupling
quality factor Qc, as a function of the loop-CPW coupling distance. Figure 6.4(a)
shows this data. We note that the number of steps was used instead of a measure
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Figure 6.4: (a) The intrinsic (left red axis) and coupling (right blue axis) quality
factors as a function of the number of steps made by the coupling piezo-stepper
for Probe 16. (b) The same intrinsic quality factor Qi, plotted as a function of
the coupling quality factor Qc, as described by Eq. (6.3). Note that an increasing
number of steps means an increasing separation between the CPW and the probe.
of loop-CPW distance. This is because it is difficult to calibrate the distance that
one step corresponds to for the coupling piezo-stepper. The complex geometry
makes it difficult to find an analytical solution to the mutual inductance and the
coupling.
To explain the results in Fig. 6.4(a) we consider the idea that the response in
Qi follows from the change in 〈n〉 induced by the change in Qc i.e. less energy can
couple to the resonator as the CPW is moved further away from the resonator.
By combining Eq. (4.26) for the average number of photons in a resonator with
Eq. (2.9) for the power dependent losses Qi ∝ 〈n〉α (for 〈n〉  1), we can therefore
write that
Qi ∝
(
Q2
Qc
)α
. (6.1)
Recalling that Q = QiQc/(Qi +Qc) from Eq. (4.21) we get
Qi ∝ Qαc
(
Qi
(Qi +Qc)
)2α
, (6.2)
then rearranging gives
Q1−2αi ∝
Qαc
(Qi +Qc)2α
. (6.3)
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Now we consider two limits of the above equation. The first is when Qi  Qc;
Eq. (6.3) simplifies to Qi ∝ Q−α/(1−2α)c . Inserting our calculated value of α = 0.07
from the fit to the data shown in Fig. 6.2 at 30 mK gives Qi ∝ Q−0.08c . The
second limit is when Qi  Qc which simplifies to Qi ∝ Qαc = Q0.07c . This is
in good qualitative agreement with the Fig. 6.4(b) which shows Qi plotted as a
function of Qc. The gradients in the two aforementioned limits are both much
less than one as predicted by Eq. (6.3). This shows that as the coupling quality
factor is changed, which is also dependent on the loop-CPW distance, we change
the internal quality factor, which is dependent on the average number of photons
stored in the resonator.
6.2 Scanning
This section shows some of the scanning results that were taken using the NSMM.
We present AFM scans of sample topography that make use of the tuning fork
and the feedback control using a PID controller, as well as microwave scans taken
with the use of a PDH loop. We present microwave scans at high powers that
demonstrate ‘classical’ NSMM and at low powers that demonstrate the first NSMM
scanning results in the single photon regime. These scans were taken using different
probes from Table 6.1 and will be specified when discussing each scan.
We first show some early results from the NSMM using a sample consisting of a
thin layer of Nb on a Si substrate. We then show scans of the sample described in
Section 5.4. This latter sample consists of an Al interdigitated capacitor patterned
onto a Si substrate. The scans will show three metallic squares (2 × 2 µm2 in
size) placed adjacent to two larger metallic structures that form an interdigitated
capacitor. Each metal finger of the capacitor has a width of 1 µm with spacing
between the fingers of 1 µm.
6.2.1 Preliminary Scans
Shown in Fig. 6.5 are some early scans using Probe 3 inside the NSMM. Note that
this is a different probe than was used for previous measurements (see Table 6.1).
The sample under investigation is a thin layer of Nb on a Si substrate. The Nb
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layer was known to be 140 nm thick, meaning that this would be a useful sample
to use to calibrate the z-piezo tubes in AFM. The AFM response is shown in
Fig. 6.5(a). The colour bar scale of this image is the feedback signal of the tuning
fork whilst acting to maintain a constant tip-to-sample distance. The scans show
the Nb film on the Si substrate in an AFM image and a microwave scan showing
the resonator frequency shift response of Probe 3. This initial AFM scan shows
a measured film height of ∼70 nm (see Fig. 6.6), as this scan was taken prior to
calibrating the AFM. For later scans, we adjusted the calibration of the z-piezo
tubes by a factor of two to achieve an accurate measure of the topography of a
sample. We can also calibrate the piezo-tubes that control the fine and coarse
xy positioning. For fine positioning, the process is similar to the z calibration in
that we scan a feature of known dimensions and account for any differences with
a calibration factor. For coarse xy calibration, an AFM scan is performed on a
sample of known dimensions, the tip is lifted and moved in either x or y by a
known number of steps. Then another AFM scan is performed and the change in
distance between the two scans can be used to calculate the step size of the coarse
piezo-steppers.
The microwave scan (Fig. 6.5(b)) is a promising initial result as it shows that
the NSMM shows a contrast down at relatively low power levels, in this case when
Figure 6.5: Early scans using Probe 3 in the NSMM of a thin Nb film on a
Si substrate sample. (a) AFM response and (b) microwave frequency shift at
〈n〉 ∼ 230. These scans were taken at T = 30 mK.
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Figure 6.6: Line traces averaged over 30 lines from scans taken using Probe 3.
Data is from the dashed box region shown in Fig. 6.5(a) for both the AFM response
and microwave frequency shift response.
〈n〉 ∼ 230. The AFM component is used to maintain a constant tip-to-sample
distance, meaning that the contrast in the microwave scan arises from the change
in dielectric properties between the metal and the dielectric substrate.
We can further analyse the preliminary scans by taking averaged line traces
across the dashed box region that is shown in Fig. 6.5(a). This was done for 30
lines on the AFM scan (left red axis) and on the microwave response scan (right
blue axis). Both results are shown in Fig. 6.6. Each of the line traces shows the
tilt of the sample platform, which becomes a limiting factor for the maximum
achievable scan window before the piezo-tube for fine xy scanning control reach
a maximum or minimum point. If there were not a tilt we would observe line
traces that are horizontal to the abscissa (except at the step between materials).
Looking at the red AFM trace we can see a ‘bump’ at the top edge of the Nb film
on the sample. This is an example of an artefact due to the size of the AFM tip.
As this bump appears in both the forward and backward direction of scanning, it
is likely due to the Nb on the sample peeling back at the edges. This structure
is then smeared out by the large tip radius compared to the size of the feature.
Looking to the microwave line trace we see that, overall, this signal is noisier. This
is to be expected, especially at relatively low microwave powers. We also note that
from Table 6.1, Probe 3 has a small frequency shift per unit distance of approach.
Hence the actual microwave tip is not close to the surface or that the resonator is
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poorly coupled. As for the noise, this can be a result of the mechanical noise, the
intrinsic noise of the resonator itself or the white noise in the cryogenic microwave
amplifiers. This can also be due to the frequency shift being small and so the
microwave signal is overall smaller too. The noise processes that affect the NSMM
are discussed later in Section 6.3 and give a more in-depth discussion on the noise
processes affecting the microwave output signal at low powers.
6.2.2 Scanning in the Single Photon Regime
Probe 16 was used for the following AFM and low-power scan results. A different
sample was also used than the one described in the previous section. A now
calibrated AFM scan was taken using the new probe and is shown in Fig. 6.7 which
shows the corner of an interdigitated capacitor section of a qubit with adjacent
metallic pads. The colour bar scale indicates the relative heights of the features of
the sample, with zero being set to the lowest point. When scanning, we measure a
voltage signal from the piezo-tube which can then be converted to a distance with
a known calibration factor (see Section 5.2.1) allowing us to scan the topography
of a sample surface. The finger width of the inter-digitated capacitor was designed
to be 1 µm but this width appears to be larger in Fig. 6.7, similarily the finger
spacing was designed to be 1 µm but appears smaller in the AFM scan. This is
likely due to the size of the AFM tip. A large tip compared to a sample’s feature
size will add artefacts to the scan image and make features appear wider or more
smeared out than they acually are, as discussed in the preliminary scans data and
Figure 6.7: AFM scan, from the tuning fork response, of the topography of an
interdigitated capacitor with adjacent metallic pads using Probe 16 at 30 mK.
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Figure 6.8: Microwave response scan due to the resonant frequency shift of res-
onator Probe 16 at (a) the single photon regime (〈n〉 ∼ 1) and (b) at a higher
power (〈n〉 ∼ 270). Both scans were taken at 30 mK. For the scans, zero frequency
shift of the resonator is defined to be when the tip is far away from the sample.
in Chapter 3. Figure 6.7 has been post-processed by subtracting a mean plane fit
to compensate for any tilts in the scan.
Figure 6.8 show scans of the same region as shown in the previous AFM. These
scans were done with the microwave response from the PDH loop feedback. When
scanning we measure a voltage signal from the resonator. It is possible to convert
this signal from a voltage to a frequency shift of the resonator by using a conversion
factor from the VCO in the signal generator that is used in the microwave set up
(see Section 5.3.3). The microwave scan shown in Fig. 6.8(a) is taken at ultra-
low powers such that the average photon occupancy of the resonator 〈n〉 ∼ 1.
Remarkably, even at these ultra-low power levels, up to 109 times lower than in
conventional NSMMs (the lowest reported power levels in the literature are down to
about -20 dBm [68]) a clear contrast can be resolved in the single photon regime
NSMM image. A similar scan taken at higher powers (〈n〉 ∼ 270) is shown in
Fig. 6.8(b). As expected, the scan taken in the single photon regime is noisier
than the high power scan of the same region. This microwave image is less noisy
compared to the preliminary scan shown in Fig. 6.5. Referring back to Table 6.1
shows that Probe 16 has a larger frequency responsivity than the probe used for
the preliminary scans and so has a much cleaner signal at ∼ 270 photons.
The tip-to-sample distance is kept constant by the AFM feedback from the
tuning fork so the contrast shown in the microwave scans is therefore mainly due
to changes in capacitance between the metallic tip and the sample. The contrast
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Figure 6.9: The PDH ‘error’ signal demodulated at the tuning fork frequency
(30 kHz), this is proportional to dfr/dz. Taken at 30 mK with 〈n〉 ∼ 270.
can be due to a change in the dielectric constant of the underlying sample, as is
seen by the contrast of darker areas between the fingers (when the tip is above
Si) and the brighter regions on the fingers of the interdigitated capacitor (when
the tip is above Al). The smaller metallic squares in both scans in Fig. 6.8 are
brighter than the larger metallic structures. This is because a smaller structure
has a weaker capacitive coupling to the ground compared to larger ones. This
means that a smaller metallic structure adds a smaller capacitive contribution to
the tip and produces a smaller shift in the resonant frequency of the NSMM probe.
The contrast formation mechanism in the high and low power microwave scans
originates from the capacitance network forming between the tip, the sample fea-
tures and ground as illustrated in Fig. 6.9(a). The contrast formation mechanism
can be demonstrated experimentally and is shown in Fig. 6.9(b) showing the re-
sponse of the resonator at 〈n〉 ∼ 270, demodulated at the measured tuning fork
frequency of 30 kHz. The same scan was performed at 〈n〉 ∼ 1, however, the SNR
of this scan was less than 1. The reduced contrast for the smaller metallic pads im-
plies that the size of the tip dominates the capacitance, whereas the larger metallic
structures have a larger self-capacitance Csample, resulting in the response being
dominated by the time-dependent tip-sample capacitance Ct-s. In other words, the
contrast in Fig. 6.9 originates from the change in microwave resonance frequency
as the tip oscillates at the tuning-fork frequency close to the sample surface. The
demodulated signal is the PDH loop ‘error’ signal which is not tracked by the PID
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(with a bandwidth limited to ∼ 10 kHz). For variations smaller than the resonance
linewidth, the ‘error’ signal becomes directly proportional to the linearised phase
response around fr and thus the demodulated signal is proportional to dfr/dz.
6.2.3 Signal-to-Noise
Microwave scans like the ones shown in Fig. 6.8 were performed for several different
average photon numbers. From these multiple scans we calculated the SNR for
each scan and then plotted this as a function of the average photon number, the
result of which is shown in Fig. 6.10. To evaluate the SNR we calculate the
difference between the average response on an area above a metallic region and an
area of the dielectric substrate (between the metallic structures). We then divide
this signal by the noise which is estimated using the root mean square variation
over the same areas. This was done for five different scans at differing powers. As
would be expected, the SNR is lower for scans that are close to the single photon
limit than for scans at higher powers. This is in agreement with the previous
conclusion that, except for the scans taken at very low average photon numbers,
the noise is dominated by mechanical noise which is independent of the applied
microwave power (see Section 6.3).
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Figure 6.10: The signal-to-noise ratio (SNR) obtained from multiple scans as a
function of the average photon number occupying the resonator 〈n〉.
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6.3 NSMM Performance and Limitations
The following results in this section are pertinent to the whole of the NSMM i.e.
the response from the tuning fork as well as the microwave response from the su-
perconducting resonator. All of these measurements were taken using Probe 16
(refer to Table 6.1). The data shown in this section shows measurements of the
frequency shift of the probe as a function of temperature, the mechanical noise
measured from the tuning fork and the noise intrinsic to resonator that was mea-
sured using the PDH loop, described in Section 5.3.3. The noise measurements in
particular are presented in the form of power spectral densities (PSD), frequency
noise plots Sy(f), and Allan variance plots σ2y(τ), where τ is the measurement time
for experiments that measured resonant frequency fluctuations of the microwave
resonator probe.
These noise measurements and analysis techniques are useful because they re-
veal further information into the mechanical stability of the NSMM and what
noise processes are limiting the system. For example, a PSD plot can give infor-
mation on the effectiveness of the mechanical suspension on reducing the effect
of external sources of mechanical vibrations, particularly that of the frequency of
the pulse tube that is on top of the dilution refrigerator (seen as a peak on the
PSD). Frequency noise plots show clearly the levels of white and flicker frequency
(1/f) noise and which process is dominant in the measurements. However, fre-
quency noise charts can be calculated using different algorithms. This means they
can give inconsistent information on the same set of data. This is where Allan
variance analysis becomes useful. The Allan variance does not suffer from these
inconsistencies and, as well as highlighting white and flicker frequency noise pro-
cesses, it is also able to show additional noise sources such as frequency drift. More
information and detail of these analysis techniques can be found in Section 2.4.
6.3.1 Temperature Dependence of the Probe
Scans such as Fig. 6.8(a) from Section 6.2.2 show that we achieved scanning
in the single photon regime. One would expect that at these power levels to
be able to coherently couple to material TLS defects. Especially so given that
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estimations for material TLS defect densities on naturally oxidised aluminium
are ∼ 1 TLS per µm3 within a 100 kHz bandwidth around the resonance fre-
quency [38,123]. For a scan size of 10× 17 µm2, this means that one would expect
to at least observe a small number of material TLS defects.
If we recall that in order to achieve coherent coupling to an individual material
TLS defect with a resonator probe, we must satisfy two major requirements. These
are (i) low power such that 〈n〉 ∼ 1, which was achieved in these scans, and (ii) low
temperatures such that the material TLS defects are mostly in their ground states.
This led to an investigation into the temperature dependence of the single photon
Q-factor. Referring back to temperatures shown in Fig. 6.2 we can calculate the
expected change in Qi(T ) as a function of temperature and compare it against
what is actually measured. Recalling from Eq. (2.9) that the thermal saturation
of material TLS defects in a resonator for small and fixed photon numbers goes as
Qi(T ) ∝ tanh(h¯ω/kBT ) and using the temperatures in Fig. 6.2 at 〈n〉 ∼ 1, we can
calculate the theoretical change in Qi(T ) for the highest and lowest temperatures
with ω = 2pi · 6 GHz by writing
Qi(T = 30 mK)
Qi(T = 650 mK)
= 4.5, (6.4)
the expected change in Qi. However, we measure a ratio of ∼ 1.5. This is notably
smaller than the expected theoretical value, indicating that the material TLS de-
fect bath and the resonator are not entirely thermalised with respect to the mixing
chamber of the cryostat.
Separate independent measurements further corroborate this idea. By mea-
suring the frequency shift of the resonator as a function of temperature we can
see if the response is as expected. As the resonator is cooled, we would expect
to see a minimum in the temperature dependence at T = h¯ω/2kB, which in this
case corresponds to a temperature of ∼ 140 mK [41], followed by an increase in
∆fr as T → 0. The results for this measurement are shown in Fig. 6.11. The red
trace is for the case when the resonator is in the NSMM enclosure and the blue
trace is during a well-shielded separate cool-down of the same probe, which showed
the expected temperature dependence. Here, saturation occurs at ∼ 50 mK, the
typical temperature achieved in this type of measurement. It must be noted that
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Figure 6.11: The frequency shift of the superconducting resonator probe as a
function of temperature. The measured traces are for the cases where red: with
the resonator inside the NSMM and blue: with the resonator directly bolted to the
mixing chamber plate and in ‘dark’ conditions. Note the temperature is measured
at the mixing chamber (MC) plate for both cases.
the temperature scale that is shown in Fig. 6.11 is the temperature as measured at
the mixing chamber of the DR. These two traces do not match, adding more sub-
stantial evidence to the idea that the material TLS defect bath and the resonator
are not properly thermalised. The blue trace shows the expected behaviour with
a minimum at around 140 mK. The red traces show no such minimum and has a
different gradient than the blue curve (for temperatures above 140 mK). This sug-
gests that the resonator has a temperature well above what is actually measured.
This is likely due to the holes in higher temperature plates of the cryostat that
are needed for the kevlar thread to feed-through the cryostat for the suspension
system meaning that the NSMM enclosure is not entirely dark and high-frequency
infrared photons heat the poorly thermalised resonator on the tuning fork as well
as the sample. This explains why no material TLS defects were seen in the ultra-
low power scans, as the sample is as poorly thermalised as the resonator probe.
This means that additional engineering of the NSMM enclosure, suspension feed-
throughs, and thermal anchoring of the probe and sample is needed to ensure
increased thermalisation.
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6.3.2 Mechanical Power Spectral Densities
The NSMM itself is designed to be operated at cryogenic temperatures and so
must be inside a dilution refrigerator system. This inevitably provides design
challenges that need to be overcome. One such challenge is to minimise external
mechanical vibrations but in particular the effect of the pulse tube, which has
a piston frequency of ∼1.4 Hz. The solution that has been implemented is to
suspend the microscope from three copper-beryllium (CuBe) springs to dampen
the effect of the pulse tube. This essentially acts as a mechanical low-pass filter
that is designed to have a cut off frequency lower than that of the pulse tube piston
frequency. A diagram of the suspension system can be found in Fig. 5.1.
To determine the mechanical stability of the suspension system for the NSMM
we measure the power spectral density (PSD) of the fluctuation in the centre
frequency of the resonator ∆fr. This was measured using the SPM controller soft-
ware. These measurements were done using Probe 16 for three different parameter
combinations of tip-to-sample distances and average photon numbers. These were
when:
• The tip was in contact with the surface and operating within the single
photon regime i.e. (z = 0 nm, 〈n〉 ∼ 1)
• The tip was in contact with the sample surface and at high photon numbers
i.e. higher powers (z = 0 nm, 〈n〉 ∼ 103)
• The tip was pulled back from the sample surface and at high photon numbers
i.e. higher powers (z = 5 nm, 〈n〉 ∼ 103)
For clarity, we define z = 0 as the reference point where the AFM tip of our NSMM
is in contact with the sample surface. This is not to say that there is exactly zero
distance between the the tip and the sample.
These measurements are shown in Fig. 6.12. The peak at 1.4 Hz - as well as
higher-order harmonics - are due to the dilution refrigerator pulse tube on the two
high power PSD traces. In the higher power regime (〈n〉 ∼ 103), while in contact
with the surface, the frequency fluctuations of the microwave resonator ∆fr, are
limited by the mechanical noise of the system, which translates to frequency noise
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Figure 6.12: PSD of the microwave frequency shift ∆fr, from the superconducting
resonator on Probe 16. The peak at 1.4 Hz is the pulse tube. Red line: When the
tip is in ‘contact’ with the sample surface (z = 0 nm) at low power (〈n〉 ∼ 1).
Purple line: When the tip is in contact at high power. Blue line: When the tip is
retracted (z = 5 nm) from the surface at high power. The kink in the data above
∼ 101 Hz is the roll-off of the PID bandwidth in the PDH loop.
through the fluctuations in tip-to-sample capacitance. When the NSMM probe
is in contact with the sample, the peak amplitude of 1.5 kHz/
√
Hz at 1.4 Hz
corresponds to a tuning fork amplitude dither of 1.8 nm, this is lower than, or
comparable to, other cryogenic SPM systems [124–126]. This is calculated using
the frequency to distance conversion factor found from the inset of Fig. 6.3 which
was 0.84 kHz/nm. Lifting the tip by 5 nm reduces the sensitivity of the resonator
to mechanical noise, the corresponding reduction of the PSD indicates that the
mechanical noise limits the frequency read-out accuracy of the microwave resonator
at high powers. However, in the single photon limit, the noise level is much higher
and the peaks due to the pulse tube are washed out. Here the dominating noise
process at the time-scales shown in Fig. 6.12 is the white noise (due to the HEMT
amplifiers and the loss in the cables leading to them) of the measurement set-up.
The roll-off of data above 10 Hz is due to the bandwidth of the PID controller in
the PDH loop set-up.
This data was taken using the scanner software that controls the feedback for
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the tuning fork. Although useful information can be gathered from Fig. 6.12, it
is not entirely clear what other noise processes - such as the intrinsic 1/f noise
due to material TLS defects - may be affecting the NSMM. To find this out, we
employ more sophisticated techniques and analysis methods for measuring noise
and the results are discussed in the following section.
6.3.3 Resonator Frequency Noise and Allan Variances
To experimentally measure the noise of superconducting resonators, a PDH loop
set-up is used. This is outlined in more detail in Section 5.3.3. The PDH loop is
used to track the fluctuations in the resonator’s resonant frequency ∆fr. These
fluctuations were measured over long time periods, approximately 103 s. This is
so that noise processes that may occur over longer time periods can be measured
and analysed. It is worth noting that the noise measurements that are presented
here all exclude mechanical vibrational noise, as the tip was moved far away from
the sample surface when performing these measurements.
The frequency noise spectrum Sy(f) at a given frequency can be plotted as a
function of the average photon number. This data is shown in Fig. 6.13(a) for
Sy(f = 1 Hz) with a fit to this data. We choose 1 Hz as this simplifies the analysis
for calculating the amplitude of the 1/f frequency noise, reducing the spectrum
to Sy(f = 1 Hz) = A, where A is the amplitude of the 1/f frequency noise. The
fit in Fig. 6.13(a) is to Eq. (2.10), which states that A ∝ 〈n〉−1/2. This fit yields
A = 5.1 × 10−15. From this analysis, it is possible to calculate the 1/f intrinsic
noise level of the resonator due to material TLS defects. For 〈n〉 ∼ 1 (at f = 1 Hz)
the noise level was estimated through extrapolation to be ∼ 430 Hz/√Hz. This is
comparable to the mechanical noise found in the previous section. As mentioned,
this was calculated by extrapolating the data in Fig. 6.13(a) to the single photon
regime. Experimentally speaking, it is difficult to maintain the PDH lock at such
low powers because the 1/f noise was masked by the white noise at these low
powers levels. Hence, we measured to as low a power as possible (corresponding
to 〈n〉 ∼ 6), applied the fit to the data and then extrapolated.
Shown in Fig. 6.13(b-e) are the calculated Allan variance σ2y(τ), and the full
frequency noise spectrum Sy(f), of the lowest and highest power measurements
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〈n〉 ∼ 6 〈n〉 ∼ 250
h0 × 1016 60.5 2.6
h−1 × 1016 1.3 0.4
Table 6.2: The amplitude for white (h0) and 1/f (h−1) noise levels as calculated
from the data and fits shown in Fig. 6.13, using Allan variance analysis.
shown in Fig. 6.13(a). We discuss each plot in more detail and show how the
individual noise processes were calculated. The theory that was discussed in Sec-
tion 2.4 is useful for understanding the data that is presented in these plots.
Figure 6.13(b) shows the calculated Allan variance for the lowest power mea-
surement that corresponds to 〈n〉 ∼ 6. At a glance, the data (red circles) shows
a high level of white noise with a small upturn at longer time scales. We can fit
this data to the power laws that can be used to describe these noise processes. By
fitting to
σ2y(τ) =
h0
2τ + 2 ln(2)h−1, (6.5)
where h0 and h−1 are defined back in Table 2.1, it is possible to extract the
constituent noise processes that make up the whole noise spectrum. These com-
ponents are then plotted on top of the Allan variance plot (black dashed lines).
These lines show clearly the white noise level, particularly at shorter time scales,
in Fig. 6.13(b) and the 1/f level. The extracted values of these noise amplitudes
are summarised in Table 6.2. The white noise is proportional to 1/τ and the flicker
frequency noise is a constant on the Allan variance. However at the longest time
scales in the measurement (> 300 s) there is a small but noticeable upswing in
Fig. 6.13(b). This indicates the onset of random walk frequency noise. This noise
process was not fitted to because there is simply far too few data points to get a
meaningful value for this particular noise level. If the resonator were to be mea-
sured for longer periods of time, this would improve the statistics by having more
points to fit to. However, increasing measurement times by one or two orders
of magnitude for these measurements quickly becomes impractical in a realistic
laboratory setting.
These fits to the noise level amplitudes can be easily translated such that they
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can show the same noise levels but on a frequency noise spectrum. This is what
has been done in Fig. 6.13(c). This plot shows that the calculated values of h0
for the white noise level and h−1 for the 1/f noise (with their numerical values
in Table 6.2). Looking at the white noise level, it is clear that the calculated
noise amplitude does not match exactly with the data in this plot. However, this
can be explained by the aforementioned upswing in random walk frequency noise
that is more obvious in the Allan variance plot of Fig. 6.13(b) than in Fig. 6.13(c).
Again, if measurement times were practically able to go on for one or two orders of
magnitude longer, then this level would likely improve to match the data. The data
also does not exactly match the fit to the calculated 1/f noise level in Fig. 6.13(c)
either. This can also be attributed to relatively short measurement time, meaning
that the 1/f noise has ‘not had the time’ to be the dominant noise process before
other noise processes start to dominate the overall noise spectrum.
Shown in Fig. 6.13(d) is another Allan variance plot but for the highest mea-
sured power for the data shown in Fig. 6.13(a). This power level corresponds to an
average photon number 〈n〉 ∼ 250. The noise amplitudes for white and 1/f noise
were calculated for this data set and are also shown in Table 6.2. As would be
expected, by increasing the power, the overall noise amplitudes have been reduced.
The values in Table 6.2 show approximately an order of magnitude smaller noise
amplitude for photon numbers of 〈n〉 ∼ 250 compared to lower photon numbers
of 〈n〉 ∼ 6. Looking at Fig. 6.13(d), we see again that there is no clear 1/f level.
Again, at longer time scales the data starts to increase upwards, due to random
walk frequency noise becoming dominant. Also noticeable in Fig. 6.13(d) is a
smoothed out ‘bump’ region around τ = 10 s. This could be some other noise pro-
cess that does not follow a simple power law rule but perhaps some noise process
that is Lorentzian in nature [47].
Plotting the noise amplitudes over a frequency noise spectrum has been done for
this data set as well and is shown in Fig. 6.13(e). Like Fig. 6.13(c), the white noise
level does not quite match the data but can be explained by other dominant noise
processes that are unable to be accounted for in the fit. What is interesting from
this plot is that there is a more distinctive 1/f noise level in the data. Although,
it does not have the exact 1/f gradient, likely due to other more dominant noise
processes.
Chapter 6. Results 112
10-1 100 101 102 103
10-16
10-15
10-14
10-13
10-2 10-1 100 101
102
103
104
10-1 100 101 102 103
10-16
10-15
10-2 10-1 100 101
101
102
103
(b) (d)
(c) (e)
(a)
100 101 102 103
101
102
103
Figure 6.13: All these noise measurements were taken with Probe 16 whilst in the
NSMM and far from the sample surface. They were calculated from the resonator
frequency fluctuations over a long duration. (a) Plot of frequency noise at 1 Hz
of 6 separate microwave scans as a function of the average photon number. The
red line is data and the blue line is a fit to Sy(f = 1 Hz) = A/〈n〉1/2 where
A = 5.1× 10−15. (b) Allan variance σ2y(τ), measured at low power where 〈n〉 ∼ 6
(corresponding to the highlighted green data point of (a)). The dashed lines show
the noise processes that were fitted to using Eq. (6.5). (c) The frequency noise
spectrum Sy(f), at 〈n〉 ∼ 6. The dashed lines show the noise processes as calculated
from the corresponding Allan variance. (d) The Allan variance as calculated in
(b) but at 〈n〉 ∼ 250 (corresponding to the highlighted yellow data point in (a)).
(e) The frequency noise spectrum as calculated in (c) but at 〈n〉 ∼ 250. The dashed
lines indicate the noise levels calculated from the corresponding Allan variance.
Chapter 7
Conclusions and Outlook
In this chapter, we present a summary of the main results and we discuss their
significance and their contributions to the field of scanning probe microscopy and
quantum technologies research. We then outline how the work can be taken further
with recommendations on how to improve the experiment. We also discuss possible
future applications of an NSMM that operates in the quantum regime.
The most significant result demonstrated in this thesis is that, for the first
time, a microwave scan in the single photon regime was obtained. By using a su-
perconducting resonator with a resonant frequency of 6 GHz as the NSMM probe,
integrated with a quartz tuning fork for precise distance control, and suspending
the NSMM in a DR operating at 30 mK. Dielectric contrast with an SNR of ap-
proximately 2 was achieved whilst scanning over a transmon qubit array sample.
This is a promising result in developing scanning microscopy tools that can be used
for measuring and coherently coupling to quantum systems and quantum devices.
We have measured Q-factors of the order Qi ∼ 105. This is the highest measured
Qi for a resonant probe in an NSMM [57,72,75,122].
We characterised the noise performance of the NSMM in detail, which allowed
us to determine the mechanical noise levels, in particular at the frequency of the DR
pulse tube. From these measurements, the peak amplitude dither of the tuning fork
was calculated to be 1.8 nm which is a relatively small value when comparing to
similar microscopes in the literature. For example, similar dry dilution refrigerator
SPM experiments quote values of 15 nm [124], 0.7 µm [125] and 0.8 nm [126]. These
values are comparable or much greater than the value measured in our NSMM.
By characterising the intrinsic frequency noise we found that the stability of
the resonant NSMM probe due to TLS defects in the single photon regime was
comparable to the magnitude of the mechanical noise. However, in the single
photon regime, the limiting factor to the measured SNR was determined to be
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the losses between the NSMM probe and the readout HEMT amplifier. Thus the
most important alterations would be to reduce these losses while keeping a flexible
microwave link to the suspended NSMM or introduce a parametric amplifier.
The NSMM has produced many interesting results and the first single photon
regime scan using microwave radiation. Given this, there are still changes that
could be made to the microscope to improve upon the design. For example, one
major improvement would be to increase the thermalisation of the superconducting
resonator probe so that it can reach temperatures of 10 mK. This can be done by
bonding a wire to the resonator that connects to a well-thermalised part of the
NSMM casing. Another improvement would be to move the springs that are used
for the NSMM suspension from the 50 K plate to the 10 mK plate of the BlueFors
dilution refrigerator. This will remove the need for the feed-through caps at the
800 mK plate and the Kevlar thread that goes through each stage of the cryostat,
thus eliminating the heating effect from higher temperature photons.
The suspension itself could also be improved to minimise to effects of the pulse
tube. Although the CuBe springs mechanically damp the NSMM, the system is not
critically damped. By introducing Eddy current dampers [119] it would become
possible to have a tunable suspension system through the use of a solenoid so that
critical damping can be achieved. This would reduce the maximum peak amplitude
of dither from the tuning fork. If all these improvements can be realised, the noise
performance in the single photon regime would be limited by the intrinsic resonator
frequency noise.
To conclude, the NSMM in the quantum regime shows great promise for the
development of scanning probe microscopy systems that can coherently couple
to quantum systems. Although design improvements can be made, the single
photon scans presented here represent a significant milestone for the microwave
characterisation of quantum technologies and devices.
Appendix A
Physics of NSMM-TLS Simulations
The simulations shown in Section 3.4.3 make use of “QuTip: Quantum Optics
Toolbox”, an open-source Python library for simulating the dynamics of quantum
systems. This library comes pre-built will efficient solvers for calculating the dy-
namics of an NSMM-TLS interaction. This appendix discusses how the electric
field is approximated that is required to compute the coupling strength g and also
the calculations that the QuTip handles for calculating the power spectrum of the
NSMM-TLS interaction.
Calculating the Coupling Strength
To fully model the NSMM-TLS interaction shown in Fig. 3.9, we need to have
an understanding of how to model the coupling strength g, between the cavity
(resonator) and a two-level system. The coupling factor in Jaynes-Cummings
Hamiltonian in the RWA approximation (Eq. (3.14)) is dependent on the distance
to the TLS and is given by
g(r) = e
h¯pi
E(r) · d, (A.1)
where E is the electric field at the TLS and d is the electric dipole moment of
the TLS and r is the tip-to-TLS vector. The form of E can not be analytically
calculated. However, assuming the tip is a charged sphere, the electric field can
be approximated by summing the contributions from each point charge on that
sphere [59, 69]. This yields
E(r) = 2rtipV0(εr − 1)(εr + 1)2
∞∑
n=1
tn
rrˆ + (hε + anrtip)zˆ(
r2 + (hε + anrtip)2
)3/2 (A.2)
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for the electric field in cylindrical polar co-ordinates. Here, the recursive coeffi-
cients in the summation are defined as a1 = (rtip +h0)/rtip, an = a1−1/(a1 +an−1)
and t1 = 1, tn = tn−1/(a1 +an−1). The parameters hε, h0 and rtip are defined back
in Fig. 3.9. V0 is the voltage at the tip, for the case of an individual microwave
photon, V0 =
√
2h¯ω0/C where C is the total resonator probe capacitance. For the
recursive calculations, we summed from n = 1, 2, 3, · · · 20. This was found to be
enough to calculate a convergent solution for the electric field about the tip.
Calculating the Power Spectrum
In order to produce a 2D map of an expected microwave scan of a TLS coupling
to our resonator probe, we need to calculate the power spectrum S(ω) of the
resonator probe as it couples to a TLS and the surrounding environment. We then
can calculate the frequency shift ∆ω = ω − ωr of the resonance frequency of the
probe. To do this, we use QuTip to evaluate
S(ω) = 12pi
∫ ∞
−∞
eiωτ 〈aˆ†(τ + t)aˆ(t)〉dτ, (A.3)
where 〈aˆ†(τ + t)aˆ(t)〉 is the two-time correlation function and aˆ† and aˆ are the cre-
ation and annihilation operators, respectively. The two-time correlation function
and can be simplified using the relation [45]
〈aˆ†(τ + t)aˆ(t)〉 = Tr{aˆ†eLτ aˆρ}. (A.4)
This simplification is utilised by QuTip. This equation introduces the density of
states of the system ρ, and the Liouvillian operator L. The time-evolution of the
density matrix is described by the so-called Linblad Master Equation of the form
ρ˙ = Lρ, the full form of which can be expressed as
ρ˙ = − i
h¯
[Hˆ, ρ] +
3∑
k=1
(
CˆkρCˆ
†
k − 12
(
Cˆ†kCˆkρ+ ρCˆkCˆ
†
k
))
. (A.5)
Here, Hˆ is the Jaynes-Cummings Hamiltonian (Eq. (3.14)) for the interaction be-
tween the resonator probe and the TLS. This Hamiltonian assumes that the RWA
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is valid. The operators Cˆk are the so-called Lindblad operators and correspond to,
in this case, three degrees of dissipation in the cavity-TLS system to the environ-
ment. They are defined as
• Cˆ1 = √γ1σˆ− where γ1 = 1/T1 is the relaxation from the excited state to the
ground state of the TLS.
• Cˆ2 =
√
γφ
2 σˆz where γφ = 1/T2 − 1/2T1 and T2 is an exponential decay time
of the pure dephasing of the TLS.
• Cˆ3 = √κaˆ where the cavity is losing energy at a rate κ = ωr/Q leading to
the destruction of photons in the resonator.
Equation (A.5) assumes that the interaction is Markovian (meaning a stochastic
process where the current state is only dependent on the previous state) and
temporally homogeneous.
It is generally difficult to model the dissipation of quantum systems with the
environment. This equation, given some aforementioned assumptions, is able to
model the interaction of the cavity-TLS system with the environment (through
three dissipative channels), that cause decoherence of this quantum system.
Appendix B
PDH Error Signal Derivation
The details of the derivation of the PDH error signal ε, that were started in
Chapter 5 are worked through here. The transmitted signal VT , going through
the resonator is described in Eq. (5.5). The signal is then passed through a power
diode which has the effect of self mixing the signal and producing the transmitted
power PT = V 2T = VTV ∗T which leads to
PT = V 20
(
S21(ωc)J0(β)eiωct + S21(ωc + ωm)J1(β)ei(ωc+ωm)t
−S21(ωc − ωm)J1(β)ei(ωc−ωm)t
)
×
(
S∗21(ωc)J0(β)e−iωct +
S∗21(ωc + ωm)J1(β)e−i(ωc+ωm)t −S∗21(ωc − ωm)J1(β)e−i(ωc−ωm)t
)
.
(B.1)
This is of the form (a+ b+ c)2 = a2 + b2 + c2 + a∗b+ ab∗ + b∗c+ bc∗ + a∗c+ ac∗.
Here the squared terms cancel one another out. The remaining terms leave only
harmonics of the modulation angular frequency ωm. Here we are only interested in
the first order harmonics ±ωm (as a band pass filter removes the higher harmonics)
and so terms for ±2ωm or higher are neglected. This then simplifies to
PT = J0(β)J1(β)V 20 ×(
S21(ωc)S∗21(ωc + ωm)e−iωmt + S∗21(ωc)S21(ωc + ωm)eiωmt
−S21(ωc)S∗21(ωc − ωm)e−iωmt − S∗21(ωc)S21(ωc − ωm)eiωmt
)
.
(B.2)
This equation can be expanded by using the relation eiθ = cos θ + i sin θ which
gives
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PT = J0(β)J1(β)V 20 ×(
S21(ωc)S∗21(ωc + ωm) cos(ωmt) + iS21(ωc)S∗21(ωc + ωm) sin(ωmt)
+S∗21(ωc)S21(ωc + ωm) cos(ωmt) + iS∗21(ωc)S21(ωc + ωm) sin(ωmt)
−S21(ωc)S∗21(ωc − ωm) cos(ωmt)− iS21(ωc)S∗21(ωc − ωm) sin(ωmt)
−S∗21(ωc)S21(ωc − ωm) cos(ωmt)− iS∗21(ωc)S21(ωc − ωm) sin(ωmt)
)
.
(B.3)
Now the real and imaginary parts of the S21 parameters can be evaluated. Doing
so cancels out the cosine terms, leaving us with
PT = J0(β)J1(β)V 20 sin(ωmt)×(
ReS21(ωc)ImS21(ωc + ωm)− ImS21(ωc)ReS21(ωc + ωm)
+ReS21(ωc)ImS21(ωc − ωm)− ImS21(ωc)ReS21(ωc − ωm)
+ReS21(ωc)ImS21(ωc + ωm)− ImS21(ωc)ReS21(ωc + ωm)
+ReS21(ωc)ImS21(ωc − ωm)− ImS21(ωc)ReS21(ωc − ωm)
)
(B.4)
then simplifying this gives
PT = 2J0(β)J1(β)V 20 sin(ωmt)×(
ReS21(ωc)
[
ImS21(ωc + ωm) + ImS21(ωc + ωm)
]
−ImS21(ωc)
[
ReS21(ωc + ωm) + ReS21(ωc + ωm)
])
.
(B.5)
Passing this signal through a lock-in amplifier that has a reference signal with
a frequency equal to ωm removes the sine term leaving the final resulting signal
stated back in Chapter 5 of
ε ∝ 2J0(β)J1(β)V 20
(
ReS21(ωc)
[
ImS21(ωc + ωm) + ImS21(ωc − ωm)
]
−ImS21(ωc)
[
ReS21(ωc + ωm) + ReS21(ωc − ωm)
])
.
(B.6)
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