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RESUMEN
Este trabajo analiza la evolución cíclica del producto interno bruto de Colombia entre 1905 
y 2008. A efectos de estimar los ciclos, se utilizan catorce métodos univariados diferentes, 
lo que se entiende es la más amplia batería de técnicas aplicadas al estudio del ciclo de 
negocios de Colombia reunidas en un mismo artículo. Se describen y aplican los siguientes 
métodos: tendencia lineal, tendencia cúbica, ciclo del test de Zivot-Andrews, decomposi-
cion de Beveridge-Nelson, componentes no observados/filtro de Kalman, Hodrick-Prescott, 
Hodrick-Prescott con doble paso de banda, Christiano-Fitzgerald, Butterworth, modelo 
Plucking, SETAR, y LSTAR. Se presenta, asimismo, un estudio comparativo de los resultados 
obtenidos. La principal conclusión es que el método de extracción del componente cíclico es 
determinante del análisis estructural de las fluctuaciones económicas a lo largo del período.
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Aires, Argentina, -ejecutado durante 2009-2010- que trata de las fluctuaciones cíclicas en los componentes del balance de pagos 
en países de América Latina desde 1950, se ha observado que la serie temporal del producto interno bruto de Colombia presenta 
características que lo destacan de los demás países de la región. De allí este artículo que presenta un análisis pormenorizado del 
ciclo de negocios colombiano entre 1950 y 2008 por medio de técnicas de filtrado univariadas.
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ECONOMIC CYCLE FLUCTUATIONS IN COLOMBIA. A COMPARATIVE ANALYSIS 
ACCORDING TO UNIVARIATE METHODS 
ABSTRACT
This paper analyses the cyclical nature of Colombia´s gross domestic product between 1905 
and 2008. In order to stimulate the cycles, fourteen different univariate methods are used 
–which represents the broadest amount of techniques ever used in a study for the Colombian 
business cycle. The following methods are described and applied: Linear trend, cubic trend, 
ZIvot-Andrews cycle test, Beveridge-Nelson decomposition of unobserved components, 
Kalam´s filter, Hodrick-Prescott filter, Hodrick-Prescott dual band pass, Christiano – Fitzgerald, 
Butterworth, Plucking model, SETAR and LSTAR. It also presents a comparative study of the 
results. The main conclusion is that the cyclic component extraction model is determinant 
for the structural analysis of economic fluctuations over the period. 
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FLUTUAÇÕES DO CICLO ECONÔMICO DA COLOMBIA. ANALISE COMPARATIVO DE 
ACORDO AOS MÉTODOS UNIVARIADOS.
RESUMO
Este artigo analisa a evolução cíclica do produto interno bruto nacional da Colômbia entre 
1905 e 2008. Para estimar os ciclos 14 métodos univariados diferentes são usados o que 
é a mais ampla bateria de  técnicas aplicadas ao estudo do ciclo de negócios na Colômbia 
agrupadas num artigo. Descrevem-se e aplicam-se os seguintes métodos: tendência linear, 
tendência cubica,test do ciclo Zivot-Andrews, decomposição de Beveridge-Nelson, compo-
nentes não observados / filtro de Kalman, Hodrick-Prescott, banda dupla de Hodrick-Prescott, 
Christiano -Fitzgerald, Butterworth, modelo Pluking, SETAR e LSTAR. Também apresenta-se 
um estudo comparativo dos resultados. A principal conclusão é que o método de extração 
do componente cíclico é a determinante para a análise estrutural das flutuações econômicas 
ao longo do período.
PALAVRAS-CHAVE




Introdução: 1. Dados e antecedentes, 2. Ciclos na Colômbia entre 1905 e 2008, 3. Compa-
ração entre os diferentes estimativos, 4. Considerações Finais, Referências.
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INTRODUCCIÓN
La serie temporal del producto interno bruto de 
Colombia presenta características que lo destacan 
de los demás países de América Latina: a partir de 
las tasas anuales de variación del producto interno 
bruto, es el único país en la región que evidencia 
treinta y ocho años ininterrumpidos de crecimiento 
y un solo año de decrecimiento desde 1950. Este 
artículo, nacido a raíz de dicha observación, reseña 
los principales métodos univariados para estimar el 
componente cíclico en una serie temporal –proceso 
llamado ‘filtrado’- y los aplica a la serie histórica de 
producto interno bruto de Colombia.
El ciclo económico colombiano ha sido extraí-
do por medio de diversas técnicas univariadas pero 
se entiende que este artículo reúne por primera 
vez los resultados de aplicar una amplia batería 
de métodos alternativos de estimación del ciclo 
económico de Colombia, con lo cual se presenta, 
asimismo, un estudio comparativo de los resultados 
obtenidos. A tal efecto, se utilizaron los filtros más 
habituales: tendencia polinómica, combinaciones 
de tendencias según quiebres estructurales, el 
filtro Hodrick-Prescott de una banda y el de doble 
paso de banda, el filtro de Baxter-King, el filtro 
de Christiano-Fitzgerald, el filtro de Butterworth 
y el método de ondeletas (wavelets). También se 
aplicaron los siguientes modelos no lineales: el 
modelo de Friedman (modelo de Kim and Nelson), 
y los modelos de transición suave y autorregresi-
vos de transición. Asimismo se comenta acerca 
de volatilidad cíclica en cada caso y la correlación 
intercíclica.
El principal resultado de este trabajo es que 
no puede afirmarse que varias de las diferentes 
series obtenidas del ciclo económico colombiano 
provengan de una misma distribución estadística: se 
trataría de series diferentes. Con ello, lejos está de 
ser secundario el método que se elija para extraer 
el componente cíclico; por el contrario, las conclu-
siones o análisis que se desprendan dependerán de 
la técnica utilizada.
El artículo se estructura de la siguiente manera: 
la primera parte describe la serie a analizar en el 
contexto de los demás países de América Latina; y 
se resumen los resultados de trabajos anteceden-
tes; en la segunda parte se presenta una batería 
de filtros y los resultados, mientras que la tercera 
parte comenta acerca de ciertas características 
estructurales y econométricas de las series de 
ciclos obtenidas. La cuarta parte reúne algunos 
comentarios finales.
1.  DATOS Y ANTECEDENTES
La serie temporal a estudiar es la del Producto 
Interno Bruto (PIB) de Colombia y se extiende entre 
1905 y 2008. El Grupo de Estudios de Crecimiento 
Económico Colombiano (GRECO) del Banco de la 
República compiló, entre otras, la serie de producto 
interno bruto entre 1905 y 1997 (GRECO, 1999). Se 
han utilizado los datos de PIB en pesos constan-
tes de 1975 presentados en la tabla 2.1 de dicha 
publicación. En cuanto al período 1997-2008, se 
han utilizado la series histórica de PIB en dólares 
constantes publicada por la Comisión Económica 
para América Latina (CEPAL) (Tabla 1.1.1.1). Como 
recomiendan Correa y otros (2003), se han em-
palmado ambas series mediante las variaciones 
anuales entre 1997 y 2008 a las series compiladas 
por GRECO. De esta manera se preserva la base de 
estas series; por supuesto, el empalme podría haber 
mantenido los valores más recientes de las series 
de la CEPAL como base, y empalmado los valores 
compilados por GRECO, dado que las series de 
ciclos económicos obtenidas serian idénticas. Se 
prefirió mantener los valores originales de GRECO y 
empalmar a estos los más recientes de la CEPAL, por 
cuanto las series de GRECO han sido utilizadas en 
trabajos previos sobre el tema. A efectos de validar 
la solidez del procedimiento, se ha corroborado 
que ambas series evidencian los mismos cambios 
porcentuales anuales entre los años para los cuales 
contienen datos: entre 1950/1 y 1996/7. En el Anexo 
A se incluye la serie completa de PIB así como las 
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series de los ciclos obtenidos por cada una de las 
técnicas univariadas utilizadas en este trabajo.
Es cierto, como afirman Pontón y Posada 
(1999), que el crecimiento económico colombiano a 
lo largo del siglo XX ha estado dentro del promedio 
latinoamericano. Sin embargo, no es menos cierto 
otro hecho estilizado que llama la atención, y diera 
origen al presente trabajo: desde 1950 Colombia 
evidencia un solo año de crecimiento negativo -a 
fines de los noventa. Más aún, desde 1950, Colombia 
atravesó por 38 años de crecimiento económico 
ininterrumpido. Esto hace de Colombia un caso úni-
co en la región, tal y como se muestra en la tabla 1.
Tabla 1. Períodos de crecimiento positivo y negativo 







Costa Rica 55 3
Ecuador 52 6














Cerra y Saxena (2007) analizan ciertas caracte-
rísticas de los ciclos y procesos de crecimiento de 
varios países -no incluyen a Colombia en su muestra. 
El procedimiento para fechar las fases de expansión 
y contracción se basa en las tasas de crecimiento 
anual: un piso (pico) viene dado por una tasa de 
crecimiento negativo (positivo) en el ejercicio prece-
dente seguida de una tasa de crecimiento positiva 
(negativa) en el ejercicio siguiente. Un resultado 
importante de Cerra y Saxena (2007) es que el cre-
cimiento en el ejercicio que sigue a un piso recesivo 
es menor al crecimiento promedio observado en las 
fases expansivas. Es decir, que las economías tardan 
en recuperarse de un choque negativo.
En el período de estudio en este trabajo (1905-
2008), hay solo tres ejercicios que muestran recesión 
según la definición de Cerra y Saxena (2007): 1929, 
1930 y 1998. La tasa de crecimiento promedio 
durante todas las fases expansivas fue de 4.63% 
mientras que las tasas de crecimiento promedio 
para 1931 y 1999 (es decir, los dos años siguientes a 
los dos pisos recesivos) fue de 1.77%. Este resultado 
coincide con el obtenido por Cerra y Saxena (2007), 
con lo que Colombia, si bien no estuvo expuesta a 
muchos procesos contractivos entre 1905 y 2008, 
cuando lo estuvo, tardó en recuperarse.
Varios trabajos analizan las fluctuaciones en el 
nivel de actividad económica de Colombia:
•	 Maurer	y	Uribe	(1996)	utilizan	métodos	multi-
variados y promedios móviles para establecer 
el ciclo de referencia para la economía colom-
biana entre 1970 y 1994.
•	 Melo	y	Riascos	(1997)	aplican	una	variante	del	
filtro de Hodrick-Prescott para estimar el pro-
ducto potencial entre 1980 y 1996.
•	 Arango	(1997)	utiliza	métodos	no	lineales	au-
torregresivos de transición suave para estimar 
los ciclos en la serie de producto interno bruto 
entre 1950 y 1994.
•	 Hamann	 y	 Riascos	 (1998)	 aplican	 el	 filtro	 de	
Hodrick-Prescott a la serie de producto inter-
no bruto entre 1970 y 1992.
•	 Posada	(1999)	aplica	el	filtro	de	Hodrick-Pres-
cott a la serie de producto interno bruto entre 
1905 y 1997.
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•	 Misas	y	Posada	(2000)	aplican	un	modelo	VAR	
estructural para estimar los ciclos económicos 
en Colombia entre 1925 y 1997.
•	 Restrepo	y	Reyes	(2000)	utilizan	el	filtro	de	Ho-
drick-Prescott para extraer la tendencia y el 
ciclo a la serie de producto interno bruto de 
Colombia entre 1977 y 1998.
•	 Franco	(2001)	utiliza	variaciones	porcentuales	
anuales para estudiar los principales determi-
nantes del producto interno bruto entre 1970 
y 1999.
•	 Misas	y	López	(2001)	aplican	un	modelo	de	sis-
tema vectorial autorregresivo estructural para 
estimar las brechas del producto (y del desem-
pleo) entre 1981 y 2000.
•	 Mejía-Reyes,	Osborn	y	Sensier	(2001)	analizaron	
los ciclos económicos de 8 países de Améri-
ca Latina, entre ellos Colombia, entre 1950 y 
1995, utilizaron modelos no-lineales autotre-
gresivos de transición suave. Colombia resulta 
ser el único caso donde los autores no pueden 
rechazar la hipótesis de linealidad asociada a 
simetrías en las contracciones y expansiones. 
En otras palabras, Colombia es el único de los 
países analizados cuyo ciclo evidenciaría con-
tracciones y expansiones de igual magnitud.
•	 Arango	 y	 Melo	 (2001)	 aplican	 un	modelo	 de	
sistema vectorial autorregresivo estructural 
al índice mensual de producción industrial de 
Colombia (y también de Brasil y México) entre 
1980 y 2001.
•	 Con	un	modelo	VAR	estructural,	Zuccardi	(2002)	
estima el componente cíclico de la serie de PIB 
entre 1988 y 2001, y analiza la importancia re-
lativa de los choques de oferta y demanda en 
el comportamiento cíclico y tendencial.
•	 Avella	y	Fergusson	(2003)	aplican	los	filtros	de	
Hodrick-Prescott y de Baxter-King a series 
anuales de producto interno bruto entre 1910 
y 2000 y a series trimestrales entre 1980.1 y 
2001.2.
•	 Gómez	 y	 Posada	 (2003)	 utilizan	 el	 filtro	 de	
Baxter-King para extraer el ciclo de la serie de 
producto interno bruto entre 1925 y 2001 a 
efectos de analizar el ciclo que se inicia en 
1994.
•	 Mejía-Reyes	 (2004)	 aplica	 la	 metodología	 de	
fechado del ciclo elaborada por Artis, Konto-
lemis y Osborn (1997) al índice de producción 
industrial colombiano (así como al de otros 
siete países del continente americano) entre 
1980 y 1998 para estudiar el grado de sincro-
nización entre los mismos.
•	 Sarmiento	 y	 David	 (2005)	 aplican	 el	 filtro	 de	
Hodrick-Prescott a la serie de producto interno 
bruto entre 1970 y 2005 para luego contrastar 
la hipótesis del ciclo real.
•	 Misas	y	Ramírez	(2005)	utilizan	un	modelo	de	
cambio de régimen de Markov para capturar 
asimetrías en los ciclos y en el crecimiento 
económico colombiano entre 1925 y 2003.
•	 Hernández,	Jalil	y	Posada	(2005)	aplican	un	filtro	
de Hodrick-Prescott para estimar el costo de 
los ciclos en Colombia a partir de 1950.
•	 Lozano	y	Toro	(2007)	utilizan	una	variante	del	
filtro de Hodrick-Prescott para estimar el ciclo 
y la influencia en el mismo de las cuentas fis-
cales entre 1977 y 2006.
•	 Arango	y	otros	(2007a)	aplican	la	metodología	
de Bry y Boschan (1971) a las series del índice 
de producción industrial y de producto inter-
no bruto para fechar los ciclos de negocios 
colombianos entre 1980 y 2007, mientras que 
en Arango y otros (2007b), los mismos autores, 
aplican el método de tendencia promedio de 
fase de Boschan y Ebanks (1978).
•	 Mahadeva	y	Pineda	(2009)	aplican	un	filtro	de	
tendencia lineal para estimar el componente 
cíclico del producto interno bruto y de otras 
magnitudes macroeconómicas a efectos de 
medir la influencia del ciclo en la economía 
mundial a través de la política monetaria del 
país.
•	 Martínez	y	Mesa	(2009)	aplican	el	filtro	de	But-
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terworth a las series de producción industrial 
total y por rama de actividad, y encuentran 
diferencias en la dinámica entre actividades y 
ciclos que responden en mayor medida a cho-
ques exógenos a la rama o sector respectivos 
que a ciclos particulares.
•	 Hoyos,	Ramos	y	Vivas	(2010)	utilizan	una	mo-
delización no lineal -un modelo SETAR- para 
determinar si existen diferencias en las fases 
de expansión y contracción del ciclo econó-
mico de Colombia entre el primer trimestre de 
1982 y el segundo trimestre de 2008.
Del listado anterior se desprende, en primer 
lugar, que las fluctuaciones en el nivel de actividad 
colombiano ha sido un área bajo extenso análisis 
en los últimos 10 a 15 años, y en segundo, que dis-
tintos autores han aplicado distintos métodos para 
extraer el componente cíclico. Una consideración 
a ponderar en este trabajo es si la utilización de 
uno u otro método es indiferente en cuanto a los 
resultados que se obtienen -algo que la mayoría 
de los trabajos mencionados han omitido evaluar.
2. CICLOS ECONÓMICOS EN COLOMBIA 
ENTRE 1905 Y 2008
En Iparraguirre (2008, 2009 y 2010) se descri-
ben los métodos de extracción del componente 
cíclico que se utilizarán en esta sección, excepto el 
filtro de Butterworth y los modelos no lineales que 
se presentan en el acápite 2.10. Por ello en los prime-
ros ocho acápites de esta sección se presentan los 
resultados obtenidos según cada filtro sin abundar 
en las características estadísticas de cada método.
2.1.  Tendencia lineal
Se ha obtenido la siguiente estimación1:
7.75 0.044.t ty t u=− + +  
(-144.3) (162.2)   R2=0.996
Como la tendencia lineal se estima a partir 
de una serie en logaritmos, el valor del coeficiente 
1 Valores de estadístico t entre paréntesis.
b corresponde al crecimiento promedio de largo 
plazo de la variable bajo estudio -en este caso, un 
4.4% anual-.
Este método supone que la serie bajo estudio 
presenta una tendencia invariante a lo largo de 
todo período, lo cual es un supuesto muy poco 
plausible. Debido a ello, una opción es recurrir a 
polinomios de ajuste de mayor grado. Por ejemplo, 
con una ecuación de tercer grado, se han obtenido 
los siguientes valores de ajuste:
2 37.23 0.047. 0.00029. 0.000064.t ty t t t u=− + + − +  
(294.04) (23.7) (0.66) (-2.28)  R2=0.99
Deducidas estas ecuaciones de ajuste de la 
serie original observada, se obtienen los ciclos 
presentados en el gráfico 1:
Gráfico 1. Colombia: ciclos en el PIB –tendencias 
polinómicas, 1905-2008
Fuente: elaboración propia con información de la CEPAL
2.2. Combinación de tendencias
En este método se contrasta la hipótesis nula 
de ausencia de quiebres estructurales en la serie 
temporal a analizar. De no poder rechazarse la 
hipótesis nula, los quiebres definen sub-períodos 
dentro de la serie y se procede a estimar la tendencia 
–que se supone lineal- dentro de cada sub-período 
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correspondiente según el procedimiento del apar-
tado anterior.
Se ha corrido el paquete strucchange2 del progra-
ma R3 a la serie y se han detectado cinco quiebres 
estructurales, que recurren al algoritmo presentado 
en Bai y Perron (2003), con el cual se han obtenido 
seis sub-períodos: 1905-1920, 1920-1935, 1935-1953, 
1953-1970, 1970-1987 y 1987-2008. El ciclo resultante 
se presenta en el gráfico 2.
Gráfico 2. Colombia: ciclos en el PIB  - tendencia 
quebrada, 1905-2008
Fuente: elaboración propia con información de la CEPAL
Este procedimiento supone tendencias lineales 
quebradas. En el marco del estudio de raíces uni-
tarias, se han desarrollado pruebas estadísticas de 
quiebres tanto en la tendencia como en la ordenada. 
Entre ellos, los más utilizados son el test de Perron 
(1988), y Zivot y Andrews (1992)4.
Se ha corrido el test de Zivot y Andrews y no se 
pudo rechazar la existencia de quiebres en la tenden-
cia y en la ordenada. El siguiente gráfico presenta los 
valores residuales del ajuste resultante, que equivale 
al componente cíclico según este modelo.
2 Zeileis y otros (2010).
3 R Development Core Team (2010)
4 En Iparraguirre (2010) se presenta una amplia batería de tests 
de raíces unitarias, aplicados al PIB de Argentina
Gráfico 3. Colombia: componente cíclico – modelo de 
Zivot-Andrews con quiebres en ordenada y tendencia, 
1905-2008
Fuente: elaboración propia con información de la CEPAL
2.3. Filtro Hodrick-Prescott
Este filtro estima un componente tendencial 
no lineal continuo, es el filtro más utilizado en 
la literatura académica especializada, y como se 
ha visto en la sección 1, el más aplicado al caso 
colombiano.
El gráfico 4 presenta los resultados de aplicar el 
filtro a los datos anuales de PIB colombiano desde 
1905 (con el parámetro de suavización λ =100).
2.4.  Filtro de Hodrick-Prescott de doble paso de 
banda
El filtro de Hodrick-Prescott no distingue entre 
componente cíclico y componente irregular, los 
cuales presentan distintas frecuencias: mientras 
que la tendencia es de baja frecuencia pues solo 
suele variar a largo plazo, un ciclo se completa 
entre 6 y 32 cuatrimestres, con lo que su frecuencia 
es media. Por su parte, la frecuencia del compo-
nente irregular es elevada, pues presenta gran 
variabilidad.
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Gráfico 4. Colombia: componente cíclico –filtro de 
Hodrick-Prescott, 1905-2008
Fuente: Elaboración propia con información de la CEPAL
Dado que el filtro de Hodrick-Prescott no 
distingue entre ciclo en sí y componente irregular, 
y subsume las frecuencias medias y altas en un solo 
valor –que se define como el ciclo5- este corres-
ponde a un filtro de frecuencia baja. En cambio, los 
filtros de paso de banda remueven las frecuencias 
entre un límite inferior y uno superior del espectro, 
con lo que remueven el componente tendencial y 
el irregular, y permiten extraer entonces el compo-
nente cíclico. De esta manera se evitaría el hecho 
espurio de definir como ciclo lo que es un término 
de error estocástico.
Se han utilizado los siguientes valores del 
parámetro de suavización: λ = 0.52 y λ  = 2.91, 
que corresponden a las frecuencias baja y alta, res-
pectivamente6. El gráfico 5 presenta los resultados 
correspondientes a la serie de PIB :
5 No es la única crítica que ha recibido el filtro de Hodrick-
Prescott. Por ejemplo, el segundo término de la expresión 
(2) supone un camino aleatorio de segundo orden que, por 
ejemplo, si la serie original sigue un proceso integrado de 
segundo orden –es decir, I(2)- el filtro no es aplicable. Para una 
discusión crítica del filtro de Hodrick-Prescott, ver Ahumada 
y Garegnani (1999).
6 Ver Iparraguirre (2008, p. 36) para una explicación de cómo 
se han obtenido estos valores.
Gráfico 5. Colombia: componente cíclico – filtro de 
Hodrick-Prescott, 1905-2008
Fuente: Elaboración propia con información de la CEPAL
2.5. Filtro de Baxter-King
El filtro de Baxter-King (1995) es un filtro 
de paso de banda que supone que la tendencia 
responde a un promedio móvil finito con pondera-
ciones simétricas y no requiere de la fijación de un 
parámetro de suavización ad-hoc, como el filtro de 
Hodrick-Prescott.
El gráfico 6 presenta el ciclo resultante de apli-
car el filtro Baxter-King a la serie de PIB de Colombia, 
con los valores de acotamiento sugeridos por estos 
autores (período mínimo de oscilación 6 trimestres 
y máximo 32 trimestres).
Por otra parte, al remover las frecuencias más 
bajas, comparado con el filtro de Hodrick-Prescott, 
el filtro de Baxter-King resulta en estimaciones del 
ciclo menos volátiles. Más adelante se estudiará 
la volatilidad y otros aspectos estructurales de las 
distintas estimaciones obtenidas.
2.6. Filtro de Christiano-Fitzgerald
A diferencia del filtro de Baxter-King que su-
pone, como se ha visto en el acápite anterior, que 
la tendencia responde a un promedio finito con 
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ponderaciones simétricas, el filtro de Christiano y 
Fitzgerald (2003) utiliza un promedio con pondera-
ciones cambiantes no simétricas.
El gráfico 7 presenta el componente cíclico del 
PIB de Colombia entre 1905 y 2008 según el filtro 
de Christiano-Fitzgerald.
2.7. Método de Beveridge-Nelson
Beveridge y Nelson (1981) propusieron un 
método de descomposición de series de tiempo 
en componentes permanentes y transitorios –
ambos estocásticos– que permite, asimismo, la 
existencia de correlación entre ambos. El com-
ponente permanente se modela como un camino 
aleatorio con tendencia o deriva. La tendencia 
estocástica se define como la predicción futura en 
el límite del valor de la variable, menos cualquier 
componente determinístico, es decir, el valor en 
el período actual más el impacto a largo plazo 
de las desviaciones transitorias de la serie de 
su valor de estado estacionario. El componente 
transitorio, que es lo que se define como ciclo, 
surge de la diferencia entre la serie original y la 
tendencia.
Para aplicar este método, primero se calculan 
las diferencias primeras de los logaritmos del PIB 
de Colombia entre 1905 y 2008, con lo que se ob-
tienen las tasas anuales de crecimiento del PIB. La 
diferenciación torna a la serie estacionaria, con lo 
que puede rechazarse la hipótesis de la existencia 
de raíces unitarias en la serie diferenciada7. Luego, 
se ajusta esta serie según un modelo ARMA (p, q). 
Se ha hallado que un modelo ARMA (2,2) provee un 
ajuste adecuado8. Se obtuvo la siguiente ecuación 
(estadístico t entre paréntesis):
1 2 1 20.046 0.406. 0.449. 0.097. 0.635.t t t t ty y y u u− − − −= + − − +
 (3.20) (1.33) (-3.24) (-0.41) (3.40)
La diferencia entre las primeras diferencias 
logarítmicas y la curva de ajuste según la ecua-
ción anterior9 corresponde al componente cícli-
7 Al 5% de significatividad. Estadístico Dickey-Fuller Aumen-
tado para la serie de primeras diferencias sin ordenada ni 
tendencia: –1.9949
 Valores Críticos: 1%  = –2.58
  5%  = –1.95
  10% = –1.62
8 Se utilizó el procedimiento presentado en Cowpertwait y 
Metcalfe (2009, cap. 6) que recurre al valor del criterio de 
información de Akaike para obtener el orden óptimo.
9 Para obtener la curva de ajuste se excluyeron los coeficientes 
no significativos.
Gráfico 7. Colombia: componente cíclico –filtro de 
Christiano-Fitzgerald, 1905-2008
Fuente: Elaboración propia con información de la CEPAL
Gráfico 6. Colombia: componente cíclico –filtro de 
Baxter-King, 1905-2008
Fuente: Elaboración propia con información de la CEPAL
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co, cuya representación gráfica se incluye en el 
gráfico 8.
Gráfico 8. Colombia: componente cíclico –método de 
Beveridge-Nelson, 1905-2008
Fuente: Elaboración propia con información de la CEPAL
2.8.  Método de componentes no observados de 
Harvey-Clark y el filtro Kalman
El método ideado por Harvey (1985) y Clark 
(1987) descompone la serie en un componente de 
tendencia local lineal según un modelo de camino 
aleatorio con tendencia o deriva, y un componente 
estocástico que corresponde al ciclo y se recurre a 
un algoritmo llamado filtro de Kalman10 para estimar 
los componentes ‘no observados’.
Se ha aplicado el filtro de Kalman para estimar 
los parámetros no observados de la serie de pro-
ducto interno bruto de Colombia entre 1905 y 2008, 
donde la serie sigue un proceso ARIMA (2,1,2), según 
los resultados obtenidos en la sección anterior. El 
gráfico 9 presenta los resultados.
10 Este es el procedimiento seguido por Morley (2002). Para 
exposiciones didácticas sobre el filtro de Kalman, ver Ribei-
ro (2004) y Arnold, Bertus y Godbey (2008); un tratamiento 
exhaustivo puede hallarse en Hamilton (1994). Ver también la 
temprana presentación en castellano de Terceiro (1978).
Gráfico 9. Colombia: componente cíclico – método de 
componentes no observados y filtro de Kalman,  
1905-2008
 
Fuente: Elaboración propia con información de la CEPAL
2.9. Filtro de Butterworth
El filtro de Butterworth puede expresarse como 
el siguiente modelo ARMA:
0 1
. .
k M k N
t k t k k t k
k k




= +∑ ∑  (1)
Este filtro adolece de distorsiones por los 
valores iniciales (Gómez, 2001), con lo que solo tras 
alcanzar su ‘estado estacionario’ se extrae una señal 
que puede entenderse como el componente cíclico. 
Cuanto mayor sea el orden del modelo ARMA sub-
yacente, mayor será la cantidad de períodos iniciales 
que pueden distorsionar los resultados. Puede 
recurrirse a un doble proceso de filtrado -primero 
hacia atrás y luego hacia adelante, o viceversa, por 
supuesto- de la serie a efectos de eliminar este 
efecto. También suelen omitirse los resultados para 
un determinado número de períodos iniciales de la 
serie del ciclo.
A diferencia del filtro de Hodrick-Prescott, el 
cual cuenta con un solo parámetro de control del 
filtrado (el parámetro de suavización), el filtro de 
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Butterworth presenta dos: el orden y el punto de 
corte. El orden determina la velocidad (o pendiente) 
entre las bandas, y el punto de corte, la frecuencia 
del paso de banda. Exposiciones de este filtro, 
con aplicaciones económicas, pueden hallarse en: 
Gómez y Bengoechea (2000), Pollock (2000), Gómez 
(2001), Harvey y Trimbur (2003), y Bógalo y Quilis 
(2003). Asimismo Stock y Watson (1990) presentan 
una aplicación pionera.
Para obtener el ciclo según este filtro, se utili-
zará como punto de corte la frecuencia 2*p (es decir, 
alrededor de 6 ejercicios); el orden del filtro es igual 
a 2. Asimismo, se han omitido los tres primeros y 
los tres últimos ejercicios de la serie de ciclo.
Gráfico 10. Colombia: componente cíclico –filtro de 
Butterworth, 1905-2008
 Fuente: Elaboración propia con información de la CEPAL
2.10. Modelos no lineales
A continuación se considerarán modelos no 
lineales de extracción del componente cíclico: el 
modelo ‹plucking’ de Friedman (1993), y los modelos 
STAR, LSTAR y SETAR.
2.10.1. Modelo ‘plucking’ de Friedman
Se ha mencionado que si la serie de producto 
bruto es no estacionaria, el componente cíclico 
es transitorio. Hasta el momento, sin embargo, 
se han utilizado técnicas que suponen simetría 
entre las fases de los ciclos; especialmente, entre 
las duraciones e intensidades de las recesiones y 
las expansiones. Sin embargo, ya Mitchel (1927) 
especuló que las recesiones serían más profundas 
que las expansiones.
Friedman (1993) se interesó por la correlación 
serial de las amplitudes de las fases de los ciclos 
y señaló que la amplitud de las recesiones está 
relacionada con la amplitud de las expansiones 
siguientes, pero la amplitud de las expansiones no 
está correlacionada con la amplitud de las contrac-
ciones que les siguen.
Esto daría por tierra con enfoques teóricos 
que predicen la profundidad de las recesiones en 
función de los auges precedentes. Este modelo 
predice que la economía crece en torno a su valor de 
tendencia de largo plazo (crecimiento natural) dado 
por los recursos disponibles, pero que estaría sujeta 
a choques negativos transitorios; los choques posi-
tivos serían permanentes. Otra forma de entender lo 
planteado es la hipótesis de que las fluctuaciones en 
el nivel de actividad estarían acotadas por un límite 
superior pero se ven arrastradas durante las fases 
recesivas a mayores profundidades que los auges 
de donde se derrumbaron y estas fases recesivas 
serían de mayor duración.
Kim y Nelson (1999) presentaron un modelo 
para contrastar econométricamente lo planteado 
por Friedman (1993), que fuera luego utilizado por 
distintos autores11. A partir de la descomposición de 
la serie de PIB entre el componente tendencial y el 
ciclo, se define a este último de la siguiente manera:
1 1 2 2 ,. . .t t t t tc c c S uϕ ϕ pi− −= + + +  (2)
Donde . tSpi  es un choque asimétrico que 
depende una variable temporal S no observada, y 
ut es un choque simétrico de media igual a cero y 
varianza igual a:
2 2 2
0 1( ) (1 ) ( )u t u t u tS S Sσ σ σ= − +  (3)
11 Ver especialmente De Simone y Clarke (2007).
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S es una variable dicotómica que adopta un 
valor igual a 1, si la economía atraviesa una fase 
recesiva, y un valor igual a 0, en caso contrario. Es 
decir, que la varianza del ciclo depende del estado 
o fase del mismo. La variable S se modela según un 
proceso simple de cambio de régimen de Markov. 
Se define 0. <pi , cuando la economía atraviesa una 
fase recesiva, con lo cual el componente cíclico es 
“tironeado hacia abajo” (‘plucked’ en inglés, de allí el 
nombre del modelo original de Friedman). Cuando 
no se halla en contracción o recesión, el ciclo es 
definido por un proceso simétrico como el AR(2) 
de la expresión (2).
Por su parte, el componente de tendencia 
también se supone una variable estocástica que 
se expresa:
1t t tη µ η ν−= + +  (4)
Donde el error estocástico nt también se su-
pone de media cero y varianza dependiente de S.
Se ha utilizado la versión de Espacio-Estado 
del modelo, según la propusieron Kim y Nelson 
(1999). El gráfico 11 presenta los resultados. La ten-
dencia refleja el carácter estocástico dependiente 
del estado S y el ‘tironeo’ hacia abajo al que estuvo 
expuesta en diversos momentos –tal como hacia 
fines de la década del 90. Una vez removido este 
componente, el ciclo muestra contracciones, pero 
una sola recesión hacia 1938-1941. Cabe mencionar 
que con otros filtros, como el de Hodrick-Prescott, 
ese período se clasifica como de auge. En el caso 
del modelo ‘Plucking’, en cambio, la tendencia de 
largo se habría reducido; el ciclo resultante del filtro 
Hodrick-Prescott no distinguiría entre este efecto 
en la tendencia y el ciclo en sí.
 
Gráfico 11. Colombia: componente cíclico –modelo ‘Plucking’ de Friedman, 1905-2008
Fuente: Elaboración propia con información de la CEPAL
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2.10.2. Modelos autorregresivos de transición
Los modelos de transición suave son, como el 
modelo anterior, modelos no lineales dependientes 
del estado. Por lo general se supone que el nivel de 
actividad oscila entre dos regímenes y donde las 
transiciones entre uno y otro régimen se producen 
con distintos niveles de suavidad.
El modelo más sencillo es el modelo de tran-
sición autorregresiva suave (STAR), en el cual se 
supone que los regímenes se generan de manera en-
dógena y las variables independientes son rezagos 
de la variable bajo estudio (en este caso, el producto 
interno bruto). El modelo STAR se representa de 
esta manera:
0 1 0 1 1
1 1
( . ) ( )[ . ]
i p i p
t i i t d t t
i ik




= + + + +∑ ∑  (5)
donde F es la función de transición y d es el 
rezago de transición.
La función de transición se suele representar 
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donde G es la función logística y Z es la variable 
de umbral.
El parámetro clave de la función de transición 
es la pendiente, la cual determina el grado de sua-
vidad de la transición entre un régimen y el otro. 
El otro parámetro de la función de transición es la 
ubicación, que termina el intervalo de duración de 
cada régimen.
En un caso extremo, puede suponerse que la 
transición es inmediata (en cuyo caso, la pendiente 
tiende a infinito): en este caso se trata de un modelo 
de dos regímenes, el llamado modelo SETAR, que 
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que recuerda a un modelo AR(p) pero donde 
Z es la variable de umbral. En el modelo SETAR, la 
variable Z se define a partir del parámetro de demo-
ra o retraso de umbral, d, que adopta valores entre 
0 y p-1, o a partir de una combinación lineal de los 
rezagos de la variable. Se han propuesto modelos 
con dos umbrales y, por ende, tres regímenes.
El procedimiento, automatizado en los di-
versos paquetes informáticos que corren estos 
modelos12, consiste, en primer lugar, en especificar 
el modelo AR(p) que mejor ajuste los datos; luego 
se busca rechazar la hipótesis de linealidad para 
distintos valores del parámetro de suavización y se 
elije el valor para el cual se rechaza dicha hipótesis; 
en caso de que se determinen más de un valor del 
parámetro, se elije el que arroje el menor valor de 
probabilidad (p-value).
Se han corrido diversos modelos SETAR y 
LSTAR para la serie de PIB de Colombia entre 1905 
y 200813. El modelo SETAR con menor AIC es el que 
tiene un valor de umbral de 8.476267 -equivalente 
al logaritmo natural del PIB de 1927-, y L=H=1, con 
rezago igual a cero. Los siguientes valores paramé-
tricos arrojan el menor AIC de los modelos LSTAR: 
orden (p) = 3, rezago = 2, L=2 y H=1.
Para el modelo SETAR con menor AIC, se ha 
obtenido que la serie de PIB estuvo 19.8% del tiempo 
entre 1905 y 2008 en el régimen debajo del umbral 
y el 80.2% del período bajo estudio por encima del 
umbral.
12 Se ha utilizado el paquete tsDyn del programa R. Ver: Stigler 
(2011) y Di Narzo (2008).
13 Se utilizaron las funciones selectSETAR y selectLSTAR, res-
pectivamente, del paquete tsDyn citado en la nota de pie 
de página anterior, que seleccionan los parámetros óptimos 
según el criterio de información de Akaike. Los lectores 
interesados pueden solicitar los resultados al autor de este 
trabajo.
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Las ecuaciones de ajuste para cada régimen son:
0.1674621 1.0286900.
8.476
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0.17660162 0.002398146.t t t sX X ε += − +
con g = 40 y Z=8.31.
Gráfico 12. Colombia: componente cíclico –modelos 
SETAR y LSTAR, 1905-2008
Fuente: Elaboración propia con información de la CEPAL
Como se puede constatar en el gráfico 12 
ambos modelos arrojan ciclos muy similares.
3. COMPARACIÓN ENTRE LAS DISTINTAS 
ESTIMACIONES
En esta sección se compararán los diferentes 
ciclos obtenidos de la serie de PIB de Colombia 
entre 1950 y 2008. Para ello, se cotejarán los desvíos 
estándar, las autocorrelaciones con un rezago, los 
estadísticos de asimetría y curtosis de las series 
cíclicas y los coeficientes de correlación entre las 
mismas para comparar las estimaciones. Asimismo, 
se aplicarán técnicas estadísticas no paramétricas 
de comparación entre series, como el estadístico de 
Kolmogorov-Smirnov y el de Lilliefors. Finalmente, 
se utilizará la técnica presentada en Orphanides 
y van Norden (2002) -ver tambien Cerra y Saxena 
(2007) y Nelson (2008)- de estimación de los ciclos 
en tiempo “cuasi real” y se compararán estas series 
con obtenidas hasta el momento14.
3.1. Asimetría y curtosis
La tabla 2 presenta los coeficientes de asime-
tría y curtosis de cada ciclo estimado con los valores 
de probabilidad según los tests de D’Agostino y 
Anscombe-Glynn, respectivamente.
En ninguno de los casos se encuentra eviden-
cia de asimetría en las densidades de los ciclos, 
excepto el derivado del método de componentes 
no observados/filtro de Kalman, y el modelo SETAR. 
Como puede observarse en el gráfico 10, el ciclo 
obtenido por el método de componentes no ob-
servados y el filtro de Kalman presenta un ejercicio 
con valor negativo; de allí el carácter asimétrico de 
la densidad de este ciclo.
En cuanto al modelo SETAR, el gráfico 12 
muestra que la mayoría de los valores estimados 
del ciclo son negativos.
Se presentan, con propósito comparativo, en 
el gráfico 13 las funciones de densidad del ciclo de 
Kalman, del modelo SETAR junto a la correspon-
diente al ciclo de tendencia lineal.
El panorama en cuanto a curtosis es más variado. 
En todos los casos donde se rechaza la hipótesis de que 
k=3, se encuentra un valor del coeficiente de curtosis 
de Pearson mayor a 3, es decir, una función de distribu-
ción del ciclo leptocúrtica. A efectos comparativos, se 
presenta en el siguiente gráfico la función de densidad 
del ciclo según el modelo Plucking (leptocúrtica) y se-
gún el filtro de HP de doble paso de banda (de curtosis 
estándar).
14 Que, para distinguirlas de las de tiempo cuasi real, se conocen 
como de tiempo “final” (Ver Cerra y Saxena, 2007).
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Tabla 2. Asimetría y curtosis
Método de Extracción del Componente Cíclico
Asimetría (Test de D’Agostino)
 Curtosis (Test de Anscombe-
Glynn)
Coef. P-value Coef. P-value
Tendencia lineal –0.43718 0.21908 2.65172 0.54746
Tendencia cúbica 0.44151 0.21485 2.57763 0.40139
Tendencia lineal con quiebres 0.24348 0.47389 3.01672 0.73035
Ciclo del Test de Zivot-Andrews –0.36326 0.30412 4.00226 0.05367
Descomposición de Beveridge-Nelson –0.26710 0.44870 4.30492 0.02442
Componentes no observados / Filtro Kalman –0.75657 0.04493 3.97544 0.05712
Filtro Hodrick-Prescott 0.22820 0.51041 3.08346 0.62174
Filtro Hodrick-Prescott de doble paso de banda –0.50986 0.15660 2.59647 0.43719
Filtro Baxter-King 0.05030 0.88654 3.79596 0.09870
Filtro Christiano-Fitzgerald –0.58575 0.10834 4.59256 0.01088
Filtro de Butterworth 0.20089 0.57169 3.54327 0.19381
Modelo Plucking –0.31350 0.37011 6.10214 0.00032
SETAR –0.71953 0.05776 4.57413 0.01211
LSTAR –0.35983 0.31270 4.02957 0.05101
Fuente: Elaboración propia con información de la CEPAL
Gráfico 13. Colombia: densidad de ciclos –modelos de tendencia lineal, de Kalman y SETAR, 1905-2008
Fuente: Elaboración propia con información de la CEPAL
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3.2. Series en tiempo “cuasi real”
Orphanides y van Norden (2002) introdujeron 
el concepto de serie en tiempo “cuasi real”. Cerra 
y Saxena (2007) y Nelson (2008) utilizaron este 
concepto para comparar series de ciclos entre sí. 
Una serie de ciclo en tiempo cuasi real resulta de 
estimar el valor correspondiente al ciclo a partir de 
utilizar la serie original (en este caso, del PIB) hasta 
cada uno de los t momentos. Se estima, entonces, 
el ciclo por cualquiera de los métodos expuestos 
en la sección anterior entre el momento inicial y 
cada uno de los siguientes períodos bajo estudio 
y se toma la estimación del ciclo correspondiente 
al período t para construir una nueva serie de ciclo 
en tiempo “cuasi real”.
Cada nueva observación (aunque por supuesto 
es ex-post, dado que se trabaja con la serie completa 
Gráfico 14. Colombia: densidad de ciclos –modelos Plucking y Hodrick-Prescott de doble paso de banda, 1905-2008
 
Fuente: Elaboración propia con información de la CEPAL
1905-2008) se supone que no era ‘conocida’ en el 
período anterior y ‘agrega’, pues, un nuevo dato: 
toda la serie original hasta t-1, la cual incluye ahora 
esta nueva observación, se filtra para extraer el 
componente cíclico; luego, se utiliza el valor de ciclo 
correspondiente al más reciente de los períodos, 
aquel que fuera agregado en última instancia, para 
formar la serie en tiempo “cuasi real”.
Las series en tiempo cuasi real reflejan las 
estimaciones del ciclo que se hubieran efectuado 
en cada período con la información disponible 
entonces, con un mismo dato inicial en cada caso 
(en este artículo, el correspondiente al ejercicio 
1905).
La diferencia entre las series de ciclo en tiempo 
“cuasi real” completas hasta la última observación 
(2008, en este caso) y las series de ciclos en tiempo 
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“final” -es decir, las presentadas en la sección ante-
rior- reflejan la importancia de información ex-post 
para las estimaciones de los ciclos.
La siguiente tabla presenta los desvíos es-
tándar de cada serie en tiempo cuasi real y final, 
los coeficientes de auto correlación rezagados un 
período y los de correlación entre ambas series, para 
cada una de las técnicas de extracción del compo-
nente cíclico (excepto la tendencia lineal quebrada) 
del PIB de Colombia entre 1905 y 2008. Cuando el 
método requirió de la estimación de uno o más pa-
rámetros, estos fueron estimados para cada período 
a efectos de obtener las series en tiempo cuasi real; 
en algunos casos, los métodos sólo pudieron ser 
empleados a partir de un número de períodos mayor 
al mínimo teórico (dos); cuando este fue el caso, la 
comparación con las series respectivas en tiempo 
real incluyeron el mismo número de períodos y no 
las series completas en tiempo real obtenidas en la 
sección anterior.
El ciclo según el modelo Plucking es el que 
único que presenta una diferencia significativa en 
cuanto a desvío estándar si se comparan las series 
en tiempo real y “cuasi real”.
Algunos ciclos en tiempo real y “cuasi real” 
presentan diferencias significativas en los coeficien-
tes de autocorrelación respectivos; caben señalar 
los casos del ciclo según la descomposición de 
Beveridge-Nelson en tiempo “cuasi real”, el cual 
presenta un coeficiente de autocorrelación nega-
tivo, y el ciclo en tiempo real derivado del modelo 
LSTAR que no evidencia autocorrelacion con un 
rezago.
Los ciclos derivados del modelo Filtro de 
Kalman y SETAR en tiempo real y “cuasi real” son 
los que presentan mayor correlación. En cambio, 
los resultantes del filtro de Butterworth no están 
correlacionados.
El estadístico de Kolmogorov-Smirnov permite 
rechazar o no la hipótesis de que dos series parea-
das son estadísticamente equivalentes. Se ha apli-
cado este test a cada uno de los pares formados por 
los ciclos presentados en la sección anterior; la tabla 
4 presenta los resultados. Valores de probabilidad 
Tabla 3. Colombia: Desvíos estándar de ciclos en tiempo cuasi real y final, coeficientes de auto correlación 
rezagados un período y de correlación entre ambas series, 1905-2008
Método de Extracción del Componente Cíclico








Tendencia Lineal 0.083 0.065 0.939 0.898 0.525
Tendencia Cubica 0.060 0.065 0.929 0.898 0.588
Ciclo del Test de Zivot-Andrews 0.021 0.020 0.321 0.494 0.323
Decomposicion de Beveridge-Nelson 0.021 0.018 0.019 -0.107 0.941
Componentes No Observados / Filtro de Kalman 0.014 0.020 0.820 0.711 0.431
Hodrick-Prescott 0.024 0.021 0.652 0.718 0.485
Hodrick-Prescott Doble Paso 0.081 0.068 0.957 0.922 0.557
Christiano-Fitzgerald 0.014 0.012 0.253 0.583 0.539
Butterworth 0.016 0.019 0.471 0.740 0.023
Modelo Plucking 0.005 1.096 0.656 0.805 0.519
SETAR 0.021 0.021 0.281 0.356 0.946
LSTAR 0.020 0.017 0.011 0.266 0.802
Fuente: Elaboración propia con información de la CEPAL
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mayores a 0.05 no permiten rechazar la hipótesis 
nula de que ambas series de ciclos sean iguales.
El resultado más destacado de la tabla 4, y 
del presente trabajo, es que varias de las diferentes 
series obtenidas del ciclo económico colombiano no 
puede afirmarse que provengan de una misma dis-
tribución estadística: se trataría de series diferentes.
Esto significa que no es secundario o redun-
dante el método que se elija para extraer el com-
ponente cíclico. Por el contrario, las conclusiones 
o análisis que se desprendan dependerán de la 
técnica utilizada. Canova (1993, p. 3) sostiene que 
“diferentes métodos de extracción de la tendencia son ventanas 
alternativas que miran a las variables macroeconómicas 
desde perspectivas diferentes”, lo que propone cierto 
agnosticismo en cuanto a la técnica a utilizar.
En nuestra opinión, la respuesta final no puede 
descansar en la generalización y popularidad dentro 
de la profesión, como puede ser el caso del filtro de 
Hodrick-Prescott, ni en la bondad relativa de cada 
método desde el punto de vista estadístico, sino 
en un conocimiento de la realidad histórica y en 
cuestiones de teoría económica; caso contrario, se 
caería en los errores de “medición sin analizar los datos 
originales” y de “medición sin teoría”.15
4. COMENTARIOS FINALES
Este trabajo ha presentado diversas técnicas 
univariadas aplicadas al Producto Interno Bruto de 
Colombia entre 1905 y 2008. La serie histórica del 
PIB colombiano presenta una característica distin-
tiva entre los países de América Latina desde 1950: 
Colombia es el único país que presenta un solo año 
de crecimiento negativo y nada menos que 38 años 
de crecimiento positivo ininterrumpido.
La importancia de detectar fluctuaciones a lo 
largo del tiempo en las variables económicas ha 
llevado a la profusión de técnicas estadísticas de 
extracción del componente cíclico de las series. En 
este trabajo se han descrito los principales métodos 
15 Ball y Wood (1996) presentan una discusión en profundidad 
acerca de la importancia de combinar el juicio histórico con 
las técnicas estadísticas de filtrado de las series económicas.
univariados: tendencia lineal, tendencia cúbica, 
ciclo del test de Zivot-Andrews, decomposicion de 
Beveridge-Nelson, componentes no observados/
filtro de Kalman, Hodrick-Prescott, Hodrick-Prescott 
con doble paso de banda, Christiano-Fitzgerald, 
Butterworth, modelo Plucking, SETAR, y LSTAR.
Este es el primer trabajo que reúne todos estos 
métodos y los aplica al estudio de las fluctuaciones 
del ciclo económico colombiano. Sin embargo, los 
últimos 10 a 15 años, varios trabajos han analizado 
las fluctuaciones en el nivel de actividad económica 
de Colombia a lo largo de períodos más breves o 
con una o unas pocas técnicas. La más utilizada 
ha sido el filtro de Hodrick-Prescott. Una pregunta 
de investigación que ha sido omitida en la mayoría 
de la literatura especializada aplicada al caso co-
lombiano es si la utilización de uno u otro método 
es indiferente en cuanto a los resultados que se 
obtienen.
Se aplicó cada uno de estos procedimientos a 
la serie histórica del PIB de Colombia, y se compara-
ron los ciclos resultantes en cuanto a características 
estructurales tales como asimetría y curtosis. Por 
otra parte, se utilizó el test de Kolmogorov-Smirnov 
para comparar estadísticamente los distintos ciclos 
obtenidos entre sí. Como resultado, se obtuvieron 
diferencias significativas: los métodos univariados 
arrojan, en términos generales, ciclos que proven-
drían de distribuciones estadísticas diferentes.
El hallazgo de series de ciclo económico, 
estadísticamente diferentes entre sí, según del 
método utilizado, lleva a advertir que la aplicación 
mecánica de técnicas estadísticas que ignora la 
realidad histórica y económica subyacente no es el 
camino más provechoso para analizar “el proceso 
económico de la era capitalista”, como lo definiera 
Schumpeter (1939).
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Tabla 4. Colombia: ciclos en el PIB, estadístico de Kolgomorov-Smirnov, 1905-2008
lineal cubica quebrada zivot beveridge kalman hodrick Doble baxter christiano butter plucking setar lstar
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(0.043) (0.004) (0.000) (0.000) (0.000) (0.000) (0.043) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
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(0.000) (0.000) (0.454) (0.619) (0.637) (0.000) (0.001) (0.257) (0.124) (0.257) (0.000) (0.762) (0.530)
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0.048 0.192 0.222 0.336 0.316 0.519 0.279 0.345 0.394 0.345 0.423 0.336 0.316
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(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Setar
0.345 0.344 0.130 0.064 0.089 0.825 0.093 0.336 0.152 0.191 0.151 0.476 0.089
(0.000) (0.000) (0.342) (0.986) (0.817) (0.000) (0.762) (0.000) (0.172) (0.048) (0.177) (0.000) (0.817)
lstar
0.335 0.354 0.133 0.080 0.059 0.816 0.113 0.316 0.111 0.143 0.121 0.496 0.089
(0.000) (0.000) (0.316) (0.899) (0.994) (0.000) (0.530) (0.000) (0.525) (0.246) (0.413) (0.000) (0.817)
Fuente: Elaboración propia con información de la CEPAL
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Anexo A. Series Históricas de Producto Interno Bruto y Ciclos Económicos – Colombia 1905-2008
PIB lineal cubica quebrada hodrick hodrick.doble zivot kalman beveridge baxter christiano butter plucking setar.model lstar.model
1905 7.2429 –0.1216 –0.0318 0.0057 0.0059 –0.1299 –0.0309 0.0418 NA NA –0.0119 NA 0.0095 0.0114 0.0066
1906 7.2708 –0.1384 –0.0518 –0.0158 –0.0154 –0.1256 0.0036 0.0518 NA NA –0.0125 NA 0.0112 0.0069 0.0051
1907 7.3348 –0.1189 –0.0356 –0.0012 –0.0005 –0.1185 –0.0041 0.0531 –0.0050 NA 0.0090 NA 0.0099 0.0091 0.0083
1908 7.3892 –0.1091 –0.0292 0.0039 0.0048 –0.1100 –0.0060 0.0524 0.0117 0.0013 0.0098 –0.0085 0.0092 0.0008 –0.0007
1909 7.4407 –0.1022 –0.0257 0.0059 0.0073 –0.1015 –0.0017 0.0520 0.0169 0.0015 0.0020 –0.0040 0.0089 –0.0010 –0.0004
1910 7.4957 –0.0916 –0.0186 0.0116 0.0136 –0.0943 –0.0073 0.0493 –0.0026 0.0047 –0.0016 0.0028 0.0082 –0.0076 –0.0066
1911 7.5441 –0.0878 –0.0183 0.0106 0.0133 –0.0896 –0.0074 0.0469 –0.0040 0.0045 –0.0062 0.0033 0.0082 –0.0143 –0.0116
1912 7.5920 –0.0844 –0.0184 0.0092 0.0127 –0.0879 –0.0122 0.0440 0.0003 0.0057 –0.0034 0.0047 0.0084 –0.0075 –0.0031
1913 7.6348 –0.0862 –0.0237 0.0026 0.0065 –0.0888 –0.0178 0.0424 –0.0019 0.0027 0.0004 0.0021 0.0092 –0.0037 –0.0013
1914 7.6721 –0.0935 –0.0346 –0.0095 –0.0058 –0.0910 –0.0107 0.0449 0.0029 –0.0042 0.0007 –0.0055 0.0109 –0.0152 –0.0140
1915 7.7173 –0.0929 –0.0375 –0.0137 –0.0114 –0.0918 –0.0056 0.0475 0.0042 –0.0038 0.0057 –0.0067 0.0115 –0.0025 0.0018
1916 7.7675 –0.0872 –0.0355 –0.0129 –0.0135 –0.0897 –0.0151 0.0487 –0.0073 –0.0021 0.0087 –0.0050 0.0117 0.0217 0.0224
1917 7.8077 –0.0916 –0.0435 –0.0221 –0.0276 –0.0835 –0.0017 0.0566 0.0109 –0.0148 –0.0064 –0.0162 0.0138 0.0057 –0.0004
1918 7.8617 –0.0821 –0.0376 –0.0174 –0.0299 –0.0710 0.0251 0.0661 0.0357 –0.0173 –0.0138 –0.0186 0.0137 –0.0063 –0.0082
1919 7.9415 –0.0468 –0.0060 0.0131 –0.0084 –0.0527 0.0150 0.0648 0.0086 0.0027 0.0022 0.0001 0.0095 0.0016 0.0028
1920 8.0077 –0.0252 0.0119 0.0298 –0.0023 –0.0330 0.0070 0.0616 –0.0029 0.0068 0.0056 0.0038 0.0079 –0.0039 –0.0050
1921 8.0637 –0.0138 0.0197 –0.0442 –0.0073 –0.0143 0.0177 0.0625 0.0208 –0.0005 0.0010 –0.0023 0.0087 –0.0123 –0.0121
1922 8.1292 0.0072 0.0371 –0.0385 –0.0034 0.0040 0.0162 0.0614 0.0183 0.0030 0.0068 0.0013 0.0081 –0.0166 –0.0142
1923 8.1910 0.0245 0.0507 –0.0233 –0.0032 0.0223 0.0114 0.0602 0.0021 0.0024 0.0068 0.0014 0.0084 0.0206 0.0241
1924 8.2463 0.0351 0.0578 –0.0117 –0.0091 0.0423 0.0098 0.0637 0.0005 –0.0079 –0.0048 –0.0052 0.0103 0.0130 0.0078
1925 8.2988 0.0431 0.0622 –0.0067 –0.0163 0.0663 0.0492 0.0753 0.0474 –0.0241 –0.0241 –0.0168 0.0118 0.0278 0.0004
1926 8.3900 0.0898 0.1053 –0.0044 0.0170 0.0945 0.0490 0.0738 0.0312 –0.0004 –0.0062 0.0074 0.0045 –0.0077 –0.0156
1927 8.4763 0.1315 0.1434 0.0365 0.0483 0.1188 0.0379 0.0600 0.0036 0.0255 0.0116 0.0292 –0.0036 –0.0516 –0.0486
1928 8.5471 0.1578 0.1662 0.0725 0.0678 0.1297 0.0051 0.0364 –0.0202 0.0475 0.0258 0.0454 –0.0086 –0.0591 –0.0437
1929 8.5825 0.1486 0.1535 0.0931 0.0557 0.1218 –0.0398 0.0148 –0.0414 0.0408 0.0200 0.0404 –0.0054 0.0212 0.0387
1930 8.5739 0.0954 0.0969 0.0782 0.0030 0.0995 –0.0528 0.0149 –0.0338 –0.0022 –0.0154 0.0030 0.0081 0.0118 0.0068
1931 8.5578 0.0348 0.0328 0.0193 –0.0547 0.0765 0.0213 0.0404 0.0441 –0.0504 –0.0500 –0.0415 0.0215 0.0182 0.0158
1932 8.6220 0.0544 0.0491 –0.0470 –0.0307 0.0649 0.0138 0.0484 0.0015 –0.0176 –0.0055 –0.0141 0.0160 –0.0186 –0.0228
1933 8.6766 0.0645 0.0559 –0.0331 –0.0153 0.0626 0.0212 0.0488 –0.0062 0.0004 0.0198 –0.0027 0.0105 0.0088 0.0149
1934 8.7377 0.0810 0.0691 –0.0287 0.0073 0.0637 –0.0140 0.0394 –0.0236 0.0206 0.0376 0.0147 0.0053 –0.0273 –0.0289
1935 8.7618 0.0606 0.0455 –0.0179 –0.0063 0.0632 0.0113 0.0410 0.0249 –0.0012 0.0067 –0.0026 0.0086 0.0204 0.0288
1936 8.8134 0.0676 0.0493 –0.0440 0.0083 0.0617 –0.0241 0.0363 –0.0231 0.0057 –0.0013 0.0091 0.0072 0.0169 0.0121
1937 8.8288 0.0385 0.0171 0.0131 –0.0126 0.0591 0.0205 0.0469 0.0159 –0.0211 –0.0403 –0.0153 0.0123 –0.0211 –0.0251
1938 8.8919 0.0570 0.0326 0.0243 0.0146 0.0574 0.0189 0.0446 0.0113 0.0034 –0.0191 0.0066 0.0059 –0.0259 –0.0192
1939 8.9514 0.0720 0.0446 –0.0006 0.0390 0.0513 –0.0177 0.0294 –0.0295 0.0279 0.0134 0.0272 –0.0007 –0.0404 –0.0324
1940 8.9728 0.0488 0.0186 0.0221 0.0257 0.0355 –0.0248 0.0201 –0.0213 0.0214 0.0187 0.0166 0.0020 –0.0384 –0.0263
1941 8.9895 0.0209 –0.0121 0.0413 0.0076 0.0116 –0.0423 0.0151 –0.0243 0.0095 0.0216 0.0073 0.0073 0.0229 0.0344
1942 8.9915 –0.0216 –0.0574 0.0224 –0.0259 –0.0141 –0.0446 0.0227 –0.0239 –0.0148 0.0033 –0.0152 0.0165 0.0034 –0.0022
1943 8.9956 –0.0621 –0.1004 –0.0013 –0.0590 –0.0322 0.0126 0.0452 0.0320 –0.0428 –0.0254 –0.0415 0.0246 0.0494 0.0492
1944 9.0610 –0.0412 –0.0822 –0.0396 –0.0331 –0.0360 –0.0048 0.0528 –0.0064 –0.0164 –0.0059 –0.0166 0.0189 –0.0042 –0.0173
1945 9.1069 –0.0399 –0.0833 –0.0758 –0.0289 –0.0291 0.0412 0.0626 0.0356 –0.0146 –0.0147 –0.0197 0.0161 –0.0142 –0.0123
Fluctuaciones del ciclo económico de Colombia. Análisis comparativo según métodos univariados
84 Universidad de Medellín
PIB lineal cubica quebrada hodrick hodrick.doble zivot kalman beveridge baxter christiano butter plucking setar.model lstar.model
1946 9.1986 0.0073 –0.0385 –0.0508 0.0192 –0.0166 –0.0076 0.0494 –0.0170 0.0244 0.0203 0.0198 0.0049 0.0415 0.0462
1947 9.2367 0.0008 –0.0472 –0.0453 0.0124 –0.0078 –0.0184 0.0446 –0.0166 0.0094 0.0053 0.0082 0.0065 –0.0311 –0.0421
1948 9.2648 –0.0157 –0.0658 0.0061 –0.0053 –0.0034 0.0356 0.0520 0.0527 –0.0104 –0.0136 –0.0112 0.0104 –0.0114 –0.0020
1949 9.3484 0.0234 –0.0288 0.0039 0.0321 –0.0014 –0.0331 0.0361 –0.0406 0.0269 0.0275 0.0261 0.0030 0.0191 0.0230
1950 9.3594 –0.0102 –0.0643 –0.0084 –0.0034 –0.0041 –0.0168 0.0396 –0.0197 –0.0057 –0.0038 –0.0062 0.0110 0.0171 0.0123
1951 9.3901 –0.0240 –0.0799 0.0349 –0.0193 –0.0052 0.0122 0.0514 0.0317 –0.0223 –0.0187 –0.0193 0.0155 0.0250 0.0208
1952 9.4513 –0.0074 –0.0650 0.0056 –0.0049 –0.0005 0.0118 0.0554 0.0177 –0.0104 –0.0077 –0.0065 0.0123 –0.0035 –0.0099
1953 9.5103 0.0071 –0.0521 –0.0041 0.0077 0.0076 0.0211 0.0549 0.0060 0.0013 –0.0014 0.0014 0.0085 –0.0020 –0.0005
1954 9.5772 0.0294 –0.0312 0.0168 0.0285 0.0145 –0.0052 0.0446 –0.0189 0.0200 0.0141 0.0184 0.0036 –0.0197 –0.0185
1955 9.6155 0.0232 –0.0388 0.0354 0.0217 0.0153 –0.0044 0.0385 0.0026 0.0135 0.0062 0.0114 0.0045 –0.0174 –0.0113
1956 9.6553 0.0184 –0.0447 0.0053 0.0169 0.0101 –0.0226 0.0327 –0.0105 0.0103 0.0060 0.0104 0.0061 0.0281 0.0335
1957 9.6773 –0.0041 –0.0683 0.0265 –0.0051 0.0017 –0.0227 0.0364 –0.0154 –0.0084 –0.0078 –0.0061 0.0112 0.0002 –0.0071
1958 9.7016 –0.0244 –0.0894 0.0191 –0.0249 –0.0044 0.0207 0.0497 0.0291 –0.0243 –0.0195 –0.0224 0.0151 0.0081 0.0086
1959 9.7714 0.0008 –0.0649 0.0132 0.0004 –0.0045 –0.0047 0.0473 –0.0089 0.0024 0.0100 0.0024 0.0103 0.0112 0.0095
1960 9.8132 –0.0019 –0.0683 –0.0105 –0.0027 –0.0021 0.0029 0.0482 –0.0014 0.0001 0.0052 –0.0026 0.0102 –0.0091 –0.0117
1961 9.8628 0.0032 –0.0637 –0.0319 0.0013 0.0012 0.0065 0.0477 0.0109 0.0020 0.0034 0.0001 0.0094 0.0185 0.0215
1962 9.9155 0.0113 –0.0558 –0.0078 0.0077 0.0040 –0.0131 0.0437 –0.0108 0.0065 0.0038 0.0061 0.0084 –0.0059 –0.0107
1963 9.9479 –0.0009 –0.0681 –0.0118 –0.0071 0.0053 0.0132 0.0483 0.0164 –0.0073 –0.0132 –0.0078 0.0107 0.0098 0.0119
1964 10.0077 0.0144 –0.0528 –0.0078 0.0045 0.0066 –0.0097 0.0444 –0.0118 0.0067 0.0025 0.0054 0.0090 –0.0007 –0.0030
1965 10.0431 0.0052 –0.0617 –0.0008 –0.0096 0.0073 0.0050 0.0472 0.0060 –0.0043 –0.0028 –0.0062 0.0109 0.0165 0.0171
1966 10.0941 0.0117 –0.0549 –0.0142 –0.0094 0.0094 –0.0049 0.0478 –0.0021 –0.0009 0.0070 –0.0030 0.0111 0.0181 0.0139
1967 10.1346 0.0076 –0.0583 –0.0001 –0.0211 0.0139 0.0119 0.0540 0.0142 –0.0114 0.0009 –0.0125 0.0128 0.0192 0.0145
1968 10.1923 0.0207 –0.0445 –0.0104 –0.0171 0.0229 –0.0048 0.0576 0.0108 –0.0060 0.0036 –0.0081 0.0123 0.0169 0.0119
1969 10.2515 0.0354 –0.0289 –0.0051 –0.0128 0.0361 –0.0011 0.0596 0.0081 –0.0037 0.0001 –0.0052 0.0117 0.0330 0.0286
1970 10.3117 0.0511 –0.0121 –0.0103 –0.0082 0.0526 –0.0005 0.0612 0.0080 –0.0033 –0.0062 –0.0032 0.0112 0.0243 0.0153
1971 10.3696 0.0644 0.0026 0.0017 –0.0062 0.0709 0.0181 0.0648 0.0271 –0.0074 –0.0135 –0.0050 0.0108 0.0151 0.0086
1972 10.4435 0.0938 0.0334 0.0152 0.0121 0.0892 0.0135 0.0607 0.0127 0.0077 0.0008 0.0088 0.0085 –0.0177 –0.0217
1973 10.5086 0.1143 0.0557 0.0297 0.0226 0.1035 0.0077 0.0520 0.0006 0.0170 0.0127 0.0163 0.0068 0.0056 0.0108
1974 10.5644 0.1256 0.0689 –0.0606 0.0255 0.1111 –0.0228 0.0409 –0.0245 0.0212 0.0197 0.0201 0.0065 0.0002 –0.0012
1975 10.5874 0.1040 0.0494 –0.0447 –0.0027 0.1132 –0.0005 0.0448 0.0132 –0.0075 –0.0057 –0.0043 0.0092 0.0408 0.0409
1976 10.6336 0.1056 0.0534 –0.0128 –0.0056 0.1159 –0.0045 0.0491 0.0033 –0.0113 –0.0103 –0.0050 0.0099 0.0120 0.0007
1977 10.6744 0.1018 0.0522 0.0103 –0.0120 0.1218 0.0370 0.0591 0.0315 –0.0197 –0.0230 –0.0135 0.0102 –0.0003 –0.0035
1978 10.7557 0.1386 0.0917 0.0242 0.0245 0.1305 0.0131 0.0507 –0.0072 0.0143 0.0053 0.0171 0.0075 –0.0178 –0.0176
1979 10.8081 0.1464 0.1025 0.0052 0.0345 0.1342 0.0028 0.0392 –0.0115 0.0221 0.0101 0.0228 0.0062 –0.0309 –0.0257
1980 10.8481 0.1419 0.1013 0.0095 0.0347 0.1281 –0.0139 0.0272 –0.0127 0.0238 0.0119 0.0238 0.0058 –0.0247 –0.0159
1981 10.8706 0.1199 0.0827 0.0082 0.0195 0.1117 –0.0280 0.0198 –0.0216 0.0131 0.0063 0.0149 0.0063 –0.0073 –0.0003
1982 10.8801 0.0848 0.0513 0.0476 –0.0072 0.0891 –0.0241 0.0219 –0.0180 –0.0041 –0.0056 –0.0026 0.0072 –0.0096 –0.0075
1983 10.8957 0.0558 0.0262 0.0580 –0.0271 0.0670 –0.0084 0.0299 –0.0030 –0.0154 –0.0106 –0.0143 0.0079 0.0164 0.0192
1984 10.9286 0.0442 0.0188 0.0561 –0.0297 0.0508 –0.0107 0.0360 –0.0105 –0.0129 –0.0035 –0.0126 0.0082 0.0122 0.0077
1985 10.9592 0.0303 0.0093 0.0366 –0.0353 0.0422 0.0151 0.0459 0.0140 –0.0176 –0.0077 –0.0183 0.0084 –0.0002 –0.0036
1986 11.0159 0.0423 0.0260 0.0041 –0.0157 0.0403 0.0133 0.0465 0.0052 –0.0005 0.0060 –0.0027 0.0085 –0.0064 –0.0063
1987 11.0681 0.0501 0.0387 –0.0222 –0.0012 0.0404 0.0029 0.0415 –0.0103 0.0095 0.0113 0.0071 0.0085 0.0019 0.0038
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PIB lineal cubica quebrada hodrick hodrick.doble zivot kalman beveridge baxter christiano butter plucking setar.model lstar.model
1988 11.1080 0.0453 0.0391 –0.0313 0.0005 0.0384 –0.0025 0.0378 –0.0094 0.0083 0.0051 0.0060 0.0084 –0.0165 –0.0170
1989 11.1416 0.0344 0.0336 –0.0426 –0.0042 0.0335 0.0060 0.0377 0.0059 0.0014 –0.0030 0.0004 0.0082 0.0027 0.0074
1990 11.1835 0.0317 0.0367 –0.0280 –0.0004 0.0273 –0.0115 0.0349 –0.0179 0.0039 0.0015 0.0042 0.0082 0.0157 0.0149
1991 11.2069 0.0106 0.0215 –0.0177 –0.0145 0.0217 0.0068 0.0416 0.0005 –0.0127 –0.0112 –0.0107 0.0076 0.0104 0.0060
1992 11.2495 0.0087 0.0259 –0.0229 –0.0085 0.0203 0.0208 0.0477 0.0143 –0.0125 –0.0078 –0.0088 0.0078 0.0110 0.0081
1993 11.3051 0.0197 0.0434 –0.0146 0.0117 0.0225 0.0178 0.0467 0.0019 0.0006 0.0033 0.0040 0.0088 –0.0193 –0.0224
1994 11.3553 0.0253 0.0558 –0.0126 0.0285 0.0241 0.0202 0.0416 0.0004 0.0090 0.0055 0.0124 0.0098 –0.0059 –0.0006
1995 11.4060 0.0315 0.0691 –0.0023 0.0482 0.0199 –0.0083 0.0290 –0.0248 0.0212 0.0104 0.0262 0.0108 –0.0339 –0.0323
1996 11.4263 0.0072 0.0522 –0.0105 0.0401 0.0049 0.0039 0.0225 –0.0004 0.0143 –0.0056 0.0169 0.0101 –0.0826 –0.0731
1997 11.4601 –0.0036 0.0491 0.0006 0.0477 –0.0216 –0.0240 0.0071 –0.0290 0.0287 0.0067 0.0289 0.0104 –0.0108 0.0122
1998 11.4657 –0.0425 0.0182 0.0245 0.0288 –0.0597 –0.0753 –0.0054 –0.0786 0.0209 0.0063 0.0214 0.0081 –0.0180 –0.0151
1999 11.4228 –0.1300 –0.0611 0.0431 –0.0384 –0.1031 –0.0112 0.0134 0.0138 –0.0322 –0.0328 –0.0312 0.0015 –0.0153 –0.0103
2000 11.4516 –0.1457 –0.0682 0.0622 –0.0349 –0.1397 –0.0188 0.0215 –0.0038 –0.0169 –0.0004 –0.0171 0.0019 0.0055 0.0097
2001 11.4732 –0.1687 –0.0823 0.0510 –0.0409 –0.1665 –0.0172 0.0289 –0.0265 –0.0136 0.0136 –0.0177 0.0019 0.0061 0.0044
2002 11.4975 –0.1889 –0.0934 0.0531 –0.0471 –0.1826 0.0028 0.0399 –0.0011 –0.0168 0.0114 –0.0222 0.0015 0.0162 0.0144
2003 11.5426 –0.1884 –0.0833 0.0272 –0.0357 –0.1877 0.0047 0.0467 0.0091 –0.0121 0.0098 –0.0126 0.0028 0.0277 0.0231
2004 11.5882 –0.1874 –0.0725 –0.0473 –0.0271 –0.1837 0.0161 0.0541 0.0130 –0.0141 –0.0064 –0.0074 0.0038 0.0334 0.0255
2005 11.6438 –0.1763 –0.0513 –0.0501 –0.0110 –0.1728 0.0300 0.0596 0.0146 –0.0093 –0.0175 0.0059 0.0057 –0.0138 –0.0233
2006 11.7109 –0.1537 –0.0182 –0.0601 0.0147 –0.1581 0.0392 0.0576 0.0176 NA –0.0112 NA 0.0090 NA NA
2007 11.7837 –0.1255 0.0208 –0.0674 0.0450 –0.1442 –0.0040 0.0433 –0.0275 NA 0.0148 NA 0.0123 NA NA
2008 11.8091 –0.1446 0.0128 –0.0539 0.0278 –0.1339 NA 0.0433 NA NA 0.0111 NA 0.0083 NA NA

