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We consider the extreme value statistics of N independent and identically distributed random
variables, which is a classic problem in probability theory. When N →∞, small fluctuations around
the renormalized maximum of the variables are described by the Fisher-Tippett-Gnedenko theorem,
which states that the distribution of maxima converges to one out of three forms. However, for a
wide class of distributions, the convergence rate with N is ultra-slow. Here, we apply the Lambert
scaling method which greatly accelerates the rate of convergence to the limiting Gumbel form. We
also find this scaling useful when large deviations from the mean extreme value are considered.
I. INTRODUCTION
Extreme value statistics [1–3] is an important subfield
in probability theory. Given a random variable χ which
describes the magnitude of a recurring event, the focus is
on the statistical properties of the maximal value of a set
of N such events. Ever since the foundational work on
this problem by Fisher and Tippett [4], this problem has
been a focus of continued interest. Problems involving
extreme values of a large number of random variables
are important in many fields of physics [5], such as brittle
fracture [6–8], disordered systems [9–11], 1/f noise [12],
renewal processes [13], and galaxy clusters [14], as well as
a broad range of other applications including meteorology
[15], finance [16–18], and the immune system [19].
Let {χ1, ..., χN} be a set of N independent and iden-
tically distributed random variables, with a common cu-
mulative distribution function (CDF) F (χ). The maxi-
mal value of this set, denoted as x ≡ max({χ1, ..., χN}),
has an exact CDF of FN (x) = F
N (x). Note that a fixed
x = x0 and an analytical F (χ) leads to a single possible
outcome, limN→∞ FN (x0) = 0. However, increasing x
brings FN (x) closer to unity, and thus a nontrivial limit
emerges upon taking N, x → ∞ simultaneously. This is
attainable by suitably choosing two sequences bN and aN ,
while renormalizing the maximum as z ≡ (x − bN )/aN .
Then, if the common probability density function (PDF)
f(χ) ≡ dF (χ)/dχ has infinite support and a tail which
falls faster than any power of χ, a convergence in distri-
bution of FN (bN + aNz) to a limiting function occurs.
Namely,
lim
N→∞
GN (z) = G∞(z), GN (z) ≡ FN (bN + aNz) ,
(1)
where G∞(z) is the cumulative Gumbel distribution [4],
G∞(z) ≡ exp
(−e−z) . (2)
Note that we designate the CDF (PDF) of the maximal
value x by FN (fN ), whereas distributions of the scaled
variable z are designated by GN (gN ), respectively. Im-
portantly, the choice of bN and aN is not unique. A
second set of sequences b′N and a
′
N can serve as an ap-
propriate candidate if the following conditions hold [20],
lim
N→∞
a′N
aN
= 1, lim
N→∞
bN − b′N
aN
= 0. (3)
Even though the limit of N → ∞ is long understood,
the convergence rate to the Gumbel form is logarithmic in
nature for a wide class of F (χ)s, including the well-known
Gaussian [21]. If that was not bad enough, the correc-
tions involve terms such as ln[ln(N)]/
√
ln(N), which for
reasonably large size values of N are not small at all. For
example, in the Gaussian case simple expressions for the
sequences bN and aN are known [21],
b′N =
√
2 ln(N)− ln[4pi ln(N)]
2
√
2 ln(N)
, a′N =
1√
2 ln(N)
. (4)
These expressions serve their role to yield the correct
limiting form when N → ∞. However, when N is large
(e.g. 103) but not super-large (e.g. 1015), these expres-
sions are not all accurate, as we shall see. Further, if
one desires better precision, the presence of iterated log-
arithms means not only do the corrections form a diver-
gent asymptotic series, it is not at all clear how to accel-
erate convergence to obtain useful values. In this paper,
we suggest an alternative method to obtain the set of se-
quences bN and aN , which solves these two problems. In
this article we denote existing theories by primes, i.e. b′N
and a′N .
Note that the limit in Eq. (1) implicitly assumes that
z ∼ O(1), and thus for finite N the Gumbel form only
approximates the bulk of the exact extreme value distri-
bution. To accurately describe the right tail of FN (x),
one needs to use large deviation theory [22, 23], with scal-
ing ξ = x/cN , with cN to be determined. If we consider
a fixed z, ξ ∼ O(1), a rescaled maximum x = cNξ that
increases with N faster than x = bN + aNz means that
limN→∞ FN (cNξ) = 1. Thus, one often defines [23]
ψ(ξ) ≡ lim
N→∞
−1
wN
ln [HN (ξ)] , HN (ξ) ≡ 1− FN (cNξ) ,
(5)
so that
HN (ξ) ≈ e−wNψ(ξ) for N  1 and ξ ≥ 1, (6)
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2at the distribution’s right tail. Traditionally, wN is called
the speed and ψ(ξ) is termed the rate function [23]. Here
one encounters the same logarithmic convergence prob-
lem, but our method described below solves it as well.
The left tail is more challenging and does not possess a
simple large deviation form to the best of our knowledge.
Nevertheless, we can derive a uniform approximation de-
scribing it. It can be regarded as an extreme large devia-
tions principle, in which the PDF’s double logarithm has
a large deviation form.
The rest of this paper is organized as follows. In Sec. II
we demonstrate our theory on the Gaussian distribution.
Next, in Sec. III, we generalize our work to a stretched
and compressed exponential distributions. Lastly, we dis-
cuss a possible generalization of our work, a connection
to the other two extreme value limits, the Frechet and
Weibull distributions, in Sec. IV.
II. GAUSSIAN DISTRIBUTION
A. The bulk
As a starting point, let us take F (χ) to be the standard
Gaussian CDF of zero mean and unit variance,
F (χ) ≡
∫ χ
−∞
dη√
2pi
e−η
2/2 = 1−
∫ ∞
χ
dη√
2pi
e−η
2/2. (7)
We plug x = bN + aNz into FN (x) and change the inte-
gration variable to η = bN + aN η¯, obtaining
GN (z) =
[
1−
∫ ∞
z
aNdη¯√
2pi
e−(bN+aN η¯)
2/2
]N
. (8)
Equation (4) suggests that to leading order a′N ∼ 1/b′N .
Thus, we set aN = 1/bN , and define bN via
e−b
2
N/2√
2pibN
≡ 1
N
. (9)
Equation (9) is not new to the literature, and is actu-
ally known since the original work of Fisher and Tippett
[4]. However, it was always solved perturbatively to yield
Eq. (4) or a similar expression. The main idea of our
work is using the exact solution of Eq. (9), which allows
us to completely eliminate N and all of its logarithmic
dependencies from the problem in favor of the new pa-
rameter bN . Thus, we obtain an elegant way to expand
the exact CDF GN (z) around the Gumbel CDF Eq. (2)
in a simple (asymptotic) power-series in 1/b2N . Basically,
the limit N → ∞ in Eq. (1) is the zeroth order of this
expansion, while for any finite N the exact CDF is not
a Gumbel. The corrections to this method are of order
1/N , which are truly small and not just logarithmically
small. It turns out that Eq. (9) can be solved analyt-
ically in terms of the primary branch of the Lambert
W-function [24], W0(·), such that
bN =
√
W0
(
N2
2pi
)
, aN =
1
bN
. (10)
The W-function has an asymptotic expansion for a large
argument η, W0(η) ∼ ln(η)− ln[ln(η)] + ln[ln(η)]/ ln(η).
It means that the conditions in Eq. (3) are fulfilled, such
that the sequences bN and aN yield the Gumbel limiting
form.
We now proceed with finding corrections to the Gum-
bel distribution, which is possible by exploiting the large
parameter b2N . We define
N (z) ≡
∫ ∞
z
dη¯ exp
(
−η¯ − η¯
2
2b2N
)
, (11)
which brings Eq. (8) to the form
GN (z) =
[
1− N (z)
N
]N
' e−N (z), (12)
where the second transition is accurate when N (z) N .
Equation (11) has an asymptotic expansion for large bN s,
N (z) ∼ e−z
∞∑
n=0
(2n)!
n!
( −1
2b2N
)n 2n∑
m=0
zm
m!
, (13)
which, if truncated at n = 2, yields a series in b−2N ,
N (z) ' e−z (14)
×
[
1− 2 + 2z + z
2
2b2N
+
24 + 24z + 12z2 + 4z3 + z4
8b4N
]
,
with a correction of order b−6N . Inserting Eq. (14) into
Eq. (12) and expanding to second order in b−2N provides
our first result,
GN (z) ' exp
(−e−z) (15)
×
[
1 +
e−z
(
2 + 2z + z2
)
2b2N
+
e−2z
(
2 + 2z + z2
)2
8b4N
− e
−z (24 + 24z + 12z2 + 4z3 + z4)
8b4N
]
.
Differentiating this yields an approximation of the PDF,
which we denote as gN (z) ≡ d[GN (z)]/dz,
gN (z) ' exp
(−e−z − z) (16)
×
[
1 +
e−z
(
2 + 2z + z2
)− z2
2b2N
+
z4 + e−2z
(
2 + 2z + z2
)2
8b4N
− e
−z (24 + 24z + 16z2 + 8z3 + 3z4)
8b4N
]
.
3Figure 1 illustrates the extreme value PDF for the Gaus-
sian case,
fN (x) ≡ d
dx
FN (x) =
1
aN
gN (z), (17)
for N = 103, and one can see that the Lambert scaled
theory yields much improved accuracy over the standard
Gumbel approximation,
g∞(z) ≡ exp
(−e−z − z) . (18)
It should be pointed out that, up to O(1/N) corrections,
bN is just the location of the mode of gN (z). Thus, to
all orders in 1/bN , bN is the mode of our approximate
distribution, as can be seen in Fig. 1.
The mth moment of x with respect to fN (x) is given
by
〈xm〉fN (x) ≡
∫ ∞
−∞
dxxmfN (x), (19)
and can be computed to second order in b−2N via Eq. (16)
rather easily,
〈xm〉fN (x) ' (20)
bmN
[
1 +
mγ
b2N
− 12m(1 + γ)−m(m− 2)(6γ
2 + pi2)
12b4N
]
,
where γ ≈ 0.5772 is the Euler-Mascheroni constant. One
can go further and Pade´ this series in the variable 1/b2N ,
〈xm〉fN (x) ≈ (21)
bmN
12 + 12γ(1 + b2N ) + 6γ
2(2 +m) + pi2(2−m)
12 + 12γ(1 + b2N ) + 6γ
2(2−m) + pi2(2−m) .
Figure 2 shows the relative errors between the exact nu-
merical values and these approximations for m = 1, 2.
Note that the Pade´ approximants provide much faster
convergence, as typical. Using Eq. (20) to higher orders,
we calculate approximations for two scale-free measures
considered by Fisher and Tippett for the deviation of
fN (x) from a Gumbel distribution. The first one is the
skewness squared, and in their notation it is
µ1 ≡
[〈x3〉 − 3〈x2〉〈x〉+ 2〈x〉3]2
[〈x2〉 − 〈x〉2]3 , (22)
where we suppressed the fN (x) subscript. Evaluating to
order 1/b8N , we find
µ1 ' 1.2986− 13.598
b2N
+
162.35
b4N
− 2406.4
b6N
+
40544.
b8N
≈ 1.2986 + 19.172/b
2
N − 19.386/b4N
1.0000 + 25.236/b2N + 124.32/b
4
N
, (23)
where 1.2986 = 864ζ2(3)/pi6 is the value corresponding
to a Gumbel distribution [here ζ(·) is the Riemann zeta
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FIG. 1. The PDF fN (x) of the maximal value x ofN = 10
3 in-
dependent and identically distributed random variables with
a common Gaussian CDF given by Eq. (7), with (a) linear
and (b) semi-logarithmic scale. Depicted are the exact func-
tion Eq. (17) (black disks), the standard approximation given
by Eqs. (4,18) (dashed blue curve), and our approximation
Eqs. (10,16) (solid red curve). Our results greatly improve
the existing predictions. In subsections II B and II C we ex-
tend our theory to account for large and small xs.
function]. The second one is the kurtosis, and again in
their notation,
µ2 ≡ 〈x
4〉 − 4〈x3〉〈x〉+ 6〈x2〉〈x〉2 − 3〈x〉4
[〈x2〉 − 〈x〉2]2 , (24)
where the fN (x) subscript was suppressed. Working to
order 1/b8N , we find
µ2 ' 5.4000− 28.918
b2N
+
406.44
b4N
− 6868.8
b6N
+
131120.
b8N
≈ 5.4000 + 132.58/b
2
N + 528.81/b
4
N
1.0000 + 29.907/b2N + 182.81/b
4
N
, (25)
with 5.4000 = 27/5 being the value corresponding to a
Gumbel distribution. The divergent nature of these series
is clear, as is the largeness of the deviation from the N →
∞ Gumbel distribution for not extremely large N .
B. The right tail
As mentioned, to describe the right tail a large devia-
tions approach needs to be taken. For the Gaussian case,
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FIG. 2. The relative errors for (a) the mean m = 1 and
(b) the second moment m = 2 of the maximal value x of
N independent and identically distributed random variables,
with a common Gaussian CDF given by Eq. (7). The exact
values Eq. (19) are compared to the existing approximation
b′mN given by Eq. (4) (blue circles) and to our theory given
by Eqs. (10,20) (red disks). Using the Pade´ approximants
Eqs. (10,21) greatly reduces the relative errors (black targets).
the scaling introduced by Gulliano and Macci [22] and
Vivo [23] is c′N = b
′
N , which leads to
HN (ξ) ≈ e− ln(N)(ξ2−1), (26)
with speed w′N = ln(N) and rate function ψ(ξ) = ξ
2− 1.
We now consider this large deviations limit using Lam-
bert scaling, aiming to greatly improve the accuracy. We
rewrite the CDF of x as
FN (x) = e
N ln{1−[1−F (x)]} ' e−N [1−F (x)]
' 1−N [1− F (x)]. (27)
Note that when making the second transition, we assume
that 1−F (x) 1, an assumption which is strengthened
into 1−F (x) 1/N for the third transition. This is fine
since for the right tail x→∞, and thus F (x)→ 1. Next,
we return to Eq. (7), and compute its entire asymptotic
expansion around x→∞
1− F (x) ∼ e
−x2/2
√
2pix
∞∑
n=0
(−1)n(2n− 1)!!
x2n
, (28)
where (· · · )!! is the double factorial function. Substitut-
ing x = cNξ into Eq. (28), we choose the rescaling as
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FIG. 3. (a) The far right tail of the PDF fN (x) of the maximal
value x of N = 103 independent and identically distributed
random variables with a common Gaussian CDF given by
Eq. (7). Depicted are the exact PDF Eq. (17) (black disks),
the large deviations principle of Refs. [22, 23] which follows
from Eqs. (4,26) (dashed blue curve), and our approximation
given by Eqs. (10,30) (solid red curve). Our theory drastically
improves the existing results. (b) The relative error between
the exact PDF and our version of the large deviation principle.
cN = bN . We plug the result into Eq. (27), and use
Eq. (9) to replace N with its equivalent bN expression.
Then, we obtain an asymptotic formula for the rescaled
complementary CDF,
HN (ξ) ∼ 1
ξ
exp
[
−1
2
b2N
(
ξ2 − 1)] ∞∑
n=0
(−1)n(2n− 1)!!
(bNξ)
2n ,
(29)
One can identify the speed wN = b
2
N/2 and rate function
ψ(ξ) = ξ2 − 1. Trivially, when differentiating Eq. (29)
the corrections cancel term by term, as Eq. (27) means
that fN (x) ' Nf(x) in this regime. Thus, we are left
with
hN (ξ) ≡ d
dξ
HN (ξ) ∼ −b2N exp
[
−1
2
b2N
(
ξ2 − 1)] . (30)
Figure 3 illustrates the far right tail of the extreme value
PDF fN (x) = −(1/cN )hN (ξ) for the Gaussian case with
N = 103. Even though b2N/2 ∼ ln(N) when N →∞, the
speed ln(N) in Eq. (26) is by far too simplistic to deliver
accurate results.
5C. The left tail and a uniform approximation
Constructing an approximation to the left tail is a mat-
ter of interest too, since the Gumbel approximation fails
at both ends, see Fig. 1(b). It turns out that two sub-
regimes exists for the left tail, corresponding to an ex-
treme left tail where x → −∞, and to a moderate left
tail for which 1  x  〈x〉fN (x). The former regime is
less interesting though, as the probability to encounter
such an event is extraordinary small, and thus we focus
on the latter case. In this regime, 1− F (x) is still small,
though much larger than 1/N . In fact,
FN (x) = e
N ln{1−[1−F (x)]} ' e−N [1−F (x)] (31)
is valid as long as 1−F (x) 1/√N . Therefore, the last
transition in Eq. (27) is invalid. Instead, we use Eq. (31),
with the rest of the steps identical to the right tail regime.
Tackling the divergence of the sum in Eq. (28) is done by
replacing it with a [1/1] Pade´ approximant in the variable
1/b2N . Differentiating yields the uniform approximation
as
fN (x) ≈ bN exp
[
−b
2
N
2
(
ξ2 − 1)] (32)
× exp
{
−1
ξ
exp
[
−b
2
N
2
(
ξ2 − 1)] 2 + b2Nξ2
3 + b2Nξ
2
}
.
This expression is valid for every x for which 1−F (x)
1/
√
N . In particular, it describes well the moderate left
tail, see Fig. 4. In the large deviations regime, one has
b2N (ξ
2 − 1)/2  1, so in this case the last exponential
factor of Eq. (32) is exponentially close to one, and we
recover Eq. (30). The Gumbel bulk approximation can
be reproduced from Eq. (32) by dividing with b2N (the
Jacobian), plugging in ξ = 1 + z/b2N , and expanding to
second order in b−2N , which gives back Eq. (16).
III. STRETCHED AND COMPRESSED
EXPONENTIAL DISTRIBUTIONS
A. The bulk
We now generalize the discussed Lambert scaling ap-
proach to a stretched and compressed exponential distri-
butions, with a CDF
F (χ; ν) ≡ 1−
∫ ∞
χ
ν1−1/νdη
2Γ(1/ν)
e−|η|
ν/ν . (33)
Here Γ(·) is the Gamma function and ν > 0 is a constant
that corresponds to a stretched (compressed) exponential
distribution when 0 < ν < 1 (1 < ν). Repeating the same
tactic as before, we plug x = βN +αNz into the resulting
extreme value distribution FN (x; ν), and switch variables
1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
10-2810
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FIG. 4. The PDF fN (x) of the maximal value x ofN = 10
3 in-
dependent and identically distributed random variables with
a common Gaussian CDF given by Eq. (7). Seen are the exact
values Eq. (17) (black disks) and the uniform approximation
given by Eqs. (10,32) (short-dashed green curve). The uni-
form approximation functions for all x. For comparison, we
add the bulk approximation Eqs. (10,16) (solid red curve).
to η = βN + αN η¯. This changes Eq. (33) to
GN (z; ν) =
(
1−
∫ ∞
z
dη¯
αNν
1−1/ν
2Γ(1/ν)
e−|βN+αN η¯|
ν/ν
)N
.
(34)
To continue, we expand the exponential argument as
|βN + αN η¯|ν = βνN
∞∑
n=0
(−ν)n
n!
(
−αN η¯
βN
)n
, (35)
where (−ν)n = Γ(n−ν)/Γ(−ν) is Pochhammer’s symbol.
The first two terms of Eq. (35) are −βνN/ν − βν−1N αN η¯.
Thus, to obtain a second term which goes as −η¯, we need
to set αN = 1/β
ν−1
N . Choosing βN as
ν1−1/νe−β
ν
N/ν
2Γ(1/ν)βν−1N
≡ 1
N
, (36)
we obtain for the sequences
βN (ν) =
{
(ν − 1)Wq(ν)
[
ν
ν − 1
(
N
2Γ(1/ν)
) ν
ν−1
]} 1
ν
,
q(ν) =
{
0, ν > 1
−1, ν < 1 , αN (ν) =
1
βν−1N (ν)
. (37)
Here, W−1(·) is the secondary real branch of the Lambert
W-function [24]. Note that ν = 1 is the borderline case
corresponding to a standard exponential distribution,
with limν→1 βN (ν) = ln(N/2) and limν→1 αN (ν) = 1.
We suppress the ν dependency of βN (ν) in what follows.
We now turn to form an expansion in large βN for the
CDF GN (z; ν). By defining
N (z; ν) ≡
∫ ∞
z
dη¯e−η¯ exp
[
−βνN
∞∑
n=2
(−ν)n
νn!
(
− η¯
βνN
)n]
,
(38)
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FIG. 5. The PDF fN (x; ν) of the maximal value x of N = 10
3 independent and identically distributed random variables with
a common stretched/compressed exponential CDF given by Eq. (33). (a-c) Linear scale and (d-f) semi-logarithmic scale where
ν = 1/2 (a,d), ν = 3/2 (b,e), and ν = 5/2 (c,f). Seen are the exact function Eq. (43) (black disks), our approximation which is
given by Eqs. (37,42) (solid red curve), and the Gumbel limit used with our scaling sequences Eqs. (18,37) (dashed blue curve).
Our theory holds well for both ν > 1 and 0 < ν < 1.
we get for Eq. (34)
GN (z; ν) =
[
1− N (z, ν)
N
]N
' e−N (z,ν), (39)
where the last expression is accurate up to O(1/N) cor-
rections, similarly to Eq. (12). Calculating N (z; ν) to
second order in β−νN yields
N (z; ν) ' e−z
[
1− (2 + 2z + z
2)(ν − 1)
2βνN
(40)
+
(24 + 24z + 12z2 + 4z3 + z4)(ν − 1)2
8β2νN
− (6 + 6z + 3z
2 + z3)(ν − 1)(ν − 2)
6β2νN
]
,
where the correction is O(β−3νN ). Substituting Eq. (40)
into Eq. (39) yields a bulk approximation of GN (z; ν),
GN (z; ν) ' exp
(−e−z) [1 + (ν − 1)e−z 2 + 2z + z2
2βνN
+ (ν − 1)2e−2z
(
2 + 2z + z2
)2
8β2νN
− (ν − 1)2e−z 24 + 24z + 12z
2 + 4z3 + z4
8β2νN
+ (ν − 1)(ν − 2)e−z 6 + 6z + 3z
2 + z3
6β2νN
]
. (41)
A differentiation yields an approximation of the PDF,
which we denote as gN (z; ν) ≡ d[GN (z; ν)]/dz,
gN (z; ν) ' exp
(−e−z) (42)
×
[
1 + (ν − 1)e
−z (2 + 2z + z2)− z2
2βνN
+ (ν − 1)2 z
4 + e−2z
(
2 + 2z + z2
)2
8β2νN
− (ν − 1)2 e
−z (24 + 24z + 16z2 + 8z3 + 3z4)
8β2νN
+ (ν − 1)(ν − 2)e
−z (6 + 6z + 3z2 + z3)− z3
6β2νN
]
.
Figure 5 shows the extreme value PDF of the
stretched/compressed exponential case,
fN (x; ν) ≡ d
dx
FN (x; ν) =
1
αN
gN (z; ν), (43)
for N = 103. Our approximation accurately matches
the exact results for both ν > 1 and 0 < ν < 1 (as
well, of course, for the borderline exponential case ν = 1
for which all of the corrections vanish). Note that the
deviation in the left tail becomes more pronounced (in
the semi-logarithmic plots) as ν increases. This left tail
regime is analyzed below.
7The mth moment of x with respect to fN (x; ν),
〈xm〉fN (x;ν) ≡
∫ ∞
−∞
dxxmfN (x; ν), (44)
can be computed via Eq. (42) similarly to the Gaussian
case,
〈xm〉fN (x;ν) ' βmN× (45)[
1 +
mγ
βνN
− 12m(1 + γ)(ν − 1)−m(m− ν)(6γ
2 + pi2)
12β2νN
]
,
and also its Pade´ approximant,
〈xm〉fN (x;ν) ≈ βmN× (46)
12(ν − 1) + 12γ(ν − 1 + βνN ) + 6γ2(ν +m) + pi2(ν −m)
12(ν − 1) + 12γ(ν − 1 + βνN ) + 6γ2(ν −m) + pi2(ν −m)
.
Figure 6 shows the relative errors between our results and
the exact numerical values, where a good agreement can
be seen.
B. The right tail
Next, we consider the limit of large deviations for the
stretched and compressed exponential case. Gulliano and
Macci [22] found a large deviations principle for the dis-
tribution’s right tail,
HN (ξ; ν) ≈ e− ln(N)(ξν−1). (47)
In Eq. (47), the speed is ω′N = ln(N) and the normaliza-
tion ξ = x/σ′N (ν) is defined as 1 − F [σ′N (ν); ν] = 1/N .
We show now how Lambert scaling can improve this large
deviations result. As with the Gaussian case, we rewrite
the CDF of x as
FN (x; ν) = e
N ln{1−[1−F (x;ν)]} ' e−N [1−F (x;ν)]
' 1−N [1− F (x; ν)], (48)
and compute the entire asymptotic expansion of Eq. (33)
around x→∞,
1− F (x; ν) ∼ ν
1−1/ν
2Γ(1/ν)
e−x
ν/ν
xν−1
∞∑
n=0
(
1− 1
ν
)
n
(
− ν
xν
)n
.
(49)
Similarly to the Gaussian case, we use Eq. (36) to replace
the N factor in Eq. (48) with its equivalent βN expres-
sion. We rescale the maximum in Eq. (49) by x = σNξ
with σN = βN , and plug the result into Eq. (48). This
yields an asymptotic formula for the rescaled complemen-
tary CDF,
HN (ξ; ν) ∼ 1
ξν−1
exp
[
−1
ν
βνN (ξ
ν − 1)
]
×
∞∑
n=0
(
1− 1
ν
)
n
[
− ν
(βNξ)ν
]n
. (50)
One can identify the speed ωN = β
ν
N/ν and rate func-
tion ψ(ξ) = ξν − 1. As with the Gaussian case, when
differentiating Eq. (50) terms cancel and we obtain
hN (ξ; ν) ≡ d
dξ
HN (ξ; ν) ∼ −βνN exp
[
−1
ν
βνN (ξ
ν − 1)
]
.
(51)
Figure 7 illustrates the far right tail of the ex-
treme value PDF fN (x; ν) = −(1/σN )hN (ξ; ν) of the
stretched/compressed exponential case for N = 103. A
good match of the theory Eq. (51) to the exact results
can be seen.
C. The left tail and a uniform approximation
To deal with the left tail, we return to Eq. (48) and
discard its bottom row. All other steps are kept identical
to the right tail case, and again we overcome the diver-
gence of the sum in Eq. (49) by replacing it with a [1/1]
Pade´ approximant in the variable 1/βνN . Thus, we obtain
the uniform approximation as
fN (x; ν) ≈ βν−1N exp
[
−1
ν
βνN (ξ
ν − 1)
]
(52)
× exp
{
− 1
ξν−1
exp
[
−1
ν
βνN (ξ
ν − 1)
]
ν + βνNξ
ν
2ν − 1 + βνNξν
}
.
This uniform approximation is valid for every x which
fulfills the requirement 1 − F (x; ν)  1/√N , and so it
describes well the moderate left tail, see Fig. 8. As with
the Gaussian case, for the regime of large deviations in
the right tail the bottom term of Eq. (52) is exponen-
tially close to one, and so Eq. (51) is reproduced. The
bulk approximation can be regained from Eq. (52) by di-
viding with βνN (the Jacobian), plugging in ξ = 1+z/β
ν
N ,
and expanding to second order in β−νN , which gives back
Eq. (42).
IV. DISCUSSION
A. Non-uniqueness of bN and aN
As mentioned in the introduction, there is no unique
choice of sequences bN and aN . For example, in the Gaus-
sian case one can use [23]
b′′N = F
−1
(
1− 1
N
)
, a′′N = F
−1
(
1− 1
Ne
)
− b′′N ,
(53)
where F−1(·) is the inverse function of the CDF F (χ),
and we use double primes to indicate other possible scal-
ing choices of bN and aN . Equation (53) can be under-
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FIG. 6. The relative errors for (a-c) the first m = 1 and (d-f) the second m = 2 moments of the maximal value x of N
independent and identically distributed random variables, with a common stretched/compressed exponential CDF given by
Eq. (33). The exact values Eq. (44) are compared to our approximation given by Eqs. (37,45) (red discs) for different values of
ν [(a,d) ν = 1/2, (b,e) ν = 3/2, and (c,f) ν = 5/2]. The Pade´ approximants approach Eqs. (37,46) works better in part of the
the cases (black targets). Switching into a higher order Pade´ solves the anomalies seen in (a,d,e).
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FIG. 7. The far right tail of the PDF fN (x; ν) of the maximal value x of N = 10
3 independent and identically distributed
random variables with a common stretched/compressed exponential CDF given by Eq. (33) for (a,d) ν = 1/2, (b,e) ν = 3/2,
and (c,f) ν = 5/2. (a-c) The exact values Eq. (43) (black disks), the large deviations principle of Ref. [22] which follows from
Eq. (47) (dashed blue curve), and our theory given by Eqs. (37,51) (solid red curve). Our approximation greatly improves the
existing results. (d-f) The relative error between the exact PDF and our Lambert scaled large deviations principle given by
Eqs. (37,51).
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FIG. 8. The PDF of the maximal value x of N = 103 independent and identically distributed random variables with a common
stretched/compressed exponential CDF given by Eq. (33), for (a) ν = 1/2, (b) ν = 3/2, and (c) ν = 5/2. Seen are the exact
values Eq. (43) (black disks) and the uniform approximation given by Eqs. (37,52) (short-dashed green curve). The uniform
approximation functions well for all relevant x. We add the bulk approximation Eqs. (37,42) for comparison (solid red curve).
Type Support CDF Extreme value Scaling sequences Limit Limiting CDF
Power law χp ∈ [1,∞) 1− χ−ζp xp = bpN + apNzp bpN = N1/ζ , apN = ζ−1N1/ζ Fre´chet exp[−(1 + zp/ζ)−ζ ]
Compact χc ∈ [0, 1] 1− (1− χc)ζ xc = bcN + acNzc bcN = 1−N−1/ζ , acN = ζ−1N−1/ζ Weibull exp[−(1− zc/ζ)ζ ]
Exponential χe ∈ [0,∞) 1− exp (−ζχe) xe = beN + aeNze beN = ζ−1 ln(N) , aeN = ζ−1 Gumbel exp(−e−ze)
Gaussian χg ∈ (−∞,∞) F (χg) xg = bgN + agNzg bgN =? , agN =? Gumbel exp(−e−zg )
TABLE I. The considered random variables, where ζ > 0 is a constant parameter. The function F (·) is given by Eq. (7).
stood by examining Eqs. (1) and (2), namely
FN (b
′′
N ) =
(
1− 1
N
)N
→ e−1,
FN (b
′′
N + a
′′
N ) =
(
1− 1
Ne
)N
→ e−1/e, (54)
for N → ∞. This choice identifies the exact CDF with
the limiting Gumbel form at two points, z = 0, 1. It is
straightforward to show that this b′′N is related to our bN
as follows,
b′′N ' bN
(
1− 1
b4N
+
7
2b6N
+ . . .
)
, (55)
and similarly,
a′′N '
1
bN
(
1− 3
2b2N
+
13
2b4N
+ . . .
)
. (56)
Thus, this choice preserves the structure of our asymp-
totic expansions, and simply modifies the higher-order
terms. Similarly, other possible choices exist, such as
fixing b′′N by
d
dx
fN (x)
∣∣∣∣
x=b′′N
= 0 (57)
which determines b′′N to be the location of the mode of
the exact PDF fN (x). Then, a
′′
N is set according to either
fN (b
′′
N ) =
e−1
a′′N
, (58)
such that at the mode the exact PDF and its Gumbel
approximation will have the same value, or alternatively,
d2
dx2
fN (x)
∣∣∣∣
x=b′′N
= − 1
a′′2N
fN (b
′′
N ) (59)
chooses a′′N so that the Gumbel approximation has the
correct curvature of the exact PDF at the mode. In these
cases, b′′N is identical to our bN up to O(1/N) corrections
while a′′N is equal to our aN up to O(1/b
2
N ) corrections,
and therefore the structure of the asymptotic expansion
is preserved again. In other words, one can adjust aN
so the Gumbel approximation will have the correct PDF
value or width at the mode, but not both. This is because
the true CDF is indeed not a Gumbel distribution.
A more interesting exercise is to set b′′N differently in a
less trivial way, replacing Eq. (9) by
e−b
′′2
N /2√
2pib′′N
=
p
N
(60)
where p is a parameter of order unity. It is still possible
to express b′′N in terms of the Lambert-W function,
b′′N =
√
W0
(
N2
2pip2
)
. (61)
This time, bN and b
′′
N differ by ln(p)/
√
2 ln(N) ∼ 1/bN
to leading order, yielding a shifted Gumbel distribution
to leading order. This freedom of choice for b′′N , as well as
for a′′N , creates a possibility of optimizing the expansion
to achieve faster convergence [25, 26]. We hope to return
to this point in a future work.
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B. Other families of extreme value distributions
Finally, we point out the reason why Lambert scaling
is unnecessary for random variables with extreme value
distribution different than Gumbel. Let us consider the
four random variables that appear in table I. The trans-
formations
χe = ln (χp) ,
χe = ln
(
1
1− χc
)
,
χe =
1
ζ
ln
[
1
1− F (χg)
]
, (62)
generate the exponentially distributed random variable
from the power law, compact, and Gaussian variables,
respectively. Since these are strictly increasing functions,
Eq. (62) holds for the extreme values as well. When
plugging these in, Eq. (62) yields
ze = ζ ln
(
1 +
zp
ζ
)
, ze = −ζ ln
(
1− zc
ζ
)
, (63)
ze = zg − ln(N) + 1
2
bg2N + ln
(√
2pibgN
)
+O
(
1
bg2N
)
,
where we took agN = 1/b
g
N and assumed b
g
N  1 for the
Gaussian case. Note that for the first two cases the N de-
pendency vanishes from the relation between the rescaled
variables. Moreover, plugging ze in terms of zp, zc into
the Gumbel CDF results with the Fre´chet and Weibull
CDFs, respectively. Thus, the power law and compact
random variables are actually exponentially distributed
variables in another guise. Hence, it is not surprising that
the Lambert scaling is not needed in these cases, as for
the exponential case all corrections vanish, as can be seen
by setting ν = 1 in Eq. (42). However, for the Gaussian
case things are different, as the N dependency remains.
Actually, if we identify ze = zg, Eq. (63)’s bottom row
exactly reproduces Eq. (10), where similar arguments can
be made for the stretched/compressed exponential distri-
bution. This further emphasizes the naturalness of the
Lambert scaling approach for distributions yielding the
Gumbel limit when N →∞.
C. Summary
In this paper, we have used the Lambert W-function
Eqs. (10,37) to replace the N dependency of the Gumbel-
type extreme-value statistics with the parameter bN , in
terms of which the extreme-value distribution has a sim-
ple asymptotic expansion. We have demonstrated this
both for the Gaussian case, and more generally for the
whole family of stretched and compressed exponential
distributions. The same artifice also improves the accu-
racy of the large-deviation representation of the right tail
of the distribution, and also allows for a uniform approx-
imation which captures the close left tail as well.
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