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В статье изложен метод, который позволяет определить число циклов 
выполнения процедуры поиска оптимального распределения вычислитель-
ных ресурсов, при  котором исключается переполнение буферных зон па-
мяти узла коммутации заявками различных типов. 
 
Актуальность задачи. В настоящее время в Украине и ведущих зару-
бежных государствах (Россия, США, Белоруссия) развитию и модерниза-
ции элементов систем управления с целью повышения их боевой эффек-
тивности уделяется большое внимание. Состояние современных информа-
ционных технологий привело к созданию в военной сфере распределенных 
вычислительных систем (РВС) и широкому распространению сетевых тех-
нологий [1, 2]. Общий обзор открытой литературы показывает, что струк-
тура РВС перспективных АСУ военного назначения будет сложной и вклю-
чать большое количество узлов коммутации (УК) – элементов, которые 
обеспечивают информационное взаимодействие между абонентами АСУ. 
Анализ опыта эксплуатации РВС со сложной структурой транс-
портной сети (ТС) показывает, что в ее УК будут возникать состояния 
перегрузки [3 – 6]. Основной причиной возникновения состояния пере-
грузки УК является большая плотность информационных потоков (слу-
жебных и пользовательских), связанных с информационной активностью 
абонентов РВС и перераспределением информационных потоков  между 
каналами  при  отказах отдельных  элементов РВС. 
Возникновение состояний перегрузок в УК РВС перспективной 
АСУ приведет к увеличению числа потерянных сообщений, снижению 
оперативности доведения команд управления и оповещения и даже к 
временной блокировке процесса функционирования элементов ТС. В 
настоящее время для борьбы с перегрузками в УК могут использоваться  
различные  методы, которые можно разделить на две группы: 
– глобальные методы борьбы с перегрузками; 
– локальные методы борьбы с перегрузками. 
 С.И. Симонов, 2004 
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Существующие методы реализуют различные подходы к устране-
нию или недопущению состояния перегрузки. Методы первой группы, 
основанные на снижении интенсивностей входных потоков абонентов,  
из-за увеличения времени доставки сообщений не обеспечивают обра-
ботку информации в реальном масштабе времени. Методы второй груп-
пы направлены на  такую организацию управления процессами обработ-
ки данных, чтобы использование вычислительных ресурсов УК было 
оптимальным [7 – 10]. К одним из  недостатков, сдерживающих широкое 
применение этих методов, является необходимость выполнения оптими-
зационных процедур распределения вычислительных ресурсов между 
процессами обработки данных лишь в  промежутки времени определен-
ной длительности. Требование ограничения на время поиска плана рас-
пределения ресурсов в условиях больших вычислительных нагрузок на 
УК является необходимым,  так как большие временные затраты на вы-
полнение оптимизационных процедур приведут к переполнению буфер-
ных областей памяти УК и к потере части данных. 
Анализ литературы показывает, что задача оценки времени выполне-
ния процедур распределения вычислительных ресурсов в УК РВС решается 
приближенно, без учета интенсивности входного трафика [1, 3 – 6], и, 
вследствие этого, в условиях большой интенсивности входного трафика 
возможны ситуации потерь данных из-за переполнения буферных зон памя-
ти. Поэтому отсутствие эффективных способов решения этой задачи для 
условий большой интенсивности входного трафика  обусловило разработку 
метода адаптивной коррекции времени выполнения оптимизационных про-
цедур распределения вычислительных ресурсов в УК РВС.  
Метод адаптивной коррекции времени выполнения оптимизацион-
ных процедур распределения ресурсов в узлах коммутации РВС основан 
на расчетах допустимого числа циклов поиска оптимального плана по 
соотношению времени выполнения процедуры поиска оптимального 
плана распределения ресурсов и времени заполнения буферной памяти 
различными по типу заявками на выполнение процессов обработки дан-
ных с учетом характеристик входных потоков данных и времени реали-
зации управляющих воздействий. 
 Сущность метода заключается в вычислении числа циклов )t(n  
выполнения процедуры поиска оптимального плана распределения ре-
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где выпt  – время выполнения одного цикла работы процедуры поиска 
плана распределения вычислительных ресурсов УК; 
t   – момент времени расчета )t(n ; 
0t  – момент начала работы процедуры поиска плана распределения 
вычислительных ресурсов УК; 
wt   – момент окончания  работы процедуры поиска плана распреде-
ления вычислительных ресурсов УК; 
В качестве целевой функции (ЦФ)  используется функция )t(Fopt  
расчетной длительности промежутка времени, допустимого для реализа-
ции процесса поиска и реализации плана распределения ресурсов. 
Функция определяется следующим выражением: 



















где )t(NMAXj  – максимальный объем буферной памяти, байт, доступный 
для хранения заявок j-го типа  на момент времени t; 
)t(N j  – объем буферной памяти необходимый для хранения заявок 
j-го типа, поступивших в УК к текущему моменту времени: 
)t(Zm)t(N ОСТjjj  , 
где   mj – потребное количество байт для хранения заявки j-го типа; 
)t(ZОСТj  – количество заявок j-го типа в буферной памяти к момен-









  – скорость заполнения буферной памяти  заяв-
ками j-го типа на текущий момент времени t; 
)t(ZПОСТj – количество поступивших заявок  j-го типа за время 
выпt ; 
]X[  – функция округления числа Х до минимально ближайшего целого. 
ЦФ характеризует временной резерв, который необходим для реализа-
ции процедур адаптивного управления вычислительными ресурсами УК. 
Критерий окончания поиска плана распределения ресурсов зависит 
от времени реализации управляющего воздействия реалt : 

















   при  выпреал tt  . 
Отсюда, метод адаптивной коррекции времени выполнения оптими-
зационных процедур распределения ресурсов УК состоит в циклическом 
расчетах )t(n  и проверке критерия окончания поиска. Исследования 
аналитической модели, реализующей разработанный метод,  показали, 
что при высоких интенсивностях трафика среднее время выполнения 
процедур поиска плана составляет порядка единиц миллисекунд, что 
удовлетворяет требованиям, предъявляемым к оперативности работы 
для систем реального времени. 
Выводы. Таким образом, метод адаптивной коррекции времени выпол-
нения оптимизационных процедур распределения ресурсов УК предназначен 
для исключения ситуаций переполнения буферных областей памяти инфор-
мационных каналов и позволяет своевременно осуществлять перераспреде-
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