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    Within the Future Internet (FI) ecosystem, the Fifth Generation (5G) networks are 
already underway. These exploit higher frequency bands with wider available bandwidths 
and consider extreme base station and device densities, forming a Heterogeneous 
Network (HetNet) environment, aiming to meet the performance requirements of the 
lowest possible end-to-end latency and energy consumption. Efficient connectivity 
management in such a diverse networking environment is an open issue, towards 
attending user mobility between multiple Radio Access Technologies (RATs) and 
network tiers, confronting complexity and interoperability issues, accommodating 
application demands and user preferences and exploiting the capability of handling 
multiple active network interfaces concurrently. Collection, modeling, reasoning, and 
distribution of context in relation to sensor data would play a critical role in this 
challenge.  
    To this goal, the exploitation of the principles of context-awareness and autonomicity, 
should be exploited, as they enable the network entities to be aware of themselves and 
their environment, towards self-governing their behavior to achieve specific goals. 
Furthermore, proper assessment of the various VHO management approaches that present 
alternative context acquisition strategies, is needed, requiring a sufficiently 
comprehensive and generally applicable performance evaluation methodology, as the 
available methodologies for evaluating the performance of these proposals and for 
comparing alternatives are still limited.  
   Therefore, the contributions of this dissertation are twofold. The first part of the 
dissertation sheds new light to Vertical Handover (VHO) operations from an Autonomic 




and self-x capabilities, by identifying the main concepts and providing a taxonomy of 
relevant architectural components and features, extending the current literature. 
Furthermore, representative state-of-the-art handover management solutions with context-
aware and autonomic characteristics are presented, analyzed and correlated according to 
the proposed taxonomy and criteria, ultimately considering the overall enhancement of 
the VHO operations, culminating to conclusions that provide useful insights towards 
future, further enhanced solutions.  
    The second part of the dissertation provides a versatile modeling methodology, 
incorporating all significant effects that have an impact on performance, including 
signaling, processing and congestion (queuing theory). The resulting model is 
comprehensive, yet capable of admitting closed form solutions and can be flexibly 
tailored to different VHO architectures. To demonstrate the latter, we apply the modeling 
methodology in two context-aware VHO approaches that differ in the way of acquiring 
dynamically varying context (i.e. on-demand and proactively). For both approaches, the 
model-based results are validated against simulations, confirming the effectiveness and 
the accuracy of the modeling methodology, demonstrating that the proactive approach can 
provide significant delay and processing efficiency gains, leading in accordance, to 
potential energy consumption savings and lower OPEX and CAPEX costs. 
 
Keywords:  Autonomic Network Management, Context -Awareness, 
Cognition, Machine Learning,  Proactive Computing,  Connectivity 
(Mobili ty) Management, HetNets,  5G Networks,  Future Internet,  








΢ην πεξηβάιινλ ηνπ Γηαδηθηύνπ ηνπ Μέιινληνο, ε Πέκπηε γεληά (5G) δηθηύσλ έρεη ήδε 
αξρίζεη λα θαζηεξώλεηαη. Σα δίθηπα 5G αμηνπνηνύλ πςειόηεξεο ζπρλόηεηεο παξέρνληαο 
κεγαιύηεξν εύξνο δώλεο, ελώ ππνζηεξίδνπλ εμαηξεηηθά κεγάιε ππθλόηεηα ζε ζηαζκνύο 
βάζεο θαη θηλεηέο ζπζθεπέο, ζρεκαηίδνληαο έλα πεξηβάιινλ εηεξνγελώλ δηθηύσλ, ην 
νπνίν ζηνρεύεη ζην λα θαιπθζνύλ νη απαηηήζεηο ηεο απόδνζεο σο πξνο ηελ κηθξόηεξε 
δπλαηή ζπλνιηθή ρξνλνθαζπζηέξεζε θαη θαηαλάισζε ελέξγεηαο. 
Η απνδνηηθή δηαρείξηζε ηεο ζπλδεζηκόηεηαο ζε έλα ηόζν εηεξνγελέο δηθηπαθό 
πεξηβάιινλ απνηειεί αλνηρηό πξόβιεκα, κε ζθνπό λα ππνζηεξίδεηαη ε θηλεηηθόηεηα ησλ 
ρξεζηώλ ζε δίθηπα δηαθνξεηηθώλ ηερλνινγηώλ θαη βαζκίδσλ, αληηκεησπίδνληαο ζέκαηα 
πνιππινθόηεηαο θαη δηαιεηηνπξγηθόηεηαο, ππνζηεξίδνληαο ηηο απαηηήζεηο ησλ ηξερνπζώλ 
εθαξκνγώλ θαη ησλ πξνηηκήζεσλ ησλ ρξεζηώλ θαη δηαρεηξίδνληαο ηαπηόρξνλα 
πνιιαπιέο δηθηπαθέο δηεπαθέο. Η ζπιινγή, ε κνληεινπνίεζε, ε δηεμαγσγή 
ζπκπεξαζκάησλ θαη ε θαηαλνκή πιεξνθνξίαο πεξηερνκέλνπ ζε ζρέζε κε δεδνκέλα 
αηζζεηήξσλ ζα παίμνπλ θξίζηκν ξόιν ζε απηήλ ηελ πξόθιεζε.  
 Με βάζε ηα παξαπάλσ, θξίλεηαη ζθόπηκε ε αμηνπνίεζε ησλ αξρώλ ηεο επίγλσζεο 
πεξηερνκέλνπ θαη ηεο απηνλνκηθόηεηαο, θαζώο επηηξέπνπλ ζηηο δηθηπαθέο νληόηεηεο λα 
είλαη ελήκεξεο ηνπ εαπηνύ ηνπο θαη ηνπ πεξηβάιινληόο ηνπο, θαζώο θαη λα 
απηνδηαρεηξίδνληαη ηηο ιεηηνπξγίεο ηνπο ώζηε λα πεηπραίλνπλ ζπγθεθξηκέλνπο ζηόρνπο. 
Δπηπιένλ, ρξεηάδεηαη αθξηβήο πνζνηηθή αμηνιόγεζε ηεο απόδνζεο ιύζεσλ δηαρείξηζεο 
ηεο ζπλδεζηκόηεηαο γηα εηεξνγελή δίθηπα, νη νπνίεο παξνπζηάδνπλ δηαθνξεηηθέο 
ζηξαηεγηθέο επίγλσζεο πεξηβάιινληνο, απαηηώληαο κηα κεζνδνινγία πνπ λα είλαη 
πεξηεθηηθή θαη γεληθά εθαξκόζηκε ώζηε λα θαιύπηεη δηαθνξεηηθέο πξνζεγγίζεηο, θαζώο 




   Tν ζύλνιν ηεο κειέηεο επηθεληξώλεηαη ζε δύν ζεκαηηθνύο άμνλεο. ΢ην πξώην 
ζεκαηηθό κέξνο ηεο δηαηξηβήο, αλαιύεηαη ν ξόινο ηεο επίγλσζεο πεξηβάιινληνο θαη ηεο 
απηνλνκηθόηεηαο, ζε ζρέζε κε ηελ δηαρείξηζε ηεο ζπλδεζηκόηεηαο, αλαπηύζζνληαο έλα 
πιαίζην ηαμηλόκεζεο θαη θαηεγνξηνπνίεζεο, επεθηείλνληαο ηελ ηξέρνπζα βηβιηνγξαθία. 
Με βάζε ην πξναλαθεξζέλ πιαίζην, ηαμηλνκήζεθαλ θαη αμηνινγήζεθαλ ιύζεηο γηα ηελ 
ππνζηήξημε ηεο θηλεηηθόηεηαο ζε εηεξνγελή δίθηπα, νη νπνίεο δύλαληαη λα ζεσξεζνύλ όηη 
παξνπζηάδνπλ επίγλσζε πεξηβάιινληνο θαη απην-δηαρεηξηζηηθά  ραξαθηεξηζηηθά. 
Δπηπιένλ, κειεηήζεθε θαηά πόζνλ νη απνθάζεηο πνπ ιακβάλνληαη σο πξνο ηελ επηινγή 
ηνπ θαηάιιεινπ δηθηύνπ, ζύκθσλα κε ηελ θάζε ιύζε, είλαη απνηειεζκαηηθέο θαη 
πξνηάζεθαλ ηξόπνη βειηηζηνπνίεζεο ησλ ππαξρνπζώλ αξρηηεθηνληθώλ, θαζώο θαη 
πξνηάζεσλ πξνο πεξαηηέξσ αλάπηπμε ζρεηηθώλ κειινληηθώλ ιύζεσλ. 
΢ην δεύηεξν ζεκαηηθό κέξνο ηεο δηαηξηβήο, αλαπηύρζεθε κηα επέιηθηε αλαιπηηθή 
κεζνδνινγία, πεξηιακβάλνληαο όινπο ηνπο παξάγνληεο πνπ κπνξνύλ λα ζπλεηζθέξνπλ 
ζηελ ζπλνιηθή ρξνλνθαζπζηέξεζε, ιακβάλνληαο ππόςηλ ηελ ζεκαηνδνζία, ηελ 
επεμεξγαζηηθή επηβάξπλζε θαη ηελ ζπκθόξεζε (κειέηε νπξάο), επεθηείλνληαο ηελ 
ηξέρνπζα βηβιηνγξαθία. Η κεζνδνινγία είλαη πεξηεθηηθή, ελώ ηαπηόρξνλα πξνζθέξεη 
θιεηζηνύ ηύπνπ ιύζεηο θαη έρεη ηελ δπλαηόηεηα λα πξνζαξκόδεηαη ζε δηαθνξεηηθέο 
πξνζεγγίζεηο. Πξνο απόδεημε απηνύ, εθαξκόζακε ηελ κεζνδνινγία ζε δύν ιύζεηο κε 
δηαθνξεηηθή ζηξαηεγηθή επίγλσζεο πεξηβάιινληνο (κηα κεηαδξαζηηθή θαη κηα 
πξνδξαζηηθή). Καη γηα ηηο δύν πξνζεγγίζεηο, ηα αλαιπηηθά απνηειέζκαηα 
επηβεβαηώζεθαλ από πξνζνκνηώζεηο, επηβεβαηώλνληαο ηελ απνηειεζκαηηθόηεηα θαη ηελ 
αθξίβεηα ηεο αλαιπηηθήο κεζνδνινγίαο. Δπηπιένλ, απνδείρζεθε όηη ε πξνδξαζηηθή 
πξνζέγγηζε εκθαλίδεη θαιύηεξε απόδνζε σο πξνο ηελ ζπλνιηθή ρξνλνθαζπζηέξεζε, ελώ 




νθέιε θαη ζηελ ζπλνιηθή ελεξγεηαθή θαηαλάισζε θαη ζηα ιεηηνπξγηθά θαη 
θεθαιαηνπρηθά θόζηε (OPEX θαη CAPEX). 
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The provision of ubiquitous broadband network access for mobile users has been a key 
research issue for a number of years, promoting the notion of a FI environment, consisting of 
open, intelligent and collaborative wireless and wire-line access networks [1]. Within the FI 
ecosystem, the Fifth Generation (5G) networks are already underway. These exploit higher 
frequency bands with wider available bandwidths and consider extreme base station and 
device densities, forming a Heterogeneous Network (HetNet) ecosystem, targeting at the 
lowest possible energy consumption and end-to-end latency [2], while catering to different 
service requirements. In this complex network ecosystem, macro cells will coexist with small 
cells (such as fempto and pico cells) utilizing multiple radio access technologies (RATs) [3]. 
In parallel, the FI vision includes the Internet of Things, regarding the management of 
information about real world objects and their surroundings, provided by an enormous 
number of sensors, wireless communications devices and embedded systems operating in 
different environments and providing a number of different services [4], [5]. In such a 
heterogeneous and complex networking ecosystem, users should be able to have 
contextualized, proactive and personalized access to services everywhere, under a seamless 
experience [6], extending the „always best connected‟ (ABC) notion.  
Therefore, it becomes essential to take a unified approach that integrates all diverse 
networking technologies available [6], towards enabling seamless roaming between networks, 
while accessing applications with different service requirements, and towards providing 
enhanced Quality of Service (QoS) and user satisfaction. Collection, modeling, reasoning, 
and distribution of context in relation to sensor data would play a critical role in this 
challenge [7]. Hence, a context-aware Vertical Handover (VHO) management framework is 




most suitable access network for each specific service, to ensure service continuity and 
robustness against link and network impairments. 
In this direction, the ideal answer and at the same time, the key, to ensure seamless 
connectivity in a complex heterogeneous FI environment could be provided by the vision of 
ANM, encompassing context-awareness, self-management and cognitive functionalities. 
ANM addresses the ability of networks to be aware of themselves and their environment and 
self-govern their behavior to achieve specific goals [8], without compromising the 
performance of the other coexisting networks or the global network performance metrics. 
ANM shares motivation and has confluent goals with other emerging technologies, such as 
Software Defined Networks (SDN) and Network Function Virtualization (NFV), as all three 
concepts seek to increase the flexibility, reliability and efficiency of operations and optimize 
network management and control. As it has been recognized, the notions of ANM, SDN and 
NFV can coexist [9], [10], [11]. In particular, ANM could be used to promote the local 
optimum in balance with the global optimum and the self-awareness of each distributed entity 
could be used to build the global awareness, enabling the development of appropriate global 
policies used to optimize the operation of the whole network. 
Furthermore, various architectures and frameworks have been proposed, considering the 
management of VHOs in a heterogeneous set of Radio Access Networks (RANs), with the 
aim of enabling effective, context-aware network selections, but the available methodologies 
for evaluating the performance of these proposals and for comparing alternatives are still 
limited. Major standardization activities have provided specifications, notably the IEEE 
802.21 [12] (and its evolutions IEEE 802.21 2017 [13] and 802.21.1 [14]) and the 3GPP 
ANDSF [15], for a unified VHO management framework. Part of these specifications 
addresses the collection and exchange of context related to the Candidate access Networks 




aforementioned standards-based frameworks provide support primarily for static, time-
invariant, context (e.g., a list of RANs serving a given area) and the architecture of these 
frameworks includes a Context Server (CS), serving as a repository of the relevant 
information.   
In addition to these facilities, however, dynamically varying context is also necessary. In 
particular, resources availability context (depending on the current network loading 
conditions) is crucial for an optimal network selection, towards avoiding issues such as the 
occurrence of a series of unnecessary handovers (ping-pong effect) and bringing to the user 
the desired quality QoS. Due to the static nature of the information stored in the CS of the 
standards-based VHO frameworks, the acquisition of dynamic resource availability context 
occurs reactively, on  an on-demand basis: Each time a handover is triggered, the MN subject 
to handover (or its Serving Network (SN)) exchanges signaling messages with the CNs, to 
determine the resources availability status therein. Several proposals have been made, as 
amendments or extensions of the standards-based VHO frameworks, including [16], [17], 
[18], [19], either equipping the original CS with the capability of receiving and storing 
dynamic context, or including one or more additional CS for the dynamic context.  
Proper assessment of the relative merits of alternatives such as those just mentioned 
requires a sufficiently comprehensive and generally applicable performance evaluation 
methodology. However, most quantitative assessments that exist in literature rarely illustrate 
the exact process and the sources of the context-related information dissemination, and they 
result to a simple methodology demonstrating the steps of the VHO process and a basic 
signaling message exchange, adding up constant times. Such methodologies overlook various 
important complexities such as queueing phenomena. In addition, there are several brute-
force simulation studies specific to a proposed framework, where it is hard to extrapolate the 




compare and contrast them, in order to prove the feasibility of each approach for efficient 
target network selection in next generation HetNets.  
1.1 Contribution 
On the first part of the dissertation, the field of autonomic VHO management is surveyed, 
by employing concepts of ANM to VHO management for the first time, in order to shed new 
light to VHO operations from an ANM point of view, investigating the role of context-
awareness and self-x capabilities, towards encompassing FI environments and the emerging 
5G networks [20]. 
A number of earlier studies (including [21], [22], [23], [8], [24], [25] and [26], among 
others) have surveyed issues related to ANM in general, but without specializing on VHO 
management, while other studies (e.g., [27], [28], [29], [30], [6], [31]) have focused only on 
general aspects of VHO management. Additionally, publications [32] and [33] have surveyed 
several purposed VHO management solutions featuring some degree of intelligence or a 
cognition potential. Despite such prior works, however, to the best of our knowledge there is 
a lack of a study that focuses particularly on autonomic VHO management in the FI era, 
defining the subject and providing a comprehensive analysis.  
We start by reviewing basic concepts regarding cognition and autonomicity. Subsequently, 
we employ these concepts in an analysis of the autonomic handover management procedures 
under the light of the autonomic functions monitor, analyze, plan, and execute, providing an 
overview of the involved sub-processes and corresponding algorithms. We introduce a new 
taxonomy of the relevant architectural components, considering the scenario of context-aware 
MNs that operate within a complex FI environment and self-manage their mobility behavior. 
Building upon the aforementioned taxonomy, we proceed towards addressing another issue 




important autonomic features related to autonomic handover management are discussed, each 
one promoting the system's self-optimization along a certain direction, towards the overall 
enhancement of the VHO operations. In connection with the autonomic features mentioned, 
we also investigate robustness issues associated with the VHO parameters and metrics of the 
network selection decision function. Such considerations relate to the ability of a system to 
achieve stable decisions under conditions of partial and possibly imprecise knowledge of 
contextual information, still a largely open issue in the present state of the art on network 
selection frameworks [33], [6]. 
Furthermore, on the second part of the dissertation, we provide a modeling analysis 
methodology, focusing on signaling in the VHO preparation phase, which incorporates all 
significant aspects associated with the exchange and processing of the signaling messages 
among the relevant architectural components, including the exact process of how context 
(including dynamic resource information) is made available [34]. The aim is to investigate the 
impact in delay-related performance, including all the involved transmission, processing and 
waiting delays. The system model is comprehensive, yet able to produce closed form results. 
The generic modeling analysis methodology is flexible, especially designed to adapt to 
different architectures that present different strategies of checking the resource-related 
information.  
More specifically, we present a standard-based reactive approach, which can be defined as 
an on-demand resource information gathering approach. Through the proposed methodology, 
it can be illustrated how architectural choices affect the congestion in terms of their major 
architectural components. It can also be demonstrated the impact of computational resources 
scaling, in view of the overall end-to-end delay, in order to prove the feasibility of the 
approach for efficient RAN selection in next generation HetNets. Analytical results are 




parameters. The proposed generic analytical methodology is properly designed to be 
applicable in relative heterogeneous network scenarios that are going to be presented at the 
next step of the doctoral thesis, combining the principles of context-awareness and 
autonomicity. 
1.2 Structure 
The general concepts of context-awareness, cognition and autonomicity are introduced 
in Chapter 2, followed by the proposed taxonomy and classification framework for 
context-aware VHO management in view of ANM, filling the existing literature gap. 
Proposed related autonomic features and robustness considerations for context-aware 
connectivity management are presented in Chapter 3. Accordingly, the developed 
concepts considering the proposed taxonomy and classification are applied to 
representative state-of-the-art context-aware handover management solutions with 
autonomic characteristics. Specifically, Chapter 4 reviews key characteristics of selected 
autonomic connectivity management solutions, providing a comparison of these solutions 
according to the framework, and presenting useful insights towards future, further 
enhanced solutions.  
Furthermore, Chapter 5 presents the main elements of the proposed quantitative 
modeling methodology for context-aware connectivity management in HetNets, after 
presenting the necessary background of the major VHO management frameworks and 
related work. With the appropriate application of these generic methodology steps, the 
model can be adapted for the evaluation of different architectural approaches, as it is 
illustrated in Chapter 6, presenting an on-demand context-aware approach, and in Chapter 
7, presenting a proactive context-aware approach. Chapter 8 provides numerical and also 
simulation results, showing the validation of the proposed analytical modeling 




impact on the overall delay of the VHO preparation phase under various conditions. 





2. Context-Aware Connectivity Management in Light of 
ANM 
2.1 Basic Concepts considering Context-Awareness, Cognition and 
Autonomicity 
    Context is any information that assists in determining any situation(s) related to a user, 
network or device [35] and can be distinguished to static and dynamic context and the levels 
of abstraction, as it is presented with more details in the following. Dynamic context in 
comparison to static context is more time-variant and thus more difficult to predict. Static 
context may include user‟s application preferences, the list of RANs serving a given area, 
security policies and cost. Dynamic context may include resources availability context 
(depending on the current network loading conditions), user location, MN velocity, battery 
power etc.  
    In the heterogeneous and complex 5G networking ecosystem, users should be able to have 
contextualized, proactive and personalized access to services everywhere, promoting the 
Quality of Experience (QoE). The term context awareness refers, in general, to the ability of 
computing systems to acquire and reason about the contextual information in order to be able 
to adapt the corresponding applications accordingly [25]. Hull et al. [36] described context 
awareness as “the ability of computing devices to detect, sense, interpret and respond to the 
aspects of a user's local environment and the computing devices”.  
    Context-aware applications have the ability to adjust their behavior according to a different 
situation or condition without explicit user intervention, while situation awareness can be 
seen as the perception of an entity's situation to anticipate its needs/demands [37]. To achieve 
situation awareness all context conditions that describe what is happening should be known 




based information obtained by sensors [37]. We consider context-awareness as a fundamental 
autonomic feature, related to the Information Collection phase, as it is going to be discussed 
in detail, later on. 
Cognition is related to intelligence and has been employed to enhance the effectiveness in 
network management solutions. The cognitive network concept is described in [38], as 
encompassing networks that can perceive current network conditions, plan, decide, act on 
those conditions, learn from the consequences of these actions and follow end-to-end goals. 
This feedback loop implements a learning model, in which past interactions with the 
environment guide current and future interactions, resulting in intelligence enhancements. 
Furthermore, in [39] it is claimed that cognition is mostly related to the inference plane, being 
driven by sensors, related to network planning and optimization and being differentiated from 
“involuntary functions” related to the management plane and configuration management, 
which is being driven by the “effectors”. In other words, this second approach differentiates 
cognition from network management execution. 
With respect to ANM, the ultimate aim is to create self-managed networks to overcome the 
rapidly growing complexity of networks. In 2001, IBM presented the autonomic computing 
framework, describing a system with „self-x‟ properties, such as self-management, self-
configuration, self-optimization, and self-protection [40]. Essential characteristics of an 
autonomic computing system include the capabilities to perceive its state and the state of its 
environment, to react accordingly to specific stimuli and to optimize its performance based on 
the reported status and stimuli. It is noted that autonomicity is frequently discussed by means 
of drawing analogies to biological entities, such as the human autonomic nervous system, so 
the relevant terminology can be metaphorically related to functional and/or structural aspects 
of a living organism [41], [42]. Correspondingly, the vision towards autonomic networking 




network and its environment; analyzing changes to achieve the goals; planning 
reconfiguration if goals cannot be achieved; and executing those changes and observing the 
results. The operation of the control loops is enhanced by adding learning and reasoning 
processes, as well as by employing a well-structured knowledge base. 
ANM enables the system to evolve and to adapt to changes, in terms of either business 
objectives or users‟ requirements. For this reason, ANM introduces rules to formalize the 
description of operations of various network elements in response to changes in the 
environment [23]. These rules are generally implemented by policies, defined (initially) by 
network administrators, guiding the behavior of network components. A typical advantage of 
policy-based network management systems is their ability to reconfigure and adapt their 
behavior by modifying the applied policies at runtime, without suspending system operation. 
 




Policies at the lowest level are typically defined by the Event-Condition-Action triplet, 
which specifies the actions that have to be taken in response to predefined conditions, 
triggered by events. At the next level, goal policies are defined, which describe the goal-
conditions that should be met, e.g. „„Response time not greater than 2 sec” [44]. At an even 
higher level, some efforts have been dedicated to model system control using utility function 
based policies. Utility functions provide a natural and advantageous framework for achieving 
self-optimization in a dynamic, heterogeneous environment [45], [46]. Given a utility 
function, the system must use an appropriate optimization technique to determine the most 
valuable feasible state by tuning system parameters or reallocating resources, considering also 
aspects such as cost [47], [48], [49]. Additionally, utility functions allow degrees of flexibility 
in selecting different levels of QoS, matching the needs of different applications or user 
classes [50], [51]. 
By putting the various approaches just mentioned together, policies can be organized 
according to their purpose, forming a hierarchy, as depicted in Figure 1. Significant 
autonomic network management architectural frameworks are based on policies, such as 
Autonomia [52], DRAMA [53], Unity [54], ACCORD [55], CA-MANET [56], AutoI [57], 
ANA [58], and FOCALE [43]. 
In recapitulation, it can be stated that the concepts of cognitive networks and autonomic 
network management respond to almost the same expectations. Two differentiating factors on 
these definitions may be considered: the extent to which intelligence can be considered an 
axiomatic property for autonomicity; and the consideration of including network management 
execution among the cognitive networking tasks [21]. Based on IBM‟s definition for 
autonomic computing, the basic self-x properties include awareness, adaptivity, proactivity 
and optimization, thus it can be argued that a system does not have to be intelligent to 




autonomicity. On the other hand, in recent research papers concerning autonomic network 
management, learning and intelligence are being considered as fundamental dimensions of 
autonomic systems [23], [22], [24], [8]. In our point of view, considering a holistic autonomic 
approach, cognitive functions shall be considered as part of the autonomic network 
management framework of a FI system.           
Lastly, a similar concept to ANM is the Self-Organizing Networks (SONs), which are able 
to independently decide when or how to trigger certain actions based on continuous 
interaction with the environment [26]. However, SONs do not currently include proactivity 
[26], which is considered as a fundamental feature of ANM, as it is presented in Chapter 3.  
2.2 Taxonomy and Classification Framework for VHO 
Management in View of ANM  
VHO management in the era of 5G concerns user mobility among multiple radio access 
technologies, multi-layer and even multi-operator dense network scenarios, where the user 
may have to perform multiple vertical handovers during the connection-time to switch among 
different cellular layers (e.g. macro-small cell) and/or radio interfaces (e.g. 4G, 5G, WiFi). 
Therefore, VHO management is a considerably more complex process than the management 
of horizontal handovers enabling user mobility in a single radio access network, as due to this 
high degree of heterogeneity, interoperability issues are posed [6]. In Figure 2 and in Figure 
3, the different HO types are depicted existing in a HetNet environment, as well as, the effect 
on complexity according to different handover types. Also, there are other aspects 
contributing to the increased complexity, including the need for accommodating application 
demands and user preferences and for exploiting the capability of handling multiple active 
network interfaces concurrently. 
One way to address these challenges is by introducing context aware MNs that self-manage 




In particular, the support of connectivity management between macrocells and femtocells 
dictates migration from network-controlled to autonomous, self- and environment-aware 
MNs, which can be founded on the use of cooperative and cognitive radio strategies [59]. 
Such functionality may assist in the neighbor cell list discovery and the cell reselection. For 
such operations the serving cell configures the MN to perform signal quality measurements to 
acquire the system information of the new cell [59]. In general, the context-aware MNs just 
mentioned, may be assisted by further components of the handover management architecture, 
higher up in the network hierarchy that provide/enforce appropriate policies to the MNs, in 
order to achieve global optimization goals (e.g., load balancing). 
 






Figure 3. Handover types versus complexity. 
It is noted that current research directions considering the increasingly denser and 
unplanned network layout, promote context-aware strategies that are not necessarily 
autonomic. For example, [60] proposes a strategy to minimize unnecessary handovers, aimed 
at multi-tier cellular networks, combining both user-location awareness and cell-size 
awareness, while [61]  develops a velocity-aware solution via stochastic geometry, which 
resolves handover rate problem in dense cellular networks. Further optimizations can be 
achieved by splitting the control plane and user plane, using phantom cells. This has been 
proposed as a potential solution to minimize network control overhead in 5G networks [62]. 
Such solutions may be enhanced by incorporating elements from the autonomic networks that 
can enable distributed context awareness, processing and decision making. 
In line with the trends just discussed, this section discusses handover management 
frameworks in light of ANM, assuming context aware MNs self-managing their mobility 
behavior (at least to a degree) according to policy-based management principles. As part of 
this discussion, we introduce a new taxonomy of the relevant architectural components. 
In principle, the structure of the media independent handover mechanisms can be taken as a 




to this structure, and according to established VHO frameworks (such as the IEEE 802.21 
[12] and 3GPP Access Network Discovery and Selection Function (ANDSF) [63]), the 
handover management procedure can be separated into three phases: handover initiation, 
which contains network discovery, network selection and handover negotiation, followed by 
handover preparation which contains layer 2 connectivity and IP connectivity, and then 
complemented by handover execution, which includes handover signaling, context transfer 
and packet reception. However, here we organize the relevant operations in a slightly 
different manner that enables us to highlight the autonomic character/elements of the 
handover management procedure. A similar organization has been followed in [27]. 
 
Figure 4. Phases of the autonomic VHO management and associated architectural 
components. 
Specifically, the operations are grouped into the phases of information collection, being 




handover initiation and network selection processes and its corresponding algorithms, itself 
followed by handover execution
‡
, which includes handover preparation and signaling. In the 
context of these redefined phases, the handover management complies with the autonomic 
management principles of monitor (information collection), analyze & plan (handover 
decision making), and execute (handover execution) functions. 
Figure 4 illustrates the interaction of these phases and their connection with key 
architectural components. The alternative grouping of phases just presented reflects better the 
autonomic control loops involved,  while remaining fully aligned with the aforementioned, 
more conventional, grouping (i.e. handover initiation, preparation and execution), in the sense 
that all individual actions are included in both groupings. As a summary, Figure 5 depicts 
relevant attributes discussed in the following. 
 
Figure 5. Key attributes/properties of the autonomic VHO management phase 
                                                          
‡
 The term 'handover execution' here refers to the Monitor-Analyze-Plan-Execute loop in ANM, instead of the actual 




2.2.1 Information Collection 
The information collection process gathers the required user, terminal and network context, 
in order to provide to the MN self- and environment-awareness. This process is critical, as it 
constantly provides appropriate information to the „analyze & plan‟ functions of the handover 
decision making phase, indicating the need for a handover initiation and assisting in the 
network selection. According to [28] and [64], contextual information encompasses user 
context, including user-related information such as preferences, priorities and profiles history. 
Another type of context is terminal-related information, such as power status, physical 
mobility parameters (e.g., distance, location), Received Signal Strength (RSS) and Signal to 
Noise plus Interference Ratio (SINR) measurements, as well as information related to running 
applications (e.g., QoS requirements). 
Furthermore, network context may be included, providing indicators of the quality and the 
availability of resources of neighboring networks (through metrics such as bandwidth or 
throughput), or provider context (e.g., cost, security management, etc).  Finally, another 
important type of context relates to handover performance, including parameters such as 
handoff latency, decision latency, execution latency, degradation rate, and improvement rate. 
Concerning autonomic handover management solutions, user-related context plays a 
significant role, permitting the maximization of the user satisfaction by taking into account 
the user preferences. More precisely, the handover decision making module uses the collected 
information to evaluate the available access networks and to select the most capable network, 
satisfying at the same time the user‟s request at a particular time (e.g., “maximize throughput, 





This more elaborate consideration of user preferences refines the concept of an Always Best 
Connected (ABC) device. Therefore, it is important for the information collection module to 
maintain user profiles, in order to be able to accumulate the user-related context. 
It is noted that the volume of collected data must be post processed and/or converted in a 
form suitable for later use. In particular, raw measurement data should be converted to a 
common format, understandable by subsequent decision making processes. Also, to avoid 
overloading the information collection and knowledge base components with raw 
measurement data, filtering is needed [66]. Consequently, there is a trade-off between 
precision and measurement load [67]. 
In autonomic handover management, information collection may be characterized as active 
or passive. In the active case, the MN itself can initiate data collection periodically, including 
the issuance of testing messages. By contrast, in passive information collection status 
capturing is initiated and (more generally) coordinated by components at the network side 
[68]. 
In order to make the information collection process even more effective, global statistics of 
network-wide scope could be collected and analyzed, about neighboring MNs and their 
experiences with the different access networks available in the area [32], [8]. The global 
statistics gathering/analysis may potentially employ cloud computing services and/or big data 
analysis [69]. Since the network-wide view is built by sampling local views from various 
MNs within the network, a particular MN can utilize the global view to compare against its 
own status and to potentially self-adjust. For example, the global knowledge could provide 
hints to MNs for generating dynamically optimized policy parameters. More generally, 
information about neighboring MNs can be exploited in the decision-making process (e.g., to 
determine the right time to initiate a VHO) and to identify the best course of action with 




In the sense just mentioned, global statistics lead to an advanced awareness that could 
promote the adaptation and learning processes, leading to optimal handover decisions and 
ultimately improving the QoS for the end users. However, it is noted that collecting and 
maintaining network-wide global statistics may require more computational and memory 
resources and may lead to increased power consumption and signaling overhead. Therefore, 
the information collection should strive for balancing the trade-off between the extra 
overhead and the more comprehensive network view. 
2.2.2 Knowledge Base 
The knowledge base stores user, terminal and network context received from the 
information collection module, making this information available and accessible to other 
autonomic handover management entities that require it, such as the handover decision 
making functions (as shown in Fig. 2), contributing to the cognition loop. Based on [67], 
we classify the components of the knowledge base, into four logical groups, depicted at the 
top of Fig. 2 and further discussed in the following. 
To begin with, the Context Server stores current terminal, application and network 
context, logically divided in two parts: the Service Information Base and the Resource 
Information Base. The first part contains information about the service instances activated 
by customers, such as parties involved (customers and service providers), rules regulating 
the service delivery, types of resources needed, amount of each resource type needed in 
each occasion, billing plan for the service, and operation history. The second part maintains 
an up-to-date account of the type and quantity of currently available resources. 
The User Profiles Repository contains information related to the users of the mobile 
device, such as user preferences, user history, list of the subscribed services, and updated 




regarded as a part of the Context Server, we keep it separate, in order to emphasize its 
importance in autonomic handover management. 
The third logical group of the knowledge base, namely the Policy Repository, contains 
information related to policies, for use in  the handover decision making [63]. 
Complementarily, the History Repository logs information about previous handover 
decisions, such as parameters employed, cause that triggered the handover, time of 
occurrence, parties involved, target network selection, and effect of this selection. Using 
this log, the current situation may be correlated with previous comparable ones, so that 
decisions can be made faster, saving time and computational power. 
Depending on the implementation, a knowledge base may be classified as centralized, when 
the entire knowledge base is a single central entity residing at the network side, or distributed, 
when the knowledge resides at various places, mostly at the edge of the network, or even at 
individual MNs. The cloud computing concept is conformal with the centralized knowledge 
base paradigm, offering centralized data storage and processing through remotely deployed 
server farms and software networks [70]. However, the traditional centralized cloud 
computing architecture may fall short in meeting the strict latency requirements for mobility 
management in a 5G network environment. Edge, mobile edge (i.e., Mobile Edge Cloud 
(MEC)), mobile cloud and fog computing concepts, which use computing resources and 
storage at the edge of a network [71], can be used as alternatives related to the distributed 
knowledge base paradigm, potentially offering a higher delay efficiency. Such distributed 
knowledge base paradigms could facilitate the MNs to store individually essential 
information about their mobility for later use [27], further promoting the concept of self-
management. 
Furthermore, another attribute of the knowledge base, related to the history repository, is 




significant events, corresponding reactions and results, towards assisting the system in its 
current and future management decisions. 
2.2.3 Handover Decision Making 
2.2.3.1 Parameter Selection 
The handover decision making can be considered as the core phase of the VHO, since it is 
in charge of analyzing the context collected by the information collection phase and planning 
the actions to determine the best handover target [28]. This phase includes handover initiation 
and network selection processes and the corresponding algorithms. In the autonomic context 
of interest here, the handover decision making also includes cognitive self-learning 
mechanisms that enable the system to meet the forthcoming needs, promoting self-
optimization and self-healing. In reflection of this fact, the handover decision making phase 
can be organized into two distinct steps: the parameter selection and the parameter 
processing. 
The parameter selection exploits the context gathered in the information collection phase, 
towards selecting suitable parameters from a given set/pool (determined by the user or by a 
policy in effect). The selected parameters are fed as input to the parameter processing 
algorithms, essentially determining the criteria for the decision making therein. The 
versatility of the parameter selection is characterized by two attributes: context time 
variability and levels of abstraction [32]. The context time variability expresses the potential 
for including in the selected parameters set both static and dynamic context. The levels of 
abstraction refer to the capability of the autonomic system of jointly treating multi-layer 
context in uniform, abstract terms and thus the capability to make parameter selections 





2.2.3.2 Parameter Processing 
Since, as already mentioned, the parameter processing receives parameters selected on the 
basis of gathered context, the decision making therein becomes context aware. In particular, 
the context encapsulated in the selected parameters drives the parameter processing 
algorithms, towards making optimal decisions (with respect to multiple criteria). With respect 
to the algorithms themselves, and considering the current state-of-the-art of context-aware 
VHO decision making solutions, parameter processing methods can be classified into the 
following four distinct approaches: a) the decision function (DF) approach (including simple 
DFs and Multiple Attribute Decision strategies (ΜΑD)); b) the Markov decision process 
(MDP) approach; c) the policy-based (PB) approach (including Finite State Automata 
(FSA)); and d) approaches based on fuzzy logic (FL) or neural networks (NN). Each of these 
approaches is discussed further in the following. 
DF strategies use the selected parameters to calculate the values of specific decision 
functions that assess the merit of individual alternative actions. The decision simply selects 
the action with optimal merit. In this sense, DFs can be regarded also as award, cost or 
objective functions. For specific related applications of the concept, see [73], [74], [75], [76]. 
The prime advantage of this approach is simplicity. In particular, for cases involving only a 
small number of parameters, network selection may employ a simple DF evaluating the 
weighted sum of values derived from the selected parameters (repeatedly, for each network in 
the service area of a user). 
A more sophisticated distinct sub-family of decision function-based methods involves 
ΜΑD strategies. These combine and evaluate multiple decision criteria simultaneously, 
dealing efficiently with complex problems, and providing high flexibility [27], [77]. MAD 




 the Simple Additive Weighting (SAW) [78], involving a larger number of parameters 
than the simple DFs, where the score of a particular network is determined by the 
weighted sum of all the attribute values; 
 the Techniques for Order Preferences by Similarity to Ideal Solution (TOPSIS) [78], 
where the preferred network is the one closest to the ideal solution and farthest from the 
worst case solution; 
 the Grey Relational Analysis (GRA) [79], which ranks the candidate networks and 
selects the one with the highest ranking; and 
 the Analytic Hierarchy Process (AHP) [80], which decomposes the network selection 
problem into several sub-problems and assigns a weight value for each sub-problem. 
According to [81], the advantage of AHP solutions is their strong robustness for solving 
problems with complex hierarchical structure. On the other hand, considering problems with 
relatively simple hierarchy, SAW is less complex and thus preferred. In [82], AHP is used to 
determine weights to the selected parameters (bandwidth, delay, jitter, and Bit Error Rate 
(BER)), applied to several MAD algorithms, including SAW, TOPSIS, and GRA, while a 
performance comparison between them is performed. Results show that SAW, and TOPSIS 
provide similar performance for conversational streaming and interactive traffic classes, 
whereas GRA provides a slightly higher bandwidth and lower delay for the interactive traffic 
class. 
Another parameter processing approach involves MDPs. The handover problem under 
consideration is formulated with the objective of determining the action that maximizes the 
total expected reward per connection [83], [84].  
To this end, Deterministic Markovian (DM) decision rules are employed. These are 
functions that specify the action choice when the system occupies a particular state at a 




which captures memory effects. The state information includes the current network status 
plus availability of other networks in the area. The time between transitions corresponds to 
the time between successive decisions. To specify the MDP, one should calculate the 
probability of transition from one state to another. The transition probabilities can be 
estimated by the network operator based on gathered statistics. 
Several particular applications have been based on this general framework. For example, in 
[85] the transition probabilities are assumed to depend on the suitability (rank) of candidate 
networks in relation to each decision parameter and on the weight of each such parameter. 
Analysis of this model enables the determination of the optimal candidate network [85] under 
a particular set of state conditions, while the derived results can be exploited for future 
decisions.  
In [86], the optimal decision rules are constructed by means of AHP, combining the 
benefits of MDP and MAD approaches. In [83] the calculation of the optimal decision is 
performed by the operator offline and is periodically updated whenever spare processing 
capacity is available at the network access controller.  
In general, the update frequency of the Markov chain transition matrix and the flexibility 
and adaptability of the decision parameters are crucial factors determining the suitability of 
MDP for use in autonomic handover management. Apart from the core handover 
management functions, however, MDP techniques may also be used for user (physical) 
mobility modeling with a Markov chain, towards extracting the user‟s mobility patterns from 
a historical mobility trace [86]. In this way the next possible location of a user can be 
estimated, which will determine the next possible network connection(s), optimizing 
handover performance. 
The third approach to parameter processing involves policy-based decisions. In this case, 




set of policies. For policy conflict resolution, FSA can be employed, where policies can be 
represented as deterministic transducers [66], used to resolve potential conflicts, both static 
and dynamic, among the different policy rules. At a next step, a decision function (Tautness 
Function (TF) [87]) is formed, to indicate how tautly a condition fits to an event. 
Subsequently, priorities are assigned to the conditions, depending on their probability to 
occur. 
The common drawback of all three parameter processing approaches already reviewed is 
their inefficiency to handle a decision problem that involves ambiguous decision criteria. To 
remedy this deficiency, in specific scenarios FL or NN could be used as an intermediate step. 
FL-based strategies convert parameters into fuzzy sets.  
A set of fuzzy rules are applied utilizing a series of branches roughly analogous to ordinary 
IF-THEN clauses, producing a decision set (growing or shrinking as successive rules are 
applied) that is subsequently mapped into a single-valued quantity. Related applications can 
be found in [27], [65], [88], [89], [90].  
On the other hand, NN are usually employed with only one parameter and one type of 
handover policy (i.e., "keep WLAN connection when it is available"). However, NN 
architectures require training delay and prior knowledge of the radio environment [27]. 
Related applications can be found in [91], [92]. 
Finally, another important aspect of parameter processing relates to the output format of the 
network selection, indicating the target network candidate(s). For example, the output may be 
a list of the candidate networks in prioritized order, where the top of the list represents the 
one with the highest significance/weighting factor according to the predefined criteria [27]. 
 Alternatively, the output format could specify only one candidate network, selected by a 
policy-based framework [66]. Moreover, when multiple active interfaces are supported, the 





2.2.4 Handover Execution 
2.2.4.1 Handover Control Method 
The handover execution process implements the VHO management and control [28]. In this 
study, we are concerned with the control methods and management architectures considering 
state-of-the-art autonomic VHO management solutions, assuming these are distributed 
enough to enable the MN to make (at least some) decisions on its own, promoting self-
management. Accordingly, fully centralized and/or fully network controlled management 
approaches are not considered in the following, being out of scope. 
In particular, self-management is regarded as an essential property of autonomic VHO 
management, giving to the MN the ability to control its own context and enabling it to 
determine the appropriate time to execute handovers [93]. Furthermore, self-management 
promotes adaptivity, flexibility and self-optimization to the decisions of the MN [8]. 
According to the most recent trends, distributed handover management may provide a 
paradigm most congruous to the need for handling effectively the complexity of the FI 
environment and the emerging 5G networks, avoiding at the same time a single point of 
failure (characteristic of the classical centralized approaches, frequently together with high 
latencies and signaling overhead) [69], [94]. 
In general, the autonomic handover process may be characterized by the entity that is 
responsible of controlling it. It is characterized as mobile controlled [28], [27], [95] when the 
VHO initiation and decision is fully controlled by the mobile device. This is a flexible 
solution that enhances user satisfaction. The disadvantages are that the MN must possess 
advanced computational capabilities, which also lead to increased power consumption. 
Alternatively, the VHO may be characterized as network assisted, if  the handover initiation 




network, making use of the information services and undertaking the heavy programming 
tasks [66], [65]. Finally, the VHO is characterized as mobile assisted when it is initiated by 
the network, but assisted by the mobile device [96]. 
Beyond the control-related characterization just discussed, the structure of the management 
architecture is important, since it affects the scalability, performance, intelligence and overall 
autonomicity of the system [8], [68]. This structure can be classified into three basic 
categories: flat, hierarchical and hybrid. 
2.2.4.2 Management Architecture 
The flat approach refers to fully self-managed MNs, where autonomic handover managers 
(AHMs) are assumed to reside only in the intelligent MNs (as depicted in Figure 6). This 
distributed type of management architecture addresses the limitations of centralized 
management with respect to fault-tolerance and scalability, advancing autonomicity. 
However, this approach raises challenges in the domain of distributed information 
management, system-wide coordination, security, and resource provider‟s policy 
heterogeneity. It may also put on MNs excessive requirements in terms of computational 
capabilities and power consumption. Examples of flat autonomic handover management 
approaches are found in [27], [95]. 
In the hierarchical category, a main AHM supervises a set of multiple lower-level AHMs. 
Thus, a coordination management overlay should be defined, to arrange the operation of 
lower-level autonomic managers. Considering hierarchical architectures, intelligence resides 
in both the terminal and network sides, avoiding excessive complexity at the MN. In general, 
hierarchical architectures can be centralized hierarchical or distributed hierarchical [8], 
depending on whether the main AHM resides in the network side or in the MN side. 
Hierarchical autonomic architectures consider a distributed manager level (see Figure 4) [8]. 




higher degree of self-management and thus they can support autonomic handovers more 
efficiently. Also, more personalized management policies can be deployed at the autonomic 
manager of each MN. Examples of such approaches are [66], [73] and [65]. 
More specifically, according to [65] and [73], the main AHM resides in the MN. However, 
some functionalities are placed also to the operations and support system (OSS), where 
network monitoring is performed. Furthermore, a context server that resides in the core 
network collects the relevant contextual information from the various repositories and assists 
in the handover decision, in response to requests from the MN. Similarly, according to [66], 
those components that involve operator‟s management or high computational cost are located 
in the core network to minimize the complexity of the MN. Such tasks include policy 
definition, storage, and conflict resolution. These network-side components assist in handover 
decision, always with the coordination of the MN. 
In addition to the two categories already discussed, there are various hybrid architectures 
combining the previously mentioned concepts to a varying degree. In autonomic hybrid 
architectures, some self-organization and self-optimization algorithms, mostly those related to 
tasks with local scope, are running locally on the MN, while the tasks with wider scope 
(global network view) are being managed by a central managing authority on the network 
side (usually at the base station or in a cluster of base stations, as shown in Figure 6). 
It is noted that while the distribution of functionality just discussed is at present considered 
to be fixed, future autonomic VHO management architectures may have dynamically adjusted 
structure, towards an increased potential for customization [24]. In general, hybrid 
architectures achieve load balancing and traffic management, hiding the complexity from the 
MN. 
Examples of hybrid architecture can be found in [97], where autonomic MNs are assumed 




handover decisions and QoS-aware resource management. Also, [93] proposes a scheme for 
vertical handover decision making that leverages the cooperation between  the MNs and a 
controller, which manages a cluster of different access networks locally available. This 
controller is also responsible for resource control and load balancing among the MNs. 
 
 





3. Autonomic VHO Features Towards Self-Optimization 
And Robustness Issues  
3.1 Autonomic VHO features towards overall self-optimization 
We now turn to a number of important features, which characterize autonomic handover 
management and jointly lead to performance optimization. Firstly, we discuss the nature and 
effect of each of these features, in correlation with the taxonomy of Chapter 2. Secondly, we 
deal with the issue of robustness, also discussing how the autonomic features may be 
exploited towards more robust handover decision making. 
Autonomic VHO management aims at performance optimization, related to seamless 
mobility and user satisfaction. The deployment of autonomic features to automatically 
manage, optimize, and adapt the management of operations can significantly improve the 
resulting performance [47], [98]. More specifically, the combination of awareness, adaptivity, 
flexibility and proactivity drive the system to performance improvements and enable the 
system to select the best choice among a set of available alternatives, advancing the system‟s 
overall self-optimization, which can be described as the objective of autonomicity. The 
functionality of individual autonomic feature and the inter-relations between them towards 
the optimization of VHO management performance are further described in the following.  A 
summary is depicted in Figure 7. 
3.1.1 Awareness 
This is a fundamental property, present in most autonomic functionalities (i.e. see context-
awareness in Chapter 2.1). Awareness is primarily related to the monitor function of the 
information collection phase and the associated knowledge base and is most directly 




and environment awareness, addressing information collection from the MN, the networks 
and the user [47]. Awareness is expected to trigger a `prompt reaction' associated with the 
handover execution, thus closing the autonomic loop in Figure 4. 
 
Figure 7. Autonomic VHO management features towards overall self-optimization. 
Specifically in connection with VHO management, an enhanced level of awareness is 
positively correlated with the ability of the system to extract contextual information from 
multiple layers (a notion linked to the aforementioned levels of abstraction), enabling the 
consideration of the QoS requirements of running applications. The level of awareness is also 
related to the frequency of parameters monitoring, which affects the precision of the selected 
parameters used in the VHO decision making. Finally, awareness also affects the capability 
of the system to support an adjustable monitoring process. This is further discussed in the 
following, in connection with adaptivity & flexibility. 
As a concrete example, [65] demonstrated that a high degree of awareness resulted in 
enhanced (by more than 20%), end user satisfaction metrics when compared against other 




3.1.2 Adaptivity & Flexibility 
In the more general context of autonomic network management, adaptivity deals with the 
ability of the network to analyze changes indicated by current events (perceived due to the 
system's awareness) and to decide why, when, where and how a reaction should take place 
[8]. Thus, adaptivity involves the „analyze‟ and „plan‟ components of the autonomic loop. For 
example, adaptivity may trigger changes to the frequency of measurements during the 
information collection phase, and may promote adjustments to the parameter selection and 
parameter processing methods, according to environment changes and system needs [22],  
[47]. Towards this direction it is noted that adaptivity could be further enhanced by the use of 
biologically inspired solutions. For example, swarm intelligence has been employed in 
autonomic network management, addressing load balancing and route construction and 
maintenance [22]. 
The achievable degree of adaptivity depends on the level of flexibility [32] (characterized 
as limited or advanced), which is related to the capability of modifying at runtime parameter 
selection and processing methods for use in handover decision making. The term „advanced 
flexibility‟ refers to the capability of dynamically adjusting the set of said parameters, 
potentially including newly identified parameters at run-time, without requiring modifications 
to the implementation of either the support system or the application logic. The term „limited 
flexibility‟ characterizes approaches that are narrower in scope and involve a predefined 
parameters‟ domain, determined during system design. 
Obviously, VHO solutions featuring advanced flexibility equip the system with a greater 
ability to evolve, and thus improve awareness and adaptivity, making the system capable to 
adjust to a changing environment [99], [68], [8]. For example, the adaptive approach used in 





The learning functionality is part of cognition and equips the system with the ability to 
remember past behaviors, or problems and their solutions. This ability, in turn, helps the 
system to gain experience (to an extent determined by the memory strength of the knowledge 
base) that may be utilized in the decision making, in combination with adaptivity. The 
knowledge of behavioral trends and occurrence patterns of conditions/scenarios is valuable, 
especially in highly dynamic environments, as it can dramatically enhance the system 
performance, by identifying frequently repetitive patterns of actions and behaviors. Towards 
this end, artificial intelligence techniques may be employed, such as neural networks [23]. It 
has been shown in [95] that the exploitation of historically available information led to an 
improvement of about 50% in the mobile handset‟s battery autonomy and to about 25% lower 
content downloading times and network usage costs. 
3.1.4 Proactivity 
Proactivity signifies the use of preventive measures to maintain a target level of system 
performance (by means of an appropriately and timely initiated handover procedure), based 
on the analysis of the current state and on the anticipation of events and their effect on the 
system. Anticipation is a cornerstone of proactive computing, promoting actions in the 
direction of future prediction. Proactivity involves the „analyze‟ and „plan‟ components of the 
autonomic loop, utilizing data from the information collection process, which is equipped 
with awareness. Proactive techniques focus on context aware operation, statistical reasoning, 
and intelligent data-handling [100]. By proactively collecting and analyzing predicted 
information about e.g., the link status or the battery status, the resulting VHO decisions can 
be optimized [29], [101]. 
Therefore, proactive systems exploit context for responding faster and more efficiently to 




Statistical reasoning techniques such as Hidden Markov Models, genetic algorithms, and 
Bayesian techniques, can be used instead of traditional deterministic methods. For example, 
[86] computed the user‟s mobility regularity from the historical trace of the user using an 
MDP process, toward providing estimations for the next possible location of the user, 
subsequently exploited for making more robust VHO decisions. Evaluation results in [86] 
showed that this proactive strategy, used in conjunction with a multi-attribute decision 
algorithm, achieved around 50% better performance gains (in terms of throughput and 
latency) compared to a baseline greedy strategy. Other proactive user location estimation 
algorithms [60] and [61],  resulted in minimization of unnecessary handovers, providing 
throughput gains up to 47% and 70%, respectively. In general, proactive features in 
autonomic network management promote network and resource availability, service level 
agreement compliance, and enhance user satisfaction. 
3.2 Robustness Issues towards Stable and Efficient Decisions 
As already mentioned, VHO management in a FI environment must cope with the 
heterogeneous, diverse and dynamic character of the target setting and the need to jointly 
consider many different sources of context. In such an environment, robustness (generally 
defined as the ability to achieve stable and efficient decisions [102]) becomes an important 
attribute of the VHO decision making process. The following subordinate paragraphs identify 
a number of robustness-related issues and review mechanisms to overcome them. 
Subsequently, we discuss how the autonomic features can contribute towards enhancing 
robustness. A synopsis of the relevant discussion appears in Table III. 
3.2.1 Diversity of Parameters (Context Diversity)  
The joint consideration of multiple sources of context creates the need for dealing 




a uniform representation, so that different parameters-characteristics (naturally involving 
different units) are expressed through comparable values. The way to address this issue 
depends on the type of the method used for the parameter processing step of the handover 
decision making. For parameter processing using DF (including MAD) or MDP approaches, 
conventional parameter normalization (CPN) techniques [103] are appropriate, while FL-
based parameter processing naturally resorts to techniques employing fuzzification. Note that 
PB approaches do not require a uniform representation methodology, as each parameter is 
processed individually, through a relevant policy. 
3.2.1.1 Conventional Parameter Normalization Techniques 
Accordingly, CPN techniques can be organized in two categories [103]. The first one 
employs absolute normalization, where each parameter‟s value is individually scaled between 
0 and 1, with respect to a given minimum and maximum value [103]. Examples of multi-
criteria applications, which incorporate scales that conform to absolute normalization, can be 
found in [103].  
For example, consider a decision problem, where there are two relevant criteria (i.e. 
monetary cost and delay), rated for two available networks (i.e. WLAN and WiMax). 
Following the previous example, cost can be normalized with respect to a given minimum 
value of 0, and a maximum value of 1 $/min, while, delay can be normalized with respect to a 
given minimum value of 0, and a maximum value of 100 ms. In this case, WLAN is slightly 
ahead of WiMax (see Table I). 
TABLE I. Example of Absolute Normalization 
 Cost 
($/min) 
Delay (ms) Normalized 
Cost  
(weight = 0.5) 
Normalized 
Delay  
(weight = 0.5) 
Overall Performance 
WLAN 0.2 45 0.8  0.55 0.675  





The second category employs relative normalization [104], [105], where the scores 
corresponding to parameter values associated with different options (i.e., the various 
candidate networks scores) are summed up and scaled to 1. For example, if network‟s A 
delay is 45 ms and network‟s B is 25 ms, then the network‟s A normalized delay results to 
0.36 and network‟s B to 0.64, accordingly, as the bigger normalized score corresponds to the 
better network.  
TABLE II. Example of Relative Normalization 
 Cost ($/min) Delay (ms) Normalized 
Cost 
(weight = 0.5) 
Normalized 
Delay 
(weight = 0.5) 
Overall 
Performance 
WLAN 0.2 45 0.7 0.36 0.53 
WiMax 0.5 25 0.3 0.64 0.47 
 
    This is a more complex process, as all parameters have to be rescaled whenever there is a 
change to any candidate network‟s score. However, under relative normalization methods, the 
final result is more distinctive [104], [105], as it is shown in the previous example. Also, AHP 
users have typically employed relative, rather than absolute normalization. In fact, the 
traditional AHP recommends that scores for options relative to each criterion, should be 
determined in exactly the same way that criteria weights are determined; and weights are 
always relatively normalized. 
3.2.1.2 Fuzzy-logic based Parameter Processing Techniques 
With FL-based parameter processing, conversion of absolute parameter values to relative 
ones comes as part of FL's inherent capability for handling a decision problem that involves 
ambiguous decision criteria [106], [107]. The approach of FL is comprised of four steps 
[108]. The first step is the fuzzification. For example, if the delay of a voice call is 25ms, 
through the membership function the delay is identified as low or high [65]. The second step 
is the rule evaluation, e.g., “if delay is low and jitter is low, then quality of voice call is high”. 




each output variable. The last step is the defuzzification, where the fuzzy sets are converted 
into appropriate output values. For example the output values can vary between “strong 
accept” and “strong reject”, acquiring numerical values between 1 and 0, respectively. 
A special form of the parameter representation issue emerges when considering the QoS 
requirements of different applications. The QoS parameters should be treated differently by 
each application, as each one has its own QoS constraints [73]. For example, the jitter-related 
requirements for a voice call differ from those of a streaming application. Therefore, a 
different treatment for the jitter scores should be used in each case [65]. When absolute 
normalization is used, the appropriate upper and lower values should be identified for each 
case. For relative normalization, application-specific thresholds for the relative scores are 
needed, to ensure that that the decision yields acceptable values for each criterion, for each 
application. Similarly, for parameter processing involving PB approaches, different policies 
should be specified for each application. Finally, if FL is used, different membership 
functions should be used for handling the same QoS criterion in connection to different 
applications [65], [107]. 
3.2.2 Diversity of Criteria/Rules 
An effective handover decision making should be capable of jointly employing multiple 
criteria/rules, and assigning different importance to each of these criteria, towards optimized 
decisions tailored to the environment. Specifically, [109] demonstrated that that properly 
assigning importance to criteria has a direct impact on the handover failure probability. 
FL-based decision making inherently lends itself to the joint consideration of multiple 
criteria, through the definition of parallel rules that may be applied simultaneously, to obtain 
the desirable outcome [65], [110]. For example, the fuzzy rule "If bit error rate is low AND 
burst error rate is low AND packet loss ratio is low, then quality is Strong Accept" [65], 




three conditions are satisfied. PB approaches can also handle groups of parameters according 
to different criteria, through relevant policies. However, in this case, the occurring conflicts 
have to be resolved. 
For other parameter processing methods, employing CPN techniques, a different 
importance can be defined for each individual criterion [109], while, AHP [80] may be used 
in order to assign a different level of importance to each group of criteria. Indeed, AHP 
decomposes the decision problem into several sub-problems, making use of hierarchy. 
Different groups of criteria may be associated with different AHP sub-problems and their 
relative importance may be tuned through the assignment of corresponding weights [107]. 
For example, according to AHP, the first tier of parameters could include cost and QoS, 
associated with respective weights. The QoS could be further analyzed into a set of second-
tier parameters, such as bandwidth, delay and jitter. The weights for the parameters in the 
second tier could be adapted according to the demands of each application and to user 
preferences. 
It is worth mentioning that a number of VHO management proposals use initially FL 
followed by CPN techniques to employ AHP, (such as [65], [107]), combining the benefits of 
both approaches. 
3.2.3 Context Uncertainties & Incompleteness 
Another set of robustness-related challenges arises in connection with the ability of the 
decision system to cope with uncertainties and incomplete information. Uncertainties refer to 
the imprecise knowledge of context, particularly when successive measurements for the 
values of some parameters fluctuate beyond a level of tolerance. Incompleteness is associated 
with missing information, including the lack of information due to failures encountered 




One way to rectify the effects of uncertainties, particularly considering performance-related 
measurements, is by verifying the measured data against related data referring to other layers 
[72], [111]. This general concept is consistent with all methods for the uniform representation 
of parameters, including CPN and the methods appropriate for PB- or FL-based parameter 
processing algorithms. 
The way to address incompleteness varies slightly, depending on the uniform representation 
method in use. For CPN or PB-relevant methods, an "average" value may be substituted for 
the missing one. For FL-based parameter processing, substituting a "neutral" value is the 
suitable course of action [110]. These general principles for handling uncertainties and 
incompleteness can be further enhanced by making use of the memory strength available at 
the VHO framework and of any available learning techniques, towards exploiting historically 
available relevant data. 
3.2.4 Marginal / Borderline Cases 
Robustness is important also for coping with cases where there are marginal differences 
among candidate networks that may lead to unnecessary VHO decisions. This phenomenon is 
frequently described as the „ping-pong‟ effect [27], referring to repeated successive VHOs 
between the same two networks, which eventually leads to QoS degradation. A related 
phenomenon is the „corner effect‟ problem [112], where the MN cannot assess correctly if a 
neighboring network is a suitable VHO candidate, due to poor line-of-sight communication. 
To remedy those marginal/borderline cases, following either FL or CPN/PB techniques, a 
score margin may be introduced marking a minimum difference on the candidate networks‟ 
scores and a hysteresis (i.e., time) margin to discourage very frequent VHO initiations [113]. 
The extent to which the score and hysteresis margins are changed to encourage or discourage 
a handoff depends on trends indicated through the values of relevant parameters. For example 




MN and base station and made use of training algorithms, proving that minimization of 
unnecessary handovers (approx. by 20%) can be achieved, optimizing the resulting 
performance by 10-20%, considering throughput, delay and packet loss. 
3.2.5 Autonomic Features Addressing Robustness 
Autonomic features could be exploited in various ways, towards enhancing the robustness 
of the VHO decision making. To begin with, awareness by definition aims at untangling 
uncertainties [25], resulting in enhanced robustness. Moreover, as already mentioned 
enhanced awareness considers also the frequency of parameters monitoring, which affects the 
precision of the parameter values that provide the basis for the uniform representation 
process. Along a similar line of reasoning, adaptivity and flexibility are essential for allowing 
the dynamic modification of the membership functions of FL systems, or the upper and lower 
values used by CPN approaches for the uniform representation of parameters, as well as, the 
score and hysteresis margins used to avoid marginal/borderline cases.  
The aforementioned features can be beneficially combined with learning mechanisms (e.g., 
those based on neural networks) enabling the exploitation of historically available data and 
making use of memory strength, to optimize the tuning of upper and lower values, 
membership functions, and/or score and hysteresis margins and to help in combating more 
effectively context uncertainties or incompleteness. 
Moreover, proactive measurements enable the analysis of the current state and the 
anticipation of events and their effect on the system, which would assist in addressing 
marginal/borderline cases. For example, estimations for the next possible location of the user, 








TABLE III. Robustness Issues in VHO Decision Making and the relation with Autonomic 
Features 







CPN: Different upper 
and lower values or 
thresholds for each 
























tuning of upper 
and lower values 
or thresholds / 
membership 













PB: Different policy 









importance for each 
individual parameter, 
AHP. 
PB: Policies‟ conflict 
resolution. 







the measured data 
through comparison 
with related data from 
other layer(s) to 
combat uncertainties. 
Substitute an average 
(CPN/PB) or neutral 
(FL) value (or, a value 
derived from 
historically available 











4. A Comparison and Discussion on Selected Context-
Aware VHO Management Solutions with Autonomic 
Orientation 
4.1 Selected Autonomic-Oriented VHO Management Solutions 
To demonstrate the applicability of the general concepts previously discussed, we now 
review six representative VHO management solutions with an autonomic orientation, taken 
from the literature. All reviewed proposals possess some context-awareness and cognitive 
characteristics, but differ in terms of the management architecture, the scope of information 
collection, the computational methods employed and/or possibly other aspects.  
In the rest of Chapter 4.1 we individually examine each solution in turn, identifying 
relevant characteristics and associating them with the presented classification and taxonomy 
of Chapter 2; a summary of the results appears in TABLE IV. Subsequently, in Chapter 4.2 we 
compare the six VHO management solutions with respect to a number of criteria, presented in 
Chapter 3.  
4.1.1 A Simple Terminal-Controlled Autonomic VHO Management Approach 
(TCAM) 
TCAM [95] enables a simple and light-weight VHO management approach that does not 
require changes in the network infrastructure. All the intelligence lies in the MN and the 
handover is mobile-controlled, thus the type of the management architecture (see Chapter 
2.2.4.2) is flat.  Information collection (Chapter 2.2.1) is addressed by the MN, which 
monitors the RSS and SINR over the available radio interfaces, remaining energy level on the 




deduced from the Doppler spread in the received signal envelope. User preferences are also 
included, considering QoS, monetary cost and energy efficiency, where the user asserts 
priority for each one. 
The knowledge base (Chapter 2.2.2) includes a user profiles repository that contains the 
identities with which the user accesses different radio networks and the respective 
subscriptions to services, the user preferences and mobility policies. Additionally, the MN 
maintains a mobility policy database that contains a black list of access network operators 
with whom the user has had a bad experience. This feature enhances memory strength and 
enables learning. Both the user profiles repository, and the mobility policy database reside in 
the MN. 
The handover decision process (Chapter 2.2.3) employs a set of parameters including both 
static and dynamic contextual information, and thus presents context-time variability. 
However, the parameters‟ set does not possess a high level of abstraction, as only physical-
layer QoS parameters (SINR, RSS) are used. The parameters processing is based on a 
decision function, whose weights are dynamically adjusted according to user preferences. The 
system relies on users‟ criteria scoring for conflict resolution. Regarding the output format, 
the scheme produces one selected access network, having the highest score according to the 
user preferences. 
4.1.2 An Autonomic VHO Scheme with a Client/Server Application Module 
(CSAP) 
CSAP [111] has been claimed to be one of the first solutions that can function under diverse 
real-world scenarios involving a multitude of network technologies, network providers and 
applications. To achieve this versatility, the solution adopts a client/server scheme operating 
at OSI Layer 7 through a pair of applications: the CNAPT (Client Network Address and Port 




Translator) at the network side. These applications abstract technology-dependent details and 
introduce a form of virtualization. 
The management architecture is described as having an adjustable structure, a 
characterization stemming from the versatile form of cooperation between the CNAPT at the 
MN and the SNAPT at the network side. In view of this fact, the VHO management 
architecture of this solution can be classified as hybrid. 
Considering information collection, user, terminal and network context is gathered by the 
CNAPT, with assistance from the SNAPT. It is stated that the system periodically searches 
for available network connections (search activity) and at the same time, periodically verifies 
reliability and performance of the current connection (check activity). The check activity is 
related to sampling of the RSS at the physical layer and to application-layer parameters, 
inferring the experienced Round-Trip-Time (RTT) with the help of ping messages. The 
scheme does not consider monitoring of variables at the link-layer, since some NICs do not 
support reading such values through standard APIs. With respect to the knowledge base, the 
CNAPT includes a history repository, providing a high memory strength. 
The parameters selection step of the handover decision making presents context-time 
variability, as it includes not only static, but also dynamic contextual information (RSS, 
RTT). A higher level of abstraction is supported in comparison to TCAM, as both physical 
and application layer QoS parameters are considered. These give some indication on the 
effective status of the connection (i.e., being active or not) and of the effective load.  Still, the 
considered parameters do not span all layers. Concerning parameters processing, handover 
initiation and network selection processes are based on a generic framework based on 
thresholds, which can be classified as a form of PB processing. Specifically, if the reliability 
or performance index goes below the specified critical thresholds or the current network 




initiation procedure. The ensuing network selection relies on the results provided by the 
search activity. 
4.1.3 An Intelligent Cross-Layer Terminal-Controlled VHO Management Scheme 
(CLTC) 
CLTC [107] is another mobile-controlled handover scheme with a flat VHO management 
architecture, placing all intelligence on the mobile devices. The information collection is 
implemented by the MN through monitoring and measurements, to identify the need for 
handover. The context information can be relative to the network, the terminal, the service 
and the user. QoS parameters are included, such as bandwidth, delay, jitter, packet loss, RSS 
and BER of the current access network and the neighboring available networks. Furthermore, 
context information related to user preferences, service capabilities (real-time and non real-
time), MN status (battery and network interfaces), priority given to interfaces, location and 
velocity is collected. The knowledge base includes a policy repository maintained in the MN, 
but this repository does not provide support for the assessment of past policies and VHO 
decisions. 
The parameter selection step of the handover decision making is dynamically adjustable, 
determined by multiple criteria. The selected parameters present context time variability, 
including both static and dynamic contextual information (such as access network 
availability, MN‟s velocity, etc.). Moreover, a high level of abstraction is supported, as QoS-
related parameters are extracted from all network layers. With respect to the parameter 
processing, VHO initiation employs FL. The information gathered is fed into a fuzzifier 
converting the aforementioned elements into fuzzy sets. A fuzzy set contains a varying degree 
of membership in a set. For instance, RSS can be weak, medium or strong. After 
fuzzification, fuzzy sets are fed to an inference engine, where a set of fuzzy rules are applied 




and the result is YES, Probably YES, Probably NO or NO. At the final step, the resultant 
decision sets have to be "defuzzified". For that, the centroid method is used to obtain a 
handover initiation factor (YES or NO) based on membership values and decision sets. 
If a handover is necessary, the network selection stage is based on an AHP method that 
allows the decomposition of the network selection problem into several sub-problems, 
corresponding to the decision criteria. The method assigns a weight to each sub-problem and 
calculates for each network the weighted sum characterizing the cumulative impact of all 
criteria. The output format of the parameter processing process is a ranked list of handover 
targets, with networks featuring higher weighted sums placed closer to the top of the list. 
4.1.4 PROTON: An Autonomic VHO Framework with Finite State Transducers 
A primary characteristic of PROTON [66] is a metric called TF, related to a Finite State 
Transducer with Tautness Functions and Identities (TFFST), which enables policy modeling 
and resolves potential conflicts. The relevant management architecture includes components 
at both of the network and MN sides. Those components that involve heavy computations are 
placed on the network side, to minimize complexities at the MN. The VHO is initiated by the 
MN, but uses assistance from the network side, which provides information and 
computational services (the TFFST models creation). Thus, the overall handover process can 
be classified as network-assisted. Since the main managing entity controlling the handover 
process is on the MN, the management architecture is distributed hierarchical. 
The information collection activity is implemented by the ‘sentinels‟ and „retrievers‟, 
located at the terminal. The sentinels are responsible for collecting dynamic elements, 
whereas the retrievers manage static elements (e.g., user preferences or application profiles). 
The knowledge base includes a policy repository on the network side and a TFFST 
Repository on the MN. During the handover decision making, the parameter selection process 




collected information is filtered according to simple local rules, and then it is grouped into 
sets. The parameters used include both static and dynamic context originating from the 
physical, network and application layers. 
The parameter processing occurs on the network side, where the conflict resolution module 
builds a deterministic Finite State Machine modeling every active policy, and subsequently 
generates the set of TFFST profiles, which is flexible and can be updated according to the 
MN requirements. During the TFFST profiles generation, all possible static and dynamic 
conflicts are foreseen. Therefore, the algorithms that are executed have a high computational 
cost. Subsequently, the mobile device stores and uses the TFFST profiles, to be able to react 
quickly to incoming events. In order to prioritize TFFST profiles, the tautness function is 
formed, to indicate how tautly a condition fits to an event. In order to quantitatively represent 
the tautness, a real number in the interval [−1, 1] is used, so that the stronger a condition is, 
the closer its TF is to zero. The corresponding output format is the most fitting candidate 
network. 
4.1.5 An Autonomic VHO Approach with a Context Evaluation Matrix at the 
Network Side (COEVAL) 
COEVAL [73] implements VHOs by introducing a context evaluation matrix and a 
respective context evaluation function.  The management architecture may be classified as 
distributed hierarchical, as it includes cooperation between terminal and network side 
components. More precisely, the context server located in the network collects information, 
compiling it into a matrix, in response to the handover initiation request from the MN. During 
the subsequent network selection the MN processes the matrix and makes the handover 
decision, also considering current dynamic information. In view of these facts, the handover 




Considering information collection, the scheme provides the mechanisms for the collection, 
aggregation and filtering of contextual information, utilizing context from the MN and the 
context server (located in the network. More precisely, the context server collects the relevant 
context information from the various context repositories. Then, the MN collects dynamic 
context such as the received signal strength, the CPU usage and the remaining charge on the 
battery and combines the collected information with the data from the context server. 
With respect to the knowledge base, the main entity is the context server (that has no 
memory of past events), in addition to various other context repositories, including the 
respective Operations and Support Systems (OSS), the location information database and the 
user profile database, all of them residing at the network side. 
During the handover decision making, the parameter selection is based on the received 
information from the context server and the current dynamic information from the MN, 
derived from all the layers. The parameter processing method uses a context evaluation 
(decision) function that manipulates the matrix context using dynamically adjustable weights 
and chooses the appropriate network interface for each application, taking into account both 
user and network preferences. The output of the context evaluation function is the appropriate 
network interface for each running application. 
4.1.6 AUHO: An Autonomic Personalized Handover Decision Scheme 
AUHO [65], employs the same architecture, information collection process and knowledge 
base components with COEVAL, in conjunction with a different decision making process, 
which employs FL and MAD. Specifically, the parameter selection step of the handover 
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Additionally, user preferences are perceived, as a set of attributes ordered from most to 
least desired, considering RSS, Cost, Quality and Lifetime (i.e., remaining battery charge). 
Considering parameter processing, the handover initiation stage is performed by means of a 




calculation of APAV (Access Point Acceptance Value) for all available networks. The 
network selection employs an additive aggregate utility function (i.e., a MAD function), 
which computes the APSV (Access Point Satisfaction Value) for all candidate networks and 
chooses the most satisfying network. The output format is formed by choosing among the 
best access points (based on RSS, Quality, Cost and Lifetime) the one being most important 
to the user (prioritized set of candidates), for each application. 
4.2 Comparison and Discussion 
We now compare the presented VHO solutions according to the extent these solutions 
incorporate and exploit the autonomic features of Chapter 3.1, towards enhancing the 
effectiveness and efficiency of VHOs. The comparison also addresses the robustness issues 
identified in Chapter 3.2. 
Additionally, we consider issues related with the operational complexity. This is another 
important aspect, which determines the achievable degree of self-management for the MN. 
Operational complexity can be generically characterized as the “degree of complexity of 
memory and time” [28] and can be linked to the computational overhead and the signaling 
overhead. Accordingly, the comparison of the solutions also considers the tradeoff between 
intelligence/ sophistication and operational complexity. A summary appears in Table V.  
4.2.1 Considering Autonomic Features 
4.2.1.1 Awareness 
Awareness, the basis of all other autonomic criteria, is related with the information 
collection and parameter selection processes. All aforementioned VHO solutions present 
awareness, though in a varying degree: the two simpler and more lightweight approaches, 
namely TCAM and CSAP, provide a basic form of awareness, while the other solutions 




limits information collection to just physical layer parameters used to measure the signal 
quality of the candidate network (SINR, RSS). Thus, TCAM does not have potential for 
multi-QoS consideration. CSAP takes a simple approach too, but supplements the physical 
layer monitoring of RSS with the application layer monitoring of RTT (Round Trip Time), 
which gives some indication on the effective status of the connection, the effective load and 
the available throughput. Still, the level of abstraction is not high enough to provide potential 
for explicit multi-QoS consideration. 
Turning to the more sophisticated approaches, CLTC implements active monitoring, with 
parameters extracted from all layers. The solution considers QoS parameters (bandwidth, 
delay, jitter, packet loss, traffic load), coverage, monetary cost, link quality (RSS and BER) 
of the current access network and its neighbors, as well as location information. However, all 
these parameters may not be needed in every scenario, thus, the tradeoff between enhanced 
awareness and the resulting signaling and computational overheads should be taken into 
account, especially considering that according to this approach all the intelligence is placed at 
the MNs. 
PROTON provides active monitoring and a high degree of awareness, through monitoring 
parameters at different layers and organizing the collected data according to a three-level 
hierarchy, which reduces the volume of data processing. While PROTON‟s framework could 
in principle enable multi-QoS consideration, it lacks information necessary for explicitly 
considering the demands of different running applications. This shortcoming might be due to 
the fact that PROTON is one of the first approaches on autonomic VHO management. 
AUHO and COEVAL support a high degree of awareness through active monitoring. More 
precisely, the mobile device performs measurements to retrieve updated dynamic and static 
information from its sensors, the user and the context server (in the network side). Emphasis 




network interfaces, considering parameters such as bandwidth, packet error rate, delay, jitter 
and packet loss ratio, which assist in proposing the best network interface for each running 
application. Also, location information is included in the handover management parameters 
that add a spatial dimension in the handover initiation criteria. 
4.2.1.2 Adaptivity and Flexiblity 
Considering adaptivity and flexibility, the information collection mechanisms and handover 
decision making processes are compared in view of the presented solutions. In general, there 
is an inherent trade-off between flexibility and computational overhead. TCAM, being the 
simplest and most lightweight solution, is characterized by a rather limited adaptivity and 
flexibility, as it deals with a predefined set of parameters and does not provide adaptation 
mechanisms in information collection. The other approaches present more enhanced 
adaptivity and flexibility characteristics, but are also more computationally demanding. In 
CSAP, for example, the monitoring activity is still non-adaptive, as it uses a constant rate of 
parameters sampling. However, adaptive thresholds are used in parameter processing (“check 
activity”). 
In CLTC, the Analytic Hierarchy Process offers advanced flexibility and also adaptivity 
(through the possibility of dynamically adapting the various weighting factors). On the other 
hand, adaptive monitoring mechanisms are not considered. By contrast, PROTON offers 
sophisticated monitoring adaptivity, as each parameter is collected according to a specific 
polling frequency, depending on connectivity resources and mobility profiles. Specifically, 
the system adapts the frequency of active monitoring proportionally to the MN‟s velocity, 
matching thus the information collection rate to variations of the user's physical mobility. 
Considering the decision phase, PROTON, provides advanced flexibility and accordingly 
provides enhanced adaptivity mechanisms through a dynamic set of TFFSTs and the use of 




In COEVAL, the MN fills in the dynamic contextual information and calculates the 
evaluation matrix when a decision is needed, applying policies that may include rules to set 
the upper or lower bounds. The matrix mechanism provides advanced flexibility, being 
dynamically filled with the available parameters. Also, the dynamic upper/lower bounds offer 
adaptivity. Finally, AUHO features advanced flexibility through the Multiple Attribute 
Decision method, where the output is calculated as a linear function of context input and 
dynamically changing weights, with respect to different criteria. 
4.2.1.3 Learning 
This autonomic criterion is related to the ability of the system to learn, enabled by the 
memory strength provided by historically available data. Interestingly, only the simpler 
approaches, TCAM and CSAP, provide a form of memory strength, which can be exploited to 
include learning mechanisms. In TCAM a black list of access network operators is included, 
containing the networks where the user has had a bad experience.  
Additionally, the description of the solution [95] mentions that users can specify and alter 
their preferences dynamically, through a learning process. CSAP employs a repository of the 
most significant information, containing trends, failures, trajectories, user choices, etc., about 
past experience, and providing the ability to adjust internal parameters and derive statistical 
measures of trend.  
For instance, if an on-board GPS is available, the system can decide to store and learn maps 
identifying good coverage areas together with the characteristics of the network access that 
can provide the coverage. This might prove quite useful in the case of users constantly 
traveling along the same routes, as it is the case for people daily commuting between their 





Proactivity is based on preventive measurements promoting actions in the direction of 
system anticipation. The solutions under investigation that involve proactive mechanisms are 
CSAP, CLTC and PROTON. Specifically, the description of CSAP [111] mentions that the 
system is able to efficiently smooth the sampled values of measures RSS, through simple 
weighted moving averages, and at the same time calculate a simple trend indicator to be used 
in cross-validation with the moving average, enhancing proactivity.  
Considering CLTC, in a new and enhanced version of the approach [72], predictive Link 
layer information is taken into account extending the proactivity of the solution. More 
specifically, the system detects the quality of the current link (concerning physical and MAC 
layers) and can issue periodically a polling command to check the status of the link, 
expressing the likelihood of future changes in the link properties (e.g., link going down, link 
going up, etc) based on present conditions. Finally, PROTON implements a conflict 
resolution module to resolve conflicts among the policy rules. During this task, all possible 
static and dynamic conflicts are foreseen, enhancing proactivity. 
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4.2.2 Considering Robustness Issues 
We now focus on the robustness issues considering the decision making procedure. With 
respect to the uniform representation enabling context diversity consideration, TCAM and 
COEVAL use CPN, while, CLTC and AUHO use a combination of FL and CPN techniques. 
Lastly, CSAP and PROTON use PB techniques, where each parameter is processed 
individually, through a relevant policy.  
Adjustable tailoring of the normalization parameters, according to QoS demands for each 
running application is considered in COEVAL, but not in TCAM. CLTC and AUHO follow 
the framework proposed by [115] and consider different membership functions for each 
application, while they use CPN to simpler criteria. CSAP and PROTON lack information 
about multi-QoS considerations according to running applications requirements. 
Considering the diversity of criteria/rules, including the assignment of a different 
importance to each group of criteria, the most comprehensive approach is taken by CLTC and 
AUHO, which use FL with parallel fuzzy rules. Additionally, in CLTC parameters are 
grouped into a hierarchical model, in order to be handled more efficiently through AHP. 
 However, this approach uses a rather complex weighting method, so the complexity of 
CLTC is higher than that of AUHO. COEVAL deals with the matter in simpler terms: while 
it allows the assignment of a different importance to each individual parameter, it does not 
provide support for handling an entire group of criteria. PROTON employs its policies 
conflict resolution module to combat diversity of criteria/rules. Finally, TCAM and CSAP 
inherently lack capabilities for dealing with complex decisions. 
We now turn to the management of uncertainties and incomplete information during the 
decision making process. To combat incompleteness, the FL-based AUHO and CLTC 
solutions substitute a neutral value in place of missing parameters. PROTON, COEVAL and 




Finally, CSAP provides some means to guard against uncertainties arising from excessive 
parameter value fluctuations. Specifically, the solution tries to avoid improper reaction to 
temporary fluctuations of physical layer parameters, by cross-checking a bad link status 
against application layer information (obtained through ping messages). 
Concerning marginal/borderline cases and the ping-pong effect, predictive link layer 
information is included in the new version of CLTC [72], which could possibly assist in the 
confrontation of this problem, while, PROTON presents policies related to hysteresis margin. 
CSAP may deal with the ping-pong effect through its previously mentioned mechanism for 
managing uncertainties. The rest of the solutions do not include support for managing 
marginal/borderline cases. As a whole, the solutions with the most comprehensive provision 
for robustness are CLTC and AUHO. 
4.2.3 General Comments towards Self-Management and Autonomicity 
While the simpler solutions TCAM and CSAP provide only moderate potential for overall 
self-optimization, due to their incomplete awareness and limited adaptivity and flexibility, the 
overall complexity of the corresponding VHO decision making procedures is low, signifying 
a high degree of achievable self-management for the MN.   
On the contrary, the performance potential of CLTC, PROTON, COEVAL and AUHO is 
greater, in view of their enhanced awareness and adaptivity & flexibility features, but this 
comes at the cost of a higher complexity. The complexity of CLTC, in particular, may be 
characterized as quite high, so the flat and mobile controlled architecture of this solution 
might prove impractical, as the heavy programming tasks could overwhelm the MNs.   
PROTON, COEVAL and AUHO are better positioned in this respect, as their distributed 
hierarchical architecture and network assisted control foresee centralized entities to take up 




Another noteworthy aspect, particularly in a FI context, relates to the concurrent 
exploitation of different network interfaces on the MN for serving different running 
applications. In this direction, the parameters selection set should allow information from 
multiple layers to be included and matched with the running application requirements, so that 
the system can select the most appropriate access network for each running application. 
CLTC, AUHO and COEVAL provide the most comprehensive support for this. 
As already mentioned, only TCAM and CSAP provide some form of memory strength that 
may be exploited towards cognition and learning. This existence of memory strength might 
be seen as a supplement to the moderate degrees of awareness, flexibility and adaptivity 
present in these simpler solutions.  
However, the other four more sophisticated solutions could also benefit from memory 
strength and additional learning mechanisms. Although the incorporation of such mechanisms 
may involve initially increased computational overheads, the more effective prevention of 
unnecessary VHOs could counter-balance these overheads and eventually lead to enhanced 
performance. 
The additional mechanisms could be hosted by higher level entities, particularly for hybrid 
or hierarchical architectures, such as those in AUHO and COEVAL, avoiding an extra burden 
on the MNs. In AUHO, for example, pre-calculated APSV values characterizing the network 
interfaces under typical patterns of context could be stored in the knowledge base, towards 
faster and less computationally demanding decisions.  
Along further directions, learning mechanisms can be employed to optimize the formulation 
of membership functions for FL-based solutions (AUHO and CLTC), to tune the upper/lower 
values and thresholds used for CPN (in COEVAL and TCAM), to optimize the formulation 
of policies in PB systems (CSAP and PROTON), or to formulate and optimize the score and 




5. Modeling Methodology for Performance Evaluation 
   Proper assessment of the relative merits of alternative VHO approaches requires a 
sufficiently comprehensive and generally applicable performance evaluation methodology. 
However, the methodologies available in the literature (reviewed in Chapter 5.2) are still 
limited, being either too simplistic to accurately capture the process, dynamics and sources of 
the context-related information dissemination, or too detailed and scenario-specific to be 
applicable for a comparative performance evaluation across architectural alternatives.  
   Towards addressing this gap, the dissertation provides a versatile modeling methodology 
that focuses on signaling in the VHO preparation phase and incorporates all significant 
aspects that are associated with the exchange, queueing and processing of the signaling 
messages and have an impact on delay-related performance, as presented in the rest of this 
Chapter. The resulting model is comprehensive, yet capable of producing closed form results. 
More importantly, the modeling methodology is generic and can be flexibly tailored to the 
characteristics of different VHO architectures, properly accounting for differences in the 
process of obtaining context-related information in each case. 
    This versatility is demonstrated through an application of the modeling methodology in 
two VHO architectural approaches that differ in their way of collecting dynamic resource 
availability context, presented in Chapters 6 and 7. In line with the previous discussion, the 
fist case follows standards-based recommendations and includes a CS that can handle only 
static context. Dynamic resource availability context is obtained reactively, during the 
processing of each handover. In the following, this case will be referred to as “On-demand 
Resource Information Gathering” (ORIG). The other considered case reflects recent 




Repository" (DCR), that gathers proactively and periodically resource availability 
information (which varies, depending on the current traffic load) from a number of RANs 
associated with the DCR. This approach is called “Proactive Resource Information 
Gathering” (PRIG). For both cases, the analytical results are validated against simulations, 
presented in Chapter 8, addressing an appropriately rich set of relevant parameters, towards 
confirming the effectiveness and the accuracy of the modeling methodology. 
5.1 Basic characteristics of major VHO management frameworks 
and related amendments 
As already mentioned in the introduction in Chapter 1, major standardization bodies have 
provided specifications relating to VHO management frameworks. Most notable are the IEEE 
802.21 Media Independent Handover Services [12] – recently updated with the IEEE 
802.21.2017 [13] and IEEE 802.21.1.2017 [14] Media Independent Services Framework 
standards and the 3rd Generation Partnership Project (3GPP ), which proposed the Access 
Network Discovery and Selection Function (ANDSF) Management Object (MO) [15]. 
These specifications describe the mechanisms and operator-defined policies, by which an 
entity may discover and obtain contextual information about a (possibly heterogeneous) set of 
networks serving the entity's geographical area, for use in network selection decisions.  Both 
specifications address all types of handover control (i.e., mobile controlled, mobile assisted, 
network assisted, and network controlled handovers) and include a CS that stores all the static 
contextual information and the associated policies. This CS is called the "Media Independent 
Information Server" (MIIS) in IEEE 802.11 and the "ANDSF Server" in the ANDSF 
specification. The information provided by the CS includes a list of the available access 




may also include static link layer parameters, such as channel information, roaming 
agreements between different operators, costs for using the network, etc. 
From a more specialized viewpoint, but still relevant to a seamless VHO management, the 
Hotspot 2.0 standard from Wi-Fi Alliance [116] improves the ability of WLAN stations to 
discover and connect in a secure way to public Wi-Fi access points (APs). Hotspot 2.0 builds 
on top of the IEEE 802.11u specifications [117] that enable devices to discover information 
about the available roaming partners, using query mechanisms capable of collecting 
contextual information. Additionally, 3GPP [118] provides alignment and complementarity 
of ANDSF and HotSpot 2.0 policies, which can be leveraged towards supporting a number of 
multi-operator scenarios [16], [119], [120]. 
 As noted in the introduction, the aforementioned specifications provide support only for 
static context. Important dynamic context (e.g., traffic load levels, or the availability of 
resources in a given CN, also dependent on traffic load variations) is collected reactively each 
time a handover is triggered (see, e.g., [34]), through the direct interaction between the MN 
(or the hosting SN) and each CN involved. The heavy volume of signaling required for this 
process can be avoided if the required dynamic context is proactively gathered, in a periodical 
fashion. To enable such an approach, the standards-based VHO frameworks must be 
amended or extended, to provide support for obtaining and storing the dynamic context. Such 
amendments have been proposed by [17], [18], [19], [16]. 
Specifically, [18] introduces an enhanced CS that receives regularly dynamic contextual 
information (e.g., the available bandwidth) from all RANs in its domain. The main limitation 
of this proposal is that the enhanced CS remains a single centralized component that would 




pose significant complexity and scalability issues. For this reason, the architecture proposed 
in [17], apart from the centralized (static) CS includes also a dynamic CS per radio access 
technology, which gathers contextual information updates from the RANs employing this 
technology. The work [16] proceeds along similar lines, this time leveraging the integration 
between ANDSF and Hotspot 2.0. Specifically, the UEs collect information from a local 
instance of ANDSF ("Local ANDSF", as in, e.g., [119], [120]) about the policies of the 
operator for accessing the various RANs in the area, as well as dynamic information from 
Hotspot 2.0 protocols, to evaluate the status of WiFi APs (e.g., number of users associated to 
the AP, the load on the backhaul link etc.). An even more disruptive model (in comparison to 
the standards-based frameworks) is presented in [19], eliminating altogether the centralized 
static CS defined by the standards and replacing it with an architecture possessing three 
layers of hierarchy. The hierarchical structure involves hash tree-based information servers, 
which, instead of storing the full data, they register a reference that points to the 
corresponding load-aware server where the respective data is stored. 
The PRIG case studied in this dissertation incorporates aspects from the amendments just 
reviewed, by retaining the single centralized CS for the static context and introducing local 
CSs (the DCRs) to handle dynamic context. Each DCR is responsible for a number of 
(possibly heterogeneous) RANs in its local area. By making this number larger, increasingly 
more centralized configurations (closer in spirit to the approach in [18]) are obtained, with 






5.2 Methodologies for the performance evaluation of VHO 
frameworks 
Considering the aforementioned access network selection frameworks, it is important to assess 
each proposed VHO management model, in order to provide insight about the performance 
indicators, such as end to end latency, signaling overhead etc. Quantitative assessments that exist 
in the literature can be separated in three categories.  
The first, includes approaches with crude estimation of end-to-end latency, aggregating 
successive mean time intervals for message exchanges and identifying which steps in the 
message sequence may cause more delay overhead than the others, without taking into account 
queueing phenomena. Examples of such approaches can be found in [17], [19], [121].  
The second category includes brute force simulations of the proposed architectures [17], [19], 
[16], taking into account the rate of handover triggers, considering in a more realistic way the 
wired and wireless link delays. However, such approaches of simulation evaluations are valid 
only for specific heterogeneous network scenarios and it is difficult to extrapolate their outcomes 
in order to compare different approaches.  
The third category includes analytical model based evaluations, with the objective to capture 
queueing phenomena that are caused by the assumed network topology and the related signaling. 
Model based evaluations are capable to be modified to adapt to framework changes, and thus can 
be used by different frameworks and their variations. In [18] the authors provided an analytical 
framework, having included as parameters the intensity of handover triggers, the number of MNs, 





Yet the evaluation model did not quantify other additional important factors, such as the 
possibility of requiring more than one networks to be checked until finding a suitable network 
target, which was incorporated in our previous work [34]. More specifically, in [34] we provided 
an analytical model that focused on a reactive resource information gathering scheme, concluding 
that signaling overhead and end-to-end delay are heavily affected from the intensity of the VHO 
requests, the number of MN users in a RAN, as well as, the resources availability probability of a 
RAN. The latter is due to the fact that when it is harder to find available resources, more 
networks have to be queried sequentially, and thus more traffic is generated throughout the 
network segments, resulting in additional load in the queues.  
     In the following, we provide an analytical system model, extending the work presented in 
[34], redefining the analytical methodology to be generic and flexible enough, in order to be 
easily applied in various cases of network architectures. The system model is comprehensive, yet 
able to produce closed form results.  
More specifically, the proposed modeling methodology is used to compare diverse architectural 
approaches that present different strategies of checking the resource-related information (i.e. 
reactive or proactive), demonstrating also the impact of computational resources scaling on the 
overall end-to-end delay, in order to prove the feasibility of each approach considering efficient 
RAN selection in next generation networks. Comparison with simulation confirms the accuracy 




5.3 Elements of the Modeling Methodology 
5.3.1 Topological and Architectural Considerations 
The generic system model addresses an environment involving RANsN  distinct RANs 
serving a given area. These RANs may employ the same or different radio access 
technologies. Each RAN acts as the SN for a number of MNs. When a handover is triggered 
for an MN, the set of other RANs in the area that qualify as CNs for this MN must be 
identified. Subsequently, when a particular CN in this set is considered as the handover 
target, the availability of the necessary amount of resources therein must also be checked. To 
assist with these tasks, the VHO architecture includes at least one CS, which provides a 
repository of static data and policies to determine the set of CNs. Addition-al CS(s) (or 
extensions to the static CS) may also be available, with facilities to collect and store dynamic 
context for use in the resources' availability check. If such advanced capabilities are not 
present, the availability of resources is checked through direct queries to each of the CNs 
examined. 
The operations just outlined involve the exchange of signaling messages between 
components of the VHO management architecture. Along this process, the SN of the MN 
subject to handover acts as a mediator between the MN and other entities (CNs or CS(s)). 
Signaling between different RANs or between a RAN and the CS(s) occurs over wired links 
of the backhaul, while signaling between a MN and its SN occurs over the RAN's wireless 
link. Figure 8 provides an outline of the characteristics just discussed. 
In the interest of presenting the essential elements of the modeling methodology as 




RANs serve an equal number of MNs each, denoted as MNN . Moreover, it is assumed that 
the set of CNs for an MN subject to handover always includes CNN  RANs and that any of 
the  1RANsN   
local RANs besides the SN are equally likely to belong to this set. Finally, all 
RANs are taken to have the same wireless link characteristics and all links in the wired 
backbone are assumed to have the same capacity. All these simplifications can be relaxed and 
the results can be readily adjusted for addressing a heterogeneous setup, at the expense of 
somewhat more complicated formulas for the results and some extra notation to express the 
asymmetries. 
 




5.3.2 Interactions between components of the VHO architecture and related signaling 
We now provide a more detailed description of the individual steps in the VHO preparation 
process, outlined in the generic message sequence chart (MSC) of Figure 9. The steps in this 
figure are in accordance with the Mobile-Initiated HandOver (MIHO) scenario, in which the 
handover trigger originates from the MN. With simple adjustments, the MSC can also 
accommodate the complementary Network Initiated HandOver (NIHO) scenario.  
The VHO preparation process, which is one of the most critical phases to control during the 
whole VHO process, due to its complexity [17], includes two phases, corresponding to the 
two shaded areas in Figure 9. The VHO preparation process involves the related signaling 
initiated with the handover trigger and completed with the selection of a suitable network 
target. The first phase (shaded area 1) begins with the VHO trigger and ends when the MN 
(or its SN) receives a list of CNs. In more detail, when the conditions for a handover trigger 
are met, the MN issues a VHO request to its SN (message a in Figure 9).  
Upon reception of this message, the SN acts as a mediator and retrieves information 
specifying which RANs in the area are suitable as CNs. The relevant contextual information 
is provided through a CS hosting static context and policies, as foreseen in major standards 
(IEEE 802.21 and its evolutions, or 3GPP ANDSF). To implement the aforementioned 
activity, the SN forwards the VHO request (message b) to the CS and receives in reply 
(message c) a sorted list of RANs that qualify as CNs for this MN.  
The contents of the list are determined on the basis of available static information, such as 
the supported data rate(s) of each radio access technology, coverage, pricing, nominal energy 
consumption, etc. In principle, the first phase is complete once message c with the list of CNs 




process, this phase may also involve two additional messages: one message to forward the list 
of CNs from the SN to the MN (message d), and a subsequent message from the MN to the 
SN (message e) to initiate the resource availability checks. The potential inclusion of these 
two final messages is shown at the bottom of shaded area 1 in Figure 9. 
 
Figure 9. A generic MSC depicting the VHO preparation procedure. 
The second phase includes the actions required for determining the handover target among 
the CNs in the list obtained from the first phase. For this, the CNs are examined one by one, 
in the order listed, checking if the residual amount of available resources at the CN suffices 
for admitting the MN subject to handover. Once a CN with adequate resources is 
encountered, it becomes the handover target and the handover preparation process ends with 
a VHO response message sent from the SN to the MN (depicted at the bottom of shared area 




In case all CNs in the list have less than adequate resources, the handover fails and the 
message sent to the MN includes a negative response. In view of these remarks, the actions 
required for checking the availability of resources in a CN occur repetitively, until the 
network target is determined (or the list of CNs is exhausted), and the iterative nature of the 
process is shown in Figure 9. The number of required iterations is a random variable, whose 
distribution depends on the number of CNs and on the likelihood that an examined CN will 
be found having adequate resources. Further properties of this distribution are discussed in 
the next subsection. 
In view of its generic character, the MSC in Figure 2 omits the signaling required for 
checking the availability of resources in the CNs, because the details of this signaling depend 
on further properties of the VHO management architecture. Thus, the generic MSC must be 
expanded to comply with the particular architecture under study (as done in Chapters 6 and 
7).  
Specifically, in architectures without support for dynamic context, the SN must examine 
separately each CN, by sending to it a query message and receiving the corresponding reply. 
Moreover, this ex-change of messages must be replicated iteratively, as indicated in Figure 9, 
to reflect the sequence of checks per-formed until the handover target is determined. 
Architectures with dynamic context support have more modest signaling requirements: The 
SN sends a single query for all CNs to the CS managing the dynamic context, which performs 
the required checks and replies indicating the handover target. In this case, the iterations 
shown in Figure 9 do not refer to additional signaling, but to the length of time required for 





5.3.3 Distribution of the number of CN checks 
As already mentioned, the required number of checks R  is a random variable, whose 
distribution depends on the number of CNs CNN  and on the likelihood that an examined CN 
will be found having adequate resources. This likelihood is expressed through the probability
p , which quantifies the congestion in the CN being checked (RANs with higher load 
corresponding to lower values of p ). Aligning with the homogeneous nature of the setup 
considered, the same value of   is employed for all CNs. 
In view of these characteristics, the total number of CN checks R  is the number of steps in 
a sequence of independent Bernoulli trials, until encountering the first success (occurring 
with probability p ) or until completing CNN  steps (this event corresponding to checking all 
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Given the distribution, it is straightforward to calculate other relevant quantities, such as 
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   Always, CN CN1 ( , )R N p N  . In accordance with intuition, the mean number of checks is a 
decreasing function of p , with 1 CNlim ( , ) 1p R N p   and 0 CN CNlim ( , )p R N p N  . Equation (1) can 




somewhat more complicated expressions for the results and some extra notation to express 
the asymmetries.  
5.3.4 Delay components 
The steps depicted in the MSC may be used as a guide to calculate the overall delay from 
the handover trigger to the completion of the VHO preparation phase. The overall delay can 
be calculated by keeping full account of message exchanges between the entities and 
summing up all the individual delays. Each step of the handover preparation process 
introduces a delay associated with the transmission, processing, or queueing of signaling 
messages. These sources of delay are discussed further in the following. 
5.3.4.1 Transmission delays 
These occur when transmitting messages over communication links. Transmission delays 
depend on the size of the signaling message and on the bandwidth of each link. Given a link 
bandwidth 






  ( 2 )  
Considering the wireless links and assuming that the available wireless link bandwidth 
WLBW  
is fairly shared between the MNs served by the specific RAN we have the following: 
Assuming that the RAN serves 
MNN  MNs, each MN is allocated a bandwidth equal to 




 / .WL MN WLD N P B  ( 3 )  
Also, 
WLD  can be adjusted for other types of opportunistic scheduling to different types of 
networks. Therefore, as the number of MNs served by a specific RAN increases, the derived 
BW for each MN decreases, having an impact on wireless link transmission delay.  
5.3.4.2 Processing delays 
Delays of this kind occur during the processing of a received message towards preparing a 
corresponding reply message, for example when querying the status of a CN to determine the 
availability of resources therein. In order to model the delays linked to the processing of a 
message, we consider the related workload of a procedure L , processed in a server with speed
F . The corresponding processing delay is  
 .D L F  ( 4 ) 
The characteristics of the probability distribution for D  are inherited directly from those of 
the workload. 
5.3.4.3 Waiting delays due to queueing 
    Congestion due to message queuing is the third component of the overall delay. The points 
where the signaling messages are being propagated or processed constitute potential 
congestion points, as messages are served in a First In First Out (FIFO) manner. These 
congestion points may be observed (depending on the architectural approach used) at the 
RANs and/or the CSs involved. 
   The calculation of delay components due to queueing requires the specification of the rates 
with which the various messages arrive at the queues. The whole VHO process begins with 




message types. Due to the causality in the MSC there is correlation between the handover 
trigger and the succession of other messages. However, from a macroscopic network wide 
view, across a large number of MNs, the aggregate overall messages that are passing through 
a particular managing entity do appear to occur in a random and uncorrelated fashion, given 
that the timing characteristics of each sequence are independent from that of other sequences, 
thus they also follow a Poisson pattern, despite the deterministic association between 
messages.  
   Therefore, it can be regarded that all messages occur according to a Poisson process 
depending on the original rate of handover triggers per MN, in accordance with other 
parameters of the environment of the architecture.  
   More specifically, assuming   handover triggers/sec per MN, in view of a homogeneous 
setup with a number of MNs per SN equal to 
MNN , the overall rate of handover triggers per 
SN is  
 
SN
triggers MN .N   ( 5 ) 
   According to the MSC, each trigger corresponds to one query in order to acquire the list of 
CNs, so the rate of queries originating from the same SN would be equal to the value given in 
(5).  
    Each query is followed by a response with the same rate and a variable number of checks 
considering attempts to find a suitable handover target, querying the suitability of networks 
that appear in the list. As the MSC of Figure 9 indicates, a single trigger corresponds to a 
variable number of checks. This number of checks is random, independently and identically 




network parameters. Since the handover trigger rate per MN is  , the overall rate of messages 
originating from a single RAN corresponds to  
 .SNchecks MNN R   ( 6 ) 
    Since the arrival rate of messages follows the Poisson process the queues mentioned can be 
modeled as multiclass M/G/1 queues, noting that the service time of each message queued 
depends on the type of the message. Messages of the first type (such as messages a and c in 
shaded area 1, and last message in shaded area 2, Figure 9) just require propagation through 
the wired or wireless links, corresponding to service times given by (2) or (3). Messages of 
the second type, (i.e.: a messages of shaded area 2, Figure 9) require processing in the 
relevant component, corresponding to service times given by (4).  
   For example, consider a RAN, which acts as a gateway managing signaling load both from 
MNs that serves (acting as a SN) and other network entities. The RAN queue serves request 
and response messages from its serving MNs that depend on (2) and (3), as well as, messages 
from other SNs related with the “lookup for resources” process that depend on (4).  
    For a multiclass M/G/1 queue, consider a general case with K classes of customers arriving 
with rates 
k  and having service requirements with means ( )kE S  and second moments 
2( )kE S , for 1,..,k K , out of which variance can be derived. For example, considering mean 













  . 
     The class-specific traffic intensities are equal to ( )k k kE S  , for a total load computed as 










exactly when 1  . Although classes of customers have different requirements, they all 
experience the same waiting time (which can be defined as the mean waiting time 
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    Accordingly, (7) can be specialized for priority-based queues at the expense of somewhat 
more complicated expressions and some extra notation to express the asymmetries. 
    The mean sojourn time for waiting plus service in the queue of class k is equal to: 
 ( ) ( ) ( ),  for 1,..., .k kE Q E W E S k K    ( 8 ) 
    Therefore, calculations of (7) and (8) require the calculation of the arrival rates per class, 
derived from the equations (5), (6) and the two first moments of the service delay 
distributions per class (i.e. mean and variance), derived from the equations (2), (3), (4) (where 
the first and second order properties of P and L are involved). 
We have already provided all the basic techniques and elements for the assessment of the 
overall delay of the VHO preparation phase, and now we can move on to the application of 
the presented methodology to two different architectural approaches, in order to compare 
them. In the interest of clarity and of keeping the presentation simple, the following 




and have the same wireless link characteristics and where links in the wired backbone are 
assumed to have the same capacity.   
The elements of the modeling methodology can be put to use for the calculation of the 
mean delay associated with the entire VHO preparation phase: As a first step, the generic 
MSC of Figure 9 must be customized for the particular VHO architecture under study, 
providing detailed specifications for the signaling between the entities involved in phase 2, in 
accordance with the guidelines provided in the previous paragraphs. Queueing locations must 
also be identified at this point, together with an enumeration of the types of signaling 
messages handled by each queue.  
Then, assignment of arrival rates and service times for each type of message proceeds as 
discussed in Chapter 6.2. The sojourn time at each queue is determined through appropriate 
applications of (8). Finally, the mean value of the overall latency is obtained by tracking a 
typical realization of the MSC and adding the individual delays due to transmission, 






6. Performance Evaluation of an On-demand approach 
6.1 On-demand approach architecture 
In the following paragraphs, we introduce the On-demand Resource Information Gathering 
(ORIG) approach, which follows the directions of the major standards 3GPP ANDSF and 
IEEE 802.21, as described earlier. The main architectural entities of the network environment 
of Figure 8 are applicable, where the only CS involved is the IS, as depicted in Figure 10. The 
IS is considered to be centralized and responsible to keep the static information about the 
characteristics and services provided by the serving and neighboring networks, as it has been 
described by the ANDSF (i.e. ANDSF server) and IEEE 802.21 (i.e. MIIS) standards. The 
distinguishing feature of this approach is that the load information acquisition strategy is 
reactive (i.e. on-demand), interacting with each neighboring network, one by one, every time 
a handover is triggered. 
The generic MSC of Figure 9 is further analyzed on the MSC of Figure 11. The first phase 
of the VHO preparation process is depicted in shaded area 1, corresponding to shaded area 1 
of Figure 9, starting with the VHO trigger (now presented as an information request (IR) 
message) to the acquirement of the CNs list. Minor additions to the generic MSC include the 
IR response (IRR), which now is sent to the MN (see message d), in order to initiate the 
second phase, sending a query resources request (QR) message to the SN (see message e). 
The second phase is depicted in shaded area 2, corresponding to shaded area 2 of Figure 9 
(where it was depicted in an abstract form), including the discovery of the suitable network 
target and the relevant query resources response (QRR) back to the MN. This process is now 




and the processing required at each CN to check about its current resources, involving a 
random number of checks until finding a network target with suitable resources. In the same 
figure it can be noted that a queue is depicted at each RAN, as they constitute congestion 
points that possibly involve queueing, as it is going to be discussed further. 
 
Figure 10. Main entities concerning the ORIG architectural approach. 
6.2 Analysis of the On-demand Approach  
We proceed further in putting the various time components together towards computing the 
overall delay for the VHO procedure as described above, which is based on the relevant 
application of the proposed generic modeling methodology. As depicted on the MSC of 
Figure 11, each RAN acts as a gateway managing a certain signaling load, because of its role 
as a SN, mediating between the MNs and the IS, and between the MNs and other RANs that 
act as CNs, as well. At the same time, each RAN acts as a CN for the MNs that are currently 




modeled in as queues that serve all the incoming requests, responses and queries both from 
the network and from the MN sides.  
It is also noted that queueing phenomena could have been considered at the IS, too. The 
reason for which this has not been pursued is that the IS is considered centralized, serving 
many more network entities beyond those whose performance is considered in the model. For 
a properly dimensioned IS in such a setting, traffic (or other parameter) changes related to the 
networks under examination would not have a significant impact to the magnitude of the 
waiting delay experienced at the IS queue. Consequently, this delay has been incorporated 
into the overall IS-related "processing delay" (of mean 
IS( )E D ). 
Within the specific application of M/G/1 queues for modeling each RAN, three classes of 
customers are assumed, which are related to the three types of service times required by 
different signaling messages. The service times for each class can be computed as follows.  
The class A messages are those directed to the wired links (towards the IS or the CNs) with 
service time 
AS , as defined by (2), while, the class B messages are those directed to the 
wireless links (towards the MNs) with service time
BS , as defined by (3). The class C 




for each check, which can be further analyzed to the workload of the “lookup for 
resources”  
LookupL  in relation to the processing speed of the RAN RANF  , as defined by (4). In 
this case the processing time of 
RAN
LookupD  is followed by a wired transmission time for 
returning the reply to the querying SN. Accordingly, 
CS  can be modeled as the sum of two 











CS  are derived by the means or variances of the sum of two independent random 
variables, namely 
LookupL  and LD . For example,  
2
LVar( ) Var( )AS P B  and 
2 2
Lookup RAN LVar( ) Var( ) Var( )CS L F P B  . 
 




The rate of IRs originating at a SN corresponds to SN
triggers , described by (5). The overall rate of 
QR messages originating from a single RAN to all other CNs, considering all MNs served by this 
RAN, SN
checks ,  has been described by (6), in accordance to the calculation of mean number of 
attempts per MN per trigger R , as described by (1).  
Now, we have to calculate the occurrence of the overall rate of QR messages that are received 
by a specific CN, considering that these messages have originated from all other neighboring 
RANs. A homogeneous setup is considered, where the number of neighboring RANs is denoted 
as
RAN sN , while, the MNs that are being served by any given RAN and are being subject to 
handover are assumed to be able to consider all 1CN RAN sN N   
other RANs as candidates for the 
handover target.  
When determining the distribution of the random number of checks, 
CNN  CNs are involved and 
thus R corresponds to ( , )CNR N p  , where p  signifies the probability of finding suitable available 
resources at a specific CN, as presented in the previously.  
Consider a RAN that acts as a CN for its own MNs, but also as a CN for all other 
CNN  RANs. 




  QR requests from each neighboring RAN, resulting to a rate of 
SN
checks  , considering the total number of all other RANs   (which is equal to CNN  
as described in 
(1)). The model can be readily extended, along the same principles, for addressing a 
heterogeneous setup. 
The queue associated with each RAN receives messages that correspond to the three classes as 




  1 ( , ) ,SN SNtriggers cheORIGA MNc s CNk RN N p       ( 9 ) 
 2 2 ,
ORIG SN
B triggers MNN     ( 10 ) 
 ( , ).ORIG SN CNC checks N pR       ( 11 ) 
The rate in (9) results from the occurrence of IR rate (5) and QR rate (6) of class A 
messages towards the IS and the CNs, accordingly, while rate in (10) results from IRR rate 
(5) and QRR rate (6) of class B messages towards the MNs. It is reminded that both rates in 
(9) and (10) involve messages sent by the RAN, acting as a SN. On the other hand, rate in 
(11) results from the occurrence of QR rate (5) of class C messages towards other RANs, sent 
by the specific RAN, acting as a CN.  
Finally, we calculate the total mean delay for the VHO preparation phase, by accumulating 
the time components of the messaging sequence depicted in Figure 11, which involves the 
sum of delays spent inside the queues (i.e. waiting, processing and link delays), as well as, 
transmission delays over the links without a queue involved. To compute the mean waiting 
delay at a RAN queue ( )ORIGRANE W   we have to make use of equation (7), computing the two 
first moments (i.e. mean and variance) of the service delay distributions per class 
AS , BS , CS
, and making use of the arrival rates computed in (9), (10) and (11). Considering the mean 
system delay for of each class in the queue, we use equation (7). It should be noted that 
delays relevant to the processing of QR requests spent at each RAN must be multiplied by the 
factor ( , )CNR N p , to account for the multiple attempts involved. Mean transmission delays 




(2) and (3) respectively and further, multiplied according to how many times they are 
involved, following the MSC of Figure 11. 
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The first equality in (12) includes separate terms for the parts of the latency associated with 
individual messages, also using parentheses for grouping together relevant subordinate terms. 
The terms are presented in the order the respective messages occur in the MSC of Figure 11. In 
particular, the parenthesized expression within the third line of (12) is equal to the mean latency 
associated with a single pair of messages a and b within phase 2. As explained earlier, a typical 
realization of the MSC includes a random number of such message pairs, to implement the 
required number of CN checks. On averaging, this introduces a factor equal to the expected 
number of checks, given in (1). The second equality in (12) expresses the result in a more 





7. Performance Evaluation of a Proactive approach 
7.1 Proactive Approach Architecture  
    We introduce the Proactive Resource Information Gathering (PRIG) scheme, which extends 
the standard VHO management frameworks IEEE 802.21 and 3GPP ANDSF. The 
distinguishing feature of this approach is that the load information acquisition strategy is 
proactive, introducing a local context repository that gathers load related context, periodically 
provided by the RANs. The proactively gathered contextual information would then be readily 
available to the requesting MNs, resulting potentially to a faster discovery of a network target 
with suitable available resources for the MN to handover to. In the following paragraphs, we 
illustrate the exact process of how resource-related information is made available, adapting the 
generic methodology of section 3. We demonstrate the relevant architectural entities involved 
and the related signaling, measuring all the relevant delays.  
    The distinguishing feature of the PRIG scheme is that the resource availability (which varies 
with the traffic load) is determined on the basis of information collected from the RANs 
proactively and periodically. Another CS, called "Dynamic Context Repository" (DCR), is 
introduced to manage the proactively gathered dynamic context. This arrangement simplifies 
the required signaling, by avoiding the need for individual queries to the CNs during the 
handover preparation process. Figure 12 revises the outline of the generic architecture in Figure 
8, to explicitly indicate the inclusion of the DCR in the PRIG scheme. It is noted that static 
information, in particular the context required for determining the list of CNs, is still handled 




    While the IS is a centralized component of global scope, intended to serve a great number of 
RANs (comparable to all RANs in a whole country), the scope of the DCR in principle can  
range from global to local, depending on the number of RANs being monitored and served by 
it. However, in view of the dynamic nature of the context managed by DCR, fully centralized 
global deployments would be susceptible to complexity and scalability issues. Therefore, here 
we consider DCR deployments of local scope, in accordance with recent research directions 
[119], [120].  
 
Figure 12. Main components of the PRIG architecture. 
     Specifically, it is assumed that the overall DCR functionality is provided via a number of 
DCR instances serving non-overlapping areas, each containing totalRANN  RANs in total. Given that 
our model considers RANN  collocated RANs (i.e., RANs that could potentially be a CN for 
each other), the value of the ratio totalRAN RAN 1N N   quantifies the extent of each DCR instance's 




implies that the RANs send/receive all context queries/replies to/from the IS, which interfaces 
with the (appropriate local instance of the) DCR when the query relates to dynamic context. 
Alternatively, the DCR functionality could be provided as a separate service, in which case 
dynamic context queries from the RANs would be sent directly to the DCR. 
7.2 Analysis of the Proactive Approach  
     The customization of the generic MSC in Figure 9 for the PRIG case appears in Figure 13. 
The first two messages in phase 1 are as before (compare with the MSCs in Figure 9 and Figure 
11), but now the IS sends the list of CNs directly to the appropriate instance of the DCR. This is 
in line with the assumption that the DCR functions as an extension of the IS. If the functionality 
was provided through a separate service, the list of CNs would be sent to the SN (message c of 
phase 1 within the MSCs of Figure 9 and Figure 11), which would subsequently query the DCR 
through an additional message. Moreover, by comparing with the MSC of the ORIG scheme 
(Figure 11), it can be seen that phase 2 is considerably simplified. The DCR employs the 
proactively collected dynamic context to per-form all required resource availability checks, 
without exchanging any signaling messages with individual CNs.  
   As already mentioned, the repetitive pattern of actions until determining the handover target 
is now reflected in the processing time required at the DCR. Note that the DCR sends the 
response (message a of phase 2 in Figure 13) to the IS, which subsequently forwards it to the 
MN via the SN (messages b and c). Again, this reflects the assumption that the DCR is an 
extension to the IS; if DCR functionality was provided through an additional service, message a 
would be sent to the SN instead. The messages depicted at the bottom of Figure 13 do not 
belong to the handover preparation process per se. These messages are sent proactively by all 




and keep the dynamic context at the DCR instance up to date. This “resource information 
update” process occurs in the background, independently and in parallel with any handover 
preparation process that may be currently active. Each RAN is assumed to send update 
messages at a rate equal to updates . Higher values of this rate correspond to more frequent 
updates, but also make the associated signaling load heavier. 
 
Figure 13. MSC for the VHO preparation phase according to the PRIG scheme. 
    As with the treatment of the ORIG case in Chapter 6, the MSC of Figure 13 indicates the 
latency associated with each message. It can be seen that, apart from queues at the RANs, now 
there is an additional queue at the DCR instance, to serve the responses to queries from the   
total




involvement, the queue at each RAN handles a smaller load and involves messages belonging 
to classes A and B only, with service time characteristics as in the first and second line of (13).        














 ( 13 ) 
    Terms equal to SNtriggers   in (13) correspond to occurrences of message b in phase 1 (for the 
first line) and message c in phase 2 (for the second), both these messages occurring once per 
handover trigger. Moreover, the expression for the rate of class A messages also accounts for 
the resource information updates sent proactively from the RAN to the DCR. 
     By comparing (13) with (10) it is seen that PRIG ORIG 2B B  . This is because in the PRIG 
scheme the list of CNs is sent to the DCR instead of the MN, so fewer signaling messages are 
transmitted over the RAN's wireless link. Moreover, although PRIG introduces additional 
signaling for the proactive updates, this overhead does not become noticeable, because in 
typical settings updates SNchecks , so 
PRIG ORIG
A A  too. In view of the smaller load of class A 
and B messages and the absence of class C messages, the mean queueing time at a RAN queue 
PRIG
RANE( )W is typically much shorter than its counterpart 
ORIG
RANE( )W  in the ORIG scheme. 
   We now turn to the queue at the DCR, which handles a single class of messages, namely the 
responses to the resources availability queries. There is one such message for each handover 
trigger occurring in any RAN within the DCR instance's domain. Accordingly, the rate of 
messages at this queue is equal to                        
total SN total




   Clearly, as the scope of a DCR instance broadens, the load at the respective queue increases 
proportionally. 
   The service time of each message must reflect the whole sequence of CN checks performed 
until determining the handover target. Thus, a random numberR  of checks is involved, and the 
distribution of R  is as discussed in Chapter 5. The processing of each CN check requires a 
random workload, distributed as the workload LookupL   in the ORIG scheme. However, the 
whole sequence of checks now occurs at the DCR, employing the dynamic context maintained 








L L  ( 15 ) 
  All terms in the random sum are independent and identically distributed (iid). By factoring in 
the speed DCRF   of the processing facility at the DCR and including the additional time 
required for transmitting the processed message over the wired link towards the IS, the overall 
service time for each message at the DCR queue is seen to be equal to 
tot
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   It remains to calculate the mean and variance of the random sum in (15). This may be 
approached by first considering means and variances conditional on R   and exploiting the fact 
that the terms in the summation are iid. Indeed, by the "law of total expectation" (see, e.g., 
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  Similarly, by applying the "law of total variance" (see, e.g., problem 34.10(b) on p.456 of 
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where the final equality follows from (1) and an explicit calculation of Var( )R  according to the 
truncated geometric form of the distribution R .  
    By employing the service time characteristics in (16), (17) and (18), and the rate of messages 
in (14), the mean queueing time DCRE( )W   at the DCR queue can be calculated through a direct 
application of (8). Finally, the mean value of the overall latency is obtained by tracking a 
typical realization of the MSC in Figure 5. In the PRIG scheme, all such realizations always 
involve the same number of steps and the final result becomes 
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   Again, the first equality includes separate terms for the parts of the latency associated with 




The second equality follows after substituting DCRE( )S  with its equivalent, using (16) and (17), 
and grouping delay components further. 
    Comparing the result in (19) with the one in (12), it is seen that the PRIG scheme requires 
fewer transmissions of signaling messages over wired or wireless links than ORIG. In 
particular, only half of the significantly more expensive wireless transmissions are involved. 
Moreover, in PRIG there are fewer times when messages wait at RAN queues and, as 
mentioned earlier, the mean waiting time at each such queue is shorter than in ORIG.  
    However, PRIG introduces another queue at the DCR, which may handle messages from 
many RANs. Moreover, the processing of each message at this queue is complex, involving 
resource availability checks related to multiple CNs. Therefore, the computational capacity of a 
DCR instance (expressed through the corresponding processing speed DCRF ) must be properly 
parameterized, towards maintaining queue stability and avoiding excessive queueing times. 





8. Evaluation Results and Comparative Assessment of the 
different schemes 
8.1 Evaluation Setup and Related Metrics 
We focus on a case study that enables mobility in HetNets, including cellular and WiFi 
integration, which triggers current research interest [16]. We consider a 5G networks 
environment, where heterogeneous multi-RATs and multi-layer networks co-exist. The 
scenarios under consideration include mobility between small-cells (e.g. WiFi APs) that exist 
in the area of the same macro-cell (e.g. LTE BS), enabling MNs to handover to the 
appropriate small-cell that would provide them with adequate resources in order to keep the 
desired QoS.  
Considering the topology under study, a number of small-cell RANs that reside in the 
coverage area of one macro-cell are depicted, forming clusters (i.e. neighborhoods), as 
presented in Figure 14. Each small-cell RAN constitutes a potential CN for the rest of the 
neighboring small-cell RANs in the cluster. Accordingly, each RAN acts both as a SN for a 
number of MNs, and as a CN for the MNs that are currently served by other neighboring 
RANs. The IS, as described by the 3GPP ANDSF and the IEEE 802.21 standards (defined as 
the ANDSF and the MIIS server, accordingly) is also included in the topology under study, 
which is responsible to keep static contextual information about the RANs, and provide the 
CNs list.  
The models developed for the NS2 simulation experiments are completely scalable, 
accommodating a variable number of MNs and RANs. The RANs have been modeled as 




the congestion overhead. Note that the only approximation used in the analytical models is 
that the mean waiting delay ( )E W on all queues was calculated considering that all packet 
arrivals on the M/G/1 queue follow the Poisson distribution. On the other hand, in the 
simulation models, only the initial arrival packet rates (i.e. the VHO trigger rate   generated 
by each MN) follow the Poisson distribution, resulting to smoother subsequent packet arrival 
rates, which is closer to reality. 
 
Figure 14. Topology of the evaluation setup. 
The parameters used for the simulations and the analytical models are depicted in Table VI. 
Furthermore, in order to investigate the differences between diverse network topologies, we 
chose to present two scenarios. The size of the macro-cell area is taken equal to 3km2 
(corresponding to a radius of approximately 1km), evenly divided into cluster 20N  clusters. 
Assuming an urban user density of 1000 users/km2 [124], there are 3000 MNs in the macro-




scenarios: a scenario with a total number of totalRAN 100N   small-cells in the macro-cell area 
and a denser scenario with totalRAN 200N   small cells. In both cases, the number of small cells 
(neighboring RANs) per cluster is totalRAN RAN clusterN N N   and all RANs except the SN are 
included in the list of CNs when a handover is triggered, i.e., 
CN RAN
1N N . Thus, in the 
second scenario there are twice as many small cells as in the first scenario (both in the macro-
cell area and per cluster), each small cell serves half the number of MNs and each MN 
subject to handover must consider a greater number of CNs. 
Furthermore, we have considered the following link and processing characteristics, also 
depicted in Table IV. More precisely, the wired link bandwidth can practically be regarded as 
a constant value, as it does not entail considerable variability.  
Considering wireless link bandwidth, even in case of fast fading, which actually entails 
variability, variations happen so fast that practically the packet is transmitted with an average 
bandwidth value, which can be regarded as constant. Therefore, we use deterministic values 
for wired and wireless link bandwidth (corresponding to 
LBW  and WLBW , respectively), 
according to typical WiFi values. Given the deterministic bandwidths, transmission delays 
over the wired and the wireless links (corresponding to 
LD  and WLD , respectively) depend on 
the characteristics of the packet. Accordingly, we assume deterministic packet length P  
corresponding to deterministic transmission delays over the wired and the wireless links.  
The processing times for checks for resources at the RANs have been considered as either 
deterministic or exponential, depending on the characteristics of the workload for one check 




deterministic work units/sec. The delay corresponding to the IS IS
RANsListD  has also been 
considered to have deterministic values.   
TABLE VI. Parameters used in scenario A and scenario B. 
Parameter  Value  
 Scenario A Scenario B 
Macro-cell coverage area: 
macro cellS    πA
2=3×106 m2 (A=1000m) 
Number of MNs per macro-cell area (Urban: 1000 users/km2) : 3000 
Number of small-cell RANs per macro-cell area: total
RANsN   100 200 
Number of clusters in a macro-cell area: 
clustersN   20 
Number of neighboring RANs (CNs) in each cluster: 
RANsN   5 10 
Number of MNs per RAN: NMN  30 15 
Rate of VHO triggers per MN: ι (triggers/sec)  0.01 
Wired Link Bandwidth: BWL (Mbps) 1000 
Wireless Link Bandwidth: BWWL (Mbps) 100 
Mean message length E( )P  (bits) 12000 (1500×8) 
Mean processing time at the IS ISE( )D  (sec) 0.01 
Mean workload per CN check LookupE( )L  (work units) 1  
DCR Processing Speed DCRF  (work units/sec) In multiples of RANF  (variable) 
RAN Processing Speed: 
RANF  (work units/sec) 100  
CN‟s resources suitability probability: p    [0.1, 1.0] 
 




    The models developed for the simulation experiments are completely scalable, 
accommodating a variable number of MNs and RANs. The RANs and the DCR have been 
modeled as multiclass M/G/1 queues, where packets were enqueued and dequeued, in order 
to investigate the congestion overhead. Note that the only approximation used in the 
analytical models is that the mean waiting delay on all queues was calculated considering that 
all packet arrivals on the M/G/1 queue follow the Poisson distribution. On the other hand, in 
the simulation models, only the initial arrival packet rates (i.e. the VHO trigger rate   
generated by each MN) follow the Poisson distribution, resulting to smoother subsequent 
packet arrival rates, which is closer to reality. 
8.2 Cost-Benefit Analysis Metrics 
    In order to address a cost – benefit analysis of each approach, we introduce a delay 
efficiency metric, defined as the (percentage-wise) improvement ratio of the difference 









   Furthermore, the computational resources expenditure related to each scheme has been 
considered. Specifically, computational resources expenditure can be translated in energy 
consumption expenditure, which is among the most important factors in the overall capital 
and operational expenditure of network operators [125], [126]. 
    According to the ORIG scheme, the mean processing load that results to a single RAN, 
according to the class-specific traffic intensities, considering the processing of checks for 
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   Accordingly, considering the PRIG scheme, the mean processing load that results to a 
DCR, which involves the processing of checks for resources is 
Lookup,
LookupDCR 1
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   Apparently, the resulting load at the DCR is augmented by a factor of totalRANN   under the 
PRIG scheme, in relation to a single RAN, under the ORIG scheme. This means that the DCR 
is required to process proportionally totalRANN   more checks for resources than a single RAN. 
Therefore, theoretically, the required processing speed at the DCR should be 
theory total
DCR RAN RANF N F  . 
    However, practically, a much smaller processing speed is sufficient for the DCR, which 
varies according to each experiment, as it is going to be presented in the following. The 
applied value of processing speed at the DCR DCRF can be measured as a multiple of the 
processing speed at a single RAN, as DCR RANF V F , with V defined as a processing speed 
ratio.  
     We introduce a processing efficiency metric, defined as the percentage-wise relative (to 
the theoretical value) reduction of the processing speed (i.e. processing saving) at the DCR 
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    Processing efficiency is regarded in view of the fact that under the PRIG scheme the 
processing overhead of the resource checks among serving and candidate RANs is now 




towards the goal for greener architectures [127], and lower operating expenditure (OPEX) 
and capital expenditure (CAPEX) costs. 
8.3 Results on the Validation of the Analytical Model 
In order to provide an elaborate view on the validation results considering the comparison 
of the analytical and the simulation models, we present the detailed results of the mean 
waiting delays that are observed, at the RAN queue, according to ORIG approach (Figure 15) 
under scenario A. This also enables the investigation of the impact of the distribution function 
of the checks for resources procedure at the RAN queue, which has been considered as either 
deterministic or exponential, as mentioned in the figures (while all the other types of relevant 
delays have been considered as deterministic). In general, considering the mean total 
handover preparation delay, the analytical results firmly coincide with the simulation results 
for both approaches, confirming the accuracy of the analytical models and that is the reason 
we provide the more elaborate view of Figure 15 and Figure 16, to point out any marginal 
differences. 
It is interesting to point out that the difference between analytical and simulation models for 
the RAN queue, is almost negligible when 1.0p  , while it is slightly increasing as the 
candidate network resources availability probability is decreasing, as depicted in Figure 15. 
This captures the effect of the approximation used in the analytical models (as referred 
above) that all packet arrivals on the M/G/1 queue follow the Poisson distribution.   
More precisely, under the ORIG approach, the end-to-end VHO preparation signaling 
involves a number of RAN queues, related to the probability of finding suitable available 




calculation of the mean RAN waiting delay, in comparison to the PRIG approach, as depicted 
in Figure 15 in comparison to Figure 16. 
 
Figure 15. Mean RAN waiting delay for the ORIG scheme, under scenario A. 
In general, it can be observed that the mean waiting delay resulting in the RAN queue 
(Figure 15) and the DCR queue (Figure 16), accordingly, is increasing as the probability of 
finding suitable available resources is decreasing, due to the increased signaling involved and 
the increased number of checks for resources, in order to find a suitable VHO target for the 
MN. It can also be noticed that in case the processing times for resource checks are 
considered as deterministic, the consequent queueing overhead is less than in the case that the 
processing times are considered as exponential. This is due to the fact that the mean waiting 
delay, as it is derived from equation (7), depends on the coefficient of variation (which is 





Figure 16. Mean RAN waiting delay for the PRIG scheme, under scenario A. 
8.4 Results on the Performance of the On-demand Approach 
The results on the performance of the ORIG scheme follows, under scenario A and scenario 
B, accordingly. Figure 17 (scenario A) and Figure 18 (scenario B) depict the mean end-to-end 
VHO preparation delay, presenting the amount of delay spent to the relevant (delay-
contributing) components, according to p .  
It can be observed that the “lookup for resources” component,  involves a considerable 
amount of the overall delay, especially as the probability of finding suitable available 
resources is decreasing, and thus more CNs have to be checked until a suitable target network 
is found. Overall, the mean total delay of the ORIG scheme is increasing with a higher rate as 




More specifically, the number of CNs under scenario B is twice as much as under scenario 
A, affecting the term ( 1, )RANsR N p of equation (1) and thus involving more CN checks that 
burden the “lookup for resources” delay component, which is more apparent when 0.5p  . 
However, the number of the MNs per RAN affects the mean link delays that are much lower 
under scenario B than under scenario A, as the resulting wireless link bandwidth per MN is 
twice as much. In both scenarios, the congestion at the RAN queue is not significant, keeping 
the mean RAN waiting delay low. 
 
Figure 17. Mean VHO preparation delay, for the ORIG scheme under scenario A. 
Overall, considering the applicability of the ORIG scheme in a next generation 5G 




seen that when p  is high, the resulting end-to-end delay is low (up to 30 milliseconds) and 
thus acceptable. However, as p  is decreasing and more queries are required to find a network 
target with suitable available resources, the end-to-end delay is increasing considerably, 
reaching up to 80 milliseconds, which would potentially cause degradation of QoS in time-
critical applications.  
 
Figure 18. Mean VHO preparation delay, for the ORIG scheme under scenario B. 
Therefore, the potential merits of the proactive context acquisition scheme, equipped with 
the capability of receiving and storing dynamic context proactively, have to be assessed and 




8.5 Results on the Performance of the Proactive Approach and 
Comparative Assessment 
   Results on the performance of the PRIG scheme, as well as, the comparison of the two 
schemes (PRIG versus ORIG), follows, under scenario A and scenario B, respectively. Figure 
19, depicts the mean end-to-end VHO preparation delay, presenting the amount of delay 
spent to the relevant (delay-contributing) components, according to p , under scenario A, for 
the PRIG scheme. In this case, the processing speed ratio DCR RAN/V F F   is set to 5. A 
more elaborate view on the effect of the processing speed ratio is presented in the following 
paragraphs. 
    It is apparent that the PRIG scheme clearly outperforms the ORIG scheme, by inspecting 
Figure 19 in comparison to Figure 17, achieving delay efficiency from 44% to 58%, while 
only 5 times more processing speed is invested to the DCR in comparison to the case of a 
single RAN, which is not excessive resulting to 95% processing efficiency, following the fact 
that under this scenario the DCR serves a number of totalRAN 100N  RANs. Overall, the mean 
total delay of the ORIG scheme is increasing with a higher rate as p is decreasing compared 
to the PRIG scheme where the mean total delay is increasing with a much lower rate.  
    Specifically, it can be observed that the PRIG scheme involves almost half of mean link 
transmission delays in relation to the ORIG scheme, as it has already been derived by 
comparing the equation (19) in relation to equation (12). The presented transmission delays 
rely almost entirely on the wireless link transmission delays, as wired link delays are almost 
negligible. The mean delay spent due to the IS check is the same in both schemes, as it 




   Furthermore, it can be observed that according to the ORIG scheme, the “lookup for 
resources” component,  involves a considerable time/component within the   overall delay, 
especially as the probability of finding suitable available resources is decreasing, and thus 
more CNs have to be checked until a suitable target network is found. However, the 
congestion at the RAN queue is not significant, keeping the mean ORIG RAN waiting delay 
low under the specific scenario. 
 
Figure 19. Mean VHO preparation delay, for the PRIG scheme under scenario A. 
   On the other hand, under the PRIG scheme, the benefits of the proactive resource 
information gathering strategy are obvious, as the “lookup for resources” component involves 




processing speed ratio. The mean PRIG RAN waiting delay is negligible, as no processing is 
involved at the RANs under this scheme. Nevertheless, the congestion at the DCR queue, 
represented by the mean DCR waiting delay, is considerable only when the probability of 
finding suitable available resources is low (i.e. 0.3p  ), but still is not significant, under the 
specific DCR processing speed.    
 
Figure 20. Mean VHO preparation delay, for the PRIG scheme under scenario B. 
    Proceeding to scenario B, Figure 20 depicts the mean VHO preparation delay, according to
p , for the PRIG scheme, when processing speed ratio DCR RAN/V F F   is set to 5, as with 
the aforementioned scenario, in order to have a fair comparison. Again, it is apparent that the 




to Figure 18, achieving delay efficiency from 39% to 69%, with only 5 times more processing 
speed invested to the DCR in comparison to the case of a single RAN, resulting to 97.5% 
processing efficiency, following the fact that the DCR serves a number of totalRAN 200N   
RANs under this scenario. Overall, by inspecting Figure 20 in comparison to Figure 19, the 
benefits of the PRIG scheme under this topology are even more obvious than those observed 
under the topology of scenario A. 
    More specifically, the number of CNs under scenario B is twice as much as under scenario 
A, affecting the term CN( , )R N p  of equation (1) involving more CN checks that increase the 
“lookup for resources” delay component. For the same reason, the mean DCR waiting delay, 
according to the PRIG scheme, is more distinctive in cases of low probability of finding 
suitable available resources (i.e. 0.3p ), under this topology than under scenario A, but 
still it does not have a considerable effect to the overall delay values. Overall, the mean 
“lookup for resources” delay component under the ORIG scheme (see Figure 17 and Figure 
18) is more heavily affected than under the PRIG scheme (see Figure 19 and Figure 20). 
Furthermore, the mean transmission delays are much lower under scenario B (see Figure 18 
and Figure 20) than under scenario A (see Figure 17 and Figure 19), for both schemes, as the 
considered wireless link bandwidth per MN is doubled in scenario B. 
    For a more elaborate view on the effect of the processing speed ratio, Figure 21 and Figure 
22, depict the delay efficiency of the PRIG scheme in relation to the ORIG scheme, under 
scenario A, and B, respectively, under different values of processing speed ratio V , for three 
different values of p  , depicting good ( 0.8p ), medium ( 0.5p ) and weak ( 0.3p )  




    Considering scenario A (Figure 21), the minimum processing speed ratio V  needed for the 
PRIG scheme to achieve the same mean total delay as that of the ORIG scheme is only 1.4 
for  0.8p , 1.6 for 0.5p   and 1.8 for 0.3p . It is also interesting that PRIG delay 
efficiency is increasing as p   is decreasing, after a specific value of processing speed ratio 
(i.e. DCR RAN/ 3F F  ). 
 
Figure 21. Delay Efficiency of PRIG in relation to ORIG scheme for scenario A. 
    This is due to the fact that the difference between ORIG and PRIG mean total delay is 
increasing with low p  , rather than with high p  , because the „lookup for resources‟ delay 
component is increasing at a higher rate as p  is decreasing, showing the benefits of the PRIG 




required processing speed ratio V  needed for the PRIG scheme to achieve 50% delay 
efficiency is only 3.8 for 0.3p , 4.6 for 0.5p   and 9.5 for 0.3p  which results to 
96%, 95.4%, 90.5% processing efficiency, respectively (see Table VII).  
 
Figure 22. Delay Efficiency of PRIG in relation to ORIG scheme for scenario B. 
    In addition, it can be observed that the PRIG delay efficiency converges to a maximum 
value after a specific processing speed ratio V , because of the delay components that are not 
influenced by the processing speed (i.e. the transmission and the IS check delays). 
    Considering Scenario B (Figure 22), the minimum processing speed ratio V  needed for the 
PRIG scheme to achieve the same the mean total delay as that of the ORIG scheme is only 




efficiency is increasing as p  is decreasing, after a specific value of processing speed ratio 
(i.e.  DCR RAN/ 3.5F F ) under scenario B.  
    In this scenario, the required processing speed ratio needed for the PRIG scheme to achieve 
50% delay efficiency in relation to the ORIG scheme is 3.8 for 0.3p  , 4.5 for 0.5p   
and 9.8 for 0.8p  which results to 98.1%, 97.8%, 95.1% processing efficiency, 
respectively (see Table VII). 
   In addition, it can be observed that under the network topology of scenario B, the maximum 
achievable PRIG delay efficiency is up to 65% for 0.3p , which is even higher in 
comparison to scenario A, which was up to 60%, as it was observed and discussed in Figure 
21.  
Table VII. Processing Speed Ratio (V) and Processing Efficiency, according to Delay Efficiency 
and p. 
 Scenario A Scenario B 
 V Processing Efficiency V Processing Efficiency 
Delay Efficiency 0% 
p=0.8 1.4 98.6% 1.7 99.1% 
p=0.5 1.6 98.4% 1.95 99% 
p=1.0 1.8 98.2% 2.6 98.7% 
Delay Efficiency 50% 
p=0.8 9.5 90.5% 9.8 95.1% 
p=0.5 4.6 95.4% 4.5 97.8%, 
p=1.0 3.8 96% 3.8 98.1% 
 
   Concluding, the presented work aimed at providing a generic system model in order to 




end delay performance, which included the major architectural components, as well as, the 
significant methodological factors related to the analytical assessment of the overall delay. 
The model focused on capturing the effects of signaling in the VHO preparation phase, which 
is one of the most critical phases in the mobility management procedures. 
    The modeling methodology is comprehensive, yet able to produce closed form results, 
providing as much generality as possible in order to be versatile enough to adapt to different 
architectural VHO frameworks, extending the state-of-the-art approaches. The system model 
took into consideration the rate of the handover requests, the important network topological 
and availability characteristics (including the process of finding a suitable handover target), 
various sources of signaling overhead, the computational resources expenditure, and the 
congestion that results from all the aforementioned factors.  
   The generic system model and the proposed modeling methodology were used to compare 
the merits of the results of two different schemes that were based on proactive and reactive 
load information acquisition strategies, in order to select the appropriate network targets 
considering a HetNet environment of multiple different cellular layers (e.g. macro-small cell) 
and/or radio interfaces (e.g. 4G, 5G, WiFi), while catering to different service requirements.  
    The calculation of the mean end-to-end delay, as well as, the impact assessment of the 
computational resources‟ scaling on delay has been demonstrated in order to examine the 
feasibility of each approach considering efficient RAN selection in next generation networks. 
The principles of the proposed modeling methodology could be exploited for the subsequent 
study of additional architectural approaches that may be developed in the future.  
   More specifically, the reactive approach (i.e. ORIG), which checks the availability of 




handover is triggered, was compared to a proactive approach (i.e. PRIG), which extends the 
standard VHO management frameworks, while, it presents a scalable and realistic 
architectural choice, by introducing a local dynamic context repository (DCR) that gathers 
load related context, proactively, periodically provided by the RANs, following the current 
research directions. The scenarios under consideration included mobility between small-cells 
within the coverage area of the same macro-cell, enabling MNs to handover from the macro-
cell to the appropriate small-cell that would provide them with adequate resources in order to 
keep the desired QoS.  
    The simulation results confirmed the accuracy of the analytical models for both 
approaches. In addition, it was proven that the PRIG approach outperforms the ORIG 
approach, in both scenarios under study that are implemented under diverse network 
topologies, demonstrating considerable delay efficiency gains (up to 60% and 65%, 
accordingly), without excessive investments in computational resources for the DCR. 
Interestingly, it was proven that the PRIG scheme may present major processing efficiency 
gains (more than 90%), considering the overall processing resources expenditure, following 
the assumption that the processing resources of the various RANs are substituted by the local 
DCR, presenting potential energy consumption gains, towards the goal for greener 





9. Concluding Remarks 
9.1 Summary and Conclusions 
In this study, the field of context-aware and autonomic VHO management was thoroughly 
explored. By employing concepts of ANM to VHO management, it became possible to shed new 
light to VHO operations from an ANM point of view, investigating the role of context-awareness 
and self-x capabilities, towards encompassing FI environments and the emerging 5G networks. 
As a first step, basic concepts regarding context-awareness, cognition and autonomicity were 
reviewed, in Chapter 2. In the point of view taken, cognitive functions are considered as parts of 
ANM, characterizing a system aware of itself and its environment, self-governing its behavior to 
achieve specific goals. This view includes the notion of self-management. Subsequently, these 
concepts were employed in a classification and analysis of the components, processes and 
algorithms involved in autonomic handover management. 
Ultimately, a new taxonomy of the relevant architectural components was introduced, 
considering the scenario of context-aware MNs that operate within a complex FI environment 
and self-manage their handover behavior. According to this taxonomy, the autonomic handover 
management procedure was organized into the phases of information collection, being linked to a 
knowledge base, followed by the handover decision making, which includes handover initiation 
and network selection processes and its corresponding algorithms, itself followed by the 
handover execution, which includes handover preparation and the related signaling. In this way, 
the VHO management complies with the autonomic management principles of monitor, analyze 




Following this study‟s point of view, the standard media independent handover management 
frameworks were reviewed and correlated with the new autonomic framework. Relevant 
amendments and/or extensions to the standards from the literature were also reviewed, together 
with works addressing efficiency, performance evaluation and related modeling aspects. 
As an additional contribution, this study highlighted a number of important autonomic features 
that may be leveraged to automatically make the autonomic handover management adaptive and 
to optimize its performance, towards the overall enhancement of the VHO operations, presented 
in Chapter 3. It was demonstrated that the combination of awareness, adaptivity & flexibility, 
learning and proactivity drive the system to performance improvements and enable the system to 
select the best choice among a set of available alternatives, advancing the system‟s overall self-
optimization. 
Robustness issues, related to the ability to achieve stable and efficient VHO decisions in the 
diverse and dynamic context of a FI environment, were also considered, filling a gap in the 
literature. A number of robustness-related issues and reviewed mechanisms to cope with them 
were identified, presenting also how robustness can be enhanced through the exploitation of 
autonomic features. 
To demonstrate the applicability of the general concepts, a number of representative VHO 
management solutions with an autonomic orientation were reviewed taken from the literature, in 
Chapter 4. These solutions were analyzed and relevant characteristics were associated with the 
proposed classification and taxonomy. Furthermore, the solutions were compared in terms of the 
extent they incorporate and exploit the autonomic features identified, towards enhancing the 




analysis and comparison of these particular solutions can be useful also for the future treatment of 
other VHO management solutions with an autonomic orientation. 
In the course of this study, it was seen that, in order to provide seamless VHOs and enhanced 
decisions in a FI environment, there is need for information collection targeting parameters over 
multiple layers. This requires advanced context-awareness. A flexible and adaptive set of 
parameters is also key to a more effective support for the QoS requirements of running 
applications. Once the sophistication of the parameters set increases, it becomes important to 
ensure the robust operation of the system, even in unpredictable situations, by appropriately 
handling the diversity of parameters and criteria/rules, by providing resilience under context 
uncertainties and incompleteness and by including mechanisms to withstand marginal/borderline 
cases. 
Also, the tradeoff between intelligence/sophistication and operational complexity was 
highlighted, which determines the achievable degree of self-management for the MN. While 
autonomic VHO management architectures should remain distributed enough to enable the MNs 
to make at least some decisions on their own, it may prove infeasible to implement sophisticated 
techniques solely on end-devices. In order for the system to keep its prompt reaction and 
maintain its potential for self-optimization, it may be advisable to introduce hierarchy in the VHO 
architecture and have specific time- and resource-demanding procedures linked with the 
cognition cycle (such as conflict resolution correlated to network-wide statistics and big data 
analysis, or learning algorithms) be coordinated by network entities higher up in the hierarchy, 
removing the burden from the MNs.  
The second part of the study aimed at providing a generic system model in order to evaluate the 




performance, which included the major architectural components, as well as, the significant 
methodological factors related to the analytical assessment of the overall delay, presented in 
Chapter 5. The model focused on capturing the effects of signaling in the VHO preparation 
phase, which is one of the most critical phases in the mobility management procedures. The 
modeling methodology is comprehensive, yet able to produce closed form results, providing as 
much generality as possible in order to be versatile enough to adapt to different architectural 
VHO frameworks, extending the state-of-the-art approaches. The system model took into 
consideration the rate of the handover requests, the important network topological and 
availability characteristics (including the process of finding a suitable handover target), various 
sources of signaling overhead, the computational resources expenditure, and the congestion that 
results from all the aforementioned factors.   
The generic system model and the proposed modeling methodology were used to compare the 
merits of the results of two different approaches that were based on reactive and proactive load 
information acquisition strategies, in order to select the appropriate network targets. The 
principles of the proposed modeling methodology could be exploited for the subsequent study of 
additional architectural approaches that may be developed in the future. 
More specifically, the reactive on-demand approach (i.e. ORIG), was presented in Chapter 6, 
which checks the availability of resource-related information through interaction between the SN 
and each CN each time a handover is triggered. Furthermore, the proactive approach (i.e. PRIG), 
was presented in Chapter 7, which presents a scalable and realistic architectural choice, by 
introducing a dynamic context repository (DCR) that gathers load related context, proactively, 




The calculation of the mean end-to-end delay, as well as, the impact assessment of the 
computational resources‟ scaling on delay has been demonstrated, in Chapter 8, in order to 
examine the feasibility of each approach considering efficient RAN selection in next generation 
networks. The scenarios under consideration included mobility between small-cells (e.g. WiFi 
APs) within the coverage area of the same macro-cell (i.e. LTE BS), enabling MNs to handover 
from the macro-cell to the appropriate small-cell that would provide them with adequate 
resources in order to keep the desired QoS.  
The simulation results confirmed the accuracy of the analytical model for both approaches. It 
has been proven that the topology (i.e. the network density and the number of MNs per network), 
as well as, the context acquisition strategy, and especially the resource related information about 
the dynamic load of the networks, play an important role on the VHO performance metrics.  
 Overall, considering the applicability of the ORIG scheme in a next generation 5G networking 
environment, following the requirements of minimum end-to-end delay, it has been shown that 
the resulting end-to-end delay may reach up to 80 milliseconds, which would potentially cause 
degradation of QoS in time-critical applications. Therefore, the potential merits of an alternative 
context acquisition strategy, equipped with the capability of receiving and storing dynamic 
context proactively, have been assessed, following the proposed performance evaluation 
methodology that captures all important factors related with context-aware connectivity 
management in HetNets.  
Specifically, it was shown that the PRIG scheme outperforms the ORIG scheme, in both 
scenarios under study that are implemented under diverse network topologies, demonstrating a 
considerable delay efficiency (up to 60% and 65%, accordingly), without excessive investments 




considering the overall processing resources expenditure is derived with the PRIG scheme, 
following the assumption that the processing resources of the various RANs are substituted by 
the local DCR, leading to potential energy consumption savings and lower OPEX and CAPEX 
costs. 
9.2 Insights for Future Research 
As this study comes to its completion, this section highlights and proposes future research 
directions, based on the outcomes of this doctoral thesis. Specifically, the following topics can be 
identified as main open lines of research, while insights related with the confrontation of the 
related issues are also provided.  
 Current Issues considering Emerging Technologies related to Connectivity 
Management 
   Connectivity management in 5G networks is still an open issue, considering the augmenting 
densification of networks, the multitude of radio access technologies and the unplanned 
network layout, posing several challenges. Furthermore, 5G networks promote programmable 
and virtualized architectures, which can be integrated with Media Independent Handover 
(MIH) strategies in order to holistically improve the network performance [128]. 
Additionally, the strict latency requirements demand distributed network designs, shifting 
computing resources and storage at the edge of the network.  
   Specifically, emerging technological concepts, such as network virtualization and SDN, 
promote the design of more advanced and flexible network architectures [129]. SDN 
promotes the abstraction of the network logic from hardware implementation into software, 




to coordinate the network‟s operations. In a similar direction, network virtualization can 
logically separate a single physical network infrastructure into multiple logical virtual 
networks, enabling customized support of application-specific services, and can lead to more 
efficient utilization of resources [130]. 
    Several approaches attempted to integrate MIHs with the SDN architectural paradigm [11], 
[128], [131] and also with Network Function Virtualization (NFV) [132], implementing the 
network entities as Virtual Machines (VMs) [133], envisaging support for network slicing 
[130] referring to the existence of multiple, possibly isolated, service and network 
architectures to support different usage scenarios, in particular services hosted by different 
verticals. 
    Accordingly, emerging research concepts promote distribution of resources (i.e., compute, 
storage, and network resources) with multi-access edge computing (MEC) [134] minimizing 
the latency fluctuation, towards addressing the more stringent requirements of novel concepts 
from vertical industries, such as vehicular networks, considering not only decentralization for 
data, but also for control, proposing that physically distributed, yet logically centralized 
control plane, could be used to enhance performance.  
   Following this mentality, recent directions of ANDSF and Hotspot 2.0 integration, enable 
MNs to collect information from a local instance of ANDSF ("Local ANDSF" [119]) about 
the policies of the operator for accessing the various RANs in the area, as well as, dynamic 
information from Hotspot 2.0 protocols [16], as presented in Chapter 7. However, 
considering the state-of-art approaches, there exists a literature gap considering how to 
acquire and manage the plethora of context information, resulting from various entities – and 




overheads and provide a feasible and realistic approach for efficient PoA selection in 5G 
HetNets, under the augmented network management requirements and challenges considering 
mobility between different RATs (i.e., including both 3GPP and non-3GPP access networks). 
    Novel, flexible and dynamically (re)-configurable network elements will be required to 
support these architectures and provide diverse and customizable services to dynamic traffic 
demands in frequency, space and time, while satisfying user QoS requirements. Towards the 
same direction, recent research directions suggest to move also the control closer to the edge 
in mobile networks, in order to overcome the limitations of centralization, proposing that 
physically distributed, yet logically centralized control plane could be used to enhance 
performance [135], [136]. Therefore, it becomes apparent that the application of the 
aforementioned emerging technologies on connectivity management demands an efficient 
network orchestration paradigm.  
 Towards an Autonomic and Programmable Connectivity Management Architecture 
   To accommodate the aforementioned issues, we argue that a future wireless distributed 
connectivity management architecture should utilize principles of context-aware and ANM 
dictated by a consummated implementation and inter-dependence of SDN and NFV [129], 
[137] enabling the system to evolve and to adapt to changes, in terms of either business 
objectives or users requirements [137], following the outcomes of Chapters 2 to 4. 
Additionally, the methodology provided in Chapter 5, could be accordingly adapted to 
measure the performance of such future connectivity management architectures, towards 
optimizing the tradeoff between context acquisition and signaling and processing overheads 





    More specifically, current research directions, promote context-aware strategies that 
demand feedback from the MNs. Following the outcomes resulted from the dissertation, 
related operations can be further optimized implementing self-x capabilities, which can be 
founded on the use of cooperative and cognitive radio strategies to reduce the mobile 
operator‟s maintenance and administration overhead, towards performance enhancement and 
minimization of the required energy consumption and delay overhead [20]. Towards these 
goals, ANM provides context-aware MNs that are able to self-manage their mobility behavior 
according to Policy-Based Management (PBM) principles. 
    Specifically, ANM introduces rules to formalize the description of operations of various 
network elements in response to changes in the environment, utilizing PBM, as highlighted in 
Chapter 2.1. Accordingly, as it was also highlighted in the dissertation, collection, modeling, 
reasoning, and distribution of context play a critical role in ANM, delivering to the system 
cognitive capabilities, which can be used in conjunction with machine learning and proactive 
techniques, exploiting context for responding faster and more efficiently to specific stimuli, 
and leading to overall system optimization. 
    Future autonomic network management architectures are likely to have a more flexible and 
customizable structure, towards adjusting dynamically the degree of self-management for 
each entity in the distributed architecture. Meanwhile, network elements higher up in the 
hierarchy should be able to enforce the appropriate policies on the MNs, in order to achieve 
global optimization goals. The relevant processes may combine ANM with SDN and network 
virtualization concepts, enabling a shift from device-driven management models to context-
aware and QoS-aware management models, covering the market demand for more flexible 




   In such hybrid future autonomic architectures (following the architectural variances, 
highlighted in Chapter 2.2.4) some self-organization and self-optimization algorithms, mostly 
those related to tasks with local scope, would run locally on the MNs, while the tasks with 
wider scope (global network view) could be managed by a central managing authority (i.e. a 
network controller) on the network side. In particular, the global knowledge could provide 
enhanced information to MNs enabling dynamically optimized policies, towards achieving a 
local optimum in balance with the global optimum, according to an evolutionary process. In 
this way, the integration of autonomic MNs and autonomic network entities higher up in the 
hierarchy may lead to a VHO management solution featuring increased reliability and 
efficiency [20]. 
    Accordingly, global awareness can be built by combining the self-awareness of each 
distributed entity, while MNs could utilize the global view to evaluate/verify and complement 
their own status. Towards the implementation of such global knowledge base, the strict 
latency requirements for mobility management in a 5G network environment, demand 
computing resources and storage at the edge of a network, utilizing edge, mobile edge, 
mobile cloud and fog computing concepts. Such distributed knowledge base paradigms could 
facilitate the MNs to store individually essential information about their mobility for later 
use, further promoting the concept of self-management. In this way, the goal of QoS-aware 
ubiquitous connectivity and efficient use/reuse of resources will be provided by a network 
architecture with advanced intelligence, capable of sensing its operational conditions and 
adapting its configuration accordingly. 
 Context-Awareness and Autonomicity in conjunction with Cognitive Radios 




Spectrum is a limited resource and due to the fixed spectrum assignment policy and the rapid 
development of wireless networks, spectrum scarcity has significantly intensified. Some 
frequencies are heavily congested, e.g., the unlicensed spectrum, while others remain under-
utilized. Cognitive radios allow for dynamic spectrum management, mitigating the 
aforementioned problems. Current Software Defined Radio (SDR) technology may act as an 
enabler, allowing a cognitive radio to configure dynamically the transmission parameters of a 
device, in accordance to the wireless environment in which it operates [129]. 
As a result, future research should focus on the interplay between SDN-SDR in distributed 
wireless networks operating in highly dynamic environments using NFV as a convergence 
substrate enabling the SDN-SDR interplay [129]. The objectives of the future network 
architectures should include reconfiguration flexibility, efficient use of the bandwidth, as well as, 
efficient and transparent Device-to-Device (D2D) communications, without interrupting the 
primary network operation.  
As it has been highlighted in the course of this study, ANM provides context-aware MNs that 
are able to self-manage their mobility behavior according to policy-based management principles. 
Therefore, the combination of ANM and SDN-NFV-SDR can address the requirement of 
availability and resilience, especially in scenarios where the amount of devices or the network 
connectivity conditions are unsuitable for maintaining a frequent communication between mobile 
devices and centralized entities, promoting the accomplishment of novel distributed 
communication concepts, such as D2D [129].  
Accordingly, we propose that the combination of ANM with SDN-SDR via virtual utility 
functions, would enable a cognitive and flexible framework to enable autonomic network 




design approach would address the objective of QoS-aware ubiquitous connectivity and efficient 
use of resources with flexible network management, utilizing multiple connectivity opportunities, 
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11. Extended Summary in Greek (Εκηεηαμένη Πεπίλητη 
ζηην ελληνική) 
Η παξνύζα δηαηξηβή πξαγκαηεύεηαη ην δήηεκα ηεο ππνζηήξημεο ηεο ζπλδεζηκόηεηαο 
(connectivity management) κεηαμύ εηεξνγελώλ δηθηύσλ ζην πιαίζην ηνπ Γηαδηθηύνπ ηνπ 
Μέιινληνο (Future Internet), κε βάζε ηα πξόηππα ηεο απηνλνκηθόηεηαο (autonomicity) θαη 
ηεο επίγλσζεο πεξηβάιινληνο (context-awareness). ΢ην πεξηβάιινλ ηνπ Γηαδηθηύνπ ηνπ 
Μέιινληνο, ε Πέκπηε γεληά (5G) δηθηύσλ έρεη ήδε αξρίζεη λα θαζηεξώλεηαη. Σα δίθηπα 5G 
αμηνπνηνύλ πςειόηεξεο ζπρλόηεηεο παξέρνληαο κεγαιύηεξν εύξνο δώλεο, ελώ ππνζηεξίδνπλ 
εμαηξεηηθά κεγάιε ππθλόηεηα ζε ζηαζκνύο βάζεο θαη θηλεηέο ζπζθεπέο, ζρεκαηίδνληαο έλα 
πεξηβάιινλ εηεξνγελώλ δηθηύσλ, ην νπνίν ζηνρεύεη ζην λα θαιπθζνύλ νη απαηηήζεηο ηεο 
απόδνζεο σο πξνο ηελ κηθξόηεξε δπλαηή ζπλνιηθή ρξνλνθαζπζηέξεζε θαη θαηαλάισζε 
ελέξγεηαο. 
Η απνδνηηθή δηαρείξηζε ηεο ζπλδεζηκόηεηαο ζε έλα ηόζν εηεξνγελέο δηθηπαθό πεξηβάιινλ 
απνηειεί αλνηρηό πξόβιεκα, κε ζθνπό λα ππνζηεξίδεηαη ε θηλεηηθόηεηα ησλ ρξεζηώλ ζε 
δίθηπα δηαθνξεηηθώλ ηερλνινγηώλ θαη βαζκίδσλ, αληηκεησπίδνληαο ζέκαηα πνιππινθόηεηαο 
θαη δηαιεηηνπξγηθόηεηαο, ππνζηεξίδνληαο ηηο απαηηήζεηο ησλ ηξερνπζώλ εθαξκνγώλ θαη ησλ 
πξνηηκήζεσλ ησλ ρξεζηώλ θαη δηαρεηξίδνληαο ηαπηόρξνλα πνιιαπιέο δηθηπαθέο δηεπαθέο. Η 
ζπιινγή, ε κνληεινπνίεζε, ε δηεμαγσγή ζπκπεξαζκάησλ θαη ε θαηαλνκή πιεξνθνξίαο 
πεξηερνκέλνπ ζε ζρέζε κε δεδνκέλα αηζζεηήξσλ ζα παίμνπλ θξίζηκν ξόιν ζε απηήλ ηελ 
πξόθιεζε. 
 Με βάζε ηα παξαπάλσ, θξίλεηαη ζθόπηκε ε αμηνπνίεζε ησλ αξρώλ ηεο επίγλσζεο 
πεξηερνκέλνπ θαη ηεο απηνλνκηθόηεηαο, θαζώο επηηξέπνπλ ζηηο δηθηπαθέο νληόηεηεο λα είλαη 




ιεηηνπξγίεο ηνπο ώζηε λα πεηπραίλνπλ ζπγθεθξηκέλνπο ζηόρνπο. Δπηπιένλ, ρξεηάδεηαη 
αθξηβήο πνζνηηθή αμηνιόγεζε ηεο απόδνζεο ιύζεσλ δηαρείξηζεο ηεο ζπλδεζηκόηεηαο γηα 
εηεξνγελή δίθηπα, νη νπνίεο παξνπζηάδνπλ δηαθνξεηηθέο ζηξαηεγηθέο επίγλσζεο 
πεξηβάιινληνο, απαηηώληαο κηα κεζνδνινγία πνπ λα είλαη πεξηεθηηθή θαη γεληθά εθαξκόζηκε 
ώζηε λα θαιύπηεη δηαθνξεηηθέο πξνζεγγίζεηο, θαζώο νη ππάξρνπζεο κεζνδνινγίεο ζηελ 
βηβιηνγξαθία είλαη ζρεηηθά πεξηνξηζκέλεο. 
 Σν ζύλνιν ηεο κειέηεο επηθεληξώλεηαη ζε δύν ζεκαηηθνύο άμνλεο. ΢ην πξώην ζεκαηηθό 
κέξνο ηεο δηαηξηβήο (Κεθάλαια 2 – 4), αλαιύεηαη ν ξόινο ηεο επίγλσζεο πεξηβάιινληνο θαη 
ηεο απηνλνκηθόηεηαο, ζε ζρέζε κε ηελ δηαρείξηζε ηεο ζπλδεζηκόηεηαο, αλαπηύζζνληαο έλα 
πιαίζην ηαμηλόκεζεο θαη θαηεγνξηνπνίεζεο, ώζηε λα αμηνινγεζνύλ ζρεηηθέο ιύζεηο, κε 
γλώκνλα ηελ ζπλνιηθή βειηηζηνπνίεζε θαη ηελ απνηειεζκαηηθόηεηα ησλ απνθάζεσλ, 
επεθηείλνληαο ηελ ηξέρνπζα βηβιηνγξαθία. ΢ην δεύηεξν ζεκαηηθό κέξνο ηεο δηαηξηβήο 
(Κεθάλαια 5 – 8), αλαπηύζζεηαη κεζνδνινγία γηα ηελ πνζνηηθή αμηνιόγεζε ηεο απόδνζεο 
ιύζεσλ ππνζηήξημεο ηεο θηλεηηθόηεηαο ζε εηεξνγελή δίθηπα, νη νπνίεο παξνπζηάδνπλ 
δηαθνξεηηθέο ζηξαηεγηθέο επίγλσζεο πεξηβάιινληνο, ώζηε λα δηαπηζησζεί ε θαηαιιειόηεηά 
ηνπο γηα ηα δίθηπα 5εο γεληάο. Αθνινπζεί ε πεξηγξαθή ησλ επί κέξνπο θεθαιαίσλ ηεο 
δηαηξηβήο. 
Σν Κεθάλαιο 1, πεξηιακβάλεη ηελ ζπκβνιή ηεο δηαηξηβήο, θαζώο θαη ηελ δνκή. Σν 
Κεθάλαιο 2, εηζάγεη ηνλ αλαγλώζηε ζην ζέκα ηεο δηαρείξηζεο ηεο ζπλδεζηκόηεηαο ζε 
εηεξνγελή δίθηπα κέζα από ην πξίζκα ηεο επίγλσζεο εαπηνύ θαη πεξηβάιινληνο θαη ηεο 
απηνλνκηθόηεηαο, μεθηλώληαο από ηνπο βαζηθνύο νξηζκνύο θαη ζηε ζπλέρεηα αλαπηύζζεη ην 




δηαρείξηζεο ηεο ζπλδεζηκόηεηαο, αλαιύνληαο επηπιένλ ηηο βαζηθέο ππνιεηηνπξγίεο ηεο θάζε 
θάζεο. 
΢ύκθσλα κε ην πξσηόθνιιν ηεο IEEE 802.21, ε δηαδηθαζία ηεο δηαρείξηζεο ηεο 
θηλεηηθόηεηαο ζε εηεξνγελή δίθηπα, ρσξίδεηαη ζε ηξία ζηάδηα. Σν πξώην απνηειεί ηελ έλαξμε 
ηεο κεηαπνκπήο, ε νπνία πεξηιακβάλεη ηελ εύξεζε δηθηύσλ, ηελ επηινγή δηθηύνπ θαη ηελ 
ζπκθσλία γηα ηελ κεηαπνκπή (αλάκεζα ζην ηξέρσλ θαη ζην επηιεγκέλν δίθηπν). Σν δεύηεξν 
πεξηιακβάλεη ηελ πξνεηνηκαζία γηα ηελ κεηαπνκπή θαη πην ζπγθεθξηκέλα ηελ ζπλδεζηκόηεηα 
ζην επίπεδν δεύμεο δεδνκέλσλ θαη ζην επίπεδν δηαδηθηύνπ. Σέινο, ην ηξίην, ελέρεη ηελ 
εθηέιεζε ηεο κεηαπνκπήο, ε νπνία πεξηιακβάλεη ηελ ζεκαηνδνζία, ηελ κεηαθνξά δεδνκέλσλ 
θαη ηελ ιήςε παθέησλ. 
 Αθνινπζώληαο κηα ειαθξώο ελαιιαθηηθή δνκή, ώζηε λα πιεξνύληαη πην απνηειεζκαηηθά 
νη αλάγθεο ηεο απηνλνκηθήο δηαρείξηζεο κεηαπνκπώλ θαη γηα λα επηζεκαλζνύλ ηα θεληξηθά 
ζεκεία, ε απηνλνκηθή δηαρείξηζε ηεο θηλεηηθόηεηαο κπνξεί λα ρσξηζηεί ζε ζπιινγή 
πιεξνθνξηώλ, ε νπνία ζπλδέεηαη κε ηελ βάζε γλώζεο, αθνινπζνύκελε από ην ζηάδην ηεο 
ιήςεο απόθαζεο κεηαπνκπήο, ε νπνία πεξηιακβάλεη ηελ έλαξμε θαη ηελ πξνεηνηκαζία γηα 
κεηαπνκπή, θαη ηέινο ηελ εθηέιεζε ηεο κεηαπνκπήο, ε νπνία πεξηιακβάλεη ηελ πξνεηνηκαζία 
γηα ηελ κεηαπνκπή θαη ηελ ζεκαηνδνζία. ΢ύκθσλα κε απηήλ ηελ πξνζέγγηζε, ε δηαρείξηζε 
ηεο θηλεηηθόηεηαο ζπλάδεη κε ην πιαίζην ηεο απηνλνκηθήο δηαρείξηζεο θαη ηνλ θύθιν ηεο 
απηνλνκίαο, ν νπνίνο πεξηιακβάλεη ηα ζηάδηα ηεο παξαθνινύζεζεο, ηεο αλάιπζεο θαη ηνπ 
ζρεδηαζκνύ, θαζώο θαη ηεο εθηέιεζεο. 
 Πην αλαιπηηθά, ε δηαδηθαζία ηεο ζπιινγήο πιεξνθνξηώλ, ζπιιέγεη ηηο απαξαίηεηεο 
πιεξνθνξίεο νη νπνίεο είλαη απαξαίηεηεο γηα ηηο αθόινπζεο δηαδηθαζίεο ηεο «αλάιπζεο» θαη 




δηαδηθαζίαο ηεο ζπιινγήο πιεξνθνξηώλ, ε νπνία είλαη ππεύζπλε γηα ηελ απόθαζε εθθίλεζεο 
ηεο κεηαπνκπήο θαη ηεο επηινγήο δηθηύνπ. Άξα ζα ιέγακε όηη ε απνηειεζκαηηθόηεηα ηεο 
απόθαζεο είλαη απόιπηα ζπλδεδεκέλε κε ηελ δηαζέζηκε πιεξνθνξία, πνπ παξέρεηαη από ηελ 
δηαδηθαζία ζπιινγήο πιεξνθνξηώλ. Πην αλαιπηηθά, ην πεξηερόκελν ησλ πιεξνθνξηώλ 
πεξηιακβάλεη πιεξνθνξία ζρεηηθή κε ηνπο ρξήζηεο όπσο πξνηηκήζεηο, πξνηεξαηόηεηεο, 
θαζώο θαη ην ηζηνξηθό πξνθίι ηνπ θάζε ρξήζηε. 
 Δπίζεο, ην πεξηερόκελν ησλ πιεξνθνξηώλ πεξηιακβάλεη πιεξνθνξία ζρεηηθή κε ην θηλεηό 
ηεξκαηηθό, όπσο ε κπαηαξία πνπ απνκέλεη, θαζώο θαη παξάκεηξνη ζρεηηθά κε ηελ 
θηλεηηθόηεηα ηνπ  ΚΣ, όπσο ε απόζηαζε θαη ε ζέζε ηνπ. Αθνινύζσο, ε πιεξνθνξία πνπ 
ζπιιέγεηαη από ηελ δηαδηθαζία ζπιινγήο πιεξνθνξηώλ απνζεθεύεηαη ζηελ βάζε γλώζεο. Η 
βάζε γλώζεο θξαηά απνζεθεπκέλν έλα κνληέιν ηνπ εζσηεξηθνύ θαη ηνπ εμσηεξηθνύ 
πεξηβάιινληνο, κε βάζε ην θηλεηό ηεξκαηηθό θαη κε βάζε ηα δίθηπα, θάλνληαο δηαζέζηκν ην 
πεξηερόκελν ησλ πιεξνθνξηώλ ζηηο άιιεο νληόηεηεο πνπ δηαρεηξίδνληαη ην ζύζηεκα θαη ηελ 
θηλεηηθόηεηα. Λακβάλνληαο ππόςηλ ην θύθιν ηεο απηνλνκηθόηεηαο θαη δηαρείξηζεο ηεο 
θηλεηηθόηεηαο, ε βάζε γλώζεο ζπλεξγάδεηαη κε ηελ δηαδηθαζία ηεο ζπιινγήο πιεξνθνξηώλ 
αιιά θαη ηελ δηαδηθαζία ηεο ιήςεο απνθάζεσλ. 
 Αθνινύζσο, ε δηαδηθαζία ιήςεο απνθάζεσλ κπνξεί λα ιερζεί όηη είλαη ε βαζηθή 
δηαδηθαζία πνπ ζρεηίδεηαη κε ηελ θηλεηηθόηεηα, θαζώο έρεη ην θαζήθνλ λα αλαιύεη ηηο 
πιεξνθνξίεο πνπ ζπιιέρζεθαλ από ηελ δηαδηθαζία ζπιινγήο πιεξνθνξηώλ, θαζώο θαη λα 
ζρεδηάδεη ηηο δξάζεη πνπ ζα εμαζθαιίζνπλ ηελ θαιύηεξε ιεηηνπξγία ζην ζύζηεκα θαη ζηελ 
ππνζηήξημε ηεο θηλεηηθόηεηαο. Η δηαδηθαζία ιήςεο απνθάζεσλ πεξηιακβάλεη, ηελ έλαξμε 
θαη ηελ πξνεηνηκαζία γηα κεηαπνκπή, θαζώο θαη ηελ επηινγή δηθηύνπ, θαη όινπο ηνπο 




πεξηιακβάλεη επίζεο γλσζηηθέο ηερληθέο θαη ηερληθέο κάζεζεο, νη νπνίεο επηηξέπνπλ ζην 
ζύζηεκα λα αληαπεμέιζεη ζηηο αλάγθεο ηνπ, εληζρύνληαο ηελ απην-βειηηζηνπνίεζε θαη ηελ 
δηαδηθαζία απην-ίαζεο. Πην αλαιπηηθά, ε δηαδηθαζία ιήςεο απνθάζεσλ κπνξεί λα ρσξηζηεί 
ζε δύν μερσξηζηέο δηαδηθαζίεο: ηελ επηινγή παξακέηξσλ, θαζώο θαη ηελ επεμεξγαζία ησλ 
παξακέηξσλ. Πξώηνλ, ε δηαδηθαζία επηινγήο παξακέηξσλ, θάλεη ρξήζε κεζόδσλ πνπ 
ρξεζηκνπνηνύλ ηελ πιεξνθνξία πνπ ζπιιέρζεθε ζην πξνεγνύκελν ζηάδην, ηεο ζπιινγήο 
πιεξνθνξηώλ, θαη επηιέγεη ηηο παξακέηξνπο πνπ απαηηνύληαη λα ρξεζηκνπνηεζνύλ από ηνπο 
αιγνξίζκνπο πνπ επηηεινύλ ηελ επεμεξγαζία ησλ πιεξνθνξηώλ, ζύκθσλα κε θάζε ζελάξην. 
Σν ζεη ησλ παξακέηξσλ κπνξεί λα επηιέγεηαη από ηνλ ρξήζηε ή κπνξεί λα είλαη βαζηζκέλν 
ζε θαλόλεο θαη πνιηηηθέο, ή θαη ηα δπν. 
Σέινο, ε δηαδηθαζία ηεο εθηέιεζεο, επηηειεί ηελ δξάζε πνπ ζρεηίδεηαη κε ηελ εθαξκνγή 
ηεο θάζεηεο κεηαπνκπήο. ΢ηελ παξνύζα εξγαζία επηθεληξσλόκαζηε ζηηο κεζόδνπο ειέγρνπ 
ηεο κεηαπνκπήο θαη ζηηο αξρηηεθηνληθέο δηαρείξηζεο πνπ ραξαθηεξίδνπλ ηηο ιύζεηο γηα 
απηνλνκηθή ππνζηήξημε ηεο θηλεηηθόηεηαο, πξνσζώληαο ηελ απηνδηαρείξηζε. Η 
απηνδηαρείξηζε απνηειεί κηα βαζηθή ηδηόηεηα ηεο απηνλνκηθήο ππνζηήξημεο ηεο 
θηλεηηθόηεηαο, θαζώο επηηξέπεη ζην θηλεηό ηεξκαηηθό λα δηαρεηξίδεηαη ην ίδην ηελ ιεηηνπξγία 
ηνπ, θαζνξίδνληαο ηελ θαηάιιειε ζηηγκή γηα κεηαπνκπή θαη επηιέγνληαο ην επηζπκεηό 
δίθηπν. ΢πκπεξαζκαηηθά, νη κέζνδνη ειέγρνπ θαη νη αξρηηεθηνληθέο δηαρείξηζεο ηεο 
θηλεηηθόηεηαο, ζα πξέπεη λα είλαη απνθεληξσκέλνη (σο έλα βαζκό ηνπιάρηζηνλ) θαη λα 
επηηξέπνπλ ζην ηεξκαηηθό λα παίξλεη κόλν ηνπ ηηο απνθάζεηο πνπ ην αθνξνύλ. 
΢ην Κεθάλαιο 3, πεξηγξάθνληαη ηα απηνλνκηθά ραξαθηεξηζηηθά πνπ ζρεηίδνληαη κε ηελ 
απηνλνκηθή δηαρείξηζε ηεο θηλεηηθόηεηαο ζην πιαίζην ηνπ δηαδηθηύνπ ηνπ κέιινληνο. Πην 




είλαη ε ελεκεξόηεηα (awareness) ή αιιηώο επίγλσζε εαπηνύ θαη πεξηβάιινληνο, ε 
πξνζαξκνζηηθόηεηα (adaptivity), ε επειημία (flexibility), ε κάζεζε (learning) θαζώο θαη ε 
δπλαηόηεηα πξόβιεςεο (proactivity). Γηα ηα παξαπάλσ απηνλνκηθά ραξαθηεξηζηηθά 
αλαιύεηαη θαηά πόζνλ ην θαζέλα νδεγεί ζε βειηηζηνπνίεζε ηεο ιεηηνπξγίαο ηνπ ζπζηήκαηνο. 
Δπηπιένλ, ζίγεηαη έλα κείδνλ ζέκα ζρεηηθά κε ηελ δηαρείξηζε ηεο ζπλδεζηκόηεηαο, ην νπνίν 
ζρεηίδεηαη κε ηελ επξσζηία, ελλνώληαο ηελ ιήςε ζηαζεξώλ θαη απνηειεζκαηηθώλ 
απνθάζεσλ. Αθνινύζσο, παξαηίζεληαη γηα πξώηε θνξά ζηελ βηβιηνγξαθία θαλόλεο 
επξσζηίαο γηα ιύζεηο ππνζηήξημεο ηεο θηλεηηθόηεηαο ζε εηεξνγελή δίθηπα κε επίγλσζε 
εαπηνύ θαη πεξηβάιινληνο, θαζώο θαη πώο ηα πξναλαθεξζέληα απηνλνκηθά ραξαθηεξηζηηθά 
ζπλεηζθέξνπλ ζηελ επξσζηία. 
 Αθνινύζσο δίλεηαη κηα πεξηγξαθή ησλ απηνλνκηθώλ ραξαθηεξηζηηθώλ μεθηλώληαο κε ηελ 
ελεκεξόηεηα. Η ελεκεξόηεηα ζπλδέεηαη κε ηελ δηαδηθαζία ηεο παξαθνινύζεζεο (monitor), 
θαζώο θαη κε ηελ δηαδηθαζία εύξεζεο θαη επηινγήο παξακέηξσλ πξνο παξαθνινύζεζε, θαη 
απνηειείηαη από ελεκεξόηεηα «εαπηνύ» θαη πεξηβάιινληνο, ζπιιέγνληαο πιεξνθνξία από ην 
ηεξκαηηθό, ηα δίθηπα θαη ηνλ ρξήζηε. Η ελεκεξόηεηα είλαη ε βαζηθή ηδηόηεηα πνπ 
ραξαθηεξίδεη έλα απηνλνκηθό ζύζηεκα θαη ζρεηίδεηαη άκεζα κε ηελ βάζε γλώζεο. Δπίζεο, ην 
απνηέιεζκα ηεο ελεκεξόηεηαο είλαη ε έγθαηξε αληίδξαζε, ε νπνία κε βάζε ην πιαίζην ηεο 
απηνλνκηθήο δηαρείξηζεο ηεο θηλεηηθόηεηαο, ζπλδέεηαη κε ηελ «δξάζε», δειαδή ζηελ 
πεξίπησζή καο ηελ εθαξκνγή ηεο κεηαπνκπήο από έλα δίθηπν ζε έλα άιιν. 
 ΢ην πιαίζην ηεο απηνλνκηθήο δηαρείξηζεο δηθηύσλ, ε πξνζαξκνζηηθόηεηα ζπλδέεηαη κε 
ηελ δπλαηόηεηα ηνπ ζπζηήκαηνο λα αληηδξά ζηα ηξέρνληα γεγνλόηα, εμαξηώκελε θπζηθά από 
ηελ ελεκεξόηεηα ηεο βάζεο γλώζεο, θαη απνθαζίδνληαο γηαηί, πόηε, πνύ θαη πώο ζα 




ηεο «αλάιπζεο» θαη ηνπ «ζρεδηαζκνύ», από ηνλ θύθιν ηεο απηνλνκηθόηεηαο. Δπηπιένλ, ε 
πξνζαξκνζηηθόηεηα κπνξεί λα ζπλεηζθέξεη σο αλάδξαζε ζηνλ θύθιν ειέγρνπ, ε νπνία 
επεξεάδεη ηηο ίδηεο ηηο δηαδηθαζίεο ηεο αλάιπζεο θαη ηνπ ζρεδηαζκνύ, αιιάδνληαο γηα 
παξάδεηγκα θάπνηνλ θαλόλα ή πνιηηηθή. Γηα παξάδεηγκα, ε πξνζαξκνζηηθόηεηα ζα 
κπνξνύζε λα επεξεάζεη ηελ ζπρλόηεηα κε ηελ νπνία γίλνληαη νη κεηξήζεηο ζηελ θάζε ηεο 
ζπιινγήο πιεξνθνξηώλ, αληαπνθξηλόκελε ζηηο δπλακηθέο ζπλζήθεο ηνπ πεξηβάιινληνο. 
Αθόκε, ε πξνζαξκνζηηθόηεηα ζρεηίδεηαη κε ηνλ δπλακηθό ρξνλνπξνγξακκαηηζκό, 
ειαρηζηνπνηώληαο ηνλ ρξόλν πνπ ρξεηάδεηαη ην ζύζηεκα λα πάξεη κηα απόθαζε θαη θαηά 
ζπλέπεηα βειηηώλνληαο ηελ απόδνζε ηνπ ζπζηήκαηνο. ΢ύκθσλα κε ηηο ηειεπηαίεο 
επηζηεκνληθέο κειέηεο, ε πξνζαξκνζηηθόηεηα ζα κπνξνύζε λα εληζρπζεί κε ηελ ρξήζε 
αιγνξίζκσλ ηερλεηήο λνεκνζύλεο πνπ κηκνύληαη βηνινγηθέο δηαδηθαζίεο, όπσο γηα 
παξάδεηγκα ε «επθπΐα ζκήλνπο» (Swarm intelligence), ε νπνία πξνζθέξεη βειηησκέλε 
δηαρείξηζε ηνπ επεμεξγαζηηθνύ θνξηίνπ θαη βειηηώλεη θαη ηηο ηερληθέο δξνκνιόγεζεο. 
Μηα άιιε ζεκαληηθή απηνλνκηθή δπλαηόηεηα ζην πεδίν ηεο δηαρείξηζεο ηεο θηλεηηθόηεηαο 
είλαη ν βαζκόο επειημίαο ηνπ ζπζηήκαηνο. Η επειημία ζρεηίδεηαη κε ηελ ηθαλόηεηα ηνπ 
ζπζηήκαηνο λα ηξνπνπνηεί ηηο κεζόδνπο επεμεξγαζίαο, θαζώο ην ζύζηεκα βξίζθεηαη ζε 
ιεηηνπξγία. Δίλαη πξνθαλέο όηη ε δπλαηόηεηα ηεο πξνζαξκνγήο ηεο κεζόδνπ ζηηο 
κεηαβαιιόκελεο ζπλζήθεο ηνπ πεξηβάιινληνο, επεξεάδεη ηελ πνιππινθόηεηα  ηεο 
δηαδηθαζίαο ιήςεο απνθάζεσλ ηνπ ζπζηήκαηνο. Έηζη, ν ζηόρνο είλαη λα δηαηεξείηαη 
ηζνξξνπία αλάκεζα ζηελ δπλαηόηεηα επειημίαο ηνπ ζπζηήκαηνο θαη ζηελ επεμεξγαζηηθή 
πνιππινθόηεηα. Αλ ε επειημία ζηεξίδεηαη ζε έλα ζηαηηθό ζεη παξακέηξσλ, νη νπνίεο 
δίλνληαη εμ αξρήο, ηόηε πξόθεηηαη γηα πεξηνξηζκέλε επειημία. Αληηζέησο, όηαλ ην ζεη 




ηελ πεξίπησζε, ηόηε ην ζύζηεκα έρεη πξνρσξεκέλν βαζκό επειημίαο. ΢ύκθσλα κε ηελ 
ηειεπηαία κέζνδν, ε επειημία κπνξεί λα βαζίδεηαη είηε ζε θάπνην πιαίζην ζπλαξηήζεσλ 
(function-based), είηε ζε θάπνην πιαίζην θαλόλσλ (policy-based). Σν πιαίζην ησλ 
ζπλαξηήζεσλ πεξηιακβάλεη ηερληθέο όπσο ε ΢πλάξηεζε Απόθαζεο (Decision Function) θαη 
ε Πνιπ-Κξηηεξηαθή Απόθαζε (Multi-Attribute Decision), θαη ππνινγίδεη ην απνηέιεζκα ηεο 
απόθαζεο κε βάζε ηηο παξακέηξνπο πνπ έρνπλ επηιεγεί, θαζώο θαη κε βάζε ηα βάξε ηνπο, ηα 
νπνία επεξεάδνπλ πνηα παξάκεηξνο έρεη κεγαιύηεξε επηξξνή ζηελ απόθαζε. Σα βάξε είλαη 
κεηαβιεηά, νη παξάκεηξνη όκσο όρη, αλ δελ ππάξρεη ηαπηόρξνλα θαη έλα πιαίζην θαλόλσλ 
(policy-based). Έηζη, από ηελ άιιε κεξηά αλ ππάξρεη θαη επειημία πνπ ζηεξίδεηαη ζε έλα 
πιαίζην θαλόλσλ, νη θαλόλεο ελεξγνπνηνύληαη κε ζπγθεθξηκέλεο ηηκέο θαησθιίνπ, θαη 
κπνξνύλ λα ηξνπνπνηεζνύλ δπλακηθά. Άξα νη ιύζεηο πνπ ππνζηεξίδνπλ επειημία πνπ 
ζηεξίδεηαη ζε έλα πιαίζην θαλόλσλ, κπνξνύλ λα εμειίμνπλ πεξαηηέξσ ην ζύζηεκα, όκσο θαη 
πάιη πξέπεη λα ηεξείηαη ε ηζνξξνπία ζε ζρέζε κε ηελ πνιππινθόηεηα. 
Η δπλαηόηεηα κάζεζεο ζπλδέεηαη κε ηελ έλλνηα ηεο γλώζεο (cognition). Πην ζπγθεθξηκέλα 
έλα ζύζηεκα πνπ έρεη ηελ δπλαηόηεηα ηεο γλώζεο θαη ηεο κάζεζεο, κπνξεί λα ζπκάηαη 
παξειζνληηθέο ζπκπεξηθνξέο (ηζηνξηθή κλήκε), όπσο π.ρ. πξνβιήκαηα πνπ πξνέθπςαλ, 
θαζώο θαη ηηο ιύζεηο πνπ αθνινπζήζεθαλ, επηηξέπνληαο ζην ζύζηεκα λα δηαζέηεη εκπεηξία (ε 
νπνία ζπλδέεηαη κε ηελ κλήκε θαη ηελ βάζε γλώζεο) θαη λα ηελ ρξεζηκνπνηεί ζηηο απνθάζεηο 
πνπ θαιείηαη λα πάξεη. Δηδηθά ζε δπλακηθά πεξηβάιινληα, ε γλώζε ζρεηηθά κε αθνινπζίεο 
ζπκπεξηθνξώλ θαη νκάδεο ζπλζεθώλ θαη ζελαξίσλ κπνξεί λα βειηηώζεη εληππσζηαθά ηελ 
απόδνζε ηνπ ζπζηήκαηνο, αληρλεύνληαο αθνινπζίεο γεγνλόησλ πνπ επαλαιακβάλνληαη 
ζπρλά. Σν ηειεπηαίν κπνξεί λα επηηεπρζεί  κε ηελ ρξήζε ηερληθώλ ηερλεηήο λνεκνζύλεο, 




Η δπλαηόηεηα πξόβιεςεο πξνσζεί ηελ ρξήζε πξνιεπηηθώλ κεηξήζεσλ γηα λα 
δηαηεξήζεη  ηελ απόδνζε ηνπ ζπζηήκαηνο ζηελ παξνύζα θαηάζηαζε, πξνβιέπνληαο 
(πξνζδνθώληαο) γεγνλόηα θαη ηελ επίδξαζή ηνπο ζην ζύζηεκα. Η πξνζδνθία-πξόβιεςε είλαη 
ν αθξνγσληαίνο ιίζνο ηεο πξνδξαζηηθήο ππνινγηζηηθήο (proactive computing), πξνσζώληαο 
ελέξγεηεο ζηελ θαηεύζπλζε ηεο πξόβιεςεο ηνπ κέιινληνο. Οη πξνδξαζηηθέο ηερληθέο 
ζηνρεύνπλ ζηελ ιεηηνπξγία ελεκεξόηεηαο πεξηερνκέλνπ (context aware operation), 
ζηαηηζηηθήο ζπιινγηζηηθήο (statistical reasoning), θαζώο θαη έμππλεο δηαρείξηζεο δεδνκέλσλ 
(intelligent data-handling). Δπηπιένλ, ζπιιέγνληαο θαη αλαιύνληαο πξνδξαζηηθή 
πιεξνθνξία, αθνξώληαο γηα παξάδεηγκα ηελ θαηάζηαζε ηεο δεύμεο ή ηεο κπαηαξίαο, βνεζά 
ην ζύζηεκα λα απνθαζίζεη πνηα είλαη ε θαηάιιειε ζηηγκή γηα λα μεθηλήζεη ηελ δηαδηθαζία 
ηεο κεηαπνκπήο ζε άιιν δίθηπν, κεηώλνληαο ηνλ ζπλνιηθό αξηζκό κεηαπνκπώλ, θαη 
κεηώλνληαο θαηά απηόλ ηνλ ηξόπν ηελ επηβάξπλζε ζε ζεκαηνδνζία. Έηζη νη δηαθνπέο ηεο 
ζύλδεζεο πνπ κπνξεί λα βηώζεη κηα θνξεηή ζπζθεπή, θαηά ηελ δηάξθεηα θίλεζεο, κπνξεί λα 
απνθεπρζεί. 
Καηά ζπλέπεηα, ηα πξνδξαζηηθά ζπζηήκαηα ρξεζηκνπνηνύλ πιεξνθνξία πεξηερνκέλνπ 
ώζηε λα αληαπνθξίλνληαη πην γξήγνξα θαη πην απνηειεζκαηηθά ζε ζπγθεθξηκέλα εξεζίζκαηα. 
Σερληθέο ζηαηηζηηθήο ζπιινγηζηηθήο όπσο ηα Hidden Markov Models, νη γελεηηθνί 
αιγόξηζκνη θαη νη Bayesian ηερληθέο, κπνξνύλ λα ρξεζηκνπνηεζνύλ αληί γηα ηηο 
παξαδνζηαθέο ληεηεξκηληζηηθέο κεζόδνπο. Γηα παξάδεηγκα, ε θηλεηηθόηεηα ελόο ρξήζηε 
κπνξεί λα πξνβιεθζεί, ππνινγίδνληαο ην ηζηνξηθό ζηίγκα ηνπ ρξήζηε, θαη θάλνληαο 
πξνβιέςεηο γηα ην πνηα ζα είλαη ε επόκελε ηνπνζεζία ηνπ ρξήζηε. Δπηπιένλ, ηερληθέο 
πξόδξαζεο ζα κπνξνύζαλ λα ρξεζηκνπνηεζνύλ γηα λα πξν-κεηαθαινύλ (prefetch) δεδνκέλα, 




staging).  Καη ε ηνπηθή κεηαθόξησζε δεδνκέλσλ θαη ε καδηθή κεηαθόξησζε δεδνκέλσλ 
βνεζνύλ ζηελ ππνζηήξημε ηεο θηλεηηθόηεηαο ηνπ ρξήζηε. Γεληθά, ηα πξνδξαζηηθά 
ραξαθηεξηζηηθά ζην πιαίζην ηεο απηνλνκηθήο δηαρείξηζεο δηθηύσλ, πξνσζνύλ ηελ 
δηαζεζηκόηεηα ζε πόξνπο θαη δίθηπα, ηελ ζπκκόξθσζε ζηηο ζπκθσλίεο ζηάζκεο 
(παξερόκελεο) ππεξεζίαο (service level agreements), θαη ζηελ βειηίσζεο ηεο ζπλνιηθήο 
εκπεηξίαο γηα ηνλ ρξήζηε. 
Ο ζηόρνο ηεο απην-βειηηζηνπνίεζεο είλαη λα επηηξέπεη ηελ νκαιή θαη απνηειεζκαηηθή 
ιεηηνπξγία  ηνπ ζπζηήκαηνο αθόκε θαη ζε απξόβιεπηα πεξηβάιινληα, όπσο ην δηαδίθηπν ηνπ 
κέιινληνο. Η ηδηόηεηα απηή πξνϋπνζέηεη ζπλδπαζκό ραξαθηεξηζηηθώλ όπσο ε ελεκεξόηεηα, 
ε πξνζαξκνζηηθόηεηα, ε επειημία, θαη ε πξνδξαζηηθόηεηα, νη νπνίεο νδεγνύλ ην ζύζηεκα ζε 
βειηίσζε ηεο απόδνζήο ηνπ. Η βειηηζηνπνίεζε ηνπ ζπζηήκαηνο ηεο δηαρείξηζεο κεηαπνκπώλ 
κπνξεί λα πινπνηεζεί κέζσ ηεο πξνδξαζηηθήο ζπιινγήο πιεξνθνξηώλ ζρεηηθά κε ηελ 
θαηάζηαζε ησλ πόξσλ, κεηξώληαο ηελ παξνύζα απόδνζε ζε ζρέζε κε ηελ ηδαληθή θαη 
εηζάγνληαο ζηξαηεγηθέο γηα κέηξα θαιπηέξεπζεο ηεο θαηάζηαζεο. 
Έλα κείδνλ ζέκα ζηελ απηνλνκηθή δηαρείξηζε δηθηύσλ, ην νπνίν αθνξά ηελ βειηίσζε ηεο 
απόδνζεο, είλαη ε κείσζε θαη ε πξόιεςε ησλ κε αλαγθαίσλ κεηαπνκπώλ, ην νπνίν 
ζρεηίδεηαη κε ηελ επξσζηία, ελλνώληαο ηελ ιήςε ζηαζεξώλ θαη απνηειεζκαηηθώλ 
απνθάζεσλ. ΢πλερόκελεο νξηδόληηεο ή θάζεηεο κεηαπνκπέο κπνξνύλ λα νδεγήζνπλ ζε 
άζθνπε ρξήζε επεμεξγαζηηθώλ πόξσλ θαη ππνβαζκηζκέλε πνηόηεηα επηθνηλσλίαο. Έλαο 
κεγάινο αξηζκόο πξνζπαζεηώλ θάζεησλ κεηαπνκώλ κπνξεί λα πξνθαιέζεη απμεκέλε 
θαζπζηέξεζε ζηελ δηαδηθαζία ηεο επεμεξγαζίαο ησλ αηηεκάησλ γηα κεηαπνκπέο θαη κεγάιν 
πνζνζηό απνξξηπηόκελσλ θιήζεσλ. Δπίζεο, ε ελεξγεηαθή απνδνηηθόηεηα επεξεάδεηαη 




ζηελ βηβιηνγξαθία θξηηήξηα επξσζηίαο γηα ιύζεηο ππνζηήξημεο ηεο θηλεηηθόηεηαο ζε 
εηεξνγελή δίθηπα κε επίγλσζε εαπηνύ θαη πεξηβάιινληνο. 
Πην ζπγθεθξηκέλα, ηα θξηηήξηα επξσζηίαο αθνξνύλ ηελ δηαρείξηζε ηεο πνηθηινκνξθίαο θαη 
ησλ θαλόλσλ πνπ δηέπνπλ ηηο απνθάζεηο κε επίγλσζε πεξηβάιινληνο, πεξηιακβάλνληαο 
δηαθνξεηηθέο ηηκέο θαησθιίνπ γηα θάζε παξάκεηξν αλάινγα κε ηελ θάζε ηξέρνπζα 
εθαξκνγή, δηαθνξεηηθή βαξύηεηα γηα θάζε παξάκεηξν, αληηκεησπίδνληαο ηελ ειιηπή 
πιεξνθνξία θαη ηελ αβεβαηόηεηα κε π.ρ. εηζαγσγή ηζηνξηθήο πιεξνθνξίαο, θαζώο θαη ηελ 
αληηκεηώπηζε νξηαθώλ πεξηπηώζεσλ κε ηελ θαηάιιειε πξνζαξκνγή ηηκώλ θαησθιίνπ θαη 
πζηέξεζεο. Δπίζεο, παξνπζηάδεηαη ε ζπλεηζθνξά ησλ απηνλνκηθώλ θξηηεξίσλ ζηελ ελίζρπζε 
ηεο επξσζηίαο, πξνο ηελ θαηεύζπλζε ηεο ζπλνιηθήο απηό-βειηηζηνπνίεζεο. 
΢ην Κεθάλαιο 4, αλαιύνληαη ζύκθσλα κε ην πξναλαθεξζέλ πιαίζην ηαμηλόκεζεο θαη 
θαηεγνξηνπνίεζεο, έμη ραξαθηεξηζηηθέο ιύζεηο γηα ηελ δηαρείξηζε ηεο θηλεηηθόηεηαο πνπ 
παξνπζηάδνπλ επίγλσζε πεξηβάιινληνο θαη απηνλνκηθέο ηδηόηεηεο, κέζα από ηελ ηξέρνπζα 
βηβιηνγξαθία, νη νπνίεο αμηνινγνύληαη ζύκθσλα κε ηνλ βαζκό πνπ παξνπζηάδνπλ ην θάζε 
πξναλαθεξζέλ απηνλνκηθό ραξαθηεξηζηηθό. Δπηπιένλ, κειεηήζεθε θαηά πόζνλ νη απνθάζεηο 
πνπ ιακβάλνληαη σο πξνο ηελ επηινγή ηνπ θαηάιιεινπ δηθηύνπ, ζύκθσλα κε ηελ θάζε ιύζε, 
είλαη απνηειεζκαηηθέο θαη πξνηάζεθαλ ηξόπνη βειηηζηνπνίεζεο ησλ ππαξρνπζώλ 
αξρηηεθηνληθώλ, θαζώο θαη πξνηάζεσλ πξνο πεξαηηέξσ αλάπηπμε ζρεηηθώλ κειινληηθώλ 
ιύζεσλ. 
΢πγθεθξηκέλα, όπσο πξνέθπςε ζηα πιαίζηα απηήο ηεο κειέηεο, έλα ζεκαληηθό ζηνηρείν πνπ 
πξέπεη λα πεξηιακβάλνπλ νη ιύζεηο δηαρείξηζεο ηεο ζπλδεζηκόηεηαο, επαθίεηαη ζην γεγνλόο 
όηη πνιιέο δηθηπαθέο δηεπαθέο είλαη ελεξγέο ηαπηόρξνλα, νη νπνίεο εμππεξεηνύλ 




πεξηιακβάλεηαη ζην ζεη επηινγήο παξακέηξσλ, πιεξνθνξία ζρεηηθά κε ηηο απαηηήζεηο ησλ 
ηξερνπζώλ εθαξκνγώλ, όπσο ην εύξνο δώλεο, ε ρξνλνθαζπζηέξεζε, ν αξηζκόο ρακέλσλ 
παθέησλ θαη ν ιόγνο δηθπαθώλ ζθαικάησλ, ώζηε λα επηιερζεί ην πην θαηάιιειν δίθηπν γηα 
θάζε ηξέρνπζα εθαξκνγή. Αθνινύζσο, θαηά ηελ δηάξθεηα ηεο δηαδηθαζίαο ιήςεο 
απνθάζεσλ, νη απαηηήζεηο ηνπ ρξήζηε πξέπεη λα ιακβάλνληαη ππόςηλ ζε κεγάιν βαζκό, 
όπσο επίζεο θαη ε ελεξγεηαθή θαηαλάισζε, ην θόζηνο θαη ε θηλεηηθόηεηα ηνπ ηεξκαηηθνύ. 
΢ρεηηθά κε ηηο ππό αμηνιόγεζε ιύζεηο, γηα λα θαιύςνπλ ηηο παξαπάλσ απαηηήζεηο, 
ελδεηθηηθά αλαθέξνπκε όηη νξηζκέλεο ρξεζηκνπνηνύλ Γηαδηθαζία Ιεξαξρηθήο Αλάιπζεο, ε 
νπνία είλαη πνιύ απνηειεζκαηηθή σο κέζνδνο επεμεξγαζίαο παξακέηξσλ, ιόγσ ηεο 
δπλαηόηεηάο ηεο λα ζπλδπάδεη θαη λα αμηνινγεί πνιιαπιά θξηηήξηα ηαπηόρξνλα θαη λα 
αληαπνθξίλεηαη ζε πνιύπινθα πξνβιήκαηα. Δπίζεο, ε Γηαδηθαζία Ιεξαξρηθήο Αλάιπζεο 
ζπλδπάδεηαη κε αζαθή ινγηθή, απμάλνληαο ηελ απνηειεζκαηηθόηεηα ηνπ ζπζηήκαηνο, θαζώο 
ε αζαθήο ινγηθή δύλαηαη λα δηαρεηξίδεηαη πξνβιήκαηα κε αζαθή θξηηήξηα απόθαζεο. 
Δπηπιένλ ζα ήηαλ σθέιηκν λα ππάξρεη θάπνην απνζεηήξην πξνθίι ρξεζηώλ κε ηζηνξηθή 
πιεξνθνξία, πνπ ζα κπνξνύζε λα βειηηζηνπνηήζεη πεξαηηέξσ ηελ ηθαλνπνίεζε ηνπ ρξήζηε. 
Ωζηόζν, ε ρξεζηκόηεηα ηεο Γηαδηθαζίαο Ιεξαξρηθήο Αλάιπζεο ζε πνιύπινθα ζελάξηα, ίζσο 
δελ είλαη ην ίδην επηζπκεηή ζε απινύζηεξα ζελάξηα, όπνπ κηα πην απιή δηαδηθαζία απόθαζεο 
ζα κπνξνύζε λα ρξεζηκνπνηεζεί. 
 Μηα ελαιιαθηηθή ιύζε ρξεζηκνπνηεί απηόκαηα πεπεξαζκέλσλ θαηαζηάζεσλ ζηελ 
δηαδηθαζία ιήςεο απνθάζεσλ, ηα νπνία επηιύνπλ όιεο ηηο πηζαλέο ζηαηηθέο θαη δπλακηθέο 
ζπγθξνύζεηο κεηαμύ θαλόλσλ θαη πνιηηηθώλ, θαη ζπλεπώο παξέρνπλ επζηάζεηα ζην ζύζηεκα 
θαη έγθαηξε αληίδξαζε ζηα επεξρόκελα γεγνλόηα.  Δπίζεο, ιύζεηο απηνύ ηνπ είδνπο 




επειημία βαζηζκέλε ζε θαλόλεο ζηελ δηαδηθαζία ιήςεο απνθάζεσλ. Ωζηόζν, ε απμεκέλε 
πξνζαξκνζηηθόηεηα ίζσο επηβαξύλεη ην ζύζηεκα κε επηπιένλ πνιππινθόηεηα. Δπνκέλσο, 
πξέπεη λα ιεθζεί ππόςηλ ε ηζνξξνπία αλάκεζα ζηελ επηβάξπλζε θαη ζην πιενλέθηεκα ηεο 
απμεκέλεο επειημίαο. Δηδηθόηεξα, ην δήηεκα ηεο απμεκέλεο πνιππινθόηεηαο έγθεηηαη 
πεξηζζόηεξν ζε ιύζεηο νη νπνίεο παξνπζηάδνπλ αξθεηά θαηαλεκεκέλε αξρηηεθηνληθή, όπνπ 
θαη ζα πξέπεη λα επηζεκαλζεί ε ηζνξξνπία πνπ πξναλαθέξζεθε. 
 ΢ην δεύηεξν ζεκαηηθό κέξνο ηεο δηαηξηβήο πεξηιακβάλεη ηα Κεθάλαια 5 - 8, όπνπ ηίζεηαη 
ην ζέκα ηεο πνζνηηθήο κέηξεζεο ηεο ζπλνιηθήο ρξνλνθαζπζηέξεζεο ησλ δηαθόξσλ 
πξνζεγγίζεσλ δηαρείξηζεο ηεο ζπλδεζηκόηεηαο, ζε εηεξνγελή δίθηπα, σο βαζηθό θξηηήξην γηα 
ηελ θαηαιιειόηεηα ζε δίθηπα 5εο γεληάο. Αξρηθά, ζην Κεθάλαιο 5, παξαηίζεληαη ηα βαζηθά 
ραξαθηεξηζηηθά ησλ ζρεκάησλ δηαρείξηζεο θάζεησλ κεηαπνκπώλ από ηα δηεζλή πξόηππα, 
θαζώο νκάδεο δηεζλνύο πξνηππνπνίεζεο, όπσο ην IEEE 802.21 θαη ην 3GPP ANDSF 
απνηεινύλ κέξνο ηνπ ζέκαηνο ηνπ λα παξάζρνπλ έλα ελνπνηεκέλν ζρήκα γηα δηαρείξηζε ηεο 
εηεξνγελνύο θηλεηηθόηεηαο, πξνηείλνληαο κεραληζκνύο πνπ ζα κπνξνύζαλ λα επηηξέςνπλ ηηο 
θάζεηεο κεηαπνκπέο. 
 ΢ύκθσλα κε ηα πξνηππνπνηεκέλα ζρήκαηα, έλαο εμππεξεηεηήο πεξηερνκέλνπ έρεη 
πξνηαζεί ώζηε λα απνζεθεύεη ηελ πιεξνθνξία πεξηερνκέλνπ θαη ηηο ζρεηηθέο πνιηηηθέο, 
νξηδόκελνο σο εμππεξεηεηήο πιεξνθνξίαο (ΔΠ). Η πιεξνθνξία πνπ παξέρεηαη από ηνλ ΔΠ, 
πεξηιακβάλεη κηα ιίζηα ησλ δηθηύσλ πξόζβαζεο πνπ ππάξρνπλ ζηελ πεξηνρή πνπ βξίζθεηαη 
ν θηλεηόο θόκβνο (ΚΚ), πιεξνθνξία ηνπνζεζίαο θαη πνιηηηθέο ζύκθσλεο κε ηνλ θνξέα 
εθκεηάιιεπζεο, ελώ κπνξεί λα πεξηιακβάλεη ζηαηηθέο παξακέηξνπο ηνπ επηπέδνπ δηθηύνπ, 
όπσο πιεξνθνξία θαλαιηνύ, πνιηηηθέο πεξηαγσγήο κεηαμύ δηαθνξεηηθώλ θνξέσλ, θόζηε γηα 




ηεξκαηηθό (mobile controlled), είηε ππνβνεζνύληαη από ην δίθηπν (network assisted), είηε 
ππνβνεζνύληαη από ην ηεξκαηηθό (mobile assisted). 
 Αλαινγηδόκελνη ηα θξηηήξηα ησλ κεηαπνκπώλ, ε πιεξνθνξία γηα πνηόηεηα ππεξεζηώλ 
παίδεη ζεκαληηθό ξόιν, θαζώο ηέηνηνπ είδνπο πιεξνθνξία κπνξεί λα θάλεη έλα δίθηπν πην 
επηζπκεηό από θάπνην άιιν, όπσο ν θόξηνο δηθηύνπ ζε ζρέζε κε ηηο απαηηήζεηο ηνπ ΚΚ. Πην 
ζπγθεθξηκέλα, ν παξάγνληαο ηνπ θόξηνπ απνηειεί κείδσλ ζέκα γηα ηελ θηλεηηθόηεηα, θαζώο 
ν ΚΚ κπνξεί λα κεηαπεκθζεί ζε έλα άιιν δίθηπν, κόλν ζηελ πεξίπησζε πνπ ην ηειεπηαίν 
έρεη αξθεηνύο πόξνπο γηα ηνλ ζπγθεθξηκέλν ΚΚ, απαηηώληαο ζπιινγή δπλακηθήο 
πιεξνθνξίαο. Οη ιύζεηο πνπ ππάξρνπλ ζηελ βηβιηνγξαθία, πεξηιακβάλνπλ είηε κεηα-
δξαζηηθή ζπιινγή δπλακηθήο πιεξνθνξίαο, αθνινπζώληαο ηα πξόηππα IEEE 802.21 θαη 
3GPP ANDSF, είηε πξν-δξαζηηθή, επεθηείλνληαο ηα πξόηππα. Με βάζε ηηο ήδε ππάξρνπζεο 
αξρηηεθηνληθέο ιύζεηο, κηα πνζνηηθή απνηίκεζε ηεο θάζε ιύζεο είλαη αλαγθαία ώζηε λα 
αμηνινγήζνπκε ηελ θάζε πξνηεηλόκελε πξνζέγγηζε, ώζηε λα ζπγθξηζνύλ νη δείθηεο 
απόδνζεο, όπσο ε ζπλνιηθή ρξνλνθαζπζηέξεζε από άθξν ζε άθξν, ε επηβάξπλζε ιόγσ 
ζεκαηνδνζίαο θηι. 
Οη πνζνηηθέο απνηηκήζεηο πνπ ππάξρνπλ ζηελ βηβιηνγξαθία κπνξνύλ λα ρσξηζηνύλ ζε δύν 
θαηεγνξίεο. Η πξώηε πεξηιακβάλεη βαζηθέο πξνζεγγίζεηο κε απιή εθηίκεζε ηεο 
ρξνλνθαζπζηέξεζεο από άθξν ζε άθξν, πξνζζέηνληαο ηνλ ρξόλν πνπ αλαινγεί ζηηο 
αληαιιαγέο κελπκάησλ θαη βξίζθνληαο πνηα βήκαηα ζηελ αθνινπζία κελπκάησλ 
επηβαξύλνπλ πεξηζζόηεξν ηελ ζπλνιηθή ρξνλνθαζπζηέξεζε, αιιά ρσξίο λα ιακβάλνπλ 
ππόςηλ ηνπο πηζαλή ζπκθόξεζε. Η δεύηεξε θαηεγνξία πεξηιακβάλεη κνληεινπνηεκέλεο 
απνηηκήζεηο, πεξηιακβάλνληαο θαηλόκελα ζπκθόξεζεο, θαη πην ζπγθεθξηκέλα, πώο ηα 




΢ρεηηθά κε ηελ δεύηεξε θαηεγνξία, νη κνληεινπνηεκέλεο απνηηκήζεηο δύλαληαη λα 
ηξνπνπνηεζνύλ ώζηε λα πξνζαξκνζηνύλ ζε αιιαγέο ηνπ ζρήκαηνο, θαη κε απηόλ ηνλ ηξόπν 
λα ρξεζηκνπνηεζνύλ ζε δηάθνξεο αξρηηεθηνληθέο. Ωζηόζν, ζρεηηθά κε ηηο πξναλαθεξζείζεο 
πξνζεγγίζεηο πνπ ζηνρεύνπλ ζηελ δηαρείξηζε θάζεησλ κεηαπνκπώλ ζηελ θάζε ηεο 
πξνεηνηκαζίαο, δελ έρνπλ εξεπλεζεί όιεο νη παξάκεηξνη ζε επαξθή βαζκό, άξα έλα θνηλό 
κνληέιν ζπζηήκαηνο ρξεηάδεηαη ώζηε λα ζπκπεξηιάβεη όινπο ηνπο ζεκαληηθνύο παξάγνληεο 
θαη λα επηηξέςεη ηελ ιεπηνκεξή ζύγθξηζε ησλ δηαθόξσλ αξρηηεθηνληθώλ. 
΢ε απηό αθξηβώο ζηνρεύνπκε κε ηελ παξνύζα δηαηξηβή, παξνπζηάδνληαο γηα πξώηε θνξά 
ζηελ βηβιηνγξαθία κηα γεληθή αλαιπηηθή κεζνδνινγία αμηνιόγεζεο ηεο απόδνζεο, ζηε 
ζπλέρεηα ηνπ Κεθαλαίος 5, ε νπνία κπνξεί λα πξνζαξκνζηεί ζε δηαθνξεηηθέο ηερληθέο 
ζπιινγήο δπλακηθώλ παξακέηξσλ, πεξηιακβάλνληαο θαη κεηαδξαζηηθέο θαη πξνδξαζηηθέο 
πξνζεγγίζεηο. Πην ζπγθεθξηκέλα ην γεληθό αλαιπηηθό κνληέιν (ζηνραζηηθό) πνπ 
αλαπηύρζεθε εζηηάδεη ζηελ δηαδηθαζία πξνεηνηκαζίαο ησλ θάζεησλ κεηαπνκπώλ, 
πεξηιακβάλνληαο όινπο ηνπο παξάγνληεο πνπ κπνξνύλ λα ζπλεηζθέξνπλ ζηελ ζπλνιηθή 
ρξνλνθαζπζηέξεζε, όπσο ν ξπζκόο αηηεκάησλ κεηαπνκπήο, αξηζκόο ρξεζηώλ, ν αξηζκόο 
δηθηύσλ, ε πηζαλόηεηα εύξεζεο δηαζέζηκσλ πόξσλ, νη ζπλζήθεο θαλαιηνύ, ε επεμεξγαζηηθή 
επηβάξπλζε, θαζώο θαη ε ζπκθόξεζε (κειέηε νπξάο). Η ζπγθεθξηκέλε κεζνδνινγία είλαη 
αξθεηά επέιηθηε ώζηε λα κπνξεί λα εθαξκνζηεί ζε δηαθνξεηηθέο ππάξρνπζεο αιιά θαη 
κειινληηθέο ιύζεηο δηαρείξηζεο ηεο ζπλδεζηκόηεηαο. 
Αθνινύζσο, ζηα επόκελα θεθάιαηα (Κεθάλαιο 6 θαη Κεθάλαιο 7) ε γεληθή αλαιπηηθή 
κεζνδνινγία πξνζαξκόδεηαη γηα λα κνληεινπνηήζεη ιύζεηο κε δηαθνξεηηθή ζηξαηεγηθή 
Δπίγλσζεο Πεξηβάιινληνο. ΢πγθεθξηκέλα, ζην Κεθάλαιο 6, πεξηγξάθεηαη θαη 




αθνινπζώληαο ηα πξόηππα IEEE 802.21 θαη 3GPP ANDSF. ΢ύκθσλα κε ηε ζπγθεθξηκέλε 
πξνζέγγηζε, ν ΚΚ πξέπεη λα δεηά δπλακηθή πιεξνθνξία ζρεηηδόκελε κε ηνπο πόξνπο ηνπ 
θάζε δηθηύνπ, επαλεηιεκκέλα, από θάζε δίθηπν μερσξηζηά, κέρξη λα βξεη δίθηπν κε αξθεηνύο 
πόξνπο ώζηε λα κπνξεί λα ηνλ θηινμελήζεη. 
 Λόγνπ ηνπ πηζαλά απμεκέλνπ θόξηνπ ζεκαηνδνζίαο πνπ εηζάγεη ε κεηαδξαζηηθή 
πξνζέγγηζε, κηα  ελαιιαθηηθή πξνζέγγηζε πεξηγξάθεηαη θαη κνληεινπνηείηαη ζην Κεθάλαιο 
7. Σν ραξαθηεξηζηηθό απηήο ηεο πξνζέγγηζεο είλαη όηη εηζάγεη πξνδξαζηηθή ζπιινγή 
δπλακηθήο πιεξνθνξίαο, επεθηείλνληαο πξόηππα IEEE 802.21 θαη 3GPP ANDSF, δίλνληαο 
ηελ δπλαηόηεηα ζηνπο ΚΚ λα παίξλνπλ ηελ δπλακηθή πιεξνθνξία απεπζείαο από κηα ζρεηηθή 
νληόηεηα, ε νπνία νξίδεηαη σο απνζεηήξην δπλακηθήο πιεξνθνξίαο, ρσξίο λα ρξεηάδεηαη λα 
επηθνηλσλήζνπλ κε ην θάζε δίθηπν μερσξηζηά, θάζε θνξά πνπ ππξνδνηείηαη κηα κεηαπνκπή. 
΢πγθεθξηκέλα, ην απνζεηήξην δπλακηθήο πιεξνθνξίαο ζπιιέγεη αλά ηαθηά ρξνληθά 
δηαζηήκαηα ηελ πιεξνθνξία ζρεηηθά κε ηνλ ηξέρνληα θόξην ησλ δηαθόξσλ δηθηύσλ ηεο 
πεξηνρήο, ώζηε ζε πεξίπησζε πνπ ππάξρεη αλάγθε γηα κεηαπνκπή από έλα ΚΚ, λα 
ελεκεξώλεη όρη κόλν γηα ηα ππάξρνληα δίθηπα ηεο πεξηνρήο αιιά θαη θαηά πόζνλ είλαη 
δηαζέζηκα, ζύκθσλα κε ηηο αλάγθεο ηνπ ΚΚ.     
 ΢ην Κεθάλαιο 8, παξέρνληαη ηα απνηειέζκαηα από ηελ κέηξεζε ηεο απόδνζεο ησλ δύν 
πξνζεγγίζεσλ, ελώ ε κεζνδνινγία επηβεβαηώλεηαη από πξνζνκνηώζεηο ζε θώδηθα πνπ 
αλαπηύρζεθε ζηνλ NS2 simulator, πεξηιακβάλνληαο πιήξσο επεθηάζηκα κνληέια 
πξνζνκνίσζεο κε κεηαβιεηό αξηζκό ηεξκαηηθώλ θαη δηθηύσλ. ΢πγθεθξηκέλα, νη νληόηεηεο 
έρνπλ κνληεινπνηεζεί σο νπξέο, όπνπ ηα παθέηα εηζέξρνληαη θαη εμέξρνληαη ηεο νπξάο. Η 
κειέηε πεξηπηώζεσλ αθνξά δύν ζελάξηα πνπ άπηνληαη ηνπ ηξέρνληνο εξεπλεηηθνύ 




ππθλόηεηα. Απνδεηθλύεηαη όηη ε πξνδξαζηηθή πξνζέγγηζε εκθαλίδεη θαιύηεξε απόδνζε από 
ηελ κεηαδξαζηηθή θαη ζηα δύν ζελάξηα πνπ κειεηήζεθαλ, πεηπραίλνληαο θαιύηεξε 
ζπλάθεηα  ζε ζρέζε κε ηηο απαηηήζεηο ησλ δηθηύσλ 5εο γεληάο. ΢πγθεθξηκέλα, ε πξνδξαζηηθή 
πξνζέγγηζε πνπ αθνινπζήζεθε εκθαλίδεη 60%-65% θαιύηεξε απόδνζε σο πξνο ηελ 
ζπλνιηθή ρξνλνθαζπζηέξεζε, ελώ ρξεηάδεηαη ζπλνιηθά 90% ιηγόηεξνπο επεμεξγαζηηθνύο 
πόξνπο, παξνπζηάδνληαο πηζαλά νθέιε ζηελ ζπλνιηθή ελεξγεηαθή θαηαλάισζε.   
 ΢ην Κεθάλαιο 9, παξνπζηάδνληαη ηα ζπκπεξάζκαηα από όιε ηελ δηαηξηβή, 
επηρεηξεκαηνινγώληαο γηα ηε ζπνπδαηόηεηα ησλ εμεηαδόκελσλ εξεπλεηηθώλ πξνβιεκάησλ 
θαη ησλ ζρεδηαζηηθώλ κεζόδσλ πνπ επηιέρζεθαλ γηα ηελ επίιπζε ηνπο, ελώ παξάιιεια 
παξαζέηεη ζπγθεληξσκέλα ηα θύξηα ζπκπεξάζκαηα πνπ αλέθπςαλ. 
΢πλνπηηθά ηα ζπκπεξάζκαηα πεξηιακβάλνπλ ηα εμήο. Καηαξράο, νη αξρηηεθηνληθέο 
δηαρείξηζεο ηεο θηλεηηθόηεηαο, ζα πξέπεη λα επηηεινύλ ελεξγή ζπιινγή πιεξνθνξηώλ από 
όια ηα επίπεδα, πεξηιακβάλνληαο δπλακηθή πιεξνθνξία πνπ αθνξά ηηο απαηηήζεηο ησλ 
ηξερνπζώλ εθαξκνγώλ, θαζώο θαη λα είλαη θαηαλεκεκέλεο, ώζηε λα επηηξέπνπλ ζην θηλεηό 
ηεξκαηηθό λα παίξλεη κόλν ηνπ ηηο απνθάζεηο, σο έλα βαζκό, δίλνληαο ηελ δπλαηόηεηα λα 
δηαρεηξίδεηαη απνηειεζκαηηθά ην πνιύπινθν πεξηβάιινλ ηνπ δηαδηθηύνπ ηνπ κέιινληνο. Από 
ηελ άιιε κεξηά, νη ιύζεηο ζα πξέπεη λα κελ επηβαξύλνπλ ηα θηλεηά ηεξκαηηθά κε πςειή 
πνιππινθόηεηα θαη θαηαλάισζε ελέξγεηαο, θάηη πνπ ζα κπνξνύζε λα πξαγκαηνπνηεζεί κε 
κηα πβξηδηθή αξρηηεθηνληθή πξνζέγγηζε, ε νπνία επίζεο επηηξέπεη ηελ ζπλνιηθή 
βειηηζηνπνίεζε ηνπ ζπζηήκαηνο κέζσ ηεο απηνβειηηζηνπνίζεο ησλ επηκέξνπο νληνηήησλ.   
Δπηπιένλ, ε ζπλάξηεζε απόθαζεο είλαη απαξαίηεην λα ζπκπεξηιακβάλεη έλα επέιηθην θαη 
δπλακηθό ζεη παξακέηξσλ, ώζηε λα κπνξεί λα ππνζηεξίδεη ππεξεζίεο πξαγκαηηθνύ θαη κε 




πξνηείλεηαη λα ππνζηεξίδνπλ κεραληζκνύο πξνζαξκνγήο, όπνπ δηαθνξεηηθνί αιγόξηζκνη 
ιήςεο απνθάζεσλ ζα κπνξνύζαλ λα επηιέγνληαη κε βάζε ηελ πνιππινθόηεηα ηνπ θάζε 
ζελαξίνπ, ειαρηζηνπνηώληαο  ηελ ρξήζε ππνινγηζηηθώλ πόξσλ, ηελ ρξήζε ζεκαηνδνζίαο θαη 
ρξόλνπ. 
 Με ηελ αλαιπηηθή κεζνδνινγία πνπ αλαπηύρζεθε, απνδείρζεθε όηη ε ζηξαηεγηθή 
ζπιινγήο πιεξνθνξίαο πεξηερνκέλνπ θαη εηδηθόηεξα δπλακηθήο πιεξνθνξίαο ζρεηηθά κε 
ηνπο δηαζέζηκνπο δηθηπαθνύο πόξνπο ηνπ θάζε δηθηύνπ παίδεη κεγάιν ξόιν ζηελ ζπλνιηθή 
ρξνλνθαζπζηέξεζε, ζρεηηθά κε ηελ δηαρείξηζε ησλ κεηαπνκπώλ. Δπηπιένλ, απνδείρζεθε όηη 
ε ηνπνινγία (ζρεηηθά κε ην πόζν ππθλά είλαη ηα δίθηπα) είλαη έλαο παξάγνληαο ν νπνίνο 
επίζεο επεξεάδεη σο έλα βαζκό ηελ ζπλνιηθή ρξνλνθαζπζηέξεζε, θαζώο κειεηήζεθαλ δύν 
δηαθνξεηηθά ζελάξηα γηα θάζε πξνζέγγηζε. ΢πγθεθξηκέλα ε πξνδξαζηηθή πξνζέγγηζε 
εκθάληζε θαιύηεξε απόδνζε από ηελ κεηαδξαζηηθή θαη ζηα δύν ζελάξηα πνπ κειεηήζεθαλ, 
πεηπραίλνληαο κεγαιύηεξε ζπλάθεηα κε ζε ζρέζε κε ηηο απαηηήζεηο ησλ δηθηύσλ 5εο γεληάο. 
Σαπηόρξνλα, απνδείρζεθε όηη ε πξνδξαζηηθή πξνζέγγηζε ρξεηάδεηαη ζπλνιηθά ζεκαληηθά 
ιηγόηεξνπο επεμεξγαζηηθνύο πόξνπο, δεδνκέλνπ ηνπ γεγνλόηνο όηη ε νληόηεηα πνπ ζπιιέγεη 
πξνδξαζηηθά ηελ πιεξνθνξία από ηα δηάθνξα δίθηπα, αλαιακβάλεη ηελ επεμεξγαζία ησλ 
αηηεκάησλ, αληηθαζηζηώληαο ηελ επεμεξγαζηηθή επηβάξπλζε από ην θάζε έλα δίθηπν, ην 
νπνίν ζπλέβαηλε κε ηελ κεηαδξαζηηθή πξνζέγγηζε, παξνπζηάδνληαο πηζαλά νθέιε θαη ζηελ 
ζπλνιηθή ελεξγεηαθή θαηαλάισζε. 
Σέινο πξνηείλνληαη αλνηρηά εξεπλεηηθά ζέκαηα γηα κειινληηθή εξγαζία πνπ είηε ζα 
κπνξνύζαλ λα απνηεινύλ ηελ ζπλέρεηα απηήο ηεο εξεπλεηηθήο πξνζπάζεηαο, είηε κπνξνύλ λα 





΢πγθεθξηκέλα, ηα αλνηρηά εξεπλεηηθά ζέκαηα γηα κειινληηθή εξγαζία πνπ πξνθύπηνπλ από 
ηελ παξνύζα δηαηξηβή, αλάγνληαη ζην γεγνλόο όηη ε απηνλνκηθή δηαρείξηζε δηθηύσλ ζε 
ζρέζε κε ηελ θηλεηηθόηεηα ηνπ ρξήζηε ζε εηεξνγελή δίθηπα ζα κπνξνύζε λα ζπλδπαζηεί κε 
αλαπηπζζόκελεο ηερλνινγίεο πνπ ζπλδένληαη κε ηα δίθηπα 5εο γεληάο, όπσο δηθηύσζε 
θαζνξηδόκελε από ινγηζκηθό - Software Defined Networks (SDN),  θαη εηθνληθνπνίεζε 
δηθηπαθώλ ιεηηνπξγηώλ - Network Functions Virtualization (NFV), επηηξέπνληαο ηελ εμέιημε 
από ηα κνληέια δηαρείξηζεο δηθηύσλ κε βάζε ηελ ζπζθεπή, ζηα κνληέια δηαρείξηζεο δηθηύσλ 
κε βάζε ηελ πνηόηεηα ππεξεζηώλ θαη ηελ επίγλσζε πεξηβάιινληνο (ελεκεξόηεηα 
πεξηερνκέλνπ), ρξεζηκνπνηώληαο ηελ απηνλνκηθή δηαρείξηζε κε ζηόρν ηελ ζπλνιηθή 
βειηηζηνπνίεζε ησλ ιεηηνπξγηώλ ηνπ δηθηύνπ, θαη ζπγθεθξηκέλα ηεο δηαρείξηζεο ηεο 
ζπλδεζηκόηεηαο. 
Δπηπξνζζέησο, ηα απζηεξά θξηηήξηα ζε ζρέζε κε ηελ ρξνλνθαζπζηέξεζε, απαηηνύλ πην 
απνθεληξσκέλεο κειινληηθέο αξρηηεθηνληθέο πνπ ζα επηηξέπνπλ επεμεξγαζία θαη 
απνζήθεπζε δεδνκέλσλ ζηα άθξα ηνπ δηθηύνπ, ώζηε λα απνζνβείηαη ε επηθνηλσλία κε ην 
δίθηπν θνξκνύ. Η απηνλνκηθή δηαρείξηζε δηθηύσλ ζα κπνξνύζε λα ζπλεηζθέξεη πξνο ηελ 
θαηεύζπλζε ηεο απνθέληξσζεο, θαζώο εηζάγεη ηελ απηό-δηαρείξηζε ηεο ιεηηνπξγίαο ηεο θάζε 
ζρεηηθήο νληόηεηαο, ην νπνίν ζρεηίδεηαη άκεζα θαη κε ηελ απνθέληξσζε ηεο δηαρείξηζεο 
ιύζεσλ ζρεηηθά κε ηελ ζπλδεζηκόηεηα. ΢ρεηηθά κε ην ηειεπηαίν, ζα κπνξνύζαλ λα 
ππνζηεξηρζνύλ θαη ζελάξηα πνπ επηηξέπνπλ ηελ επηθνηλσλία ζπζθεπήο κε ζπζθεπή, 
κεηώλνληαο αθόκα πεξηζζόηεξν ηελ ρξνλνθαζπζηέξεζε θαη ηελ ρξήζε δηθηπαθώλ πόξσλ. Η 
αλαιπηηθή κεζνδνινγία πνπ αλαπηύρζεθε ζα κπνξνύζε λα πξνζαξκνζηεί ζε αληίζηνηρεο 
κειινληηθέο ιύζεηο, ώζηε λα ζπγθξίλνληαη κεηαμύ ηνπο κε ζηόρν ηελ πξνζαξκνγή κε ηηο 
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