Abstract. We examine the aggregate behavior of one-dimensional random walks in a model known as (one-dimensional) Internal Diffusion Limited Aggregation. In this model, a sequence of n particles perform random walks on the integers, beginning at the origin. Each particle walks until it reaches an unoccupied site, at which point it occupies that site and the next particle begins its walk. After all walks are complete, the set of occupied sites is an interval of length n containing the origin. We show the probability that k of the occupied sites are positive is given by an Eulerian probability distribution. Having made this connection, we use generating function techniques to compute the expected run time of the model.
Introduction
Consider the following coin-tossing game. To play the game, we will begin with a graph that has one active node with infinitely many inactive nodes on either side of it. In this paper, we will also refer to active nodes as occupied sites and inactive nodes as unoccupied sites. We will label the initial occupied site the origin. At the origin, there is a queue of particles that will perform random walks on the graph. This is seen in Figure 1 , where occupied sites are black, unoccupied sites are white, the origin is labeled with "⋆" and the particles in the queue are indicated with "•".
We imagine dropping the first particle in the queue onto the origin. Flipping heads will move the particle one position to the right and flipping tails will move it one position to the left. The game consists of flipping a coin repeatedly until the particle reaches an unoccupied site. Once an unoccupied site is reached, the particle settles there and occupies it. Now, the next particle in the queue is dropped onto the origin and the game begins again.
The illustration in Figure 2 shows an example of the game being played for the first two particles in the queue. In the example, we first flip heads. Thus, the first particle moves to the unoccupied site immediately to the right of the origin, settles there, and occupies it. Now, the graph has two occupied sites, each with infinitely many unoccupied sites on each side. Since a new site was occupied, the second particle in the queue is dropped onto the origin and the game begins again. With the next toss, there are two unoccupied sites that could become occupied: the site to the left of the origin or the site two to the right of the origin. Suppose the next coin toss is heads, followed by tails, then tails again. These three tosses would move the new particle to the occupied site, back to the origin, and then to the unoccupied site to the left of the origin. As a result, the particle settles at this site and occupies it. Next, the third next particle in the queue is dropped on the origin and the process continues. In our game, each particle on its own is performing a simple one-dimensional random walk, which is a well-studied stochastic model. See [5] . This game we have described, of sending particles to take random walks in succession, is known as Internal Diffusion Limited Aggregation (Internal DLA). This process was defined by Meakin and Deutch in [3] to serve as a model for "chemical etching." In a more mathematical work by Diaconis and Fulton [1] , Internal DLA was studied using the language of Markov chains, with interesting algebraic connections. The limiting behavior of this model has been frequently studied in dimensions two and three (e.g., in a square grid, the limiting shape is a ball), but here we will consider the one-dimensional case.
Some potential questions we can ask in the one-dimensional case for Internal DLA are: Table 1 . Monte Carlo results for reaching ending position k for 1 ≤ n ≤ 7.
(1) What is the probability that, after releasing n particles, k of them settle to the right of the origin? (2) On average, how many coin tosses will it take for n particles to settle? (3) Given a large queue of particles, if the coin is tossed N times, what is the probability that there are n occupied sites? (4) What if the particles do not perform a simple random walk and instead there is a probability assigned to each site? In this paper, we prove results for questions (1) and (2). Diaconis and Fulton addressed question (1) and found the limiting distribution (as n → ∞) is normal [1, Proposition 3.2]. We give a more precise characterization here. While we have investigated questions (3) and (4), we do not yet have any major results. Some comments on further pursuit of these questions are included at the end of the paper.
In Section 1, we consider question (1) as a probability distribution for our coin-tossing game. That is, given that n particles have left the origin and settled, we determine the probability that k are to the right of the origin. We first used a Monte Carlo simulation to predict a distribution. Each simulation ran 100 000 trials of the game and returned the minimum and maximum positions reached on the graph (assuming the origin is at position 0). Table 1 shows the observed probability of the game reaching maximum ending position k for 1 ≤ n ≤ 7.
We know that when n = 1, k = 0 with probability 1 because the only occupied site is the origin. Furthermore, we know that when n = 2, both k = 0 and k = 1 occur with probability 1 2 because 50% of the time we will flip heads and settle at the site to the right of the origin, and 50% of the time we will flip tails and settle at the site to the left of the origin. The data in Table 1 supports this fact.
When n = 3, our data suggests that there is a common denominator of 6, and when n = 4, our data suggests the common denominator may be 24. For example, when n = 3 and k = 0, we see a probability of 0.16730 which is very close to 0.1666 = 1 6 . Similarly, when n = 4 and k = 0, we see 0.04235 which is very close to 0.0416 = . If we consider these observations with our known probabilities for n = 1 and n = 2, we see that our denominators for 1 ≤ n ≤ 4 may be n!.
Upon recognizing this, we multiplied each row of Table 1 by a common denominator of n! to try and find a nice distribution for the numerators. For example, multiplying Table 3 . Monte Carlo results for E n for 1 ≤ n ≤ 10, n = 15, and n = 20. After multiplication by n!, we found that our data looked very close to the triangle of Eulerian numbers. See Table 2 . Upon comparing our data in Table 1 to the corresponding Eulerian number divided by n!, we got a very close fit. The sum of squared errors, denoted SSE, for each 1 ≤ n ≤ 7 is shown in the last column in Table 1 , comparing our data to the corresponding Eulerian number divided by n!. Thus, our Monte Carlo simulation suggests that our coin-tossing game follows an Eulerian probability distribution and we will prove this result in Theorem 1.
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Recall that for any 0 ≤ k ≤ n − 1, the Eulerian number n k is the number of permutations of {1, 2, . . . , n} with k descents. See [4] . The Eulerian numbers satisfy the recurrence
for any n ≥ 1 and 0 ≤ k ≤ n − 1, with boundary values Table 2 shows the triangle of Eulerian numbers for 1 ≤ n ≤ 6. The Eulerian numbers are a finite combinatorial distribution and our coin-tossing game is a stochastic process. How these mathematical concepts are related is very puzzling at first glance.
In Section 2, we consider question (2), the expected run time of the game. From our Monte Carlo simulations we recorded the average number of coin tosses needed for n particles to settle. Let E n denote this number of expected tosses. The data from our simulation is shown in Table 3 .
Using Lagrange interpolation, we find the number of tosses needed for the game to have n occupied sites is roughly 1 12
We will prove this result for expected run time in Theorem 2.
Probability Distribution
To begin, we define the possible states of the game and a two-parameter family of probabilities relating these states.
For any n ≥ 1 and 0 ≤ k ≤ n − 1, let s(n, k) denote the graph with n occupied sites, k of which are to the right of the origin. State s(n, k) is shown in Figure 3 . We think of these graphs as possible states of our coin-tossing game. For example,
The graph s(n, k) can only be reached from s(n − 1, k − 1) or s(n − 1, k) for any n ≥ 1 and 1 ≤ k ≤ n − 2. For example, state s(4, 2) can be reached only from state s(3, 1) or state s(3, 2). The boundary cases, states s(n, 0) and s(n, n − 1), are exceptions: s(n, 0) can only be reached from s(n − 1, 0) and s(n, n − 1) can only be reached from s(n − 1, n − 2). The possible states of the game for 0 ≤ n ≤ 5 are shown in Figure 4 , with edges to indicate which states can be obtained from another.
While we know that the game will transition from one state to the next by moving down the lattice in Figure 4 , we would like to know how likely each transition is. For example, we can ask how likely it is that the game will go from state s(2, 1) to state s(3, 1).
For any n ≥ 1 and 0 ≤ k ≤ n − 1, let p n,k denote the probability of transitioning from s(n − 1, k) to s(n, k). Similarly, let q n,k denote the probability of transitioning from s(n − 1, k − 1) to s(n, k). We will call p n,k and q n,k transition probabilities. The transition probabilities in and out of state s(n, k) are shown in Figure 5 .
To help us calculate the transition probabilities, we consider the classic Gambler's Ruin problem. A wins all k + l dollars (Gambler B is ruined), or when Gambler B wins all k + l dollars (Gambler A is ruined). The result says that the probability that Gambler A wins is k k+l and the probability Gambler B wins is l k+l . See [2] . This relates to our model in a straightforward way. Let's assume Gambler A has 4 dollars and Gambler B has 3 dollars. This corresponds to the following graph:
We see that the location of the particle on the graph keeps track of the fortune for each player. That is, the money Gambler A has is equal to the number of active nodes to the right of and including the particle, while Gambler B's fortune equals the number of active nodes to the left of and including the particle. If the coin toss is heads, Gambler B will take a dollar from Gambler A. So, continuing with our example, Gambler B will have 4 dollars and Gambler A will have 3 dollars. Thus, the game moves to the following state:
Figure 5. Transition probabilities for state s(n, k).
In general, state s(n − 1, k − 1) corresponds to Gambler A having k dollars and Gambler B having l dollars such that k + l = n. Thus we see that Gambler A wins if the game goes to state s(n, k − 1) and Gambler B wins if the game goes to state s(n, k). The Gambler's Ruin problem tells us that Gambler A will win with probability k n and Gambler B will win with probability n−k n . Thus, we conclude for any n ≥ 1 and
p n,k−1 = k n and q n,k = n − k n .
Eulerian distribution.
We use these equations for our transition probabilities to obtain our first main result, which is the probability of starting the game at s(1, 0) and arriving at state s(n, k). Let P (n, k) denote this probability. For example, P (1, 0) = 1, and since we move immediately to s(2, 0) or s(2, 1) after our first coin toss, we see P (2, 0) = 1 2 = P (2, 1). For n ≥ 3, things are more interesting. First, we will consider the transition to the boundary states (when k = 0 or k = n−1). We know that state s(n, 0) can only be reached from s(n − 1, 0), so P (n, 0) will only depend on P (n−1, 0). Similarly, state s(n, n−1) can only be reached from s(n−1, n−2), so P (n, n − 1) depends only on P (n − 1, n − 2). Using our formulas for the transition probabilities in Equation (2), we have P (n, 0) = p n,0 P (n − 1, 0) and P (n, n − 1) = q n,n−1 P (n − 1, n − 2).
Since p n,0 = q n,n−1 = 1 n and P (1, 0) = 1, we find
Next, we will look at the non-boundary cases. Because s(n, k) can only be reached from states s(n − 1, k − 1) and s(n − 1, k), we know that P (n, k) will only depend on P (n − 1, k − 1) and P (n − 1, k). Using our formulas for the transition probabilities in Equation (2), we find for 1 ≤ k ≤ n − 2, the following recurrence for P (n, k):
The recurrence relation of P (n, k) in Equation (4) looks similar to that of the Eulerian number n k from Equation (1). If we assume
where the final equality follows from the recurrence for Eulerian numbers in Equation (4) . This proves our first theorem.
Theorem 1. For any n ≥ 1 and 0 ≤ k ≤ n − 1,
Our first main result is that P (n, k), the probability of arriving at state s(n, k), is modeled by the Eulerian probability distribution. In other words, we found a nice result for the probability that after emptying a queue of n particles, k of them settle to the right of the origin. With question (1) answered, we now move onto question (2): the expected amount of time (i.e., the number of coin tosses) it takes for n particles to settle.
Expected run time
We next turn to the expected run time of our coin-tossing game, i.e., we want to know how many tosses it will take for n particles to settle. Recall from the introduction that E n denotes the expected number of tosses needed to reach a state with n occupied sites. Notice that E 1 = 0, and E 2 = 1 because flipping heads or tails will cause a site to become occupied immediately. It gets more complicated once we start looking at cases for n ≥ 3. In the introduction, we gave an estimate for E n based on our Monte Carlo simulation. We now turn this into our next theorem.
Theorem 2. For any n ≥ 1, the expected number of tosses needed to reach a state with n occupied sites is
If we compute the first differences of this sequence (E n − E n−1 ), we find the change in expected tosses. Let ∆E n denote the expected number of tosses it takes for the n th particle to perform a random walk and settle, given n − 1 sites are already occupied. Assuming Equation (5), we find
Thus to obtain our run time result in Theorem 2, it suffices to show that the number of expected tosses for the n th particle, once dropped, to settle in an unoccupied site is
But by definition, the expected number of new steps is
where E(n−1, k−1) denotes the expected number of tosses to go from state s(n−1, k−1) to s(n, k) or s(n, k − 1). By Theorem 1, we can write
i.e., ∆E n is a weighted sum of Eulerian numbers. We will show E(n − 1, k − 1) is simply k(n − k), which will help us to evaluate the sum and verify (6), and hence Theorem 2.
2.1. Escape time for a random walk. Consider that the game is in state s(n−1, k−1) pictured below,
where k + l = n. We would like to know how to compute E(n − 1, k − 1), i.e., how many coin tosses it will take for the game to reach either state s(n, k) (activating on the right) or state s(n, k − 1) (activating on the left). To help us, recall that for the simple random walk, the expected time to reach the boundary of an interval [−b, a] is ab. See [5] . We translate this escape time result into the language of our game with the following claim. Claim 1. For any k, l ≥ 1 such that k + l = n, the expected number of tosses to go from state s(n − 1,
For example, consider state s(5, 3) below.
As shown, l = 2 and k = 4 in s(5, 3). We can calculate, using Claim 1, the expected number of tosses it takes to go from each state with n = 5 to a state with n = 6 occupied sites. Consider the chart below:
State If we know there are five occupied sites (but not which 5), and we want to know how many tosses it would take for the sixth particle to settle, we calculate a weighted sum using our Eulerian probabilities. This is precisely our definition for ∆E 6 . This agrees with Equation (6),
In general, since P (n, k) = Corollary 1. For any n ≥ 3, the expected number of tosses for the n th particle to settle, given n − 1 sites are occupied is
It remains to see that this also equals the formula in Equation (6). We will do so using generating function techniques.
Eulerian polynomials and generating functions.
Throughout this section we use the technique of generating functions which is explored in [7] , and in particular [4] for Eulerian numbers. The basic idea is to study power series whose coefficients are the numbers we are interested in, and then to use properties of these functions to deduce properties of the coefficients.
To this end, we define the n th bivariate Eulerian polynomial, denoted A n (s, t), as
We can get ∆E n from A n−1 (s, t) as follows. First, we differentiate with respect to s and t, ∂ ∂s
and when s = 1 and t = 1, this is
For example, consider the case for n = 6. We differentiate A 5 (s, t) with respect to s and t and then set s = t = 1,
Notice that this is precisely the weighted sum for n = 6 from Equation (7),
Before we can use this idea to prove Equation (6) holds in general, we consider the exponential generating function for the Eulerian polynomial A n (s, t), denoted F (s, t, z). By definition, we have
That is, expanding in z, we find
To find a useful formula for F (s, t, z), we work to the bivariate case from the univariate case, which is better known. Notice that analyze the one-dimensional random walk for any fixed choice of probabilities of a particle moving left or right at a given site. The coin toss model we used is just the case where the probability is 1 2 at each site. We have experimented with other choices of probabilities, but without interesting results, except in the case of a biased coin toss. Here each site has the same fixed probability, but that probability is not necessarily 1 2 . In this case we can use analysis similar to that in this paper to obtain similar results, which we summarize now.
Let p be the probability of a particle going to the right and q the probability of going to the left, and let ρ = p/q. The biased Gambler's ruin gives transition probabilities of Then the same arguments we used in the fair coin case will show that This gives a refinement of the Eulerian distribution in terms of ρ, as explained in Chapter 6 of [4] . Studying questions like the limiting distribution and run time when ρ = 1 is the starting point for future work on this problem.
