In this paper, we study combined optimal stopping and stochastic control problems for f -conditional expectations with jumps. Our main contribution is to establish a dynamic programming principle. This requires some particular techniques due to the nonlinearity of the expectation. Using this result, we prove that the value function is a viscosity solution of an obstacle problem for an Hamilton-Jacobi-Bellman equation. Under additional assumptions, we provide an uniqueness result for the viscosity solution of this obstacle problem in the class of bounded continuous functions. Some examples in mathematical finance are given.
Introduction
Many studies are devoted to stochastic control and optimal stopping problems, associated dynamic programming principles (DPP) as well as their links with Hamilton-Jacobi-Bellman PDEs (see e.g. [19, 15] , [10] and recently [5] ). Some papers also address combined stochastic control and optimal stopping problems (see e.g. [6] ), which can generally be written as follows:
( 1.1) where T denotes the set of stopping times, A is a set of admissible controls and (X α t ) is a controlled diffusion process with jumps of the form The random variable h(X α τ ) represents some terminal reward and g(α s , X α s ) can be interpreted as an instantaneous reward process. In these papers, the authors establish a DPP, from which they derive the associated HJB variational inequalities (HJBVI).
In the last years, there has been several studies on stochastic control and optimal stopping problems for f -conditional expectations induced by Backward stochastic differential equations (BSDEs) mainly in the Brownian case (see e.g. [3, 4, 17] ). Recently, two of the authors have studied stopping time problems with jumps and irregular payoff [24] . A key property of these optimal stopping problems is that the value function can be characterized as the solution of a non linear reflected BSDE. In a Markovian framework, using this characterization and comparison theorems for BSDEs with jumps, we directly prove in [8] that the value function is a viscosity solution of a non linear variational inequality. Under additional assumptions, we provide an uniqueness result for the viscosity solution of this obstacle problem in the class of bounded continuous functions.
In this paper, we consider a combined optimal stopping and stochastic control problem for f -conditional expectations in the Markovian case, of the following form:
where E α is the nonlinear conditional expectation associated with a BSDE with driver f (α t , X α t , y, z, k). Note that Problem (1.1) is a particular case of (1.2) when f (α t , X α t , y, z, k) ≡ g(α t , X α t ). The value function of Problem (1.2) cannot generally be characterized as the solution of a reflected BSDE. In particular, the dynamic programming principle (DPP) can no longer be derived from the flow property of reflected BSDEs only. Moreover, it is not possible to prove as easily as in [8] , that the value function is a viscosity solution of an associated obstacle problem.
The main contribution of our paper is to generalize the classical DPP for linear expectations to the nonlinear case. The proof of our DPP requires some sophisticated probabilistic techniques, due to the nonlinearity of the expectation and to some measurability issues.
Using the DPP and some BSDEs techniques, we can derive that the value function is a viscosity solution of a nonlinear obstacle problem for an Hamilton-Jacobi-Bellman equation. Under additional assumptions, we prove that there exists a unique viscosity solution of this HJBVI in the class of bounded continuous functions. These results generalize those associated to combined optimal stopping and stochastic control with linear expectation.
Finally, we give two examples. First, we consider a robust pricing problem of American options in the case of nonlinear evaluation and ambiguity on the model. Our formulation allows us to take into account the ambiguity on the drift, the volatility and the nonlinear price system. We also present a mixed optimization problem of recursive utility of terminal wealth.
The paper is organized as follows: in Section 2, we introduce our combined optimal stopping and stochastic control problem. Using reflected BSDEs results, we express this problem as a control problem for reflected BSDEs. In Section 3, we establish the dynamic programming principle, first at deterministic times and then at stopping times, as well as some properties of the value function such as polynomial growth and continuity. In Section 4, we study the links between the value function and HJB variational inequalities. We first prove that the value function is a viscosity solution of an HJBVI . Then, under additional assumptions, we provide an uniqueness result for the viscosity solution of this obstacle problem. In Section 5, we give two examples in mathematical finance. In the Appendix, we provide several useful properties and some auxiliary results.
Formulation of the problem
We consider the product space Ω := Ω W ⊗Ω N , where Ω W is the set of continuous functions from [0, T ] into R and Ω N is the set of integer-valued measures on [0, T ]×R. For ω = (ω 1 , ω 2 ) ∈ Ω, we set W t (ω) = ω 1 t and N t (ω) = ω 2 t and define
t≤T , the filtrations associated respectively with W and N. Let P W be the Wiener measure on (Ω W , F W ) and P N be the probability measure on (Ω N , F N ) under which N is a Poisson measure with intensitỹ N(dt, de) = ν(de)dt, where ν is a σ-finite measure on R * with R * (1 ∧ e 2 )ν(de) < ∞.
We introduce some notation and definitions.
Let A be the set of controls, defined as the set of predictable processes valued in a compact subset A of R. For each α ∈ A, initial time t ∈ [0, T ] and initial condition x in R, let {X α,t,x s , t ≤ s ≤ T } be the unique R-valued solution of the SDE with jumps:
where b, σ : R×A → R, are Lipschitz continuous with respect to x and α, and β : R×A×R * → R is a measurable function such that for some constant C ≥ 0, and for all e ∈ R where (X α,t,x r ) t≤r≤S is the solution of the BSDE associated with driver f α,t,x (r, y, z, k) := f (α r , r, X α,t,x r , y, z, k), terminal time S and terminal condition η, that is satisfying: 
For each α ∈ A, for each (t, x) ∈ [0, T ] × R, the associated dynamic payoff is given by the process (ξ α,t,x ) t≤s≤T , defined via the state process (X α,t,x s ) as follows. We introduce:
• g ∈ C(R), h : [0, T ] × R → R are Lipchitz continuous with respect to x, uniformly in t and continuous with respect to t, uniformly in x. Also there exist p ∈ N and a real constant, still denoted by C, such that
For each initial condition (t, x) ∈ [0, T ] × R and each control α ∈ A, the reward is defined by:
Let us define the map h by h(t, x) := h(t, x) if t < T and h(T, x) := g(x). The reward can then be rewritten as ξ
Let T be the set of stopping times with values in [0, T ]. Suppose the initial time is equal to 0. For each initial condition x ∈ R, we consider the following robust optimal stopping problem:
We now make the problem dynamic. Let us first introduce the following notation. 
We thus get u(t, x) = sup
By Theorem 3.2 in [24] , for each α, the value function u α corresponds to the solution of the reflected BSDE associated to driver f α,t,
ν is the solution of the following RBSDE:
x is a nondecreasing, continuous predictable process with
The continuity of the nondecreasing process A α,t,x comes from the assumptions made on h and g. Indeed, they imply that the obstacle (ξ α,t,x s ) s≥t is continuous except at the inaccessible jump times of the Poisson measure, and at time T with ∆ξ α,t,x T ≤ 0 a.s., and this ensures the continuity of A α,t,x by Th. 2.6 in [24] . Note that the above RBSDE can be solved on the restricted space Ω t × [t, T ], with respect to the t-translated Brownian motion and the t-translated Poisson random measure.
Our initial mixed optimal stopping/control problem (2.5) can thus be reduced to a control problem for reflected BSDEs:
. This key property will be used to solve our problem. We point out that even in the classical case of linear expectations, this approach allows us to provide alternative proofs of the DPP for mixed problems.
Remark 2.1. Contrary to the previous literature on robust optimal stopping with nonlinear expectations (see [3, 4, 24] ), the value function of our problem is not a priori a solution of a reflected BSDE. This is linked to the fact that our reward process (2.3) depends on the control via the state process, which was not the case in the previous works.
We also underline that in [24, 3] , the robustness formulation can be applied to model ambiguity via a set of probabilities parametrized by some control process α. However, when there is an underlying state process, it does not allow us to take into account the uncertainty on its volatility and can only handle ambiguity on the drift term, contrary to our mixed problem (2.5). 
where K is a real constant which depends only on C and T . Using now the hypothesis of polynomial growth on f, h, g and the standard estimate
we derive that there existC ∈ R and p ∈ N such that |u
It is a Hilbert space, equipped with the scalar product < α, α
Lemma 3.2.
• The function u is Lipschitz continuous with respect to x, uniformly in t. Also, the functions u α are Lipschitz continuous with respect to x, uniformly in α, t.
•
Proof.
• We have for all t:
The a priori estimates on reflected BSDEs (see Prop. 5.1 in [8] )and the Lipschitz property of h with respect to x imply
where C is a constant which depends only on T and the Lipschitz constant of f and h. We also have
The result follows.
• Let α 1 , α 2 ∈ H 2 t . By classical estimates on diffusion processes, and the assumptions made on the coefficients, we get E[sup s≥t |X
. Hence, by a priori estimates on RBSDEs (Prop. 5.1 in [8] ), the Lipschitz property of f and h with respect to α, x, uniformly in s, y, z, we get that |Y
Continuity of u with respect to time will be proved later in Section 3.3 because it will require the dynamic programing principle at deterministic times.
Dynamic programming principle at deterministic times
) t≤u≤T ] the solution of the RBSDE associated to driver f α,t,x and obstacle h(u, X α,t,x u ) t≤u≤T . Using this notation, equality (2.7) can be written:
Theorem 3.3. The value function defined by (2.5) satisfies the following dynamic programming principle:
Proof. Equality (3.2) is equivalent to
The proof is divided in two steps.
Step 1. We us first show that:
As α is F t -progressively measurable and F t is the filtration associated to the canonical process on Ω t , we can express α in the following form: α = α( s ω t , ω s ), where ω s = (ω u − ω s ) u≥s and s ω t := (ω t u ) t≤u≤s with ω t u = ω u − ω t . In the following, to simplify notation, s ω t will be also denoted by s ω. We state a preliminary measurability result.
Proof. Since H 2 s is a separable Hilbert space, it admits a countable orthonormal basis {e
where
. In order to obtain the desired result, it is sufficient to show that β i is F 
Hence, by applying the flow property for RBSDEs, we get that:
Note that at fixed s ω, α( s ω, ·) ∈ A s s . By using the definition of u α , we get that:
Finally, the comparison theorem for RBSDEs with jumps (see [23] ) leads to:
Since α ∈ A t t is arbitrary, we get inequality (3.3).
Step 2. It remains to show the following inequality: 
s Ω = {(ω u − ω t ) t≤u≤s ; ω ∈ Ω}. For each s ω ∈ s Ω, by using the definition of the function u we have:
For each s ω ∈ s Ω, for all n ∈ N, there exists α n ∈ A s s such that 
is satisfied. We now prove that the process α n : 
where the second equality follows from Proposition A.1. We set:
Note thatα n ∈ A t t . The relations (3.7), (3.8), the continuity properties of RBSDEs (see Appendix in [8] ) and the flow property lead to: 
Now, by taking the supremum on α ∈ A t t in inequality (3.9), we get (3.5).
Dynamic programming principle at stopping times
In this section, using the DPP at deterministic times, we provide the continuity of the value function with respect to t. We then show that the DPP still holds for stopping times.
Lemma 3.7. The function u is continuous with respect to t, uniformly in x.
Proof. Let 0 ≤ t ≤ s ≤ T . We have the following equation:
We start by estimating
(3.11)
Here, E 0 denotes the conditional expectation associated to the driver equal to 0. By symmetry, the estimation still holds when s ≤ t. In order to obtain the above relation, we have used the a priori estimates on BSDEs ( [23] ), the Lipschitz property of u (see Lemma 3.2) and the polynomial growth of u (see Lemma 3.1).
We estimate now |u(t,
)]|. By using the DPP for deterministic times (see Theorem 3.3), we get that:
. This DPP also yields:
By using a priori estimates for BSDEs [23] , we get:
In order to obtain (3.12), we have used the Lipschitz property in x of h, the polynomial growth of h in x and the standard estimates for SDEs. From (3.10), (3.11) and (3.12) we derive that:
which completes the proof of the lemma.
Using the continuity property of u with respect to t, we show now that the dynamic programming principle also holds for stopping times. 
(3.14)
Proof. Let us first show that: 15) or, equivalently, the following inequality:
Note that θ n ∈ T t t,T and θ n ↓ θ a.s. The continuity of u in (t, x) , the right continuity of X α,t,x and a continuity property of RBSDEs (see Proposition A.2) imply that (3.16) is equivalent to:
By Lemma 3.5, for each k, for each n, there exists an "optimizing" sequence (α n,p,k ) p∈N of controls in A
We set:α n,p
t . The relations (3.17), (3.18) , the continuity of the RBSDE with respect to the obstacle and the flow property of the solution of the RBSDE lead to:
Hence, we have shown that for each n,
. Now, by letting n tend to ∞ in this inequality, and by taking the supremum on α ∈ A t t , we get (3.17).
The inverse inequality in (3.15) can be shown by using similar arguments as above. The proof, which is even simpler, is omitted.
Links between the value function and HJB variational inequalities
We introduce the following HJBVI:
In the following, we prove that the solution of the robust problem (2.5) corresponds to the viscosity solution of HJBVI (4.1).
Definition 4.1.
• A continuous function u is said to be a viscosity subsolution of (4.1) if u(T, x) ≤ g(x), x ∈ R, and if for any point (t 0 , x 0 ) ∈ [0, T [×R and for any φ ∈ C 1,2 ([0, T ] × R) such that φ(t 0 , x 0 ) = u(t 0 , x 0 ) and φ − u attains its minimum at (t 0 , x 0 ), we have
In other words, if
• A continuous function u is said to be a viscosity supersolution of (4.1) if u(T, x) ≥ g(x), x ∈ R, and if for any point (t 0 , x 0 ) ∈ [0, T [×R and for any φ ∈ C 1,2 ([0, T ] × R) such that φ(t 0 , x 0 ) = u(t 0 , x 0 ) and φ − u attains its maximum at (t 0 , x 0 ), we have
In other words, we have both
The value function, solution of the HJBVI
In this section, we prove that the value function of our robust optimal stopping problem is a viscosity solution of the above HJBVI. We use the dynamic programming principle (DPP) established in the previous section (see Theorem 3.14) . Proof.
• We prove that u is a subsolution of (4.1) .
Without loss of generality, we can suppose that the minimum of u − φ attained at (t 0 , x 0 ) is strict. We suppose that u(t 0 , x 0 ) > h(t 0 , x 0 ) and that
By uniform continuity of K α φ and
ν with respect to α, we can suppose that there exists ǫ > 0 , η ǫ > 0 such that: ∀(t, x) such that t 0 ≤ t ≤ t 0 + η ǫ < T and |x − x 0 | ≤ η ǫ , we have: u(t, x) ≥ h(t, x) + ǫ and
Let α be an arbitrary control of A t 0 t 0 and X α,t 0 ,x 0 the associated state process. We define the stopping time θ α as follows:
Applying Itô's lemma to φ(t, X α,t 0 ,x 0 t ), we obtain:
Note that φ(s, X 
By the definition of ψ α , inequality (4.4) can be written:
The above inequality gives a relation between the drivers −ψ αs (s, X α,t 0 ,x 0 s ) and f (α s , ·) of two BSDEs. Now, since the minimum (t 0 , x 0 ) is strict, there exists γ ǫ such that:
where B ηǫ (t 0 , x 0 ) is the open ball centered at (t 0 , x 0 ) with radius η ǫ . We have
To simplify notation, set δ ε := min(ǫ, γ ǫ ). Using the definition of θ α , it follows that for each t ∈ [t 0 , θ α ]:
This, together with inequality (4.5) on the drivers and Proposition A.4 in the Appendix imply:
where K is a positive constant which only depends on T and the Lipschitz constant of f . On the other hand, there exists an As (4.7) holds for all α ∈ A t 0 t 0 , and hence in particular for α = α ε , we get a contradiction.
• We now prove that u is a viscosity supersolution of (4.1).
We need here the dynamic programming principle.
Let (t 0 , x 0 ) ∈ [0, T [×R and φ ∈ C 1,2 ([0, T ] × R) be such that φ(t 0 , x 0 ) = u(t 0 , x 0 ) and φ(t, x) ≤ u(t, x), ∀(t, x) ∈ [0, T ] × R. Without loss of generality, we can suppose that the maximum is strict in (t 0 , x 0 ). Since the solution (Y α,t 0 ,x 0 s ) stays above the obstacle, for each α ∈ A, we have:
Our aim is to show that: By continuity, we can suppose that there exists α ∈ A, ǫ > 0 and η ǫ > 0 such that: ∀(t, x) such that t 0 ≤ t ≤ t 0 + η ǫ < T and |x − x 0 | ≤ η ǫ , we have: − ∂ ∂t φ(t, x) − L α φ(t, x) − f α, t, x, φ(t, x), (σ ∂φ ∂x )(t, x), B α φ(t, x) ≤ −ǫ. The rest of the proof can be adapted from the one of Th. 4.2 in [8] .
