Novel electromagnetic design system enhancements using computational intelligence strategies by Dorica, Mark.
Novel Electromagnetic Design System Enhancements 
using Computational Intelligence Strategies 
By 
Mark Dorica, REng. (Honours Electrical), M.Eng. (Electrical) 
A thesis submitted to McGill University 
in partial fulfilment of the requirements for the degree of 
Doctor of Philosophy 
Computational Analysis and Design Laboratory 




© Mark Dorica, 2006 




Patrimoine de l'édition 
395 Wellington Street 
Ottawa ON K1A ON4 
Canada 
395, rue Wellington 
Ottawa ON K1A ON4 
Canada 
NOTICE: 
The author has granted a non-
exclusive license allowing Library 
and Archives Canada to reproduce, 
publish, archive, preserve, conserve, 
communicate to the public by 
telecommunication or on the Internet, 
loan, distribute and sell th es es 
worldwide, for commercial or non-
commercial purposes, in microform, 
paper, electronic and/or any other 
formats. 
The author retains copyright 
ownership and moral rights in 
this thesis. Neither the thesis 
nor substantial extracts from it 
may be printed or otherwise 
reproduced without the author's 
permission. 
ln compliance with the Canadian 
Privacy Act some supporting 
forms may have been removed 
from this thesis. 
While these forms may be included 
in the document page count, 
their removal does not represent 





Your file Votre référence 
ISBN: 978-0-494-32173-7 
Our file Notre référence 
ISBN: 978-0-494-32173-7 
L'auteur a accordé une licence non exclusive 
permettant à la Bibliothèque et Archives 
Canada de reproduire, publier, archiver, 
sauvegarder, conserver, transmettre au public 
par télécommunication ou par l'Internet, prêter, 
distribuer et vendre des thèses partout dans 
le monde, à des fins commerciales ou autres, 
sur support microforme, papier, électronique 
et/ou autres formats. 
L'auteur conserve la propriété du droit d'auteur 
et des droits moraux qui protège cette thèse. 
Ni la thèse ni des extraits substantiels de 
celle-ci ne doivent être imprimés ou autrement 
reproduits sans son autorisation. 
Conformément à la loi canadienne 
sur la protection de la vie privée, 
quelques formulaires secondaires 
ont été enlevés de cette thèse. 
Bien que ces formulaires 
aient inclus dans la pagination, 
il n'y aura aucun contenu manquant. 
Abstract 
This thesis presents a wide spectrum of novel extensions and enhancements to 
critical components of modem e!ectromagnetic analysis and design systems. These 
advancements are achieved through the use of computational intelligence, which 
comprises neural networks, evolutionary algorithms, and fuzzy systems. These tools have 
been proven in myriad industrial applications ranging from computer network 
optimization to heavy machinery control. 
The analysis module of an electromagnetic analysis and design system typically 
comprises mesh generation and mesh improvement stages. A nove! method for 
discovering optimal orderings of mesh improvement operators is proposed and leads to a 
suite of nove! mesh improvement techniques. The new techniques outperform existing 
methods in both mesh quality improvement and computational cost. 
The remaining contributions pertain to the design module. Specifically, a nove! space 
mapping method is proposed, which allows for the optimization of response surface 
models. The method is able to combine the accuracy of fine mode!s with the speed of 
coarse models. Optimal results are achieved for a fraction of the co st of the standard 
optimization approach. 
Models built from computational data often do not take into consideration the 
intrinsic characteristics of the data. A nove! mode! building approach is proposed, which 
customizes the model to the underlying responses and accelerates searching within the 
model. The novel approach is able to significantly reduce model error and accelerate 
optimization. 
Automatic design schemes for 2D structures typically preconceive the final design or 
create an intractable search space. A nove1 non-preconceived approach is presented, 
which relies on a new genome structure and genetic operators. The new approach is 
capable of a threefold performance improvement and improved manufacturability. 
Automatic design of 3D wire structures is often based on "in-series" architectures, 
which limit performance. A nove1 technique for automatic creative design of 3D wire 
antennas is proposed. The antenna structures are grown from a starting wire and invalid 
designs are avoided. The high quality antennas that emerge from this bio-inspired 




Cette thèse présente de nouvelles stratégies visant à améliorer les composantes clés 
de systèmes de conception électromagnétique. Ces améliorations s'inspirent de la nature 
et utilisent des éléments d'intelligence informatique, notamment les "neural networks", 
les "evolutionary algorithms" et les "fuzzy systems". L'intelligence infonnatique s'avère 
très utile dans divers domaines, tels que l'optimisation de réseaux et la machinerie lourde. 
Les systèmes de conception électromagnétique comprennent souvent des 
composantes dédiées à la construction et à l'amélioration de maillages éléments finis. 
Une nouvelle stratégie pour découvrir les ordres optimaux d'opérateurs d'amélioration de 
maillages éléments finis est proposée. Les méthodes qui en résultent surpassent les 
méthodes existantes en qualité du maillage et en temps de calcul. 
Une nouvelle méthode "space mapping" permettant l'optimisation de "response 
surfaces" est proposée. Cette méthode combine la précision des modèles fins avec la 
'rapidité des modèles simplifiés. La nouvelle méthode nécessite une fraction du temps de 
calcul de la méthode conventionnelle pour atteindre des résultats optimaux. 
Les méthodes de développement de modèles à partir de données souvent ne tiennent 
pas compte des caractéristiques intrinsèques des données. Une nouvelle méthode est 
proposée qui permet d'adapter le modèle aux réponses du dispositif et d'accélérer la 
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recherche à l'intérieur du modèle. La nouvelle méthode mène à une augmentation 
importante de la précision et accélère l'optimisation. 
Les stratégies de conception automatique de structures en 2D typiquement 
préconçoivent le design final ou créent un espace de recherche exigeant. Une nouvelle 
méthode, basée sur une nouvelle structure de génome et sur de nouveaux opérateurs 
génétiques, est proposée. La nouvelle méthode est capable de créer des designs non-
préconçus avec une performance améliorée d'un facteur de trois. 
Les stratégies de conception automatique de structures en 3D sont souvent basées sur 
des architectures "en série", qui limitent la performance des designs. Une nouvelle 
méthode de conception d'antennes filaires en 3D est proposée. Le processus commence 
avec un seul fil et l'antenne croît jusqu'à sa forme finale. Cette nouvelle méthode est 
basée sur la notion de croissance biologique. Les antennes qui en résultent n'auraient pas 
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1.1 Review of Computational Intelligence 
Intelligence is typically defined as the ability to understand and profit from 
experience, to think and reason, and to display conciousness, intuition, and emotion. 
These are all integral aspects of human intelligence. The question of whether or not 
computers will ever become intelligent is a philosophical one. But through modeling of 
biological and natural intelligence, computers have already achieved tremendous success 
in solving complex problems [DotOl]. The components within these intelligent systems 
often draw on inspiration from various sources. Neural networks are based on biological 
neurons. Evolutionary algorithms are derived from the Darwinian concept of survival of 
the fittest. Fuzzy systems attempt to model the human ability to understand and capture 
uncertainty. These components, along with expert systems, machine leaming, case-based 
reasoning, and others form the basis of modem artificial intelligence (AI). Each of these 
tools is positioned at the interface of several domains, inc1uding biology, philosophy, and 
computational science [Nil98]. 
Within AI, an increasingly important branch is computational intelligence (CI). CI 
is the study of adaptive mechanisms that enable intelligent behaviour in complex and 
changing environments. The main components of CI are artificial neural networks 
(ANN) , evolutionary algorithms (EA), and fuzzy systems (FS). The main features of 
these bio-inspired mechanisms are their ability to leam and adapt to new situations, 
generalize, and discover. 
1.1.1 Brief History of Computational Intelligence Development 
The basic foundation of AI can be traced back all the way to Aristotle (384-322 BC) 
and his work on deductive reasoning. Early ambitious attempts at building mechanical 
machines that are able to answer "all questions" were described in Ramon Llull's Ars 
Magna (1305) [NiI98]. In the 17th century, Leibniz contemplated the existence of a 
univers al algebra capable of representing "all knowledge" [Ni198]. In more recent times, 
Turing produced one of the first publications on using machinery for mimicking 
processes in the human brain [Tur50]. 
The term "artificial intelligence" was introduced in 1956 by John MacCarthy, who is 
considered the father of AI [NiI98]. Much research on modeling of biological neurons 
ensued. The works of Rosenblatt, Widrow, and Hoff on artificial neurons (ANs) were 
notable contributions [Ros58, Wid60]. AN research suffered a blow in 1969, when it was 
shown by Minsky and Papert that the state-of-the-art ANN models of the time were 
unable to leam certain simple functions such as XOR [Min69]. The addition of layers to 
the network would overcome this problem, but could not be implemented at the time due 
to limitations in training methods. Despite the slowdown that followed, important 
research was accompli shed by the likes of Grossberg, Carpenter, Amari, Kohonen, and 
Fukushima [NiI98]. Interest in ANN research was reignited in the mid-1980s with 
seminal publications by Hopfield, Hinton, and Rumehart and McLelland [Ni198]. 
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EAs have their roots in Darwin's theory of evolution [Dar59]. John Holland, who is 
considered the father of genetic algorithms, produced significant advances in the 
development, understanding, and application of EAs [HoI75]. Other branches of EAs 
were developed and shaped by contributions from De Jong, Rechenberg, Schaffer, 
Goldberg, Fogel, and Koza [Fog95]. 
Early philosophers who were attempting to develop concise theories of logic and 
mathematics, introduced "Laws of Thought" [Kor67]. The Law of the Excluded Middle 
states that a proposition can only be true or false (proposed circa 400 BC). Plato 
suggested that a third alternative exists between the "true" and "false" bi-valued logic 
[Kor67]. In 1920, Lukasiewicz published a systematic three-valued logic, where the third 
value is best described as "possible" [Lej67]. Zadeh introduced fuzzy sets in 1965 
[Zad65] and fuzzy systems research became very active with notable contributions from 
Mamdani, Sugeno, and Bezdek [Ngu99]. In the subsections that follow, each of the 
components of CI will be discussed in detail. 
1.1.2 Neural N etworks 
The brain is a wonder of nature, which is highly complex, nonlinear, and parallel. It 
has the ab il it y to outperform computers for tasks such as perception and motor control, 
while retaining the ability to learn, memorize, and generalize. The human cortex has 
billions of neurons arranged in networks and modeling it is currently impossible. But 
ANs are approximations of the behaviour of individual biological neurons. 
Interconnecting these ANs leads to ANNs. These networks of adaptable nodes are able to 
learn through example, store knowledge, and make it available for later use [Lec95]. 
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They implement a non-linear mapping and their value lies in their ability to leam. ANNs 
can be described through their architectural and functional attributes. The latter is 
achieved through the training process. While ANNs are but a crude and small-scale 
approximation to biological networks, they have been applied successfully to a vast array 
of problems. CUITent applications include classification, image processing, function 
approximation, music composition, financial forecasting, nonlinear system modeling, and 
control [Day90, Has95, DotOl]. 
Basic ANs began as an attempt to mode1 the biological neuron [Mcc43]. 
Physiologists observed that for neuron activation to occur, the sum of the inputs must 
exceed a certain threshold. In biological neurons, the inputs cause a chemical reaction 
that must build to a certain threshold level prior to activation. As shown in Figure 1.1, the 
basic model consists of a processing unit, which sums the weighted inputs from other 
ANs and the environment, applies a function to the sum, and outputs the result [Mcc43]. 
The weights can be either excitatory (positive) or inhibitory (negative). This AN 
paradigm continues to be the fundamental basis for contemporary neural networks. ANN s 
implement a nonlinear mapping from 9i1 to 9i T , where 1 and T represent the dimension 
of the input and target spaces, respective1y. 9iT is usually [0,1] or [-1,1], depending on 
the activation function. The mapping is a complex function of the nonlinear functions 






Figure 1.1: Basic artificial neuron. 
For the case of a single AN (Figure 1.1), the vector of input signaIs is usually 
augmented by a unit constant, in order to account for an external bias, 
The input is then processed by the neuron to obtain a net input signal, 
1 




The activation function produces the neuron output y = f(net). Typical activation 
functions include linear, step, and sigmoid functions [Day90]. Single neurons of this type 
are only able to handle linearly separable problems. In other words, for l-dimensional 
input vectors, the neuron is capable of creating an l-dimensional hyperplane, which 
separates net>O and net<O regions. In 2D, this hyperplane would correspond to a tine 
splitting the x-y plane into two regions. Supervised learning requires a training set 
consisting of input and target pairs. The goal is to adjust the weights until the error is 
minimized. One common error measure is the sum of squared errors, 
p 
E = I(tp - f p)2 (1.3) 
p=1 
where t p and f p are the target and output for training pair p, and P is the total number of 
training pairs. Gradient-based methods are the most commonly used techniques for 
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finding weights by minimizing the error in (1.3). For training of a single neuron with a 
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where "7 is the learning rate [Wid60]. For a sigmoid activation function, (1.5) reduces to 
(1.6) 
Multiple layer networks are required for more complex problems. Feedforward 
neural networks (FFNN s), which propagate signaIs through aIl layers without feedback, 
are widely used structures [Rip96]. The FFNN in Figure 1.2 has one hidden layer, and 
one output layer, with full connection between layers. It has been shown that FFNNs with 
a single hidden layer and with monotonically increasing differentiable activation 
functions can approximate any continuous function provided that the number of hidden 
neurons is sufficient [Hor89]. This ability for universal approximation and manageable 
complexity make the FFNN a good choice for many applications [DotOl, Has95]. 
Both local and global optimization methods are available for minimizing the FFNN 
error function [Bat92]. Backpropagation is a generalization of a basic gradient-descent 
method that is commonly applied for FFNN training. It consists of a feedforward pass 
where outputs are calculated, and a backward pass, where weight changes are propagated 
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backward from the output layer [W er7 4]. The weight adjustments are based on the error 
between the output and target. F orward and reverse passes are repeated until the error 
between actual and desired outputs is minimized and a suitable performance is obtained. 
Stopping criteria may involve the number of individual training runs (epochs), the mean 
squared error, and signs of overfitting. The latter criterion is related to how weIl the 




Figure 1.2: Feedforward artificial neural network with a single hidden layer. 
Recall that the goal of training is not only to leam the training data to a high 
accuracy, but also to obtain good generalization performance for examples outside the 
training set. The related problem of overfitting is best visualized by a network which 
perfectly matches its training data, but is unable to interpolate or extrapolate [Bau89]. 
Therefore, achieving a tight fit to a data set may be detrimental to the overall 
generalization capability of the ANN [Zha03]. Generalization and overfitting are 
dependent on a complex interplay between neural network architecture, amount of 
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training data, and number of training steps. The overfitting problem arises most often 
when the network has too many free parameters and tends to memorize training data. 
Architectural specification defines the network structure in terms of number and 
topology of neurons, and their connectivity. Specifying an initial ANN topology is a 
challenge [Mur94]. Larger networks of interconnected neurons are more versatile and 
able to implement more complex mappings [Rip96]. But if there are several candidate 
networks, each fitting the training data equally weIl, then the network with the smallest 
number of weights will give the best generalization performance, on average [Th091] . 
. Unfortunately, the search space of possible architectures is exponential in the number of 
weights [Mo094]. One option is to train a handful ofnetworks and choose the one with 
the lowest generalization error [Day90]. Another option is to grow the network from a 
small size through incremental additions of hidden neurons (when training stagnates) 
[Fri95]. One may also start with an oversized network and progressively remove units 
based on a measure of parameter relevance [Mo094]. The use of evolutionary algorithms 
for network pruning has also been proposed [Kus94]. 
One popular strategy for detecting overfitting is to use two sets of data, one for 
training and one for validation [Hec90]. Errors in both sets are monitored to identify a 
point where training error continues to drop, while validation (generalization) error 
begins to increase. At this point, generalization capability is being compromised and 
training ceases. 
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1.1.3 Evolutionary Aigorithms 
Evolutionary algorithms are inspired by evolution in nature and use an analogy with 
"survival of the fittest" to perform search and evolve solutions to problems. The main 
branches of EAs that have emerged over time are the genetic algorithm (GA) [HoI75], 
evolutionary programming (EP) [Fog63], evolution strategies (ES) [Rec73], and genetic 
programming (GP) [Koz92]. EAs continue to grow along these paths and are found to be 
highly versatile and robust search algorithms with applicability to a vast number of 
optimization problems [Fog95]. GAs are the most well-known and frequently used of the 
four EA branches. 
The GA is a directed search with randomness, which is able to identify regions of 
high quality solutions. Rather than working with a single solution, GAs work with a large 
population of candidate solutions at once. The fundamental principle of natural evolution 
states that the individuals that survive are allowed to reproduce and pass genetic material 
to their offspring. The offspring that inherit good features from their parents will survive 
and the others will perish. Each individual in the population is represented in both the 
genotype and phenotype spaces. The genetic composition of an individual as inherited 
from the parents constitutes a coded solution to a problem and resides in the genotype 
space. The genotype is mapped to the phenotype (solution) for evaluation of fitness. For 
the problem of finding the optimal dimensions of a table, the height, width, and length 
would aIl be encoded as separate genes (parameters). The values that these genes can take 
on are known as alle1es. The collection of genes in a genotype is called a genome (or 
chromosome). The genome contains the genetic information of an individual and this is 
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the representation that the GA operates on. The GA search essentiaHy corresponds to a 
search of all the possible genome values. 
The basic GA proceeds as follows: 
1. Randomly initialize population; 
2. Perform fitness evaluation on all individuals; 
3. Selection: select two individuals based on fitness criteria; 
4. Crossover: perform crossover (with probability Pc) on the selected individuals to 
generate two offspring; 
5. Mutation: perform mutation on the offspring with probability Pm; 
6. Place offspring in a temporary population; 
7. If temporary population is large enough to replace CUITent population go to step 8, else 
go to step 3; 
8. Has a suitable solution been found yet? Or, have the maximum number of generations 
been exceeded? If yes, exit. Otherwise, replace old population with new population 
and go to step 2. 
Initially, an encoding for the solutions to a problem is selected and a population is 
created and initialized randomly. Binary, integer, and real-valued codings have all been 
developed [Dav91]. GAs typically run over many generations, and during each 
generation the individuals compete to reproduce. The individuals with the best 
characteristics have the best chance to reproduce (selection) and contribute a part of their 
genome to the offspring (crossover) [Ho175]. The idea is that the offspring will contain 
the best characteristics from the best individuals. Individuals can also mutate (mutation), 
which leads to changes in alleles. Crossover and mutation are both applied multiple times 
in a generation until a new population is established. Both operators are applied 
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according to a user-defined probability. The fitness function retums a scalar value that 
quantifies how weIl an individual satisfies the objectives and constraints of the problem 
at hand. When a new population of individuals is created, it replaces the previous 
population. However, high performing candidates may be retained to ensure that the best 
performers are not lost from one generation to the next (elitism). Stopping criteria can be 
tied to computational cost or a fitness level. With randomly initialized genomes, the 
progress is rapid at first and then gradually slows until convergence to a final solution is 
achieved. 
Toumament selection is a straightforward selection method that is widely used. Two 
groups of k individuals are selected, and a "toumament" is held, where the best individual 
of each group is identified based on previously computed fitness data. These two 
individuals become the basis for the subsequent crossover operator. Under this scheme, it 
is assured that the worst individual will never be selected and the best individual will not 
dominate. Other specialized selection operators have been proposed [Rah99]. 
Crossover generates a new individual through the combination of two parents. For 
binary genomes with single-point crossover, this entails selecting a crossover site and 
swapping the substring after that site between the two genomes. A corresponding 
continuous-valued operator is arithmetic crossover, 
offipring} = fj (parent}) + (1 -fj) parent2 
offipring2 = (1- 1î)(parent}) + r2parent2 
(1.7) 
where fj and r2 are selected randomly. Crossover probabilities are typically in the 70% 
range. 
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The goal of mutation is to ensure that the full range of alle1e values are available 
during the GA search. Mutation probabilities are typically he1d in the low 5% range to 
avoid distorting the GA process and destroying high quality solutions. For binary 
genomes, mutation involves a bit-flip. For real-valued representations, a random value is 
added to an alle1e, typically from a Gaussian distribution with zero mean and a variance 
varying inversely with fitness. 
EA and GA research is a fast-moving area, which generates specialized algorithms 
and operators for highly complex applications [DotOl]. Distributed GAs evolve multiple 
populations with few interactions between them [Whi90]. GAs with genetic engineering 
identify promising features within the individuals and prevent their disruption [Ger96]. 
Hybrid GAs combine the standard global search with local search operators [Rad94]. The 
basic GA described earlier replaces the entire population with new individuals at each 
generation. A steady-state GA only replaces a percentage of the population with new 
individuals [Sys89]. This approach has been shown to exhibit faster convergence for 
manyapplications [Rah99]. If the least fit individuals are targeted for replacement, then 
the fittest individuals are guaranteed to remain. 
There are fundamental differences between c1assical optimization (CO) and GAs. 
CO uses deterministic rules and gradient information to start from an initial point and 
sequentially arrive at a final point. The GA is probabilistic, requires no gradient 
information, and operates on a large number of candidate solutions in parallel. This 
. ability to perform a global and directed search, without the need for gradient information, 
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and without the concem of getting stuck in local minima has made GAs a strategy of 
choice for optimization problems in engineering [Rah99]. The applications of GAs are 
diverse and ever-expanding, ranging from optimization, planning, and design, to control, 
function approximation, and music composition [NiI98, DotOl]. 
1.1.4 Fuzzy Systems 
Two-valued or Boolean logic is a well-defined theory that leads to exact reasoning 
systems. Aristotle laid the foundation for two-valued logic, which led to the "Laws of 
Thought" [Kor67]. The central daim was that a statement can only be true or false. Crisp 
sets are able to represent "black-and-white" situations, where each element unequivocally 
belongs to a single set. For example, Olympic athletes each belong to a single national 
team, and no other. This ability to draw precise boundaries is the exception rather than 
the rule. Of course, most real-world problems involve uncertainty and vagueness. Fuzzy 
logic provides tools for reasoning with such information. Plato introduced sorne of the 
first fuzzy logic concepts and Lukaszewicz proposed a systematic three-valued logic in 
the 1900s [Lej67]. More recently, Zadeh introduced fuzzy set theory, which is the 
foundation for infinite-valued 10gic [Zad65]. 
The real world is full of uncertainty and fuzzy logic attempts to capture and represent 
this uncertainty [Zad65]. Statements such as "the water is cold" are vague and cannot be 
adequate1y modeled with crisp set approaches. Measurement errors are another source of 
uncertainty, which are often ignored or adjustments are made to eliminate them. But in 
certain common situations, uncertainty is an inherent property of the process. For 
example, a hill of soil can be progressive1y reduced in size through shovelling until it is 
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no longer a hill. At what point does it cease being a hill? Or, how do es one distinguish 
between "warm" and "hot" on a thermostat? No matter where the threshold is drawn 
between the two, a tenth of a degree below and above that line would belong to two 
separate and different sets - an unnatural division. Thus, a binary view of the world is 
sometimes inadequate for representing the most basic concepts. 
Fuzzy set theory attempts to capture this uncertainty by extending the idea of crisp 
sets through membership functions (MFs) [Zad65]. Fuzzy MFs describe the entire range 
of membership from 0 to 1, whereas crisp set MFs are only allowed to take on 0 or 1 
values. Fuzzy sets and logic are referred to as "approximate reasoning" because each 
element belongs to a set to a certain degree. Fuzzy logic allows reasoning with uncertain 
facts to infer new facts, which are also attributed a degree of certainty. 
Figure 1.3 illustrates how fuzzy sets are able to capture the idea of varying 
temperatures. Notice that the concepts of warm and hot are each represented by a distinct 
MF, which is adapted to their true meaning and which describes their membership in the 
associated fuzzy set. More formaIly, let X be the universe of discourse (range of 
allowable temperatures) and x E X be an element. The fuzzy set is characterized by the 
membership function f-l: X ~ [0,1], which maps each element of the domain to a 
membership degree between 0 and 1. In two-valued logic, f-l would have a value of 
either 0 or 1. Converting from fuzzy to crisp membership can be done through an a-cut, 
where a is a membership degree threshold. The a-cut of a fuzzy set is the crisp set of aIl 
elements whose membership value is greater than a [Ngu99]. Just as for Boolean logic, 
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fuzzy set operations inc1ude fuzzy complement, fuzzy union, and fuzzy intersection. If 
J.iA and J.iB are MFs describing fuzzy sets, then the complement of J.iA is 1- J.iA' the 
union of J.i A and J.i B is max(J.i A' J.i B ) , and the intersection of J.i A and J.i B is min(J.i A' J.i B ) , 
for all x in the universe of discourse. Notice that repeated application of union and 




Figure 1.3: Membership functions capture the difference between the concepts of warm and hot. 
Fuzzy logic allows reasoning with words rather than numbers [Zad65]. Consider 
three fuzzy sets: "warm", "sunny", and "beautiful day". Suppose, 
J.iwarm(Sunday) = 0.7 and J.isllIlIly(Sunday) = 0.9 (1.8) 
J.iwarm(Monday) = 0.4 and J.islllllly(Monday) = 0.3. (1.9) 
Now assume that for a day to be beautiful, it must be both warm and sunny, i.e., if warm 
and sunny, then beautiful. Using the fuzzy and (min) operator, 
J.ibealltifit/(Sunday) = min[0.7,0.9] = 0.7 and J.ibealltijid (Monday) = min[0.4,0.3] = 0.3. 
Therefore, Sunday was a more beautiful day than Monday. This simple example is the 
r' 
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basis for much more complex control problems, where linguistic if-then rules describe 
events and corresponding actions. Mamdani designed a fuzzy controller for a steam 
engine using this concept [Mam75]. More recent applications inc1ude control of 
consumer products, braking systems, home appliances, camera aiming, cruise control, 
gear transmission, and many other processes [DotO 1 ]. 
1.2 Motivation for the Research 
CI paradigms have been instrumental in achieving elegant solutions to complex 
problems in many disciplines, but have essentially evolved independently of 
electromagnetic analysis and design (EMAD). This thesis examines and proposes ways of 
better exploiting CI tools to further enhance specific components of EMAD systems. In 
the remainder of this section, the motivation for the research will be outlined c1early and 
succinctly. More detailed background information on each of the topics described be10w 
will be introduced as required throughout the thesis chapters. 
Electromagnetic software packages typically comprise both analysis and design 
modules. Developers of these EMAD modules have at their disposaI a vast selection of 
state-of-the-art research for inspiration. Topics such as finite element analysis [GiaOO], 
space mapping optimization [Ban04], mode1 building [DycOl], design of 2D 
electromagnetic structures [Joh99], and design of 3D antennas [AItOO] are all top 
contenders for inclusion in modem engineering software tools. These seemingly disparate 




The analysis module often relies on sorne form of problem domain discretization. 
Tetrahedral finite element meshes are a popular alternative [GiaOO]. However, the 
accuracy of the finite element method can be negatively affected by very few poorly 
shaped tetrahedral elements [Tsu98a, Tsu98b, Tsu99, She02]. For this reason, a mesh 
improvement stage is required in order to ensure high quality tetrahedra [Lee99, Dyc99]. 
A well-selected set of mesh improvement operators often leads to gains in finite element 
solution accuracy without the need for additional costly degrees of freedom in the mesh 
[Tsu99, Gia99]. White various combinations of mesh improvement operators have been 
studied [Fre97a, Fre97b, Fre99], methods for selecting the optimal combination for a 
particular problem have remained absent. Such methods would ensure that the mesh 
improvement stage is being fully exploited. 
Within the design module of EMAD systems, decreasing the reliance on costly fine 
model simulations has become a major focus [Ban04]. Fine models are typically those 
available within electromagnetic simulators, and coarse mode1s are simplified versions. 
Space mapping optimization techniques perform most of the optimization in the coarse 
model space and progressively map the result into the fine domain. They often rely on a 
"parameter extraction" step, in which the coarse mode1 is searched in order to find a 
response that corresponds to a previously computed fine response. Space mapping has 
achieved notable success in the microwave arena, where a model evaluation yields a 
model response over a frequency range. The literature does not provide an answer on 
how to apply space mapping to "multiple-input-single-output" models, where the 
parameter extraction has a high probability of non-uniqueness [Ban04]. Extending space 
17 
mapping to this important class of problems could yield significant cost reductions in 
optimization. 
Another function encountered in EMAD systems is model building. When 
computational data is available from simulations, the next step is often to build a 
corresponding model through curve-fitting. The usual black-box approach, which 
disregards the characteristics of the underlying data, do es not necessarily lead to the 
highest accuracy mode! [MalOO, Zha03]. A systematic method for customizing the model 
to the underlying data is critical for extracting the maximum accuracy per data point. 
The two previous observations imply parametric optimization, where parameters 
(e.g., dimensions) are chosen in a design and are tuned to obtain optimal performance. In 
other circumstances, a more "creative" approach is desirable. Patch antennas can be 
described as a pattern of metal in 2D on a suitable substrate. A preconceived design 
exercise would start by selecting an existing antenna shape and tuning the relevant 
dimensions. Conversely, a creative approach would discretize the design domain using a 
unit shape (e.g., squares), and would use an "on-off' approach to determine which unit 
shapes will contain metal and which ones will be vacant [Vi104, Joh99, Wan05]. These 
creative approaches can lead to une~pected leaps in performance, but the resulting 
genetic algOl:ithm (binary genome) search space of possible designs can be intractable. 
Novel genome structures and operators may alleviate the difficulties associated with 
creative design. 
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The concept of creative design can be readily extended to 3D wire antennas. These 
antennas are typically composed of multiple straight interconnected wire segments and 
custom wire antennas find numerous applications. Rence, methods for exploring the vast 
search space of possible designs are essentiaL Many CUITent approaches constrain the 
final design to an "in-series" architecture, which limits the available search space (i.e., 
limits the performance that can be achieved), and increases the likelihood of invalid 
designs [Ren02]. Designing wire antennas through a growth process would allow for 
each antenna to evolve from a single wire and would favour a branching of the antenna 
arms. Bio-inspired approaches of this type have remained absent and could be a 
worthwhile addition to the antenna designer's toolbox. 
1,.3 Thesis Objectives 
This thesis addresses the shortcomings discussed in the prevlOUS section with 
original contributions that will offer improvements compared to existing methods. 
Specifically, the following objectives have been set: 
1. Develop a novel method for identifying optimal smoothing-based (node repositioning) 
mesh improvement systems; 
2. Develop a novel space mapping-based system capable of optimizing (multiple-input-
single-output) response surfaces; 
3. Develop a novel mode! building concept that uses intrinsic information in the device 
response to enhance model accuracy; 
4. Develop a nove! genome structure and operators to speed up the generation of high 
quality 2D designs; 
5. Develop a novel bio-inspired 3D design system capable of exploring the vast wire 
antenna search space. 
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1.4 Thesis Outline 
This thesis is based on six papers, which have appeared in refereed joumals [Dor04a, 
Dor05, Dor06a, Dor06b], or have been submitted for publication [Dor07a, Dor07b]. 
Chapter 2 targets mesh improvement, which is key for ensuring accuracy of finite 
element analysis. Novel mesh improvement systems are presented along with strategies 
for effectively selecting their optimal components. The following four chapters explore 
design challenges. Space mapping optimization, which can be used for accelerating shape 
optimization is the subject of chapter 3. Novel enhancements and extensions are proposed 
so that space mapping can be applied to popular response surface models. In chapter 4, 
the challenges associated with model building are addressed through novel methods for 
model customization and accuracy enhancement. Design of 2D and 3D electromagnetic 
structures using novel creative design concepts are presented and evaluated in chapters 5 
and 6, respectively. Finally, chapter 7 concludes the thesis with a summary of novel 
published contributions and further avenues of investigation. 
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Mesh Quality Improvement Systems 
Finite element analysis is a well-known and sophisticated numerical method, which 
relies on a discretization step [GiaOO]. Mesh generation is the action of filling the entire 
problem domain with elements, such as tetrahedra. However, the quality of the elements 
comprising the mesh has a direct impact on the accuracy of the finite element solution 
[Tsu99]. Therefore, a mesh improvement stage is required in order to ensure high quality 
tetrahedra. Mesh smoothing, which relies on mesh node repositioning, is a successful 
approach for improving finite element meshes [Fre99]. This chapter begins by 
introducing the role of mesh quality within the finite element framework. Finite element 
errors and their relation to mesh quality are examined. A method for identifying optimal 
combinations of mesh improvement operators is proposed and new mesh smoothing 
techniques for tetrahedral meshes are introduced. The new mesh improvement systems 
are tested using a suite of electromagnetic benchmarks and mesh quality measures 
theoretically linked to finite element accuracy. 
2.1 Mesh Quality Challenge in Adaptive Finite Element Methods 
While finite element (FE) methods are presently employed extensively for 
electromagnetic analysis and design, the use of adaptive finite element methods (AFEMs) 
has increased considerably in recent years. Today, the focus is on the research and 
development of efficient and reliable 3D methods for the analysis of realistic systems 
[GiaOO]. The primary advantage of AFEMs is the accurate computational analysis of 
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large continuum problems for only a relative1y small fraction of the cost of non-AFEMs 
[GiaOO]. Currently, many engineering applications employ h-type AFEMs, which add 
elements to the mesh to improve a discretization. In particular, for problems where a 
large number of smaller elements are needed close to the singularities (e.g., sharp 
material edges and corners), but fewer, larger elements suffice farther away, h-type 
adaption models have proven to be effective [GiaOO]. 
In essence, AFEMs strive to achieve a specifie level of accuracy for the minimum 
computational cost by intelligently evolving the mesh. For h-type AFEMs with first order 
tetrahedral elements, the number and distribution of degrees of freedom (DOF), as weIl 
as the shape of the elements have a direct influence on the resulting accuracy of the FE 
solution. The number and distribution of tetrahedra are initially established during the 
mesh generation phase and are repeatedly refined based on an error map. As can be 






Figure 2.1: The h-adaptive finite element analysis model. 
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Close attention must be paid to element shape during each iteration of the adaptive 
process. The manner in which new elements are defined, can affect the quality of the 
resulting mesh. It is well known that the accuracy and efficiency of the finite element 
method can be negatively affected by very few poor quality tetrahedral elements [Tsu98a, 
. Tsu98b, Tsu99, She02]. While certain refinement algorithms such as edge bisection and 
Delaunay refinement have shown promise, a large percentage of the added elements can 
still exhibit poor quality [Tsu99, She02, Lee99]. Specifically, the formation of long, thin 
elements or fiat elements can compromise the accuracy of the solution or the efficiency 
with which it is computed. In certain cases, a single bad element can cause a high 
discretization error throughout the entire problem domain. For this reason, the 
development of an efficient mesh improvement stage is considered a priority for h-
adaptive finite element electromagnetic analysis [Lee99, Dyc99]. Accordingly, various 
mesh quality improvement strategies have been proposed recently in order to discourage 
the formation of poor quality elements, and their associated problems, which can occur as 
a result of h-adaption [Fre97a, Can93, Fre97b, Fre99, 00197]. Among the most promising 
mesh quality improvement methods for 3D meshes are smoothing-based techniques 
[Fre97a, Can93, Fre97b, Fre99]. The ultimate goal of any mesh improvement method is 
to maximize the quality of the elements in order to obtain the best possible solution for a 
fixed number ofDOF. 
2.2 Mesh Quality and Finite Element Accuracy 
From engineering experience, tetrahedra diverging from the equilateral shape are 
usually considered to be "poor". Examples of such tetrahedra are shown in Figure 2.2. 
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TIllN ELEMENT FLAT ELEMENT WEDGE-LIKE ELEMENT 
Figure 2.2: Po or tetrahedra. 
This purely geometric interpretation is useful as a rule of thumb, but fails to fully 
characterize the links between mesh quality and FE accuracy. Recent work in FE 
approximation theory has focused on theoretically linking mesh quality to interpolation 
and discretization errors [Tsu98a, Tsu98b, Tsu99, She02]. Discretization error is the 
measure of finite element accuracy that is the most closely linked with practical 
applications: it measures the difference between a finite element solution and the true 
solution [Tsu98a]. There is a close link between discretization and interpolation errors. 
Generally, it is not possible to achieve pointwise bounds on discretization error as a 
function of mesh quality [She02]. Global bounds on discretization error are often 
dependent on achieving interpolation error bounds. 
To focus ideas, consider a problem domain n along with an associated tetrahedral 
mesh T. The true solution u.(r) is a continuous scalar function defined over T. Let 
u[(r) correspond to a piecewise linear approximation of u.(r), where u[(v) = u.(v) at 
each vertex v in T . The approximation u! (r) is linear over each tetrahedron in T . When 
investigating the interpolation fitness of first order tetrahedral finite e1ements, 
interpolation error is discussed in two veins: (i) the difference between the interpolated 
function and exact solution; and (ii) the difference between the gradient of the 
interpolated function and the gradient of the exact solution [She02]. In particular, errors 
in the gradient are very sensitive to element size and shape, and they directly üifluence 
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discretization errors [She02]. Evaluated within an infinity norm, the two types of 
interpolation errors may be written as IluI -u.lloo and IIVuI - Vu. IL . These two 
expressions correspond to the maximum pointwise interpolation error over an e1ement 
and the maximum pointwise error in the interpolated gradient over an element, 
respectively. 
Finite e1ement accuracy is govemed by the difference between the finite element 
approximation U, and the true solution u •. This discretization error arises due to the 
approximation of a continuous partial differential equation by a discrete system of linear 
equations resulting from the finite element method. The FE solution uer) for first order 
tetrahedral elements is a piecewise linear approximation over the problem domain n. 
However, unlike the interpolating function ul(r), the FE approximation is not 
constrained to be equal to the true solution at the vertices of each tetrahedral e1ement. 
Consequently, the FE solution has the potential to approximate the exact solution more 
accurately than the interpolating function. Clearly, the bounds on interpolation error are 
not directly applicable to the discretization error. 
Discretization errors are sometimes measured within a specifie norm. For 
electrostatic and magnetostatic problems, this norm is usually similar to the field energy 






The finite element method finds the approximation that minimizes the discretization error 
over the entire problem domain n (within the energy norm), 
(2.2) 
Since the FE solution îi minimizes (2.2), a global bound on discretization error can be 
obtained via bounds on interpolation error as follows, 
(2.3) 
It is normally expected that the FE solution converges to the true solution as the size 
of the e1ements in the mesh tends to zero. But based on (2.3), this outcome only holds if 
interpolation errors go to zero as well. In general, dihedral angles approaching 1800 and 
large tetrahedral e1ements (large maximum edge length) can significantly worsen the 
discretization error. The form of the inequality in (2.3) applies to electrostatic problems 
that employ the energy norm. In other formulations, the relative influence of the two 
interpolation errors will vary. While strategies for reducing interpolation error often have 
a similar effect on discretization error, the re1ationship between discretization error and 
tetrahedral mesh quality cannot be fully characterized without knowledge of the partial 
differential equation being solved [She02]. 
Pointwise bounds on both interpolation errors are dependent on element quality 
[She02]. The impact of a single poor quality element on interpolation error is entire1y 
local. The maximum pointwise elemental interpolation error bounds can be reduced by 
using smaller elements [She02]. Hence, the shape of elements is usually controlled by the 
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need to bound the maximum e1emental pointwise error in the interpolated gradient, as it 
is much more sensitive to po or tetrahedral shapes (i.e., growing without bound for angles 
approaching 1800 [She02]). Since bounds on finite element discretization error are 
dependent on bounding of both interpolation errors, a single poor e1ement may give rise 
to a high discretization error throughout the entire problem domain [She02]. Hence, mesh 
quality improvement is a critical stage of finite e1ement analysis. 
2.3 Mesh Quality Evaluation 
From the analysis of interpolation errors, one may formulate mesh quality 
indicators for predicting FE solution accuracy. Table 2.1 lists a selection of mesh quality 
indicators for first order tetrahedral e1ements, which are scale-invariant so that only the 
impact of shape (not size) is evaluated. In this table, V is the tetrahedral volume, lrms is the 
rms edge length of the e1ement, Ai is the area of a triangular face i, lu is the length of the 
edge connecting vertices i and j, Ri is the radius of the inscribed sphere, lmax is the 
maximum edge length, (J'min(.) is the minimum singular value operator, and E is the edge 
shape matrix. The E-matrix is three-by-six and has unit vector columns directed along the 
element edges (in either of the two possible directions). 
Table 2.1: Suite of mesh quality indicators. 
INDICATOR: Ml M2 M3 M4 
3 
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The Ml measure is a successful purely geometric measure that serves to bridge the gap 
with previous efforts in geometric mesh quality analysis [Par93]. It attains a value of 1 
for equilateral tetrahedra and a value of 0 for degenerate elements. The M2 and M3 
measures are based on a first order tetrahedron's interpolation fitness [She02]. The M4 
measure is Tsukerman's minimum singular value condition for tetrahedra [Tsu98a, 
Tsu98b, Tsu99]. Tsukerman characterizes the shape of a tetrahedron by the edge shape 
matrix E (described earlier). The minimum singular value of E is linked to the proximity 
of the unit edge vectors (columns) to one plane. M4 is the goveming factor for FE 
interpolation errors in first order tetrahedral approximations of conservative fields 
[Tsu98a]. In particular, for the domain n, 
(2.4) 
where O"min (.) is the minimum singular value operator, and c is a genenc constant 
(independent of element shape) which is not necessarily the same in an occurrences. 
The MI-M4 mesh quality indicators can be vaHdated through a basic 3D 
electrostatic test case. The system consists of a base "bowl" (Figure 2.3) joined to a top 
"cap" (mirror image of Figure 2.3) across a shared hexagonal plane [Gia99]. An exterior 
cap faces are set to IV; the triangular base of the bowl is set to OV. Movement of the 
interior (free) vertex toward either extreme creates flat, elongated, and distorted 
tetrahedra (similar to those in Figure 2.2). In Figure 2.4, MI-M4 correctly identify the 
optimal position of the interior vertex, yielding a 40% reduction in energy error as 
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Figure 2.4: Mean indicator values identify optimal position of interior vertex yielding a 40% 
reduction in energy error. 
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2.4 Mesh Smoothing 
When large numbers of DOF are required to achieve the highest levels of accuracy, it 
is desirable to avoid unnecessary adaptive passes. For a relatively small cost, a mesh 
quality improvement stage can provide a marked increase in accuracy while maintaining 
a fixed number of DOF. Occasionally, po or mesh quality can counteract increases in 
DOF. This leads to unsatisfactory accuracy at even the highest levels of refinement. 
Therefore, considerable attention has been given to mesh quality improvement in recent 
years. Among the most promising mesh quality improvement methods for 3D meshes are 
smoothing-based techniques [Lee99, Dyc99, Fre97b]. 
Mesh smoothing techniques have been shown to be effective in improving 
tetrahedral meshes [Fre97a, Can93 , Fre97b, Fre99]. These techniques reposition 
individual vertices within the mesh to improve local mesh quality without changing the 
mesh connectivity. Typically, several iterations of smoothing are performed to improve 
the overall quality of the mesh. Smart-Laplacian smoothing and optimization-based 
smoothing are two variants that have received much attention [Fre97a, Can93, Fre97b, 
Fre99]. Smart-Laplacian smoothing repositions a vertex to the average location of the 
vertices connected to it by edges only if the quality of the local submesh is improved 
according to a specific quality measure [Fre97a]. This yields an improved, yet non-
optimal local submesh. This approach is based on the assumption that all tetrahedra 
connected to the free vertex are nearly equilateral and of roughly the same volume. In this 
case, the movement of the vertex to the centroid would maximize local aspect ratios. 
31 
Optimization-based smoothing relies on functions that represent the element quality 
measure to be optimized. These functions are usuaUy writtenjj(x), where x is the position 
of the free vertex. For a given optimization problem, jj(x) , j= l, ... ,n, is the set of element 
quality functions that vary with x. The active value is defined as the minimum of aU 
function values at x. The active set is the set of functions that achieve the active value. 
For exarnple, when maximizing the minimum quality measure, n is equal to the number 
of tetrahedra containing the vertex. The goal of optimization-based smoothing is to find 
the position x * that maximizes the composite function g(x) = min [fj(x)), for 1 ~ j ~ n (a 
one-dimensional slice through g(x) , denoted by h, is shown in Figure 2.5). This is 
equivalent to searching for a location where the worst quality measure is better than 
anywhere else, while maintaining a valid mesh. In general, g(x) is discontinuous when 
the function attaining a minimum changes. To solve this non-smooth optimization 
problem, one can employa method that is analogous to the steepest descent method for 
smooth functions [Fre97a, Can93 , Fre99]. These approaches are much more 
computationaUy expensive (approximately 10 times more expensive than smart-
Laplacian smoothing [Fre97b D, but yield an optimal local submesh. The quality of the 










In practice, the smoothing component of a mesh improvement system can be 
implemented as either a single technique or a combination of various smoothing 
approaches. Combinations of smart-Laplacian smoothing and optimization-based 
smoothing have been shown to perform favourably for many types of meshes [Fre97a, 
Fre97b]. The resulting improvement in mesh quality can be comparable to optimization-
based smoothing performed alone, but at only a fraction of the cost [Fre97a, Fre97b]. In 
fact, it has been suggested that combined approaches can produce higher quality meshes 
than pure optimization-based smoothing [Fre97a]. 
2.5 Combined Mesh Smoothing Techniques 
Several combined mesh smoothing approaches have been presented in the literature 
[Fre97a, Fre97b, Fre99]. Most notably, the combined approaches Cl, C2, C3, and C4 
have been shown to be effective and efficient for improving mesh quality [Fre97a, 
Fre97b]. Before describing the algorithmic details of these four existing approaches, a 
few preliminary issues must be addressed. Prior to any operations on mesh vertices, a 
threshold value is established for the entire mesh. For instance, if the objective is to 
maximize the minimum quality measures in the mesh, the threshold would take on a 
scalar value (e.g., 0.7). Once this threshold has been established, smoothing will take 
place over several passes. During each pass, the same algorithm is applied to each vertex 
in the mesh and each vertex is examined individually. Each vertex has a local submesh 
and an active value associated with it. The local submesh consists of the union of all 
tetrahedra that are incident upon it. The active value is the poorest quality measure value 
within the local submesh under consideration. A description of the existing techniques is 
now in order [Fre97a]: 
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Cl: If the active value exceeds the threshold, smart-Laplacian smoothing is used; 
otherwise optimization-based smoothing is used. 
C2: Smart-Laplacian smoothing is used as the initial step. If the active value exceeds 
the threshold, go to next vertex; otherwise, optimization-based smoothing is used. 
C3: If the active value exceeds the threshold no smoothing is performed (go to next 
vertex); otherwise smart-Laplacian smoothing is employed. If the threshold value 
is still not exceeded following smart-Laplacian, optimization-based smoothing is 
used. 
C4: Same as C2, but with a floating threshold. 
Notice that C4 is equivalent to C2, except that C4 employs a floating threshold. In 
other words, the threshold value is updated after each smoothing pass. For instance, in the 
case of a strategy that maximizes the minimum quality measure, the threshold may be 
updated to the global minimum quality measure value in the mesh plus a constant. A 
major advantage of the floating threshold strategy is that the threshold value is 
automatically adjusted for targeting the worst quality measure value in the mesh. One 
may also modify the Cl and C3 techniques to employa floating threshold. The notation 
Clf and C3fwill be used for referring to these modified versions. They are induded here 
for completeness. Upon doser examination of Cl through C4, it is apparent that they are 
formulated using five fundarnental operations: 
1. Smart-Laplacian smoothing (unconditional); 
2. Optimization-based smoothing (unconditional); 
3. Smart-Laplacian smoothing if the active value does not satisfy the threshold; 
4. Optimization-based smoothing if the active value does not satisfy the threshold; 
5. Optimization-based smoothing if the active value does not satisfy the threshold, 
otherwise smart-Laplacian smoothing. 
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For example, C2 is equivalent to (1,4). For the case of six smoothing passes, the existing 





Notice that technique C4 uses a floating threshold and is the recommended 
smoothing technique [Fre97a, Fre97b], whereas the others have a fixed threshold value. 
Furthermore, within a given smoothing pass, a sequence of two fundamental operations is 
performed on each vertex (with the exception of Cl). When a floating threshold is being 
used, the threshold value is not updated until these two operations have been applied to 
each vertex in tum. As well, Cl through C4 always attack the smoothing problem using 
at most two types of fundamental operations. For instance, over six passes, the C4 
technique depends on the combined effort of only two fundamental operations, (1) and 
(4), to perform smoothing. 
2.6 Optimal Mesh Smoothing Operator Orderings 
Obtaining optimal orderings of fundamental operations for a given AFEM problem is 
not a straightforward task. For a six-pass smoothing system, it would involve thousands 
of possible combinations. The novel solution proposed here is to use a GA-based search, 
with the second fundamental operation excluded to avoid its high computational co st. 
The procedure begins by creating a sample mesh of manageable size, which captures the 
mesh generation and refinement characteristics of the AFEM system being considered. In 
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the present case, mesh generation is Delaunay-based, with quadrasection refinement. 
Next, an integer-based GA is used to arrive at optimal orderings, with the goal of 
maximizing average mesh quality, or maximizing the quality of the worst element. A 
steady-state strategy, which retains the top 75% of the population at each generation, is 
applied to the ordering problem. In this type of GA, elitism is implicit and the best 
individuals encountered over all generations are those with highest fitness in the final 
population. For a given mesh generation and refinement context, finding these best 
orderings is a one-time cost. Multiple GA runs may be performed and results cross-
checked to ensure that the space is adequately searched. For example, a lOOO-element test 
mesh, with a population of 100, run over 100 generations would require under an hour to 
arrive at optimal orderings on a modem computer system. When the training mesh is 
representative of the context, the optimal orderings are expected to outperform other 
orderings, on average. 
Four new smoothing techniques, Dl through D4, are representative of the advantages 






In Dl through D4, a single fundamental operation is applied over each smoothing pass 
(for a total of six passes). Moreover, a floating threshold is used for each new technique 
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and is updated after each fundamental operation. In addition, the type of fundamental 
operation from one pass to the next is variable (as is the ordering). For instance, D3 
employs four different operations in an order which maximizes their combined 
effectiveness. 
2.7 Performance Studies 
The suite of theoretical indicators of Table 2.1 will now be used to demonstrate the 
accuracy enhancement offered by the new mesh smoothing techniques. An analogous 
approach was used for determining the best mesh refinement strategy in [Tsu99]. The 
error in electrostatic energy will highlight practical advantages of the smoothing systems. 
The 3D electrostatic benchmark consists of one-eighth of an air-tilled, concentric, 
cuboidal capacitor - the 3D analog to the standard 2D "L" benchmark problem used for 
adaptive mesh quality analysis [Gia99]. The corresponding geometry is shown in Figure 
2.6. The conductor boundary conditions are 1 V on the small, inner cube, and OV on the 
outer cube. This benchmark incorporates common problematic features of practical 
structures, including sharp edges and corners. These features make the geometry 
particularly useful for drawing comparisons between the smoothing techniques. 
An h-adaptive FE system of the type depicted in Figure 2.1 is simulated in order to 
assess the impact of the new mesh improvement systems on the accuracy of the 
electrostatic solution. Renee, test case #1 simulates a tirst adaptive pass where the initial 
Delaunay mesh (633 tetrahedra) is h-refined by adaptively focusing elements near the 
inner conducting cube through quadrasection (1061 tetrahedra), and subsequently 
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improved using a given mesh improvement system. Test case #2 uses an analogous 
approach for simulating the final adaptive pass. The mesh sizes for test case #2 are 
considerably larger: 20409 and 25483, respective1y. The test case #2 vertex distribution is 
similar in appearance to Figure 2.6. 
o 4 y(mm) 
x(mm) 
Figure 2.6: Cuboidal capacitor 3D test problem (one-eighth geometry) and vertex distribution for 
adaptively refined mesh. 
Table 2.2 presents test case #2 values for mesh quality before ("refined") and after 
("improved") smoothing. The indicators have been normalized such that their minimal 
value is 0 (degenerate tetrahedron) and maximal value is l (highest quality). Recall that 
MI-M4 cover the spectrum oftheoretical solution accuracy and geometric mesh quality. 
The mean values of MI-M4 in Table 2.2 are fully representative of test case #1 
performance as well; both sets of results yie1d the same performance ranking of the 
smoothing systems. This ranking is evident in Figure 2.7, where D4, Dl, D3, and D2 are 
clearly superior for the M4 indicator. As can be readily observed in Table 2.2, MI-M3 
are in agreement with the ranking in Figure 2.7. To summarize, DI-D4 outperform CI-
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C3ffor the entire suite ofindicators and both test cases. Furthermore, M1-M4 aIl c1assify 
the new techniques in the same order of effectiyeness for both test cases: D4-D1-D3-D2. 
Table 2.2: Evaluation of smoothing techniques for test case #2. 
INDIC. REFINED IMPROVED 
Cl C2 C3 C4 Clf C3f Dl D2 D3 D4 
Ml 0.7360 0.7402 0.7479 0.7257 0.7497 0.7433 0.7272 0.7689 0.7598 0.7686 0.7707 
M2 0.7913 0.8005 0.8054 0.7894 0.8066 0.8023 0.7907 0.8201 0.8127 0.8195 0.8207 
M3 0.6392 0.6450 0.6520 0.6299 0.6536 0.6476 0.6312 0.6717 0.6610 0.6714 0.6736 
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Figure 2.7: Mean values of the M4 accuracy indicator for test case #2. AlI indicators produce this 
same ranking for both test cases. 
Mean theoretical indicator values based on error bounds cannot fuIly replace an 
experimental evaluation of performance. In particular, minimizing the maximum bound 
on interpolation error is not equivalent to minimizing the maximum interpolation error. 
Also, poor elements typically have a greater relative effect in meshes having a smaIl 
number of elements. A mean indicator value may not capture aIl these fine nuances. 
Renee, errors in electrostatic energy can be used to determine the practical implications 
of these smoothing systems and to complement the M1-M4 indicator results (rather than 
to provide identical matches). In Figure 2.8, notice that refinement of the test case #1 
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initial mesh actually increased the energy error. This is an example of how a refined yet 
poor quality 1061-element mesh (22% error) can be less accurate than an initial 633-
element mesh (16% error). DI-D4 all provide significant reduction in error relative to the 
refined mesh. Remarkably, these test case #1 results were obtained for smoothing times 
close to one half-second. 
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Figure 2.8: Energy error reduction through mesh improvement for test case #1. 
In Figure 2.9, it can be observed that test case #2 is on a higher accuracy plateau. 
D3 and Dl pro duce the best results and reduce the error by as much as 0.18%. While this 
reduction in error is smaller than in test case #1, it is quite significant. The smoothing 
systems maximize the benefit of each DOF and provide a more re1iable mesh for further 
adaptive passes. The smoothing times in Figure 2.10 show a substantial reduction in 
practical costs for test case #2 mesh improvement with D1-D4. While the test case #1 
results produce the same ranking as in Figure 2.10, the timings are an order of magnitude 
smaller (haif-second range). Notice that the closest competitors for D1-D4 in Figure 2.9 
are more than twice as costIy in Figure 2.10. Over 1000 mesh improvement steps, the Cl 
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Figure 2.10: Smoothing times for test case #2. Test case #1 provides an ana1ogous ranking with 
timings near the 0.5s mark. 
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2.8 Discussion 
The impact of mesh quality on FE accuracy should not be underestimated in today's 
complex modeling environments. Powerful and efficient mesh improvement systems are 
useful tools for achieving substantial increases in accuracy and reducing the number of 
adaptive passes. In fact, if mesh improvement were ignored, a higher DOF mesh may in 
fact yield a lower accuracy solution. Existing smoothing-based mesh improvement 
systems were analyzed, and a method for "distilling" their fundamental components for 
further benefit was proposed. A nove1 evolution-based strategy for customizing mesh 
smoothing operators for a given mesh generation and refinement context was also 
presented. This search for optimal orderings need only be performed once for a given 
context, the results stored, and retrieved as necessary during AFEM. Novel smoothing-
based mesh improvement techniques Dl, D2, D3, and D4 for h-adaptive finite e1ement 
analysis with tetrahedra were described and compared with existing techniques using a 
suite of state-of-the-art theoretical accuracy indicators and standard electromagnetic 
benchmark tests. The new techniques DI-D4 were able to outperform the existing 




Response Surface Space Mapping 
An electromagnetic system can be described in a variety of ways. Coarse models 
provide fast evaluations, but lack the required accuracy in the final stages of design. Fine 
models, such as finite elements, are highly accurate and expensive. Finding a 
compromise between these extremes may assist in overcoming bottlenecks in design 
automation and optimization. One approach is to carry out optimization in the coarse 
model space and use fine model simulations to fine-tune the result via space mapping. In 
this chapter, a new response surface space mapping strategy is presented and applied to 
an E-shaped patch antenna test case. The solutions that emerge are comparable to full 
fine model optimization, at a fraction of the cost. 
3.1 Space Mapping Overview 
Within the design process, the costs associated with fine models, such as finite 
elements, are often prohibitive. Empirical approaches like response surface (RS) models 
have found success in accurately approximating the FE model [Low03, MalOO, Dyc01]. 
Further increases in efficiency can be obtained by employing design of experiments 
(DOE) theory [Low03]. These RS models provide significant speed advantages once the 
model has been constructed. While building RS models is a one-time cost, it can 
nevertheless be a substantial one. A successful RS model of an electromagnetic shaker 
required 171 magnetostatic solutions [DycO 1]. At 15 minutes per solution, the RS model 
would be ready in about 40 hours. 
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An altemate strategy, based on space mapping (SM), aims to combine cheap coarse 
models with highly accurate fine models. A coarse model can be built in the same way as 
a response surface. The coarse model will have inherent errors, but is expected to 
preserve the general character of the device response. An optimization of this coarse 
model would follow. Fine simulations would then be conducted and would be used to 
iteratively align the coarse model with the fine mode!. The fine optimal solution would 
emerge after a certain number of iterations. 
This concept of SM was first introduced in 1994 and multiple variations have 
appeared since then [Ban04]. The basic components of the SM process can be 
summarized in a four-step loop: 
1. Fine model simulation; 
2. Parameter extraction through optimization of the coarse model; 
3. Update of the augmented coarse model; 
4. Re-optimization of the augmented coarse model. 
Notice that the costly optimization of fine models is replaced by the coarse model 
optimization of steps 2 and 4. Fine model evaluations in step 1 are used sparingly to 
guide the process. The mapping between fine and coarse parameters (inputs) is 
continually updated with new information, which results in increasinglyenhanced coarse 
models. 
To focus ideas, consider the behaviour of an electromagnetic device that is described 
in both the coarse model space Xc and the fine model space Xt. Design parameters are 
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represented by vectors Xc and xfi in Xc and Xt , respectively. Coarse and fine model 
responses are denoted by Rc(.} and RJ.), respectively. The general optimization problem 
is given by x· = arg min U (R( x)), where R is a vector of responses of the model, x is a 
x 
vector of design parameters, and U is a suitable objective function. The goal of SM is to 
find a mapping that links fine and coarse model parameters as Xc = P( X f ), such that 
R,(xf ) ~ Re (P(x, )) in a region ofinterest. Direct optimization of the costly fine model 
to obtain x;., where Rf' (x;.) ~ Re (x;) , can thus be avoided. Instead, the enhanced coarse 
model Rc(P(x f)) is used to arrive at the desired solution. This is equivalent to nullifying 
(3.1) 
Aggressive space mapping (ASM) [Ban95], which is one of the earliest and most 
utilized forms of SM is based on the observation of (3.1). ASM solves f (xf ) = 0 for xf 
and can be described by the following steps: 
O. Set j = 1; 
1. Initialize x(j) = x· and find x(}) by requiring R (x(}») ~ R (x(}») . f c c ff cc' 
2. Set NU) = 1 and define f(j) = x~j) - x; , stop if Ilfj)11 is small, otherwise; 
3. Solve NU) !:ujj) = - fi) ; 
4 Update X(}+l) - x(}) + A .. (J) • 
. f - f UAf' 
6. Compute f(}+l) = x~i+l) - x; and stop if Ilf(}+l)11 is small; 
7. Update the approximate Jacobian matrix using [Ban04], 
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8. Set j = j + 1 and go to step 3. 
The output of ASM is an approximation to p-l(X). The matrix N(j) is an approximation 
of the J acobian, 
(3.2) 
In much of the SM literature (e.g., [Ban94, Ban99, Ban04]), the coarse models are 
circuit models available within commercial simulators. The behaviour of the microwave 
device over a frequency range is usually the model output that is of interest in existing 
SM algorithms [Ban04]. SM methods for optimization of a multi-variable single-output 
RS and for optimization of several linked RS models have remained absent. In this 
chapter, the response surface space mapping (RSSM) technique is introduced. A strategy 
is also proposed for hybridizing RSSM with local search operators to fine-tune the final 
result. These local search operators are excellent optimizers when a good starting point is 
available and they should complement RSSM very weIl. 
I~' 
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3.2 Response Surface Space Mapping 
The RSSM flowchart for a single-output RS coarse model is given in Figure 3.1. 
:2 
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3 Select Bmït Input parameter 
vectors around xc' to obtaln 
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10 Include xf in 
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Figure 3.1: Response surface space mapping. 
In step 3 of Figure 3.1, the Binit input parameters are se1ected to provide a starting pool of 
data for the RSSM algorithm (total of Binit+ 1 points when Xc * is inc1uded). The reason for 
selecting these points near Xc * is that the true optimum is expected to be in the vicinity. 
The key RSSM operations occur within steps 5-10 of the loop. At each iteration, the 
parameter extraction (PE) phase of step 6, implemented via genetic algorithm, finds the 
inputs to the coarse model that yield a response as similar as possible to the fine response 
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of step 5. (In practice, the stopping criteria of step 5 may be tied to a combination of 
performance specifications, limits on maximum iterations, and convergence.) The PE 
result is then added to the set xci. It is important to note that in the first iteration of the 
loop, Binit+ 1 PEs are performed in step 6. In subsequent iterations, a single PE is 
performed based on the newly computed RixiJ of step 5. Let the Binit input parameters 
selected in step 3 be denoted by Xini/, i=I, ... ,Binit • The mth PE operation takes the form, 
(3.3) 
Consider a strategy in which each additional computation of (3.3) entails a single extra 
fine model evaluation in step 5. To achieve this result and re-use the evaluations at XinJ , 
i = 1, .. . Binit ' let 
(3.4) 
(3.5) 
i i - m· 1 B xaug = Xc + Xinit - Xf ,1 = , ... init. (3.6) 
The aim of (3.4)-(3.5) is to augment the responses Rc(xJ and Rf'(x/,) that have a 
single value as output. Using RcO and Ri) alone would not be meaningful because a 
single output value is not sufficient to characterize the behaviour of the model; the result 
of the GA search would surely be non-unique. Hence, the current PE strategy allows for 
similarity to be evaluated "within" the RS, rather than relying on neighbouring points in 
the frequency sweep. Notice that (3.6) imposes a rigid offset, which is based on a 
corresponding fine model offset in (3.4). More flexible strategies will be presented later 
in the chapter. 
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Following PE, a mapping P is built in step 7 using all previously computed fine 
responses and results of PE. As discussed earlier, the role of this mapping is to transform 
the fine input parameters so that Rc(P()) in step 8 behaves like the fine model. The 
mapping is implemented using an artificial neural network [Day90]. The RSSM 
algorithm essentiaHy builds and enhances the mapped coarse model until a desirable 
optimum is achieved. Early enhanced coarse models are very skewed and behave neither 
like coarse, nor like fine models. Each iteration ofRSSM provides additional information 
for building the mapping. 
RSSM can be directly generalized to multiple coarse models that are linked for 
solving an optimization problem. For instance, power, efficiency, and size could each be 
represented as a separate RS and jointly optimized. Thus, the overall coarse model would 
be comprised of K multi-variable, single-output RS models. AH RSSM steps would be 
performed in an analogous fashion, with separate PE and ANN mappings required for 
each sub-model. For this general case of K sub-models, (3.7)-(3.11) give a synopsis ofthe 
costs associated with RSSM. For simplification of the expressions, there is the 
assumption that the number of iterations is greater than zero. For the trivial case of no 
iterations, it is readily apparent that only a single coarse mode1 optimization and single 
fine model evaluation would be required, signifying that the optimum was achieved at the 
first attempt. The costs associated with the proposed technique faH roughly into five 
categories: fine model evaluations (3.7); PE (3.8); enhanced model optimization (3.9); 
ANN model building (3.10); and coarse model building and initial optimization (3.11). In 
the expressions that follow, finee, pee, anne, sampe, erse represent per action costs for fine 
evaluations, PE, ANN building, coarse evaluations for RS mode! building, and 
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enhanced/coarse model optimization, respective1y. The variables iters and samps are the 
number of RSSM iterations and total coarse sarnples for RS building (per RS mode1) , 
respectively, 
FINEe = finee x K x (Billit + iters + 1) 
PEe = pee xKx(Binit +iters) 
ENHe = erse x iters 
ANNe = anne x K x iters 
eRSe =samPe xKxsamps+ersc ' 
3.3 The E-shaped Patch Antenna 





top view side view 






The E-shaped patch antenna is a well-known configuration [YanOl], and is also the 
subject of a patent [San97]. It will be used to provide insight into the performance of 
RSSM. Assume a starting design (millimeters): 
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(L, W, h) = (70, 45, 10), (Xp y.tJ = (35, 7) 
Ls = 35 Ws=4 
The width W of the antenna controls the higher resonant frequency, whereas the slots (Ls , 
Ws , Ps ) control the lower resonant frequency. The design objective is to minimize the 
maximum ISlll at 2.21GHz and 2.58GHz. The magnitude of Sll measures the amount of 
reflection from the junction between the antenna and the feeding coaxial line. Thus, an 
important goal is to tune the antenna structure so that ISlll is minimized at the operating 
frequencies. The coarse models are built based on a uniform grid of 100 data points. The 
first design variable, W, is shown as a vertical dashed line in Figure 3.2. The width W is 
sampled at 10 equally spaced points between 36 and 62mm (along y-axis). The second 
design variable is shown by the two horizontal dashed lines and denoted by H and H'. 
The H parameter, whose starting design value is 46mm, is varied through 10 sample 
points between 43 and 69mm (along x-axis). The lower line H' moves opposite to H 
(when H moves up, H' moves down and so on). 
3.4 Performance Studies l 
The antenna ISl1l at 2.21GHz and 2.58GHz, as a function of Wand H leads to two 
separate two-variable sub-models. The coarse data required for these sub-models is 100 x 
2 = 200 evaluations. Figure 3.3 shows the behaviour of the coarse model average percent 
error over a wide range of frequencies. At the two frequencies of interest, the accuracy is 
particularly po or, ranging between 40 and 50% error. For most purposes, this mode} 















Figure 3.3: Error in E-shaped antenna coarse model. 
The overaH accuracy performance is depicted in Figure 3.4, with Xe *, Xsm *, and xf* 
denoting the coarse, SM, and fine optimal solutions, respective1y. The optimization 
methods were applied to the two frequency points of interest, but the full fine mode1 
response from 2 to 3GHz is given for completeness. The coarse and fine optimizations 
were carried out using a standard GA. The coarse mode1 optimal design Xe * as evaluated 
within the coarse model Re{xe *), was actually the best design of aH (not shown). But in 
Figure 3.4, it is observed that Xe * do es not pro duce an adequate fine mode1 performance 
RiXe *). This initial unsatisfactory design is the starting point for RSSM. Notice in Figure 
3.4 that RSSM pro duces a greatly improved design Xsm *, which has a response Rixsm *) 
that is significantly different from the optimal coarse result. The GA applied to the fine 
mode1 produces a design xf* with a virtually identical response to the RSSM result. 
Convergence of the GA optimization of the fine model is shown in Figure 3.5. 
Convergence behaviour of RSSM is shown in Figure 3.6. The cost function represents the 
maximum IS111 over the two frequency points. The optimal design was actually attained 
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Figure 3.5: Convergence of genetic algorithm optimization of fine model. 
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Figure 3.6: Convergence ofRSSM_ 
Table 3.1 shows the final designs from the optimization approaches. Notice the 
evolution of the RSSM technique starting with the coarse optimum and arriving at the 
RSSM optimum. 
Table 3.1: Designs from optimization techniques. 
Pararneter Coarse Fine RSSM 
(xc *) (X(*) (xsm *) 
W(mm) 47.22 48.59 48.65 
H(rnrn) 47.17 45.78 45.72 
Nurnerical results associated with the costs of the optimization techniques are 
presented in Table 3.2. While RSSM is roughly four times more costly than coarse 
optimization for this test case, it only incurs 25% of the time cost of a standard GA 
optimization of the fine model. The GA requires 1078 fine evaluations, and RSSM under 
30. The behaviour of the costs with increasing iteration number is shown in Figure 3.7. 
Notice that PE, which is the key step in space mapping, is also the main contributor to the 
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Figure 3.7: Evolution ofRSSM costs. 
55 
3.5 Advanced Parameter Extraction 
The new RSSM strategy investigated thus far uses function value alone. In modem 
simulation tools, gradient values can often be obtained for little or no extra cost [Tsa05]. 
This leads to the obvious question of how to incorporate gradient information into the PE 
step and further improve robustness. One modification to the RSSM loop of Figure 3.1 is 
in steps 9 and 10. Instead of a single point x f' a "stamp" of points is chosen and the B 
counter is updated accordingly. The stamp can be selected using an n-dimensional star 
distribution centered at the result of step 8 - the current enhanced coarse mode1 optimum. 
The star distribution yie1ds 2n additional points, where n is the number of design 
parameters. The size of the star distribution is based on coarse model sensitivities. For 
example, a larger sensitivity for a particular parameter implies a smaller perturbation for 
that parameter in the star distribution. (A re1ated modification is in step 3, where the 
initial points actually correspond to a first stamp.) Figure 3.8 (left) shows a stamp built 
after step 8, using the star distribution method, with x f at the center. The corresponding 
coarse stamp on the right of Figure 3.8 is obtained through a new PE process, which 
replaces the augmented mode1 approach of step 6. 
• Foff1








Figure 3.8: Example of a 2D fine stamp (left) and corresponding coarse stamp. The stamps are 
characterized by the center and 2n offsets connecting the center to the peripheral points. 
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The new PE process can be described in the following steps: 
1. Find k best distinct candidates (matches) for the fine stamp center and 2n fine 
peripheral points by performing a ni ching GA search (e.g., [Sar98, Pet96]) within the 
coarse model (for each of the 2n+l points). For example, one version ofniching uses 
a distance measure between genomes (e.g., norm of the difference vector), and a 
dissimilarity threshold to only allow the highest fitness individual in each "niche" to 
maintain its fitness, while others are reset. Niching favours simultaneous exploration 
of several optima and presents several possible solutions. The fitness function 
reflects a desirable combination of function value and gradient matching, 
fitness = wv(value _ error) + wg(gradient _ error). (3.12) 
2. For each of the k stamp center candidates, build a 2n x k table of offset errors. Each 
row in a given table corresponds to a peripheral point and each column to a candidate 
for that row. For example, entry (i,}) contains norm(Foffi-CoffùJ, where Coffij is the 
offset ofthe/h candidate for peripheral point position i, relative to the table's stamp 
center candidate. Foffi is the offset between the fine peripheral point i and the fine 
stamp center. 
3. For each of the ktables, extract the candidate point from each row that has the lowest 
offset error. The resulting k sets of 2n points coupled with their respective coarse 
stamp centers form the coarse stamp candidates. 
4. Three coarse stamp candidate rankings (i.e., 1,2, .. . ,k) are created: average percent 
error in function value over the 2n+ 1 points as compared with the fine stamp points; 
average percent error in gradient value over the 2n+ 1 points as compared with the 
fine stamp gradients; and, average offset error of the peripheral points as compared 
with the 2n fine peripheral point offsets. Summing the three rankings for each 
candidate stamp and selecting the best score yields the coarse stamp. In the case of a 
tied score, the stamp with the better worst-case ranking is se1ected. 
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/r--, 
The new multi-step PE begins by identifying the best matches in tenns of function 
value and gradient. The offset criterion is used to mitigate the non-uniqueness of the 
pointwise matching and to ensure that the proper coarse region has been identified. The 
additional costs beyond the PE of section 3.2 are basically confined to step 2, as the other 
steps rely mainly on pre-computed data. Step 2 is O(n2) and a relative1y insignificant 
addition compared to other standard PE costs and fine evaluations. For example, for a 
problem with 7 input parameters and k=7, the operations of steps 1-4 are complete in a 
fraction of a second. 
3.6 Performance Studies II 
To rigorously test this approach, a demanding benchmark was chosen. Two RS 
models are investigated: Re[Z] and Im[Z] of a standard rectangular patch antenna of size 
40x40mm, at 5GHz. The impedance Z is an important parameter ofthe antenna structure, 
which is directly related to the power transfer from feeding line to antenna. Often, 
perfonnance targets are set for both the real and imaginary components of Z, and this is 
the approach. simulated here. With the antenna centered in the x-y plane, two 
perpendicular edges of the antenna (intercepting the x and y axes at 20mm) are each 
varied over a 20mm range. Figures 3.9-3.12 show the coarse and fine mode1s, which are 
each composed of the real and imaginary sub-models. The error surface in Figure 3.13 
shows errors approaching 100% in sorne areas of the Re[Z] coarse model. The average 
error for Re[Z] is 31.4%, and 135% for Im[Z]. Figure 3.14 shows the misalignment 
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Figure 3.11: Coarse mode! ofIm[Z]. 
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Figure 3.13: Error in coarse model ofRe[Z]. 
Figure 3.14: Close-up of shifts between coarse and fine models ofRe[Z] (left), Im[Z] (right). 
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In the results that follow, units will be omitted for clarity. The first performance 
target is Coarse(26, 26) = (351.81, 191.86). The value of the fine response at this coarse 
optimum is significantly lacking: Fine(26, 26) = (339.43, -12.51). GA optimization of 
the fine model yie1ds the desired outputs (351.81, 191.86), but at shifted input values of 
(25.36, 24.38). Applying RSSM with advanced PE to this problem yields parameter 
values of (25.36,24.41), which imply a fine response of (353.59, 190.34). This is an 
excellent starting point for a local search operator based on gradient-descent (GD). Using 
pre-computed fine data in the vicinity, a simple neural model is built and GD is applied. 
Each intermediate result of GD is evaluated within the fine mode1 and the data is used to 
update the local neural approximation. The additional stage of GD-based optimization for 
fine-tuning leads to the desired input parameters (25.36,24.38). Note that only 105 fine 
evaluations were required to arrive at the optimal solution, in contrast to the 2512 
evaluations that were required by the GA. Figures 3.15-3.17 show the progress ofRSSM 
at iterations where an improvement was recorded. 
A second benchmark test using the same mode1s was performed for a different 
objective. The target is Coarse(28, 28) = (164.48, -45.16), which is again a region of 
high error. At these parameter values, the fine model yie1ds 
Fine(28,28) = (94.09, -25.55). The GA operating on the fine model requires 1363 fine 
evaluations to find the desired result at (26.69,27.83). After 101 fine evaluations, RSSM 
yie1ds parameter values (26.62,27.94), corresponding to a fine response of 
(165.31, -39.78). Having found a good starting point for local optimization, the RSSM 
result is fine-tuned slightly by applying the previously described GD-based method. An 
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additional 15 fine evaluations are required to obtain the desired parameter values, 
yie1ding Fine(26.69, 27.83)= (164.48, -45.16). Figures 3.18-3.20 show the progress of 
RSSM at iterations where an improvement was recorded. 
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Figure 3.20: Convergence of error in RSSM solution for test case #2. 
3.7 Discussion 
The response surface space mapping technique proposed in this chapter allows space 
mapping to be applied to response surfaces for electromagnetic optimization. RSSM 
begins with one or multiple coarse RS models built using simulation data. The RSSM 
algorithm takes advantage of the implicit knowledge in these coarse models to iteratively 
construct and optimize enhanced models based on mappings between input parameter 
spaces. The enhanced RS models are allowed to evolve independently. The bulk of the 
costs are transferred from fine model evaluations to coarse model optimization and 
mapping operations between the input spaces. Benchmarking based on an E-shaped patch 
antenna showed that RSSM is able to overcome very poor coarse models and arrive at 
fine optima at a fraction of the cost that a GA optimization would require. Notice that 
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individual frequency points within a frequency sweep can also be regarded as response 
surfaces. RSSM can thus be viewed as a more focused form of SM, which do es not 
require computation of neighbouring frequency points if they are not present in the 
objective function. 
AlI SM processes are inherently heuristic and approximate. They rely on coarse 
models that generally approximate the character of the device response, but are inherently 
insufficient for standalone optimization. It is unc1ear how this leve1 of similarity can be 
quantified in general [Ban04]. Nevertheless, SM approaches have found success in 
applications ranging from waveguide filters to photonics [Ban04]. Part of the success of 
SM and RSSM rests on the shoulders of the user, who should have sufficient intuition to 
decide whether or not an SM approach is suitable for a given problem. A local 
comparison of models similar to Figure 3.14 is a useful starting point. If SM fails to 
achieve desired gains after a specified number of iterations, or if convergence is 
unsatisfactory, a falIback position would be to exit the algorithm and seed a GA with the 




As discussed in chapter 3, one approach for combining the speed of coarse models 
with the accuracy of fine models is space mapping optimization. This technique has been 
applied to a wide range ofproblems in the microwave arena [Ban04]. SM strives to find 
the true fine optimal solution by mainly optimizing in the coarse model space (e.g., 
coarser FE mesh) and iteratively creating a mapping between coarse and fine parameter 
spaces. The coarse model is expected to preserve the general character of the physical 
response and the dependency on fine model simulations is largely replaced by 
dependency on much cheaper coarse model evaluations. 
Developing coarse models from computational data is a major focus in 
electromagnetic design. In the spirit of information re-use, the objective of this chapter is 
to develop a method for customizing coarse models to the underlying device responses. 
This strategy goes beyond the standard approach of fitting a mathematical expression to 
the simulation data. It is expected that customization will increase accuracy for a fixed 
number of data points. Furthermore, the implicit information within these customized 
models may be used to accelerate the SM optimization process. To achieve this objective 
of model customization, a combined fuzzy clustering and artificial neural network 
strategy is explored: fuzzy clustered neural network (FeNN) models. A patch antenna 
test case will highlight sorne of the inherent benefits of this approach. 
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4.1 Artificial Neural Network Models 
The FeNN approach is based on artificial neural networks. According to the 
univers al approximation theorem, there always exists a three-Iayer perceptron ANN that 
can approximate any arbitrary nonlinear continuous multidimensional function to any 
desired accuracy [Hor89]. The three-Iayer perceptron, having an input layer (L=I), a 
hidden layer (L=2), and an output layer (L=3) is used throughout this study. Each neuron 
(except for the input layer neurons) forms a weighted sum of its inputs, which is then 
passed through a nonlinear activation function. 
In general, each neuron in layer L (with L > 1) pro duces an output in two steps. The 
first step is to compute a weighted sum d ofthe outputs z;-l ofthe previous layer L -1, 
(4.1) 
where w# is the weight connecting neuron j in layer L -1 to neuron i in layer L. The 
number of neurons (outputs) in layer L-l is denoted by NL-I . The second step in the 
computation of the overall neuron output varies depending on the location of the neuron. 
The input neurons (L=I) simply relay their single input to all neurons in the next layer. 
Hidden layer neurons (L=2) produce an overall output by applying to the result of (4.1) 
the sigmoid activation function, 
2 
uer) = _2-1. 1 +e r (4.2) 
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The neurons of the third layer produce the output of (4.1) (linear activation function). 
Notice the index of summation in (4.1) begins at zero. The neuron output z{;-I =1 is 
fictitious and serves to provide a bias for the ANN computation. 
The purpose of training is to optimize the ANN weight vector such that the ANN 
mode1 best approximates the training data and pro duces accurate generalizations. Data is 
divided into training and validation sets. Training data is used for adjustment of the 
weight parameters, whereas validation data is used for monitoring the progress of training 
and determining stopping criteria. When the validation error increases for a certain 
number of iterations, the training is stopped, and the weights and biases at the minimum 
of the validation error are retumed. This measure is taken to prevent a loss of 
generalization capability ofthe ANN. 
4.2 Fuzzy c-means Clustering 
Clustering is the organization of items into groups whose members are similar in 
sorne way [Jai99]. In traditional approaches, each data vector belongs to a single cIuster, 
leading to a crisp partition. Conversely, the fuzzy c-means (FCM) algorithm associates 
each data vector to each cIuster through a membership value [Jai99]. FCM partitions a 
collection of vectors into fuzzy groups, and determines a cIuster center in each group 
such that a dissimilarity measure is minimized. Applications of FCM have ranged from 
image segmentation [Ha192] to qualitative modeling [Sug93]. FCM iteratively minimizes 
the cost function 
N C 2 




where N is the number of sample vectors, and C is the number of clusters. Data vectors 
and cluster centers are represented by Xi and cj, respectively. The membership value uij , 
having a range [0,1], represents the degree of membership of data vector i in cluster j. 
The tuning parameter m controls the level of cluster fuzziness (chosen to be 2). When m 
is 1, partitions between clusters are crisp, and the degrees of membership are either ° or 
1. As m increases, membership grades decrease and clusters become fuzzier. The 






Initialize the N x C sized uk = [uij] randomly such that Uij E [0,1] and L~=l Uij = 1. 
N m 
" (u .. ) x· 
.L.Ji=! Ij 1 • 
CJ' = , ] = 1, ... , C N m 
Li=l(Uij) 
5. If IIUk+1 _Ukll <c or k> maxiter STOP, else k=k+l and go to step 3. 
In step 3, the cluster centers represent the mean of all data vectors, weighted by their 
degree of membership in the cluster. The membership values in step 4 represent the 
inverse of a measure of the distance between data vector Xi and cluster center Cj. In other 
words, FCM is based on minimizing the objective function (4.3) that represents a sum of 
products of the data vector-to-cluster center distance, and the data vector's membership 
degree in that particular c1uster. Given a desired number of c1usters, the algorithm will 
retum the c1uster centers along with degrees of membership for each data vector. This is 
accompli shed by iterating through the two conditions of steps 3-4, which are necessary 
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for minimizing the cost function [Bez73]. For example, selecting three clusters will result 
in three cluster centers and three degrees of membership assigned to each data vector. 
The stopping criteria are set to e = 1 x 10-5 and maxiter= 100. 
4.3 Fuzzy Clustered Neural Network Models 
Two methods for clustering response data are explored. In the multiple-cluster-
single-output (MCSO) approach, a single-output ANN is assigned to each of the C 
clusters. The multiple-cluster-multiple-output (MCMO) approach takes MCSO a step 
further by providing an ANN for each point in the frequency sweep. In other words, if F 
frequency points characterize the response of the device being modeled and C clusters are 
chosen, MCMO will pro duce F xe ANN mode1s. Within a given cluster, all F ANN will 
be trained using the same set of input data. In both MCSO and MCMO, each ANN is 
only responsible for accurate mode1ing and generalization within a cluster of similar 
(homogeneous) responses. For purposes of comparison, results for the standard single-
cluster-single-output (SCSO) approach are provided. In SCSO, a single (single-output) 
ANN is trained on the full set of data without clustering. As well, results for a single-
c1uster-multiple-output (SCMO) approach are inc1uded. In SeMO, an ANN is provided 
for each point in the frequency sweep without clustering. 
The computational data are sampled in a uniform grid arrangement. For the clustered 
approaches, the training data for an ANN corresponds to data points whose membership 
is greatest in the ANN's cluster, and to those that immediate1y neighbour (in the input 
space) the aforementioned points, but belong to a different cluster. The look-up operation 
for determining these additional neighbours involves probing the cluster membership of 
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at most 3n -1 nearby points, where n is the dimension of the input space. The use of this 
buffer region implies that a single data point may be used in the training of several 
ANNs, leading to a smooth and overlapped transition of training data between the ANNs. 
To determine which ANN should be evaluated for a given input, the local neighbourhood 
is probed. Figure 4.1 shows three possible neighbour arrangements for the 2D case, 
where different markers correspond to different cluster identities. If the evaluation point 
lies within a cell that belongs to a single cluster as in Figure 4.1 (left), then the 
corresponding ANN is used for evaluation. If more than one cluster identity is present, 
the ANN corresponding to. the closest grid point is selected. For a regular grid, 
identifying the closest grid point can amount to simple greater-than and smaller-than 
comparisons. With the buffer region in place, these points along the periphery are not a 
great source of error. One important assumption is that similar inputs to the system 
















4.4 Performance Studies l 
The E-shaped patch antenna test case of section 3.3 and Figure 3.2 will now be used 
to demonstrate the application of FCNN to modeling and optimization. The patch antenna 
was solved over a uniform grid of 100 points, with Wand H as the design variables. The 
distances between points for Wand H are 4.33mm and 2.88mm, respectively. 
The FCM algorithm was used to compute 3, 4, and 5 clusters and tests were carried 
out for each case. Figure 4.2 shows the cluster centers for the 4-cluster case. 
Approximately 1000 test points were selected in the region of interest to test the accuracy 
of the FCNN techniques. There are two main factors at play here: the effect of clustering 
and the effect of providing an ANN per frequency point. Average percent error and 
model development cost over the three clustering cases confirm that MCMO (1.4% error, 
49.3s) has a clear advantage over SCMO (6.6% error, 36.7s). Furthermore, MCSO 
(12.1 % error, 12.2s) clearly outperforms SCSO (21.4% error, 11.5s). Figure 4.3 shows 
the 4-cluster results relative to the non-clustered SCSO and SCMO techniques. Each data 
point in Figure 4.3 is placed between two horizontal axis labels, and represents the 
number of samples having an error within that range. Notice that MC MO is the only 
technique that does not have errors in the 100-1000% range. The MCMO-SCMO and 
MCSO-SCSO comparisons in Figure 4.3 highlight the beneficial effect of FCNN and are 
representative of the available accuracy enhancement. The extra costs associated with 
FCNN are insignificant when compared to the additional fine model evaluations that 
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Figure 4.3: Percent error ofmodel building techniques for test points (4 clusters). 
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4.5 Space Mapping Applications 
The division of a model into several sub-models can also be useful in optimization. 
Most space mapping approaches rely on a parameter extraction step, which is responsible 
for finding the coarse model parameters that yield a coarse response as similar as possible 
to a previously computed fine response. The basic algorithm of Figure 4.4 begins with an 
inexpensive coarse model optimization. Within the loop, a fine model evaluation is 
carried out at each iteration. For the current test case, this involves ISlll at 20 frequency 
points. Following PE, a neural mapping is built between input spaces (fine parameters 
and coarse parameters from PE) and progresses until the fine optimum is identified. 
Optlmlze <:oll'$e 
modelto obtain xc" 
Compute fine 
response Rf(XfUl) 
Perform PE to obtain Xc (Ji 
suchthat 
Rf(XfUJ)t:II RdxcUi) 
Build ANN mlpping P. 
luchthat 
Xf{k't:llp{xc1k}) 
k=1, ... , j 
Figure 4.4: A space mapping algorithm based on [Ban03]. 
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In general, SM techniques have been shown to provide extensive time benefits in 
optimization when applied to coarse models trom commercial circuit simulators [Ban04]. 
Situations arise where the mapping is difficult to determine and multiple SM iterations 
may be necessary. The use of FCNN under these circumstances is plausible. Dividing the 
coarse input space into separate ranges as determined by the clusters of FCNN can be 
used to reduce the search space of the PE step (e.g., genetic algorithm implementation), 
and may speed up the overall SM process. 
The proposed steps for reducing a general SM search space using FCNN are: 
1. Partition the input space using membership information of each data vector. An 
example is shown in Figure 4.5, where three clusters have been identified. 
Boundaries are drawn midway between adjacent regions. Each input point takes on 
the identity of the cluster in which it has the highest membership. 
2. Compute a similarity value between the target fine response Rix/)) and each of the 
cluster centers (e.g., norm of the difference vector). The best matching cluster center 
is selected, along with secondary matches that are within a user-defined percentage 
of the best error norm. These k selected cluster centers will often "enclose" the 
response of interest. 
3. Each of the k input regions corresponding to the selected clusters is characterized by 
ranges. For the 2D case in Figure 4.5, these ranges are along the W and H 
dimensions, respective1y. Select the smallest range for each dimension, such that the 
k input regions are fully enclosed. The GA search for PE is performed in this zone, 
thereby reducing the size of the search space. 
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Figure 4.5: Division of2D input space based on cluster information. 
4.6 Performance Studies II 
The results of SM for the MeSO (12.1 % mean error) coarse model over 10 iterations 
are shown in Table 4.1 and Figure 4.6. The coarse optimum Xc *, fine optimum xf*, and 
SM optimum xsm* are provided. MCMO yielded a similar SM result. Figure 4.7 shows 
the effects of the reduced search space on the SM process. An increased number of 
clusters allows for a reduction in the relative cost of PE over aIl SM iterations. For the 
C=2 case, secondary cluster center matches were ignored in order to realize a clustering 
benefit. 
Table 4.1: Designs from optimization techniques. 
Parameter Coarse (xc *) Fine (xc*) SM (xsm *) 
W(mm) 46.84 48.59 48.61 
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Figure 4.7: Effect ofnumber of c1usters C on relative co st ofPE in SM. 
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4.7 Discussion 
Customizing electromagnetic models based on intrinsic information in the device 
response is promising for both modeling and optimization. Accuracy enhancements are 
particularly attractive when simulations are costly or when data points are limited. The 
costs associated with identifying the training data and selecting the proper ANN for 
evaluation are aIl insignificant compared to a typical single fine model evaluation. For 
instance, for 4 input parameters and 10000 data points, the neighbour computation for the 
full data set was complete in 1 s. While the number of ANN models is larger than in 
standard SCSO approaches, the training data is also more homogeneous for each ANN, 
allowing for a reduced complexity of the network structure and improved training results. 
It was also observed that FCNN can be useful in optimization, where a reduced search 
space is beneficial for reducing costs. 
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Chapter 5 
Two Dimensional Creative Design 
The previous two chapters addressed optimization and modeling aspects that are 
applicable to tuning of device dimensions. In fact, the vast majority of design problems 
that are tackled with optimization tools place a heavy emphasis on the optimization of 
preconceived shapes through parametrization of device dimensions. Generating designs 
through genetic algorithms has had much success in this regard [GaIOO]. In this direct 
encoding scheme, each feature in the phenotype (device) is directly represented in the 
genotype. However, there are altemate ways of performing the mapping between the 
genome on which the GA operates and the final design. Much of this work involving 
artificial embryogenies (AE) is focused on achieving high levels of complexity (e.g., 
large commercial buildings [Sta03]), while avoiding an intractable genotypic search 
space. Many of the recent contributions either deal with cell-chemistry approaches, which 
mimic how physical structures emerge in biology, or grammatical approaches, which 
evolve sets of rules in the form of grammatical rewrite systems [Sta03]. A major 
difficulty is in the design of these AEs, which continues to be an art. 
Consider the design of 2D metal structures that can be fully described in a grid. 
Placing atoms in this 2D design space can lead to all possible designs of structures. The 
obvious direct mapping between genes and atoms would of course lead to an intractable 
genotypic search space. This fully general approach is not within our grasp anyway due 
to limitations in manufacturing technology. But if huge advances in complexity can be 
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achieved by transfonning the mapping between genotype and phenotype [Sta03], then 
perhaps other advantages can also be obtained through the use of novel AEs. 
To facilitate the evolution of complex and creative designs through genetic 
algorithms, a novel genome and genetic operators are introduced. They are then used to 
evolve a patch antenna for dual-frequency operation. The final design that emerges has a 
fitness roughly triple that of the standard approach. 
5.1 Traditional Parametric Design 
The E-shaped patch antenna, shown in Figure 3.2, is a well-known configuration 
[YanOl]. It has an interesting feature in its two slots. These slots have the effect of 
increasing the path of the CUITent from the feeding point to the top and bottom sections of 
the antenna, causing a dual resonant behaviour [YanOl]. Parametric optimization ofthis 
configuration in chapter 3 (H, H', and W parameters in Figure 3.2) yielded dual-
frequency operation at 2.2112.58GHz. Adapting the design to new requirements is not 
necessarily straightforward; using the same starting design and ranges as in chapter 3 
would lead to unsatisfactory optimization results for other frequencies, such as 
3.5/4.5GHz. 
One of the main obstacles with this parametric approach is the expert knowledge 
required for se1ecting the initial configuration for a particular design problem. To 
overcome this obstacle, more versatile mappings are desirable [Vi104, Joh99, Wan05]. In 
subsequent sections, the ability of a nove1 genome structure to overcome the limitations 
associated with the parametric optimization of this antenna shape will be investigated. 
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5.2 Binary Grid Design 
The binary grid approach is a step toward removing constraints on the final shape of 
the device. The concept is straightforward; to divide the design space into a grid of cells. 
The subsequent GA optimization operates on a binary genome where each bit represents 
one of the cells. This "on/off' approach to placement of metal has been applied 
successfully in the design of a multitude of devices, inc1uding patch antennas [Vi104, 
Joh99,], and filters [Wan05]. 
5.3 New Quadtree-based Genome 
One major drawback of the binary grid approach is that the level of discretization 
must be pre-defined. A very fine discretization may lead to an extensive search time, and 
a very coarse discretization may not be able to reach the level of detail required to meet 
specifications. There may be performance benefits in evolving not only structural details, 
but also the representation of the structure within the genome. The novel genome, based 
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Figure 5.1: Quadtree data structure. 
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The quadtree is based on a recursive decomposition of space. It yields a repetitive 
pattern, where increased resolution implies increasing the depth of the tree. Through 
variations in its tree structure, this form of variable-Iength genome allows search through 
new and different search spaces. This is in contrast to the fixed binary genome search 
space. To enable quadtree evolution, specialized crossover and mutation operators were 
implemented. 
A standard tree-based crossover operator would select two nodes at random (one in 
each parent), and create offspring by swapping subtrees. This approach would not be 
appropriate here because features from different sections of the design space would be 
exchanged. The solution is to assign to each node a code as shown in Figure 5.1. A 
crossover site can then be selected in one parent, and crossover only proceeds if the same 
code is found in the second parent (Figure 5.2). 
cs 
Figure 5.2: Crossover operator adapted for quadtree-based genome. 
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Three mutation operators, designed to operate on subtrees and on terminal nodes, 
were implemented. The structural "additive" and "destructive" mutators are shown in 
Figure 5.3. These mutators have the ability to alter the levels of discretization of large 
sections of the design. The additive mutator replaces a terminal node by a random single-
level subtree. The destructive mutator is analogous except that the subtree is deleted and 
the remaining node is assigned a random bit. A third "terminal flip" mutator flips the 
binary values ofthe terminal nodes according to the mutation probability. For a given caU 
of the mutation routine, only a single one of these mutators is executed. 
6~~ J; ....... ~ ~ D D ~ D ~ .~ r/ft;b 
Figure 5.3: Mutation operators adapted for quadtree-based genome. Additive (left). Terminal flip 
(center). Destructive (right). 
5.4 Performance Studies 
The proposed system is intended to aUow the discovery of an efficient problem 
specifie genotype-device mapping. The GA is steady-state with replacement set to 0.1. 
The population and number of generations are both 100. Crossover and mutation 
probabilities are 0.7 and 0.05, respectively. Note that with the variety of mutation 
operators, the mutation probability must be interpreted accordingly. The GA operates on 
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a tree of maximum depth 5 (including the root node), which implies a maXImum 
discretization of 16x16 cells in the design space. 
Tests were carried out for a 32x32mm design space. For symmetry, the second half 
of the antenna is obtained by reflection. The antenna is fed at the center of the full 
region. The goal of the design process is to optimize the worst ISlll (dB) at 2 frequencies: 
3.5GHz and 4.5GHz. Symbolically, the objective function to be minimized is, 
objective == max (ISttldB). 
3.5,4.SGHz 
(5.1) 
Table 5.1 shows an almost threefold advantage of the hierarchical quadtree approach over 
the standard binary encoding, for similar simulation time costs. The term "fitness" is 
simply the absolute value of the objective function (5.1). Note that the number of 
simulations is slightly higher for the binary approach. With 256 bits and a mutation 
probability set to 0.05, a bit flip is almost a1ways executed in the binary genome, 
triggering a re-evaluation of the fitness. Because of its variable length, the quadtree 
genome is less likely to be modified through mutation. Still, the time costs are 
comparable partly because of the extra overhead associated with the specialized 
crossover and mutation operators of the quadtree genome. This is an intrinsic cost of 
advanced mappings. 
Table 5.1: Designs from genome structures. 
Genome Mean Mean Mean time fitness simulations cost 
Quadtree 17.93 dB 1003 98.9 mins 
Binary 6.52 dB 1100 95.2 mins 
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Other results that compare the binary encoding with the new quadtree approach are 
shown in Figure 5.4. Each of the six curves is based on data from more than 20 GA runs. 
Clearly, the binary approach is unable to effective1y search the size 2256 search space. 
Meanwhile, even the evolution of the worst quadtree is able to significantly outperform 
the best binary evolution. Part of the effect of the hierarchical, variable-length quadtree 
genome is seen in Figures 5.5-5.6. The highest fitness individuals after 100 generations 
typically have a number of terminal nodes be10w 25, and an average metal patch size that 
is about 16 times greater than the standard 2x2mm binary cell. This is in contrast to the 
fully populated 256 bits that the binary encoding is continually operating on. Figure 5.8 
shows the performance over a frequency range corresponding to the designs given in 
Figure 5.7. Most of the generated binary designs were fragmented and perhaps more 
difficult to manufacture (e.g., Figure 5.7 (right)). 
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Figure 5.6: Average size oftenninal node metal in quadtree-based designs. 
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Figure 5.7: Comparison of generated patch designs. Best quadtree design (left). Worst quadtree 
design (middle). Best binary design (right). 
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Figure 5.8: Antenna performance corresponding to Figure 5.7 designs. 
Figures 5.9-5.10 explore the effect of the mutation operator for about 1000 
mutations. Figure 5.9 is based on the number of "hits" in a fitness change bin. While the 
standard flip mutator of the binary genome is narrowly distributed around 0, the quadtree 
mutator implemented for this study is able to create much greater perturbations to the 
upside. In Figure 5.10, the data is first ordered in terms of increasing fitness change. 
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Notice there are perhaps 200 samples (downside) and 100 samples (upside) that produce 
a meaningful change to the design for both mutators. Many of these ~ 100 fitness 
improvements caused by a single quadtree mutation (fraction of a second) are greater 
than the expected fitness values from a standard binary GA after 95.2mins of 
computation (6.52dB in Table 5.1). 
The behaviour of the component routines within the quadtree mutator are provided in 
Figure 5.11. The "terminal flip" mutator is directly analogous to the standard binary flip 
mutator except that it operates on terminal nodes of the variable-size tree. It does not 
suffer from the limited success rate of the standard binary mutator, suggesting that the 
novel genome structure and mutator work well in tandem. 
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Figure 5.9: Comparison offitness changes caused by mutation operators. 
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Figure 5.11: Comparison of (ordered) fitness changes caused by mutation routines within 
quadtree mutation operator. 
91 
5.5 Discovery of Novel Enhancements 
Most of the successful evolved designs (e.g., Figure 5.7 (left)) are actually a 
rediscovery of the well-known E-shaped antenna with enhancements. In this section, the 
significance of the enhancements for the overall performance is investigated. This is 
achieved by starting with a design resembling the E-shaped patch antenna, and 
incrementally adding features until the design of Figure 5.7 (left) is obtained. Figure 5.12 
shows the sequence of increments. As seen in Figure 5.13, "Design 0" and "Design 1" 
have comparable performance, but are relatively po or at the lower 3.50Hz design 
frequency. The resonances appear to be shifted by -0.1 OHz from the desired locations. 
"Design 2" improves on the depth and location of the higher resonance, but the 3.50Hz 
performance continues to be disappointing. The "Full Design" achieves excellent depth 
and location of resonances for both 3.5 and 4.50Hz (Figure 5.13, Table 5.2). By 
comparing "Design 2" with the "Full Design" in Figure 5.12, it seems that the 
improvement in depth and location at 3.50Hz cornes from the inclusion of 6 cells (3 
upper and 3 lower), which are not present in the standard E-shaped antenna [YanOl]. 
While the series of steps in Figure 5.12 is surely not the one that was followed by the OA, 
it do es suggest that the enhancements to the usual E-shaped patch antenna are important 
to the success of the final design. 
Figure 5.12: Intennediate steps leading to full quadtree design. From left to right: Design 0, 
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Figure 5.13: Perfonnance of antenna designs shown in Figure 5.12. 
Table 5.2: Perfonnance of intennediate and full designs. 
ISIII (dB) ISIII (dB) 
(3.5 GHz) (4.5 GHz) Design 
Design 0 -7.43 -17.27 
Design 1 -8.l5 -16.84 
Design 2 -8.23 -26.76 
Full (Figure 5.7 (left)) -25.59 -27.85 
There are of course limits to manufacturing. Cells that are connected only at isolated 
points to the rest of the patch may be problematic for several reasons. For example, 
imprecise etching may lead to small channels which allow current into the vertex-
connected regions and lead to discrepancies with the current distribution from method-of-
moments simulation software [Vil04]. Thus, it is advisable to verify the performance of 
final designs with prototypes. Altematively, the fitness function may be modified so that 
problematic features are avoided. It appears that a side-effect of the quadtree-based 




This chapter has demonstrated the significant performance advantages that can be 
obtained by carefully designing the genome and genetic operators within GAs. A novel 
quadtree-based genome structure and genetic operators were presented and shown to 
routinely outperform the standard mapping by almost a factor of three. Surprisingly, the 
worst tree-based designs performed better than the best standard designs. Furthermore, 
they were able to rediscover and improve upon a well-known configuration, which was 
out of the reach of the standard approach. The final designs were less fragmented than 
those from the standard approach, and thus seem easier to manufacture. The variable-
length nature of the new structure allows exploration of new and different search spaces, 
in addition to structural detail. This concept has the potential to become increasingly 




Three Dimensional Creative Design 
As discussed in chapter 5, the vast majority of design problems that are tackled with 
genetic algorithms place a strong emphasis on the optimization of preconceived shapes 
through parametrization of device dimensions. In this direct encoding, each aspect of the 
device directly appears in the genotype. In addition to the 2D radiating structures of 
chapter 5, 3D wire antennas are an equally important c1ass of devices. In fact, 
communication, radar, and remote sensing applications all require a multitude of different 
types of wire antennas. Designing these antennas by hand, or by local optimization 
methods is time consuming, costly, and requires expertise. To address this situation, 
evolutionary algorithms have been developed for wire antenna design [AltOO, Lin99, 
ComOO, Loh04, San04]. Many wire antenna design approaches employa direct mapping 
between genotype and phenotype, where each wire in the design is directly represented 
within the genotype [AltOO, Lin99]. Other approaches evolve "drawing instructions" that 
are executed to obtain the antenna shape [ComOO, Loh04, San04]. In this chapter, an 
indirect mapping scheme is proposed, in which the genome encodes an agent. The 
antenna then undergoes an unconstrained growth phase, where each growth step is 
govemed by the decisions of the agent. On sorne leve1, this is analogous to growth phases 
that occur in nature, where development is determined primarily by genetics. Such 
indirect mappings are large1y unexplored in engineering design and are in line with the 
bio-inspired concept ofusing compact representations for complex structures [Sta03]. 
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6.1 Genetic Wire Antenna Design 
Altshuler and Linden describe the successful design of several wire antennas based 
on GAs [AltOO, Lin99]. They show how GAs with direct encodings can be used to alter 
existing designs to achieve new performance targets [Lin99], and they demonstrate the 
benefits of allowing GAs to discover new antennas [AltOO, Lin99]. The antennas consist 
of 5-8 wires in series, and achieve success for objectives such as minimizing the pattern 
fluctuation and voltage standing wave ratio [AItOO, Lin99]. 
Successful design systems based on "drawing instructions" and "construction 
commands" also appear in the literature [ComOO, Loh04, San04]. Usually they are based 
on a genetic programming approach and consist of actions that are interpreted for antenna 
wire placement (e.g., draw, rotate, move). This is a form of "explicit" mapping [Ben99]. 
It has been suggested that this representation may sometimes be problematic because the 
instructions are often not a minimal description of the design [Loh04, San04]]. For 
example, cases are reported where up to 12 rotation commands describe orientations that 
only require two commands [Loh04]. 
In [AltOO, Lin99 , ComOO, Loh04, San04] , the shape of the final antenna is often 
preconceived in sorne way; for example, specific limits on the number of wires [AltOO, 
Lin99], symmetric repetition of wires [Loh04], and designs confined to two dimensions 
[ComOO, San04]. Many implementations do not allow branching of the antenna arms. But 
Lohn et al. demonstrate that the GP-based representation can be used for designs with 
branching of antenna arms [Loh04]. They also show that a bran ching approach has sorne 
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advantages over non-branching, due to increased flexibility. In particular, it has been 
shown that a few straight segments (5-7) are unable to pro duce the circular polarization 
with low cross-polarization required for many modem communication applications 
[Ren02]. 
This chapter provides a third avenue of investigation: indirect mappings where the 
antenna undergoes a 3D growth process and genes are re-used. The design system is able 
to achieve unconstrained and concurrent growth. The concurrent aspect implies that each 
node of the antenna has the ability to grow at each growth iteration (branching). Cross-
polarization is incorporated into the objective functions to verify if sorne success can be 
achieved. The designs presented here are of comparable complexity to those appearing 
e1sewhere [AItOO, Lin99, ComOO, Loh04, San04] , and are out of the reach of 
conventional design techniques. 
6.2 Fuzzy Inference Systems 
The fuzzy inference system (FIS) is the foundation of many expert systems and 
control systems (e.g., [Mam75]). FIS's having 3 inputs and a single output form the basis 
of one of the agent architectures. FIS's are based on fuzzy set theory, fuzzy if-then roles, 
and fuzzy reasoning [Mam75]. They implement a nonlinear mapping between input and 
output spaces. For example, role RI of Figure 6.1 could be interpreted linguistically as, 
"if input! is low, and input2 is medium, and input3 is high, then output is low". The "if-
part" is known as the antecedent, whereas the "then-part" is known as the consequent, 
and the output of each role is a fuzzy set. 
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Figure 6.1: Examp1e of a three-input fuzzy inference system. 
The fuzzy inference used here can be described in five steps (Figure 6.1): 
A. Fuzzification: Each component of the antecedent is resolved to a value between 0 and 
1, through the use of Gaussian membership functions. These MFs determine the degree to 
which the inputs be10ng to the corresponding fuzzy sets, 
1 (x_c)2 
gaussmf ( x~c, a) = e -2 ~ (6.1) 
B. Application of fuzzy operator: The degree of support for the antecedent is a single 
value obtained by applying the fuzzy"and" (min) operator to each individual antecedent 
component value (Figure 6.1). 
C. Implication: The degree of support from step 'B' then shapes the output fuzzy set for 
that role through implication. In the CUITent work, the 'min' operator troncates the output 
MF. 
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D. Aggregation: Aggregation is used to combine the output fuzzy sets of each rule into a 
single aggregate fuzzy set. The aggregation method used here selects the maximum 
output MF (after implication), 
Ilagg ( x ) = max (fit ( x ), 112 ( X ), 113 ( X ) ) • (6.2) 
E. Defuzzification: Defuzzification resolves the aggregate output fuzzy set into a crisp 
value through a centroid approach (center of the area under the curve) , 
FIS 
rOO Ilagg (x )xdx 
output = ~-~oo"--___ _ f: Ilagg (x)dx (6.3) 
The new agent that controls wire growth at each antenna node consists of 3 FIS's, 
which are specified by the genome. Each FIS has 3 inputs (for 3 signaIs) and a single 
output, which controls one of the signallevels in a node. (The full meaning of "signal" is 
explained in section 6.4.) There are 3 Gaussian MFs for each input and output of an FIS. 
Encoded within the genome are (3 3 =) 27 genes for each ofthe possible rules, as weIl as 4 
genes per input/output. These 4 genes specify the center c and width (J of the Gaussian 
MFs. For a given input or output, aIl MFs have the same width. 
6.3 Finite State Machines 
The FIS-based signal updater of the previous section is a stimulus-response agent. In 
this section, an agent that uses state infonnation is introduced. The finite state machine 
(FSM) is a weIl-known and successful concept that finds applications in a wide range of 
areas, including hardware design, software design, and artificial intelligence (e.g., 
[Gay93]). It is a mode! ofbehaviour that is based on states, state transitions, antecedents 
(conditions), and consequents (actions). A 3-state FSM can be conveniently expressed 
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using a state transition diagram (Figure 6.2). In the CUITent implementation, any state is 
reachable from any other state, and the state transition that is selected is based on the 
degree of satisfaction of each antecedent. For example, if SO is the starting state, and the 
A02 antecedent has the highest degree of satisfaction, then action CO2 is performed and the 
next state becomes 82. 
Figure 6.2: Finite state machine diagram. 
Note that the FSM of Figure 6.2 has a fixed number of states, antecedents, and 
consequents. The novel variable-Iength FSM genome that was implemented is shown in 
Figure 6.3. The number of states is variable and each table entry is an antecedent-
consequent pair. This variable-Iength genome allows evolution to explore not only the 
content of the FSM, but the structure as weIl. Table 6.1 gives the encoding of the 
antecedent. In this tri-valued allele, the '-1' value represents a "don't care". The encoding 
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Figure 6.3: Variable-Iength finite state machine genome. 
Table 6.1: Antecedent encodin~. 
Ran~es 
3 bits: 000 001 010 011 100 101 110 111 
-1.0 -0.75 -0.5 -0.25 0.0 0.25 0.5 0.75 
Signalleve1: to to to to to to to to 
-0.75 -0.5 -0.25 0.0 0.25 0.5 0.75 1.0 
The consequent, which specifies increments for the signaIs, is described in Table 6.2. 
There are 3 signaIs, and so the consequent has a length of 6 bits. For instance, let AxylCxy 
= 10-1100110/111-100; this translates into the following statement, 
If(( 0 < sigl < 0.5) && (0 < sig2 < 0.25) && (0.5 < sig3 < 0.75)) 
then (sigl +=1; sig2+=O.5; sig3+=0;). 
Table 6.2: Conse9,uent encodin~. 
Actions 
2 bits: -1-1 -10 -11 0-1 00 01 1-1 10 11 
Incr. -1.0 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1.0 
The novei variable-Iength FSM genome operators require some attention. Mutation 
is capable of both flipping bits and resizing the matrix of Figure 6.3, such that a user-
defined range of states is not exceeded. When the resize is to a Iarger size, random bits 
are added to the newly created regions of the matrix. Crossing of matrix entries is based 
on a one-point crossover. In general, the two parent matrices will have different sizes. 
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One child will take on the size of the father (and is initialized with father values), and the 
other of the mother (and is initialized with mother values). Crossover then proceeds 
within the frame of the smaller parent. 
6.4 Novel Growth Process 
The design system is based on an indirect mapping between genotype and antenna 
structure. Rather than encoding wire nodes directly, the genome encodes agents, which 
guide the antenna growth process. The agents are based on FIS or FSM architectures, and 
act on a set of 3 signaIs, which constitute the node "state". (This state is distinct from the 
FSM state described in section 6.3.) Agents monitor the state of each node, and perform 
updates at each growth iteration. Growth occurs due to multiple interactions involving 
neighbours and signaIs, in an iterative and parallel fashion (e.g., Figure 6.4). Specifically, 
the new automatic antenna growth process and fitness evaluation proceed as follows, 
1. Create agent based on genome. 
2. Create 3D design space ofuser-defined size. 
3. Initialize the design space by inserting an initial wire in the center. 
4. Do for user-defined number of growth iterations: 
-Do for each existing node: 
a. Evaluate agent for current node state. 
b. Current node state is updated by agent output: (Also update internaI state of 
agent ifFSM is used.) 
c. Growth direction becomes the "preferred" of 26 possible directions. 
d. Affinity for growth in se1ected direction is assigned to node. 
- Grow each node whose affinity is above a threshold (subject to simulation 
constraints). 
5. Evaluate fitness ofresulting antenna. 
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Figure 6.4: Progression of concurrent growth process for wire antennas. 
When a new wire is created, several situations can arise at the location of the new 
node. If this location is vacant, the new node takes on the state of the parent. If this 
location has already been filled with anode, then the existing node has its state perturbed 
by taking an average between its current state and the state of the parent node that is 
initiating growth. After the growth step, the parent's state may aiso be reset to signal 
success. The affinity for growth is based on a dot product between 26 possible growth 
directions and the node state. These 26 directions are the set of offset vectors (x,y,z) 
having '1', '0', and '-l'as component values (the trivial (0,0,0) is exc1uded). Growth 
information can be fed back into the system by assigning a specific signal perturbation to 
an event. For example, if anode attempts to grow out-of-bounds, its state can be negated. 
6.5 Computational Setup 
The Numerical Electromagnetics Code, Version 2 (NEC2) [Bur8t] was used 
exc1usively in this work. NEC2 has a long track record of being accurate and reliable 
[AltOo, Lin99, ComOO, Loh04, San04]. However, NEC2 does have restrictions on 
geometry involving intersection of wire segments, segment lengths, distances between 
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wires, etc. To reduce the number of invalid growth attempts, the design space is 
discretized using a 3D grid. As implied by the 26 possible growth directions, a single 
wire segment can only connect neighbouring grid cells (thereby reducing complexity). 
Each OA run is 30min (~500 generations) and mean data are based on over 30 runs 
in each case. The population is size 100, with crossover at 0.7, mutation at 0.04, and 
replacement at 0.1. The size of the bounding box for the antenna is 6x6x6cm. Radiation 
characteristics are sampled over the entire half-sphere: () (elevation) from 0° to 90° 
(increments of 5°), and t/J (azimuth) from 0° to 360° (increments of Il.25°). The design 
goal is a 1.90Hz antenna with uniform right hand circular polarization (RH CP) coverage, 
a low voltage standing wave ratio (VSWR), and low cross-polarization. These are 
essentially the targets for modem communication applications [Ren02]. The objective 
function is a linear combination of 4 components: (i) average absolute value deviation of 
RHCP gain from the mean (dB); (ii) VSWR; (iii) average RHCP -LHCP (dB); and (iv) 
percentage of data for which RHCP > LHCP. Aigebraically, the objective to maximize is, 
objective = -15(i) -lO(ii) + 3(iii) + (iv) + constant. (6.4) 
6.6 Performance Studies 
To bridge the gap with earlier work [Ren02], the first comparison is between a 7-
wire non-branching implementation and a 5-7 wire branching approach (FIS, FSM 
growth iterations set to 3). The data in Table 6.3 show that the new approaches compete 
well, even with the lower wire counts. 
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f~' Table 6.3: Comparison of direct and novel approaches. 
Technique Best Mean Worst 
Direct mapping 227 219 207 
FIS growth 236 231 229 
FSM growth 235 231 226 
The FIS and FSM strategies are different in many respects, including genome 
encoding, state information, and updating of signaIs. Identifying the best features of each 
approach could lead to further enhancements. Detailed comparisons are provided in Table 
6.4, where each row corresponds to mean values (more than 30 GA runs). Average 
deviation and VSWR are always favourable at ~2dB and be10w 2, respectively. The 
higher segment counts particularly benefit the cross-polarization performance, with 
RHCP leading LHCP over 77% of samples (FIS(6», and by a wider margin of 4.3dB 
(FSM(6». Designs evolved through growth processes, that have high fitness and low 
segment counts are also readily available (Figures 6.5-6.7). This is quite promising for 
the growth process approach to design and subsequent manufacturability. 
Table 6.4: ComEarison ofnovel approaches (mean values). 
Technique (i) (ii) (iii) (iv) (growth Objective Segs 
iterations) Deviation (dB) VSWR R-L (dB) %R 
FSM (4) 263 2.09 2.00 1.80 60.1 11.8 
FIS (4) 273 2.06 1.68 1.97 65.7 13.7 
FSM (5) 277 2.08 1.53 3.43 63.5 18.5 
FIS (5) 282 1.94 1.56 3.16 67.5 20.7 
FSM (6) 289 2.01 1.56 4.30 71.9 26.4 
FIS (6) 290 2.10 1.72 3.50 77.7 38.0 
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Figure 6.7: LHCP radiation pattern of design in Figure 6.5 (right). 
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6.7 Discussion 
Genetic antenna design using two novel indirect mappings with a novel concurrent 
3D growth process was demonstrated. Based on earlier work [AltOO, Lin99, ComOO, 
Loh04, San04], it seems that the practicality of an antenna design is usually concemed 
with the arrangement of wires and the number of wires. The division of the design space 
into a regular 3D grid of cells addresses the issue of wire arrangement and still largely 
relaxes constraints. In fact, the design space limits the number of possible segment 
lengths to 3 - i.e., [.J1,.fi,-J3]e(unit_grid_length). Similarly, it reduces the number 
of possible angles between wires in the final design. Wire counts can be controlled by 
selecting an appropriate number of growth iterations. Ultimately, the user would decide 
whether a 65-point increase in fitness is worth the addition of 5 extra wires (e.g., Figure 
6.5 versus Table 6.3). The novel process yields non-preconceived and branching designs, 
which could not be obtained by conventional means. Feedback and error-checking occur 
at each step of the growth process to avoid invalid designs. The resulting wire antennas 




This thesis has presented novel improvements to modem electromagnetic analysis 
and design systems through the use of computational intelligence strategies. Practical 
EMAD systems are multi-faceted and complex with wide-ranging capabilities. In a 
similar vein, the thesis objectives span both the analysis and design modules of EMAD 
systems. Each chapter has addressed a distinct challenge and has proposed novel 
solutions that offer improvements compared to existing methods. 
Many of the original contributions of this thesis are mainly heuristic in nature. A 
heuristic is a technique designed to solve a problem that does not preoccupy itself with 
whether the solution can be proven to be correct (e.g., genetic algorithms). In practice, 
heuristics provide gains in computational performance and produce good solutions to 
complex and intractable problems. Sorne joumals are fully dedicated to the study of 
heuristics - e.g., Journal of Heuristics (Springer). In this final chapter, the original 
contributions of this thesis are clearly identified and possible future work is suggested. 
7.1 Original Contributions 
Five objectives were identified in chapter 1. Each of the objectives targets a key 
aspect of electromagnetic analysis and design systems. The cycle of familiarization with 
a new problem, conceptualization of novel solutions, and creation of a final product for 
publication was carried out separately for each chapter. The nature of the objectives 
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naturally leads to solutions that are original and practically oriented. The salient points 
described in this section will summarize the novelty and significance of the research that 
was carried out. 
The goal of identifying optimal smoothing-based mesh improvement techniques is 
directly tied to the analysis module of EMAD systems. In fact, the most desirable 
outcome is for the mesh improvement techniques to be customized to the mesh generator 
and refiner at hand. In chapter 2, previous smoothing techniques were considered and 
fundamental operations were identified. The proposed novel GA-based strategy arrives at 
optimal operation orderings for a small, one-time cost. The combined action of the 
fundamental operations and the effective ordering from the GA pro cess result in mesh 
smoothing systems that are capable of outperforming standard techniques in geometric 
mesh quality, finite element accuracy, and time cost. The basis for this work has been 
successfully presented, peer-reviewed, and published [Dor04a, DorOS]. 
To address the goal of deve10ping a novel SM-based system capable of optimizing 
RS' s, chapter 3 has introduced response surface space mapping for optimizing several 
linked models. Independent PE and ANN mappings are developed for each mode1, 
allowing independent evolution. RSSM can also be applied to multiple-output (frequency 
sweep) models where interest is focused at selected points in the frequency sweep (i.e., 
one RS mode1 per output). In standard SM implementations, the PE step does not favour 
any specific point in the frequency sweep, which may lead to compromises in the 
matching at the pointes) of interest. In RSSM, the mismatch associated with neighbouring 
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frequency points and the extra costs needed to compute them are avoided. Thus, RSSM 
can be viewed as a more general form of SM; it focuses the mapping and fine mode1 
evaluations on the response(s) of interest. A nove1 multi-step PE was also introduced, 
which inc1udes pointwise and zone matching. Furthermore, a novel strategy for RSSM 
hybridization with local search operators was shown to be a viable option for finalizing 
the optimization process. RSSM was able to greatly reduce reliance on expensive fine 
model evaluations and arrive at the true optimum for a fraction of the standard costs. The 
basis for this work has been successfully presented, peer-reviewed, and published 
[Dor06a]. 
The goal of deve10ping a nove1 model building concept that uses intrinsic 
information in the device response to enhance model accuracy, was addressed in chapter 
4 through a fuzzy clustered neural network approach. FeNN employs an inexpensive pre-
processing of computational data to achieve model customization. In particular, the ANN 
mode1 building is guided based on the c1uster information and there is a smooth transition 
in training sets. Renee, PCNN was shown to be beneficial in significantly reducing model 
error for a fixed set of computational data. A novel strategy for incorporating PCNN into 
an SM context was also presented and led to an accelerated search within the model and 
reduced SM optimization costs. The basis for this work has been successfully presented, 
peer-reviewed, and published [Dor06b]. 
The goal of developing a novel genome structure and operators to speed up the 
generation ofhigh quality 2D designs is complementary to the parametric optimization of 
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the two previous objectives. However, the novel genome structure implies a form of 
creativity, where the final design is not simply a re-sized version of an initial design. The 
novel hierarchical genome concept and genetic operators of chapter 5 yielded sizeable 
gains in antenna performance and improved manufacturability for the same costs as the 
standard approach. As well, starting with an unpreconceived design space, the novel 
genome was able to re-discover and improve upon a well-known configuration. The basis 
for this work has been successfully presented and submitted for publication [Dor07a]. 
The goal of developing a novel 3D wire antenna design system capable of exploring 
the vast wire antenna search space was addressed in chapter 6 through two novel 
strategies for indirect genotype-phenotype mapping. A novel variable-Iength FSM 
genome and operators are integral components of the second strategy. The novel bio-
inspired growth process compares favourably with in-series approaches due to increased 
design flexibility and no invalid individuals during the evolution process. Furthermore, 
the concurrent (branching) 3D growth process has feedback and error-checking at each 
step of growth. The wire count is controlled by adjusting the number of growth iterations. 
The growth is unconstrained, but the regular 3D grid limits the number of possible wire 
lengths to 3 and reduces the complexity of possible wire arrangements. This regular grid 
approach was deemed to be a reasonable compromise between generality and 
) 
manufacturability of wire antennas. An up-to-date fitness function, which incorporates 
cross-polarization performance, was used to demonstrate how the antennas from 3D 
growth are both simpler and better performing than standard in-series designs. The basis 
for this work has been successfully presented and submitted for publication [Dor07b]. 
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7.2 Future Work 
Many challenges in applied computational research revolve around performing tasks 
faster. When tasks become faster, more of them can be performed and quality improves. 
Speed increases are particularly important in GA-based systems, where large numbers of 
simulations are required. Costs are minimal when the simulations involve coarse models. 
But direct simulation of full electromagnetic models is a more difficult proposition. For 
instance, a tree-based genome structure may weIl yield significant advantages in a 3D 
design space. But the costs associated with thousands of 3D simulations are daunting. 
The next step would be to parallelize both the electromagnetic simulator [Dor04b] and 
GA software. This is a large undertaking, but also a one-time cost. 
Other avenues to explore inc1ude, incorporating topological transformations into the 
mesh improvement system, further exploring variable-Iength genome structures for 3D 
growth processes, identifying optimal agent architectures for wire antenna growth, 
exploring methods for identifying the optimal numher of c1usters for a particular 
problem. Of course, the ultimate challenge would he to implement the nove! 
contributions of this thesis into a commercial EMAD system. Equally ambitious would 
be to find applications in other engineering domains. Structural configurations of wire 
and metal are not unique to electrical engineering. Modeling and optimization also find 
endless applications and could henefit from the strategies in this thesis. 
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