In the 5G era, centralized mobility management raises the issue of traffic concentration on the mobility anchor. Distributed mobility management is expected to be a solution for this issue, as it moves mobility anchor functions to multiple edge routers. However, it incurs path stretch and redundant traffic on the backhaul links. Although these issues were not considered important in the 3G/4G era, they are expected to be a serious problem in the 5G era. In this paper, we design a routing-based mobility management mechanism to address the above problems. The mechanism integrates distributed routing with Bloom Filters and an anchor-less scheme where edge routers work as mobility anchors. Simulations show that the proposed mechanism achieves a good balance between redundant traffic on the backhaul links and routing overhead.
Introduction
In the 5G era, mobile data traffic is expected to grow to approximately 8 times from 2015 to 2020 due to the increase of the number of mobile nodes (MNs) such as smartphones and Internet-of-Things (IoT) devices and the dissemination of bandwidth-demanding mobile applications such as video [1] . Centralized mobility management adopted by 3G/4G cellular networks [2] raises a serious performance issue by forcing all traffic to traverse a centralized node, which works as a home network of MNs, called a mobility anchor at the expense of simplicity of mobility management. The traffic concentration on the mobility anchor makes it difficult for such networks to carry increasing mobile traffic.
Distributed mobility management is proposed as a solution for the traffic concentration in the 5G era [3] - [9] . Its key idea is moving functions of a mobility anchor to edge routers. MNs' locations are recorded at edge routers and messages to MNs traverse one of them instead of a centralized mobility anchor. This decentralization avoids a point of traffic concentration in a core network by moving it to multiple mobility anchors at edge routers.
Distributed mobility management is classified to two types, but neither of them satisfies either requirement from
IoT applications or bandwidth-demanding mobile applications. A name resolution scheme [3] - [6] resolves a unique identifier of an MN to a current locator and a message is forwarded to the locator without traversing a centralized mobility anchor. However, this resolution incurs round trip latency between the MN and a name resolution server before sending a message. This round trip latency is critical for real time IoT applications of which rapidly retrieve a small piece of sensor data.
On the contrary, an anchor-less scheme uses one of edge routers as a home for an MN and messages destined to the MN are forwarded to a currently visited edge router from the home edge router using tunnel [7] - [9] . Hereafter we call such home edge routers as anchored edge routers and currently visited edge routers as foreign edge routers. The anchor-less scheme suffers from a couple of problems. The first problem is a well-known path stretch problem. It incurs path stretch due to the fact that messages are forwarded from an anchored edge router to a foreign edge router connected to an MN.
The second problem is redundant traffic on the backhaul links caused by a path stretch problem as a side effect. Messages destined to MNs which visit other edge routers traverse anchored edge routers, which increases both incoming and outgoing traffic amounts of edge routers. Although this traffic was not considered important in the 3G/4G era, this becomes a serious problem because 5G networks provide much higher bandwidth. An indirect evidence is that many studies are trying to introduce caching functions to base stations (BSs) in order to reduce traffic on the backhaul links [10] .
The above shortcomings come from the fact that existing distributed mobility management mechanisms are not purely distributed. A promising solution is a routing-based approach wherein locations of MNs are managed purely in a distributed manner. We design a routing-based mobility management mechanism by leveraging Bloom Filters in our previous studies [11] , [12] . The routing-based mechanism solves the above problems by always advertising current locations to all routers. A main contribution of our previous studies is that we use Bloom Filters to compactly represent large routing information which conveys a large number of non-aggregatable MNs' identifiers. This paper extends our studies from the following three aspects: First, we design a routing protocol based on Bloom Filters for arbitrary topologies whereas the our previous Copyright © 2017 The Institute of Electronics, Information and Communication Engineers study [11] focuses on tree topologies. Second, we integrate an anchor-less scheme to the routing protocol in order to avoid message losses during a duration until when a current location of an MN is advertised to a network after its movement. Third, we evaluate tradeoff relations between advantages and disadvantages of the proposed routing-based mobility management, i.e., a tradeoff relation between path stretch and routing overhead and that between redundant traffic on the backhaul links and routing overhead in various conditions.
The contributions of the paper are summarized below.
• We shed light on necessity of pure decentralization in order to avoid redundant traffic on the backhaul links, which many distributed mobility management schemes suffer from.
• We solve critical problems of distributed mobility management in the 5G era, i.e., routing overhead, path stretch and redundant traffic, as a whole, whereas existing mechanisms focuses on individual problems.
• We design a link state routing protocol by using opaque Link State Advertisements (LSAs) of Open Shortest Path First (OSPF) routing protocol [13] whereas the our previous study [11] just designs a simple routing protocol for tree topology.
• Simulation results show that the proposed routing-based mobility management achieves a good balance between message forwarding performance, i.e., path stretch and redundant traffic, and routing overhead of mobility management.
The rest of this paper is organized as follows. In Sect. 2, we describe the related work. In Sects. 3 and 4, we present the architecture and the design of the proposed architecture, respectively. Then, in Sect. 5, we show evaluation results. Finally, in Sect. 6, we summarize the paper.
Related Work
Many studies have addressed a scalability problem of centralized mobility management, i.e., traffic concentration on a mobility anchor in a core of a cellular network. Distributed mobility management is a promising solution to avoid the traffic concentration by moving mobility anchor functions such as packet forwarding and location management to multiple edge routers. HMIP (Hierarchical Mobile IP) [14] is one of the first protocols which realize a distributed solution. A network is hierarchically divided to domains called MAP (Mobility Anchor Points) domains and a MAP node is placed at each domain. HMIP resolves traffic concentration on a home agent, i.e., a mobility anchor, by distributing the above mentioned functions to multiple MAP nodes. However, a MAP node still works as a mobility anchor in a MAP domain. Thus HMIP is considered partially distributed and still logically centralized. A MAP node still performs both packet forwarding and location management functions.
In order to achieve pure distribution, two types of distributed mobility management mechanisms are studied in the literature. First, a name resolution scheme [3] - [6] moves a packet forwarding function to edge routers, whereas it keeps a location management function in a dedicated entity in a central office. For example, first mechanisms such as HIP [3] and LISP MN [4] use a central dedicated entity for name resolution and thus they are considered partially distributed. On the contrary, new mechanisms like MobilityFirst [6] come to perform name resolutions in a distributed manner like DHT (Distributed Hash Table) . Such mechanisms are purely distributed, however, the location management is performed by resolving an identifier of an MN to its current locator and this name resolution incurs round trip latency before sending a data packet to an MN.
Second, an anchor-less scheme [7] - [9] , [15] moves the both functions of mobility anchor functions to edge routers, and each MN uses one of the edge routers as an anchored edge router, which tracks the MN's current location and forwards all data packets destined to the MN. However, an MN receives data packets from its anchored edge router using a tunnel between the anchored edge router and a foreign edge router and thus the anchor-less scheme incurs redundant traffic on the backhaul links. Since bandwidth-demanding mobile applications such as videos are disseminated in 5G era, the redundant traffic on the backhaul links is a critical issue.
We propose a routing-based scheme [11] as the third type. The routing-based scheme moves all mobility anchor functions to edge routers and makes MN movement be advertised by a routing protocol. Although this scheme is fully distributed so that path stretch and redundant traffic are fully avoided, it incurs large routing overhead. A Bloom Filter is proposed to be used as a FIB to reduce the size of FIBs [16] and then for mobility management [11] . This paper extends our previous study [11] in the following two aspects: The paper designs a link state routing protocol to support arbitrary topology, whereas the previous routing protocol focuses on tree topology. In addition, the paper integrates routing-based and anchor-less schemes so that they help and complement each other.
Mobility Management Architecture

Assumptions
The proposed architecture is designed based on the following assumptions: First, each MN has a unique identifier like a Uniform Resource Locator (URL). Identifiers assigned independently on router topologies and are not aggregated to prefixes. Second, an inter-domain routing protocol or a name resolution server forwards a packet to a gateway router of a routing domain of the proposed mobility management architecture. Thus, this paper focuses on intradomain mobility management. Third, router topologies are arbitrary, whereas the our previous study [11] assumes only tree topologies. Fourth, we design the mobility architecture to accommodate MNs in the 5G era. We assume that mobile traffic would be growing rapidly due to dissemination of bandwidth-demanding mobile application such as videos, but that the number of MNs would not increase so rapidly as the mobile traffic. This is because the number of IoT devices would increase in the 5G era, but most IoT devises would be stationary.
In the following subsections, we describe approaches to design a routing-based mobility management architecture.
Bloom Filter Based Routing/Forwarding
We use a Bloom Filter for both Forwarding Information Base (FIB) and routing information [11] to deal with identifiers assigned independently on router topologies. An entry of a FIB is a Bloom Filter which holds destination identifiers of packets which are forwarded to an output port as members. When a router receives a packet, it compares a hash value of a destination identifier of the packet with FIB entries, i.e., Bloom Filters, of all the output ports. If a FIB entry holds the destination identifier, the bits which correspond to true bits of the above hash value are true, too. The router forwards the packet to each output port if its FIB entry holds the above condition.
The inherent false positive property of Bloom Filters raises an issue related with erroneous packet forwarding. When a false positive occurs at a FIB entry, a router forwards a packet to an output port which does not hold a destination identifier. However, we consider that such false positives do not generate a large number of redundant traffic because such erroneously forwarded packets are likely to be discarded by the downstream routers. This redundant traffic is evaluated later in Sect. 5.5.
Integration of Routing-Based and Anchor-Less Schemes
We integrate a routing-based scheme and an anchor-less scheme in the following manner. First, current locations of MNs are managed by edge routers. A simple method of updating MNs' locations is that an edge router advertises an identifier of a new MN when it moves to another edge router. However, this simple method incurs large routing overhead and thus we design a routing protocol such that edge routers advertise router LSAs only periodically [11] . In other words, each edge router periodically advertises a router LSA containing all MNs connected to the edge router and updates FIBs of routers in a network. On the contrary, the periodical advertisement raises a problem such that the routing protocol cannot track MNs' movements during a routing advertisement interval. This incurs packet losses after an MN moves to another edge router during a routing advertisement interval. To avoid such packet losses, the anchor-less scheme is performed during a routing advertisement interval. When an MN is connected to a new edge router after a previous edge router advertises a router LSA of the MN, the new edge router configures a tunnel from the previous edge router to itself. The tunnel is released in the next time the new edge router advertises a router LSA.
Tradeoff Relations between Performance and Routing Overhead
The proposed routing mechanism with periodical advertisements is considered as a mechanism for reducing path stretch and redundant traffic on the backhaul links, which are incurred by the anchor-less scheme. Since routing overhead incurred by periodical routing advertisements is inversely proportional to a routing advertisement interval length, an appropriate length should be carefully chosen in order to balance routing overhead and both path stretch and redundant traffic. Later in Sect. 5.4, we show tradeoff relations and an example of interval length which achieves a good balance between them.
Design
Overlay Network Implementation
Introducing the proposed mobility management architecture into cellular networks is not trivial because standardization bodies about cellular communications are conservative about using distributed techniques. Thus we take an overlay approach such that a network based on the proposed architecture is overlaid on an Evolved Packet Core (EPC) network of a 3G/4G/5G cellular network. We leverage Network Function Virtualization (NFV) techniques to independently run these two networks as independent slices. An example network configuration is illustrated in Fig. 1 . All routers in a cellular network are NFV-enabled and two slices are run on the routers: A routing slice runs the proposed mobility management architecture and an EPC slice runs the IP protocol which encapsulates signaling messages and data packets of EPC nodes such as Evolved NodeBs (eNBs), Mobility Management Entities (MMEs) and Packet Data Network Gateway (P-GW). The two slices share EPC nodes and physical/datalink resources of radio networks. The routing slice implements distributed mobility management and radio bearer management at edge routers instead of an MME, whereas it uses authentication and identifier assignment functions of an MME and a P-GW. That is, an edge router works as a proxy node for an MME and a P-GW or it works as these nodes. As a proxy node for an MME and a P-GW or as these nodes, an edge router sends and receives all signaling messages that would be exchanged between an eNB and an MME or a P-GW. Functions of an edge router are summarized below:
First, an edge router works as a proxy node for an MME and P-GW for attaching an MN to an EPC network. When an MN is turned on, it sends a signaling message for attaching itself to an EPC network. The edge router receives this signaling message and forwards it to a MME and a P-GW. The MME authenticates the MN and assigns Global Unique Temporary Identifier (GUTI) to the MN and the P-GW assigns an identifier for communications of data packets to the MN. A GUTI uniquely identifies an MN in an EPC network and is used to pass signaling messages according to LTE standard procedures.
Second, it works as an MME rather than a proxy node for radio bearer management. It establishes and releases a radio bearer channel between an MN and an eNB on behalf of an MME. For example, when an edge router receives a data packet, it sends a signaling message for requesting a radio bearer channel to an eNB. Moreover, it works as an MME for location management. When an MN moves to a new cell, it sends a location update message and an identifier notification message to an edge router via the eNB of the cell in order. When an edge router receives the identifier notification message, the MN is registered at the edge router's Local Forwarding Information Base (LFIB). It means that edge routers manage locations of MNs in a distributed manner instead of an MME. The details of the above messages and LFIB will be described later in Sect. 4.3.
Bloom Filter-Based Routing/Forwarding
Routing Protocol
Mobility of MNs is managed in a distributed manner by a routing protocol rather than by a mobile anchor. We extend OSPF, i.e., a link-state routing protocol, to advertise a large number of MNs' identifiers which are not aggregated. Since identifiers of MNs are assigned independently on their topological locations, it is difficult to aggregate even identifiers of MNs in a topologically adjacent area. We adopt a Bloom Filter as a routing information piece to reduce its size as our previous study does [11] . A router LSA is extended so that prefixes accommodated by a router are represented by a Bloom Filter. Precisely speaking, a router LSA consists of an identifier of a router and a Bloom Filter which stores accommodated MNs' identifiers as its members.
A router uses two data structures: a Routing Information Base (RIB) and a FIB. A RIB is used to record routing information obtained from received router LSAs as shown in Fig. 2 . An entry of a RIB is created by each router LSA and it consists of a pair a destination represented by a Bloom Filter and an output port. The Bloom Filter stores identifiers of all destination MNs. For example, Bloom Filter BF 1 for Router R 0 's output port P 01 stores MNs' identifiers A, B and C. On the contrary, a FIB is looked up to search an output port to which a data packet is forwarded. An entry of a FIB In the rest of the subsection, a walk through scenario of advertising router LSAs is explained using Fig. 3 . First, an edge router is responsible for location management of MNs and advertisement of accommodated MNs. When a new MN moves to a cell, it sends a location update message and an identifier notification message to an edge router via an eNB and then the edge router records the MN's identifier at its LFIB. It creates a router LSA which have all the accommodated MNs' identifiers using its LFIB and periodically advertises the router LSA to all routers in an OSPF area. We take such periodical advertisement rather than on demand advertisement such that a router LSA is advertised every time a new MN moves to/from a cell. This is because the objective is to reduce the number of router LSA advertisements. This router LSA is flooded to all the routers in an OSPF area. For example, router R 1 advertises a router LSA which contains the identifiers of three MNs, i.e., A, B and C, to routers R 0 , R 2 ,R 3 ,R 4 and R 5 .
Second, an Area Border Router (ABR) advertises all MNs' identifiers to other OSPF areas via a backbone area. Precisely speaking, an ABR aggregates all Bloom Filters which are received from all routers in an edge area to a new Bloom Filter. The aggregation is performed with a bitwise OR operation of Bloom Filters. The Bloom Filter is a summary LSA of this area and the summary LSA is advertised to all the ABRs in the backbone area. For example, in Fig. 3 , ABR R 0 advertises a router LSA containing Bloom Filter BF 0 , which aggregates Bloom Filters BF 1 , BF 3 and BF 4 , to all the ABRs in a backbone area.
Forwarding
Packet forwarding is extended from that of traditional IP routers due to the fact that a destination in a FIB is represented as a Bloom Filter. A router calculates the shortest path trees for all the received Bloom Filters, i.e., all the destinations, and then decide the output ports for the destinations. Pairs of destinations and output ports are stored in a FIB as described in Sect. 4.2.1. When an router receives a data packet, it checks whether each Bloom Filter in a FIB has a destination identifier of the data packet as a member or not. The router forwards a data packet to every output port of which Bloom Filter is matched to a destination identifier. This forwarding to multiple output ports compensates for false positives of Bloom Filters.
Local Forwarding
This subsection describes how a data packet is forwarded by an edge router in the case that an MN as its destination moves to another cell after the latest router LSA advertisement. Hereafter, we call this anchor-less forwarding as local forwarding. The local forwarding is explained using the following terms: An anchored edge router for an MN is an edge router which accommodates the MN at the time of the latest router LSA advertisement. A foreign router for an MN is an edge router to which the MN moves after the latest advertisement.
An edge router manages a FIB called a LFIB. Each entry of a LFIB is a pair of an identifier and a current location of an MN. A current location is either a data link identifier, i.e., GUTI of an MN or an identifier of a foreign edge router.
An edge router forwards a data packet using a LFIB. When a current location is a GUTI, it forwards a data packet to an MN via an eNB. Otherwise, it forwards a data packet to a foreign edge router specified by a current location after encapsulating the received data packet to the data packet to the foreign edge router. In this case, the edge router works as a mobility anchor of the anchor-less forwarding. Figure 4 shows its walk through scenario. The scenario starts just after a beginning of a routing advertisement interval. It means that all MNs are accommodated to their anchored edge routers.
(
1) MN Registration
When an MN moves to a new cell, it sends a L2 attachment message to an eNB and then a location update message with its GUTI according to the LTE standard procedures. After the location update message is forwarded to a foreign edge router, the eNB establishes a radio bearer channel between the MN and it. After the establishment, the MN sends an identifier notification message with its identifier to the foreign edge router. Please note that the identifier notification message is not a signaling message of EPC, but that of the proposed mobility architecture. When the foreign edge router receives the identifier notification message, it creates a new entry for the MN in its LFIB and sets the entry's current location at the GUTI of the MN. (2) LFIB Update Procedure Then the foreign edge router creates an LFIB update message with the identifier of the MN and its router identifier and sends the message to the previous edge router, i.e., the anchored edge router, for the MN. When the anchored edge router receives the LFIB update message, it updates the current location of the MN's entry to the identifier of the foreign edge router in its LFIB. (3) Forwarding using Tunnel After the LFIB update procedure is finished, the anchored edge router starts forwarding data packets to the MN to the foreign edge router. The anchored edge router forwards such data packets using the tunnel to the foreign edge router.
Evaluation
In this section, we evaluate performance of the proposed mobility management in terms of the following aspects: avoidance of path stretch and redundant traffic on the backhaul links, routing overhead incured by the Bloom Filter based routing and forwarding performance.
First, we compare the proposed mobility management with the naive anchor-less mobility management in terms of path stretch and redundant traffic to show that introduction of distributed routing improves these problems inherent to the anchor-less mobility management. Second, we evaluate routing overhead caused by the routing protocol and analyze tradeoff relations between routing overhead and message forwarding performance. Third, we evaluate redundant traffic incured due to false positive of Bloom Filters and forwarding speeds on a commercial off-the shelf PC platform.
Setup
Performance Parameters
We define the following performance parameters to evaluate the proposed mobility management: First, a path stretch is the hop count number from an anchored edge router to a foreign edge router of an MN when the MN receives a data packet. If an MN is connected to the same anchored edge router during a routing advertisement interval, the path stretch is zero.
Second, redundant traffic ratio is the ratio of the number of redundant data packets sent/received due to local forwarding to that of data packets sent/received by MNs. If no MN moves during a router advertisement interval, the redundant traffic ratio is zero.
Third, routing overhead is the number of routing advertisement messages, i.e., router LSAs and summary LSAs sent/received by an edge router per one second.
Fourth, if a data packet is erroneously forwarded by a router due to a false positive of a Bloom Filter, the data packet is discarded by one of downstream routers. Such redundant traffic is evaluated as a redundant hop ratio. A redundant hop ratio is a ratio of a total hop counts of data packets erroneously forwarded to a total hop counts of data packets successfully delivered to destinations.
Simulation Conditions
We implement and use an event-driven simulator software for the evaluations. Events include movements of MNs, LFIB updates, routing advertisements and transmissions of packets. In the simulations, bandwidth and latency of links are not considered. We run the simulator software based on following conditions. First, we choose a large size city like Osaka city as a target field because micro mobility management plays an important role in such a field. Thus an area of simulations is a square area of 16 × 16 km 2 . The area is divided into 256 square areas of 1 × 1 km 2 assuming that each area is covered by a BS and one router is placed next to the BS. The topology of routers and the number of them are determined by reference to those of an access network of an ISP (Internet Service Provider). We choose a complete quadtree of which depth is 4 because topologies of ISP access networks are usually three or four level trees. The root router is placed at the center of the target area and each square area is repeatedly divided into four equal size square areas. The first, second and third level routers are placed at the center of the corresponding square areas.
Second, the area structure of OSPF is designed as follows: All the routers comprise a single OSPF domain and the root router works as a border router (BR) to other domains. The BR uses either e-BGP or i-BGP. The OSPF domain consists of sixteen edge areas and each edge area consists of the second, third and fourth level routers which are placed in a square area of 4 × 4 km 2 . Each second level router works as an area border router (ABR) for a subtree of the third and fourth level routers. The root router, first level routers and the second level routers comprise a backbone area of OSPF. The edge routers and ABRs advertise a router LSA and a summary LSA every routing advertisement interval time, respectively.
Third, we choose a heavily populated area like Osaka city. Thus we initially deploy 2,560,000 MNs randomly in the square field of 16 × 16 km 2 so that the density of MNs is almost the same degree of the population density of Osaka City. MNs move according to the truncated Lévy flight, which models human mobility in an urban area well [17] . Each MN sends application data to other MN, which is randomly selected, according to a Poisson process. The size of application data is distributed based on Gamma distribution with shape parameter 1.80 and scale parameter 5,441.93, which describes regular file size of videos [18] . Figure 5 shows histograms of path stretches of the proposed mobility management and the anchor-less mobility management in the case that the routing advertisement interval is 10 seconds. We observe that path stretches incured by the proposed mobility management are less than those by the anchor-less mobility management. This is because periodical refreshment of tunnels between anchored edge routers and foreign ones contributes to reduce path stretches.
Path Stretch
Choosing an appropriate routing advertisement interval is important to balance a tradeoff relation between path stretches and routing overhead. We will discuss this issue later in Sect. 5.4. Figure 6 shows redundant traffic ratios for various routing advertisement intervals. We observe that the lower the routing advertisement interval becomes, the lower the redundant traffic ratio becomes and that the redundant traffic ratios of the proposed mobility management are less than those of the anchor-less mobility management.
Redundant Traffic
However, the reduction in the ratio incurs routing overhead. In the next subsection, we discuss a tradeoff relation between redundant traffic ratios and routing overhead as well as that between path stretches and routing overhead.
Tradeoff Relations between Routing Overhead and
Message Forwarding Performance Message forwarding performance, i.e., path stretches and redundant traffic ratios, has tradeoff relations with routing advertisement interval lengths. Since each periodical routing advertisement conveys all MN's locations as a Bloom Filter, the routing overhead is not determined by the number of MNs, but by only the routing advertisement interval length. Precisely speaking, the routing overhead is inversely proportional to the routing advertisement interval length. Figures 7 and 8 show a tradeoff relation between average path stretches and routing overhead and that between redundant traffic ratios and routing overhead for various routing advertisement intervals, respectively. We observe that the proposed mobility management reduces both average path stretches and redundant traffic ratios with little routing overhead when the routing advertisement interval length is greater than equal to 10 seconds. When the routing advertisement interval length is 10 seconds, just a few routing advertisements are sent and received in a second by each edge router and the average path stretch and the redundant traffic ratio of the proposed mobility management are just 0.028 and 0.0081, respectively.
On the contrary, when the interval becomes shorter, neither the path stretch nor the redundant traffic becomes better although the routing overhead becomes larger. The results show that the about 10 second interval is a good balance between them. 
Performance of Routing with Bloom Filter
We evaluate redundant hop ratios due to false positives of Bloom Filters and computation time to process a packet forwarding. Figure 9 shows redundant hop ratios for various Bloom Filter sizes. We observe that the redundant hop ratio is approximately 0.01 when the size of Bloom Filters is more than 9.8 × 10 6 [bit] (= 1.225 [Mbyte] ). On the contrary, when the size of Bloom Filters is less than 9.8 × 10 6 [bit], the redundant hop ratio becomes higher than 0.01. We conclude that about one mega byte Bloom Filters are large enough to achieve a low redundant hop ratio in cellular networks irrespective of their false positives.
Redundant Hops
Packet Forwarding Speed
Since FIB lookup is heavy computation that might degrade packet forwarding performance, we measure CPU cycles of FIB lookup in order to confirm that FIB lookup based on the proposed Bloom Filters does not degrade packet forwarding performance. We measure FIB lookup cycles on the following configurations: First, as a hardware platform, we use a computer having two Xeon X5570 CPU (2.93 GHz × 4 CPU cores). The operating system on the computer is Ubuntu 10.04 LTS. We use one CPU core for measurements. Second, we measure CPU cycles spent for FIB lookup with the read time-stamp counter (RDTSC) instruction, which reads the time stamp counter, i.e., a register incremented by CPU cycles. We compute CPU cycles of FIB lookup by adding the RDTSC instruction at the beginning and end of the FIB lookup source code. Third, a router is assumed to have five output ports and thus the measured FIB lookup cycles are a sum of those for the five output ports.
The measurement shows that CPU cycles of FIB lookup is 2,401.17 when the size of Bloom Filters is 9.8 × 10 6 [bit] with 7 hash functions. The result suggests that FIB lookup based on the proposed Bloom Filters is so light-weight that more than about 1.2 × 10 6 packets can be forwarded in a second.
Conclusion
This paper proposes a routing-based mobility management scheme to solve critical problems of distributed mobility management in the 5G era, i.e., path stretch and redundant traffic on the backhaul links. We design a routing protocol with Bloom Filter and integrate the routing protocol and anchor-less forwarding mechanism to leverage their advantages. One contribution of the paper is to show the feasibility of routing with Bloom Filter for mobility management, i.e., light-weight packet forwarding and reasonable size of FIBs. Another contribution is to show that the routing-based mobility management reduces path stretch and redundant traffic on the backhaul links with much less increase in routing overhead.
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