II. SYSTEM EVPLLUATION UNDER SYMMETRIC AND ASYMMETRIC TRAFFIC
In order to analyse the IEEE 802.1 1 performance, we use a software simulation tool implemented in UPC. This software has been validated comparing the results with those published in [l] , under identical simulation conditions. Our simulation program, written in C++ programming language, follows all the IEEE 802.1 1 protocol details. It emulates as closely as possible the real operation of each transmitting station.
The standard IEEE 802.11g has been chosen to realize this study. Simulation environment consists in one BSS composed of 1 A p and 10 US. The stations transmit data packets with constant payload size of 1023 bytes, and the time between consecutive arrivals follows an exponential distribution function. All US are under coverage area. Hidden terminal situation and transmission errors are not considered. Finally, the contention window takes the values of C W~n = 3 2 and CW-=1024 and no backoff is done between two consecutive data frames from the same station.
For the study of the asymmetric situation, we consider the AP transmitting the same amount of traffic than the 10 US altogether. Taking an example, this means that for a global normalized offered load of 0.6, the AP offers 0.3 and user stations offer 0.03 each one. On the other hand, in order to evaluate the protocol performance under symmetric traffic, we assume that in this scenario the AP and user stations are transmitting the same amount of traffic. Taking the same example of previous paragraph, for 0.6 of offered traffic, AP and US are transmitting 0.6/11 = 0.054 each one. An interesting parameter to analyse is the queue delay, defined as the time that a packet ready to be transmitted is delayed until it becomes the first in its transmission queue. Obviously, the AP average queue delay under asymmetric traffic is higher than under symmetric traffic, since the AP in the first case is more loaded than in the second (Fig. 1) .
Considering an asymmetric traffic situation, the AP has more delay than the US at higher loads, for the different transmission rates. For 1 Mbps with an offered load of 0.8, the AP has 24 times more delay than user stations. On the other hand, user station queue delay is lower under asymmetric traffic because US are offering less traffic. Analyzing the throughput, shown in Fig. 2 , for low loaded networks the network throughput does not take difference between symmetric and asymmetric traffic, but it does in high loaded networks. For a transmission rate of 1 Mbps, with an offered load of 0.8, we obtain a throughput of 0.757 in presence of symmetric traffic, whereas with asymmetric traffic we get 0.798. In this case, an asymmetric traffic situation enables more throughput because the number of collisions per transmitted packet is significantly lower, and also the percentage of time in which no station is transmitting, because all of them are in backoff state. The reason of this behavior is that in symmetric trafic, and at high load, all 1 1 stations will always have a queued packet for transmitting, and therefore each packet will enter in a backoff state, and the probability of collisions is also high because all stations want to access to the medium. In the case of asymmetric traffic, the AP will always have its queue full, but in many occasions US will have no packet to be transmitted, so there is less probability to collide and also less time in backoff state. "allred otkred h a d
Fig. 1. AP queue delay
Finally, the throughput difference between symmetric and asymmetric traffic becomes lower as the transmission rate increases. For data rates up 18 Mbps, the saturation throughput values for symmetric and asymmetric traffic become closer, due to the decrease in the collision number and in the percentage of network backoff time difference between the asymmetric and the symmetric situation.
The saturation throughput decreases as the transmission data rate rises. For each packet transmission, the packet sent is composed of a PHY preamble, a PHY header and the data field. When using the IEEE 802.1 l b physical layer, the long preamble and header are sent at 1 Mbps. On the other hand, considering the short format, the preamble is transmitted at 1 Mbps and the header at 2 Mbps. Finally, considering the EW-OFDM physical layer, the preamble and header are sent at 6 Mbps. In this way, as the transmission data rate increases, the difference between data field transmission time and the preamble and header duration becomes higher and therefore the saturation throughput decreases. In the previous section we have seen that under asymmetric traffic conditions, the AP queue delay is higher than under symmetric traffic, and, furthermore, the AP has more delay than the US. In order to improve the AP performance in presence of asymmetric traffic we have studied several methods based on increasing AP priority.
Firstly we reduce the AP minimum contention window value to CW,,=8 and let the AP maximum contention window value at CWm=1024. In this case we observe an important gain in the AP for different transmission rates (Fig.  3) . For a transmission rate of 1 Mbps, with an offered load of 0.7 the AP queue delay decreases fkom 22 ms to 15 ms, whereas in US the queue delay increases from 2 ms to 15 ms.
Unfortunately, for a transmission rate of 1 Mbps we obtain an important throughput reduction in heavy loaded systems (Fig 4) , due to the consequently collision number growth and the increment of the percentage of network backoff time. This throughput decrease becomes less important as the transmission rate increases, because the growth in the collision number and in the percentage of network backoff time decreases.
Finally, the influence of the maximum contention window (CWm=I024 or CWm=32) is minimal in both, AP queue delay and throughput.
As this easy method doesn't give the wished results, we propose other mechanisms of priorizing the AP transmission: 
where PF[AC] is the priority factor. We use an AP priority factor of PF_AP=2 and a US PF-SU =6.
e) Finally, we propose the combination of the mechanism explained in d) and the reduction of the AP minimum contention window value to CW,,=8. The mechanisms explained in a), b), c) and d) do not provide any significant improvement respect the original case, and therefore we haven't plot them in this paper. Employing mechanisms c ) and d), we only obtain a small reduction in the AP queue delay.
On the other hand, method e) provides changes in the protocol behaviour. Using method e), we get a reduction in the AP queue delay from 22 ms to 9 ms, for a transmission rate of 1 Mbps and an offered load of 0.7. This reduction is greater than that obtained by reducing AP CW, , value to 8 (Fig. 3) .
Unfortunately, as expected, when we give more priority to the AP, user station's queue delay increases.
Furthermore, employing method e) for a transmission rate of 1 Mbps the throughput values (Fig. 4) 
