A new sufficient condition for the existence of a stationary causal solution of an ARCH(∞) equation is provided. This condition allows to consider coefficients with power-law decay, so that it can be applied to the so-called FIGARCH processes, whose existence is thus proved.
Introduction
It can arguably be said that autoregressive conditionnally heteroskedastic (ARCH) and long memory processes are two success stories of the nineties, so that they were bound to meet. Their tentative offspring was the FIGARCH process, introduced by Baillie et al. (1996) without proving its existence, which has remained controversial up to now. More precisely, the FIGARCH (p, d, q) process is the solution of the equations
where {z n } is an i.i.d. sequence with zero mean and unit variance, a 0 > 0, d ∈ (0, 1), L is the backshift operator and (I −L) d is the fractional differencing operator:
and θ and φ are polynomials such that θ(0) = φ(0) = 1, φ(z) = 0 for all complex number z in the closed unit disk and the coefficients of the series ex- 
for some sequence {a j } such that a 0 > 0 and ∞ j=1 a j = 1. The letter I stands for integrated, by analogy to ARIMA processes. An important property of such processes is that a stationary solution necessarily has infinite variance. Giraitis et al. (2007) . The known conditions for the existence of stationary causal conditions to ARCH equations are always a compromise between conditions on the distribution of the innovation sequence {z n } and summability conditions on the coefficients {a j , j ≥ 1}. Giraitis and Surgailis (2002) provides a necessary and sufficient condition for the solution to have finite fourth moment. The only rigorous result in the IARCH(∞) case was obtained by Kazakevičius and Leipus (2003) . They prove the existence of a causal stationary solution under the condition that the coefficients a j decay geometrically fast, which rules out FIGARCH processes, and on a mild condition on the distribution of z 0 . 
If there exists p ∈ (0, 1] such that
then there exists a strictly stationary solution of the ARCH(∞) equation:
given by (5) and
The process {X n } so defined is the unique causal stationary solution to equations (5) and (6) 
Since p ∈ (0, 1], we apply the inequality (a + b)
Then, by independence of the ξ j 's, we obtain
where we used (4). This bound shows that S 0 < ∞ a.s. and the sequence
is a sequence of a.s. finite r.v.'s. Since only nonnegative numbers are involved in the summation, we may write
Hence {S n , n ∈ Z} satisfies the recurrence equation
The technique of infinite chaotic expansions used here is standard; it was already used in the proof of (Kokoszka and Leipus, 2000 , Theorem 2.1). This proves the existence of a strictly stationary solution for (5) and (6) by setting σ 2 n = S n and X n = σ n z n . Using (9), we moreover have
Suppose now that {X n } is a strictly stationary causal solutions of the ARCH(∞)
equations (5) and (6). Then, for any q ≥ 1, the following expansion holds:
The last display implies that the series on the right-hand side of (10) converges to S n as q → ∞. Denote by R n,q the remainder term in (11). Since {X n } is a causal solution, X n−j 1 −···−j q+1 is independent of ξ n−j 1 . . . ξ n−j 1 −···−jq for all j 1 , . . . , j q+1 ≥ 1. Hence, for any p ≤ 1,
If Assumption (4) holds and
IARCH(∞) processes
IARCH (Integrated ARCH) processes are particular ARCH(∞) processes for which A 1 µ 1 = 1, or, equivalently up to a scale factor,
To the best of our knowledge, the only rigorous general result on IARCH(∞) processes was obtained by Kazakevičius and Leipus (2003) . See Giraitis et al.
(2007) for a recent review. In Theorem 2.1 of Kazakevičius and Leipus (2003) , it is proved that if
hold, then there exists a unique stationary causal solution to the ARCH(∞)
equations (5)-(6). Condition (13) on the distribution of z 0 is mild, but the condition (14) rules out power-law decay of the coefficients {a j }.
Theorem 1 yields the following sufficient condition for the existence of a IARCH(∞) process.
Corollary 2 If A 1 = 1 and µ 1 = 1, (4) holds for some p ∈ (0, 1] if and only if there exists p * < 1 such that A p * < ∞ and
Then, the process defined by (5) and (7) 
is a solution of the ARCH(∞) equation and E[|X
Proof. Since a i ≤ 1 for all i ≥ 1, it holds that Conversely suppose that there exists p * < 1 such that A p * < ∞ and that (15) holds. Then φ is a convex function on [p * , 1] and (15) implies that φ(q) < 0 for q < 1 sufficiently close to 1.
By convexity of φ and since φ(1) = 0, we also get that A p µ p < 1 implies A q µ q < 1 for all q ∈ [p, 1). Then, by Theorem 1, the process {X n , n ∈ Z} defined by (7) and (6) is a solution to the ARCH(∞) equation and satisfies
Comments on Corollary 2.
(i) Condition (15) is not easily comparable to conditions (13) and (14) of Kazakevičius and Leipus (2003) . Condition (15) is not necessary to prove the existence of a causal stationary solution if the coefficients a j decay geometrically fast (in particular if there are only finitely many nonvanishing coefficients), as a consequence of (Kazakevičius and Leipus, 2003, Theorem 2.1); however, this result does not prove that any moments of X n are finite, contrary to Corollary 2.
(ii) It might also be of interest to note that the Lyapounov exponent of the FIGARCH process as defined in Kazakevičius and Leipus (2003) is zero.
So our result proves that such a feature is not in contradiction with strict stationarity.
(iii) In the specific case of IGARCH processes, which are particular parametric subclasses of IARCH(∞) processes, Bougerol and Picard (1992) have a different set of assumptions on the distribution of z 0 : they assume that P(z bounded from below by 1/(x 2 log 2 (x)) for x large enough. In that case, condition (15) holds for any sequence {a j } such that A p * < ∞ for some p * < 1. This conditions allows for a power-law decay of the coeffficients a j , for instance a j ∼ cj −δ , for some δ > 1.
Corollary 2 can be used to prove the existence of a causal strictly stationary solution to some FIGARCH(p, d, q) equations. Let us illustrate this in the case of the FIGARCH(0, d, 0) equation, that is (5) and (6) with d ∈ (0, 1), a 0 > 0 and a j = π j (d) for all j ≥ 1, where
Corollary 3 
over, it is decreasing and convex with respect to p, H(1, d) = 0 and (ii) Tail behaviour of the marginal distribution of GARCH processes have been investigated by Basrak et al. (2002) , following Nelson (1990) 
