Abstract. Characterisations of optimal linear estimation rules are given in terms of the reproducing kernel function of a suitable Hilbert space. The results are illustrated by means of three different, useful function spaces, showing, among other things, how Gaussian quadrature rules, and the Whittaker Cardinal Function, relate to optimal linear estimation rules in particular spaces.
tolerably small. A great many approximations of the form of (1) have been suggested in the case when L represents a process of definite integration; the methods of Chebyshev, Newton-Cotes and Gauss are classic examples, while Sard [7] has derived other formulae.
Taking the problem of numerical quadrature as the typical example of linear estimation, two separate "best" approaches, which might be associated with the names of Gauss and Sard respectively, are discernible. In the Gaussian approach one considers a set of basis functions, for example [x';j = 0, 1, 2, • ••}, and tries to choose the 2n parameters {w" x¡ j; = 1, 2, • ■ ■ , n} so as to make approximation (1) exact for the first 2n members of this set. For functions not treated exactly by the resulting approximation process it is a separate problem to discover bounds on the value of \Rf\.
In the approach of Sard one considers the totality of functions, for example, a real Hilbert space, to which the approximate formulae (1) might be applied; for any / in this class one derives a bound on |i?/| in algebraic form, which is then minimised by appropriate choice of the parameters {w¡ and/or x¡ ; j = 1,2, • • ■ , n}. The resulting approximation formula is said to be "optimal" ; with respect to weights and/or abscissae.
The purpose of this paper is to examine the relationship between the two above approaches to the problem of approximating bounded linear functionals in Hilbert spaces possessing reproducing kernel functions. Questions such as "Which functions are treated exactly by an approximation formula derived by means of Sard's approach?" and "Is there a space of functions in which a Gaussian formula is optimal?" will be of interest. Also, simultaneous equations for the optimal values of \w¡, x¡, j = 1,2, • • • , tí} will be derived.
2. Some General Results. Let D denote a point set contained in the space of a real, or complex, variable, and let 3C be a Hilbert space of functions f(x), the domain of each / G 3C being D. If there exists a function K(x, y), of two variables x, y £ D, which satisfies the inner product relation (3) h(y) = (h(x), K(x, y)), for all h G ¿C and also, for any fixed y G D, K(x, y) G 3C is regarded as a function of x, then K is said to be a reproducing kernel function for 3C. Here, the bar denotes "complex conjugate". Not all Hilbert spaces possess reproducing kernel functions; those which do are characterised by the following property (Aronszajn, [1] ):-A necessary and sufficient condition that 3C possess a reproducing kernel function is that, for every fixed x G D, the linear functional Lf = f(x) is bounded. That is, there exists a finite constant C" depending upon x, such that \f(x)\ S C.-11/11, for all/G 3C.
Furthermore, it turns out that the reproducing kernel function, if it exists, is unique and satisfies the relation (4) K(y, x) = Kix, y), for all x, y G D.
The importance of Hilbert spaces possessing reproducing kernel functions stems from the desirability of estimating a function (and hence, functionals) from values of its ordinates at given abscissae. In order to localise the required function to a bounded region in the space, one can conveniently make use of values of the norm of the function and of bounded, linear functionals (Golomb and Weinberger, [2] ); thus, it is important that ordinate values be bounded linear functionals, which implies that the space should possess a reproducing kernel function.
Let L be a bounded linear functional in 5C with a représenter g(-) and assume that the nodes {*, ; y = 1, 2, • • • , 72} always remain within D. From Eq. (2), applying (3) and the Riesz representation theorem, we see that Rf = (/GO, s(y) -Ê ^tK(y, *,)) , hence, by Schwarz's theorem, \R\2 á 11/11 g(y)-22wiKiy,x¡) By definition, the approximation rule will be optimal if the parameters {w¡, *,; j = 1, 2, • • • , n] are chosen so as to minimise the quantity (5) S = giy)-22*iK(y>xd We now minimise the positive definite quadratic form S using a standard variational technique. Letting wk vary by a small amount bwk, the corresponding small change in S1 is given by
Hence, (5S)"4 vanishes identically for any small Swk, provided that (6) But so that
X WjK(xk, Xj) = g(xk).
where the superfix y indicates that L operates on K(y, xk) regarded as a function of its first argument. A stationary point of S1 with respect to small changes in the abscissae may be found in a similar fashion. The small change in S corresponding to a small change 5xk in xk may be expressed as (8) 
T~ g(Xk) -2 wi y K(x¡, xk)J if the appropriate derivatives exist. This expression vanishes identically for any ôxk provided that
The matrix of the linear equations (7) This result follows from noting that Eqs. (1) and (7) may be expressed in the determinant form /.
/,
Kix",xn) iKiy.X.), giy))\ for any représenter g(y). Clearly, this relation results from forming an inner product with gfy) and the relation
which is the defining relation for ](y). This follows by inspection of Eqs. (9) and (10).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Optimality of the approximation rule can still be defined in terms of minimising S with respect to the {x¡} but can no longer be expressed in terms of Theorem 2.
The reason for this can be interpreted in several equivalent ways; for example, we have we see that Eqs. (7) and (9) However, the above analysis is interesting particularly in connection with approximate quadrature-an application which we explore in the next section. Richter and Rabinowitz [10] have studied Bergman-Hilbert spaces, with inner product integration regions which are symmetric about the origin in the complex plane. For the case in which Lf is an integral along a finite segment (-d, d) of the real line, they have shown that the optimal abscissae are contained in [-d, d ] and the optimal weights are all positive.
3. Three Examples. As the first example we take 3C to be the Hubert space of functions of a complex variable x which are analytic within the region |x| < r and continuous where x = r, r being a positive, real number. The inner product will be defined as an integral around the circle, i.e.
(17) (j, g) = f fg-\dx\,
•M*l-r whence the reproducing kernel function is the Szegö kernel 08) Kiy,x) = ¿0-2-yxT1.
Further details may be found in Meschkowski [5] . From Corollary 1, we know that any optimal rule of the form (1) for estimating the value of a bounded, linear functional must be exact for the 2tz functions: and exact treatment of these limiting functions is the characteristic of quadrature rules of Gaussian type. Thus, for example, the classic Gaussian quadrature rules appear as the limit, when r -* », of a sequence of optimal quadrature rules.
Although, in principle, the asymptotic form of Smia may be determined for any given L, this information does not enable us to make use of (12) for the purpose of bounding the error of approximation, since 11/| | increases without limit as r -* <». This observation agrees with the fact that extra information, often in terms of derivatives of /, is necessary in order to obtain bounds on the error of Gaussian quadrature rules. It is of course, still possible to bound the error in terms of values of 11/| | and S computed in a space for which a Gaussian approximation rule is not optimal; for example, one could choose a fixed, finite value of r for this purpose.
(ii) For the second example we consider the class of real valued functions of a real variable x which have square integrable second derivatives over the interval [0, 1] . With an inner product defined by In particular, if we construct the 2(n -1) functions these too must be treated exactly by the optimal approximation rule. Now notice that as a and ß become very small the linear parts of K(y, x¡) and J(y, Xj) become dominant. Thus, in the limit where a and ß separately approach zero, the optimal approximation must be exact for the functions / = 1 and / = y; indeed, this is the reason for being interested in the limiting case. These two conditions, together with the 2(n -1) similar conditions on {M,(y), iV,(v); j = 1, 2, • ■ • , « -1} from which a and ß have been eliminated, will, in general, provide enough information to enable us to determine optimal values of the parameters \wt, x¡; j = 1, 2, •••,«} in the limiting case.
Specialising further, we consider the case where (27) Lf = f f(y) dy. we find that the optimal interpolation rule, in this Hubert space with these pre-scribed abscissae, may be written in the form i.e., the optimal interpolating function is the well-known cardinal function! (Whittaker, [9] ). Optimal values of bounded linear functionals can now be found by applying the functionals to j(x) (cf. Corollary 1). Returning again to quadrature rules, if we attempt to choose f Lf = j a KO-dt we find that the représenter of L is unity over (-°°, °°); i.e., it is not strictly a member of the Hubert space under consideration since its norm is not finite. However, for suitable f(t) and real e, we can write
Here L, is a bounded linear functional: since its représenter (Sin (et))/et is a member of the space if e < a; hence, we can apply the results of Section 2. In this case the abscissae which are optimal for the purpose of estimating L,f are found by maximising the quantity A table of corresponding optimal values of weights and abscissae is given below, for various values of n. The maximisation of T was performed numerically, using a conjugate gradient method (Fletcher and Reeves, [11] ).
It is conjectured that, as ti -* °°, the optimal weights and the spacing between optimal abscissae all approach the value 2x. 
