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2. NOTATION AND RESULTS FOR AFFINE ELEMENTS 11 IntroductionThe classical nite element approximation theory relies on the condition that the elementsare isotropic, that means, the lengths of all sides of the element are of the same orderand their interior angles do not degenerate, see for example [7, 9]. However, in recentyears elements were successfully applied which violate these conditions; they are calledanisotropic. The diameters of such elements have dierent asymptotic behaviour in dierentspatial directions. Applications include the approximation of edge singularities in diusiondominated problems [1], of boundary and interior layers [4, 3, 16], or simply the meshing ofnarrow domains like the gap between rotor and stator in an electrical machine.First attempts to treat such elements were made in several papers including [5, 10, 13,14, 23, 25] by proving local interpolation error estimates where only the largest diameterappears in the result. So these authors did not derive the possible advantage of usingelements with dierent diameters in dierent directions.This remedy was removed in [1, 3, 17, 19, 24] by proving various sharper (anisotropic)interpolation error estimates for simplicial and cuboidal elements in two and three dimen-sions. However, up to now the theory for quadrilateral and hexahedral elements is limitedto tensor product elements (rectangles and bricks). Parallelepipeds and isoparametric ele-ments were not considered yet. But such elements are of importance if quadrilateral niteelement meshes are investigated for arbitrary polygonal domains. They are focused in thepresent paper.The outline is as follows: For clarity we restrict ourselves rst to two dimensions. Afterintroducing some notation and discussing the simple case of parallelograms we elaborate inSection 3 the bilinear transformation and derive anisotropic interpolation error estimatesfor quadrilateral elements with straight edges. In Section 4 we will see that some but notall of these results extend to three dimensions.In a nal section we sketch an application of these results and derive an optimal niteelement error estimate for a reaction diusion problem in a general polygonal domain wherethe boundary layer is resolved using anisotropic trapezoidal elements. We point out thatthis error estimate cannot be obtained using previous interpolation results, see Remark 3 onpage 13. Note that our application consists in an a-priori error estimate. For rst attemptsto construct adaptive methods using anisotropic elements we refer to [11, 12, 15, 20, 22].2 Notation and results for ane elementsConsider isoparametric quadrilateral elements e 2 IR2 with, for simplicity, straight edges.Introduce the reference element ê = (0; 1)2 and denote as in [7, Section 2.2] by Qk the spaceof all polynomials of the form q(x̂) = P01;2k cx̂, x̂ = (x̂1; x̂2). Throughout the paper, theparameter k will characterize the polynomials in this sense. We use a multi-index notationwith := (1; 2); jj := 1 + 2; m := (m1;m2); x̂ := x̂11 x̂22 ; D̂ := @ jj@x̂11 @x̂22 ;1; 2 2 IN0; m 2 IR+.The shape functions  ̂1 := (1 x̂1)(1 x̂2);  ̂2 := x̂1(1 x̂2);  ̂3 := x̂1x̂2;  ̂4 := (1 x̂1)x̂2 inthe bilinear case are also used for the mapping x = F (x̂) of ê onto e: LetX(i) = (X(i)1 ;X(i)2 )T ;i = 1; : : : ; 4; denote the vertices of e, thenx = F (x̂) := 4Xi=1X(i) ̂i(x̂) 2 (Q1)2:
2 2. NOTATION AND RESULTS FOR AFFINE ELEMENTSWe assume that e is convex, then this mapping is invertible [9, p. 105]. Note that X(i);F; and several other identiers below depend on e, but we omit another index to keep thenotation short.Consider now the general case k  1. Denote by '̂i(x̂); i = 1; : : : ; (k + 1)2; the usualnodal shape functions corresponding to the set f0; 1k ; 2k ; : : : ; k 1k ; 1g2 of nodal points. Thenwe dene via 'i(x) := '̂i(F 1(x)) the ansatz functions on e. Note that, in contrast to aneelements, these functions are not polynomial in general. In the special case of e being aparallelogram, the transformation F (x̂) is ane (X(1)  X(2) +X(3)  X(4) = 0).Let I(k) be the Lagrangian interpolation operator on the reference element ê. The inter-polation operator on e is then dened by (I(k)h v)(x) := I(k)v̂(x̂), where v̂(x̂) := v(F (x̂)).Finally, let Wm;p(e); m 2 IN0; p 2 [1;1]; be the usual Sobolev spaces with the normand the special seminormkv;Wm;p(e)kp := Xjjm Ze jDvjpdx; jv;Wm;p(e)jp := Xjj=m Ze jDvjpdx;and the usual modication for p = 1. In general, we will write Lp(e) for W 0;p(e). Thesymbol C is used for a generic positive constant which may be of dierent value at eachoccurrence. But C is always independent of the element e, in particular of its size, and ofthe function under consideration.To summarize interpolation error estimates on the reference element ê which are suitedfor anisotropic elements e, we formulate the following theorem, see [8, Lemma 5] and [1,Theorems 3 and 4]. Estimate (2) was proved in [18, 25] for k = 1; p = 2; and in [10] fork = 1; p > 2; and for k  2; p  1; as well.Theorem 1 Assume v̂ 2 W k+1;p(ê); 1  p  1, and let  be a multi-index with jj = 1.Then the estimates kv̂   I(k)v̂;Lp(ê)k  C Xjj=1 kD̂(k+1)v̂;Lp(ê)k; (1)kD̂(v̂   I(k)v̂);Lp(ê)k  CjD̂ v̂;W k;p(ê)j (2)hold. If v̂ 2 W k+2;p(ê); 1  p  1, then we have alsojjD̂(v̂   I(k)v̂);Lp(ê)k  CkD̂(k+1) v̂;Lp(ê)k+ CjD̂ v̂;W k+1;p(ê)j: (3)The proof of anisotropic interpolation error estimates reduces now to the transformationof the estimates in Theorem 1 to the quadrilateral e. The simplest case of e being a rectangle,where F (x̂) = (h1x̂1; h2x̂2)T +X(1), was considered in [1]. In a rst step we will generalizethis to parallelograms which satisfy the following two conditions, compare Figure 1.Interior angle condition: The interior angles i of the element e are bounded by 0 <  i    ; i = 1; : : : ; 4; where the constant  is independent of e, in particularof the mesh size.Coordinate system condition: The angle  between the longest side of the element eand the x1-axis is bounded by j sin j  Ch2=h1:Here, h1 denotes the length of the longest edge of e and h2 := meas2(e)=h1 is the corre-sponding height.We point out that the coordinate system condition is not as restrictive as it might look.The x1; x2-coordinate system can be tted to the boundary or some other manifold where
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x̂11x̂210 ê h2 eh1 x1x2  Figure 1: Illustration of the ane element.peculiarities in the solution arise. It is only demanded that this system is independent ofthe single element e which is considered here. So we could also set  = 0. On the otherhand, the introduction of this condition prevents discussions about whether the direction ofthe longest edge or of the longest diagonal is the stretching direction.We recall that the transformation can be realized byx = F (x̂) = Bx̂+ b (4)with B = (bij)2i;j=1 2 IR22; b 2 IR2; andjdetDj = jdetBj = h1h2; (5)where D is the Jacobi matrix of this transformation. Because this situation correspondscompletely to the case of triangular elements we have the following estimates for the entriesof the matrices B and B 1 = (b( 1)ij )2i;j=1, see [2, Theorem A4].jbijj  Cminfhi; hjg; i; j = 1; 2; (6)jb( 1)ij j  Cminfh 1i ; h 1j g; i; j = 1; 2: (7)From this we conclude by simple transformation rules the following estimates for the trans-formation of the derivatives,jDvj  C Xjj=jjh jD̂ v̂j; jD̂ v̂j  Ch Xjtj=jj jDtvj; jD̂v̂j  C Xjsj=jjhsjDsvj; (8)h := h11 h22 . We can now imply the anisotropic interpolation error estimates correspondingto Theorem 1.Theorem 2 Assume that e is a parallelogram which satises the interior angle conditionand the coordinate system condition. Let  be a multi-index with jj = 1 and v 2 W k+1;p(e);1  p  1. Then the estimateskv   I(k)h v;Lp(e)kp  C Xjj=k+1hpkDv;Lp(e)kp; (9)kD(v   I(k)h v);Lp(e)kp  C Xjj=k hpjDv;W 1;p(e)jp (10)hold.
4 3. BILINEAR ISOPARAMETRIC ELEMENTSNote that the transformation of (3) makes sense only in the case of rectangular elementswhere mixed derivatives of order k + 1 can be avoided,kD(v   I(k)h v);Lp(e)k  ChkkD(k+1);Lp(e)k+ C Xjj=k+1hpkD+v;Lp(e)k:Proof We give the proof for the slightly more dicult case (10); the proof of (9) is similar.By (8) and Theorem 1 we havekD(v   I(k)h v);Lp(e)kp  Ch1h2 Xjj=1h pkD̂(v̂   I(k)v̂);Lp(ê)kp Ch1h2 Xjj=k Xjj=1h pkD̂+ v̂;Lp(ê)kp C Xjj=k Xjj=1h p Xjtj=1 Xjsj=k hphspkDs+tv;Lp(e)kp= C Xjtj=1 Xjsj=k hspkDs+tv;Lp(e)kp;and the theorem is proved. 23 Bilinear isoparametric elementsWe consider the isoparametric transformation as a perturbation of an ane transformation.Let ~e be a rectangular element with edges parallel to the axes of the coordinate system.The coordinates of the vertices of ~e are X(i); i = 1; : : : ; 4. The isoparametric element e is aperturbation of ~e, the coordinates of its vertices are X(i) + a(i); i = 1; : : : ; 4. Denote by~F (x̂) = X(1) +Bx̂; B = diag(h1; h2);F (x̂) = ~F (x̂) + 4Xi=1 a(i) ̂i(x̂);the transformation of ê to ~e and e, respectively, that means ~e = ~F (ê); e = F (ê).The Jacobi matrix of the transformation F isD = D(x̂) =  d11 d12d21 d22 ! = B + 4Xi=10BB@ a(i)1 @ ̂i@x̂1 a(i)1 @ ̂i@x̂2a(i)2 @ ̂i@x̂1 a(i)2 @ ̂i@x̂2 1CCA :In order to keep properties like (5){(7) we demand the existence of a0 and a = (a1; a2) withja(j)i j  aih2; 0  ai  C; i = 1; 2; j = 1; : : : ; 4; (11)12   h2h1a1   a2  a0 > 0: (12)While a0 is a constant, the numbers ai are allowed to depend on h1 and h2, within thelimitations given by (11), (12).Lemma 3 The conditions (11), (12) imply for all x̂ 2 ê the estimatesC1h1h2  jdetD(x̂)j  C2h1h2 (13)jdij(x̂)j  Cminfhi; hjg; i; j = 1; 2; (14)jd( 1)ij (x̂)j  Cminfh 1i ; h 1j g; i; j = 1; 2; (15)where d( 1)ij are the entries of the inverse of the Jacobi matrix D.
3. BILINEAR ISOPARAMETRIC ELEMENTS 5Proof By the calculation of @ ̂i@x̂j we obtain with (11) and (12)jd11   h1j = (1  x̂2)(a(2)1   a(1)1 ) + x̂2(a(3)1   a(4)1 )  2a1h2and similarly jd12j  2a1h2, jd21j  2a2h2, and (1 2a2)h2  d22  (1+2a2)h2. Consequently,detJ = d11d22   d12d21  (h1   2a1h2)(1  2a2)h2   4a1a2h22= h1h2(1  2h2h1 a1   2a2)  2a0h1h2;detJ  (1 + 2h2h1a1)h1(1 + 2a2)h2 + 4a1a2h22  Ch1h2;and (13) and (14) are proved. The estimate (15) is a direct consequence using the explicitrepresentation of the inverse. 2Remark 1 Note that there is virtually no restriction on a1 if h2  h1. Note further that thecondition to a2 could be weakened if the numbers a(i)2 ; i = 1; : : : ; 4; satisfy sign a(1)2 = sign a(4)2and sign a(2)2 = sign a(3)2 . This is the reason why the ane elements from Section 2 dosatisfy (11) but with constants not necessarily satisfying (12). As another alternative wecould consider perturbations of parallelograms ~e satisfying the conditions of Section 2. Thefollowing results would remain true but the angle  would have to be involved in (12). Wechose a rectangle to keep our explanations as clear as possible.Because for the second order derivatives of the transformation F the relations@2xi@x̂2j = 0; i; j = 1; 2; (16)hold, we conclude by analogy to (8) for pure (non-mixed) derivatives Dv with  = k(k 2 IN; jj = 1) jD̂k v̂j  C Xjsj=k hsjDsvj: (17)Using (1) we obtain immediately that the anisotropic interpolation error estimate (9) holdsin the isoparametric case as well.The drawback for estimates of the derivatives of the interpolation error is that mixedderivatives appear at the right hand side of (2) and (3). In view of@2xi@x̂1@x̂2 = a(1)i   a(2)i + a(3)i   a(4)i ;  @2xi@x̂1@x̂2   4aih2; i = 1; 2; (18)this implies that in the transformation of the k-th order derivative D̂ also derivatives Dof order hk+12 i ; : : : ; k will appear. Here, [z] denes the largest integer which is less or equalz. Therefore, the anisotropic interpolation error estimate will not be of the quality of (10).We obtain the following result.Theorem 4 Consider a rectangular element ~e with sides of length h1 and h2, h1  h2, whichare parallel to the axes of the x1; x2-coordinate system. The coordinates of the four verticesare perturbed by vectors a(i) = (a(i)1 ; a(i)2 )T satisfying at least (11), (12). The resulting element
6 3. BILINEAR ISOPARAMETRIC ELEMENTSis denoted by e. Then for k 2 IN , v 2 W k+1;p(e), 1  p  1, the following anisotropicinterpolation error estimates hold:kv   I(k)h v;Lp(e)kp  C Xjj=k+1 hpkDv;Lp(e)kp; (19)jv   I(k)h v;W 1;p(e)jp  C Xjj=k hpjDv;W 1;p(e)jp ++ C kXr=[k=2]+1h(k r)p2 Xjj=2r k 1 Xjj=k+1 r hpapkD+v;Lp(e)kp: (20)If even v 2 W k+2;p(e), 1  p  1, thenjv   I(k)h v;W 1;p(e)jp  C Xkjjk+1 hpjDv;W 1;p(e)jp++ C k+1Xr=[(k+1)=2]+1h(k+1 r)p2 Xjj=2r k 2 Xjj=k+2 r hpapkD+v;Lp(e)kp: (21)Proof The validity of (19) was already discussed above. For the other estimates we haveto transform mixed derivatives and start with a transformation formula in tensor form, see[6, Relations (2.9){(2.10)]:D̂mv̂ := (D)jj=m = mXr=1Drv Xi2E(m;r) ci mYq=1(DqF )iq ;E(m; r) := 8<:i 2 INm0 : mXq=1 iq = r; mXq=1 q iq = m9=; :Because third derivatives of F vanish in our case it suces to consider the setE(m; r) = f(i1; i2) 2 IN20 : i1 + i2 = r; i1 + 2i2 = mg= f(i1; i2) 2 IN20 : i1 = 2r  m; i2 = m  rg (22)(let i3 = : : : = im = 0) which yields r  [(m+ 1)=2] andD̂mv̂ = mXr=[(m+1)=2] crDrv (D̂1F )2r m(D̂2F )m r:Now we extract single derivatives from this relation. For this we split multi-indices in theform  = Pjji=1 (i) with j(i)j = 1, i = 1; : : : ; jj. We obtain with jj = mD̂v̂ = mXr=[(m+1)=2] cr Xjsj=rDsv  2r mYi=1 D̂(i)xs(i)!0@m rYj=1 D̂(2r m+2j 1)+(2r m+2j)xs(2r m+j)1A ;jD̂v̂j  C mXr=[(m+1)=2] Xjsj=r jDsvj 2r mYi=1 minnh(i);hs(i)o!0@m rYj=1 as(2r m+j)1A hm r2= C Xjsj=m jDsvj mYi=1minnh(i);hs(i)o+ C m 1Xr=[(m+1)=2] Xjsj=2r m Xjtj=m r hsathm r2 jDs+tvj:Note that in view of (16) some terms at the right hand side could be omitted but the qualityof the following statements remains.
3. BILINEAR ISOPARAMETRIC ELEMENTS 7Consider now the transformation of (2). Set m = k + 1 in the formula above, then weget by analogy to the proof of Theorem 2 for jj = 1:kD(v   I(k)h v);Lp(e)kp  Ch1h2 Xjj=1h pkD̂(v̂   I(k)v̂);Lp(ê)kp Ch1h2 Xjj=k Xjj=1h pkD̂+ v̂;Lp(ê)kp C Xjj=k Xjj=1h p 0@hp Xjsj=k Xjtj=1hspkDs+tv;Lp(e)kp++hp2 kXr=[k=2]+1h(k r)p2 Xjsj=2r k 1 Xjtj=k+1 r hspatpkDs+tv;Lp(e)kp1A C Xjsj=k Xjtj=1hspkDs+tv;Lp(e)kp + C kXr=[k=2]+1h(k r)p2 Xjsj=2r k 1 Xjtj=k+1 rhspatpkDs+tv;Lp(e)kp:Thus (20) is proved. The remaining estimate is obtained by analogy using (3) and thetransformation formula (17) for pure derivatives. 2Let us focus now some special cases. For k = 1 the estimate (20) means that theapproximation order is not better than maxfa1; a2g. For the particular caseai  Chi; i = 1; 2; (23)we obtain jv   I(1)h v;W 1;p(e)jp  C Xjj=1hpkDv;W 1;p(e)kp:For quadratic ansatz functions we get from (20)jv   I(2)h v;W 1;p(e)jp  C 8><>: P1jj2hpjDv;W 1;p(e)jp for a satisfying (12),Pjj=2hpkDv;W 1;p(e)kp for a satisfying (23). (24)In each case we have both second and third order derivatives at the right hand side. Notethat these second order derivatives as well as the rst order derivatives in the case k = 1 canbe omitted for isotropic elements. This is based on an estimate of type (1) on the referenceelement, where no mixed derivatives appear. But such an estimate is not applicable foranisotropic elements. One would get terms of the order h 12 hk+11 at the right hand side.The stronger assumption v 2 W k+2;p(e) leads for k = 1 tojv   I(1)h v;W 1;p(e)jp  C X1jj2hpjDv;W 1;p(e)jp for a satisfying (12).We do not get an improvement with (23) instead of (12). For k = 2, however, estimate (21)gives only marginal advantage in comparison with (24). We get even fourth order derivativesat the right hand side but the second order terms remain:jv   I(2)h v;W 1;p(e)jp  C 8>>>><>>>>: P2jj3hpjDv;W 1;p(e)jp + hp2jv;W 2;p(e)jpfor a satisfying (12),P2jj3hpjDv;W 1;p(e)jp + hp2 Pjj=2hpkDv;Lp(e)kpfor a satisfying (23).
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q1 q2 Figure 2: Anisotropic mesh in the boundary layer of a general polygonal domain.Remark 2 We remark that the restriction (23) is very strong, but not without practicaluse. Consider an approximation of a curved C2-boundary with anisotropic trapezoids e, seeFigure 2 for an illustration. Describing e in a coordinate system where the long sides ofe are parallel to the x1-axis we see that ah2 = (12(q1 + q2); 0) where q1 = meas1(AE) andq2 = meas1(FB). Viewing the boundary   in the tangential-normal coordinate system withrespect to A we obtain meas1(BG)  Ch21; meas1(AG)  h1; that means tan'  Ch1 andthus q1 = h2 tan'  Ch1h2. The same can be derived for q2. Therefore, a satises (23).Corollary 5 Of course one can set h2  h1 =: h and derivekv   I(k)h v;Lp(e)k  Chk+1jv;W k+1;p(e)j;jv   I(k)h v;W 1;p(e)j  C8>><>>: k+1Pr=[k=2]+1hr 1jv;W r;p(e)j = O(h[k=2]) for a satisfying (12),hk k+1Pr=[k=2]+1 jv;W r;p(e)j = O(hk) for a satisfying (23),and under higher regularity assumptionsjv   I(k)h v;W 1;p(e)j  C8>>>><>>>: k+2Pr=[(k+1)=2]+1hr 1jv;W r;p(e)j = O(h[(k+1)=2]) for a from (12),hkjv;W k+1;p(e)j+ hk+1 k+2Pr=[(k+1)=2]+1 jv;W r;p(e)j = O(hk)for a from (23).We note that jv   I(1)h v;W 1;2(e)j  Ch jv;W 2;2(e)j was derived in [25] under similarassumptions as in (12). This is a better result than in Corollary 5. It is based on a fullydierent proof.
4. EXTENSION TO THREE DIMENSIONS 94 Extension to three dimensionsIn this section we will briey comment on which parts of the theory developed in Sections2 and 3 remain true for hexahedral elements. In analogy to the two dimensional case werestrict our considerations to elements e = F (ê) with trilinear mapping F . The notation isextended canonically.The interpolation error estimates on ê formulated in Theorem 1 are valid with the slightrestriction that (2) holds only if k  2 or p > 2, see [1].All considerations of the ane transformation carry over, see [2]. In particular thisconcerns (6){(9), and (10) with the restriction p > 2 for k = 1. For clarity, we formulatethe denition of the mesh sizes and the conditions: Let Ee be the longest edge of e, and letFe be the larger of the two faces of e with Ee  F e. Then we denote by h1 := meas1(Ee)the length of Ee, by h2 := meas2(Fe)=h1 the diameter of Fe perpendicularly to Ee, and byh3 := meas3(e)=(h1h2) the diameter of e perpendicularly to Fe. For intermediate use weintroduce another Cartesian coordinate system (x1;e; x2;e; x3;e) such that (0; 0; 0) is a vertexof ê, Ee is part of the x1;e{axis, and Fe is part of the x1;e; x2;e{plane.Interior angle condition (3D): There is a constant  <  (independent of h and e 2 Th)such that the interior angles i;j in the faces as well as the angles k between two facesof any element e are bounded by  : 0 <   i;j    ; i = 1; : : : ; 4; j = 1; : : : ; 6;0 <   k     ; k = 1; : : : ; 12.Coordinate system condition (3D): The transformation of the element coordinate sys-tem (x1;e; x2;e; x3;e) into the system (x1; x2; x3) can be determined as a translation andthree rotations around the xj;e-axes by angles  j (j = 1; 2; 3), wherej sin 1j  Ch3=h2; j sin 2j  Ch3=h1; j sin 3j  Ch2=h1:In the isoparametric case we consider elements e which are a perturbation of brickelements. The conditions (11) and (12) read nowja(j)i j  aih3; 0  ai  C; i = 1; 2; 3; j = 1; : : : ; 8; (25)12   h3h1a1   h3h2a2   a3  a0 > 0; (26)and Lemma 3 is valid for i; j = 1; 2; 3. The particular case (23) reads nowai  Chi; i = 1; 2; 3: (27)While rst and second order derivatives of F transform as in the two dimensional casewe have now to consider also third order derivatives: @2xi@x̂j@x̂k   4aih3(1   jk); i; j; k = 1; 2; 3; (28) @3xi@x̂1@x̂2@x̂3   8aih3; @3xi@x̂2j@x̂k = 0; i; j; k = 1; 2; 3; (29)where ij is the Kronecker delta. From this we get more terms in the transformation ofjD̂v̂j, jj  3, which changes Theorem 4 to the following one.
10 4. EXTENSION TO THREE DIMENSIONSTheorem 6 Consider a brick element ~e with sides of length h1; h2; and h3; h1  h2  h3,which are parallel to the axes of the x1; x2; x3-coordinate system. The coordinates of the eightvertices are perturbed by vectors a(i) = (a(i)1 ; a(i)2 ; a(i)3 )T , i = 1; : : : ; 8, satisfying at least (25),(26). The resulting element is denoted by e. Then the following anisotropic interpolationerror estimates hold: kv   I(k)h v;Lp(e)kp  C Xjj=k+1hpkDv;Lp(e)kpfor v 2 W k+1;p(e), 1  p 1,jv   I(k)h v;W 1;p(e)jp  C Xjj=k hpjDv;W 1;p(e)jp ++ C kXr=[k=3]+1 Xi2E(k+1;r) Xjj=i1 Xjj=i2+i3 hpaph(i2+i3 1)p3 kD+v;Lp(e)kpfor v 2 W k+1;p(e), 2 < p  1, andjv   I(k)h v;W 1;p(e)jp  C Xkjjk+1 hpjDv;W 1;p(e)jp ++ C k+1Xr=[(k+1)=3]+1 Xi2E(k+2;r) Xjj=i1 Xjj=i2+i3 hpaph(i2+i3 1)p3 kD+v;Lp(e)kpfor v 2 W k+2;p(e), 1  p 1.The theorem can be proved with the same ideas as in the two-dimensional case. Theonly dierence is that the set E(m; r) can not be described in such an explicit form as in(22).For the better understanding we formulate now the particular results for k = 1 andk = 2. We get for v 2 W k+1;p(e)jv   I(1)h v;W 1;p(e)jp  C Xjj=1hpkDv;W 1;p(e)kp for p > 2 and a satisfying (27),jv   I(2)h v;W 1;p(e)jp  C Xjj=2hpkDv;W 1;p(e)kp + C Xjj=1hpkDv;Lp(e)kpfor p  1 and a satisfying (27).If even v 2 W k+2;p(e), 1  p  1, thenjv   I(1)h v;W 1;p(e)jp  C X1jj2hpjDv;W 1;p(e)jp + C Xjj=1hpkDv;Lp(e)kpfor a satisfying (27),jv   I(2)h v;W 1;p(e)jp  C 8>>><>>: P1jj3hpjDv;W 1;p(e)jp for a satisfying (26),P2jj3hpjDv;W 1;p(e)jp + Pjj=2hpkDv;Lp(e)kpfor a satisfying (27).For the general assumption (26) the three cases i) k = 1; v 2 W 2;p(e); ii) k = 1; v 2 W 3;p(e);and iii) k = 2; v 2 W 3;p(e) are not mentioned because we get no convergence. Note furtherthat for k = 2; v 2 W k+2;p(e) we get only rst order convergence, if we do not restrict on(27). As to the author, a better result is possible only if special cases of the perturbationare considered. Moreover, observe that for k = 1 the use of (3) instead of (2) leads to moreterms at the right hand side and needs higher regularity of v, but the estimate holds for allp  1 and not only for p > 2.
5. ANISOTROPIC MESH REFINEMENT IN BOUNDARY LAYERS 11Corollary 7 Again, we can set h3  h2  h1 =: h and derive for a satisfying (26)kv   I(k)h v;Lp(e)k  Chk+1jv;W k+1;p(e)j;jv   I(k)h v;W 1;p(e)j  C k+1Xr=[k=3]+1hr 1jv;W r;p(e)j = O(h[k=3]);and under higher regularity assumptionsjv   I(k)h v;W 1;p(e)j  C k+2Xr=[(k+1)=3]+1hr 1jv;W r;p(e)j = O(h[(k+1)=3]):For a satisfying (27) we obtain a better result but in a more complicated form:jv   I(k)h v;W 1;p(e)j  Chkjv;W k+1;p(e)j++ C kXr=[k=3]+1 Xi2E(k+1;r)hk i3 jv;W r;p(e)j = O(h[(2k+1)=3]);and for v 2 W k+2;p(e)jv   I(k)h v;W 1;p(e)j  C k+1Xr=k hrjv;W r+1;p(e)j++ C k+1Xr=[(k+1)=3]+1 Xi2E(k+2;r)hk+1 i3 jv;W r;p(e)j = O(h[(2k+3)=3]):5 Anisotropic mesh renement in boundary layersConsider the reaction diusion problem "2u+ cu = f in 
  IR2; u = 0 on @
; (30)where 
 is a bounded polygonal domain, " 2 (0; 1] is the diusion parameter, and c and fare suciently smooth functions, c  c0 > 0. In the singularly perturbed case "  1 thesolution of (30) is characterized by a boundary layer of width O(" ln 1" ). For the analysisof the nite element method we need localized Sobolev norm estimates of the solution withrespect to ". Unfortunately, such estimates are hard to obtain. The results of Shishkin [21]for smooth domains and for the unit square lead us to an assumption which we are goingto describe next.Introduce a non-overlapping domain decomposition of 
 as illustrated in Figure 3. Thesubdomains are obtained by introducing lines with a distance b := b0" ln 1" ; b0 > 32c0 ; to theboundary. The interior subdomain is denoted by 
1, the union of the small subdomains nearthe corners by 
2 = SL̀=1 
2;` and the union of all boundary strips by 
3 = SL̀=1 
3;`. In 
3we introduce a boundary tted Cartesian coordinate system (x1; x2) with x2 := dist(x; @
);derivatives D are to be understood with respect to this coordinate system.We assume that the following estimates hold:ju;W 2;2(
1)j2  C (31)ju;W 2;2(
2)j2  Cb" 3 (32)kDu;L2(
3)k2  C(b"2(2 jj)+ "1 22); jj  3: (33)









2;4 bFigure 3: Illustration of the domain de-composition. Figure 4: Anisotropic trapezoidal mesh inthe boundary layer.A discussion of these assumptions can be found in [3, Subsection 2.2].With V := W 1;20 (
) the variational formulation of problem (30) reads:Find u 2 V such that a(u; v) = (f; v) for all v 2 V; (34)where a(u; v) := "2(ru;rv) + (cu; v) and (:; :) is the L2(
) inner product. Dene byjjj v jjj
 := qa(v; v) the energy norm of v 2 V .For applying the nite element method each of the subdomains 
2;`; 
3;`; ` = 1; : : : ; L;is subdivided into O(h 1)  O(h 1) trapezoids, see Figure 4. The inner domain is clas-sically meshed using isotropic triangles or quadrilaterals with mesh size h. Note that theanisotropic trapezoids in 
3;` satisfy relation (12) because a2 = 0. We introduce now thenite element space Vh  V \ C(
) of all continuous functions which are linear/bilinearin the triangular/quadrilateral elements e, respectively. Then the nite element solution of(30) is dened by:Find uh 2 Vh such that a(uh; vh) = (f; vh) for all vh 2 Vh: (35)Theorem 8 The nite element error of the problem described above can be estimated byjjju  uh jjj
  Ch "1=2 ln 1" + h : (36)Proof In 
1 and 
2, isotropic elements with mesh size h and bh are used, respectively.From the standard theory we obtain with (31), (32)jjju  I(1)h u jjj2
1  Cku  I(1)h u;L2(
1)k2 + "2ju  I(1)h u;W 1;2(
1)j2 C(h4 + "2h2)ju;W 2;2(
1)j2  Ch2(h2 + "2);jjju  I(1)h u jjj2
2  C (bh)4 + "2(bh)2 ju;W 2;2(
2)j2 C"4h2 h2(ln 1")4 + (ln 1" )2 " 2 ln 1" :In 
3 we have h1  h and h2  bh. Using Theorem 4 and (33) we conclude for ` = 1; : : : ; Ljjju  I(1)h u jjj2
3;`  C Xjj=2h2kDv;L2(
3;`)k2 + C"2 X1jj2h2jDv;W 1;2(
3;`)j2 C h4b+ h2(bh)2" 1 + (bh)4" 3++ C"2 h2" 1 + (bh)2" 3 + h4" 1 + h2(bh)2" 3 + (bh)4" 5 C h4"(ln 1")4 + h2"(ln 1")2 :
REFERENCES 13Summing up these estimates and using jjju uh jjj
 = infvh2Vh jjju  vh jjj
 we get the assertion.2Note that the same result was obtained for triangular meshes in [3].Remark 3 For comparison we point out the following: If the domain was meshed usingisotropic elements of equal size h, then the error estimate would be jjju  uh jjj
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3  C(h2 + "h)ju;W 2;2(
3)j  Ch(h+ ")" 3=2,thus jjju  uh jjj
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