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Introduction
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Since the global financial crisis, economic performance in the industrialised world has been generally disappointing, and the growth rate of real GDP in many developed countries has declined. This deceleration has called for potential explanations and raised questions about future prospects for global economic growth.
On the one hand, it has been argued that industrialised economies are likely to suffer from a structural surplus of saving over investment, resulting from an increasing propensity to save as well as a decreasing propensity to invest (Summers, 2014) . The consequence is that excessive saving acts as a drag on demand, thus reducing economic growth and inflation. At the same time, the imbalance between saving and investment exerts a downward pressure on real interest rates. This "secular stagnation" hypothesis provides a narrative that reflects much of what has been observed in the last decades. Real interest rates are very low, demand is sluggish, and inflation is below target, just as we may expect in the presence of excess saving.
On the other hand, it has been claimed that the excessive growth in credit supply to the private sector that preceded the onset of the global financial crisis resulted in sizeable financial shocks that spilled over to the real economy. According to this interpretation, business cycle fluctuations may be largely magnified and prolonged by financial "booms and busts". This "financial cycle" hypothesis (see Borio, 2017 , for a very recent summary) has inspired a lively debate on the appropriate response of monetary policy to financial imbalances: should it "lean against the financial cycle", or should it neglect it? This debate has emphasised the need to improve our understanding of financial cycles and their relationship with real cycles.
Several attempts to characterise the financial cycle may be found in the literature.
Drehmann, Borio, and Tsatsaronis (2012) have provided estimates of the US financial cycle as well as those of other selected countries, by considering credit and property prices. These authors maintain that house price and credit cycles have a longer duration than traditional business cycles. Furthermore, they observe that business cycle recessions are much deeper when they coincide with the contraction phase of the financial cycle. Borio (2012) has also studied the main characteristics of the financial cycle in advanced economies, finding that the "credit gap" -meaning the difference between the actual credit-to-GDP ratio and its long-term trend (Drehmann and Tsatsaronis, 2014) -is a useful tool for the prediction of financial crises, as well as for the evaluation of risks of systemic banking crises. A similar view is shared by Schularick and Taylor (2012) , who analyse a comprehensive macrofinancial historical database covering the last 150 years and conclude that financial crises should be viewed as "credit booms gone wrong" (p. 1042). Likewise, Aikman, Haldane and Nelson (2015) find that sustained growth in the credit-to-GDP ratio is strongly correlated with subsequent banking crises.
Recent studies have also explored the interactions between business and financial cycles either across countries (Claessens, Kose, and Terrones, 2012) or on a country-by-country basis (Galati et al., 2016; Rünstler and Vlekke, 2016) . To our knowledge, so far only one paper has proposed a joint dating of business and credit cycles with a specific focus on Italy (Bartoletto et al., 2017) Concerning the estimation approach, most studies have adopted univariate non-parametric procedures to separate the trend from its cyclical deviations, such as the turning points algorithm proposed by Bry and Boschan (1971) or the Christiano-Fitzgerald filter (Christiano and Fitzgerald, 2003) . This latter belongs to the class of estimated band-pass filters, which are used to extract cycles falling within a pre-defined band of frequency: usually, 8 to 32 quarters for business cycles and 32 to 120 quarters for financial cycles. However, as stressed by Rünstler and Vlekke (2016) , if the filter bands do not overlap, estimates of the two cycles are uncorrelated by construction. This is a restriction one would like to test rather than impose a priori. Alternatively, parametric trend-cycle decompositions based on unobserved component models (Harvey, 1989) have been proposed in the literature. These models decompose the observed time series into a permanent trend and other stationary components, such as a stochastic cycle and seasonal fluctuations. The cyclical dynamics are then parameterized in terms of cycle length and persistence.
In this paper, we contribute to the "financial cycle" debate by exploring the empirical features of both business and financial cycles in Italy. We use a parametric procedure based on unobserved component models, using data for Italian real GDP and real credit to the private sector covering the period from 1970:Q1 to 2016:Q3. Firstly, we apply the univariate structural time series model with stochastic cycle to both series independently, in order to identify their principal characteristics (persistence, duration, amplitude, etc.).
Various sub-samples are also considered, in order to assess the stability of model parameters. We next use the multivariate structural time series model with stochastic cycle introduced by Harvey and Koopman (1997) and, more recently, adopted by both Chen et al. (2012) and Rünstler and Vlekke (2016) . This allows us to model jointly real GDP and real credit dynamics and to account for interactions between the corresponding estimated cycles.
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Consistently with previous studies, we find that univariate trend-cycle decompositions result in markedly different cyclical properties of real GDP and real credit in Italy. The former is characterised by relatively short cycles, while the latter follows longer cycles.
Multivariate models, which deliver a joint trend-cycle decomposition for GDP and credit, unveil relevant feedback effects (measured as phase shifts) between the financial and business cycles. In particular, the joint trend-cycle decomposition suggests that the financial cycle Granger-causes the business cycle. 2 Furthermore, multivariate model estimates result in longer and wider real business cycles; this finding is consistent with the hypothesis of a financial accelerator mechanism (Bernanke, Gertler, and Gilchrist, 1996) . In the most recent sample period, the multivariate model suggests that the output gap is larger than that estimated by the univariate models considered in this paper.
The rest of this paper will deal with the following issues. Section 2 illustrates the econometric framework, describing the univariate and multivariate structural time series models used in our empirical analysis. Section 3 presents trend-cycle decompositions of real GDP and credit. Section 4 concludes and suggests ideas for further research.
Methodology
The univariate stochastic trend plus cycle model
We consider the stochastic trend plus cycle structural time series model proposed by Harvey (1989) :
in which the univariate time series y t (t = 1, . . . , n) is thought of as being composed by a stochastic trend component τ t , a cyclical component ψ t and a transitory disturbance term t normally and independently distributed, which captures the more erratic fluctuations of the data. Intervention variables, such as outliers and structural breaks, may be added to (1).
In the context of unobserved component models, trends and cycles are latent variables that have to be represented parametrically. The stochastic trend τ t is assumed to follow a local linear trend model, such as:
where β t is a stochastic slope which moves up or down because of the innovation term ζ t .
The estimate of the slope represents the underlying growth rate of the trend component.
The trend and the slope innovations are normally and independently distributed.
The local linear trend is a very flexible parameterization since it encompasses several alternative specifications widely employed in empirical applications. For instance, when σ 2 ζ = 0 and σ 2 ξ > 0, the slope is fixed and the trend is a random walk with constant drift. In contrast, when σ 2 ξ = 0 and σ 2 ζ > 0, the trend is an integrated random walk and the resulting specification is often referred to as "smooth trend" (see Harvey and Jaeger, 1993) . 3 In equation (1), we have included a stochastic cycle ψ t , which evolves according to the following bivariate AR(1) process
where 0 < ρ < 1 is the damping factor, 0 < λ < π is the frequency of the cycle (measured in radians) and ψ * t is an auxiliary process that only appears by construction. Being ρ < 1, the cycle ψ t is stationary with E(ψ t ) = 0 and Var(ψ t ) = σ 2 κ 1−ρ 2 , its spectral density has a peak at λ, and its periodicity is 2π λ . Furthermore, it has an ARMA(2,1) reduced form representation, with roots lying in the complex plane; see Harvey (1989, p. 46 ).
The local linear trend model with stochastic cycle (1)- (2)- (3) has the following state space representation:
The state space representation will be used later on in Section 2.3 to carry out estimation of the unobserved components (see, e.g., Harvey, 1989; Durbin and Koopman, 2001 ).
The multivariate stochastic trend plus cycle model
We now present the generalization of the univariate stochastic trend plus cycle model We consider a N × 1 vector y t , observed over the period t = 1, . . . , n, which can be decomposed as:
in which τ t is a N × 1 vector of stochastic trend components while ψ t is a N × 1 vector of a cyclical components. The N × 1 vector t contains the irregular components. It is normally and independently distributed with mean-zero vector and N × N non-negative definite covariance matrix Σ .
The stochastic component τ t is modelled as a multivariate local linear trend model:
where Σ ξ and Σ ζ are N × N non-negative definite covariance matrices and E(ξ t ζ t−s ) = 0 ∀s. When Σ ζ = 0 and Σ ξ is positive definite, each trend is a random walk with drift.
When Σ ζ is positive definite and Σ ξ = 0, we have a N × 1 vector of integrated random walks. The innovations may be correlated across the N units and accordingly the Σ ξ and Σ ζ matrices contain the contemporaneous covariance structure of the different levels and slopes, respectively. 4 The elements of the vector ψ t = [ψ 1,t , . . . , ψ N,t ] are modelled as stochastic cycles, with i = 1, . . . , N :
where ψ * t = ψ * 1,t , . . . , ψ * N,t , 0 < ρ i < 1 are the damping factors and 0 < λ i < π are the cycle frequencies, measured in radians. 5 Correlations across innovations driving the individual cycles are allowed via the N -dimensional covariance matrix Σ κ . Specifically,
Rünstler (2004) proposes to model the multivariate cycle as
where A and A * are arbitrary N × N matrices such that the cyclical components are expressed as linear combinations of N independent stochastic cycles. Indeed,ψ t loads on N distinct independent stochastic cycles with potentially different dynamics. At the same time, this specification allows to introduce phase shifts among cyclical components and therefore cross covariances among cycles which are shifted in time with respect to one another.
We now turn to the state space representation, which will be used in Section 2.3
for parameter estimation. For the sake of simplicity, we consider the bivariate case with N = 2. Then, the multivariate stochastic cycle model in (6)- (7)- (8)- (9) can be represented as:
with
where
For estimation purposes, identifying restrictions on the elements of A and A * matrices have to be imposed. Specifically, when considering similar cycles (ρ i = ρ and λ i = λ ∀i),
we require a ij = 0 for i < j and a * ij = 0 for i ≤ j (Rünstler, 2004) . With non-similar cycles, it is sufficient to impose a normalization of phase shifts, which can be achieved setting a * ii = 0 (i = 1, 2, . . . , N ) (Rünstler and Vlekke, 2016 ).
This delivers the following vector of cyclical components:
It is straightforward to see that both cycles are a linear combination of three stochastic components. Specifically, the coefficients a ij load the contemporaneous relationships, while the coefficients a * ij load the phase shifts. Those coefficients allow the interaction (contemporaneous and lagged) among stochastic cycles with potentially different features.
Estimation, filtering and smoothing
Consider the following linear Gaussian state space model:
where y t is the N × 1 vector of observed variables, ε t is the N × 1 vector of measurement errors, α t is the m × 1 vector of state variables and η t is the corresponding m × 1 vector of innovations. The two innovation vectors are assumed to be Gaussian distributed and uncorrelated for all time periods, that is, E(ε t η s ) = 0 ∀t, s. 6 The initial value of the state vector is also assumed to be Gaussian α 1 ∼ N (a 1 , P 1 ) and uncorrelated ∀t with ε and η. 6 This assumption can be relaxed at the cost of a slight complication in some of the filtering formulae.
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Conditional on the information set Y t−1 = {y t−1 , ..., y 1 } and on the vector of parameters θ, the observations and the state vector are Gaussian, i.e.,
and α t |(Y t−1 ; θ) ∼ N (a t , P t ). It follows that the log-likelihood function at time t is:
The prediction error v t , its covariance matrix F t , the state vector conditional mean a t , and its mean square error (MSE) matrix P t are estimated optimally 7 by means of the Kalman Filter:
with initial values a 1 and P 1 . 8 Once the vector of parameters θ is estimated by Maximum Likelihood (ML) using the prediction error decomposition of the likelihood provided by the Kalman Filter, the unobserved components can be extracted from the observations using the predictive filter and the associated smoother.
The vector a t = E(α t |(Y t−1 , θ)) is the so-called predictive filter and
is the associated MSE, while the real-time filter is a t|t = E(α t |(Y t , θ)) and
It is worth stressing that in this linear model the MSEs are independent from the observations, thus they are also the unconditional covariance matrices associated with the conditional mean estimators; see Harvey (1989, sec. 3.2.3).
The smoother algorithm allows us to estimate the state vector given all the available information, namely a t|n = E(α t |(Y n , θ)) and the associated MSE
It is a backward recursion:
with initial values r n = 0 and N n = 0. 
Univariate trend-cycle decompositions for GDP
We fit the univariate local linear trend model plus stochastic cycle in equations (1)- (2)- (3) to real GDP for Italy. In particular, we use the integrated random walk specification Overall, the estimation of the univariate model leads to short cyclical fluctuations with little or no difference in amplitude across cycles. This last feature can be better appreciated turning our attention to the resulting trend (slope) component of GDP in 9 We also performed a rolling window exercise whereby at each iteration a new data point is added and the oldest data point discarded so as to maintain the length of the estimation window fixed. While this set-up tends to magnify time variation, we reached very similar conclusions to those reported in the main text. The only exception are the estimates based on sample windows including the period between the early 80's and 2008 when the likelihood function shows two maxima, one local at λ = 0.48 (period ≈ 13 quarters) and one global at λ = 0.15 (period ≈ 40 quarters), confirming Busetti and Caivano's findings. In the remainder of this section, after analysing the results of a univariate trendcycle decomposition applied to real credit and characterising the financial cycle, we will investigate if a bivariate model that allows for interactions between the real and financial cycles is able to deliver a trend-cycle decomposition of GDP closer to the calibrated one. 
Univariate trend-cycle decompositions for credit
We now turn the focus to credit. We estimate the univariate local linear trend model plus stochastic cycle in equations (1)- (2)- (3) As in the case of GDP, we investigate whether our findings are driven by the specific sample considered or are a stable feature of credit data. To this end we consider an expanding estimation window scheme (Figure 7 ). The estimated model is (1)- (2) In Figure 9 the cyclical component has a wider amplitude and a much longer duration than the one displayed in Figure 8 . 
Multivariate trend-cycle decomposition
In this section we estimate a bivariate model for real GDP and real credit over the fullsample 1970:Q1-2016:Q3. As the univariate analysis clearly points out, the business and the financial cycle are remarkably different, therefore we do not impose similar cycle restrictions. The resulting cyclical components therefore differ from the univariate ones, see equation (13) . However, we allow for cross-correlations as well as phase shifts between cycles. As a matter of fact, while we do not take a stand on which variable is leading which, the financial stability literature suggests some sort of intertemporal correlation between the two cycles. Figure 10 shows the output of the multivariate trend-cycle decomposition. The estimated credit cycle is very similar to the univariate one and close to -10% at the end of the sample, while the business cycle shows longer and sharper fluctuations. 14 13 For the underlying methodology, we refer to Alessandri et al. (2015) . 14 This is mainly due to the fact that the volatility of ψ2,t (measured by the signal-to-noise ratio) is much higher than the volatility of ψ1,t. Specifically, small values of a12 and a The estimated model is the multivariate integrated random walk trend plus stochastic cycle in equations (6)- (7)- (8)- (9) . The sample period is 1970:Q1-2016:Q3. 
Conclusions
In this paper we have examined the empirical properties of real and financial cycles in
Italy through the lenses of unobserved component models. Univariate trend-cycle decompositions deliver a short cycle of approximately 14 quarters for real GDP and two longer cycles of around 30 and 70 quarters for real credit to the private sector. The multivariate model allows to exploit the rich stochastic structure introduced by cross-correlations at leads and lags between real and financial cycles. The presence of these feedback effects results in much wider real cyclical fluctuations than those emerging from the univariate 32 models. In addition, the financial cycle appears to contain forecasting power for the business cycle. By contrast, the cyclical fluctuations of GDP exert less impact on the credit cycle, which results to be very similar to that obtained by the univariate specification.
Finally, the inclusion of the financial variable in the multivariate specification leads to a negative estimate of the output gap in 2015-2016, which is roughly 2% lower than the corresponding univariate estimates.
In this paper we have focused on the connection between real activity and real credit volume. Two natural extensions with additional variables come to mind. First, we could include nominal variables such as the inflation rate in order to reproduce Phillips-curve dynamics. Second, we could introduce foreign determinants of cyclical fluctuations, which an important strand of literature has pointed out as key drivers of financial cycles (Rey, 2013) . We leave all these extensions to future research.
