Abstract-We present new rate distortion bounds for speech coding based upon new composite source models for speech and conditional rate distortion theory. The composite source models are constructed by classifying each sentence as Voiced (V), Unvoiced (UV), Onset (ON), Hangover (H), and Silence (S). A 10 th order AR model is used for the V mode, 4 th order AR models are used for the ON and H modes, and the UV mode is modeled as uncorrelated. Marginal rate distortion functions are computed for each mode and combined to produce conditional rate distortion bounds based on unweighted and weighted mean squared error distortion measures. For unweighted distortion measures, the new bounds imply that good performance is attainable at rates as low as 0.25 bits/sample for narrowband speech.
I. INTRODUCTION
Speech coding is an essential part of efficient human communications today, playing a dominant role in voice over IP (VoIP), digital cellular systems, and videoconferencing. As standards bodies continue to improve performance and extend the functionalities of voice codecs for a myriad of applications [1] , it is important to examine fundamental limits on the performance of speech coding. In this paper, we present new rate distortion bounds for speech coding based upon new composite source models and conditional rate distortion theory. We describe the development of the new composite models, briefly outline the relevant conditional rate distortion theory, and compare the performance of existing high performance voice codecs to the new rate distortion bounds based on the unweighted squared error distortion measure. We also develop bounds based on the weighted mean squared error distortion measure, and indicate additional work needed to perform meaningful comparisons to CELP speech codes. We begin with some background on rate distortion theory, speech coding, and prior work.
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II. BACKGROUND AND PRIOR WORK
A natural starting point for the development of fundamental limits for speech coding is Shannon's rate distortion theory [2] , a historical discussion of which is presented by Berger and Gibson [3] . Since Shannon's rate distortion theory requires an accurate source model and a meaningful distortion measure, and both of these are difficult to express mathematically for speech, these requirements have limited the impact of rate distortion theory on the lossy compression of speech.
There have been some notable advances and milestones, however. Berger [4] and Gray [5] , in separate contributions in the late 60's and early 70's, derived the rate distortion function for Gaussian autoregressive (AR) sources for both the squared error and weighted squared error distortion measures. Since the linear prediction (LP) model was just starting to have a significant impact on the design of efficient voice coders, these were promising results indeed [6] [7] [8] . However, a limitation of these results is that the source model is assumed to be known, even the predictor coefficients, which are actually changing frame-to-frame, so that voice codecs based on the linear prediction model must calculate these coefficients in either a backward adaptive or forward adaptive fashion, the latter of which requires that the predictor coefficients (or related parameters) be quantized and coded for transmission to the decoder. Rate distortion bounds that incorporate the AR coefficients by modeling them as correlated Gaussian sources was presented by Jones and Gupta [9] and asymptotic rate distortion bounds including a bound on coding the coefficients and the estimation error are derived by Gibson [10] .
In [11] , composite source models for speech are obtained by Itakura-Saito segmentation of the speech into subsources, and by calculating lower bounds to the rate distortion function for different numbers of subsources, it is shown that a relatively small number of subsources (6 in the cited paper) is needed to have a good composite source model for speech. A cochlear model is used as the basis for a perceptual distortion measure for speech in [12] , and the cochlear models are used to characterize the rate distortion function for speech and to compare to the operational rate distortion performance of common voice codecs. Among the interesting results are that the Shannon lower bound for this distortion measure is only tight at very small distortions and that the voice codecs evaluated required more than twice the minimum rate to achieve the same distortion. Our work here is motivated by and draws heavily on the approach to calculating rate distortion bounds for video as presented by Hu and Gibson [13] [14] [15] [16] .
III. REVERSE WATER-FILLING
To calculate rate distortion functions for the subsources in the composite source model, we use the squared error fidelity criterion and the classic eigenvalue decomposition [17] and reverse water-filling approach [18] . The standard result with a minor modification to accommodate weighted distortion measures is given in the theorem below [19] .
Theorem 1. Rate distortion Function for a Parallel Gaussian Source
Let
. , N, be independent Gaussian random variables and let the distortion measure be
Then the rate distortion function is
where
In the following, we will view each of the parallel Gaussian sources as decompositions in the frequency domain, and the weights are adjusted to represent the perceptual weighting as appropriate.
The main departure of the current work from prior efforts to calculate rate distortion functions for autoregressive sources and speech is that we employ reverse water-filling for each of the identified modes of the composite source model for speech and combine the resulting rate distortion functions using results from conditional rate distortion theory.
IV. COMPOSITE SOURCE MODELS
It was recognized early on that sources may have multiple modes and could switch between modes probabilistically, and such sources were called composite sources in the rate distortion theory literature [4] . Multimodal models have played a major role in speech coding, beginning with the voiced/unvoiced decision for the excitation in linear predictive coding (LPC) [7] and the long-term adaptive predictor in adaptive predictive coding (APC) [6] . Other modes and classification methods have been investigated, with phonetic classification of the input speech into multiple modes and coding each mode differently, leading to some outstanding voice codec designs [20, 21] .
Our recent work on speech coding has built on these prior contributions and we have developed a mode classification method, which breaks the input speech into Voiced, Unvoiced, Silence, Onset, and Hangover modes, each of which is coded at a possibly different rate [22] . We use these modes to develop a composite source model for speech here. We model Voiced speech as a 10 th order AR Gaussian source, Onset as a 4 th order Gaussian source, Hangover as a 4 th order Gaussian source, Unvoiced speech as a memoryless Gaussian source, and silence is treated by sending a code for comfort noise generation. In particular, Table I presents the autocorrelation values and mean squared prediction error for the several modes for two sentences. We have calculated similar data for many speech, audio, and combined speech and audio sequences, but only these two are presented here due to space limitations.
There are a few things to note about the data in Table I . First, the average frame energy for the UV mode and the mean squared prediction errors for the other modes are normalized to the average frame energy over the entire sentence, excluding the segments classified as Silence. Second, the sentence, "We were away . . . " has slightly over 47% classified as Silence, while the sentence, "Lathe . . . " has slightly over 42% classified as Silence. These Silence sections are assumed to be transmitted using a fixed length code to represent the length of the Silence intervals and to represent comfort noise to be inserted in the decoded stream.
Another important point is that the mode classification method used here is a very simplified one based on frame prediction error energy [22] , and as a result, some low energy voiced segments may be classified as Unvoiced. This appears to be happening for the sentence, "We were away a year ago," since it is widely known that this is a completely voiced sentence.
Further work on developing appropriate composite models for speech is underway to optimize the phonetic classification of the modes, the AR model order for the Voiced, Onset, and Hangover modes, and to investigate alternative models for the Onset and Hangover modes. Since these operations are done off-line and only once per utterance, complexity is not a major issue.
V. CONDITIONAL RATE DISTORTION FUNCTIONS
Given the composite source models from the prior section, we propose to use the conditional rate distortion results from Gray to derive a rate distortion bound [23] . In particular, the conditional rate distortion function of a source Since we are assuming that the Voiced, Onset, and Hangover modes can be represented by Gaussian AR models and since we are using the squared error fidelity criterion, we use the classical eigenvalue decomposition [17] and reverse water-filling approach [18] to calculate these conditional rate distortion functions as outlined in a prior section. Figures 1 and 2 show rate distortion bounds for the sentence, "Lathe is a big tool" and "We were away a year ago," respectively, for the unweighted squared error distortion measure. Each figure contains plots of the marginal rate distortion functions for each speech mode, as well as the conditional rate distortion function over all modes. It is interesting to see that for each sentence the modes have dramatically different rate distortion functions and that the rate distortion functions for the modes differ across the two sentences. It is also interesting to note the very profound effect of the probabilities of the different modes. A speech sequence with considerably more voiced or unvoiced segments would weight the marginal rate distortion functions differently and thus produce a quite different conditional rate distortion bound. This implies that R(D) bounds based on speech models obtained by using average autocorrelation functions over many sequences will not be very useful if the average results are interpreted as bounds for a more restrictive subset of the source models.
VI. RATE DISTORTION BOUNDS FOR SPEECH
The operational rate distortion curves of the G.727 embedded DPCM codec for each sentence are also plotted in Figs. 1  and 2 . The G.727 operational rate distortion performance is far above the R(D) bound in both cases, which is not surprising since G.727 does not detect silence and code it separately. A more meaningful comparison is to a new multimode tree coder recently developed by Ramadas and Gibson [22] and the unweighted mean squared error performance achieved by this Here we see that for an average distortion of 0.01, this codec requires a rate of 2.15 bits/sample for the "Lathe" sentence and a rate of 1.84 bits/sample for the "We were away" sentence. These values are much closer to the theoretical rate distortion bounds but are still far from the most efficient coding of the sentences as represented by their R(D) bounds.
The comparison to the new multimode tree coder is not entirely fair since that codec uses perceptual weighting in the search through the tree for the best excitation sequence. However, the multimode tree coder is more of a waveformfollowing codec than are the code excited linear prediction (CELP) codecs, such as G.729 and AMR. We have not compared the more efficient CELP codecs to the bounds in Figures 1 and 2 , since the rate distortion bounds computed here are based on the unweighted mean squared error distortion measure, and CELP codecs employ a perceptually weighted distortion measure. As a result, the performance of CELP codecs, such as G.729 and AMR, is not accurately represented by unweighted mean squared error and cannot be compared to the current bounds. However, an important implication of the rate distortion bounds in Figs. 1 and 2 is that good performance with average distortion is possible with rates as low as 0.25 bits/sample for the current composite source models.
The basic approach can be extended to cover perceptually weighted distortion measures and we present some preliminary results here that incorporate weighting as indicated in the water-filling expression in the earlier section. Figures 3 and  4 show rated distortion bounds for the sentences, "Lathe is a big tool" and "We were away a year ago," respectively, for weighted squared error distortion measures. As before, each figure contains plots of the marginal rate distortion functions for each speech mode, as well as the conditional rate distortion function over all modes.
It is striking to compare these weighted results with the prior unweighted rate distortion bounds. We see that the R(D) curves for the weighted distortion measure are substantially lower than those for the unweighted distortion. These results indicate that the choice of the distortion measure can have a dominating impact on the bounds obtained. Taking this statement in isolation seems far from surprising, but the implication for obtaining meaningful rate distortion bounds for real sources is profound. Generally, the theoretical rate distortion expressions that we employ here are all more than 35 years old, but it is clear that applying them to real sources deserves much more attention and research.
We have begun comparisons of the performance of the standardized CELP speech codecs that utilize perceptual weighting, but we have yet to come up with a meaningful characterization of the codecs performance that we can compare to the bounds we have obtained. The challenge is that the performance of these codecs cannot be captured easily with squared error type calculations. Of course, for those who work in speech coding, this is not surprising since the evaluation of the speech quality produced by state of the art codecs is determined by Mean Opinion Scores (MOS), and the standardized PESQ-MOS algorithm is often used to develop such results. Unfortunately, if one examines the documentation of the PESQ-MOS [24] , it is not transparent how to map those results into a weighted squared error fidelity criterion. Thus, another implication of the current work is that more research on tractable distortion measures for speech coding is needed.
We should also add that in calculating the weighted squared error for the latter R(D) curves, we summed the weighted squared error for each mode over the entire sentence, and this may not be representative of real codecs, including our multimode codec, since the perceptual weighting is changing every 10 to 20 milliseconds. Furthermore, this reveals a possible short coming of the classic water-filling bound as we have applied it, since the weights there are fixed. We are continuing to investigate these issues.
VII. CONCLUSIONS
We present rate distortion bounds for speech coding based upon composite source models for speech and conditional rate distortion theory. Marginal rate distortion functions are computed for each mode and combined to produce a conditional rate distortion bound based on the unweighted and weighted mean squared error distortion measures. For the unweighted case, it is observed that the modes have different rate distortion functions for each sentence and that the rate distortion functions for the modes differ across the two sentences. It is also noted that the probabilities of the different modes dramatically effect the conditional rate distortion bound averaged over all modes. These new bounds imply that good performance is attainable at rates as low as 0.25 bits/sample. The R(D) curves for the weighted squared error distortion measure are much lower than those for the unweighted case, thus indicating the important role of the distortion measure in real applications. Future work is needed to optimize the composite source models and to understand more clearly the implications of the weighted distortion measure results, particularly as to how they may indicate the performance of standardized CELP based speech codecs that rely on perceptually weighting during encoding.
APPENDIX
The speech sequences used in this paper are narrowband and sampled at 8000 samples/second. They are designated as: (1) "Lathe" (female speaker) -A lathe is a big tool, grab every dish of sugar (2) "We were away" (male speaker) -We were away a year ago
