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Abstract—In diffusion-based communication, as for molecular
systems, the achievable data rate is very low due to the slow
nature of diffusion and the existence of severe inter-symbol-
interference (ISI). Multiple-input multiple-output (MIMO) tech-
nique can be used to improve the data rate. Knowledge of channel
impulse response (CIR) is essential for equalization and detection
in MIMO systems. This paper presents a training-based CIR
estimation for diffusive MIMO (D-MIMO) channels. Maximum
likelihood and least-squares estimators are derived, and the
training sequences are designed to minimize the corresponding
Cramér-Rao bound. Sub-optimal estimators are compared to
Cramér-Rao bound to validate their performance.
Index Terms—Molecular communication, Diffusive Multiple-
input Multiple-output, Channel impulse response, Cramér-Rao
Bound, Training Sequence Design
I. INTRODUCTION
Molecular communication (MC) is a bio-inspired solution
of communication at nano-scale [1], [2]. Conventional com-
munication systems transfer information using electromagnetic
waves. At nano-scale, antennas suffer the constraint of being
at comparable scale of electromagnetic wavelength. Addi-
tionally, using electromagnetic wave for nanomachines can
be detrimental in some environments, such as inside a body
where electromagnetic radiation can be harmful for health.
Hence, MC can be a preferred solution for communication
among nanomachines to build a nanonetwork, so they perform
complex tasks which could not be possible individually [3],
[4].
In MC, bio-nanomachines communicate through exchang-
ing molecules. In fact, the simplest system needs a trans-
mitter to send the information molecules, and a receiver
to collect them. Information molecules diffuse toward the
receiver using Brownian motion resulting from their collision
with the molecules in the fluid [5], [6]. Information can be
encoded to the different properties of molecules, such as their
concentration [7], number [8], type [9], and time of release
[10].
One of the main challenges of MC is to deal with the long
tail of diffusive propagation that causes severe inter-symbol-
interference (ISI). One can increase the symbol interval time to
eliminate the ISI, but the need for higher data rate justifies the
optimization of the symbol interval time to have few channel
taps due to the ISI [11]. Even if one optimizes the symbol
interval time, the slow nature of diffusion makes the data
rate still low. Using multiple-input multiple-output (MIMO)
technique is a widely investigated solution to address this
problem [12], [13] and can be adopted for MC.
In this paper, we assume that information is encoded in the
number of molecules observed at the receiver. Therefore, we
define the channel impulse response (CIR) as the expected
number of molecules observed at the receiver domain at time
t denoted as c¯(t) after instantaneous release of molecules at
t = 0 [14]. We assume the number of molecules at the receiver
follows the Poisson distribution as introduced in [14], [15] and
the CIR is their mean number of molecules.
The goal of this paper is to gain insight to the estimation
of the CIR of D-MIMO communication channel. In [13],
authors investigated various diversity technique in D-MIMO
communication assuming full knowledge of CIR. The authors
of [12], modeled the 2×2 D-MIMO channel by fitting a curve
to the simulated data. Goal of this paper is to define a training-
based channel estimation for D-MIMO molecular communi-
cation. In [14], authors introduced the channel estimation for
the Poisson MC channel and proposed the estimators of CIR
in single transmitter and single receiver system. Novelty of
this work can be considered the introduction of a system
model and notation (Section 2) that allow us to estimate the
CIR of M × M D-MIMO Poisson channel. We extended
the steps of R. Schober et. al. [14] to D-MIMO channel
estimation (Section 3) by accounting for the inter-link diffusive
interference. Furthermore, we propose in Section 4, a D-
MIMO specific method for designing the training sequence
that minimize the Cramér-Rao bound (CRB) at all receivers
simultaneously.
II. SYSTEM MODEL
We consider a M×M D-MIMO system for MC as shown in
Fig. 1. The system consists of M pair of transmitters denoted
as Txi, and receivers Rxj , where i, j ∈ {1, 2, 3...M}. We
assume that all transmitters emit the same type of molecules.
Each transmitter emits a known number of molecules N
at the beginning of each symbol intervals. The molecules
diffuse in the environment and some of them reach the M
receivers. Transmitters and receivers are not fixed in their
position and could slightly move on fluid where molecules
diffuse, so the CIR changes over time. We assume a block-type
communication and we estimate the CIR at the beginning of
every block by sending a properly designed training sequence,
and we assume that the D-MIMO channel does not vary during
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Fig. 1. Topological model for M×M D-MIMO system. The M transmitters
(Tx1, ..., TxM ) release the same type of molecules (pentagon shape),
and molecules here have different colors according to the corresponding
transmitter.
each block. Then, the estimated CIR is used for equalization
at the receiver over the rest of the block.
Transmitters modulate the molecules density using concen-
tration shift keying (CSK) and the receivers count the number
of molecules at the time of sampling. As customary, we set
the sampling time so that the number of molecules at receivers
for the corresponding transmitters is maximized. As shown in
Fig. 2, the channel has memory and due to the inter-symbol-
interference (ISI), the receiver counts the molecules from
previous samples of the corresponding transmitter. Similarly,
the molecules from the current and previous samples of
the non-corresponding transmitters are known as inter-link-
interference (ILI). Number of channel taps (L) for each link
is related to the system geometry, configuration and sample
interval. Specifically, we can eliminate the ISI and ILI by
making the sample interval large enough and putting each pair
of transceivers far enough from the other pairs. However, this
case is not considered due to the demands for high data rate
per unit of space. Hence, we have to face the ISI and ILI in
the MC system and try to mitigate their effects. The observed
number of molecules at sampling time k and receiver j is
yj [k] =
M∑
i=1
L−1∑
`=0
cij [`, k]xi[k − `] + vj [k] (1)
where L is the memory taps, cij [`, k] is a random variable and
denotes to the number of molecules observed at the receiver
j from transmitter i due to the release of N molecules at the
time interval [k−`]. Case i = j refers to the paired transmitter-
receiver, otherwise it refers to the inter-link interference.
xi[k] ∈ {0, 1} is the transmitted symbol at the time interval
k from transmitter i. The number of molecules cij [`, k] can
be approximated as a Poisson random variable with a mean
value c¯ij [`]: cij [`, k] ∼ Poiss (c¯ij [`]). Additionally, vj [k] is
the number of external noise molecules detected at the receiver
j at time interval k. Noise molecules could originate from the
remaining channel taps from all transmitters not considered in
model, and any external source. Hence, we can consider the
noise as a Poisson with a mean v¯j : vj [k] ∼ Poiss (v¯j) [16].
Fig. 2. Impulse response, c¯ij(t), of a 2 × 2 D-MIMO system at Rx1 vs
time, for 3 emissions of molecules with time spacing 0.2ms: ILI and ISI are
black dots.
III. PROBLEM DEFINITION
Assume that xi = [xi[1], xi[2], ..., xi[K]]T is a binary
training sequence with length K for transmitter i. To avoid
edge effect due to the ISI, in CIR estimation we employ yj [k]
for k ≥ L. Therefore, the K−L+1 samples are used for CIR
estimation of the j-th receiver. The mean number of molecules
at receiver j at time k is
y¯j [k] = E {yj [k]} =
M∑
i=1
L−1∑
`=0
c¯ij [`]xi[k − `] + v¯j (2)
which L ≤ k ≤ K. Eqn. (2) can be written compactly as:
y¯j [k] = X
T [k]C¯j (3)
where the following notations are used:
x[k] = [x1[k], x2[k], ..., xM [k]]
T
X[k] = [xT [k],xT [k − 1], ....,xT [k − L+ 1], 1]T
c¯j [`] = [c¯1j [`], c¯2j [`], ..., c¯Mj [`]]
T
C¯j = [c¯
T
j [0], c¯
T
j [1], ..., c¯
T
j [L− 1], v¯j ]T
here, x[k] is a M × 1 vector denotes to the training sequence
of all transmitters at time k, c¯j [`] is a vector with dimension
M × 1 denoting the expected number molecules at receiver
j at time k due to the transmission of N molecules at time
k − ` from transmitter Txi, and x[k − `] is its corresponding
training sequence. Additionally, C¯j is a (ML+ 1)× 1 vector
gathering all channel memory taps of receiver j due to the
ISI and ILI from all transmitters and also noise v¯j , and X[k]
with dimension (ML + 1) × 1 is its corresponding training
sequence vector at time interval k.
The expected number of molecules at receiver j during the
time intervals L ≤ k ≤ K is defined as y¯j = [y¯j [L], y¯j [L +
1]..., y¯j [K]]
T , and the D-MIMO relation for receiver j is
written
y¯j
(K−L+1)×1
= XT
(K−L+1)×(ML+1)
C¯j
(ML+1)×1
(4)
where X is a (ML + 1) × (K − L + 1) convolution matrix
of training sequences including memory of previous samples
due to the channel taps, and it is defined as
X = [X[L],X[L+ 1], ...,X[K]] (5)
Finally, we define Y¯ = [y¯1, y¯2..., y¯M ] and we compactly
write the global D-MIMO relation into
Y¯
(K−L+1)×(M)
= XT
(K−L+1)×(ML+1)
C¯
(ML+1)×M
(6)
where C¯ is the (ML+ 1)×M global channel matrix, and it
is defined as
C¯ = [C¯1, C¯2, ..., C¯M ]. (7)
The matrix of all the observed number of molecules at the
M receivers contain the Poisson random variables with mean
equal to Y¯ :
Y = Poiss (Y¯ ) (8)
which means each entry of the observed matrix Y , is Poisson
random variable with mean equal to the corresponding entry
of Y¯ .
The probability density function (PDF) of all observations
at all receivers are the product of the Poisson distribution of
each observation at each receiver
fY (Y |C¯,X) =
K∏
k=L
M∏
j=1
(
XT [k]C¯j)
yj [k] exp(−XT [k]C¯j)
yj [k] !
(9)
According to (4), we can analyze the performance of each
receiver independently to make sure that all M receivers are
simultaneously working optimally. Therefore, the PDF of the
observations of j-th receiver is
fyj (yj |C¯j ,X) =
K∏
k=L
(
XT [k]C¯j)
yj [k] exp(−XT [k]C¯j)
yj [k] !
,
(10)
for maximum likelihood estimation below.
IV. D-MIMO CHANNEL ESTIMATION
In this section sub-optimal maximum likelihood (ML) and
least squares (LS) estimators for the D-MIMO system are
derived. Then, CRB for each receiver is computed.
A. Maximum Likelihood estimator
Maximum likelihood (ML) D-MIMO CIR estimator finds
the CIR which maximize the likelihood of observation vector
yj
ˆ¯CMLj = argmax
C¯j≥0
fyj (yj |C¯j ,X)
= argmax
C¯j≥0
Lyj (yj |C¯j ,X)
(11)
where the log likelihood function and is given by
Lyj (yj |C¯j ,X) =
K∑
k=L
[
−XT [k]C¯j + yj [k] ln(XT [k]C¯j)
]
(12)
The ML estimate of the CIR for the D-MIMO channel
at receiver j is obtained by solving a system of non-linear
equations given below [14]:
K∑
k=L
[yj [k]X[k]
XT [k]C¯j
−X[k]
]
= 0 (13)
Remark1: We note entries of C¯j are positive semidefinite.
However, ML estimator could estimate a negative value for
some elements of the C¯j . Sub-optimal solution is to set to zero
all the negative entries of the estimated CIR. This heuristic
approach was adopted for single link MC [14], and showed
therein a negligible loss of performances compared to the
optimal ML. Therefore, sub-optimal solution of (13) is highly
preferred in D-MIMO channels due to its simplicity.
B. Least Squares Estimator
The least squares (LS) method chooses C¯ which minimizes
the sum of the square errors at all receiver from the observation
vector Y ,
ˆ¯CLS = argmin
C¯≥0
‖‖2. (14)
where  = Y −E{Y } = Y −XT C¯. The LS estimate of the
CIR for D-MIMO channel is
ˆ¯CLS =
[
(XXT )−1X Y
]
. (15)
Minimization of (14) is a constrained optimization problem
with constraint C ≥ 0 for entries. In case there exist a
stationary point, this is the global optimum solution. In case
the stationary point does not exist, sub-optimal solution is to
set all negative elements of C to zero. Optimal solution for
(14) is introduced in [14], and the authors showed that for
K large, there exist a stationary point, and for small lengths,
the performance loss is very negligible. Again, we prefer the
sub-optimal solution for D-MIMO system due to its simplicity.
C. Cramér-Rao Bound
The Cramér-Rao bound (CRB) sets the lower bound on
the covariance of any unbiased estimator of a deterministic
parameters. Let ˆ¯Cj be the unbiased estimator of C¯j , the CRB
sets the bound of the covariance
cov( ˆ¯Cj)  I−1(C¯j) (16)
where I(C¯j) is the Fisher information matrix of C¯j and is
given by
I(C¯j) = Eyj{−∇2C¯jC¯jLyj (yj |C¯j ,X)} (17)
Therefore, the CRB at receiver j is given by
CRBj = tr{I−1(C¯j)} = tr
{[
K∑
k=L
X[k]XT [k]
XT [k]C¯j
]−1}
.
(18)
Notice that (16) implies that the difference cov( ˆ¯Cj) −
I−1(C¯j)  0 is positive semidefinite.
Fig. 3. Topological model for a 2 × 2 D-MIMO system. Both transmitters
use the same information molecules (pentagon shapes), and molecules here
have different colors according to the corresponding transmitter.
V. TRAINING SEQUENCE DESIGN
In this section, we present a method for designing the
training sequences for estimating the CIR of a D-MIMO
channel. As shown in (18), the CRB for a given system is
a function of training sequences. Therefore, we can find a set
of training sequences that minimize the CRB of all receivers.
In other words, the CRB of a specific receiver depends on the
training sequence of all transmitters which have interference
with it. In general, for a M×M D-MIMO system, we have to
design M different training sequences to minimize the CRB
of all receivers simultaneously. However, in practice we do
not need to design M training sequences, because ILI for far
transmitters is negligible and thus we neglect their interference
channels but consider them as an augmented noise source
in vj . In order to find a suitable set of training sequences
that simultaneously minimize all CRBs, we consider following
constraints: 1) the training sequences should be molecularly
efficient by minimizing the fraction of molecules used for
channel estimation, and 2) transmitters can not be silent for
many consequent intervals. In detail, for a training sequence
of length K, we consider sequences with maximum K/2
ones, consequently transmitting maximum NK/2 molecules,
and the maximum consequent zeros are considered 4 time
intervals. X is the sets of all possible training sequences that
meet the above criteria.
[x1,x2, ...,xM ] = argmin
xi∈X
{CRB1, . . . CRBM} (19)
Remark 2: Accuracy of CIR estimation depends on the
training sequence length, hence K should chosen carefully.
For large K, it is difficult to search among all suitable sets
and find the optimum ones. Therefore, we look for an optimum
training sequence with smaller length K1, and we concatenate
it to build a longer training sequence of length K. We observed
that if K1 is wisely selected, concatenating would not impair
the performances.
Fig. 4. Comparison of ML and LS estimators to CRB in terms of MSE in
dB vs. the training sequence length K with L = 3.
VI. PERFORMANCE EVALUATION OF THE DESIGNED
D-MIMO SYSTEM
In this section, we present a 2× 2 D-MIMO configuration
and we compare the performances of the estimators introduced
in this paper for ON-OFF keying signaling. We have generated
the CIR according to the analytical models proposed in [8], [5]
for MC systems. However, there is no constraint in the value of
CIR to be estimated. Diffusion coefficient value is 10−9m2/s
and it is compatible to the normal values of diffusion of
most of molecules in water at room temperature. Choosing bit
interval time is a trade-off between bit rate and total number
LM of ISI and ILI of the channel memory to be estimated.
Bit interval time is Tint = 0.2ms, all transmitters release
N = 105 molecules and the receivers counts once the number
of molecules per each symbol at time which CIR of the pair
transmitter is expected to be maximum. For simplicity, the
mean of noise is chosen as v¯j = 0.3 c¯jj(0). The number of
channel taps for both ISI and ILI link are considered L = 3,
so c¯ij [L] ≤ 0.05 c¯jj [0].
The 2 × 2 D-MIMO system is shown in Fig. 3. We have
assumed that the distance between transmitter and receiver
is d = 400nm and the inter-distance is h = 200nm.
Spherical receiver with radius 50nm is assumed. Positions of
the mentioned entities are fluctuating: PTx1 = (0 + δx1, 0 +
δy1, 0 + δz1), PTx2 = (0 + δx2, h + δy2, 0 + δz2), PRx1 =
(d+δx3, 0+δy3, 0+δz3), PRx2 = (d+δx4, h+δy4, 0+δz4),
with δx,y,z ∼ N (0, σ2), and σ2 = 50nm. Since the Tx and
Rx are not fixed in the position, the channel is varying in
time. While the entities are fixed, the CIR at the receivers
are: C¯1 = [60.21, 41.58, 9.11, 8.71, 3.83, 3.74, 18.06]T and
C¯2 = [41.58, 60.21, 8.71, 9.11, 3.74, 3.83, 18.06]
T . We note
that in each realization the CIR is different, C¯1 6= C¯2, because
the position of transmitters and receivers are changing with
normal distribution with σ2 = 50nm. The training sequences
are designed according to (19) with the length K1 = 16
and they are x1 = [1, 1, 1, 0, 0, 0, 0, 1, 0, 1, 0, 1, 1, 0, 0, 1]T and
x2 = [1, 1, 1, 0, 1, 0, 0, 0, 1, 1, 1, 0, 0, 0, 0, 1]
T . Longer training
sequences are constructed by concatenating these training
sequences as detailed in section 5.
In this problem, each receiver has to estimate LM + 1 = 7
variables, for a total of 14 variables. The results in Fig. 4, are
Monte Carlo simulations with 1000 random CIR realizations.
In terms of mean square error (MSE), E
{
ˆ¯cj− c¯j || 2
}
in dB
vs. the training sequence length (K) for the ML and LS (Fig.
4) estimators, respectively. The MSE decreases with increasing
the training sequence length as we expected. We can notice
that training sequences are designed such that both receivers
have optimum performances for both estimators as they attain
the corresponding CRB. Fig. 5, shows the Normalized MSE
which is defined by
MSENj =
E
{||ˆ¯cj − c¯j || 2}
||E{c¯j}|| 2 . (20)
The value of the normalized MSE is much lower, around
38dB, than the MSE. As we can see in Fig. 5, the perfor-
mance of the ML estimator outperforms the LS estimator by
approximately 1 dB. However, the LS estimator is preferred
due to its simplicity respect to the ML estimator, because our
bio-based receivers have limited computational capabilities.
In applications where receivers send the data to the external
computers, the ML estimator is preferred because it reaches
to the CRB bound.
VII. CONCLUSIONS
In this paper, we have presented a training-based channel es-
timation for M×M D-MIMO system. We have developed ML
and LS estimators which consider ISI of the pair transmitter-
receiver and also inter-link diffusive interference. We have
also derived the Cramér-Rao bound for each receiver. Training
sequences have been designed such that minimize the CRB for
all receivers simultaneously. The ML estimator outperforms
the LS estimator and the corresponding MSE reaches the CRB.
However, ML estimator needs to solve a system of non-linear
equations and this makes it computationally not preferable.
In the other hand, LS estimator is very simple to design at
the price of a small performance degradation (1 dB for the
example considered here) compared to the CRB.
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