Abstract-The two-party key agreement problem with public discussion, known as the source model problem, is considered for an erasure model for Eve's side information. By relating the key agreement problem to hypothesis testing, a new coding scheme is developed that yields an upper bound on the maximum erasure probability for which the secret-key (SK) capacity is zero. The bound is shown to be tight when Alice's or Bob's source is binary, and this shows that the new code achieves larger SK rates than the best known coding scheme.
I. INTRODUCTION
The source model problem for key agreement considers two legitimate parties, Alice and Bob, and an eavesdropper, Eve [2] , [3] . Alice, Bob, and Eve, respectively, observe n independent and identically distributed (i.i.d.) realizations of random variables X, Y , and Z that are distributed according to the probability mass function (pmf) p XY Z (x, y, z) for x ∈ X , y ∈ Y, z ∈ Z, where X , Y, and Z are finite sets. The pmf p XY Z is called the source pmf, or simply the source. Alice and Bob engage in an authenticated and public discussion to agree on a key secret from Eve as follows (see [4, Section 22.3] for a review of the problem). Alice first creates a public message F 1 using some p F1|X n (f 1 |x n ) and sends it to Bob. Bob generates a public message F 2 using some p F2|Y n F1 (f 2 |y n , f 1 ) and sends it to Alice, then Alice generates F 3 according to some p F3|X n F1:2 (f 3 |x n , f 1:2 ), etc. After k rounds of communications, Alice creates a key K A according to some p K A |X n F 1:k (k A |x n , f 1:k ) and Bob creates a key K B according to some p K B |Y n F 1:k (k B |y n , f 1:k ). In an (n, δ) code, we require the keys to be equal with high probability such that
We require the keys to be almost uniform
where H(·) is the entropy function. We also require the keys to be almost independent of Eve's information
where I(·; ·) is the mutual information. The key rate is
A key rate R s is said to be achievable if, given any δ > 0, there is an (n, δ) code with a key rate of at least R s − δ. The supremum of all achievable key rates is called the source model secret-key (SK) capacity and denoted by S(X; Y Z). Extensions to multiple parties and continuous random variables can be found in [5] - [9] .
We restrict the pmfs in this paper to the class of joint probability distributions p XY Z (x, y, z) = p XY (x, y)p Z|XY (z|x, y), where p Z|XY (z|x, y) is an erasure channel, i.e., Z = (X, Y ) with probability 1− and Z = e with probability , where e is the erasure symbol; see [1] for extensions to general pmfs. Thus, the alphabet of Z is Z = {e} ∪(X × Y). We call such sources erasure sources. An erasure source is characterized by the joint distribution p XY (x, y) and the erasure probability .
is a doubly symmetric binary-erasure (DSBE) source with parameters (p, ) if (X, Y ) is a DSBS(p) and the channel from (X, Y ) to Z is an erasure channel, i.e., Z = XY with probability 1 − and Z = e with probability . The alphabet of Z is Z = {e, (0, 0), (1, 1), (0, 1), (1, 0)}.
Consider an erasure source with erasure probability . When = 0, we have Z = XY and S(X; Y Z) = 0. When = 1, Z = e is constant and S(X; Y Z) = I(X; Y ). We are interested in the values of ∈ [0, 1] such that S(X; Y Z) > 0. Our approach provides a sufficient condition on such that S(X; Y Z) > 0. We also prove the necessity of this condition when X or Y is binary. In particular, for a DSBE source with parameters (p, ), we prove that the SK capacity vanishes if and only if
We next consider the best known lower bound given in [10] on S(X; Y Z). We show for the DSBE(p, ) source that the lower bound vanishes if and only if
Observe that 4p(1 − p) > min{p,1−p} max{p,1−p} when p / ∈ {0, 1/2, 1}, so the best existing lower bound is loose for a DSBE source for any p / ∈ {0, 1/2, 1}. This paper is organized as follows. In Section II, we review the best known lower and upper bounds, and a noncomputable characterization of when the SK capacity is positive. Our main results are given in Section III.
II. LITERATURE REVIEW

A. SK Capacity Lower Bound
The SK capacity when messages are transmitted only in one direction over the public channel is given in [2] . The one-way communication capacity from X to Y , denoted by
which is a lower bound on the SK capacity S(X; Y Z).
The best known lower bound on the SK capacity S(X; Y Z) (using interactive communication) is as follows [10] . Given random variables U 1 , U 2 , · · · , U k satisfying the Markov chain conditions
and for any integer ζ such that
Using standard cardinality reduction techniques, we can restrict the cardinality of U i to
Denote the best possible lower bound obtained from (9) byL(X; Y Z). This bound is difficult to evaluate since ζ and k are arbitrary, and the cardinality bounds on the sizes of U 1 , U 2 , . . . , U k grow exponentially. However, one can simplify the calculations by using the ideas from [11] - [13] , where auxiliary random variables are represented by upper concave envelopes.
B. SK Capacity Upper Bounds
An early upper bound on
. This was later improved by Maurer and Wolf with the intrinsic mutual information upper bound [14] 
The idea is that if we make Eve weaker by passing Z through a channel p J|Z (j|z), then the SK capacity cannot decrease. Thus, S(X; Y ||Z) ≤ S(X; Y ||J) ≤ I(X; Y |J) if XY → Z → J. Considering J = ∅ and J = Z, we recover the earlier upper bound min{I(X; Y ), I(X; Y |Z)} on S(X; Y Z).
Other upper bounds are given in [10] , [15] - [17] . The best known upper bound is [10] 
See [18] for a discussion on the computability of the above bound. The original interpretation of B 1 (X; Y Z) given in [10] is based on the idea of splitting the secret key into two parts so that only one part is independent of J. We also give a new interpretation of B 1 (X; Y Z) in [1, Appendix A].
C. Conditions for a Positive SK Capacity
Maurer gives an example in [3, Section V] where multiple rounds of communications are necessary to achieve a positive SK capacity. Orlitsky and Wigderson show in [19] that if the SK capacity is positive, only two rounds of communication suffice to realize a positive SK rate. In fact, they give a necessary and sufficient condition for the SK capacity to be positive. We review their results here.
Consider some natural number n, and some sets A ⊂ X n and B ⊂ Y n . Denote the probability distribution of
where
Definition 3 (Orlitsky-Wigderson [19] ). Given sets A ⊂ X n and B ⊂ Y n , the legitimate users have a simple entropic advantage over the eavesdropper in A×B if for some (binary) function f (X n ) we have
where the mutual information expressions are calculated according to p r (x n , y n , z n ).
Theorem 1 (Orlitsky-Wigderson [19] ). The following three claims are equivalent. 1) S(X; Y Z) > 0.
2) There exist some natural number n, and sets A ⊂ X n and B ⊂ Y n such that the legitimate users have a simple entropic advantage over the eavesdropper in A × B.
3) The SK capacity is positive with only two rounds of communication.
The work [19] does not include proofs. We give a sketch of their proof in [1, Section 2.4], based on personal communication with the authors of [19] .
III. MAIN RESULTS
Consider a joint probability distribution p XY (x, y). Without loss of generality, we assume that p X (x) > 0 and p Y (y) > 0 for all (x, y) ∈ X × Y.
Definition 4.
A sequence (x 1 , y 1 , x 2 , y 2 , · · · , x k , y k ) forms a path if all x i 's with x i ∈ X are distinct and also all y i 's with y i ∈ Y are distinct. We say the length of the path is 2k and we assign the following value to the path
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Let 1 be the minimum assigned value of all possible paths and 2 be the minimum assigned value of all possible paths of length at most four.
Example 1.
Suppose that X and Y are binary with a joint probability distribution p XY (x, y). Then, paths of length two are assigned the value 1. Because x i 's and y i 's are distinct in a path, paths of size more than four do not exist. There are multiple paths of length four. For instance, the path (x 1 = 0, y 1 = 1, x 2 = 1, y 2 = 0) is assigned the value √ p 01 p 10 √ p 00 p 11
and (x 1 = 0, y 1 = 0, x 2 = 1, y 2 = 1) is assigned the value √ p 00 p 11 √ p 01 p 10
where p xy = p XY (x, y) for x = 0, 1 and y = 0, 1. All other paths have one of the above two values and
Note that one of the terms inside the minimum is less than or equal to one. We therefore do not need to consider paths of length two, whose values are one.
We now give lower and upper bounds on the maximum erasure probability for which the SK capacity is zero for an erasure source. More specifically, we construct a random variable J such that p XY ZJ = p XY Z p J|Z and I(X; Y |J) = 0. We let J = Z and define a channel p J|Z as follows: if Z = e, then J = e. If Z = (x, y), then with some probability µ x,y we have J = e and with probability 1 − µ x,y we have J = Z = (x, y).
For achievability, assume that 2 is obtained at the minimizer path (x 1 , y 1 , x 2 , y 2 ). Define p ij = p XY (x i , y j ) for i = 1, 2 and j = 1, 2. Therefore, 2 is equal to the value of this path, i.e., 
We prove that S(X; Y Z) > 0 for > 2 . Consider some even natural number n. Define A ⊂ X n and B ⊂ Y n , respectively, as A = {x 1 , x 2 } and B = {y 1 , y 2 }, where
As in the proof of Theorem 1 given in [1] and Maurer's example in [3, p. 740] , suppose that Alice and Bob observe N independent blocks, each of which consists of n i.i.d. realizations of (X, Y ). For each block, Alice declares whether or not X n ∈ A and Bob declares whether or not Y n ∈ B. If X n / ∈ A or Y n / ∈ B, they discard the block. Otherwise, they keep the block and use it for SK agreement. Note that
If X n ∈ A and Y n ∈ B, we can model the conditional joint probability distribution of (X n , Y n ) as a DSBS with parameterp, wherẽ
due to symmetry in (18) and (19) . Assuming X n ∈ A and Y n ∈ B, Eve can learn X n and Y n if at least one of the (X i , Y i ) in the block is not erased. The channel to Eve is still an erasure channel with the new erasure probability n , i.e., the probability that all n symbols are erased. We therefore obtain a new DSBE source with parameters (p,˜ ), where˜ = n . Equivalently, when Alice and Bob keep a block of length n, i.e., when X n ∈ A and Y n ∈ B, they observe a DSBE source with parameters (p,˜ ). From Theorem 4 below, it is possible to generate a key from the new DSBE source if˜ > 4p(1 −p). In other words, the best possible lower boundL(X; Y Z) obtained from (9) is positive if
In the term (p
21 ), the maximum summand becomes dominant when n becomes large. We can then find a fixed and sufficiently large n such that (21) is satisfied, i.e., S(X; Y ||Z) > 0, if and only if
whose right hand side is less than or equal to 2 , given in (16). 2 if X or Y is binary. For this special case, Theorem 2 gives a tight bound on the maximum erasure probability. We also have 1 = 2 = 0 when p XY (x * , y * ) = 0 for some (x * , y * ) ∈ X × Y. This can be seen by starting the path with
The following theorem gives an alternative characterization of 1 , which is also used in the proof of Theorem 2. See [1, Section 4.6] for the proof of Theorem 3. We next illustrate the suboptimality of the best existing lower bound with a DSBE source example.
A. The DSBE Source Example
Using (15) and Theorem 2, we have S(X; Y Z) = 0 for a DSBE source if and only if
We now study the best possible lower boundL(X; Y Z) obtained from (9) . The main result of this subsection is to show that S(X; Y Z) =L(X; Y Z) for a DSBE(p, ) source if
We show thatL(X; Y Z) = 0 for erasure probabilities as in (25) since we know from (24) that S(X; Y Z) > 0 in this interval. This shows that the best known lower bound is loose. The lower bound is tight, i.e., S(X; Y Z) =L(X; Y Z), for all previously considered p XY Z (x, y, z) for which S(X; Y Z) is known. For instance, if X → Y → Z forms a Markov chain, assigning U 1 = X and k = 1 in (9) recovers the known SK capacity S(X; Y Z) = I(X; Y |Z) achieved by a one-way communication from X to Y . Similarly, consider the reversely degraded example from [2] . Let (9) recovers the known SK capacity result S(X; Y Z) = I(X; Y |Z).
We give the condition forL(X; Y Z) = 0 for a DSBE source in the following theorem, also used in the proof of Theorem 2, and prove it in Section III-B. 
In Fig. 1 , we plot some of the known lower and upper bounds to illustrate the gap between them, in which the SK capacity S(X; Y Z) lies. Consider a DSBE source (X, Y, Z) with parameters (p = 0.6, ). Note that for this source, I(X; Y ) = 
where J is a function of Z defined as follows. 
B. Proof of Theorem 4
We first prove that the one-way SK rate for a DSBE source is positive if > 4p(1 − p). Since (X, Y ) is a DSBS(p), the strong data processing constant s * (X; Y ) [20] is equal to (1 − 2p) 2 . Since > 4p(1 − p), we have 1 − < (1 − 2p) 2 = s * (X; Y ) and one can find an auxiliary random variable U that satisfies the Markov chain U → X → Y such that 1 − < I(U ; Y ) I(U ; X) .
