Published data on unconfined plane-wall jets and plane-free jets were reviewed and used to assess the accuracy of numerical simulations. A plane-free jet was numerically simulated using the standard k-e model and four nonuniform grid patterns (70 ¥ 32, 100 ¥ 52, 120 ¥ 60, and 120 ¥ 74). The solution for a plane-free jet with adequate grid resolution was in good agreement with the published data. A plane-wall jet was numerically simulated using five different grids (70 ¥ 32, 100 ¥ 52, 120 ¥ 60, 120 ¥ 74, and 120 ¥ 92) and three k-e turbulence models (the standard k-e model, Lam and Bremhorst low Reynolds number model, and Lam and Bremhorst low Reynolds number model with wall functions). The simulations predicted velocity decay and velocity profile well, but overpredicted the jet spread and entrainment ratio by 20 to 40%, indicating the need for a better turbulence model for wall jet predictions. 
profile is the velocity profile at a given x location ( fig. 1 ). The velocity decay is the peak velocity u^ as a function of X. The jet spread is the location of yo.5 as a function of x. The entrainment ratio is the flow rate at location x divided by the inlet flow rate, Qx/QoThe objective of this study was to compare the performances of three k-e turbulence models in predicting the jet characteristics of interest to ventilation.
Available experimental data were used to assess the performance of numerical simulation and the impacts of different grids and turbulence models. Since inadequate grid resolution can be a major source of error (Thangam and Speziale, 1992) , five different grid patterns were used to ensure adequate grid resolution and to evaluate the impact of using different grids in the numerical simulation of jets. Published data on unconfined isothermal air jets were summarized in terms of velocity profile, jet spread, velocity decay, and entrainment ratio for both plane-free and plane-wall jets. The three models used in this study were selected from available turbulence models (Liu et Transactions of the ASAE 1995a) because they were conmionly used in ventilation simulations. The jets studied were a plane-free jet and a plane-wall jet. The jets were isothermal and unconfined (except confinement due to a soUd wall that form a wall jet for the plane-wall jet). The inlet height b (half of the inlet height for the plane-free jet) was 0.05 m and the inlet velocity was 6 m/s and was assumed uniform across the inlet. The Reynolds number based on inlet height and mean velocity was 2.0 X 10^.
LITERATURE REVIEW

EXPERIMENTAL AND ANALYTICAL STUDIES ON PLANE JETS
Unconfined air jets can be divided into four zones (ASHRAE, 1989)-a short zone in which the maximum velocity of the jet remains practically unchanged (zone 1), a transition zone (zone 2), a zone of fully established turbulent flow, which is also referred to as the self-similar zone (zone 3), and a terminal zone (zone 4). Zone 3 is the longest and the most important in engineering applications among the four zones. The results reviewed in tiiis study are for zone 3 only. However, the division line between zones 3 and 4 may need clarification. The suggested division line is at x/b of about 100 (ASHRAE, 1989). Many experiments measured jets at x/b over 100 (Launder and Rodi, 1981; Narasimha et al., 1973) . The results showed that zone 3 behavior continued at x/b > 100 and as high as x/b =1000.
Plane jets have been studied in terms of velocity profile, jet spread, turbulence properties, and shear stress (Koestel et The velocity decay of a wall jet was found to be equivalent to that of a free jet having twice the inlet width of the wall jet (Tuve, 1953; Walker, 1977; ASHRAE, 1989) . The same was true for the velocity profile of a wall jet except for the region close to the wall ( fig. 3b and fig. 5b ), although the velocity expressions were different (table 1.). Tuve (1953) found that the wall-jet spread was slightly less than that of the corresponding free jet. Other studies quantified the difference as about 30% less than the corresponding free jet (Launder and Rodi, 1981; Rajaratnam, 1976) . Because of the difficulty in measuring flow rate, the entrainment ratio was usually calculated using the velocity profile, jet spread, and velocity decay (Rajaratnam, 1976) . The entrainment ratio of the plane-wall jet was also about 30% less than the corresponding free jet due to the reduced jet spread. However, the jet spread and entrainment ratio calculations for wall jets were assumed to be equivalent to the corresponding free jet (ASHRAE, 1989; Albright, 1990). Studies on both plane-free jets and plane-wall jets were reviewed and summarized by Rajaratnam (1976) Qo vb
Sources Rajaratnam (1976) , ASHRAE (1989) Rajaratnam (1976) Awbi (1991), Rajaratnam (1976) Launder and Rodi (1981) , Schwarz and Cosart (1961) Rajaratnam (1976) Rajaratnam (1976) , Walker (1977) , ASHRAE (1989) Walker (1977) Equations 2, 4, and 5 1980) to simulate a wall jet and the effects of obstacles on the wall jet. An empirical entrainment ratio was embedded in the boundary condition at the free boundary of the wall jet. Simulation of a confined wall jet was part of the study done by Choi et al. (1988) Rodi and Spalding (1970) and Ng and Spalding (1972) also simulated wall jets in an earlier search for better turbulence models. In a review of experimental and numerical studies on wall jets. Launder and Rodi (1983) concluded that the wall jet is a significantly more complex flow than a simply strained boundary layer flow for numerical simulation. Numerical studies of wall jets using three types of turbulence models were reviewed-models using mixing length hypothesis, two-equation models including the standard k-£ model, and the Reynolds stress models. It was found that numerical simulations using the standard k-e model predicted a jet spread of about 30% greater than experimental results for a plane-wall jet in stagnant surroundings. They pointed out that this discrepancy was due to the fact that C^ was set as a constant in the model. By evaluating the standard k-e model using direct numerical simulation, Cazalbou and Bradshaw (1993) also showed that a number of constants (including C^) in the standard k-e model were different from region to region in wall-bounded flows (boundary layer flow and channel flow). Mixing length models needed to adjust the constants from flow to flow in wall jet prediction. Because of this problem, the mixing length model by itself was not popular in engineering applications (Nallasamy, 1987) . Reynolds stress models were better than the two equation models and the models using mixing length hypothesis for predicting wall jets. The use of Reynolds stress models for engineering were limited because of the limited gains by using the models and the greater CPU time requirement (Bradshaw, 1987) . The standard k-e model is widely used to predict ventilation air flows (Worley and Manbeck, 1995; Gan and Awbi, 1994; Knappmiller and Kirkpatrick, 1994; Maghirang and Manbeck, 1993; Chen and Jiang, 1992; Murakami et al., 1991; Choi et al., 1990; Fang and Grot, 1990; Awbi, 1989; Choi et al., 1988) . However, two problems are commonly reported using the standard k-e model in engineering applications. One is that all the grid points have to be located in the fully turbulent region and wall functions are needed to bridge the solid surface and the first grid point adjacent to the solid surface (Launder and Spalding, 1974) . Hoff (1990) found that his numerical simulation might not converge if all the grid points were not in a fully turbulent region. Choi et al. (1988) found that a fine grid of 42 x 42 did not converge but that coarser grids converged, possibly a result of the same problem. Another problem of the standard k-e model is the poor accuracy when predicting complex flows, especially flow with separation (White, 1991; Wilcox, 1993; Patel et al., 1991) . Jet separation and reattachment are commonly encountered in ventilation air flows.
Because of these problems, Hoff (1990) used a low Reynolds number model proposed by Lam and Bremhorst (1981) . The Lam and Bremhorst low Reynolds number model compared favorably with a number of turbulence models (Liu et al., 1995a; Patel et al., 1984) . Chen et al. (1990) used the Lam and Bremhorst low Reynolds number model with wall functions to predict water and air flows in a model and found that this combination was better than the standard k-e model. The combination of Lam Bremhorst model with wall functions were also used in , Baker et al. (1994) , and Baker and Kelso (1990) . In more recent studies, Bergstrom (1994) used an algebraic stress model with a low Reynolds number model in a two region manner. Murakami et al. (1994) compared the performances of the standard k-e model, an algebraic model, and a Reynolds stress model and found that the standard k-e model was not as accurate as the other two models. As reviewed by Liu et al. (1995a) , many new turbulence models have been proposed and some of them showed significant improvement over the standard k-e model. Most of the new models reviewed have not been tested for ventilation simulation.
Most of the numerical simulations in ventilation applications use the SIMPLE(R) algorithm (Patankar, 1980) . Detailed discussions of this algorithm and its application for ventilation simulation were given by Awbi (1991) , Jones and Whittle (1992) , and Hoff (1990) .
The importance of grid resolution was addressed by Baker and Kelso (1990) and Thangam and Speziale (1992) . As pointed out by Baker and Kelso (1990) , the problem of numerical diffusion may dominate the transport process without adequate grid resolution. Using a grid of 200 x 100, Thangam and Speziale (1992) showed that the reported errors in predicting flow over a back-facing step were mainly due to inadequate grid resolution.
NUMERICAL SOLUTION GOVERNING EQUATIONS
The governing equations for steady state flows can be written in the general form of (White, 1991; Patankar, 1980) :
where (| ) = scalar variable FA gf^ = effective diffusion coefficient for (]) SA = source term for <[) The governing equations include continuity, momentum, turbulent kinetic energy, and dissipation for turbulent region where y*" > 11.5 (y*" calculated as k^^^ymin/^)-This combination allows the model to be used in low Reynolds number regions and does not require a dense grid in the solid surface region because wall functions are used. However, the performance of the LBW model near the solid surface region where y+ < 11.5 is questionable. Under this condition, the LBW model is the same as the LB model, however, the grid is not likely to be as dense as required by the LB model. All three models were used in this study for the planewall jet. For plane-free jets, only the STD model was used because the three models are essentially the same for free shear flows.
SELECTION OF GRIDS
Five different grids were selected (table 3). The main difference between grids was the number of grid points in the jet region. Grid No. 1 was the coarsest grid which had one grid point inside the inlet. Grid 3 was the densest grid used for the STD model, which requires y+ > 11.5 for all the grid points. Grid 5 was the densest grid used with 30 grid points located inside the inlet. It had y+ values ranging from 0.8 to 9 for the grid points adjacent to the solid surface with all of them located in the region where y+ < 11.5. Compared with other low Reynolds number model studies using grid points located with y"*" values less than 0.2 (Wilcox, 1993; Chen and Patel, 1988) , using grid 5 may not be dense enough for the LB model (Lam and Bremhorst, 1981) . However, the grid used was much denser than grids commonly used for ventilation simulation. A denser grid was not attempted. The y+ values for grid points adjacent to the solid surface (for plane-wall jets only) are also shown in table 3. Table 4 lists the combinations of grids and turbulence models considered. Plane-wall jet simulations using grids 4 and 5 with the STD model did not converge. As shown in table 3, not all the grid points in grids 4 and 5 were in a This approximation has a relative error of < 2% in the range of 0 < x < 8 and an absolute error of < 0.0038 in the range of 0 < x < oo. Use of the approximation improved the speed of the LB and the LBW models to a rate comparable of the STD model.
BOUNDARY CONDITIONS
The computation domain is shown in figure 2. A computation domain of 250b in the x direction and 150b in the y direction was used in this study. The 250b was selected to ensure that the size of the domain was long enough to cover the suggested self-similar region of up to 100b (ASHRAE, 1989). The y direction size was arbitrary yet large enough that little impact was expected on the prediction. To minimize the complication of a solid surface, the left (except the inlet) and bottom boundary (AB and AE in fig. 2) 
DETAILS OF THE NUMERICAL SCHEME
The SIMPLER (Patankar, 1980) method was used to numerically solve the partial differential equations. Central difference scheme was used to discretize the source terms. DEC 3000 workstations from Digital Equipment Corporation were used for the calculation. The convergence criterion was that the residual of the continuity equation should be < 2.0 x lO"-^. The flow rate at any given axial location x was needed for entrainment ratio calculation. The flow rate was calculated by integrating the velocity profile from the center of the jet (the wall in the case of wall jet) to the point where the air velocity component in the x direction was zero. It was found that the STD model was less likely to diverge. The guessed velocity field to start the iteration process may result in divergence using either the LBW or LB models, so the STD model solution was used as the initial guess for the LB and LBW models.
RESULTS AND DISCUSSION
The predicted results of velocity profile, velocity decay, jet spread, and entrainment ratio are presented. The parameters k, e, skin friction coefficient, etc. are not summarized here because these are not of primary interest for ventilation studies. Numerous discussions related to these parameters are available (Chen and Patel, 1988; Patel et al., 1984; Lam and Bremhorst, 1981; Wilcox, 1993) . As mentioned earlier, uniform conditions were assumed across the inlet. The impact of that assumption on numerical simulation was not known. It was suggested that the inlet conditions might be important to achieve similitude (Liu et al., 1995b) , however, the inlet condition The results of the plane-free jet with adequate grid resolution (grids 2, 3, and 4) showed good agreement with published data. The velocity decay was virtually the same as equation 5. The jet spread prediction is slightly higher (< 10% higher) than the experimental result of equation 3. The entrainment ratio showed a slightly lower value than the experimental result (eq. 6) near the exit.
PLANE-WALL JET
The plane-wall jet was simulated using the STD, LB, and LBW models with some or all of the five different grids (table 3) difficult to judge what should be the adequate grid resolution. Comparing the results of grids 1, 2, and 3, all of which had y"^ > 11.5 and used wall functions, grid 2 showed larger overprediction of jet spread and entrainment than grids 1 and 3. Changing from grid 4 to grid 5 also changed the predicted results. Further investigation is needed to study if the same grid impact is true for jets with separation.
Effects of Different Turbulence Models. The effects of different turbulence models using grid 3 are shown in figures 7 and 8. The results of using other grids were similar to grid 3. Figure 7a showed the velocity decay predictions using different turbulence models. The predicted results were all in good agreement with the experimental results. The STD model and LBW model gave identical results. The LB model prediction showed a slightly larger error than the other two models. The velocity profiles at x/b « 150 are shown in figure 7b . The three models showed almost identical results and the results were in good agreement with the published data. However, the predicted profiles showed a peak velocity closer to the wall than what was observed in experiments.
The jet spread predictions with different turbulence models are shown in figure 8a. All models significantly overpredicted the jet spread. The STD model and tiie LBW model gave predictions that were very close to each other and were about 30% larger than the experimental results. The LB model overpredicted the jet spread by about 40%. The 30% difference between the experimental results and the STD model prediction was in agreement with the conclusion of Launder and Rodi (1983) . They concluded to the LBW model. Figure 5a shows the velocity decay using different grids. As shown, all predictions were within 10% of the experimental results. Velocity profiles predicted are shown in figure 5b. The velocity profiles were at the location of x/b closest to 150 (depending on the grid, x/b ranged from 145 to 155). The velocity profiles showed little difference at different locations except the initial part of the jet (up to x/b = 40) and at the exit. The predictions were within 10% of the experimentally measured profile for most of the jet and within 30% at the outer region of the jet where the velocity was low. Predictions using grids 1 and 4 showed slighdy larger errors than the other grids.
Figures 6a and 6b show the predicted jet spread and entrainment ratios. The jet spread predictions were 20 to 30% higher than the experimental results ( fig. 6a ). Grid 4 gave the best performance in terms of jet spread prediction. Grid 5 was the densest grid used but it did not have the best performance. The reason may be that all the grid points adjacent to the wall boundary for grid 5 have y+ values less than 11.5 (table 3) where LBW is effectively the same as the LB model. As shown later in the results, the LB model overpredicts the jet spread. The entrainment ratios were overpredicted by about 30%, with grids 1, 4, and 5 slightly better than the other two grids ( fig. 6b) . Grid 4 did not show a clear advantage in entrainment ratio prediction as it did for the jet spread prediction. The overpredictions of that grid in velocity profile and velocity decay eroded the advantage in jet spread.
Based on the above analysis, no grid showed a clear advantage in terms of better agreement with the experimental results for the plane-wall jet, making it . 8b ). The STD model and the LBW model showed almost identical results which were better than the LB model. Based on this analysis, it is concluded that the LB model is not as good as the other two models for wall jet prediction. This is especially true for jet spread prediction. The STD model and the LBW model gave comparable results. However, the STD model did not converge if grid points were not in the fully turbulent region (grids 4 and 5). The LBW model had an advantage in that it could be used for a region where the flow was not fully turbulent. The overprediction in jet spread and entrainment ratio may also exist in room air movement involving wall jets. The overprediction is likely to be smaller than that of an unconfined jet because the surroundings also affect jet expansion. A room of the same length will have a smaller overprediction with a lower room height because the jet's expansion is more likely to be restricted. Further studies on turbulence models are needed to improve the performance of jet spread prediction.
CONCLUSIONS
• Published data on unconfined plane-free and planewall jets were summarized. It was found that the jet velocity decay, velocity profile, jet spread, and jet entrainment ratio were well established by experimental and analytical studies. Contrary to the common practice that an unconfined plane-wall jet can be treated as one half of the free jet, experimental results showed that the plane-wall jet has 30% less jet spread and entrainment ratio than the corresponding plane-free jet.
• For the plane-free jet, numerical simulation using the STD model showed that adequate grid resolution was reached with five grid points in the inlet for the jet studied. 
