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A logarithmic Sobolev inequality with respect to the probability measure 
A,(1 -x*)A-(‘/2) & on I-1, 1 ] is proved for all i > -l/2. From this inequality 
sharp hypercontractive estimates are derived for the heat semigroups for 
ultraspherical polynomials and on the n-sphere. 
Let 1 be a probability measure and H a non-negative self-adjoint operator 
on L*@). The semigroup eCfH is called hypercontractive if e-tH is a 
contraction on L ‘01) for all t > 0 and is bounded from L’(u) to L4@) for t 
sufficiently large. This definition first appeared in Simon and Hoegh-Krohn 
[ 121 in connection with quantum field theory. Shortly thereafter, Nelson [9] 
proved sharp Lp - Lq norm estimates for the Hermite semigroup; and 
Gross [7] later simplified Nelson’s proof considerably. Using the techniques 
developed by Nelson and Gross, Beckner [3] found the sharp form of the 
Hausdorff-Young inequality for the Fourier transform. These results have 
stimulated considerable interest in hypercontractive estimates in a variety of 
settings. In this paper we prove the analogue of Nelson’s theorem for the 
heat semigroup on the n-sphere. 
Nelson’s sharp hypercontractive estimates for the Hermite semigroup can 
be stated as follows. Let JI be a centered Gaussian probability measure on R; 
and let h,, m = 0, 1, 2 ,..., be the Hermite polynomials on R, normalized to 
be an orthonormal basis for L*(u). The Hermite semigroup emfH for t > 0 
applied to f = C,“=O amhm in L’(u) is given by 
ecLHf = 2 a,e-““h,. 
m=0 
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It is relatively elementary to show that emfH extends/restricts to a strongly 
continuous, positivity preserving, contraction semigroup on Lp(u), 
1 <p < co. Nelson’s theorem says that if 1 < p < q < co and 
e -” Q (p - l)/(q - l), then eetH is bounded from Lp~) into Lo(u) with 
norm 1. If 1 > e-*’ > (p - I)/(q - I), then e-In is not bounded from Lp@) 
into Lq@). 
One way to understand this result better is to investigate whether similar 
results hold for other classical semigroups. In particular, we consider the 
heat semigroup e” and the Poisson semigroup P,, r = e-‘, on the n-sphere 
3 ,“, with normalized surface area measure. These semigroups are both 
strongly continuous, positivity preserving, contraction semigroups on Lp(S”), 
1 < p < co. However, they differ from the Hermite semigroup in one very 
noticeable respect: if t > 0 (r < 1) and 1 < p < q ( 03, then e” and P, are 
always bounded from Lp(S”) into Lq(S”). Indeed, they both map Lp 
functions into Cm functions on S”. Moreover, the norms of these operators 
are certainly bigger than or equal to 1 (constants are preserved); and as t -+ 0 
for fixed p ( q, the norms must blow-up. On the other hand, an argument 
due to Glimm [6] shows that for fixed 1 < p < q < co and sufficiently large 
t, these semigroups map Lp(S”) into L’?(F) with norm 1. One naturally 
wonders what the smallest such t is. 
On the circle (S’) the matter was settled for both semigroups by one of 
the authors [ 191 and independently for the heat semigroup by Rothaus [ 111. 
Perhaps surprisingly, Nelson’s result holds for both semigroups: 
et’: L’(S’) + L4(S’) has norm 1 if and only if e-*’ ,< (p - I)/(q - l), and 
P,: Lp(S’) -+ Lq(S1) h as norm 1 if and only if r* < (p - l)/(q - 1). 
On the two-sphere Janson [8] has shown that P,: Lp(S2) + L4(S2) has 
norm 1 if and only if r* < (p - l)/(q - I), again Nelson’s criterion. By the 
Poisson semigroup we mean that I = P,f(x) is the harmonic extension of 
f(x) defined on S*. 
In this paper we prove that e ‘A. Lp(S”) -+ L9(S”) has norm 1 if and only if 
em*“* < (p - l)/(q - 1). This is not the same as Nelson’s criterion for hyper- 
contractivity. The reason for the extra factor of n is that the lowest non-zero 
eigenvalue of 4 on S” is n. 
Our proof of this result is based on logarithmic Sobolev inequalities. 
Gross [7] first introduced logarithmic Sobolev inequalities in order to give a 
much simplified proof of Nelson’s theorem. Gross’ arguments made 
substantial use of probability theory. He used the central limit theorem to 
derive a logarithmic Sobolev inequality from an analogous “two point” 
inequality. Subsequently, Rothaus [lo] and Adams and Clarke [ 1 ] came out 
with variational proofs of Gross’ inequality. Furthermore, Rothaus [ 111 used 
variational techniques to prove a logarithmic Sobolev inequality on the 
circle, from which one easily derives the sharp hypercontractive estimates for 
the heat semigroup on the circle. 
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In this paper our overall approach to proving a logarithmic Sobolev 
inequality is modeled on Rothaus’ variational argument for the circle. 
However, we do not adapt his proof directly to the n-sphere. Instead, we 
borrow an idea from Janson [8] and project the n-sphere onto one 
dimension. If we project S” onto the first co-ordinate, then normalized 
surface area measure on S” projects onto the probability measure d~~(x) = 
A,( 1 - x*)1-(1’*) dx on [-1, 11, where 1= (n - 1)/2. Furthermore, iff is a 
smooth function on S” which depends only on the first co-ordinate, then 
-AA expressed in terms of that co-ordinate, is H,f(x) = -(l - x’)f”(x) + 
(U + 1) xf’(x). The eigenfunctions of HA are the ultrapherical polynomials. 
Therefore, the main goal of this paper is to prove a logarithmic Sobolev 
inequality with respect to the measure pu,, and then deduce hypercontractive 
estimates for the semigroup exp(-tHA). 
In Section 1 below we establish notation, give precise definitions, and 
prove some preliminary technical results. These include some Sobolev-type 
embeddings and some regularity results which are needed to justify the 
subsequent variational arguments. In Section 2 we prove a logarithmic 
Sobolev inequality for each measure Pi. In fact, there is no reason to restrict 
ourselves to half-integer I; and so we consider all 1 > -l/2. Passing to the 
limit as L + -l/2, we obtain the “two-point” logarithmic Sobolev inequality; 
and passing to the limit as A + 00, after a suitable resealing, we recover 
Gross’ inequality. In Section 3 we derive sharp hypercontractive estimates 
for the semigroup exp(-fHA). Finally, in Section 4 we use the theory of 
spherical harmonics on S” and a rearrangement theorem of Baernstein and 
Taylor [2] to lift the hypercontractive estimates back up to S” and the heat 
semigroup. 
The results in this paper suggest some further questions. For example, 
what are the corresponding hypercontractive estimates for the Poisson 
semigroup? In fact, there are two different natural “Poisson semigroups” to 
consider: the semigroup given by harmonic extension of functions on S”, and 
the semigroup generated by \/-1? on S”. These two semigroups coincide 
only if n = 1. Also, does the result for the heat semigroup lift to a result for 
the heat semigroup on SO(n + l)? 
1. PRELIMINARIES 
For each L > -l/2 we let p, be the probability measure on [-1, 1 ] given 
by 
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Using the beta function, one readily calculates that 
A,= 
r(a + 1) 
Ima + W))’ 
We denote the inner product on L’@,) by 
Since the polynomials are dense in L’@,), we may construct an orthonormal 
basis, Q”, , m = 0, 1, 2 ,..., of L’@,) by applying the Gram-Schmidt 
procedure to the functions 1,x,x2,... . In particular, Q;(x) = 1 and 
Q:(x) = xdm. Moreover, for each 1 the Q”,, m = 0, 1,2 ,..., are charac- 
terized by the fact that they form an orthonormal basis of L*@*) and that 
each Q”, is a polynomial of degree m with positive leading coefficient. 
Next we define an operator in L*@*) for which the Q”, are eigenfunctions. 
Forf= CzzO a,Qi, let 
H,J = g m(m i-U)a,Qi. 
Wl=Q 
In particular 
H, Q;Z = m(m + 2J) Q;. (1.2) 
The domain D(H,) of HA as an operator in L*&,) is precisely the set of allf 
in L*@*) for which the right side of (1.1) is also in L2bn). With this 
domain, HA is an unbounded, non-negative, self-adjoint operator in L2@l). 
We shall also have use of the fractional powers of HA. For s 2 0 and 
f = CiLa,Q”,~ 
Hyff = g [m(m + U)]“‘a,,, Q”, . (-1.3) 
m=O 
As before, the domain D(H$*) of NY2 is the set off in L*@,) for which the 
right side of (1.3) is in L*@,). We denote D(Hy*) by Zi, and with the 
graph norm 
Ml:,, = IIfG’tfll: + llfll: 
Ri is a Hilbert space. We can give an equivalent characterization of Zi 
and an equivalent Hilbert norm as 
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Note that GYi =L*@,) with ]floqn = ]]jJ, and that D(H,)=Pi. 
Furthermore, if 0 < s < l, then 3; is continuously embedded in 8:. The set 
of all finite expansions $ = X$=0 a,,, Q”, is dense in each X’i, s 2 0; and so 
P([-1, 11) ’ d IS ense in each Zi. Finally, we observe that every f E L’bA) 
is a distribution on (-1, 1). Indeed, every f E L2bn) is locally integrable 
with respect to Lebesgue measure on (-1, 1). 
We need to investigate the properties of the operator H, and the spaces 
2;. Our starting point, indeed our motivation in making these definitions, is 
the fact that the Q”, are multiples of the ultraspherical polynomials P”, as 
defined in Szego [16, Sect. 4.71. In fact, it follows from formula (4.7.15) in 
[ 161 that for ,l > -l/2, 3, # 0, and m = 0, 1,2 ,..., 
(1.4) 
(Note that by formula (4.7.9) in [ 161, the leading coefficient of P”, is 
positive. Also, in deriving (1.4), we use the fact that Z(k) Z(A + (l/2)) = 
2’-**@(2k).) Furthermore, it follows from (1.2) and (1.4) above, along 
with formula (4.7.5) in [ 161, that 
H,Q;=-(1 -x*)-$Q;+(22+ 1)x-&Q:. (1.5) 
Since (1.4) is not correct for A = 0, (1.5) is only immediately established for 
J > -l/2, L # 0. However, the coefficients of Q”, and H,Q”, depend 
continuously on IE, and so (1.5) must also hold for A = 0. The following 
proposition shows that (1.5) holds for a wider class of functions. 
PROPOSITION 1.1. Let f E C*([-1, 11). 7’henfE D(Hn)fir all A > -l/2 
and 
HJ = -( 1 - x’)f” + (2A + 1) xf’. (l-6) 
Furthermore, if also g E C ’ ([ - 1, 1 I), then 
(HA &,I = Bn(f’, &?>,I + 17 (1.7) 
where 
BA =A,JA,t+, = J + VP) Iz+l * 
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ProoJ LetfE C*([-1, I]) and gE C’([-1, I]). We first calculate 
(-(1 -X2).P + (21 + l)xf’, g>a 
= -A* 5 
1, [(I -x2)A+(1’21fyX)]~godX 
=A, 
I 
1, (1 -X2)*+(“2)f’(x) g’odx 
=Bn(f’, g’)A+lP 
where the boundary terms in the integration by parts vanish since 
1+ (l/2) > 0. If g is also in C2([-1, I]), we may clearly integrate by parts 
one more to obtain the formula 
(-( 1 -X2)./-” + (21+ 1) xf’, g)A = (f, -( 1 - x2)g” + (U + 1) xg’)A. (1.8) 
Now to prove (1.6) we let h = -( 1 - x2)f” + (U + 1) xf’. Bothf and h 
are continuous on [-1, 11, hence in L2bn). Set 
f = f’ a,Q”,, h= -f c,Q”,. 
m=O m=o 
Then by (1.8), (1.Q and (1.2), 
f,-(l-x2)~Q~+(2.i+l)x-$Q", 
a 
= <.LH,Q%. 
= m(m + 2~X.L Q",>, 
=m(m+213)a,. 
Since C$‘=o]c,]2 < a~, it follows that C,“=. Im(m + 2L)a,j* < co. Hence 
f E D(H,) and HAf = h. This proves (1.6), and (1.7) now follows from the 
calculation at the start of the proof. 
Formula (1.6) shows that H, is indeed what we described in the 
introduction. Formula (1.7) is reminiscent of the relation (-Af, g) = 
(Vf, Vg). However, the change in measure from pA to p, + I is intriguing. The 
next few results give some consequences of (1.7). 
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COROLLARY 1.2. Far all A > -l/2 and m > 1 
$ Q”, = [m(m + 2A)/B,] ““Q”,?:. (l-9) 
Proof. Using (1.2) and (1.7), we see that 
(Qk Qh = [m(m + Wl-‘PAQ;j9 Qk 
=B,[m(m + 21)1-l 
( 
&Q:&Q;) . 
A+1 
Thus the polynomials [B,/m(m + U)]“‘(d/dx) Q”,, m = 1,2,3,..., form an 
orthonormal basis of L2bA + i) and have positive leading coefficients. The 
result now follows from the characterizing properties of the polynomials 
Qk A+‘, k=O, 1,2 ,... . 
PROPOSITION 1.3. For all Iz > -l/2 and s > 1, dJdx:R’~ -+R’i;: is a 
bounded surjective map, where dJdx is interpreted in the sense of 
distributions. Furthermore, for f = C,“=,, a,,, Q”, in 3’;) 
f’ = Bh”’ 2 [m(m +.U)]“*a,Q~?\. 
ItI= 
(1.10) 
Proof. For finite expansions f = CEZO a,Qi, formula (1.10) follows 
immediately from (1.9). For such f 
BA If’l:-1,A+l= (2A + 1) la,J’ + $j m(m + U)(m - l)*‘“-” lamI 
WI=2 
G (2 IAl + 1) If IL 
Thus dJa!x extends to a bounded map T: 3, + A?‘;;‘, , and Tf is given by the 
right side of (1.10). We claim that Tf is the distributional derivative of J 
Indeed, for f E 3’: 
in Pi, and therefore in the sense of distributions. Thus v;I)’ -+ f’ as 
distributions. But also TfM+ Tf in Xi;\; hence as distributions. Conse- 
quently, Tf = f’ as distributions. 
Finally, we show that the map is onto. If g = CgZo b,,,Q”,“” = 
C~=,b,-lQ~‘, is in Xii’,, then f =Czzoa,,,Q”,, a,,,= 
B:“[m(m + 2A)]-“2b,-l, is in Xi and f ‘ = g. 
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COROLLARY 1.4. Let L > -l/2 and s > 1, and let f be a distribution on 
(-1,l). Then f EA?‘: ifand only iff’ CEO?‘:;‘,. 
ProoJ The previous proposition shows one direction. For the other 
direction, let f’ E Xi;‘, . Choose g E R’i such that g’ = f ‘. Then f - g is a 
constant, and so f E Xi. 
COROLLARY 1.5. C’([-1, 11) cZ’~. 
COROLLARY 1.6. If f E 3’1, then f is locally absolutely continuous on 
(-1, l), and (1.10) gives the pointwise almost everywhere derivative off: 
Proof The distributional derivative of f is in L *tin+ ,); hence locally 
integrable with respect to Lebesgue measure on (-1, 1). 
COROLLARY 1.7. Zff, g E .A?: = D(Hi’2), then 
W;‘2f, H,i”g>n = B,(f ‘3 g’>A + , . (1.11) 
ProoJ For f, gE C’([-1, l]), (1.11) follows immediately from (1.7). 
Furthermore, the left side of (1.11) is clearly continuous on Xi X cV~ ; and 
Proposition 1.3 shows the same for the right side. The result follows since 
C2([-1, 11) is dense in 81. 
COROLLARY 1.8. Iff E ,273 is real valued, then 1 f 1 E A?‘: and (Hi” (f 1, 
Hi” If l>,t Q (H;“f, H?f>,a. 
Proof: Since f E A?‘:, f’ E L ‘tin + i); and so 1 f’ ] E L ‘bA + ,). Moreover, 
( If 1’ ] < If ‘1, and so If (’ E L2bA+,). Corollary 1.4 now implies IfI EA?:. 
The inequality follows from (1.11). 
The information we have accumulated so far will prove invaluable. 
Corollary 1.2 will enable us in Section 4 to prove monotonicity of the heat 
kernel on the n-sphere. (See Proposition 4.1) Corollaries 1.5 and 1.7 will 
help us in Section 3 to derive the sharp hypercontractive estimates from the 
logarithmic Sobolev inequality. Corollary 1.8 will enable us in Section 2 to 
choose a non-negative extremal function for the logarithmic Sobolev 
inequality. (See Proposition 2.2.) Proposition 1.3, along with a Sobolev-type 
embedding theorem, will enable us to derive a key formula for functions in 
D(H,). (See (1.16).) 
We now turn to the embedding theorems. In what follows, I] ]Jco denotes the 
supremum norm on [-I, I]. 
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LEMMA 1.9. (a) IfA>% 
- [2/I(2A + l)]“*m as m -+ 00. (1.12) 
(b) If-1/2<A<O, 
II Q”,ll, N [W414”22’-A VW-’ as m+co. (1.13) 
In particular, for fixed -l/2 < A & 0, the Q”, are uniformly bounded on 
[-1, 11.~ 
Proof. Suppose first I. > 0. Theorem 7.33.1 in Szego [ 161 tells us 
II~“,llm = 
I@ + 2L) 
r(m + 1) r(U) ’ 
Combining this with (1.4), we get the desired expression for I] Q”,]l,. The 
asymptotic estimate follows since 
. r(m+a) 
For A = 0, (1.12) follows by letting A + 0 +. 
For -l/2 < 1 < 0, the remarks in Szego [ 161 following Theorem 7.33.1 
tell us 
limo - 2l-* IT(A)l-‘m’-‘. 
Combining this with (1.4) gives (1.13). 
PROPOSITION 1.10. (a) Let I > 0. If s > A + (l/2), then 2: is 
continuously embedded in C([-1, I]). 
(b) Let -112 < A < 0. Ifs > l/2, then A?; is continuously embedded 
in C([-1, 11). 
Proof. Let A > 0, and suppose f = X:=0 a,Q”, is a finite expansion. 
Using (1.12), we see that 
Ilfll, < ?, l~ml lQ”,lI, 
<Cla,l+C 5 la,lm’ m=l 
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m=l 
l/2 M 
< C(a,J + c 
( 
2 m2(A-s) m’a, I 2 
m=l 1 ( :, I ) 1’2 
where C is a constant which may change from line to line, and we have used 
s > I + (l/2) to insure finiteness of the infinite series. Since finite expansions 
are dense in Xi, the inequality ]]f]], < C If]s,n extends to all f E A?+:. This 
proves part (a). Part (b) follows from a similar calculation using the estimate 
(1.13). 
We remark that if 1+ (l/2) = n/2, and so p, is the projection of 
normalized area measure on S”, the previous result is analogous to the 
Sobolev embedding H’(S”) c C(S”) if s > n/2. 
COROLLARY 1.11. Let 1 > -l/2 and m = 1,2,3 ,... . If s - 2m > 
I + (l/2), then SF; is continuously embedded in Cm( [-1, 1 I). 
ProoJ Let 0 < j < m. By repeated applications of Proposition 1.3, 
(d/h)’ is a bounded map Ri +$Y’i;/l. Furthermore, since s -j > 
A + j + (l/2) (and s > l/2), Proposition 1.10 guarantees that Xi;{ is 
continuously embedded in C( [-1, 11). Thus (d/k)’ is a bounded map 
R’i + C( [-1, 11) for all 0 < j < m. This proves the corollary. 
PROPOSITION 1.12. (a) Let 1 > l/2. Zf 1 <p < 2(21+ l)/(U - l), 
then 3’: is continuously embedded in LPtin). 
(b) Let -l/2 < L ( l/2. u 1 < p ( 00, then SA is continuously 
embedded in Lp@,). 
(c) The embeddings in (a) and (b) are compact. 
ProoJ If -l/2 < 1 < l/2, statement (b) follows from Proposition 1.10. 
Let A> l/2. Then PA = L2bn), and zi is continuously embedded into 
C( [-1, 11) . for s > A + (l/2). By interpolation (which is justified by 
Theorem 1.18.10 in Triebel [ 17]), we see that Rl is continuously embedded 
in Lpbn) whenever 
P - * = O/2 + (1 - Q/co = e/2, 
1 = 08 + s(1 -q= s(1 - 8) 
s > 13 + (l/2). 
500/48/2-9 
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These conditions are met if p > 2 and p/(p - 2) = s > A. + (l/2). In 
particular, if A= l/2, this is true for all 2 < p < 00. For A > l/2, we need 
2 < p < 2(2A + 1)/(21- 1). This proves statements (a) and (b). 
For the compactness we need the following lemma. Its proof is a 
straightforward diagonal argument and can safely be omitted. 
LEMMA 1.13. Let b, + co with b, < b,, , . Then 
I a = (a,, a,,...) E Z* 2 )a,,,b,)* < 1 ltl=O I 
is relatively compact in I*. 
To continue with the proof of the proposition, the lemma implies that R: 
is compactly embedded in L*@,), and hence in LpGn), 1 < p Q 2. Now let 
p > 2 satisfy the condition in statement (a) or (b). Choose q with 2 < p < q 
and q satisfying the same condition, so 21 is continuously embedded in 
Lq@,). Let f, be a bounded sequence in Xi. It has a subsequence Cauchy 
in L*@,) and bounded in LqCun). Since Ilfll, < I\fllf Ilfjll-“, the subse- 
quence is also Cauchy in L”@,). This concludes the proof. 
The compactness of these embeddings will be used in Section 2 to prove 
the weak lower semicontinuity of a certain functional. (See Proposition 2.1.) 
We remark that a result similar to Lemma 1.13 shows that Xi is compactly 
embedded in Z’i for 0 < s < t; and thus the embeddings in Proposition 1.10 
and Corollary 1.11 are compact. 
COROLLARY 1.14. Let A > -l/2. If f E D(H,), then f’ E Lpbn+ ,) for 
1 < P < 2(2A + 3)/(21+ 1). 
Proof: By Proposition 1.3, f' ERl+, ; and so the result follows from 
statement (a) of Proposition 1.12. 
We are now able to extract some more detailed information about 
functions in D(H,). 
PROPOSITION 1.15. Let f E D(H,). Then f E C’((-1, 1)) and f’ is 
locally absolutely continuous on (-1, 1). Also 
HAf =-(1 -x*)f”+(21+ l)xf’, a.e. (1.14) 
Furthermore 
lim (1 - x2)n’2+“4f ‘(x) = 0, (1.15) 
x-r*1 
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and for x E (-1, 1) 
(1 -Xy(‘/2)fr(x) 
= 
1 
1 (1 - t2)A-“‘2’Hnf(t) dt 
= -(, (1 - t2)A-“‘2’H,f(t) df. (1.16) 
Proof. Let f E D(H,). Since f is also in Zi, Corollary 1.6 tells us that f 
is locally absolutely continuous and f’(x) exists almost everywhere. 
Furthermore, by Proposition 1.3, f’ EZ’i+ I ; and so again by 
Corollary 1.6, f’ is locally abolutely continuous, f”(x) exists almost 
everywhere and is locally integrable with respect to Lebesgue measure on 
(-1, 1). 
On the other hand, HAf E L2bn) and is locally integrable with respect to 
Lebesgue measure on (-1, 1). Thus, to establish (1.14), it suffkes to 
establish equality in the sense of distributions. 
Let q be a test function, i.e., C” with compact support in (-1,l). Then 
J ‘1 1 H,f(x) cp(x) dx = WA W>,I 9 
where v(x) = cp(x)A,‘(l - x~)-*+(“~). Now w  E C2([-1, I]), SO by 
Proposition 1.1 w  E D(H,) and 
Wnf, W>A = (f, HA W>A 
= (f, -( 1 - 2) yl” + (21 -t 1) XW'),l 
.I 
=-- 
! -1 f(xNU -x2) v7'(x) + PA- 1) xyl(x)l' dx 
J 
.I 
= -1 f’(x)[U -x2) P’(X) + (21 - 1) w,(x)1 dx 
= j1 -[f’(x)(~ - x2)~fq(x) + (21- I) xf’(x) p(x) h 
= j" [-(I - X2)fu(X) + (21 + ~)~f’(~)l p(x) dx. 
-1 
This establishes (1.14). 
Multiplying (1.14) by (1 -x2)*-(“*) gives 
--[(I -X2)-(‘/2)f+ (1 -X2)~-(‘/2)HAf; 
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and so if x, yE (-1, 1) 
(1 ~x~)~+w*lf’(x) - (1 - y*)~+wfyy) 
=.j: (1 - t2)*--(“2)H*f(f) dt. (1.17) 
Since HAf E L2@,) c L ‘bn), (1.17) guarantees the existence of the limits 
lim (1 - ~~*)~+“‘~‘f’(y) = L,, 
y-r*1 
We claim that in fact L, are both 0. Indeed, if, say, L, # 0, then 
f’(y) -+ (1 - y)-~-“/*’ 
or 
If’(y)I” rv C(l - y)-p’~+(1/2)) 
as Y--B 1. Thus, for I:-, If’(v)l” dp,+,(y) to be finite we need 
-p(L + (l/2)) + A+ (l/2) > -1 
or p < (21 + 3)/(2A + 1). This, however, contradicts Corollary 1.14, which 
says f’ E LpGA+ ,) whenever 16 p < 2(2A + 3)/(21 t 1). Thus L + , and 
similarly L- , must be zero. 
Formula (1.16) now follows by letting y-, fl in (1.17). Formula (1.15) 
follows from (1.16) and Schwa& inequality: 
I(1 - x*)A+(“*)J’(x)\2 
Q 1.1 (1 _ t2)&‘l/2’ 
‘X 
IHnf(r)12 dt 1” (1 - t2)*-(“2’ dt. 
-x 
The first integral above converges to zero as x j 1 since HA f E L*@,). The 
other terms give the needed asymptotic behavior. The limit as x --$ -1 is 
similar. 
We now turn to the semigroup generated by H,, i.e., the “heat 
semigroup.” The spectral theorem implies that for f = Cz=0 a, Q”, in L201n) 
and ta0 
exp(-tHJf = 5 e-m(m4 *‘)‘a,,, Q”, . (1.18) 
m=O 
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Clearly exp(-MA) is a bounded, self-adjoint operator on L2@,) with norm 
1. Furthermore, t I+ exp(-MA) is a strongly continuous semigroup on 
Z.+‘(,D~). Note that exp(-tH,)l = 1. 
LEMMA 1.16. Zf f E L*@,) and t > 0, then exp(--tH,)fE CW([-1, I]). 
Moreouer, the right-hand side of (1.18) converges on [- 1, I], so (1.18) is 
true pointwise everywhere on [-I, I]. 
Proof: Fur t > 0 and f E L ‘bA) exp(--tH,)f E Xi for all s > 0 because 
of the exponential decay of the coefficients in (1.18). Thus, exp(--tti,)f E 
Cco( [-1, 11) by Corollary 1.11. The uniform convergence of the right side of 
(1.18) follows from the calculation in the proof of Proposition 1.10. 
The followmg proposition gives some more information about the 
semigroup. The major arguments in the proof come from a variety of 
sources, most notably the proof of Theorem 1 in Bochner [4]. See also the 
proof of Lemma 6.1 in Gross [7], Theorem 2 in Janson [8], and 
Proposition 2.1 in Simon and Hoegh-Krohn [ 121. 
PROPOSITION 1.17. (a) For t>O and l<PS% ev(--W) 
extends/restricts to a bounded operator on L*@,) with norm 1. 
(b) flf 2 0 in L’@J, then exp(--tti,)f > 0. 
(~1 rff E L’o1,A then lexp(--tH,)f I < exp(-W If I. 
(d) t w exp(--tH,,) is a strongly continuous semigroup on LP(.un), 
1 & p < 00. Furthermore, C*([-1, 11) cD,(H,), 1 < p ( 00, where D,(H,) 
is the domain of the generator in L*@,). 
Proof: Let f = Cg=, a,Q “, be a finite expansion, and let u(t, x) = 
ev(--tHJ f (-9 Then u&x) is C”O on [0, co) x [-1, l] and 
a,u(t, x) = -HA@, x). (By H,u(t, x) we mean HA applied to u(t, .) and then 
evaluated at x.) Let p be a positive even integer. Then 
f Ilexp(-Wf II; = (f 1 4 I u(t, XI* d&4 
= Re 
I “, a,u(t,X)Pu(t,x)(u(t,X)I*-2~~(x) 
= -P Re(H, ~4, x), ~(6 -4 I ~4, x)1*- 2 jn 
= -P& R@,u(t9 x), %(u(t, x) IQ, ~)l~-‘)>~+, 
= -PB, Re@,u@, xl, ldt, x)1*-’ a,uk x))~+, 
-PB* RW,u(t, x), u(t, x) 8, Iu(t, ~)l~-‘)~+, 
266 MUELLER AND WEISSLER 
= -pB, [‘I IQ(w)l* Iu(W)lp-* h,+,(x) 
--I 
- ~P/~~~,~~,I~~~~~~~*~~,I~~~~~~~~--Z~+~ 
ConwueW, Ilexp(-NJfll, Q Ilfll,. 
Since the finite expansions are dense in LpbA), p < co, it follows that 
exp(-rHA) is a bounded operator on Lp@,) with norm 1, for positive even 
integers p. By interpolation, the same is true for 2 < p < co; and by duality 
for 1 < p < 2. Passing to the limit, we get the result for p = 1 and p = co. 
Observe next that for f E L2(,un) 
1’ exp(--tHJf&, = (ew(-tH,df, 1 lA 
= CL exp(--tCJl)A 
= (.A l>.l= [‘f&A. 
The overall equality is clearly true for all f E L’@,) simply by a limit 
argument. Thus, if f E L ’ kA) and f > 0, 
= J exp(-tHJ f dp, . 
This proves part (b). 
Statement (c) is clearly true for characteristic functions. If f = zhifi, 
where the& are characteristic functions of disjoint sets, then 
lexp(-tHdf I = Izai exp(--tHdfil 
<z Iail exp(--tH& 
= exp(--tHJ Z lailfi 
=ew(-Wlf I. 
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For f E L ‘Cur) the inequality follows by approximating f with simple 
functions. 
We turn now to statement (d). If 1 < p < 2, note that the operators 
exp(-fH,) are uniformly bounded on LPkn) and strongly continuous on the 
dense subset L’@,); hence on all of LQ,). For 2 ( p < 03, exp(--tHA) is a 
strongly continuous semigroup since it is the dual of a strongly continuous 
semigroup on a reflexive Banach space. 
Finally, for the domains, if 1 < p ( 2, then C’([-I, 11) c D,(H,) c 
D,(H,). If p < 2 < 03, it is an easy exercise to show 
D,Wd = If E LPOln) n D2W.d I Hetf E L”Cu.a)L 
Thus we still have C’([-1, 11) c D,(H,). 
We include the following proposition because of its intrinsic interest, 
rather than any direct usefulness in our investigations. It follows from 
formulas (1.10) and (1.18). 
PROPOSITION 1.18. Let f E &, so f’ E L2(uA+l). Then 
(exp(-tH,)f 1’ = e-(2A”)f exp(--tH,+ I)f ‘. 
We conclude this section with a form of the logarithmic Sobolev 
inequality which is not sharp. Its proof, using the information we have 
already developed, is based on arguments that are by now fairly standard. 
Consequently, we shall only sketch the proof and provide appropriate 
references. 
PROPOSITION 1.19. Let p > 0. Then there is a number K, such that for 
allf ES?: 
1‘lfl’ log If I2 &n 
Q P IIH?fll: + Ilf II: log Ilf II: + K, Ilf II:, (1.19) 
where (1 II2 is the L2@,) norm. 
Remark. Recall that by Corollary 1.7, 
and so the right-hand side of (1.19) genuinely involves the L2 norm to f ‘, 
but with respect to the measure pA+, . 
Proof. Observe that (1.18) can be extended analytically to the right half- 
plane. We clearly have ]]exp(-zHA)f]]2 < ]]f]12 for Rez > 0, and in 
particular for Re z = 0. Next, Lemma 1.16 and the closed graph theorem 
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imply that for all T > 0, exp(-TH,) is bounded L*@,) -+ L4tin). Let C, be 
the norm of this map. Then for z = T + is 
II exp(--zKdfl14 < CT II ew(-isHJfl12 
< CT Ml*. 
Therefore, by interpolation (Stein [ 131 or Propositions 2.3 and 2.4 in Simon 
and Hoegh-Krohn [ 121) for 0 < t < T, 1) exp(-tjYA)f]], ,< Cl,/’ ]]f]]2, where 
q = 2(1 - t/20-’ > 2 + (t/T). Thus 
II ewWWIl 2t(//T) < ",/T11f112' (1.20) 
If we restrict ourselves to f E C*([-1, 1]), then f E D,(H,) for all p; and 
so the left side of (1.20) is differentiable in t. Since the two sides of (1.20) 
agree at t = 0, (1.20) implies 
$llexp(--fH,)j.l12+,,,T, / <T-'l“gCT11f112. 
I=0 
Using Lemma 1.1 in Gross [7] or Proposition 1 in [8] to evaluate the above 
derivative, we get (1.19) with p = 4T and K, = 4 log Cr. 
Consequently, (1.19) holds for all f E C’( [-1, 1 I). Furthermore, both 
sides of (1: 19) are continuous on Zi. This is obvious for the right side. For 
the left side it follows since A?; is embedded in Lp@,) for some p > 2. 
(Proposition 1.12.) Thus (1.19) holds for all f E Zf3. 
2.. THE LOGARITHMIC SOBOLEV INEQUALITY 
In this section all functions are real valued. In particular, the various 
function spaces Lp@,), Xi, and Cm([--1, 11) consist only of real functions. 
The main result of this section is the sharp logarithmic Sobolev inequality. 
THEOREM 1. Let ,I > -l/2. Then for all (real valued) f in 3’;) 
)‘f'logf* dp,< & lIf.fy’fll: + llf II: log Ilf II:, (2.1) 
where (1 )I2 is the L*&,) norm. 
In other words, if p/2 = (2A + 1) ‘, then we may choose K, = 0 in (1.19). 
Note that 21+ 1 is the lowest non-zero eigenvalue of HA. 
The proof of Theorem 1 consists of calculating an extremal function for 
(1.19). The overall plan of our approach, as well as some of our specific 
arguments, is based on Sections 1 and 4 in Rothaus [ 111. 
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Since (1.19) and (2.1) are homogeneous, we may restrict ourselves to f 
with ]]f]lz = 1. For p > 0 let 
F,(f) = ~<Hi”f, K.$-), - j-f2 1og.f 2 &, 7 
G(f) = CL f),i - 
(2.2) 
Proposition 1.19 says that F, is bounded below on (f E Xi: Gdf) = 1). 
From now on, we let -K, denote this bound: 
-K, = inf(F,(f) (f EX;, G(f) = 1). (2.3) 
Our goal is to find an explicit function h which realizes this intimum. (We 
remark that -K, is analogous to the constant b, in Section 4 of [ 11 I.) 
We have already observed (in the very last paragraph of the previous 
section) that F,, and G are continuous on Zi. However, there is more we 
can say about the continuity properties of F, and G. 
PROPOSITION 2.1. If f, - f (weak convergence) in Ri, then 
G(L)+ G(f) andF,(f)< lim W,+,FJA,>. 
Proof: If f, -fin A?@:, then by the compactness of the embeddings in 
Proposition 1.12 it follows that f, + f both in L ‘kA) and in L”bA) for some 
p > 2. Consequently G( f,) --f G(f) and 
J ‘f;logf;d/p )‘f210gf24+ 
Furthermore, Hi”fn - Hil’f in L 201n)Y and so II H,?fll2 < 
lim inf,+, ]( Hfi”f ]l2. This proves the proposition. 
PROPOSITION 2.2. Fp attains its minimum on Xi subject to G(f) = 1. 
Furthermore, there exists a non-negative extremal function. 
ProoJ Choose f, E 21 with Gdf,) = 1 and F,,u,) + -K,. We claim 
that the f, form a bounded sequence in 3;. Indeed 
which is bounded because FJf,) converges. Since also G(f,) = 1, it follows 
that the f, form a bounded sequence in 3’;. 
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Therefore, f,, has a weakly convergent subsequence in A?:. For notational 
convenience we call this subsequencef, ; so f,, 2 h for some h E Zi. By the 
previous proposition, G(h) = lim,,, G(f,,) = 1 and F,(h) < lim,,, FOl,(f,) = 
-K,. Furthermore, by Corollary 1.8, 1 h] E Xi, G(] h ]) = 1, and F,(] hi) < 
FO(h) < -K,. Indeed, by (2.3) we must have F,(] hi) = -K,; i.e., ]h] is 
the non-negative extremal function. 
For the rest of this section h denotes a function in Ri such that 
h > 0, G(h) = 1, F,(h) = -K,. (2.4) 
Of course h depends on p; but for convenience of notation, we do not show 
that dependence explicitly. 
PROPOSITION 2.3. h E D(H,) and 
H,h=p-‘(hlogh2-K,h). (2.5) 
Proof. F, and G are continuously Frechet differentiable on Rf,. For F, 
this is true since ZYi is embedded in Lp@,) for some p > 2. The directional 
derivatives are given by 
DFJ.f; g)= W+‘2f,H~2g), -2(f, g>A- 2(fbf29 g>,tv 
Wf; d = Vf, s>l- 
Since F, is minimized at h, subject to G = 1, it follows that for some a 
DF,(k g) = aDG(h; g), gEG?y. 
Putting g = h and using F,(h) = -K,, we see that Q + 1 = -K,. Thus, for all 
g-e 
(H:“h, H;‘*g), = P-‘((h log h2, g>l - K,(h, g),d. (2.6) 
In particular, if g E D(H,), then (h, HA g)* is given by the right-hand side of 
(2.6). The desired result now follows from the self-adjointness of HA. 
PROPOSITION 2.4. h E C’([--1, 11) and 
h’(1) = H,h(l)/(2il+ l), h’(-1) = -H,h(-1)/(21+ 1). 
Proof. Since h E D(H,), Proposition 1.15 guarantees h E C’((-1, 1)) 
and also gives an asymptotic estimate for h’(x) as x + f 1. Our first 
objective is to prove that h’ is in L’((-1, 1); dx). We consider x near 1, the 
case x near - 1 being analogous. In what follows, C is a constant whose 
value may change from line to line. 
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Formula (1.15) implies that for x near 1 
Ih’(x)l< C(1 -x)+ 
for r = J/2 + l/4. If r ( 1, then h’ E L’((0, 1); dx). If r> 1, we argue as 
follows. Since h(x) = h(0) + ji h’(t) dt, we have that 
1 h(x)1 < C(1 -X)-r+‘, r> 1 
< c log( 1 - x), r= 1 
for x near 1. In either case, we use (2.5) to deduce that for some small but 
fixed E > 0, 
IH,h(x)l< C(1 -x)-‘+‘+ 
and then (1.16) to conclude that 
p’(x)/ < C(1 -x)-r+i-E 
for x near 1. If now r - 1 + E < 1, we may conclude h’ E L’((0, 1); dx). If 
not, we repeat the above argument with t replaced by r - 1 + E. Continuing 
this procedure as long as necessary, we are able to conclude 
h’ E L ‘((0, 1); dx). A similar arguments works for x near -1. 
Consequently, h’ E L’((-1, 1); dx), and so h E C([-1, 11). 
Proposition 2.3 then implies that H,h E C([-1, 1 I). Thus, after dividing 
(1.16) by (1 -x~)“+(“~), we can use 1’Hdpital’s rule to compute the limits of 
h’(x) as x --) rt 1. This shows h E C’([-1, I]) and verifies the formulas in the 
proposition. 
PROPOSITION 2.5. h > 0 in [-1, 11. 
ProoJ Our proof is an adaptation of the proof of Theorem 1.7 in 
Rothaus [ II]. 
Suppose h(a) = 0 for some a E [-1, 11. We will show h(x) = 0 for x in a 
neighborhood of a. By continuity of h and connectedness of [-1, 11, it would 
follow that h z 0, which is impossible since (] h ]I2 = 1. 
Note first that h’(u) = 0. If -1 < a < 1, this follows since h(x) > 0. If 
a = fl, it follows from Proposition 2.3 and 2.4. 
Next we claim that for s E [-1, 11, 
h’(s) = -(l - g)-*--(‘P) 
J 
.’ (1 - t2)“-“‘2’HAh(t) dt. 
a 
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If a= fl, this is simply (1.16). If -1 (a < 1, this is just (1.17) withy=a. 
Therefore, for x E [-1, l] 
h(x) = -jx i’ (1 - s*)-*-(“*)(l - f*)n-(“*)&h(t) dtds 
a ll 
=- (1 - t*)‘-“‘*‘(l - s*)-*--(I’*) ds 1 H,h(t)dt. 
If (I is an interior point, then for x sufficiently close to a, the inner integral is 
clearly bounded by some constant. If a = -1, then for x near -1 the inner 
integral can be estimated by replacing 1 - t* by 1 + t and 1 - s* by 1 + s. 
We calculate the resulting integral: for -1 < x ( 0 
(1 + +-‘I/*’ ,x (1 + 9-A-(1/*) ds I 
= I 
1 - ((1 + t)/(l + x))J-(l’*) 
2 - (l/2) 
Q [A - (l/2)1 -‘, I > l/2 
log((1 + x)/(1 + t)) < -log(l + t), A = l/2 
((1 +x)/(1 + t))“‘*‘-1 - 1 ~ (1 + I))(“Z’+l, 
(l/2) -I. (l/2) --A -l/2 < A < l/2. 
Thus in all cases (a similar calculation can be done for a = 1) there is a 
constant M and a number /?, 0 < /3 < 1, such that for x in a small but fixed 
neighborhood of Q, 
(2.7) 
As Rothaus observed, if 0 < y Q e- ’ and 0 < E Q 1, then 
-y log y < (ee)-‘y’-“. 
Thus, for t sufftciently close to a, (2.5) implies 
IH,h(f)( <L&-lh(t)l-e (2.8) 
for some fixed constant L and all 0 < E Q 1. Combining (2.7) and (2.8), we 
see that there are constants N and /3, 0 Q /3 < 1, such that for x in a small but 
fixed neighborhood of a, 
h(X)<N&C’ Jt - al-4h(t)‘-“dt . (2.9) 
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We use (2.9) to carry out an inductive argument. Suppose for some y > 1 
and K>, 1 
h(x)<Klx-ay (2.10) 
for x in the given neighborhood of a. Then (2.9) with E = (1 - /3)/2y implies 
h(x) < 
KL-“N 
4 -P + YU - &)I 
JX-all-4tY’l-E’ 
< 2KN(l -p>-’ Ix - ulr+(i-V 
Iterating, we see that for m = 1,2,3 ,... 
h(x)<K[2N/(l -~)]“‘~~-a~~+~(~-~)‘~ (2.11) 
for x in the specified neighborhood of a. 
Since h E C’( I-1, 1 J) and h(a) = 0, (2.10) clearly holds with y = 1 and 
some K> 1. Consequently (2.11) holds for all m = 1, 2, 3 ,... . If 
(x - a I(’ -4”2 < (1 - /3)/2N, letting M -+ co implies h(x) = 0. This concludes 
the proof. 
The next proposition is the central result of this paper. In fact, the 
calculation in its proof was close to the starting point of our research. What 
has come before was developed largely to justify that calculation. Also, this 
calculation was motivated by the proof of Theorem 4.3 in Rothaus [ 111. 
PROPOSITION 2.6. If p > 2/(21 + 1), then h z 1. 
Proof By Propositions 1.15 and 2.3, h’ is locally absolutely continuous 
and 
-(I -x”)h”+((U+ l)xh’=p-‘(2hiogh-KK,h) 
on (-1, 1). It follows that h E C*((-1, 1)). By Proposition 2.4, h is strictly 
positive on (-1, 11, and so we may set h = e”. Then 
-(I -x*)&J - (1 -x2)@‘)* + (21 -I- 1) XU’ 
=p-‘(2u -K,). (2.12) 
Clearly now u is C3 on (-1, l), and so we may differentiate again. Doing 
this, and letting u = u’, we get 
-(1 -x2) UN + (2d t 3)xv’ + (2L+ 1 - 2p-‘)v 
= 2( 1 - x’) vu’ - 2xv*. (2.13) 
580/48/2-IO 
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Multiplying (2.13) by (1 -x~)~+(“~) ]Y~‘“u yields 
-1~1 -x2)~+(34f~~ lupu + (2~ + 1 - 2p-l)(1 -x2)*+(1’2) lu12a+2 
= [A + (3/2)]-‘[(l -x~)“+(~‘~) ) u ]21+2~]‘. (2.14) 
Next we integrate (2.14) from -1 to 1. Since u = u’ = h//h, h E C’([-1, l]), 
and h > 0; it follows that u E C’( l-1, 11) and u E C( [-1, 11). Thus the right 
side of (2.14) has integral zero. So 
(2L+ 1 -2p-l)lfl(l-X2)~+(“2)(u/*~+2dX 
= I ‘, [(l -X*)~+(3’%q’ )tq%dx. (2.15) 
Now we integrate by parts the right side of (2.15). Since ZJ is in C’( [-1, 1 I), 
formula (2.12) implies that (1 -x*)u’ = (1 -x’)u” is bounded on (-1, 11. 
Thus 
)n, (1 - x*)*+(%‘(x) = 0. 
Consequently, the cross terms vanish, and we get 
(2J, + 1 - zp- 1) j;, (1 -x2)A.1+(“2) ]uJ**+2 ffx 
=- 
i 
I, (1 -X2)~+(3’*)Ur(]UJ2Au)’ dx 
= - 
I 
;, (1 -x2)~+(3’*)(2~ + 1) )u)**(u’)2 dx 
,< 0. 
Therefore, if 2L + 1 - 2p-' > 0, i.e., if p > 2/(2A + l), then u = 0. It follows 
that u E constant, h = constant; and since G(h) = 1, h = 1. 
We remark that if -l/2 < L < 0, there is a slight technical difficulty with 
the last calculation. In order to integrate by parts we need to show that 
( u 12’u is locally absolutely continuous. (Then we can integrate by parts from 
-1 + E to 1 - E and let E --) 0.) It sufices to show that if u is not identically 
zero, then the zeroes of u in (-1, 1) are isolated, and that the singularity 
) u12’u’ is integrable at each such zero. To this effect, it is enough to show 
that if u(u) = 0, then u’(a) # 0. However, if u(a) = 0 and u’(a) = 0 for some 
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a E (-1, I), then by (2.13) and standard uniqueness theorems, it follows that 
v = 0. 
CONCLUSION OF PROOF OF THEOREM 1. The previous proposition, along 
with the extremal property of h; i.e., formulas (2.2), (2.3), and (2.4), show 
that ifp > 2/(21+ I), then 
for all f ERi with ljfl12= 1. By continuity, this must also be true for 
p=2/(212+ 1). Th eorem 1 follows by homogeneity. 
We conclude this section by showing that as A -+ -l/2 and 1-+ co, the 
logarithmic Sobolev inequality (2.1) reduces to known results. For J + -l/2 
we recover the two point logarithmic Sobolev inequality with p = 2 
(Gross [7], Theorem 3), i.e. 
J ‘f2 logf’ dv < 2CBAf > + Ilf II: log Ilf II:, (2.16) 
where v is the measure which assigns weight l/2 to the points 1 and -1, B is 
the projection onto the orthogonal complement of the constants in L*(v), and 
( , ) and I] ]I2 are with respect to the measure v. As Gross points out, it 
suffices to prove (2.16) for f(x) = 1 + sx, 0 < s < 1. Note that for any 
continuous function g on [-1, 11, 
lim 
a+ - l/2 
/gdpA=Jgdv. 
Thus, if we put f(x) = 1 + sx into (2.1), and let 1-+ -l/2, we have 
Consequently, it sufftces to show 
(22 + l)-‘(HA% H;“f), + (Bf,f). 
Now (B(l + sx), (1 + sx)) = (sx, 1 + sx) = s2; and by Proposition 1.1 and 
Corollary 1.7, 
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= (2A + 1)-%,I’ (f’)2 dp,,, 
= (2,4 + 2))is2 -+ s2. 
This proves (2.16). 
Next we consider what happens as 3, -t 03. Let g E C*(R) have compact 
support. Choose a large enough so that supp gc [-a, a], and let 
f(x) = g(ax) for x E [-1, 11. Putting f into (2.1) and rewriting the inequality 
in terms of g, we get that 
a-'A, dy 
< $$-.i’:, (g’)’ (1 -?!t)“““” dy 
+ aelA,[o g2 (1 - $.)“-“I” dy 
Xlog [a-'AJlo g2 (1 -$)'-"'2'dy]. 
Set a = ds for large 1, and let ,4 -+ co. Then 
+ (271)-‘p2’2 
and 
a44 2 1+(1/2) 
21t 1 ( i 1-Y a2 -i (27$‘p2’2 
uniformly on compacta, in particular uniformly on the support of g. Thus we 
derive Gross’ logarithmic Sobolev inequality [7] in one dimension. 
3. HYPERCONTRACTIVITY 
In what follows, we return to considering complex valued functions. All 
function spaces include complex valued functions. Also, the norms I] ]lp in 
this section are with respect to Lp@,). 
In this section we prove the sharp hypercontractive estimates for 
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exp(--tH,) from the logarithmic Sobolev inequality of the previous section. 
The basic idea is due to Gross [7]. 
THEOREM 2. Suppose L > -l/2. Let 1 < p < q < co and t > 0. Then 
exp(-tHA): LpGA)+ Lq@,) has norm 1 if and only if e-2(2a+“t < 
(P - l)/(q - 1). 
Proof: The necessity of the condition follows from applying exp(-tHJ 
to f(x) = 1 + EX, expanding the norms Ilexp(-tHA)JI(, and ]]f]], with the 
binomial theorem, and letting E + 0. We turn therefore to the sufficiency of 
the condition. 
Let f>O be in C’([-1, 11) and let s> 2. Then fs” is in C’([-1, 11); 
hence 81, by Corollary 1.5. Thus, we may write the logarithmic Sobolev 
inequality (2.1) with f replaced by f “‘. This gives 
f f” logf du, 
2 
G s(2A+ 1) W;‘zf”‘2, H;‘2fs’2)~ + llfll: log Ilfll,. (3.1) 
Furthermore, by Corollary 1.7 
(#9-S/2, H3S/2)A 
= @Z/4) J3,(f’“/2’-- t,=$s/2)- LfoA+ 1 
= (S2/4)Bl(f’,fS-2f’)*+1 
= ]s2/4(s - 111 ~,(.I”‘~ t.f-wA+l 
= [s2/4(s - l)](H;‘zf, H;“fs-‘)A 
= ]s2/4(s - l)](W2”-1),. 
Therefore (3.1) becomes 
I S"logf4, 
< s(HAf,fS- ‘jA + I/j-II; log lp-11 
’ 2(s - I)(21 + 1) S. (3.2) 
Now we use Gross’ idea. Fix p, 2<P<=b and let 
q(t) = 1 + e2(2A+‘)r(p - 1). In (3.2) we let s = q(t) and replace f by 
exp(-tHJf. This is permissible since exp(-tHA)f > 0 by Proposition 1.17 
and exp(-tH,)fE C’([-1, 11) by Lemma 1.16. Since q’(t) = 
2(21 + l)(q(t) - l), it follows from Proposition 1 in [ 181 that the resulting 
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inequality says simply that (d/tit) ]]exp(--tH,)f]],(,, < 0, for t > 0. Thus, if 
fE C*([-1, l]),f> 0, p > 2, and e2(2A+‘)f = (p - l)/(q - l), then 
II exp(-%)fll, G Ml,. (3.3) 
This inequality follows for all non-negative f E Lp@,) by replacing f with 
exp(-sHA)f in (3.3) and letting E -+ 0. Next we see from statement (c) in 
Proposition 1.17 that (3.3) holds for all f E LpkA). 
This proves Theorem 2 for 2 < p < q < co. By duality, it follows for 
1 < p < q < 2; and by composition for all 1 < p < q < co. 
4. HYPERCONTRACTIVITY ON S" 
The basic tool we use to lift the results of the previous section to the n- 
sphere is the theory of spherical harmonics. We refer the reader to Folland 
[5, Chap. 2, Sect. G], Stein [ 14, Chap. III, Sect. 31, and Stein and Weiss [ 15, 
Chap. IV, Sect. 21. All references to these works below refer to these 
particular chapters and sections. 
For integers n > 2 let 
S”={xER”+‘]]x]=l}. 
(The circle S’ was handled in [ 191.) We denote the standard inner product 
on R”+i by x e y, and we let e, = (1,0 ,..., 0) in R”+‘. Also we set 
I. = (n - 1)/2. Normalized surface area measure on S” is denoted da. Lp 
norms ]]f]], of functions on S” always are meant with respect to the measure 
da. 
The measures .uA where defined precisely so that if f is an integrable 
function on S” such that f(x) = g(x . e,) for some function g on [ -1, I], 
then 
jsnf da= 1 gdp,, n=(n- 1)/2. (4.1) 
In pafiicular, Ilf lip = II gll,, where the norms are in Lp(S”; da) and Lp@,) 
respectively. 
Let Mi denote the space of spherical harmonics of degree m on S”. Then 
(Folland [5, Theorem 2.5.11) L’(S”) is the orthogonal direct sum 
@,“=, it42. Also, the spaces Ml are eigenspaces for the spherical Laplacian 
A with corresponding eigenvalues -m(m + n - 1). (See Stein [ 14, 
Sect. 3.1.41, or Folland [5, Lemma 2.6.11. Note that these works are 
discussing spherical harmonics on 9-l.) Let rr,,, denote the orthogonal 
projection L*(S”)+ML. Then the spherical Laplacian acts on L*(S”) as 
Af = 2 -m(m+n- l)n,f, 
IfI= 
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where the domain of A is the set of all f E L*(V) for which Af so defined is 
also in L’(S”). Therefore, for all f E L*(S”), the heat semigroup is given by 
etAf= 5 e-m(mtn-l)tIImJ: 
(4.2) 
m=o 
PROPOSITION 4.1. (a) For each t > 0 there is a non-negative, non- 
decreasing C* function K: on [-1, l] such that for all f E L*(S”) 
e’“f (4 = s” KY@ - YMY) WY). I (4.3) 
(b) If f E L*(S”) and f(x) = g(x . e,) for some g E L2bn), then for 
all t > 0 
etAf (x) = exp(-tHA) g(x . e,). (4.4) 
Proof. By Theorem 2.56 and Proposition 2.57 in Folland [5], and 
Theorem 2.14 in Stein and Weiss [ 151, 
%lf (x) = cm,, I Q”,<x . y) f (y) da(y) S” 
for some constants c,,, . We can calculate these constants explicitly. The 
function h(x) = Q”,(x . e,) is a multiple of a zonal harmonic of degree m, and 
so hEMi. Thus w,h=h, or, 
Q",(l) = h(eJ = ~,k) 
Thus, for all f E L*(S”) 
n,f (x) = Q”,(l) I,. Q”,(x - v) f (y) My)- (4.5) 
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Consequently, for all S E L’(S”) 
efAf(x) = f . 
J Q",(l) e- m(m+n-')fQ;(~. y)f(y) do(y) VI=0 S" 
= I Sn KXX . Y)f(Y) d4Y)Y 
where 
K; = f Q”,(l) e-“l(m+-l)fQ;lm. 
(4.6) 
m=O 
We remark that the summation expression for efAf(x) converges a priori only 
in L’(S”). However, because of the polynomial growth of ]( Q”,]], 
(Lemma 1.9) and the exponential decay of e -m(m + “--lbl, the convergence is 
uniform. This also justifies the interchange of summation and integration. 
Moreover, the growth rate for I] Q”, ]la, implies that K: is in Xi for all s > 0, 
and so by Corollary 1.11, KY is in C?([-1, 11). 
We next show that KY is non-negative. Let g E C([-1, 11). Then by 
Lemma 1.16. 
exp(--tti,) g( 1) = C eerncrn + 21)L 1’ gQ", &n QA,W 
m=O --I 
i 
1 (4.7) 
= K:(s) g(s) 4,1(s). 
-1 
Now if g > 0 then exp(-cZYA)g is continuous (Lemma 1.16) and non- 
negative (Proposition 1.17). Consequently, the right side of (4.7) is non- 
neative for all continuous non-negative function g. This implies KY > 0. 
Finally, we show K: is non-decreasing by showing (KY)’ > 0. Indeed, by 
Proposition 1.3 
(KY)’ = Bh”’ f [m(m + U)]“‘Q~(l) e-m(m+n-‘)tQt+ir 
m=1 
= B,“* ,g, [(m + l)(m + 2A + l)] Q~+,(l)e~‘m~l”m~“~fQ~~l. 
Now by (4.7.3) and Theorem 7.33.1 in Szegii [16], P~(l)=]]P~]]oo for 
A > 0. The same is therefore true for Q”, , and so we can calculate Q”,, ,( 1) 
from Lemma 1.9. One may verify that for A= (n - 1)/2, n = 2, 3 ,..., 
B,“‘[(m + l)(m + 2A + l)]“‘Q”,+,(l) 
= 2(;1+ 1) Q;+‘(l) 
= (n + 1) Q”,+‘(l). 
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Moreover (m + I)(m + n) = n f m(m + n + 1). Therefore 
This proves part 
To prove part 
t?l=O 
=(n+ l)e-“‘K:+‘>O. 
(a). 
(b), let g = Cgzo a, Q”, . Then 
(4.8) 
m 
exp(-tHA)g = c a,e-m’mt2A”Q;j,. 
m=O 
On the other hand, if h,(x) = Q”,(x . e,), then f = CzEo amh,. We have 
already observed (at the start of the proof) that h, E M$ and so 
etAf= ,f a,e-m’m+“-“‘h,. 
This concludes the proof. 
COROLLARY 4.2. et’ extends/restricts to a strongly continuous, positivity 
preserving, contraction semigroup on Lp(S”), 1 < p < co. Formula (4.3) 
holds for all f E L’(S”), and (4.4) holds with f E L ‘(9) and g E L ‘(,a*). 
Proof This is all standard, and similar to the proof of Proposition 1.17. 
However, here the proof is easier because we have the explicit formula (4.3). 
THEOREM 3. Let n > 2 be an integer. Suppose 1 < p < q < 03 and t > 0. 
Then 
et’: Lp(S”; do) -+ L9(S”; da) 
is a bounded map with norm 1 tf and only ifeW2”’ < (p - I)/(q - 1). 
Proof: We show that the norm of et’: Lp(S”) -+ L9(S”) is the same as 
the norm of exp(-tHJ: Lp@,) -+ L9bn), where A = (n - 1)/2. The result 
then follows from Theorem 2. (In what follows, (1 IJp denotes the norm in 
either Lp(S”; do) or LPbn), depending on where the function is defined.) 
Suppose IIe”f II4 Q C Ilf lip f or all f E Lp(S”). Let gE LPbn). Then 
f(x) = g(x . e,) is in Lp(S”). By (4.1) and (4.4) 
II ew(-tH,dgll, = II efAf II9 
Q c IIS Ilp = c II gll,. 
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On the other hand, suppose (1 exp(-tIYA)g(], < C ]I g& for all g E Lp@,). 
We use an idea due to Janson [8]. LetfE Lp(S”) and h E Lq’(S”); and leti 
and r be the symmetric decreasing rearrangements of If] and I h], respec- 
tively, as defined in Section 2 of Baernstein and Taylor [2]. Proposition 4.1 
above guarantees we may apply Theorem 2 in [2]. Thus 
< li IWI IfbY GYx . Y) da(y) da@) S” S” 
< 1 1 &)J;(Y) KYx . Y) da(y) da(x) 
es” sn 
= Jsu @Afda. 
However, both R and ji depend only on x . e, ; and so by abuse of notation, 
we may consider them as functions on I-1, 11. Using (4.1) and (4.4) once 
again, we see that 
< 1.’ Kexp(--tti,).?dp, 
I 
< II ffll,, Ilexp(-Wfll, 
G c II ffll,, Ilflll, 
= C llhllq~ Ilfll,. 
This concludes the proof. 
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