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Abstract 
This paper introduces and analyzes a new formula for integrating special second-order, periodic and nonperiodic, initial 
value problems in ordinary differential equations. 
The presented formula is based on quartic C3-splines as an approximation to the exact solution of the initial value 
problem, 
Y”(X) = f(x, Y )> Y(0) = YO, Y’(0) = Yh. 
It turns out that the proposed method is a continuous extension of the well-known fourth-order Numerov’s method and 
hence possesses nonvanishing intervals of periodicity and absolute stability. 
Keywords: Numerov method; Quartic spline; Collocation methods; Absolute stability; Periodic stability 
AMS classijication: 65LO6 
1. Introduction 
In this paper, we deal with a particular global method for solving the special second-order initial 
value problem, viz 
Y”(X) = fk Y), Y(0) = Yo, Y’(0) = y;, x E [O, bl, (1.1) 
which occurs, for example, in mechanical problems without dissipation and frequently in Celestial 
Mechanics. The proposed method is based on the use of a full continuity quartic C3-spline S(X) and 
a collocation technique. 
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For a given positive integer y1 the interval [0, b] is partitioned into n equal subintervals 4 = 
[Xi-i,Xi], i = l(1) n, with the stepsize h = l/n. If I& denotes the collection of all real polynomials 
of degree at most 4, then 
b!?ifj = {S(X): S E C3[0,b], S E II4, for X E 1i, i = l( l)n}. 
In addition, we set gi R) = g’k’(Xi), i = 0( 1 )n, k 2 0. Given the real numbers $‘(i = 0( l)n), so, S; and 
s&“, then the unique quartic spline s E ,SLyi defined in [xi,xi+i] will be 
S(X) = Si + hSjB(t) + h’SFC(f) + h2SciD(t) + h3SyE(t), (1.2) 
where 
B(t) = t, C(t) = G(6 - t*>, D(t) = ;, E(t) = &(2 - t), 
and x =xi + th, t E [0, 11, with a similar expression for s(x) in [Xi_i,Xi]. Since s E S$, then we have 
si =~i_i + hsj_, + &h2sy_l + $h*Sy + &h3sy’1, 
s; = s:_, + +l’_, + fhsl’ + +h*sI’:,, (1.3) 
sy = -sy, + f(sy - f,); i = l(l)n, 
and hence s is uniquely determined in [0, b]. Based on the quartic spline scheme discussed above, we 
now develop a specific collocation method to find a global approximate solution to the second-order 
initial value problem (1.1). Let f E C’( [0, b] x R); (I= 3,4) and satisfy the Lipschitz condition 
Ifk Y) - f(% j)I WY - A? 
in [O,b] x R. The approximate spline solution S(X) to the exact solution y(x) of (1.1) will be 
constructed as follows: 
On [0, h], s(x) is defined by the conditions: SO = yo, sI, = y& $ = f(0, Yo>, s: = Y; = _L(O, Yo) + 
fy(0, yo)y& and S? = f(h, s(h)). On subsequent subintervals [xi-i ,Xi], (i = 2( 1 )n) 
si =si-i + hsj_i + g [Sf(Xi-i,Si-1) + f(xi,si)] + &h3sEi, (1.4a) 
s; = s;_i + 5[2f(xi-i,si-i) + f(xi,Si)] + ih2sy!i, (1.4b) 
Sy = f(Xi, Si), (1.4c) 
i = l(l)n, (1.4d) 
and si, for i 2 1 can be found by solving Eq. (1.4a) using a quasi-Newton method or the contraction 
mapping principle. It can be easily verified, using the contraction mapping principle that the spline 
function approximation s(x), defined by the above construction, is uniquely determined for all h 
satisfying 
Lh2/12< 1. 
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Global methods for solving ordinary initial value problems have been investigated in 1967 by 
Loscalzo (see [14]). Since then several authors have presented similar procedures based on the 
use of splines (see, for example [ 11, 16, 171 and the references cited therein.) 
Two-step methods for solving ( 1 . 1 ), include predictor-corrector methods, and have been studied 
in [ 12, 13, 221. Other techniques for the treatment of ( 1.1) are the hybrid methods introduced in 
[ 1, 21, among many others, the multiderivative methods studied, for example, in [21]. 
In the case that Eq. (1 .l) possesses oscillatory solution, a detailed analysis for phase-lag of the 
numerical methods to solve (1.1) is discussed in [ 1%201. 
In particular, a comprehensive study of Numerov’s like methods to solve (1.1) was introduced by 
Coleman [5, 61. 
Necessary and sufficient conditions for the convergence of the method are given in Section 2. 
An interesting relation is revealed between the spline method and the optimal Numerov’s method, 
and hence the method may be regarded as a continuous extension of Numerov’s method for solv- 
ing Eq. ( 1.1). It provides a global approximation, which reproduces the values given by Nu- 
merov’s method at the mesh points. In addition to that, the method provides continuous approx- 
imations to the first three derivatives. A detailed study of stability (periodic stability and absolute 
stability) is presented in Section 3. We conclude with numerical test examples and remarks in 
Sections 4 and 5. 
2. Convergence and rate of convergence 
In this section, the continuous extension of the proposed method to the well-known linear two- 
step fourth-order Numerov’s method will be established and hence (see [3, 41) the method possesses 
nonvanishing intervals of periodic&y and absolute stability and so it can be implemented to ap- 
proximate the solution of (1.1) when it possesses an oscillatory solution, i.e., it deals with periodic 
second-order initial value problems, as well. Writing ei” = sj” - yi”, where y!” = y”‘(xi), we have 
Lemma 2.1. 
Proof. Immediate consequence of Lipschitz continuity of f. 0 
Lemma 2.2. If Lh2/12 < 1, and y E C5[0, b], then 
Proof. Since et) = $ - yt’ = 0, i = 0( 1)3, and 
(2.1) 
(2.2) 
h2 h3 
s1 = so + hsl, + $5~; + s’l’) + I2.$“, 
298 S. Sallam, A.A. Karaballil Journal of Computational and Applied Mathematics 75 (1996) 295-304 
h2 
s; = SI, + $24 + s’,‘) + -s”‘, 
6 O 
then sI = so + hsh + (h2/12)(5yt + yy) + (h3/12)sr + (h2/12)(5et + e’,‘), ~‘1 = sI, + ih(2y$ + yy) + 
ih2sr + ih(2ei + ey), and hence inequalities (2.2) follow immediately. 0 
In the sequel, we will prove that the proposed method generates a sequence, which is equivalent 
to that generated by Numerov’s method, as stated in the following. 
Lemma 2.3. Numerov’s method 
E+, - 25 + &::_I = E(y::, t 
furnishes the discrete solution(si) 
values. 
of ( 1 .l ) provided that Y. = so and Y, = s1 are used as starting 
Proof. On [xi-r ,xi], s(x) is defined by 
Si =si-1 + hsi_1 + Ah’sj’l + Ah’s: + hh3siN1. 
Similarly, on [Xi,Xi+l], 
si+l - I - s. + hsj + &h’s; + bh*s;, + hh3sjl’. 
Then adding, and using the third equation of (1.3), one gets 
Si+l = Si-1 + h(si + $_I) + ih’sr_, + :h2sy + hh2sl+l. 
NOW, using (1.3), we have 2Si - hsi = 2si_l + hsj_, + ih’sj’, - ih’sy, hence 2si = 2si_l + h(sj + 
s;_,) + ih’s[‘_, - +h’sj’. 
Thus, 
Si+r - 2~i = Asi- + hh*sl’1 + sh2sy + hh’sj:,, 
or 
Si+l - 2Si + Si_1 = g(Sk, + 10s: + Sy_1). (2.3) 
Remark 2.4. It can be easily proved that 
Si+l - Si = i(S: + Sj+l) + g(Sy - Sk1)p 
which is the corrected trapezoidal rule of order four if y E C5[0, b], and hence the method is equiv- 
alent to the so-called “second derivative linear multistep method” (see [7]). 
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Lemma 2.5. Let y E C5[0,b], then 
lej”I = O(h). (2.4) 
Proof. Using (1.4d), it follows that 
ey=,yy- #“(Xi) = -S[“, + $x:-l - Sl’) - Y”‘(Xi) 
or 
ey’ = -e(“, + f(ey_, - ey) - sy(l’(&), ti E (xi_,,xi). 
Hence, 
ey + e[11, = 6i, (2.5) 
where 6i = (2/h)(ey’, - e[‘) - (h2/6)y’5’(ti). Eq. (2.6) is a first-order difference equation whose 
solution is 
el”=(-l)‘e$+~(-l)‘-j6,, i = l(l)n. 
j=l 
Thus, 
j=l 
and (2.4) follows on invoking Lemmas 2.1 and 2.2. 0 
Lemma 2.6. If y E C5[0, b], then 
IeII = O(h3). (2.6) 
Proof. Indeed, using (1.4b) and the results of Lemma 2.5 with similar arguments, (2.6) follows. 
0 
Now we are in a position to prove the following. 
Theorem 2.7. Let y E C’[O, b], then, for all x E [0, b], we have 
Js(‘)(x) - y”‘(X)] < kjh4-‘, j = 0( I)33 (2.7) 
where kj denote generic constants independent of h, but dependent on the order of the various 
derivatives. 
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Proof. On [xi-r ,xi], we have e”‘(x) = S”‘(X) - Y”‘(X) = s”‘(x) - U”‘(X) + u”‘(x) - y”‘(x), where u”‘(x) 
is the linear interpolant of y”‘(x) at xi-1 and xi, i.e., 
x -xi-j 
u”‘(X) = yy ~ 
h 
+ yy”, xG 
and 
S”‘(X) = -;s:‘, + Sj’L,(l - 2t) + $, 
=(l -t)sj”, +tsj”+t(sll’+sl”,), 
hence 
s”‘(x) - u”‘(x) = (1 - t)(& - yyl,) + t(Sy - yy ) = ( 1 - t)elLl + tell’, 
and now Lemma 2.5, yields (s”‘(x) - U”‘(X)] 6 ]ey’, I+ (ey’l =0(h), hence, using the fact that Iu”‘(x) - 
Y”‘(X)1 ~(~2/8)IlY’5’Il~, where y E C’[O, b], it follows that 
IS”‘(X) - Y”‘(X)1 d/k&. (2.8) 
Also, in [xi-r,xi], and using (2.8), we get 
’ S”(X) - y”(X) = 
s 
[s”‘(t) - y”‘(t)] dt + eIll 
X,-l 
or 
IS”(X) - Y”(X)] &h2, 
which proves (2.7) for j = 2. Integrating once more over [Xi_r,xi], and using Lemma 2.6, then 
Is’(x) - y’(x)] GM39 and therefore Is(x) - y(x)\ = 0(h4). This completes the proof of the 
theorem. 0 
3. Stability analysis 
To investigate the periodic stability and absolute stability properties of the proposed method 
(1.4a)-( 1.4d), denote by Si the vector Si = (si, hsj, /z~$‘)~. Then by applying the method to the 
test equation 
y” + A2y = 0; 3, E R, 
we get 
5h212 
Si =Si-_l + hSj_r - -Si_r - 
h2A2 
12 
-Si + hh3sy’1, 
12 
2h2A2 h2A2 
hsI = hsl_, - 3si_’ - 3s’ + ~h3sj’ll, (3.1) 
h3.$” = -h3sI’:, + 2h212(-si + si_,), 
or in matrix notation and H2 = (AJz)~, (3.1) will be 
Si = A&?_,; i = l(l)n, 
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(3.2) 
where 
M= 
12-5H2 12 1 
12+H* 12+H2 12+H2 
H2(H2 - 12) 12-3H2 12-H2 
12+H2 12+H2 6(12 + H2) 
12H4 -24H2 -12 - 3H2 
12+H2 12+H2 12+H2 
Definition 3.1. The spline approximation method defined by ( 1.4a)-( 1.4d) is said to have an interval 
of periodicity (0, Hj) if, for all H2 E (0, Hj), the eigenvalues pi of the matrix A4 satisfy 
,~1,2 = e*j@) and 1p3(< 1; j = a, (3.3) 
@I,2 are the principal eigenvalues of M). Now, if g(p) = 0 is the characteristic equation of M, then 
it can easily be seen that g(p) = (,u + l)Q@), where Q(p) = -p2p2 + (24 - 10H2)~ - p2, with 
p2 = 12 + H2, and hence 111,~ are complex conjugate if H2 E (0,6). 
Clearly Q(,u) is the stability polynomial associated with Numerov’s method and hence the spline 
method has a phase-lag of order four with actual phase-lag H4/480 (cf. [15, p. 2481). Furthermore, 
for Numerov’s like methods, Coleman [6] has proved that an interval of periodic@ is also an interval 
of absolute stability. Hence, we have proved the following theorem. 
Theorem 3.2. The quartic C3-spline method, de$ned by the above construction, has (0,6) as inter- 
val of absolute stability. Moreover, the method has (0,6) as interval of periodicity. 
4. Numerical examples 
The experiments below are designed to test the proposed method for both periodic and non- 
periodic problems. In Tables l-3, the notation Dje stands for the maximum magnitude error Is(i)(x)- 
y”‘(x)l, j = O( 1)3. 
Example 4.1. First, we test the linear problem 
y’l=x+y; y(0) = 1, Y’(O) = 0, xc LO, 11, 
whose exact solution is 
y = ex - x. 
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Table 1 
Absolute maximum error for s(x) and its continuous derivatives for Example 4.1 
h e De D2e D3e 
0.10 9.7 x 10V7 2.5 x 1O-6 3.6 x lo-’ 2.8 x 10-3 
0.05 6.0 x lo-’ 1.6 x 1O-7 4.5 x 1oP 7.4 x 1o-4 
0.01 9.7 x lo-” 2.7 x lo-” 3.6 x lo-’ 3.0 x 10-5 
Table 2 
Absolute maximum error for S(X) and its continuous derivatives for Example 4.2 
h e De D2e D3e 
0.10 1.6 x 1O-3 4.7 x 10-3 7.2 x 1O-2 3.7 x loo 
0.05 1.0 x 1o-4 3.3 x 1o-4 1.0 x 1o-2 1.2 x loo 
0.01 1.7 x 1o-7 5.6 x 1O-7 9.2 x 1O-5 6.0 x 1O-2 
Table 3 
Absolute maximum error for s(x) and its continuous derivatives for Example 4.3 
h e De D2e D3e 
0.020 8.2 x 1oP 9.9 x 1o-4 3.0 x 1o-2 8.0 x 10’ 
0.010 5.1 x 1oV 6.3 x 1O-5 3.2 x 1O-3 2.0 x loo 
0.004 1.3 x 1o-7 1.6 x 1O-6 1.8 x 1o-4 3.2 x lo-’ 
Example 4.2. Next, consider the nonlinear problem 
8y2 
y” = 1$2x; y(0) = 1, y’(0) = -2, x E [O, 11, 
the exact solution of which is 
y = l/(1 + 2x). 
Example 4.3. Consider the second-order initial value problem [ 181 
y” = -w2y + (o* - 1)sinx; y(0) = 1, y’(0) = 1 + 0; x E [0,2], 
with exact solution 
y(x) = cos(wx) + sin(wx) + sin x; co >> 1 (Here we take o = 10). 
5. Concluding remarks 
?? In summary, we have established a global C3-quartic spline technique for handling special second- 
order, periodic and nonperiodic, initial value problems in ordinary differential equations. 
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The method is shown to have nonvanishing intervals of periodic&y and absolute stability. Numer- 
ical tests show an agreement with the results obtained in Section 2. 
?? It is well-known that Simpson’s rule (cubic spline, s E C2[0, b]) provides an approximation of 
order four, provided y E C4[0, b], which is the same order attained by the quartic spline method 
discussed so far, if y E C5 [0, b]. The advantage of quartic spline method (Numerov’s method) over 
Simpson’s rule is that it has nonvanishing intervals of periodicity and absolute stability, whereas 
Simpson’s rule has no intervals of periodicity and absolute stability. In addition, the quartic spline 
is in C3 while the cubic spline is in C2. Moreover, the advantage of the spline techniques over 
the discrete variable methods is that they are self-starting procedures. 
?? In fact, using Numerov’s method to solve (1.1) means we have to use a predictor formula and 
then Numerov’s formula will be used as a corrector. Accordingly, the values r; and consequently 
&” = f(xi, K) will be generated. Hence, to find an approximation to y(x) for x not a mesh point, 
some kind of interpolation is used on [Xi_i,Xi] and [Xi,Xi+l] and we can impose conditions on the 
interpolation components on [Xi-i ,xi] and [xi,xi+l] to guarantee the smoothness of the interpolant 
(the global approximation to y(x)) at mesh points. 
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