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Chapter 1
Introduction
One of the most fundamental objects in algebra is the group. There exist plenty
of dierent groups. In the following article we consider some free abelian groups,
cyclic groups, free groups and fundamental groups as well as the products of
groups and draw picture of them.
In the rst section, see Section 2.1, we dene the Cayley graph, a way of
representing a group given its set of generators. Some examples of the groups
we mentioned further are exhibited and we draw their Cayley graphs. These
pictures will indicate that the graphs are of dierent types in the sense that
some are nite and some growing faster than the others.
Then a way to distinguish the dierent types of Cayley graphs is given,
namely considering the growth of the graphs. In Section ??, we dene a natural
distance on those Cayley graphs. Then we look at the number of elements in
the ball of radius n and nally we dene the growth as a function of this number
of elements. We state that the number of element in the ball of radius n can
be a polynomial, a mixed or an exponential expression which will give dierent
type of growth.
As it is not always easy to exhibit the number of elements in the ball of radius
n we introduce some way of calculating it by considering the dierent types of
words in the group and their length. We show this method on some nitely
generated groups, see Examples ?? and ??, and draw their Cayley graphs to
gure the result one obtained theoretically. We also show that if a group has
exponential growth it is independent of the generating set when this one is nite.
After that we separately consider in Section ?? the fundamental groups of
connected topological spaces. A brief recall of some topological denitions and
results is done in order to dene the fundamental group of a topological space.
Then we determine the fundamental group of a contractible space and the one
of the sphere of dimension two.
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Then we enunciate the theorem of Seifert and Van Kampen.
The theorem of Seifert and Van Kampen, see Theorem ??, is an impor-
tant result that helps to determine the fundamental group of topological spaces.
Examples of nding the fundamental group trough the help of the Van Kam-
pen's theorem are given in Section ??.
To nish, we look in the last section, see Section ??, at the growth of the
fundamental groups that one has computed. It is not always possible to look at
the number of element in the ball of radius n, especially when the group has a
lot of generators. Hence we try to determine the type of growth of the group
in another way, namely if one can nd a subset in the set of generators that
generates a free group, then the group has exponential growth.
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Chapter 2
Theory
2.1 Cayley Graphs
Denition 1 (Group presentation). A presentation of a group G is a pair
({sj}j∈J , {ri}i∈I) where {sj}j∈J is a basis for a free group F such that there
exists an homomorphism pi : F → G and {ri}i∈I is a family in F which generates
{x ∈ F | pi(x) = 0} as a normal subgroup.
One denotes it by γ =< S | (ri)i∈I >.
According to this denition one can present the Cartesian product of G and
H as G×H = < (S1, 1), (1, S2) | R1, R2, ghg−1h−1 = 1 > and in the same way,
one denes the free product of G and H as G ∗H =< S1 ∪ S2 | R1, R2 > where
G =< S1 | R1 > and H =< S2 | R2 >.
Denition 2 (Product with amalgamation). Let A, Γ1, Γ2 be three groups
and let ιj be the two applications A→ Γj for j = 1, 2. The corresponding free
product of Γ1 and Γ2 with amalgamation over A is denoted by Γ1 ∗A Γ2.
One can characterize Γ1 ∗A Γ2 as Γ1 ∗Γ2/N where N is the smallest normal
subgroup of Γ1 ∗ Γ2 containning all of the elements that full ι1(a) = ι1(a) for
all a ∈ A.
The free product ∗ is a particular case of product with amalgamation, that
is, when A = {id} in the previous denition.
In terms of group presentation, if Γ1 =< S1 | R1 > and Γ2 =< S2 | R2 >
then Γ1 ∗A Γ2 =< S1 ∪ S2 | R1, R2, ι1(a) = ι2(a), ∀a ∈ A >.
Then one has the following universal property.
• For a group G and two homomorphisms hj : Γj → G such that h1(a) =
h2(a) for all a ∈ A there exists a unique isomorphism h : Γ1 ∗A Γ2 → G
such that h(y) = hj(yj) for all yj ∈ Γj . Therefore Γ1 ∗A Γ2 ∼= G.
Example 3. It can be shown that SL(2,Z) ∼= (Z/6Z) ∗Z/2Z (Z/4Z) with s1 =(
0 −1
1 1
)
generating Z/6Z and s2 =
(
0 1
−1 0
)
generating Z/4Z. In par-
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ticular, ιi = id and SL(2,Z) has the presentation SL(2,Z) = (Z/6Z) ∗Z/2Z
(Z/4Z) =< s1, s2 | s61 = id, s42 = id, ι1(s31) = ι2(s22) >.
Let us now dene a Cayley graph.
Denition 4 (Cayley graph). The Cayley graph of a group G is the graph
wherein every elements of G is a vertex and the wedges represent the elements
of {(g, gs) | g ∈ G, s ∈ S∪S−1} where S is generating G. One uses the notation
Cay(G,S).
Let us consider some examples of groups and illustrate their Cayley graphs.
Example 5.
• The free abelian groups with the canonical generators as Z, Z2, . . . , Zk.
The graph of Z is the real line with the integer number as vertex, see Figure ??.
b b b b b b b b b b b b b
Figure 2.1: Z
One can write Z2 as Z2 =< a, b | aba−1b−1 > and the Cayley graph is shown
in Figure ??.
Figure 2.2: Z
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For Zk with the following presentation Zk =< s1, . . . , sk | sisjs−1i s−1j = 1,
∀i 6= j >, corresponding to the one with the canonical generators, the Cayley
graph will be a grid in Rk.
• The free groups with canonical generators.
Let us rst look at the Cayley graph of F2 =< a, b >, see Figure ??.
id
a
b−1
b
a−1
Figure 2.3: F2.
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id
a
b
c
c−1
b−1
a−1
Figure 2.4: F3.
With the graph of F3, see Figure ??, one sees that the free groups have a
fastest growth than the free abelian ones.
One writes Fk as Fk =< s1, . . . , sk >. The Cayley graph is a tree with 2k
wedges at the rst level and then 2k − 1 at each level.
• The cyclic groups with canonical generators.
One writes those groups as Z/mZ =< a | am = 1 > and the Cayley graph is a
m-gone. Figure ?? represents the group Z/5Z =< a | a5 = 1 >.
id
a
a2
a3
a4
Figure 2.5: Z/5Z.
• The free products of the form Z/mZ ∗ Z/nZ with canonical generators.
Figure ?? is the Cayley graph of Z/2Z ∗ Z/2Z =< a, b | a2 = 1, b2 = 1 >.
b bab babab bababab
ba baba bababa
id
ab abab ababab
a aba ababa abababa
Figure 2.6: Z/2Z ∗ Z/2Z
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One recognize in the graph of Figure ?? that the group has a Z/2Z component
as from a word ending with a there is always only one vertex and one also sees
that the second component is Z/2Z since the same holds from the words in b.
Figure ?? represents the Cayley graph of Z/2Z∗Z/4Z =< a, b | a2 = 1, b4 = 1 >.
bab2 ab−1ab2
bab−1 bab ab−1ab−1 ab−1ab
ba ab−1a
b ab−1
b2a b2 id a ab2 ab2a
b−1 ab
b−1a aba
b−1ab b−1ab−1 abab abab−1
b−1ab2 abab2
Figure 2.7: Z/2Z ∗ Z/4Z
In the same way, one sees in Figure ?? that we have a Z/2Z component as
there is always only one vertex leading to an a-ending word. Analogously the
Z/4Z component can be seen in the diamond looking part of the gure.
The Cayley graph of a group can be considerably dierent depending on the
set of generators, as can seen in the following examples.
• Z with dierent generators.
Let us rst look again at the graph of Z with the canonical generators.
b b b b b b b b b b b b b
Figure 2.8: Z
In a second time one considers Z with the set of genertors {3, 4}.
· · · · · · · · · · · · · · · ·
Figure 2.9: Z =< 3, 4 >.
One sees that both graphs are dierent, but from far away they tends to
look like a line, that is, to be the same.
• The symmetric group G = Sym(3).
This example is dierent from the previous ones as the Cayley graph of
Sym(3) will be closed, since Sym(3) is a nite group. But one can still
observe a change depending on the generating set.
Let us consider the following sets of generators
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S1 = {(12), (13)}, S2 = {(12), (23), (13)}, S3 = {(12), (123)} and
(id)
(12) (23)
(13) (132)
(123)
(id)
(12) (23)
(13) (132)
(123)
(id)
(12) (23)
(13) (132)
(123)
S4 = Sym(3) \ {id}.
(id)
(12) (23)
(13) (132)
(123)
2.2 Growth of groups
In order to qualify the dierences that one remarked in these examples, one
wants to dene a distance on the Cayley graphs and measure their growths.
Denition 6 (Distance on G). One denes
lS : G −→ Z
g 7−→ min{k | g = s1 · · · sk, si ∈ S ∪ S−1},
as the length of an element in G with respect to the generating set S and
dS : G×G −→ R
(g1, g2) 7−→ lS(id, g−11 g2)
as the distance on G.
Claim 7. dS is a distance.
Proof.
Positivity : dS(x, y) = lS(id, x
−1y) = min{k | x−1y = s1 · · · sk, si ∈ S ∪ S−1} ≥ 0;
the equality holds if and only if x = y. Indeed by convention the element
generated by an empty product is the identity, so that x−1 the inverse of
y and x = y.
Symmetry :
dS(x, y) = lS(id, x
−1y) = min{k | x−1y = s1 · · · sk, si ∈ S ∪ S−1}
= min{k | y−1x = s−1k · · · s−11 , si ∈ S ∪ S−1} = dS(y, x),
as si ∈ S ∪ S−1 if and only if s−1i ∈ S ∪ S−1.
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Triangle Inequality : Let x, y and z be such that dS(x, y) = k and dS(y, z) = l. In particular
there exist s1, . . . , sk, r1, . . . , rl ∈ S ∪ S−1 such that x−1y = s1 · · · sk and
y−1z = r1 · · · rl. From x−1z = (x−1y)(y−1z) = (s1 · · · sk)(r1 · · · rl), one
obtains that
dS(x, z) ≤ k + l = dS(x, y) + dS(y, z).
Observe that dS is the natural distance on the Cayley graph Cay(G,S).
Denition 8 (Ball on Cayley graph). The ball
Bn(G,S) = {g ∈ G | dS(id, g) ≤ n}
is the set of points with a distance to the identity lower or equal than n, that
is, the elements generated by at most n generators.
One denotes by βn(G,S) = | Bn(G,S) | the number of elements containned
in the ball with radius n.
Denition 9 (Sphere on Cayley graph). The sphere
Cn(G,S) = Bn(G,S)\Bn−1(G,S) = {g ∈ G | dS(id, g) = n}
is the set of points on Cayley graph with distance n to the identity, that is, the
elements whose minimal number of generators is exactly n.
One denotes by σn(G,S) = | Cn(G,S) |, the number of elements with length
n.
Observe that the following relations are direct consequences of the previous
denitions
• βn = σ0 + σ1 + · · ·+ σn =
n∑
i=0
σi,
• σn = βn − βn−1.
Let us now look at some examples and calculate σn and βn.
Example 10. 1. Z, S = {1}, then Bn = {−n,−(n− 1), . . . , 0, . . . , n− 1, n}
and Cn = {−n, n}, hence βn = 2n+ 1 , σn = 2.
2. Zk, S = {e1, . . . , en}, by denition one has that
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Cn = {(n1, . . . , nk) | |n1|+ · · ·+ |nk| = n}, which gives
σn =
n∑
i=1
2#{(i, n2, . . . , nk) | |i|+ |n2|+ · · ·+ |nk| = n}
+ #{(0, n2, . . . , nk) | |n2|+ · · ·+ |nk| = n}
= 2
n∑
i=1
#{(i, n2, . . . , nk) | |n2|+ · · ·+ |nk| = n− i}+ σn(Zk−1)
= 2
n∑
i=1
σn−i(Z
k−1) + σn(Z
k−1) = 2βn−1(Z
k−1) + σn(Z
k−1)
= βn−1(Z
k−1) + βn(Z
k−1) and
βn = β0 +
n∑
j=1
(βj−1(Z
k−1) + βj(Z
k−1))
= (β0 + β0 + β1 + β1 + β2 + · · ·+ βn−1 + βn)(Zk−1)
= 2
n−1∑
j=0
βj(Z
k−1) + βn(Z
k−1).
It follows from the former that the number of elements in Cn(Z
k), σn(Z
k),
is a polynomial of degree k − 1 and the number of the ones in Bn(Zk),
βn(Z
k), is a polynomial of degree k. Hence
for Z2 with S = {(1, 0), (0, 1)}, one has that σ0 = 1, σ1 = 4, . . .,
σn = 4n thus
βn =
n∑
k=0
σk = 1 +
n∑
i=1
4i = 1 + 4
(n+ 1)n
2
= 2n2 + 2n+ 1.
and for Z
3
with S = {(1, 0, 0), (0, 1, 0), (0, 0, 1)}, the general formula
implies that σn = 4n
2 + 2, for all n ≥ 1 and then
βn = 1 +
n∑
i=1
σn = 1 +
n∑
i=1
(4i2 + 2)
= 1 + 4
n∑
i=1
i2 + 2n = 1 + 4
n(n+ 1)(2n+ 1)
6
+ 2n
=
4n3
3
+ 2n2 +
8n
3
+ 1.
3. F2, S = {a, b}, then σ0 = 1, σ1 = 4, σ2 = 4 ·3 and σn = 4 ·3n−1. It follows
that β0 = 1, β1 = 1+ 4, β2 = 1 + 4 + 3 · 4, and by induction
βn = 1 + 4
n−1∑
i=0
3i = 1 + 4
(
3n − 1
3− 1
)
= 1 + 2(3n − 1) = 2 · 3n − 1.
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4. Fk, S = {a1, . . . , ak}, so β0 = 1, β1 = 1 + 2k, β2 = 1 + 2k + 2k(2k − 1),
which gives
βn = 1 + 2k
n−1∑
i=0
(2k − 1)i = 1 + 2k
(
(2k − 1)n − 1
2k − 1− 1
)
= 1 +
k((2k − 1)n − 1)
k − 1 =
k − 1 + k(2k − 1)n − k
k − 1
=
k(2k − 1)n − 1
k − 1 .
5. Z/2Z ∗ Z/2Z =< a, b | a2 = 1, b2 = 1 >, then β0 = 1 = σ0 and σn = 2, for
all n ≥ 1, so
βn = σ0 +
n∑
i=1
σn = 1 +
n∑
i=1
2 = 1 + 2n.
As in the free groups one has no relations, the free groups have the highest
values of σn and βn and therefore σn and βn are bounded, which is stated in
the following lemmas.
Lemma 11. For all groups G generated by some nite set S with card(S) = k,
σn(G,S) ≤ (2k)(2k − 1)n−1.
Proof. As some inverses may already be containned in S, if there are k elements
in S, there could be at most 2k in S ∪ S−1. Thus σ1 ≤ 2k.
The elements one counts in σ2 can be written as an element s1 of C1 com-
posed with an element s2 from S∪S−1. There are at most 2k−1 such possible s2,
because there are at most 2k elements in S ∪S−1 and s2 can not be the inverse
of s1, so one must exclude it. This implies that σ2 ≤ 2k(2k − 1). Analogously,
σn ≤ σn−1(2k − 1) ≤ · · · ≤ 2k(2k − 1)n−1. The result is reached.
Lemma 12. For all groups G generated by some nite set S with card(S) = k,
1 ≤ βn(G,S) ≤ k(2k − 1)
n − 1
k − 1 .
Proof. On the one hand, as β0(G,S) = 1 and B0(G,S) ⊂ Bn(G,S) for all n one
has 1 ≤ βn(G,S). On the other hand, one knows that σn ≤ (2k)(2k− 1)n−1 by
Lemma ?? and βn =
∑n
i=0 σn, so
βn =
n∑
i=0
σn = σ0 +
n∑
i=1
σn
≤ 1 +
n∑
i=1
(2k)(2k − 1)i−1 = 1 + 2k
n∑
i=1
(2k − 1)i−1 = 1 + 2k
n∑
i=0
(2k − 1)i
= 1 + 2k
(2k − 1)n − 1
(2k − 1)− 1 = 1 + k
(2k − 1)n − 1
k − 1 =
k(2k − 1)n − 1
k − 1 .
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With these examples one could have seen that β can be of dierent forms.
It may be
• a polynomial expression of type βn = aknk + ak−1nk−1 + · · ·+ a0, or
• an exponential expression of type βn = can.
Moreover there exists a third kind of expression for β which is
• a so-called intermediate expression, that is, an expression that grows faster
than a polynomial but slower than an exponential.
Let us introduce some more denitions.
Denition 13 (Exponential growth rate). Let G be the graph generated by S
one can dene ω, the exponential growth rate of the pair (G,S), as
ω(G,S) := lim sup
n7→∞
n
√
βn(G,S).
The exponential growth rate detects if βn is an exponential expression in the
sense that ω(G,S) > 1 if and only if βn is exponential.
Proposition 14. Let β : N 7−→ R be such that β(k + l) ≤ β(k)β(l), then the
sequence { k
√
β(k)}k∈N converges and
lim
k 7→∞
k
√
β(k) = inf
k≥1
k
√
β(k).
Moreover if λ denote this limit, then λk ≤ β(k) ≤ β(1)k for all k ≥ 1.
Proof. Let us dene α(k) = log β(k). As β(k+ l) ≤ β(k)β(l) by hypothesis, one
has log β(k + l) ≤ log (β(k)β(l)) and so α(k + l) ≤ α(k) + α(l).
Let us choose an integer n ≥ 1, for all k one can write k as k = qn+ r where
q ≥ 0 and r ∈ {1, 2, . . . , n} since the euclidean decomposition is always possible
and in our case if re = 0 then r = n and q = qe − 1. Hence one has
α(k)
k
=
α(qn+ r)
qn+ r
≤ α(qn) + α(r)
qn+ r
=
α(
q summands︷ ︸︸ ︷
n+ · · ·+ n) + α(r)
qn+ r
≤ qα(n) + α(r)
qn+ r
=
qα(n)
qn+ r
+
α(r)
qn+ r
≤ qα(n)
qn
+
α(r)
k
=
α(n)
n
+
α(r)
k
.
Therefore,
lim sup
k→∞
α(k)
k
≤ lim sup
k→∞
α(n)
n
+
α(r)
k
=
α(n)
n
.
So lim sup
k→∞
log β(k)
k
= lim sup
k→∞
log β(k)1/k ≤ log β(n)
n
= log β(n)1/n, which -
nally gives
lim sup
k→∞
k
√
β(k) ≤ n
√
β(n).
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Hence
inf
n≥1
n
√
β(n) ≤ lim
k→∞
k
√
β(k) ≤ inf
n≥1
n
√
β(n) and the limit lim
k→∞
k
√
β(k) exists.
Lemma 15. One can redene the exponential growth rate as
ω(G,S) = lim
n7→∞
n
√
βn(G,S).
Proof. If one has βn+m ≤ βn · βm, for all n, m, then the result follows from
Proposition ??. Let us verify that this condition is fullled. One knows that
Bn+m ⊆
⋃
x∈Bn
Bm(x), where Bm(x) = {y ∈ G | dS(x, y) ≤ m}
because for x ∈ Bn+m, one can write x = s1 · · · sn+m with si ∈ S ∪ S−1 ∪ {id}.
It results that s1 · · · sn ∈ Bn and
dS(x, s1 · · · sn) = dS(id, x−1s1 · · · sn) = dS(id, s−1n+m · · · s−1n+1) ≤ m.
Hence x ∈ Bm(y) with y ∈ Bn, where Bm(y) is the ball of radius m with
center y. Therefore
βn+m = |Bn+m| ≤
∣∣∣∣∣ ⋃
x∈Bn
Bm(x)
∣∣∣∣∣ = |Bn| · |Bm| = βn · βm.
Let us briey retake the examples ?? and calculate their growth rates.
Example 16. 1. Z, S = {1}.
One has see βn = 2n+ 1, so ω(Z, S) = 1.
2. Zk, S = {e1, . . . , en}.
One established that βn(Z
k) is a polynomial of degree k, so, as k is xed,
ω(Zk, S) = lim
n→∞
n
√
βn(Zk, S) = 1. This result is consistent with the fol-
lowing particular cases.
For Z2 with S = {(1, 0), (0, 1)}, one has shown that βn = 2n2+2n+1,
hence ω(Z2, S) = 1 and
for Z3 with S = {(1, 0, 0), (0, 1, 0), (0, 0, 1)}, one has stated that βn =
4n3
3 + 2n
2 + 8n3 + 1, which implies that
ω(Z3, S) = 1.
3. F2, S = {a, b}.
One showed that βn = 2 · 3n − 1, so ω(F2) = 3.
4. Fk, S = {a1, . . . , ak}.
One established that βn =
k(2k−1)n−1
k−1 , which leads to ω(Fk) = 2k − 1.
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5. Z/2Z ∗ Z/2Z =< a, b | a2 = 1, b2 = 1 >.
One saw that βn = 1 + 2n, hence ω(Z/2Z ∗ Z/2Z) = 1.
In these examples one uses the set of canonical generators for the group.
The following lemma assures that if one has another nite set of generators, the
group will have the same growth type.
Lemma 17. Let S, T be two nite sets of generators of the group G, then
ω(G,S) > 1⇐⇒ ω(G, T ) > 1.
Proof. Set C = max
s∈S
dT (1, S), then Bn(G,S) ⊆ BC·n(G, T ). It follows directly
that βn(G,S) ≤ βC·n(G, T ). Thus
ω(G,S) = lim
n7→∞
n
√
βn(G,S)
≤ lim
n7→∞
n
√
βC·n(G, T )
= lim
m 7→∞
m
√
βm(G,S)
C
= ω(G, T )C .
Finally,
ω(G,S) > 1 =⇒ ω(G, T ) > 1.
The converse holds by symmetry.
Denition 18 (Exponential growth). One says that G has exponential growth
if ω(G,S) > 1 for one and hence any nite set of generators S of G.
One makes a distinction between ω(G,S) for any nite set S and inf
S nite
ω(G,S),
this leads to the following denition.
Denition 19 (Uniform exponential growth rate). A group G is said to have
uniform exponential growth rate if
ω(G) := inf
S
ω(G,S) > 1,
where one take the inmum on all the nite families S generating G.
Remark 20. It has recently been proved that there exist groups with exponential
growth but not uniform exponential growth.
1
The following lemma helps to determine if a group has exponential growth.
Proposition 21. Let G be a group generated by a family S. If there exists
T ⊂ S such that < T >= Fk, then
ω(G,S) ≥ ω(< T >, T ) = 2k − 1.
Consequently, G is of exponential growth.
1
John S. Wilson, in Inventiones mathematicae, Volume 155, Number 2, February 2004 ,
pp. 287-303(17)
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Proof. It is a consequence of the fact that for a subgroup H of the group G. If
H is generated by R = S ∩H where S is the set of generator of G, then
ω(H,R) ≤ ω(G,S).
As R = S ∩ H ⊆ S and H ≤ G, one has that the element x in Bn(H,R)
are such that x ∈ Bn(G,S). Hence βn(H,R) ≤ βn(G,S) and nally ω(H,R) ≤
ω(G,S).
Let us consider B(z) =
∞∑
n=0
βn(G,S)z
n
one sees that its convergence radius
is
ρB =
1
lim sup
n7→∞
n
√
βn(G,S)
, so ω(G,S) =
1
ρB
.
Moreover, analogously
C(z) =
∞∑
n=0
σn(G,S)z
n
=
∞∑
n=1
(βn − βn−1)zn + β0z0
=
∞∑
n=0
βnz
n −
∞∑
n=0
βnz
n+1
= B(z)− zB(z) = (1− z)B(z).
One remarks that if the series C(z) converges, that is ρC < 1, then ρB = ρC
and B(z) is also converging. It follows that
ω(G,S) = lim sup
n7→∞
n
√
βn(G,S) =
1
ρB
=
1
ρC
= lim sup
n7→∞
n
√
σn(G,S).
One the other hand one recalls that ρC is also given by calculating
ρC = lim
k 7→∞
∣∣∣∣ σkσk+1
∣∣∣∣ .
Sometimes it will be easier to consider the series C(z).
Example 22. Let G be G = Z2 ∗Z3 =< a > ∗ < b > with a2 = id and b3 = id.
1. S = {a, b}.
Let Ci,k denote the set of the elements of G whose length is exactly equal
to k and which are ending with i or i−1, where i ∈ {a, b} and let σi,k be
the number of elements in Ca,k. One has that
• σa,k = σb,k−1.
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Since for all x ∈ Ca,k one can write x = s1 · · · sk−1a and sk−1 ∈ {b, b−1},
because a2 = id, so a = a−1. Therefore s1 · · · sk−1 ∈ Cb,k−1 otherwise x
would not be of length equal to k. Hence the number of elements in Ca,k is
equal to the one in Cb,k−1.
• σb,k = 2σa,k−1.
For all y ∈ Ca,k−1 one can write y = s1 · · · sk−2a. Then ya ∈ Ck−2 and
yb, yb−1 ∈ Cb,k, so the number of elements in Ca,k−1 is two times smaller
than the one in Cb,k.
It follows that
σk = σa,k + σb,k = σb,k−1 + 2σa,k−1 = 2σa,k−2 + 2σb,k−2 = 2σk−2.
Figure ?? shows Cay(G,S) with the dierent colours representing the dif-
ferent σk.
id a
ab
aba
abab
abab−1
ab−1
ab−1a
ab−1ab
ab−1ab−1
b
ba
bab
baba
bab−1
bab−1a
b−1
b−1a
b−1ab
b−1aba
b−1ab−1
b−1ab−1a
Figure 2.10: Z2 ∗ Z3 =< a, b | a2 = 1, b3 = 1 >
As σ is always positive, one has
ω(G,S) =
1
ρC
=
1
lim
k 7→∞
σk
σk+1
= lim
k 7→∞
σk
σk−1
= lim
k 7→∞
2σk−2
σk−1
= 2
1
ω(G,S)
,
so ω2(G,S) = 2 and nally
ω(G,S) =
√
2.
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2. T = {a, t}, where t = ab.
One gets so that at = aab = b, which implies that (at)3 = id. Moreover,
tat = at−1a and t−1at−1 = ata.
To calculate σk, one knows that the words of length k are nishing with a,
t or t−1. Let us dene σa,k as the number of elements in Ca,k, the set of
the words of length k which are ending with a. As one has seen before any
word of length k that can be written as xtat is the same word as xat−1a
and similarly yt−1at−1 is equal to yata. Therefore one denes σt,k as the
number of words of length k which are ending with t or t−1 but not with
tat nor t−1at−1 in order to avoid counting some words twice and Ct,k the
set of those elements. In particular, σk = σa,k + σt,k.
According to those notations, one has the following relations
• σa,k = σt,k−1
Since a2 = id every word of length k ending with a has to be written as
s1 · · · sk−1a, where si ∈ S ∪ S−1 and sk−1 = t or sk−1 = t−1. Moreover
there is no possibility that s1 · · · sk−1 ends with tat or t−1at−1 as tat =
at−1a and t−1at−1 = ata respectively, which would lead to s1 · · · sk−1a not
being of length k. Finally the number of words σt,k−1 is the same as σa,k.
• σt,k = σt,k−1 + σa,k−1 = σk−1
Let us consider x ∈ Ct,k, where Ct,k is the set of all the words of length
k, ending with t or t−1, but not with tat nor t−1at−1. One can write x as
x1 = s1 · · · sk−1t or x2 = r1 · · · rk−1t−1.
One notes then that sk−1 ∈ {a, t}, because if sk−1 = t−1 it would contradict
x being of length k, and rk−1 ∈ {a, t−1} for the same reasons.
Let us now consider an element y in Ct,k−1, then there exists a unique
sk = sk−1 ∈ {t, t−1} such that ysk ∈ Ct,k.
In the same way, if one considers z = c1 · · · ck−2a an element in Ca,k−1,
it follows that zt and zt−1 are elements whose length is at most equal to k
and that end with one of t, t−1. But, if ck−2 = t then zt is not considered
to be an element in Ct,k as the elements ending in tat are excluded from
Ct,k and if ck−2 = t
−1
then similarly zt−1 is not an element in Ct,k by
denition of Ct,k. Hence for each element z in Sa,k−1, one can nd only
one element ck such that zck is containned in Ct,k. So,
σt,k = σa,k−1 + σt,k−1.
Hence σk = σa,k + σt,k = σt,k−1 + σk−1 = σk−2 + σk−1.
Figure ?? shows Cay(G,S) with the dierent colours representing the dif-
ferent σ.
Since σ is always positive, one obtains ω(G,S) = lim
k 7→∞
σk
σk−1
= lim
k 7→∞
σk−1 + σk−2
σk−1
,
ω(G,S) = 1 + lim
k 7→∞
σk−2
σk−1
= 1 +
1
ω(G,S)
, thus
1
ω(G,S)
= ω(G,S)− 1. Finally,
ω(G,S) =
√
5 + 1
2
, which is the golden ratio.
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id a
t
t−1
at−1
at
t−1a
t−2
t2
ta at−1a
at−2
at2
ata
t−1at
t−2a
t−3
t3
t2a
tat−1
Figure 2.11: Z2 ∗ Z3 =< a, t | a2 = 1, (at)3 = 1 >
The Cayley graphs of the sets of generators S (dotted) and T (plain lines)
are both represented on Figure ??. One can see that the group G is really the
same.
id a
t
t−1 b
b−1
Figure 2.12: Z2 ∗ Z3
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Let us consider one more example of calculating ω(G,S) by counting the
words.
Example 23. Let G be G = Z2 ∗Z4 =< a > ∗ < b > with a2 = id and b4 = id.
1. S = {a, b}.
Let Ci,k denote the set of the elements of G whose length is exactly equal
to k and which are ending with i or i−1, where i ∈ {a, b} and let σi,k be
the number of elements in Ci,k. As b
4 = 1, one has that b2 = b−2 and
b3 = b−1. Hence in Cb,k one will exclude the words ending by b
−2
or b3.
Let us now prove the following relations
• σa,k = σb,k−1,
For all x ∈ Ca,k one can write x = s1 · · · sk−1a. But given that a2 = id
one has a = a−1 and therefore s1 · · · sk−1 ∈ Cb,k−1 otherwise x would not
be of length equal to k. Hence the number of elements in Ca,k is equal to
the one in Cb,k−1.
• σb,k = 2σa,k−1 + σa,k−2.
For all x ∈ Cb,k, one can write x1 = s1 · · · sk−1b or x2 = r1 · · · rk−1b−1.
One sees that sk−1 ∈ {a, b} as s1 · · · sk−2b−1b = s1 · · · sk−2 6∈ Cb,k and
rk−1 = a because r1 · · · rk−2bb−1 = r1 · · · rk−2 6∈ Cb,k and one has excluded
the words ending by b−2 from Cb,j , for all j ≥ 1.
On the other hand for all y ∈ Ca,k−1, one has that yb and yb−1 ∈ Cb,k.
Moreover, for all z ∈ Ca,k−2 one sees that za ∈ Ck−3 and zb, zb−1 ∈ Cb,k−1
which leads to zbb = zb−1b−1 ∈ Cb,k and there is no other element in
Cb,k starting by z. Finally for all w ∈ Cb,k−2, the element wa has been
considered in Ca,k−1 and nor wb nor wb
−1
is a predecessor of some element
in Cb,k. Indeed if one write w1 = s1 · · · sk−3b and w2 = s1 · · · sk−3b−1,
one has that w1b
−1
, w2b ∈ Ck−3 and w1b = w2b−1 is ending by b2, so
w1bb = w2 6∈ Cb,k and w2b−1b−1 = w1 6∈ Cb,k.
Hence,
σb,k = 2σa,k−1 + σa,k−2.
One can rewrite σb,k as σb,k = 2σa,k−1+σa,k−2 = σa,k−1+σb,k−2+σa,k−2 =
σa,k−1 + σk−2.
Therefore, σk = σa,k + σb,k = σb,k−1 + σa,k−1 + σk − 2 = σk−1 + σk−2.
Figure ?? shows Cay(G,S) with the dierent colours representing the dif-
ferent σ and the light colours are the elements of Ca when the dark colours are
the ones in Cb.
Since σ is always positive, see lemma ??, one obtains
ω(G,S) = lim
k 7→∞
σk
σk−1
= lim
k 7→∞
σk−1 + σk−2
σk−1
= 1 + lim
k 7→∞
σk−2
σk−1
= 1 +
1
ω(G,S)
.
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ld ld
ld ld
ld ld ld ld
ld ld ld ld
ld ld ld ld
ld ld
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ld ld ld ld
ld ld
ld ld
ld ld ld ld
ld ld
ida
b
b−1
b2
ab
ab−1
ba
b−1a
•
•
•
•
• •
•
•
Figure 2.13: Z2 ∗ Z4 =< a, b | a2 = 1, b4 = 1 >
Finally
1
ω(G,S)
= ω(G,S)− 1, that is
ω(G,S) =
√
5 + 1
2
, which is the golden ratio.
2.3 Fundamental groups
Some important examples of groups are fundamental groups. Before giving their
denition, let us recall some denitions from topology.
Denition 24 (Path). A path or arc in a topological space X is a continuous
map of some closed interval into X . The images of the end points of the interval
are called the initial and terminal points.
After having dened a path one wants to introduce a topological space in
which every path is dened.
Denition 25 (Arcwise connected). One says that the space X is arcwise
connected if there exists an arc containned in X between each pair of two points
of X .
A space X is locally arcwise connected if each point has a basic family of
arcwise connected neighbourhoods.
It can be shown that a space which is connected and locally arcwise con-
nected is arcwise connected.
One can dene a relation of equivalence on the paths.
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Denition 26. Let f , g : [a, b]→ X be two paths in X such that
• f(a) = g(a) and
• f(b) = g(b).
One says that these paths are homotopic relative to their endpoints and
one denotes it by f ∼ g if and only if there exists a continuous map
H : [a, b] × [0, 1] → X such that
{
H(t, 0) = f(t)
H(t, 1) = g(t)
∀t ∈ [a, b] and{
H(a, s) = f(a) = g(a)
H(b, s) = f(b) = g(b)
∀s ∈ [0, 1].
Claim 27. Such dened ∼ is an equivalence relation.
Proof. i) f ∼ f with H(t, s) = f(t) for all s ∈ [0, 1].
ii) f ∼ g with H , then one can dene G(t, s) = H(t, 1− s) and so{
G(t, 0) = H(t, 1) = g(t)
G(t, 1) = H(t, 0) = f(t)
∀t, and{
G(a, s) = H(a, 1− s) = f(a) = g(a)
G(b, s) = H(b, 1− s) = f(b) = g(b) ∀s, that is g ∼ f .
iii) Let f, g, h be such that f ∼ g and g ∼ h with G and H respectively, then
one denes F (t, s) =
{
H(t, 2s) 0 ≤ s ≤ 12
G(t, 2s− 1) 12 ≤ s ≤ 1
and so
F (t, 0) = H(t, 0) = f(t)
F (t, 12 ) = H(t, 1) = G(t, 0) = g(t)
F (t, 1) = G(t, 1) = h(t)
∀t, and

F (a, s) =
{
H(a, 2s) 0 ≤ s ≤ 12
G(a, 2s− 1) 12 ≤ s ≤ 1
=
{
f(a) = g(a)
g(a) = h(a)
F (b, s) =
{
H(b, 2s) 0 ≤ s ≤ 12
G(b, 2s− 1) 12 ≤ s ≤ 1
=
{
f(b) = g(b)
g(b) = h(b)
so,
{
F (a, s) = f(a) = h(a)
F (b, s) = f(b) = h(b)
∀s, that is f ∼ h.
Let us now dene some operations on paths.
Denition 28 (Product of two paths). Let γ0 : [0, 1]→ X and γ1 : [0, 1]→ X
be two paths such that γ0(1) = γ1(0), the product of γ0 and γ1 is dened as
γ0 ∗ γ1 : [0, 1] −→X
t 7−→
{
γ0(2t) 0 ≤ t ≤ 12
γ1(2t− 1) 12 ≤ t ≤ 1
.
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Denition 29 (Inverse of a path). Let γ : [0, 1] → X be a path, one denes
the inverse path of γ as the path with reversed orientation, that is
γ−1 : [0, 1] −→X
t 7−→γ(1− t).
Claim 30. Let ex : [0, 1] → X, ey : [0, 1] → X and γ : [0, 1] → X be three
paths with γ(0) = x and γ(1) = y where ex is the constant path at the point
x ∈ X. In the same way is ey the constant path at point y ∈ X, that is,
ey(t) = y, ∀t ∈ [0, 1], then one has the following
• ex ∗ γ ∼ γ,
• γ ∗ γ−1 ∼ ex and
• γ−1 ∗ γ ∼ ey.
Proof. For ex ∗ γ, one chooses the function
Γ(t, s) =
{
x 0 ≤ t ≤ s2
f(2t−s2−s )
s
2 ≤ t ≤ 1
.
For γ ∗ γ−1, one chooses the function
H(t, s) =

γ(2t) 0 ≤ t ≤ s2
γ(s) s2 ≤ t ≤ 1− s2
γ(2− 2t) 1− s2 ≤ t ≤ 1
.
In the same way one can nd a function for γ−1 ∗ γ.
Remark 31. Let f, g, h : [0, 1]→ X such that the products (f∗g)∗h and f∗(g∗h)
exist, then
(f ∗ g) ∗ h ∼ f ∗ (g ∗ h).
Proof. One chooses the functionH(t, s) =

f( 4t1+s) 0 ≤ t ≤ s+14
g(4t− 1− s) s+14 ≤ t ≤ s+24
h(1− 4(1−t)2−s ) s+24 ≤ t ≤ 1
.
One sees from the remarks ?? and ?? that if the product of two paths is
dened, all the axioms of a group are veried.
Denition 32 (Loop). One denes a loop as a closed path, that is γ : [0, 1]→ X
is a loop if γ(0) = γ(1).
As the product of two loops is always dened we have a group.
Denition 33 (Fundamental group). One calls (Π1(X,x0), ∗) the fundamen-
tal group of X on base x0 where X is arcwise connected and Π1(X,x0) =
{γ : [0, 1]→ X | γ(0) = γ(1) = x0} with the relation of equivalence ∼.
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Theorem 34. Let X be a connected and locally arcwise connected topological
space and let x0, x1 be two points in X, then
Π1(X,x0) ∼= Π1(X,x1).
Proof. Let γ : [0, 1] → [x0, x1] be a path. Since X is arcwise connected as it
is connected and locally arcwise connected, there exists γ0 ∈ [γ] the class of γ
such that γ0 ⊂ X , that is, γ0 stays in X .
One dene then
u : Π1(X,x0) −→ Π1(X,x1) and v : Π1(X,x1) −→ Π1(X,x0)
α 7−→ γ−10 αγ0 β 7−→ γ0βγ−10 .
One sees easily that u and v are homomorphisms. Moreover, u ◦ v = Π1(X,x0)
and v◦u = Π1(X,x1) which means that u and v are isomorphisms with u−1 = v.
Hence,
Π1(X,x0) ∼= Π1(X,x1).
It follows from the theorem ?? that the fundamental group of a topological
space in point x is isomorphic to the one in point y and there always exists one
isomorphism. Hence one makes an abuse in the notation and denotes this group
only by Π1(X).
Denition 35 (Homeomorphism). An application between two topological
spaces which is bijective, continuous and its reverse function is also continu-
ous is called a homeomorphism. If there exists a homeomorphism between two
topological spaces they are said to be homeomorphic.
Theorem 36. If two topological spaces X and Y are homeomorphic then their
fundamental groups Π1(X) and Π1(Y ) are isomorphic.
Proof. Let φ : X → Y be a homeomorphism and f0, f1 ∈ Π1(X).
If f0 ∼ f1, then φ(f0) ∼ φ(f1). Let us denote by φ∗([α]) the class of
equivalence of φ(f0) and φ(f1) where [α] denotes the class of f0, f1. One sees
that if
• [α], [β] ∈ Π1(X) then φ∗([αβ]) = φ∗([α] [β]) = φ∗([α])φ∗([β]),
• ∀x ∈ X , φ∗([ex]) =
[
eφ(x)
]
and
• φ∗(
[
α−1
]
) = (φ∗([α]))
−1
,
which shows that φ∗ is a homomorphism.
Moreover as φ is a homeomorphism there exists an inverse φ−1 which is continu-
ous, so that one can dene in the same way φ−1∗ , which has the same properties
and
• φ∗(φ−1∗ ([α])) = [α] for all class α in Π1(X),
• φ−1∗ (φ∗([β])) = [β] for all class β in Π1(Y ).
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Hence φ∗ is an isomorphism and
Π1(X) ∼= Π1(Y ).
Denition 37 (Homotopy). Two continuous maps f , g : X → Y are homotopic
if and only if there exists a continuous map φ : X × [0, 1] → Y such that for
x ∈ X
{
φ(x, 0) = f(x),
φ(x, 1) = g(x).
One calls a homotopy the class of equivalence of f
and g.
Remark 38. The relation of equivalence one dened previously on the paths is
a homotopy.
Denition 39 (Contractible). A topological spaceX is contractible (to a point)
if there exists x0 ∈ X and a homotopy H : X × [0, 1]→ X such that{
H(x, 0) = x,
H(x, 1) = r(x)
for all x ∈ X where r is dened by r : X −→ {x0} with
r(x) = x0 for all x ∈ X . It means idX and ex0 are homotopic for a certain
x0 ∈ X .
Theorem 40. Let X be a contractible topological space then
Π1(X) ∼= {1}.
Proof. The continuous application r : X −→ {x0} which maps all x ∈ X to
r(x) = x0 induces a group homomorphism r∗ : Π1(X) −→ Π1({x0}) dened by
r([α]) = ex0 for all [α] ∈ Π1(X). As {x0} ⊂ X one has Π1({x0}) ⊂ Π1(X).
Therefore one gets Π1(X) ∼= Π1({x0}) and nally as Π1({x0}) = {1},
Π1(X) ∼= {1}.
Denition 41 (Covering space). A covering space of X is a space C together
with a continuous surjective map p : C → X , such that for every x ∈ X there
exists an open neighbourhood U of x such that p−1(U), the inverse image of
U under p , is a disjoint union of open sets in C each of which is mapped
homeomorphically onto U by p.
One denotes by (X,C, p) the covering space of C.
Remark 42. Consider the unit circle S1 in R2. Then the map p : R → S1 with
p(t) = (cos(t), sin(t)) is a cover where each point of S1 is covered innitely
often, hence (R, S1, p) is a covering space of S1.
Theorem 43. Let E and p be a covering space of the topological space B and
let a0 ∈ E be a point in E and b0 = p(a0) ∈ B.
If f : [0, 1] → B is a path such that f(0) = b0 then there exists a unique
cover f˜ : [0, 1]→ E of f such that f˜(0) = a0.
Moreover let g : [0, 1] → B be a path such that g(0) = b0, g(1) = f(1) and
g ∼ f then g˜(1) = f˜(1) and g˜ ∼ f˜ where g˜ denotes the unique cover of g.
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Example 44. One has that
Π1(S
1, x0) ∼= Z.
The intuition behind this result is that one should count the number of times
that a path wraps around the circle.
Proof. As S1 is arcwise connected its fundamental group Π1(S
1, x0) does not
depend on the choice of the point x0, see Theorem ??.
Let us consider x0 = b0 = (1, 0). Let (R, S
1, p) be the covering space of S1
dened in Remark ?? and choose the point a0 = 0 which respects p(0) = (1, 0).
Let us now dene the application
φ : Π1(S
1, b0)→ Z.
For each loop f : [0, 1] → S1 of base b0 let us dene φ([f ]) = f˜(1) where
f˜ : [0, 1] → R is the cover of f such that f˜(0) = a0. Theorem ?? implies
that φ([f ]) does not depend on the choice of the representative f of the class
[f ] and φ is well dened.
As p(f˜(1) = f(1) = b0, one has f˜(1) ∈ p−1({b0}) ∈ Z.
• Let us check that φ is injective.
Let f and g be two loops in S1 of base b0 such that φ([f ]) = φ([g]) = n ∈ Z
and let us show that f ∼ g. One considers the covers f˜ and g˜ such that
f˜(0) = g˜(0) = a0. By denition of φ, one gets f˜(1) = g˜(1) = n. As
F˜ (s, t) = (1− t)f˜(s) + tg˜(s) for s, t ∈ [0, 1]
is a homotopy between both loops, one gets that p ◦ F˜ is a homotopy between
p ◦ f˜ = f and p ◦ g˜ = g. So
[f ] = [g] .
• Let us check that φ is surjective.
For n ∈ Z let us dene the loop in S1 based on b0 dened by
fn(s) = (cos(2pins), sin(2pins)) for s ∈ [0, 1] .
The path f˜n : [0, 1]→ R dened by f˜n(s) = ns for all s ∈ [0, 1] is a covering of
fn such that f˜n(0) = a0. Finally
φ([fn]) = f˜n(1) = n.
As n was chosen arbitrary φ is surjective.
• Let us show that φ is a homomorphism.
One will show that for all loops f , g in S1 based on b0, one has
φ([f ] ∗ [g]) = φ([f ]) + φ([g]).
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Let f˜ and g˜ be some covering of f and g such that f˜(0) = g˜(0) = a0 = 0. Let us
dene h˜(s) =
{
f˜(2s) if 0 ≤ s ≤ 12 ,
f˜(1) + g˜(2s− 1) if 12 ≤ s ≤ 1.
As a composition of f˜ and
g˜, one has that h˜ is continuous. Moreover
p ◦ h˜ = f ∗ g,
which implies that h˜ is a covering of f ∗ g, and p(h˜(0)) = p(0) = 0.
Hence one obtains that
φ([f ] ∗ [g]) = φ([f ∗ g]) = h˜(1) = f˜(1) + g˜(1) = φ([f ]) + φ([g]).
Finally,
φ is an isomorphism and Π1(S
1, x0) ∼= Z.
Theorem 45 (Theorem of Seifert and Van Kampen). Let U , V be two
arcwise connected open subsets of the topological space X such that X = U ∪ V
and U ∩V is non empty and arcwise connected. Choose a base point x0 ∈ U ∩V
for all the fundamentals groups, then the diagram of group homomorphism
Π1(U ∩ V )
Π1(U)
Π1(X)
Π1(V )
ψ2
φ1
φ2
ψ1
is commutative and com-
plete, that is
Π1(X) = Π1(U) ∗Π1(U∩V ) Π1(V ).
For the denition of product with amalgamation, see Denition 2.
The proof is left to the reader.
2
2.4 Use of Van Kampen's theorem
One will now use the Van Kampen's theorem to determine some fundamental
groups.
Example 46.
Π1(S
2) = {1}.
Proof. We divide the sphere into two spaces U and V where U is the hole sphere
without the North pole and similarly V exclude the South pole. Both spaces
are arcwise connected and verify the hypothesis of Theorem ?? so
Π1(S
2) = Π1(U) ∗Π1(U∩V ) Π1(V ).
2
William S. Massey, A Basic Course in Algebraic Topology, Chapter IV, Section 2.
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One can also see that U and V are contractible to a point, therefore Π1(U) =
Π1(V ) = {1}. Moreover one has that U ∩ V is a very large band and can be
contracted to a circle. Hence,
Π1(U ∩ V ) ∼= Π1(S1) = Z.
As Π1(U) = Π1(V ) we have that ιU (n) = ιV (n) = 1 trivially for all n ∈ Z.
Finally, one gets
Π1(S
2) = {1} ∗Z {1} = {1}.
Remark 47. Using the same kind of space U and V to divide a sphere of higher
degree we get that
Π1(S
n) = {1} ∗{1} {1} = {1} ∀n ≥ 2.
Example 48. Let us consider the wedge product of two circles connected by a
unique point x and denote it as S1x ∨ S1x, then
Π1(S
1
x ∨ S1x) = F2.
Proof. Let us divide S1x∨S1x in U and V with U being the left circle with a part
of the right one and V being the right one with part of the left one. Then U
and V full the conditions of Theorem ?? and
Π1(S
1
x ∨ S1x) = Π1(U) ∗Π1(U∩V ) Π1(V ).
One rst sees that U ∩ V is contractible to x, so
Π1(U ∩ V ) = {1},
which means that the product with amalgamation in Theorem ?? becomes only
a free product.
Otherwise one has that U and V and both contractible in a circle, therefore
Π1(U) ∼= Π1(S1) = Z and Π1(V ) ∼= Π1(S1) = Z.
Finally,
Π1(S
1
x ∨ S1x) = Π1(U) ∗Π1(V ) = Z ∗ Z = F2.
Remark 49. Proceeding in the same way one can generalise this example for
more loops and one gets
Π1(S
1
x ∨ . . . ∨ S1x︸ ︷︷ ︸
n times
) ∼= Π1(S1) ∗Π1(S1x ∨ . . . ∨ S1x︸ ︷︷ ︸
n−1 times
) = Z ∗Π1(S1x ∨ . . . ∨ S1x︸ ︷︷ ︸
n−1 times
)
= · · · = Z ∗ · · · ∗ Z︸ ︷︷ ︸
n times
= Fn.
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Example 50. Let us denote the torus as T1, then
Π1(T1) = Z
2.
Proof. Let us cut a disk on the surface of the torus and call this disk V and let
U be the rest of the torus with a smaller hole so that U ∩V is non empty. Then
U and V full the condition of Theorem ?? and
Π1(T1) = Π1(U) ∗Π1(U∩V ) Π1(V ).
First one remarks that the disk V is contractible, therefore
Π1(V ) = {1}.
Then one sees that U ∩ V is a band and therefore is contractible to a circle, so
Π1(U ∩ V ) ∼= Π1(S1) = Z.
It is slightly more dicult to understand what is the fundamental group of U .
If one uses the plane representation of the torus where one indicate which sides
are connected which each other and in which direction, one can contract U to
the edges of the gure. That is U can be contracted to two circles connected
by a line. This space can be even more contracted to the wedge product of two
circles. Hence,
Π1(U) ∼= Π1(S1x ∨ S1x) = F2.
By our choice of U and V the homomorphisms ιU and ιV are given by
ιU (1) = aba
−1b−1, where F2 =< a, b > and ιV (n) = 1, ∀n ∈ Z
then ιU (1) = ιV (1) if and only if aba
−1b−1 = 1. Hence one gets
Π1(T1) = F2 ∗Z {1} =< a, b | aba−1b−1 = 1 >= Z2.
Example 51. Let us denote the surface with two holes as Σ2, then
Π1(Σ2) =< a1, a2, b1, b2 | [a1, b1] [a2, b2] = 1 > .
Proof. Let us divide the torus with two holes in two parts that are slightly
bigger than a torus. So both parts cut them and they are similar to a torus of
which a disk is taken away. Then let us call them U and V .
As U ∩V is non empty and they are arcwise connected, those U and V full
the condition of Theorem ?? and
Π1(Σ2) = Π1(U) ∗Π1(U∩V ) Π1(V ).
First one sees that the intersection U∩V can be assimilated as a cylinder. Hence
as the cylinder is contractible into a circle one has
Π1(U ∩ V ) ∼= Π1(S1) = Z.
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One has seen in Example ?? that a torus without a disk can be contracted to
the wedge product of two circles. Therefore
Π1(U) = Π1(V ) ∼= Π1(S1x ∨ S1x) = F2.
By our choice of U and V the homomorphisms ιU and ιV are given by
ιU (1) = a1b1a
−1
1 b
−1
1 , where F2 =< a1, b1 > and
ιV (1) = b2a2b
−1
2 a
−1
2 , where F2 =< a2, b2 > .
Then ιU (1) = ιV (1) if and only if a1b1a
−1
1 b
−1
1 = b2a2b
−1
2 a
−1
2 . Hence one gets
Π1(Σ2) = F2 ∗Z F2 =< a1, a2, b1, b2 | a1b1a−11 b−11 = b2a2b−12 a−12 >
=< a1, a2, b1, b2 | a1b1a−11 b−11 a2b2a−12 b−12 = 1 >
=< a1, a2, b1, b2 | [a1, b1] [a2, b2] = 1 > .
Remark 52. Proceeding in the same way one can generalise this example for a
surface with n holes and one gets
Π1(Σn) ∼= Π1(S1 ∨ S1) ∗Z Π1(Σn−1) = F2 ∗Z Π1(Σn−1) = F2 ∗Z F2 ∗Z Π1(Σn−2)
= · · · = F2 ∗Z · · · ∗Z F2︸ ︷︷ ︸
n times
=< a1, b1, . . . , an, bn |
n∏
i=1
[ai, bi] = 1 > .
2.5 Some growth rates of fundamental groups
One has shown previously that Π1(X) is a group, so one can calculate its growth
rate. Let us reconsider the examples we have seen in Part ??.
First one can easily compute the following growth rates.
• ω(Π1(S1)) = 0 as one has shown in Example ?? that Π1(S1) = {1}, so
βn = 0 for all n > 0.
• ω(Π1(S1 ∨ S1)) = 3, because Π1(S1 ∨ S1) = F2, which has has been shown
in Example ??.
• ω(Π1(T1)) = 1 since one has seen in Example ?? that Π1(T1) = Z2.
One now wants to estimate the growth rate of Π1(Σ2), but one has seen in
Example ?? that
Π1(Σ2) =< a1, a2, b1, b2 | [a1, b1] [a2, b2] = 1 >,
which is not a group for which we already computed βn.
Let us st consider Π1(Σ2) generated by S = {a1, b1, a2, b2}. The subset T
of S given by T = {a1, b1, a2} is such that T ∼= F3 since there is no relation
between a1, b1 and a2. The proposition ?? implies that
ω(Π1(Σ2), S) ≥ ω(F3, T ) = 2 · 3− 1 = 5 > 1.
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So Π1(Σ2) has exponential growth.
Moreover, there exists a homomorphism
c : Π1(Σk)→ (Π1(Σk))ab = Π1(Σk)/ [Π1(Σk),Π1(Σk)]
which sends Π1(Σk) on its abelianized group (Π1(σk))
ab = Z2k. The image of
any set S generating Π1(Σk) is then a generating set of Z
2k
. Thus there exists
R a subset of S of 2k elements which are generating a subgroup of nite index
c(R) in Z2k. Let us dene R0 as R without one (arbitrary) element in R, then
R0 generates a subgroup < R0 > of nite index in Π1(Σk). Since < R0 > is the
fundamental group of a non-compact surface it is free and its rank is exactly
2k − 1 because its abelianization is isomorphic to Z2k−1. Hence,
ω(Π1(Σk)) ≥ ω(< R0 >,R0) = 2(2k − 1)− 1 = 4k − 3.
Therefore ω(Π1(Σk)) ≥ 4k − 3 > 1 for every generating family, which implies
that ω(Π1(Σk)) has uniformly exponential growth for all k ≥ 2.
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