ABSTRACT. In the present paper we extend two classic asymptotic results concerning convergence in probability and convergence in distribution for the denominators of the Lüroth series and obtain new theorems concerning the same two kinds of convergence for the r-iterated arithmetic means of such denominators. These results are extended to r-iterated weighted means.
Introduction
In 1883 J. Lüroth [10] showed that every real number x ∈ (0, 1] admits the following series expansion (it is an instance of the family of expansions described in [4] ; another example of the same type is the decimal expansion, in the sense explained in [4, Definition 1.4 p. 11])
where s n = d n (d n − 1), n 1. The algorithm for the Lüroth expansion is
where d j = d j (x) is a sequence of integers 2.
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Lüroth series have been investigated, for instance, in [1] , [3] , [4] , [5] , [11] , [12] , [13] , [14] , [15] . The papers [6] , [7] consider a variant of Lüroth series, the socalled alternating Lüroth series . The paper [5] (along with many other successive papers, like [8] ) deals with their ergodic properties. More recently in [2] , generalized Lüroth series have been introduced and their ergodic properties described. In [4] and [15] they are studied from the probabilistic point of view, in the following sense.
Let (Ω, . Hence the digits d n (x) can be viewed as random variables, and (since also in the present paper we adopt the same probabilistic point of view), as usual from now on we shall denote them with the capital letters D n . Let D
The following two results are well-known (see [4, pp. 67-68] , for the first one, and [15, p.117] , or [4, pp. 67-68] , for the second one). Let α < 1, and put The aim of the present paper is to prove two general results (Theorem 3 and Theorem 4) that are interesting on their own and allow to extend Theorem 1 and Theorem 2 to several new cases; in particular they can be applied in order to investigate the asymptotic behaviour of the sequences of r-iterated arithmetic and α-weighted means; concerning the arithmetic means this is done in Corollary 1 for the convergence in probability and in Corollary 2 for the convergence in distribution. For reasons of clarity, the analogues for weighted means are only stated in Remark 2 (Corollaries 3 and 4; the proofs are identical to those of Corollaries 1 and 2).
Ì ÓÖ Ñ 1º
Throughout the paper, the symbol C will stand for a positive absolute constant, the value of which may change from case to case; also, by the symbol "log"we mean the usual principal determination of the multivalued complex Logarithm; last, we shall use the convention 0 log 0 = 0.
The main results

Ì ÓÖ Ñ 3º Let
Then 
Then
where μ is the probability law on [0, 1] determined by the characteristic function
n (every h and every n), we recover Theorem 1 (since = 1) and Theorem 2 (since κ = 1 and
lim n→∞ n h=1 a h,n log a h,n n
log y log log y y 2 dy := m ∈ R.
Hence
by (5) and (6) . Moreover,
Assumptions of both Theorems 3 and 4 follow easily from the relations (5)- (9) (with = κ = ∞ 1 log y y 2 dy = 1); furthermore, from (10) we deduce the convergence in distribution to μ also for the sequencẽ
More generally, one can take
and put
The functions f (y) = y α log β y, with α < 1 and β ∈ R satisfy all the above assumptions. Unfortunately the function f (y) = y does not, thus we cannot obtain results for "logarithmic means", i.e., for the sequence
moreover, since a 1,n ∼ log n, n → ∞ ,
we have the bounds
Hence also in this case we have
log y log log y y 2 dy.
We pass to prove that
First, since
we can confine ourselves to consider
By the inequalities (13) and (14), it is easy to see that
Hence, again by the same inequalities
and similarly
Hence the claim (15).
As in Example 2, the assumptions of both Theorems 3 and 4 follow (again with
Ü ÑÔÐ 4º Example 3 can be generalized as follows. Let r 1 be an integer, and
Interchanging in succession the order of summation in the underbraced sums, we obtain
Moreover a simple application of Cesaro's Theorem gives
1,n ∼ log r n r! and, by (14) we get, for h 2,
The above relations imply
Similarly, by (14) and repeating the preceding argument we find, for h 1,
Noticing that
Similar calculations as in Example 3 (using the inequalities (13) and (14)) imply also
Recall that
We notice that in Example 4 (by the same interchange of summation)
Notice also that ÓÖÓÐÐ ÖÝ 2º For every r 0, as n → ∞,
Ê Ñ Ö 1º Notice that, in probability,
this is a result of Cesaro type for convergence in probability. We recall that Cesaro's theorem for convergence in probability does not hold in general, see, for instance [9] .
Ê Ñ Ö 2º It is not difficult to extend the above corollaries to the case of r--iterated α-weighted means (see the definition in the Introduction of this paper): it can be proved that Corollaries 1 and 2 become respectively ÓÖÓÐÐ ÖÝ 3º For every r 0,
ÓÖÓÐÐ ÖÝ 4º For every r 0,
For the proofs of these results, one must take the coefficients
Preliminary Lemmas
The following result is well known ( [5] ; see also [4, Th. 4.14 p. 66])
Ì ÓÖ Ñ 5º The random variables (D n ) n∈N * are i.i.d. (independent identically distributed) with
it log 1 − e it + e it , elsewhere. P r o o f. For t = 2rπ, r ∈ Z, from Theorem 5 we obtain
For t = 2rπ, r ∈ Z, we have
Hence the claim.
The following three lemmas are standard, so the proofs are omitted.
Ä ÑÑ 2º For every α ∈ R the following formula holds: Ä ÑÑ 4º Let c ∈ (0, 1) be fixed. There exists a constant M = M (c) such that,
We shall denote c h,n = b h,n log n . For future reference, we connect Lemma 3 with the assumption (4) and with the claim of Lemma 5 as follows Ä ÑÑ 6º Let α be fixed. There exists n 0 such that, for every n > n 0 and for every h = 1, 2, . . . , n and for suitable absolute constants C, we have,
Ä ÑÑ 5º
Ä ÑÑ 7º Let |α| π with α = 0. Then
P r o o f. First we calculate log 1 − e iα = log 1 − e iα + iArg(1 − e iα ).
(i) By (17), log 1 − e iα = log 2 sin |α| 2 .
(ii) By (16),
This means that
since |α| π.
We get the claim by connecting (i) and (ii), obtaining log 1 − e iα = log 2 sin |α|
and multiplying the above by
Proof of Theorem 3
We use Lévy's Continuity Theorem and prove that
We recall that
First, by independence and Lemma 1
where
By Lemma 4, we have
Hence the statement follows if we prove that
We start by (25). Put
Then u h,n = A h,n + B h,n and we prove that
Proof of (27). By Lemma 2 and Lemma 6, inequality (18), we have
by the assumption (2).
Proof of (28). First observe that sign(tc h,n ) = sign(t).
Then, by Lemma 5 and Lemma 7 we can write, for sufficiently large n,
We shall prove that
Proof of (29).
by the assumption (2). In the first inequality we have used Lemma 6, relation (18), in the second one we have used Lemma 6, relation (20) and the relations x| log x| 1 and x n x (which hold for small x). Proof of (30).
again as in (29). In the second inequality we have used relation (18) of Lemma 6.
Proof of (32). We write n h=1
and we prove that
Proof of (33). Proof of (34).
c h,n log sin
The first sum goes to 0 by Lemma 6, relation (20) . We have already proved (several times) that also the second one goes to 0. As to the third one, we have
by the assumptions (1) and (2). We pass to the proof of point (26).
If we revisit the proof of point (25), we see that it suffices to show that the following sequences converge to 0 as n → ∞:
Concerning the first five sequences, the proofs follow similar arguments as those used for the point (25). For instance,
as n → ∞; and so on for the other four sequences. Thus we have only to prove that n h=1 L h,n 2 → 0 as n → ∞. We write (see the point (34))
The first two sums go to 0 by the usual arguments. The third one can be written as
By the assumption (2), we have for every h, n,
hence, from the inequality
by the assumption (1); moreover,
h,n is bounded by the assumption (2) and the simple inequality
and the point (26) follows from (15), (35) and (36). The proof is complete.
Proof of Theorem 4
We again use Lévy's Continuity Theorem and prove that, as n → ∞,
by the same argument as one used in the proof of Theorem 3 we prove that
We start with (37). Put
Proof of (39). We write
and, by the assumption (3), we have to prove that
In fact, by relation (24) of Lemma 6, we have once more as in the proof of (39).
Proof of (42). The first and fourth summands go to 0 (as in some previous cases). The second one (by an argument similar to a preceding one) goes to −κt log |t|; last, the sum of the third summand with the fifth one can be treated as in (45). This concludes the proof of the point (37).
As to the point (38), we revisit the proof of the part (37) and see that it suffices to prove that the following sequences converge to 0 as n → ∞: The proofs are similar to previous ones, and are left to the reader.
ÒÓÛÐ Ñ ÒØ×º
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