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We show that the total time of evolution from the initial quantum state to final quantum state
and then back to the initial state, i.e., making a round trip along the great circle over S2, must
have a lower bound in quantum mechanics, if the difference between two eigenstates of the 2 ×
2 Hamiltonian is kept fixed. Even the non-hermitian quantum mechanics can not reduce it to
arbitrarily small value. In fact, we show that whether one uses a hermitian Hamiltonian or a non-
hermitian, the required minimal total time of evolution is same. It is argued that in hermitian
quantum mechanics the condition for minimal time evolution can be understood as a constraint
coming from the orthogonality of the polarization vector P of the evolving quantum state ρ =
1
2
(1+P · σ) with the vector O(Θ) of the 2 × 2 hermitian Hamiltonians H = 1
2
(O01+O(Θ) · σ)
and it is shown that the Hamiltonian H can be parameterized by two independent parameters O0
and Θ.
PACS numbers: 03.65.Xp, 03.67.Lx, 02.30.Xx, 11.30.Er
1. Introduction
Quantum system is governed by a Hamiltonian H
and quantum states (we are considering only pure states
here) of the system, belonging to a Hilbert space. The
Hamiltonian acts on the states of this Hilbert space. In
Schro¨dinger picture, the state evolves and it evolves in
such a way that the norm of the state remains fixed, i.e.,
the evolution is unitary. Unitary evolution is known to be
dictated by the unitary operator U = exp(−itH) [1, 2, 3].
here t is the evolution time of the system from an initial
state to a final state of the system. In reality, in some
situations, this evolution time has prime importance to
think about. For example, in quantum computation it is
desirable to minimize time of evolution of the orthogonal
states of q-bits and it essentially depends on the transfor-
mation speed. The least time to transform one state to
other orthogonal state is known to be ∆T = pi/2E [4, 5],
where E is the energy of the quantum system.
Research work in minimal time evolution has got lots
of interest in recent years [4, 6, 7, 8, 9, 10], due to its
applicability in quantum computation [11, 12, 13, 14,
15, 16]. Quantum computation in least possible time
is always desirable and can be achieved by using time
optimal evolution of the quantum states. Although one
can minimize time by designing the gates in a specific
way, time optimal evolution is being thought of as an
alternative.
The evolution of a system between two given states in
minimum time is known to be quantum brachistochrone
problem [7], a concept which has come from the brachis-
tochrone problem in classical mechanics [17]. In hermi-
tian quantum mechanics the minimal time to evolve a
state to other state has a lower bound for a suitably
chosen Hamiltonian provided the difference between two
eigenstates E1, E2 (E2 > E1) of the Hamiltonian is kept
fixed, i.e., E2 − E1 = 2∆E = constant.
The search for further minimization of minimal time
evolution naturally throws research work to the non-
hermitian [18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29,
30, 31, 32, 33, 34] quantum mechanical domain. The
breakthrough is the recent remarkable work by Bender
et al. They showed that with the same energy constraint
2∆E = constant, the evolution time ∆T of a spin up
state to the spin down state under a particularly chosen
non-hermitian PT -symmetric Hamiltonian HPT , can be
made arbitrarily small. The reason behind this peculiar
behavior can be understood from the fact that the states
which are orthogonal in hermitian quantum mechanics
under ordinary inner product, are non-orthogonal in non-
hermitian quantum mechanics under CPT inner product.
In fact using this CPT inner product, the distance be-
tween the two states can be made zero in non-hermitian
quantum mechanics, although it has a finite distance in
hermitian quantum mechanics. It can be noted that the
shortest evolution time ∆T , the distance between two
states ∆S and the energy difference 2∆E between the
eigenvalues of the Hamiltonian, which can be considered
as the speed of evolution of the system, can be related
by ∆S = 2∆E ×∆T [35]. Because of the linear relation
between the distance and evolution time, when the speed
is fixed, one can achieve the evolution in arbitrarily short
time if the distance can be made arbitrarily small.
This arbitrary short evolution time seems to be the
result of introduction of the non-hermiticity and PT -
symmetry of the system. But if one sacrifices PT -
symmetry, is it still possible to get faster evolution
than hermitian quantum theory? Although without PT -
symmetry, the non-hermitian system generates complex
energy eigenvalues, it is however still possible to get arbi-
trarily short evolution [8], while keeping same the energy
constraint, 2∆E = constant.
Motivation for our present work comes from the previ-
ous works [7, 36, 37] on quantum brachistochrone prob-
lem in both hermitian and non-hermitian quantum me-
chanics. In this article we ask the most natural question
2regarding the optimal time evolution of quantum states.
The question is; what is the minimal time ∆T to trans-
form one state to another and then transform back to the
same state? Answer to this question is so far not know
for both hermitian and non-hermitian quantum mechan-
ics. In this article we discuss this issue for both the cases,
the hermitian and the non-hermitian quantum mechan-
ics. We show that the minimal time required to trans-
form one state to other and then transform back to the
same initial state is the same, both for hermitian and
non-hermitian quantum mechanics.
This article is organized as follows: In section 2, we
calculate minimal time to transform one state to its or-
thogonal state and then transform back to the same state
in hermitian quantum mechanics. As a specific case,
we consider the simple example of two state system (it
can be a q-bit system or spin half system or other two
state system), which has been discussed in many places
[5, 37, 38, 39]. In section 3, we repeat the same calcula-
tion in non-hermitian PT -symmetric quantum mechan-
ical domain. We found that in both cases the minimal
time ∆T of evolution is same. We conclude in section 4.
2. Hermitian quantum mechanics (HQM)
In hermitian quantummechanics, the generator of time
evolution of a quantum system, which is the Hamilto-
nian itself, has to be hermitian H = H† in order to make
the evolution operator U = exp(−itH) unitary with re-
spect to the ordinary inner product in Hilbert space.
We consider a two state system (it may be a q-bit, or
a spin half system or other two state system), which
can be described by a 2 × 2 hermitian matrix Hamil-
tonian. The Hilbert space of a two state system is the
so called Bloch sphere [38]. Two dimensional projective
Hilbert space, which is the set of one dimensional sub-
spaces of complex two dimensional Hilbert space is iso-
morphic to the boundary of Bloch sphere S2, which is
the space of pure states of a two state system. Each pure
state is identified with a point on this sphere S2. Or-
thogonal states are identified with the antipodal points
on S2. So the general evolution of a state to another
state (not necessarily orthogonal state) is identified as a
curve on S2. The geodesic, which is the shortest possi-
ble paths on S2 between two given points, is given by
the arch length (which should be part of the great cir-
cle through that two points). A generic pure quantum
state vector can be written in terms of the density ma-
trix ρ = 1
2
(1+P · σ) [39], whereP≡ (P1, P2, P3) are real
parameters, σ ≡ (σ1, σ2, σ3) are Pauli matrices and 1 is
the identity matrix. P is called the polarization vector
with norm P =
√
P 2 = 1. General properties of these
density matrix is that its trace is unity Tr (ρ) = 1 and it
is hermitian ρ = ρ†, which is evident from the expression
of density matrix representation ρ.
Consider two orthogonal states (i.e., antipodal points
on the sphere) designated by the two density matrix ρ
(alternatively quantum state vector |ΨI〉) and ρ˜ (alter-
natively quantum state vector |ΨF 〉) respectively. Our
objective is to discuss the transformation of the state ρ to
ρ˜ and then back to ρ in minimal time. Here, the geodesics
are the great circles starting from the polar point ρ and
passing through antipodal point ρ˜. It can be noted that
the set of geodesics between two antipodal points ρ and
ρ˜ can be parameterized by a parameter Θ ∈ R(mod 2pi)
of the unitary group U(1) = exp(iΘ). It is thus expected
that corresponding to each geodesic, characterized by a
specific value of the parameter Θ, there exists a hermi-
tian Hamiltonian H(Θ), which will transform the state
ρ to ρ˜ and back to ρ. The total distance from the point
designated by ρ to ρ˜ and then coming back to again ρ
along the geodesic is the circumference of the great circle
through that two point, which is ∆SHQM = 2pi. The
maximum speed of transformation along the geodesic is
∆VHQM = E2 − E1 = 2∆E. We now find the total
minimal time ∆THQM of transformation for ρ→ ρ˜→ ρ
to be
∆THQM = ∆SHQM/∆VHQM = pi/∆E (1)
We now need to find out the hermitian Hamiltonians
HHQM(Θ), which correspond to the minimal time evo-
lution (1) along the great circles. A general hermitian
2×2 matrix Hamiltonian on S2 can be written in terms of
four independent parameters O0 and O ≡ (O1,O2,O3)
as H = 1
2
(O01+O · σ) [39], where 1 and σ has been
defined already. In our case all four parameters will not
be independent, because we need to impose some con-
straints on the Hamiltonian in order to achieve the de-
sired Hamiltonian which will transform a given state to
its orthogonal state and then back to the original state
in minimal time. The general transformation of a state
ρ = 1
2
(1+P · σ), can be associated with the rate of
change of the polarization vector P as dP
dt
= O ×P [39]
(here × is the vector cross product). Obviously the rate
of change will be maximum when the vectorO is perpen-
dicular to the polarization vector P. So, we identify two
constraints for our Hamiltonian: 1) 2∆E = E2−E1 = O,
where O is the norm of the vector O. 2) O is perpen-
dicular to the plane of polarization vector through which
it evolves. We also identify two arbitrariness involved in
the Hamiltonian: 1) The sum of the two eigenvalues E1
and E2, i.e., E1+E2 = O0 (this is arbitrary) and 2) The
direction of the vector O, which is confined in a plane.
So, nowO can be parameterized with a single parameter,
which we identify with our previously defined parameter
Θ. Then, we can immediately write down the Hamilto-
nian HHQM(O0,Θ), which will transform the state ρ to




(O01+O(Θ) · σ) (2)
3This Hamiltonian has only two independent parameters
O0 and Θ as it should be. Each value of Θ corresponds
to a transformation along particular geodesic and for a
fixed geodesic, characterized by Θ = Θ0 the transforma-
tion can be achieved by a 1-parameter O0 ∈ R family of
Hamiltonians HHQM(O0,Θ = Θ0).
3. Non-hermitian quantum mechanics (NQM)
As mentioned in the introduction, the search for much
faster time evolution than hermitian quantum theory
compels one to think beyond hermitian quantum domain.
The obvious choice is the non-hermitian PT -symmetric
quantum mechanics [40, 41, 42, 43, 44], because it is a
consistent quantum theory and can be thought of as an
alternative to the conventional quantum mechanics. Al-
though one may worry about the unitarity of time evolu-
tion, but it can be shown that under the newly defined in-
ner product, the non-hermitian PT -symmetric quantum
mechanics respects unitarity. So one can develop quan-
tum brachistochrone problem in this alternative quantum
mechanical setting. Here, our objective is to calculate the
minimal time evolution ∆TNQM from a state ρ (alterna-
tively quantum state vector |ΨI〉) to its orthogonal state
(according to hermitian quantum mechanics) ρ˜ (alterna-
tively quantum state vector |ΨF 〉) and then back to the
same state ρ.
But before going into our objective, let us review
why in non-hermitian PT -symmetric theory, transfor-
mation between two orthonormal states (orthonormal
according to hermitian theory) can be made in arbi-
trarily short time [37]. The clue is in the nontrivial
CPT inner product, defined for the non-hermitian PT -
symmetric quantum mechanics in order to make the the-
ory unitary. The crucial difference between the ordi-
nary inner product, defined over Hilbert space in HQM
and CPT inner product defined over Hilbert space in
NQM is that the orthogonal states in HQM becomes
non-orthogonal in NQM. This in effect changes the dis-
tance ∆SNQM = 2 cos
−1 (|〈ΨF |ΨI〉|) [37, 45] between
the state |ΨI〉 and |ΨF 〉. In hermitian quantum mechan-
ics, this distance ∆SHQM between two orthogonal states
become ∆SHQM = pi, but in non-hermitian quantum
mechanics, the distance between these same two states
become ∆SNQM = pi − 2|α| [37], where α is a real pa-
rameter dependent on the Hamiltonian HNQM of the
corresponding non-hermitian quantum theory. One can
choose a HamiltonianHNQM for NQN in such a way that
|α| → pi/2, thereby making the distance ∆SNQM → 0.
This nontrivial property of the NQM has been capi-
talized in Ref. [37] to show that the minimal time
to transform a spin up state to a spin down state is
∆TNQM = ∆SNQM/∆VNQM = 0, where ∆VNQM,
the speed of the transformation is kept fixed through-
out our analysis, both in hermitian and non-hermitian
quantum mechanics i.e., ∆VNQM = ∆VHQM = 2∆E.
Now we return to our objective, which is to calcu-
late the total minimal time to transform a state back
to its initial state through the orthonormal (orthonor-
mal in HQM) state. In order to calculate that, we need
to calculate the distance from a state to its orthonormal
state (orthonormal in HQM) and then back to the initial
state. This total distance is ∆SNQM = 2pi, which is in-
dependent of the parameter α. This shows that in both
cases, hermitian and non-hermitian, the total distance is
same. In fact this total distance is the circumference of
the the unit radius circle on S2. We now easily calculate
the minimal total time of transformation to be
∆TNQM = ∆SNQM/∆VNQM = pi/∆E . (3)
It is evident from (1) and (3) that in both hermitian
and non-hermitian quantum mechanics, the total mini-
mal time to transform a state to its orthonormal state
and then back to the initial state, is same. Here we
need to clarify our result with respect to the result of
reference [37]. It can be easily understood that our re-
sult is in agreement with [37]. Divide the total distance
∆SNQM for the transformation ρ → ρ˜ → ρ into two
parts. One ∆SNQM1 = pi − 2|α| for the transforma-
tion ρ → ρ˜ and other ∆SNQM2 = pi + 2|α| for the
transformation ρ˜ → ρ. If we make ∆SNQM1 = 0
by tuning |α| → pi/2, then the other distance becomes
∆SNQM2 = 2pi. The total distance however remains
fixed i.e., ∆SNQM = ∆SNQM1 + ∆SNQM2 = 2pi and
total minimal time thus has a lower bound pi/∆E.
4. Conclusion and discussion
We have shown that to make a round trip along the
great circle over S2, the Hamiltonian needs a minimal
time which has a lower bound ∆T = pi/∆E in quantum
mechanics. Non-hermitian quantum mechanics can not
reduce it to arbitrarily small value. We have also shown
that the total minimal time is same in both quantum
mechanics. Our result is shown to be in agreement with
the recent work [37] on quantum brachistochrone prob-
lem. We have also shown that in hermitian quantum
mechanics the condition for minimal time evolution can
be considered as a constraint coming from the orthogo-
nality of the polarization vector P of the evolving quan-
tum state ρ = 1
2
(1+P · σ) with the vector O(Θ) of the
2 × 2 hermitian Hamiltonians H = 1
2
(O01+O(Θ) · σ).
The Hamiltonian H can be parameterized by two inde-
pendent parameters O0 and Θ. O0 has been identified
as the sum of the eigenvalues of the Hamiltonian and Θ
is responsible for evolution along different great circles
through the two given antipodal points. After we sub-
mitted our work to arXiv others also reported in this
4subject [46, 47, 48, 49, 50, 51].
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