Introduction
The understanding of the nature of near-wall turbulence has been greatly advanced by recent applications of dynamical systems theory to turbulent flow (Kawahara et al. 2012 ).
In particular, over the past two decades, the discovery of three-dimensional fully nonlinear travelling wave (TW) solutions to the Navier-Stokes equations has enabled a priori study of self-sustained near-wall coherent structures that resemble in many ways that transient structures observed in fully turbulent flows (Hof et al. 2004) . These solutions, also denoted as exact coherent states (Waleffe 2001) (ECS), are steady states in a reference frame translating at a constant streamwise speed. They have been found numerically in all canonical wall-bounded geometries for turbulent flows (plane Couette and Poiseuille, pipe and boundary layer) (Nagata 1990; Clever & Busse 1997; Nagata 1997 its lower maximum wall-normal velocity fluctuation compared to its corresponding upper branch (UB) solution. (Additional solution branches can and do bifurcate off these primary states -the "P2" solutions described below are one such example.) In general, these solutions have a spatial structure in the form of low-speed streaks that are wavy in the streamwise direction, straddled by counter-rotating streamwise-aligned vortices: that is, they have the same basic qualitative structure as near-wall turbulence.
The basic self-sustaining process underlying these structures has been qualitatively described by Waleffe (1997) . More recently it has been observed for Couette flow that at least one lower branch solution family has a structure that consists of streaks, rolls and a weak streamwise-varying wave that develops a critical layer -i.e. its structure is localized around the surface where the streamwise velocity equals the wave speed of the ECS (Wang et al. 2007 ). In the classical linear stability theory of parallel shear flows, a critical layer is a planar surface around which normal mode perturbations localize (Drazin & Reid 1981) , while here the critical layer is a curved surface in 3D. Wang et al. (2007) presented a scaling analysis suggesting that the wavy fluctuations should be localized in a region of thickness O(Re −1/3 ) and showed that this scaling was followed by their numerical solutions. In fact, they found that the flow structures at Re = 50000 and Re = 3000 were virtually identical modulo a Re Gibson & Brand (2014) and Deguchi & Hall (2014) . Because of the clear importance of critical layer dynamics for at least some families of nonlinear travelling waves even at low Re, section 3.2 of the present work focuses on this topic.
For plane Poiseuille flow, the first known families of travelling wave solutions were obtained by a homotopy continuation from ECS in plane Couette flow. Solutions were sought in a travelling reference frame using a Newton-Raphson method with the wave speed as an unknown (Waleffe 1998 (Waleffe , 2001 (Waleffe , 2003 Nagata & Deguchi 2013; Gibson & Brand 2014) . Solutions have been also computed by a multiple shooting method (Itano & Toh 2001) . It is worth noting that the lowest bifurcation point or onset Reynolds number for these solutions, Re ≈ 977 or Re τ ≈ 44.3, is in good quantitative agreement with the Reynolds number for transition to turbulence observed in an experiment in this geometry (Carlson et al. 1982) . In fact, the solutions survive slightly below the critical Reynolds number for turbulence onset. Furthermore, the optimal spanwise wavelength 105.5δ ν at the onset of travelling wave solutions is remarkably matched well with that of experimentally and numerically observed near-wall streak spacing of 80 − 120δ ν (Smith & Metzler 1983) . In the present work, several more families of travelling waves are found, which seem to have a closer connection to turbulent dynamics than the ones found earlier.
An important issue regarding exact coherent states is their connection to the laminar- One important motivation for gaining a better understanding of turbulence is the possibility of reducing drag. In this context, the lower branch ECS are attractive due to their low-drag flow features and a natural question is whether it might be possible to able to somehow steer turbulent trajectories toward these states. One very successful approach to turbulent drag reduction is to add small amounts of rheologically active additives such as flexible long-chain polymers into a liquid (White & Mungal 2008; Graham 2014) . The most dramatic effect of the polymer additives on turbulence occurs in the near-wall region, weakening the turbulent eddies in this region. The key feature of these polymer solutions in drag reduction is an existence of the so-called maximum drag reduction (MDR) phenomenon, at which very high levels of drag reduction are achieved by polymer additives, first identified by Virk (Virk 1975) . The most intriguing observation for MDR is its universal mean velocity profile, the experimentally observed upper limit on the amount of drag reduction that can be achieved with polymer additives, also known as the Virk asymptote (Virk 1975) . This asymptotic limit is insensitive to changes in the polymer solution such as concentration, molecular weight or polymer type. Thus, for a given situation, the maximum amount of drag reduction achievable with polymer additives is invariant.
Li et al. (Li et al. 2006; Li & Graham 2007) have investigated the effects of polymer additives on the channel flow ECS discovered by Waleffe (2001 Waleffe ( , 2003 . For this solution family, as the level of viscoelasticity is increased, the Reynolds number for the solutions to come into existence increases. The primary effect of viscoelasticity on these ECS is the weakening of the streamwise vortices. Other effects are also seen in changes in the budgets of turbulent kinetic energy, Reynolds stress and the mean shear stress. All these effects show, at least at low levels of drag reduction, that the basic mechanism of drag reduction by polymers can be clearly elucidated by examining the impact of polymers on travelling wave solutions. Nevertheless, these studies were limited to a single solution family and to relatively low Reynolds numbers and levels of viscoelasticity.
Another set of recent studies, while not directly focused on ECS, sheds some light on the state-space dynamics of Newtonian and viscoelastic channel flow. Xi & Graham (2010a , 2012b 
Formulation and solution approach
We consider an incompressible Newtonian fluid in the plane Poiseuille geometry, driven with a constant mass flux Q. The characteristic length and velocity scales are the halfchannel height h and the laminar centerline velocity U c = (3/4)Q/h for the same mass flux, respectively. With these characteristic scales, the Navier-Stokes equations in nondimensional form are
meshes, where a Fourier-Chebyshev-Fourier spectral spatial discretization is applied to all variables. A typical resolution used is (N x , N y , N z ) = (48, 81, 48) . A travelling wave solution has the following form:
where c x is a constant wave speed in the streamwise direction. ChannelFlow seeks solutions of a more general case:
Here f t1 is the time-t 1 forward time integration of the Navier-Stokes equations computed by a direct numerical simulation (DNS), i.e. f t1 (u(t)) = u(t + t 1 ) and σ is a symmetry operator to the flow field such that
Here we are following notations for flow symmetries introduced by Gibson et al. (2008) .
The symmetry operator σ consists of two sets of parameters: s x , s y , s z for rotationreflection symmetries (values are either 1 or -1) and a x , a z for streamwise and spanwise translations (values are real). The symmetry operator σ in (2.4) describes the translation symmetry of the travelling wave solution after time t 1 . To compute travelling wave solutions propagating in the streamwise direction, the only unknown symmetry parameter is the streamwise shift a x (= c x t 1 /L x ), because, the spanwise shift a z is set to zero, the other symmetry parameters are inherent to the solution and the time shift t 1 is chosen a priori. The parameter a x is determined as part of the solution process.
More generally, the symmetries of fluid states can be expressed with the symmetry operator (2.5). That is, u = σu for certain values of symmetry parameters. The symmetry operator σ is then expressed in different characters to describe different symmetries of fluid states: τ for the spatial phase shifts, σ for the reflections and s for the shift-reflection or shift-rotation. The four flow symmetries that arise in the present study are:
The σ y and σ z symmetries correspond to reflections with respect to the midplanes in the y and z directions, respectively. The τ xz and s 1 symmetries denote half-domain translations in the x and z directions and a shift-reflection symmetry, respectively. In particular, the s 1 symmetry is related to the sinusoidal instability of streaks (Waleffe 1997), which is also called the fundamental sinuous mode.
Finding solutions to equation (2.4) requires good initial guesses. We generate these using instantaneous velocity fields from DNS of turbulent trajectories that have been symmetrized with respect to the midplane of the domain, y = 0 (i.e. all initial guesses satisfy u = σ y u). In particular, since hibernating turbulence has been hypothesized to be closely related to travelling wave solutions (Xi & Graham 2012a), we chose initial guesses from instants with a lower wall shear stress than the mean value. The time shift t 1 is arbitrary. A relatively large value provides substantial improvement to the rate of convergence of the Krylov subspace methods that are used in our computation, but larger values of t 1 require longer to compute f t1 . We chose t 1 = 20 in that it seems to balance these two aspects well. The initial guess for the streamwise shift a x is determined by approximating the wave speed as the bulk velocity of the symmetrized initial velocity field. Appropriate symmetries are enforced during the time-t 1 time integration and the search procedure. To solve equation (2.4) a Krylov subspace method is used to solve the linear systems arising at each Newton step. For better convergence, a trust-region limitation to the magnitude of the Newton steps or a hook step within a Krylov subspace is computed for the optimal Newton step. The Newton iteration is repeated until an accuracy of O(10 −15 ) is reached, where the accuracy is the residual of σf Table 1 presents scales and symmetries of the solutions at their bifurcation points. Since only one solution branch is found for P2, the lowest Re solution is presented. Because we imposed the σ y symmetry on initial guesses, all solutions exhibit this σ y symmetry; P2 has only this symmetry. The half-period translations in the streamwise and spanwise directions, τ xz , are found for P1 and P3. The shift-reflect symmetry s 1 responsible for the fundamental sinuous mode is found for P3.
The bifurcation diagram for these solution families is shown in figure 2 is generated using its universal mean velocity profile (Virk 1975) . We elaborate below on the solutions with respect to the Prandtl-von Kármán plot. In this representation, a "lower branch" solution is above the "upper branch", because the former has higher bulk velocity for the same wall shear stress than the latter. With the exception of the lower branch solutions of P1 and P3, the maximum Re at which a solution is shown on the bifurcation diagram represents the highest Re at which a converged solution could be found. Obtaining solutions at higher Re will require further refinements in techniques for solving equation (2.4).
The lower branches of P1 and P3 become very close and parallel to the laminar solution as Reynolds number increases. Their closeness to the laminar state indicates that they are very low drag states. These lower branch solutions have very weak spatial variations and Reynolds number dependence and have been successfully continued up to Re τ ≈ 300 (corresponding to Re c ≈ 40000). Regarding the upper branches of the solution families, in the range where we have computed it P1 has a similar level of drag (i.e. a similar bulk velocity for a given Re τ ) as Newtonian turbulence. The P3 upper branch, however, shows higher drag than Newtonian turbulence, displaying the highest drag level among the solutions found in the present study. The P2 solution branch appears to bifurcate off P1, a result that is confirmed below when we see that P2 has a broken σ z symmetry. P5 forms a closed loop (isola).
Let us now focus on the P4 solution family, which shows very intriguing behaviour with regard to Newtonian and viscoelastic turbulence. with a saddle-node bifurcation collides with another eigenvalue. So just beyond their respective turning points, P4-UB and UB2 have one real and one complex conjugate pair and two real and one complex conjugate pair of unstable eigenvalues, respectively. The P1, P3, and P5 solutions also experience the Takens-Bogdanov bifurcation after crossing lower to upper branch. Interestingly, this behavior has also been observed near turning points of pipe flow travelling waves (Mellibovsky & Eckhardt 2011; Pringle et al. 2009) and thus seems to be rather generic for travelling waves in shear flows. shows a similar character to the P1 and P3 upper branch profiles.
In figure 4 (b), the mean velocity profiles for P5 are shown at its minimum and maximum Reynolds numbers, and at Re τ ≈ 104. In particular, the lower branch velocity profile at Re τ = 104.51 very closely approaches the Virk MDR log-law in the range 15 < y + < 45. a fundamental varicose mode ( figure 5(d) ). From a flow symmetry point of view, the σ z symmetry is clearly seen for P1, P4 and P5, whereas this symmetry is broken for P2 and P3. The τ xz symmetry for P1 and P3 is also identified in figures 5(a) and (c).
To clearly illustrate the subharmonic bifurcation arising on the P4 lower branch around holds for its own (larger) fundamental domain. In addition, the subharmonic solution has a broken discrete (half domain shift) translation symmetry in both x and z directions:
the solid-outlined box is not same as the solution in π < x < 2π and 0 < z < π/2 or in 0 < x < π and π/2 < z < π.
The streak structure of a flow is closely related to the streamwise vortical structure. rate (D) and energy input rate (I), 
Connections between travelling wave solutions and turbulent trajectories
One motivation for studying nonlinear travelling waves in shear flows is the idea that these states form the state-space skeleton of the turbulent dynamics. In this section, we address this issue, examining how close the turbulent trajectories approach the travelling wave solutions. We focus on the domain 10(a)) or y * (figure 10(b)) in DNS based on outer units and ' * '-scaling (instantaneous inner scales), respectively. The PDF is normalized so that the integral over the whole PDF equals 1. Using outer scaling (non-time-dependent scaling), it is difficult to compare a DNS trajectory to TW solutions because each TW has different friction velocity.
However, as highlighted by previous studies (Xi & Graham 2012b; Agostini & Leschziner 2014) , the ' * '-scaling, which leads all profiles to collapse to the same curve near the wall, is the proper one to use for instantaneous quantities with which a TW solution can be directly compared to an instantaneous flow field. Here, we used DNS results for 40000 time units to compute PDFs. According to Xi & Graham (2012b) and our calculations, approximately 8 -9% of the total simulation time is spent near the Virk-like state. Thus the data is sufficient to capture approaches to the Virk log-law in PDFs. In figure 10 (a) we see that near the wall, the DNS velocity profile is very nearly bracketed between the P4 upper branch and lower branch solutions, while deviations from these solutions become more prevalent near the center. The same trend is apparent in the plot in instantaneous inner units, figure 10(b) , which emphasizes the strong similarities in the near-wall behaviour as well as the transient approaches of the DNS mean velocity profile toward the P4 lower branch solutions. It appears that for y * 30 the P4 travelling waves form an approximate envelope for the PDF of the DNS mean velocity profile. Furthermore, relatively high probability regions (red) are observed around the von Kármán log-law and P4-UB solution. Interestingly, there is also a slightly high probability region (yellow)
close to the P4-LB solutions.
Now we visualize the approach of turbulent trajectories to travelling wave solutions in state space. To do so, we project turbulent trajectories onto a three-dimensional space using the following quantities: disturbance kinetic energy (KE), energy dissipation rate (D), and area-averaged instantaneous wall shear stress normalized by its mean value (τ w /τ w ). The disturbance kinetic energy is defined as follows:
where u lam is the parabolic laminar profile. Figure 11 shows a turbulent trajectory as well as the P4 travelling waves projected onto these three quantities, as well as the joint probability density function (PDF) of KE and D at the bottom of the figure.
Note that all quantities are calculated for only the bottom half of the domain. The dynamical trajectory spends most of its time within one core region of state space, which we can identify with normal or "active" turbulence; the P4-UB solution is in this region, as also seen on the joint PDF. The trajectory occasionally escapes, however, from the active region, approaching the P4 lower branch solutions. During these excursions, some trajectories pass through the vicinity of P4-LB, approaching P4-LB2 very closely. When returning to the active region, the path strongly overshoots the core of these region and might be considered as a turbulent burst. Similar observations on the relationship distance, which we denote δ, is calculated as follows: Thus, the closeness of turbulent trajectories to P4 travelling waves is identified using full velocity fields for minimal channel flow.
The state-space picture that clearly shows close approaches to multiple TW solutions and the closeness to the TW solutions using full velocity fields have yet to be reported in the channel flow literature. Furthermore, it must be emphasized that those multiple travelling waves belong to the same solution family.
These results confirm the hypothesis posed in prior work (Graham 2014; Xi & Graham 2010b ,a, 2012b that the "active" and "hibernating" phases of minimal channel turbulence correspond to time intervals where the trajectory is close to upper and lower branch travelling waves, respectively. Finally, returning to the bifurcation diagram we recall that there are also two upper branch P4 solutions, but we were only successful in computing one of them over a broad range of Re c . We might speculate that if the second upper branch solution could be found at the Re c at which we have performed the DNS it would also lie in the core active turbulence region.
Conclusion
We simulation code used here was developed and distributed by John Gibson at the University of New Hampshire.
