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Introduction
Nous nous inte´ressons dans cette the`se a` l’e´tude des grands re´seaux ale´atoires. Nous en-
tendons par grand re´seau ale´atoire un syste`me compose´ d’un grand nombre de stations
servant un flux ale´atoire de clients. L’e´tude de certains exemples de ces grands re´seaux a
permis re´cemment de lier la dynamique de ces derniers a` celle d’autres objets sans liens
directs avec la the´orie des re´seaux stochastiques [74]. Un pre´alable a` cette e´tude est de bien
comprendre le fonctionnement d’une unique station. Nous commenc¸ons par la file M/M/1,
mode`le le plus e´tudie´ de la the´orie des files d’attente [4, 7, 14, 20, 84, 94], pour laquelle nous
prouvons quelques nouveaux re´sultats. Nous abordons ensuite deux exemples de syste`mes
a` e´ve´nements discrets : la file d’attente a` un serveur et le mode`le de stockage. Le premier
de ces deux mode`les est le mode`le ././1 tre`s classique en the´orie des files d’attente. Le
deuxie`me mode`le est moins classique et est ge´ne´ralement de´fini en tant que mode`le de
file d’attente avec des groupes d’arrive´e et des groupes de de´part [12]. Pour e´viter toute
confusion entre les deux mode`les, nous avons pris le parti de de´finir le deuxie`me mode`le en
tant que mode`le de stockage. Ce choix nous permet de de´finir un nouveau mode`le que nous
appellerons File d’attente/Mode`le de Stockage qui permet de coupler ces deux syste`mes
et d’avoir des interpre´tations naturelles pour certaines variables. Nous e´tudions ensuite le
syste`me File d’attente/Mode`le de Stockage en tandem (ou en se´rie) lorsque le nombre de
stations devient grand.
Nous de´taillons maintenant le contenu de ce me´moire. Nous e´nonc¸ons les principales contri-
butions originales de cette the`se sous forme de Re´sultat.
The´ore`me de Burke
Dans un premier temps, nous conside´rons une unique station sous des hypothe`ses mar-
koviennes, c’est-a`-dire lorsque les lois des inter-arrive´es et des services sont sans me´moire
(exponentielles ou ge´ome´triques). Nous pre´sentons des extensions du the´ore`me de Burke
[16], qui e´tablit que le processus des de´parts d’une file d’attente simple a la meˆme loi que
le processus des arrive´es. Nous rappelons la preuve pour la file avec services inutilise´s en
temps discret [61] et nous prouvons un re´sultat type Burke pour les mode`les suivants :
• la file d’attente M/M/1 et le mode`le de stockage avec des arrive´es et des services suivant
des lois exponentielles :
1
Introduction
Re´sultat 1. Le processus marque´ (D, r), ou` D est le processus des instants de de´part
de la file d’attente et r la suite des quantite´s partant du mode`le de stockage, a la meˆme
loi que le processus marque´ (A, s), variables d’entre´e du syste`me file d’attente/mode`le de
stockage ; c’est-a`-dire le processus (D, r) est un processus de Poisson, de parame`tre λ,
marque´ par la suite de marques r i.i.d. de loi exponentielle de parame`tre µ pour λ < µ.
• Nous de´montrons un re´sultat analogue pour la file Ge´o/Ge´o/1 et le mode`le de stockage
avec des arrive´es et des services suivant des lois ge´ome´triques.
Les preuves de ces re´sultats sont essentiellement base´es sur la proprie´te´ de re´versibilite´ [82]
du processus de charge du syste`me e´tudie´. Ne´anmoins, le processus de charge ne permet
pas de reconstituer toute l’information ne´cessaire pour e´tablir le the´ore`me de Burke. Nous
avons pre´sente´ une manie`re de contourner ce proble`me dans le cas de la file d’attente
Ge´o/Ge´o/1 et du mode`le de stockage avec des variables ge´ome´triques. Pour ce faire, nous
introduisons un processus auxiliaire qu’on appellera le processus zig-zag (figure 1) et qui
est re´versible.
s1 a1 s2 a2 s3 3a
1D 2D 3D
Z0
0
 
 
       
A 2A1
W
W 3s
a1
s1 s2
A3
3a2a
1B 1C 2B 2C 3B 3C
Fig. 1 – Processus de charge, son dual et le processus zig-zag
Ces extensions du the´ore`me de Burke permettent d’e´tendre le the´ore`me de repre´sentation
de Pitman [78, 79] a` des marches ale´atoires donnant une repre´sentation (non-conditionnelle)
de ces marches ale´atoires, conditionne´es a` rester ordonne´es.
Re´sultat 2. Soient {an, n ∈ N∗} et {sn, n ∈ N∗} deux suites de variables ale´atoires i.i.d.
et mutuellement inde´pendantes de lois respectivement Ge´o(p) et Ge´o(q) avec p < q, on a
L[(
n∑
i=1
ai,
n∑
i=1
si) |
k∑
i=1
ai ≥
k+1∑
i=1
si, ∀k ≥ 0] = L[( max
1≤j≤n
{
j∑
i=1
ai+
n+1∑
i=j+1
si}, min
1≤j≤n
{
j∑
i=2
si+
n∑
i=j+1
ai})].
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Pe´riodes d’activite´ et Chemins de Dyck
Par ailleurs, nous prouvons que dans le cadre de la file M/M/1 en re´gime stationnaire, on
a :
Re´sultat 3. Le processus des instants de de´but de service n’est pas un processus de Poisson,
contrairement au processus des instants de de´part (fin de service).
Nous analysons, par la suite, le comportement des clients au sein d’une meˆme pe´riode
d’activite´. Pour ce faire, nous revisitons la correspondance entre pe´riode d’activite´ et chemin
de Dyck [34] ce qui nous permet d’interpre´ter les corre´lations entre les lois des services des
diffe´rents clients en utilisant une famille de fonctions ge´ne´ratrices sur les chemins de Dyck.
Re´sultat 4. Sachant que la pe´riode d’activite´ est de longueur n+ 1, la densite´ condition-
nelle du vecteur ale´atoire (s0, . . . , sn) repre´sentant les temps de service des clients successifs
est
D(y0, . . . , yn) =
(λ+ µ)2n+1
Cn
e−(λ+µ)(y0+···+yn−1)Pn(y0, . . . , yn−1)e−(λ+µ)yn ,
avec
Pn(y0, . . . , yn−1) =
∫ y0+y1
y1
Pn−1(y, y2, . . . , yn−1) dy , P0 = 1 .
Le polynoˆme Pn est un polynoˆme a` n variables de degre´s n codant les statistiques des
chemins de Dyck de longueur 2n et Cn est le n−ie`me nombre de Catalan.
Algorithme de Robinson-Schensted-Knuth
Nous abordons ensuite l’e´tude de syste`mes de stations (ou mode`les de stockage) en tan-
dem (ou en se´rie). Tout d’abord, nous explorons le re´gime stationnaire pour lequel nous
analysons le comportement asymptotique lorsque le nombre de stations devient infini. Ceci
permet, en outre, de retrouver des re´sultats de limite hydrodynamique sur des familles de
chemins sur Z2 [5]. Nous e´tudions ensuite ce syste`me de stations en tandem en re´gime
transitoire, l’analyse est trajectorielle. L’objectif est de mettre en e´vidence le lien entre la
dynamique du syste`me de files d’attente en tandem et l’algorithme de Robinson-Schensted-
Knuth (RSK). On conside`re le mode`le File d’attente/Stock de´crit plus haut,
Re´sultat 5. Soit D l’instant de de´part du dernier client de la file et R la quantite´ totale
de produit fournie par le dernier stock jusqu’au dernier instant, alors
D = λ1 , R = λk ,
ou` λ1 et λk sont respectivement la longueur de la plus longue et de la plus courte ligne du
tableau de Young P obtenu en appliquant l’algorithme de Robinson-Schensted-Knuth a` une
matrice codant les variables d’entre´e des deux syste`mes.
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Ce re´sultat permet de prouver la proprie´te´ d’invariance de la loi des de´parts, d’un syste`me
en tandem, par permutation des stations pour des files Ge´o/Ge´o/1 ou des mode`les de
stockage. Ce re´sultat est analogue aux e´nonce´s donne´s dans [3, 97] pour la file M/M/1 avec
une preuve diffe´rente.
Re´sultat 6. Pour une se´rie de k files Ge´o/Ge´o/1 en tandem en re´gime transitoire. Sup-
posons que la suite des services a` la file i est i.i.d. de loi ge´ome´trique sur N∗ de parame`tre
qi inde´pendante des services aux autres files. Alors,
P(D = l) =
∑
λ∈Yk, λ1=l
a(q)nsλ(q)sλ(1, . . . , 1) ,
avec a(q) =
∏k
j=1(1 − qj) et sλ est la fonction de Schur associe´e a` la partition λ. On en
de´duit que D est syme´trique en les parame`tres qi.
Nous prouvons un re´sultat analogue pour le mode`le de stockage avec des arrive´es et des
services suivant des lois ge´ome´triques. La variable R est syme´trique en les parame`tres qi.
Point fixe et Grandes de´viations
Nous explorons la question de l’existence, pour une station avec des services ge´ne´raux,
de processus d’arrive´e non-triviaux dont les lois sont invariantes par passage a` travers
la station. Ce proble`me peut eˆtre interpre´te´ en terme de recherche de points fixes pour
l’ope´rateur associe´ a` la station. Nous trouvons dans [64, 65] une re´ponse partielle a` cette
question. Pour un ensemble d’intensite´s du processus des arrive´es dense dans la zone de
stabilite´, il existe un point fixe. En outre, ce point fixe est unique [18] et attractif [81]. Un
tel re´sultat de point fixe est intimement lie´ au comportement asymptotique des re´seaux de
files d’attente en tandem.
Mis a` part l’existence de ces points fixes et certaines de leurs proprie´te´s, nous ne disposons
d’aucune information sur leur distribution. Pour en apprendre davantage, nous traitons la
question de l’existence de points fixes dans le cadre des grandes de´viations [38]. Dans un
premier temps, nous cherchons a` e´tablir un principe de grandes de´viations pour les variables
de sortie du syste`me file d’attente/mode`le de stockage. Supposons que les variables d’entre´e
a et s, repre´sentant les arrive´es respectivement a` la file d’attente et au mode`le de stockage,
satisfont des principes de grandes de´viations avec les fonctions de taux IA et IS alors
Re´sultat 7. Sous certaines hypothe`ses sur IA et IS, la suite {(Dnn , Rnn , w0n ), n ∈ Z}, ou`
Dn et Rn repre´sentent les de´parts cumule´s respectivement de la file d’attente et du mode`le
de stockage et w0 est la version stationnaire du processus de charge, satisfait un principe
de grandes de´viations sur R3+ avec la fonction de taux
J(x1, x2, w) = inf{δ(w − x1 + x2) + IA(x2) + IS(x1); inf
C
g(q, τ, v1, v2)} ,
4
ou`
g(q, τ, v1, v2) = τ
[
IA
(x2 − v2
τ
)
+IS
(x2 − v2 + w
τ
)]
+(1−τ)
[
IA
( v1
1− τ
)
+IS
(v2 − q
1− τ
)]
+δq,
avec δ = inf0<a<s
IA(a)+IS(s)
s−a
et
C = {(q, τ, v1, v2) | q ≥ 0, 0 ≤ τ ≤ 1, x2 − v2 + w = x1 − v1 + q} .
Nous e´tablissons ensuite une condition sous laquelle il existe une classe de variables d’entre´e
ve´rifiant un principe de grandes de´viations de telle sorte que les processus de de´part du
syste`me file d’attente/ mode`le de stockage satisfont un principe de grandes de´viations avec
les meˆmes fonctions de taux que les variables d’entre´e.
Re´sultat 8. Soit δ > 0 et {an, n ∈ Z} et {sn, n ∈ Z} les variables d’entre´e de la
file d’attente de lois marginales unidimensionnelles respectivement νA et νS, avec νA la
mesure δ-incline´e de νS (ou encore νS la mesure (−δ)-incline´e de νA) alors la suite
{(Dn
n
, Rn
n
, w0
n
), n ∈ N∗} satisfait un principe de grandes de´viations sur R3+ avec la fonction
de taux
J(x1, x2, w) = δw + IA(x1) + IS(x2) .
En particulier, on a
ID = IA et IR = IS .
Ce re´sultat permet d’envisager des familles de variables d’entre´e lie´es par une condition
d’inclinaison exponentielle comme candidates potentielles pour les points fixes pour les lois.
Organisation de la the`se
Ce me´moire est organise´ comme suit : la premie`re partie est consacre´e a` l’e´tude de ces
mode`les sous des hypothe`ses markoviennes. Nous prouvons d’une part les diffe´rentes ver-
sions du the´ore`me de Burke e´nonce´es plus haut ; et d’autre part, nous explorons les liens
avec des objets combinatoires. Le chapitre 1 contient des rappels de re´sultats pre´sente´s
par Neil O’Connell dans [61, 76, 74, 75]. Ils permettent de mettre en place les techniques
qui seront largement utilise´es dans cette partie et de pre´senter d’une manie`re plus natu-
relle que dans [76], les liens existant entre files d’attente en tandem et l’algorithme de
Robinson-Schensted-Knuth. Le chapitre 2 est consacre´ a` la file M/M/1 ou` nous pre´sentons
les re´sultats 1, 3 et 4. Nous concluons la premie`re partie par le chapitre 3 dans lequel nous
pre´sentons une version discre`te du the´ore`me de Burke et nous appliquons les techniques
pre´sente´es au chapitre 1 a` la file Ge´o/Ge´o/1 et au mode`le de stockage avec des variables
ge´ome´triques pour obtenir les re´sultats 2, 5 et 6.
La deuxie`me partie est consacre´e a` l’e´tude des points fixes pour l’ope´rateur associe´ a` notre
mode`le. Le chapitre 4 pre´sente un re´sultat [65] de point fixe pour la file ./GI/1, c’est-a`-dire
la loi des arrive´es est e´gale a` la loi des de´parts. En fait, nous avons rappele´ et comple´te´ les
5
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preuves figurant dans [5, 41, 67, 68] qui permettent de prouver l’existence de points fixes
non-triviaux pour la file ./GI/1. Ce chapitre permet de motiver le re´sultat 8 de points fixes
pour les grandes de´viations pour le mode`le File d’attente/ Mode`le de Stockage pre´sente´ au
chapitre 5.
Les re´sultats des chapitres 2 et 3 ont fait l’objet d’un article accepte´ pour publication dans
Queueing Systems [29] et d’une pre´publication en cours d’e´valuation par un journal [31].
Une version courte de [31] a e´te´ publie´e dans les actes de la confe´rence Marches ale´atoires
discre`tes : the´orie et applications en combinatoire, biologie algorithmique, informatique
the´orique, probabilite´s, physique statistique qui a eu lieu en septembre 2003 a` l’Institut
Henri Poincare´ [30]. Les re´sultats du chapitre 5 ont e´te´ soumis a` un journal [28].
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1.1 Introduction
Cette partie n’est qu’un aperc¸u des liens, mis en e´vidence re´cemment, entre certains mode`les
de files d’attente en tandem, les marches ale´atoires ordonne´es et l’algorithme de Robinson-
Schensted-Knuth. Les re´sultats de ce chapitre ne sont pas nouveaux, ils permettent de poser
les bases qui nous seront utiles pour illustrer les liens entre les diffe´rents objets employe´s
dans d’autres contextes aux chapitres 2 et 3.
1.1.1 File d’attente avec services inutilise´s
Soit {y(n), n ∈ Z} ∈ RZ une suite de re´els, nous de´finissons, pour m,n ∈ Z, m ≤ n,
Y(m,n] =
∑n
j=m+1 y(i), la suite des sommes partielles associe´es. Nous introduisons,
e´galement pour n ≥ 0, Y(n) = Y(0, n]. Soit {R(y)(n), n ∈ N} ∈ RZ la suite renverse´e
en temps associe´e a` y de´finie par R(y)(n) = y(−n).
Nous noterons Λ1 l’ensemble des chemins (suites a` valeurs entie`res) x : N → N avec x(0) = 0
et x(n) − x(n − 1) ∈ {0, 1}. Pour x, y ∈ Λ1, nous de´finissons x △ y et x ▽ y des e´le´ments
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de Λ1 ou`
(x △ y)(i, j] = min
i≤m≤j
[x(m)−x(i)+y(j)−y(m)], (x▽y)(i, j] = max
i≤m≤n
[x(m)−x(i)+y(j)−y(m)].
Les ope´rations △ et ▽ ne sont pas associatives. En effet, d’apre`s [76]
(x1 △ x2) △ x3 = x1 △ (x3 ▽ x2) △ (x2 △ x3)
(x1 ▽ x2) ▽ x3 = x1 ▽ (x3 △ x2) ▽ (x2 ▽ x3) . (1.1)
Nous nous inte´ressons e´galement a` l’ensemble Λk, l’ensemble des chemins x : N → Nk avec
x(0) = (0, . . . , 0) tels que pour n > 0, xi(n)− xi(n− 1) ∈ {0, 1} pour i ∈ {1, . . . , k}. Nous
de´finissons G(k) : Λk → Λk par G(2)(x, y) = (x △ y, y ▽ x) , et pour k ≥ 2
G(k)(x1, . . . , xk) = (x1 △ x2 △ · · · △ xk ,
G(k−1)(x2 ▽ x1 , x3 ▽ (x1 △ x2) , . . . , xk ▽ (x1 △ · · · △ xk−1)).(1.2)
Les ope´rations s’effectuent de gauche a` droite, c’est-a`-dire x △ y △ z se lira (x △ y) △ z.
Nous donnerons d’autres proprie´te´s de ces ope´rateurs au paragraphe 1.3. Nous allons, dans
un premier temps, donner l’interpre´tation de ces ope´rations en terme de file d’attente.
Notre mode`le est une file d’attente ou` les arrive´es et les de´parts s’effectuent aux instants
entiers et telle que les clients sont servis dans l’ordre de leur arrive´e. Nous de´signerons par
a1(n) et s1(n) respectivement le nombre de clients qui arrivent au syste`me et le nombre
maximal de services a` l’instant n. Nous noterons q1(n) le nombre de clients dans le syste`me
a` l’instant n.
s1
d1a1
arrivée
t1
service
inutilisé
Fig. 1.1 – File d’attente avec services inutilise´s.
A chaque instant n, nous assistons a` deux sce´narios possibles : si q1(n−1)+a1(n) ≥ s1(n),
il y a s1(n) clients qui quittent le syste`me et q1(n) = q1(n − 1) + a1(n) − s1(n) ; sinon si
q1(n− 1) + a1(n) < s1(n), le syste`me se vide (q1(n) = 0) : il y a q1(n− 1) + a1(n) clients
qui quittent le syste`me et s1(n) − (q1(n − 1) + a1(n)) services qui sont inutilise´s et donc
perdus (d’ou` l’appellation file d’attente avec services inutilise´s). Nous allons, dans la suite,
donner une se´rie d’e´quations qui re´gissent l’e´volution de cette file d’attente.
Pour n ∈ Z, le processus du nombre de clients ve´rifie l’e´quation de Lindley :
q1(n) = max{q1(n− 1) + a1(n)− s1(n), 0} = (q1(n− 1) + a1(n)− s1(n))+ . (1.3)
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La suite du nombre effectif de de´parts d1 = {d1(n), n ∈ Z} est de´finie par, pour n ∈ Z,
d1(n) = a1(n) + q1(n− 1)− q1(n)
= min[s1(n), a1(n) + q1(n− 1)] . (1.4)
Nous de´finissons la suite des services inutilise´s u1 = {u1(n), n ∈ Z}, pour n ∈ Z, u1(n) =
s1(n) − d1(n), ce qui nous permet de de´finir la suite t1 = {t1(n), n ∈ Z} (qui n’a pas
d’interpre´tation imme´diate), pour n ∈ Z,
t1(n) = a1(n) + u1(n) = s1(n)− q1(n− 1) + q1(n) . (1.5)
Au vu des notations du paragraphe 1.1.1, nous pouvons re´e´crire les e´quations (1.4) et (1.5)
sous la forme suivante :
D1(m,n] = A1(m,n] + q1(m)− q1(n), T1(m,n] = S1(m,n]− q1(m) + q1(n) . (1.6)
Nous allons illustrer l’e´volution de ce syste`me entre les instants 0 et 9 (figure 1.2). A
l’instant 0, la file est vide.
Instant a1(n) s1(n) q1(n) d1(n) u1(n) t1(n)
0 0 0 0 0 0 0
1 1 0 1 0 0 1
2 0 1 0 1 0 0
3 1 1 0 1 0 1
4 1 0 1 0 0 1
5 1 1 1 1 0 1
6 1 0 2 0 0 1
7 0 1 1 1 0 0
8 0 1 0 1 0 0
9 0 1 0 0 1 0
Tab.1 : E´volution de la file avec services inutilise´s
• A l’instant 1, un client arrive dans le syste`me (a1(1) = 1), nous repre´sentons les clients
qui arrivent dans le syste`me par une boule pleine, et t1(1) = 1. Le client se place dans
la salle d’attente (q1(1) = 1) jusqu’au premier instant ou` il peut eˆtre servi .
• A l’instant 2, il y a un service (s1(2) = 1) et le client en attente quitte le syste`me
(d1(2) = 1) qui se vide (q1(2) = 0).
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• A l’instant 3, il y a une arrive´e et un de´part qui se produisent au meˆme instant (a1(3) =
s1(3) = 1), c’est-a`-dire d1(3) = t1(3) = 1 et le syste`me est vide q1(3) = 0. Nous avons
repre´sente´ cette situation par une boule pleine (arrive´e) avec son contour en pointille´s
(de´part instantane´).
• A l’instant 4, un client arrive et nous sommes dans la meˆme situation qu’a` l’instant 1.
A l’instant 5, ce dernier part (s1(5) = 1), mais le syste`me ne se vide pas (q1(5) = 1) car
il y a un nouveau client qui est admis dans le syste`me (a1(5) = 1).
• A l’instant 6, il y a une arrive´e (a1(6) = 1) et q1(6) = 2.
• Enfin, ces deux clients partent respectivement aux instants 7 et 8 et le syste`me se vide ;
a` l’instant 9, nous avons un service inutilise´.
s
1
d
1
a1
t1
n=1
s1
d1a1
t1
s1
d1a1
t1
s
1
d
1
a1
t1
s1
d1a1
t1
s1
d1a1
t
1
s1
d1a1
t
1
s1
d
1
a
1
t1
n=2 n=3
n=4 n=5 n=6
n=7 n=8 n=9
s
1
d
1
a1
t1
Fig. 1.2 – Evolution de la file d’attente entre les instants n = 1 et n = 9.
Nous donnons, pour conclure ce paragraphe, la trajectoire de q1 entre les instants 0 et
9 (figure 1.3). Ces trajectoires contiennent une partie de l’information sur l’e´volution du
syste`me. Pour comple´ter les donne´es qui ne figurent pas sur les trajectoires de q1, nous
marquons par un carre´ noir les instants ou` il y a un service inutilise´ et par un point noir
les instants ou` il y a une arrive´e et un de´part que nous ne pouvons constater sur cette
trajectoire. Nous verrons comment formaliser ceci dans la suite.
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q1(n)
n
Fig. 1.3 – Trajectoire de q1 pour l’exemple de Tab.1.
1.1.2 The´ore`me de Burke
Soit (Ω,F,P) un espace de probabilite´. Pour toute variable ale´atoire X, nous noterons L[X]
la loi de X sous P. Soit B un bore´lien de F, la loi L[X | B] est la loi de X conditionnellement
a` B. Enfin, si deux variables ale´atoires X et Y ont la meˆme loi, nous e´crirons X ∼ Y .
Nous supposons, qu’a` chaque instant n ∈ Z, il y a au plus un client qui arrive et un client
qui part. Plus pre´cise´ment, les suites de variables ale´atoires a1 = {a1(n), n ∈ Z} et s1 =
{s1(n), n ∈ Z} sont des variables ale´atoires i.i.d. Bernoulli mutuellement inde´pendantes de
parame`tres respectivement p1 et p2, c’est-a`-dire
P(a1(0) = 1) = p1 = 1− P(a1(0) = 0), P(s1(0) = 1) = p2 = 1− P(s1(0) = 0) .
En d’autres termes, les processus A1 et S1 sont des processus binomiaux, inde´pendants,
ayant pour parame`tres respectivement p1 < p2 , c’est-a`-dire pour m ≤ n, les variables
ale´atoires A1(m,n] et S1(m,n] suivent des lois binomiales de parame`tres respectivement
(n−m, p1) et (n−m, p2).
Nous supposerons la condition de stabilite´ p1 < p2 ve´rifie´e, dans ce cas le processus en
temps discret q1 = {q1(n), n ∈ Z} est une marche ale´atoire, avec une de´rive strictement
ne´gative, avec une barrie`re (re´fle´chissante) en 0. La version stationnaire de q1 est presque
suˆrement finie et ve´rifie
q1(n) = sup
m≤n−1
{A1(m,n]− S1(m,n]}+ = sup
m≤n
{A1(m,n]− S1(m,n]} , (1.7)
ou` on a juste remplace´ le 0 par A1(n, n]− S1(n, n].
Le processus q1 = {q1(n), n ∈ Z} est une chaˆıne de Markov et plus pre´cise´ment un processus
de naissance et de mort en temps discret de distribution invariante ge´ome´trique sur N de
parame`tre p1(1−p2)p2(1−p1) . Le processus q1 est re´versible, c’est-a`-dire
q1 = {q1(n), n ∈ Z} ∼ R(q1) = {R(q1)(n), n ∈ Z} .
Nous sommes maintenant en mesure d’e´tablir une extension du the´ore`me de Burke a` la
file avec services inutilise´s en temps discret, pre´sente´e dans [61]. Plus pre´cise´ment, nous
pouvons identifier la loi des variables de sortie du syste`me, en l’occurrence D1 et T1, avec
celle des variables d’entre´e A1 et S1. L’ingre´dient principal consiste en la proprie´te´ de
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re´versibilite´ utilise´ par E. Reich dans [82] donnant une preuve e´le´gante du re´sultat de
P.J. Burke [16]. Des analogues de ce re´sultat, dans le cas continu et dans le cas de trafic
lourd (heavy traffic), sont e´nonce´s dans respectivement [78] et [48, 77].
The´ore`me 1.1.1. [61] Les processus D1 et T1 sont des processus binomiaux, inde´pendants,
ayant pour parame`tres respectivement p1 et p2.
De´monstration. Soit {Q(n), n ∈ Z} un processus de naissance et de mort de meˆme
distribution que {q1(n), n ∈ Z}. Nous ne disposons pas d’assez d’information, avec la
simple donne´e de la trajectoire de {q1(n), n ∈ Z}, pour reconstruire {a1(n), n ∈ Z} et
{s1(n), n ∈ Z}. En fait, en temps discret, nous pouvons assister a` une arrive´e et un de´part
au meˆme instant n qu’on ne peut pas constater sur la trajectoire de {q1(n), n ∈ Z}. Nous
comple´tons par un processus auxiliaire, re´versible sur 12 + Z contenant l’information man-
quante sur les e´ve´nements {Q(n − 1) = Q(n)}. Conside´rons la suite i.i.d. {M0
n− 1
2
, n ∈
Z} ∈ {(0, 0), (0, 1), (1, 1)}Z (respectivement {Mn− 1
2
, n ∈ Z} ∈ {(0, 0), (1, 1)}Z), ou` pour
tout n ∈ Z, M0
n− 1
2
(respectivement Mn− 1
2
) a la meˆme distribution que (a1(n), s1(n)) sa-
chant {q1(n − 1) = q(n) = 0} (respectivement {q(n − 1) = q1(n) 6= 0}). Pour tout n ∈ Z,
de´finissons (α(n), σ(n)) = f((Q(n− 1),Q(n)),M0
n− 1
2
,Mn− 1
2
) ou`
f((β, β′), (m0,m′0), (m,m
′)) =

(m0,m
′
0) si β = β
′ = 0
(m,m′) si β = β′ 6= 0
(0, 1) si β − β′ = 1
(1, 0) si β′ − β = 1.
Nous ve´rifions que le processus {(α(n), σ(n)), n ∈ Z} est le processus des arrive´es-services
a` la file (figure 1.3). Plus pre´cise´ment, le processus {(Q(n), α(n), σ(n)), n ∈ Z} a la meˆme
distribution que {(q1(n), a1(n), s1(n)), n ∈ Z}. D’une manie`re analogue, nous pouvons
construire la suite des de´parts {d1(n), n ∈ Z}. En effet, nous de´finissons les processus
{δ(n), n ∈ Z} et {τ(n), n ∈ Z}, pour n ∈ Z,
(R(δ)(n),R(τ)(n)) = f((R(Q)(n− 1),R(Q)(n)),R(M0)n− 1
2
,R(M)n− 1
2
) (1.8)
L’e´quation (1.8) peut eˆtre traduite par le fait que le processus des arrive´es-services de la
file renverse´e en temps est {(R(δ)(n),R(σ)(n)), n ∈ Z}. Comme,
{(δ(n), τ(n)), n ∈ Z} ∼ {(d1(n), t1(n)), n ∈ Z} ,
et que le processus {(Q(n),M0
n− 1
2
,Mn− 1
2
), n ∈ Z} est re´versible par construction, nous en
de´duisons que
{(R(δ)(n),R(τ)(n)), n ∈ Z} ∼ {(α(n), σ(n)), n ∈ Z} .
Ces processus sont i.i.d., donc re´versibles alors {(δ(n), τ(n)), n ∈ Z} ∼ {(α(n), σ(n)), n ∈
Z}, soit {(d1(n), t1(n)), n ∈ Z} ∼ {(a1(n), s1(n)), n ∈ Z}.
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L’e´nonce´ originel du the´ore`me de Burke est e´tabli pour la file M/M/1 stable et a` l’e´quilibre,
ou` le processus des arrive´es est un processus de Poisson sur R inde´pendant de la suite des
services qui est i.i.d. de loi exponentielle. La preuve, dans ce contexte en temps continu,
repose sur le meˆme argument de re´versibilite´ que dans le cas discret, traite´ plus haut. La
diffe´rence fondamentale re´side dans le fait que’en temps discret, le processus q1 ne contient
pas suffisamment d’information pour reconstituer le processus d’entre´e du syste`me, d’ou` la
ne´cessite´ de comple´ter cette information. La subtilite´ re´side dans le choix de ce comple´ment
d’information de telle sorte qu’on puisse recouvrir un processus re´versible. Ce re´sultat
e´tablit en outre que les suites s1 et t1 ont la meˆme loi, l’utilite´ de cette assertion apparaˆıtra
au cours du paragraphe suivant.
En fait, en plus de l’identite´ en loi, entre les processus d’arrive´e et de de´part, ce syste`me
(en temps discret et continu) ve´rifie la proprie´te´ de quasi-re´versibilite´ suivante [55] : pour
tout n, le processus {D1(m,n], m ≤ n} est inde´pendant de {q1(m), m > n}. Autrement
dit, le passe´ des de´parts, avant l’instant n, est inde´pendant du nombre de clients, apre`s
l’instant n, dans le serveur.
1.1.3 The´ore`me de Pitman
Nous allons utiliser les re´sultats du paragraphe 1.1.2 pour donner une repre´sentation non
conditionnelle d’une marche ale´atoire conditionne´e a` rester positive. Ceci est motive´ par
le the´ore`me de repre´sentation de Pitman pour le processus de Bessel tridimensionnel [79]
que nous pouvons voir e´galement comme un mouvement Brownien conditionne´ (dans un
certain sens) a` rester positif. Plus pre´cise´ment,
The´ore`me 1.1.2. [79] Soit {Xt, t ≥ 0} un mouvement Brownien standard. Soit
Mt = max
0≤s≤t
Xs
le processus de ses maxima alors {2Mt − Xt, t ≥ 0} a la meˆme loi que {Xt, t ≥ 0}
conditionne´ a` rester positif.
Ce re´sultat a e´te´ ge´ne´ralise´ a` diffe´rents contextes : pour le mouvement Brownien avec une
de´rive positive [80], pour des marches ale´atoires avec pas markoviens [47] et des mouvements
browniens conditionne´s (au sens de Doob) a` rester ordonne´s [78]. Nous allons, dans la
suite, nous inte´resser au cas d’une marche ale´atoire, avec une de´rive strictement positive,
conditionne´e a` rester strictement positive, traite´ dans [61].
Remarquons d’abord que, sous l’hypothe`se de stabilite´ p < q, l’e´quation (1.7) admet une
version renverse´e dans le temps, pour n ≥ 0,
q1(n) = sup
u≥n
{D1(n, u]− T1(n, u]} . (1.9)
De plus, sur l’e´ve´nement {q1(0) = 0}, on ve´rifie que
q1(n) = max
0≤m≤n
{A1(m,n]− S1(m,n]} .
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Proposition 1.1.3. Nous avons pour tout n ≥ 0,
L[A1(n), S1(n) | A1(l) ≤ S1(l), ∀l ≥ 0] = L[G(2)(A1, S1)(n)] . (1.10)
De´monstration. Sur {q1(0) = 0}, et en utilisant (1.6),
D1(n) = A1(n)− q1(n) = A1(n)− max
0≤m≤n
{A1(m,n]− S1(m,n]}
= min
0≤m≤n
{A1(m) + S1(n)− S1(m)} ,
et de la meˆme manie`re, nous obtenons que
T1(n) = S1(n) + q1(n) = max
0≤m≤n
[S1(m) + A1(n)−A1(m)] .
En re´sume´, nous avons prouve´ que
D1(n) = A1 △ S1(n) , T1(n) = S1▽A1(n) . (1.11)
En appliquant le the´ore`me 1.1.1, on a
L[(A1(n), S1(n)) | A1(n) ≤ S1(n), ∀n ≥ 0] = L[(D1(n),T1(n)) | D1(n) ≤ T1(n), ∀n ≥ 0]
Graˆce a` (1.9), l’e´ve´nement {D1(l) ≤ T1(l), ∀l ≥ 0} est e´gal a` {q1(0) = 0}. En tenant
compte de (1.11), on a
L[(A1(n), S1(n)) | A1(l) ≤ S1(l), ∀l ≥ 0] = L[A1 △ S1(n), S1▽A1(n)) | q1(0) = 0] .
Nous concluons en remarquant que les processus {A1(n), n ≥ 0} et {S1(n), n ≥ 0} sont
inde´pendants de l’e´ve´nement {q1(0) = 0}.
Le the´ore`me de Pitman a` un analogue discret,
The´ore`me 1.1.4. [47] Soit {X(n), n ∈ N} une marche ale´atoire, ayant des pas i.i.d. dans
{−1, 0, 1} de de´rive strictement positive. Soit M(n) = max0≤m≤n X(m) le processus de ses
maxima alors {2M(n) − X(n), n ∈ Z} a la meˆme loi que {X(n), n ∈ N} conditionne´ a`
rester positif.
De´monstration. Remarquons tout d’abord que
S1▽A1(n)−A1 △ S1(n) = 2 max
0≤m≤n
[S1(m)−A1(m)]− [S1(n)−A1(n)] .
Soit en re´e´crivant (1.10), avec X(n) = S1(n)−A1(n), ∀n ≥ 0, on a
L[X(n) | X(l) ≥ 0, ∀l ≥ 0] = L[2M(n)−X(n)] .
Nous pouvons, a` partir de ce re´sultat, retrouver le the´ore`me de Pitman pour le mouvement
brownien [79], ce passage est pre´sente´ dans [77].
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1.2 Files d’attente en tandem
Commenc¸ons par de´finir le mode`le en tandem de ces files d’attente. Nous nume´roterons les
files d’attente successives par i ∈ {1, . . . , k} et nous re´serverons n ∈ Z pour le temps. Nous
poserons ai(n) et di(n) respectivement le nombre d’arrive´es a` la file i a` l’instant n et le
nombre de de´parts de la file i a` l’instant n. Dire que les files sont en tandem revient a` poser
di(n) = ai+1(n), en d’autres termes, un client qui quitte la file i− 1 rejoint directement la
file i.
s1
d1a1
arrivée
t1
service
inutilisé
s2
d2
t2
dk-1 sk
dk
tk
Fig. 1.4 – Files d’attente en tandem.
Nous noterons par si(n) le nombre de services dispense´s, a` l’instant n, par la file i et par
qi(n) ∈ N ∪ {∞} le nombre de clients, a` la file i, a` l’instant n. Nous supposerons que
d0 = a1.
Nous supposons, dans la suite de cette section, que les arrive´es et les services se produisent
de manie`re ale´atoire. Nous supposerons que {a1(n), n ∈ Z}, {s1(n), n ∈ Z}, . . . , {sk(n), n ∈
Z} sont des suites i.i.d. mutuellement inde´pendantes de variables ale´atoires suivant des lois
de Bernoulli de parame`tres respectifs p1, p2, . . . , pk+1 avec p1 < min{p2, . . . , pk+1}. Sous
cette condition, nous avons qi(n) ∈ N et pour i ∈ {1, . . . , k}, n ∈ Z, nous ve´rifions les
relations suivantes
qi(n) = (qi(n− 1) + di−1(n)− si(n))+ = max
m≤n
{Di−1(m,n]− Si(m,n]}
et di(n) = di−1(n) + qi(n− 1)− qi(n). Nous introduisons, enfin, les variables ti(n) et ui(n)
(nombre de services inutilise´s a` l’instant n au sein de la file i), de´finies par
ui(n) = si(n)− di(n)
ti(n) = si(n)− qi(n− 1) + qi(n) .
Nous rappelons que, pour 1 ≤ i ≤ k, on a
Di(m,n] = Di−1(m,n] + qi(m)− qi(n), Ti(m,n] = Si(m,n]− qi(m) + qi(n) . (1.12)
Sur l’e´ve´nement qi(0) = 0, nous ve´rifions que
qi(n) = max
0≤m≤n
{Di−1(m,n]− Si(m,n]} . (1.13)
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Proposition 1.2.1. Sur l’e´ve´nement {q1(0) = · · · = qk(0) = 0},
q1(n) + · · ·+ qk(n) = max
0≤m≤n
{A1(m,n]− (S1 △ · · · △ Sk)(m,n]} . (1.14)
De plus,
Di(n) = (A1 △ S1 △ · · · △ Si)(n), Ti(n) = Si ▽ (A1 △ · · · △ Si−1)(n) . (1.15)
De´monstration. Comme qk(n) = max0≤m≤n{Dk−1(m,n] − Sk(m,n]}, nous de´duisons
d’apre`s (1.12) que
qk(n) = max
0≤m≤n
{Dk−2(m,n] + qk−1(m)− qk−1(n)− Sk(m,n]} .
En combinant ceci avec (1.13), on a
qk−1(n) + qk(n) = max
0≤m≤n
{Dk−2(m,n] + max
0≤l≤m
{Dk−2(l,m]− Sk−1(l,m]} − Sk(l, n]}}
= max
0≤l≤n
{Dk−2(l, n]− min
l≤m≤n
{Sk−1(l,m] + Sk(m,n]}}
= max
0≤l≤n
{Dk−2(l, n]− (Sk−1 △ Sk)(l, n]} .
Nous concluons en appliquant successivement l’ope´ration pre´ce´dente et en tenant compte
de
(Sl △ · · · △ Sk)(m,n] = inf
m≤u≤n
{Sl(m,u] + (Sl+1 △ · · · △ Sk)(u, n]} .
De plus, on a
Di(n) = A1(n)− (q1(n) + · · ·+ qi(n))
= A1(0, n]− max
0≤m≤n
{A1(m,n]− (S1 △ · · · △ Si)(m,n]}
= (A1 △ S1 △ · · · △ Si)(n) .
Graˆce a` (1.12), on a
Ti(n) = Si(0, n] + max
0≤m≤n
{Di−1(m,n]− Si(m,n]}
= (Si ▽Di−1)(n) = (Si ▽A1 △ · · · △ Si−1)(n) .
Nous sommes maintenant en mesure de donner une version multi-dimensionnelle du
the´ore`me de Burke.
The´ore`me 1.2.2. [61] Pour k ∈ N∗, Dk,T1, . . . ,Tk sont des processus binomiaux
inde´pendants de parame`tres respectivement p1, p2, . . . , pk+1avec p1 < min{p2, . . . , pk+1}.
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De´monstration. Nous allons proce´der par re´currence sur k. Pour k = 2, se reporter au
the´ore`me 1.1.1. Supposons que le the´ore`me est vrai quand on se restreint a` k − 1 files,
c’est-a`-dire, Dk−1,T1, . . . ,Tk−1 sont des processus binomiaux inde´pendants de parame`tres
respectivement p1, p2, . . . , pk. Rappelons que Dk−1 = Ak et que le processus Sk est, par
hypothe`se, inde´pendant des autres processus. En appliquant le the´ore`me 1.1.1 a` (Ak, Sk)
nous obtenons que (Dk,Tk) sont deux processus binomiaux inde´pendants de parame`tres
p1, pk+1 et nous concluons graˆce a` l’hypothe`se d’inde´pendance.
Sous l’hypothe`se de stabilite´ p1 < min{p2, . . . , pk+1}, la de´finition (1.13) du processus des
nombres de clients, a` la file i, a` l’instant n, admet une version renverse´e en temps, donne´e
par
qi(n) = sup
u≥n
{Di(n, u]− Ti(n, u]} . (1.16)
En utilisant l’e´quation (1.16), nous pouvons prouver, de la meˆme manie`re qu’a` la proposi-
tion 1.2.1, que
q1(0) + · · ·+ qk(0) = sup
u>0
{Dk(u)− (T1 △ · · · △ Tk)(u)} . (1.17)
Nous exploitons ce re´sultat, dans le paragraphe suivant, pour donner une repre´sentation
(non conditionne´e) de marches ale´atoires, conditionne´es a` rester ordonne´es, a` l’image de ce
que nous avons pre´sente´ au paragraphe 1.1.3, pour le cas en deux dimensions.
1.2.1 Marches ale´atoires ordonne´es
Soit X = (X1, . . . , Xk) une marche ale´atoire sur N
k dont les composantes sont mutuelle-
ment inde´pendantes, de pas i.i.d. de parame`tres p1, p2, . . . , pk avec p1 < min{p2, . . . , pk}.
Nous de´sirons donner la repre´sentation de ces marches ale´atoires conditionne´es a` rester
ordonne´es. Plus pre´cise´ment,
The´ore`me 1.2.3. La loi conditionnelle de (X1, . . . , Xk) sachant
X1(n) ≤ · · · ≤ Xk(n), ∀n ≥ 0 , (1.18)
est e´gale a` la loi (non conditionne´e) de G(k)(X1, . . . , Xk), c’est-a`-dire
L[(X1, . . . , Xk) | X1(n) ≤ · · · ≤ Xk(n), ∀n ≥ 0] = L[G(k)(X1, . . . , Xk)] .
De´monstration. Nous allons proce´der par re´currence. Le cas k = 2 correspond a` la propo-
sition 3.2.2.
Soit k ≥ 3, supposons l’hypothe`se vraie a` l’ordre k − 1. Par application de l’hypothe`se de
re´currence, on a
L[(Dk−1,T1, . . . ,Tk−1) | T1 ≤ · · · ≤ Tk−1] = L[(Dk−1, G(k−1)(T1, . . . ,Tk−1))] .
Ainsi, la loi de (Dk−1,T1, . . . ,Tk−1) conditionellement a` l’e´ve´nement {Dk−1 ≤ T1 ≤ · · · ≤
Tk−1} est e´gale a` la loi de (Dk−1, G(k−1)(T1, . . . ,Tk−1)) sachant {Dk−1 ≤ T1 △ · · · △ Tk−1}.
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D’apre`s (1.17),
{Dk−1 ≤ T1 △ · · · △ Tk−1} = {q1(0) + · · ·+ qk−1(0) = 0} .
Par conse´quent, en utilisant (1.2) et (1.15), on a
(Dk−1, G(k−1)(T1, . . . ,Tk−1)) = G(k)(A1, S1, . . . , Sk−1) .
Nous concluons graˆce a` l’inde´pendance des processus A1, S1, . . . , Sk−1 de q1(0), . . . , qk−1(0).
Par application du the´ore`me de Donsker, nous retrouvons un re´sultat analogue [78], pour
des particules browniennes conditionne´es a` rester dans la chambre de Weyl
W = {(x1, . . . , xk), x1 < · · · < xk} .
1.2.2 Limite hydrodynamique
Pour (n, k) ∈ N2, un chemin oriente´ π allant de (1, 1) a` (n, k) est une suite de points
{(ni, ki), 0 ≤ i ≤ n+k−1}, avec soit (ni+1, ki+1) = (ni, ki+1) soit (ni+1, ki+1) = (ni+1, ki),
(n0, k0) = (1, 1) et (nn+k−1, kn+k−1) = (n, k). Nous supposons que chaque site (n, k) a un
poids ǫn,k. Soit Π(n,k) l’ensemble de tous ces chemins, nous nous inte´ressons a` l’instant de
premier passage par le point (n, k), c’est-a`-dire
F ((n, k)) = min
pi∈Π(n,k)
∑
(i,j)∈pi
ǫi,j . (1.19)
La quantite´
∑
(i,j)∈pi ǫi,j repre´sente le poids du chemin π.
Pour x ∈ R+, nous de´finissons l’ensemble Πkx des chemins allant de (1, 1) a` un point de
la forme (n, k), n ∈ N, dans la direction x, c’est-a`-dire n = ⌊xk⌋ ou` ⌊x⌋ de´signe la partie
entie`re de x. Nous introduisons e´galement les notations suivantes :
Fx(k) = min
pi∈Πkx
∑
(i,j)∈pi
ǫi,j .
En posant ǫi,j = tj(i), nous ve´rifions que Fx(k) = T1 △ · · · △ Tk(⌊xk⌋), nous pouvons
re´e´crire (1.17) sous la forme suivante :
k∑
j=1
qj(0) = sup
x>0
{Dk(⌊xk⌋)− Fx(k)} . (1.20)
Nous allons, dans un premier temps, nous inte´resser au comportement asymptotique de
Fx(k). Plus pre´cise´ment,
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The´ore`me 1.2.4. Supposons que {ǫi,j , , i, j ∈ Z} sont i.i.d. Bernoulli avec
P(ǫi,j = 1) = q = 1− P(ǫi,j = 0) ,
alors la limite hydrodynamique
f(x) = lim
n→∞
1
k
Fx(k)
existe presque suˆrement sur R+ ∪ {∞}.
L’ingre´dient principal de cette preuve est le the´ore`me ergodique sous-additif de Kingman
[57]. Nous de´taillerons la preuve au chapitre 4. Nous voulons calculer cette limite f(x). Pour
ce faire, revenons au mode`le de files d’attente en tandem avec p1 = p < p2 = · · · = pk+1 = q,
comme les suites a1, s1, . . . , sk sont inde´pendantes, les variables qi(0) le sont e´galement. Par
conse´quent, graˆce a` la loi des grands nombres, on a
lim
k→∞
1
k
k∑
j=1
qj(0) = E(q1(0)) =
p(1− q)
q − p , limk→∞
1
k
Dk(⌊xk⌋) = xE(d1(0)) = xp .
Soit, en revenant a` (1.20), on a
E(q1(0)) = lim
k→∞
1
k
sup
x>0
{Dk(⌊xk⌋)− Fx(k)}
= sup
x>0
{xp− f(x)} .
La deuxie`me e´galite´ n’e´tant pas imme´diate, nous devons justifier l’inversion de la limite et
du supremum (chapitre 4). Ainsi, f(x) est la transforme´e de Legendre de h(p) = p(1−q)q−p ,
cette transforme´e est inversible, c’est-a`-dire
sup
x≥0
{px− f(x)} = h(p) ⇐⇒ f(x) = sup
0<p<q
{px− h(p)} . (1.21)
Nous retrouvons de la sorte un re´sultat duˆ a` Seppa¨la¨inen [87, 88] en utilisant des ide´es
similaires mais moins directes. En maximisant px− p(1−q)q−p pour 0 < p < q, on a
The´ore`me 1.2.5. [87] La fonction de croissance f(x) donnant le comportement asympto-
tique, en limite hydrodynamique, du temps de premier passage d’un mode`le de percolation
dirige´ avec les poids {ǫi,j , i, j ∈ Z} i.i.d. de loi de Bernoulli de parame`tre q est donne´e par
f(x) =
(
max(
√
qx−
√
1− q, 0)
)2
.
L’astuce consistant a` utiliser les files d’attente stationnaires pour calculer la fonction de
croissance f(x) introduite dans [85], a e´te´ syste´matise´e pour diffe´rents contextes, dans [73].
Nous reviendrons sur ce proble`me ulte´rieurement pour d’autres mode`les de files d’attente.
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1.3 Se´ries de files d’attente en tandem
Nous de´finissons, maintenant, le mode`le de se´ries de files d’attente en tandem. La premie`re
se´rie de files d’attente correspond au mode`le classique de k files d’attente en tandem de´crit
au paragraphe 1.2. La deuxie`me se´rie de files d’attente correspond e´galement a` un mode`le
classique de k − 1 files d’attente en tandem. Il y a un service a` la file i de cette deuxie`me
se´rie a` chaque fois qu’il y a ou bien un de´part de la file i (une arrive´e a` la file i+ 1) de la
premie`re se´rie ou bien un service inutilise´ a` la file i+ 1 de la premie`re se´rie. Ceci s’effectue
de manie`re instantane´e (sans de´calage dans le temps). La i-ie`me se´rie contient k − i + 1
files et he´rite ses services de la (i− 1)-ie`me se´rie.
Nous supposerons que la premie`re file de chaque se´rie est sature´e, c’est-a`-dire qu’il y a une
infinite´ de clients a` la file 1 en attente d’eˆtre servis, a` l’instant 0, les autres files sont vides.
Nous noterons
xi = {xi(n), n ∈ N} ,
le processus des services de la file i de la premie`re se´rie.
x1
D1
(1) q1
(1)
x2 x3
D2(1) D3
(1)q2
(1)
T1
(1)
D1
(2) q1
(2)
T2
(1)
T1
(2)
D2
(2)
D1
(3)
Fig. 1.5 – Se´ries de files d’attente en tandem.
Nous allons, enfin, introduire quelques variables auxiliaires qui seront utiles dans la suite.
Pour k ≥ 2, soient les applications D(1) : Λk → Λk et T (1) : Λk → Λk−1 de´finies par
D(1)(x) = (x1 , x1 △ x2 , . . . , x1 △ · · · △ xk) (1.22)
T (1)(x) = (x2 ▽ x1 , x3 ▽ (x1 △ x2) , . . . , xk ▽ (x1 △ · · · △ xk−1)) . (1.23)
Autrement dit, D
(1)
i (x) = D
(1)
i−1(x) △ xi et T
(1)
i−1(x) = xi ▽D
(1)
i−1(x) ou encore
(D
(1)
i (x), T
(1)
i−1(x)) = G
(2)(D
(1)
i−1(x), xi) .
Les processus D
(1)
i (x) et T
(1)
i (x) correspondent respectivement a` la suite des de´parts de la
file i de la premie`re se´rie et a` la suite des services a` la file i de la deuxie`me se´rie. Pour
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j ∈ {1, . . . , k}, i ∈ {1, . . . , k − j + 1}, soient D(j)i , T (j)i : Λk → Λ1,
D
(j)
i (x) = D
(j)
i−1(x) △ T
(j−1)
i (x)
T
(j)
i (x) = T
(j−1)
i+1 (x) ▽D
(j)
i (x) . (1.24)
Nous pouvons nous convaincre graˆce a` un raisonnement par re´currence que D
(j)
i (x) et
T
(j)
i (x) repre´sentent respectivement le processus des de´parts de la file i de la j-ie`me se´rie et
le processus des services a` la file i de la (j+1)-ie`me se´rie (figure 1.5). Nous noterons q
(i)
j (x) le
processus du nombre de clients a` la i-ie`me file de la se´rie j, on a q
(j)
i (x) = D
(j)
i−1(x)−D(j)i (x).
Nous allons pre´senter deux lemmes qui seront utiles pour la suite.
Lemme 1.3.1. L’application G(k) : Λk → Λk de´finie dans (1.2) ve´rifie,
G(k)(x) = (D
(1)
k (x), . . . , D
(k)
1 (x)) .
De´monstration. Proce´dons par re´currence sur k. Pour k = 2, G(2)(x) = (x1 △ x2, x2▽x1) =
(D
(1)
1 (x), T
(1)
1 (x)).
Soit k ≥ 3, supposons que pour 2 ≤ i ≤ k − 1,
G(k−1)(y1, . . . , yk−1) = (D
(1)
k−1(y1, . . . , yk−1), . . . , D
(k−1)
1 (y1, . . . , yk−1)) . (1.25)
Graˆce a` (1.2) et (1.23), nous remarquons que
G(k)(x1, . . . , xk) = (D
(1)
k (x), G
(k−1)(T (1)(x1, . . . , xk))) .
D’apre`s l’hypothe`se de re´currence, pour i ∈ {1, . . . , k−1}, G(k−1)1 (T (1)(x)) = D(1)k−1(T (1)(x))
que nous pouvons voir comme le processus des de´parts de la dernie`re file d’un syste`me
de files d’attente en tandem dont les processus des services aux diffe´rentes stations sont
donne´s par T (1)(x). Comme T (1)(x) est le processus des services a` la deuxie`me se´rie, nous
avons D
(1)
k−1(T
(1)(x)) = D
(2)
k−1(x). Nous concluons en remarquant, de la meˆme manie`re, que
G
(k−i)
1 (T
(i)(x)) = D
(i+1)
k−i (x) est le processus des de´parts de la dernie`re file de la i+ 1-ie`me
se´rie.
Lemme 1.3.2. La dernie`re coordonne´e de G(k)(x1, . . . , xk) est donne´e par
G
(k)
k (x1, . . . , xk) = xk ▽ . . . ▽ x1 . (1.26)
De´monstration. Nous proce´dons par re´currence. Pour k = 2, la ve´rification est imme´diate.
Nous rappelons que
G(k)(x) = (D
(1)
k (x), G
(k−1)(T (1)(x))) .
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Par l’hypothe`se de re´currence, le re´sultat est vrai pour G(k−1), soit
G
(k)
k (x) = T
(1)
k−1(x) ▽ T
(1)
k−2(x) ▽ . . . ▽ T
(1)
1 (x) .
Graˆce a` (1.1), on a
T
(1)
k−1(x) ▽ T
(1)
k−2(x) = xk ▽D
(1)
k−1 ▽ T
(1)
k−2(x)
= xk ▽ (D
(1)
k−2 △ xk−1) ▽ (xk−1 ▽D
(1)
k−2)
= xk ▽ xk−1 ▽D
(1)
k−2 .
De meˆme,
xk ▽ xk−1 ▽D
(1)
k−2 ▽ T
(1)
k−3 = xk ▽ xk−1 ▽ xk−2 ▽D
(1)
k−3 ,
et ainsi de suite.
Dans le cas k = 3 (figure 1.5), nous ve´rifions que D
(1)
1 (x) D
(1)
2 (x) D
(1)
3 (x)
D
(2)
1 (x) D
(2)
2 (x)
D
(3)
1 (x)
 =
 x1 x1 △ x2 x1 △ x2 △ x3x2 ▽ x1 (x2 ▽ x1) △ (x3 ▽ (x1 △ x2))
x3 ▽ (x1 △ x2) ▽ (x2 ▽ x1)

et (
T
(1)
1 (x) T
(1)
2 (x)
T
(2)
1 (x)
)
=
(
x2 ▽ x1 x3 ▽ (x1 △ x2)
x3 ▽ (x1 △ x2) ▽ (x2 ▽ x1))
)
.
1.3.1 Algorithme de Robinson-Schensted-Knuth
Une partition de n ∈ N∗ est une suite d’entiers λ = (λ1, . . . , λk) tel que λ1 ≥ · · · ≥ λk ≥ 0
avec |λ| = λ1 + · · ·+ λk = n, nous noterons cette relation λ ⊢ n. Le diagramme de Ferrer
associe´ a` la partition λ = (λ1, . . . , λk) ⊢ n est une partie finie de N2 correspondant a` n
cases arrange´es en k lignes successives justifie´es a` gauche (figure 1.6) telles que le nombre
de cases a` la ligne i est e´gal a` λi. Nous noterons Yk l’ensemble des diagrammes de Ferrer
ayant au plus k lignes et Y = ∪k∈NYk l’ensemble de tous les diagrammes de Ferrer.
3
3
1 1 2
2 2
Fig. 1.6 – Diagramme de Ferrer (gauche) et tableau de Young (droite).
Un tableau de Young semi-standard est un remplissage d’un diagramme de Ferrer λ par
des entiers (figure 1.6), de telle sorte que les nombres soient strictement croissants sur
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les colonnes et croissants sur les lignes. Si les nombres sont en plus strictement croissants
en ligne, on dira que la tableau de Young est standard . Nous utiliserons, par de´faut,
l’appellation tableau de Young pour de´signer des tableaux de Young semi-standards.
E´tant donne´ un tableau de Young P , nous appellerons le diagramme de Ferrer sous-jacent
la forme du tableau de Young P , que nous noterons sh(P ). Pour (i, j) avec 1 ≤ i ≤ r et
1 ≤ j ≤ λi, Pi,j correspond au j-ie`me e´le´ment de la i-ie`me ligne. Pour un diagramme de
Ferrer λ, nous de´signerons par TM (λ) l’ensemble des tableaux de Young semi-standards P
tel que sh(P ) = λ et Pi,j ∈ {1, . . . ,M} et nous poserons TM =
⋃
λ∈Y TM (λ). Remarquons
qu’un tableau P dans TM a au plus M lignes, et donc sh(P ) = (λ1, . . . , λM ) avec certains
λi possiblement nuls.
Algorithme RSK insertion en colonne. L’algorithme RSK consiste a` inse´rer des
entiers dans des tableaux de Young (appele´s respectivement P -tableau et Q-tableau). L’in-
sertion s’effectue de la manie`re suivante (figure 1.7).
1. Appelons i l’e´le´ment a` inse´rer dans le tableau P . Si P est vide, alors, on remplace
P par une case nume´rote´e par i. Sinon, on inse`re cet e´le´ment dans le tableau comme
suit :
(a) On cherche dans la premie`re colonne de P le plus petit e´le´ment Pj,1 plus grand
ou e´gal a` i, s’il n’existe pas alors on rajoute une case a` la premie`re colonne de
P , que l’on nume´rote par i. Sinon, on remplace le contenu Pj,1 de la case j de la
premie`re colonne par une case indexe´e par i. On passe alors a` l’e´tape suivante.
(b) On inse`re l’e´le´ment Pj,1 dans le sous-tableau de P forme´ des colonnes 2, 3, . . .
en retournant a` l’e´tape 1. P est alors remplace´ par le tableau dont la premie`re
colonne est celle de P , et les colonnes suivantes sont celles obtenues par le meˆme
algorithme.
2. On rajoute a` Q une case, pour que Q et P aient la meˆme forme. On nume´rote cette
case par n.
La correspondance de Robinson-Schensted-Knuth est une bijection entre l’ensemble des
mots w ∈ {1, . . . , k}n et l’ensemble des paires de tableaux de Young (P,Q) ∈ Tk ×Tn avec
sh(P ) = sh(Q), ou` P est semi-standard et Q est standard. La paire (P,Q) en bijection avec
w est celle obtenue en appliquant l’algorithme RSK aux lettres successives de w. Pour les
proprie´te´s de l’algorithme RSK, nous invitons le lecteur a` consulter [35, 86, 91, 92]. Nous
allons ignorer dans la suite le tableau Q et nous nous concentrerons exclusivement sur le
tableau P .
Nous allons pre´senter un algorithme d’insertion le´ge`rement modifie´ qui donne la position
d’insertion du dernier i, directement dans le tableau. Pour ce faire, il n’est pas difficile de
se convaincre que pour de´terminer cette position il suffit de s’inte´resser au sous-tableau
P (k−i+1) de P ne contenant que des labels infe´rieurs ou e´gaux a` i. Plus pre´cise´ment, nous
pouvons voir un tableau de Young P ∈ Tk(λ) comme e´tant une suite de k diagrammes de
Ferrer λ = λ(1) ⊃ λ(2) ⊃ · · · ⊃ λ(k) ⊃ ∅ ou` λ(i) = (λ(i)1 , . . . , λ(i)k−i+1) est la forme du tableau
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de Young P (i) obtenu en retirant tous les nombres strictement plus grands que k − i + 1.
Nous identifierons P a` la matrice triangulaire
λ
(k)
1 λ
(k−1)
2 . . . λ
(2)
k−1 λ
(1)
k
λ
(k−1)
1 . . . λ
(2)
k−2 λ
(1)
k−1
. . . . . .
λ
(2)
1 λ
(1)
2
λ
(1)
1

ou` λ
(j)
i est la longueur de la i-ie`me ligne de P
(j). Par de´finition, nous avons
λ = (λ1, . . . , λk) = (λ
(1)
1 , . . . , λ
(1)
k ) .
5
7
1 2 3
4 6
3
1
31
21
1
2
3
1
3
2
31 2
2
41 2
3
2 31 1
2
4 51 2
3
2 31 1
2 2
4 51 2
3 6
3
3
1 1 2
2 2
Fig. 1.7 – L’algorithme RSK, avec insertion en colonne, applique´ a` w = 3122123.
Pour l’exemple du mot w = 3122123, pre´sente´ a` la figure 1.7, le P -tableau est donne´ par
P (1) =
3
3
1 1 2
2 2
, soit λ(1) = (4, 2, 1), P (2) =
1 1 2
2 2 , soit λ(2) = (3, 2) et P (3) = 1 1 , soit
λ(3) = 2.
Algorithme RSK revisite´ Nous voulons inse´rer i dans un tableau P . La case ou` nous
allons inse´rer i contient un nombre i′ ≥ i et est en-dessous d’une case contenant un nombre
l < i, soit m le nume´ro de la colonne contenant l. Si i′ > i on remplace i′ par i et on
inse`re i′ dans les colonnes m+1,m+2, . . . de P . Sinon, on inse`re i successivement dans les
colonnes suivantes jusqu’a` arriver a` une case contenant un nombre i′ strictement supe´rieur
a` i. Ceci revient a` inse´rer i dans P (k−i+1) (figure 1.8). Au vu de ces quelques remarques
nous pouvons re´e´crire l’algorithme RSK avec insertion en colonne sous la forme suivante :
1. (a) on inse`re i dans P (k−i+1) a` la dernie`re ligne j ou` λ(k−i+1)j < λ
(k−i+2)
j−1 , c’est-a`-dire
λ
(k−i+1)
j est incre´mente´e de 1.
(b) Soit i′ l’e´le´ment que remplace i a` la colonne m alors on inse`re i′ dans les colonnes
m+ 1,m+ 2, . . . en revenant a` la premie`re e´tape.
2. On rajoute a` Q une case, pour que Q et P aient la meˆme forme. On nume´rote cette
case par n.
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3
1 1 33
2
3
1
2 2
1
2
1
3
2
3
2
3
3
1 1 33
2
3
1
2 2
1
3
1
3
2
3
2
3
1 1 33
2
3
1
2 2 33 3 3
1 1 2 2
2
a18= 2
Fig. 1.8 – RSK colonne classique vs. RSK colonne revisite´.
The´ore`me 1.3.3. [76] Soit w = a1 . . . an ∈ {1, . . . , k}n, nous de´finissons les chemins
x ∈ Λk avec
xi(m) = |{j, 1 ≤ j ≤ m,aj = i}| .
Le tableau semi-standard P (1), de forme λ(1) = sh(P (1)), obtenu en appliquant l’algorithme
RSK, avec insertion en colonne, au mot w = a1 . . . an, ve´rifie
λ(1) = (D
(k)
1 (x), D
(k−1)
2 (x), . . . , D
(2)
k−1(x), D
(1)
k (x)) ,
ou` la variable D
(k−i+1)
i (x) correspond a` la suite des de´parts de la file i (dernie`re) de la
se´rie de files d’attente nume´ro k − i+ 1 et ve´rifie donc
(D
(1)
k (x), D
(2)
k−1(x), . . . , D
(k−1)
2 (x), D
(k)
1 (x)) = G
(k)(x) .
La preuve suivante est diffe´rente de celle pre´sente´e dans [76] et repose essentiellement sur
la nouvelle description de l’algorithme RSK.
De´monstration. Il suffit de s’inte´resser a` l’insertion de k dans P (1). En effet, pour inse´rer
i ∈ {1, . . . , k} dans un tableau P , on commence par inse´rer i dans P (k−i+1).
Nous proce´dons par re´currence sur n. La ve´rification pour n = 1 est imme´diate, nous
supposons que pour le mot a1 . . . an−1, on a
λ(1)(n− 1) = (D(k)1 (x), D(k−1)2 (x), . . . , D(2)k−1(x), D(1)k (x))(n− 1) ,
et
λ(2)(n− 1) = (D(k−1)1 (x), D(k−2)2 (x), . . . , D(2)k−2(x), D(1)k−1(x))(n− 1) ,
ou` P (n− 1) est le tableau obtenu en appliquant l’algorithme RSK au mot a1 . . . an−1, avec
λ(n− 1) = sh(P (n− 1)).
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1
2 2 2 3 3 3
3 3
1 1 1 1 2 2 3 3
D1
(3)
D1
(2)
D1
(1)
q2
(1) q1
(1) q1
(2)
D2
(1)
D3
(1)
D2
(2)
Fig. 1.9 – Interpre´tation a` l’aide de files d’attente de l’algorithme RSK.
• Si λ(1)k (n− 1) < λ(2)k−1(n− 1) alors d’apre`s l’hypothe`se de re´currence D(1)k (x)(n − 1) <
D
(1)
k−1(x)(n − 1). Dans ce cas, k est inse´re´ a` la fin de la dernie`re ligne, λ(1)k (n) =
λ
(1)
k (n− 1) + 1 et les autres lignes sont inchange´es. Pour la file d’attente, ceci corres-
pond a` un service a` la file k de la premie`re se´rie. Ce service est utilise´ si D
(1)
k (x)(n−1) <
D
(1)
k−1(x)(n − 1) c’est-a`-dire qu’il y a q(1)k−1(n − 1) = D(1)k−1(x)(n − 1) − D(1)k (x)(n − 1)
clients a` la file k a` l’instant n et D
(1)
k (x)(n) = D
(1)
k (x)(n − 1) + 1 et les autres D(i)j (x)
sont inchange´s.
• Sinon, k est inse´re´ a` la ligne l (la plus basse) ve´rifiant λ(1)l (n − 1) < λ(2)l−1(n − 1) et
λ
(1)
l (n) = λ
(1)
l (n − 1) + 1. En terme de files d’attente, le service est utilise´ a` la dernie`re
file l de la premie`re se´rie k − l + 1 ve´rifiant D(k−l+1)l (x)(n − 1) < D(k−l+1)l−1 (x)(n − 1)
(d’apre`s l’hypothe`se de re´currence) et dans ce cas
D
(k−l+1)
l (x)(n) = D
(l)
k−l+1(x)(n− 1) + 1 ,
et les autres D
(i)
j (x) sont inchange´s.
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Exemple Nous allons illustrer ce qui pre´ce`de, pour k = 3 et n = 7. Nous donnerons, a`
chaque e´tape, le tableau de Young obtenu en appliquant l’algorithme RSK avec insertion
en colonne au mot w = 3122123. Nous de´crirons, e´galement, l’e´volution du syste`me de file
d’attente correspondant, en exhibant, pour chaque n :
D(n) =
 D
(1)
1 (x)(n) D
(1)
2 (x)(n) D
(1)
3 (x)(n)
D
(2)
1 (x)(n) D
(2)
2 (x)(n)
D
(3)
1 (n)
 , Q(n) = ( q(1)1 (x)(n) q(1)2 (x)(n)
q
(2)
1 (x)(n)
)
• A l’instant 1, a1 = 3, un service est propose´ a` la troisie`me file de la premie`re se´rie.
Comme cette file est initialement vide, ce service est inutilise´ ce qui correspond a` une
incre´mentation de T
(1)
2 . Ce qui engendre un service a` la deuxie`me file de la deuxie`me
se´rie, qui est e´galement vide. Le service est inutilise´ et T
(2)
1 est incre´mente´e. Le service
est, ensuite, he´rite´ par la premie`re file de la troisie`me se´rie, entraˆınant le de´part d’un
client de cette file parce qu’il y a une infinite´ de clients a` la premie`re file de chaque se´rie,
soit
D(1) =
 0 0 00 0
1
 , Q(1) = ( 0 0
0
)
.
Le tableau correspondant est 3 avec λ(1) = (1, 0, 0) .
• A l’instant 2, a2 = 1, un service est propose´ a` la premie`re file de la premie`re se´rie,
entraˆınant le de´part d’un client de cette file. Ce de´part se traduit, pour la deuxie`me
se´rie, par un service a` la premie`re file, entraˆınant le de´part d’un client. A la troisie`me
file, nous assistons a` un de´part e´galement, soit
D(1) =
 1 0 01 0
2
 , Q(2) = ( 1 0
1
)
.
Le tableau correspondant est 31 avec λ(1) = (2, 0, 0), λ(2) = (1, 0) et λ(3) = 1.
• A l’instant 3, a3 = 2, un service est propose´ a` la deuxie`me file de la premie`re se´rie,
entraˆınant le de´part d’un client de cette file et un service a` la deuxie`me file, de la
deuxie`me se´rie, et un client part de cette file, soit
D(3) =
 1 1 01 1
2
 , Q(3) = ( 0 1
0
)
.
Le tableau correspondant est
1
2
3
avec λ(1) = (2, 1, 0), λ(2) = (1, 1) et λ(3) = 1.
29
Chapitre 1. Pre´liminaires
• A l’instant 4, a4 = 2, un service est propose´ a` la deuxie`me file de la premie`re se´rie, qui
est vide. Ce service est donc inutilise´. Un service est, alors, propose´ a` la premie`re file de
la deuxie`me se´rie, entraˆınant le de´part d’un client de cette file et un service a` la premie`re
file, de la troisie`me se´rie. Un client part de celle-ci,soit
D(4) =
 1 1 02 1
3
 , Q(4) = ( 0 1
1
)
.
Le tableau correspondant est
31 2
2 avec λ(1) = (3, 1, 0), λ(2) = (2, 1) et λ(3) = 1.
• A l’instant 5, a5 = 1, un service est propose´ a` la premie`re file de la premie`re se´rie,
entraˆınant le de´part d’un client de cette file. Ce de´part se traduit, pour la deuxie`me
se´rie, par un service a` la premie`re file, entraˆınant le de´part d’un client. A la troisie`me
file, nous assistons a` un de´part e´galement, soit
D(5) =
 2 1 03 1
4
 , Q(5) = ( 1 1
2
)
.
Le tableau correspondant est
2 31 1
2 avec λ(1) = (4, 1, 0), λ(2) = (3, 1) et λ(3) = 2.
• A l’instant 6, a6 = 2, un service est propose´ a` la deuxie`me file de la premie`re se´rie,
entraˆınant le de´part d’un client de cette file et un service a` la deuxie`me file, de la
deuxie`me se´rie et un client part de la cette file, soit
D(6) =
 2 2 03 2
4
 , Q(6) = ( 0 2
1
)
.
Le tableau correspondant est
2 31 1
2 2 avec λ(1) = (4, 2, 0), λ(2) = (3, 2) et λ(3) = 2.
• A l’instant 7, a7 = 3, un service est propose´ a` la troisie`me file de la premie`re se´rie et il
y a un de´part de cette file, soit
D(7) =
 2 2 13 2
4
 , Q(7) = ( 0 1
1
)
.
Le tableau correspondant est
3
3
1 1 2
2 2
avec λ(1) = (4, 2, 1), λ(2) = (3, 2) et λ(3) = 2.
Algorithme RSK avec insertion en ligne L’algorithme RSK consiste a` inse´rer des
entiers dans les lignes d’un tableau de Young, L’insertion s’effectuant comme suit (figure
1.10) :
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1. Appelons i l’e´le´ment a` inse´rer dans le tableau. Si P est vide, alors, on remplace P
par une case nume´rote´e par i. Sinon, on inse`re cet e´le´ment dans le tableau comme
suit :
(a) On cherche dans la premie`re ligne de P le plus petit e´le´ment P1,j strictement
plus grand que i, s’il n’existe pas alors on rajoute une case a` la premie`re ligne de
P , que l’on nume´rote par i. Sinon, on remplace le contenu P1,j de la case j de
la premie`re ligne par une case indexe´e par i. On passe alors a` l’e´tape suivante.
(b) On inse`re l’e´le´ment P1,j dans le sous-tableau de P forme´ des lignes 2, 3, . . . en
retournant a` l’e´tape 1. P est alors remplace´ par le tableau dont la premie`re ligne
est celle de P , et les lignes suivantes sont celles obtenues par le meˆme algorithme.
2. On rajoute a` Q une case, pour que Q et P aient la meˆme forme. On nume´rote cette
case par n.
23
3
1 1
3
2 21 2
3
3
21 1
2
3
21 1
2
2
3
31 1
2
2
1
2
1 1
2
3 441 3
2
5
41 3
2
5
41 3
2
6
5
71 3
2
6
Fig. 1.10 – L’algorithme RSK, avec insertion en ligne, applique´ a` w = 3122123.
L’application de l’algorithme RSK, insertion en colonne, a` w = a1 . . . an est e´quivalente
a` l’application de l’algorithme RSK, insertion en ligne, a` w∗ = an . . . a1, c’est-a`-dire
λ(ligne)(w) = λ(colonne)(w∗) (figures 1.7 et 1.11).
3
3
2 1
2
3 3
1 2
2
3
21 2
2
3
21 1
2 2
2
3
31 1
2 2
Fig. 1.11 – L’algorithme RSK, avec insertion en ligne, applique´ a` w∗ = 3212213.
Soit w = a1 . . . an ∈ {1, . . . , k}
n, nous de´finissons les chemins x, x∗ ∈ Λk avec
xi(m) = |{j, 1 ≤ j ≤ m, aj = i}| , x
∗
i (m) = |{j, 1 ≤ j ≤ m, am−j+1 = i}|
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Remarquons que x∗i (m) = xi(n)− xi(n−m), ce qui implique que
x∗i △ x
∗
j (n) = min
0≤m≤n
[x∗i (m) + x
∗
j (n)− x∗j (m)]
= min
0≤m≤n
[xi(n)− xi(n−m) + xj(n)− (xj(n)− xj(n−m))]
= min
0≤m≤n
[xi(n)− xi(n−m) + xj(n−m)]
= min
0≤m≤n
[xi(n)− xi(m) + xj(m)]
= xj △ xi(n) .
De la manie`re, on ve´rifie que
x∗i ▽ x
∗
j (n) = xj ▽ xi(n) .
En utilisant (1.26), nous prouvons un re´sultat nouveau qui donne les longueurs des
premie`res et dernie`res lignes du tableau de Young obtenu par application de l’algorithme
RSK avec insertion en ligne.
Proposition 1.3.4. Soient w = a1 . . . an et λ
(ligne)
1 (respectivement λ
(ligne)
k ) la longueur
de la premie`re (respectivement dernie`re) ligne du tableau obtenu en appliquant l’algorithme
RSK avec insertion en ligne au mot w, on a
λ
(ligne)
1 = (x1 ▽ . . . ▽ xk)(n), λ
(ligne)
k = (xk △ · · · △ x1)(n) .
Ce re´sultat sera utile au chapitre 3.
1.3.2 Fonction de Schur
Soit λ = (λ1, . . . , λk), k ≥ 1 un diagramme de Ferrer ayant au plus k lignes. Pour z =
(z1, . . . , zk), nous de´finissons sλ la fonction de Schur associe´e a` λ, introduite par Jacobi
dans [49], donne´e par
sλ(z) =
de´t((z
λj+k−j
i )i,j)
de´t((zk−ji )i,j)
. (1.27)
Notons que de´t((xk−ji )i,j) = h(x) ou` h(x) =
∏
i<j(xi−xj) est la fonction de Vandermonde.
Nous pouvons e´galement donner une de´finition combinatoire de sλ. Soit P ∈ Tk(λ), le type
du tableau P est donne´ par γ ∈ Nk ou` γi est le nombre d’occurrence de i dans le tableau
P , nous e´crirons
zP = zγ = zγ11 . . . z
γk
k ,
alors
sλ(z) =
∑
P∈Tk(λ)
zP (1.28)
Soit a1, a2 . . . une suite de variables ale´atoires i.i.d. sur {1, . . . , k} avec P(a1 = i) = pi. Soit
(P (n), Q(n)) avec sh(P (n)) = sh(Q(n)) = λ(n) la paire de tableaux de Young (ale´atoires)
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obtenue en appliquant l’algorithme RSK avec insertion en colonne au mot ale´atoire w =
a1 . . . an. La loi jointe du couple de tableaux (P (n), Q(n)) est donne´e [75] par
P(P (n) = P, Q(n) = Q) = pP1{sh(P )=sh(Q)} ,
ou` 1 de´signe la fonction indicatrice. En sommant sur tous les tableaux (P,Q) ∈ Tk(λ) ×
Tn(λ), pour λ ∈ Yk, on a
P(λ(n) = λ) = sλ(p)sλ(1, . . . , 1) , (1.29)
ou` (1, . . . , 1) ∈ Nk, sλ((1, . . . , 1)) est le cardinal de Tk(λ). Il est prouve´, dans [75], que le
processus {λ(n), n ≥ 0} est une chaˆıne de Markov de matrice de transition
P(λ(n) = λ | λ(n− 1) = λ′) = sλ(p)
sλ′(p)
pour λ, λ′ ∈ Yk ou` λ est obtenu en rajoutant une case a` λ′. En combinant le the´ore`me 1.3.3
avec la relation (1.29), nous de´duisons que
Corollaire 1.3.5. Le processus {Dk(n), n ≥ 0}, ou` Dk(n) est le nombre de de´parts de la
file k jusqu’a` l’instant n, est syme´trique suivant les parame`tres pi. En effet,
P(Dk(n) = l) =
∑
λ∈Yk, λk=l
sλ(p)sλ(1, . . . , 1) (1.30)
La variable Dk(n) n’est rien d’autre que la longueur de la dernie`re ligne du tableau de Young
obtenu en appliquant l’algorithme RSK avec insertion en ligne. La fonction de Schur e´tant
un polynoˆme syme´trique [35, 66], nous en de´duisons que la loi de Dk(n) est invariante
par permutation des stations (de´termine´es par le parame`tre pi de la loi des services). Ce
re´sultat est analogue a` l’invariance e´tablie dans [3, 97] pour la file M/M/1.
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Notre mode`le est une file d’attente a` un serveur traverse´e par un flux bi-infini de clients.
Chaque client est caracte´rise´ par un instant d’arrive´e au syste`me et par une demande de
service. Les clients sont servis a` leur arrive´e a` la file d’attente, en respectant leur ordre
d’arrive´e. Comme le syste`me ne comporte qu’un unique serveur, un client peut avoir a`
attendre avant d’entamer son service. D’apre`s la nomenclature de Kendall, notre mode`le
est une file ././1/∞/PAPS (Premier Arrive´ Premier Servi). Les clients sont nume´rote´s sur
Z selon leur ordre d’arrive´e au syste`me.
Nous de´finissons, dans un premier temps, un contexte abstrait qui permet d’interpre´ter la
file d’attente en tant qu’ope´rateur transformant les variables d’entre´e (A, s) en (D, r) =
ϕ(A, s). Ceci nous permet d’e´tablir une extension du the´ore`me de Burke a` l’image de ce
qui a e´te´ pre´sente´ au chapitre 1 pour la file avec services inutilise´s. Ensuite, nous revisitons
la correspondance classique [34] entre chemins de Dyck et pe´riodes d’activite´, ce qui nous
conduit, d’une part, a` montrer que le processus des instants de de´but de service n’est pas un
processus de Poisson et a` calculer la loi jointe des services au sein d’une pe´riode d’activite´.
L’utilisation des proprie´te´s combinatoires des chemins sur la grille pour l’e´tude des pe´riodes
d’activite´ de certains mode`les de files d’attente a de´ja` e´te´ aborde´e dans [34, 46]. Leur
approche permet une analyse plus approfondie que ce que nous pre´sentons dans la suite.
Ils de´nombrent les nombres de monte´es et de descentes. Pour l’analyse des services au
sein d’une pe´riode d’activite´ pre´sente´e dans la suite, nous nous inte´ressons aux abscisses
des monte´es et descentes. Ceci nous donne des fonctions ge´ne´ratrices en variables non-
commutatives. Nous ne serons donc pas en mesure de donner des informations aussi pre´cises
que dans [34, 46].
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Cette partie reprend les travaux relatifs a` la file M/M/1 pre´sente´s dans [29] et [30].
2.1 File d’attente ././1
Soit (Ω,F,P) un espace de probabilite´. Nous supposons que, pour tout n ∈ Z, les variables
ale´atoires An et sn repre´sentent respectivement l’instant d’Arrive´e et le temps de Service
du client n, avec la convention A0 ≤ 0 < A1 et An < An+1 pour tout n. Nous introduisons
le processus ponctuel A dont les points sont les instants d’arrive´es {An, n ∈ Z}. Pour tout
bore´lien B de R, nous rappelons que A(B) =
∑
n∈Z 1An∈B. Nous identifierons, lorsque cela
ne preˆte pas a` confusion, le processus ponctuel A et la suite des instants {An, n ∈ Z},
sinon nous noterons Tn(A) = An les points du processus ponctuel A . Nous de´finissons la
suite de variables ale´atoires, a` valeurs dans R+, a = {an, n ∈ Z} par an = An+1 − An.
Nous supposons que s = {sn, n ∈ Z} est une suite de variables ale´atoires, a` valeurs dans
R+. Le processus ponctuel marque´ (A, s) repre´sente le couple de variables d’entre´e de notre
mode`le, une pre´sentation comple`te des processus ponctuels figure dans [24].
Soit D = {Dn, n ∈ Z} le processus ponctuel des instants de de´part des clients successifs
du syste`me, on a
Dn = sup
k≤n
[
Ak +
n∑
i=k
si
]
.
Les variables ale´atoires Dn sont a` valeurs dans R∪{+∞}. Nous supposons que (A, s) sont
telles que les Dn sont presque suˆrement finies. Elles satisfont alors la relation de re´currence
suivante :
Dn+1 = max(Dn, An+1) + sn+1 . (2.1)
Soit d = {dn, n ∈ Z} la suite des dure´es d’inter-de´parts entre les clients successifs de´finie
par, pour tout n ∈ Z, dn = Dn+1 −Dn.
Nous de´finissons e´galement la suite des variables ale´atoires r = {rn, n ∈ Z}, a` valeurs dans
R+, par
rn = min(Dn, An+1)−An . (2.2)
La variable rn est le temps passe´ en fin de file d’attente par le client n . Nous appellerons
le processus ponctuel marque´ (D, r) le couple de variables de sortie de notre mode`le. En
sommant (2.1) et (2.2), nous obtenons la relation de conservation suivante entre variables
d’entre´e et variables de sortie
rn + dn = an + sn+1 . (2.3)
Enfin, nous introduisons les variables suivantes qui seront utiles pour la suite. Soit la suite
de variables ale´atoires w = {wn, n ∈ Z} a` valeurs dans R+ de´finie par
wn = Dn − sn −An = sup
k≤n−1
[ n−1∑
i=k
(si − ai)
]+
. (2.4)
Ces variables satisfont l’e´quation de Lindley
wn+1 = [wn + sn − an]+ . (2.5)
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En tenant compte de cette nouvelle variable wn, nous donnons d’autres expressions pour
Dn et rn, ∀l ≤ n,
Dn =
[
wl +Al +
n∑
i=l
si
]
∨ max
l<k≤n
[
Ak +
n∑
i=k
si
]
, rn = min{wn +sn, an} = sn +wn−wn+1 .
En terme de file d’attente, la variable wn repre´sente le temps d’attente du client n, dans
la salle d’attente (ou Buffer), entre son arrive´e et le de´but de son service, l’expression
de´veloppe´e de wn donne´e dans (2.4) est construite a` l’aide du sche´ma de Loynes [63], elle
repre´sente la version stationnaire de w. Nous introduisons e´galement le processus de charge
(ca`dla`g) W = {W (t) , t ∈ R}, ou` W (t) est la quantite´ totale de service a` pourvoir par le
serveur a` l’instant t, de´finie par
W (t) =
[
wn + sn − (t−An)
]+
, pour t ∈ [An, An+1) , (2.6)
ou` la suite {wn, n ∈ Z} est donne´e par (2.4). Remarquons que W (A−n ) = wn. Nous
pouvons e´galement interpre´ter W (t) comme e´tant le temps d’attente d’un client virtuel qui
rejoindrait la file d’attente a` l’instant t.
0
0
t
t
1
2
3 4
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Fig. 2.1 – Processus W et W associe´s respectivement aux variables d’entre´e (A, s) et (D, r).
Soit le processus (ale´atoire) ca`dla`g Q = {Q(t), t ∈ R}, a` valeurs dans N, de´fini par
Q(t) =
∑
n∈Z
1{An≤t<Dn} . (2.7)
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La variable Q(t) repre´sente le nombre de clients dans le syste`me a` l’instant t (incluant le
client en train d’eˆtre servi) : processus du nombre (total) de clients.
Pour tout processus ca`dla`g Y = {Y (t), t ∈ R} a` valeurs dans R, on de´finit le processus
renverse´ R ◦ Y = {R ◦ Y (t), t ∈ R} comme la modification ca`dla`g de {Y (−t), t ∈ R}.
Nous introduisons les processus ponctuels (avec un nombre fini ou infini de points) N+(Y )
et N−(Y ) correspondant respectivement aux instants de sauts positifs ou ne´gatifs de Y ,
c’est-a`-dire pour I intervalle de R,
N+(Y )(I) =
∫
I
1{Y (u)>Y (u−)}du, N−(Y )(I) =
∫
I
1{Y (u)<Y (u−)}du . (2.8)
Lemme 2.1.1. Nous avons N+(Q) = A et N−(Q) = D. De plus, D−Q(0) ≤ 0 < D−Q(0)+1.
De´monstration. Rappelons que Q(0) =
∑
n∈Z 1{An≤0<Dn} et que A0 ≤ 0 < A1. Par
construction, N−(Q) = D, cependant, T0(D) peut eˆtre diffe´rent de D0. En effet, soit
k = sup{n ∈ Z− | Dn ≤ 0}, autrement dit Q(0) = |k|, en examinant la figure 2.2, nous
pouvons nous convaincre que T0 ◦N−(Q) = D−Q(0).
Q(t)
AD 0
k
-k D-k+1 t
Fig. 2.2 – Nume´rotation des {Dn, n ∈ Z}
L’e´tat du syste`me peut eˆtre de´crit par une alternance de pe´riodes d’activite´ et de pe´riodes
de repos. Une pe´riode d’activite´ est la pe´riode maximale pendant laquelle Q(t) > 0. Une
pe´riode de repos est la pe´riode maximale pendant laquelle Q(t) = 0. La longueur |B|
d’une pe´riode d’activite´ B (a` ne pas confondre avec la dure´e) repre´sente le nombre de
clients servis dans cette pe´riode d’activite´. Pour des raisons de simplicite´, e´tant donne´e
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une pe´riode d’activite´ B, on notera s0, . . . , s|B|−1 et a0, . . . , a|B|−1 respectivement les temps
de service et les temps d’inter-arrive´e des diffe´rents clients qui sont servis pendant cette
pe´riode d’activite´. Il n’est pas difficile de ve´rifier que
Lemme 2.1.2. Soit ∆n l’e´ve´nement qu’une pe´riode d’activite´ ge´ne´rique consiste en n+ 1
clients, alors
∆n = {
i∑
j=0
aj <
i∑
j=0
sj , i = {0, . . . , n− 1};
n∑
j=0
aj ≥
n∑
j=0
sj} . (2.9)
La file ././1 est le mode`le central en the´orie de file d’attente, pour plus de de´tails sur ce
mode`le nous invitons le lecteur a` consulter les ouvrages de re´fe´rence suivants [4, 7, 6, 13,
20, 55, 94].
2.2 The´ore`me de Burke
La file M/M/1/∞/PAPS (ou file M/M/1 ) est une file d’attente avec un flux d’arrive´e
Poissonnien, des services exponentiels, un unique serveur, une salle d’attente ayant une
capacite´ infinie et une discipline PAPS (Premier Arrive´ Premier Servi). Une pre´sentation
exhaustive de la dynamique de cette file d’attente est de´taille´e dans [14, 20, 84, 89, 94].
Nous supposons, dans la suite, que A = {An, n ∈ Z} est un processus de Poisson d’intensite´
λ, c’est-a`-dire pour tout B bore´lien de R,
P(A(B) = k) = e−kλl(B)
(
λl(B)
)k
k!
,
ou` l(B) est la mesure de Lebesgue de B. La suite des inter-arrive´es a = {an, n ∈ N∗} est i.i.d
suivant une loi exponentielle, Exp(λ) de parame`tre λ, c’est-a`-dire P(a1 > t) = e
−λt. La suite
des temps de service s = {sn, n ∈ Z} est i.i.d. suivant une exponentielle de parame`tre µ que
nous noterons Exp(µ). Nous supposons que la condition de stabilite´ λ < µ est satisfaite.
Nous nous inte´ressons au syste`me a` l’e´quilibre. Le processus Q, de´fini dans (2.7), est un
processus Markovien de naissance et de mort (Birth and Death process) de distribution
stationnaire ge´ome´trique de parame`tre ρ = λ/µ
P(Q(0) = k) = ρk(1− ρ), k ∈ N .
The´ore`me 2.2.1. Le processus marque´ (D, r), de´fini dans (2.1) et (2.2), a la meˆme loi
que le processus marque´ (A, s), c’est-a`-dire le processus (D, r) est un processus de Poisson,
de parame`tre λ, marque´ par des marques i.i.d. de loi exponentielle de parame`tre µ.
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De´monstration. Rappelons que, pour tout n ∈ Z, la variable Tn(A) = An repre´sentant le
n-ie`me point du processus ponctuel A et que Tn ◦N+(Q) = An. Remarquons que
sn = Dn −max(An, Dn−1) = Sn(Q) .
En tenant compte du de´calage dans les indices et du lemme 2.1.1, nous avons Tn◦N−(Q) =
Dn−Q(0), c’est-a`-dire
sn = Sn(Q) = Tn+Q(0) ◦N−(Q)−max(Tn ◦N+(Q),Tn+Q(0)−1 ◦N−(Q)) . (2.10)
Sachant Q = {Q(t), t ∈ R}, nous sommes en mesure de construire les variables d’entre´e :
(A, s) = ϕ(Q). Nous allons prouver que
ϕ ◦ R(Q) = {−D−n+Q(0)+1, r−n+Q(0)+1, n ∈ Z} = R(D, r) .
Graˆce au lemme 2.1.1, nous ve´rifions, sans difficulte´, que
Tn ◦N+ ◦ R(Q) = −D−n−Q(0)+1, Tn+R(Q)(0)−1 ◦N− ◦ R(Q) = −A−n−Q(0)+2 .
En appliquant (2.10) au processus R(Q) et en tenant compte de (2.2), nous obtenons
Sn ◦ R(Q) = −A−n−Q(0)+1 − max(−D−n−Q(0)+1, −A−n−Q(0)+2 )
= r−n+Q(0)+1 .
Le processus Q est un processus de naissance et de mort stationnaire, donc re´versible :
R(Q) ∼ Q. Ceci entraˆıne que ϕ(Q) = (A, s) ∼ R(D, r) = ϕ ◦ R(Q). Par ailleurs, il est
clair que R(D, r) ∼ (D, r) car R(D, r) est un processus de Poisson homoge`ne de marques
i.i.d.
Ce the´ore`me comple`te le re´sultat de Burke [16], anticipe´ par Morse dans [69] et O’Brien dans
[72]. La preuve donne´e par Burke est analytique. L’argument de re´versibilite´ utilise´ plus
haut est duˆ a` Reich [82]. Le fait que le processus des instants de de´part d’une file M/M/1
soit un processus de Poisson de meˆme intensite´ que le processus des instants d’arrive´e, peut
se traduire en terme de point fixe pour l’ope´rateur associe´ a` la file ./M/1. Comme nous le
de´taillerons au chapitre 4, ce point fixe est unique [3] et attractif [70]. Un re´sultat, dans le
cas ge´ne´ral (service suivant une loi quelconque) a e´te´ e´tabli dans [64, 65, 81].
2.3 Pe´riodes d’activite´ et Chemins de Dyck
On s’inte´resse a` l’analyse des temps de service des clients d’une file M/M/1 stable et en
e´quilibre selon leurs positions dans une pe´riode d’activite´. On donne la loi d’un service
sachant que le client se trouve au de´but, a` la fin ou au milieu de la pe´riode d’activite´.
Ceci permet, au passage, de prouver que le processus des instants de de´but de service n’est
pas un processus de Poisson. On me`ne ensuite une e´tude plus fine. On exhibe une famille
de se´ries ge´ne´ratrices polynoˆmiales associe´es aux chemins de Dyck de longueur 2n et on
montre qu’il s’agit de la fonction de corre´lation des diffe´rents services dans une pe´riode
d’activite´ comportant n+1 clients. L’utilisation des proprie´te´s combinatoires de famille de
chemins pour e´tudier les pe´riodes d’activite´ de certains mode`les de file d’attente est une
technique classique [34, 46, 94].
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2.3.1 Chemins de Dyck
Nous commenc¸ons par rappeler quelques de´finitions et re´sultats sur les chemins de Dyck.
Les nombres de Catalan {Cn, n ∈ N} sont de´finis par
Cn =
1
2n+ 1
(
2n+ 1
n
)
=
1
n+ 1
(
2n
n
)
leur fonction ge´ne´ratrice est donne´e par
+∞∑
n=0
Cnx
n =
1−√1− 4x
2x
.
Les premiers nombres de Catalan sont C0 = 1, C1 = 1, C2 = 2, C3 = 5, C4 = 14, C5 =
42, C6 = 132, C7 = 429, . . . Ils apparaissent dans diffe´rents contextes [44, 92]. En particu-
lier, Cn est le nombre de chemins de Dyck de longueur 2n.
Un chemin de Dyck de longueur 2n est un chemin sur N× N partant de l’origine (0, 0) et
se terminant en (2n, 0) de pas (1, 1) ou (1,−1). Soit Dn l’ensemble des chemins de Dyck
de longueur 2n, remarquons que D0 = {(0, 0)}. Soit D<i>n l’ensemble des chemins de Dyck
de longueur 2n recoupant l’axe {(n, 0), n ∈ N} pour la premie`re fois (apre`s l’origine (0, 0))
au point (2i, 0), i ∈ {1, . . . , n}. Les ensembles D<i>n sont disjoints et Dn = ∪ni=1D<i>n .
En outre, on a D<i>n ≃ Di−1 ×Dn−i. L’identite´ (classique) Cn =
∑
i+j=n−1 CiCj est une
conse´quence imme´diate de la partition pre´ce´dente de Dn.
Nous de´finissons enfin deux familles de polynoˆmes sur les chemins de Dyck. Soit π ∈ Dn
et soit γj la droite d’e´quation y = x − 2j, pour j ∈ {0, . . . , n − 1}. Nous de´finissons αj la
longueur de l’intersection de γj et π (de manie`re e´quivalente αj +1 est le nombre de points
du re´seau communs a` π et γj). Soient les polynoˆmes Ppi et Rpi de´finis par
Ppi(y0, y1, . . . , yn−1) =
n−1∏
i=0
yαii
αi!
, Rpi(y0, y1, . . . , yn−1) =
n−1∏
i=0
yαii . (2.11)
Soient {Pn, n ∈ N} et {Rn, n ∈ N} ces deux familles de polynoˆmes de´finies par
Pn =
∑
pi∈Dn
Ppi, Rn =
∑
pi∈Dn
Rpi .
Nous ve´rifions aise´ment que Pn et Rn sont des polynoˆmes homoge`nes de degre´s n sur les
n variables y0, y1, . . . , yn−1.
Proposition 2.3.1. Les polynoˆmes {Pn, n ∈ N} satisfont a` l’e´quation de re´currence sui-
vante
Pn(y0, . . . , yn−1) =
∫ y0+y1
y1
Pn−1(y, y2, . . . , yn−1) dy . (2.12)
En de´veloppant la re´currence, on a
Pn(y0, . . . , yn−1) =
∫ y0
0
dx0
∫ y0+y1−x0
0
dx1 . . .
∫ y0+···+yn−1−(x0+···+xn−2)
0
dxn−1
=
∫ y0
0
dx0
∫ y1+x0
0
dx1 . . .
∫ yn−1+xn−2
0
dxn−1 . (2.13)
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Chemin de Dyck Polynoˆme Ppi Polynoˆme Qpi
π1 y
3
0/6 y
3
0
π2 (y
2
0/2)y1 y
2
0y1
π3 (y
2
0/2)y2 y
2
0y2
π4 y0(y
2
1/2) y0y
2
1
π5 y0y1y2 y0y1y2
Tab. 2.1 – Chemins de Dyck de longueur 6 et leurs polynoˆmes correspondants.
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De´monstration. Soit D
(i)
n le sous-ensemble de Dn dont les chemins (de longueur 2n)
commencent par i pas de type (1, 1) suivis d’un pas du type (1,−1) et soit P (i)n les
polynoˆmes de´finis par
∑
pi∈D(i)n Ppi =
yi0
i! P
(i)
n (y1, . . . , yn−1). Nous ve´rifions aise´ment que
Pn(y0, . . . , yn−1) =
∑n
i=1
yi0
i! P
(i)
n (y1, . . . , yn−1). Par conse´quent,∫ y0+y1
y1
Pn−1(y, y2, . . . , yn−1) dy =
n−1∑
i=1
1
(i+ 1)!
[(y0 + y1)
i+1 − yi+11 ]P (i)n−1(y2, . . . , yn−1)
=
n∑
j=1
yj0
j!
n−j∑
k=0
yk1
k!
P
(k+j−1)
n−1 (y2, . . . , yn−1) .
Graˆce a` la figure 2.3, nous remarquons que
P (j)n (y1, . . . , yn−1) =
n−j∑
k=0
yk1
k!
P
(k+j−1)
n−1 (y2, . . . , yn−1) ,
ce qui entraˆıne∫ y0+y1
y1
Pn−1(y, y2, . . . , yn−1) dy =
n∑
i=1
yi0
i!
P (i)n (y1, . . . , yn−1) = Pn(y0, . . . , yn−1) .
Enfin, graˆce a` (2.13), les polynoˆmes {Pn, n ∈ N} peuvent eˆtre interpre´te´s comme des
volumes (cf figure 2.4 pour n = 2 et n = 3).
2.3.2 Processus des instants de de´but de service
On s’inte´resse a` l’analyse des temps de service des clients d’une file M/M/1 stable et a`
l’e´quilibre, selon leur position dans une pe´riode d’activite´. On donne la loi d’un service
sachant que le client se trouve au de´but, a` la fin ou au milieu de la pe´riode d’activite´. Ceci
permet, au passage, de prouver que le processus des instants de de´but de service n’est pas
un processus de Poisson.
La suite des dure´es des pe´riodes d’activite´ et des pe´riodes de repos successives sont des
variables ale´atoires i.i.d., mutuellement inde´pendantes. La proprie´te´ sans me´moire de la loi
exponentielle (P(s0 > x+ y | s0 > y) = P(s0 > x)) implique que la dure´e d’une pe´riode de
repos suit une loi exponentielle de parame`tre λ. Pour ce qui est des pe´riodes d’activite´, la
distribution est plus complexe. Nous rappelons la loi de la longueur d’une pe´riode d’activite´
donne´e dans [20, Chapitre II.2.2] ou [94, Chapitre 1.2].
The´ore`me 2.3.2. La probabilite´ qu’une pe´riode d’activite´ B comporte (n + 1) clients est
donne´e par
P{|B| = n+ 1} = Cn λ
nµn+1
(λ+ µ)2n+1
, (2.14)
ou` Cn le n-ie`me nombre de Catalan.
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a) Chemin contribuant à  P
j 
k
(n-1)
b) Chemin contribuant à  Pj
(n)
k
k
Fig. 2.3 – Preuve de la proposition 2.3.1.
De´monstration. Le processus {Q(t), t ∈ R} est un processus de naissance et de mort en
temps continu, a` valeurs dans N, de ge´ne´rateur G tel que
Gn,n+1 = λ, n ≥ 0 ;Gn,n−1 = µ, n ≥ 1 ;Gn,m = 0, |n−m| ≥ 2 .
Soit {qn, n ∈ Z} la chaˆıne de Markov associe´e a` Q et restreinte a` ses instants de sauts. Plus
pre´cise´ment, soit J le processus ponctuel obtenu en superposant les processus des arrive´es
et des de´parts et {Jn, n ∈ Z} la suite de ses instants Tn(J) = Jn. Nous posons qn = Q(J−n ).
La matrice de transition de {qn, n ∈ Z} est donne´e par
g0,1 = 1; gi,i−1 =
µ
λ+ µ
; gi,i+1 =
λ
λ+ µ
, i ≥ 1; (2.15)
et gi,j = 0 sinon.
Une pe´riode d’activite´ est une excursion de {qn, n ∈ Z} de 0 jusqu’a` son premier retour
en 0. En utilisant les conventions du paragraphe 2.3.2, une pe´riode d’activite´ B comporte
n+ 1 clients si et seulement si
q0 = 0, qi > 0, i ∈ {1, · · · , 2n+ 1}, q2n+2 = 0 . (2.16)
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E´ve´nement Processus de charge Chemin associe´
Arrive´e du premier client.
Q
t
t
q
n
n -1
Arrive´e du deuxie`me client.
Q
t
t
q
n
n -1
De´part du premier client.
Q
t
t
q
n
n -1
Arrive´e du troisie`me client.
Q
t
t
q
n
n -1
Arrive´e du quatrie`me client.
Q
t
t
q
n
n -1
De´part du deuxie`me client.
Q
t
t
q
n
n -1
De´part du troisie`me client.
Q
t
t
q
n
n -1
De´part du quatrie`me client.
Q
t
t
q
n
n -1
Tab. 2.2 – Chemin de Dyck associe´ a` une pe´riode d’activite´.
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Fig. 2.4 – Les volumes en gris valent P2(y0, y1) (gauche) et P3(y0, y1, y2) (droite).
Sur l’e´ve´nement {q0 = 0, qi > 0, i ∈ {1, · · · , 2n + 1}, q2n+2 = 0}, le chemin (ale´atoire)
de pas successifs (i − 1, qi − 1), i ∈ {1, · · · , 2n + 1} est un chemin de Dyck (ale´atoire)
de longueur 2n. Nous l’appellerons le chemin de Dyck associe´ a` B (Tableau 2.2). Sur
l’e´ve´nement {|B| = n + 1}, les chemins de Dyck (associe´s) sont e´quiprobables. D’apre`s
(2.15), chacun a une probabilite´ λ
nµn+1
(λ+µ)2n+1
et il y a Cn chemins, d’ou` l’e´galite´ (2.14).
Soit δn la loi conditionnelle de la dure´e d’une pe´riode d’activite´ sachant que celle-ci com-
porte (n + 1) clients. Soit Ψδn(x) la transforme´e de Laplace de δn. D’apre`s [34], la trans-
forme´e de Laplace de la loi de la dure´e d’une pe´riode d’activite´, donne´e par
θ˜1(x) =
∫
e−xtP{la pe´riode d’activite´ B est de dure´e t}dt ,
est solution de l’e´quation X = (λ + µ + x − λX)−1, soit
θ˜1(x) =
λ + µ + x −
√
(λ + µ + x)2 − 4λ
2λ
. (2.17)
Comme θ˜1(x) =
∑
n≥0 Ψδn(x)P{|B| = n + 1}, en utilisant la fonction ge´ne´ratrice des
nombres de Catalan, on a
Ψδn(x) =
( λ + µ
λ + µ+ x
)2n+1
. (2.18)
On peut voir δn comme la somme de 2n + 1 variables ale´atoires i.i.d. de loi exponentielle
de parame`tre (λ+µ). En exploitant la proprie´te´ sans me´moire de la loi exponentielle, on a
s0 ∼ Exp(µ), s|B|−1 ∼ Exp(λ + µ) .
46
2.3. Pe´riodes d’activite´ et Chemins de Dyck
En outre, en remarquant le fait que {|B| = 1} = {s0 ≤ a0}, on obtient
L[s0 | |B| = 1] = Exp(λ+ µ), L[s0 | |B| > 1] = Exp(λ+ µ) ⋆ Exp(µ) . (2.19)
Notre but, dans la suite de cette section, est de calculer la loi d’un service situe´ au milieu
d’une pe´riode d’activite´, c’est-a`-dire un client qui n’est ni au de´but ni a` la fin de B. On
suppose que |B| > 2. Soit s∗ le service d’un client (ge´ne´rique) nume´ro ∗ et soit B la pe´riode
d’activite´ a` laquelle il appartient. Nous introduisons les e´ve´nements suivants :
Es = {∗ est le seul client de B}
Ep = {∗ est le premier client de B et |B| > 1}
Ed = {∗ est le dernier client de B et |B| > 1}
Em = {∗ est au milieu de B et |B| > 2} .
On voit clairement que ces e´ve´nements sont disjoints et que P{Es ∪ Ep ∪ Ed ∪ Em} = 1.
Comme les longueurs des pe´riodes d’activite´ successives sont i.i.d., nous en de´duisons les
relations suivantes
P{Ep} = P{Ed}, P{Ep} = P{|B| > 1}/E[|B|], P{Es ∪ Ep} = 1/E[|B|] .
D’apre`s (2.14), nous obtenons que P{|B| > 1} = λ/(λ + µ) et E[|B|] = µ/(µ − λ). Ceci
implique que
P{Es} = µ− λ
µ+ λ
, P{Ep} = P{Ed} = λ(µ− λ)
µ(µ+ λ)
, P{Em} = 2λ
2
µ(µ+ λ)
. (2.20)
Proposition 2.3.3. La transforme´e de Laplace de la loi conditionnelle de s∗ sachant Em
est donne´e par :
Ψs∗|Em(x) =
(2µ+ x)(µ+ λ)
2(µ+ x)(µ+ λ+ x)
. (2.21)
De´monstration. Comme s0 ∼ L[s∗ | Es ∪Ep] et s|B|−1 ∼ L[s∗ | Ed]. Nous en de´duisons que
Ψs∗(x) = P{Es ∪ Ep}Ψs∗|Es∪Ep(x) + P{Ed}Ψs∗|Ed(x) + P{Em}Ψs∗|Em(x)
= P{Es ∪ Ep}Ψs0(x) + P{Ed}Ψs|B|−1(x) + P{Em}Ψs∗|Em(x) .
Autrement dit,
µ
µ+ x
=
µ− λ
µ
µ
µ+ s
+
λ(µ− λ)
µ(µ+ λ)
µ+ λ
µ+ λ+ s
+
2λ2
µ(µ+ λ)
Ψs∗|Em(x) .
Apre`s simplification, nous obtenons la formule donne´e dans (2.21).
Posons b∗ la diffe´rence entre les deux instants de de´but de service de deux clients successifs
nume´rote´s ∗ et (∗+1) et soient B la pe´riode d’activite´ contenant le client ∗ et ν la pe´riode
de repos suivant B (ν ∼ Exp(λ)). Une conse´quence directe du the´ore`me 2.3.3 est que
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The´ore`me 2.3.4. Le processus des instants de de´but de service n’est pas un processus
de Poisson, contrairement au processus des instants de de´part (fin de service) qui est un
processus de Poisson d’intensite´ λ d’apre`s le the´ore`me de Burke 2.2.1 [16, 82].
De´monstration. D’apre`s (2.19), (2.20), on a L[b∗ | Em] = L[s∗ | Em] et
b∗1Es = (s0 + ν)1Es =⇒ L[b∗ | Es] = Exp(λ+ µ) ⋆ Exp(λ)
b∗1Ep = s01Ep =⇒ L[b∗ | Ep] = Exp(λ+ µ) ⋆ Exp(µ)
b∗1Ed = (s|B|−1 + ν)1Ed =⇒ L[b∗ | Ed] = Exp(λ+ µ) ⋆ Exp(λ) .
En tenant compte de (2.21), nous en de´duisons la transforme´e de Laplace de b∗ :
Ψb∗(x) =
λ(µ2(λ+ µ) + µ(2µ+ λ)x+ λx2)
µ(λ+ x)(µ+ x)(λ+ µ+ x)
. (2.22)
Nous ve´rifions que E[b∗] = 1/λ et que E[b2∗] =
λ3−µλ2+µ3+µ2λ
λ2µ2(λ+µ)
. En particulier, nous consta-
tons que E[b2∗] < E[d2∗] = 2/λ2, ou` d∗ repre´sente l’inter-de´part entre ∗ et ∗+ 1.
2.4 Loi d’un service au sein d’une pe´riode d’activite´
Dans [34], les auteurs entreprennent une e´tude syste´matique des processus de naissance
et de mort, en temps continu, en les associant a` des familles de chemins. Ils revisitent, a`
l’aide d’arguments combinatoires, les liens entre processus de naissance et de mort, frac-
tions continues et polynoˆmes orthogonaux, mis en e´vidence analytiquement par Karlin et
Mc Gregor dans [52, 51, 53]. Dans [46], les auteurs exploitent les liens entre les trajec-
toires du processus du nombre de clients Q et les chemins de Dyck pour calculer diffe´rentes
quantite´s e´manant de proble´matiques de te´le´communication. Notre e´tude repose sur cette
correspondance avec les chemins de Dyck, ne´anmoins les polynoˆmes {Pn, n ∈ Z} sont en
variables non-commutatives. Il paraˆıt donc difficile d’avoir une information aussi pre´cise
que dans [34].
Sur l’e´ve´nement {|B| = n + 1} et sachant que le chemin de Dyck associe´ est π ∈ Dn, la
puissance de yi−1 dans Ppi correspond au nombre de clients qui rejoignent le syste`me entre
le i-ie`me et le (i+1)-ie`me de´part. En combinant ces observations au fait que le temps entre
deux transitions successives de {Q(t), t ∈ R} (tant que le syste`me ne se vide pas) sont des
variables ale´atoires de loi Exp(λ+ µ), nous obtenons
The´ore`me 2.4.1. Sachant que la pe´riode d’activite´ est de longueur n + 1, la densite´
conditionnelle du vecteur ale´atoire (s0, . . . , sn) repre´sentant les temps de service des clients
successifs est
D(y0, . . . , yn) =
(λ+ µ)2n+1
Cn
e−(λ+µ)(y0+···+yn−1)Pn(y0, . . . , yn−1)e−(λ+µ)yn , (2.23)
ou` Pn est le polynoˆme de Dyck de degre´s n de´fini au paragraphe 2.3.1.
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De´monstration. Soient ∆n = {|B| = n+ 1} et E0, . . . , En une suite de bore´liens de R∗+,
P{si ∈ Ei, i = 0, . . . , n | ∆n} = P{si ∈ Ei, i = 0, . . . , n;∆n}
P{∆n} .
Posons Ln = λ
−nµ−(n+1)P{si ∈ Ei, i ∈ {0, . . . , n};∆n}, on a
Ln =
∫
Rn+1
dy0 . . . dyne
−(µ+λ)(y0+···+yn)
∫ y0
0
dx0
∫ y0+y1−x0
0
dx1 . . .
∫ y0+···+yn−1−(x0+···+xn−2)
0
dxn−1.
Nous concluons en utilisant (2.13).
Nous remarquons imme´diatement que le service du dernier client est inde´pendant des ser-
vices des autres clients et qu’il suit une loi Exp(λ+µ). Pour pouvoir commenter davantage
ce re´sultat, nous introduisons le vecteur ale´atoire (s˜0, . . . , s˜n) tel que
(s˜0, . . . , s˜n) ∼ L[(s0, . . . , sn) | |B| = n+ 1] .
Par un calcul direct, on a
Corollaire 2.4.2. La transforme´e de Laplace de (s˜0, . . . , s˜n) est donne´e par
Ψ(s˜0,...,s˜n)(x0, . . . , xn) = E[
n∏
i=0
e−xis˜i ] =
1
Cn
(
n−1∏
i=0
zi)Rn(z0, . . . , zn−1)zn , (2.24)
ou` zi =
λ+µ
λ+µ+xi
, ∀i ∈ {0, . . . , n} et Rn de´fini au paragraphe 2.3.1.
En d’autres termes, dans une pe´riode d’activite´ de longueur (n + 1), la loi conditionnelle
de (s0, . . . sn) est e´gale a` la loi de (s˜0, . . . s˜n) qu’on peut voir comme suit : la loi de s˜n est
Exp(λ+µ) inde´pendante de (s˜0, . . . , s˜n−1). Soit Π une variable ale´atoire uniforme´ment dis-
tribue´e sur Dn = {π1, . . . , πCn}. Sachant {Π = πi}, la variable ale´atoire s˜j est inde´pendante
des autres variables et elle suit la loi de la somme de kij variables ale´atoires de loi Exp(λ+µ)
ou` (kij − 1) correspond a` la puissance de yj dans Ppii (Tableau 2.1).
Soit Rn de´fini par
Rn(z0, . . . , zn−1) = Rn(z0, . . . , zn−1)× z0 . . . zn−1 .
De cette manie`re, en tenant compte du corollaire 2.4.2, nous parvenons a`
Ψ(s˜0,...,s˜n)(x0, . . . , xn) =
1
Cn
Rn(z0, . . . , zn−1).zn .
ou` zi =
λ+µ
λ+µ+xi
, ∀i ∈ {0, . . . , n}. Nous introduisons e´galement Ψs˜i(xi) = 1Cn R
(i)
n (zi) ou`
R(i)n (zi) = Rn(1, . . . , 1, zi, 1, . . . , 1) .
En utilisant, Dn ≃ ∪ni=1Di−1 ×Dn−i (paragraphe 2.3.1), on a
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Fig. 2.5 – L’application Ψ : Dn −→ Dn.
Proposition 2.4.3. Sur l’e´ve´nement {|B| = n+ 1}, on a, pour 0 < k ≤ n− 1,
R(k)n (zk) =
∑
i+j=n−k−1
R
(k)
i (zk)Cj +
k−1∑
l=0
R
(l)
n+l−k(zk), R
(k)
k (zk) = Ckzk ,
R(0)n (z0) =
∑
i+j=n−1
z0R
(0)
i (z0)Cj , R
(0)
0 (z0) = z0 ,
Remarque 2.4.4. Le tableau 2.3 donnant les lois des diffe´rents services pour une pe´riode
d’activite´ comportant 15 clients doit eˆtre lu de la manie`re suivante : pour {|B| = 15}, la
loi de s13 est
L[s13] =
1931540
C14
Exp(λ+ µ) +
742900
C14
Exp(λ+ µ) ⋆ Exp(λ+ µ)
Dans le tableau 2.3, nous constatons une relation simple entre la loi de s0 et s1, qui est
vraie en ge´ne´ral.
Proposition 2.4.5. Soit B une pe´riode d’activite´ ge´ne´rique, pour n ≥ 1 on a
L[s0 | |B| = n+ 1] = L[s1 | |B| = n+ 1] ⋆ Exp(λ+ µ) . (2.25)
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De´monstration. L’application Ψ : Dn −→ Dn de´finie par la figure 2.5 est une involution,
donc une bijection. Plus pre´cise´ment, e´tant donne´ un chemin de Dyck π ∈ Dn tel que
Rpi = y
k
1 .y0Q(y0, y2, . . . , yn−1) ,
alors Ψ(π) ∈ Dn est de´fini par RΨ(pi) = yk+10 Q(y1, y2, . . . , yn−1). En combinant ces obser-
vations avec le corollaire 2.4.2, on a le re´sultat recherche´.
De nombreux mode`les de files d’attente (la file M/M/K/∞, la file M/M/∞ ou la file
M/M/K/L (K ≤ L <∞)) ont leurs processus de nombre de clients qui sont des processus
de naissance et de mort. Dans chacun des cas, e´tant donne´e une pe´riode d’activite´ ge´ne´rique
contenant n + 1 clients, nous pouvons lui associer un chemin de Dyck de longueur 2n.
Ne´anmoins, ces chemins de Dyck ne sont plus e´quiprobables, ce qui rend difficile l’obtention
de formule simple pour les lois jointes des services dans l’esprit du the´ore`me 2.4.1.
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M
/
M
/
1
8
38760
15504
9316
6040
3895
2355
1221
428
0
0
0
0
0
0
0
9
15504
5508
2960
1686
916
426
132
0
0
0
0
0
0
0
0
10
5508
1700
790
374
154
42
0
0
0
0
0
0
0
0
0
11
1700
440
167
59
14
0
0
0
0
0
0
0
0
0
0
12
440
90
25
5
0
0
0
0
0
0
0
0
0
0
0
13
90
13
2
0
0
0
0
0
0
0
0
0
0
0
0
14
13
1
0
0
0
0
0
0
0
0
0
0
0
0
0
15
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
7
87210
38760
25500
18220
13215
9365
6215
3575
1430
0
0
0
0
0
0
s0
s1
s2
s3
s4
s5
s6
s7
s8
s9
s10
s11
s12
s13
s14
1
0
742900
950912
1068484
1152464
1220532
1280592
1337220
1393848
1453908
1521976
1605956
1723528
1931540
2674440
2
742900
742900
742900
742900
742900
742900
742900
742900
742900
742900
742900
742900
742900
742900
0
3
742900
534888
476102
442510
418200
398180
380162
362738
344720
324700
300390
266798
208012
0
0
4
534888
326876
268090
234498
210188
190168
172150
154726
136708
116688
92378
58786
0
0
0
5
326876
177650
135660
111792
94632
80618
68144
56264
44252
31382
16796
0
0
0
0
6
177650
87210
62016
47872
37862
29854
22924
16588
10582
4862
0
0
0
0
0
TAB.  2.3  -  Loi des services dans une période d'activité de longueur 15.
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Nous nous inte´ressons dans ce chapitre aux liens existant entre deux mode`les de files d’at-
tente. Le premier n’est rien d’autre que le mode`le classique de file d’attente a` un serveur
de´crit au chapitre 2. Le second moins classique peut eˆtre vu comme une file d’attente en
temps discret avec des paquets d’arrive´es et des paquets de de´parts. Il est e´tudie´ dans [12].
Pour e´viter toute confusion entre les deux mode`les, nous de´finirons le deuxie`me mode`le,
non plus comme une file d’attente, mais comme un mode`le de stockage.
Nous pre´sentons dans la premie`re partie de ce chapitre un mode`le abstrait constitue´ d’une
file d’attente et d’un mode`le de stockage couple´s d’une fac¸on assez naturelle. Dans ce
mode`le, nous pouvons voir notre syste`me comme un ope´rateur Φ qui transforme les va-
riables d’entre´e (A, s) en variables de sortie (D, r) = φ(A, s) = (φ1(A, s), φ2(A, s)) : φ1 et
φ2 donnant les de´parts respectivement de la file d’attente et du mode`le de stockage. En
supposant que les arrive´es et les services suivent des lois ge´ome´triques et que la condition
de stabilite´ est ve´rifie´e, nous prouvons une version jointe du the´ore`me de Burke a` l’image
des paragraphes 1.1.2 et 2.2.
Dans la deuxie`me partie de ce chapitre, nous explorons une deuxie`me facette de la
dualite´ entre file d’attente et mode`le de stockage qui se manifeste a` travers l’algo-
rithme de Robinson-Schensted-Knuth. Plus pre´cise´ment, nous conside´rons un syste`me de k
files/magasins en tandem en re´gime transitoire. En s’inspirant des ide´es de´veloppe´es dans
[11, 75], nous montrons que les de´parts du syste`me de files d’attente en tandem et de la
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se´rie de magasins en tandem donnent respectivement la longueur de la plus longue et de
la plus courte ligne d’un tableau de Young obtenu en appliquant l’algorithme RSK au mot
ω associe´ aux variables d’entre´e de notre mode`le.
Ce chapitre reprend les travaux figurant dans [30, 31].
3.1 File ././1 et Mode`le de Stockage
Nous nous inte´ressons au mode`le de´crit au paragraphe 2.1 en temps discret. L’e´tude des
syste`mes de files d’attente en temps discrets n’a rec¸u que peu d’inte´reˆt dans la litte´rature.
Ne´anmoins, certains livres [15, 60, 95] se sont inte´resse´s a` ces mode`les qui s’ave`rent impor-
tant dans l’e´tude de certains syste`mes de communication tel l’ATM.
3.1.1 File Ge´o/Ge´o/1
Plus pre´cise´ment, soit A un processus ponctuel de Bernoulli de parame`tre p ∈ (0, 1), c’est-
a`-dire : le temps est discret et a` chaque instant n ∈ Z, un client arrive avec une probabilite´
p et ceci est inde´pendant de ce qui se passe dans les autres instants. Comme au paragraphe
2.1, nous de´finissons A = {An, n ∈ Z} avec A0 ≤ 0 < A1 et an = An+1 − An. La suite
{an , n ≥ 1} est une suite i.i.d. de variables ale´atoires ge´ome´triques sur N∗ de parame`tre
p (∀k ∈ N∗, P (a1 = k) = (1 − p)k−1p, on notera L(an) = Ge´o(p)). Soit {sn, n ∈ Z} une
suite i.i.d. de variables ale´atoires ge´ome´triques sur N∗, Ge´o(q), de parame`tre q ∈ (0, 1),
inde´pendante de A. On suppose p < q (condition de stabilite´).
Nous nous proposons de prouver une version discre`te du the´ore`me de Burke. Comme pour
la file avec services inutilise´s (paragraphe 1.1.2), les trajectoires du processus des nombres
de clients Q ne rece`lent pas assez d’informations pour reconstruire les variables d’entre´e
(A, s). Pour y reme´dier, nous pre´sentons une approche base´e sur la version comple´te´e du
processus de charge W de´finie dans (2.6), dont nous donnons une nouvelle expression.
Commenc¸ons par de´finir les fonctions (ale´atoires) ca`dla`g fn, gn : Ω× R → R, par
fn(t) =

0 if t < An
Dn − t if An ≤ t ≤ Dn
0 if t > Dn
, gn(t) =

0 if t < An
t−An if An ≤ t ≤ Dn
0 if t > Dn
.
Les processus (duaux) W et W pre´sente´s a` la figure 2.1 peuvent eˆtre rede´finis comme suit :
W (t) =
∨
n∈Z
fn(t), W (t) =
∨
n∈Z
gn(t) , (3.1)
ou`
∨
n∈Z de´signe le maximum pour n ∈ Z. Nous ve´rifions, en effet, que W (t) est bien la
quantite´ de services a` traiter par le serveur a` l’instant t, et W = {W (t), t ∈ R} est donc le
processus de charge de´fini a` l’e´quation (2.6). Le processus W = {W (t), t ∈ R} est le dual
du processus W , (figures 2.1 et 3.1). En examinant ensemble les processus W et W , nous
avons une version comple´te´e du processus de charge. Conside´rons le processus P = (W,W )
et de´finissons R(P ) = (R(W ),R(W )). Connaissant P , nous pouvons, a` l’image de la preuve
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du the´ore`me de Burke (paragraphe 2.2), reconstruire les variables d’entre´e : (A, s) = ψ(P ).
De plus, nous constatons que R(D, r) = Ψ ◦ R(P ). Le lemme suivant est crucial pour la
preuve de la version discre`te du the´ore`me de Burke.
Lemme 3.1.1. Le couple forme´ par le processus de charge W et son dual W est re´versible,
c’est-a`-dire : (W,W ) ∼ (R(W ),R(W )).
De´monstration. Les processus W et W sont des processus stationnaires (en temps) et
ergodiques. Nous pouvons voir une pe´riode de repos comme la pe´riode de dure´e maximale
pendant laquelle W (t) = 0 (ou de manie`re e´quivalente, W (t) = 0). Une pe´riode d’activite´
est un intervalle de temps se´parant deux pe´riodes de repos. Nous pouvons de la sorte
partitioner R a` l’aide d’une suite alternant pe´riodes d’activite´ et pe´riodes de repos.
Soient {in, n ∈ Z} et {bn, n ∈ Z} respectivement les longueurs des pe´riodes de repos et des
pe´riodes d’activite´ successives. Les suites {in, n ∈ Z} et {bn, n ∈ Z} sont inde´pendantes et
i.i.d. De plus, graˆce a` la proprie´te´ sans me´moire de la distribution ge´ome´trique, la variable
in est une variable ale´atoire ge´ome´trique sur N
∗ de parame`tre p. Ainsi, pour prouver la
re´versibilite´ de (W,W ), il nous suffira de montrer la re´versibilite´ pour une unique pe´riode
d’activite´. Pour ce faire, nous allons introduire un processus annexe Z.
Conside´rons une pe´riode d’activite´ comportant k clients nume´rote´s de 1 a` k. Nous
de´finissons (a` une translation pre`s) les suites {Bn, n ∈ Z} et {Cn, n ∈ Z} par
Cn = Bn + sn, Bn+1 = Cn + an .
Nous posons
Z(B1) = 0, Z(t) =
{
Z(Bn) + (t−Bn) si t ∈ [Bn, Cn[[
Z(Cn)− (t− Cn)
]+
si t ∈ [Cn, Bn+1[
. (3.2)
Pour tout n ∈ Z, on a dZ/dt = 1 sur [Bn, Cn[ et on a dZ/dt = (−1)1Z>0 sur [Cn, Bn+1[.
En conside´rant la figure 3.1, le lecteur peut se convaincre que le processus Z est en bijection
avec (W,W ), et que le processus R(Z) est en bijection avec (R(W ),R(W )), le processus Z
e´tant obtenu par juxtaposition de W et W .
Pour prouver la re´versibilite´ de (W,W ) sur une pe´riode d’activite´ donne´e, il nous suffira
de prouver la re´versibilite´ de Z. Nous appellerons Z le processus zig-zag. Ce processus
(re´versible bien qu’il ne soit pas Markovien) a e´te´ introduit dans un contexte diffe´rent dans
[47].
Le processus zig-zag Z peut eˆtre identifie´ avec les longueurs de ses intervalles de croissance
et de de´croissance. Soit (l1, . . . , l2k) ∈ (N∗)2k, avec
∑
i l2i =
∑
i l2i+1 = L, les longueurs
de ces intervalles (la longueur totale des pe´riodes de croissance doit eˆtre e´gale a` celle des
pe´riodes de de´croissance). Les variables {sn, n ∈ Z} et {an, n ∈ Z} e´tant ge´ome´triques de
parame`tres respectifs q et p, on a
P
{
Z = (l1, . . . , l2k)
}
= (1− p)l1−1p(1− q)l2−1q · · · (1− p)l2k−1−1p(1− q)l2k−1
= (1− p)L−kpk(1− q)L−kqk−1 .
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Fig. 3.1 – Processus de charge, son dual et le processus zig-zag
Ainsi, e´tant donne´s L et k, les diffe´rentes trajectoires de Z sont e´quiprobables. Cette
proprie´te´ est he´rite´e, par renversement du temps, par le processus R(Z). Ce qui entraˆıne
le re´sultat voulu.
Nous sommes maintenant en mesure de prouver un analogue en temps discret du the´ore`me
2.2.1. Ce re´sultat est une ge´ne´ralisation du the´ore`me de Burke en temps discret pre´sente´
dans [17].
The´ore`me 3.1.2. Le processus (D, r) est un processus de Bernoulli marque´ d’intensite´ p
inde´pendant de ses marques r. La suite de variables ale´atoires {rn, n ∈ Z} est une suite
i.i.d. suivant une loi ge´ome´trique sur N∗ de parame`tre q.
De´monstration. Rappelons que (A, s) = ψ(W,W ) et R(D, r) = ψ ◦R(W,W ). Par le lemme
3.1.1, on a
(A, s) = ψ(W,W ) ∼ ψ ◦ R(W,W ) = R(D, r) .
Ceci entraˆıne que (D, r) ∼ R(A, s) ∼ (A, s), ou` la dernie`re e´quivalence de´coule du fait que
(A, s) est un processus de Bernoulli de marque i.i.d. donc re´versible.
Ce re´sultat est l’analogue discret du the´ore`me de Burke e´nonce´ au paragraphe 2.2, l’asser-
tion D ∼ A repre´sente un re´sultat original et l’assertion r ∼ s figure dans [12], nous avons
propose´ ici une preuve plus simple base´e sur la re´versibilite´.
3.1.2 Mode`le de Stockage
Nous nous inte´ressons dans ce paragraphe au mode`le de file d’attente pre´sente´ dans [12].
Dans leur papier, Bedekar et Azizoglu conside`rent le syste`me comme une file d’attente avec
des paquets d’arrive´e (batch arrivals), pour e´viter toute confusion avec les files d’attente
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pre´sente´es aux chapitres 1 et 2, nous en donnons une nouvelle interpre´tation en terme de
mode`le de stockage. Dans ce cadre, la suite r peut eˆtre vue comme le processus des de´parts
du mode`le de stockage.
Plus pre´cise´ment, un produit est fourni, vendu et stocke´ dans un magasin de la manie`re
suivante. Le temps e´tant discret, a` chaque instant n ∈ Z une quantite´ de ce produit
est fournie et une autre est demande´e par des acheteurs potentiels. Le principe e´tant de
parvenir a` satisfaire toute la demande. La demande non satisfaite a` un instant n est perdue
alors que les quantite´s non vendues sont stocke´es pour la suite.
Soit sn la quantite´ fournie (Supplied) au slot n + 1, et soit an la quantite´ de P re´clame´e
(Asked) au meˆme slot. Les variables de´finies dans (2.2)-(2.7) peuvent eˆtre interpre´te´es dans
ce contexte :
• wn est le niveau de stock a` la fin du slot n, e´voluant selon l’e´quation de Lindley ;
• rn est la demande satisfaite au slot n+ 1 de´finie a` l’e´quation (2.2) ; c’est la quantite´ du
produit qui quitte le magasin au slot n+ 1.
Les processus D et Q n’ont pas d’interpre´tation naturelle dans ce mode`le. Nous re´sumons
l’e´volution du mode`le de stockage dans la figure 3.2. Le choix des indices (sn, an, rn, pour
le slot n+ 1) traduit un souci de clarte´ dans les e´quations donne´es au paragraphe 2.1.
nw
a rs s a r
wn+1
     slot n slot n+1
n-1 n-1n-1 n n n
Fig. 3.2 – Le mode`le de Stockage
Il est crucial de remarquer que bien que les variables d’entre´e dans les mode`les (File
d’attente et Mode`le de stockage) soient les meˆmes, les variables de sortie inte´ressantes
sont diffe´rentes. Nous nous inte´ressons, dans chacun des deux mode`les, aux variables
repre´sentant les de´parts. Dans le cas de la file d’attente, celles-ci sont donne´es par les
instants {Dn, n ∈ Z} et pour le mode`le de stockage, ce sont les variables {rn, n ∈ Z}.
3.2 Marches ale´atoires ordonne´es
Nous reprenons les techniques de calcul pre´sente´es au paragraphe 1.1.3. Le but e´tant de
donner une repre´sentation non-conditionne´e de marches ale´atoires ordonne´es. Ne´anmoins,
les de´calages d’indices ne nous permettent pas de retrouver une formulation e´quivalente au
the´ore`me de Pitman.
Commenc¸ons par e´tablir le lemme suivant :
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Lemme 3.2.1. La suite des temps d’attente (renverse´e en temps) R(w) ve´rifie une
re´currence analogue a` l’e´quation de Lindley (2.5),
wn = (wn+1 + rn − dn−1)+ . (3.3)
De´monstration. Par (2.2)-(2.7), on a
dn = an − wn + wn+1 − sn + sn+1, rn = sn − wn+1 + wn .
Par conse´quent, on ve´rifie que wn+1 + rn − dn−1 = wn−1 + sn−1 − an−1. En prenant le
maximum avec 0 des deux coˆte´s de l’e´galite´ pre´ce´dente et en utilisant l’e´quation de Lindley,
on a
(wn+1 + rn − dn−1)+ = wn .
Proposition 3.2.2. Soient {an, n ∈ N∗} et {sn, n ∈ N∗} deux suites de variables ale´atoires
i.i.d. et mutuellement inde´pendantes de lois respectivement Ge´o(p) et Ge´o(q) avec p < q,
on a
L[(
n∑
i=1
ai,
n∑
i=1
si) |
k∑
i=1
ai ≥
k+1∑
i=1
si, ∀k ≥ 0] ∼ L[( max
1≤j≤n
{
j∑
i=1
ai+
n+1∑
i=j+1
si}, min
1≤j≤n
{
j∑
i=2
si+
n∑
i=j+1
ai})].
De´monstration. Soit vn = wn + sn = wn+1 + rn (le temps de se´jour du client n). En
de´veloppant (3.3), nous obtenons
vn = wn+1 + rn = sup
k≥n−1
{
k+1∑
i=n
ri −
k∑
i=n
di} . (3.4)
De la meˆme manie`re qu’au paragraphe 1.1.3 , remarquons que sur l’e´ve´nement {v1 = 0},
on a
n∑
i=1
di =
n∑
i=1
ai + max
1≤j≤n
{
n+1∑
i=j+1
si −
n∑
i=j+1
ai} = max
1≤j≤n
{
j∑
i=1
ai −
n+1∑
i=j+1
si} ,
et
n∑
i=1
ri =
n∑
i=2
si − max
1≤j≤n
{
n∑
i=j+1
si −
n∑
i=j+1
ai} = min
1≤j≤n
{
j∑
i=2
si −
n∑
i=j+1
ai} .
En de´finitive, nous avons prouve´ que
n∑
i=1
di = max
1≤j≤n
{
j∑
i=1
ai +
n+1∑
i=j+1
si},
n∑
i=1
ri = min
1≤j≤n
{
j∑
i=2
si +
n∑
i=j+1
ai} . (3.5)
En appliquant le the´ore`me 3.1.2, la loi de {(∑ni=1 ai, ∑ni=1 si), n ∈ N} sachant {∑ki=1 ai ≥∑k+1
i=1 si}, pour tout k ≥ 0 est e´gale a` celle de {(
∑n
i=1 di,
∑n
i=1 ri), n ∈ N} sachant
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que {∑ki=1 di ≥ ∑k+1i=1 ri}, pour tout k ≥ 0. Graˆce a` (3.4), l’e´ve´nement {∑ki=1 di ≥∑k+1
i=1 ri, ∀k ≥ 0} est e´gal a` {v1 = 0}. Nous concluons en tenant compte de (3.5) et
en remarquant que les suites {ai , i ≥ 1} et {si , i ≥ 2} sont inde´pendantes de l’e´ve´nement
{v1 = 0}.
La proposition 3.2.2 peut eˆtre e´tendue au cas limite ou` E[a1] = E[s1] et e´galement au cas ou`
les lois ge´ome´triques sont remplace´es par des lois exponentielles en appliquant le the´ore`me
2.2.1 au lieu du the´ore`me 3.1.2. Nous pouvons e´galement donner une repre´sentation dans
le cas ou` nous avons k marches ale´atoires. Pour ce faire, nous pouvons adapter, a` notre
contexte particulier, les me´thodes utilise´es dans [78, 61, 47]. Les formules sont, ne´anmoins,
plus complique´es que dans le cas des lois de Bernoulli (paragraphe 1.2.1).
3.3 Files/Magasins en tandem
Nous conside´rons la dynamique de files d’attente et de mode`les de stockage en tandem, dans
le cas transient ou sature´. Plus pre´cise´ment, soit le mode`le de´crit au chapitre 2 (paragraphe
2.1) avec l’hypothe`se w0 = A0 = s0 = 0, ce qui entraˆıne D0 = r0 = 0, et restreignons nous
aux clients 1 et ses successeurs, respectivement aux slots de temps apre`s 1.
Nous pouvons voir ce mode`le en terme de files d’attente. Dans ce cas, nous pouvons voir les
arrive´es comme les de´parts d’une file d’attente virtuelle ayant un nombre infini de clients
a` l’instant 0 (nume´rote´s sur N). Le temps de service du client n a` la file virtuelle est an−1.
Ce syste`me est un mode`le sature´ de deux files en tandem. Dans le cadre du mode`le de
stockage, nous pouvons voir les quantite´s fournies comme e´tant les de´parts d’un magasin
virtuel a` la fin du slot 0. Dans le magasin virtuel, le stock est infini et la demande au slot
n est sn. Ce syste`me est un mode`le sature´ de deux magasins en tandem.
Nous allons maintenant incorporer ces deux mode`les en un seul. Nous de´signerons par
file/magasin 1 le premier syste`me virtuel et par file/magasin 2 l’autre. Soit u(n, 1) = an−1
et u(n, 2) = sn, pour n ≥ 1.
Le mode`le en tandem sature´ est comple`tement de´termine´ par la donne´e des variables
d’entre´e {u(n, i), n ∈ N∗, i = 1, 2}. Ces variables repre´sentent les services (respectivement
les demandes) pour le mode`le de files en tandem (respectivement le mode`le de magasins
en tandem). Dans le tableau suivant, nous re´sumons la description pre´ce´dente dans le cas
de deux files/magasins en tandem, sature´s.
Client / slot 1 2 · · · n
File 2 / Magasin (Virtuel) 1 u(1, 2) = s1 u(2, 2) = s2 u(n, 2) = sn
File (Virtuelle) 1 / Magasin 2 u(1, 1) = a0 u(2, 1) = a1 u(n, 1) = an−1
En ge´ne´ral, u(n, i) est le service du client n a` la file i, et la demande au slot n du magasin
3− i. En d’autres termes, les e´le´ments (files ou magasins) associe´s a` une suite {u(n, i), n ∈
N∗}, i = 1, 2 sont attribue´s en ordre inverse pour le mode`le de files/magasins en tandem.
Ceci est illustre´ a` la figure 3.3, pour k = 2. Pour le mode`le de stockage, il y a un de´calage
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dans la nume´rotation des slots : la quantite´ partant du magasin 1 au slot n n’arrive au
magasin 2 qu’a` l’instant n + 1. Cette convention traduit l’e´volution discre`te du syste`me.
Durant un slot, il y a d’abord les quantite´s qui arrivent au magasin ; ensuite, une quantite´
du produit P est demande´e ; enfin, nous assistons aux de´parts (figure 3.2).
Nous pouvons naturellement e´tendre ce mode`le au cas de k files/magasins sature´s en
tandem. Ce mode`le est de´fini par la famille des variables {u(i, j), i ∈ N∗, j ∈ {1, . . . , k}} a`
valeurs dans N∗.
Pour le mode`le de files d’attente :
(i) a` l’instant 0, la file 1 contient un nombre infini de clients, en attente, nume´rote´s sur N∗
et les autres files sont vides ;
(ii) u(i, j) est le temps de service du client i a` la file j ;
(iii) l’instant de de´part du client n de la file i est l’instant d’arrive´e de ce dernier a` la file
i+ 1.
Pour le mode`le de stockage :
(i) a` la fin du slot 0, le magasin 1 a des re´serves infinies et les autres magasins sont vides ;
(ii) la quantite´ u(i, k + 1− j) repre´sente la demande au slot i du magasin j ;
(iii) la quantite´ partant au slot i du magasin j est la quantite´ qui est fournie au slot i+ 1
au magasin j + 1.
Ces mode`les sont illustre´s a` la figure 3.3.
u(.,1) u(.,2) u(.,k)
File  2 
Magasin k-1Magasin k
  File  1 File  k
Magasin 1
Fig. 3.3 – Files et magasins en ordre oppose´
3.3.1 De´parts d’un syste`me de files d’attente en tandem
Notons D(n, k) le temps de de´part du client n de la file k. Pour que le client n commence
son service a` la k-ie`me file, deux conditions doivent eˆtre satisfaites. D’une part, le client n
doit avoir quitte´ la file k − 1 et d’autre part le client n − 1 doit avoir quitte´ la file k. Ce
qui nous permet d’e´crire la relation de re´currence suivante :
D(n, k) = max(D(n, k − 1), D(n− 1, k)) + u(n, k) . (3.6)
Nous prendrons la condition au bord suivante : D(n, 0) = D(0, k) = 0, pour tout n, k ≤ 0 ;
qui correspond au syste`me sature´, c’est-a`-dire telle que tous les clients nume´rote´s sur N∗
soient pre´sents a` l’instant t = 0. En de´veloppant (3.6), on obtient
D(n, k) = max
pi∈Π(n,k)
S(π) ,
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ou` Π(n,k) est l’ensemble des chemins croissants sur Z
2 allant de (1, 1) a` (n, k) dont les
pas successifs sont de la forme (0, 1) ou (1, 0). La quantite´ S(π) est le poids du chemin π
c’est-a`-dire
S(π) =
∑
(i,j)∈pi
u(i, j) .
Nous nous inte´ressons, dans un premier temps, au re´gime asymptotique lorsque k tend vers
l’infini, avec n borne´e. Nous supposons que les variables ale´atoires {u(i, j), i, j ∈ N} sont
i.i.d. de variance finie Vu(i, j)2 <∞. Un re´sultat duˆ a` Glynn et Whitt dans [41], donne la
loi limite de D(n,k)−kEu(1,1)√
kVu(1,1)
, en fonction d’un mouvement brownien.
The´ore`me 3.3.1. [41] Le processus {D(n,k)−kEu(1,1)√
kVu(1,1)
, n ∈ N∗} converge en loi, lorsque k
tend vers l’infini, vers le processus
{ max
0=t0<t1<...tn=1
n−1∑
i=0
[Bi(ti+1)−Bi(ti)], n ∈ N∗} ,
ou` le processus (B1, . . . , Bn) est un mouvement brownien standard sur R
n.
Il n’est pas difficile de voir qu’un chemin allant de (1, 1) a` (n, k) pour k grand consiste
en k paliers horizontaux, ou` deux paliers successifs sont se´pare´s par un pas horizontal (fi-
gure 3.4). En utilisant le the´ore`me de Donsker [83], nous pouvons nous convaincre que les
sommes des poids centre´s, renormalise´s sur les diffe´rents paliers horizontaux sont approxi-
mativement l’incre´ment d’un mouvement brownien sur R inde´pendant des autres paliers.
1
1 k
n
k t1 k t2 k tn-1
Fig. 3.4 – The´ore`me Central Limite pour l’instant de de´part d’une se´rie de files en tandem
Posons M =
∑n
i=1
∑k
j=1 u(i, j), nous pouvons de´finir le mot ω ∈ {1, . . . , k}M , avec
ω = ω1 . . . ωn, avec ωi = 1 · · · 1︸ ︷︷ ︸ 2 · · · 2︸ ︷︷ ︸ · · · k · · · k︸ ︷︷ ︸
u(i, 1) u(i, 2) · · · u(i, k)
. (3.7)
Nous de´finissons la plus longue sous-suite croissante de ω comme le plus long sous-mot
croissant (au sens large) de ω, appelons l(n, k) la longueur de cette plus longue sous-suite
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croissante. Pour obtenir la plus longue sous-suite croissante sur ω, commenc¸ons par la fin
du mot ω. D’abord, les u(n, k) apparitions de k dans ωn y figurent. Ensuite, deux cas se
pre´sentent :
1. nous prenons encore des k dans ω1 . . . ωn−1 pour comple´ter la sous-suite croissante
dans ce cas la longueur de la plus longue sous-suite croissante est l(n−1, k)+u(n, k) ;
2. nous ne prenons plus de k, autrement dit nous regardons la plus longue sous-suite
croissante dans {1, . . . , k− 1} sur ω1 . . . ωn, c’est-a`-dire la longueur de la plus longue
sous-suite croissante de ω est l(n, k − 1) + u(n, k) ;
La suite {l(i, j), 1 ≤ i ≤ n, 1 ≤ j ≤ k} ve´rifie la relation de re´currence suivante
l(n, k) = max(l(n, k − 1), l(n− 1, k)) + u(n, k) .
Par conse´quent, l(n, k) ve´rifie la meˆme relation de re´currence que D(n, k) et nous ve´rifions
sans grandes difficulte´s que nous avons les meˆmes conditions au bord, ainsi l(n, k) =
D(n, k).
Un re´sultat classique [59], relie la plus longue sous-suite sur un mot ω avec la longueur de la
premie`re ligne du tableau de Young obtenu en appliquant l’algorithme RSK, avec insertion
en ligne, au mot ω. En tenant compte de cette remarque et en utilisant les re´sultats du
premier chapitre, on a D(n, k) = λ1(ω).
3.3.2 De´parts d’un syste`me de magasins en tandem
Soit r(n, k) la quantite´ de produit quittant le magasin k au slot n et w(n, k) la quantite´
restant en stock a` la fin du slot n, dans le magasin k. Au slot n + 1, il y a la quantite´
w(n, k) + r(n− 1, k− 1) qui arrive au magasin k, la quantite´ r(n, k) qui part et la quantite´
w(n+ 1, k) qui est stocke´e pour le slot n+ 2, soit
r(n, k) = r(n− 1, k − 1) + w(n, k)− w(n+ 1, k) , (3.8)
En tenant compte de la dynamique de´crite au paragraphe 3.1.2, nous pouvons re´e´crire
l’e´quation de Lindley comme suit,
w(n+ 1, j) =
[
w(n, j) + r(n− 1, j − 1)− u(n, k + 1− j)]+
= max
1≤m≤n
[
n−1∑
i=m
(r(i, j − 1)−
n∑
i=m+1
u(i, k + 1− j))] .
A l’image de ce que nous avons prouve´ au paragraphe pre´ce´dent, nous de´sirons maintenant
exprimer R(n, k), la quantite´ totale quittant le syste`me de k magasins en tandem au bout
de n unite´s de temps, en fonction de λk, la longueur de la plus courte ligne du tableau de
Young obtenu a` partir du mot ω. Pour ce faire, nous allons introduire Π˜, l’ensemble des
chemins sur Z2 allant de l’un des points {(1+ i, k− i), i = 0, . . . , k−1} a` l’un des points de
{(n− j, 1 + j), j = 0, . . . , n− 1} avec des pas du type (1 + i,−i), i ≥ 0 (cf figure 3.5). Pour
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prouver que R(n, k) = λk, nous allons proce´der en deux e´tapes, d’une part nous montrons
que
R(n, k) = min
pi∈Π˜
S(π) ,
et d’autre part que
λk = min
pi∈Π˜
S(π) .
Lemme 3.3.2. La quantite´s (cumule´e) R(n, k) de produit quittant le magasin k jusqu’a`
l’instant n est donne´e par
R(n, k) = min
pi∈Π˜
S(π) .
De´monstration. Pour n ≥ k, on a
r(n, k) = r(n− 1, k − 1) + w(n, k)− w(n+ 1, k)
= r(n− 2, k − 2) + w(n− 1, k − 1)− w(n, k − 1) + w(n, k)− w(n+ 1, k)
= r(n− k + 1, 1) +
k−2∑
i=0
[
w(n− i, k − i)− w(n− i+ 1, k − i)]
= u(n− k + 1, k) +
k−1∑
i=0
[
w(n− i, k − i)− w(n− i+ 1, k − i)] .
Ainsi, en remarquant qu’il n’y a pas de de´parts du magasin k avant l’instant k (le temps
qu’il faut au produit pour atteindre ce magasin vide au de´part), c’est-a`-dire que
R(n, k) =
n∑
i=1
r(i, k) =
n∑
i=k
r(i, k) .
Nous en de´duisons que
R(n, k) =
n∑
i=k
u(i− k + 1, k) +
n∑
i=k
k−1∑
j=0
w(i− j, k − j)− w(i− j + 1, k − j)
=
n−k+1∑
i=1
u(i, k) +
k−1∑
j=0
n∑
i=k
w(i− j, k − j)− w(i− j + 1, k − j)
=
n−k+1∑
i=1
u(i, k) +
k−1∑
i=0
w(k − i, k − i)− w(n− i+ 1, k − i) .
On rappelle que w(i, i) = 0, pour tout i ≥ 1. Soit
R(n, k) =
n−k+1∑
i=1
u(i, k) +
k∑
i=1
w(i, i)−
k∑
i=1
w(n− k + i+ 1, i)
=
n−k+1∑
i=1
u(i, k)−
k∑
i=1
w(n− k + i+ 1, i) . (3.9)
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Par conse´quent, en posant A = w(n+ 1, k) + w(n, k − 1), on a
A = max
1≤i1≤n
[n−1∑
i=i1
r(i, k − 1)−
n∑
i=i1+1
u(i, 1)
]
+ w(n, k − 1)
= max
1≤i1≤n
[n−1∑
i=i1
[r(i− 1, k − 2) + w(i, k − 1)− w(i+ 1, k − 1)]−
n∑
i=i1+1
u(i, 1)
]
+ w(n, k − 1)
= max
1≤i1≤n
[ n−2∑
i=i1−1
r(i, k − 2) + w(i1, k − 1)− w(n, k − 1)−
n∑
i=i1+1
u(i, 1)
]
+ w(n, k − 1)
= max
1≤i1≤n
[ n−2∑
i=i1−1
r(i, k − 2) + w(i1, k − 1)−
n∑
i=i1+1
u(i, 1)
]
= max
1≤i1≤n
[ n−2∑
i=i1−1
r(i, k − 2) + max
1≤i2≤i1−1
[
i1−2∑
i=i2
r(i, k − 2)−
i1−1∑
i=i2+1
u(i, 2)
]
−
n∑
i=i1+1
u(i, 1)]
= max
1≤i2<i1≤n
[n−2∑
i=i2
r(i, k − 2)−
i1−1∑
i=i2+1
u(i, 2)−
n∑
i=i1+1
u(i, 1)
]
.
(1,1) (n,1)
(n,k)(1,k)
Fig. 3.5 – Un chemin dans Π (plein) et un chemin dans Π˜ (discontinu)
En appliquant ceci successivement, on a
k∑
i=1
w(n−k+i+1, i) = max
1≤ik−1<···<i1≤n
[n−k+1∑
i=ik−1
u(i, k)−
( ik−2−1∑
i=ik−1+1
u(i, k−1)+· · ·+
N∑
i=i1+1
u(i, 1)
)]
.
(3.10)
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En combinant (3.9) et (3.10), nous ve´rifions que
R(n, k) = min
1≤ik−1<···<i1≤n
[ik−1−1∑
i=1
u(i, k) +
ik−2−1∑
i=ik−1+1
u(i, k − 1) + · · ·+
N∑
i=i1+1
u(i, 1)
]
= min
pi∈Π˜
[ ∑
(i,j)∈pi
u(i, j)
]
.
Lemme 3.3.3. Nous ve´rifions que
xk △ · · · △ x2 △ x1(M) = min
pi∈Π˜
[ ∑
(i,j)∈pi
u(i, j)
]
. (3.11)
De´monstration. Par de´finition,
xk △ · · · △ x1(M) = min
1≤mk<···<m1=M
xk(mk)+xk−1(mk−1)−xk−1(mk)+· · ·+x1(m1)−x1(m2).
11122 . . . 
mn
. . .   111122 . . .          . . . (k-1)(k-1)kkkkkk . . .kk  1111 . . .
ω i
        ω=  . . . kkkk 
k
k k
*
Fig. 3.6 – Illustration du lemme 3.3.3
Soit (m∗k, . . . ,m
∗
2) la suite des entiers re´alisant le minimum dans l’e´quation pre´ce´dente.
Conside´rons l’ensemble des entiers
I = {
l∑
i=1
|ωi|+
k−1∑
j=1
u(l + 1, j), l ∈ {0, . . . , k − 1} .
Si m∗k 6∈ I, et si nk est le plus petit entier tel que nk ∈ I, nk > m∗k, alors il est clair que
xk(nk) = xk(m
∗
k) et que
xk △ · · · △ x1(M)− xK(nk) ≤ min
nk<mk−1<···<m2
xk−1(mk−1)− xk−1(nk) + · · ·+ x1(M)− x1(m2)
≤ min
m∗
k
<mk−1<···<m2
xk−1(mk−1)− xk−1(m∗k) + · · ·+ x1(M)− x1(m2)
= xk △ · · · △ x1(M)− xk(m∗k) .
65
Chapitre 3. File Ge´o/Ge´o/1
Ainsi, m∗k ∈ I, c’est-a`-dire qu’il existe ik ∈ {0, . . . , k − 1} tel que m∗k =
∑ik−1
i=1 |ωi| +∑k−1
j=1 u(ik, j) et xk(m
∗
k) =
∑ik−1
j=1 u(j, k). De la meˆme fac¸on, nous ve´rifions que m
∗
k−1 ∈{∑l
i=1 |ωi|+
∑k−2
j=1 u(l+1, j), l ∈ {ik, . . . , k−1}
}
. Ceci entraˆıne xk−1(mk−1)−xk−1(mk) =∑ik−1−1
j=ik+1
u(k − 1, j) pour ik−1 ∈ {ik, . . . , k − 1}. Nous pouvons conclure en appliquant de
nouveau ce genre d’argument.
Graˆce a` la proposition 1.3.4, nous ve´rifions que
R(n, k) = xk △ · · · △ x2 △ x1(M) = λk .
Nous avons montre´ que
D(n, k) = λ1, R(n, k) = λk ,
ceci permet de relier les variables de sortie de notre syste`me de files/magasins en tandem
aux longueurs de la premie`re et de la dernie`re ligne du tableau de Young associe´. Nous allons
voir dans le paragraphe suivant comment exploiter cette correspondance pour prouver la
syme´trie du syste`me.
3.4 Proprie´te´s statistiques et syme´trie
Nous de´sirons montrer une proprie´te´ de syme´trie du syste`me de files en tandem a` l’image
de ce qui a e´te´ effectue´ au paragraphe 1.3.2 pour une distribution diffe´rente sur les mots
de {1, . . . , k}n. Supposons que les variables ale´atoires U = {(u(i, j), (i, j) ∈ {1, . . . , n} ×
{1, . . . , k}} sont inde´pendantes et que u(i, j) suit une loi ge´ome´trique de parame`tre qj , pour
q = (q1, . . . , qk) ∈]0, 1[k. Soit ω le mot associe´ a` U et T le P -tableau obtenu par application
de l’algorithme RSK avec insertion en ligne a` ω.
Si T est un tableau sur l’alphabet {1, . . . , k}, nous e´crivons xT = ∏ki=1 xαii , ou` αi est le
nombre d’occurrences de i dans le tableau. La fonction de Schur sλ associe´e a` la partition
λ = (λ1, . . . , λk) est de´finie par
sλ(x1, . . . , xk) =
∑
T : sh(T )=λ
xT ,
ou` sh(T ) est la forme du tableau T , [86, 92].
Dans [75], il est prouve´ que :
Proposition 3.4.1. La loi des partitions ale´atoires λ = (λ1, . . . , λk), associe´es a` ω, est
donne´e par
P{λ = l} = a(q)nsl(q)sl(1, . . . , 1), l ∈ Yk , (3.12)
ou` Yk est l’ensemble des partitions entie`res a` k e´le´ments, a(q) =
∏k
j=1(1− qj) et sl est la
fonction de Schur associe´e a` la partition l.
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De´monstration. Nous reprenons ici les arguments de [75]. D’abord, si nous posons
(P (n), Q(n)), le couple de tableaux de Young obtenus en appliquant l’algorithme RSK a`
ω, on a, pour tout (P,Q) ∈ Tk × Tn,
P[(P (n), Q(n)) = (P,Q)] = a(q)nqP 1{shP=shQ} .
En sommant ceci pour (P,Q) avec shP = shQ = l ∈ Yk, nous obtenons
P(λ = l) = a(q)nsl(q)sl(1, . . . , 1) .
En particulier, la loi de λ, et donc celles de D(n, k) et R(n, k), sont syme´triques en q1, . . . , qk.
Le fait que la loi de D(n, k) soit syme´trique est un re´sultat classique en the´orie des files
d’attente [3, 97].
Si nous tenons compte de la de´pendance en n, λ = λ(n), alors, d’apre`s [75] le processus λ(n)
est une chaˆıne de Markov sur Yk ayant pour probabilite´s de transition
P{λ(n+1) = l| λ(n) = m} = a(q) sl(q)
sm(q)
, (3.13)
pour tout m et l tels que l1 ≥ m1 ≥ l2 ≥ m2 ≥ · · · . En particulier, nous constatons que la loi
du processus λ(n), et par conse´quent celles des suites {D(n, k), n ≥ 1} et {R(n, k), n ≥ 1},
sont syme´triques en q1, . . . , qk. Nous remarquons, enfin, que cette proprie´te´ s’e´tend au cas
exponentiel.
3.5 Conclusion
Nous avons entrepris dans cette partie des ge´ne´ralisations du the´ore`me de Burke dans
le cas continu au chapitre 2 (loi exponentielle) et dans le cas discret au chapitre 3 (loi
ge´ome´trique). Il en ressort trois me´thodes de preuve du the´ore`me de Burke : une premie`re
analytique, une deuxie`me base´e sur la re´versibilite´ de Q et une troisie`me base´e sur la
re´versibilite´ du processus zig-zag Z.
Le premie`re preuve propose´e par Burke lui-meˆme dans le cas exponentiel est analytique
[16]. Le cas ge´ome´trique est traite´ de manie`re analytique par Azizog˜lu et Bedekar dans
[12]. L’exploitation de la proprie´te´ de re´versibilite´ de Q pour le mode`le en temps continu
est due a` Reich [82]. Cette preuve centrale en the´orie des files d’attente a e´te´ e´tendue a` de
nombreux contextes donnant naissance au concept de re´seaux a` forme produit [13, 55]. La
preuve de Reich ne marche pas telle quelle pour le mode`le en temps discret. Le processus
{Q(n), n ∈ Z} est toujours un processus markovien de naissance et de mort reversible.
Ne´anmoins, la difficulte´ re´side dans le fait que l’information que rece`le ce processus d’entre´e
ne permet pas de reconstituer les variables A et s. En effet, sur les e´ve´nements {Q(n−1) =
Q(n) > 0}, deux cas de figures sont possibles : il n’y a ni de´part ni arrive´e a` l’instant n,
ou bien il y a un de´part et une arrive´e au meˆme instant ; et il impossible avec la seule
donne´e de Q de dire lequel a eu lieu. Une manie`re de combler ce manque d’information est
d’ajouter un processus auxiliaire rendant la preuve un peu plus complexe. Cette me´thode
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a e´te´ exploite´e dans [61, The´ore`me 4.1] pour le mode`le avec services inutilise´s pre´sente´ au
chapitre 1. L’utilisation du processus zig-zag pour prouver une version discre`te du the´ore`me
de Burke est originale.
Les autres proble`mes que nous avons aborde´ dans cette partie ont e´te´ explore´s, dans un
premier temps, dans d’autres contextes que celui des files d’attente. Les liens entre des
mode`les de files d’attente en tandem, certains mode`les de particules en interaction et les
tableaux de Young ont e´te´ mis en e´vidence pour la premie`re fois dans [45]. L’analogie avec
les processus d’exclusion (de particules) sur la ligne, largement e´tudie´s dans [62, 85], est
explicite´e dans [90]. Les tableaux de Young sont des objets classiques dans l’e´tude de la
repre´sentation des groupes et en combinatoire [35]. L’e´tude des liens entre files d’attente en
tandem et tableaux de Young en croissance, e´tablie dans [88], a permis de mettre la lumie`re
sur la proximite´ des proble`mes suivants : plus longs chemins sur un graphe, plus longues
sous-suites croissantes sur des mots et certains syste`mes de particules en interactions et
files d’attente en tandem dans un cadre markovien [1, 2].
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Nous pre´sentons, dans la premie`re partie de ce chapitre, l’ensemble des re´sultats ayant
trait au comportement asymptotique d’un syste`me de files d’attente ././1 en tandem. Ces
syste`mes ont e´te´ e´tudie´s dans [42, 5] pour des files avec capacite´s infinies et ces re´sultats
e´tendus dans [68] pour le cas ou` il y a blocage des clients avant et apre`s leurs services. Ces
proble`mes ont e´te´ aborde´s dans diffe´rents contextes avant d’eˆtre traite´s dans le cadre des
files d’attente [1, 58, 85].
Dans la deuxie`me partie de ce chapitre, nous exploiterons ces re´sultats asymptotiques pour
aborder la proble´matique de point fixe a` l’image du the´ore`me de Burke. Plus pre´cise´ment,
e´tant donne´e une distribution de probabilite´s pour les services, nous recherchons des pro-
cessus ergodiques d’inter-arrive´es qui soient tels que le processus des inter-de´parts corres-
pondant ait la meˆme loi [64, 65].
4.1 Pre´liminaires
En reprenant les notations [65], nous pre´sentons des relations trajectorielles de´crivant le
syste`me de files d’attente en tandem de´ja` introduit au chapitre 2.
Commenc¸ons par de´finir les ope´rateurs φ et ψ de´crivant la dynamique d’une file ./GI/1/ :
ψ : RZ+ × RZ+ → RZ+ ∪ {(+∞)Z}
(a, s) 7→ w = ψ(a, s) , (4.1)
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ou` le temps d’attente du client n avant le de´but de son service est donne´ par
wn = ψ(a, s)n = sup
j≤n
n−1∑
i=j
(si − ai)
= [ sup
m<j≤n
n−1∑
i=j
(si − ai)] ∨ [wm +
n−1∑
i=m
(si − ai)] . (4.2)
Nous de´finissons e´galement la fonction donnant la suite des inter-de´parts :
φ : RZ+ × R
Z
+ → R
Z
+
(a, s) 7→ d = φ(a, s) , (4.3)
ou`
dn = φ(a, s)n = [an − sn − ψ(a, s)n]
+ + sn+1 . (4.4)
Soit L : RZ+ → R
Z
+, l’ope´rateur de translation de´fini par Lun = un+1, alors
φ(a, s) = a + Lψ(a, s)− ψ(a, s) + Ls− s .
Remarquons enfin que si a, b ∈ RZ+ tel que a ≤ b, alors
ψ(a, s) ≥ ψ(b, s), φ(a, s) ≤ φ(b, s) .
Sche´ma de Loynes. Nous reprenons dans la suite, le re´sultat duˆ a` Loynes [63] donnant
les diffe´rents re´gimes de notre syste`me.
Soit (Ω,F, P) un espace de probabilite´s, pour tout (K, K) un espace mesurable, on no-
tera M(K) et Ms(K) (respectivement Me(K)) l’ensemble des mesures de probabilite´s et
des mesures de probabilite´s stationnaires (respectivement ergodiques) sur (K, K). Nous
introduisons Mαe (K) l’ensemble des mesures ergodiques de moyenne α. Pour des raisons
de commodite´, nous noterons a ∐ b lorsque a et b sont inde´pendants. Soit θ un shift sta-
tionnaire par rapport a` P tel que les suites a et s soient compatibles avec θ. Enfin, nous
de´finissons T la σ-alge`bre invariante par θ.
Soit une file G/G/1 avec a = {an, n ∈ Z} et s = {sn, n ∈ Z} repre´sentant respectivement
les inter-arrive´es et les services qu’on suppose ergodiques et de moyennes finies. Nous
conside´rons le processus tronque´ des inter-arrive´es {an, n ≥ N} et nous posons wN = 0.
En utilisant l’e´quation de Lindley (4.2) et l’e´quation (4.4), nous pouvons de´finir le processus
des inter-de´parts correspondant au processus tronque´. En faisant tendre N vers −∞, nous
distinguons trois re´gimes possibles pour le syste`me :
• Cas stable. Sur l’e´ve´nement {E[s0 | T] < E[a0 | T]}, on a w ∈ R
Z
+ et E[d0 | T] = E[a0 | T].
• Cas instable. Sur l’e´ve´nement {E[s0 | T] > E[a0 | T]}, on a w = (+∞)
Z et d = Ls.
• Cas critique. Sur l’e´ve´nement {E[s0 | T] = E[a0 | T]}, on a d = Ls, cependant w peut
eˆtre finie ou infinie. En effet, pour a = s = (c)Z, on a w = (0)Z, alors que si s est i.i.d.,
non constante et a inde´pendant de s, on a w = (+∞)Z.
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En re´sume´, si on note σ ∈ M1/µs la loi de s, alors on peut de´finir
φσ : Ms(R
Z
+) → Ms(RZ+)
µ 7→ φσ(µ) , (4.5)
ou` φσ(µ) est la loi de φ(a, s) lorsque a ∼ µ, s ∼ σ et les suites a et s sont inde´pendantes. On
dira qu’une distribution est un point fixe pour la file d’attente si φσ(µ) = µ. Remarquons
que σ est un point fixe trivial φσ(σ) = σ.
De plus, l’application φσ conserve les moyennes dans le sens suivant :{
∀λ < µ, φσ : M1/λe (RZ+) → M1/λe (RZ+) ;
∀λ > µ, φσ : M1/λe (RZ+) → {σ}.
Si la loi σ est celle d’une suite i.i.d. non-constante alors φσ(M
1/µ
e (RZ+)) = {σ}.
Files en tandem. Soit sk = {s(n, k), n ∈ Z}, une suite de variables (non-constantes)
i.i.d. sur RZ+ de distribution σ ∈ Ms(RZ). Soit a0 = {an, n ∈ Z} une suite stationnaire
inde´pendante des sk telle que Ea0 = 1/λ. Soit θ un shift stationnaire par rapport a` P et tel
que la suite a0 et les suites sk soient compatibles avec θ. Nous supposons que Es(0, 0) ≤
E[a0 | T], p.s. Nous pouvons ainsi de´finir pour tout k ∈ N, les suites wk et ak+1 comme
suit
wk = {w(n, k), n ∈ Z} = ψ(ak, sk), ak+1 = {a(n, k + 1), n ∈ Z} = φ(ak, sk)
Les processus ale´atoires ak, sk et wk sont respectivement les suites des inter-arrive´es, des
services et des temps de se´jour a` la k-ie`me file de notre syste`me et ak+1 est la suite des
inter-de´parts de la k-ie`me file.
La suite {ak, k ∈ N} est une chaˆıne de Markov sur l’ensemble RZ+. Par conse´quent, une
mesure κ ∈ M(RZ+) est une distribution stationnaire pour {ak, k ∈ N} si et seulement
si κ est un point fixe pour la file, c’est-a`-dire, si et seulement si φσ(κ) = κ. Nous allons
donc utiliser la me´thode classique des limites de Ce´saro pour construire la distribution
stationnaire de cette chaˆıne de Markov (paragraphe 4.5).
Avant d’aborder la construction des points fixes, nous allons introduire deux objets com-
binatoires, aux paragraphes 4.2 et 4.3, qui sont les plus longs chemins sur la grille et les
animaux de grille qui seront utiles pour e´tablir une limite hydrodynamique sur les instants
de de´part d’un syste`me de file d’attente en tandem. Ceci nous assurera la non-trivialite´ des
points fixes construits au paragraphe 4.5.
4.2 Plus long chemin
Soient (n, k) et (n′, k′) deux points de Z2 avec n ≤ n′ et k ≤ k′. Une suite {(n1, k1) . . . , (nr, kr)}
de points dans Z2 forme un chemin croissant de (n, k) a` (n′, k′), si
(i) (n1, k1) = (n, k) et (nr, kr) = (n
′, k′),
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(ii) les pas sont de la forme (ni, ki)→ (ni + 1, ki) ou (ni, ki)→ (ni, ki + 1) ;
On notera Π(n,k)→(n′,k′) l’ensemble de ces chemins de (n, k) a` (n
′, k′).
Pour tout ensemble ξ ⊂ Z2, nous de´finissons le poids S(ξ) de ξ par
S(ξ) =
∑
(n,k)∈ξ
s(n, k) .
On peut de la sorte de´finir le chemin de poids maximal sur Π(n,k)→(n′,k′) par
T ((n, k); (n′, k′)) = max
π∈Π(n,k)→(n′,k′)
S(π) . (4.6)
Nous noterons T (n, k) pour T ((1, 1); (n, k)). Nous allons, maintenant, donner les hypothe`ses
probabilistes qui permettent de prouver une loi des grands nombres pour le temps mis par
un client pour progresser dans le syste`me.
Nous supposerons que la suite des services {s(n, k), n ∈ Z, k ∈ Z} est i.i.d. et que la
condition suivante est ve´rifie´e,∫
∞
0
P(s(0, 0) ≥ s)1/2ds <∞ . (4.7)
Cette condition a e´te´ introduite pour la premie`re fois dans [67], dans le cadre des animaux
de grille. La condition (4.7) est plus forte que la condition d’existence de second moment
mais plus faible que la condition
Es(0, 0)2(log+ s(0, 0))2+ǫ <∞, ǫ > 0 ,
requise dans [5]. En re´sume´,
Es(0, 0)2(log+ s(0, 0))2+ǫ <∞⇒
∫
∞
0
P(s(0, 0) ≥ s)1/2ds <∞⇒ Es(0, 0)2 <∞ .
Il nous reste ensuite a` se donner des conditions aux limites. Deux cas sont particulie`rement
inte´ressants a` examiner, ils ont e´te´ introduits dans [5] :
1. Le quadrant. Dans ce cas, nous supposons que D(n, k) = 0 pour n ≤ 0 ou k ≤ 0.
Cette condition correspond au cas sature´, tous les clients, nume´rote´s sur N∗, sont
pre´sents dans le syste`me a` l’instant 0, le client 1 commence son service a` la file 1.
2. Le demi-plan. Dans ce cas, nous supposons D(n, 0) = An pour n ∈ Z. Cette condition
correspond au cas d’un syste`me de files d’attente en tandem ou` le processus des
arrive´es a` la file 1 est donne´ par le processus A = {An,∈ Z}.
4.3 Animaux de grille
Pour prouver une loi des grands nombres sur les de´parts dans les contextes du quadrant et
du demi-plan de´finis plus haut, nous allons conjuguer un argument de sur-additivite´ pour
prouver l’existence de la limite avec des re´sultats sur les animaux de grille pour assurer la
finitude de cette limite. Le mode`le d’animaux sur la grille a e´te´ e´tudie´ dans [23, 36].
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De´finition 4.3.1. Un animal de grille ξ sur Z2 est une sous-partie connexe de Z2. La
taille d’un animal, note´e |ξ|, est le nombre de sommets contenus dans ξ et son poids, note´
S(ξ), est la somme des poids de ses sommets.
Notons A(n) l’ensemble des animaux de taille n contenant le point (1, 1). Comme pour les
chemins, nous pouvons de´finir le poids d’un animal de grille glouton N(n) de taille n de
la manie`re suivante :
N(n) = max
ξ∈A(n)
S(ξ) .
Soit (n, k) ∈ Z2, notons sˆ(n, k) = min[s(n, k), (max(|n|, |k|)1/4]. Pour tout animal ξ de Z2,
nous de´finissons les analogues tronque´s de S(ξ) par
Sˆ(ξ) =
∑
(n,k)∈ξ
sˆ(n, k) .
Rappelons, tout d’abord, le re´sultat propose´ dans [23] et repris dans [67], donnant le re-
couvrement d’un animal par des boules :
Lemme 4.3.2. Soient ξ ∈ A(n) et p ∈]0, 1[. Fixons l = ⌊p−1/2⌋ et r = ⌊2n/l⌋(≤ 2n√p). Il
existe au plus 92n
√
p ensembles {u0, . . . , ur} de points de Z2, avec u0 = (0, 0) et pour tout
i ∈ {1, . . . , r}, ||ui − ui−1|| ≤ 1, tels que
ξ ⊂ ∪ri=0B(lui, 2l) .
De plus, l’ensemble ∪ri=0B(lui, 2l) contient au plus 3n
√
p(9p−1/2)2 points a` coordonne´es
entie`res.
The´ore`me 4.3.3. [68] Pour {s(n, k), (n, k) ∈ Z2} i.i.d. ve´rifiant (4.7), il existe une
constante c <∞ telle que
lim sup
n→∞
N(n)
n
≤ c
∫ ∞
0
P(s(0, 0) ≥ s)1/2ds , p.s. (4.8)
et
lim sup
n→∞
1
n
(
max
ξ∈A(n)
S(ξ)− Sˆ(ξ)
)
= 0 , p.s. (4.9)
De´monstration. Nous ne donnerons dans la suite qu’une majoration, uniforme´ment en n,
de EN(n)n . Pour montrer la majoration presque suˆre, l’argument est technique et repose
essentiellement sur des comparaisons avec une suite sur-additive.
Commenc¸ons par prouver le re´sultat dans le cas ou` la suite (double) {s(n, k), n, k ∈ Z}
est i.i.d. de loi commune Bernoulli de parame`tre p. Pour e´viter toutes confusions, nous
noterons PBer(p), lorsque l’on s’inte´resse a` ce cas de figure. Nous distinguerons deux cas :
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1. si n
√
p ≤ 1, alors
p−1/2EBer(p)
N(n)
n
≤ 1
n
√
p
EBer(p)
∑
v=(v1,v2)∈Z2,||v||<n
s(v) ≤ (2n)
2p
n
√
p
≤ 4 .
2. Supposons n
√
p > 1, soit s > 0, on a
PBer(p)
(N(n)
n
√
p
≥ s
)
= PBer(p)
(
max
ξ∈A(n)
∑
v∈ξ
s(v) ≥ n√ps
)
≤
∑
u0,...,ur
PBer(p)
( ∑
v∈∪ri=0B(lui,2l)
s(v) ≥ n√ps
)
≤
∑
u0,...,ur
e−n
√
psEBer(p)
[
exp
( ∑
v∈∪ri=0B(lui,2l)
s(v)
)]
≤
∑
u0,...,ur
e−n
√
ps[EBer(p)e
s(0,0)]3n
√
p(9p−1/2)2
≤ 92n
√
pe−n
√
ps
(
(1− p+ ep)1/p
)3n√p(9)2
.
Pour y = n
√
p suffisamment grand, on ve´rifie que
92n
√
pe−n
√
ps
(
(1− p+ ep)1/p
)3n√p(9)2 ≤ 1 .
Par conse´quent, il existe c tel que p−1/2EBer(p)
(
N(n)
n
)
≤ c uniforme´ment en n et p.
Conside´rons, maintenant, la loi de s(0, 0) ve´rifiant la condition (4.7). Pour tout ξ ∈ A(n),
on a
S(ξ) =
∫ ∞
0
#{v ∈ ξ, s(v) > x}dx ,
ou` # de´signe le cardinal d’un ensemble, de telle sorte que
N(n) = max
ξ∈A(n)
∫ ∞
0
#{v ∈ ξ, s(v) > x}dx ≤
∫ ∞
0
[ max
ξ∈A(n)
#{v ∈ ξ, s(v) > x}]dx .
En remarquant que les variables ale´atoires {1Xv>x, v ∈ Z2} sont i.i.d de loi de Bernoulli de
parame`tre P(s(0, 0) > x), on a
EN(n) ≤ cn
∫ ∞
0
P(s(0, 0) > x)1/2dx .
Il nous reste, maintenant, a` prouver que
lim
n→∞
1
n
(
max
ξ∈A(n)
S(ξ)− Ŝ(ξ)
)
= 0 .
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Pour ce faire, commenc¸ons par appliquer (4.8) en remplac¸ant s(n, k) par [s(n, k) − y]+,
pour y > 0, ainsi
lim sup
n→∞
1
n
max
ξ∈A(n)
∑
(n,k)∈ξ
[s(n, k)− y]+ ≤ c
∫ ∞
y
P(s(0, 0) ≥ s)1/2ds .
Si la condition (4.7) est ve´rifie´e pour tout ǫ > 0, il existe y > 0 tel que
c
∫ ∞
y
P(s(0, 0) ≥ s)1/2ds ≤ ǫ .
Pour max(|n|, |k|) ≥ y4, nous ve´rifions que s(n, k)− sˆ(n, k) ≤ [s(n, k)− y]+, soit
lim sup
m→∞
1
m
(
max
ξ∈A(m)
S(ξ)− Ŝ(ξ)
)
≤ lim sup
m→∞
1
m
max
ξ∈A(m)
( ∑
max(|n|,|k|)<y4
[s(n, k)− sˆ(n, k)] +
∑
max(|n|,|k|)≥y4
[s(n, k)− y]+
)
≤ ǫ .
En effet, la premie`re somme est finie, et la deuxie`me est majore´e par ǫ d’apre`s ce qui
pre´ce`de.
Nous exploiterons ce re´sultat dans la suite pour majorer la borne supe´rieure du poids d’un
plus long chemin de longueur O(n) en construisant un animal de grille qui le contient et
qui a une taille de l’ordre de n.
4.4 Limite hydrodynamique
Le premier re´sultat que nous pre´sentons donne la limite hydrodynamique du poids du plus
long chemin dans une direction donne´e x, c’est-a`-dire une loi des grands nombres sur la
variable T (⌊xk⌋, k), lorsque k tend vers l’infini. Nous utiliserons, ensuite, ce re´sultat pour
avoir une loi des grands nombres pour D(0, k), l’instant de de´part du client 0 de la file k
lorsque le nombre de files (a` l’e´quilibre) devient grand.
Le quadrant. Soient l,m ∈ N tels que l < m, on de´finit
X(l,m) = T ((ln, lk); (mn,mk))− s(ln, lk) .
En tenant compte des proprie´te´s de la suite {s(n, k), (n, k) ∈ Z2}, nous ve´rifions aise´ment
que :
Positivite´ : X(l,m) ≥ 0, 0 ≤ l < m ;
Sur-additivite´ : X(l, r) ≥ X(l,m) +X(m, r), 0 ≤ l < m < r ;
Stationnarite´ : {X(j + l, j +m), 0 ≤ l < m} a la meˆme distribution pour tout j ≥ 0 ;
Inde´pendance : X(l,m) et X(r, s) sont inde´pendantes pour 0 ≤ l < m ≤ r < s.
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Le lemme suivant permet l’utilisation des animaux de grille pour prouver une loi des grands
nombres pour les plus longs chemins sur Z2.
Lemme 4.4.1. [68] Soit π ∈ Π(n,k)→(n1,k1), ou` n1 ≤ n2 et k1 ≤ k2 et soit R = |n2|+ |k2|+
|n1|+ |k1|, on a
(i) La longueur d’un chemin π ∈ Π(n1,k1)→(n2,k2) est e´gale a` |π| = (n2−n1)+(k2−k1) ≤ R,
(ii) Pour tout point (i, j) ∈ π, max(|i|, |j|) ≤ max(|n2|, |k2|, |n1|, |k1|) ≤ R,
(iii) Il existe un animal ξ de taille R tel que π ⊂ ξ.
The´ore`me 4.4.2. [5] Supposons les services (poids des sites) i.i.d. de loi commune
ve´rifiant la condition (4.7), et soit µ−1 = Es(0, 0), alors il existe γ(x) sur [0,∞[, telle
que pour tout x ≥ 0,
lim
k→∞
T (⌊xk⌋, k)
k
= γ(x), p.s. et en L1, (4.10)
avec, pour n, k ≥ 0,
ET (n, k) ≤ kγ(n/k) + µ−1 .
De plus, la fonction γ ve´rifie les proprie´te´s suivantes :
(i) γ est concave avec γ(0) = 1/µ,
(ii) pour x ≥ 0 et y > 0, on a γ(x+ y)− γ(x) ≥ y/µ,
(iii) xγ(1/x) = γ(x), x > 0.
(iv) limx→∞ γ′(x) = 1/µ.
De´monstration. D’apre`s les proprie´te´s pre´ce´dentes, la suite {X(m,n), 0 ≤ m < n} satisfait
aux hypothe`ses du the´ore`me sur-additif ergodique. De plus, graˆce au lemme 4.4.1 on a
lim sup
m→∞
1
m
X(0,m) ≤ lim sup
m→∞
1
m
N(mn+mk + 1) <∞ ,
il existe donc η(n, k) <∞ tel que
lim
m→∞
1
m
X(0,m) = η(n, k) p.s. et en L1 .
Par conse´quent,
lim
m→∞
1
m
T (mn,mk) = η(n, k) p.s. et en L1 .
Soit x = nk ∈ Q, on ve´rifie que
T (n⌊m/k⌋, k⌊m/k⌋) ≤ T (⌊(n/k)m⌋,m) ≤ T (n⌊(m/k) + 1⌋, k⌊(m/k) + 1⌋) ,
ainsi, en posant γ(x) = 1kη(n, k), la limite s’e´tend a` tous les rationnels, soit
γ(x) = lim
m→∞
T (mn,mk)
km
p.s. et en L1, pour tout n, k tel que x =
n
k
.
78
4.4. Limite hydrodynamique
En prenant des espe´rances dans l’ine´galite´ pre´ce´dente, nous obtenons
ET (n, k) ≤ η(n, k) = kγ(n
k
) .
Nous voulons, maintenant, prouver que γ(x) est concave sur les rationnels, ce qui permettra
de l’e´tendre aux irrationnels.
Soient x = nk , y =
n′
k et t =
a
b des nombres rationnels. D’apre`s la figure 4.1, nous remarquons
que
T
(
(an+(b−a)n′)m, (bk)m
)
≥ T
(
(an)m, (ak)m
)
+T
(
(an)m+1, (ak)m+1); (an+(b−a)n′)m, (bk)m)
)
.
En tenant compte de la stationnarite´ des variables s(i, j), nous avons
ET
(
(an+ (b− a)n′)m, (bk)m
)
≥ ET
(
(an)m, (ak)m
)
+ ET
(
(b− a)n′m, (b− a)km)
)
.
Par conse´quent,
γ(tx+ (1− t)y) = lim
m→∞
ET ((an+ (b− a)n′)m, (bk)m)
(bk)m
≥ a
b
lim
k→∞
ET ((an)m, (ak)m)
(ak)m
+
b− a
b
lim
k→∞
ET (((b− a)n′m, (b− a)km)
(b− a)km
= tγ(x) + (1− t)γ(y) .
Comme γ est concave et croissante (proprie´te´ (ii)), elle est continue et sa de´finition comme
limite s’e´tend aux irrationnels.
(an+(b-a)n')m
(bk)m
direction tx+(1-t)y
direction y
direction x
(an)m
(ak)m
Fig. 4.1 – Concavite´ de γ
La proprie´te´ (i) est une application directe de la loi des grands nombres. Quant a` la
proprie´te´ (ii) il suffit de remarquer que
T (⌊(x+ y)k⌋, k) ≥ T (⌊xk⌋, k) +
⌊(x+y)k⌋∑
i=⌊xk⌋+1
s(i, k) .
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Enfin, e´tant donne´e l’interpre´tation de T (n, k) en terme de plus long chemin, nous pouvons
en de´duire que T (n, k) ∼ T (k, n) ce qui implique la proprie´te´ (iii). En tenant compte de
(i), on a
lim
x→∞
γ′(x) = lim
x→∞
γ(x)
x
= lim
x→0
γ(x) = 1/µ .
Le demi-plan. Dans le cas du demi-plan, nous de´sirons avoir une loi des grands nombres
sur l’instant de de´part du client 0 de la file k, plus pre´cise´ment nous voulons calculer la
limite suivante limk→∞D(0, k)/k. En effet, nous avons prouve´ dans le cas du quadrant que
lim
k→∞
T (⌊xk⌋, k)/k = γ(x) < ∞ p.s. et en L1 .
Par ailleurs, l’instant D(0, k) est donne´ par
D(0, k) = sup
n≥0
[T ((−n, 0), (0, k))−
n∑
i=1
a−i)]
= sup
x≥0
[T ((−⌊xk⌋, 0); (0, k))−
⌊xk⌋∑
i=1
a−i] .
Ce qui sugge`re le re´sultat suivant [5],
The´ore`me 4.4.3. [5] Supposons {s(n, k), n ∈ Z, k ∈ N∗} i.i.d. de moyenne 1/µ ve´rifiant
la condition (4.7), et que la suite {an, n ∈ Z} des inter-arrive´es est i.i.d. d’intensite´ λ < µ
ou` la fonction γ est celle de´finie dans (4.10), alors
lim
k→∞
D(0, k)/k = sup
x≥0
{γ(x)− λ−1x}, p.s. et en L1 .
Nous commenc¸ons par introduire quelques remarques et notations. Tout d’abord, graˆce au
lemme 4.4.1 et au the´ore`me 4.3.3, on a γˆ(x) = γ(x) ou` γˆ(x) est la fonction de croissance
obtenue quand les poids s(n, k) sont remplace´s par les poids tronque´s sˆ(n, k). Ensuite,
notons
Vx(k) = T ((−⌊xk⌋, 0), (0, k))−
⌊xk⌋∑
i=1
a−i , pour tout x ≥ 0 .
Par le the´ore`me de Birkhoff, nous ve´rifions que limVx(k)/k = γ(x)− x/λ. Posons V (k) =
supx>0 Vx(k) et δ(x) = γ(x) − λ
−1x, d’apre`s les proprie´te´s de γ, il existe x∗ > 0 tel que
δ(x∗) = supx>0 δ(x). En utilisant, le fait que V (k) ≥ Vx∗(k) et e´galement que Vx∗(k)/k
converge presque suˆrement vers δ(x∗), on a
lim inf
k→∞
V (k)/k ≥ δ(x∗) .
Reste a` prouver la majoration de la limite supe´rieure. Tout d’abord, nous allons prouver
que
lim
k→∞
sup
x≤x∗
[Vx(k)/k] = sup
x≤x∗
{γ(x)− λ−1x},p.s. (4.11)
80
4.4. Limite hydrodynamique
et ensuite nous ve´rifierons que
lim
k→∞
sup
x>x∗
[Vx(k)/k] = 0,p.s. (4.12)
Pour ce faire, nous utiliserons l’ine´galite´ de concentration suivante qui est une conse´quence
du The´ore`me 8.1.1. de [96]. L’e´nonce´ suivant a e´te´ prouve´ dans [67],
Lemme 4.4.4. Soit L > 0, et {Xi, i = 1 · · ·N} une famille de variables ale´atoires
inde´pendantes telles que
P(0 ≤ Xi ≤ L) = 1,∀i .
Soit C ⊂ {1, · · · , N}, tel que
max
C∈C
|C| ≤ r ,
et soit
Z = max
C∈C
∑
i∈C
Xi ,
alors, pour tout u > 0
P(|Z − EZ| ≥ u) ≤ exp
(
− u
2
16rL2
+ 64
)
.
En appliquant cette ine´galite´ a` notre contexte, et en tenant compte du lemme 4.4.1, avec
C = Π(n1,k1)→(n2,k2), L = R
1/4 et r = R, on a
Lemme 4.4.5. [67] Soit n1 ≤ n2 et k1 ≤ k2, posons R = |n1|+ |n2|+ |k1|+ |k2| > 0. Pour
u > 0, on a
P(|Tˆ ((n1, k1); (n2, k2))− ETˆ ((n1, k1), (n2, k2))| ≥ u) ≤ exp
(
− u
2
16rR3/2
+ 64
)
.
De´monstration du the´ore`me 4.4.3. Pour prouver les limites (4.11) et (4.12), nous allons
montrer que d’une part
lim
k→∞
1
k
max
0≤n≤kx∗
[T ((−n, 0); (0, k))−
n∑
i=0
a−i] = max
0≤x≤x∗
δ(x) p.s. (4.13)
et d’autre part
lim
k→∞
1
k
sup
n>kx∗
[T ((−n, 0); (0, k))−
n∑
i=0
a−i] = 0 p.s. (4.14)
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Preuve de (4.13). Graˆce au lemme 4.4.1 et a` la relation (4.9), on a
lim
k→∞
1
k
max
0≤n≤kx∗
[T ((−n, 0); (0, k))− Tˆ ((−n, 0); (0, k)] = 0 p.s. .
Par Birkhoff , on ve´rifie aise´ment que,
lim
k→∞
1
k
max
0≤n≤kx∗
[
n∑
i=0
a−i − n/λ] = 0 p.s. .
Enfin, remarquons que par application du lemme 4.4.5 on a
P(|Tˆ ((−n, 0); (0, k))− ETˆ ((−n, 0); (0, k))| > kǫ) ≤ exp
(
− (ǫk)
2
16R5/2
+ 64
)
.
Nons pouvons conclure par le lemme Borel-Cantelli qu’il suffit de montrer que
lim
k→∞
1
k
max
0≤n≤kx∗
[ETˆ ((−n, 0); (0, k))− n/λ] = max
0≤x≤x∗
δ(x) p.s. , (4.15)
Graˆce a` la proprie´te´ de sur-additivite´, on ve´rifie que ETˆ ((−n, 0); (0, k)) ≤ γ
(
n+1
k
)
, soit
lim sup
k→∞
max
0≤n≤kx∗
E[Tˆ ((−n, 0); (0, k))]− n/λ
k
≤ max
0≤x≤x∗
δ(x) ,
d’ou` (4.13).
Preuve de (4.14). Nous allons prouver la relation suivante :
lim
k→∞
1
k
sup
n>kx∗
[ETˆ ((−n, 0); (0, k))− νk]+ = 0 p.s. .
Comme ETˆ ((−n, 0); (0, k))− νn ≤ kγ(n+1k )− νn ≤ 0, nous de´duisons (4.14).
Pour la convergence L1 [5, 67], il suffit de rajouter l’hypothe`se qu’il existe ν tel que
limx→∞ γ(x)/x < ν < 1/λ avec
E sup
n≥0
[
νn−
n∑
i=1
a−i
]
<∞ .
Exemple Revenons a` la file M/M/1 traite´e au chapitre 2, nous supposerons les suites
{an, n ∈ Z}, {s(n, 1), n ∈ Z}, . . . , {s(n, k), n ∈ Z} i.i.d. inde´pendantes les unes des autres
de lois marginales
P(s(0, j) > u) = exp (−µu), j = {1, · · · , k}; P(a0 > u) = exp (−λu), ∀u ∈ R+ ,
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avec λ < µ. Les temps de se´jour du client 0 aux files successives v(0, j), j = 0 · · · k sont
inde´pendants de loi marginale
P(v(0, 1) > u) = exp [−(µ− λ)u], ∀u ∈ R+ .
A partir de (4.2) et en utilisant les meˆmes techniques de calculs qu’au paragraphe 1.2.2,
nous retrouvons la formule suivante [71, 93],
k∑
j=1
v(0, j) = sup
x>0
{Dk(⌊xk⌋)− T (⌊xk⌋, k)} . (4.16)
D’apre`s le the´ore`me de Burke 2.2.1, le processus de sortie est un processus de Poisson
d’intensite´ λ. Graˆce a` la preuve pre´ce´dente, nous pouvons inverser limite et supremum de
telle sorte qu’en divisant par k et en faisant tendre k vers l’infini, on obtient
Ev(0, 1) = sup
x>0
{x/λ− γ(x)} . (4.17)
En inversant la transforme´e de Legendre pre´ce´dente, on a
γ(x) = µ−1(1 +
√
x)2 .
Ce re´sultat a e´te´ prouve´ par Rost [85] dans le cadre de syste`mes de particules en interaction,
nous pouvons le retrouver e´galement dans [41, 90].
Nous pouvons aussi nous inte´resser a` la file Ge´o/Ge´o/1 de´crite au chapitre 3, c’est-a`-dire
nous supposerons les suites {an, n ∈ Z}, {s(n, 1), n ∈ Z}, . . . , {s(n, k), n ∈ Z} i.i.d.
inde´pendantes les unes des autres de lois marginales
P(s(0, j) > n) = (1− q)n, j = {1, · · · , k}; P(a0 > n) = (1− p)n, ∀n ∈ N∗ ,
avec p < q. Alors de la meˆme manie`re que dans le cas de la file M/M/1, nous ve´rifions,
graˆce au The´ore`me 3.1.2 que,
γ(x) =
q
1− q (1 + x+ 2
√
x/q) .
Le cas ge´ome´trique est traite´ dans [21, 50] et par Seppa¨la¨inen [88].
Les cas exponentiels et ge´ome´triques repre´sentent les deux seuls cas ou` nous disposons
d’une formule explicite pour γ.
4.5 Existence de points fixes
Nous reprenons dans cette partie les arguments de [64, 65]. Cependant, nous ne traiterons
pas les proprie´te´s d’unicite´ et de convergence des points fixes. Soit une file d’attente ayant
une salle d’attente infinie et suivant la discipline PAPS. Supposons que la suite des services
s = {sn, n ∈ Z} ve´rifie
Es0 ∈ R∗+, P(s0 = Es0) < 1,
∫ ∞
0
P(s0 ≥ u)1/2du <∞ ,
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The´ore`me 4.5.1. [65] Etant donne´e une suite i.i.d. de temps de service s, il existe une
suite ergodique d’inter-arrive´es a = {an, n ∈ Z} inde´pendante de s ve´rifiant
Es0 < Ea0 <∞ ,
telle que la suite des inter-de´parts correspondante
d = {dn, n ∈ Z} ∼ a = {an, n ∈ Z} .
De´monstration. Soit le quadruplet (ak, sk, wk, ak+1), de´fini au paragraphe 4.1, de loi µk ∈
M(RZ+ ×RZ+ ×RZ+ ×RZ+). Soit n ∈ N∗, nous de´finissons µn ∈ M(RZ+ ×RZ+ ×RZ+ ×RZ+) par
µn =
1
n
∑n−1
k=0 νk. La loi µn peut eˆtre interpre´te´e comme la loi de (a
N , sN , wN , aN+1) ou` N
est une variable ale´atoire uniforme´ment distribue´e sur {0, . . . , n − 1} et inde´pendante de
toutes les autres variables ale´atoires de notre proble`me.
Soit (ân, ŝn, ŵn, ân+1) de loi µn, on a
ŝn ∼ σ, ŝn ∐ ân, ŵn = ψ(ân, ŝn), ân+1 = φ(ân, ŝn) .
Nous allons prouver que la suite µn est tendue. Soit µ
(1)
n , µ
(2)
n , µ
(3)
n et µ
(4)
n les lois marginales
de µn correspondant aux lois respectivement â
n, ŝn, ŵn, ân+1. Comme µ
(3)
n est de´finie sur
RZ+ et que µ
(2)
n = σ, alors il suffit de s’inte´resser a` µ
(1)
n et µ
(4)
n .
Par le sche´ma de Loynes, on a µ
(1)
n , µ
(4)
n ∈ M1/λs (RZ+). Soit ǫ > 0, posons K =∏
i∈Z[0, 2
|i|+2/ǫ]. D’apre`s le the´ore`me de Tychonoff, l’ensemble K est compact pour la topo-
logie produit. Nous ve´rifions que si µ ∈ M1/λs (RZ+) alors µ{K} ≥ 1−ǫ/λ. Nous en de´duisons
que {(µ(1)n , µ(4)n ), n ∈ Z} est tendue. D’apre`s le the´ore`me de Prohorov, la suite {µn, n ∈ Z}
admet une sous-suite qui converge faiblement vers une limite µ ∈ M(RZ+×RZ+×RZ+×RZ+).
Soit le quadruplet (â, ŝ, w˜, d˜) ∼ µ, ceci entraˆıne que ŝ ∼ σ, â∐ ŝ. Rappelons que
d̂n = ân+1 = ân + Lŵn − ŵn + Lŝn − ŝn ,
par continuite´, on a
d˜ = â+ Lw˜ − w˜ + Lŝ− ŝ .
Montrons que d˜ ∼ â. Soit η la loi de a0. Alors, par de´finition, an ∼ φnσ(η) et ân ∼
1
n
∑n−1
i=0 φ
i
σ(η) = ηn. Nous avons
d̂n = φ(ân, ŝn) ∼ φσ(ηn) = ηn + 1
n
(φnσ(η)− η) ,
ou` 1n(φ
n
σ(η) − η) converge en variation totale et donc faiblement vers la mesure nulle. De
plus, il y a une sous-suite pour laquelle ηn et φσ(ηn) convergent, pour la topologie faible,
respectivement vers les lois de â et d˜.
Il nous reste a` prouver que d˜ = φ(â, ŝ). Pour ce faire, nous allons justifier le fait que
w˜ = ψ(â, ŝ).
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Rappelons que d̂n = (ân − ŝn − ŵn)+ + Lŝn, par continuite´, nous de´duisons que
d˜ = (â− ŝ− w˜)+ + Lŝ .
D’apre`s (4.2), pour k < l − 1, on a
max
k≤j≤l
l−1∑
i=j
(ŝni − âni ) ≤ ŵnl = max
k≤j≤l
l−1∑
i=j
(ŝni − âni ) ∨ [ŵnk +
l−1∑
i=k
(ŝni − âni ) .
De nouveau par continuite´, on obtient
max
k≤j≤l
l−1∑
i=j
(ŝi − âi) ≤ w˜l = max
k≤j≤l
l−1∑
i=j
(ŝi − âi) ∨ [w˜k +
l−1∑
i=k
(ŝi − âi)] .
Ainsi, graˆce a` ce qui pre´ce`de
ψ(â, ŝ) ≤ w˜, Lŝ ≤ d˜ ≤ φ(â, ŝ) .
En faisant tendre k vers −∞ et en tenant compte du fait que Ea0 > Es− 0, nous ve´rifions
que w˜k +
∑l−1
i=k(ŝi − âi) → −∞, en probabilite´s . Soit
w˜l = sup
j≤l
l−1∑
i=j
(ŝi − âi) = ψ(â, ŝ)l ,
en d’autres termes, nous avons
w˜ = φ(â, ŝ), d˜ = ψ(â, ŝ) .
Pour conclure, nous de´sirons prouver que lorsque P{w˜ ∈ RZ+} > 0, alors le point fixe est
non-trivial. Pour ce faire, nous allons prouver que
lim
n→∞
1
n
n−1∑
i=0
w(0, i) = sup
x>0
{γ(x)− x/λ} p.s. ⇒ w˜0 ∈ R+ p.s.
Nous allons proce´der par l’absurde, supposons que P(w˜0 = +∞) = a > 0. Prenons K > 0
et f : N → N strictement croissante telle que µf(n) converge faiblement vers µ, alors ŵf(n)0
converge faiblement vers w˜0. Comme
P(ŵn0 ≥ K) =
1
n
n−1∑
i=0
P(w(0, i) ≥ K) ,
alors ∀b ∈]0, a[, ∃N, ∀n ≥ N , on a
1
n
n−1∑
i=0
P(w(0, i) ≥ K) ≥ b .
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Nous de´finissons Ξ = {n−1
∑n−1
i=0 1w(0,i)≥K ≥ c}, ou` 0 < c < b < a et posons q = P(Ξ), on
a
n−1∑
i=0
1w(0,i)≥K =
(n−1∑
i=0
1w(0,i)≥K
)
1Ξ +
(n−1∑
i=0
1w(0,i)≥K
)
1Ξc ≤ n1Ξ + nc1Ξc .
En prenant les espe´rances dans l’ine´galite´ pre´ce´dente, nous ve´rifions que
nb ≤
n−1∑
i=0
P(w(0, i) ≥ K) ≤ nq + n(1− q)c .
Ceci entraˆıne que q ≥ (b − c)/(1 − c) > 0 pour tout K, ce qui contredit le fait que
n−1
∑n−1
i=0 w(0, i) converge p.s. vers une constante finie (The´ore`me 4.4.3).
Nous avons pris le parti de ne pas pre´senter les re´sultats d’unicite´ et de convergence dans
le cadre de cette the`se. Une preuve e´le´gante de l’unicite´ est donne´e dans [18]. La preuve de
l’attraction du point fixe est base´e sur un argument de couplage [81].
Soit S l’ensemble des moyennes pour lesquelles la file admet un point fixe ergodique. Nous
avons vu que S e´tait non vide (the´ore`me 4.5.1). Dans [65], les auteurs prouvent certaines
proprie´te´s de S. En particulier, l’ensemble S est un ferme´ de ]1/µ,∞[, ou` 1/µ est la moyenne
des services, ve´rifiant
inf{u ∈ S} = 1/µ, sup{u ∈ S} = +∞ .
Pour finir, ils conjecturent que S =]1/µ,∞[. Ce re´sultat n’est donc qu’une re´ponse partielle
a` une conjecture figurant dans [5, 70]. En fait, l’ensemble S est e´gal a` l’image de γ′, la
de´rive´e de γ de´finie dans (4.10). Pour prouver la conjecture S =]1/µ,∞[, il suffirait de
prouver que γ′ est continue.
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Nous pre´sentons dans ce chapitre une extension du re´sultat de points fixes pour la file ././1,
dans le cadre des grandes de´viations. Nous nous inspirons de l’approche de´veloppe´e dans
[38] qui fournit un re´sultat de points fixes pour la file d’attente avec services inutilise´es.
Plus pre´cise´ment, si la suite des services ve´rifie un principe de grandes de´viations, alors il
existe une classe de suite des arrive´es telle que la suite des de´parts ve´rifie un principe de
grandes de´viations avec la meˆme fonction de taux que les arrive´es. Dans [28], nous e´tendons
ce re´sultat a` notre mode`le file d’attente/mode`le de stockage, pour lequel nous prouvons
qu’il existe une famille de variables d’entre´e ve´rifiant un principe de grandes de´viations de
telle sorte que les variables de sortie ve´rifient e´galement un principe de grandes de´viations
avec les meˆmes fonctions de taux que les variables d’entre´e.
5.1 Grandes de´viations
Dans cette premie`re partie, nous allons de´finir les grandes de´viations d’une suite de va-
riables ale´atoires. Soit x = {xn, n ∈ N} une suite de variables ale´atoires i.i.d. et soit
X = {Xn, n ∈ N} de´finie par Xn =
∑n
i=1 xi. Si E|x0| < ∞, alors la suite x ve´rifie la loi
forte des grands nombres, c’est-a`-dire, presque suˆrement,
lim
n→∞
Xn
n
= Ex0 .
Nous pouvons, ensuite, nous inte´resser aux fluctuations autour de cette moyenne. En ef-
fet, supposons Ex20 < ∞, alors le the´ore`me central limite nous donne les fluctuations,
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d’ordre O(1/
√
n), de Xn/n autour de Ex0. Plus pre´cise´ment, la suite de variables ale´atoires√
n
(
Xn
n − Ex0
)
converge en loi vers une loi normale centre´e de meˆme variance que x0.
La the´orie des grandes de´viations s’inte´resse aux grandes fluctuations de l’ordre de O(1).
De´finition 5.1.1. Soit X un espace de Hausdorff. Une fonction I : X → R+ = R+∪{∞} est
une fonction de taux si I est semi-continue infe´rieurement, c’est-a`-dire que les ensembles
{x : I(x) ≤ α} sont ferme´s, pour tout α ∈ R. Si, en plus, ces ensembles sont compacts
alors on dit que I est une bonne fonction de taux.
De´finition 5.1.2. Une suite {xn, n ∈ N} a` valeurs dans X ve´rifie un principe de grandes
de´viations de fonction de taux I : X → R+, si pour tout bore´lien B de X,
− inf
x∈B˚
I(x) ≤ lim inf
n→∞
1
n
log P(xn ∈ B)
≤ lim sup
n→∞
1
n
log P(xn ∈ B) ≤ − inf
x∈B
I(x) ,
ou` les ensembles B˚ et B¯ repre´sentent respectivement l’inte´rieur et l’adhe´rence de B.
Nous nous inte´ressons a` des variables ale´atoires re´elles.
De´finition 5.1.3. La log-transforme´e de Laplace d’une variable ale´atoire re´elle x est
donne´e par
ΛX(θ) = log Ee
θx, ∀θ ∈ R ,
pouvant-eˆtre infinie.
Il n’est pas difficile, en utilisant respectivement l’ine´galite´ de Ho¨lder et le lemme de Fatou,
de montrer que ΛX est convexe, semi-continue infe´rieurement. Pour θ a` l’inte´rieur du
domaine effectif de ΛX , c’est-a`-dire {θ | ΛX(θ) <∞}, on a
Λ′X(θ) =
E(x0e
θx)
eΛX(θ)
.
De´finition 5.1.4. La transforme´e de Legendre (ou dual convexe) de ΛX est donne´e par
IX(x) = sup
θ∈R
{θx− ΛX(θ)} . (5.1)
La fonction IX est positive, convexe et semi-continue infe´rieurement. De plus, si la fonction
ΛX est finie au voisinage de l’origine alors
Λ′X(0) = Ex0, IX(Ex0) = 0 .
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De plus, on a
IX(x) = sup
θ≥0
{θx− ΛX(θ)} pour x ≥ Ex0
IX(x) = sup
θ≤0
{θx− ΛX(θ)} pour x ≤ Ex0 . (5.2)
Un re´sultat classique en the´orie des grandes de´viations est le the´ore`me de Crame´r [25].
Nous e´nonc¸ons ce re´sultat pour des variables re´elles,
The´ore`me 5.1.5. Si la suite {xn, n ∈ N} a` valeurs dans R est i.i.d. de log-transforme´e de
Laplace ΛX finie au voisinage de l’origine, alors la suite de variables ale´atoires {Xn/n, n ∈
Z}, ou` Xn =
∑n
i=1 xi, satisfait un principe de grandes de´viations avec la fonction de taux
IX de´finie dans (5.1) : pour tout ferme´ F de R
d,
lim sup
n→∞
1
n
log P(
Xn
n
∈ F ) ≤ − inf
x∈F
IX(x) . (5.3)
et pour tout ouvert O de R
lim inf
n→∞
1
n
log P(
Xn
n
∈ O) ≥ − inf
x∈O
IX(x) . (5.4)
Les ine´galite´s (5.3) et (5.4) sont respectivement la borne supe´rieure et la borne infe´rieure du
principe de grandes de´viations. Le the´ore`me de Crame´r s’applique a` des variables ale´atoires
dont la log-transforme´e de Laplace n’est pas finie au voisinage de 0. Les diffe´rentes versions
du the´ore`me de Crame´r figurent dans [26]. Un autre re´sultat utile consiste en la recherche
de fonctions de taux pour un vecteur de variables ale´atoires inde´pendantes,
The´ore`me 5.1.6. Soient {xn, n ∈ N} et {yn, n ∈ N} satisfaisant des principes de grandes
de´viations respectivement sur X et Y deux espaces de Hausdorff, avec les fonctions de taux
IX et IY . Supposons les deux suites inde´pendantes, la suite {(xn, yn), n ∈ N} satisfait un
principe de grandes de´viations sur X× Y de fonction de taux
IX,Y (x, y) = IX(x) + IY (y) .
Dans tous les cas que nous traiterons dans la suite, nous n’e´tablirons pas de principe de
grandes de´viations en partant de ze´ro, nous allons utiliser des re´sultats techniques sur les
grandes de´viations pour de´duire des principes de grandes de´viations en partant de variables
dont on connaˆıt les fonctions de taux. Plus pre´cise´ment, e´tant donne´e une suite de variables
ale´atoires ve´rifiant un principe de grandes de´viations, nous pouvons obtenir des principes
de grandes de´viations pour une grande classe de suites obtenues via une fonction continue.
Nous pre´sentons le principe de contraction qui permet ceci.
The´ore`me 5.1.7. Soit {xn, n ∈ N} satisfaisant un principe de grandes de´viations sur
X avec la fonction de taux IX , et soit f : X → Y une fonction continue. Alors la suite
{yn, n ∈ N} de´finie par yn = f(xn) satisfait un principe de grandes de´viations sur Y avec
la fonction de taux
IY (y) = inf
x, f(x)=y
IX(x) .
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Parfois la fonction f est ”presque continue”, c’est-a`-dire que la suite {yn, n ∈ N} est proche
d’une suite {f(xn), n ∈ N}, avec f continue.
De´finition-Proposition 5.1.8. Soient {xn, n ∈ N} et {yn, n ∈ N} deux suites a` valeurs
dans X muni de la norme || ||. Elles sont dites exponentiellement e´quivalentes, si pour tout
ǫ > 0,
lim sup
n→∞
log P(||xn − yn|| > ǫ) = −∞ .
Dans ce cas, si {xn, n ∈ N} satisfait un principe de grandes de´viations alors il en est de
meˆme pour la suite {yn, n ∈ N}, de plus, IX = IY .
The´ore`me 5.1.9. Si {xn, n ∈ N} satisfait un principe de grandes de´viations sur X avec la
fonction de taux IX , et si {yn, n ∈ N} et {f(xn), n ∈ N} sont deux suites exponentiellement
e´quivalentes, avec f : X → Y continue, alors {yn, n ∈ N} satisfait un principe de grandes
de´viations sur Y avec la fonction de taux
IY (y) = inf
x∈X, f(x)=y
IX(x) .
Nous avons pre´sente´ un aperc¸u de la the´orie des grandes de´viations, pour plus de de´tails,
nous invitons le lecteur a` se re´fe´rer a` [26].
5.2 E´ve´nements rares pour la file d’attente ././1
Rappelons que wn est le temps d’attente du client n avant d’entamer son service (respec-
tivement le niveau du stock a` la fin du slot n) est de´fini par
wn = (wn−1 + sn−1 − an−1)+ = sup
m≤n
[
n−1∑
k=m
sk − ak] . (5.5)
Nous supposons les variables d’entre´e stationnaires et ergodiques. Sous la condition de
stabilite´ Es0 < Ea0, nous pouvons utiliser l’expression pre´ce´dente pour donner le com-
portement asymptotique de wn a` l’aide des proprie´te´s de grandes de´viations des variables
d’entre´e a = {an, n ∈ Z} et s = {sn, n ∈ Z}. Nous commenc¸ons par examiner un exemple.
Exemple Supposons que an = 1, pour tout n, et que la suite {sn, n ∈ Z} est i.i.d. avec
P(sn = 2) = 1− P(sn = 0) = p < 1
2
.
Dans ce cas, le processus {wn, n ∈ Z} est un processus de naissance et de mort en temps
discret de distribution stationnaire
P(w0 ≥ q) =
( p
1− p
)q
,
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c’est-a`-dire
1
n
log P(w0 ≥ nq) = −δq ,
ou` δ = log 1−pp .
Une approximation de ce type est vraie sous des hypothe`ses plus au moins ge´ne´rales pour
une valeur de δ qui de´pend des variables d’entre´e a et s. En fait, il a e´te´ prouve´ dans
[19, 32, 43] que la queue de distribution de la version stationnaire du processus de charge
ve´rifie
lim
n→∞
1
n
log P(w0 ≥ nq) = −δq . (5.6)
Par commodite´, nous re´e´crivons (5.6) de la manie`re suivante
P(w0/n ≥ q) ≍ e−nδq .
Nous allons donner une preuve heuristique de ce re´sultat, dans le cas ou` les suites {an, n ∈
Z} et {sn, n ∈ Z} sont i.i.d. mutuellement inde´pendantes avec
ΛA(θ) = log Ee
θa0 , ΛS = log Ee
θs0 ,
finies au voisinage de 0. Pour ce faire, posons xn = sn − an pour tout n ∈ Z, et Xk =∑k
i=1 x−i pour tout k ∈ N, alors w0 = supk≥0 Xk, avec X0 = 0. D’apre`s le the´ore`me
de Crame´r 5.1.5, les suites {an, n ∈ Z} et {sn, n ∈ Z} satisfont des principes de grandes
de´viations sur R avec les fonctions de taux respectives IA et IS transforme´es de Legendre de
ΛA et ΛS . Par conse´quent, la suite {xn, n ∈ Z} satisfait un principe de grandes de´viations
avec la fonction de taux IX , transforme´e de Legendre de ΛX(θ) = ΛS(θ) + ΛA(−θ), c’est-
a`-dire P(Xnn > x) ≍ e−nIX(x). D’autre part,
P(w0 ≥ nq) = P(sup
k≥0
Xk ≥ nq) = P(∪k≥0{Xk ≥ qn})
≤
∞∑
k=1
P(Xk ≥ qn) ,
car X0 = 0. Comme P(Xk ≥ nq) = P(Xkk ≥ nqk ) ≍ e−kIX(nq/k), nous ve´rifions que
P(w0 ≥ nq) ≍
∞∑
k=1
e
−nq IX (nq/k)
nq/k . (5.7)
Nous concluons en utilisant le principe du terme dominant , c’est-a`-dire
∞∑
k=1
e
−nq IX (nq/k)
nq/k ≍ e−qnδ
ou` δ = infx>0
IX(x)
x et on retrouve (5.6). L’utilisation du principe du terme dominant
s’interpre`te a` l’aide de la proprie´te´ de vraisemblance. En effet, le terme le plus grand
l’emporte dans (5.7), autrement dit, l’e´ve´nement rare, ici l’explosion du temps d’attente,
se produit suivant le sce´nario le plus probable.
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5.3 Principe de grandes de´viations pour le processus de
charge
Dans cette partie, nous allons donner des hypothe`ses pre´cises sous lesquelles la queue de
distribution de la loi du processus de charge, a` l’e´quilibre, de´croˆıt exponentiellement :
P(w0 ≥ nq) ≍ e−δqn ,
ou` δ de´pend des caracte´ristiques des variables d’entre´e du syste`me. Ce re´sultat apparaˆıt
sous diffe´rentes formes dans la litte´rature [19, 32, 43]. D’abord, nous donnons l’ensemble
des hypothe`ses qui seront utiles dans la suite du chapitre.
Hypothe`ses :
(i) Les suites {an, n ∈ Z} et {sn, n ∈ Z} sont i.i.d., mutuellement inde´pendantes. Leurs
log-transforme´es de Laplace de´finies par
ΛA(θ) = log Ee
θa0 , ΛS(θ) = log Ee
θs0
sont de´rivables au voisinage de ze´ro.
(ii) La condition de stabilite´ 1/µ = Λ′S(0) = Es0 < Ea0 = Λ
′
A(0) = 1/λ est ve´rifie´e.
Sous les hypothe`ses (i) et (ii), on a
Proposition 5.3.1. La suite {w0/n, n ∈ N∗} satisfait un principe de grandes de´viations
avec la bonne fonction de taux IW (q) = δq, c’est-a`-dire limn→∞ 1n log P(w0/n ≥ q) = −δq,
avec
δ = inf
0<a<s
IA,S(a, s)
s− a = sup{θ : ΛS(θ) + ΛA(−θ) ≤ 0} . (5.8)
De´monstration. Commenc¸ons par montrer (5.8). Rappelons que xn = sn − an et Xn =∑n
i=1 x−i, et que
w0 = sup
k≥0
Xk .
Par l’hypothe`se d’inde´pendance, on a
ΛX(θ) = ΛS(θ) + ΛA(−θ) ,
et par application directe du principe de contraction, nous obtenons
IX(x) = inf
y>x
{IS(y) + IA(y − x)} .
Soit θ ≤ infx≥0 IX(x)/x alors
θ ≤ inf
x≥0
IX(x)/x ⇔ θ ≤ IX(x)/x,∀x ≥ 0
⇔ θx− IX(x) ≤ 0,∀x ≥ 0
⇔ sup
x≥0
{θx− IX(x)} ≤ 0
⇔ ΛX(θ) ≤ 0 .
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La dernie`re e´quivalence est due au fait que Ex0 < 0 (condition de stabilite´) et a` l’e´quation
(5.2). Nous avons prouve´ que
inf
0<a<s
IA,S(a, s)
s− a = infx≥0 IX(x)/x = sup{θ : ΛS(θ) + ΛA(−θ) ≤ 0} .
Borne infe´rieure : Tout d’abord, pour q > 0, on a P(w0 ≥ q) ≥ P (Xk ≥ q). En remar-
quant que, pour p > 0, p ≥ q⌈q/p⌉ , on a
P(w0 ≥ q) ≥ P
( 1
⌈q/p⌉X⌈q/p⌉ ≥ p
)
.
De plus, comme 1q ≥ 1p 1⌈q/p⌉ , on a
lim inf
q→∞
1
q
log P(w0 ≥ q) ≥ 1
p
lim inf
q→∞
1
⌈q/p⌉ log P
( 1
⌈q/p⌉X⌈q/p⌉ ≥ p
)
=
1
p
lim inf
n→∞
1
n
log P
( 1
n
Xn ≥ p
)
≥ −1
p
IX(p) .
Ceci e´tant vrai pour tout p > 0, nous obtenons la borne infe´rieure
lim inf
q→∞
1
q
log P(w0 ≥ q) ≥ − inf
x>0
1
x
IX(x) = − inf
x>0
1
x
inf
y>x
{IS(y) + IA(y − x)}
= − inf
0<a<s
IS(s) + IA(a)
s− a .
Borne supe´rieure : Rappelons que ΛX(θ) = ΛS(θ) + ΛA(−θ) , et graˆce a` la condition de
stabilite´, on a Λ′X(0) = log
E(s1)
E(a1)
< 0. De plus, ΛX est de´rivable sur un voisinage de 0
avec ΛX(0) = 0. Par conse´quent, il existe Θ > 0 tel que ΛX(Θ) < 0 et Ee
ΘXn <∞. En
appliquant la borne de Chernoff, nous obtenons pour tout n ∈ N,
P(Xn ≥ q) ≤ e−ΘqEeΘXn .
Ce qui entraˆıne
lim sup
q→∞
1
q
log P(Xn ≥ q) ≤ −Θ .
D’une part, pour N ∈ N, nous ve´rifions que
P
(
max
0≤n≤N
Xn ≥ q
)
≤ N max
0≤n≤N
P(Xn ≥ q) .
Lorsque q tend vers l’infini, on a
lim sup
q→∞
1
q
log P
(
max
0≤n≤N
Xn ≥ q
)
≤ max
0≤n≤N
lim sup
q→∞
log
1
q
P(Xn ≥ q) ≤ −Θ .
D’autre part, nous remarquons que
P( sup
n>N
Xn ≥ q) ≤
∑
n>N
P(Xn ≥ q) ≤ e−Θq
∑
n>N
EeΘXn .
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Comme 1
n
log EeΘXn = ΛX(Θ) < 0, il existe alors 0 < ǫ < −ΛX(Θ) et NΘ ∈ N tels que
∀n > NΘ,
1
n
log EeΘXn ≤ −ǫ. Ceci entraˆıne que
P
(
sup
n>NΘ
Xn > q
)
≤ e−Θq
∑
n>NΘ
e−nǫ <
e−Θq
1− e−ǫ
e−(NΘ+1)ǫ .
En re´sume´, nous avons prouve´ que lim supq→∞
1
q
log P
(
supn>NΘ Xn ≥
)
≤ −Θ, par
conse´quent, pour Θ > 0 tel que ΛX(Θ) < 0, on a
lim sup
q→∞
1
q
log P
(
sup
n≥0
Xn ≥ q
)
≤ −Θ .
Nous pouvons conclure en utilisant (5.8).
Nous pouvons interpre´ter ce re´sultat na¨ıvement graˆce aux approximations suivantes,
ve´rifie´es a` l’e´chelle logarithmique :
P(sup
n
Xn ≥ q) ≈ sup
n
P(Xn ≥ q) .
Ceci rejoint l’argument de l’occurrence des e´ve´nements rares de la manie`re la plus pro-
bable. Cette approximation, permet en pratique de pre´dire la fre´quence a` laquelle le temps
d’attente (respectivement le niveau de stock) de´passe un certain seuil. En effet, si (5.6)
est ve´rifie´e, il suffit d’observer empiriquement la distribution des temps d’attente sur une
pe´riode relativement courte. Pour ce faire, on repre´sente le graphe de la fre´quence (en
e´chelle logarithmique) a` laquelle un niveau q est atteint en fonction de q. Le re´sultat de la
proposition 5.3.1 a inspire´ de nombreux de´veloppements [22] dans l’application des grandes
de´viations a` l’e´tude statistique des re´seaux de files d’attente.
5.4 Bande passante effective
La bande passante d’un flux de traffic repre´sente une variable fre´quemment utilise´e dans
la litte´rature traitant des re´seaux de communication. La notion de bande passante effec-
tive fournit un moyen de de´crire les proprie´te´s d’un flux ale´atoire par l’interme´diaire des
e´ve´nements rares qui peuvent se produire dans le re´seau qu’il traverse.
En pratique, les files d’attente et les magasins conside´re´s ont des capacite´s finies, c’est-a`-dire
que la file d’attente (respectivement le magasin) refuse des clients (respectivement du stock)
lorsque le temps d’attente (respectivement le stock total) de´passe un certain seuil fixe´. Dans
le contexte de la file d’attente, nous supposerons la suite des services {sn, n ∈ Z} donne´e
et nous chercherons a` de´terminer une valeur ap correspondant au temps d’inter-arrive´e
minimal pour que la probabilite´ de rejet d’un client, dont le temps d’attente est supe´rieur
a` une certaine valeur, soit infe´rieure a` un seuil pre´-de´fini. Ensuite, nous conside´rons notre
syste`me en tant que mode`le de stockage. Dans ce cas de figure, nous nous donnerons
{an, n ∈ Z} la suite des demandes et nous chercherons a` de´terminer la valeur maximale
94
5.4. Bande passante effective
sp des quantite´s fournies au magasin pour que le magasin rejette les quantite´s entraˆınant
le de´passement d’une valeur donne´e du stock avec une probabilite´ infe´rieure a` un certain
seuil. Plus pre´cise´ment, nous de´sirons pre´-de´finir les arrive´es a` chacun des deux syste`mes
de telle sorte que
P(w0 ≥ q) ≤ p , (5.9)
pour de grandes valeurs de q et pour p donne´.
File d’attente Posons an = a, ∀n ∈ Z, ce qui se traduit par ΛA(θ) = aθ. Pour une suite
s i.i.d., on a, d’apre`s la Proposition 5.3.1, P(w0 ≥ q) ≤ e−δ(a)q avec
δ(a) = sup{θ : θ ≥ 0 et ΛS(θ) ≤ aθ} .
Le temps d’inter-arrive´e minimal, pour lequel l’ine´galite´ (5.9) est ve´rifie´e, est donne´ par ap
tel que
ap = inf{a : a ≥ 0 et e−δ(a)q ≤ p} .
Posons θp = − log pq , alors δ(ap) = θp et
ap =
ΛS(θp)
θp
.
Cette valeur est appele´e bande passante effective pour la file d’attente. La notion de bande
passante effective a e´te´ introduite par Kelly dans [56], pour plus de de´tails consulter [54].
Mode`le de Stock Supposons sn = s, ∀n ∈ Z, dans ce cas ΛS(θ) = θs soit
δ(s) = − inf{θ < 0 : ΛA(θ) ≤ sθ} .
La quantite´ de produit maximale pour laquelle l’ine´galite´ (5.9) est ve´rifie´e est donne´e par
sp tel que
sp = sup{s ≥ 0 : e−δ(s)q ≤ p} .
Nous appellerons sp la bande passante effective pour le mode`le de stockage, on a
sp =
ΛA(θp)
θp
.
Nous pouvons ge´ne´raliser la notion de bande passante effective en introduisant les variables
αA(θ) et αS(θ) de´finies par
αA(θ) =
ΛS(θ)
θ
, αS(θ) =
ΛA(θ)
θ
,
qui repre´sentent respectivement les bandes passantes effectives de la file d’attente et du
mode`le de stockage.
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5.5 Principe de grandes de´viations pour les variables de sor-
tie
Les techniques illustre´es dans la preuve de la Proposition 5.3.1 sont classiques en the´orie
des grandes de´viations. Ne´anmoins, pour des variables autres que le processus de charge, il
est souvent difficile de calculer directement la fonction de taux. Nous proposons dans cette
partie une autre approche qui utilise le principe de contraction. Pour pouvoir appliquer
ce re´sultat, nous devons exhiber une fonction continue qui donne les variables e´tudie´es en
fonction des variables d’entre´e de la file d’attente. Pour ce faire nous allons utiliser les tech-
niques illustre´es dans [38] pour le cas du mode`le de stockage. La diffe´rence essentielle dans
notre cas re´side dans l’introduction de nouvelles variables permettant d’e´tudier conjointe-
ment la File d’attente et le Mode`le de Stockage. Nous rappellerons, dans un premier temps,
les re´sultats the´oriques sur les grandes de´viations pour des processus en temps continu. Au
paragraphe 5.5.1 nous ramenons la recherche des fonctions de taux pour les variables de
sortie a` un proble`me d’optimisation analogue a celui obtenu dans [38]. Nous re´solvons ce
proble`me au paragraphe 5.5.2 en imposant la meˆme contrainte d’inclinaison exponentielle,
que dans [38], sur les variables d’entre´e. Notre re´sultat est plus ge´ne´ral que celui pre´sente´
dans [38] car il donne un re´sultat de point fixe (pre´servation de la fonction de taux) pour
la File d’attente et le Mode`le de stockage.
Revenons a` l’e´tude du processus de charge dans sa version stationnaire. Soit n ∈ N∗, nous
de´finissons
An =
n∑
i=1
a−i, Sn =
n∑
i=1
s−i .
Il est clair que w0 = supk≥0(Sk − Ak). Pour pouvoir appliquer le principe de contraction,
il est crucial de de´finir une bonne topologie pour laquelle la transformation qui donne
le processus de charge a` partir des variables d’entre´e soit continue. Pour ce faire, nous
de´finissons l’approximation polygonale en n d’une suite {Xk, k ∈ N} par
X˜n(t) =
1
n
X⌊nt⌋ + (t−
⌊nt⌋
n
)(X⌊nt⌋+1 −X⌊nt⌋), t ≥ 0 .
Nous appelons A˜n et S˜n les approximations polygonales en n des suites {Ak, k ∈ N} et
{Sk, k ∈ N}. Remarquons que, pour tout n ∈ N∗,
w0
n
=
1
n
sup
k∈N
(Sk −Ak) = 1
n
sup
t≥0
(S⌊nt⌋ −A⌊nt⌋)
= sup
t>0
(S˜n(t)− A˜n(t)) .
On dit qu’une fonction x est absolument continue sur R si
∀ǫ > 0, ∃η > 0 tels que ∀u, v ∈ R, |u− v| ≤ η ⇒ |x(u)− x(v)| ≤ ǫ .
Si x est absolument continue, alors sa de´rive´e x′ existe presque partout et nous pouvons
e´crire x(v)− x(u) = ∫ vu x′(t)dt.
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Soit µ > 0, nous de´finissons Cµ (respectivement Aµ) l’espace des fonctions continues (res-
pectivement absolument continues) x : R+ → R avec x(0) = 0 et
lim
t→+∞
x(t)
t+ 1
= 1/µ <∞ ,
e´quipe´ de la norme
||x|| = sup
t∈R+
| x(t)
t+ 1
|. (5.10)
Nous nous inte´ressons, dans un premier temps, aux grandes de´viations sur des processus
en temps continues sur Cµ.
De´finition 5.5.1. On dira qu’une suite de processus {Xn, n ∈ N}, ou` Xn ∈ Cµ satisfait
un principe de grandes de´viations fonctionnel avec ge´ode´sique line´aire, de fonction de taux
instantane´e I, si
(i) la fonction I est une fonction de taux, avec I(1/µ) = 0,
(ii) {Xn, n ∈ N} satisfait un principe de grandes de´viations sur Cµ avec la fonction de
taux
IX(φ) =
{∫ +∞
0 I(φ
′(t))dt si φ ∈ Aµ
+∞ sinon.
Des extensions de principe de grandes de´viations aux processus en temps continues ont
e´te´ explore´es par Dembo et Zajic dans [25], pour la topologie de la convergence uniforme
qui n’est pas approprie´e pour l’e´tude des files d’attente. L’exploration de topologies plus
fines, correspondant a` la norme (5.10), a e´te´ entreprise dans [37, 27]. Remarquons que si
x = {xn, n ∈ N} est suite i.i.d. de moyenne 1/µ, alors pour tout n ∈ N∗, X˜n ∈ Cµ, ou` X˜n
est l’approximation polygonale en n de la suite X = {Xn, n ∈ N} avec Xn =
∑n
i=1 xi
The´ore`me 5.5.2. [37] Soient x = {xn, n ∈ N} une suite de variables ale´atoires re´elles
et ΛX leur log-transforme´e de Laplace, qu’on suppose de´rivable au voisinage de l’origine.
La suite des approximations polygonales {X˜n, n ∈ N∗} de la suite X = {Xn, n ∈ N},
ou` Xn =
∑n
i=1 xi, satisfait un principe de grandes de´viations fonctionnel de ge´ode´sique
line´aire sur Cµ muni de la norme (5.10), de moyenne 1/µ = Λ
′
X(0) et de fonction de taux
instantane´e IX , c’est-a`-dire
IX(φ) =
{∫ +∞
0 IX(φ
′(t))dt si φ ∈ Aµ
+∞ sinon.
Sous l’hypothe`se (i), les processus A˜n et S˜n satisfont des principes de grandes de´viations
fonctionnels de ge´ode´sique line´aire, avec les fonctions de taux instantane´es IA et IS de´finies
par
IA(φ) =
{∫ +∞
0 IA(φ
′(t))dt si φ ∈ Aλ
+∞ sinon
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avec IA(x) = supθ∈R{θx−ΛA(θ)}, transforme´e de Legendre de ΛA. Nous de´finissons de la
meˆme manie`re IS et IS.
En utilisant des arguments classiques d’analyse, il est prouve´ dans [39], que la fonction
f : Cµ × Cλ → R+ telle que
f(φ, ψ) = sup
t>0
(ψ(t)− φ(t)) ,
est continue pour la topologie induite sur Cµ × Cλ par la norme (5.10). En effet, le choix
de cette topologie permet de surmonter le fait que f n’est pas continue pour topologie de
la convergence uniforme sur les compacts (exemple 5.2 [39]).
En appliquant le principe de contraction, nous ve´rifions que {w0/n, n ∈ Z} satisfait un
principe de grandes de´viations sur R+ avec la fonction de taux
IW (q) = inf{
∫ ∞
0
IA,S(φ
′(s)) ds | (φ1, φ2) ∈ Aλ ×Aµ, f(φ1, φ2) = q}
= inf{
∫ ∞
0
IA,S(φ
′(s)) ds | (φ1, φ2) ∈ Aλ ×Aµ, sup
t>0
(φ2(t)− φ1(t)) = q} ,
ou` IA,S(φ
′(s)) = IA(φ′1(s)) + IS(φ
′
2(s)). En combinant cette remarque avec la Proposition
5.3.1, on a
Corollaire 5.5.3. La solution du proble`me d’optimisation{
Minimiser
∫∞
0 IA,S(φ
′(s)) ds pour φ = (φ1, φ2) ∈ Aλ ×Aµ
sous la contrainte supt>0(φ2(t)− φ1(t)) = q
est IW (q) = δq ou` δ est de´fini dans (5.8).
Dans le paragraphe suivant nous allons utiliser le meˆme genre d’arguments pour e´tablir
des principes de grandes de´viations pour les variables de sortie
dn = an + wn+1 − wn + sn+1 − sn, rn = sn − wn+1 + wn . (5.11)
Nous de´finissons les suites D = {Dn, n ∈ N} et R = {Rn, n ∈ N} par
Dn =
n∑
i=1
d−i, Rn =
n∑
i=1
r−i .
Soit D˜n et R˜n les approximations polygonales en n des suites D et R. Sous les hypothe`ses
(i), (ii) et graˆce au sche´ma de Loynes, nous ve´rifions que
(D˜n, R˜n) ∈ Cλ × Cµ .
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5.5.1 Proble`me d’optimisation
Pour des raisons de clarte´, nous allons introduire une autre variable qui correspond aux
inter-de´buts de service dans le cadre de la file d’attente,
bn = an + wn+1 − wn .
Soit B = {Bn, n ∈ N} avec Bn =
∑n
i=1 b−i et B˜n son approximation polygonale en n alors
B˜n ∈ Cλ. Sous l’hypothe`se (i), on a
Lemme 5.5.4. Pour 0 ≤ t ≤ 1 fixe´, les suites {D˜n(t) , n ∈ N} et {B˜n(t) , n ∈ N} sont
exponentiellement e´quivalentes.
De´monstration. Notons que, pour γ > 0,
P( sup
0≤t≤1
|D˜n(t)− B˜n(t)| > γ) ≤ P( sup
0≤k≤n
|s−k − s0| > nγ)
≤
n∑
k=0
P(|s−k − s0| > nγ)
≤ e−γνn
n∑
k=0
Eeγ|s−k−s0| ≤ (n+ 1)e−γνne2ΛS(γ) .
Comme limn→∞ log((n + 1)e−γνn) = −∞ et graˆce a` l’hypothe`se (i) (ΛS(γ) < ∞ pour γ
proche de 0), on a bien l’e´quivalence exponentielle.
Ainsi, si les suites {D˜n(t) , n ∈ N} et {B˜n(t) , n ∈ N} satisfont des principes de grandes
de´viations alors elles ont la meˆme fonction de taux. Comme l’expression de B˜n (en fonction
des variables d’entre´e) est plus simple que celle de D˜n, nous examinerons B˜n et R˜n. En
effet,
Lemme 5.5.5. Les variables B˜n(t) et R˜n(t) s’expriment de la manie`re suivante en fonction
de A˜n(t) et S˜n(t),
B˜n(t) = A˜n(t) + sup
s>0
{S˜n(s)− A˜n(s)} − sup
s>t
{(S˜n(s)− S˜n(t))− (A˜n(s)− A˜n(t))}
R˜n(t) = S˜n(t)− sup
s>0
{S˜n(s)− A˜n(s)}+ sup
s>t
{(S˜n(s)− S˜n(t))− (A˜n(s)− A˜n(t))}
De´monstration. Nous montrons la relation pour B˜n(t), la preuve est identique pour R˜n(t).
Comme B˜n(t) n’est rien d’autre qu’une approximation affine de B⌊nt⌋/n, nous nous
inte´resserons a` B⌊nt⌋. Remarquons tout d’abord que
B⌊nt⌋ = A⌊nt⌋ + w0 − w−⌊nt⌋ .
Or w0 = sups>0{S˜n(s)− A˜n(s)} et nous ve´rifions de meˆme que
w−⌊nt⌋ = sup
s>t
{(S˜n(s)− S˜n(t))− (A˜n(s)− A˜n(t))} .
Ce qui permet de conclure.
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The´ore`me 5.5.6. Sous (i) et (ii), la suite {(Dnn , Rnn , w0n ), n ∈ Z} satisfait un principe de
grandes de´viations sur R3+ avec la fonction de taux
J(x1, x2, w) = inf{δ(w − x1 + x2) + IA,S(x2, x1); inf
C
g(q, τ, v1, v2)} , (5.12)
ou`
g(q, τ, v1, v2) = τIA,S
(x2 − v2
τ
,
x2 − v2 + w
τ
)
+ (1− τ)IA,S
( v1
1− τ ,
v2 − q
1− τ
)
+ δq ,
ou` δ = inf0<a<s
IA(a)+IS(s)
s−a et C = {(q, τ, v1, v2) | q ≥ 0, 0 ≤ τ ≤ 1, x2−v2+w = x1−v1+q}.
De´monstration. D’apre`s Loynes [63] et en utilisant le lemme 5.5.5, nous ve´rifions que
(B˜n, R˜n,
w0
n ) =Φ(A˜n, S˜n) avec
Φ : Cλ × Cµ → Cλ × Cµ × R+ ,
ou` Φ = (Φ1,Φ2,Φ3) et pour φ = (φ1, φ2) ∈ Cλ × Cµ, on a
Φ1(φ)(t) = φ1(t) + sup
s>0
{φ2(s)− φ1(s)} − sup
s>t
{(φ2(s)− φ2(t))− (φ1(s)− φ1(t))}
Φ2(φ)(t) = φ2(t)− sup
s>0
{φ2(s)− φ1(s)}+ sup
s>t
{(φ2(s)− φ2(t))− (φ1(s)− φ1(t))}
Φ3(φ)(t) = sup
s>0
{φ2(s)− φ1(s)} . (5.13)
Par le principe de contraction, la suite {(B˜n, R˜n, w0/n), n ∈ N∗} satisfait alors un principe
de grandes de´viations avec la fonction de taux :
J(ψ1, ψ2, w) = inf{
∫ ∞
0
IA,S(φ
′
1(s), φ
′
2(s))ds | Φ(φ1, φ2) = (ψ1, ψ2, w)} .
Ce proble`me variationnel est, en ge´ne´ral, difficile a` re´soudre. Nous nous placerons dans le cas
ou` t = 1. Par la loi des grands nombres, la suite {(B˜n(1), R˜n(1)), n ∈ N∗} = {(Bnn , Rnn ), n ∈
N∗} converge vers les moyennes des variables de sortie, alors que les fonctions de taux
donnent les grandes fluctuations autour de ces moyennes. La suite {(Bnn , Rnn , w0/n), n ∈ N∗}
satisfait un principe de grandes de´viations avec la fonction de taux suivante
J(x1, x2, w) = inf{
∫ ∞
0
IA,S(φ
′
1(s), φ
′
2(s))ds | [Φ(φ1, φ2)](1) = (x1, x2, w)} . (5.14)
Introduisons les variables q0 et q1 de´finies comme suit
q0 = sup
s>0
{φ2(s)− φ1(s)}
q1 = sup
s>1
{(φ2(s)− φ2(1))− (φ1(s)− φ1(1))} .
Ceci nous permet de re´e´crire (5.13), sous la forme suivante
x1 = φ1(1) + q0 − q1, x2 = φ2(1)− q0 + q1, w = q0 .
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Pour re´soudre ce nouveau proble`me, nous allons conditionner par la valeur de la variable
q1 qu’on appellera q. Graˆce a` l’hypothe`se de stabilite´ λ < µ, on ve´rifie que q est finie.
Nous pouvons ainsi interpre´ter J(x1, x2, w) comme la solution du proble`me d’optimisation
suivant :
Minimiser
∫ 1
0
IA,S(φ
′(s))ds+
∫ ∞
1
IA,S(φ
′(s))ds pour φ ∈ Aλ ×Aµ, q ≥ 0
sous les contraintes q1 = q, x1 = φ1(1) + q0 − q1, x2 = φ2(1)− q0 + q1, w = q0 ,
ou` φ = (φ1(s), φ2(s)) et IA,S(φ
′(s)) = IA(φ′1(s)) + IS(φ
′
2(s)).
L’inte´reˆt d’introduire cette variable supple´mentaire q est que le proble`me d’optimisation
se de´compose en deux sous-proble`mes de minimisation respectivement sur s ∈ [0, 1] et
s > 1 couple´s en q. Plus pre´cise´ment, les variables x1, x2 et w = q0 sont donne´es, si on
fixe q la valeur de q1, alors les valeurs φ1(1) et φ2(1) sont fixe´es e´galement. Pour s > 1,
la seule condition portant sur φ1 et φ2 est q1 = q. Par conse´quent, le premier proble`me
d’optimisation consiste a`
Minimiser
∫ ∞
1
IA,S(φ
′
1(s), φ
′
2(s))ds, sous la contrainte q1 = q .
Le second proble`me consiste a`
Minimiser
∫ 1
0
IA,S(φ
′
1(s), φ
′
2(s))ds
sous la contrainte x1 = φ1(1) + q0 − q1, x2 = φ2(1)− q0 + q1, w = q0 ,
sachant q1 = q. Dans les deux cas, la minimisation est effectue´e pour φ ∈ Aλ ×Aµ.
Pour le premier proble`me, soit ψ ∈ Aλ × Aµ de´finie par ψi(s − 1) = φi(s) − φi(1), s ≥
1, i = 1, 2. Graˆce au lemme 5.5.3, ce proble`me d’optimisation se rame`ne a` la recherche (a`
une translation pre`s) de la fonction de taux pour le principe de grandes de´viations ve´rifie´
par w0 donne´ dans la proposition 5.3.1 et le minimum est δq ou` δ = infa<s
IA,S(a,s)
s−a .
Ainsi, pour de´terminer J(x1, x2, w) il nous reste a`
Minimiser
∫ 1
0
IA(φ
′
1(s)) + IS(φ
′
2(s))ds+ δq , (5.15)
pour (φ1, φ2) ∈ Aλ ×Aµ sous les contraintes suivantes :
q ≥ 0, w = sups≥0{φ2(s)− φ1(s)}
x1 = φ1(1) + w − q
x2 = φ2(1)− w + q.
• Supposons sups≥0{φ2(s)−φ1(s)} = sups≥1{φ2(s)−φ1(s)} , alors w = q+φ2(1)−φ1(1),
on en de´duit que
x1 = φ2(1), x2 = φ1(1), q = w − x1 + x2 .
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Dans ce cas, la solution du proble`me d’optimisation (5.15) est re´alise´e pour des fonctions
φ1 et φ2 line´aires. Apre`s un calcul imme´diat, la solution est
δ(w − x1 + x2) + IA(x2) + IS(x1).
• Supposons maintenant que φ2(s)− φ1(s) atteint son maximum en τ ∈ [0, 1]. Alors,
x1 = −q + φ1(1)− φ1(τ) + φ2(τ)
x2 = q + φ2(1)− φ2(τ) + φ1(τ) .
Nous de´finissons yi =
φi(τ)
τ , zi =
φi(1)−φi(τ)
1−τ , i = 1, 2 et χ ∈ Aλ ×Aµ,
χi(t) =
{
yit si t ∈]0, τ ]
yiτ + zi(t− τ) si t ∈]τ, 1]
.
Par la proprie´te´ de convexite´ de IA et IS et en utilisant l’ine´galite´ de Jensen, on a∫ 1
0
IA,S(χ
′
1(s), χ
′
2(s))ds ≤
∫ 1
0
IA,S(φ
′
1(s), φ
′
2(s))ds .
Comme
∫ 1
0 IA,S(χ
′
1(s), χ
′
2(s))ds = τIA,S(y)+(1−τ)IA,S(z) ou` y = (y1, y2) et z = (z1, z2),
il suffit donc de minimiser
δq + τIA,S(y) + (1− τ)IA,S(z) ,
sous les contraintes 
q ≥ 0, y1 ≥ y2
x1 = −q + (1− τ)z1 + τy2
x2 = q + (1− τ)z2 ≤ (1− τ)z1
q + (1− τ)z2 ≤ (1− τ)z1.
Soient v1 = (1− τ)z1 et v2 = (1− τ)z2 + q, on a y1 = x2−v2τ , y2 = w+x2−v2τ et
J(x1, x2, w) = inf{δ(w − x1 + x2) + IA,S(x2, x1), inf
C
g(q, τ, v1, v2)} ,
g et C de´finis au The´ore`me 5.5.6.
Ce re´sultat peut eˆtre interpre´te´ de la manie`re suivante. En fait, la manie`re la plus vraisem-
blable d’avoir une moyenne x1 des de´parts, une moyenne x2 des temps passe´s en fin de file
et une moyenne w des temps d’attente, est donne´e par l’un des deux sce´narios suivants :
– tous les clients appartiennent a` une meˆme pe´riode d’activite´. Ainsi, la moyenne des
de´parts est e´gale a` celle des services et la moyenne des temps passe´s en fin de file est
e´gale a` celle des inter-arrive´es.
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– Soient q, τ, v1, v2 les variables pour lesquelles g atteint son minimum sur C. Le client
−nτ trouve le syste`me vide, par conse´quent un chemin optimal se de´compose en deux
e´tapes. Le client −n trouve un temps d’attente e´gal a` nq. Les moyennes des arrive´es et
des services, lors de cette premie`re pe´riode, sont respectivement x2−v2τ et
x2−v2+w
τ . La
premie`re pe´riode d’activite´ comporte nτ clients. Durant la deuxie`me phase, la moyenne
des services est e´gale a` v2−q1−τ et celle des arrive´es est e´gale a`
v1
1−τ .
L’e´quation (5.12) donne la fonction de taux correspondant aux principes de grandes
de´viations ve´rifie´s par les variables de sortie en fonction de la fonction de taux des va-
riables d’entre´e. Nous pouvons nous demander si cette fonction de taux est un point fixe.
Plus pre´cise´ment, sous quelle condition a-t-on J(x1, x2, w) = IA,S(x1, x2) + δw, ou encore
(ID, IR) = (IA, IS) ?
Nous proposons, dans un premier temps, l’exemple de la file M/M/1 pour laquelle la re´ponse
est positive. En fait, ceci n’est rien de plus que la traduction du the´ore`me de Burke dans
le cadre des grandes de´viations. Nous montrons dans la partie suivante que la re´ponse est
vraie sous une condition simple liant les lois des variables d’entre´e.
Exemple Revenons a` la file M/M/1, c’est-a`-dire ou` les suites {an, n ∈ Z} et {sn, n ∈ Z}
sont i.i.d. mutuellement inde´pendantes avec, pour t ≥ 0,
P (a0 > t) = e
−λt , P (s0 > t) = e−µt .
Dans ce cas, on obtient, pour θ < λ < µ
ΛA(θ) = log
( λ
λ− θ
)
, ΛS(θ) = log
( µ
µ− θ
)
.
En utilisant le fait que δ = sup{θ > 0, ΛS(θ) + ΛA(−θ) < 0}, nous ve´rifions que δ = µ−λ.
Comme
IA(a) = λa− log(λa)− 1 , IS(s) = µs− log(µs)− 1 ,
en re´solvant le proble`me d’optimisation pre´ce´dent, on a
J(x1, x2, w) = λx1 − log(λx1)− 1 + µx2 − log(µx2)− 1 + (µ− λ)w
= IA,S(x1, x2) + δw .
5.5.2 Existence de points fixes
Supposons que {an, n ∈ Z} et {sn, n ∈ Z} soient i.i.d., mutuellement inde´pendantes de
moyennes respectives 1/λ et 1/µ. Elles satisfont des principes de grandes de´viations avec
les fonctions de taux respectives IA et IS que nous supposerons de´rivables sur R+. On
suppose de plus qu’il existe β > 0 tel que
I ′S(x)− I ′A(x) = β, ∀x ∈ R+ . (5.16)
Cette relation peut eˆtre re´e´crite sous la forme suivante qui sera utile pour la suite
IA(x)− IA(y) = IS(x)− IS(y)− β(x− y), ∀(x, y) ∈ (R+)2 . (5.17)
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Avant d’e´noncer le re´sultat de point fixe sur les fonctions de taux pour l’ope´rateur associe´
a` la file d’attente qui donnent les variables de sortie en fonction des variables d’entre´e,
nous allons interpre´ter les relations (5.16) et (5.17) en terme d’inclinaison exponentielle de
mesure. Soit β > 0, nous dirons qu’une mesure ν ′ est la mesure β-incline´e exponentiellement
d’une mesure ν si pour tout x ∈ R
dν′
dν
(x) =
eβx∫
eβxdν(x)
, (5.18)
ou` (dν′/dν)(x) de´signe la de´rive´e de Radon-Nikodym de ν ′ par rapport a` ν.
Proposition 5.5.7. Soient les suites {an, n ∈ Z} et {sn, n ∈ Z} ve´rifiant les relations
(5.16) ou (5.17), de lois marginales unidimensionnelles respectives νA et νS alors νA est
la mesure β-incline´e de νS.
De´monstration. On rappelle que IA(1/λ) = 0. On ve´rifie que
ΛA(θ) = sup
x∈R
[θx− IA(x)] = sup
x∈R
[θx− IS(x) + IS(1/λ) + β(x− 1/λ)]
= sup
x∈R
[(θ + β)x− IS(x)]− [β
λ
− IS(1/λ)]
= ΛS(θ + β)− ΛS(β) . (5.19)
En passant a` l’exponentielle dans les deux membres de la dernie`re e´galite´, on a∫
R+
eθxdνA(x) =
∫
R+
e(θ+β)xdνS(x)∫
R+
eβxdνS(x)
.
Lemme 5.5.8. Si {an, n ∈ Z} et {sn, n ∈ Z} satisfont les hypothe`ses (i) et (ii), alors le
coefficient d’inclinaison β ve´rifie
β = sup{θ : ΛS(θ) + ΛA(−θ) ≤ 0} .
De´monstration. Prenons θ = −β dans (5.19), on a
ΛA(−β) = ΛS(0)− ΛS(β) .
Comme ΛS(0) = 0, nous obtenons ΛA(−β) + ΛS(β) = 0. Graˆce a` (5.8), on a
β ≤ sup{θ ≥ 0, ΛS(θ) + ΛA(−θ) ≤ 0} = δ .
La fonction G(θ) = ΛS(θ) + ΛA(−θ) est convexe avec G(0) = 0. De plus, par l’hypothe`se
(ii), G′(0) = Λ′S(0)−Λ′A(0) < 0, c’est-a`-dire G s’annule exactement deux fois sur [0, β], en
0 et β, donc
β = sup{θ ≥ 0, ΛS(θ) + ΛA(−θ) ≤ 0} = δ .
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The´ore`me 5.5.9. Soit δ > 0 et {an, n ∈ Z} et {sn, n ∈ Z} les variables d’entre´e de la
file d’attente avec νA la mesure δ-incline´e de νS (ou encore νS la mesure (−δ)-incline´e de
νA) alors la suite {(Dnn , Rnn , w0/n), n ∈ N∗} satisfait un principe de grandes de´viations sur
R3+ avec la fonction de taux
J(x1, x2, w) = δw + IA,S(x1, x2) . (5.20)
En particulier, on a
ID = IA et IR = IS .
De´monstration. Rappelons le re´sultat du the´ore`me 5.5.6. La suite {(D˜n(1), R˜n(1), w0/n), n ∈
N∗} satisfait un principe de grandes de´viations sur R3+ avec la fonction de taux
J(x1, x2, w) = inf{δ(w − x1 + x2) + IA,S(x2, x1); inf
C
g(q, τ, v1, v2)} ,
Commenc¸ons par examiner la premie`re partie de ce proble`me d’optimisation qui correspond
a`
x1 = φ2(1), x2 = φ2(1) q = w − x1 + x2 .
Ainsi, w = x1 − x2 + q, et graˆce a` (5.17) on a
δ(w − x1 + x2) + IA,S(x2, x1) = δ(w − x1 + x2) + IA,S(x1, x2) + δ(x1 − x2)
= δw + IA,S(x1, x2) .
Pour la deuxie`me partie, soit (q, τ, v1, v2) ∈ C,
• Si v1 = v2 , par convexite´, on a
g(q, τ, v1, v2) = δq + τIA,S
(x2 − v2
τ
,
x2 − v2 + w
τ
)
+ (1− τ)IA,S
( v2
1− τ ,
v2 − q
1− τ
)
≥ δq + IA,S(x2, x2 + w − q) = δw + IA,S(x1, x2) .
• Si v1 > v2, alors
IA,S
(x2 − v2
τ
,
x2 − v2 + w
τ
)
= IA,S
(x2 − v2 + w
τ
,
x2 − v2
τ
)
+ δ
w
τ
Notons que
IS
(v2 − q
1− τ
)
= IS
( v2
1− τ
)
+ IA
(v2 − q
1− τ
)
− IA
( v2
1− τ
)
− δ q
1− τ .
Comme IA est convexe et v1 ≥ v2, on a
IA
(v2 − q
1− τ
)
− IA
( v2
1− τ
)
≥ IA
(v1 − q
1− τ
)
− IA
( v1
1− τ
)
.
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Ainsi,
IS
(v2 − q
1− τ
)
+ IA
( v1
1− τ
)
≥ IS
( v2
1− τ
)
+ IA
(v1 − q
1− τ
)
− δ q
1− τ .
Or IA et IS sont convexes et x2 − v2 + w + v1 − q = x1, on a
g(q) ≥ δw + IA,S(x1, x2) .
Nous concluons que J(x1, x2, w) = δw + IA,S(x1, x2).
Le re´sultat pre´ce´dent dit que pour un processus d’entre´e satisfaisant un principe de grandes
de´viations avec la fonction de taux IA et IS avec νA la mesure δ-incline´e de νS , le processus
des variables de sortie satisfait un principe de grandes de´viations avec les meˆmes fonctions
de taux que les variables d’entre´e.
Pour conclure nous pouvons envisager d’e´tendre ce re´sultat a` la suite {(D˜n(t), R˜n(t), w0n ), n ∈
N∗} mais cette fois pour t ∈ R+. Cette proprie´te´ de ge´ode´sique est discute´e dans [40].
La me´thode pre´sente´e dans ce chapitre est ge´ne´rale et pourrait s’appliquer a` d’autres
contextes de files d’attente. En effet, il suffit de trouver l’approximation ade´quate pour
passer d’un cadre discret a` un cadre continu, d’e´tablir un re´sultat de continuite´ pour
une topologie convenable. Ceci permet d’utiliser le principe de contraction pour e´tablir
un principe de grandes de´viations pour les variables de sortie du syste`me e´tudie´ dont
la fonction de taux est solution d’un proble`me d’optimisation. Reste enfin a` re´soudre ce
proble`me d’optimisation, cette e´tape est la plus ardue, comme on l’a vu au the´ore`me 5.5.6.
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Dans cette the`se, nous nous sommes inte´resse´s a` deux mode`les de syste`mes a` e´ve´nements
discrets. La nature des re´sultats que nous avons de´veloppe´s est varie´e allant de l’e´tude des
corre´lations entre clients successifs, passant par l’exploration des liens entre la dynamique
de ces mode`les et l’algorithme de Robinson-Schensted-Knuth et se terminant par l’e´tude
des points fixes aussi bien pour les lois que pour les grandes de´viations. Les travaux que
nous avons effectue´s ont des prolongements naturels.
Nous avons e´voque´ a` la fin de la premie`re partie (paragraphe 3.5) les liens entre les mode`les
de files d’attente en tandem et les syste`mes de particules en interaction. Cette correspon-
dance introduite dans [33, 58, 90] pour le processus d’exclusion asyme´trique (de particules),
a e´te´ e´tendue dans [67] au cas d’exclusion avec des de´pendances plus longues. D’autres pistes
peuvent eˆtre explore´es dans cette direction. En effet, les dynamiques d’autres syste`mes a`
e´ve´nements discrets en tandem sont lie´es a` des syste`mes de particules en interaction plus
complexes via des proble`mes de plus longs chemins sur des graphes et plusieurs arguments
se prolongent naturellement a` des chemins assez ge´ne´raux. Nous envisageons de poursuivre
ces recherches dans le but de trouver des conditions ne´cessaires et suffisantes sur les pas
autorise´s sur ces chemins de fac¸on a` avoir une croissance line´aire du poids du plus long
chemin. Cet axe a des implications imme´diates sur des proble´matiques de fiabilite´ et de
passage a` l’e´chelle lie´es a` la diffusion de donne´es sur des re´seaux de connexions re´els entre
terminaux [8, 9].
Un autre proble`me e´voque´ au cours de cette the`se reste ouvert, il s’agit de la condition de
moment sur les poids des sites pour que le poids du plus long chemin ve´rifie une loi des
grands nombres. En effet, une condition de second moment semblerait eˆtre suffisante pour
e´tablir une loi des grands nombres sur le poids du plus long chemin. La condition pre´sente´e
au chapitre 4 de cette the`se est quant a` elle intimement lie´e a` la preuve propose´e.
L’e´tude asymptotique des plus longs chemins sur des graphes ge´ne´raux serait une premie`re
e´tape pour aborder des proble`mes de points fixes pour des familles plus ge´ne´rales de
syste`mes a` e´ve´nements discrets, a` l’image de ce qui a e´te´ pre´sente´ au chapitre 4. Une file
d’attente est un exemple simple de graphes d’e´ve´nements [10]. On peut envisager d’e´tendre
aux graphes d’e´ve´nements ge´ne´raux ou encore a` la classe plus ge´ne´rale des re´seaux de Pe-
tri pour lesquels nous souhaiterions prouver un the´ore`me de points fixes pour les lois des
arrive´es et des de´parts. E´tant donne´e l’utilisation de l’alge`bre (max,+) pour exprimer la
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concurrence et la synchronisation s’y produisant, ces deux familles s’ave`rent adapte´es au
cadre de plus long chemin sur des graphes e´voque´ plus haut.
Ces mode`les ge´ne´raux peuvent eˆtre conside´re´s, e´galement, dans le cadre des grandes
de´viations a` l’image du chapitre 5, d’une part pour e´tudier des proble`mes lie´s a` la sa-
turation de ces syste`mes, mais e´galement pour avoir des candidats pour ces points fixes a`
l’image de l’inclinaison exponentielle pour la file simple.
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Re´sume´
Le the´ore`me de Burke est un re´sultat classique en the´orie des files d’attente. Il e´tablit que le
processus de de´part d’une file M/M/1 est un processus de Poisson de meˆme intensite´ que le
processus des arrive´es. Nous pre´sentons des extensions de ce re´sultat a` la file d’attente et au
mode`le de stockage. Nous abordons ensuite l’e´tude de ces syste`mes en tandem et en re´gime
transitoire. Nous prouvons que les e´quations qui re´gissent la dynamique des deux syste`mes
(file d’attente et mode`le de stockage) sont les meˆmes alors que les variables pertinentes
sont diffe´rentes selon le mode`le qui nous inte´ressent. En utilisant des analogies entre ces
syste`mes et l’algorithme de Robinson-Schensted-Knuth, nous donnons une preuve e´le´gante
de la proprie´te´ de syme´trie de chacun des deux syste`mes. Nous nous inte´ressons e´galement
aux corre´lations entre les services des clients successifs au sein d’une pe´riode d’activite´.
Nous nous revenons par la suite au the´ore`me de Burke que l’on peut voir comme e´tant un
re´sultat de point fixe : le processus de Poisson est un point fixe pour la file d’attente avec
des lois de service exponentielles. Nous prouvons des re´sultats de points fixes dans le cadre
des grandes de´viations ou` les variables d’entre´e sont de´crites par le biais de leurs fonctions
de taux.
Mots-clefs : file d’attente, mode`le de stockage, re´versibilite´, points fixes, grandes
de´viations, algorithme de Robinson-Schensted-Knuth, chemins sur la grille.
Abstract
A cornerstone result in queueing theory due to Burke states that the departure process from
a stationary M/M/1 queue is a Poisson process having the same intensity as the arrival
process. I proved different extensions of this theorem to the single server queue and to the
storage model. Furthermore, I looked at these models in tandem in the transient regime. I
showed that these models are dual in a strong fashion. Indeed I proved that the equations
governing the dynamics of both models (queue and store) are the same even though the
interesting variables are different whether we are interested in the queueing model or in the
storage model. I use this duality to give an elegant proof, using analogies with the Robinson-
Schensted-Knuth algorithm, of the property of symmetry of both systems. Moreover I
explored the correlations between the laws of the services of successive customers belonging
to the same busy period. Burke’s theorem can be seen as a fixed point result : the Poisson
process is a fixed point for the queue with exponential service times. I explored fixed points
for the single server queue and the storage model in the context of large deviations where
the arrivals and the services are described by means of their rate functions.
Keywords : single server queue, storage model, reversibility, fixed points, large deviations,
Robinson-Schensted-Knuth algorithm, paths on the grid.

