Sensory maps in neocortex are adaptively altered to reflect recent experience and learning. In somatosensory cortex, distinct patterns of sensory use or disuse elicit multiple, functionally distinct forms of map plasticity. Diverse approaches-genetics, synaptic and in vivo physiology, optical imaging, and ultrastructural analysis-suggest a distributed model in which plasticity occurs at multiple sites in the cortical circuit with multiple cellular/synaptic mechanisms and multiple likely learning rules for plasticity. This view contrasts with the classical model in which the map plasticity reflects a single Hebbian process acting at a small set of cortical synapses.
Sensory maps in neocortex are adaptively altered to reflect recent experience and learning. In somatosensory cortex, distinct patterns of sensory use or disuse elicit multiple, functionally distinct forms of map plasticity. Diverse approaches-genetics, synaptic and in vivo physiology, optical imaging, and ultrastructural analysis-suggest a distributed model in which plasticity occurs at multiple sites in the cortical circuit with multiple cellular/synaptic mechanisms and multiple likely learning rules for plasticity. This view contrasts with the classical model in which the map plasticity reflects a single Hebbian process acting at a small set of cortical synapses.
A fundamental feature of neural circuits is the capacity for plasticity in response to experience or learning. A classic system for studying plasticity is primary somatosensory (S1) cortex. Somatosensory maps in S1 are highly plastic, both during development (1, 2) and in adult animals (3) . Plasticity occurs in response to peripheral lesions, passive sensory experience, and training on sensory tasks and is correlated with sensory perceptual learning. The underlying cellular mechanisms for map plasticity and its consequences for cortical processing are highly relevant to development, learning, and recovery of function after injury.
Rodent S1 cortex has emerged as a key model system in the analysis of the forms and mechanisms of map plasticity because of several experimental advantages. First, rodent S1 contains an orderly map of the large facial whiskers, which act as active tactile detectors, and large-scale map plasticity can be simply induced by trimming or plucking subsets of whiskers. Second, layer 4 (L4) of S1 contains an anatomical map of cell clusters, called Bbarrels,[ that is isomorphic to the arrangement of whiskers on the snout (4) . Barrels can be visualized in brain slices, allowing cells and circuits at specific locations in the whisker map to be investigated in detail in vitro (5) . Third, the superficial location of S1 allows live, optical imaging of neuronal function and structure, as well as whole-cell recording to study subthreshold events in vivo. Finally, molecular mechanisms of plasticity can be tackled using mouse genetics (6) . Research on barrel cortex plasticity is particularly fascinating because of the wide range of techniques (7)-genetics, cell biology, in vitro and in vivo physiology, optical imaging-that are applied in the field. Here, we present an emerging consensus from these techniques that map plasticity is a distributed, multifaceted process with multiple synaptic and cellular mechanisms.
S1 Circuits and the Normal Whisker Map
A functional map of whisker receptive fields exists in S1, constructed by highly specific microcircuits whose anatomy and synaptic physiology are known in unprecedented detail. In the classical thalamocortical pathway (Fig. 1) , afferents from the thalamic ventral posterior medial nucleus (VPM) innervate the L4 barrel corresponding to each whisker. Excitatory neurons in each barrel then project to L2/3 neurons in the same radial column. This feedforward intracolumnar pathway drives strong responses to each column's ''principal whisker.'' Spread of excitation along crosscolumnar pathways, together with broad tuning of thalamic inputs, confers weaker responses to neighboring, surround whiskers. Multiple types of inhibitory interneurons refine receptive fields and temporal response features. In a second afferent pathway, the septa between barrels in L4 receive less focused, multiwhisker input from the thalamic posterior medial nucleus. The result is a map in which each whisker activates a cortical region slightly larger than the anatomical column defined by its barrel (8) (Fig. 1) . Synaptic connections between many identified cell classes have been quantitatively characterized (8) (9) (10) (11) , which suggests that, within the foreseeable future, it will be possible to identify cell type-specific synaptic weight and connectivity changes underlying S1 map plasticity.
Development of the Barrel Map
Both genes and neural activity instruct development of S1 maps. Signaling molecules partition the early cortex into specific subdivisions (12) , as demonstrated by the duplication of the barrel field after electroporation of the signaling molecule fibroblast growth factor 8 (FGF-8) (13) . Thus, thalamic afferents recognize gradients of signaling molecules in an early and intrinsically specified somatosensory cortex (13) , rather than instructing a tabula rasa-like cortical sheet. Barrel formation within the prespecified S1 is instructed by peripheral afferents (1) and involves multiple, activity-dependent processes. These processes have begun to be revealed by genetic approaches [for review, see (14) ].
Forms of Map Plasticity in S1
Sensory manipulations alter S1 maps. Multiple, distinct forms of map plasticity are seen depending on the pattern of sensory input, behavioral context, and age. Two basic principles generally hold. First, whisker manipulations early in life (the first postnatal week) cause rapid map plasticity in L4, consistent with plasticity at thalamocortical synapses (6) . In older animals, however, plasticity tends to occur first in L2/3 and L5, and only later or not at all in L4 (15) (16) (17) (18) , although exceptions can occur (19) . This suggests that L4 thalamocortical synapses exhibit an early critical period for rapid plasticity, whereas intracortical synapses in other layers remain highly plastic and are the primary places where rapid plasticity occurs throughout life. Second, changes in whisker use or activity drive plasticity of the whisker receptive field map, but only lesions of primary afferents disrupt anatomical patterning of barrels and only in neonates (1) . Thus, use-dependent and lesion-dependent plasticity are mechanistically distinct (6, 14) . Hebbian plasticity in response to preferential whisker use or training. In the classical form of map plasticity as originally defined in visual cortex, differential use of two sensory inputs causes the representation of the overused input to expand and that of the underused input to shrink. This is termed Hebbian plasticity because it follows Hebbian synaptic plasticity rules (20) and is commonly hypothesized to increase the cortical processing capacity of behaviorally relevant inputs. Hebbian plasticity occurs in nonwhisker S1 in response to overuse or preferential training of small regions of the hand or paw (3) and in whisker S1 in response to trimming or removing a subset of whiskers, which increases the behavioral salience of spared whiskers (6, 15, 16, 21) , or by appetitive or aversive conditioning of specific whiskers (22) . The result is that spared or trained inputs expand in the S1 map, and deprived or untrained inputs shrink (Fig. 2) .
Components of Hebbian plasticity. Hebbian plasticity in S1 has two 
www.sciencemag.org SCIENCE VOL 310 4 NOVEMBER 2005 separable components, which implies two mechanistically distinct processes for plasticity. In the first component, whisker deprivation selectively weakens neural responses to deprived whiskers, causing deprived whisker representations to shrink (15, 21, 23) . Weakening is an active process that requires cortical spiking and is partly driven by competition from spared neighboring whiskers. One cellular basis for this component of plasticity is deprivation-induced weakening of the L4 to L2/3 (L4-L2/3) excitatory projection (15) , which has been directly observed in S1 slices from whisker-deprived rats (24, 25) .
In a second, developmentally and genetically independent (6, 26) component of Hebbian plasticity, responses to spared whiskers become enhanced (15, 21, 27, 28) . When isolated whiskers are spared, enhancement of spared whisker responses occurs in surrounding deprived columns, causing the spared whisker representation to expand in the S1 map (15, 21, 27) . When multiple neighboring whiskers are spared, enhancement occurs instead in neighboring spared columns, which causes the representations of individual spared whiskers to merge or overlap (16) (Fig. 2) . The latter case exemplifies classical Hebbian strengthening of coactive inputs onto common targets (''Neurons that fire together wire together''), which is a robust feature of map plasticity (29) . Both cases may reflect enhanced transmission on excitatory, crosscolumnar pathways into deprived or spared columns (6, 30) .
Deprivation of all whiskers degrades map topography. Trimming all whiskers during a narrow critical period at the peak of L2/3 synaptic development causes L2/3 neurons to adopt broad, unfocused receptive fields and a disordered whisker map, while the L4 map remains normal (17) . This degraded map topography reflects increased cross-columnar (relative to within-column) input to L2/3 neurons (31) and disruption of normal barrel-septal segregation within the L4-L2/3 projection such that L2/3 neurons receive abnormally strong input from L4 septa, which have broad, poorly ordered fields (25) . This suggests that developing barrel and septal inputs may compete for L2/3 targets, with experience driving normal segregation of these pathways.
Decreased representation of overstimulated whiskers. Several forms of plasticity cannot be explained by Hebbian or activitybased competitive mechanisms. Sustained, 24-hour passive stimulation of a whisker causes the representation of the activated whisker to weaken and to shrink in adult S1 (32) . This plasticity occurs in L4 and is correlated with an increase in number and density of GABAergic synapses onto L4 spines (19) . This effect may represent a homeostatic mechanism to normalize firing rates and/or a habituation process to reduce responses to repeated, behaviorally insignificant input.
Regulation of map precision and signs of plasticity by sensory enrichment. Transferring adult rats from familiar home cages into complex natural environments causes another nonHebbian form of plasticity in which whisker representations contract in L2/3, thus sharpening the whisker map (Fig. 2) . L4 receptive fields are unaffected (18) . Similar map sharpening occurs rapidly during acute arousal and exploration (33) . One possible mechanism is that environmental novelty upregulates arousalrelated modulators, which are known to act in cortex to shrink whisker representations (33) . Exposure to a novel environment for only a few minutes per week, which is not enough to sharpen the whisker map, also has the profound and unexplained effect of reversing the sign of Hebbian plasticity: When all but one whisker are removed, the representation of the spared whisker shrinks, rather than expands (34) . The existence of these functionally distinct forms of plasticity indicates that multiple cellular plasticity mechanisms and learning rules act in S1, beyond canonical Hebbian plasticity mechanisms.
Physiological Mechanisms of Plasticity
Substantial progress has been made in S1 in identifying the underlying cellular mechanisms for Hebbian and other forms of map plasticity. In classical models, rapid components of Hebbian plasticity reflect long-term potentiation (LTP) and depression (LTD) at cortical synapses; slower components reflect anatomical rearrangement of cortical microcircuits (3). Competition between inputs, which is often associated with Hebbian map plasticity, is not directly predicted from Hebbian synaptic plasticity rules and may require an additional cellular mechanism (35, 36) . S1 experiments support certain aspects of this model (e.g., involvement of LTP and LTD in Hebbian plasticity), but refute others (e.g., that anatomical plasticity must be slow to occur). Mechanisms for non-Hebbian forms of plasticity are also emerging (19, 36) .
LTP and LTD. Many S1 synapses exhibit N-methyl-D-aspartate (NMDA) receptordependent LTP and LTD, and the capacity for LTP and LTD correlates with critical periods for map plasticity in each layer (37) . Pharmacological blockade or transgenic deletion of cortical NMDA receptors impairs barrel development (14) and refinement and plasticity of receptive fields (38) (39) (40) . During Hebbian map plasticity, the enhancement of spared whisker responses is abolished or impaired in mice lacking functional a-CaMKII (calcium/ calmodulin-dependent protein kinase II, type a) or a/d CREB [cyclic adenosine monophosphate (cAMP) response element-binding protein], or expressing autophosphorylation-incompetent a-CaMKII, all of which are required for cortical LTP (6). Thus, LTP [or CaMKII/CREB- Fig. 2 . Forms of whisker map plasticity in S1 cortex. In these schematized functional whisker maps in L2/3 of S1, colored regions represent cortical areas responding to different whiskers, with color saturation coding response strength. In normal rats, each whisker activates a cortical area slightly larger than the cortical column defined by its L4 barrel (barrels outlines are shown in black) (8) . Removing all but the D1 whisker in adolescent rats causes Hebbian expansion of the spared, D1 whisker and weakening of deprived, surrounding whiskers within the map (6) . Removing all but D1 and D2 whiskers causes D1 and D2 to merge within the map but not to expand into deprived columns (16) . In two non-Hebbian forms of map plasticity, exposure to a novel, naturalistic environment sharpens the whisker map and weakens whisker responses (18) , and overstimulation of a single whisker causes that whisker to shrink within the map.
be excitatory pathways from spared to neighboring columns, potentiation of which would expand the spared whisker representation.
LTD, or an LTD-like synaptic weakening, appears to be a major substrate for the shrinkage of deprived whisker representations during Hebbian map plasticity. Weakening of the excitatory L4-L2/3 projection has been detected physiologically after partial whisker deprivation, in ex vivo S1 slices prepared from whisker-deprived rats (24, 25) . This weakening occurs without loss of L4 neurons, axonal boutons, or changes in postsynaptic excitability (24, 42, 43) . Instead, deprivation-induced weakening occludes LTD and shares apparent presynaptic expression with LTD, which suggests that it represents LTD induced in vivo (24, 44) . Whether this reflects physiological weakening of preexisting synapses, synapse elimination, or both, is unknown. Conversely, normal whisker use drives measurable LTP at L4-L2/3 synapses (45), which indicates that L4-L2/3 synapses are a site of bidirectional, experience-dependent plasticity in S1.
Other physiological mechanisms of plasticity. LTP and LTD at excitatory synapses are not the only mechanisms for cortical plasticity. Short-term synaptic dynamics are altered by sensory experience (5). Inhibitory circuits are also altered: Levels of g-aminobutyric acid (GABA), GABA type A a1 receptors, and the GABA-synthesizing enzyme GAD67 (glutamic acid decarboxylase) are regulated by sensory deprivation and sensory learning, and the number and density of GABA synapses in L4 are decreased by whisker deprivation and increased by passive stimulation (46) . In addition, an apparently large number of barrel cortex neurons exhibit very low firing rates (47) ; recruitment of these silent neurons into the active neuronal population could be an important plasticity mechanism (48) . The diversity of plasticity mechanisms identified in the few existing studies suggests that additional mechanisms remain to be discovered.
Learning Rules for Plasticity
The quantitative relationship between pre-and postsynaptic activity parameters and resulting synaptic plasticity is termed the synaptic learning rule. A central dogma is that experience drives plasticity via local, sensory-evoked activity patterns that engage these learning rules (20) . A major focus of research is to determine the relevant learning rules and network activity patterns that drive plasticity in vivo. Best studied are learning rules for LTP and LTD, which include rate-dependent rules in which high-and low-frequency presynaptic firing, respectively, drive LTP and LTD, and spike timing-dependent plasticity (STDP) rules in which changes in millisecond-scale timing of pre-and postsynaptic spikes drive LTP and LTD largely independent of firing rate (49) .
STDP and Hebbian synaptic plasticity. The relevant learning rule for plasticity has been studied for deprivation-induced LTD at L4-L2/3 synapses, which contributes to Hebbian weakening of deprived whisker representations. L4-L2/3 synapses exhibit both rate-dependent plasticity and STDP in vitro (24, 50) . In STDP at this synapse, LTP is induced when the L4 cell fires 0 to 15 ms before L2/3 cells, and LTD is induced when firing order is reversed, for spiking delays of 0 to 50 ms (50). STDP learning rules biased toward LTD are common for cortical pyramidal cells, inherently drive Hebbian plasticity, and predict LTD in response to either reliable, postleading-prefiring or to uncorrelated spiking (50) . In vivo firing patterns suggest that STDP is the relevant learning rule by which whisker deprivation drives LTD: When all whiskers are deflected together to mimic normal whisking in anesthetized animals, L4 neurons spike reliably before L2/3 neurons. However, when all whiskers except the principal whisker are deflected to mimic acute whisker deprivation, L4-L2/3 firing decorrelates and mean firing order reverses. These spike timing changes are quantitatively appropriate to predict spike timing-dependent LTD (51) . In contrast, acute deprivation changes mean firing rate only modestly and insufficiently to predict rate-dependent LTD (51). Thus, spike timing, not spike rate, may be the key parameter that drives synaptic weakening during Hebbian plasticity in S1.
Neuromodulation. Hebbian plasticity is enhanced by behavioral relevance and attention, particularly in adults. Attentional gating of plasticity may be provided by neuromodulators such as acetylcholine (ACh) released in cortex by basal forebrain inputs. Map plasticity in S1 and other areas requires ACh, and pairing of whisker stimuli with ACh application drives receptive field plasticity (52) . This suggests that ACh and other modulators may fundamentally gate or modify Hebbian learning rules during appropriate behavioral contexts.
Competition between inputs. Competition between spared and deprived inputs drives key aspects of S1 plasticity (6) , but the biological mechanisms and learning rules for competition are almost entirely unknown. In one proposed mechanism, Hebbian learning rules themselves change as a function of postsynaptic activity, so that depriving one set of inputs increases the likelihood that remaining, spared inputs will strengthen (35) . STDP provides an alternative explanation for competition, because multiple inputs actively compete in STDP models for control of spike timing. Competition could also be implemented by non-Hebbian, homeostatic forms of plasticity (36), or by anatomical competition for synaptic space by dynamic axons and dendrites. However, the actual mechanisms of competition in vivo remain unknown.
Structural Changes
In the last few years, classical structural analysis of cortical circuits based on static, postmortem tissue has been revolutionized by the study of dynamic, living neurons expressing fluorescent proteins (53) and visualized in vivo by two-photon imaging (54, 55) . This technique has revealed that cortical circuits are structurally highly dynamic and are regulated by sensory experience (Fig. 1D; Fig. 3) . Accordingly, even rapid components of cortical map plasticity could be mediated, in part, by structural changes in cortical microcircuits (56) , and physiological changes in synapse strength may be closely linked to structural plasticity (57) (58) (59) .
Dendritic branch dynamics. Early in life, dendritic branches are highly dynamic, and dendritic architecture is altered in response to whisker trimming (60), environmental enrichment (61) , and peripheral lesion (1). In adults, basic dendritic branch structure in S1 is highly stable over weeks of normal sensory experience (62, 63) , and branching is unaffected by whisker trimming or plucking (62) , although older studies suggest that complex environments can increase dendritic complexity (64) . Peripheral lesions continue to drive robust dendritic branch plasticity in adults (65) . In line with in vitro evidence (66) , one might speculate that neurotrophic factors-or the lack thereof-trigger dendritic remodeling in response to lesions. Thus, structural changes in dendritic branches may contribute to developmental and lesion-induced plasticity but are unlikely to contribute to experience-dependent plasticity in mature animals.
Axonal dynamics. Cortical axonal trees are more difficult to visualize, and consequently, we have only limited information about cortical axonal dynamics in vivo. In visual cortex, there is massive, experience-dependent axonal remodeling during development (67), but it is not clear to what extent such axonal remodeling occurs in barrel cortex. Initial outgrowth of L4 axons into L2/3 during barrel cortex development is largely topographically specific (68) and is not affected by whisker plucking (42) . While alterations of afferent input can alter axonal fields in adult visual cortex (69) , the stability of the large-scale organization of the axonal network in the adult barrel cortex remains to be investigated (56) .
Spine dynamics. Dendritic spines (70) are important biochemical compartments in cortical processing, and spine motility and turnover have been the focus of numerous in vivo imaging studies (62, 63, 71, 72) . These studies indicate that spines can be highly dynamic structures, with dynamics regulated by senso- In the developing brain there is massive motility of filopodia and high turnover rates of spines, and spine dynamics are regulated by experience (55, 62) . Using in vivo two-photon imaging and subsequent electron microscopic reconstruction of imaged spines, it was shown that many dendritic protrusions in S1 carry synapses, but that synapses are probably absent from sites of recently retracted spines, which suggests that spine sprouting and retraction are associated with synapse formation and elimination (62) . Conclusive proof of this important point may be obtained in the future by imaging markers for synaptic structures [e.g., AMPA receptors (73)]. Such approaches, which can also be applied to presynaptic structures, will also take the field from imaging what we can see best (anatomical protrusions on dendrites) toward what we are interested in most (functional synaptic connections). In the adult brain, spines are more stable, but details remain controversial. Authors agree that large thick spines are more stable than thin spines (63, 71, 72) , but disagree whether 75% (71) (62, 71, 73) . Post hoc ultrastructural analysis by electron microscopy (EM) will help resolve this issue. Further scrutiny of experimental details like brain exposure, pharmacological treatments, animal strain, and housing conditions is required to compare spine turnover across groups and to determine its role in cortical plasticity.
Several important future directions are obvious in the analysis of structural plasticity of barrel cortex. The first is to devise strategies to independently analyze structural dynamics of identified cell types within specific intracortical circuits. A second issue is the origin of wiring specificity. Pairs of neighboring excitatory barrel cortex neurons are either unconnected or share four or five synaptic terminals (9, 10, 74) . This scenario is dramatically different from what is expected for a probabilistic connectivity, which-based on axonal and dendritic geometries-predicts neighboring cortical neurons to be connected usually by one terminal, rarely by two, and almost never by three terminals or more (75) . The origin of such precise wiring, whether activity-dependent processes and/or genetic cues, is entirely unclear.
A third major issue is to understand how structural plasticity is related to functional changes in synaptic efficacy like LTP and LTD. In vitro, late phases of LTP and LTD are correlated with synapse and spine formation and elimination (57, 58) . Thus, activity may rapidly regulate synaptic efficacy by LTP and LTD, which in turn may modulate structural dynamics and lead to long-term effects on morphology of axons and/or dendrites (59) . When examined, most vertebrate studies in vivo report parallel changes in synaptic structure and function, but the alternate possibility that structural and functional plasticity are controlled independently via dissociable signaling pathways, as reported in invertebrates (76) , cannot be ruled out at present.
Outlook and Summary
Ramón y Cajal once pointed out that the cortex is a very difficult matter, a tissue of endless complications, where any kind of simplistic approach is bound to fail (77) . A strength of the work on S1 plasticity has been to avoid such simplification. S1 map plasticity is not a unitary phenomenon but has many distinct forms with multiple components, cellular mechanisms, and sites of plasticity. Similar complexity is likely to exist in other cortical areas.
Where do we go from here? Some of the most promising approaches lie in the combination of novel genetic, optical, and physiological techniques. Recent improvements in gene transfer methods allow sparse transfection and genetic alteration of cells in an otherwise intact brain (78, 79) . Transfected cells can then be electrophysiologically analyzed by two-photon targeted patch recordings in vivo (80) in order to detect effects on development and plasticity of sensory responses. The tremendous spatiotemporal specificity of such manipulations will help determine how genes or single-cell activity patterns contribute to systems-level properties like plasticity.
A second challenge is to identify additional synaptic learning rules that drive plasticity in vivo. Here, one obvious approach is to utilize recent advances in multisite recording techniques to characterize the network activity patterns that occur naturally in vivo to drive map plasticity. A third challenge is to develop the computational tools and theoretical framework necessary to understand how the multiple discrete mechanisms and sites of plasticity, including both functional and structural changes, work together in cortical circuits to produce overall map plasticity. Finally, future research must address the behavioral and perceptual consequences of barrel cor- Fig. 3 . Experience induced structural changes in S1 cortex. Schematic representation of experience-and deprivationinduced alterations in barrel cortex circuitry. Spine data refer to chronic in vivo imaging experiments (62, 63, 71, 72) . Dendritic data were collected in chronic in vivo imaging experiments (11, 64) or in conventional anatomical experiments (1, 18, 60, 61, 64) . The effects of sensory enrichment include data from non-S1, as well as S1, barrel cortex.
tex plasticity, which are-with few exceptions (81)-poorly understood. Although complex, a mechanistic, cellular-level explanation of S1 map plasticity appears increasingly tractable and would constitute a major step toward understanding cortical information storage. Language acquisition is one of the most fundamental human traits, and it is obviously the brain that undergoes the developmental changes. During the years of language acquisition, the brain not only stores linguistic information but also adapts to the grammatical regularities of language. Recent advances in functional neuroimaging have substantially contributed to systems-level analyses of brain development. In this Viewpoint, I review the current understanding of how the ''final state'' of language acquisition is represented in the mature brain and summarize new findings on cortical plasticity for second language acquisition, focusing particularly on the function of the grammar center.
A child acquires any natural languages within a few years, without the aid of analytical thinking and without explicit Bgrammar[ instruction as usually taught in school. The origin of grammatical rules should thus be ascribed to an innate system in the human brain (1) . The knowledge of and competence for human language is acquired through various means and modality types. Linguists regard speaking, signing, and language comprehension as primary faculties of language, i.e., innate or inherent and biologically determined, whereas they regard reading and writing as secondary abilities. Indeed, the native or first language (L1) is acquired during the first years of life through such primary faculties while children are rapidly expanding their linguistic knowledge (2) . In contrast, reading and writing are learned with much conscious
