ABSTRACT. Let G be a semisimple algebraic group with Lie algebra g. For a nilpotent G- 
INTRODUCTION
Let G be a connected semisimple algebraic group with Lie algebra g. We fix a Borel subgroup B ⊂ G, a maximal torus T ⊂ B, and the corresponding triangular decomposition g = u − ⊕ t ⊕ u. Here Lie (B) = b = t ⊕ u. Let N denote the cone of nilpotent elements of g and N/G the (finite) set of G-orbits in N. A subspace V of g is said to be nilpotent if V ⊂ N. Then G·V is the closure of a nilpotent orbit. If G·V = O for some O ∈ N/G, then we say that V is associated with O,
In this article, we study the set of nilpotent subspaces associated with a given O. Our first observation is that if V is associated with O, then dim V and B-stable, then V ⊂ u, i.e., V ∈ I(b). Restricting ourselves with the B-stable subspaces associated with O, we obtain a subset I(b) O , and verified case-be-case in [8, 12, 5] , we provide two characterisations of the extreme orbits (Prop. 4.1) and classify them in all simple Lie algebras. It is easily seen that the principal nilpotent orbit O pr and the minimal nilpotent orbit O min are always extreme. An intriguing a posteriori fact is that if the highest root of g is fundamental, then there are exactly three extreme orbits: O pr , O min , and yet another one, which is said to be intermediate and denoted O imd (Theorem 5.6). Moreover, the intermediate orbits admit a uniform description via the principal nilpotent orbit in the Levi subalgebra associated with highest root (Prop. 5.5). The highest root is not fundamental if and only if g is of type A n or C n . The number of nonzero extreme orbits in sp 2n is n; and for sl n , this number is at least [n/2], depending on the parity of n, see Theorem 5.2.
We say that O is lonely, if c Dy (O) is the only element of I(b) O . Obviously, a lonely orbit is extreme, and using our classification of extreme orbits, we classify the lonely orbits in Section 6. It is easily seen that u is the only b-ideal associated with O pr ; hence O pr is always lonely. A complete description is the following, see Theorem 6.13:
(1) for A n (n 1), B n (n 3), and F 4 , the only lonely orbit is O pr ; (2) for D n (n 4), G 2 , and E n (n = 6, 7, 8), the lonely orbits are O pr and O imd ; (3) for C n (n 1), all extreme orbits are lonely. In particular, O min is lonely only for the symplectic Lie algebras. Recall that sl 2 = sp 2 and here O pr = O min .
Notation. Associated with our fixed triangular decomposition, there are the following objects: W is the Weyl group and ∆ is the roots system of (g, t). Then ∆ + ⊂ ∆ corresponds to u, Π is the set of simple roots in ∆ + , and g γ is the root space corresponding to γ ∈ ∆. If g is simple, then θ ∈ ∆ + is the highest root. If H ⊂ G and e ∈ g, then H e is the centraliser of e in H and h e is the centraliser of e in h = Lie H.
For any S ⊂ Π, p{S} stands for the standard parabolic subalgebra such that S is exactly the set of simple roots occurring in p{S} nil . Then l{S} is the standard Levi subalgebra of p{S} (i.e., l{S} ⊃ t and Π \ S is the set of simple roots of l{S}). In particular, p{∅} = g and p{Π} = b.
Algebraic groups are denoted by capital Roman letters, and their Lie algebras are denoted by the corresponding small Gothic letters (and vice versa). Our basic references for semisimple Lie algebras and their nilpotent orbits are [3, 16] .
1. PRELIMINARIES ON NILPOTENT ORBITS 1.1. sl 2 -triples, gradings, and centralisers. Recall the Dynkin-Kostant theory on sl 2 -triples and nilpotent orbits, see [3, Chapter 3] , [16, Chapter 6, § 2] . For e ∈ N \ {0}, let {e, h, f } be an sl 2 -triple (that is, [h, e] = 2e, [e, f ] = h, and [h, f ] = −2f ). The semisimple element h determines the Z-grading of g = i∈Z g(h; i), where g(h; i) is the i-eigenspace of ad h in g (hence e ∈ g(h; 2)). Set g(h; k) = i k g(h; i). Replacing {e, h, f } with a G-conjugate sl 2 -triple, we may assume that h is dominant, i.e., h ∈ t and α(h) 0 for all α ∈ Π. Such a triple is said to be adapted (to the chosen triangular decomposition of g). Then α(h) ∈ {0, 1, 2} and the weighted Dynkin diagram (= wDd) is obtained by putting the integers α(h) (α ∈ Π) at the corresponding nodes of the Dynkin diagram. If h is dominant, then the subspaces g(h; k) are B-stable. Moreover, p h := g(h; 0) is a standard parabolic subalgebra, g(h; 0) is a standard Levi subalgebra of p h , and p nil h = g(h; 1) ⊂ u. Furthermore, [g(h; 0), e] = g(h; 2) and [p h , e] = g(h; 2). In terms of the corresponding connected groups G(h; 0) and P h , this means that G(h; 0)·e is dense in g(h; 2) and P h ·e is dense in g(h; 2). Note also that p h = p{S h }, where
An element e ∈ N (or orbit G·e) is even, if the eigenvalues of ad h are even. It is equivalent to that g(h; 1) = 0 or [p h , e] = p nil h . Since dim g e = dim g(h; 0) + dim g(h; 1) and dim g(h; i) = dim g(h; −i), we have dim g(h; 2) = (dim O − dim g(h; 1))/2. Therefore, O is even if and only if dim g(h; 2) = 1 2 dim O.
Induced and Richardson orbits.
Let O = G·e be a nilpotent orbit in g. Let p be a parabolic subalgebra of g, l a Levi subalgebra of p and
Then O is said to be induced from
Basic results on the induction of nilpotent orbits can be found in [3, Chapter 7] . This construction depends only on (the conjugacy class of) l. That is, ifp is another parabolic subalgebra with the same Levi subalgebra l, then the dense G-orbits in G·(e ′ + p nil ) and G·(e ′ +p nil ) coincide.
Therefore, one can omit p from notation and denote the induced orbit by O = Ind dim O in view of (1·1). Therefore, p nil is the closure of an orbital variety of O. In particular, for the Richardson orbits, the closure of an orbital variety is smooth. We will prove below that the converse is also true.
For the classical Lie algebras, the description of (N/G, ≤) via partitions is due to Gerstenhaber and Hesselink, see [3, 6.2] . Explicit results for the exceptional types are due to Shoji and Mizuno. The corresponding Hasse diagrams are depicted in [14, pp.247-250 ].
AN UPPER BOUND
In this section, we obtain an upper bound on the dimension of a linear subspace sitting in the closure of a nilpotent orbit. We begin with a preliminary result. Proof. For w ∈ W , let w u denote the w-conjugate of u. That is, w u = ⊕ γ: w −1 γ∈∆ + g γ . By [7, 9.6] , the closure of an orbital variety is of the form B·(u ∩ w u) for some w ∈ W . The subspace u ∩ w u is nonzero if and only if w is not the longest element of W , and in that case u ∩ w u contains a root subspace g α for some α ∈ Π. 
dim O for any nilpotent orbit [13, 15] , we conclude that
(ii) By part (i), we may assume that V itself is B-stable, and thereby
, and let p = p{Π V } be the corresponding standard parabolic subalgebra. Recall that Π \ Π V is the set of simple roots of standard Levi subalgebra
It then follows from Lemma 2.1 that O l = {0} and hence V l = {0}. Thus, V = p nil , and we are done.
We provide below some nice-looking consequences of this theorem. (ii)⇒(iii) Since O is a cone, the closure of any orbital variety X is an affine conical variety with vertex {0} (i.e., if x ∈ X and t ∈ k, then tx ∈ X). As is well known (and easily seen), an affine conical smooth variety is necessarily an affine space.
(iii)⇒(i) This is proved in Theorem 2.2(ii). 
It is also shown in [6] that this upper bound on dim V is achieved for any λ. Since all nilpotent orbits in sl n are Richardson [3, 7.2], our Theorem 2.2 is a generalisation of that classical result of Gerstenhaber to arbitrary semisimple Lie algebras.
(b) For g = sp 2n (resp. g = so n ), the nilpotent orbits correspond to the partitions λ of 2n (resp. n) such that each odd (resp. even) part occurs an even number of times [3, 5.1] . (Recall also that if λ is very even in the orthogonal case, i.e., all λ i are even, then there are two different corresponding SO n -orbits.) In both cases, not all nilpotent orbits are Richardson. Therefore, the dimension formula for O(λ) [3, Cor. 6.1.4] does not provide a precise upper bound on dim V for all orbits.
POSETS OF B-STABLE NILPOTENT SUBSPACES
Let I(b) denote the set of all B-stable subspaces (=b-ideals) of u (also called ad-nilpotent ideals). It is a finite poset w.r.t. inclusion, and there is a rich combinatorial theory related to I(b) that we do not touch upon here, see [1, 2] . Any c ∈ I(b) is a sum of root spaces, and we write ∆(c) for the respective set of positive roots. That is, γ ∈ ∆(c) if and only if g γ ⊂ c. A usual partial order ' ' in ∆ + is defined by the condition that γ µ if and only if µ − γ is a nonnegative linear combination of simple roots. Then ∆(c) is an upper ideal of (∆ + , ), and therefore it is fully determined by its subset of minimal elements w.r.t. ' '. Given O ∈ N/G, we consider the following numbers related to I(b) O :
Note that the definition of d O andd O in Section 2 exploits arbitrary nilpotent subspaces V , whereas here we only allow B-stable subspaces. Obviously, 
Proof. The first assertion readily follows from the definition of induction. We have only to check the last assertion. Ifc ∈ I(b l ) and c 
Conjecture 3.4. if O is not rigid, then there is always a pair
If true, this assertion would reduce the problem of finding d max (O) to the rigid orbits. (However, we do not know how to determine d max (O) for the rigid orbits.) Another simple but useful observation is Proof. Since c is b-stable and g α ⊂ c for all α ∈ S, we have g γ ⊂ c whenever γ ∈ ∆ + has a positive α-coordinate for some α ∈ S, i.e. γ α. That is, p{S} nil ⊂ c. Let l{S} be the standard Levi subalgebra of p{S}. As in the proof of Theorem 2.2, we have c = p{S} 
EXTREME ORBITS
Let B(G e ) be a Borel subgroup of the centraliser
This was verified for the exceptional simple Lie algebras in [8] (see also [12] ) and for the classical Lie algebras in [5] . That is, Eq. (4·1) is completely proved via a case-by-case verification. It might be very interesting to have a conceptual proof of this equality.
Using properties of Z-gradings associated with sl 2 -triples, we derive from Eq. (4·1) some practical characterisations of the extreme orbits and classify them. 
(
ii) O is extreme if and only if the derived group of G(h; 0) acts trivially on g(h; 2).
Proof
is the unipotent radical (resp. a maximal reductive subgroup) of G e . Then rk G red e = rk G e and
Without loss of generality, we may assume that G red e is the stabiliser of e in G(h; 0) [3, 3.7] . Recall that dim G e = dim g(h; 0) + dim g(h; 1) and also
(ii) Alternatively, we can write d Dy (O) = dim G + dim g(h; 0) 2 − dim G e and then similar transformations show that
where U(·) is a maximal unipotent subgroup. Since G Using Eq. (4·3) and (4·4), one obtains for e ∈ O ∩ g(h; 2) Using Jordan normal form, we can prove this conjecture for g = sl n .
CLASSIFICATION OF THE EXTREME ORBITS
Our next goal is to classify the extreme orbits in all simple Lie algebras. Clearly, the trivial orbit O = {0} is extreme, with d Dy (O) = d min (O) = 0. We describe below all non-trivial extreme orbits. • O pr : dim g(h; 2) = rk G, rk G e = 0;
• O min : dim g(h; 2) = 1, rk G e = rk G − 1. (ii) For C n , the extreme orbits O(λ) correspond to the partitions λ = (2m, 1 2n−2m ) with m = 0, 1, . . . , n.
Proof. Recall that {e, h, f } is an sl 2 -triple and e ∈ O(λ). Let R(d) be the simple e, h, f -
e., the hweight '2' occurs if and only if d is even.
(i) It is harmless but notationally more convenient to replace sl n with gl n . Then G = GL n . If λ = (λ 1 , . . . , λ t ) , then rk G e = t and
as e, h, f -module. The Clebsch-Gordan formula implies that the subspace of h-weight
is extreme if and only if neither of the remaining e, h, f -modules R(λ i − 1) ⊗ R(λ j − 1) with i = j has h-weight '2'. It is easily seen that the h-weight '2' occurs exactly in the following cases: a) both λ i and λ j are even; b) both λ i and λ j are odd and at least one them is bigger than 1. Excluding these "bad" possibilities, we obtain the required list of λ's.
(ii) A partition λ = (λ 1 , . . . , λ t ) of 2n represents a nilpotent orbit O(λ) = G·e in sp 2n if and only if each part of odd size occurs an even number of times. Then
as e, h, f -module. Using the Clebsch-Gordan formula, one verifies that the subspace of
(ii-1) Suppose that all λ i are even. Then the sum 2k j m j in g(h; 2). Therefore, dim g(h; 2) + rk G e s j=1 k j (2m j + 1) = n = rk G. Furthermore, if m 1 1, then there is also a non-trivial contribution to g(h; 2) from a summand of the form R(2m 1 ) ⊗ R(2m 1 ). Hence the only possibility for Eq. (4·2) to hold is s = 1 and m 1 = 0, i.e., λ = (1 2n ) and e = 0.
(ii-3) The general case. Separating the even and odd parts of λ, we can write λ = (λ ev ; λ odd ), which yields a decomposition
where
Using the equality of sp( 
Theorem 5.4. (i) For B n , the nontrivial extreme orbits O(λ) correspond to the following partitions λ:
• (2, 2,
(ii) For D n , the nontrivial extreme orbits O(λ) correspond to the following partitions λ:
Proof. Recall that a partition λ = (λ 1 , . . . , λ t ) of n represents a nilpotent orbit O(λ) = G·e in so n if and only if each part of even size occurs an even number of times. Then
]. The subsequent argument exploits the same approach as the proof of Theorem 5.2(ii). Therefore, we omit computational details in the rest of the proof. First, we determine all possible partitions whose all parts are odd. The output is either (1, . . . , 1), or (2n + 1) for B n , or (2n − 1, 1) for D n .
Second, we determine all possible partitions whose all parts are even. The only output here is λ = (2, 2). Third, using the separation λ = (λ ev ; λ odd ) and combining the above two possibilities yields exactly the partitions in the formulation.
Suppose that g is simple and let θ ∈ ∆ + be the highest root. Consider the root subsystem ∆(0) = {γ ∈ ∆ | (γ, θ) = 0} and the corresponding Levi subalgebra l = t ⊕ ( γ∈∆(0) g γ ).
Letẽ be a principal nilpotent element of l.
Proposition 5.5. If θ is fundamental, then the G-orbitÕ = G·ẽ is extreme, with rk Gẽ = 1.
Proof. Since θ is fundamental, there is a unique β ∈ Π such that (β, θ) = 0, and such β is long. In particular, Π \ {β} ⊂ ∆(0) and rk ∆(0) = rk ∆ − 1. Let {e θ , h, f θ } be an sl 2 -triple containing e θ ∈ g θ and f θ ∈ g −θ . For the Z-grading of g determined by h, we have:
Here l = [l, l] ⊕ h , g(h; 0) = p{β} is the maximal parabolic subalgebra corresponding to β, and p{β} nil is a Heisenberg Lie algebra. Let {ẽ,h,f } be a principal sl 2 -triple in [l, l].
Since [l, l] is the reductive part of the centraliser of e θ , the two sl 2 -triples under consideration (pairwise) commute. Without loss of generality, we may also assume thath ∈ t ⊂ l and α(h) = 2 for all α ∈ Π \ {β}.
Sinceẽ is principal in l, theh-weights in l = g(h; 0) are even. If l = i∈Z l(h; 2i), then l(h; 0) = t and l(h; 2) = α∈Π\{β} g α . On the other hand, g(h; 1) is a symplectic simple
= e θ , h, f θ and rk Gẽ = 1.
Thus, rk Gẽ + dim g(h; 2) = rk G, and we are done. Proof. For the series B n (n 3) and D n (n 4), this follows from Theorem 5.4. For the exceptional simple Lie algebras, one consults Elashvili's tables in [4] . Those tables include all the required information: the dimension of g(h; 2) and the description of G red e for all nilpotent orbits. The second column of Table 1 contains the usual notation for nilpotent orbits in the exceptional Lie algebras (see [3, 8.4] ) and the third column shows the weighted Dynkin diagram (=wDd) of O imd . Clearly, a lonely orbit is extreme. Therefore, to classify the lonely orbits, one has to explore the explicit list of extreme orbits from Section 4. This lemma applies to the minimal orbits in all simple Lie algebras except sp 2n (n 1). Note that sp 2 = sl 2 . Hence they are not lonely. In both cases, the semisimple part of l is of type A 2 . The wDd of O imd (F 4 ) is given in Table 1 , and the wDd of
LONELY ORBITS
Thus, for A n (n 1), B n (n 3), and F 4 , the only lonely orbit is O pr .
6.1. Lonely orbits in the symplectic Lie algebra. We use the embedding sp 2n ⊂ sl 2n such that
where A →Â is the transpose with respect to the antidiagonal. Then our fixed Borel subalgebra b(sp 2n ) is the set of symplectic upper-triangular matrices. For the roots of sp 2n , we use the standard notation in which Π = {α 1 = ε 1 − ε 2 , . . . , α n−1 = ε n−1 − ε n , α n = 2ε n }.
Let O m (n) denote the extreme orbit in sp 2n corresponding to λ = (2m, 1 2n−2m ), 1 m n. In particular, O 1 (n) = O min and O n (n) = O pr . Our goal is to prove that all these orbits are lonely. Before starting the proof, we gather some relevant data.
and hence wDd is (2 . . . 2⇐2). The orbit O m (n) consists of (symplectic nilpotent) 2n × 2n matrices of rank 2m − 1. n−1) ). Note that sp 2n contains a unique standard Levi subalgebra of (semisimple) type C k with k < n, hence the above induction is well defined. Expanding the chain of induction, we see that O m (n) is induced from the rigid orbit O min = O 1 (n − m + 1) in the unique Levi subalgebra l ⊂ sp 2n such that [l, l] = sp 2(n−m+1) . Actually, the pair (C n−m+1 , O 1 (n − m + 1)) represents the only possibility to obtain O m (n) via induction from a rigid orbit in a Levi subalgebra of sp 2n . Lemma 6.6. The extreme orbit O 1 (n) is lonely.
Proof. For sp 2n , α 1 = ε 1 − ε 2 is the only simple root that is not orthogonal to θ = 2ε 1 , and α 1 is short. Since O 1 (n) consists of matrices of rank 1 and the unique 2-dimensional b-ideal g θ , g θ−α 1 contains already matrices of rank 2, the root space g θ is the only b-ideal associated with O 1 (n).
Since O n (n) is always lonely, this implies that all extreme orbits for n = 1, 2 are lonely.
Theorem 6.7. The extreme orbits O m (n) are lonely for all m n.
Proof. Arguing by induction on n, we may assume that all orbits O m (n ′ ) with n ′ < n and m n ′ are lonely. The cases with n = 1, 2 form the base of induction.
Since O n (n) and O 1 (n) are lonely, we may assume that 1 < m < n. We know that
The minimal roots of the Dynkin ideal c Dy (O m (n)) are α 1 , . . . , α m−1 , 2ε m . The corresponding root spaces are marked by ' * ' in Fig. 1 . Here 2ε m is the highest root of the regular simple subalgebra of type C n−m+1 whose simple roots are α m , . . . , α n . This structure of c Dy (O m (n)) and Fig. 1 visibly demonstrate that O m (n) is induced from the minimal nilpotent orbit in sp 2(n−m+1) via the use of the standard parabolic subalgebra p{α 1 , . . . , α m−1 }.
Assume that there is another c ∈ I(b) Om(n) . Since O m (n) is extreme, we must have dim c (m − 1)(2n − m + 1) + 1.
• If ∆(c) contains a simple root α k , then O m (n) is induced from a nilpotent orbit in l{α k } = gl k ⊕ sp 2n−2k , see Lemma 3.5. Since gl k has no nontrivial rigid orbits and the only rigid orbit from which O m (n) can be induced is contained in sp 2(n−m+1) , we must have k m − 1 and α 1 , . . . , α k−1 also belong to ∆(c).
By the induction assumption, O m−k (n − k) is lonely. Hence c ′ is necessarily the Dynkin ideal for O m−k (n − k) and then c is the Dynkin ideal for O m (n).
• It remains to handle the case in which ∆(c) contains no simple roots, i.e., c ⊂ [u, u] =: u ′ . The dense Sp 2n -orbit meeting u ′ corresponds to the partition β = (n, n). For 2m > n, the largest part of β is fewer than that of λ. Then the description of the closure relation in N/Sp 2n via partitions [3, 6.2] shows that O m (n) ⊂ O(β), i.e., it cannot meet u ′ . Hence c cannot lie in u ′ and thereby O m (n) is lonely whenever m > n/2.
• Finally, we assume that m n/2 and show that if c is a b-ideal such that c ⊂ u ′ and
The subsequent argument exploits (1) the chosen matrix form of sp 2n and (2) the fact that ∆(c) is an upper ideal of ∆ + .
-If ε m − ε j (j m + 1) belongs to ∆(c), then c contains a matrix of rank 2m. For the same reason, ε m + ε j (j 2m) does not belong to ∆(c), too. Therefore, all roots of c are of the form ε i − ε j (i m − 1 and j > i) or ε i + ε j (i m − 1) or ε s + ε t (s t 2m − 1).
-If the positive roots ε 1 + ε 2m , ε 2 + ε 2m−1 , . . . , ε m + ε m+1 belong to ∆(c), then c contains a matrix of rank 2m. (These roots are marked by '⋆' in Fig. 1 , and since the submatrix B in Eq. (6·1) is symmetric w.r.t. the antidiagonal, this gives rise to 2m nonzero entries!) Hence at least one of them does not belong to ∆(c). Take the minimal i such that ε i + ε 2m+1−i ∈ ∆(c). Since c is B-stable (i.e., ∆(c) is an upper ideal of (∆ + , )), ∆(c) is contained in
. Now the desired assertion that dim c < d Dy (O m (n)) is implied by the next lemma.
Thus, our assumption that there is another c ∈ I(b) Om(n) leads to a contradiction, and we are done. We use the embedding so 2n ⊂ sl 2n such that so 2n consists of the skew-symmetric matrices w.r.t. the antidiagonal. For the simple roots of so 2n , we use the standard notation in which α i = ε i − ε i+1 (i n − 1) and α n = ε n−1 + ε n . Proof. Arguing by induction on n, we may assume that O 4 , . . . , O n−1 are lonely and n 6. Suppose that c ∈ I(b) On .
•
, see Lemma 3.5. Since gl k has no nontrivial rigid orbits and the only rigid orbit from which O n can be induced is contained in the unique standard Levi of semisimple type D 4 , we must have k n − 4 and α 1 , . . . , α k−1 also belong to ∆(c).
and n−k 4. By the induction assumption, O n−k is lonely. Hence c ′ is the Dynkin ideal for O n−k and then c is the Dynkin ideal for O n .
• Assume that c ⊂ u
The dense orbit in SO 2n ·u ′ corresponds to the partition
For n 6, the largest part of β is fewer than that of λ n . Then the description of the closure relation in N/SO 2n via partitions [3, 6.2] shows that O n ⊂ O(β), i.e., O n cannot meet u ′ .
Hence c cannot lie in u ′ and thereby O n is lonely whenever n 6.
To complete the so 2n -case, we have only to prove the following Proof. The sequence E 5 = D 5 , E 6 , E 7 , E 8 can be regarded as an "exceptional series", via the natural inclusions of the Dynkin diagrams. We argue by induction on n, using Lemma 6.11 as the base. As in Theorem 6.7 or Proposition 6.10, in all three cases, the uniqueness of induction from a rigid orbit allows us to reduce the problem to the assertion that an ideal c ∈ I(b) O imd (g) cannot belong to u ′ . The dense G-orbits O ′ in G·u ′ are:
The explicit description of the closure relation [14, Tables] shows that for n = 7 or 8, O imd (g) does not belong to the closure of O ′ , which immediately discards the possibility 
As a by-product of our classification, we note the following property. 
(2) g = E n (n = 6, 7, 8) and O 2 = O imd . The information on O 2 is presented in Table 1 . The boundary O 2 \ O 2 is irreducible and of codimension 2, and we take O 1 to be the dense orbit in the boundary. Then O 1 appears to be Richardson, and we present its relevant data in Table 2 
Remark 7.2. (i)
It is curious that, for all Richardson orbits of codimension 2 in Example 7.1 (i.e., O 1 in Table 2 andÕ 1 for so 2n with n 5), the semisimple part of a polarisation, [l, l], is always of type A 2 + 2A 1 .
(ii) In the above examples of orbits O 2 for E n and so 2n (n 5), we know that 
