Abstract: This paper proposes the application of a new wrapper particle swarm optimization (PSO) method to feature selection problems. The new method was designed to cope with premature convergence for the binary PSO algorithm. Its principal objective is to improve classification accuracy of fuzzy models. Further, the method is tested in a medical database, namely in the prediction of the outcome (survived or deceased) of sepsis patients.
INTRODUCTION
Mathematical modeling is the description of a system using mathematical language. For complex and partly understood systems, nonlinear models based on artificial intelligence techniques can be used. Modeling may help in medical diagnosis, a good example is the prediction of sepsis outcome using learning machines. An usual drawback, encountered when modeling real systems, is the noise and redundancy in data. Hence, it is very important, when preprocessing data, to choose the optimal feature subset.
Feature selection (FS) or variable selection, is the technique of selecting a subset of relevant features (variables) for building robust learning models. It not only reduces the processing cost, but also improves the model built from the selected data, Ghazavi and Liao (2008) . Thus, its use in healthcare modeling problems helps to prevent medical complications and/or even patient death. In feature selection the goals are to maximize the model performance and to minimize the number of used features. The solution is dependent on the chosen combination of features, making the FS problem NP-Hard. Metaheuristics like particle swarm optimization (PSO), evolutionary algorithms (EA), or ant colony optimization (ACO), Wahde (2008) , have shown to be well suited this kind of problems, due to their randomized nature, Alba et al. (2007) . They are able to find good solutions, without having to try all the possible combinations.
The medical application of this paper is in sepsis, a common clinical syndrome defined by both infection and systematic inflammatory response. A patient is considered to be in septic shock if he/she has sepsis associated with arterial hypotension despite "adequate" fluid resuscitation, Bone et al. (1992) . This advanced stage of sepsis carries a high burden, which translates into a high mortality rate (about 50%) and high costs of treatments compared with other intensive care unit (ICU) patients, Burchardi and Schneider (2004) . It is now considered to be the most common cause of death in noncoronary critical care units. Approximately 150,000 persons die annually in Europe and more than 200,000 in the United States, Levy et al. (2003) .
The objectives of this paper are the presentation of a feature selection technique based on a novel binary PSO (NPSO) algorithm and its application to a publicly available septic shock patient database. The NPSO is used as a wrapper method, that is solely a feature selection method in which every candidate solution is evaluated using a learning machine, Kohavi and John (1997) , like neural networks (NN), support vector machines (SVM) or fuzzy modeling (FM). The chosen classification technique, in this case, was fuzzy modeling. This reasoning method has universal function approximation properties, Sousa and Kaymak (2002) . Further, its rule-based structure allows it to cope with vague and ambiguous linguistic knowledge. This is very interesting when dealing with clinical data, since experts have the possibility of interpreting and modifying the rules, without encountering the complexity normally associated with mathematical modeling.
We will start by introducing the main concepts of fuzzy modeling in Section 2. Then, the original binary PSO is presented in Section 3. In Section 4, the novel PSO (NPSO) approach is described and its advantages are assessed using a benchmark dataset. Finally, in Section 5 we will apply the proposed FS algorithm to the sepsis outcome prediction problem, followed by the conclusions in Section 6.
FUZZY MODELING
Fuzzy modeling is a reasoning method that allows an approximation of nonlinear systems when there is few or no previous knowledge of the system to be modeled, Sousa and Kaymak (2002) . Information can be extracted from data using fuzzy clustering that consists of dividing data points into fuzzy sets based on their similarity. These clusters have overlapping boundaries, so an object can belong simultaneously to different sets with different degrees of membership.
The chosen modeling technique was Takagi-Sugeno (TS) fuzzy modeling. In this approach, the antecedents are fuzzy sets and the consequents are crisp functions. For the case of a single output, TS models take the form:
where R is the number of rules. f i is the mapping function of the i th rule and y i its output. Each fuzzy set A i is analytically described by a membership degree µ Ai ∈ [0, 1], which indicates how well rule i represents the data sample x. TS fuzzy models are valuable because they are capable of approximating any non-linear function, through interpolation of the crisp functions of the rules, Babuska (1998) . However, in order to apply TS fuzzy models to the classification problem some modifications had to be made. Particle swarm optimization is a simple metaheuristics with biological inspiration in swarming behavior of some species, Wahde (2008) . Contrarily to evolutionary algorithms (EA), it does not include any genetic operators, which makes it simpler than EA and also reduces the number of parameters to adjust. It has been applied to various problems such as flow shop, Yuan and Zhao (2007) , antenna design, Marandi et al. (2006) , and healthcare, Mazurowski et al. (2008) ; Alba et al. (2007) .
Discriminant Method

Biological Inspiration
The tendency to form swarms appears in many different organisms, for instance, in birds and fish. However, in a swarm there are no leaders, it is simply the result of the interaction between Fig. 1 . Particle position decoding into selected features.
the behaviors of its individuals (local interactions), Reynolds (1987) . Swarming offers several advantages: protection against predators, more efficient reproduction (easier to find a mating partner), food search and, gathering. Nevertheless, the search efficiency provided by swarming is what underlies particle swarm optimization (PSO) algorithms, Wahde (2008) .
Particle Swarm Optimization
Essentially, in PSO, each particle (corresponding to an individual in EA) is a candidate solution of the optimization problem. A particle has a position and a velocity in the search space, where the method for updating the velocity depends on the particle itself and on the other particles. The first step when using a metaheuristics is to select the most suitable encoding scheme for the problem being study.
Encoding The most common and more generic encoding schemes are real and integer encoding. The use of each of them depends on the problem in hand. Originally PSO was introduced as an optimization technique for real numbered spaces. In this case, particles have their positions and velocities described by:
where x ij and v ij are real valued variables. i is the particle index and N the total number of particles.
For certain cases of integer programming, it is necessary to restrict the particle position to Z N . In this problem, where the purpose is to optimize fuzzy models through FS, binary encoding is used. Each particle has a position vector, in binary space, with length equal to the number of data inputs (features). For example, for particle i we have:
where N t is the total (initial) number of features of the dataset. The variable x ij corresponds to input F j , where j = 1, ..., N t . If feature F j is to be selected then x ij = 1 if not x ij = 0. This process is depicted in Figure 1 .
Objective Function Recall that there are two main objectives in the FS problem: maximize the model accuracy and minimize the size of the feature subset. The objective function will be defined as a fitness function (as in EA), being our goal its maximization. The most suitable representation to our task was found to be:
where N e is the number of misclassifications, N s is the total number of tested samples, and N f is the size of the feature subset. The term on the left side of the equation accounts for the overall accuracy and the term on the right for the percentage of used features. Note that both the terms in the objective function are normalized. Constants α, γ ∈ [0, 1] are the weights of the related goal; accuracy and subset size, respectively. We will start by presenting the binary PSO; and later in Section 4, the modifications introduced in the NPSO will be addressed.
Standard Algorithm
The first step is to normalize the data, which is a crucial step in the classification process. By mapping the data between [0, 1] (or in other interval) we remove the scale effects, allowing underlying characteristics to be compared. Further, several algorithm parameter have to be selected: number of particles, N , number of iterations, K, and the number of clusters, n c (fuzzy modeling). A common value for N is between 20 − 40.
The number of clusters, for classification problems is normally around 2−10. The positions of the first swarm can be initialized randomly by doing:
the velocities are given by:
where r and s are random numbers ∈ [0, 1], and v max is the maximum value for the velocity. The above positions and velocities are iteratively updated based on the fuzzy classifier performance and the number of selected features. This process can be divided in simple steps, as follows.
Stage 1: Evaluate each particle in the swarm -in this step a fuzzy model is generated using the feature subset corresponding to the particle position. Then, the objective function (8) is computed to evaluate the solutions.
Stage 2: Swarm and particle best values -the particle best, x pb , corresponds to the position of the particle that had the best fitness f in all iterations. Swarm best, x sb , is the best position achieved in all iterations by all the particles. This verification can be summarized by:
Stage 3: Update velocities -velocity directs the movement in the search space taking into account the performance of the own particle and of the swarm, and it is update with the following equation:
The term involving constant c 1 is called the cognitive component and it measures the degree of self-confidence of a particle, the degree at which it trusts its performance. The term involving c 2 is the social component and it relies in the capability of the swarm to find better candidate solutions. q and r are uniform random numbers ∈ [0, 1]. ∆t is the time step of each iteration. The term w is the inertia weight and it controls the influence of the previous velocity in the new velocity. If w > 1 particle favors exploration over exploitation, else if w < 1 the particle gives more importance to the current best positions (particle best and swarm best). Thus, it is common to start with a value larger than w = 1.4 and then reduce it by a factor β ∈ ]0, 1[ in each iteration. Further, velocities have been update, the restriction |v ij | < v max is applied; this is a crucial step for the swarm to maintain coherence.
Stage 4: Update particle position -the logistic function of the velocity is used as the probability distribution for the position, Yuan and Zhao (2007) ; Wahde (2008) :
Thus the particle position is calculated for each variable by:
Stage 5: Continue the iterative process -return to Stage 1 if convergence or iteration limit is not achieved.
Performance measures In our study we are mainly focused in classification problems. If the purpose is the detection of a disease (Section 5) or of a signal (Section 4) we can define these two classes as positive class (with disease/signal detected) and negative class (without disease/signal not detected). The well known confusion matrix contains the true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN). This paper uses three accuracy measures, namely sensitivity in (16), specificity in (17) and overall accuracy. Sensitivity and specificity describe how well the classifier discriminates between a case with positive and with negative classes, Woods and Bowyer (1997) . Overall accuracy is the percentage of correct classifications.
Sensitivity = T P/(T P + F N ), (16) Specificity = T N/(F P + T N ).
(17)
PROPOSED PSO ALGORITHM
Medical data characteristically have a high number of variables (high dimension). Thus, for this type of data it is complex to perform feature selection efficiently, given the number of possible feature combinations. The binary version of particle swarm optimization has the tendency to prematurely converge as noted in Yuan and Zhao (2007) ; Alba et al. (2007) ; Chuang et al. (2008) , especially in more challenging optimization tasks. There are various approaches to cope with this problem: use the mutation operator from EA Alba et al. (2007) , reset the swarm best if the fitness stagnates Chuang et al. (2008) or using perturbation mechanisms Yuan and Zhao (2007) . In this novel approach we associate the benefits of local search (mutations) with the reseting the swarm best mechanism.
Mechanisms to avoid premature convergence
The following mechanisms have individual characteristics that contribute to an improvement of the solutions when there is premature convergence of the binary PSO.
Mutations After updating the particle position with (14) and (15), each of the bits of the position vector is mutated with a probability p mut . Normal values for the mutation probability are p mut = 1/N t , which means that at least one of the bits in the position vector will be flipped. This method introduces diversity in the swarm, but in problems with higher dimensionality, it may not be enough to prevent the algorithm from stagnating. In that cases we apply the following method.
Reset swarm best Each particle adjusts its position according to two values, its own best solution so far, x pb , and the swarm best solution x sb . The particle best is a local search value, whereas the swarm best constitutes a global search value. If the x sb value is itself trapped in a local optimum, this will limit the search of the entire swarm. Hence, resetting x sb we can avoid the binary PSO to get trapped in a local optimum, and superior classification result can be achieved by searching for a new x sb value in a region with a lower number of features. This process is depicted in Figure 2 . This process is performed by assigning to x sb a vector of length N t with all bits equal to 0 except one of them, that is set to 1 (chosen randomly). The proposed algorithm is summarized in Algorithm 1. then reset x sb end if for j = 1 to dimension of particle's position do 
Example
To demonstrate the improvements achieved by this novel PSO approach, FS was performed in the Sonar dataset, Asuncion and Newman (2007) . The Sonar data patterns can be of two classes, obtained by sonar signals bounced off a metal cylinder (111 patterns) and signals bounced off a roughly cylindrical rock (97 patterns). The data set contains signals obtained from a variety of different aspect angles, spanning 90 degrees for the cylinder and 180 degrees for the rock. Each pattern (sample) is a set of 60 numbers (variables) in the range 0.0 to 1.0. Each number represents the energy within a particular frequency band, integrated over a certain period of time.
Three methods will be applied for searching the optimal subset of features. The standard binary PSO (BPSO) presented in Section 3, the improved binary PSO (IPSO), Chuang et al. (2008) , and the novel PSO (NPSO) approach introduced in this paper. Fuzzy modeling is used in combination with the optimization algorithms in a wrapper methodology. After FS, 10-fold cross validation is applied to the best subset in each algorithm. Fig. 3 shows clearly that BPSO algorithm stagnates. To prevent premature convergence, the NPSO approach is used. Its behavior can be observed in Fig. 4 . By comparing Figs. 3 and 4 it can be observed that with the mutation operator the algorithm takes more time to converge, but that it converges to higher values. When the novel algorithm stagnates the swarm best is reset (iteration 115) and the fitness improves. Table 1 shows clearly that the overall accuracy increases due to the proposed mechanisms to avoid premature convergence.
The number of features is similar using NPSO. Note that the mutation mechanism does not increase significantly the processing time. Table 2 shows that the novel PSO introduces a slight increase in the specificity, and a significant improvement in the sensitivity. This is important since correct classifications for the positive cases are being made more accurately.
APPLICATION TO SEPSIS OUTCOME PREDICTION
This paper uses data from the MEDAN, Hanisch et al. (2003) , multi-center study of 71 ICUs in Germany. For outcome prediction the data of 382 patients was analyzed by using most of the commonly documented vital parameters and doses of medicine (metric variables). Data was collected in German hospitals from 1998 to 2001.
Data Preprocessing
We follow the preprocessing procedures done in Fialho et al. (2010) . It focus exclusively in physiological parameters, which include a total of 103 different variables (features). From the initial set containing a total of 103 features, two different subsets of features were chosen. One contains the 12 most frequently measured variables, present only in the data of 121 patients. However in Fialho et al. (2010) the previous subset of features was considered too narrow, and a second data subset was defined including a total of 28 variables. These were found to be present in a total of 89 patients.
We will compare the results between BPSO, IBPSO and NPSO to verify if there is an improvement in the results with the introduction of the mechanisms for premature convergence. As a benchmark for the PSO algorithms we will use another metaheuristic: ant feature selection (AFS). This is also a wrapper method that uses fuzzy modeling to evaluate solutions during iterations. As can be seen in Table 3 for the 12 feature dataset, and in Table 4 for the 28 feature case, the results for all the methods do not present significant differences. This can be explained by the nonexistence of premature convergence in BPSO and IBPSO, contrarily to what happened with the sonar dataset (see Fig. 3 ). The mechanisms introduced in the NPSO only produce improvements in the classification performance when the BPSO converges to a local optimum. In medical problems, sensitivity is an important measure. Positive cases, the ones that can result in death, should be well classified. Table 5 and Table 6 present the specificity and sensitivity for the MEDAN database using 12 and 28 initial features, respectively. The novel PSO has the higher sensitivity when using 12 and 28 features. In terms of specificity, NPSO is the most accurate for the 12 feature dataset, while the standard BPSO achieves the best results when the initial number of features is 28.
Looking at specificity and sensitivity AFS only overcomes the NPSO when using 28 initial features but this is done at the cost of choosing a larger feature subset.
The overall performance was substantially better with the dataset of 28 features, which suggests that the some of the features that were not included in the 12 feature dataset should not be neglected. Figures 5 and 6 are histograms representing the frequency of feature selection in 10 runs of each algorithm. When using 12 features (Fig. 5 ) three features were most commonly selected: 8, 26 and 28. They represent, respectively, pH, Calcium and Creatinine levels. When we used 28 features (Fig. 6 ) the same three features were frequently selected, along with features 18, 22 and 35.
CONCLUSIONS
In this paper we introduced a novel PSO approach capable of copping with the problem of premature convergence in the standard binary PSO. The performance of the algorithm was tested using the sonar database. The performance was fairly improved when using the NPSO since the BPSO early stagnates for this dataset. For cases when apparently the algorithm does not prematurely converge, the NPSO does not present any notable difference to the BPSO. NPSO can always be used without the risk of drastically increasing the computational burden, as was shown by monitoring the running time of the PSO based algorithms.
The achieved results for the MEDAN database with the NPSO were in line with the previously obtained with the AFS. It is not only a valid alternative in this case but can be a valuable tool in other medical databases where premature convergence is a problem.
Future work will consider experimenting the introduced algorithm with bigger medical databases in order to compare its performance with other feature selection techniques.
