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Abstract
In this paper we obtain a martingale representation theorem in the progressive enlargementG
by a random time τ of the filtration FL generated by a Lévy process L. The assumptions on the
random time are that FL is immersed in G and that τ avoids FL stopping times. We also study the
multiplicity of a progressively enlarged filtration.
Keywords: Lévy processes, predictable representation property, multiplicity of a filtration, progressive
enlargement of filtrations.
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1 Introduction
Let L be a Lévy process and FL the filtration generated by L. In this paper, we study the propagation of
the predictable representation property (from now on PRP), obtained in [11, Section 4.2] with respect
to the filtration FL, to the progressive enlargement G of FL by a random time τ . The only conditions on
the random time τ we require are that the filtration FL is immersed inG (also referred to as hypothesis
(H )) and that τ avoids FL-stopping times (also referred to as hypothesis (A )) (see Definition 3.1
below).
The most commonly used definition of the PRP with respect to a filtration F is: An F-local martin-
gale X possesses the PRPwith respect to F if every F-local martingale can be represented as stochastic
integral of a predictable integrand with respect to X . A classical example of a martingale with the
PRP is a Brownian motion with respect to its natural filtration.
A first study about the propagation of the PRP to progressively enlarged filtrations is Kusuoka [20].
In [20], Kusuoka considered a Brownian motion (W,FW ) and a random time τ satisfying hypothesis
(H ). Moreover, the G-predictable compensator ΛG of τ is assumed to be absolutely continuous with
respect to the Lebesgue measure. As we shall see below (see Proposition 5.5), in the Brownian setting,
a random time τ satisfies hypothesis (A ) if and only if ΛG is continuous. Therefore, our main result,
Theorem 4.8 below, generalises the result of Kusuoka not only to arbitrary Lévy processes, but also
in the Brownian setting itself, since we only assume the continuity (and not the absolute continuity)
of ΛG.
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In Section 5, our weaker assumptions on τ allow us to study the multiplicity in the sense of
Davis and Varaiya [8] (see Definition 5.1) of the enlarged Brownian filtration. More precisely, in
Theorem 5.6 we show that, if ΛG is continuous and singular with respect to the Lebesgue measure
(from now on singular continuous), then the G-martingale Z =W +M, where M := 1[τ ,+∞) −Λ
G,
has the PRP with respect to G. Hence, the multiplicity of G is equal to one as for FW , although G
supports the orthogonal martingales W and M such that {W,M} possesses the PRP with respect to
G (see Definition 4.1 and Theorem 4.8), and, moreover, although W is continuous and M is purely
discontinuous. Clearly, this further study of the multiplicity of G was not possible in [20], where ΛG
has a density with respect to the Lebesgue measure.
Our results in Section 5 also generalize previous studies about the multiplicity of an enlarged filtra-
tion as the paper [24] by Wu and Gang (see, in particular, [24, Theorem 3]) and the work-in-progress
by Calzolari and Torti [6] (see Section 3 therein). Indeed, in [24] the case of the independent enlarge-
ment is considered while in [6] the independence is assumed under an equivalent probability measure,
called decoupling measure in that paper. Contrarily, in the present paper we do not assume the inde-
pendence between the reference filtration and τ , we only require the hypotheses (H ) and (A ). We
notice that hypothesis (H ) is always satisfied if the reference filtration and τ are independent.
We now give an overview of the literature about the propagation of martingale representation
theorems to progressively enlarged filtrations.
In Aksamit et al. [2], the reference filtration is generated by a Poisson process and enlarged by a
general random time τ to G. Then, a martingale representation theorem for a class of G-martingales
stopped in τ is obtained in the filtration G. In [13], martingale representation theorems in the enlarge-
ment of the filtration generated by a point process are studied. In Callegaro et al. [5], the propagation
of PRP to G is studied for a random time τ satisfying Jacod’s equivalence hypothesis. We also recall
the work of Coculescu, Jeanblanc and Nikeghbali [7]. Under more general conditions, the propagation
of the PRP is studied in [17].
For results about the propagation of the weak representation property (i.e., representation with
respect to a stochastic integral with respect to a continuous martingale plus a stochastic integral with
respect to a compensated jump measure) to a progressively enlarged filtration, we recall Barlow [3],
where the enlargement is obtained by a honest time, and Di Tella [10], where the hypotheses (H )
and (A ) are assumed.
The present paper has the following structure: In Section 2 we recall some basics which are needed
later on. Section 3 is devoted to a review of some results about enlargement of filtrations which are
important for this paper. For a comprehensive and extensive presentation of these results we refer to
[1]. However, in Section 3 we also give elementary novel proofs of known results. In our opinion,
these proofs are of independent interest. In Section 4, we prove the main result of the present paper
about the propagation of the PRP to progressively enlarged Lévy filtrations. In Section 5, we study
the multiplicity of the progressively enlarged Brownian filtration.
2 General Setting
Let (Ω,F ,P) be a complete probability space. We consider a filtration F satisfying the usual condi-
tions, that is, F is right-continuous and F0 contains all P-null sets of F . We define F∞ :=
∨
t≥0Ft
and F∞− := F∞. By P(F) we denote the σ -algebra of F-predictable subsets of R+×Ω.
For a càdlàg process X , we denote by X− the left-limit process of X with the convention X0− :=X0.
By ∆X := X −X−, we denote the jump process of X . Note that ∆X0 = 0. We write X∞ := limt→+∞Xt
if the limit on the right-hand side exists and define X∞− := X∞.
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For two semimartingales X and Y , we denote by [X ,Y ] the (quadratic) covariation of X and Y (see
[16, Definition I.4.45 and Theorem I.4.52]).
The space of uniformly integrable martingales X satisfying supt≥0E[X
2
t ] < +∞ is denoted by
H 2(F). In virtue of [16, Theorem I.1.42 a)], if X ∈H 2(F), then the terminal random variable X∞ is
well defined and, additionally, the inclusion X∞ ∈ L
2(P) holds. Furthermore, ‖X‖H 2(F) := E[X
2
∞]
1/2
defines a norm and the identity supt≥0E[X
2
t ]
1/2 = ‖X‖H 2(F) easily follows. We call the Hilbert space
(H 2(F),‖ · ‖H 2(F)) the space of square integrable martingales. By H
2
0 (F) we indicate the subspace
of H 2(F) consisting of martingales starting at zero a.s. By H 2loc(F) (resp. H
2
0,loc(F)) we denote the
localized version of H 2(F) (resp. H 20 (F)).
For X ,Y ∈ H 2loc(F), 〈X ,Y 〉 denotes the predictable (quadratic) covariation of X and Y (see [16,
Theorem I.4.2]). We say that X and Y are orthogonal if X0Y0 = 0 and 〈X ,Y 〉= 0. In this case, XY is a
local martingale. The following lemma will be useful in the sequel.
Lemma 2.1. Let X ∈ H 2loc(F) be such that X0 ∈ L
2(P) and 〈X ,X〉∞ ∈ L
1(P). We then have X ∈
H 2(F).
Proof. Let (ηn)n be a localizing sequence for X . Then, by Fatou’s Lemma, we get
E[X2t ]≤ liminf
n→+∞
E[X2t∧ηn ] = E[X
2
0 ]+ liminf
n→+∞
E[〈X ,X〉t∧ηn ]≤ E[X
2
0 ]+E[〈X ,X〉∞]<+∞,
from which the claim immediately follows. The proof is complete.
For any bounded or nonnegative measurable process X , we denote by oX the F-optional projection
and by pX the F-predictable projection of X (see [9, Théorème V.14 and V.15], in [14, Theorems 5.1
and 5.2], a more general definition is given). We recall that, for any F-stopping time η , oX satisfies
oXη1{η<+∞} = E[Xη1{η<+∞}|Fη ] a.s.
Analogously, for every F-predictable stopping time η , pX satisfies
pXη1{η<+∞} = E[Xη1{η<+∞}|Fη−] a.s.
From [9, Théorème V.20], if X is bounded and left-continuous, then pX is left-continuous as well,
while if X is right-continuous, then oX is càdlàg.
A process B is called increasing if B0 = 0, Bt ∈ L
1(P), t ≥ 0, and if the paths t 7→ Bt(ω) are
increasing and right continuous. Notice that increasing processes are not necessarily adapted but
they are càdlàg. We say that an increasing process B is integrable if its terminal random variable B∞
belongs to L1(P). For every non-negative measurable process K and every increasing process B, we
denote by K ·B the (Stieltjes–Lebesgue) integral process of K with respect to B, that is,
K ·Bt(ω) :=
∫ t
0
Ks(ω)dBs(ω), (t,ω) ∈ R+×Ω.
For an increasing process B, we denote by Bo the dual optional projection and by Bp the dual
predictable projection of B (see [9, Théorème V.28]). We recall that Bo is the unique F-optional
process (resp., Bp is the unique F-predictable process) such that, for any nonnegative (or bounded)
measurable process X ,
E[iX ·B∞] = E[X ·B
i
∞], i= o (resp., i= p).
We remark that Bo−Bp is a martingale and, if B is F-adapted, then Bo = B and B−Bp is a martingale.
In this case, Bp is called the F-predictable compensator of B.
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3 Progressively Enlarged Filtrations
A random time τ is a (0,+∞]-valued random variable. We introduce the so-called default process
H = (Ht)t≥0, where Ht(ω) := 1[τ ,+∞)(t,ω) = 1{τ(ω)≤t}. Clearly, H is a bounded increasing process
and H0 = 0. By H = (Ht)t≥0 we denote the filtration generated by H , i.e., for t ≥ 0, we define
Ht := σ({Hs, s ∈ [0, t]}).
For a filtration F satisfying the usual conditions, we denote by G˜ = (G˜t)t≥0 the filtration defined
by G˜t := Ft ∨Ht , t ≥ 0. The filtration G is the smallest right-continuous filtration containing G˜, that
is,
Gt :=
⋂
ε>0
G˜t+ε , t ≥ 0. (3.1)
Notice that G is the smallest right-continuous filtration containing F and such that τ is a G-stopping
time. Furthermore, since by assumption F0 contains all F -null sets, G satisfies the usual conditions.
Definition 3.1. Let τ be a random time.
(i) We say that τ satisfies hypothesis (A ) if τ avoids F-stopping times, that is, if for every F-
stopping time η , P[τ = η <+∞] = 0 holds.
(ii) We say that τ satisfies hypothesis (H ) if F is immersed in G, that is, if every F-martingale is
also a G-martingale.
Hypotheses (A ) and (H ) will play a central role in this paper. Therefore, for the sake of short-
ness, we formulate the following assumption:
Assumption 3.2. The random time τ : Ω −→ (0,+∞] satisfies the hypotheses (A ) and (H ).
Examples of a random time τ satisfying Assumption 3.2 are discussed in Remark 3.8 below.
We shall use the following characterization of hypothesis (H ) (see, e.g., [1, Theorem 3.2]):
Proposition 3.3. The three properties below are equivalent:
(i) Hypothesis (H ) holds.
(ii) For every Gt -measurable and integrable random variable G, the identity E[G|F∞] = E[G|Ft ]
holds, for every t ≥ 0.
(iii) For every F∞-measurable and integrable random variable F, the identity E[F|Gt ] = E[F|Ft ]
holds, for every t ≥ 0.
LetHo and H p denote the F-dual optional and the F-dual predictable projection ofH , respectively.
We recall the following result:
Lemma 3.4. (i) The identity G0 = F0 holds. Hence, G0 is trivial if and only if F0 is trivial.
(ii) Ho is a.s. continuous and indistinguishable from H p (hence, H p is a.s. continuous as well) if
and only if τ satisfies (A ).
Proof. To see (i), we observe that from [19, Lemme 4.4 a)] the identity G0 =F0∨σ({τ = 0}) follows.
In particular, since τ takes values in (0,+∞], we get G0 =F0 and this shows (i). We now come to (ii).
First we observe that, if Ho is a.s. continuous, then it is clearly F-predictable, since it is F-adapted.
So, H p and Ho are indistinguishable and both continuous. Therefore, it is sufficient to show that Ho is
continuous if and only if τ satisfies the hypothesis (A ). Let η be an F-stopping time. The properties
of the F-dual optional projection (see [14, Theorem 5.27]) yield ∆Hoη1{η<+∞} = E[∆Hη |Fη ]1{η<+∞}
a.s. Hence, taking the expectation in this identity we get
E
[
∆Hoη1{η<+∞}
]
= E
[
∆Hη1{η<+∞}
]
= P[τ = η <+∞]. (3.2)
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If we now assume that Ho is a.s. continuous, then ∆Hoη = 0 a.s. and (3.2) implies the hypothesis (A ).
Conversely, if the hypothesis (A ) is satisfied, then (3.2) yields E[∆Hoη1{η<+∞}] = 0. But, since H
o
is increasing, we have ∆Hoη1{η<+∞} ≥ 0. Hence, we get ∆H
o
η1{η<+∞} = 0 a.s. Thus, for every finite-
valued F-stopping time η , we obtain the identity Hoη = H
o
η− a.s. As a consequence of the optional
section theorem (see [9, Théorème IV.13]), Ho and Ho− are indistinguishable. In particular, H
o is
continuous. The proof of the lemma is complete.
Following [19, p.63], we introduce
A := o(1−H) = o1[0,τ), (3.3)
that is, A is the optional projection of the bounded and right-continuous measurable process (1−H).
Notice that A is càdlàg . Furthermore,
At = P[τ > t|Ft ], a.s., t ∈ [0,+∞), (3.4)
and A is a supermartingale of class (D), called the Azéma supermartingale. We observe that A0 = 1
and we define A∞ := P[τ =+∞|F∞].
Lemma 3.5. (i) For any F-stopping time η , we have
Aη = P[τ > η |Fη ]1{η<+∞}+A∞1{η=+∞} a.s. (3.5)
(ii) The processes A− and the F-predictable projection
p1[0,τ ] are indistinguishable and, for any
F-predictable stopping time η , we have
Aη− = P[τ ≥ η |Fη−]1{η<+∞}+A∞1{η=+∞} a.s. (3.6)
Proof. We first observe that it is enough to show (3.5) and (3.6) on {η < +∞}, since, because of
A∞− = A∞, the formulas
Aη = Aη1{η<+∞}+A∞1{η=+∞}, and Aη− = Aη−1{η<+∞}+A∞1{η=+∞}
obviously hold. Therefore, to see (i) it is enough to use the definition of the optional projection of
1[0,τ). We now come to (ii). We show that A− and
p1[0,τ ] are indistinguishable. From this and the
properties of the predictable projection we immediately get (3.6) on {η < +∞}. Let us therefore
consider a finite-valued F-predictable stopping time η and an announcing sequence (ηn)n≥1 for η . In
view of (i), we have Aηn = E[τ > ηn|Fηn ], for every n ≥ 1. Taking now the limit as n→ +∞ in this
latter identity, using that Fη− =
∨
n≥1Fηn (see [9, Théorèm III.35]), from [21] and the properties of
p1[0,τ ], we get
Aη− = E[τ ≥ η |Fη−] =
p1[0,τ ](η), a.s.
Making use of [9, Théorèm IV.13], we deduce that A− and
p1[0,τ ] are indistinguishable. The proof of
(ii) is complete. The proof of the lemma is complete.
It is well known that the Azéma supermartingale A is strictly positive on [0,τ) and that A− is
strictly positive on [0,τ ], see, e.g., [19, Lemme 4.3 and the paragraph before §IV.2 on p. 63]. On the
basis of formulas (3.5) and (3.6), we now give an elementary new proof, in our opinion of its own
interest, of these properties of the Azéma supermartingale.
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Theorem 3.6. Let τ be a random time and let A be the associated Azéma supermartingale. We then
have
(i) A> 0 a.s. on [0,τ).
(ii) A− > 0 a.s. on [0,τ ].
Proof. For verifying (i), we define the F-stopping time ζ := inf{t ≥ 0 : At = 0} and observe that,
by the right-continuity of A, the identity Aζ = 0 a.s. on {ζ < +∞} holds. So, from (3.5), we get
P[{τ > ζ}∩{ζ <+∞}] = 0, i.e.,
τ ≤ ζ , a.s. on {ζ <+∞}. (3.7)
This means that At(ω) > 0 for every t < τ on {ζ < +∞} a.s. On the other side, we obviously have
At(ω)> 0 for every t < τ on {ζ =+∞} a.s. Hence, A> 0 on [0,τ) a.s. and the proof of (i) is complete.
We now show (ii). For this, we define the sequence (ζn)n≥1 of F-stopping times and the random setC
by
ζn := inf{t > 0 : At ≤
1
n
}, n≥ 1, C := {ζk < ζ , for all k ≥ 1}.
The set C is Fζ -measurable. Indeed, we have ζn ↑ ζ , hence ζn is Fζ -measurable, since ζn is Fζn -
measurable and, because of ζn ≤ ζ , Fζn ⊆ Fζ (see [9, Théorème III.28 and III.32]). So, from C =⋂
n≥1{ζn < ζ}, we get C ∈Fζ . Hence,
ζ ′ :=
{
ζ , on C,
+∞, otherwise
is an F-stopping time. Furthermore, ζ ′ is F-predictable. Indeed, ζn < ζ
′ on {ζ ′ < +∞} (notice that
ζ > 0 a.s., A being càdlàg and because of A0 = 1) and ρn := ζn ∧ n is an announcing sequence for
ζ ′. Because of Aζ ′−1{ζ<+∞}∩C = limn→+∞Aρn1{ζ<+∞}∩C = 0, we obtain the identity Aζ− = 0, on
the set {ζ ′ < +∞} = {ζ < +∞}∩C. Applying (3.6), from the definition of ζ ′, we get τ < ζ on
{ζ < +∞}∩C. We now use the well-known identity ζ = ζ˜ , where ζ˜ := inf{t ≥ 0 : At− = 0} (see,
e.g., [14, Theorem 2.62 and p. 63]) to get
At−(ω)> 0, for every t ≤ τ on {ζ <+∞}∩C a.s. (3.8)
Next we consider the set Cc = {∃ k : ζk = ζ}. Then, on [0,ζ ]∩
(
{ζ < +∞}∩Cc×R+
)
, we have
At−(ω)> 0 for all t a.s. From (3.7), we get
At−(ω)> 0, for every t ≤ τ on {ζ <+∞}∩C
c a.s. (3.9)
Putting (3.8) and (3.9) together, we obtain
At−(ω)> 0 for every t ≤ τ on {ζ <+∞} a.s. (3.10)
Now we pass on to the set {ζ =+∞}. First we observe that,
τ <+∞ on {A∞ = 0}∩{ζ = ∞} a.s. (3.11)
Indeed,
P
[
{τ =+∞}∩{A∞ = 0}∩{ζ =+∞}
]
= E
[
P
[
{τ =+∞}∩{A∞ = 0}∩{ζ =+∞}|F∞
]]
= E
[
P
[
τ =+∞|F∞
]
1{A∞=0}∩{ζ=+∞}
]
= E
[
A∞1{A∞=0}∩{ζ=+∞}
]
= 0.
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Again using ζ = ζ˜ , from (3.11) we get
At−(ω)> 0, for every t ≤ τ on {ζ =+∞}∩{A∞ = 0} a.s. (3.12)
Finally, we consider the set {ζ = +∞} ∩ {A∞ > 0}. Using the identity ζ = ζ˜ , we conclude that
A− > 0 on [0,ζ )∩
(
{ζ = +∞}∩{A∞ > 0}×R+
)
a.s. and, since A∞− = A∞, we deduce A− > 0 on
[0,ζ ]∩
(
{ζ =+∞}∩{A∞ > 0}×R+
)
a.s. But this implies
At−(ω)> 0, for every t ≤ τ on {ζ =+∞}∩{A∞ > 0} a.s. (3.13)
Summing up (3.12) and (3.13), we find that At−(ω) > 0 for every t ≤ τ on {ζ = +∞} a.s. Finally,
from (3.10), we get A− > 0 on [0,τ ] a.s. The proof of the theorem is complete.
Relying again on formulas (3.5) and (3.6), we are now going to show some other useful properties
of the Azéma supermartingale as, e.g., the well-known fact that if τ satisfies Assumption 3.2, then A
is continuous and decreasing (see, for example, [1, Proposition 3.9] for a proof which makes use of
the Doob–Meyer decomposition of A).
Theorem 3.7. Let τ satisfy (H ). Then the following properties hold:
(i) The Azéma supermartingale A is decreasing and, for every F-stopping time η , it follows
Aη− = P[τ ≥ η |Fη ]1{η<+∞}+A∞1{η=∞} a.s.
(ii) The identity Ho = 1−A holds.
(iii) The random time τ satisfies (A ) if and only if A is continuous.
Proof. We first verify (i). The equivalence of condition (ii) of Proposition 3.3 to (H ) implies that
A is decreasing. Let us now define τn := τ + 1/n, H
n := 1[τn,+∞) and A
n := o(1−Hn). Because of
hypothesis (H ), from Proposition 3.3 (see condition (ii)), we deduce
Ant = P[τn > t|Ft ] = P[τ > t−1/n|F∞] = P[τ > t−1/n|Ft−1/n] = At−1/n, a.s., t ≥ 1/n.
This means that (Ant )t≥1/n and (At−1/n)t≥1/n are modifications. Since they are both càdlàg, they are
indistinguishable and therefore
lim
n→+∞
Ant = At−, t ≥ 0, a.s.
Applying now (3.5) to τn, we find that A
n
η =P[τn >η |Fη ]1{η<+∞}+A∞1{η=+∞}, for every F-stopping
time η . Passing to the limit as n→ +∞, we get (i). We now show (ii). Claim (i) yields that the F-
optional process 1−A is increasing and that, for every bounded F-stopping time η , the identity
E
[
1[0,η) · (1−A)∞
]
= 1−E[Aη−] = P[τ < η ] (3.14)
holds. On the other side, from the properties of the F-dual optional projection, we have
E
[
1[0,η) ·H
o
∞
]
= P[τ < η ]. (3.15)
Therefore, comparing (3.14) and (3.15), we obtain E
[
1[0,η) · (1−A)∞
]
= E
[
1[0,η) ·H
o
∞
]
. The system
C := {1[0,η), η bounded F-stopping time} is stable under multiplication and generates the F-optional
σ -algebra. An application of the monotone class theorem ([14, Theorem 1.4]) yields
E
[
K · (1−A)∞
]
= E
[
K ·Ho∞
]
for any F-optional and bounded K. Because of the uniqueness of the F-dual optional projection, we
get that (1−A) is indistinguishable from Ho. To conclude, we observe that (iii) immediately follows
from the previous statement (ii) and from Lemma 3.4 (ii). The proof of the theorem is complete.
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Remark 3.8. We remark that by Theorem 3.7 (iii) it is easy to construct a random time τ satisfying
Assumption 3.2. Indeed, to construct a random time τ satisfying hypothesis (H ) one can proceed
following the Cox construction as shown in, e.g., [4, Section 6.5]. For such a random time τ , the
identity P[τ ≤ t|Ft ] = P[τ ≤ t|F∞] holds and this, according to [1, Lemma 3.8], is equivalent to
(H ). Since in [4, Section 6.5] it is shown that the Azéma supermartingale A (denoted by 1−F
therein) is continuous, we see from Theorem 3.7 (iii) that τ satisfies Assumption 3.2.
Analogously, if τ is independent of F and the distribution function Fτ of τ is continuous, then τ
satisfies Assumption 3.2.
We also have the following corollary to Theorem 3.7:
Corollary 3.9. Let τ satisfy Assumption 3.2.
(i) The Azéma supermartingale A is decreasing, continuous and satisfies A> 0 on [0,τ ].
(ii) The Doob–Meyer decomposition of the supermartingale A is A= 1− (1−A).
(iii) The identities (1−A) = Ho = H p hold.
Proof. To verify (i), we notice that Theorem 3.7 (i) and (iii) imply that A is decreasing and continuous.
Thus, since A = A− holds, from Theorem 3.6 (ii) we immediately deduce A > 0 on [0,τ ]. We now
verify (ii). In view of Theorem 3.7, the F-adapted process (1−A) is increasing and continuous. So
(1−A) is a predictable increasing process and this shows (ii). Finally, we observe that the first equality
in (iii) is Theorem 3.7 (ii) and the second one follows from Theorem 3.7 (iii) and Lemma 3.4 (ii). The
proof of the corollary is complete.
The process H = 1[τ ,+∞) is G-adapted and increasing: Let Λ
G denote the G-predictable com-
pensator of H . Due to the boundedness of H , the increasing process ΛG is integrable. We introduce
the process M = (Mt)t≥0 defined by
Mt := Ht −Λ
G
t , t ≥ 0. (3.16)
Then,M is aG-local martingale and, additionally, supt≥0 |Mt | ≤ 1+Λ
G
∞ ∈ L
1(G∞,P) holds. Therefore,
M is bounded in L1(G∞,P) and, hence, M is a uniformly integrable G-martingale. We observe that,
being of finite variation, M is a purely-discontinuous martingale.
From [19, Remarque 3.5 (3)], we obtain the representation
ΛGt =
∫ τ∧t
0
1
As−
dH ps , t ≥ 0. (3.17)
Observe that, because of Theorem 3.6 (ii), the right hand side of (3.17) is well defined.
In the next theorem, by Y := E (−M) we denote the stochastic exponential (see [16, §I.4f]) of the
martingale −M.
Theorem 3.10. Let τ satisfy Assumption 3.2.
(i) ΛG is continuous and ΛGt =− log(Aτ∧t), t ≥ 0, with the convention log(0) := −∞.
(ii) M ∈H 20 (G) and 〈M,M〉= Λ
G.
(iii) Y ∈H 2loc(G) and Y = A
−11[0,τ).
Proof. The claim (i) immediately follows from (3.17) and Corollary 3.9 (i), (iii). We now come to
(ii). It is clear that M0 = 0. The continuity of Λ
G yields that the uniformly integrable martingale M
8
has a unique jump of size 1 in τ . So, M is locally bounded and hence M ∈H 2loc,0(G). Furthermore,
recalling that M is purely discontinuous, we get
[M,M]t = ∑
s≤t
(∆Ms)
2 = ∑
s≤t
(∆Hs) = Ht , t ≥ 0.
Hence, [M,M] is bounded and, therefore, integrable. This implies the integrability of 〈M,M〉, which
is the G-predictable compensator of the G-adapted increasing process [M,M]. From Lemma 2.1,
we get M ∈ H 20 (G). Integration by parts yields M
2 = 2M− ·M+H . Since the processes 2M− ·M
and M2−〈M,M〉 are G-local martingales, we get that H −〈M,M〉 is a G-local martingale. The G-
predictable compensator of an increasing process being unique, we deduce the identity 〈M,M〉= ΛG,
which completes the proof of (ii). We now verify (iii). Because of the Doléans-Dade equation, from
(ii) we derive Y ∈ H 2loc(G). Thanks to Theorem 3.7 (ii), we have A > 0 on [0,τ ] so that A
−1 is
well-defined over [0,τ ]. Using the Doléans-Dade exponential formula, we compute
Yt := E (−M)t = exp(−Mt) ∏
0≤s≤t
(1−∆Ms)exp(∆Ms)
=
{
exp(− log(At∧τ)), on {t < τ},
0, else.
The proof of the theorem is complete.
4 Martingale Representation for Enlarged Lévy Filtrations
In this section we prove a martingale representation theorem in the progressive enlargement of a
Lévy filtration by a random time τ satisfying Assumption 3.2. This extends [11] and [12], where
a martingale representation theorem was obtained for a (non-enlarged) Lévy filtration, to enlarged
filtrations.
For the sake of simplicity of representation, in what follows we shall restrict ourselves to the study
of the predictable representation property for countable, mutual orthogonal families of locally square
integrable local martingales.
4.1 Definition of the Predictable Representation Property
Let F be a filtration satisfying the usual conditions and X ∈H 2loc(F). We define
L2(F,X) := {K : K is F-predictable and E[K2 · 〈X ,X〉∞]<+∞}.
Notice that L2(F,X) is non empty: Indeed, for each F-stopping time σ such that Xσ ∈ H 2(F), we
have 1[0,σ ] ∈L
2(F,X). The space L2loc(F,X) is defined in the following way: An F-predictable process
K belongs to L2loc(F,X) if and only if 1[0,ηn]K ∈ L
2(F,X), where (ηn)n is an increasing sequence of
F-stopping times such that ηn ↑+∞ as n→+∞.
For K ∈ L2(F,X), the stochastic integral of K with respect to X is denoted by K ·X or
∫ ·
0KsdXs
and it is characterized as the unique Z ∈H 20 (F) such that 〈Z,Y 〉= K · 〈X ,Y 〉, for every Y ∈H
2(F).
Notice that, if K ∈ L2loc(F,X), then K ·X ∈H
2
0,loc(F).
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Definition 4.1. Let the family X = {Xn, n ≥ 1} ⊆H 20,loc(F) be such that 〈X
n,Xm〉 = 0, for n 6= m
(i.e., X consists of pairwise orthogonal martingales). We say that X possesses the PRP with respect
to F, if every Y ∈H 2(F) can be written as
Yt = Y0+
+∞
∑
n=1
Kn ·Xnt , X
n ∈X , Kn ∈ L2(F,Xn), n≥ 1, t ≥ 0,
where the orthogonal sum converges in (H 20 (F),‖ · ‖H 2(F)).
4.2 The Predictable Representation Property for Lévy Processes
A Lévy process with respect to F is an F-adapted stochastically continuous process L such that L0 = 0,
(Lt+s−Lt) is distributed as Ls and (Lt+s−Lt) is independent of Ft , s, t ≥ 0. In this case we say that
(L,F) is a Lévy process. As F satisfies the usual conditions, we can also assume that L is càdlàg. By
F
L we denote the completion in F of the filtration generated by L. It is well-known (see [23]) that FL
satisfies the usual conditions. Furthermore, F L0 (= F
L
0+) is trivial and (L,F
L) is a Lévy process.
We denote by µ the jump measure of L and recall that µ is a homogeneous Poisson random meas-
ure with respect to FL (see [16], Definition II.1.20). The predictable compensator of µ is deterministic
and given by ℓ+⊗ν , where ℓ+ is the Lebesgue measure on R+ and ν is the Lévy measure of L, that
is, a σ -finite measure such that ν({0}) = 0 and x 7→ x2 ∧ 1 is integrable. We write µ := µ − ℓ+⊗ ν
for the compensated Poisson random measure associated with µ . By Wσ we denote the Gaussian
part of L, which is an FL-Brownian motion such that E[(Wσt )
2] = σ 2t, where σ 2 ≥ 0. By β ∈ R we
denote the drift parameter of L and we call (β ,σ 2,ν) the F-characteristics of L. For every t ≥ 0, the
characteristic function of Lt is given by E[exp(iuLt)] = exp(tψ(u)) where
ψ(u) := iβu−
1
2
u2σ 2+
∫
R
(eiux−1− iux1{|x|≤1})ν(dx), u ∈ R.
The following lemma is a characterization of a Lévy process with respect to F and it will be useful
later. The proof is straightforward and therefore omitted.
Lemma 4.2. Let L be an F-adapted càdlàg process starting at zero. Then (L,F) is a Lévy process with
F-characteristics (β ,σ 2,ν) if and only Zt(u) := exp(iuLt− tψ(u)) is a complex-valued F-martingale,
for every u ∈R.
Let G 2loc(µ) denote the linear space of the B(R+)⊗P(F)-measurable mappingsW such that the
increasing process ∑s≤·G
2(s,ω ,∆Ls(ω))1{∆Ls(ω) 6=0} is locally integrable.
For G ∈ G 2loc(µ), the stochastic integral
∫
R+×R
W (s,x)µ(ds,dx) of G with respect to µ is defined
as the unique purely discontinuous martingale Z ∈H 20,loc(F) such that
∆Zt(ω) = G(t,ω ,∆Lt(ω))1{∆Lt (ω) 6=0}, t ≥ 0
(see [15, III.3.§a]). The existence and the uniqueness of Z is a consequence of [15, Theorem 2.45].
For any f ∈ L2(ν) and t ≥ 0, the deterministic function G f (s,x) := 1[0,t](s) f (x) belongs to Gloc(µ).
Indeed,
E
[
∑
s≤t
G2f (s,∆Ls)1{∆Ls 6=0}
]
= E
[∫
R+×R
G2f (s,x)µ(ds,dx)
]
= t
∫
R
f 2(x)ν(dx) <+∞.
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Thus, we can introduce the process X f ∈H 20,loc(F) by
X
f
t :=
∫
[0,t]×R
f (x)µ(ds,dx), t ≥ 0. (4.1)
The properties of X f , f ∈ L2(ν), are summarised by the next theorem.
Theorem 4.3. Let (L,F) be a Lévy process with the F-characteristics (β ,σ 2,ν). For any f ∈ L2(ν),
the following claims hold:
(i) (X f ,F) is a Lévy process and a true martingale.
(ii) For every t ≥ 0, the identity E[(X ft )
2] = t
∫
R
f 2dν <+∞ holds. Hence, for every deterministic
time T ∈R+, the process (X
f
t∧T )t≥0 belongs to H
2
0 (F).
(iii) 〈X f ,Xg〉t = t
∫
R
f gdν , for every f ,g ∈ L2(ν), t ≥ 0.
(iv) X f and Xg are orthogonal martingales if and only if f ,g ∈ L2(ν) are orthogonal functions.
If T ⊆ L2(ν), we set
XT := {W
σ}∪{X f , f ∈ T }. (4.2)
For Theorem 4.4 below we refer to [11], §4.2.
Theorem 4.4. LetT := { fn, n≥ 1}⊆ L
2(ν) be an orthonormal basis. Then the familyXT possesses
the PRP with respect to FL, i.e., every X ∈H 2(FL), can be written as
Xt = X0+Z ·W
σ
t +
∞
∑
n=1
V n ·X fnt , Z ∈ L
2(FL,Wσ ), V n ∈ L2(FL,X fn), n≥ 1, t ≥ 0. (4.3)
To simplify notation, we introduce the following space of processes:
Definition 4.5. Let ℓ2 denote the Hilbert space of sequences v= (vn)n≥1 for which the norm ‖v‖
2
ℓ2
:=
∑∞n=1(v
n)2 is finite. We denote by M2(F, ℓ2) the space of ℓ2-valued F-predictable processes V such
that
∫+∞
0 ‖Vs‖
2
ℓ2
ds is integrable.
We remark that ∑∞n=1V
n ·X fn ∈H 20 (F) if and only if V = (V
n)n≥1 ∈M
2(F, ℓ2).
4.3 Predictable Representation Property in Progressively Enlarged Lévy Filtrations
We now consider a Lévy process (L,FL) with FL-characteristics (β ,σ 2,ν). For a random time τ ,
G= (Gt)t≥0 denotes the progressive enlargement of F
L by τ (see (3.1)).
Observe that, if τ fulfils Assumption 3.2, then G0 is trivial, F
L
0 being trivial (see Lemma 3.4 (i)).
We recall that the process ΛG was defined in (3.17). Furthermore, M := H−ΛG ∈ H 20 (G) and
〈M,M〉 := ΛG (see Theorem 3.10 (ii)).
Theorem 4.6. Let us consider a random time τ satisfying Assumption 3.2 and a Lévy process (L,FL)
with FL-characteristics (β ,σ 2,ν). Let T ⊆ L2(ν) be an orthonormal basis. Then,
(i) (L,G) is a Lévy process with G-characteristics (β ,σ 2,ν).
(ii) X := XT ∪{M} is a family of G-martingales and E[X
2
t ]<+∞, X ∈X , t ≥ 0.
(iii) For every X ∈XT , the identity [X ,M] = 0 holds (up to an evanescent set). In particular, X
consists of pairwise orthogonal G-martingales.
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Proof. Statement (i) immediately follows from hypothesis (H ) by an application of Lemma 4.2.
Statement (ii) is a consequence of (i), Theorem 4.3 with F = G and Theorem 3.10 (ii). We are
now going to verify (iii). Let T = { fn, n ≥ 1}. According to Theorem 3.10 (i), the process Λ
G is
continuous. So, by the definition of X fn (see (4.1)) we get
[X fn ,M]t = [X
fn ,H]t = ∑
s≤t
fn(∆Ls)∆Hs1{∆Ls 6=0} = ∑
s≤t
fn(∆Ls)∆Hs1{∆Ls 6=0}∩{∆Hs 6=0}. (4.4)
Since (L,FL) is a Lévy process, there exists a sequence (ηn)n≥1 of F
L-stopping times with pairwise-
disjoint graphs such that {∆L 6= 0} =
⋃∞
n=1[ηn] (see [16, Proposition I.1.32]), where, for a stopping
time η , we denote by [η ] the graph of η . Due to (i), this decomposition of the random set {∆L 6= 0}
also holds in G. Therefore, because of the identity {∆H 6= 0} = [τ ], we have {∆L 6= 0} ∩ {∆H 6=
0} =
⋃∞
n=1[ηn]∩ [τ ]. Because of hypothesis (A ), for every n ≥ 1, we have P[τ = ηn < +∞] = 0.
Hence, the random sets [ηn]∩ [τ ], n≥ 1, are evanescent. This means that {∆L 6= 0}∩{∆H 6= 0} is an
evanescent random set. Therefore, (4.4) yields that [X fn ,M] is indistinguishable from zero. Clearly,
since by (i) Wσ is a G-Brownian motion, the identity [Wσ ,M] = 0 also holds, M being a G-purely
discontinuous martingale. This means, in particular, that the G-martingale M is orthogonal to the
family of pairwise-orthogonal G-martingales XT . The proof of the theorem is complete.
Before we come to the main theorem of the present paper, we state a preliminary lemma.
Lemma 4.7. Let (ζ k)k∈N be a sequence converging in L
2(Ω,G∞,P) to ζ . If
ζ k = E[ζ k]+Zk ·Wσ∞ +
∞
∑
n=1
V n,k ·X fn∞ +U
k ·M∞ (4.5)
with Zk ∈ L2(G,Wσ ), V k ∈M2(G, ℓ2) and U k ∈ L2(G,M), k ∈ N, then there exist Z ∈ L2(Wσ ,G),
V ∈M2(G, ℓ2) and U ∈ L2(G,M) such that
ζ = E[ζ ]+Z ·Wσ∞ +
∞
∑
n=1
V n ·X fn∞ +U ·M∞. (4.6)
Proof. We set ζ 1,k := Zk ·Wσ∞, ζ
2,k := ∑∞n=1V
n,k ·X fn∞ and ζ
3,k :=U k ·M∞. Then, for every j and k, the
estimate E[(ζ i, j−ζ i,k)2] ≤ E[(ζ j−ζ k)2] holds. So, (ζ i,k)k∈N is a Cauchy sequence in L
2(Ω,G∞,P),
for i = 1,2,3. Let ζ i be the limit in L2(Ω,G∞,P) of (ζ
i,k)k∈N, i = 1,2,3. From the isometry, it
follows that (Zk)k∈N is a Cauchy sequence in L
2(G,Wσ ), (V k)k∈N is a Cauchy sequence in M
2(G, ℓ2)
and (U k)k∈N is a Cauchy sequence in L
2(G,M). By Z, V and U we denote the respective limit in
the respective space of each of these Cauchy sequences and set η1 := Z ·Wσ∞, η
2 := ∑∞n=1V
n ·X fn∞ ,
η3 := U ·M∞. Thanks to isometry, we get E[(ζ
i − η i)2] = 0 and ζ i = η i a.s., i = 1,2,3. Since
ζ = ζ 1+ζ 2+ζ 3, the proof is complete.
We now prove the main result of this paper about the PRP with respect to the filtration G.
Theorem 4.8. Let (L,FL) be a Lévy process with FL-characteristics (β ,σ 2,ν). Denote by T =
{ fn, n ≥ 1} an orthonormal basis of L
2(ν) and by XT ⊆ H
2
0,loc(F
L) the family of martingales as-
sociated with T (see (4.2)). Furthermore, given a random time τ satisfying Assumption 3.2, let
G denote the progressive enlargement of FL by τ . Then, the orthogonal family of G-martingales
X = XT ∪{M} ⊆H
2
0,loc(G) possesses the PRP with respect to G, that is, every X ∈H
2(G) can be
represented as
Xt = X0+Z ·W
σ
t +
∞
∑
n=1
V n ·X fnt +U ·Mt , t ≥ 0, (4.7)
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where Z ∈ L2(G,Wσ ), V ∈ M2(G, ℓ2) and U ∈ L2(G,M). Moreover, this representation is unique,
i.e., if there exists another triplet Z′ ∈ L2(G,Wσ ), V ′ ∈ M2(G, ℓ2), U ′ ∈ L2(G,M) such that (4.7)
holds for (Z′,V ′,U ′) instead of (Z,V,U), then we have
‖Z−Z′‖L2(G,Wσ ) = 0, ‖V −V
′‖M2(G,ℓ2) = 0 and ‖U −U
′‖L2(G,M) = 0.
Proof. First we observe that the uniqueness statement is an immediate consequence of the isometry
induced by each one of the stochastic integrals on the right-hand side of (4.7) between H 2(G) and
the spaces L2(G,Wσ ), M2(G, ℓ2) and L2(G,M), respectively.
We now show the representation formula (4.7). More precisely, as an application of the monotone
class theorem, we are going to show that every ζ ∈ L2(Ω,G∞,P) can be represented as
ζ = E[ζ ]+Z ·Wσ∞ +
∞
∑
n=1
V n ·X fn∞ +U ·M∞. (4.8)
Since (H 2(G),‖ · ‖H 2(G)) and (L
2(Ω,G∞,P),‖ · ‖2) are isomorphic, where ‖ · ‖2 denotes the usual
L2-norm, (4.8) is equivalent to (4.7).
To begin with, we observe that the system
C :=
{
ζ = ξ (1−Hs), ξ F
L
∞-measurable and bounded, s≥ 0
}
generates G∞. Indeed, we clearly have the inclusion σ(C ) ⊆ G∞. Conversely, taking s = 0 we have
H0 = 0 and hence F
L
∞ ⊆ σ(C ). Additionally, taking ξ = 1, we get Hs = 1− (1−Hs), for every s≥ 0,
and hence H∞ ⊆ σ(C ). Consequently, G∞ = F
L
∞∨H∞ ⊆ σ(C ). Furthermore, the system C is stable
under multiplication.
As a first step, we verify (4.8) for random variables in C . Let s≥ 0 be arbitrary but fixed. Recalling
the definition of A in (3.3), we define the random variable ξ ′ := ξAs, where ξ is a bounded and F
L
∞-
measurable random variable. As ξ ′ is bounded, the G-martingale X ′ satisfying X ′t = E[ξ
′|Gt ] a.s.,
t ≥ 0, is bounded. By hypothesis (H ) and Proposition 3.3 (iii), ξ ′ being F L∞-measurable, we have
E[ξ ′|Gt ] = E[ξ
′|F Lt ] and hence X
′ belongs to H 2(FL). Therefore, X ′ can be represented as in (4.3).
Since Y := E (−M) satisfies the Doléans-Dade equation with respect to −M, by (4.3), the properties
of the quadratic covariation and Theorem 4.6 (iii), we get
[X ′,Y ] =
[
X0+Z ·W
σ +
∞
∑
n=1
V n ·X fn,1−Y− ·M
]
=−
∞
∑
n=1
V nY− · [X
fn,M] = 0. (4.9)
Furthermore, Theorem 3.10 (iii) yields
ξ (1−Hs) = ξ1[0,τ)(s) = ξ1[0,τ)(s)AsA
−1
s = ξ
′Ys = X
′
∞Y
s
∞, (4.10)
where Y s denotes the process Y stopped at s, i.e., Y st := Yt∧s. We stress that (4.10) is well-posed
because, in view of Theorem 3.7 (iii), we have A> 0 on [0,τ ].
We now denote by X the bounded G-martingale satisfying Xt = E[ξ (1−Hs)|Gt ] a.s., t ≥ 0. Ac-
cording to (4.10), using the formula of integration by parts and (4.9), we compute
X∞ = ξ (1−Hs)
= X ′0+Y
s
− ·X
′
∞ +X
′
−1[0,s] ·Y∞
= X ′0+Y
s
−Z ·W
σ
∞ +
+∞
∑
n=1
Y s−V
n ·X fn∞ −X
′
−Y−1[0,s] ·M∞,
(4.11)
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where, in the last identity, we again used (4.3) for X ′ and the properties of the stochastic integral.
Because X is a bounded martingale, 〈X ,X〉∞ is integrable. We now set X
1 := Y s−Z ·W
σ , X2 :=
∑+∞n=1Y
s
−V
n ·X fn and X3 := Y−1[0,s] ·M. Then, in view of Theorem 4.6 (ii), X
i belongs to H 20,loc(G),
i= 1,2,3. Theorem 4.6 (iii) and (4.11) now yield
〈X ,X〉∞ = 〈X
1,X1〉∞ + 〈X
2,X2〉∞ + 〈X
3,X3〉∞.
Hence, 〈X i,X i〉∞ ≤ 〈X ,X〉∞ is integrable and X
i ∈ H 20 (G) by Lemma 2.1, i = 1,2,3. As a con-
sequence of [15, Proposition 2.48 (b)], the properties of M(G, ℓ2), and Theorem 4.3 (iii), we deduce
Y s−Z ∈ L
2(G,Wσ ), Y s−V ∈M
2(G, ℓ2), X ′−Y−1[0,s] ∈ L
2(G,M).
The proof of (4.8) for elements in C is now complete.
Let us denote by K the class of all bounded G∞-measurable random variables ζ which can be rep-
resented as in (4.8). Clearly, because of the previous step, the inclusion C ⊆K holds. Furthermore,
K is a monotone class of G∞-measurable random variables. To see this, we consider (ζ
k)k∈N ⊆ K
such that 0 ≤ ζ k ≤ ζ k+1 ≤ c, c > 0, and ζ k ↑ ζ , k → +∞. So ζ is G∞-measurable and bounded.
We have to show that ζ belongs to K . But this immediately follows from Lemma 4.7, observing
that, as an application of Lebesgue’s dominated convergence theorem, (ζ k)k∈N converges to ζ also in
L2(Ω,G∞,P). By the monotone class theorem for functions (see [14, Theorem 1.4]), we can conclude
that K contains all bounded G∞-measurable random variables.
Now, using Lemma 4.7 again, it is a standard procedure to obtain (4.8) for every ζ ∈ L2(Ω,G∞,P),
ζ ≥ 0: Indeed, ζ k := ζ ∧ k is bounded and, by Lebesgue’s dominated convergence theorem, (ζ k)k≥1
converges to ζ in L2(Ω,G∞,P). Because of the previous step, ζ
k can be represented as in (4.5) and
therefore, from Lemma 4.7, ζ has the representation (4.8). For an arbitrary ζ ∈ L2(Ω,G∞,P), we have
ζ = ζ+− ζ− and ζ± ∈ L2(Ω,G∞,P), ζ
± ≥ 0. So, by the previous step and by the linearity of the
stochastic integral, ζ can be represented as in (4.8). The proof of the theorem is complete.
Lemma 4.7 and Theorem 4.8 are formulated for the progressively enlarged Lévy filtration FL and
the family XT , where T ⊆ L
2(ν) is an orthonormal basis. However, for any filtration F satisfying
the usual conditions, the proofs of Lemma 4.7 and Theorem 4.8 work without any difference also for
any countable family X = {Xn, n≥ 1} ⊆H 2(F) of mutually orthogonal F-martingales possessing
the PRP with respect to F. So, the following more general result holds:
Theorem 4.9. Let F be a filtration satisfying the usual conditions. Suppose that X = {Xn, n≥ 1} ∈
H 2(F)1 is an arbitrary family of mutually orthogonal F-martingales possessing the PRP with respect
to F. Consider a random time τ meeting Assumption 3.2, and let G be the progressive enlargement of
F by τ . Then,
(i) X is an orthogonal family of square integrable G-martingales.
(ii) For every n≥ 1, the identity [Xn,M] = 0 holds. Hence Xn, M ∈H 2(F) are orthogonal.
(iii) Every X ∈H 2(G) can be represented as
Xt = X0+
∞
∑
n=1
V n ·Xnt +U ·Mt, t ≥ 0,
where V n ∈ L2(G,Xn), n ≥ 1, and U ∈ L2(G,M). Furthermore, V n and U are 〈Xn,Xn〉⊗P-a.e. and
〈M,M〉⊗P-a.e. unique on R+×Ω, respectively.
1It is actually sufficient that X is a family of martingales such that E[(Xnt )
2]<+∞, for every t ≥ 0, n≥ 1.
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5 The multiplicity of a progressively enlarged filtration
In this section we study the multiplicity of the progressively enlarged Brownian filtration. More
precisely, for a Brownian motionWσ we consider the progressive enlargement G of FW
σ
by a random
time τ satisfying Assumption 3.2. Because of Assumption 3.2 and Theorem 4.8,M=H−ΛG and Wσ
are orthogonal G-local martingales, Wσ being continuous andM purely discontinuous, and the family
{Wσ ,M} has the PRP with respect to G. Hence, one could be tempted to think that the multiplicity
of G (see Definition 5.1 below) is equal to two. However, as we are going to see now, this is not the
case: Surprisingly, it can happen that the multiplicity of G is equal to one.
We stress that the propagation of the PRP of a Brownian motion to the progressively enlarged
Brownian filtration has been studied by Kusuoka in [20] under some conditions which are stronger
than those of Theorem 4.8. In particular, Kusuoka requires in [20] that τ satisfies hypothesis (H )
and that the G-compensator ΛG of τ is absolutely continuous with respect to the Lebesgue measure.
In Proposition 5.5 below, we show that this latter assumption on ΛG implies hypothesis (A ), i.e., that
the assumptions of Kusuoka imply our Assumption 3.2. As we are going to prove, the multiplicity of
G reduces to one if and only if ΛG is singular continuous. Therefore, the study of the multiplicity of
G presented in this part is only possible because of our main result, that is, Theorem 4.8, and cannot
be obtained from the results by Kusuoka in [20].
Finally, we notice that for this part we need some general properties of stochastic integrals which
are of independent interest, not only in view of the theory of enlargement of filtrations. These prop-
erties are therefore discussed in Subsection 5.1 in a general context. Then, in Subsection 5.2, the
results of Subsection 5.1 are applied to study, in particular, the multiplicity of the enlarged Brownian
filtration.
5.1 General considerations
Let F denote an arbitrary filtration satisfying the usual conditions. To begin with, we recall the defin-
ition of the multiplicity of F, for the first time introduced by Davis and Varaiya in [8].
Definition 5.1. The multiplicity n of F is defined as the minimal number of orthogonal locally square
integrable F-local martingales X1, . . . ,Xn which is necessary to represent each element in H 2(F) as
an orthogonal sum of stochastic integrals with respect to X1, . . . ,Xn.
We now assume that F supports two orthogonal local martingales X ,Y ∈ H 2loc(F) such that the
family {X ,Y} possesses the PRP with respect to F. We are going to establish necessary and sufficient
conditions on X and Y for the filtration F to have multiplicity equal to one.
The following definition is similar to the one of mutually singular measures on P(F) given in
[24, Lemma 6].
Definition 5.2. Let X ,Y ∈H 2loc(F). We say that 〈X ,X〉 and 〈Y,Y 〉 are mutually singular on P(F), if
there exist a set D ∈P(F) such that 〈X ,X〉= 1D · 〈X ,X〉 and 〈Y,Y 〉= 1Dc · 〈Y,Y 〉 (up to an evanescent
set).
We now proceed with a general property of stochastic integrals with respect to a locally square
integrable local martingale.
Lemma 5.3. Let N ∈ H 2loc(F). Define X := U ·N and Y := V ·N, for U,V ∈ L
2
loc(F,N). Then,
X ,Y ∈ H 2loc(F) and, moreover, X is orthogonal to Y if and only if 〈X ,X〉 and 〈Y,Y 〉 are mutually
singular on P(F).
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Proof. By localization, we can assume that N ∈H 2(F) andU,V ∈ L2(F,N). Hence, we have X ,Y ∈
H 2(F). We denote by mX , mY and mXY the measures on (R+×Ω,P(F)) defined by
mX(B) = E[1B · 〈X ,X〉∞], mY (B) = E[1B · 〈Y,Y 〉∞] and mXY (B) = E[1B ·Var(〈X ,Y 〉)∞],
for B ∈ P(F), Var(〈X ,Y 〉) denoting the total-variation process of 〈X ,Y 〉. Notice that the identities
〈X ,X〉=U2 · 〈N,N〉, 〈Y,Y 〉=V 2 · 〈N,N〉 and Var(〈X ,Y 〉) = |UV | · 〈N,N〉 hold.
We now assume that 〈X ,X〉 and 〈Y,Y 〉 are mutually singular on P(F) and show that 〈X ,Y 〉 = 0
holds. For this, we consider D ∈P(F) such that
〈X ,X〉= 1D · 〈X ,X〉, 〈Y,Y 〉= 1Dc · 〈Y,Y 〉.
We then have
U2 =
dmX
d〈N,N〉⊗P
= 1DU
2, V 2 =
dmY
d〈N,N〉⊗P
= 1DcV
2, |UV |=
dmXY
d〈N,N〉⊗P
.
By the uniqueness of the densities, we get |U |= 1D|U | and |V |= 1Dc |V | 〈N,N〉⊗P-a.e. Therefore,
we deduce mXY (B) = 0 for every B ∈P(F). In particular, we can choose B= R+×Ω, which yields
Var(〈X ,Y 〉)∞ = 0 a.s. Therefore, Var(〈X ,Y 〉) = 0 and hence 〈X ,Y 〉= 0 (up to an evanescent set).
Conversely, we now assume that 〈X ,Y 〉 = 0 holds. By the definition of mXY , this yields |UV | =
0 〈N,N〉⊗P-a.e. We consider the set D = {(t,ω) ∈ R+×Ω : Ut(ω) 6= 0} which clearly satisfies
D ∈P(F), U being predictable. We then have 〈X ,X〉= 1D · 〈X ,X〉. Since 1DV = 0 〈N,N〉⊗P-a.e.,
mY (1D∩B) = 0 holds, for every B ∈ P(F). So, introducing the F-predictable càdlàg increasing and
integrable process K = 1Dc · 〈Y,Y 〉 = 1DcV
2 · 〈N,N〉, we see that K satisfies K0 = 0 and E[1B ·K∞] =
E[1B · 〈Y,Y 〉∞] for every B ∈ P(F). This yields E[Kη ] = E[〈Y,Y 〉η ] for every F-stopping time η
(take B = [0,η ]). But then, by the predictability of 〈Y,Y 〉 and the uniqueness of the dual predictable
projection, K and 〈Y,Y 〉 are indistinguishable. The proof of the lemma is complete.
We are now ready to prove the following result.
Theorem 5.4. Let X ,Y ∈H 2loc(F) be orthogonal and such that the family {X ,Y} possesses the PRP
with respect to F. Then, the following statements are equivalent
(i) The multiplicity of the filtration F is equal to one.
(ii) The processes 〈X ,X〉 and 〈Y,Y 〉 are mutually singular on P(F).
(iii) The local martingale Z ∈H 2loc(F) defined by Z := X+Y possesses the PRP with respect to F.
Proof. We first observe that from (iii) we immediately get (i), by the definition of the multiplicity of
a filtration.
Next we show the implication (i)⇒(ii). If the multiplicity of F is equal to one, then there exists
an N ∈H 2loc(F) possessing the PRP with respect to F. Hence, there existU,V ∈ L
2
loc(G,N) such that
X−X0 =U ·N andY −Y0 =V ·N. So, (ii) follows from the orthogonality of X and Y and from Lemma
5.3, since we have 〈X −X0,X −X0〉 = 〈X ,X〉 and 〈Y −Y0,Y −Y0〉= 〈Y,Y 〉 because of the properties
of the predictable covariation.
Finally, we verify the implication (ii)⇒(iii). By localization, we can assume X ,Y ∈ H 2(F).
Hence, Z ∈H 2(F). Using the PRP of {X ,Y}, we know that every R ∈H 2(F) can be represented as
R= R0+U ·X +V ·Y, U ∈ L
2(F,X), V ∈ L2(F,Y ). (5.1)
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Due to the assumption (ii), there exists D ∈ P(F) such that 〈X ,X〉 = 1D · 〈X ,X〉 and 〈Y,Y 〉 = 1Dc ·
〈Y,Y 〉. We then define G := 1DU +1DcV and get G ∈ L
2(G,Z). Indeed, we have G2 = 1DU
2+1DcV
2
and 〈Z,Z〉= 〈X ,X〉+ 〈Y,Y〉. Hence,
E[G2 · 〈Z,Z〉∞] = E[U
2 · 〈X ,X〉∞]+E[V
2 · 〈Y,Y 〉∞]<+∞.
But now we observe that G ·Z andU ·X +V ·Y are indistinguishable. Indeed, using the isometry, the
orthogonality of X and Y , and the mutual singularity of 〈X ,X〉 and 〈Y,Y 〉, we get
E
[
(G ·Z∞−U ·X∞−V ·Y∞)
2
]
= 0.
From this latter identity it follows that the martingales G ·Z andU ·X+V ·Y are modifications of each
other. Since they are both càdlàg, they are actually indistinguishable. Combining this with (5.1), we
get the PRP for Z. The proof of the theorem is complete.
5.2 The multiplicity of the progressively enlarged Brownian filtration
We now apply the results of Subsection 5.1 to study the multiplicity of a progressively enlarged
Brownian filtration. We assume that Wσ is an FW
σ
-Brownian motion, i.e. a Lévy process with
characteristic triplet (0,σ 2,0). It is then well-known that every R ∈H 2(FW
σ
) has the representation
Rt = R0+U ·W
σ
t , U ∈ L
2(FW
σ
,Wσ ).
The problem of the propagation of the martingale representation theorem to the progressively enlarged
filtration G in this special case has been investigated by Kusuoka in [20] for a finite-valued random
time τ such that FL is immersed in G and that the G-predictable compensator ΛG of τ is of the form
ΛGt =
∫ t∧τ
0
λsds, t ≥ 0,
where λ is a nonnegative Lebesgue-integrable and, without loss of generality, a FL-predictable pro-
cess. The next proposition shows that the result of Kusuoka (see [20, Theorem 2.3]) is a special case
of our main result, Theorem 4.8.
Proposition 5.5. Let Wσ be a Brownian motion and consider a random time τ such that FW
σ
is
immersed in G. Then, the G-predictable compensator ΛG of τ is continuous if and only if τ avoids
F
Wσ -stopping times.
Proof. Let ΛG be continuous. First, we observe that, since all FW
σ
-martingales are continuous, from
[22, Corollary IV.5.7], every FW
σ
-optional process is predictable. Let now η be a finite-valued FW
σ
-
stopping time. Then, 1[η ] is an F
Wσ -predictable process and hence 1[η ] is G-predictable. As a con-
sequence of the properties of the dual predictable projection, we get
0= E
[
∆ΛGη
]
= E
[
1[η ] ·Λ
G
∞
]
= E
[
1[η ] ·H∞
]
= E
[
∆Hη
]
= P
[
τ = η
]
, (5.2)
for every finite-valued FW
σ
-stopping time η . From this it immediately follows that τ avoids FW
σ
-
stopping times.
Conversely, we now assume that τ avoids FW
σ
-stopping times. Then, the continuity of ΛG follows
from (3.17) and and Lemma 3.4 (ii). The proof is complete.
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Because of Theorem 4.8, we can consider the case of a random time τ satisfying hypothesis (H )
and such that the compensator ΛG is continuous and singular with respect to the Lebesgue measure.
To obtain such a random time τ , that by Proposition 5.5 satisfies Assumption 3.2, one can proceed in
a standard way following the Cox-construction described in [4, Section 6.5].
As an example, we can assume that ΛG is absolutely continuous with respect to the Devil’s stair-
case on R+, denoted by C (in particular, C0 = 0 and C∞ = ∞). Since Λ
G = (ΛG)τ and C is a determ-
inistic process, by [16, Proposition I.3.13] there exists a G-predictable nonnegative process κ such
that
ΛGt =
∫ t∧τ
0
κtdCt , t ≥ 0. (5.3)
Because of [19, Lemme 4.4 (b)] (see also [1, Proposition 2.11 (b)]), one can assume, without loss of
generality, that κ is FW
σ
-predictable.
Theorem 5.6. Let (Wσ ,FW
σ
) be a Brownian motion. Denote by G the progressive enlargement of
F
Wσ by a random time τ that fulfils Assumption 3.2. Then, the multiplicity of G is equal to one if and
only if ΛG is singular continuous on P(G), that is, if and only if the G-martingale Z := Wσ +M
possesses the PRP with respect to G.
Proof. Theorem 3.10 (ii) yieldsM ∈H 20 (G) and 〈M,M〉=Λ
G. Furthermore, Theorem 4.6 applied to
L=Wσ implies that Wσ is aG-Brownian motion such that 〈Wσ ,Wσ 〉t =σ
2t, t ≥ 0, and 〈Wσ ,M〉= 0.
Finally, Theorem 4.8 ensures that the family {Wσ ,M} has the PRP with respect to G. The claim
now immediately follows from Theorem 5.4 applied to F = G, X = Wσ and Y = M. The proof is
complete.
Using Theorem 4.9 instead of Theorem 4.8, we can show the following more general result.
Theorem 5.7. Let F be an arbitrary filtration satisfying the usual conditions. Assume that X ∈
H 2loc(F) possesses the PRP with respect to F. For a random time τ meeting Assumption 3.2, de-
note by G the progressive enlargement of F by τ . Then, the multiplicity of G is equal to one if and
only if 〈X ,X〉 and ΛG are mutually singular on P(G), that is, if and only if the G-local martingale
Z := X +M ∈H 2loc(G) possesses the PRP with respect to G.
Proof. Theorem 3.10 (ii) yieldsM ∈H 20 (G) and 〈M,M〉= Λ
G. The immersion property implies that
〈X ,X〉 does not change in G. Thanks to Theorem 4.9, {X ,M} ⊆ H 2loc(G) is a family of orthogonal
G-local martingales possessing the PRP with respect to G. The claim now immediately follows from
Theorem 5.4 applied to the filtration G and with Y =M. The proof is complete.
We stress that, if F is more general than a Brownian filtration and supports martingales with
jumps, then the continuity of ΛG does not imply hypothesis (A ). However, to construct a random
time τ satisfying the assumptions of Theorem 5.7, we can follow the Cox-method (see Remark 3.8).
That is, also in this more general context, there exist random times τ satisfying Assumption 3.2 and
such that ΛG can be chosen singular on P(G). For example, if 〈X ,X〉 is absolutely continuous with
respect to the Lebesgue measure, we can consider τ such that the compensator ΛG is given as in (5.3)
with an F-predictable density κ .
Example 5.8 (An application of Theorem 5.7). As an application of Theorem 5.7, we can consider
the following example: LetW be a standard Brownian motion and let C denote the Devil’s staircase
on R+. Since C is increasing and continuous, C is a continuous time change. We define the process
X = (Xt)t≥0 by Xt =WCt , t ≥ 0. Then, by the properties of continuous time changes, (X ,F
X) is a
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continuous local martingale and 〈X ,X〉t = Ct , t ≥ 0. From [16, Theorem II.4.4] we obtain that X
is a non-homogeneous Brownian motion with respect to F = FX . If we now enlarge FX to G by a
random time τ satisfying Assumption 3.2 and such that ΛG is absolutely continuous with respect to
the Lebesgue measure, then Theorem 5.7 implies that Z = X +M has the PRP with respect to G.
Therefore, the multiplicity of G is equal to one. We can proceed in a similar way if, instead ofW , we
start with a homogeneous Poisson process N and define Xt = NCt −Ct . More generally, outside of the
context of processes with independent increments, we can also consider a point process N such that
the predictable compensator N p is absolutely continuous with respect to the Lebesgue measure and
set Xt = NCt −N
p
Ct
.
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