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Abstract
A real matrix A is said to have a signed generalized inverse, if the sign pattern of its
generalized inverse A+ is uniquely determined by the sign pattern of A. A is said to have
doubly signed generalized inverse, if both A and A+ have a signed generalized inverse. Ma-
trices with doubly signed generalized inverses are generalizations of those matrices A such
that both A and A−1 are S2NS matrices which are studied in [Matrices of Sign-solvable
Linear Systems, Cambridge University Press, Cambridge, 1995; Linear Algebra Appl. 232
(1996) 97]. In this paper we give a complete characterization of matrices with doubly signed
generalized inverses. We show that ifA is a real matrix with no zero rows and no zero columns,
then A has doubly signed generalized inverses if and only if A is permutation equivalent to a
direct sum of matrices of the following types: a row (or a column) with no zero entries; fully
indecomposable S2NS matrices of order 1 or 2; matrices of the blocked form(
D1 O
X D2
)
,
where D1 and D2 are both invertible diagonal matrices.
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1. Introduction
Let A be an m× n real matrix. An n×m real matrix X is called the generalized,
(or Moore–Penrose) inverse (abbreviated GI ) of A, if X satisfies the following four
conditions:
AXA = A, XAX = X, (AX)T = AX, (XA)T = XA.
It is well known that for each matrix A, its GI exists and is unique, which is denoted
by A+. If A is an invertible square matrix, then A+ = A−1.
The sign pattern of a real matrix A, denoted by sgnA, is the (0, 1,−1)-matrix
obtained from A by replacing each entry by its sign. The set of real matrices with the
same sign pattern as A is called the qualitative class of A, and is denoted by Q(A).
Definition 1.1 ([1,3]). A real matrix A is said to have a signed GI (or simply say
that “A+ is signed”), if sgnB+ = sgnA+ for each matrix B in Q(A).
The notion of matrices having signed GI was first introduced in [1,3] in the study
of the least square sign solvability of linear systems of equations. It is a generaliza-
tion of the notion of S2NS matrices which are extensively studied in signed matrix
theory.
A square real matrix is called a strong sign nonsingular matrix (abbreviated S2NS
matrix), if each matrix in Q(A) is nonsingular (i.e., invertible), and the inverses of
the matrices in Q(A) all have the same sign pattern.
An S2NS matrix A is called a doubly S2NS matrix, if A and A−1 are both S2NS
matrices. Doubly S2NS matrices are studied in [1,2]. As a generalization of doubly
S2NS matrices, we introduce the notion of matrices with doubly signed GI.
Definition 1.2. A real matrix A is said to have doubly signed GI, if both A and A+
have signed GI.
Two m× n real matrices A and B are said to be permutation equivalent, denoted
by A ∼ B, if A can be obtained from B by permuting its rows and columns.
It is easy to verify that the property of having doubly signed GI for a matrix is
preserved under the permutation equivalences.
Now we introduce the following types of matrices that will play essential roles in
the characterizations of the matrices with doubly signed GI;
(R1) a column of dimension at least two with no zero entries;
(R2) a row of dimension at least two with no zero entries;
(R3) fully indecomposable S2NS matrices of order 1 or 2;
(R4) a matrix of the form(
D1 O
X D2
)
,
where D1 and D2 are both invertible diagonal matrices.
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The following characterization of doubly S2NS matrices was given in [1, Theo-
rem 7.4.2].
Theorem 1.A [1]. A square real matrix A is a doubly S2NS matrix if and only if A
is permutation equivalent to a direct sum of matrices of types R3 and R4.
In this paper, we give the complete characterization of the matrices with doubly
signed GI. Our main result is (also see Theorem 3.2 in Section 3):
Theorem. Let A be an m× n matrix with no zero rows and no zero columns. Then
A has doubly signed GI if and only if A is permutation equivalent to a direct sum of
matrices of types R1–R4.
In general, let A0 be the matrix obtained from A by deleting all zero rows and
zero columns of A. Then A has doubly signed GI if and only if A0 has, since we
have (B O)+ = (B+
O
)
and
(
B
O
)+ = (B+ O). So we conclude from this and the above
theorem that in general cases,A has doubly signed GI if and only ifA0 is permutation
equivalent to a direct sum of matrices of types R1–R4.
2. Doubly lower triangular blocked matrices
In this section we first introduce the notion of doubly lower triangular blocked
matrices, and then study their relationships with matrices having doubly signed GI.
We will see later that in the studies of matrices having doubly signed GI, most ma-
trices under considerations are permutation equivalent to lower triangular blocked
matrices, especially doubly lower triangular blocked matrices.
The following lemma is a purely matrix theoretical result which will lead to the
definition of doubly lower triangular blocked matrices.
Lemma 2.1. Let
A =
(
B O
C D
)
be an m× n matrix where B is an p × q submatrix of A. Then the following three
conditions are equivalent:
(1) A+ =
(
B+ O
−D+CB+ D+
)
(2) A+ has the form(∗1 O
∗2 ∗3
)
,
where ∗1 is an q × p matrix.
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(3) The two matrix equations DX = C and YB = C (with X and Y as their un-
known matrices) are both solvable.
Proof. (1) ⇒ (2). Obvious.
(2) ⇒ (3). Suppose
A+ =
(
X1 O
X2 X3
)
.
Then we have
AA+ =
(
BX1 O
CX1 +DX2 DX3
)
=
(
BX1 O
O DX3
)
since AA+is symmetric. Similarly we have
A+A =
(
X1B O
O X3D
)
.
Consequently we have(
B O
C D
)
=A = (AA+)A
=
(
BX1 O
O DX3
)(
B O
C D
)
=
(
BX1B O
DX3C DX3D
)
(2.1)
and (
B O
C D
)
=A = A(A+A)
=
(
B O
C D
)(
X1B O
O X3D
)
=
(
BX1B O
CX1B DX3D
)
. (2.2)
From (2.1) we have C = DX3C. So DX = C is solvable.
From (2.2) we have C = CX1B. So YB = C is solvable.
(3) ⇒ (1). Suppose that X0 and Y0 satisfy DX0 = C and Y0B = C, then we
have
DD+C = DD+DX0 = DX0 = C, (2.3)
CB+B = Y0BB+B = Y0B = C. (2.4)
Now let
W =
(
B+ O
−D+CB+ D+
)
.
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Then by (2.3) we have:
AW=
(
B O
C D
)(
B+ O
−D+CB+ D+
)
=
(
BB+ O
CB+ −DD+CB+ DD+
)
=
(
BB+ O
O DD+
)
. (2.5)
Also by (2.4) we have:
WA=
(
B+ O
−D+CB+ D+
)(
B O
C D
)
=
(
B+B O
−D+CB+B +D+C D+D
)
=
(
B+B O
O D+D
)
(2.6)
and
AWA=
(
BB+ O
O DD+
)(
B O
C D
)
=
(
BB+B O
DD+C DD+D
)
=
(
B O
C D
)
= A, (2.7)
WAW=
(
B+B O
O D+D
)(
B+ O
−D+CB+ D+
)
=
(
B+BB+ O
−D+DD+CB+ D+DD+
)
=
(
B+ O
−D+CB+ D+
)
= W.
(2.8)
So by definition we have W = A+.
The lemma is proved. 
Definition 2.1. A blocked matrix
A =
(
B O
C D
)
is called a doubly lower triangular blocked matrix, if A satisfies one of three condi-
tions (1), (2), (3) of Lemma 2.1.
It is easy to see that if A is a doubly lower triangular blocked matrix, then so is
A+, since (A+)+ = A.
A matrix is said to have full row (or column) rank, if its rank is equal to its number
of rows (or columns).
Remark 2.1. If B has full column rank and D has full row rank, then it is easy to see
that the matrix equations DX = C and YB = C are both solvable. So in this case
the matrix
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B O
C D
)
is a doubly lower triangular blocked matrix.
The following lemma gives some relations between doubly lower triangular
blocked matrices and matrices with doubly signed GI.
Lemma 2.2. Let
A =
(
B O
C D
)
be a doubly lower triangular blocked matrices. Then we have:
(1) if A+ is signed, then both B+ and D+ are signed;
(2) if A has doubly signed GI, then both B and D have doubly signed GI.
Proof. (1) By hypothesis we have
A+ =
(
B+ O
−D+CB+ D+
)
.
Now take any B˜ ∈ Q(B) and D˜ ∈ Q(D), let
A˜ =
(
B˜ O
C D˜
)
.
Then A˜ ∈ Q(A). Since A+is signed, we have sgn A˜+ = sgnA+, so A˜+has the form(∗1 O
∗2 ∗3
)
and thus Lemma 2.1 implies that
A˜+ =
(
B˜+ O
−D˜+CB˜+ D˜+
)
.
So using sgn A˜+=sgnA+ again we have sgnB˜+ = sgnB+ and sgnD˜+=sgnD+.
Thus B+ and D+ are both signed.
(2) By (1), we already know that B+ and D+ are both signed.
On the other hand
A+ =
(
B+ O
−D+CB+ D+
)
,
A+ is also a doubly lower triangular blocked matrix and A+ also has signed GI by
the assumption of (2). So by using (1) for A+ we conclude that both B+ and D+
have signed GI. Thus both B and D have doubly signed GI. 
The following corollary is a consequence of Lemmas 2.1 and 2.2, which will be
used several times in the proofs of the main results in Section 3.
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Corollary 2.1. Let
A =
(
B O
C D
)
be a matrix satisfying the following three conditions:
(1) B is a direct sum of matrices of type R1;
(2) D has full row rank;
(3) A has doubly signed GI.
Then C = 0.
Proof. (1) implies thatB has full column rank. So by conditions (1), (2) and Remark
2.1, A (and therefore A+) is a doubly lower triangular blocked matrix.
Now write
A+ =
(
U O
W V
)
,
where U = B+ is a direct sum of matrices of type R2, and W = −D+CB+. By
condition (3), A+ has a signed GI, so for each(
U˜ O
W˜ V˜
)
∈ Q(A+),
(
U˜ O
W˜ V˜
)
is also a doubly lower triangular blocked matrix. Thus the matrix equation Y U˜ =
W˜ is solvable for each U˜ ∈ Q(U) and W˜ ∈ Q(W). If we write U and W in the
following block form:
U =


U1 · · · O
...
.
.
.
...
O · · · Uk

 , W =


W11 W12 · · · W1k
W21 W22 · · · W2k
...
...
...
Wr1 Wr2 · · · Wrk

 ,
where each Ui is a row of dimension at least two containing no zero entries and
each Wij is a row of the same dimension as Uj . Then Y U˜ = W˜ is solvable im-
plies that W˜ij = yij U˜j . Namely, the row W˜ij is a scalar multiple of the row U˜j
for each U˜j ∈ Q(Uj ). It follows that we must have Wij = 0, thus W = 0 and so
D+CB+ = 0. Now B+ has full row rank and D+ has full column rank, so we have
C = 0. 
3. Main results
In this section we prove the main results of this paper. We first consider the special
case where A has full column term rank (see definitions) in Theorem 3.1. Then con-
sider the general case in Theorem 3.2. In order to prove these results, we first need to
introduce some notions and terminologies, and then prove some lemmas which will
be used in the later proofs.
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The term rank of a matrix A, denoted by ρ(A), is the maximum cardinality of the
sets of nonzero entries of A no two of which lie on the same row or same column.
A is said to have “full row (or column) term rank” if ρ(A) is equal to the number of
rows (or columns) of A.
Definition 3.1 [4]. Let a, b be two real numbers, A = (aij ) and B = (bij ) be two
m× n real matrices.
(1) We say that “b is sign majorized by a”, denoted by b  a, if b = 0 or sgn b =
sgn a.
(2) We say that “B is sign majorized by A”, denoted by B  A, if bij  aij for each
i = 1, . . . , m and j = 1, . . . , n.
It is easy to see that B  A if and only if B can be obtained from some A˜ ∈ Q(A)
by replacing some nonzero entries of A˜ by zero.
Lemma 3.1. Let A be an m× n matrix with ρ(A) = n. Let B be an m× n matrix
withB  A and ρ(B) = n. IfA has doubly signed GI, thenB also has doubly signed
GI.
Proof. From [4,Theorem 5.3] we know that
A+ is signed ⇒ B+ is signed and B+  A+.
On the other hand, B+ is signed and ρ(B) = n implies that rank(B) = n. Thus
rank(B+) = n which implies that ρ(B+) = n and so ρ(B+) = ρ(A+). Now using
[4, Theorem 5.3] again for B+ and A+, we conclude that B+ has a signed GI. Thus
B has doubly signed GI. 
A matrix A is called a “tree matrix”, if A has the same zero pattern with the
vertex–edge incidence matrix of some tree.
The following three types of matrices play an important role in the study of ma-
trices with signed GI [1,3–5]:
(T1) a column of dimension at least two with no zero entries;
(T2) an S2NS matrix;
(T3) a tree matrix.
Note that the type T1 is the same as the type R1 defined in Section 1.
A matrix A is called a T-type matrix, if A has the following block partitioned
form (3.1), where each diagonal block Ai is a matrix of type T1, T2 or T3 (i =
1, . . . , k):

A1 O · · · O
B21 A2 · · · O
...
...
.
.
.
...
Bk1 Bk2 · · · Ak

 . (3.1)
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Lemma 3.2. Let A be an (n+ 1)× n matrix of type T3 with n  2. Then A+ does
not have signed GI.
Proof. We first show that A+ contains no zero entries. Let (A+)pq be the (p, q)
entry of A+, we first consider (A+)11. Let A1 be the matrix obtained from A by
deleting its first column. Then
A1 ∼
(
X1 0
0 X2
)
,
where X1 and X2 are both matrices of type T3. Without loss of generality, we may
assume that
A1 =
(
X1 0
0 X2
)
.
Let B be the matrix obtained from A by deleting its last row, and let C = (B0) where
0 is a zero matrix with one row. Then B is an S2NS matrix (since A is a matrix
of type T3), and C  A and ρ(C) = ρ(A). So by [4, Theorem 5.3] we have C+ 
A+, where C+ = (B+ 0) = (B−1 0). On the other hand, let B(1|1) be the matrix
obtained from B by deleting its first row and first column. Then
B(1|1) =
(
X′1 0
0 X′2
)
,
where X′1 (and X′2) is a matrix obtained from X1 (and X2) by deleting its first (and
last) row. It follows that detB(1|1) = (detX′1)(detX
′
2) /= 0 and thus (B−1)11 /= 0.
So we have (C+)11 /= 0 since C+ = (B−1 0), and therefore (A+)11 /= 0 since
C+  A+. By suitably permuting the rows and columns of A we may similarly show
that (A+)pq /= 0 for each pair p and q, so A+ contains no zero entries.
Now A+ is an n× (n+ 1) matrix with no zero entries and n  2. So A+ does not
have signed GI by [1, Theorem 11.2.11]. 
Lemma 3.3. Let A be a T-type matrix as in (3.1) such that A has doubly signed GI.
Then each diagonal block Ai is of type T1 or T2.
Proof. Let
B =


A1 · · · O
...
.
.
.
...
O · · · Ak


be the direct sum of A1, . . . , Ak . Then B  A and B has full column term rank.
Using Lemma 3.1 for B and A we see that B has doubly signed GI. Thus each Ai
has doubly signed GI and so Ai is not of type T3 by Lemma 3.2, unless Ai contains
only one column, namely Ai is also of type T1. 
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Lemma 3.4. Let A be a T-type matrix each of whose diagonal block is of type T1.
Then A has doubly signed GI if and only if each off-diagonal block of A is a zero
matrix.
Proof. The sufficiency part is obvious. We now prove the necessity part.
Take any off-diagonal block Bij of A (where i > j ). Let B be the matrix obtained
from A by replacing each off-diagonal block, except Bij , by the zero matrix. Then
using Lemma 3.1 for B and A we obtain that B has doubly signed GI. By simul-
tanuous row and column permutations we may further assume that i = 2 and j = 1,
namely Bij = B21. Now B is the direct sum of several matrices one of which is the
following matrix (where A1 and A2 are both of type T1 and B21 is a column):
C =
(
A1 0
B21 A2
)
.
Since B has doubly signed GI, C also has doubly signed GI. Now we claim that
B21 = 0. Suppose not. Then we may assume that the first coordinate of B21 is non-
zero. Thus we may write
C =


a1 0
...
...
ak 0
b c1
...
...
...
cr


,
where a1, . . . , ak, b, c1, . . . , cr are all nonzero. Now we take
D =

ak 0b c1
0 c2

 ,
then D is a matrix of type T3 (containing exactly two columns). Take
C1 =


0 0
...
...
0 0
ak 0
b c1
0 c2
0 0
...
...
0 0


=

 0D
0

 ,
then C1  C. Now by Lemma 3.1 we have:
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C has doubly signed GI ⇒ C1 has doubly signed GI ⇒ D has doubly signed
GI.
But D is a matrix of type T3 containing two columns, contradicting Lemma 3.2.

Next we will consider the two cases ρ(A) = n and ρ(A) < n  m. In the first
case, we will show in Theorem 3.1 that if A is an m× n matrix with ρ(A) = n and
no zero rows, then A has doubly signed GI if and only if A is permutation equivalent
to a direct sum of matrices of types R1, R3 and R4. In order to prove Theorem
3.1, we need to quote the following two results: Theorem 3.A and Theorem 3.B,
given in [1,3] and [5], respectively, so that to turn our characterization problem to the
problem of characterizations of matrices with doubly signed GI for T-type matrices
and standard order T-type matrices (see Definition 3.2).
Theorem 3.A [1,3]. Let A be an m× n matrix with no zero rows and ρ(A) = n. If
A+ is signed, then A is permutation equivalent to a T-type matrix.
Definition 3.2 [5]. Let A be a T-type matrix as in (3.1):

A1 O · · · O
B21 A2 · · · O
...
...
.
.
.
...
Bk1 Bk2 · · · Ak

 , (3.1)
where each diagonal block Ai is a matrix of type T1, T2 or T3. Suppose there ex-
ists an index i with 1  i  k such that A1, . . . , Ai are all of type T1 or T3 and
Ai+1, . . . , Ak are all of type T2, then A is called a “standard order” T-type matrix.
Theorem 3.B [5]. Let A be a T-type matrix such that A+ is signed. Then A is permu-
tation equivalent to a standard order T-type matrix.
Now we can prove the following result.
Theorem 3.1. Let A be an m× n matrix with no zero rows and ρ(A) = n. Then A
has doubly signed GI if and only if A is permutation equivalent to a direct sum of
matrices of types R1, R3 and R4.
Proof. The sufficiency part obviously follows from Theorem 1.A. We now prove
the necessity part. By Theorems 3.A and 3.B, we may assume that A is a standard
order T-type matrix. By Lemma 3.3 we may further assume that each diagonal block
of (the T-type matrix) A is of type T1 or T2. Thus we may write A as
A =
(
X O
Z Y
)
, (3.2)
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where X (resp. Y ) is a T-type matrix each of whose diagonal block is of type T1
(resp. T2).
Take
A1 =
(
X 0
0 Y
)
 A.
Then by Lemma 3.1, A1 also has doubly signed GI (since A has doubly signed GI by
hypothesis). Thus both X and Y have doubly signed GI. It follows that Y is a doubly
S2NS matrix, and so is permutation equivalent to a direct sum of matrices of types
R3 and R4 by Theorem 1.A. Also by Lemma 3.4, each off-diagonal block of X is a
zero matrix. So X is a direct sum of matrices of type R1 (namely, type T1). Finally,
by Corollary 2.1 we can obtain that Z = 0. So (3.2) is permutation equivalent to a
direct sum of matrices of types R1, R3 and R4. 
Now we consider the general cases. First we need the following combinatorial
matrix throretical lemma which can be proved by using the well-known Frobenius–
König theorem (see [4, Lemma 4.2]).
Lemma 3.A [4]. Let A be an m× n matrix with ρ(A) < n  m. Then A is permuta-
tion equivalent to a matrix of the form:(
B 0
C D
)
, (3.3)
where B has full column term rank and D has full row term rank.
Theorem 3.2. Let A be an m× n matrix with no zero rows and no zero columns.
Then A has doubly signed GI if and only if A is permutation equivalent to a direct
sum of matrices of types R1–R4.
Proof. The sufficiency part is obvious, so we may only consider the necessity part.
Also, notice that A has doubly signed GI if and only if AT has, since (AT)+ =
(A+)T. So without loss of generality we may assume that n  m (otherwise we can
consider AT instead of A).
Case 1. ρ(A) = n. Then the result follows from Theorem 3.1.
Case 2. ρ(A) < n  m. Then by Lemma 3.A we may assume that
A =
(
B 0
C D
)
,
where B (resp. D) has full column (resp. row) term rank.
Now A+ is signed, so both B+ and D+ are signed by [4, Theorem 4.1], which
in turn imply that B (resp. D) has full column (resp. row) rank, since B (resp. D)
has full column (resp. row) term rank. It follows from Remark 2.1 that A is a doubly
lower triangular blocked matrix. Therefore both B and D have doubly signed GI by
Lemma 2.2, since A has doubly signed GI. On the other hand, B contains no zero
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rows and D contains no zero columns since A contains no zero rows and no zero
columns. So by Theorem 3.1, B and D are permutation equivalent to matrices of the
following form:
B ∼
(
B1 0
0 B2
)
, D ∼
(
D2 0
0 D1
)
, (3.4)
where B1 (and D1) is a direct sum of matrices of type R1 (and R2), respectively. B2
and D2 are both doubly S2NS matrices. Therefore we can write:
A ∼


B1 0 0 0
0 B2 0 0
C11 C12 D2 0
C21 C22 0 D1

 =
(
A1 0
∗ D1
)
, (3.5)
where
A1 =

B1 0 00 B2 0
C11 C12 D2

 .
Now A1 has full column rank and D1 has full row rank, so(
A1 0
∗ D1
)
is a doubly lower triangular blocked matrix by Remark 2.1. Thus A1 has doubly
signed GI by Lemma 2.2. Let
A2 =

B1 0 00 B2 0
C11 0 D2

 .
Then A2  A1, and so A2 also has doubly signed GI by Lemma 3.1 (since A2 has
full column term rank). It follows that(
B1 0
C11 D2
)
has doubly signed GI, and hence C11 = 0 by Corollary 2.1. Similarly we have C22 =
0. So A is further permutation equivalent to the following matrix:
A ∼


B1 0 0 0
C21 D1 0 0
0 0 B2 0
0 0 C12 D2

 . (3.6)
Now A has doubly signed GI, so both(
B1 0
C21 D1
)
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and (
B2 0
C12 D2
)
have doubly signed GI. It follows from Corollary 2.1 that C21 = 0. Also the square
matrix(
B2 0
C12 D2
)
must now be a doubly S2NS matrix, so it is permutation equivalent to a direct sum
of matrices of types R3 and R4 by Theorem 1.A. Thus A is permutation equivalent
to a direct sum of matrices of types R1–R4.
The theorem is now proved. 
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