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Abstract: We compute explicit transgression forms for the Euler and Pontrjagin classes of a Riemannian
manifold M of dimension 4 under a conformal change of the metric, or a change to a Riemannian
connection with torsion. These formulae describe the singular set of some connections with singularities on
compact manifolds as a residue formula in terms of a polynomial of invariants. We give some applications
for minimal submanifolds of Ka¨hler manifolds. We also express the difference of the first Chern class of
two almost complex structures, and in particular an obstruction to the existence of a homotopy between
them, by a residue formula along the set of anti-complex points. Finally we take the first steps in the
study of obstructions for two almost quaternionic-Hermitian structures on a manifold of dimension 8 to
have homotopic fundamental forms or isomorphic twistor spaces.
1 Introduction
Some k-characteristic classes Ch(E) of a vector bundle E over a manifoldM , can be represented
in the cohomology classes ofM in terms of the curvature tensor defined with respect to a certain
type of connections on E. If ∇, ∇′ are such connections with curvature tensors R and R′,
respectively, then Chern-Weil theory states that
Ch(R′) = Ch(R) + dT
where T is a (k−1)-form onM . A way to specify such a T is by pulling back each connection by
the projection π :M × [0, 1]→M , π(p, t) = p, and then take the connection ∇˜= t∇′+(1− t)∇
defined on π−1E. Denoting by R˜ its curvature tensor, the Chern-Simons transgression (k − 1)-
form on M , obtained by integration along [0,1] of the closed k-form Ch(R˜) on M × [0, 1],
T (∇,∇′ )(X1, . . . ,Xk−1) =
∫ 1
0
Ch(R˜)( d
dt
,X1, . . . ,Xk−1)dt
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satisfies dT (∇,∇′ ) = Ch(R′) − Ch(R). To specify such T s is interesting by itself, but also
when ∇′ is a connection with singularities. This is the case when (M,g) is a Riemannian m-
manifold with its Levi-Civita connection, and (E, gE ,∇E) is a Riemannian vector bundle of
rank m such that there exists a conformal bundle map Φ : TM → E which vanishes along a
singular set Σ. This bundle map induces on M ∼Σ a connection ∇′= Φ−1∗∇E, that makes Φ
a parallel bundle map. This connection can be seen as a singular Riemannian connection (with
torsion) onM with respect to a degenerated metric gˆ onM , but R′ and Ch(R′) can be smoothly
extended to Σ by the identities R′(X,Y,Z,W ) = gE(RE(X,Y )Φ(Z),Φ(W )), Ch(R′)=Ch(RE).
If M is closed, and Ch gives a top rank form and an integral cohomology class, then
∫
M Ch(R)
and
∫
M Ch(R
′) are finite integers, representing invariants. Moreover, if the singular set Σ is
sufficiently small and regular, the Stokes theorem reads
∫
M∼Vǫ(Σ) dT = −
∫
∂Vǫ(Σ)
T , where Vǫ(Σ)
is a tubular neighbourhood of Σ of radius ǫ, and letting ǫ → 0 may describe Ch(E)−Ch(R)
as a residue of T along Σ and expressed in terms of the zeros of Φ. This type of problem is
studied in [15],[16],[17] , using currents. We provide explicit formulae of transgression forms
for the cases of the Euler and Pontrjagin classes. In section 10 we give some applications to
minimal 4-submanifolds in Ka¨hler-Einstein manifolds. In section 9 we describe an obstruction
for two almost complex structures on M to be homotopic, measured by the difference between
their Chern classes, translated to a residue formula on the set of anti-complex points. In section
11 we introduce the study of obstructions for two almost quaternionic-Hermitian structures on
a Riemannian 8-manifold to have isomorphic twistor spaces or homotopic fundamental forms.
Let (M,g) be an oriented Riemannian manifold of dimension 4 with its Levi-Civita connection,
curvature tensor RM , Ricci tensor RicciM and scalar curvature sM . Our formulae are:
Proposition 1.1 Let f :M → R be a smooth map, and gˆ = efg. Set
P (∇f) = (2∆f + ‖∇f‖2 − 2sM)∇f + 4(RicciM )♯(∇f)−∇(‖∇f‖2). (1.1)
Then
X (RˆM ) = X (RM ) + 1
32π2
divg(P (∇f))V olM , (1.2)
p1(Rˆ
M ) = p1(R
M ).
The invariance of the Pontrjagin class under a conformal change of the metric is well known (see
[6] or remark 3). We thank Sergiu Moroianu for drawing our attention to this. The authors do
not recall to have seen formula (1.2) in the literature: divg(P (∇f)) is a 2nd-order differential
operator on ∇f . If f = log h where h > 0 except at a finite set of zeros pα and poles pi of
homogeneuos order 2kα and 2ki respectively (kα, ki > 0), then:
1
32π2
∫
M
divg(P (∇ log h))V olM =∑α − 12k2α(kα + 3) +∑i − 12k2i (−ki + 3).
Theorem 1.1 Let Φ : TM →E be a conformal bundle map into a Riemannian vector bundle
(E, gE ,∇E) of rank 4 over M , with coefficient of conformality given by a non-negative function
h :M→R with zero set Σ. Let gˆ = hg, and S′ ∈ C∞(⊗2 T ∗M ⊗ TM) defined away from Σ:
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S′(X,Y ) = Φ−1(∇XΦ(Y ))− 12d log h(X)Y − 12d log h(Y )X + 12g(X,Y )∇ log h.
Then:
X (RE) = X (RM )− 1
4π2
d(〈S ′ ∧ ∗(RˆM − 1
2
dS ′ − 1
3
(S ′)2)〉gˆ)+ 1
32π2
divg(P (∇ log h))V olM
p1(R
E) = p1(R
M )− 1
2π2
d(〈S ′ ∧ (RˆM − 1
2
dS ′ − 1
3
(S ′)2)〉gˆ)
where RˆM is the curvature tensor of (M, gˆ), and S ′ : TM → ∧2 TM , (S ′)2 : ∧2 TM → ∧2 TM ,
are defined by
〈S ′(X), Y ∧ Z〉gˆ = gˆ(S′(X,Y ), Z)
〈(S ′)2(X ∧ Y ), Z ∧W 〉gˆ = gˆ(S′(X,Z), S′(Y,W ))− gˆ(S′(X,W ), S′(Y,Z))
〈RˆM (X ∧ Y ), Z ∧W 〉gˆ = h〈RM (X ∧ Y ) + φ • g(X ∧ Y ), Z ∧W 〉g
φ =
1
2
(− ‖∇ log h‖24 g + 12d log h⊗ d log h−Hess(log h)).
Moreover, if dΦ = 0, then X (RE) = X (RM )+ 1
32π2
divg(P (∇ log h))V olM and p1(RE) = p1(RM ).
The angle θ ∈ [0, π] between two positive g-orthogonal almost complex structures J0 and
J1 on M is defined by cos θ =
1
4〈J0, J1〉, and Σ = {p ∈ M : J1(p) = −J0(p)} = cos θ−1(−1)
is the set of anti-complex points. If J1 is generic, Σ is a surface of M and an orientation
can be given. Under the usual identification of J0 with its Ka¨hler form ω0, the orthogonal
complement EJ0 of RJ0 in
∧2
+ TM , is a complex line bundle over M with complex structure
”J0”. We denote by H˜(p) the orthogonal projection of J1(p) into EJ0 . Let N
1Σ be the total
set of the unit normal bundle of Σ and dN1Σ its Lebesgue measure. For each (p, u) ∈ N1Σ
define κ(p, u) ≥ 1 the order of the zero of φ(p,u)(r) = (1 + cos θ)(expp(ru)) at r = 0. We
say that (1 + cos θ) has a controlled zero set if there exist a non-negative integrable function
f :N1Σ → [0,+∞] and r0 > 0 s.t. sup0<r<r0 |r ddr log(φ(p,u)(r))| ≤ f(p, u) a.e. (p, u) ∈ N1Σ.
For example, this holds if for all (p, u), φ(p,u)(r) is a polynomial function on r with coefficient
of lowest order uniformly bounded away from zero. Some weaker conditions can be given on
dk
drk
φ(p,u)(0),
dk+1
drk+1
φ(p,u)(r) and
dk+2
drk+2
φ(p,u)(r), where k = κ(p, u), to guarantee controlled zero
set (see Prop. 9.4). For each p ∈ Σ, S(p, 1) denotes the unit sphere of TpΣ⊥ and σd′ its volume.
The function κ˜(p) = 1
σd′
∫
S(p,1) κ(p, u)dS(p,1)u is the average order of the zero p of (1 + cos θ), in
the normal direction. Assume M is compact.
Theorem 1.2 If J0 is almost Ka¨hler then for any almost complex structure J1 = cos θJ0 + H˜∫
M
(c1(M,J1)− c1(M,J0)) ∧ ω0 = 1
4π
∫
M
div((T˜ J0)
♯)V olM (1.3)
where T˜ is the 1-form on M ∼ Σ, T˜ (X) = 1(1+cos θ)〈∇XH˜, J0H˜〉. In the particular case that
∇EJ0 H˜ is J0-anti-complex we have
(1.3) = − 1
4π
∫
M
∆ log(1 + cos θ)V olM . (1.4)
In this case, assume Σ is a finite disjoint union of closed oriented submanifolds Σi of dimension
di≤2. Let ⋃γ kiγ be the range set of κ on N1Σi and let N1Σiγ = κ−1(kiγ). If κ is bounded a.e.
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and (1 + cos θ) has a controlled zero set then a residue formula along Σ is obtained:
(1.3) = 12
∑
i:di=2
∫
Σi
κ˜(p)V olΣi =
1
2
∑
i:di=2
∑
γ
kiγ dN1Σi(N
1Σiγ). (1.5)
and so
∫
M
〈c1(M,J1), ω0〉V olM ≥
∫
M
〈c1(M,J0), ω0〉V olM = 1
4π
∫
M
(sM + 12‖∇ω0‖2)V olM ,
with equality iff di ≤ 1 ∀i. Thus, if c1(M,J1) = c1(M,J0) (in H2(M,R)) Σi = ∅ for di = 2.
Remark 1. Pairs of almost complex structures with or without the same properties may exist on
a manifold. Alekseevsky [1] discovered examples of simply-connected non-compact Riemannian
manifolds admitting a non-integrable almost-Ka¨hler structure and also an integrable non-Ka¨hler
complex structure, namely some solvable groups of dimension 4(4 + p+ q) (q 6= 0).
We also prove in section 9:
Proposition 1.2 If M is compact, J0 is Ka¨hler and J1 is almost Ka¨hler then θ is constant.
Thus, if cos θ 6= ±1, J0 and J1 are homotopic and define a hyper-Ka¨hler structure on M .
If (M8, g) is an oriented 8-dimensional manifold and Q0 and Q1 are two almost quaternionic
Hermitian structures (see [2] for definitions) we define an angle θ ∈ [0, π], by cos θ = 310 〈Ω0,Ω1〉,
where Ωi are the corresponding fundamental 4-forms. Let Ei be the corresponding rank 3 vector
bundle generated by the twistor space of Qi. In section 11 we prove:
Proposition 1.3 If Q0 is quaternionic Ka¨hler and Q1 is almost quaternionic Ka¨hler and M is
compact, then θ is constant. If cos θ 6= −1 then Ω0 and Ω1 are homotopic 4-forms in H4+(M ;R),
and if Q1 is also quaternionic Ka¨hler, p1(E0) = p1(E1). Furthermore, in the later case, (a), (b)
or (c) must hold: (a) E0 = E1; (b) E0 ∩ E1 has rank one, M is Ka¨hler and both Q0, Q1 are
locally hyper-Ka¨hler structures; (c) E0 ∩ E1 = {0}.
We observe that the problem on a compact 4-manifold ”almost Ka¨hler + Einstein implies
Ka¨hler”, also called the Goldberg-conjecture, is not completely solved. Salamon in [22] gives an
example of a compact 8-dimensional almost quaternionic Ka¨hler manifold that is not quater-
nionic Ka¨hler. We thank the referee for drawing our attention to this reference.
2 Curvature tensors in dimension 4
Let V be a vector space of dimension 4 and with a inner product g. We identify
∧2 := ∧2 V with
Skew(V ) (the space of skew-symmetric endomorphisms of V ) and with
∧2 V ∗ in the standard
way, considering Skew(V ) as a subset of V ∗ ⊗ V with half of its usual Hilbert-Schmidt inner
product. Consider the vector subspaces R and R⊥ of the symmetric and skew-symmetric linear
endomorphisms of
∧2, respectively. R, or more generally L(∧2;L(V, V )), is defined as the space
of curvature tensors of V (see [7], [8], or [25] for details). We recall some definitions.
If R ∈ L(∧2;L(V, V )) let R ∈ L(V ;L(∧2;V )) given by R(Z)(X ∧ Y ) := R(X ∧ Y )Z.
We also use the following notation: R(X,Y,Z,W ) = g(R(X ∧ Y )Z,W ) = R(Z,W,X, Y ). If
R ∈ L(∧2;∧2), R = RT (transposed). We assume that V is with a given orientation, and
so the star operator ∗ ∈ L(∧2;∧2) splits ∧2 into its eigenspaces ∧2±, corresponding to the
eigenvalues ±1, defining respectively the space of selfdual and of anti-self-dual two forms. Then
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R ∈ L(∧2;∧2) splits as R = R++ ⊕ R+− ⊕ R−+ ⊕ R−− with R+± ∈ L(∧2±;∧2+), R−± ∈ L(∧2±;∧2−).
The Ricci tensor Ricci : L(
∧2;∧2)→ L(V, V ) and the scalar curvature are given respectively by
g(Ricci(R)(X), Y ) = RicciR(X,Y ) = tr{Z → R(X,Z)(Y )} and sR = tr (RicciR) = 2〈R, Id〉 =
2tr (R). The sectional curvature of R ∈ L(∧2;∧2) is denoted by σR(P ) = R(X,Y,X, Y ) for each
2-plane P spanned by an o.n.b. {X,Y }, and the Bianchi map b : L(∧2;L(V ;V )) → ∧3 V ∗ ⊗
V ⊂ L(∧2;L(V ;V )) is defined by b(R)(X1,X2)(X3) = R(X1,X2)(X3) + R(X3,X1)(X2) +
R(X2,X3)(X1). Then b : R→ R, R⊥ →R⊥. If R ∈ R, b(R) = 12 tr(∗R)∗. Let t(R) = 16〈b(R), ∗〉.
We denote by Sym(V ) the space of symmetric endomorphisms of V and by Sym0(V ) its subspace
of trace-free endomorphisms.
A complex 2-plane τ of V c is said to be totally isotropic (t.i.) if g(v, v) = 0 ∀v ∈ τ . If (ei) is an
o.n. basis and α = e1+ie2, β = e3+ie4, then τ = spanC{α, β} defines a t.i. complex plane. Set
R(ijkl) = R(ei, ej , ek, el). The isotropic sectional curvature w.r.t R ∈ R at τ is given by (see
[21])
Kisot(R)(τ) =
R(α ∧ β, α¯ ∧ β¯)
‖α ∧ β‖2 =
1
4
(R(1313)+R(1414)+R(2323)+R(2424)−2R(1234)). (2.1)
The Kulkarni-Nomizu product of ξ, φ ∈⊗2 V ∗ is a symmetric product defined by
ξ • φ(X,Y,Z,W ) = ξ(X,Z)φ(Y,W ) + ξ(Y,W )φ(X,Z) − ξ(Y,Z)φ(X,W ) − ξ(X,W )φ(Y,Z).
We have Id = Id∧2 = 12g •g. If R ∈ L(∧2;L(V ;V )) it is defined the Weitzenbo¨ck operator A(R)
〈A(R)(X,Y ), Z ∧W 〉 := RicciR • g(X,Y,Z,W ) + 2R(Z,X, Y,W ) − 2R(W,X, Y,Z).
If R ∈ R then A(R) ∈ R and A(R) = RicciR • g − 2R + 2b(R). In this case, RicciA(R) = sRg,
b(A(R)) = 4b(R). Furthermore, if b(R) = 0, A(R) :
∧± → ∧±. Note that ∗ ∈ R, and if R ∈ R,
then ∗R+R∗, ∗R∗ still lie in R and ∗R−R∗ ∈ R⊥. Straightforward computations shows:
Proposition 2.1 Let R ∈ R and τ = spanC{e1 + ie2, e3 + ie4} with e1, . . . , e4 an o.n. basis
with orientation ǫ. Kisot is computed at τ . Then
RicciId = 3g sId = 12 b(Id) = 0 Kisot(Id) = 1
Ricci∗ = 0 s∗ = 0 b(∗) = 3∗ Kisot(∗) = − 12ǫ
Ricci∗R∗ =
1
2sR g −RicciR s∗R∗ = sR b(∗R∗) = b(R) Kisot(∗R∗) = Kisot(R)
RicciR∗ = Ricci∗R = t(R)g s∗R = sR∗ = 4t(R) b(∗R−R∗) = 0 Kisot(∗R−R∗) = 2(σR(34)−σR(12)).
For R,Q ∈ L(∧2;∧2), andX,Y,Z,W ∈ V we use the following notation: R(X∧Y )∧Q(Z∧W ) =
〈R(X ∧ Y ), (∗Q)(Z ∧W )〉V olV ∈ ∧4 V ∗
Definition 2.1 The Euler form X (R) and the Pontrjagin form p1(R) of R ∈ L(∧2;∧2) are the
4-forms:
4π2X (R) = R(e1 ∧ e2) ∧R(e3 ∧ e4)−R(e1 ∧ e3) ∧R(e2 ∧ e4) +R(e1 ∧ e4) ∧R(e2 ∧ e3)
= 12〈R, ∗R∗〉V olV = 12〈∗R,R∗〉V olV (2.2)
4π2p1(R) = R(e1 ∧ e2) ∧R(e1 ∧ e2) +R(e1 ∧ e3) ∧R(e1 ∧ e3) +R(e1 ∧ e4) ∧R(e1 ∧ e4)
+R(e2 ∧ e3) ∧R(e2 ∧ e3) +R(e2 ∧ e4) ∧R(e2 ∧ e4) +R(e3 ∧ e4) ∧R(e3 ∧ e4)
= 〈RT , ∗RT 〉V olV = 〈R,R∗〉V olV (2.3)
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Note that 〈R,Q〉=〈RT , QT 〉. Thus X (RT ) = X (R), and p1(RT )−p1(R) = 〈R, ∗R−R∗〉.
A positive g-orthogonal complex structure J on V is a complex structure that induces the
orientation of V and it is a linear isometry. Such structures are in 1-1 correspondence with the
elements ωJ of
∧2
+ V of norm
√
2, by ωJ(X,Y ) = g(JX, Y ). The condition of orthogonality
between two of such J is equivalent to the anti-commuting condition, for the multiplication of
complex structures corresponds to the quaternionic multiplication of two unit pure imaginary
vectors of R4. For each J and R ∈ L(∧2;∧2) we define the 2-forms on V
RicciJ,R(X,Y ) := 〈R(X ∧ Y ), ωJ〉 = R(ωJ)(X,Y ) (2.4)
ΨJ(R)(X,Y ) := − 12RicciR(X,JY ) + 12RicciR(Y, JX) (2.5)
If R ∈ R, then ΨJ(R)(X,Y ) = Ricci(1,1)(JX, Y ). Usually RicciJ,R is denoted by Ricci∗ and
named by star-Ricci but we do not use that notation to avoid confusion with the Ricci of the
curvature tensor ∗. The star-scalar curvature is sJ,R = 2〈RicciJ,R, ωJ〉, and bJ(R) ∈
∧2 V ∗ is
defined by bJ(R)(X,Y ) = − 12 tr(Z → Jb(R)(X,Y )(Z)). If P ∈ LJ(V ;V ), that is P ◦ J = J ◦ P
then both the complex trace trJ(P ) and the complex determinant detJ (P ) are well defined.
If X1, Y1 = JX1,X2, Y2 = JX2 is a real basis of V and for α = 1, 2 denote ”α” := Wα =
1
2(Xα − iYα), α¯ := Wα¯ = Wα, then trJ (P ) =
∑
αW
α
∗ P
c(Wα), detJ(P ) = det [Wα∗ P
c(Wβ)] where
(Wα∗ ,Wα∗ = Wα∗ ) is the complex dual basis of {Wα,Wα¯}, and P c denotes the complex linear
extension of P to V c. If P ∈ LJ(V ;V ) ∩ ∧2, then 〈P, ωJ〉 = trJ(P ). If R ∈ L(∧2;LJ(V ;V )),
then R is said to be J-invariant.
Definition 2.2 If (V, J, g) is Hermitian, the first and second Chern form of R ∈ L(∧2;LJ(V ;V ))
w.r.t. J , are respectively
c1(R, J) = − i
2π
TrJ(R) c2(R, J) = − 1
4π2
detJ(R). (2.6)
It follows that, if R ∈ L(∧2;LJ(V ;V ) ∩ ∧2) then c1(R, J) = 12πRicciJ,R, c2(R, J) = X (R),
p1(R) = c1(R, J) ∧ c1(R, J) − 2c2(R, J), and bJ(R) = RicciJ,R − ΨJ . If R ∈ R and is J-
invariant, then RicciR(JX, JY ) = RicciR(X,Y ), and ΨJ(R)(X,Y ) = RicciR(JX, Y ).
We denote by EJ the rank 2 subspace of
∧2
+ V defined by the orthogonal complement of R{ωJ}∧2
+V = R{ωJ} ⊕EJ , where EJ = {ω ∈
∧2
+V : ω(JX, JY ) = −ω(X,Y )}
and a canonic complex structure can be given to EJ : J˜ω(X,Y ) = −ω(JX, Y ). Let {e1, e2, e3, e4}
be a d.o.n.b. of V , giving a corresponding o.n.b.
√
2ωσ of
∧2
+ V , ω1 = e1 ∧ e2 + e3 ∧ e4, ω2 =
e1 ∧ e3 − e2 ∧ e4, ω3 = e1 ∧ e4 + e2 ∧ e3, and let Jσ be defined by ωσ = g(Jσ(·), ·). The 2-forms
ω2, ω3 span EJ , and J˜ω2 = ω3 corresponds to J1J2 = J3. Any such o.n. (of norm
√
2) basis
(ω1, ω2, ω3), where ω3 = ”ω1ω2” defines a canonic orientation on
∧2
+ V .
3 Almost Hermitian 4-manifolds
Assume (M,J, g) is an almost Hermitian 4-manifold with its Levi-Civita connection ∇, and we
use the above notation taking V = TpM . (M,J, g) is said to be almost Ka¨hler if the Ka¨hler
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form ωJ(X,Y ) = g(JX, Y ) is closed, and Ka¨hler if ωJ is parallel. The latter is equivalent to J
to be almost Ka¨hler and integrable. Since J2 = −Id and J is g-orthogonal, ∀X,Y,Z ∈ TpM
∇ZJ(JX) = −J∇ZJ(X), g(∇ZJ(X), Y ) = −g(X,∇ZJ(Y )). (3.1)
We use the following sign for curvature tensors R(X,Y ) = −∇X∇Y +∇Y∇X +∇[X,Y ], ∀X,Y ∈
TpM, and denote by R
M the curvature tensor of M , RicciMJ = RicciJ,RM , s
M
J = sJ,RM , and
by 〈·, ·〉 the Hilbert Schmidt inner product on ∧k TM∗. The Weitzenbo¨ck formulae for ωJ read
(see e.g. [8])
∆ωJ = −tr∇2ωJ +A(RM )(wJ ) (3.2)
0 = 12∆
+‖ωJ‖2 = −〈∆ωJ , ωJ〉+ ‖∇ωJ‖2 + 〈A(RM )ωJ , ωJ〉. (3.3)
Since ωJ is a self-dual form, ‖dωJ‖ = ‖δωJ‖. Thus J is almost Ka¨hler iff δωJ = 0. In this case
ωJ is harmonic. If J is not Ka¨hler we may use the canonical Hermitian connection (see [13])
∇˜XY = ∇XY − 12J(∇XJ(Y )).
This connection satisfies ∇˜g = ∇˜J = 0, but has torsion T˜ (X,Y ) = − 12JdJ(X,Y ). This is a
U(2)-connection on M , and so its curvature tensor R˜ is J-invariant. The Chern classes of M
using R˜ satisfy 2πc1(M,J) = RicciJ,R˜, and a direct computation shows that
RicciJ,R˜(X,Y ) = Ricci
M
J (X,Y ) + ηJ(X,Y ), sJ,R˜ = s
M
J + 2〈ηJ , ωJ〉
where ηJ is the 2-form on M
ηJ(X,Y ) =
1
4〈J∇XJ,∇Y J〉, (3.4)
and the inner product is the Hilbert-Schmidt inner product on TM∗⊗TM . If (M,J, g) is almost
Ka¨hler then (see [5] for a survey)
∇JXJ = −J(∇XJ). (3.5)
In this case T˜ (1,1) = 0, and 〈ηJ , ωJ〉 = −18‖∇J‖2. Furthermore, for almost Ka¨hler J (see [9])
sMJ − sM = ‖∇ωJ‖2 (3.6)
4π〈c1(M,J), ωJ 〉 = 2〈R˜(ωJ), ωJ〉 = sM + 12‖∇ωJ‖2 = 12(sMJ + sM ). (3.7)
We consider on EJ the induced connection ∇EJ from the connection ∇+ of ∧2+.
Proposition 3.1 If (M,J, g) is almost Hermitian
2πc1(EJ)(X,Y ) = Ricci
M
J (X,Y ) + ηJ(X,Y ) = 2πc1(M,J)
p1(
∧2
+TpM) = c1(EJ) ∧ c1(EJ ).
Proof. Let ω2√
2
, ω3√
2
be a local d.o.n. frame of EJ , and (·)EJ denote the orthogonal projection
onto EJ . Since ‖ωJ‖ =
√
2 is constant, ∇+Y ωJ is a section of EJ . Now,
∇EJY ∇EJX s = (∇+Y ∇EJX s)EJ = (∇+Y ∇+X s− 12〈∇+X s, ωJ〉∇+Y ωJ)EJ
= (∇+Y ∇+X s)EJ + 12〈s,∇+XωJ〉∇+Y ωJ .
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Thus
REJ (X,Y )s = (R+(X,Y )s)E + 12〈s,∇+XωJ〉∇+Y ωJ − 12〈s,∇+Y ωJ〉∇+XωJ . (3.8)
The curvature tensor of
∧2
+ satisfies 〈R+(X,Y )ω2, ω3〉 = 2RM (X,Y )ωJ . EJ is a complex line
bundle over M and so it has a (real) volume element V olEJ . Using (3.1) we easily see that
another way to express ηJ is ηJ(X,Y ) =
1
2V olEJ (∇+XωJ ,∇+Y ωJ). Then
2πc1(EJ)(X,Y ) := 〈REJ (X,Y ) ω2√
2
,
ω3√
2
〉 = RM (X,Y )ωJ + ηJ(X,Y ). (3.9)
Since c2(C{ωJ} ⊕ EcJ) = c1(C{ωJ}) ∧ c1(EcJ )− c2(EcJ) and c1(EcJ ) = 0 we have p1(
∧2
+ TM) =
−c2((∧2+ TM)c) = −c2(C{ωJ} ⊕ EcJ) = c1(EJ ) ∧ c1(EJ). QED
Remark 2. The canonical line bundle w.r.t J is the bundle KJ =
∧2(TM (1,0))∗ = ∧(2,0) of the
complex 2-forms of type (2, 0), and one has (
∧2
+ TM)
c = C(ωJ)⊕
∧(2,0)⊕∧(0,2). The bundle EJ
is isomorphic to the realification of the anti-canonical bundle K−1J =
∧(0,2). As a complex line
bundle, ω → (ωc)(0,2) is the complex isomorphism. Therefore, c1(EJ ) = c1(K−1J ) = −c1(KJ ). An
almost complex structure defines a canonic spin-c structure s = PSpincM onM with canonic line
bundle
∧(2,0) and complex spinor bundle S=∧(0,∗)=S+ ⊕ S−, S+=∧(0,0)+∧(0,2), S−=∧(0,1),
where TM acts by Clifford multiplication. The Chern class of s is also given by c1(KJ).
Finally we observe the following:
Lemma 3.1 If J1 and J2 are two anti-commuting g-orthogonal almost Ka¨hler complex struc-
tures on M , then J3 = J1J2 is also almost Ka¨hler iff g(∇ZJ2(X), J1X) = 0 ∀X ∈ TpM . That is
the case if either J1 or J2 is Ka¨hler. In that case (J1, J2, J3) is in fact an hyper-Ka¨hler structure.
Proof. It is sufficient to find an equivalent condition for δω3=0. Using (3.1), (3.5), ∀X ∈ TpM ,
∇J3XJ3(J3X) +∇XJ3(X) = ∇J1J2X(J1J2)(J3X) +∇X(J1J2)(X) =
= ∇J1J2XJ1(J2J3X) + J1(∇J1J2XJ2(J3X)) +∇XJ1(J2X) + J1(∇XJ2(X))
= −J1(∇J2XJ1(J2J3X)) − J1(∇J2J1XJ2(J3X)) +∇XJ1(J2X) + J1(∇XJ2(X))
= ∇J2XJ1(J1J2J3X) + J1J2(∇J1XJ2(J3X)) +∇XJ1(J2X) + J1(∇XJ2(X))
= −∇J2XJ1(X) +∇XJ1(J2X)− J1∇J1XJ2(J2J3X) + J1(∇XJ2(X))
= (−∇J2XJ1(X) +∇XJ1(J2X)) + J1(−∇J1XJ2(J1X) +∇XJ2(X))
Using (3.5) from dω1(X,J2X,Z) = 0 ∀X,Z, we have g(−∇J2XJ1(X) + ∇XJ1(J2X), Z) =
−g(∇ZJ1(X), J2X). If X is a unit vector of TpM then X,J1X,J2X,J3X is an o.n.b. Hence
−g(δJ3, Z) = g(∇XJ3(X) +∇J3XJ3(J3X) +∇J1XJ3(J1X) +∇J3J1XJ3(J3J1X), Z) =
= −g(∇ZJ1(X), J2X) − g(−∇J1XJ2(J1X) +∇XJ2(X), J1Z)
−g(∇ZJ1(J1X), J2J1X)− g(−∇XJ2(X) +∇J1XJ2(J1X), J1Z)
= −g(∇ZJ1(X), J2X) − g(J1∇ZJ1(X), J1J2X) = −2g(∇ZJ1(X), J2X).
Assume that at a given point ∇X(p0) = 0. Thus at p0, g(∇ZJ1(X), J2X) = g(∇Z(J1(X)), J2X)
= −g(J1X,∇Z(J2(X)) = −g(J1X,∇ZJ2(X)). Hitchin ([18], lemma (6.8)) proved that hyper-
almost-Ka¨hler structures are in fact hyper-Ka¨hler. QED
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4 The irreducible components of R ∈ R
R has an orthogonal decomposition R = ⊕4i=1Ri into O(V )-invariants subspaces ([25]), where
R1 = (Ker b)⊥ = {R : σR = 0} = {R : R = λ∗} ⊂ Ker Ricci ⊂ Ker tr
R2 = (Ker tr)⊥ = {R = λId}
R3 = (Ker b) ∩ (Ker Ricci) = {R : ∗R = R∗, tr R = tr ∗R = 0}
R4 = (Ker b) ∩ (Ker Ricci)⊥ = {R : ∗R = −R∗}
and they can be characterized in terms of the sectional and Ricci curvature. Set B := Ker b =
R2 ⊕R3 ⊕R4. We also have the following characterization using Kisot:
Proposition 4.1 If R ∈ R and b(R) = 0 then Kisot = 0 iff σR(P ) = −σR(P⊥) ∀P . Hence,
R4 = {R : b(R) = 0, σR(P ) = −σR(P⊥) ∀P} = {R ∈ B : Kisot = 0} = Sym0(V ) • g
and φ→ φ • g is an isomorphism from Sym0(V ) onto R4.
Proof. In [25] it is proved the first equality of R4, and that the elements of this set satisfy
R(P,P⊥) = 0. Now it turns out that this condition and σR(P ) = −σR(P⊥) is equivalent
to Kisot = 0. We prove the less obvious implication. Kisot = 0 means that for any o.n.b.
X,Y,Z,W , 2R(X,Y,Z,W ) = R(X,Z,X,Z) +R(X,W,X,W ) +R(Y,Z, Y, Z) +R(Y,W, Y,W ).
Setting P = span{X,Y } and replacing X by −X we conclude
0 = R(X,Y, Z,W ) = R(P, P⊥)
0 = R(X,Z,X,Z) +R(X,W,X,W ) +R(Y, Z, Y, Z) +R(Y,W, Y,W ) =: Ψ(X,Y, Z,W ).
From 0 = Ψ(X,Y, Z,W ) = Ψ(Z, Y,X,W ) = Ψ(Z,X,W, Y ) we have 0 = Ψ(Z, Y,X,W ) −Ψ(X,Y, Z,W )
+Ψ(Z,X,W, Y ) = 2R(Z,W,Z,W ) +2R(X,Y,X, Y ) = 2σR(P
⊥) + 2σR(P ). For a proof that φ→ φ•g
defines an isomorphism see e.g. [25]. QED
Let φ ∈ Sym(V ), and ei a d.o.n.b. of eigenvectors of φ, with corresponding eigenvalues
λi. Then ei ∧ ej with i < j are the eigenvectors of φ • g (φ • φ resp.) corresponding to the
respective eigenvalues λi + λj (2λiλj resp.). Let Λ
±
1 = e1 ∧ e2 ± e3 ∧ e4, Λ±2 = e1 ∧ e3 ∓ e2 ∧ e4,
Λ±3 = e1 ∧ e4 ± e2 ∧ e3. We have:
〈φ • g(Λ±α ),Λ±β 〉 = δαβtr(φ) 〈φ • g(Λ+1 ),Λ−β 〉 = δ1β(λ1 + λ2 − λ3 − λ4)
〈φ • g(Λ+2 ),Λ−β 〉 = δ2β(λ1 + λ3 − λ2 − λ4) 〈φ • g(Λ+3 ),Λ−β 〉 = δ3β(λ1 + λ4 − λ2 − λ3)
〈φ • φ(Λ±1 ),Λ±β 〉 = 2δ1β(λ1λ2 + λ3λ4) 〈φ • φ(Λ±1 ),Λ∓β 〉 = 2δ1β(λ1λ2 − λ3λ4)
〈φ • φ(Λ±2 ),Λ±β 〉 = 2δ2β(λ1λ3 + λ2λ4) 〈φ • φ(Λ±2 ),Λ∓β 〉 = 2δ2β(λ1λ3 − λ2λ4)
〈φ • φ(Λ±3 ),Λ±β 〉 = 2δ3β(λ1λ4 + λ2λ3) 〈φ • φ(Λ±3 ),Λ∓β 〉 = 2δ3β(λ1λ4 − λ2λ3).
Lemma 4.1 (φ • g)±± = 12 tr(φ)Id∧±
2
, and tr(φ • φ) =∑i<j 2λiλj = 2σ2(φ).
Lemma 4.2 Let φ, ξ ∈ Sym(V ) and 〈φ, ξ〉 = ∑ij φ(ei, ej)ξ(ei, ej) where ei is an o.n.b. of V .
Then
ξ • φ ∈ B tr(φ • g) = 〈Id, φ • g〉 = 3tr(φ)
〈φ • g, ξ • g〉 = 2〈φ, ξ〉 + tr(φ)tr(ξ) ∗(φ • g)∗ = 12 tr(φ)g • g − φ • g
Ricciφ•g = Tr(φ)g + 2φ sφ•g = 6trφ
〈φ • g, ∗ξ • g〉 = 0 φ • g = ξ • g iff φ = ξ.
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Proof. The equalities are proved using the eigenvalues λi and eigenvectors ei of φ. Since both
P = ei ∧ ej and P⊥ are eigenvectors of R = φ • g, then ∗R∗ has the same eigenvalues λ′i + λ′j as
R. Namely, if (ijkl) is a permutation of 1234, λ′i+ λ
′
j =
∑
s λs − (λi+ λj) = tr(φ)− (λi+ λj) =
λk + λl. QED
If R ∈ R, then R1 = 13t(R)∗ = 16tr(∗R)∗. For R ∈ B we have the decomposition:
R2 =
1
12 tr(R)g • g = 124sR g • g = 112sRId (4.1)
R3 =
1
2(R+ ∗R∗) − 112 tr(R)g • g = W =W+ +W− (4.2)
R4 =
1
2(R− ∗R∗) = 12(RicciR − 14sR g) • g. (4.3)
W is the Weyl tensor. It applies ∧2± V into ∧2± V , with W+ and W− the self-dual and the
anti-selfdual part respectively, i.e, they satisfy: ∗ W± = W±∗ = ±W±. Furthermore R±± =
W± + sR12 Id∧± , R+− +R−+ = 12(Ricci − sR4 g) • g. From previous lemmas we have:
Proposition 4.2 R4 ⊕R2 = Sym(V ) • g, and ∀φ ∈ Sym(V ) (φ • g)2 = tr(φ)4 g • g, (φ • g)4 =
(φ− tr(φ)4 g) • g.
Lemma 4.3 Let R ∈ B and φ, ξ ∈ Sym(V ). Then 〈R,φ • g〉 = 〈RicciR, φ〉, 〈∗R∗, φ • g〉 =
1
2sR tr(φ)− 〈RicciR, φ〉, and 〈∗φ • g∗, φ • g〉 = 2(trφ)2 − 2‖φ‖2 = 2tr(φ • φ).
Proof. Using the decomposition (4.1)-(4.3), lemma 4.2 and proposition 4.2 we have
〈R,φ • g〉 = 124sR〈g • g, φ • g〉+ 12〈(RicciR − 14sR g) • g, φ • g〉
= 124sR(2〈g, φ〉 + tr(g)tr(φ)) + 〈(RicciR − 14sR g), φ〉 = 〈RicciR, φ〉.
〈∗R∗, φ • g〉 = 〈Ricci∗R∗, φ〉 = 〈12sR g −RicciR, φ〉 = 12sR tr(φ)− 〈RicciR, φ〉. QED.
Proposition 4.3 If Q = R+ φ • g, where R ∈ B and φ ∈ Sym(V ), then
4π2X (Q) = 4π2X (R) + (sR
2
tr(φ)− 〈RicciR, φ〉+ (tr(φ))2 − ‖φ‖2)V olV (4.4)
4π2p1(Q) = 4π
2p1(R). (4.5)
Proof. From lemma 4.3
4π2〈X (Q), V olV 〉 = 12〈∗Q∗, Q〉 = 12〈∗R∗, R〉+ 〈∗R∗, φ · g〉 + 12〈∗(φ • g)∗, φ • g〉
= 4π2〈X (R), V olV 〉+ sR2 tr(φ)− 〈RicciR, φ〉 + (tr(φ))2 − ‖φ‖2.
Note that R = RT , Q = QT . Using decomposition (4.1)(4.2)(4.3) and lemmas 4.2, 4.1, we have
4π2〈p1(Q), V olV 〉 = 〈Q, ∗Q〉 = 〈R, ∗R〉+ 2〈R, ∗φ • g〉+ 〈φ • g, ∗φ • g〉
= 4π2〈p1(R), V olV 〉+ 2〈W, ∗φ • g〉 = 4π2p1(R) + 2〈∗W, φ • g〉
= 4π2〈p1(R), V olV 〉+ 2〈W+, φ • g〉 − 2〈W−, φ • g〉
= 4π2〈p1(R), V olV 〉+ 2〈W+, (φ • g)++〉 − 2〈W−, (φ • g)−−〉
= 4π2〈p1(R), V olV 〉+ tr(φ)(〈W+, IdΛ+
2
〉 − 〈W−, IdΛ−
2
〉)
= 4π2〈p1(R), V olV 〉+ tr(φ)(tr(W+)− tr(W−)).
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Since W and ∗W have zero trace, the same holds for W+ and W− leading to (4.5). QED
Corollary 4.1 If λi are the eigenvalues of φ then X (φ • g) = 0 iff σ2(φ) := ∑i<j λiλj = 0.
Proposition 4.4 If R ∈ B and λ ∈ R, then
4π2X (R+ λ∗) = 4π2X (R) + 3λ2V olV
4π2p1(R+ λ∗) = 4π2p1(R) +λ sRV olV .
Remark 3. Using (4.1)-(4.3) one sees that for R ∈ B (see e.g. [7])
8π2X (R) = (‖R2‖2 + ‖R3‖2 − ‖R4‖2)V olV
4π2p1(R) = 〈R3, R3∗〉V olV = (‖W+‖2 − ‖W−‖2)V olV .
The invariance of the Pontrjagin class under a conformal change of the metric now follows from
the well known conformal invariance of the Weyl tensor, but we give a simple proof in Prop.4.3.
5 Conformal change of the metric
Let g be a Riemannian metric on a 4-dimensional manifold M and f : M → R a smooth map.
We denote by ∇ and ∇ˆ the Levi Civita connections of g and gˆ = efg with curvature tensors
RM , RˆM respectively. Then ∇ˆXY = ∇XY + Sˆ(X,Y ) where Sˆ(X,Y ) = 12(df(X)Y + df(Y )X −
〈X,Y 〉∇f). The curvature tensors RˆM (X,Y,Z,W ) = gˆ(RˆM (X,Y )Z,W ), and RM(X,Y,Z,W )
= g(RM (X,Y )Z,W ) are related by
RˆM (X,Y,Z,W ) = ef RM (X,Y,Z,W ) + ef φ • g(X,Y,Z,W ) (5.1)
where φ = 12(− 14‖∇f‖2g + 12df ⊗ df −Hess(f)). (5.2)
Let Hess(f)(X,Y ) = ∇Xdf(Y ) = ∇Y df(X) be the Hessian of f , ∆df = (dδ+δd)df = dδdf , and
S(df)(Y ) = df(RicciM (Y )) = RicciM (Y,∇f), the Weitzenbo¨ck operator S on the 1-form df .
We are using the following sign for the Laplacian of maps h : M → R, ∆h = ∆+h = −δdh =
div(∇h) = tr(Hess(h)). Set ∇2X,Y df =∇X(∇Y df)−∇∇XY df .
Lemma 5.1 For all X,Y,Z ∈ TpM , p ∈M
(a) ∇2X,Y df(Z) = ∇2X,Zdf(Y ).
(b) ∇2X,Y df(Z)−∇2Y,Xdf(Z) = df(RM(X,Y )Z) = ∇2X,Zdf(Y )−∇2Y,Zdf(X).
(c) ∆df = −d(∆f).
(d) − 12∆‖∇f‖2 = 〈∆df, df〉 − ‖Hess(f)‖2 −RicciM (∇f,∇f).
(e) (∆f)2 = − 12∆‖∇f‖2 + div(∆f ∇f) + ‖Hess(f)‖2 +RicciM (∇f,∇f).
(f) ‖∇f‖2∆f = div(‖∇f‖2∇f)− 2Hess(f)(∇f,∇f).
Proof. We may assume without loss of generality that ∇X = ∇Y = ∇Z = 0 at a given p0.
From ∇X (∇Zdf(Y )) = ∇X (∇Y df(Z)), we get (a) at p0. At p0
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∇X (∇Y df(Z))−∇Y (∇Xdf(Z)) =
= ∇X (∇Y (df(Z)))−∇Y (∇X(df(Z)))−∇X(df(∇Y Z)) +∇Y (df(∇XZ))
= df(−∇X∇Y Z +∇Y∇XZ) = df(RM (X,Y )Z).
Thus (b) is proved. By (b), if e1, . . . , e4 is any o.n. frame of M with ∇ei(p0) = 0, then at p0
df(RicciM (Y )) =
∑
i
∇2ei,eidf(Y )−∇2Y,eidf(ei) =
∑
i
∇2ei,eidf(Y )−∇Y (∆f).
Consequently, by the Weitzenbo¨ck formula
∆df(Y ) = (dδ + δd)df(Y ) = −(Trace∇2df)(Y ) + S(df)(Y ) = −∇Y (∆f).
So, we have proved (c). (d) is a well-known application of the Weitzenbo¨ck formula for 1-forms.
(e) and (f) follows from previous alignments and that div(hX) = 〈X,∇h〉 + hdiv(X). QED
Lemma 5.2
tr(φ) = − 14‖∇f‖2 − 12∆f (5.3)
tr(φ • φ) = (tr(φ))2−‖φ‖2 = 18div((2∆f+‖∇f‖2)∇f −∇(‖∇f‖2))+ 14RicciM (∇f,∇f) (5.4)
1
2s
M tr(φ)− 〈RicciM , φ〉 = − 14sM∆f − 14RicciM (∇f,∇f) + 12〈RicciM ,Hess(f)〉. (5.5)
Proof. Let ei be an o.n.b. of TpM . We have
tr(φ) = 12(− ‖∇f‖2 +
∑
i
1
2df(ei)df(ei)−Hess(f)(ei, ei)) = − 14‖∇f‖2 − 12∆f
‖φ‖2 = 14‖Hessf‖2 + 18‖∇f‖2∆f − 14Hess(f)(∇f,∇f) + 116‖∇f‖4.
Thus
(tr(φ))2 − ‖φ‖2 = 14(∆f)2 + 18‖∇f‖2∆f − 14‖Hess(f)‖2 + 14Hess(f)(∇f,∇f).
Using Lemma 5.1 (e) and (f) we get (5.4). Now
1
2s
M tr(φ)− 〈RicciM , φ〉 =
= 12s
M(− 14‖∇f‖2 − 12∆f) + 18‖∇f‖2sM − 14RicciM (∇f,∇f) + 12〈RicciM ,Hess(f)〉
= − 14sM∆f − 14RicciM (∇f,∇f) + 12 〈RicciM ,Hess(f)〉. QED
We recall the well-known formula (see e.g. [12]) δ(RicciM )♯+ 12∇sM = 0, derived from the second
Bianchi identity, where δ is the formal adjoint to d for TM -valued forms on M . Now
div((RicciM )♯(∇f)) =
∑
i
〈∇ei((RicciM )♯(∇f)), ei〉
=
∑
i
〈(∇ei(RicciM )♯)(∇f), ei〉+ 〈(RicciM )♯(∇ei∇f), ei〉
= −〈δ((RicciM )♯),∇f〉+ 〈RicciM ,Hess(f)〉.
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Moreover, g(∇sM ,∇f) = 〈dsM , df〉 = d(sM ∗ df) + sMδdf = div(sM∇f)− sM∆f . Thus
0 = g(δ(RicciM )♯ + 12∇sM ,∇f)
= div( − (RicciM )♯(∇f) + 12sM∇f)+ 〈RicciM ,Hess(f)〉 − 12sM∆f.
So we have obtained:
Lemma 5.3 〈RicciM ,Hess(f)〉 − 12sM∆f = div(− 12sM∇f + (RicciM )♯(∇f)).
Proof of Proposition 1.1. For each vector field Z on M we denote Zˆ = e−
f
2Z. The curvature
tensor RˆM of TM w.r.t the Levi-Civita connection of the Riemannian metric gˆ can be seen
as a bundle map Q :
∧2 TM → ∧2 TM given by g(Q(X ∧ Y ), (Z ∧ W )) = Q(X,Y,Z,W )
= RˆM (X,Y, Zˆ, Wˆ ). Thus Q(X,Y,Z,W ) = RM(X,Y,Z,W )+φ•g(X,Y,Z,W ), where φ is given
by (5.2). Therefore X (RˆM ) = X (Q) = X (RM + φ • g). Now we apply Proposition 4.3 and
Lemmas 5.2 and 5.3 to obtain (1.2). Similar for p1(Rˆ
M ). QED
6 Connections with torsion
Let (M,g) be a manifold of dimension 4 and ∇ be its Levi-Civita connection, and ∇′ any
other connection. Set T (X,Y ) = ∇′XY −∇′YX − [X,Y ], and S(X,Y ) = ∇′XY −∇XY . Then
T (X,Y ) = S(X,Y )−S(Y,X). From∇′Xg(Y,Z) = g(S(X,Y ), Z)+g(S(X,Z), Y ), we see that∇′
is a g-Riemannian connection iff g(S(X,Y ), Z) = −g(S(X,Z), Y ). Moreover ∇′= ∇ iff T = 0,
that is S(X,Y ) = S(Y,X). If ζ : TM → E is a vector bundle map and E →M has a connection
∇E then dζ = d∇Eζ is a 2-form on M with values on E, dζ(X,Y ) = ∇EX (ζ(Y )) −∇EY (ζ(X)) −
ζ([X,Y ]). Since ∇ is a torsion free connection on M , dζ(X,Y ) = ∇Xζ(Y )−∇Y ζ(X). We define
S : TM → L(TM ;TM) and S2 : ∧2 TM → L(TM ;TM) by
S(X)(Y ) = S(X,Y ) S2(X ∧ Y )(Z) = S(X,S(Y,Z)) − S(Y, S(X,Z))
and take the exterior derivative dS : ∧2 TM → L(TM ;TM), by taking the usual connection on
L(TM ;TM) w.r.t the Levi-Civita connection of M . We have
R′(X ∧ Y )(Z) = RM (X ∧ Y )(Z)− dS(X ∧ Y )(Z)− S2(X ∧ Y )(Z).
If∇′ is g-Riemannian then S, dS and S2 take values on∧2 TM and 〈S(X), Y ∧Z〉 = g(S(X,Y ), Z),
〈S2(X ∧ Y ), Z ∧W 〉 = g(S(X,Z), S(Y,W ))− g(S(X,W ), S(Y, Z))
〈R′(X ∧ Y ), Z ∧W 〉 = 〈RM (X ∧ Y ), Z ∧W 〉 − 〈dS(X ∧ Y ), Z ∧W 〉 − 〈S2(X ∧ Y ), Z ∧W 〉.
7 Transgression forms
Let (M,g) be a Riemannian manifold of dimension 4 with Levi-Civita connection ∇ and let ∇′
be any other g-Riemannian connection. We take π : M˜ = M × [0, 1] → M the projection map
π(p, t) = p and the connection ∇˜on π−1TM given by ∇˜= t∇+(1−t)∇′, where∇ and∇′are the
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pullback connections w.r.t π. For any vector fields X,Y,Z,W ofM , map f :M× [0, 1]→ R and
u ∈ TpM , h ∈ R, ∇˜(u,h)(fπ−1Y )(p,t) = df(p, t)(u, h)Yp+f(p, t)∇uY(p)+tf(p, t)Sp(u, Yp). Thus
∇˜d
dt
∇˜(X,0)(π−1Y ) = ∇˜d
dt
(π−1(∇XY ) + tπ−1(S(X,Y ))) = S(X,Y )
and assuming at a given point p, ∇Yp = ∇Zp = 0, then at (p, t)
∇˜(X,0)∇˜(Y,0)(π−1Z) = ∇X∇Y Z + t∇XS(Y,Z) + t2S(X,S(Y,Z)).
Therefore, the curvature tensor of π−1TM with respect to this connection (Riemannian w.r.t
π−1g), R˜ :
∧2 π−1TM → ∧2 TM˜ R˜(π−1Z, π−1W )(X˜, Y˜ ) =: R˜(X˜, Y˜ , π−1Z, π−1W ) satisfies
R˜(X,Y,Z,W ) = RM (X,Y,Z,W ) − tdS(X ∧ Y )(Z ∧W )− t2S2(X ∧ Y )(Z ∧W )
R˜( d
dt
, Y, Z,W ) = −S(Y )(Z ∧W )
with dS = d∇S where ∇ denotes de induced connection on ∧2 TM by ∇. Let e1, e2, e3, e4 be
an d.o.n.b. of TpM = (π
−1TM)(p,t). The definitions of X (R˜) and π1(R˜) are the 4-forms on M˜
X (R˜) =
∑
i<j
1
8π2
R˜(ei ∧ ej) ∧ R˜(∗ei ∧ ej) p1(R˜) =
∑
i<j
1
4π2
R˜(ei ∧ ej) ∧ R˜(ei ∧ ej).
For ζ :V →∧2 V and R∈L(∧2 V ;∧2 V ),we define a 3-form
〈ζ ∧R〉(X,Y,Z) := 〈ζ(X), R(Y,Z)〉 + 〈ζ(Z), R(X,Y )〉+ 〈ζ(Y ), R(Z,X)〉. (7.1)
Now we compute X (R˜)( d
dt
,X, Y, Z).
8π2X (R˜)( d
dt
,X, Y, Z) =
=
∑
i<j
( 〈R˜( d
dt
,X), ei ∧ ej〉〈R˜(Y,Z), ∗ei ∧ ej〉 − 〈R˜( ddt , Y ), ei ∧ ej〉〈R˜(X,Z), ∗ei ∧ ej〉
+〈R˜( d
dt
, Z), ei ∧ ej〉〈R˜(X,Y ), ∗ei ∧ ej〉+ 〈R˜(Y,Z), ei ∧ ej〉〈R˜( ddt ,X), ∗ei ∧ ej〉
−〈R˜(X,Z), ei ∧ ej〉〈R˜( ddt , Y ), ∗ei ∧ ej〉+ 〈R˜(X,Y ), ei ∧ ej〉〈R˜( ddt , Z, ∗ei ∧ ej〉 )
=
∑
i<j
2( −S(X)(ei ∧ ej)(〈RM (Y, Z), ∗ei ∧ ej〉 − t〈dS(Y ∧ Z), ∗ei ∧ ej〉 − t2〈S2(Y ∧ Z), ∗ei ∧ ej〉)
+S(Y )(ei ∧ ej)(〈RM (X,Z), ∗ei ∧ ej〉 − t〈dS(X ∧ Z), ∗ei ∧ ej〉 − t2〈S2(X ∧ Z, ∗ei ∧ ej〉)
−S(Z)(ei ∧ ej)(〈RM (X,Y ), ∗ei ∧ ej〉 − t〈dS(X ∧ Y ), ∗ei ∧ ej〉 − t2〈S2(X ∧ Y ), ∗ei ∧ ej〉) )
= −2〈S ∧ ∗(RM − tdS − t2S2)〉(X,Y, Z).
Similarly, 4π2p1(R˜)(
d
dt
,X, Y, Z) = −2〈S ∧ (RM − tdS − t2S2)〉(X,Y, Z). Integration over [0, 1]
gives:
Proposition 7.1 If (M,g) is an oriented Riemannian manifold of dimension 4 with Levi-Civita
connection ∇, and ∇′XY = ∇XY +S(X,Y ) is a g-Riemannian connection on TM with torsion
T (X,Y ) = S(X,Y )− S(Y,X) and curvature tensor R′, then
X (R′) = X (RM )− 1
4π2
d(〈S ∧ ∗(RM − 1
2
dS − 1
3
S2)〉) (7.2)
p1(R
′) = p1(RM )− 1
2π2
d(〈S ∧ (RM − 1
2
dS − 1
3
S2)〉). (7.3)
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Remark 4. The Chern-Simons transgression formula is a particular case of the following fact:
If ϕ is a closed k-form on M × [a, b] and ϕt = i∗tϕ, where it : M → M × [a, b], it(p) =
(p, t), then ϕb − ϕa = dT where T is the (k − 1)-form on M given by: T (X1, . . . ,Xk−1) =∫ b
a ϕ(
d
dt
, (X1, 0), . . . , (Xk−1, 0))dt.
8 Singular connections
Let (M,g) be a Riemannian 4-manifold with Levi-Civita connection ∇ and (E, gE ,∇E) a Rie-
mannian vector bundle of rank 4 and Riemannian connection∇E and assume there exist a vector
bundle map Φ : TM → E that is conformal with gE(Φ(X),Φ(Y )) = h(p)g(X,Y ) ∀X,Y ∈ TpM ,
where h : M → R is a smooth non-negative function with zero set Σ. On TM we have a
degenerated metric gˆ = hg, with Levi-Civita connection ∇ˆ, defined on M ∼ Σ and let ∇′ be
the gˆ-Riemannian connection on TM , defined along M ∼ Σ, and that makes Φ : TM → E a
parallel isometry. We define Sˆ(X,Y ) = ∇ˆXY −∇XY , S′(X,Y ) = ∇′XY − ∇ˆXY , and S(X,Y ) =
∇′XY −∇XY = S′(X,Y ) + Sˆ(X,Y ). The connection ∇′ satisfies Φ(∇′XY ) = ∇EX (Φ(Y )), and
may not be smoothly extended to Σ, defining a singular connection. But the curvature tensor
R′ :
∧2 TM → ∧2 TM satisfies
R′(X,Y,Z,W ) = gˆ(R′(X,Y )Z,W ) = hg(R′(X,Y )Z,W ) = gE(Φ(R′(X,Y )Z),Φ(W ))
= gE(R
E(X,Y )(Φ(Z)),Φ(W )) = RE(X,Y,Φ(Z),Φ(W ))
where RE :
∧2 TM → ∧2E is the curvature tensor of (E, gE ,∇E). The above equality means
that we can smoothly extend R′ as a 4-tensor to allM , defining it to be zero along Σ. Moreover,
we can define X (R′) as X (RE) on all M , and similar for p1(R′). Note that the star operator
∗ : ∧2 TM → ∧2 TM is the same for any conformal change of the metric. Now we have
Φ(S(X,Y )) = Φ(∇′XY )− Φ(∇XY ) = ∇EX (Φ(Y ))− Φ(∇XY ) = ∇XΦ(Y ). Therefore
S = Φ−1 ◦∇Φ T = Φ−1 ◦ dΦ (8.1)
S′ = S − Sˆ = Φ−1 ◦∇Φ− 12d log h⊙ Id+ 12g ⊗∇ log h (8.2)
and the torsion T ′ = T . From the two previous sections we obtain the formulae in Theorem 1.1.
Proposition 8.1 In the condition of Theorem 1.1, if dΦ = 0, then X (RE) = X (RM ) +
1
32π2
divg(P (∇ log h))V olM and p1(RE) = p1(RM ). Moreover, in this case, δΦ = 0 iff h is
constant, and so X (RE) = X (RM ). This is the case when Φ is harmonic and M is compact.
Proof. If dΦ = 0, from (8.1), T ′ = T = 0, and so ∇′= ∇ˆ. Hence, S′ = 0, that is Φ−1∇XΦ(Y )
= 12d log h(X)Y +
1
2d log h(Y )X − 12g(X,Y )∇ log h. Thus, Φ−1(δΦ) = ∇ log h, and so δΦ = 0
iff h is constant. In this case X (RE) = X (RM ), p1(RE) = p1(RM ). If M is compact and Φ is
harmonic, ∆Φ = 0, then dΦ = 0 and δΦ = 0. QED
9 Homotopic almost complex structures
In this section we consider a connected compact oriented Riemannian 4-manifold (M,g) with
its Levi-Civita connection and we investigate obstructions for two g-orthogonal almost complex
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structures to be homotopic. This has been studied in [10], in a different context, using shadows.
We will use our framework. If J0 and J1 are two positive g-orthogonal almost complex structures
J1 = cos θ(p)J0 + H˜(p) = cos θ(p)J0 + sin θ(p)H(p) (9.1)
where θ(p) ∈ [0, π] is the angle function between J0 and J1, uniquely determined by the smooth
function onM cos θ(p) = 12〈ωJ0 , ωJ1〉, and H˜(p) is a smooth section on EJ0 defined on allM . Its
normalized section H may not be defined at the zero set Z = Σ∪Γ of H˜, where Σ = J1∩−J0 =
{p ∈M : J1(p) = −J0(p)} is the set of anti-complex points and Γ = J1 ∩ J0 = {p ∈M : J1(p) =
J0(p)} is the set of common complex points. Any existent homotopy from J0 to J1 along g-
orthogonal almost complex structures must be of the form Jt(p) = cos θ(p, t)J0(p) + H˜(p, t). If
Σ = ∅ then H˜(p) only vanish at points p with θ(p) = 0. In this case J1 is homotopic to J0. For
example, we may take
H˜(p, t) =
√
t(2−t(1−cos θ(p)))
(1+cos θ(p)) H˜(p) =: sin θ(p, t)H(p) =
sin θ(p, t)
sin θ(p)
H˜(p) (9.2)
cos θ(p, t) = 1− t(1− cos θ(p)) (9.3)
Jt = cos θ(p, t)J0 + H˜(p, t) = cos θ(p, t)J0 + sin θ(p, t)H(p). (9.4)
Note that in this case cos θ(p, t) is smooth on M × [0, 1], H˜ smooth on M×]0, 1] and continuous
on M × [0, 1], but not necessarily smooth, since sin θ(p,t)sin θ(p) may only be continuous at t = 0. If
we reparameterize t on (9.2) and (9.3) by a smooth function τ(t) with τ(t) = e−
2
t , τ(0) = 0 on
a neighbourhood of t = 0, then Jt becomes smooth at t = 0. Note also that sin θ(p, t) =
‖H˜‖√
2
(norm in
∧2
+) may only be continuous for p ∈ Γ ∪ Σ. Hence, we have:
Proposition 9.1 Any two positive g-orthogonal almost complex structures, everywhere linearly
independent, except at common complex points, are homotopic.
Nevertheless, for generic J1 such set Σ is a smooth surface. In fact (see [10]) any almost complex
structure J can be seen as an embedded 4-submanifold J(M) into the 6-dimensional manifold
U
∧2
+ TM , the total space of the sphere bundle (of radius
√
2) of
∧2
+ TM , by p → (p, ωJ(p)).
Since Σ is the intersection set of J1(M) with −J0(M), this is a surface for generic J1. Moreover,
an orientation, depending on J1 and J0, can be given on each connected component of Σ ([10]).
Σ can be seen as an obstruction to the existence of a homotopy from J0 to J1, but we can
always consider a smooth family of g-orthogonal almost complex structures Jt, defined away
from Σ as in (9.4). Then we consider an almost complex structure J˜ on π−1T (M ∼ Σ), where
π : M × [0, 1] → M , π(p, t) = p, defined by J˜(p,t) = (Jt)p. Let ω˜(p,t) = (ωJt)p = ωJ˜ , and define
the bundle E˜ = EJ˜ by E˜(p,t) = (EJt)p =: (Et)p. Then π
−1∧2
+ TM = Rω˜ ⊕ E˜. For X∈TpM we
have∇π−1(X,0)ωJ˜(p, t) = ∇XωJt , where∇π
−1
is the pullback connection on π−1
∧2
+ TM , and for f a
function on M× [0, 1] and s a section of ∧2+ TM , ∇E˜(X,0)(fπ−1s)(p, t) = ∇EtX (f(·, t)s). Moreover
R+( d
dt
, (X, 0)) = RM×[0,1]( d
dt
, (X, 0)) = 0, where now ∇+ denotes the induced connection on
π−1
∧+
2 TM and R
+ is its curvature tensor. Similar equations to (3.8) and (3.9) hold replacing
J by J˜ , and one has for X,Y ∈ TpM , ηJ˜ (p, t)(X,Y ) = ηJt(p)(X,Y ). Therefore
c1(E˜)(p,t)((X, 0), (Y, 0)) = c1(Et)p(X,Y ), (9.5)
c1(E˜)(p,t)(
d
dt
, (X, 0)) = 12piηJ˜(p, t)(
d
dt
, (X, 0)). (9.6)
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So we have a closed 2-form c1(E˜) on (M ∼ Σ)× [0, 1] with i∗t c1(E˜) = c1(Et) where it(p) = (p, t).
From Prop. 3.1 and remark 4 of section 7 we have proved a first conclusion:
Proposition 9.2 If J0 and J1 are two positive homotopic g-orthogonal almost complex struc-
tures on M , then as real cohomology classes c1(M,J0) = c1(M,J1). In particular, if H
2(M ;Z)
has no torsion ( for example M is simply connected) then EJ0 and EJ1 are isomorphic complex
line bundles over M .
At p /∈ Σ ∪ Γ we define, ω2(0)p = H(p), ω3(0)p = J0(p)H(p), ω1(0)p = ω0. Then ω1(t)p
:= ω˜(p, t) = cos θ(p, t)ω1(0)p + sin θ(p, t)ω2(0)p, and a d.o.n.b. (of norm
√
2) of E˜(p,t) is given by
ω2(t)p = − sin θ(p, t)ω1(0)p + cos θ(p, t)ω2(0)p, ω3(t)p = ω3(0)p.
Thus,
∇+(X,0)ω˜(p, t) = cos θ(p, t)∇+Xω1(0)p + sin θ(p, t)∇+Xω2(0)p
+d cos θ(p, t)(X, 0)ω1(0)p + d sin θ(p, t)(X, 0)ω2(0)p
∇+d
dt
ω˜(p, t) = d
dt
cos θ(p, t)ω1(0)p +
d
dt
sin θ(p, t)ω2(0)p
ηJ˜(
d
dt
, (X, 0)) = 12V olE˜(∇+d
dt
ω˜,∇+(X,0)ω˜(p, t)) =
= (− sin θ(p, t) d
dt
cos θ(p, t) + cos θ(p, t) d
dt
sin θ(p, t))
· ( cos θ(p, t)〈∇XJ0, J0H(p)〉+ sin θ(p, t)〈∇XH,J0H(p)〉)
where∇XJ is the covariant derivative in Skew(TM) and 〈, 〉 is half the usual Riemannian metric
on that vector bundle (that corresponds to the Riemannian metric of
∧2 TM). For simplicity
from now on we will denote by ∇ the connection ∇+ of ∧2+ TM . Note that
− cos θ sin θ d
dt
cos θ + cos2 θ d
dt
sin θ = − 12 sin θ ddt cos2 θ + cos2 θ ddt sin θ
= 12 sin θ
d
dt
sin2 θ + cos2 θ d
dt
sin θ = sin2 θ d
dt
sin θ + cos2 θ d
dt
sin θ = d
dt
sin θ.
Similarly cos θ sin θ d
dt
sin θ − sin2 θ d
dt
cos θ = − d
dt
cos θ. Consequently
c1(E˜)(p,t)(
d
dt
, (X, 0)) =
1
2π
(− d
dt
cos θ 〈∇XH,J0H〉+ ddt sin θ 〈∇XJ0, J0H〉) (9.7)
and we have got the following formula:
Proposition 9.3 If J0 and J1 are two g-orthogonal almost complex structures on M , with
J1 = cos θJ0 + H˜ where H˜ ∈ C∞(EJ0), then
4π(c1(M,J1)− c1(M,J0)) = dT˜ + dG (9.8)
where T˜ and G are 1-forms on M , G globally defined on M and T˜ defined away from Σ by
∀X ∈ TpM T˜ (X) = 1
(1 + cos θ(p))
〈∇XH˜, J0H˜〉, G(X) = 〈∇XJ0, J0H˜〉. (9.9)
where now 〈, 〉 is the usual inner product of Skew(TM) ⊂ TM∗⊗TM (twice the one of ∧2+ TM).
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Proof. We apply remark 4 of section 7 to c1(E˜) given by (9.5), (9.6), and satisfying (9.7), smooth
on (M ∼ Σ ∪ Γ)× [0, 1], obtaining T (X) defined for p /∈ Σ ∪ Γ,
T (X) = 4π
∫ 1
0
c1(E˜)(
d
dt
, (X, 0))dt =
∫ 1
0
− d
dt
cos θ(p, t)〈∇XH,J0H〉+ ddt sin θ(p, t)〈∇XJ0, J0H〉
= (1− cos θ(p))〈∇XH,J0H〉+ sin θ(p)〈∇XJ0, J0H〉 = T˜ (X) +G(X).
T can be smoothly extended to Γ. T˜ may not be defined at Σ, but G is smooth on all M .
QED
Corollary 9.1∫
M
c1(M,J1) ∧ c1(M,J0) =
∫
M
p1(
∧2
+TM)−
1
32π2
∫
M
d(T˜ ∧ d(T˜ + 2G)).
Proof. From Prop.3.1. 16π2(c1(M,J1) − c1(M,J0))2 = 16π2(2p1(∧2+ TM) − 2c1(M,J1) ∧
c1(M,J0)). Now formula of Prop. 9.3 gives
c1(M,J1) ∧ c1(M,J0) = p1(∧2+TM)− 132π2 d(T˜ ∧ dT˜ +G ∧ dG+ 2T˜ ∧ dG). QED
Proof of Theorem 1.2. Recall that ω0 is a closed 2-form. From Prop.9.3
4π(c1(M,J1)− c1(M,J0)) ∧ ω0 = dT˜ ∧ ω0 + dG ∧ ω0 = d(T˜ ∧ ω0) + d(G ∧ ω0).
Since T˜ ∧ ω0 is a 3-form, d(T˜ ∧ ω0) = −div((⋆(T˜ ∧ ω0))♯)V olM , where ⋆ : ∧3 TM∗ → TM∗ is
the star operator. Now ω0 = e
12∗ + e34∗ where e2 = J0e1, e4 = J0e3, and so
⋆(T˜ ∧ ω0) = ⋆(T˜ (e3)e312∗ + T˜ (e4)e412∗ + T˜ (e1)e134∗ + T˜ (e2)e234)
= −T˜ (J0e4)e4∗ − T˜ (J0e3)e3∗ − T˜ (J0e2)e2∗ − T˜ (J0e1)e1∗ = −T˜ J0.
Consequently, 4π(c1(M,J1)− c1(M,J0)) ∧ ω0 = div((T˜ J0)♯)V olM + d(G ∧ ω0). Integration over
M and Stokes on the second term leads to the first equality of Theorem 1.2. Assume ∇EJ0 H˜ is
anti-J0-complex, that is ∇EJ0J0XH˜ = −J0∇
EJ0
X H˜. Then,
(1 + cos θ)T˜ (J0(X)) = 〈∇J0XH˜, J0H˜〉 = 〈∇EJ0J0XH˜, J0H˜〉 = −〈∇XH˜, H˜〉.
We have H˜ = sin θH and 〈∇XH,H〉 = 0. Thus, 〈∇XH˜, H˜〉 = 12d sin2 θ(X), and so, div((T˜ J0)♯) =
−12div( ∇ sin
2 θ
(1+cos θ)). Now ∇ sin
2 θ
(1+cos θ) =
2 sin θ cos θ∇θ
1+cos θ , and
2 sin θ cos θ
1+cos θ =
4 sin θ
2
cos θ
2
cos θ
2 cos2 θ
2
= 2 tan θ2 cos θ = (2 sin
θ
2 cos
θ
2)
cos θ
cos2 θ
2
= (2 sin θ2 cos
θ
2 )(2− 1cos2 θ
2
)
= (4 sin θ2 cos θ2 − 2
sin θ
2
cos θ
2
) = (2 sin θ − 2 tan θ2) = (2 sin θ −
2 sin θ
2
cos θ
2
)
That is ∇ sin
2 θ
(1+cos θ) = ∇(− 2 cos θ + 4 log | cos θ2 |), where θ ∈ [0, π], obtaining
div((T˜ J0)♯) = −1
2
div( ∇ sin
2 θ
(1 + cos θ)
) = ∆( cos θ − 2 log(cos θ
2
)).
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Since log(cos θ2) =
1
2 log
(
1+cos θ
2
)
= 12(log(1+cos θ)− log(2)), integration over M of div((T˜ J0)♯)
and Stokes on the first term ∆cos θ gives formula (1.4) in the Theorem.
Now assume Σ is a finite disjoint union of connected compact and orientable submanifolds Σi of
dimension di ≤ 2. Then for a sufficiently small tubular neighbourhood of Σ, V (Σ) = ⋃i V (Σi),
∂(M ∼ V (Σ)) = ∪i − ∂V (Σi). Below we specify such tubular neighbourhood. For notational
simplicity we assume Σ = Σi.
For each r > 0, let Gr and Cr be the subsets of the total space NΣ of the normal bundle TΣ
⊥
of Σ in M given by
Gr = {(p,w) : p ∈ Σ, w ∈ TpΣ⊥, ‖w‖ ≤ r}, Cr = {(p,w) : p ∈ Σ, w ∈ TpΣ⊥, ‖w‖ = r}
and for r sufficiently small (say r ≤ r0 ≤ 1) the exponential map of M restricted to Gr, denoted
by exp : Gr → M , exp(p,w) = expp(w) defines a diffeomorphism onto V (Σ, r) = {q ∈ M :
d(q,Σ) ≤ r} and C(Σ, r) = {q ∈M : d(q,Σ) = r} is its boundary. Let S(p, r) denote the sphere
of radius r in TpΣ
⊥, σ(q) = d(q,Σ), and for each w ∈ TpΣ⊥, γ(p,w)(r) = expp(rw) is the geodesic
normal to Σ, starting at p with initial velocity w. Thus, s(p,w) := σ(exp(p,w)) = ‖w‖, is just
the Euclidean norm in TpΣ
⊥. Since NΣ is the total space of a Riemannian vector bundle, then
it has a natural Riemannian structure such that π : NΣ → Σ is a Riemannian submersion.
The volume element V olNΣ for such metric satisfies V olNΣ(p,w) = V olΣ(p) ∧ ds(p,w) and
V olCr (p,w) = V olΣ(p) ∧ V olS(p,r)(w), where r = ‖w‖. For each u ∈ S(p, 1) define ϑu(r) =
〈V olNΣ(p, ru), exp∗V olM (p, ru)〉. This function ϑu(r) measures the volume distortion by exp
in the direction u. It satisfies ϑu(0) = 1 and a Riccati differential equation. We recall the
following (see [14]): (1) ν(q) = ∇σ(q) is the unit outward of C(Σ, r), (2) ν(γ(p,u)(r)) = γ′(p,u)(r),
(3) ds ∧ ∗ds and dσ ∧ ∗dσ are the volume elements of NΣ and M respectively. (4) ∗ds and
∗dσ are the volume elements of each hypersurface Cr of NΣ and C(Σ, r) of M respectively, and
exp∗(∗dσ)(p,w) = ϑw
r
(r)(∗ds)(p,w), where r = ‖w‖. We have
∫
M
− 1
4π
∆ log(1 + cos θ)V olM = lim
ǫ→0
∫
M∼V (Σ,ǫ)
− 1
4π
∆ log(1 + cos θ)V olM
= lim
ǫ→0
∫
C(Σ,ǫ)
1
4π
〈∇(log(1 + cos θ)), ν〉 ∗ dσ = lim
ǫ→0
∫
Cǫ
1
4π
(exp)∗(d(log(1 + cos θ + 1))(ν) ∗ dσ)
= lim
ǫ→0
∫
Σ
1
4π
(
∫
S(p,ǫ)
d(log(1 + cos θ))(expp(w))(ν)ϑwǫ (ǫ)dS(p,ǫ)(w))dΣ(p)
= lim
ǫ→0
∫
Σ
1
4π
(
∫
S(p,1)
ǫ3−di ϑu(ǫ)
d
dr
|
r=ǫ
log(φ(p,u)(r))dS(p,1)(u))dΣ(p) (9.10)
where φ(p,u)(r) = (1 + cos θ)(γ(p,u)(r)). The function κ(p, u) = the order of the zero r = 0 of
φ(p,u)(r), is defined in the total space of N
1Σ with values in [1,+∞] and satisfies κ(p′, u′) ≤
κ(p, u) for all (p′, u′) in a neighbourhood of (p, u). In particular it is upper semi-continuous, and
so it is mensurable. Now we have for k = κ(p, u) < +∞ and ∀0 < ǫ < r0
0 6= φ(p,u)(ǫ) = ǫk(A(p, u) + ǫB(p, u, ǫ)) (9.11)
where A(p, u) =
1
k!
dk
drk
φ(p,u)(0) 6= 0, B(p, u, ǫ) =
∫ 1
0
(1− s)k
k!
dk+1
drk+1
φ(p,u)(sǫ)ds (9.12)
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Thus,
ǫ
d
dǫ
log(φ(p,u)(ǫ)) = ǫ
d
dǫ
φ(p,u)(ǫ)
φ(p,u)(ǫ)
= κ(p, u) + ǫ
B(p, u, ǫ) + ǫ d
dǫ
B(p, u, ǫ)
A(p, u) + ǫB(p, u, ǫ)
. (9.13)
Assume that for almost all (u, p) ∈ N1Σ, κ(p, u) < +∞. Then
(9.10) = lim
ǫ→0
1
4π
∫
Σ
∫
S(p,1)
ǫ2−diϑu(ǫ)
(
κ(p, u) +
ǫ(B(p, u, ǫ)+ǫ d
dǫ
B(p, u, ǫ))
A(p, u) + ǫB(p, u, ǫ)
)
dS(p,1)dΣ(p) (9.14)
and for almost all (u, p)
lim
ǫ→0ϑu(ǫ)(κ(p, u) +
ǫ(B(p, u, ǫ) + ǫ d
dǫ
B(p, u, ǫ))
A(p, u) + ǫB(p, u, ǫ)
) = ϑu(0)κ(p, u) = κ(p, u).
In order to interchange limǫ→0 with
∫
Σ
∫
S(p,1) we need some conditions to be satisfied. Under
the assumption of controlled zero set, and if di ≤ 2, we may apply the dominate convergence
theorem to (9.14), and only the terms with di = 2 do not vanish. The last inequality follows
immediately from (3.7). QED
Proposition 9.4 Assume Σ = ∪Σi as in Theorem 1.2. Then (1+ cos θ) has controlled zero set
if (1), or (2) holds:
(1) κ ∈ L1(N1Σ) and there exist a constant r0 > 0, and non-negative functions h, d on N1Σ with
h/d ∈ L1(N1Σ) such that for almost all (p, u) ∈N1Σ , |A(p, u)| ≥ supr≤r0 | rk! d
k+1
drk+1
φ(p,u)(r)| +
d(p, u) and supr≤r0 {| rk! dk+1drk+1φ(p,u)(r)|, | r2k! dk+2drk+2φ(p,u)(r)|} ≤ h(p, u), where k = κ(p, u).
(2) For all (p, u), φ(p,u)(r) is polynomial on r ∈ [0, r0] with coefficient A(p, u) uniformly bounded
away from 0, i.e. |A(p, u)| ≥ c ∀(p, u), where c > 0 is constant.
Proof. (1) For a.e.(p, u), and for 0 < ǫ < r0, |A(p, u) + ǫB(p, u, ǫ)| ≥ |A(p, u)| − ǫ|B(p, u, ǫ)|
≥ |A(p, u)| − supr≤r0| rk! d
k+1
drk+1
φ(p,u)(r)| ≥ d(p, u). Moreover ǫ|B(p, u, ǫ) + ǫ ddǫB(p, u, ǫ)| ≤ h(u, p).
Therefore |(9.13)| ≤ κ(p, u) + h(p,u)
d(p,u) , what implies that (1 + cos θ) has a controlled zero set.
(2) Let r0 > 0 sufficiently small s.t. all geodesics γ(p,u)(ǫ) are defined for 0 ≤ ǫ < r0. In
this case κ takes only finite values, and since it is u.s.c., it has a maximum k0 in NΣ
1. Then
we may take C :=
∑
µ≤k0 max(p,u)∈NΣ1,ǫ≤ǫ0| 1(µ+1)! d
µ+1
drµ+1
φ(p,u)(ǫ)|. Then we can find ǫ0 > 0 s.t.
|A(p, u) + ǫB(p, u, ǫ)| ≥ c2 for all ǫ ≤ ǫ0 and all (p, u). QED
Corollary 9.2 If J0 and J1 satisfy the conditions of the last part of Theorem 1.2, then:
(1) (
∫
M ‖c1(M,J1)‖2V olM)
1
2 ≥ 1
4
√
2π(V ol(M))
1
2
∫
M (s
M+ 12‖∇ω0‖2)V olM , with equality iff c1(M,J1)
= fω0 for some smooth function f :M → R.
(2) If, c1(M,J1) is L
2-orthogonal to ω0 then
∫
M s
MV olM ≤ 0 and
∣∣∣∫M sMJ0V olM
∣∣∣ ≤ − ∫M sMV olM .
If
∫
M s
MV olM = 0 then J0 is Ka¨hler.
Proof. From last inequalities of Theorem 1.2 we clearly obtain (1). Moreover, we have 0 ≥∫
M (s
M + 12‖∇ω0‖2)V olM . In particular
∫
M s
MV olM ≤ 0, and using the equality (3.6) , and that
sM ≤ sMJ , we obtain the proof of (2). QED
Remark 5. If M is a surface and f : M → R is a function of absolute value type at a zero p
Salavessa–Pereira do Vale 21
([11]), i.e. locally |f(z)| = |z|kψ(z) where z is an isothermal coordinate around p, and ψ(z) > 0,
then κ(p, u) = k forall u. We also say that p is a zero of homogeneous order k.
Remark 6. Assume J0 is almost Ka¨hler. Note that if J0 is Ka¨hler, EJ0 is a parallel subbundle
of
∧2
+ TM . If H˜ is a non-zero parallel section of
∧2
+ TM then by lemma 3.1 M is hyper-Ka¨hler,
with respect to (J0, J1 = H). If H˜ is a parallel section of EJ0 , then J1 is Ka¨hler iff J0 is so.
Proof of Proposition 1.2. Since J0 is Ka¨hler, ω0 is parallel and so harmonic, and the Weitzenbo¨ck
operator satisfies A(ω0) = 0 (see (3.2)). Since J1 is almost Ka¨hler, then ω1 is harmonic. Po-
larization of the Weitzenbo¨ck formula (second equality of (3.3)) and using the fact that A is a
symmetric operator, gives
∆+(〈ω0, ω1〉) = −〈∆ω0, ω1〉 − 〈ω0,∆ω1〉+ 2〈∇ω0,∇ω1〉+ 〈A(ω0), ω1〉+ 〈ω0, A(ω1)〉 = 0
that is, cos θ is an harmonic function. Since M is closed cos θ is constant. If cos θ 6= ±1 Prop.
9.1 gives the homotopy, and orthonormalization of Gram-Schmidt of ω0, ω1 gives two self-dual
2-forms ω0 and ω
′
1 that correspond to two g-orthogonal complex structures J0, Ka¨hler, and J1,
almost Ka¨hler, that anti-commute. Lemma 3.1 proves Proposition 1.2. QED
10 Applications
10.1 Surfaces
(1) Let (M,g) be a compact Riemann surface of Gauss curvature K. If ξ : U ⊂ C → M is a
conformal coordinate with g = λ2 <,> where λ2 is the conformal factor, then K = − 12∆ log λ2
and the Euler number of M is X (M) = 12π
∫
M KV olg. If we take a conformal change of the
metric gˆ = hg where h is a non-negative smooth real function, then V olgˆ = hV olg, and ξ is still
a conformal coordinate for Mˆ = (M, gˆ) with conformal factor hλ2. Hence
Kˆ = − 12∆ˆ log hλ2 = − 12(h−1∆ log h+ h−1∆ log λ2) = − 12h−1∆ log h+ h−1K
X (Mˆ ) = X (M)− 1
2π
∫
M
1
2∆ log hV olg (10.1)
If on a isothermal coordinate of each zero or infinity of h, h is of the form h(z) = |z|kψ(z) where
ψ 6= 0,∞ is a smooth function and k ∈ Z, h is said to be of absolute value type at those points
(see remark 5). In this case
− 1
2π
∫
M
∆ log hV olg = number of zeros of h− number of infinities of h (10.2)
where the zeros or infinities of h are counting including multiplicity (see [11]).
(2) Consider σ : S2 → R2 the stereographic projection, φ(x0, x1, x2) = ω = 11−x0 (x1, x2), then
σ defines an isometry between S2 ∼ (1, 0, 0) with the metric hgS and R2 with the Euclidean
metric g0, where h =
1
(1−x0)2 and gS is the usual metric of S
2. Since (R2, g0) is a flat space, its
Euler form is a zero form, and so 0 = X (R2) = X (S2)− 12( number of infinities of h). Note that
1
h
(x0, x1, x3) = (1 − x0)2 has a zero of order 4 at (1, 0, 0) as a function on S2. We could also
consider σ as an isometry between (S2, gS) and R
2 with the metric h˜g0 where h˜ =
4
(1+‖w‖2)2
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and observe that ∞ is a zero of 4-order of h˜. Therefore X (S2) = 2.
(3) Let F : M2 → N4 be a minimal immersed surface into a Ka¨hler complex surface (N,J, g)
and denote by θ the Ka¨hler angle of F , that is F ∗ω = cos θV olM where ω(X,Y ) = g(JX, Y ).
Let gˆ = sin2 θgM where gM is the induced metric on M by F . The bundle map Φ : TM → NM ,
Φ(X) = (JX)⊥, where NM is the normal bundle, is a conformal bundle map with ‖Φ(X)‖2 =
sin2 θ‖X‖2. If T ′ is the torsion of the gˆ-Riemannian connection ∇′of M that makes Φ a parallel
isometry from (TM, gˆ,∇′) to NM with its usual metric and connection ∇⊥, then (see [24](3.2))
Φ(T ′(X,Y )) = cos θ(∇dF (JωX,Y )−∇dF (X,JωY ))
where Jω is a gM -orthogonal complex structure on M . Minimality of F is equivalent to the
vanishing of the r.h.s. of the above equation. This means that T ′=0, and so∇′ is the Levi-Civita
connection for Mˆ = (M, gˆ). Moreover, one can prove that if F is not a complex submanifold,
minimality of F implies sin2 θ is of absolute value type at its zeros and so zeros are isolated
and of finite order. Taking into consideration that Φ is anti-holomorphic for the g-orthogonal
complex structures on TM and NM defined by the usual orientation (and so it is a reverse
orientation bundle map), (10.1) and (10.2) gives
−X (NM) = X (R′) = X (Mˆ ) = X (M) +
∑
p∈C+
order(p) +
∑
p∈C−
order(p)
where C+ and C− are respectively the sets of complex and anti-complex points, zeros of sin2 θ =
(1− cos θ)(1+ cos θ). This formula was obtained by [11], [26] and [27], that we give here a short
proof, using a singular connection.
10.2 Minimal 4-manifolds
Let F :M → N be a 4-dimensional immersed Cayley submanifold M of a Calabi-Yau manifold
N of complex dimension 4. This means that M is calibrated by one of the Cayley calibrations
of N (see e.g. [19]), and this is equivalent to M to be minimal and with equal Ka¨hler angles.
In this case the morphism Φ : TM → NM , Φ(X) = (JX)⊥, where NM is the normal bundle,
has the property of being a conformal one, with coefficient of conformality sin2 θ, where θ is the
common Ka¨hler angle of M . For such submanifolds, the complex points are zeros of finite order
of sin2 θ. This is treated in [23] where using Theorem 1.1 of the present paper one describes
the set of complex points of M as a residue formula involving the Euler (or equivalently, the
Pontrjagin ) numbers ofM and of the normal bundle. The morphism Φ defines a singular metric
gˆ = sin2 θgM on M , vanishing at complex points, and a connection ∇′ that is gˆ-Riemannian and
has torsion and identifies p1(NM) with p1(R
′), and X (NM) with X (R′) as in the surface case.
10.3 Isolated pole in dimension 4
Let (M,g) be a closed Riemannian 4-manifold, p0 ∈ M , and h a smooth function on M ∼
{p0} with +∞ > h(p) > 0 and h(p0) = 0 or h(p0) = +∞. Assume first that g is flat on a
neighbourhood of p0, and on a geodesic ball B(p0, ǫ) ≡ B(0, ǫ), h(x) = ‖x‖2k for some integer
k. Let ν be the outward unit of the (geodesic) sphere S(p0, ǫ) of M of radius ǫ. Let f = log h =
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2k log ‖x‖. Then ∫M divg(P (∇f))V olM = limǫ→0− ∫S(p0,ǫ) g(P (∇f)(x), ν(x))V olS(p0,ǫ), where
P (∇f) is defined in (1.1). For each x ∈ S(0, ǫ)
g(P (∇f)(x), ν(x)) = (2k)2(2k + 6)ǫ−3 (10.3)
and so for any ǫ we obtain the integer
− 1
32π2
∫
S(p0,ǫ)
g(P (∇f), ν)V olS(0,ǫ) = −
1
2
k2(k + 3). (10.4)
In the general case, if (M,g) is not flat near p0 but on a geodesic ball of p0, f = log(f˜h) where
+∞ > f˜ > 0 is smooth and h(expp0(w)) = ‖w‖2k (ef is of ”absolute value type” at p0), using
normal coordinates at p0 we can easily compute g(P (∇f), ν) on a geodesic ball of radius ǫ, and
taking the limit ǫ→ 0 of the l.h.s. of (10.4) we obtain the same integer on r.h.s. of (10.4).
11 Quaternionic-Hermitian 8-manifolds
If (M8, Q, g) is an oriented almost quaternionic Hermitian (AQH) 8-manifold (see [2] for defini-
tions), its fundamental form Ω is a self-dual 4-form of norm
√
10
3 . If M is quaternionic Ka¨hler
(QK) then the cohomology class [Ω] of the fundamental 4-form represents the first Pontrjagin
class of E (see [20], [8]), where E = span{J1, J2, J3 = J1J2} is the rank-3 bundle locally defined
by a pair of anti-commuting g-orthogonal positive almost complex structures J1, J2 of Q. If M
is only almost QK (AQK) we may compare [Ω] with p1(E), and we may also use the Obata
connection to describe characteristic classes, in a similar way for almost complex structures. For
each pair Q0 and Q1 of AQH structures on M, with fundamental forms Ω0 and Ω1, we define
at each point p ∈ M an angle θ(p) ∈ [0, π] as cos θ(p) = 310〈Ω0(p),Ω1(p)〉, where 〈, 〉 is the
Hilbert-Schmidt inner product. Then it is defined a smooth section H˜ of
∧4
+(TM), orthogonal
to Ω0 and with ‖H˜‖2 = 310 sin2 θ, given by
Ω1 = cos θ(p)Ω0 + H˜(p). (11.1)
If Q0 and Q1 are both AQK we would like to compare the cohomology classes of Ωi or compare
p1(E0) with p1(E1), in terms of a PDE on θ, and find conditions to conclude: (a) θ is constant;
or (b) Q1 is QK; (c) Ω1 and Ω0 are homotopic; or (d) E1 and E2 are isomorphic. As in section
9, taking cos θ(p, t) and ˜H(p, t) defined for instance as in (9.3) and (9.2), and conveniently
reparameterizing t near t = 0, we have a simple answer to (c):
Proposition 11.1 If Q0 and Q1 are two AQH structures with no anti-quaternionic points,
i.e. points with cos θ(p) = −1, then a homotopy Ωt of self-dual 4-forms exist from Ω0 to Ω1.
Furthermore, if Q0 and Q1 are AQK and p → cos θ(p) is constant, then the homotopy can be
taken by closed self-dual 4-forms.
If cos θ(p) is constant, then it is also cos θ(p, t) defined by (9.3). Clearly it follows that Ωt =
cos θ(p, t)Ω0 + H˜(p, t) is also closed. So, existence of anti-quaternionic points can be an ob-
struction to homotopy, but the non-existence of them does not guarantee that we can take Ωt a
fundamental form for some AQH structure, not even locally.
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Weitzenbo¨ck formula (3.2) and second equality of (3.3) also hold for 4-forms, where A =
A(RM ) :
∧4 TM∗ → ∧4 TM∗ is also symmetric for the Hilbert-Schmidt inner product, as
we see next. Denote by RM the induced curvature tensor of
∧4 TM∗: if Ω is a 4-form,
RM (X,Y )Ω(X1, . . . ,X4) =
∑
1≤j≤4−Ω(X1, . . . , RM (X,Y )Xj , . . . ,X4). Let (eα) be an o.n. basis
of TpM . The Weitzenbo¨ck operator applied to Ω is given by
A(Ω)(X1,X2,X3,X4) =
∑
1≤α≤8
∑
1≤k≤4
(−1)k(RM (eα,Xk)Ω)(eα,X1, . . . ,Xkˆ, . . . ,X4).
Lemma 11.1 For any distinct α, β, γ, µ, ν, σ, ρ, η:
〈A(eαβγµ∗ ), eνσρη∗ 〉 = 〈A(eαβγµ∗ ), eασρη∗ 〉 = 0
〈A(eαβγµ∗ ), eαβρη∗ 〉 = 2RM (eγ , eρ, eη, eµ)− 2RM (eµ, eρ, eη, eγ) = −2RM(eγ , eµ, eρ, eη)
〈A(eαβγµ∗ ), eαβγη∗ 〉 = −2RM(eα, eµ, eα, eη)− 2RM (eβ , eµ, eβ, eη)− 2RM (eγ , eµ, eγ , eη)− RicciM(eµ, eη)
and so 〈A(Ω),Ω′〉 = 〈Ω, A(Ω′)〉 for any Ω,Ω′.
Note that if Q1 is AKQ, since Ω1 is self-dual and closed then it is co-closed and so it is an
harmonic 4-form. With similar proof to the one of Proposition 1.2 (section 9), and using Lemma
11.1, we have the following conclusion:
Proposition 11.2 If Ω0 is QK, Ω1 is AQK and M is compact, then θ is constant. If cos θ 6= −1
then they are homotopic 4-forms in H4+(M ;R), and if Ω1 is also QK, p1(E0) = p1(E1).
In this case a homotopy can be given by Ωt = cos(t)Ω0 + sin(t)Ω2, where Ω2 =
Ω1−cos θΩ0
sin θ is a
closed 4-form orthogonal to Ω0, and Ωt=θ = Ω1. If Ω1 is AQK then so it is Ωt.
Let (J1, J2, J3) be an hyper-Ka¨hler (HK) structure on R
8. This is an o.n. system (of norm
√
8 )
for the Hilbert-Schmidt inner product. For each x = (a, b, c) ∈ R3 let Jx = aJ1+ bJ2+ cJ3. The
elements with x ∈ S2 are also called the HK structure of R8 determined by J1, J2. Let HK be
the set of such HK structures (for a given orientation of R8). Given an oriented 4-dimensional
subspace P ofR8 we take J ′x, J ′′x , x ∈ S2, the HK structures on P and on P⊥ respectively, defined
by the g-orthogonal positive complex structures. Then Jx(X) = J
′
x(X
⊤) + J ′′x (X⊥), where X⊤
and X⊥ are respectively the orthogonal projections of X onto P and P⊥, defines a HK structure
on R8. Note that Jx and its fundamental 4-form Ω do not depend on the d.o.n. basis we choose
for P and for P⊥. Reciprocally, given (J1, J2, J3) and X,Y ∈ R8 unit vectors, with HX⊥HY
then P = HX = span{X,J1X,J2X,J3X}, P⊥ = span{Y, J1Y, J2Y, J3Y } ∈ Gr(4, 8) and the
previous construction w.r.t P,P⊥ recovers (Jx)x∈S2 . Let
T = {Ω ∈ ∧4(R8) : Ω = 1
6
(ω1 ∧ ω1 + ω2 ∧ ω2 + ω3 ∧ ω3) : (J1, J2, J3) ∈ HK} ⊂ ∧4+(R8)
where ωi(u, v) = g(Jiu, v). If M is an oriented 8-dimensional manifold then we define the
corresponding bundles over M , HK(M) and T (M). Now we look for obstructions for two
fundamental 4-forms Ω0 and Ω1 on M to be homotopic in T (M). Let us assume that on a
neighbourhood U of a point of M , a unit vector field X is defined, and E0 = span{J1, J2, J3}
and E1 = span{J ′1, J ′2, J ′3} with J1 = J ′1. On what follows we argue as in [4]. At each point, the
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subspace H ′X = span{X,J ′1X,J ′2X,J ′3X} is a J1- complex subspace of real dimension 4. Since
M has dimension 8 there exist a unit vector Y ′ ∈ H ′X⊥ ∩H⊥X . One can see from (11.2) below
that d = dim(HX ∩ H ′X) = dim(H⊥X ∩ H ′X⊥). This dimension d is either 2 or 4 (the spaces
are J1-complex). Thus, on U , if rank E0 ∩ E1 is constantly equal to one, then d is constantly
equal to 2, and we may locally smoothly choose Y ′. Set x = (1, 0, 0). Since TM = HX ⊕HY ′ ,
orthogonal sum, there exist unique smooth maps y, y′, u, u′ : U → R3 such that
B = {X,JxX,JyX + Jy′Y ′, Jx(JyX + Jy′Y ′)}
B⊥ = {Y ′, JxY ′, JuY ′ + Ju′X,Jx(JuY ′ + Ju′X)}, (11.2)
define a d.o.n. basis of H ′X and H
′
Y ′ respectively, where ‖y‖2 + ‖y′‖2 = ‖u‖2 + ‖u′‖2 = 1,
g(x, y) = g(x, u) = 0, g(x, y′) = g(x, u′) = 0, g(u, y′) + g(y, u′) = 0. Away from Q0-totally-
complex points of H ′X , that is y(p) 6= 0, and since Q0-quaternionic (and anti-Q0-quaternionic)
points do not exist as well, i.e. y′(p) 6= 0, we have
JyX + Jy′Y
′ = J y
‖y‖
(‖y‖X + ‖y′‖Y ) where Y = −J y
‖y‖
J y′
‖y′‖
Y ′ ∈ H⊥X . (11.3)
Thus, there exist x1 = x, x2 =
y
‖y‖ , x3 = x1x2 a d.o.n. basis of R
3, and ζ s.t.
B = {X,Jx1X,Jx2(cX + sY ), Jx3(cX + sY )}
B⊥ = {Y, Jx1Y, Jx2(cY − sX), Jx3(cY − sX)},
(11.4)
where c = cos ζ > 0, s = sin ζ > 0, define a d.o.n. basis of H ′X and H
′
Y respectively. Furthermore
Y ∈ H⊥X ∩H ′X⊥ as well. Note that if we make y → 0, we are approaching a Q0-totally-complex
point, we have at y(p) = 0, JyX + Jy′Y
′ = Jy′Y ′, but we may not smoothly or continuously
extended x2 and Y as x2 = y
′ and Y = Y ′, or smoothly extend c to 0 and s to 1 at those points.
This ambiguity will imply an ambiguity on the choice of e3, . . . , e8 bellow, and we need to use
(11.4) to define the homotopy in T (M). A similar problem occurs at Q0-quaternionic points
of H ′X , where HX ∩ H ′X becomes 4-dimensional. A smooth choice of Y ′ might be impossible.
Set e1 = X, e2 = Jx1X, e3 = Jx2X, e4 = Jx3X, e5 = Y , e6 = Jx1Y , e7 = Jx2Y , e8 = Jx3Y .
Then ω1 = ”Jx1” = e
12 + e34 + e56 + e78, ω2 = ”Jx2” = e
13 − e24 + e57 − e68, ω3 = ”Jx3” =
e14+e23+e58+e67. We define ω4 = ”J4” = e
17−e28+e35−e46, ω5 = ”J5” = e18+e27+e36+e45.
Then we have ω′1 = ω1, ω′2 = cω2 + sω4, ω′3 = cω3 + sω5, and so locally,
E1 = (Jx1 , cJx2 + sJ4, cJx3 + sJ5) (11.5)
Ω1 = c
2Ω0 +
1
3
sc(ω2 ∧ ω4 + ω3 ∧ ω5) + s
2
6
(ω1 ∧ ω1 + ω4 ∧ ω4 + ω5 ∧ ω5) (11.6)
H˜ = s
2
6 ((ω1 ∧ ω1 + ω4 ∧ ω4 + ω5 ∧ ω5)− 715 (ω1 ∧ ω1 + ω2 ∧ ω2 + ω3 ∧ ω3))+ 23sc(ω2 ∧ ω4). (11.7)
We observe that Jx1 , Jx2 , Jx3 , J4, J5 is an o.n. system in
∧2 TM , and Jx1 anti-commutes with
Jx2 , Jx3 , J4, J5, and Jx3 = Jx1Jx2 , J5 = Jx1J4, Jx2 anti-commutes with J4, Jx3 anti-commutes
with J5. This explains that (11.5) defines an HK structure, and it is elementary to verify it
spans E1. We also have ω2∧ω4 = ω3∧ω5 and cos θ = 115(7+8c2) ∈ [ 715 , 1] is positive, (and c can
be continuously extended to Q0-quaternionic points and to Q0-totally-complex points). Thus
cos θ 6= −1 everywhere. So we may conclude:
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Proposition 11.3 If Q0 and Q1 are two almost quaternionic Hermitian structures on a 8-
manifold M with rank(E0 ∩ E1) ≥ 1, then Ω1 and Ω0 are homotopic in
∧4
+(TM). If E0 ∩ E1
has constant rank one and cos θ > 715 , then Ω0 and Ω1 are locally homotopic in T (M).
Proof. Locally we may take for each t ∈ [0, 1] Bt and B⊥t as in (11.4) replacing c and s by
c(t) = cos(tζ), s(t) = sin(tζ). Then Ωt =
1
6(ω1(t)∧ω1(t) +ω2(t)∧ω2(t) +ω3(t)∧ω3(t)) ∈ T (M)
where J1(t) = Jx2 , J2(t) = c(t)Jx2 + s(t)J4, J3(t) = J1(t)J2(t). QED
Corollary 11.1 If Q0 and Q1 are both QK, then one of the three cases holds: (a) E0 =
E1, (b) E0 ∩ E1 has rank one and both Q0, Q1 are locally HK structures, and M is Ka¨hler.
Furthermore p1(E0) = p1(E1). (c) E0 ∩ E1 = {0}.
Proof. E0 ∩ E1 is a parallel subbundle of
∧2(TM), and so it has constant rank. If it has rank
≥ 2 then it must have rank 3, and so E0 = E1. So let us assume it has rank 1. This means
that both E0 and E1 have a common compatible parallel complex structure. This implies M is
Ka¨hler and E0 and E1 are locally HK (see [3]). QED
Remark 7. If we want to find a homotopy by closed 4-forms and Q0 or Q1 are not AQK we have
to compute p1(E0) and p1(E1) directly from local frames (J1, J2, J3) and (J
′
1, J
′
2, J
′
3). Assume we
are in the simplest case that Q0 is HK, E0 ∩E1 has rank ≥ 1 and
∧4
+ is flat. We may compare
p1(E1) with p1(E0) = 0 using a homotopy p1(Et), locally defined by Bt, B
⊥
t as in the previous
proofs, and using the bundle E˜ over M × [0, 1], by computing p1(E˜)(X, ddt) as we did in section
9, using the remark 4 of section 7. This would lead to a transgression form with singularities
at Q0-totally complex points and at Q0-quaternionic points, and so to a residue formula. This
is difficult, because Bt are only locally defined, and it requires more investigation on
∧4
+ and
T , namely, under a musical isomorphism, by considering the elements of T as isomorphic and
symmetric operators of
∧2 TM , whose eigenvectors are almost complex structures. So we will
not discuss this problem in this paper and leave it for later.
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