A model of neural network is proposed, in which the dynamics of the internal state of neurons is based on the Brownian motion with the chaotic force, and the bifurcation parameter of the chaotic force is modulated by the position of the Brownian particles. This model is applied to the associative memory problem. The parameter dependence of the dynamics is studied. It is shown that the model can retrieve all embedded patterns and reverse patterns successively. It is found that all neurons exhibit synchronized behavior while a pattern is retrieved.
Introduction
The concept of neural network was first proposed by McCulloch and Pitts. By using the spin-glass model, Hopfield [1984] has first shown that the energy function decreases monotonically and one energy minimum corresponds to one memory. The model has been applied to the associative memory problem and the combinatorial optimization problem (for example, TSP) [Hopfield & Tank, 1985] . However, the model has the difficulty that the system cannot escape from the spurious minimum, if the system falls into it. Recently many methods are proposed to solve this difficult problem by using the chaos. Aihara et al. [1990] proposed a model of a single neuron with chaotic dynamics, in which some properties of biological neurons are taken into account. Inoue and Nagayoshi [1991] have studied a new model of neural network, in which each neuron consists of two coupled chaotic oscillators. The output of each neuron takes 1 or 0 according to whether two chaotic oscillators are synchronized or not. Nozawa [1992] has modified a Hopfield network model in the form of a globally coupled map. The bifurcation parameter of the map is determined by the surrounding neurons. Hayakawa et al. [1992] proposed a model in which chaos is taken into account and the bifurcation parameter depends on the internal state of neurons. Ott et al. [1990] proposed the method of controlling chaos. It can convert an unstable peirodic orbit to the periodic one by adjusting the system parameter appropriately. Ditto et al. [1990] have achieved control of chaos in the system of a gravitationally buckled magnetostrictive ribbon by using the OGY method. Although other controlling methods of chaos are investigated by many authors [Azevedo & Rezende, 1991; Braiman & Goldhirsch, 1991; Hunt, 1991 Hunt, , 1992 Kocarev et al., 1992; Pecora & Carroll, 1990; Rajasekar & Lakshmanan, 1992; Triandaf & Schwartz, 1993; Wilson & Pawley, 1988] , the bifurcation parameter is modulated by the timedependent perturbation.
In previous papers [Shimizu, 1990 [Shimizu, , 1993a [Shimizu, , 1993b [Shimizu, , 1994 Shimizu & Morioka, 1995; Shimizu & Morioka, 1995a , 1995b , 1997 we have studied the Brownian motion driven by a chaotic force instead of the random noise. Then we have shown that Brownian particle itself can control the time behavior, if the bifurcation parameter of the chaotic force is modulated by the position of the Brownian particle. In this paper we propose a model of neural network, which consists of N Brownian particles (neurons), by using this idea. The time evolution of neurons is described by the Brownian motion with the chaotic force. This model of neural network is applied to the associative memory problem.
In Sec. 2 we introduce the model of neural network. In Sec. 3 this model is applied to the associative memory problem. We first study the parameter dependence of dynamics for the choice of parameters. Secondly we calculate the time evolution of all neurons to study the mechanism of retrieval. The final section is devoted to conclusion.
Model
Let us start with the Langevin equation for one particleẋ
Here parameter µ is a damping constant. Usually we assume random noise (for example, white Gaussian noise) as the random force f (t). In this paper, however, we employ the chaotic force as f (t). The chaotic force f (t) is assumed to change stepwise at short time intervals τ and the amplitude changes chaotically
where K is the magnitude of the chaotic force, and y(n + 1) is given by the (n + 1)th iterate of a map F (y)
The map F (y) depends on a bifurcation parameter r(n). Equation (1) looks like the Langevin equation but it has a quite different character, because it is not stochastic but deterministic. The reason is that the sequence {y(n)} is uniquely determined as a function of the initial value y 0 . The chaotic force defined by Eq. (2) changes stepwise andẋ(t) has finite jump at t = nτ but x(t) changes continuously. Then the position x(t) at time t = nτ is denoted by x(n). We can derive the following recurrence relation
We suppose the logistic map as F (y) in Eq. (3)
In previous papers we have studied the case, in which the bifurcation parameter r(n) is modulated by the position x(n) of the Brownian particle
where parameters b and β are control parameters. Parameter b changes between 0 and 4. Then we have shown that the Brownian particle itself can control chaotic or periodic behavior. In this paper we propose a neural network which consists of N Brownian particles. The internal states of neuron j at discrete time t = nτ is assumed to be represented by the position x j (n) of the jth Brownian particles which satisfies the following recurrence relation as in Eq. (4)
Here parameters α and γ are defined by Eq. (5). Let us introduce the interaction between neurons,
Here W ji is coupling constant, (the strength of the synapse connecting neuron j to neuron i). Then the time evolution of the chaotic force y j (n) and the bifurcation parameter, which depends on variable u j (n), are defined by
In the case of one Brownian particle in Eq. (7) the bifurcation parameter is modulated by its position. In this network, however, r j (n) is modulated by surrounding neurons.
To apply this network to the associative memory problem, we determine W ji according to Hebb's rule,
For i = j we have assumed that W ii = 0 (i = 1, 2, . . . , n). Here V s i denotes the embedded pattern vectors and M is the number of patterns.
Result of Simulation
This model has been applied to the associative memory problem. We have considered a system of 16 neurons and have stored 3 patterns, which are shown in Fig. 1 . Then V s i takes 1 and 0 for black and white, respectively. Since the output of this network is analog, the pattern φ(n) retrieved by this model at time n is defined by
We first study the parameter (b, β, µ, τ, and K) dependence of the dynamics for the appropriate choice of the parameters. 
b-dependence of the dynamics
We have studied the bifurcation diagram of 16 neurons, when the control parameter b is increased from 0 to 4. Other parameters were fixed as β = 0.1, µ = 0.12, τ = 0.12 and K = 1.0. We have calculated (8)- (11) till the 10 000 step. In Fig. 2(b) the dependence of 16 neurons from 9900 till 10 000 step is shown one over another in a single figure. 
β-dependence of the dynamics
In Fig. 3 we have shown the bifurcation diagram of 16 neurons, when the control parameter β is increased from 0 to 1.0. Other parameters were fixed as b = 2.7, µ = 0.12, τ = 0.12 and K = 1. In Fig. 3 β-dependence of 16 neurons from 9900 till 10 000 step is shown one over another in a single figure. Figures 3(a) and 3(b) show the behavior of the internal state x(n) and the chaotic series y(n), respectively. As will be shown later, this network can retrieve the embedded patterns between β = 0.07 and β = 0.2.
µ-dependence of the dynamics
In Fig. 4 µ-dependence of 16 neurons is shown, when the control parameter µ is increased from 0 to 1. Other parameters were fixed as b = 2.7, β = 0.1, τ = 0.12 and K = 1.0. We have calculated (8)- (11) till 10 000 step. In Fig. 4 the behavior of 16 neurons from 9900 till 10 000 step is shown one over another in a single figure. Figures 4(a) and 4(b) show the behavior of the internal state x(n) and the chaotic series y(n), respectively. As will be shown later, this network can retrieve the embedded patterns between µ = 0.05 and µ = 0.15.
τ -dependence of the dynamics
In Fig. 5 τ -dependence of 16 neurons is shown, when the control parameter τ is increased from 0 to 1. Other parameters were fixed as b = 2.7, β = 0.1, µ = 0.12 and K = 1.0. In Fig. 5 the behavior of 16 neurons from 9900 till 10 000 step is shown one over another in a single figure. Figures 5(a) and 5(b) show the behavior of the internal state x(n) and the chaotic series y(n), respectively. As will be shown later, this network can retrieve the embedded patterns between τ = 0.05 and τ = 0.2.
K-dependence of the dynamics
In Fig. 6 K-dependence of 16 neurons is shown, when the control parameter K is increased from 0 to 5. Other parameters were fixed as b = 2.7, β = 0.1, µ = 0.12 and τ = 0.12. In Fig. 6 the behavior of 16 neurons from 9900 till 10 000 step is shown one over another in a single figure.
Figures 6(a) and 6(b) show the behavior of the internal state x(n) and the chaotic series y(n), respectively. As will be shown later, this network can retrieve the embedded patterns between K = 0.6 and K = 2.3.
3.6. Time evolution of internal states and retrieval of stored patterns
Taking account of the results of numerical simulations discussed above, we have first chosen parameters as b = 2.7, β = 0.1, µ = 0.12, τ = 0.12 and K = 1.0 and we have calculated (8)-(12) until 20 000 step to study time evolution of the internal states of 16 neurons, which is shown in Fig. 7 . In Fig. 7 (a) the type of retrieved patterns (3 original patterns shown in Figs. 1 and 3 reverse patterns) is discriminated. The sign of minus shows the reversed pattern. Figures 7(b) and 7(c) show the time behavior of the internal state x(n) and the chaotic series y(n), respectively. As can be clear in Fig. 7(a) , the network can retrieve all stored patterns and reverse patterns successively. In Figs. 7(b) and 7(c) we have found that all neurons exhibit synchronized behavior, while a pattern is retrieved. On the other hand, all neurons exhibit chaotic behavior independently, while the network is searching for one of the stored patterns, or in the transient state from one stored pattern to another stored pattern. For b = 3.0 we have found that the network can retrieve the stored patterns and the reverse ones very often and the switching of searching is very quick, which is shown in Fig. 8 .
As has been discussed above, many new chaotic regions have appeared in the bifurcation diagrams, which comes from the modulation of the bifurcation parameter. Next we show the time evolution of 16 neurons in other chaotic regions to study the effect of the modulation of the bifurcation parameter. For small β (b = 2.7, β = 0.01, µ = 0.12, τ = 0.12 and K = 1.0), the internal states x j (n) of all neurons always take the positive value and so the network cannot retrieve any pattern. For relatively large β (b = 2.7, β = 0.2, µ = 0.12, τ = 0.12 and K = 1.0) x j (n), y j (n) and r j (n) change very quickly and the network exibits very quick transition from one pattern to another pattern. For small µ (b = 2.7, β = 0.1, µ = 0.05, τ = 0.12 and K = 1.0) and for small τ (b = 2.7, β = 0.1, µ = 0.12, τ = 0.02 and K = 1.0) the amplitude of x(n) becomes large and the retrieval of the network is not so good. For large K (b = 2.7, β = 0.1, µ = 0.12, τ = 0.12 and K = 2.0) the time evolution of all neurons becomes very quick and the network can retrieve the stored patterns, although the ratio of correct retrieval is poor.
Conclusion
In this paper we proposed the new model of neural network, in which the dynamics of the internal state of neurons is described by the Brownian motion with the chaotic force. The bifurcation parameter of chaotic force was modulated by the position of the Brownian particle. This network was applied to the associative memory problem. It was found that the network can retrieve all embedded patterns and reversed patterns. We found that all neurons exhibit synchronized behavior, while a stored pattern is retrieved. However, all neurons were shown to exhibit chaotic behavior independently, while the network is searching for one of the stored patterns.
In this paper we have discussed only the case of orthogonal stored patterns. It is also very interesting to study the mechanism of retrieval in the case of nonorthogonal stored patterns. As one of combinatorial optimization problems, we want to apply the network to the traveling salesman problem. In the next paper these problems will be discussed.
