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ABSTRACT
Free radicals are reactive molecules, which makes them difficult to study. Learning more
about free radicals is necessary since they are implicated in many diseases and conditions such as
Alzheimer’s disease and ageing. Spin traps are molecules that can be used to stabilize free
radicals to allow time for the free radicals to be characterized. The purpose of this research was
to examine four novel spin traps that combine the properties of existing spin traps to possibly
create more effective spin traps. The four novel molecules in question were designed by taking
the 4-methylfuroxanyl ring from the α(Z)-(3-methylfuroxan-4-yl)-N-t-butylnitrone spin trap and
combining it with the 5,5-dimethylpyrroline-N-oxide, the 5-methyl-,5-(trifluoromethyl)pyrrolineN-oxide, the 5-acetamide,5-methylpyrroline-N-oxide, and the 5-carboxamide,5-methylpyrrolineN-oxide spin traps. These four novel spin traps were studied using the hydroxyl radical since it is
an abundant free radical in biological systems. The computational methods Hartree-Fock (HF)
and Density Functional Theory (DFT) were used to calculate the optimized geometries for the
reactant species and the hydroxyl radical additions at the C-site, at the O-site, and for the
diadduct, which is when two free radicals add, at the HF/6-31G*, HF/cc-pVDZ, DFT/B3LYP/631G*, and DFT/B3LYP/cc-pVDZ levels of theory. From these calculations, the thermodynamic
stability of the final product versus the initial reactants was obtained. The C-site addition was
found to be more thermodynamically favorable for all the molecules than the O-site addition.
The diadduct radical addition for the four molecules was the most thermodynamically favorable.
The next step in the research would be to explore the methylfuroxan-4-yl ring on other molecules
to continue expanding the effectiveness of spin traps, so free radicals can be better understood.
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CHAPTER 1
INTRODUCTION
Free Radicals
Free radicals are molecules with at least one unpaired electron.1 Since not all the atoms in
a free radical have electrons in pairs or bonds, they are unstable. This lack of stability often
makes them highly reactive.1 Since they react so quickly, it is hard to isolate free radicals by
themselves since they will react with other molecules to gain stability. Free radicals are of
interest since there are many present in the body, and their high reactivity can damage
biomolecules.2 The most common ones present are reactive oxygen species (ROS).3 Reactive
oxygen species have the unpaired electron on the oxygen. Ground state molecular oxygen is a
triplet, (i.e. it has two unpaired electrons in its outer shell). If the molecule is excited to a singlet
state, it may become a reactive species that will then form a radical through the loss of the
excited electron.4
The body has natural ways of dealing with free radicals, but when these natural ways
become imbalanced, oxidative stress can occur. Oxidative stress occurs when there is an
imbalance between the number of ROS and the available antioxidants, which neutralize ROS
through oxidation-reduction reactions, or available enzymes that destroy free radicals such as
super oxygen dismutase.4,5 Some common ROS in the body include superoxide, hydroxyl, and
peroxyl.6 Superoxide is a notable ROS since it can create hydroxyl, peroxyl, and other free
radicals in the body.4,7
Free radicals like ROS are implicated in many diseases and conditions due to their high
reactivity.2 This reactivity can be measured using half-life. Half-life is the time that it takes for
half of a substance to react.8 For example, the hydroxyl radical has an in vivo half-life of 10-9 s,
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or one billionth of a second.9 A short half-life indicates that free radicals to react close to their
site of generation in the body, so they will react with biological molecules including DNA,
proteins, and lipids. The reaction with DNA can cause mutagenesis, and if the mutation affects a
part that codes for cell growth, it may lead to cancer.9 A major ROS in this damage is hydroxyl.9
ROS can also react with the side chains of amino acids in proteins. This changes the functions of
proteins, which can play a part in diseases like Alzheimer’s. 10 ROS have also been linked to
aging since the body accumulates oxidative damage over time, and this damage could explain
effects that are seen with age such as the lipid peroxidation of membranes and the decline of
mitochondrial function.11 These are some of the reasons why ROS have been implicated in many
diseases and conditions.
Free Radical Reactions
Free radicals are created through both internal and external mechanisms. The external
methods include cigarette smoke, ultraviolet light, and industrial chemicals. 12 The internal
mechanisms include normal metabolic processes and reactions involving iron and other
transition metals.12 The reaction involving iron is known as the Fenton Reaction, and it is an
important generator of hydroxyl radicals.13,14 Another reaction involving the formation of
hydroxyl radicals is the Haber-Weiss reaction, which has to use a metal catalyst like iron in
biological systems for it to occur.15,16 The focus here is on the hydroxyl radical formation since it
is a strong oxidant and one of the most biologically active free radicals.4,17
The overall Fenton reaction is shown below in Equation 1-1. It involves the formation of
a hydroxyl radical and hydroxide ion by splitting hydrogen peroxide and oxidizing iron.18 This
reaction is of biological significance since iron is present in the body, and it is a major producer

10

of the hydroxyl free radical.19 Other low valent transition metals can undergo Fenton-like
chemistry. Examples are vanadium and copper. 14,20,21
Fe2+ + H2O2 → Fe+3 + OH· + OH-

(1-1)

The general Haber-Weiss reaction is shown below along with the steps in Equations 1-2
to 1-4. It involves the superoxide ion reacting with hydrogen peroxide to produce singlet
dioxygen, a hydroxyl radical, and a hydroxide ion.22 In order for it to happen in biological
systems, it has to be catalyzed with a metal like iron.15 The steps of this are shown below. The
second step involves the Fenton reaction, which is discussed above. The Haber-Weiss reaction is
a specific example of how iron can react with not only hydrogen peroxide to produce free
radicals. It can also react with the superoxide radical.23
Fe3+ + O2·- → Fe2+ + O2

(1-2)

Fe2+ + H2O2 → Fe3+ + OH- + OH· (Fenton reaction)
Net Reaction: O·2- + H2O2 → O2 + OH· + OH-

(1-3)
(1-4)

Spin Traps
Spin traps are molecules that stabilize free radicals, so they can be studied. The effects of
free radicals are easy to detect, but the free radicals themselves are harder to characterize due to
low concentrations and short half-lives.24 Free radicals need to be characterized to better
understand the effects that they have on the body. Electron paramagnetic resonance (EPR)
spectroscopy is used in conjunction with spin trapping to study the identity and intermediacy of
radicals.25 Unlike redox reactions which eliminate free radicals, spin traps stabilize radicals as
spin adducts. Due to spin traps enabling the preservation of unpaired electrons, spin adducts are
still EPR active.5 Information obtained from the spectra include hyperfine splitting constants and
the g factor.26 The g factor is similar to the chemical shift in nuclear magnetic resonance (NMR)
11

spectroscopy since it is dependent on the chemical environment, which means the shift of the g
factor will reveal information about the chemical environment of the unpaired electrons. 26 The
hyperfine splitting constants also reveal information about the chemical environment since the
splitting occurs due to interactions between the unpaired electron spin and the nuclear spin.26,27
Both the g factor and the hyperfine splitting constants are dependent on each specific radical, and
it is how the free radicals can be characterized. Spin trapping can also be paired with
immunoassays to characterize free radicals.28,29 This method is fairly new, and it is being
explored more since biochemists, who are the most interested in biological systems with free
radical damage, are more familiar with immunoassays than EPR spectroscopy.
Effective spin traps need to possess several characteristics like stability, water solubility,
lipophilicity, low cytotoxicity, resistance to bioreduction, and possession of a unique EPR
spectrum for each different spin adduct.30 Water solubility ensures the usage of spin traps in
biological systems since they are aqueous in nature. Cytotoxicity must also be considered for
biological systems, so the cells will not die. Lipophilicity is important if the spin traps need to
cross the lipid membrane of cells. The spin adducts that form need to be thermodynamically
stable. If the spin adducts decay too quickly due to having short half-lives from being unstable,
they will not be able to be detected. This concept ties into the idea of resisting bioreduction since
the spin adducts need to be stable in their radical form, so their unpaired spin will be detectable.
They also need a unique EPR spectrum, so the radicals can be characterized. The spin trap and
radical reactions should also be kinetically favorable to ensure that a lower concentration of the
spin trap will be needed, which would prevent possible cytotoxicity from large doses.31
Free radicals are captured by spin traps using radical addition reactions instead of radical
coupling or bimolecular homolytic substitution reactions. A radical addition reaction is a
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requirement for a viable spin trap since the free radical should be captured and not destroyed.
Radical coupling would destroy the free radical since it involves two radicals coming together to
form a closed shell species, which is one that does not have an unpaired electron.1 Biomolecular
homolytic substitution involves the radical abstracting a hydrogen from a molecule and leaving
the molecule that the hydrogen was abstracted from as the radical.1 This reaction would destroy
the radical of interest while creating a new radical. On the other hand, a radical addition reaction
involves an electron-poor free radical adding to an electron rich double or triple bond. This
addition causes a bond to form between the free radical being added, and an atom in the
molecule being added to.1 This reaction is the one that is needed since the free radical of interest
is still in its original form, and the product that is created is EPR active due to the unpaired
electron. These facts allow the original free radical to be identified and characterized.26
Current spin trap classes include nitrones and nitrosos.32 Two common nitroso spin traps
are 2-methyl-2-nitrosopropane (MNP) and 3,5-dibromo-4-nitrosobenzenesulfonic acid
(DBNBS).33 Two common nitrone spin traps are α-phenyl N-t-butyl nitrone (PBN) and 5,5dimethylpyrroline N-oxide (DMPO).33 These four spin traps are shown below.
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Figure 1.1. Structures of the two most common nitroso spin traps: 2-methyl-2-nitrosopropane
(MNP) and 3,5-dibromo-4-nitrosobenzenesulfonic acid (DBNBS), and the two most common
nitrone spin traps: α-phenyl N-t-butyl nitrone (PBN) and 5,5-dimethylpyrroline N-oxide
(DMPO).

Nitroso spin traps are more toxic and more unstable than nitrones, which makes nitrones
the more widely used class of spin traps.33,34 Consequently, research on nitrosos has been limited
even though they produce sharper EPR spectrums than nitrones since the free radical binds to the
nitrogen and the unpaired electron goes to the adjacent oxygen, and it causes the EPR features to
be distinct.33,35 Nitrones produce worse EPR spectra than nitrosos since their spin adducts can be
reduced to their hydroxylamine derivatives, which is shown in Figure 1-2. These derivatives are
EPR inactive since they no longer contain an unpaired electron.36 Hydroxylamine derivatives can
also be oxidized to produce a false positive result. This is rare under mild, biological conditions,
but the possibility does exist.37,38
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Figure 1.2. The reduction of α-phenyl N-t-butyl nitrone (PBN) to its hydroxylamine
derivative. The first step results in the formation of the PBN spin adduct with a generic free
radical. The second, is the reduction of the free radical on the oxygen to a hydroxy group.

Nitrones also produce less clear EPR spectra than nitrosos since the addition of the free
radical to the C-site, or at the carbon attached to the N-C double bond, is distant from the
unpaired electron on the oxygen. This causes the hyperfine splitting to be less clear.39 Despite
these drawbacks, nitrones are still the most commonly used class since they are more stable and
less toxic than nitrosos.33,34
Nitrone spin traps react to form nitroxide spin adducts. Radical addition to the nitrone is
favored at the carbon, or C-site (see Figure 1.3). The oxygen, or O-site, is favored for a second
addition, leading to the formation of a diadduct, which is two free radical additions.40 In a viable
spin trap, the radical must add to the spin trap instead of taking, or abstracting, a hydrogen.
Nitrones work well since the addition of the free radical is favored over the abstraction of a
hydrogen unlike other functional groups, which include imines and aldehydes.41 The order of
radical reactivity with nitrones from least to most favorable is nitroxide, superoxide, peroxide,
methyl, and hydroxide.42 Hydroxide, the most favorable free radical, is the radical of interest for
this study since as mentioned previously it is one of the more prevalent free radical species.
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Figure 1.3. The general reaction is of a nitrone and a free radical adding at the carbon, C-site, to
form the nitroxide spin adduct is shown in the above reaction.

DMPO
5,5-dimethylpyrroline-N-oxide (DMPO) is the cyclic, ring-based, prototype for nitrones.
It has been a mainstay due to its clear EPR spectrum. 6 Another important characteristic of
DMPO is that it can react with oxygen centered and carbon centered free radicals. 43 Selectivity
of the radical addition matters when determining what specific radicals need to be trapped. One
limitation for DMPO is that the adducts are not stable, so their half-lives are short. For example,
the half-life of the DMPO superoxide adduct is one minute, so the intensity of the signal is too
low for the actual amount of superoxide in the system.44 Another limitation for DMPO is that its
superoxide adduct decomposes into the hydroxide adduct.45 This means that the amount of
superoxide cannot be accurately measured since the superoxide adduct will form the hydroxide
adduct.
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Figure 1.4. The above structure is for 5,5-dimethylpyrroline-N-oxide (DMPO), the prototype
cyclic nitrone spin trap. The carbons are labeled by how they will be referenced throughout the
discussion.

DMPO has both positive and negative attributes as a spin trap as discussed previously. To
negate the negatives, substituted analogs have been explored. Substituted DMPO molecules are
promising since they were shown to have a two-fold increase in the rate of reaction meaning that
they are more sensitive to free radicals precent.31 In the substituents being explored, it is
important to note that bulky substituents do not prevent reduction to the hydroxylamine product
from happening, especially not without sacrificing spin trap capabilities. 46 Reduction is
important to consider since it can make the spin trap EPR inactive. On the other hand, electron
withdrawing groups were found to positively affect the reactivity of the spin trap. Charges and
intramolecular hydrogen-bonding also positively affect the spin adduct stability.31 Reactivity is
important in increasing the sensitivity of the spin trap, and stability is important in obtaining EPR
readings.
Several studies have been done on DMPO substituted derivatives and electron
withdrawing groups that affects the reactivity. Villamena et al. found that an amide group at the
C-5 position, which is labeled on the DMPO molecule above, increases the positive charge of the
17

nitronyl carbon, and therefore gives it an enhanced reactivity towards superoxide radical when
compared to the original DMPO parent molecule. Increasing the positive charge of the nitronyl
carbon can be done using other electron withdrawing groups. Consequently, Villamena et al.
found that 5-carboxamide,5-methylpyrroline-N-oxide (AMPO), 7-oxa-1-azaspiro[4.4]non-1-en6-one 1-oxide (CPCOMPO), 5-methyl-,5-(trifluoromethyl)pyrroline-N-oxide (TFMPO), 5acetamide,5-methylpyrroline-N-oxide (MAMPO), and 5-acetamide,5-acetyloxypyrroline-Noxide (EMAPO) increase the efficiency of superoxide trapping.47 These molecules all contain
electron withdrawing groups. Additionally, Han et al. found that the beta-cyclic nitrone 5-N-βcyclodextrin-carboxamide-5-methyl-1-pyrroline N-oxide (Beta-CDMPO), which has an amide
linker group, also shows a higher rate of superoxide trapping and stability when compared to
DMPO, 5-(ethoxycarbonyl),5-methyl-1-pyrroline-N-oxide (EMPO), and 5(diethoxyphosphoryl),5-methyl-1-pyrroline-N-oxide (DEPMPO). It was concluded that the
amide linker group led to these characteristics. 48 A limitation of the amide group is the
hydrophilicity. Spin traps need to exhibit amphiphilicity to be the most effective in biological
systems.49 Further developments of spin traps need to account for this consideration.

Figure 1.5. The structures for three substituted DMPO analogs: a. 5-methyl-,5(trifluoromethyl)pyrroline-N-oxide (TFMPO), b. 5-carboxamide,5-methylpyrroline-N-oxide
(AMAPO), and c. 5-acetamide,5-methylpyrroline-N-oxide (MAMPO).
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Several studies have also been done on DMPO substituted derivatives looking at the
effects of charge and intramolecular H bonding on spin adduct stability.50 The more negative the
nitrogen and the more positive the carbon, the stronger the carbon-nitrogen bond which leads to
more stable spin adducts. C-2 substituents do not influence the stability due to charge as much as
substituents that affect the charge density on the C-5 and the nitrogen.50 Villamena et al. found
that the more positive the charge density on the nitronyl C, the more stable the spin adduct.
Sulfonated nitrones have the highest positive charge density, but sulfonyl groups react with
hydroxyl radicals to form carbon centered radicals.50 This means that other groups that lead to
higher positive charge density need to be explored. For example, fluoride substituents lead to
more stable spin adducts due to the inductive effects making the C more positive.51 In a separate
study, Villamena et al. explored the addition of the peroxyl radical. The N-monoalkylamide
nitrones MAMPO and EMAPO are not thermodynamically favored for peroxyl radical addition,
but EMPO and TFMPO are thermodynamically favored for peroxyl radical addition. There is no
generally accepted explanation since there was no correlation between the electronegativity of
the atoms and the favor to radical addition. There is evidence that strong H-bonding increases the
stability of the spin adduct, which can ease the addition of the peroxyl radical.50,52
PBN
The linear prototype for nitrone spin traps is α-phenyl N-t-butyl nitrone (PBN), and it has
not been studied as much as DMPO since it does not give as clear hyperfine splitting constants
for the EPR spectra.32 PBN does form a stable spin adduct, so even though its EPR spectra are
not as clear there is still value in it being explored further.1 Other characteristics in PBN’s favor
are that it is stable under UV irradiation, and it is selective towards carbon centered spin
adducts.43
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Figure 1.6. The structure of α-phenyl N-t-butyl nitrone (PBN); the prototype linear nitrone spin
trap.

Several studies exploring PBN analogs have been conducted. Rosselin et al. studied the
polar effects of para-substituents on PBN and its electrochemical properties. It was concluded
that electron withdrawing groups increase the ease of oxidation, which is correlated with
increased antioxidant abilities.53 In another study, Rosselin et al. found that hydroxyl groups
increase water solubility with up to two groups on the tert-butyl group of PBN. Having more
than two substituents on PBN tert-butyl group decreases the reactivity. Ester compounds show
higher rates of lipophilicity, but they are the least water soluble. Overall, the amide linker group
was found to be the most viable for use in biological systems. 54 Conversely, para-substituting
PBN’s benzyl ring with carboxylic acid increases spin trapping whereas the amide group
decreases spin trapping.55
Cyclic derivatives of PBN function as more efficient spin traps and antioxidants than the
parent PBN.56 One studied by Porcal et al. synthesized thiadiazolyl and furoxanyl ring analogs of
PBN to test for their spin trapping abilities. They were found to be effective at radical
scavenging and non-toxic.57 Seven of these were chosen to be further studied including α(Z)-(3methylfuroxan-4-yl)-N-t-butylnitrone (FxBN). FxBN is a PBN analog substituted with a 4furoxanyl ring.
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Figure 1.7. The structure of α(Z)-(3-methylfuroxan-4-yl)-N-t-butylnitrone (FxBN).

Overall, FxBN was found to be more effective than PBN and DMPO in its spin trapping
abilities. Important data to support this conclusion is the comparison of half-lives. The FxBNhydroxide radical spin adduct had twice the half-life of the DMPO-hydroxide adduct and two
hundred times the half-life of PBN-hydroxide adduct in a biological environment.58 The half-life
for FxBN superoxide radical is thirty times the value for the DMPO superoxide radical. 58
PBN and its derivatives have been explored for medicinal uses. Since it is both
hydrophilic and lipophilic, it can cross the blood brain barrier. 59 PBN increases cognitive
performance and the lifespan in aging rats due to its antioxidant abilities. 60 Trapping of a radical
is not as efficient as redox reactions when preventing lipid peroxidation signifying that PBN does
not therapeutically act as a spin trap.56 This is beneficial since high doses of PBN are required to
therapeutically act as a spin trap.61 The analog 4-[[(1,1-dimethylethyl)oxidoimino]methyl]-1,3benzenedisulfonic acid (NXY-059) was the medicinal version of PBN brought through clinical
trials.62 NXY-059's main action was not radical trapping but inhibiting the pathway for nitric
oxide production.63 In clinical trials in humans, it was not proven to significantly improve
outcomes in stroke patients.32 Other possible nitrones should be explored for both their spin
trapping and antioxidant properties.
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Figure 1.8. The structure of (NXY-059), the α-phenyl N-t-butyl nitrone (PBN) analog
brought through medicinal clinical trials.
CHAPTER 2
QUANTUM MECHANICS
Basics of Quantum Mechanics
In the late 19th century, classical mechanics was used to describe the macroscopic world,
but there were problems that it could not solve that arose from the microscopic world. Two of
these issues were black body radiation and the photoelectric effect.64 Classical mechanics
predicted that a black body, an object that absorbs all light incident on it, should emit light,
known as black body radiation, with infinite intensity at higher frequencies. Since this
phenomenon could not occur, it was known as the ultraviolet catastrophe. Planck explained black
body radiation by discovering that energy is in emitted in discrete or quantized packets that can
be described using a constant. This constant would come to be known as Planck’s constant (h).65
The specific levels of energy is where quantum mechanics derives its name from since “quanta”
means packet.64 The formula derived from this idea is below where E represents energy, h is
Planck’s constant, and ν is the frequency of the light represented as a wave.66
E = hν

(2-1)
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Albert Einstein was the first to describe the photoelectric effect, and it further proved
Planck’s findings since the Plank constant could be used to describe it, too.67 The photoelectric
effect is observed when a certain frequency of light hits a metal, and electrons are ejected.
Classical mechanics predicted that it would be the number of photons that hit a piece of metal, or
intensity of light, that would affect the amount of the electrons that were emitted. In actuality, it
is the frequency, or the energy, of the photons that affects the electrons that are initially ejected.
This specific frequency is determined by the minimum energy needed to extract electrons from a
metal, which is known as the work function of the metal. Once the certain energy of light is
achieved, the electrons are emitted based on the intensity of light. 64 The equation that describes
this relationship is below. Where KE is kinetic energy, h is Planck’s constant, ν is the frequency,
and 𝜙 = ℎ𝑣0 , where 𝜙 is the work function and νo the minimum frequency that induces the
photoelectric effect .64
𝐾𝐸 = ℎ𝜐 − 𝜙

(2-2)

Bohr created a model of the atom that included quantized variables. He concluded that
electrons must occupy specific energy levels around the nucleus. If this was not the case, the
negative electrons would spiral into the positive nucleus, and therefore, atoms would not be able
to exist.67 His model is accurate in describing the fact that electrons are quantized, but it is
inaccurate in operating with well-defined electron trajectories. In fact, the locations of electrons
must be described in terms of the probability density. The probability density measures the
probability of an electron occupying a specific position in space.60 The probability comes from
the wave function, and the probability density is described using quantized electron orbitals.68
The Heisenberg Uncertainty Principle states that the universe is probabilistic not
deterministic since there is uncertainty in the simultaneous measurement of certain properties of
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particles. One form of the Heisenberg Uncertainty Principle can be stated formally in Equation
2-3. This equation means that the more that is known about the momentum the less that will be
known about the particle’s position.64 This is not due to poor measuring capabilities. Instead, it is
due to the inherent uncertainty introduced by the act of measuring.
ℏ

Δ𝑥Δ𝑝𝑥 ≥ 2

(2-3)

Besides the quantized energy levels, another important concept in quantum mechanics is
that matter can act as both a particle and a wave. Wave-particle duality was discovered in
experiments involving the photoelectric effect and particle interference.67 The phenomenon is
demonstrated very clearly by the double slit experiment. This experiment involved particles
going through a slit, and then going through a double slit. The particles created a diffraction
pattern, which occurs when waves undergo destructive and constructive interference. De Broglie
interpreted related observations by introducing the relationship 𝜆 =

ℎ

, assigning a wave length λ

𝑝,

to a particle with momentum p.64 This duality matters when trying to understand electrons since
due to their microscopic size the wave part is large enough to be detectable, so it will influence
their properties.
Schrödinger Wave Equation
A fundamental postulate of quantum mechanics is the Schrödinger Wave Equation. The
Schrödinger Wave Equation is derived from the classical one-dimensional wave equation using
de Broglie’s idea of waves and the fact that the energy of a particle consists of both potential and
kinetic energy.66 There are two versions of the Schrödinger Wave Equation—the time-dependent
and the time-independent. Both can be used for chemical purposes with the focus here being on
the time-independent wave equation since no calculations requiring time like molecular
dynamics were calculated. The wave functions that are obtained from the time-independent wave
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function are known as stationary-state wave functions since they are independent of time. The
time-independent Schrödinger Wave equation is:64
ℏ2 𝑑 2 𝜓

− 2𝑚 𝑑𝑥 2 + 𝑉 (𝑥 )𝜓(𝑥 ) = 𝐸𝜓(𝑥)

(2-4)

The symbol ℏ, which is known as h bar, is the reduced Planck’s constant and is equal to
ℎ
2𝜋

. 𝜓(𝑥) is the wave function of a particle, and it describes the movement of a particle in a

potential energy field, V(x), and the kinetic energy is represented with

−ℏ2 𝑑2
2𝑚 𝑑𝑥 2

. The combined

potential and kinetic energy can be represented using a quantum mechanical operator known as
̂ ). An operator describes a mathematical function that should be performed on
the Hamiltonian (𝐻
̂=
the variables following it. The Hamiltonian operator can be defined as 𝐻

−ℏ2 𝑑2
2𝑚 𝑑𝑥 2

+ 𝑉 (𝑥),

which includes both the kinetic and the potential energy terms respectively. 64
Since the energy can be described using the Hamiltonian operator, the Schrödinger
equation can be rewritten as an eigenvalue problem. This means that there is an eigenfunction
and an eigenvalue.64 The eigenfunction when acted on by an operator will give the eigenvalue. In
other words, applying the operator on the eigenfunction will always give a constant, or
eigenvalue, times the original function. For the Schrödinger equation, the eigenvalue formulation
is below with 𝜓(𝑥 ), the wavefunction, being the eigenfunction and E, the total energy, being the
eigenvalue.64
̂ 𝜓 (𝑥 ) = 𝐸 𝜓 (𝑥 )
𝐻

(2-5)

The wave function has a probabilistic interpretation. This means that the wave function
can tell the probability of where an electron is located. To determine the probability, the
following interpretation of the wave function can be used: 𝜓 ∗ (𝑥) 𝜓(𝑥 )𝑑𝑥.69 𝜓 ∗ (𝑥 ) is the
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complex conjugate of the wave function 𝜓(𝑥 ). The physical interpretation is that the absolute
square of the wave function, 𝜓 ∗ (𝑥 ) 𝜓(𝑥 ), is a probability distribution function.64
Since wave functions describe the probability of an electron’s location, they must be
normalized. To be normalized means to be set equal to one. The value is one since the particle
has to exist, so the probability the particle is somewhere is one. This can be expressed in the
equation below where A is the normalization constant.64 The normalization constant is used to
normalize the wave function times its complex conjugate to achieve a value of one. Often the
wave function is real-valued and therefore identical with its complex conjugate. The square of
this wave function will give the electron density as described earlier.67
𝑎

1 = |𝐴|2 ∫0 𝜓 ∗ (𝑥 ) 𝜓(𝑥 )𝑑𝑥

(2-6)

Another concept unique to quantum mechanics is the concept of spin. Electrons occupy
specific energy levels in orbitals. These orbitals can be described using quantum numbers that
include the angular momentum quantum number (l) and the magnetic quantum number (ml).
These numbers determine the shape and orientation of the orbital.64,68 Only two electrons can
occupy an orbital, and the quantum number that distinguishes these two electrons is the spin
quantum number, which is 1/2. The z-component of the spin is represented as either +1/2 or -1/2.
The Pauli Exclusion Principle states that only two electrons can occupy a spatial orbital,
and the two electrons must have different a different z-component of spin.71 In other words, two
electrons must differ from each other with respect to at least one quantum number. The equation
that truly represents all three properties is shown below. 64 The α and β are the spin functions and
represent the concept of +1/2 and -1/2 for the spin. The x, y, and z coordinates describe the
position of the orbital in space.
Ψ(𝑥, 𝑦, 𝑧, 𝜎) = 𝜓(𝑥, 𝑦, 𝑧)𝛼(𝜎) 𝑜𝑟 𝜓(𝑥, 𝑦, 𝑧)𝛽(𝜎)
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(2-7)

Approximation Methods
Among many others, there are four commonly used models in quantum mechanics that
describe various motions. These four models are particle in a box, the harmonic oscillator, the
rigid rotor, and the hydrogen-like atom. The particle in a box model describes spatially confined
systems. The harmonic oscillator describes vibration. The rigid rotor describes rotation. The
hydrogen-like atom describes the behavior of an electron in a bound two-body system.64 These
models are useful for understanding concepts in quantum mechanics by creating ideal situations
to illustrate them. For example, the particle in box illustrates how energy levels must be
quantized since the box boundary conditions impose standing-wave behavior on the wave
function of the particle.72
The hydrogen atom is a system that can be solved exactly using the Schrödinger
Equation. The hydrogen atom system is a two-body problem since it consists of a nucleus and an
electron. Since there is no interelectronic repulsion term in the Hamiltonian, the wave equation
can be solved exactly.64 This system can be used to describe simple orbitals, which becomes
important for understanding more complex systems that have more complex orbitals.73 After the
hydrogen atom or any other two-body problems like the helium cation, the problem becomes a
three-body or greater problem. Approximation methods have to be used to calculate an
approximate solution since the exact solutions of the Schrödinger equation cannot be determined
due to the electron-electron repulsion term.66 The electron-electron repulsion energy relies on
knowing the location of an electron in respect to the other electrons in the system. Since only
electron density can be known, it is impossible to calculate the exact value.
The helium atom is a simple example of a multi-electron system. Its Hamiltonian under
the infinitely heavy nucleus approximation is below

27

2

2

̂ = − ℏ 𝛻12 − ℏ 𝛻22 − 2𝑒
𝐻
2𝑚
2𝑚
4𝜋𝜀
𝑒

2

0 𝑟1

𝑒

ℏ2

2𝑒 2

− 4𝜋𝜀

𝑒2

0 𝑟2

+ 4𝜋𝜀

(2-8)

0 𝑟12

ℏ2

The first two terms, 2𝑚 𝛻12 and 2𝑚 𝛻22 , are the kinetic energy terms for the two electrons,
𝑒

2𝑒 2

the next two terms, 4𝜋𝜀

0 𝑟1

𝑒

2𝑒 2

and 4𝜋𝜀

electron, and the final term,

0 𝑟2

𝑒2
4𝜋𝜀0𝑟12

, are from the potential energy of the position of each

, is due to the electron-electron repulsion energy. This is the

term described above that has to be solved using approximation methods.
Atomic units are used to simplify multi-electron equations. The atomic unit of energy is
the hartree (Eh), and its value is 2625.500 kJ/mol.64 Using atomic units, the Hamiltonian operator
for a helium atom goes from the Hamiltonian shown in Equation 2-9 to the Hamiltonian shown
in Equation 2-10. This example shows how atomic units can help represent equations more
simply.
2

2

̂ = − ℏ 𝛻12 − ℏ 𝛻22 − 2𝑒
𝐻
2𝑚
2𝑚
4𝜋𝜀
𝑒

2

0 𝑟1

𝑒

2𝑒 2

− 4𝜋𝜀

𝑒2

0 𝑟2

+ 4𝜋𝜀

̂ = − 1 ∇12 − 1 𝛻22 − 2 − 2 + 1
𝐻
2
2
𝑟
𝑟
𝑟
1

2

(2-9)

0 𝑟12

(2-10)

12

Two fundamental approximation methods include the variational method and
̂ 𝜓(𝑥 ) = 𝐸 𝜓(𝑥 ),
perturbation theory. The variational method takes the Schrödinger equation, 𝐻
multiplies it by the complex conjugate of the wave function, and integrates it over all space to
obtain the following equation for the ground state energy.64

𝐸0 =

̂ 𝜓0 𝑑𝜏
∫ 𝜓∗0 𝐻

(2-11)

∫ 𝜓 ∗ 0 𝜓0𝑑𝜏

This value will be minimized within a set of parameters to obtain a value for the energy.
The equation has a similar form to the expression of the expectation value since the expectation

28

value involves finding an average, and the goal of this is to find the average energy over the
space of interest.67
If the wavefunction is replaced with a trial function, the following equation is obtained.64
𝐸𝜙 =

̂ 𝜙𝑑𝜏
∫ 𝜙∗ 𝐻
∗
∫ 𝜙 𝜙𝑑𝜏

(2-12)

A trial function is necessary since the exact Schrödinger wave function is only known for
two-body systems. This trial function is a guess of what the true wave function is.
The variational principle states that 𝐸𝜙 ≥ 𝐸0 . The energy for the trial function will
always be greater or equal to the energy of the actual wavefunction. 64 The closer the trial
function is to the wavefunction the lower the energy. 67 To find this out, parameters are set for the
variational principle. These parameters can be used to minimize the trial function energy to
obtain a value as close as possible to the ground state energy.64
Perturbation theory involves partitioning the Hamiltonian into the part that can be solved
exactly and a perturbation term that cannot be solved exactly. For example, the electron
repulsion term can be added as a perturbation. The perturbation should only have a small effect
on the unperturbed wavefunction.65 Due to this, the actual wavefunction can be described based
off of the small changes caused by the perturbation. The following represents the unperturbed
̂ (0) 𝜓(𝑥 )(0) = 𝐸 (0) 𝜓(𝑥 )(0).64 The perturbation that will be added to the
Schrödinger equation: 𝐻
̂=𝐻
̂ (0) + 𝐻
̂ (1) , where 𝐻
̂ (0) is the unperturbed
Hamiltonian will look like the following: 𝐻
̂ (1) is the perturbation. The expressed wavefunction will then be a
Hamiltonian and 𝐻
combination of the Hamiltonian from the unperturbed and perturbed, which can be expressed as
𝜓 = 𝜓 (0) + 𝜓 (1) . There can be several perturbations added, but each addition will become less
significant, so they are not exactly necessary to do.64
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Computational Chemistry
The approximation methods described above are the basis of computational chemistry.
Computational chemistry consists of four main methods.66 These methods are molecular
mechanics, ab initio calculations, semiempirical calculations, and molecular dynamics
calculations. Molecular mechanics calculations are fast since it considers molecules as atoms
attached together with springs. Ab initio calculations try to solve the Schrödinger equation
directly, which is where the name ab initio comes from since it means first principles.
Semiempirical calculations also try to solve the Schrödinger equation, but they are guided by
experimental data. Molecular dynamics calculations involve using the laws of motion to
calculate the energy for molecules.66 For the purposes of this research, the Hartree-Fock Self
Consistent Field method, which is an ab initio method, and Density Functional Theory will be
discussed.
Hartree-Fock Self-Consistent Field Method
The Hartree-Fock Self Consistent Field (HF-SCF) method can be used to determine the wave
function for a multielectron system. It involves writing the trial function in terms of orbitals. This
is shown in the following relationship for the helium atom in Equation 2-13.
𝜓(𝑟1 , 𝑟2 ) = 𝜙(𝑟1 )𝜙(𝑟2 )

(2-13)

The functions on the right side of Equation 2-14 will be the same if the electrons are in the
same orbital. The potential energy for this equation can be thought of as an average potential or
̂ 𝑒𝑓𝑓 . 64 Equation
effective potential. This will produce an effective Hamiltonian represented as 𝐻
2-11 shows the value of the effective Hamiltonian including the effective potential energy term,
Veff.
̂1𝑒𝑓𝑓 (𝑟1 ) = − 1 ∇12 − 2 + 𝑉1𝑒𝑓𝑓 (𝑟1 )
𝐻
2
𝑟
1
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(2-14)

In the Hartree-Fock model, this depends on the wavefunction,. Problems like this are solved
using a self-consistent field method. This method involves guessing a trial function to determine
the effective Hamiltonian, and then, solving for the wave function. This process is continued
until the output and the input are self-consistent.64 This means that the output and the input
should converge to a single value after the iterations.
The Hartree-Fock energy will not be correct since it does not account for the correlation
energy. The correlation energy is the energy of interaction between the electrons because their
motion is not independent. For the Hartree-Fock method, the electrons are assumed to behave
independently of one another. The relationship between the correlation energy, the actual energy,
and Hartree-Fock energy can be expressed through the relationship in Equation 2-15.64
𝐶𝐸 = 𝐸𝑒𝑥𝑎𝑐𝑡 − 𝐸𝐻𝐹

(2-15)

To improve upon the correlation energy issue, some methods, for example the MøllerPlessett method, use perturbation theory to solve for it.74
The wave function for a molecule describes the position of all the electrons in the molecule,
and it can be thought of as a product of the individual wave function of electrons. This is known
as the Hartree product.75 The Hartree product is derived from the idea that the energies of all of
the electrons’ Hamiltonians can be added together to find the total energy. Since the energies are
added together, the eigenfunctions of the energies can be represented as products of the oneelectron spin orbitals.75
Unfortunately, the Hartree product does not work since the sign does not change when
electrons are switched as required by wave function antisymmetry which is based on the
exclusion principle, .64 This is important since any multielectron problem must account for this
principle. The antisymmetry principle states that all electronic wave functions must change signs,
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or be antisymmetric, when any two electrons switch coordinates .64 Instead of the Hartree
product, Slater determinants are used to represent the electron wave functions since they follow
the antisymmetric principle.75 The Slater determinants can be represented as 𝐹̂𝑖 𝜙𝑖 = 𝜖𝑖 𝜙𝑖 . The
effective Hamiltonian is called the Fock operator (𝐹̂𝑖 ), and the eigenvalues of 𝜖𝑖 are the orbital
energies. 64
To go from atoms to molecules, another approximation has to be used called the BornOppenheimer approximation. This approximation works by ignoring nuclear motion, which
simplifies the Hamiltonian for a molecule. Nuclear motion can be ignored since the nucleus is so
much larger than an electron it moves so much slower that it can be thought of as remaining still.
Since the nuclei have “fixed,” parameterized, positions, the potential energy of the electrons can
be calculated in terms of the nuclei’s fixed position.66 Being able to calculate this potential
energy surface is important in determining the properties of a molecule.
Molecular orbital theory is used to describe bonds for molecules. Molecular orbitals are
designed in much the same way as atomic orbitals, so the quantum mechanical principles
discussed earlier still apply to them. A linear combination of atomic orbitals is used to determine
the molecular orbital, and then the coefficients are determined using a self-consistent field
calculation.64 The atomic functions used to construct the linear combination of atomic orbitals to
make the molecular orbital is called a basis set. 64 In other words, the basis set represents the
functions that will be calculated for an orbital. The larger the basis set, the more accurate the
calculations are, but also the more time consuming. 75 Atomic orbitals are no longer directly
represented by Slater orbitals. Instead, they are represented using Gaussian functions that
describe the Slater orbitals. The atomic orbitals in a basis set are the sum of the Gaussian
functions. This is represented by:64
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𝜓𝑖 = ∑𝑀
𝑘=1 𝑐𝑘𝑖 𝜙𝑘

(2-16)

The coefficient cki can be determined using a set of algebraic equations known as the
Roothaan equations. The Fij is the ijth matrix element of the Fock operator and Sij is the overlap
integral between the basis functions φi and φj:
∑𝑀
𝑗=1(𝐹𝑖𝑗 − 𝐸𝑖 𝑆𝑖𝑗 )𝑐𝑖𝑗 = 0

(2-17)

Density Functional Theory
Another computational method that has been developed outside of the Hartree-Fock
method is the Density Functional Theory (DFT). It is based on two mathematical theorems
proved by Kohn and Hohenberg.76 The first theorem is that “the ground state energy from the
Schrödinger equation is a unique functional of the electron density.”75 A functional is a function
of a function. This means another way of thinking about the first theorem is that the ground state
energy can be expressed as E[n(r)] where n(r) is the electron density. Thinking of electrons in
terms of density works since the exact locations of the electrons are impossible to find, but the
probability of the electrons’ locations, and therefore, their density is practical to find. 75 The
second theorem states that “the electron density that minimizes the energy of the overall
functional is the true electron density corresponding to the full solution of the Schrödinger
equation.”75 A variational principle approach can be used to find the correct functional.
The functional can be written as:
𝐸 [(𝜓𝑖 )] = 𝐸𝑘𝑛𝑜𝑤𝑛 [(𝜓𝑖 )] + 𝐸𝑋𝐶 [(𝜓𝑖 )]

(2-18)

The known terms include electron kinetic energies and the Coulomb interactions between
electrons and nuclei, between pairs of nuclei, and between the electrons. The Exc part stands for
the exchange-correlation energy. The issue involved in solving this is again the many-body
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problem issue. Kohn and Sham solved this issue with the Kohn-Sham equations, which have the
form:
[−

ℏ2
2𝑚

∇2 + 𝑉 (𝑟) + 𝑉𝐻 (𝑟) + 𝑉𝑋𝐶 (𝑟)] 𝜓𝑖 (𝑟) = ℇ𝑖 𝜓𝑖 (𝑟)

(2-19)

The solution of the Kohn-Sham equations are single-electron wave functions that depend
on only three spatial variables, 𝜓𝑖 (𝑟). V(r) describes the interactions between an electron and the
nuclei present in the molecule. VH(r) describes the Coulombic repulsion between an electron and
the total electron density. Vxc(r) describes the exchange and correlation contributions to the
single-electron equation. This part of the equation corrects for the issue in describing V H since
the electron is also repelling itself in the current description. Since the Kohn-Sham equations
depend on the solutions of these equation, a similar iterative approach is used to solve the
equations like the one used in the HF-SCF.75
The exchange-correlation functional cannot be known, but it can be approximated. The
simplest approximation used is the local density approximation (LDA). This approximation is
derived from the fact that the electron density is constant in a uniform electron gas model. At
each point in the uniform electron gas model, the exchange-correlation potential is set as a
known potential. This method uses only the local density to approximate the exchangecorrelation functional. Hence, the name of it is the local density approximation.75 Using this
approximation allows DFT to account for the electron correlation energy unlike the HF-SCF.
For this project, HF and DFT will be used to calculate the optimized geometries of the
four novel spin traps. The four novel spin traps were derived from taking the 4-methylfuroxynl
ring from FxBN and combining it with DMPO, TFMPO, AMPO, and MAMPO to possibly
create more effective spin traps.
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Figure 2.1. The four novel spin traps that were derived from the 4-methylfuroxynl ring of FxBN
and DMPO and three of its analogs.
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CHAPTER THREE
METHODOLOGY AND RESULTS
Overview
Three radical addition reactions were studied for the four novel spin traps. These three
reactions were the addition of the hydroxyl radical to the C and to the O site, and the diadduct
addition, which is where the hydroxyl free radical adds to both the C and the O site. The
hydroxyl radical addition to the C-site, O-site, and both sites of a generic nitrone are shown in
Figures 3.1-3.3 respectively.

Figure 3.1. The hydroxyl radical addition to the C-Site of a generic nitrone.

Figure 3.2. The hydroxyl radical addition to the O-Site of a generic nitrone.

Figure 3.3. The hydroxyl radical addition to both the C and O-Site of a generic nitrone.
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It should be noted that the criterion for the value of the four novel spin traps is the change
in energy as the reactants form the products. If the radical addition reaction is exothermic,
meaning that the change in energy is negative, the products are more stable than the reactants.
Stability of the product matters since for a reaction to be favorable the product should be more
stable than the reactant. The change in energy (ΔE), is:
ΔE = E of the Spin Adduct – E of the Spin Trap – nE of the hydroxyl radical

(3-1)

where n is 1 for the single additions to the O or C site, and 2 for the diadduct since two hydroxyl
radicals added for that reaction. The energies will be obtained by optimizing the geometries of
the molecules using computational methods.
Computational Methodology
The optimized geometries for the molecules of interest were obtained using NWChem
6.8.77 The optimized geometries were calculated for the four novel spin traps, the hydroxyl
radical, and the spin adduct formed for each spin trap from the three different radical addition
reactions described above. From the optimized geometries, the energy of the molecules was
obtained. Two computational methods were used to optimize the geometries. One method used
was the Hartree-Fock Self-Consistent-Field Theory (HF-SCF), and the other method used was
Density Functional Theory (DFT). These methods were discussed earlier in the Quantum
Mechanics section. Overall, both methods involve iterative approaches that try to converge on a
single value for the Schrödinger wave equation. An example of this convergence in action can be
seen for an HF-SCF calculation in Figure 3.4 and for a DFT calculation in Figure 3.5. The basis
sets used for these methods were 6-31G*and cc-pVDZ.78,79 In addition the B3LYP functional
was used for DFT.80 That is, in standard computational chemistry notation, the levels of theory
were HF/6-31G*, HF/cc-pVDZ, DFT/B3LYP/6-31G* and DFT/B3LYP/cc-pVDZ.

37

Figure 3.4. Plot of the molecular energy vs. geometry step for the optimization of the geometry
for DMPO-FxBN at the HF/cc-pVDZ level of theory.

Figure 3.5. Plot of the molecular energy vs. geometry step for the optimization of the geometry
for DMPO-FxBN at the DFT/B3LYP/cc-pVDZ level of theory.
Results and Discussion
The calculations ran first in this study were at the 6-31G* level of theory. From these
calculated optimized geometries, the novel spin trap with the highest energy was the DMPOFxBN. This is unsurprising since this novel spin trap had the least number of atoms in it, so it
does not have as much to stabilize it as the others. TFMPO had the lowest energy. This same
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trend was seen for the optimized geometries of the spin adducts at the C-site, O-site, and
diadduct additions.
Table 3.1. The Energy from the Optimized Geometries at the 6-31G* Level. The energy in
hartrees for the optimized geometries of the four novel spin traps and the spin adducts formed in
the three different radical addition reactions are below

Theory Derivative
HF
DFT
C-Site
Adduct
HF
DFT
O-Site
Adduct
HF
DFT
Diadduct
HF
DFT

Energy (hartrees)
DMPO
TFMPO
-736.0597871 -1032.638537
-740.5176008 -1038.241183

MAMPO
-903.8376596
-909.2041833

AMPO
-864.8061806
-869.9094923

-811.5047915 -1108.091178
-816.3302675 -1114.038164

-979.2669885
-985.0143509

-940.2502366
-945.7146684

-811.3841364 -1107.960389
-816.2559202 -1113.94442

-979.1050034
-984.943508

-940.1201025
-945.6414373

-886.8526538 -1183.435221
-892.0800706 -1189.796498

-1054.617177
-1060.766299

-1015.593131
-1021.452156

The optimized geometry for the hydroxyl radical was calculated at the 6-31G* level. This
radical was added to the structure of the four novel spin traps at the C-site, O-site, and diadduct
additions to show the product of the radical addition reactions. It was used to calculate the
change in energies for the free radical reactions using the following formula: ΔE = energy of spin
adduct – energy of spin trap – n(energy of hydroxyl radical) where n = 1 for the C and O site
additions and n = 2 for the diadduct addition. The diadduct addition is where two hydroxyl
radicals added to both the C and O site. Whereas for the C and O site, only on hydroxyl radical
added.
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Table 3.2. Optimized Geometry of Hydroxyl Radical at the HF/6-31G* and DFT/B3LYP/631G* Levels of Theory. The energy calculated from the optimized geometry is below
Theory Energy
(Hartrees)
HF
-75.208616
DFT
-75.7234257
The ΔE was first calculated in hartrees, as the energies of the optimized species.. The ΔE
values were then converted to kJ/mol using the conversion factor 1 hartree = 2625.5 kJ/mol.
Looking at the ΔE in kJ/mol, a few trends were noticeable. One trend was that the ΔE for the Csite reactions was more exothermic than the O-site reactions. A notable calculation is of the
TFMP-FxBN ΔE for the O-site spin adduct where the energy calculated was actually
endothermic. This trend is to be expected since an electron-rich radical is more likely to be
attracted to a carbon than an oxygen, which would make the C-site addition more likely to
happen.
Table 3.3. ΔE in Hartrees for the Hydroxyl Radical Addition Reactions at the 6-31G* Level.
The ΔE using the optimized geometries from above was calculated using the following formula:
ΔE = energy of spin adduct – energy of spin trap – n(energy of hydroxyl radical), where n is 1 for
the C-site and O-site additions and 2 for the diadduct.
Theory

Reaction
ΔE(C-Site Spin Adduct)

HF
DFT

Energy (Hartrees)
DMPO
TFMPO
-0.23639 -0.24402
-0.08924 -0.07356

MAMPO AMPO
-0.22071 -0.23544
-0.08674 -0.08175

ΔE(O-Site Spin Adduct)
HF
DFT

-0.11573 -0.11324 -0.05873
-0.01489 0.020189 -0.0159

-0.10531
-0.00852

-0.37563 -0.37945
-0.11562 -0.10846

-0.36972
-0.09581

Diadduct
HF
DFT
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-0.36229
-0.11527

Table 3.4. ΔE in kJ/mol for the Hydroxyl Radical Addition Reactions at the 6-31G* Level.
The energies that were calculated in Table 3.3 were converted to kJ/mol using the following
conversion factor: 1 hartree = 2625.5 kJ/mol.
Theory

Reaction
ΔE(C-Site Spin Adduct)

HF
DFT

Energy (kJ/mol)
DMPO
TFMPO
-620.638 -640.688
-234.302 -193.119

MAMPO AMPO
-579.482 -618.148
-227.741 -214.636

ΔE(O-Site Spin Adduct)
HF
DFT

-303.858 -297.301 -154.19
-39.1034 53.00543 -41.7428

-276.481
-22.3674

-986.229 -996.251
-303.556 -284.771

-970.696
-251.555

Diadduct
HF
DFT

-951.18
-302.629

Another trend is that the diadduct reactions are more stable than either the C-site or Osite reactions. This is also to be expected since for the diadduct two hydroxyl radicals were
added to both the C and the O site, so the spin adduct is no longer a radical. Since it is no longer
a radical, it should be stable. The diadduct though is not of interest in spin trapping since it lost
its electron paramagnetic resonance (EPR) spectroscopy activity by no longer containing an
unpaired electron.
A final general trend for the reactions is that the DMPO-FxBN analog almost always had
the most stable reactions compared to the three other spin traps. There are only three exceptions.
One is the TFMPO C-site addition HF calculation, the other is the MAMPO O-site addition DFT
calculation, and the final exception is the TFMPO diadduct HF calculation. TFMPO would be a
likely candidate to be more stable for the C-site addition since the fluorines pull electron density
away from nitrone making it more susceptible to the hydroxyl radical addition. This reason could
explain why it is more stable than DMPO-FxBN for two different reactions. MAMPO is 2.64

41

kJ/mol more stable than the DMPO-FxBN analog for that reaction. Given how small the ΔE
value is, this difference is not as significant as it was for the two TFMPO exceptions where the
differences were 20.05 kJ/mol and 19.98 kJ/mol respectively.
The same calculations done at the 6-31G* level of theory were done at the cc-pVDZ level
of theory. The geometries were optimized for the four novel spin traps, the spin adducts of the
three different radical reactions, and the hydroxyl radical. The spin trap and spin adduct with the
lowest energy was the TFMPO-FxBN calculations, which was the same for the 6-31G*
calculations. The highest energy for both the spin trap and spin adduct was also still the DMPOFxBN calculations.
Table 3.5. The Energy from the Optimized Geometries at the cc-pVDZ Level. The energy in
hartrees for the optimized geometries of the four novel spin traps and the spin adducts formed in
the three different radical addition reactions are below

Theory
HF
DFT

Derivative

Energy (hartrees)
DMPO
TFMPO
-736.1220512 -1032.714974
-740.5711958 -1038.322244

MAMPO
-903.9163831
-909.2754915

AMPO
-864.8834837
-869.9820167

-811.5787043
-816.3961165

-1108.179748
-1114.129842

-979.3578489
-985.0971711

-940.3397811
-945.797644

-811.4575482
-816.3307671

-1108.048021
-1114.036486

-979.1920885
-984.9866807

-940.2093033
-945.7256816

-886.9378674
-892.1563509

-1183.535183
-1189.900379

-1054.719013
-1060.862035

-1015.694321
-1021.546100

C-Site
Adduct
HF
DFT
O-Site
Adduct
HF
DFT
Diadduct
HF
DFT
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Table 3.6. Optimized Geometry of Hydroxyl Radical at the cc-pVDZ Level. The energy
calculated from the optimized geometry is below
Energy (hartrees)
Theory
Hydroxyl Radical
HF
-75.22562788
DFT
-75.69628558
Using the optimized geometries at the cc-pVDZ level of theory, the change in energy
from the reactants to the product was calculated for the three radical reactions. The overall trends
were similar to the calculations at the 6-31G* level. The C-site radical addition reaction is more
stable than the O-site radical addition reaction. There were no endothermic reactions for the Osite addition this time, but there were two lower values of -47.1294 kJ/mol for the TFMPOFxBN derivative and -39.1294 kJ/mol for MAMPO-FxBN. The diadduct additions were again
the most stableThe DMPO-FxBN analog had the most stable reaction for all calculations except
for three, and the exceptions were the same as seen at the 6-31G* level of theory. The exceptions
were TFMPO for the HF calculation at both the C-site addition and the diadduct addition and
then the MAMPO DFT diadduct addition.
Table 3.7. ΔE in Hartrees for the Hydroxyl Radical Addition Reactions at the cc-pVDZ
Level. The ΔE using the optimized geometries from above was calculated using the following
formula: ΔE = energy of spin adduct – energy of spin trap – n(energy of hydroxyl radical), where
n is 1 for the C-site and O-site additions and 2 for the diadduct.
Theory

Reaction
ΔE(C-Site Spin Adduct)

HF
DFT

DMPO
-0.23103
-0.12864

Energy (hartrees)
TFMPO
MAMPO
-0.23915 -0.21584
-0.11131 -0.12539

AMPO
-0.23067
-0.11934

-0.10987
-0.063286

-0.10742
-0.01796

-0.05008
-0.0149

-0.10019
-0.04738

-0.36456
-0.19258

-0.36895
-0.18556

-0.35137
-0.19397

-0.35958
-0.17151

ΔE(O-Site Spin Adduct)
HF
DFT
Diadduct
HF
DFT
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Table 3.8. ΔE in kJ/mol for the Hydroxyl Radical Addition Reactions at the cc-pVDZ
Level. The energies that were calculated in Table 3.3 were converted to kJ/mol using the
following conversion factor: 1 hartree = 2625.5 kJ/mol.
Theory

Reaction
ΔE(C-Site Spin Adduct)

HF
DFT

DMPO
-606.56
-337.73

Energy (kJ/mol)
TFMPO
MAMPO AMPO
-627.88
-566.68
-605.62
-292.25
-329.22
-313.33

-288.46
-166.16

-282.03
-47.14

-131.48
-39.129

-263.05
-124.39

-957.15
-505.63

-968.69
-487.20

-922.53
-509.27

-944.08
-450.30

ΔE(O-Site Spin Adduct)
HF
DFT
Diadduct
HF
DFT

The optimized geometries for the four novel spin trap analogs are below. These
geometries are from the cc-pVDZ basis set and from the HF calculations. These geometries were
inserted to show the output of the calculations in the software.

Figure 3.6. The optimized geometry of the DMPO-FxBN spin trap at the HF/cc-pVDZ level of
theory.
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Figure 3.7. The optimized geometry of the AMPO-FxBN spin trap at the HF/cc-pVDZ level of
theory.

Figure 3.8. TFMPO-FxBN Novel Spin Trap Analog. The optimized geometry of the TFMPOFxBN spin trap at the HF/cc-pVDZ level of theory.
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Figure 3.9. MAMPO-FxBN Novel Spin Trap Analog. The optimized geometry of the
MAMPO-FxBN spin trap at the HF/cc-pVDZ level of theory.
The optimized geometries of the addition to the C and O site are also shown for the
DMPO-FxBN analog along with the diadduct addition. These are also shown to illustrate the
output of the calculations. In particular, to illustrate what the hydroxyl radical looks like at the Csite, O-site, and diadduct additions for one of the specific novel spin traps.

Figure 3.10. DMPO-FxBN Novel Spin Adduct C-Site Addition. The optimized geometry of
the DMPO-FxBN spin adduct at the HF/cc-pVDZ level of theory. The hydroxyl radical added at
the C-site of the nitrone.
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Figure 3.11. DMPO-FxBN Novel Spin Adduct O-Site Addition. The optimized geometry of
the DMPO-FxBN spin adduct at the HF/cc-pVDZ level of theory. The hydroxyl radical is added
at the O-site of the nitrone.

Figure 3.12. DMPO-FxBN Novel Spin Adduct Diadduct Addition. The optimized geometry
of the DMPO-FxBN diadduct at the HF/cc-pVDZ level of theory. The hydroxyl radical added to
both the C-site and the O-site of the nitrone.
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CHAPTER FOUR
CONCLUSIONS
These four novel spin traps do produce stable spin adducts when reacted with the
hydroxyl radical. The C-site addition of the hydroxyl radical is favored over the O-site addition.
The diadduct is more stable than both the C and O site additions, but it is not EPR active since it
was the singlet, and for spin trapping that reaction is not useful. The analog that combined the
methyl-furoxynal ring from FxBN had the most stable reactions for all but three of the
calculations. The Hartree-Fock and Density Functional Theory (DFT) calculations matched the
overall trends for the reactions. The DFT values were lower due to the electron correlation
energy. Further avenues of research would be to study the methyl-furoxynal ring on other
molecules.
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