Abstract. The Newton iteration is considered for a matrix polynomial equation which arises in stochastic problem. In this paper, it is shown that the elementwise minimal nonnegative solution of the matrix polynomial equation can be obtained using Newton's method if the equation satisfies the sufficient condition, and the convergence rate of the iteration is quadratic if the solution is simple. Moreover, it is shown that the convergence rate is at least linear if the solution is non-simple, but a modified Newton method whose iteration number is less than the pure Newton iteration number can be applied. Finally, numerical experiments are given to compare the effectiveness of the modified Newton method and the standard Newton method.
1. Introduction. We consider a matrix polynomial equation(MPE) with n-degree defined by (1.1) P (X) = n k=0 A k X k = A n X n + A n−1 X n−1 + · · · + A 1 X + A 0 = 0, where the coefficient matrices A k 's are m × m matrices. Then, the unknown matrix X must be an m × m matrix.
The MPE (1.1) often occurs in the theory of differential equations, system theory, network theory, stochastic theory, quasi-birth-and-death and other areas [1-4, 7, 14, 21-23] .
The goal of this paper is to propose a modified Newton method of the MPE (1.1) which satisfies Assumption 1.1. This MPE is useful for stochastic theory, quasi-birth-and-death area, and so on. The modified Newton method is better than the pure Newton's method if the elementwise minimal positive solution is non-simple. The idea of the modified Newton method is from the modification of Newton's method for algebraic Riccati equtions of [10] . In [10] , Guo and Lancaster showed that Y i+1 − S < cε for the modified iteration Y i+1 , the solution S, a constant c > 0, and small ε > 0. On the other hand, we show that the modified Newton iteration Y i+1 for the MPE is closer to the solution S than the pure Newton iteration X i+1 .
We start with some basic definitions. Definition 1.2. Let a matrix A ∈ R m×m . A is an Z-matrix if all its off-diagonal elements are nonpositive.
It is clear that any Z-matrix A can be written as sI − B with B ≥ 0 and s ∈ R. Then M -matrix can be defined as follows.
Definition 1.3. A matrix A ∈ R
m×m is an M -matrix if A = rI − B for some nonnegative matrix B with r ≥ ρ(B) where ρ is the spectral radius; it is a singular M -matrix if r = ρ(B) and a nonsingular M -matrix if r > ρ(B).
The following result is well known and can be found in [9] and [25] for example. 
Similarly, if nonnegative solutions S 1 and S 2 satisfy (1.2) for any nonnegative solution S, S 1 is called the elementwise minimal nonnegative solution and S 2 is called the elementwise maximal nonnegative solution. p×q is denoted by A ⊗ B and is defined to be the block matrix
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The vec operator vec :
where a
m×n , B ∈ C p×q , and C ∈ C m×q be given and let X ∈ C n×p be unknown. The matrix equation
is equivalent to the system of qm equations in np unknowns given by
Definition 1.8. Let a matrix function F : C m×n → C m×n be given, and let a matrix equation
be given. Then, a solution S ∈ C m×n of (1.5) is called simple if the Fréchet derivative of F at S is nonsingular.
To reach our goal, in Section 2, we study the minimal nonnegative solution S of (1.1) and the Fréchet derivative of P in (1.1) at S, and we show the convergence of the Newton iteration for (1.1). We give an analysis about Newton's method for the non-simple minimal nonnegative solution S, in Section 3. In Section 4, we propose a modified Newton method which is better for finding the minimal nonnegative solution S. Finally, we give some numerical experiments, in Section 5.
For convenience, the notation || · || is used instead of the Frobenius norm || · || F and N 0 is used as N ∪ {0} because the Frobenius norm and N 0 are used very frequently in this paper.
2.
Convergence of Newton's method for an MPE. In this section, we introduce a sufficient condition of the existence of the minimal nonnegative solution of the MPE (1.1) with Assumption 1.1, and give some analysis for Newton's method. A k is a nonsingular or singular irreducible M -matrix.
The Fréchet derivative of the matrix polynomial equation (1.1) at X in the direction H is given by (2.7)
The second Fréchet derivative of the quadratic matrix equation (1.1) at X is given by (2.8)
A Modified Newton Method for a Matrix Polynomial Equation Arising in Stochastic Problem
For the equation (1.1), each step of the Newton iteration with given X 0 can be written as (2.9)
(2.9) can be separated into two parts as (2.10)
The general approach for solving (2.10) is to solve the m 2 × m 2 linear system derived by Lemma 1.7 such as
where (2.11)
Theorem 2.2. Suppose that the MPE (1.1) satisfies Assumption 1.1 and (2.6). Then, the Newton sequence {X i } with X 0 = 0 is well defined, is monotone nondecreasing, and converges to the elementwise minimal positive solution S. Furthermore, −P Xi is a nonsingular irreducible M -matrix for i ∈ N, and −P S is an irreducible M -matrix.
Proof. According to the proof of [24, Theorem 2.1], the elementwise minimal nonnegative solution S of (1.1) is the limit of the monotone nondecreasing sequence {X [26, Theorem 2.9 ], the Newton sequence {X i } with X 0 = 0 is well-defined, monotone nondecreasing, and converges to the elementwise minimal positive solution S. Moreover,
is a nonsingular M -matrix for each i ∈ N 0 . Now, it is sufficient to show that −P Xi is irreducible for i ∈ N. Since From that X i > 0, we obtain that
is an irreducible nonnegative matrix. Therefore,
is also irreducible.
The next theorem follows directly from Theorem 2.2 and the well known local quadratic convergence of Newton's method. Theorem 2.3. If the matrix −P S in Theorem 2.2 is nonsingular, then for X 0 = 0, the Newton sequence {X i } converges to S, quadratically.
3. Analysis for the singular M -matrix −P S . According to Theorem 2.3, the Newton iteration (2.9) converges quadratically if −P S is nonsingular. In this section, we will see the convergence rate of (2.9) when −P S is a singular M -matrix. If P S is not invertible, then P S has a null space N = Ker(P S ) and closed range M = Im(P S ). Suppose that the direct sum N ⊕ M = R m×m . Then, we can define P N to be the projection onto N parallel to M and P M = I − P N . For a nonzero matrix N 0 ∈ N , define the map B N0 : N → N given by
In fact, B N0 is a linear map. The main result of this section is an application of the following theorem which shows the local convergence and the convergence rate of Newton's method under some conditions. 
where P 0 is the projection onto span{N 0 } parallel to
To analyze convergence of Newton's method when −P S is singular, we will show that (1.1) satisfies the conditions of Theorem 3.1. From this point, for convenience, we letX i = X i − S. Proof. Since S is positive and A k 's are irreducible, −P S is irreducible. Then, by Perron-Frobenius Theorem [17, Theorem 8.4.4] , 0 is a simple eigenvalue of P S with a positive eigenvector. Thus, we can find n 2 linearly independent vectors χ 1 , χ 2 , . . . , χ n 2 such that χ 1 > 0 and (3.14)
and D is an (n 2 − 1) × (n 2 − 1) nonsingular matrix. By the same way, we also have a positive vector ψ such that ψ T P S = 0. Now, P S (N ) = 0 if and only if P S vec(N ) = 0. From (3.14), P S vec(N ) = 0 if and only if vec(N ) ∈ span(χ 1 ), in which case we write N = avec −1 (χ 1 ) for some nonzero a ∈ R. Thus,
To prove the map B N0 is invertible for a nonzero matrix N 0 ∈ N , we only need to show that
for all nonzero N ∈ N because B N0 is linear and N is one-dimensional. Since vec −1 (χ 1 ) > 0 and S > 0, we have
where N = avec −1 (χ 1 ) and N 0 = bvec −1 (χ 1 ). Moreover, P S (N 0 , N ) is either positive or negative.
On the other hand,
for some real numbers k 1 , k 2 , . . . , k n 2 . By Fundamental theorem of linear algebra in [28] and Lemma 6.3.10 in [17] , we have
Since P S (N 0 , N ) is either positive or negative and ψ is positive, the left side of (3.15) is also either positive or negative. So, k 1 cannot be zero. Therefore,
Lemma 3.3. Let S be the minimal positive solution of (1.1) with Assumption 1.1, and let {X i } ∞ i=0 be a Newton sequence in (2.9). Then,
for some positive real numbers a, b, c.
Proof. From Taylor's Theorem and putting S = X i−1 −X i−1 , we have 
which is equivalent to
From (2.10), we have
and clearly,
If we subtract (3.18) from (3.16) and substitute (3.17), we obtain
Putting S = X i−1 −X i−1 in the previous equality,
Since · is a multiplicative matrix norm on R m×m , we have required result.
Lemma 3.4. For any fixed θ > 0, let
where {X i } is the Newton sequence in Theorem 2.2. Then, there exist an integer i 0 and a constant c > 0
Proof. Using Taylor's Theorem and the fact that P S P N (X i ) = 0,
Since
we have 
On the other hand, from Lemma 3.3, we have
From (3.21) and the fact that X i = S for any i, we have
SinceX i converges to 0 by Theorem 2.2, we can find an i 0 such that X i ≤ c X i−1 2 for all i ≥ i 0 .
Corollary 3.5. Assume that, for given θ > 0,
When P S is singular practically the Newton sequence converges linearly, according to the corollary we conclude that the error will generally be dominated by its N component [10] . From Lemmas 3.2 and 3.4 we have the following main theorem. 
A modified Newton method.
Under the conditions in Theorem 3.6, the convergence rate of the Newton sequence is 1/2. Furthermore, P M (X i ) / P N (X i ) 2 converges to 0, i.e., P M (X i0 ) < ε P N (X i0 ) holds for sufficiently small ε > 0 and large integer i 0 to make P N (X i0 ) < 1. Intuitivley, we understand that P M (X i0 ) is almost terminated, and {X i } ∞ i=i0 is located near a one-dimensional subspace N . Then, we will give a modified Newton method which has faster convergence than the pure one.
Lemma 4.1. Let {X i } be the Newton sequence in Theorem 2.2, and let the derivative P S be singular. Suppose that there exists i 0 ∈ N 0 such that i ≥ i 0 implies that
Proof. From the proof of Lemma 3.2,
It means that ε > 1, i.e., it contradicts the hypothesis. Therefore, c i,1 < 0 and P N (X i ) < 0.
Consider a polynomial f (x) = px 3 + 2px 2 + (9p + 1)x − 1 for p > 0. Since f (0) = −1 and f (1) = 12p, f has a root in the interval (0, 1). From that f (x) = 3px 2 + 4px + 9p + 1 > 0 for all x > 0, f is monotone increasing in (0, 1), i.e., the root t of f in (0, 1) is unique. Hence, for x ∈ (0, t), it holds that (4.24) 9x + 2x The previous inequality is useful to prove the following theorem.
Xi (P (X i )), p = P N , and let ε ∈ (0, t) be given where t is the real root of f (x) = px 3 + 2px 2 + (9p + 1)x − 1 in (0, 1). Suppose that i ≥ i 0 implies that
Proof. From the definition of Y i+1 , we get that
So, we will show that 2X i+1 −X i < X i+1 . From the hypothesis, we obtain that (4.27) (
It yields two following inequalities,
From the previous two inequalities, we get the inequality
where c i,1 and c i+1,1 are scalars which are in the proof of Lemma 4.1, i.e., they are negative. It is obtained that Therefore, we get the following inequality,
Since ε ∈ (0, t), 9ε + 2ε
The theoretical result in Theorem 4.2 suggests a modified Newton method, as in [10] for algebraic Riccati equations. The main ideas of the algorithm are that we choose X i+1 as the next step of X i if P (Y i+1 ) ≥ η for given tolerance η and the iteration is terminated if P (X i+1 ) < η or P (Y i+1 ) < η. Then, A k 's satisfy Assumption 1.1 and (2.6). Hence, the MPE has the minimal positive solution S.
Let m = 3. Then, the minimal nonnegative solution
where r ≈ −0.3287191 which is the nearest real root to 0 of the equation
2 + 12456x + 4096 = 0. Furthermore, −P S is a singular M -matrix. Therefore, we can calculate P N and P M , easily. In this example, in fact, −P S is symmetric, so, P N and P M are orthogonal projections, i.e., p = P N = 1. Thus, t ≈ 0.097985683 is the real root of
If we calculate the Newton iteration
in (2.9) with X 0 = 0 and
in Theorem 4.2, then we obtain Figures 1, 2, 3 as results of Figure   1 shows that Figure 2 , we get that P M (X i ) < t P N (X i ) when i ≥ 1.
Finally, we see that Y i − S < X i − S for i ≥ 2 through Figure 3 . This experiment shows that, for given i, Y i is closer to the solution than X i if it satisfies the conditions of Theorem 4.2. Furthermore, we obtain that Y i 's for i ≥ 13 are closer to the solution than any X i 's. It means that we do not need to compute X i for i ≥ 13 since Y 13 is thought to be a "numerical" minimal nonnegative solution which is close sufficiently to the "mathematical" minimal nonnegative solution. 
be given, where W k is a random nonnegative matrix which has null diagonal entries and positive off-diagonal entries such that W k 1 m = We run the pure Newton algorithm(PNA) and the modified Newton algorithm(MNA) 300 times with X 0 = 0, for (5.36) and (5.37) respectively. All of the 300 experiments are run with different coefficients. Averages of the iteration numbers are given in Table 1 . PNA MNA Q(X) = 0 26 10.99 R(X) = 0 7 7 of (5.37) is simple. We can see from Table 1 that MNA is significantly more efficient than PNA for finding non-simple solutions.
