Simon NW, Wood J, Moghaddam B. Action-outcome relationships are represented differently by medial prefrontal and orbitofrontal cortex neurons during action execution.
activity would be expected to encode information about these relationships during action performance.
PFC is divided into multiple subregions that play complementary roles in reward-related behavior (Brown and Bowman 2002; Buckley et al. 2009; Chudasama and Robbins 2003; Glascher et al. 2012; Gourley et al. 2010; Luk and Wallis 2013; Moghaddam and Homayoun 2007; Rudebeck et al. 2006 ). The orbitofrontal cortex (OFC) has been implicated in outcome representation (Fellows 2011; Gallagher et al. 1999; Izquierdo et al. 2004; Morrison and Salzman 2009; Padoa-Schioppa and Assad 2006; Roesch and Olson 2004; Rolls 2004; Rolls and Baylis 1994; Schoenbaum et al. 1998; Simmons and Richmond 2008; Tremblay and Schultz 1999; van Duuren et al. 2007 ), whereas medial PFC (mPFC) has been implicated in assigning value to actions (Behrens et al. 2007; Corbit and Balleine 2003; Histed et al. 2009; Luk and Wallis 2013; Matsumoto et al. 2007; Matsumoto and Tanaka 2004; Mulder et al. 2003; Oliveira et al. 2007; Rudebeck et al. 2008 ). In the current study, we recorded single units in rat OFC and mPFC as we independently manipulated the relationship between outcomes and actions (specifically, outcome value, and the number of action trials required to earn an outcome, or "action requirement"). This design allowed us to parse different aspects of the action-outcome relationship and provided insight about how PFC neurons encode this information. Finally, recording simultaneously from OFC and mPFC allowed us to assess whether this information is segregated among PFC regions.
MATERIALS AND METHODS

Subjects
Male Sprague-Dawley rats (n ϭ 21, 250 g upon arrival, Harlan, Frederick, MD) were used for this experiment. All subjects initially were pair-housed with a similarly aged animal on a 12:12-h reverse dark/light cycle (lights on at 7 pm), then individually housed following surgery. Rats were food deprived to ϳ90% of free feeding weight throughout the experiment. All research methods included here were approved by the Institutional Animal Care and Use Committee at the University of Pittsburgh.
Apparatus
Behavioral testing was performed in chambers with metal front and back walls, transparent Plexiglas side walls, and a steel wire floor (Coulbourn Instruments, Allentown, PA). The chamber was equipped with an automated feeder and corresponding food trough on one wall, and a nosepoke port mounted on the opposite wall. The chamber was located inside a sound attenuating cubicle, and behavior was monitored throughout each session using a camera mounted on the back wall. All behavioral experiments were designed and performed with Graphic State software (Coulbourn Instruments, Allentown, PA).
Surgery
Before behavioral training, rats were implanted bilaterally under isoflurane anesthesia with eight-channel microelectrode arrays for single unit recording in mPFC and OFC. Brain regions were counterbalanced by hemisphere across rats. Coordinates were ϩ3 AP, ϩ0.5 ML, and Ϫ4 DV for mPFC, and ϩ3 AP, ϩ3.3 ML, and Ϫ5.5 DV for OFC. Habituation, as described above, started at least 1 wk after surgery.
Behavioral Training
Rats were handled and habituated to the testing room, sucrose pellets, and connecting or disconnecting the headstage cable. After habituation, they were given a 30-min magazine training session, during which sucrose pellets (45 mg, Bio-Serv, Frenchtown, NJ) were delivered into a food trough at random intervals (75 Ϯ 45 s). On day 2, rats were trained to perform a single nose-poke when a port was illuminated, which was followed by immediate pellet delivery, then a 5-s intertrial interval (ITI). The nose-poke port light was extinguished immediately after the nose-poke was performed. This training session was repeated daily until rats completed at least 50 reinforced nosepokes. Once rats met this criterion, in all trials the nose-poke port was again illuminated, but only for a 10-s response period. A nose-poke during this period resulted in termination of the port light, and food was delivered after a 2-s delay. This delay was instituted to provide clear temporal dissociation of the action from outcome delivery, and was fixed at 2 s regardless of whether the rat entered the trough or not after the action. After a variable ITI of 10 -20 s, another trial was initiated. If the rat failed to respond during the 10-s response period, then the port light was extinguished and the trial proceeded directly to the ITI. Each trial was 30 s long, and each 45-min session consisted of 90 trials. Rats were trained until they were able to correctly perform the action in 80% of the trials.
To assess how PFC units responded to changes in action-outcome relationships, rats were subjected to two shifts in task components on separate days: an outcome magnitude shift and an action requirement shift.
Shift 1: outcome magnitude shift. During the first block of 30 trials, a single action during the response period was reinforced with a single sucrose pellet reward. During this block of trials, the task proceeded identically to the training sessions. During a second block of 30 trials, every action was reinforced with delivery of four sucrose pellets. During the third and final block of 30 trials, actions were again reinforced with a single sucrose pellet. Therefore, outcome magnitude was manipulated (1:4:1 sucrose pellets), while the number of actions required remained constant. After this session, each animal was run on a session in which 1 action was reinforced with 1 reward, in order to ensure that the original action-outcome relationship was intact before proceeding with the second shift.
Shift 2: alternating reward trials (action requirement shift). During the first block of 30 trials, a single action was reinforced with a single sucrose pellet. For the remainder of the session, the first action during the response period was unrewarded and caused immediate progression to the ITI. In the following trial, an action was reinforced with a single pellet. As such, trials alternated between unrewarded and rewarded, and two actions in consecutive trials were required for reinforcement. Because two actions were required for each reward delivery, we refer to this phase of the task as a shift in action requirement. It could also be interpreted by the rat as a change in reward probability, as one in every 2 responses is reinforced. If the subject performed a correct action but then missed the response period on the following trial, the two trial sequence reset. The subjects each performed 60 trials in the alternating reward trial block. Details of the task are depicted in Fig. 1 .
Electrophysiology
Neural signals were buffered by a headstage amplifier before being amplified and analog band pass filtered by a preamplifier. The headstage amplifier and cables were connected to a commutator allowing the animal to move freely in the behavioral chamber. Spikes were analog filtered between 300 Hz and 8 kHz before being digitized at 40 kHz. Voltage threshold crossing waveforms were saved to disk by PC controlled recording software (Plexon, Dallas, TX). The behavioral system controller sent TTL pulses to the neural data acquisition system that were used to synchronize behavioral events with neural data. Units were sorted offline using standard techniques and the Offline Sorter software package (Plexon). Fig. 1 . Behavioral procedures and histology. A: schematic detailing the task progression across experimental sessions. Following shaping, animals were given a baseline session, followed by the outcome magnitude shift session. After the magnitude shift session, another baseline session was performed before the action requirement shift was instituted. B: during the outcome magnitude shift session, the first 30 trials were 1 action:1 pellet, the second 30 were 1 action:4 pellets, and the final 30 were restored to 1 action:1 pellet. C: during the action shift session, the first 30 trials were 1 action:1 pellet, then the following 60 trials were 2 actions:1 pellet. In the action requirement shift session, each successful action during the cue was counted as a trial; thus 30 of these trials were unrewarded, and 30 were rewarded. In order to receive reinforcement, rats were required to complete 2 consecutive trials; a missed trial caused the 2 actions:1 pellet sequence to reset. D: electrode placements in medial prefrontal (mPFC) and orbitofrontal cortex (OFC). Each box represents the placement of one electrode array. Note that all OFC placements were located in the lateral subregion of the OFC.
Histology
After completion of the experiment, rats were anesthetized with chloral hydrate and perfused with saline and 10% formalin solution. Brains were removed and placed in 10% formalin, then cryoprotected in a 30% formalin sucrose solution. Brains were sectioned in 60-m coronal slices, stained with cresyl violet, and mounted to microscope slides. Finally, electrode-tip placements were verified under a light microscope ( Fig. 1) .
Behavior Analysis
To assess whether rats were able to detect the shifts in actionoutcome relationships, we measured different aspects of behavioral performance. First, we assessed the latency to perform the action (nose-poke) after cue presentation. Following the alternating reward trial shift, when two actions were required to receive a reward, only trials that were part of a full, rewarded sequence were included in this measure (i.e., omitted trials and unrewarded trials not followed by a rewarded action were not included).
Latency to enter the food trough after the action was also measured. Because there was a 2-s gap between the action and reward delivery, rats were often able to enter the trough prior to food delivery. For this analysis only trials in which rats entered the trough prior to food delivery were included, as latency to enter the food trough has often been used as a measure of motivation/expectation (Bohn et al. 2003; Holland and Straub 1979; . Entries into the trough after reward delivery were not included in this measure, as these trials were likely more reflective of reaction time to pellet delivery (rather than reward expectation). This measure was used only for the outcome magnitude shift session, because rats were less likely to enter the food trough prior to reward delivery following the alternating reward trial shift.
Electrophysiological Analysis
Analyses focused on data obtained from 3 sessions: 1) the final day of baseline training, 2) the outcome magnitude shift, and 3) the action requirement shift. All analyses were conducted using custom-made analysis routines executed in Matlab version 2010b (MathWorks, Nattick, MA). All single unit discharge rates were calculated in 50-ms bins and Z-score normalized against a 5-s segment of the ITI (9 s prior to trial initiation). Data were smoothed using a 5-point moving average filter prior to both analysis and presentation to minimize the error in estimates of firing rate as recommended by Kass et al. (2003) .
The current analyses focused on two periods: a peri-action window (5 bins, 250 ms total length) centered on the execution of each action, and an outcome anticipation window (10 bins, 500 ms) that immediately preceded reward delivery. These windows were selected based on the most commonly observed patterns of responses in the data (see Fig. 4 ). Selective units were defined as "activated" or "suppressed" for either of these events based on two criteria: 1) average firing rate (Hz) during the period surrounding the action/prior to the outcome was significantly different from average firing rate during the baseline period via a paired-samples t-test; and 2) the period contained at least three consecutive 50-ms bins in which the Z score exceeded 1 for activated units, or was less than Ϫ0.75 for suppressed units. (A less stringent criterion was used for suppressed units because of floor effects.) All neuronal responses were visually verified to ensure the accuracy of the classification criteria.
Units with a baseline firing rate greater than 10 Hz, and spike duration less than 0.5 ms, were classified as fast-spiking units (Connors and Gutnick 1990; Homayoun and Moghaddam 2007; Tierney et al. 2004 ). The percentage of units meeting these criteria was too low to permit reliable statistical analysis (5.65% across all three days of analysis), and therefore action and outcome anticipation-selective fast spiking units were excluded from this study.
Statistical Analysis
For comparisons in behavior between trial types, we used one-way repeated-measures ANOVA as an omnibus test, and paired t-tests to compare specific trial types. Paired t-tests were used to compare average neuronal activity between different trial types (1 pellet vs. 4 pellets) during the epochs of interest for the magnitude shift. One-way ANOVA was used to compare all three trial types (preshift, postshiftunrewarded, postshift-rewarded) for the alternating reward trial shift, with individual repeated-measures comparisons used to further analyze differences between pairs of trial types.
RESULTS
Behavior
Rats were first trained on a simple action-outcome task in which a nose-poke into a port was reinforced with a single sugar pellet. Then, to assess how PFC neurons encode shifts in action-outcome relationships, rats were subjected to two shifts in task contingencies on separate days: 1) an outcome magnitude shift, in which one instrumental action was rewarded with four pellets, then 2) an action requirement shift in which two actions were required to receive one pellet ( Fig. 1 ). Before the shifts, rats required 5.8 Ϯ 0.4 sessions to achieve task criterion on the action-outcome task (responding correctly on at least 80% of trials). In the final training session, subjects completed 84.51% of trials, with an average latency to respond of 3.71 s.
During the magnitude shift session, rats generally entered the food trough prior to food delivery. There was a difference between trial types in latency to enter the food trough after the nose poke (which is henceforth referred to as the "action"), such that rats were quicker to enter the food trough for the 4 pellet outcome than the 1 pellet outcome (t 14 ϭ 3.09, P ϭ 0.01; Fig. 2A ). This measure is indicative of greater motivation on the 4 pellet trials (Bohn et al. 2003; Holland and Straub 1979; and provides a critical behavior index demonstrating that rats actively discriminated between trial types. However, there was no difference in latency to perform the action between different outcome magnitudes (t 21 ϭ 0.22, P ϭ 0.83; Fig. 2C ). During the action requirement shift session, in contrast, a difference in response latency was observed between trial types (F 2,32 ϭ 7.031, P ϭ 0.003; Fig.  2B ). Rats demonstrated an increased latency to respond on unrewarded compared with rewarded trials (t 16 ϭ 3.58, P ϭ 0.003). This indicated that they were able to track impending rewards on a trial-by-trial basis rather than expecting a 50% probability of reinforcement on all trials following the shift (Fig. 2) . Data showing latency to enter the food trough from the action shift session are not reported here because there were a limited number of trials in which rats entered the food trough prior to reward delivery after this shift. Collectively, these data provide evidence that rats behaviorally distinguished trial types before and after shifts of both outcome magnitude and action requirement. Furthermore, latency to enter the trough was sensitive to changes in outcome magnitude, whereas latency to perform the action was sensitive to reward availability.
Neural Activity During Behavior
A total of 22 rats with microelectrode arrays implanted in mPFC and/or OFC were utilized for this experiment (Fig. 1 ). We recorded from 228 units in mPFC and 164 units in OFC across the 3 sessions for which data are shown (final training session, outcome magnitude, and action-requirement shift). Our analyses focused on the peri-action and outcome anticipation periods of these sessions.
Characterization of action and outcome anticipation evoked neuronal firing. During the final training session, after animals had acquired the action-outcome relationship, we recorded 77 mPFC and 68 OFC units. As expected, we observed selectivity for different task events in both PFC regions, with some units activated by events, and others suppressed by events ( Fig. 3) . Several of these units were responsive to the instrumental action, with the action temporally defined as when the rat activated a photodetector stationed inside the nose poke port. This period includes action preparation, action execution, and cue light offset. Among these units, 15 in mPFC and 11 in OFC units were activated in the periaction period, and 14 in mPFC and 14 in OFC units were suppressed by the action (Fig. 3) . Representative examples of action-selective units are shown in Fig. 4 , as is the average response of all selective PFC units. Note that, in both brain regions, the average of activated and suppressed neurons began their phasic response firing rate before the completion of the action (Fig. 4 ). This implies that units were not simply encoding the cue termination following the action, but the action itself. In general, subpopulations of units in both PFC regions represented action-related information with no overt differences in the topography of the neuronal response.
In both regions, there also were subsets of units that demonstrated a sustained activation or suppression in firing rate after the action or before outcome delivery. In mPFC, 14 units were selectively activated during the outcome anticipation period (beginning 0.5 s before delivery and culminated at delivery), and 14 were suppressed (Fig. 3 ). In OFC, 11 units were activated, and 12 were suppressed during this period. As previously described, representative examples of pre-outcome responding and the average group response are depicted in Fig.  4 , I-L. In most cases, neuronal responses took place in either the peri-action period, or after the action and prior to outcome delivery, with a relatively small percentage modulated by both events (Fig. 3) .
Outcome magnitude shift. The outcome magnitude shift session was arranged in an A-B-A design, that began with a single action producing a single sugar pellet (1 action:1 outcome), shifted to each action producing four pellets (1:4), then was restored to one action producing one pellet (1:1). We recorded 70 mPFC units and 45 OFC units in this session. In mPFC, 32 of these units were modulated (activated or suppressed) during action execution during the first 1:1 block of trials, with 16 of these being activated during the action and 16 suppressed during the action (Table 1) . In activated units, there was no difference in the magnitude of population activity between the early and late 1:1 conditions in mPFC activated units (t 15 ϭ 0.91, P ϭ 0.39); hence, these conditions were averaged together and compared with the 1:4 condition. There Fig. 2 . Rats behaviorally discriminate between trial types. A: there was a difference in latency to enter the food trough after the action (and prior to reward delivery) based on outcome magnitude, with rats entering the trough more quickly on 4 pellet trials. B: there was no difference in latency to perform the action at the beginning of each trial based on outcome magnitude. C: there was a difference in latency to the action during the action requirement shift, such that subjects responded more quickly on rewarded trials than unrewarded trials following the shift. Trial types highlighted in gray on the X axis are post-shift, and rats alternated between these trials. All data are displayed as means Ϯ SE. Asterisk represents statistical significance as assessed by t-tests.
was no modulation of peri-action mPFC activity caused by the outcome magnitude shift (Fig. 5A, t 15 ϭ 1.66, P ϭ 0.12) . The lack of a consistent effect of outcome magnitude shift on neuronal activity is evident when each individual unit's response is examined (Fig. 5B ). Although more units showed reduced activity than increased activity (Table 1) , neither group was substantial enough to produce significant effects. Units suppressed by the action in mPFC were also unresponsive to increases in outcome magnitude (t 15 ϭ 0.52, P ϭ 0.61; Fig. 5 ).
Similar to Fig. 4F , a subset of units (n ϭ 20) demonstrated a gradual increase in neuronal activity before outcome delivery. There was no difference in pre-outcome activity between the early and late 1:1 blocks (t 19 ϭ 1.86, P ϭ 0.078). When these responses were combined and compared to the preoutcome period during the 1:4 block, there was again no difference (t 19 ϭ 0.12, P ϭ 0.902; Fig. 5, E and F) . This indicated that mPFC units are activated prior to a rewarding outcome, but that the magnitude of this neural signal does not differ based on outcome magnitude.
In OFC, 11 of OFC units were activated by actions, with no difference in the magnitude of neuronal activation observed between the 1:1 blocks of trials (t 10 ϭ 1.004, P ϭ 0.34). In contrast to mPFC, OFC population activity increased less when the magnitude of the outcome was 4 pellets vs. 1 pellet (Fig.  5C , t 10 ϭ 2.61, P ϭ 0.026). This response was carried by the majority of the units in the subpopulation (Fig. 5D ). We probed for correlations between individual units and trial number after the shift, and only one unit demonstrated a significant negative correlation, indicating that the majority of units did not reduce activity in a linear fashion following the shift (mean r of activated units ϭ Ϫ0.10). Rather, units showed a reduction in action-evoked activity almost immediately following the shift to four pellets, and there was no difference between early and late trials following both the shift to four pellets (t 10 ϭ 0.29, P ϭ 0.78) and the shift back to one pellet (t 10 ϭ 0.28, P ϭ 0.79).
A small subset (n ϭ 8) of OFC units were suppressed during action performance, and these units did not discriminate between 1 and 4 pellet trials (t 7 ϭ 1.15, P ϭ 0.29). Therefore, action-selective units in OFC were modulated by changes in outcome magnitude, although this effect was confined to units activated during the action.
Thirteen OFC units were activated during outcome anticipation. There was no difference in the magnitude of this activity based on upcoming outcome magnitude (1:1 vs. 1:1 block comparison: t 12 ϭ 0.889, P ϭ 0.391; 1:1 vs. 1:4 comparison: t 12 ϭ 1.286, P ϭ 0.229; Fig. 5, G and H) , indicating that OFC neurons encode information about outcome magnitude during action performance but not during outcome anticipation.
Alternating reward trials shift. The alternating reward trials shift, or shift in action requirement (number of actions per reward), began with a single action required to earn a single sugar pellet (1:1). The number of actions required to produce a sugar pellet was then increased (2:1). We recorded 81 mPFC units and 51 OFC units during this session. In mPFC, 15 units were classified as being activated during the action. We compared activity evoked by three types of actions within the session-preshift actions (all of which were rewarded), postshift unrewarded actions, and postshift rewarded actions-and found a difference in population response evoked by these actions (F 2,30 ϭ 10.98, P Ͻ 0.001, Fig. 6, A and B) . Individual contrasts revealed that the preshift actions evoked greater neural activity than both unrewarded (P ϭ 0.002) and rewarded actions (P ϭ 0.001) following the shift. Unrewarded and rewarded actions evoked similar levels of activation in mPFC (t 15 ϭ 1.19, P ϭ 0.25; Fig. 6 ). Although the percentage of mPFC units that exhibited decreased activity after the action shift was comparable to during the outcome shift (Table 1) , the magnitude of this decrease was substantially greater here (105.59% decrease in activity during the action shift; 37.30% decrease during the outcome shift), indicating that mPFC units are much more sensitive to changes in actions required compared with outcome value.
There were no correlations between action-evoked activation and trial number for any of these units after the action requirement shift (mean r of activated units ϭ 0.002), indicating that activity was not reduced in a linear fashion after the shift. We compared blocks of early and late trials following the shift and found no differences between these blocks (t 13 ϭ 0.26, P ϭ 0.80), indicating that activity was reduced immediately following the shift, and remained at this level throughout the session.
Units in mPFC that were suppressed during the action (n ϭ 17) also encoded information about the shift in action require- ment. There was a near-significant difference in action-evoked suppression between the three trial types (F 2,32 ϭ 3.13, P ϭ 0.057). Specifically, there was a significant difference between trials before and after the shift, such that units increased activity (i.e., decreased suppression) after the number of actions required for reward was shifted from 1 to 2 (t 16 ϭ 2.23, P ϭ 0.041). Thus units that were either activated or suppressed by actions were sensitive to changes in action requirement.
In the subset of units that activated during outcome anticipation (n ϭ 24), mPFC neuronal activity was increased relative to baseline during the outcome anticipation period, reaching peak activity around delivery (Fig. 6, E and F) . There was a difference in this anticipatory activity between the three action types (F 2,46 ϭ 5.13, P ϭ 0.01), such that pre-shift activity was greater than post-shift activity during both unrewarded (P ϭ 0.006) and rewarded trials (P ϭ 0.007). There was again no difference between unrewarded and rewarded trials (P ϭ 0.475). Taken together, these data suggest that mPFC neurons represented information about action requirement, but not outcome availability or the result of the past trial, by reducing firing rates during action execution and outcome anticipation when multiple actions were required for reward.
In OFC, 29.41% of units were activated by action execution. There was no difference in population response between any action types (F 2,14 ϭ 0.833, P ϭ 0.45; Fig. 6, C and D) . A separate subset of action-selective OFC units was suppressed by the action (15.69%). In this case, there was a significant difference in activity among trial types (F 1,14 ϭ 11.54, P ϭ 0.001; Fig. 6 ). Individual repeated-measures post hoc tests revealed a difference between unrewarded and rewarded trials Fig. 5 . OFC but not mPFC units encode changes in outcome magnitude during action execution. Subjects performed an action to receive an outcome of 1, 4, or 1 pellets in successive blocks. A: mPFC units classified as activated by actions did not alter firing rate with outcome magnitude. Data are aligned to action execution and depicted as the Z score normalized mean Ϯ SE of selective units. As there were no significant differences in firing rates between the two 1 action:1 pellet trial blocks (data not shown), these data are depicted averaged together. B: mean firing rates for each individual activated unit in both conditions, with each pair of points representing a single unit's normalized firing rate measured within a window spanning 250 ms surrounding the action. The overall group mean is depicted as a red line. C: OFC units classified as activated by action execution decreased firing rate when outcome magnitude was increased. D: mean firing rates for each individual action-activated unit. E: mPFC units suppressed by actions did not alter firing rate with changes in outcome magnitude. F: mean firing rates for each mPFC unit suppressed by the action. G: OFC units suppressed during the action did not alter firing rate with changes in outcome magnitude. H: mean firing rates for each unit suppressed by the action. I: mPFC units classified as activated by outcome anticipation did not alter firing rate with changes in outcome magnitude. J: mean firing rates for each individual unit activated by outcome anticipation, averaged across a 500-ms window before outcome delivery. K: OFC units classified as activated by outcome anticipation did not alter firing rate with changes in outcome magnitude. L: mean firing rates for each individual unit activated by outcome anticipation. Asterisks represent statistical significance via paired sample t-tests at ␣ ϭ 0.05.
following the shift (P ϭ 0.02), such that units were suppressed only during the actions of rewarded trials. Additionally, there was a difference between preshift rewarded trials and postshift unrewarded trials (P ϭ 0.005), and no differences between rewarded trials pre-or postshift (P ϭ 0.134). This suggests that units suppressed by actions in OFC track impending outcome availability.
OFC units activated during the outcome anticipation period (n ϭ 10) showed a difference in activity among the three trial types (F 2,18 ϭ 5.54, P ϭ 0.011; Fig. 6, G and H) , such that the first block (1:1) was different from both trial types in the second block (2:1; P values Ͻ 0.02). As with mPFC, there was no difference between the unrewarded and rewarded blocks following the action requirement shift (P ϭ 0.96). Thus, in contrast with action-evoked activity, both mPFC and OFC encode action requirement during the preoutcome anticipation period.
DISCUSSION
We observed that neuronal activity in mPFC and OFC encoded distinct information about the causal relationship between actions and the resulting outcomes. Furthermore, these neuronal changes were mirrored by differences in behavior. During action execution, mPFC units encoded changes in action requirement (i.e., number of actions required to receive an outcome) while performing the action, but did not represent changes in outcome magnitude. In contrast, OFC units activated by action execution encoded changes in outcome magnitude during action performance, but were insensitive to changes in action requirement. OFC units suppressed by the action also encoded information about impending outcome availability.
PFC Regions Encode Distinct Information about Action-Outcome Relationships During Action Performance
Our observation that mPFC encodes the number of actions/ trials required for reward, whereas OFC encodes outcome magnitude, highlights differential encoding of information about action-outcome relationships in these two regions. This is consistent with previous studies demonstrating functional dissociation within PFC. Lesions of mPFC disrupt acquisition and adaptation of goal-directed behavior and changes in actionoutcome contingency (Balleine and Dickinson 1998; Birrell and Brown 2000; Corbit and Balleine 2003; Killcross and Coutureau 2003; Naneix et al. 2009; Ostlund and Balleine 2005) .
In addition, our data are in agreement with previous data showing that mPFC neuronal populations do not encode changes in outcome magnitude or availability through actionevoked population response (Kargo et al. 2007; Peters et al. 2005) . Our OFC data are consistent with lesion studies suggesting that this region is critical for modifying behavior with changes in reward value (Fellows 2011; Sellitto et al. 2010) , as well as recording studies demonstrating encoding of information about expected rewards during reward anticipation and reward-predictive cues (Padoa-Schioppa and Assad 2006; Rogers et al. 1999; Rolls and Baylis 1994; Schoenbaum et al. 1998; Schultz 2000; Wallis and Miller 2003) .
The current study expands on previous work by recording from OFC and mPFC in the same subjects engaged in a task where the relationship between rewards and number of actions was independently manipulated. This design allowed us to observe that differences in OFC and mPFC processing exist during reward-driven instrumental action. This study also demonstrates that other aspects of action-outcome relationships (action requirement and outcome magnitude) are encoded in parallel during action performance. These similarities and differences are likely related to overlapping or distinct subcortical and sensory inputs to these PFC regions (Chandler et al. 2013; Kolb et al. 2004; Ongur and Price 2000) .
It is possible that the reduction of action-evoked activity in mPFC during the action shift was reflective of reduced reward value or general motivation, as requiring two actions per reward reduces the average reward associated with each action. Indeed, it has been shown that mPFC encodes information about incentive value during consummatory behavior (Parent et al. 2015) . However, if mPFC activity were solely reflective of reward value, differences in activity would have been evident during the outcome magnitude shift, which directly manipulates reward value. Furthermore, if action-evoked activity in mPFC were reflective of general response motivation, this also would have been affected during the outcome shift. Therefore, at least during action performance, mPFC activity seems to provide information specifically about action requirement but not outcome value or overall motivational state.
During the increase in action requirement, it is possible that the activity of action-selective mPFC neurons is modulated by effort expenditure, as effort-based decision making involves the mPFC (Floresco et al. 2008; Hosking et al. 2014; Khani et al. 2015) . Increased effort is a direct function of the number of actions required for each reward; thus effort encoding in mPFC is consistent with a role for these networks in encoding information about action-outcome relationships. Similarly, an increased action requirement increases the average amount of delay between actions and rewards. OFC also has been implicated in incorporating delays into encoding of upcoming rewards (Roesch et al. 2006; Rudebeck et al. 2006 with these findings, unrewarded trials, which were more temporally distant from rewards than rewarded trials, were characterized by less action-evoked OFC activity. We have interpreted this as OFC signaling reward availability on a trial-by-trial basis; but an alternative interpretation is that action-evoked OFC activity provides information about the amount of "waiting" required prior to reward delivery.
Negative Value Coding of Outcome Magnitude in OFC
We observed that OFC activity was reduced when the outcome magnitude increased but restored to preshift activa-tion levels when the outcome returned to its initial, lower magnitude. Other studies have demonstrated either positive or negative reward value coding in OFC, and some have observed both occurring simultaneously in separate neural subpopulations (Burton et al. 2014; Morrison and Salzman 2009; O'Neill and Schultz 2010; Padoa-Schioppa and Assad 2006; Roesch and Olson 2004; Roesch et al. 2006; van Duuren et al. 2007 ). These studies differed from the current work by focusing on different task epochs, offering multiple rewarding options, and/or using well-trained animals responding to predictable changes in reward value. The current study suggests that Fig. 6 . mPFC encodes shift in action requirement. For the alternating trials/action requirement shift, subjects performed a single action to receive a pellet reward, then, in a second block, performed two actions on consecutive trials before receiving reward. A: mPFC units classified as activated by action execution reduced firing rate as action requirement increased. There was no difference between unrewarded and rewarded actions during the second block. Data are aligned to action execution and depicted as Z score normalized mean Ϯ SE. B: mean firing rates for each individual mPFC action-activated unit for the first block and unrewarded and rewarded responses in the second block (shaded) during a 250-ms window surrounding the action. The overall mean is depicted as a red line. C: OFC units classified as activated by action execution did not alter firing rate following the change in action requirement. D: mean firing rates for each individual OFC unit activated by action execution. E: mPFC activity in neurons suppressed during the peri-action window. Action-evoked suppression was eliminated following the increase in action requirement. There was no difference between unrewarded and rewarded trials after the shift. F: mean firing rates for each mPFC unit suppressed during the action. G: OFC activity in units suppressed during the action. Suppressed units increased their action evoked activity on unrewarded trials, and their suppression was restored on rewarded trials. H: mean firing rates for each suppressed OFC unit. I: mPFC activity during outcome anticipation (X-axis aligned to outcome delivery) was reduced in a subpopulation of units following an increase in action requirement. There was no difference between unrewarded and rewarded trials after the shift. J: mean firing rates for each mPFC activated by outcome anticipation, with means taken from the 500-ms period preceding the reward. K: OFC activity during outcome anticipation was reduced following an increase in action requirement. As with mPFC, there was no difference between unrewarded and rewarded trials after the shift. L: mean firing rates for each OFC unit selective for outcome anticipation. For B, D, F, and H, asterisks represent statistical significance at ␣ ϭ 0.05. changes in outcome magnitude are encoded predominantly via negative coding during action-evoked activity when alterations in outcome magnitude are unexpected and are not accompanied by changes in environmental cues. This contrasted with the positive action-encoding observed in mPFC during the action shift, in which a decrease in the possibility of reward was associated with a decrease in action-evoked activity. This suggests that, at least during actions, encoding of actionoutcome relationships does not adhere to a single value system in which either increasing the amount of actions required for a reward or decreasing reward magnitude are encoded in similar fashion. Rather, fluctuations in action requirement and outcome magnitude are encoded differently by distinct PFC regions.
PFC Subregions Encode a Uniform Signal During Outcome Anticipation
During outcome anticipation, we observed that both mPFC and OFC encoded information about decreased availability of expected reward, but not upcoming outcome magnitude. Sustained neuronal activation during anticipation of a reward or stimulus is commonly observed in PFC (Deco et al. 2005; Funahashi et al. 1989; Niki and Watanabe 1979; Totah et al. 2009 ). This persistent elevation in firing has been associated with maintaining a mental representation of upcoming rewards/ cues, and directing attention toward the expected outcome. Consistent with this idea, mPFC and OFC both signal reduced expectation of reward delivery during reward anticipation following an action, but provide divergent signals that represent either action requirement (mPFC), outcome magnitude (activated units in OFC), or impending reward availability (suppressed units in OFC) during action execution. It also is important to note that this information was carried by distinct subpopulations that subserved different task epochs.
The observation that preoutcome OFC activity did not encode outcome magnitude was different from several previous studies that found OFC neuronal correlates of outcome magnitude during outcome anticipation (Roesch et al. 2006; van Duuren et al. 2007) . Experimental design differences that may account for differences in outcome include: 1) presentation of cues that predicted the size of the upcoming reward; 2) extensive training relative to our study, in which changes in outcome magnitude had never previously been experienced; and 3) an extended outcome anticipation period that included reward delivery.
Action-Outcome Representations in OFC
Our findings demonstrate that both OFC and mPFC represent information about outcomes during action performance. The concept of OFC contributing to action-outcome learning is not unprecedented, as OFC lesions can impair action-outcome learning and alter decision-making (Noonan et al. 2012; Rhodes and Murray 2013) . Furthermore, OFC activity related to instrumental actions has been observed previously, and OFC activity appears to inform decision-making directly (Furuyashiki et al. 2008; Noonan et al. 2012; Padoa-Schioppa and Assad 2006; Sul et al. 2010) .
OFC is often associated with Pavlovian (stimulus-outcome) learning (Balleine et al. 2011; Fellows and Farah 2005; Luk and Wallis 2013) . Thus an alternative interpretation of the current finding may be that OFC activity is responding to the stimulus of cue offset that immediately follows the action. If this were the case, one would expect the neuronal response to begin immediately upon cue termination, whereas we observed that the response typically began before cue termination. In addition, action-selective units were not modulated on trials where the subject failed to respond and the cue was terminated. Collectively, these data suggest that OFC neurons encode information about action-outcome relationships in addition to their previously ascribed role in Pavlovian conditioning.
Conclusions
Previous studies investigating the role of PFC during goaldirected behavior have focused on encoding of working memory during a discriminative cue, the anticipatory period prior to outcome delivery, or feedback following outcome or outcome omission (Fuster and Alexander 1971, Funahashi et al. 1993; Fuster and Alexander 1971; Luk and Wallis 2009; Matsumoto et al. 2007; Moorman and Aston-Jones, 2014; Padoa-Schioppa and Assad 2006; Rainer et al. 1998; Roesch et al. 2006; Roesch and Olson 2004; Simmons and Richmond 2008) . Here we focused on action-evoked neuronal activity that peaked near action completion. We found that information about the value of actions and rewards is encoded separately and in parallel, with action requirement represented in mPFC, and outcome magnitude and availability represented in OFC. These data provide novel evidence that PFC subregions encode behaviorally relevant information during the execution of goal-directed actions, implicating PFC as an executive region that directly informs action selection. Inability to accurately internalize this information may contribute to the aberrant behavioral flexibility observed in psychiatric disorders involving PFC dysfunction.
