Hecke-Tyurin parametrization of the Hitchin and KZB systems by Enriquez, B. & Rubtsov, V.
ar
X
iv
:m
at
h/
99
11
08
7v
1 
 [m
ath
.A
G]
  1
2 N
ov
 19
99
HECKE-TYURIN PARAMETRIZATION OF THE HITCHIN
AND KZB SYSTEMS
B. ENRIQUEZ AND V. RUBTSOV
Abstract. We study the parametrization of the moduli space Bun2(C)L of
rank 2 bundles over a curve C with fixed determinant, provided by Hecke
modifications at fixed points of the trivial bundle. This parametrization is
closely related to the Tyurin parametrization of vector bundles over curves.
We use it to parametrize the Hitchin and KZB systems, as well as lifts of the
Beilinson-Drinfeld D-modules. We express a generating series for the lifts of
the Beilinson-Drinfeld operators in terms of a “quantum L-operator” ℓ(z). We
explain the relation to earlier joint work with G. Felder, based on parametriza-
tion by flags of bundles, and introduce filtrations on conformal blocks, related
with Hecke modifications.
1. Introduction
1.1. Tyurin maps and Hecke parametrizations. In [22], A. Tyurin intro-
duced the following parametrization of the moduli space Bunn(C)ng of vector
bundles of rank n and of degree ng over a curve C of genus g = g(C) ≥ 1. The
space H0(C, E) of sections of a generic such bundle E is of dimension n. For P
a point of C, denote by EP the fiber of E at P and define ΣP as the subspace of
EP generated by the sections of E . ΣP is equal to the fiber of EP at P , except
when P is one of ng points of C, P1, . . . , Png. Generically, the Pi are distinct
and ΣP is of codimension 1 in EP . Let us denote by ℓi the subspace of H
0(C, E)∗
generated by evaluation at Pi. Define T as the map assigning to E , the collection
(Pi)i=1,... ,ng together with the collection of lines (ℓi)i=1,...,ng in H
0(C, E)∗, modulo
diagonal action of SLn(C). The resulting map
T : Bunn(C)ng → [C × P(C
n)](ng)/SLn(C)
is called the Tyurin map (we denote by V (N) the Nth symmetric power of a
variety V ). After its introduction in [22], the Tyurin map was used in works on
integrable differential systems (see [13, 17, 19]).
The inverse of the map T can be naturally described in terms of Hecke modifi-
cations. For E a rank n vector bundle over C, P = (Pi)i=1,... ,N a family of points
of C and V = (Vi)i=1,... ,N a family of vector subspaces of EP1, . . . , EPN , define
the Hecke modification H(E , P , V ) of E as the bundle whose space of sections
over an open subset U ⊂ C is the space of rational sections of E over U , regular
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except at the points Pi, where they may have simple poles, with residue in Vi.
In the case where E is the trivial bundle OnC , and Vi are lines ℓi in C
n, let us set
ℓ = (ℓi)i=1,... ,N and H(P, ℓ) = H(O
n
C , P , ℓ). Since the automorphism group of O
n
C
is equal to GLn(C), the map
H : (C × P(Cn))(N) → Bunn(C)
factors through the diagonal action of GLn(C) (or SLn(C)). In the case where
N = ng, the resulting map (also denoted H) is inverse to the Tyurin map.
In the case n = 1, the map H coincides with the Abel-Jacobi map from the
symmetric powers of C to its Picard variety. It is therefore natural to view H as
a nonabelian analogue of the Abel-Jacobi map.
1.2. Main results. In this paper, we will keep the points P = (Pi)i=1,... ,ng fixed,
and associate to them the map HP such that HP (ℓ) = H(P, ℓ). We will study HP
(sect. 2) and parametrize in terms of it natural objects attached to the moduli
spaces of vector bundles, in the case n = 2. These objects are the Hitchin
system (sect. 3), the bundle of conformal blocks (sect. 4), the Beilinson-Drinfeld
D-modules (sect. 6) and the Knizhnik-Zamolodchikov-Bernard (KZB) connection
(sect. 7); they were respectively introduced in [14], [15, 4, 21] and [1]. The main
results of this paper are the following.
1.2.1. Properties of HP . Let us set N = 3g,G = SL2. HP is then a map from
(CP 1)3g/G(C) from the moduli space Bun2(C)O(
∑
i Pi)
of rank 2 bundles with
determinant isomorphic to O(
∑
i Pi).
Let us fix a choice of a- and b-cycles (Aa, Ba)a=1,... ,g on C, and let (ωa)a=1,... ,g
be the associated basis of regular differentials on C; we have
∫
Aa
ωb = 2iπδab.
Let us set
Den(P, ℓ) =
∑
σ∈S3g :σ(3a−2)<σ(3a−1)<σ(3a) for a=1,... ,g
(1)
ε(σ)σ · {
g∏
a=1
ωa(P3a−2)ωa(P3a−1)ωa(P3a)ℓ3a−2;3a−1ℓ3a−2;3aℓ3a−1;3a},
where ℓij = ℓi − ℓj , and the elements σ of S3a act by permuting both the Pi and
the ℓi.
Theorem 1.1. The preimage of Bun2(C)
stable
O(
∑
i Pi)
by HP contains the open {ℓ ∈
(CP 1)3g|Den(P, ℓ) 6= 0}/G(C). Moreover, the restriction of HP to
{ℓ ∈ (CP 1)3g|Den(P, ℓ) 6= 0}/G(C)
is an etale morphism from this variety to its image, which is a dense subset of
Bun2(C)
stable
O(
∑
i Pi)
.
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1.2.2. Parametrization of the Hitchin system. By symplectic reduction, we may
identify T ∗[(CP 1)3g]/G with the quotient of {(ℓ, λ) ∈ C3g×C3g|
∑
i λi =
∑
i ℓiλi =∑
i ℓ
2
iλi = 0}/G (see sect. 3). Let (e, f, h) be the Chevalley basis of g¯ = sl2 and
for (ℓ, λ) in C3g × C3g, let us set
A(ℓ, λ|z) =
3g∑
i=1
λi(−e + ℓih+ ℓ
2
i f)ω
(Pi)(z) +
1
Den(P, ℓ)
∑
i,j=1,... ,3g;j 6=i
λiℓ
2
ijω
(Pi)(Pj)
{
1
2
∂2ℓj Den(P, ℓ)|ℓj=0e+
1
2
∂ℓj Den(P, ℓ)|ℓj=0h− Den(P, ℓ)|ℓj=0f}|Pj=z, (2)
where ℓij = ℓi − ℓj and
ω(z)(P ) = dP lnΘ(A(P )− A(z) + δ −∆)
is the Green function on C (see the conventions for theta-functions in sect. 2.1).
A(ℓ, λ|z) is an element of g¯⊗Ω(C), where Ω(C) is the space of rational differentials
on C. Let us set H(ℓ, λ|z) = tr ρ[A(ℓ, λ|z)]2.
The Hitchin Hamiltonians Hitchα are regular maps defined on T
∗ Bun2(C)O(
∑
i Pi)
(see sect. 3 and [14]).
Proposition 1.1. z 7→ H(ℓ, λ|z) is a regular quadratic differential on C. Let us
set
H(ℓ, λ|z) =
3g−3∑
α=1
Hα(ℓ, λ)ω
(2)
α (z).
The Hα(ℓ, λ) are rational functions in ℓi and quadratic polynomials in λi. They
are G-invariant functions on {(ℓ, λ) = (ℓi, λi)i=1,... ,3g|
∑
i λi =
∑
i λiℓi =
∑
i λiℓ
2
i =
0}, and define therefore a family of functions on T ∗[(CP 1)3g/G(C)]. These func-
tions form a Poisson-commutative family coinciding with the Hitchα ◦T
∗HP .
1.2.3. Explicit form of the Beilinson-Drinfeld operators. The Beilinson-Drinfeld
operators are a commuting family of globally defined differential operators (TBDα )α=1,... ,3g−3
on Bun2(C)O(
∑
i Pi)
, twisted by det−2, where det is the determinant line bundle
over Bun2(C)O(∑i Pi) (see [1] and sect. 6).
Proposition 1.2. H∗P (det) is isomorphic with O(1)
⊠3g.
Let aP (ℓ, z) be the element of g¯⊗ C[ℓi, ∂ℓi , i = 1, . . . , 3g][Den(P, ℓ)
−1]⊗ Ω(C)
equal to
aP (ℓ, z) = −
1
Den(P, ℓ)
∑
i
G(Pi, z)dPi{(
1
2
h+ ℓif) Den(P , ℓ)|ℓi=0
− (e+ ℓ2i f)∂ℓi Den(P, ℓ)|ℓi=0 + (2ℓie− ℓ
2
ih)∂
2
ℓi
Den(P, ℓ)|ℓi=0}Pi=z,
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and let sP (ℓ, z) be the element of C[ℓi, ∂ℓi, i = 1, . . . , 3g][Den(P , ℓ)
−1] ⊗ Ω2(C)
(Ω2(C) is the space of rational sections of Ω⊗2C ) given by
sP (ℓ, z) =
k
Den(P, ℓ)
3g∑
i=1
dz[G(Pi, z)dPi]
{−
1
2
Den(P , ℓ)|ℓi=0 + ℓi∂ℓi Den(P, ℓ)|ℓi=0 − ℓ
2
i∂
2
ℓi
Den(P, ℓ)|ℓi=0}Pi=z.
Let us also set G(z, w)dz = ω(z)(w),
µi,P (ℓ, z) = (e− ℓih− ℓ
2
i f)G(z, Pi)dz +
1
Den(P, ℓ)
·
·
∑
j 6=i
ℓ2ij [∂
2
ℓj
Den(P , ℓ)|ℓj=0e−
1
2
∂ℓj Den(P, ℓ)|ℓj=0h−
1
2
Den(P , ℓ)|ℓj=0f ]Pj=zG(Pj , Pi)dPj,
νP (ℓ, z) = −
∑
i
(
1
2
h+ ℓif)G(z, Pi)dz +
1
Den(P, ℓ)
∑
i,j;i 6=j
G(Pj, Pi)dPjℓji ·
· [−∂2ℓj Den(P , ℓ)|ℓj=0e +
1
2
∂ℓj Den(P, ℓ)|ℓj=0h +
1
2
Den(P, ℓ)|ℓj=0f ]Pj=z
and
ℓdiffP (z) :=
∑
i
µi,P (ℓ, z)∂ℓi − kνP (ℓ, z).
ℓdiffP (z) is an element of g¯⊗ C[ℓi, ∂ℓi, i = 1, . . . , 3g][Den(P, ℓ)
−1]⊗ Ω(C).
Let us set
∑
α xα ⊗ yα = e⊗ f + f ⊗ e+
1
2
h⊗ h and
T diffP (z) =
∑
α
ℓdiffP ,xα(z)ℓ
diff
P ,yα
(z) +
∑
α
aP,xα(ℓ, z)ℓ
diff
P ,yα
(z) + sP (ℓ, z).
Theorem 1.2. Assume that k + 2 = 0. Then T diff (z) is a regular quadratic
differential on C. Let us (ω
(2)
α (z))α=1,... ,3g−3 be a basis of H
0(C,Ω2C) and set
T diffP (z) =
3g−3∑
α=1
T diffP ,α ω
(2)
α (z)
The T diffP ,α form a commuting family of differential operators.
For σ a section of det−2 on an open subset of the stable locus, we have
T diffP ,α (H
∗
Pσ) = H
∗
P [T
BD
α (σ)].
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1.2.4. Functional parametrization of conformal blocks. Let us denote by A : C →
J1(C) the Abel-Jacobi map of C (see sect. 2.3.1). Assume that we have
∑
iA(Pi) =
3gA(P0). Bun2(C)O(
∑
i Pi)
is then canonically isomorphic to Bun2(C)O(3gP0). Let
zP0 be a local coordinate at P0, let K = C((zP0)) and O = C[[zP0 ]]. Then we
construct an element
gP ,ℓ ∈ GL2(K),
such that its class in the double quotient GL2(H
0(C\{P0},OC))\GL2(K)/GL2(O) =∐
l∈Z Bun2(C)O(lP0) corresponds to that of HP (ℓ) (Lemma 4.1).
Let us set G = SL2. Let T˜G(K) be the automorphism of G(K) defined as
conjugation by
(
zP0 0
0 1
)
. Let G(K) ⋊ Z be the semidirect product of G(K) by
this automorphism. Then we have a sequence of group inclusions
G(K) ⊂ G(K)⋊ Z ⊂ GL2(K),
and the analogous sequence for centrally extended groups Ĝ(K) ⊂ Ĝ(K) ⋊ Z ⊂
ĜL2(K), (sect. 4.1.2). (The advantage of working with G(K) ⋊ Z rather than
GL2(K) is that is does not require the introduction of an additional Heisenberg
algebra.) Moreover, GL2(K) is the product of G(K)⋊Z by its diagonal subgroup.
We construct then an element g˜ℓ,P of G(K)⋊ Z, which is the product of gℓ,P by
a diagonal element of GL2(K).
In sect. 4.2, we also classify the integrable irreducible representations of G(K)⋊
Z. Let W be such a representation. W can be constructed as the quotient of a
module induced by a g¯-module W ; we have then an inclusion W ⊂ W. The
space of conformal blocks of W is then the space CB(W) of linear forms on W,
invariant by g¯⊗H0(C \ {P0},OC).
Let ψ be an element of CB(W). We associate to it the quantity
fψ(ℓ, P |v) = 〈ψ, g˜ℓ,Pv〉,
which we view as a function from (CP 1)3g to W ∗.
Proposition 1.3. (functional properties of fψ(ℓ, P |v)) For any P , the map v 7→
fψ(ℓ, P |v) belongs to Homg¯(W,C[ℓ1]≤k ⊗ · · · ⊗ C[ℓ3g]≤k).
Here C[ℓ]≤k is the space of polynomials in ℓ of degree ≤ k; it is endowed with
its standard g¯-module structure.
As we will see, the map ψ 7→ fψ should be considered as a “quantization” of
the cotangent to the Hecke map T ∗HP .
The variation of fψ(ℓ, P |v) with P is described as follows:
Proposition 1.4. Let f˜ψ(P , ℓ|v) be a function on C
3g × (CP 1)3g with values in
W ∗, whose restriction to (C3g)P0 × (CP
1)3g coincides with fψ(P, ℓ|v). We have
∂Pi f˜ψ(ℓ, P |v) = (Λif˜ψ)(ℓ, P |v) +
∑
a
ωa(Pi)(Aaf˜ψ)(ℓ, P |v),
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where
Λi =
∑
j:j 6=i
r(Pi)(Pj)ℓji
ℓj
ℓi
(
∂
∂ℓj
−
k
ℓj
)
−
1
Den(P , ℓ)
∑
j,l:j 6=l
r(Pl)(Pj)ℓ
2
jl
1
ℓi
Den(P, ℓ)|ℓl=0,Pl→Pi(
∂
∂ℓj
−
k
ℓj
)
− k
1
Den(P , ℓ)
∑
j,l:l 6=j
ℓ2j
ℓiℓl
r(Pj)(Pl) Den(P, ℓ)|ℓj=0,Pj→Pi
+ k(
1
ℓi
e−
1
2
h) +
k
Den(P, ℓ)
∑
j
−
ℓj
ℓi
Den(P , ℓ)|ℓj=0,Pi→Pj [
1
ℓj
e− h− ℓjf ],
where we denote by x ∈ g¯ the operator f(P, ℓ|v) 7→ f(P, ℓ|ρW (x)v), and Aa are
some linear operators.
Here the term
∑
a ωa(Pi)(Aaf˜ψ)(ℓ, P |v) is the Lagrange multiplier correspond-
ing to the relation δ(
∑
A(Pi)) = 0.
1.2.5. Explicit form of the KZB connection. Let us denote by Mg,1∞ the moduli
space of triples m∞ = (C, P0, t) of a smooth curve C of genus g, a marked point
P0 of C and a formal coordinate t at P0.
Mg,1∞ may be identified with the set of all inclusions R ⊂ C((t)), where R is
the coordinate ring of a smooth curve of genus g minus a point.
Let us set g = g¯ ⊗ C((t)) ⊕ CK. Consider W as a g-module and gout,ext as a
Lie subalgebra of g.
The bundle of conformal blocks on Mg,1∞ is defined as the subbundle of the
constant bundle over Mg,1∞ with fiber W
∗, consisting of the gout,ext-invariant
forms. We denote this bundle by CB(W).
A flat connection is defined on CB(W) as follows (see [21, 4, 6]). Recall first
that the map
C((t))
∂
∂t
→ Vect(Mg,1∞), ξ 7→ [ξ],
defined by exp(ǫ[ξ])([R ⊂ C((t))]) = [(1 + ǫξ)(R) ⊂ C((t))], when ǫ2 = 0, induces
a Lie algebra morphism from vector fields on the formal disc to vector fields on
Mg,1∞. For m∞ 7→ ψ(m∞) a local section of CB(W), let us set
∇CB[ξ] ψ(m∞) = ∂[ξ]ψ(m∞)− ψ(m∞) ◦ T [ξ],
where T [ξ] = resz=P0(ξ(z)T (z)).
Let us denote by F the bundle over Mg,1∞ , whose fiber F(m∞) at m∞ is the
space of functions f(P, ℓ|v) from (C3g)P0 × (CP
1)3g to W ∗, such that
∂Pif(P, ℓ|v) = Λif(P, ℓ|v) +
∑
a
ωa(Pi)fa(P, ℓ|v),
where fa(P, ℓ|v) are functions from (C
3g)P0 × (CP
1)3g to W ∗.
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DefineMg,1∞,(3g) as the moduli space of all pairs (m∞, P ), such that
∑
iA(Pi) =
3gA(P0). Let ξ be a formal vector field ξ ∈ C((t))
∂
∂t
, such that
resP0(ξωa
dbP
bP
) = 0,
for each a = 1, . . . , g. Then ξ induces a vector field [ξ] at (m∞, P ), defined by
(1 + ǫ[ξ])(m∞, P ) = (m
′
∞, P
′), where m′∞ in the inclusion (1 + ǫξ)(R) ⊂ C((t)),
and P ′i correspond the characters χPi ◦ (1 − ǫξ) of R, where χPi is the character
of R corresponding to Pi (see [6], Lemma 5.1).
Proposition 1.5. The rule
(∇F[ξ]f)(m∞, P , ℓ|v) = ∂[ξ]f(m∞, P , ℓ|v)− resz=P0(ξ(z)T
diff (z)f(m∞, P , ℓ|v))
where f(m∞, P , ℓ|v)) is a local section of F , defines a flat connection ∇
F on F .
Define corr as the bundle morphism from CB(W) to F , such that corr(ψ)(m∞, P , ℓ|v) =
〈ψ, ρgroupW (g˜P ,ℓ)(v)〉. Then ∇
F ◦ corr = corr ◦∇CB.
We end the paper with the construction of a filtration naturally attached to
HP (sect. 8), and questions about its possible relation with formulas of [9, 18].
1.3. Generalization to arbitrary semisimple groups. The above parametriza-
tion maps are generalized as follows. Let G be a reductive complex group. Let
O be a formal series ring C[[t]], and let K be its fraction field C((t)). Let Grass
be the affine Grassmann variety Grass = G(K)/G(O). Grass is the union of all
Grassχ = G(O)wχG(O)/G(O), where χ belongs to the semigroup P+ of dominant
coweights of the Langlands dual group LG of G, and wχ is associated translation
of the affine Weyl group of G. Let χ = (χi)i=1,... ,N be a family of elements of P+.
We have then Hecke maps
HP,χ :
N∏
i=1
Grassχi → BunG(C),
obtained from the natural map Gout,P \
∏N
i=1Grassχi → BunG(C), where G
out,P
is the group of regular maps from C \ {Pi, i = 1, . . . , N} to G.
Moreover, the map [class of gwχg
′] 7→ [class of g] defines isomorphisms
Grassχ → G(O)/[
wχG(O) ∩G(O)] = N(O)/[wχN(O) ∩N(O)], (3)
where N is the positive unipotent subgroup of G, and we set gh = ghg−1.
1.4. Comparison with earlier work. In [5], G. Felder and one of us introduced
another parametrization of the KZB connection. Let us explain its relation to
the approch of the present work. The work [5] was based on a variant of the
Feigin-Stoyanovski description of the conformal blocks, which relies on the map
FS : BunB(C)P0 → BunG(C).
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Here P0 is a fixed point of C and BunB(C)P0 is the union of all BunB(C)P0,χ,
which is the moduli space of all B-bundles over C, with associated T -bundle
isomorphic to ⊕i simpleO(〈χ, αi〉P0). Here B the Borel subgroup of G containing
N , and T is the associated Cartan subgroup. Let us denote by FSχ the restriction
of FS to BunB(C)P0,χ.
The Hecke map HP0,χ factors through the above map FSχ. Indeed, the com-
position of HP0,χ with the isomorphism (3) is the map
N(O)/[wχN(O) ∩N(O)]→ BunG(C), (4)
class of n 7→ class of nwχ. On the other hand, BunB(C)P0,χ is equal to N(R) \
{N(K)wχ}/N(O), where R = H
0(C \ {P0},OC). The map (4) therefore factors
through BunB(C)P0,χ.
It is probable that the maps HP ,χ have the following behavior. When Pi and
Pj tend to some point P , the limit of HP ,χ should be related to HP ′,χ′, where
P ′ = ((Pα)α6=i,j , P ) and χ
′ = ((χα)α6=i,j, χi + χj). One could then think that the
maps FS, which involve all coweights of LG, can be obtained as limits of the
maps HP,χ, where χi are simple coweights of
LG, and that one can obtain the
differential systems expressed in [5] from those of the present work by a similar
limiting procedure.
1.5. Open problems. 1) It is easy to write variants of our parametrization of the
Beilinson-DrinfeldD-modules, corresponding to the parametrization (CP 1)3g−3 →
Bun2(C)O(
∑
i Pi+
∑
j Qj)
, ℓ 7→ HP ,Q(ℓ, ℓ
Q), where (Qj)j=1,... ,p are fixed points of C
and ℓQ a fixed element of (CP 1)p. Using these variants, one could hope to check
explicitly the Hecke eigenvalue property of the Beilinson-Drinfeld D-modules.
2) It should also be possible to write the analogues of our systems in the sln
case; it that case the parametrization maps could be (CP n)n+1 → Bunn(C)L.
3) In [5], II, we introduced commuting difference analogues of the differential
operators provided by action of the Sugawara tensor at critical level. It would
be interesting to find commuting difference analogues of the operators T diff(z)
of the present work.
4) In sect. 8, we introduce filtrations of the conformal blocks, provided by the
maps HP ; it would be interesting to compute the corresponding q-dimensions.
5) One could expect simple transformations from our version of the KZB system
to the versions of van Geemen-Previato ([12]) and of Gawe¸dzki-Tran ([11]), when
the genus of C equals 2.
1.6. The first author would like to express his thanks to G. Felder for many
conversations on conformal blocks and collaboration in [5, 6]. We also would
like to thank V. Drinfeld, whose talk at the 1994 Alushta conference (Ukraine)
introduced us to the subject of this work. We also would like to thank A. Lossev
and E. Vasserot for discussions related to this work.
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We also would like to express our gratitute to A. Alekseev, L. Faddeev and H.
Grosse for an invitation at ESI (Vienna) in August 1999, during which this work
was started. The second author was partially supported by grant RFFI-98-01-
00327.
2. Hecke parametrization of Bun2(C)O(∑i Pi)
Let C be a smooth, complete, connected complex curve, let g be its genus. Let
us set G = SL2, so G(C) = SL2(C) . For L a line bundle over C, let us denote by
Bun2(C)L the moduli space of rank 2 vector bundles over C, whose determinant
bundle is isomorphic to L.
2.1. Theta-functions. Let us fix our conventions for theta-functions. We set,
for λ in Cg, and τ = (τab)a,b=1,... ,g a symmetric matrix with negative real part,
Θ(λ|τ) =
∑
m∈Zg
exp(
1
2
mτmt +mλt).
We set τ(C)ab =
∫
Ba
ωb, and L(C) = (2iπZ)
g + τZg. Then the degree zero
part J0(C) of the Jacobian of C is isomorphic to Cg/L(C). The Abel-Jacobi
map sends a divisor
∑
i niPi of C of total degree zero to the class of the vector
(
∑
i
∫ Pi
x0
ωa)a=1,... ,g (which is independent of the choice of x0 and of the integration
contours).
The vector of Riemann constants ∆ is the element of the degree g − 1 part
Jg−1(C) of the Jacobian of C such that the identity Θ(
∑g−1
i=1 xi − ∆) = 0. We
also fix an odd theta-cahracteristic δ (the product of λ 7→ Θ(λ + δ − ∆) by an
exponential factors is then an odd function of λ).
Let us set
r(P )(z) = dP lnΘ(A(P )− A(z) + δ −∆). (5)
Then we have
r(P )(γAaz) = r
(P )(z), r(P )(γBaz) = r
(P )(z) + ωa(P ).
2.2. The Hecke parametrization map HP . Let E be a vector bundle of rank
2 over C. Let P = (Pi)i=1,... ,N be a family of points on C. For P a point of C,
let us denote by EP the fiber of E at P . Let ℓ = (ℓi)i=1,... ,N be an element of∏N
i=1 P(EPi). The Hecke modification HP,ℓ(E) of E along (P, ℓ) = (Pi, ℓi)i=1,... ,N
is defined as the sheaf whose space of sections over an open subset U of C is {σ :
rational section of E over U , regular outside {Pi, i = 1, . . . , N}, with a simple
pole at each Pi and residue in the line ℓi}.
Define a map HP : (CP
1)N → Bun2(C)O(
∑
i Pi)
by
HP (ℓ) := HP ,ℓ(O
2
C),
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where ℓ = (ℓ1, . . . , ℓN) belongs to (CP
1)N and O2C denotes the trivial bundle of
rank 2 over C. Since the group of automorphisms of O2C is isomorphic to GL2(C),
HP factors through (CP
1)N → (CP 1)N/GL2(C) = (CP
1)N/G(C).
2.3. Properties of HP in the case N = 3g (proof of Thm. 1.1).
2.3.1. The preimage of stable bundles (proof of the first part of Thm. 1.1). In
this section, we will characterize the preimage by the map HP of the subset of
Bun2(C)O(
∑
i Pi)
consisting of stable bundles.
Let us define M(P , ℓ) as the 3g × 3g matrix with matrix elements
M(P , ℓ)i,3j+α = ωa(Pi)ℓ
α
i .
for i = 1, . . . , 3g, a = 1, . . . , g, α = 1, 2, 3.
Lemma 2.1. We have
detM(P , ℓ) = Den(P, ℓ),
where Den(P, ℓ) is defined by (1).
Recall that the bundle E is called stable iff H0(C,End(E)) = C. The set of
stable bundles has the structure of a quasi-projective variety ([20]).
Proposition 2.1. Assume that all ℓi are 6=∞. Then if Den(P, ℓ) 6= 0, HP (ℓ) is
stable.
Proof. Let us set E = HP (ℓ). Let End(E)0 be the subbundle of End(E) formed
of traceless endomorphisms. We derive from the exact sequence of sheaves
0→ End(E)0 → End(E)→ OC → 0,
the exact sequence 0 → H0(C,End(E)0) → H
0(C,End(E)) → C. The stability
condition is therefore equivalent to H0(C,End(E)0) = 0.
Let us denote by C(C) the function field of C. H0(C,End(E)0) is isomorphic
to the subspace of g¯⊗ C(C) formed of the rational functions ϕ : C → g¯,
i) regular outside {Pi},
ii) which have simple poles at each Pi and residue at that point in C(−e +
ℓih+ ℓ
2
i f),
iii) such that if we write ϕ = ϕee + ϕhh + ϕff , with ϕe, ϕh, ϕf in C(C),
−ℓ2iϕe − 2ℓiϕh + ϕf is regular at Pi.
Conditions i) and ii) mean that for some constants (λi)i=1,... ,3g and Ce, Ch, Cf ,
we have
ϕ =
3g∑
i=1
λi(−e + ℓih+ ℓ
2
i f)r
(Pi)(z) + Cee+ Chh+ Cff
and ∑
i
λiℓ
α
i ωa(Pi) = 0, a = 1, . . . , g, α = 0, 1, 2, (6)
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and condition iii) is equivalent to∑
j 6=i
λjℓ
2
ijr
(Pj)(Pi) + Cf − 2ℓiCh − ℓ
2
iCe = 0 for each i = 1, . . . , 3g. (7)
Since Den(P, ℓ) 6= 0, (6) implies that all λi are zero. Moreover, Den(P, ℓ) 6= 0
also implies that card{ℓi; i = 1, . . . , 3g} is ≥ 3. Then (7) implies that Cf = Ch =
Ce = 0.
2.3.2. The fibers of HP . In this section, we prove:
Proposition 2.2. For any ℓ such that Den(P, ℓ) 6= 0, the set H−1P (HP (ℓ)) is
finite.
Proof. Let ℓ and ℓ′ belong to (CP 1)3g. Assume that Den(P , ℓ) 6= 0. The bundles
HP (ℓ) and HP (ℓ
′) are isomorphic iff there exists a rational function M(z) defined
on C, with values in SL2(C), regular except for simple poles at the Pi, where the
residue is proportional to
(
1
ℓ′i
)(
ℓi −1
)
. M(z) is then written
M(z) = C +
∑
i
αi
(
1
ℓ′i
)(
ℓi −1
)
r(Pi)(z),
where C is in M2(C) and where αi are tangent vectors at Pi, satisfying∑
i
ωa(Pi)αi
(
1
ℓ′i
)(
ℓi −1
)
= 0, a = 1, . . . , g, (8)
and (
ℓ′i −1
)
C
(
1
ℓi
)
+
∑
j 6=i
r(Pj)(Pi)αj(ℓ
′
i − ℓ
′
j)(ℓj − ℓi) = 0, i = 1, . . . , 3g.
(9)
Let us set βi = αiℓ
′
i. Since Den(P, ℓ) 6= 0, (8) means that the vector (αi, βi)i=1,... ,3g
belongs to a 2g-dimensional vector space. On the other hand, (9) is equivalent to(
βi −αi
)
C
(
1
ℓi
)
+
∑
j 6=i
r(Pj)(Pi)(αjβi − αiβj)(ℓj − ℓi) = 0, i = 1, . . . , 3g,
(10)
which is a system of 3g quadratic conditions on this vector. If these conditions
are satisfied, the condition that detM(z) = 1 is then equivalent to detM(P0) =
1. The set of (C, αi, βi) satisfying these conditions is therefore a subvariety of
M2(C)×C
3g×C3g, and HP (H
−1
P (ℓ)) is the image of this variety by the morphism
(C, αi, βi)i=1,... ,3g 7→ (βi/αi)i=1,... ,3g.
Let us fix now ℓ′ in HP (H
−1
P (ℓ)). It follows from Prop. 2.1 that Den(P , ℓ) 6= 0.
Let us compute the tangent space of HP (H
−1
P (ℓ)) at ℓ
′. Let δℓ′ be an infinitesimal
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element of this vector space. To it is associated a matrix corresponding to the
isomorphism from H(P , ℓ′) to H(P ′, ℓ′ + δℓ′). We have
M(z) = idC2 +
∑
i
αi
(
1
ℓ′i + δℓ
′
i
)(
ℓ′i −1
)
r(Pi)(z),
where αi are infinitesimals. They should satisfy the equations∑
i
αiωa(Pi)
(
1
ℓ′i + δℓ
′
i
)(
ℓ′i −1
)
= 0 (11)
for each a, therefore∑
i
αiωa(Pi) =
∑
i
αiℓ
′
iωa(Pi) =
∑
i
αiℓ
′2
i ωa(Pi) = 0.
As Den(P, ℓ′) 6= 0, this implies that the αi are all zero.
Remark 1. The subvariety of M2(C) × C
3g × C3g defined by conditions (8) and
(9) (without the condition detM(P0) = 1) has components of dimension > 0.
This makes it difficult to evaluate the degree of HP .
2.3.3. HP is a finite etale morphism (proof of the second part of Thm. 1.1). In
[20], Bun2(C)
stable
O(
∑
i Pi)
is endowed with the structure of a quasi-projective variety.
On the other hand, since the action of G on {ℓ ∈ (CP 1)3g|Den(P, ℓ) 6= 0} is
free, the quotient {ℓ ∈ (CP 1)3g|Den(P, ℓ) 6= 0}/G also has the structure of a
quasi-projective variety. One can check using [20] that the restriction of HP to
{ℓ ∈ (CP 1)3g|Den(P, ℓ) 6= 0}/G is a morphism of varieties.
Moreover, the dimensions of {ℓ ∈ (CP 1)3g|Den(P, ℓ) 6= 0}/G and Bun2(C)
stable
O(
∑
i Pi)
are equal. It follows from Prop. 2.2 that the kernel of the map induced by HP on
tangent spaces is zero. It follows that HP induces an isomorphism between the
tangent spaces of {ℓ ∈ (CP 1)3g|Den(P , ℓ) 6= 0}/G at Gℓ and of Bun2(C)
stable
O(
∑
i Pi)
at HP (ℓ). It follows that the restriction HP to {ℓ ∈ (CP
1)3g|Den(P, ℓ) 6= 0}/G
is etale.
Remark 2. The map HP is never surjective; for example, the p large enough, the
bundle O(pP0) ⊕ O(
∑
i Pi − pP0) is not in the image of HP . But one may ask
whether ImHP contains all stable bundles when N = card{Pi} is large enough.
3. The Hitchin system in Hecke coordinates
3.1. The map induced by HP on cotangent bundles. Let us assume that
N = 3g. Let ℓ = (ℓi)i=1,... ,3g be such that Den(P, ℓ) 6= 0. It follows from Thm.
1.1 that HP is an etale isomorphism at the neighborhood of the class [ℓ] of ℓ in
(CP 1)3g/G(C).
HP therefore induces an isomorphism of cotangent spaces
T ∗HP : T
∗
[ℓ][(CP
1)3g/G(C)]→ T ∗HP (ℓ) Bun2(C)O(
∑3g
i=1 Pi)
.
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3.1.1. For ℓ in CP 1, T ∗ℓ CP
1 is isomorphic to C. Let us denote by g¯ the Lie
algebra sl2(C). Let e, h, f be its Chevalley generators, and let 〈, 〉g¯ be the invariant
form on g¯ such that 〈e, f〉g¯ =
1
2
〈h, h〉g¯ = 1. We will identify g¯ with its dual using
〈, 〉g¯. T
∗CP 1 is a symplectic manifold with a Hamiltonian action of SL2(C), and
the corresponding moment map µ : T ∗CP 1 → g¯∗ is given by (ℓ, λ) 7→ λ(−e+ℓh+
ℓ2f); µ coincides with the Springer desingularization.
T ∗[ℓ][(CP
1)3g/G(C)] is therefore isomorphic to (µ3g)−1(0)/G(C); the preimage
of C3g by the projection µ−1(0)→ (CP 1)3g is
{(ℓ, λ) = (ℓi, λi)i=1,... ,3g|
3g∑
i=1
λi =
3g∑
i=1
λiℓi =
3g∑
i=1
λiℓ
2
i = 0},
and the action of G(C) on this space is(
a b
c d
)
· (ℓi, λi)i=1,... ,3g = (
aℓi + b
cℓi + d
,
λi
(cℓi + d)2
)i=1,... ,3g.
3.1.2. Let E be any bundle of Bun2(C)O(
∑3g
i=1 Pi)
. T ∗E Bun2(C)O(
∑3g
i=1 Pi)
is equal
to H0(C,End(E)0⊗ΩC), where ΩC is the sheaf of differentials on C and End(E)0
is the sheaf of traceless endomorphisms of E .
Lemma 3.1. Let E = HP (ℓ). Let us define Ω(C) as the space of rational dif-
ferentials on C. Then H0(C,End(E)0 ⊗ ΩC) is isomorphic with the subspace of
Ω(C)⊗ sl2 consisting of the elements A(z) such that
i) A(z) is regular on C \ {Pi, i = 1, . . . , 3g} and has simple poles at the Pi,
ii) for any i = 1, . . . , 3g, resz=Pi A(z) belongs to C(−e+ ℓih + ℓ
2
i f),
iii) if we set A(z) = Ae ⊗ e+ Ah ⊗ h+ Af ⊗ f , with Ae, Ah, Af in Ω(C), then
−ℓ2iAe − 2ℓiAh + Af is regular at Pi, for any i = 1, . . . , 3g.
Condition iii) means that if ρ is the fundamental representation of sl2, the form
det(
(
1
ℓi
)
, (id⊗ρ)(A(z))
(
1
ℓi
)
) is regular at Pi.
3.1.3. Let us fix a basis (Aa, Ba)a=1,... ,g of a- and b-cycles on C and let (ωa)a=1,... ,g
be the associated Abelian differentials on C.
Let us set ω(P )(z) = r(z)(P ) (see formula (5)).
Lemma 3.2. In terms of the identifications of 3.1.1 and Lemma 3.1, the map
T ∗ℓHP is given by
T ∗ℓHP (λ1, . . . , λ3g) = A(ℓ, λ|z), (12)
where A(ℓ, λ|z) is defined by (2)
3.2. Expression of the Hitchin Hamiltonians.
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3.2.1. The Hitchin fibration is defined as the map
T ∗ Bun2(C)O(
∑
i Pi)
→ H0(C, (ΩC)
⊗2),
(E , ξ) 7→ (id⊗ tr)(ξ2), where ξ belongs to H0(C,ΩC ⊗ End(E)0). The Hitchin
Hamiltonians are defined as follows. Let ω
(2)
1 , . . . , ω
(2)
3g−3 be a basis of the space
of quadratic differentials on C and let us set
(id⊗ tr)(ξ2) =
3g−3∑
α=1
Hitchα(E , ξ)ω
(2)
α ;
the (E , ξ) 7→ Hitchα(E , ξ) form a Poisson-commutative family of functions on
T ∗Bun2(C)O(
∑
i Pi)
, the Hitchin Hamiltonians (see [14]).
3.2.2. The right side of (12) is equal to A(ℓ, λ|z) defined in (2). Prop. 1.1 follows
from
H(ℓ, λ|z) = tr ρ[A(ℓ, λ|z)]2,
where ρ is the fundamental representation of sl2.
Another expression of H(ℓ, λ|z) may be obtained as follows. Let us define
Areg as the second sum of (12), and νki(z) as det(aki), where aki is the matrix
with coefficients (aki)j,3a−α = ℓ
α
j ωa(Pj) if j 6= k, and (aki)k,3a−α = ℓ
α
i ωa(z) if
a = 1, . . . , g, α = 1, 2, 3. Then
H(ℓ, λ|z) = tr ρ(Areg)2 +
1
Den(P , ℓ)
∑
i,j,k;k 6=i
λiλjℓ
2
kiνkj(z)ω
(Pi)(Pk)ω
(Pj)(z)
−
1
2
∑
i,j;i 6=j
λiλjℓ
2
ijω
(Pi)(z)ω(Pj)(z).
4. Parametrization of conformal blocks (the case N = 3g)
4.1. “Twisting” group elements.
4.1.1. Element gℓ,P at level zero. Let P0 be a point of C, distinct from the
P1, . . . , P3g. Let J(C) be the Jacobian of C; J(C) is the direct sum ⊕i∈ZJ
i(C) of
its graded components. Let us denote by A : C → J1(C) the Abel-Jacobi map.
We assume that
A(P1) + . . .+ A(P3g) = 3gA(P0). (13)
(The results of this section can easily be transposed when 3gP0 is replaced by
an arbitrary effective divisor of degree 3g.)
Let us set, for z in C,
bP (z) =
∏3g
i=1Θ(A(z)− A(Pi) + δ −∆)
Θ(A(z)− A(P0) + δ −∆)3g
.
Assumption (13) implies that bP is a rational rational function on C, with divisor∑3g
i=1 Pi− 3gP0 (so bP has zeroes at the Pi and a pole at P0). Let us fix functions
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di,P , regular on C \{P0}, such that di,P (Pj) = δij . We then set, for ℓi in CP
1\{0},
and z in C \ {P0, Pi, i = 1, . . . , 3g},
gℓ,P (z) =
(
b−1P 0
0 1
)(
1 −
∑
i ℓ
−1
i di,P
0 1
)
(z).
Recall that for A a ring, GL2(A) is defined as the group of matrices
(
a b
c d
)
,
with a, b, c, d in A, and ad − bc in A× (A× denotes the set of invertible ele-
ments of A). For each point P of C, we fix a local coordinate zP at P . Recall
that GL2(C(C)) may be viewed as a subgroup of the adeles group GL2(AC) =∏′
P∈C GL2(C((zP ))).
Lemma 4.1. For each family ℓ = (ℓi)i=1,... ,3g of (CP
1 \ {0})3g, the function gℓ,P
satisfies the equivalent conditions
1) z 7→ gℓ,P (z) is a rational function on C with values in G, regular on C \
{P0;Pi, i = 1, . . . , 3g}, with simple poles at each Pi, i = 1, . . . , 3g, the expansion
gℓ,P (z) =
1
zPi
(
ai
ci
)(
ℓi −1
)
+O(1)
at Pi, and det(gℓ,P ) has the expansion det(gℓ,P ) = ciz
−1
Pi
+O(1) at the same point,
where ai, bi and ci are complex numbers, such that (ai, bi) 6= (0, 0) and ci 6= 0;
2) gℓ,P belongs to the intersection of GL2(C(C)) and the subset
GL2(C((zP0)))×
3g∏
i=1
GL2(C[[zPi ]]) diag(1, z
−1
Pi
)
(
1 0
−ℓi 1
)
×
∏
Q/∈{P0,Pi}
GL2(C[[zQ]])
of GL2(AC).
The properties of gℓ,P (z) with respect to variation of ℓ can be described as
follows. Let K be the local field of C at P0, so K = C((zP0)). Let us set
R = H0(C\{P0},OC), which we view as a subring ofK, and let us set g
out = g¯⊗R.
It is a Lie subalgebra of Lg¯ = g¯ ⊗ K. Let us denote by g˜outℓ the subspace of Lg¯
formed of the Laurent expansions at P0 of the rational maps φ : C → g¯, regular
outside {P0, P1, . . . , P3g}, with expansion at each Pi, i 6= 0
φ(z) =
λi
zPi
(−e + ℓih+ ℓ
2
i f) +O(1),
where the λi are complex numbers.
Define for i = 1, . . . , 3g, µi as the linear map from g˜
out
(ℓi)
to C given by
µi(φ) = (−φf + 2ℓiφh + ℓ
2
iφe)(Pi),
for φ = φee + φhh + φff , φe, φh, φf in C(C). Let us set g
out
ℓ := Ad(gℓ,P )
−1(gout)
(Ad denotes the adjoint action of a group on its Lie algebra). Then we have
goutℓ = Ker
(
⊕3gi=1µi : g˜
out
ℓ → C
3g
)
. (14)
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Moreover, we have
Lemma 4.2. For any φ in g˜outℓ , we have
Ad(gℓ,P )(φ) ∈
3g∑
i=1
µi(φ)(∂ℓigℓ,P )g
−1
ℓ,P + g
out
Proof. One first shows this statement for φ of the form e ⊗ r, r ∈ R, using
the explicit formula for gℓ,P . In the case of a general φ, one then replaces φ by
φ+ e⊗ {
∑
i ℓ
−2
i µi(φ)di,P} and uses (14).
4.1.2. Kac-Moody algebras, extended loop groups and semidirect products. Let g
be the Kac-Moody Lie algebra g = Lg⊕CK. It is endowed with the Lie bracket
[(x⊗ a, bK), (x′⊗ a′, b′K)] = ([x, x′]⊗ aa′, 〈x, x′〉g¯ resP0(da · a
′)K). For x in g¯ and
φ in K, we will denote (x⊗ φ, 0) by x[φ].
Recall that for any ring A, G(A) = SL2(A) is the group of matrices
(
a b
c d
)
,
where a, b, c, d belongs to A and such that ad− bc = 1 .
Let k be an integer ≥ 0, and let us denote by Ĝ(K) the level k central extension
of G(K) by C× (see [10]). We denote by Z the center of Ĝ(K). Z is isomorphic
with C×; for c in C×, we denote by z(c) the corresponding element of Z.
Let k be an integer ≥ 0, and let us denote by Ĝ(K) the level k central extension
of G′(K) by C× (see e.g. [10, 16]). We denote by Z the center of Ĝ(K). Z is
isomorphic with C×; for c in C×, we denote by z(c) the corresponding element of
Z.
We will use the following properties of the central extension Ĝ(K):
a) if (ρV,V) is any integrable g-module of level k, there is a unique lift (denoted
ρgroupV ) of the action of g to a representation of Ĝ(K) on V; this lift satisfies
ρgroupV (z(c)) = c idV, for c in C
×, and the compatibility rule ρV(Ad(π(g))(x)) =
ρgroupV (g)ρV(x)ρ
group
V (g)
−1, for any g in Ĝ(K) and x in g, where π is the canonical
map from Ĝ(K) to G(K) and denotes the adjoint action of G(K) on g;
b) let N be the positive unipotent subgroup of G, then there is a unique lift ι
of N(K) to Ĝ(K), such that for each formal series ρ of K, we have
ρgroupV (ι(
(
1 ρ
0 1
)
)) = ρV(exp(e[ρ])).
The adjoint actions of Ĝ(K) on g and on itself factor through actions of G(K)
on g and on Ĝ(K). One can show that these actions extend to actions of GL2(K)
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on these sets, which we denote by Ad. Let us denote by T˜g and T˜Ĝ(K) the auto-
morphisms of g and of Ĝ(K) equal to Ad(
(
zP0 0
0 1
)
). Then T˜g is given by
T˜g[(e⊗ φ, aK)] = (e⊗ zP0φ, aK), T˜g[(f ⊗ φ, aK)] = (f ⊗ z
−1
P0
φ, aK),
T˜g[(h⊗ φ, aK)] = (h⊗ φ, {a+ resP0(
dz
z
φ)}K),
and T˜
Ĝ(K)
is the unique group automorphism of Ĝ(K) extending the automor-
phism Ad(
(
zP0 0
0 1
)
) of G(K). Moreover, T˜ 2g and T˜
2
Ĝ(K)
are both inner automor-
phisms, equal to Ad
(
zP0 0
0 z−1P0
)
.
Define now Ĝ(K)⋊ Z as the semidirect product of Ĝ(K) with the action of Z
provided by T˜
Ĝ(K)
. Precisely, Ĝ(K) ⋊ Z is the set Ĝ(K) × Z, endowed with the
product
(g, n)(g′, n′) = (gT˜ n
Ĝ(K)
(g′), n+ n′).
We will write T
Ĝ(K)
for the element (e
Ĝ(K)
, 1), where e
Ĝ(K)
is the neutral element
of Ĝ(K), so (g, n) will be equal to gT n
Ĝ(K)
. The adjoint action of Ĝ(K) on g
extends to an action of Ĝ(K)⋊ Z on g by Lie algebra automorphisms, which we
also denote by Ad; it is defined by Ad(gT n
Ĝ(K)
)(x) = Ad(g)[T˜ ng (x)].
Let us now construct representations of the group Ĝ(K) ⋊ Z. Let (ρV,V) be
an irreducible integrable representation of g of level k. Two possibilities occur:
a) if ρV ◦ Tg is equivalent to ρV, let TV be a linear automorphism of W such
that ρV ◦T = Ad(TV) ◦ ρV. We set W = V and let ρW be the map from Ĝ(K)⋊Z
to AutC(W), defined by ρ
group
W (gT
n
Ĝ(K)
) = ρgroupV (g) ◦ T
n
V ;
b) if ρV ◦ Tg is not equivalent to ρV, we set W = V ⊕ V, and we define ρW as
the map from Ĝ(K)⋊ Z to AutC(W), defined by
ρgroupW (gT
n
Ĝ(K)
) :=
(
ρgroupV (g) 0
0 (ρgroupV ◦ T˜
−1
Ĝ(K)
)(g)
)(
0 ρgroupV (diag(zP0, z
−1
P0
))
idV 0
)n
.
In both cases, (W, ρgroupW ) is an irreducible representation of Ĝ(K)⋊ Z.
4.1.3. Definition of g˜ℓ,P . Identify the function z 7→ bP (z) (sect. 4.1.1) with its
image in K×. We have bP = z
−3g
P0
b0, where b0 belongs to C[[zP0 ]]
×. b0 has two
opposite square roots, which belong to C[[zP0 ]]
×. Let us fix one of them, which
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we denote by b
1/2
0 . Let us fix a lift t˜ in Ĝ(K) of
(
(b
1/2
0 )
−1 0
0 b
1/2
0
)
, and let us set
b˜P = T
3g
Ĝ(K)
t˜. Let us finally set, for ℓ = (ℓ1, . . . , ℓ3g) in (C
×)3g,
g˜ℓ,P (z) := b˜P · ι(
(
1 −
∑
i ℓ
−1
i di,P
0 1
)
) · z((
3g∏
i=1
ℓi)
k),
where the rational function di,P is identified with its image in K.
In the previous section, we studied subspaces gout, goutℓ and g˜
out
ℓ of g¯ ⊗ K. We
will embed them in g using the following maps:
a) gout is mapped to g by the map x 7→ (x, 0);
b) g˜outℓ is mapped to g by the map
i : φ = φee+ φhh+ φff 7→ (φ,
∑
i
(φh + ℓiφe)(Pi)K)
c) goutℓ is mapped to g by the restriction of the previous map.
We will denote by gout,ext, g˜out,extℓ and g
out,ext
ℓ the images of these maps.
Lemma 4.3. gout,ext and gout,extℓ are Lie subalgebras of g, isomorphic to g
out and
goutℓ respectively. Moreover, we have
g
out,ext
ℓ = Ad(g˜ℓ,P )
−1(gout,ext).
The analogue of Lemma 4.2 is
Lemma 4.4. For any φ in g˜outℓ , we have
Ad(g˜ℓ,P )(i(φ)) ∈
3g∑
i=1
µi(φ)(∂ℓi g˜ℓ,P )g˜
−1
ℓ,P + g
out,ext.
Proof. One again checks this when φ = e⊗φ for φ in R, and uses then Lemma
4.3.
4.1.4. Properties of g˜ℓ,P . Let us set G
out = G(R). There is unique lift of Gout to a
subgroup of Ĝ(K), which we denote by Gout,ext, corresponding to the Lie algebra
inclusion gout,ext ⊂ g. This lift is such that for any integrable representation V,
and any gout,ext-invariant linear form ψ on V, ψ is also Gout,ext-invariant.
Lemma 4.5. The rational functions h : (CP 1)3g → Ĝ(K), ℓ = (ℓi)i=1,... ,3g 7→ hℓ
satisfying the conclusion of Lemma 4.4 for generic ℓ are exactly the functions
hℓ = z0 · γℓ · g˜ℓ,P , where z0 is a (constant in ℓ) element of the center Z of Ĝ(K),
and γℓ is a rational function from (CP
1)3g to Gout,ext.
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Corollary 4.1. Let us set, for g =
(
a b
c d
)
∈ G(C) and ℓ in CP 1, g · ℓ = aℓ+b
cℓ+d
;
(g, ℓ) 7→ g · ℓ is the homographic action of G(C) on CP 1. Let us denote by
(g, ℓ) 7→ g · ℓ the diagonal action of G(C) on (CP 1)N . For g in G(C), let us
denote by g˜ the image of g by the lift map from Gout to Gout,ext. Then for any g
in G(C), there exists a rational function ℓ 7→ γ(g, ℓ) with values in Gout,ext, such
that g˜g·ℓ,P = γ(g, ℓ) · g˜ℓ,P · g˜ · z(
∏3g
i=1(cℓi + d)
−k).
Proof. Let us set hg,ℓ := g˜g·ℓ,P · g˜
−1 ·z(
∏3g
i=1(cℓi+d)
k). Then one checks that hg,ℓ
satisfies the conclusion of Lemma 4.4. Then Lemma 4.5 implies that there exists
an element zg of Z and a rational function ℓ 7→ γ(g, ℓ) with values in G
out,ext,
such that hg,ℓ = zg ·γ(g, ℓ) · g˜ℓ,P . g 7→ zg is therefore a group homomorphism from
G(C) to Z = C×, and is therefore trivial.
Remark 3. It is easy to check directly Lemma 4.1 when g is lower-triangular.
4.2. Conformal blocks and associated functions. Let k be an integer ≥ 0
and let W be one of the level k representations of Ĝ(K)⋊ Z constructed in sect.
4.1.2. For any integer a ≥ 0, let (ρa, Va) be the irreducible (a + 1)-dimensional
representation of g¯. The irreducible integrable representations of level k are the
Va,k, where 0 ≤ a ≤ k. Va,k may be constructed as the quotient of the Weyl
module Ug ⊗Ug+ Va, where g+ = g¯ ⊗ C[[t]] ⊕ CK and Va is endowed with the
g+-module structure defined by ρa,+ : g+ → End(Va) such that ρa,+(x⊗ f, aK) =
ρa(x)f(0) + ka idVa .
So
a) either k is even and W = Vk/2,k;
b) or we have, for a 6= b and a + b = k, W = Va,k ⊕ Vb,k.
We denote by W the subspace of W equal to the images of the subspaces of
the Weyl modules 1⊗ Vk/2 in case a), and (1⊗ Va)⊕ (1⊗ Vb) in case b); so W is
isomorphic to Vk/2 in case a), and to Va ⊕ Vb in case b). In each case, W is equal
to the subspace of W formed of the elements annihilated by gin.
Let ψ be a gout-invariant linear form on W. We associate to it the function
fψ(ℓ, P |v) := 〈ψ, ρ
group
W (g˜ℓ,P )v〉,
where v is inW . For any P , fψ(ℓ, P |v) belongs therefore to ⊗
k
i=1{ℓ
k
iC[[ℓ
−1
i ]]}⊗W
∗.
Let us denote by C[ℓ]≤k the space of polynomials in ℓ of degree ≤ k. This
space is endowed with the right G(C)-module structure defined by (g · f)(ℓ) :=
f(g · ℓ)(cz + d)k.
Proof of Prop. 1.3. It follows from its definition that the map v 7→ fψ(ℓ|v)
belongs to HomC(W,⊗
3g
i=1ℓ
k
iC[[ℓ
−1
i ]]). Let may assume that v is a weight vector,
so h[1]v = λv, where λ is an integer in {−k, . . . , k}. Moreover,
fψ(ℓ, P |v) =
g∏
i=1
ℓki
∑
α≥0
1
α!
〈ψ, ρgroupW (˜bP )ρW(e[
∑
i
di,P ℓ
−1
i ])
αv〉.
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Since ρW(h[1])ρ
group
V (˜bP ) = ρ
group
W (˜bP )[ρW(h[1]) − 3gk], all contributions to this
series where α 6= 3gk+λ
2
are zero. It follows that
fψ(ℓ, P |v) =
1
α!
〈ψ, ρgroupW (˜bP )ρW(e[
∑
i
di,P ℓ
−1
i ])
αv〉, with α =
3gk + λ
2
.
Therefore, for any v in W , fψ(ℓ, P |v) is a Laurent polynomial in the ℓi, of degree
in each ℓi smaller than k.
Finally, Cor. 4.1, together with the fact that ρgroupW (g˜)v = ρW (g)v for g ∈ G(C),
imply that fψ(g·ℓ, P |v) =
∏3g
i=1(cℓi+d)
kfψ(ℓ, P |ρW (g)v), for g =
(
a b
c d
)
∈ G(C).
This formula both shows that v 7→ fψ(ℓ, P |v) is polynomial in the ℓi, and that it
is a morphism of g¯-modules.
We also get
Proposition 4.1. If W is a representation described of type b) above, and if ψ
is zero when restricted to Vb,k, fψ(ℓ, P |v) is zero when v belongs to Va if the genus
g of C is odd, and when v belongs to Vb if g is even.
Remark 4. The fact thatW is integrable should imply some additional functional
properties of fψ(ℓ, P |v).
Remark 5. It follows from Lemma 4.5 that if we replace, in the definition of
fψ(ℓ, P |v), g˜ℓ,P by any function hℓ,P satisfing the conclusions of Lemma 4.4, the
function fψ(ℓ, P |v) only gets multiplied by a nonzero function of P . Moreover,
since for any irreducible integrable representation V, and any lift of
(
−1 0
0 −1
)
∈
G(K), its image by ρgroupV is scalar, a change in the choice of the square root b
1/2
0
of b0 only has the effect of multiplying fψ(ℓ, P |v) by a nonzero function of P .
5. Action of the Sugawara tensor
5.1. Expressions of the Sugawara tensor T (z). For x in g¯ and φ in K, let
us denote by x[φ] the element (x⊗ φ, 0) of g.
Let Cas be the element of g¯ ⊗ g¯ corresponding to 〈, 〉g¯. We have Cas =
1
2
h ⊗
h+ e⊗ f + f ⊗ e.
Let us set for x = e, h, f , x(z) =
∑
i∈Z x[z
i
P0
]z−i−1dz. We define the Green
function G(z, w)dz as
G(z, w)dz = dz lnΘ(A(z)− A(w) + δ −∆)− dz lnΘ(A(z)− A(P0) + δ −∆).
We have then the expansion at the diagonal
G(z, w)dz =
dz
z − w
+O(1).
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Expand G(z, w)dz as
∑
i>0 αi(z)w
i for w ≪ z and as
∑
i>0 z
i−1dzβi(w) for z ≪ w
(both z and w being at the formal neighborhood of P0). Let us then set
xin(z) =
∑
i>0
x[wi]αi(z), x
out(z) =
∑
i>0
x[βi]z
i−1dz
(xin(z) and xout(z) therefore belong to g⊗ˆΩz) and set
T (z) =
1
2κ
∑
α
xoutα (z)yα(z) + yα(z)x
in
α (z), (15)
where κ = k+2, and
∑
α xα⊗ yα = Cas. The Laurent coefficients of T (z) belong
to a completion of the quotient Ug/(K − k · 1) of the enveloping algebra of g.
The following Lemma shows that T (z) is a normalization of the Sugawara
tensor.
Lemma 5.1. In any highest weight g-module, the matrix elements of T (z) coin-
cide with those of
1
2κ
limz′→z
(∑
α
xα(z)yα(z
′)− 3dz′[G(z, z
′)dz]
)
.
We may also write (15) as follows. Let us set
ℓin,std(z) =
∑
α
xα ⊗ y
in
α (z), ℓ
out,std(z) =
∑
α
xα ⊗ y
out
α (z), ℓ(z) = ℓ
in,std(z) + ℓout,std(z).
(16)
Then
T (z) =
1
2κ
[(tr ◦ρ)⊗ id]{ℓout,std(z)ℓ(z) + ℓ(z)ℓin,std(z)}.
Let λ(z) =
∑
α xα ⊗ λα(z) be an element of (Lg¯⊗ Ω)⊗ g¯ and let us set now
ℓinℓ (z) = ℓ
in,std(z) + λ(z), ℓoutℓ (z) = ℓ
out,std(z)− λ(z).
Then
T (z) =
1
2κ
[(tr ◦ρ)⊗ id]{ℓoutℓ (z)ℓ(z) + ℓ(z)ℓ
in
ℓ (z)} − [λ(z), ℓ(z)]}
=
1
2κ
(
[id⊗(tr ◦ρ)]{ℓoutℓ (z)ℓ(z) + ℓ(z)ℓ
in
ℓ (z)} −
∑
α
[λα(z), xα(z)]
)
.
(17)
5.2. Decomposition of Lg¯. Let us define gin as the Lie subalgebra of Lg¯ equal
to tg¯[[t]]. Then
Lemma 5.2. If Den(P, ℓ) 6= 0, we have a direct sum decomposition
Lg¯ = g˜outℓ ⊕ g
in.
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Proof. g˜outℓ is the space of all sums
y(z) +
∑
i
Ai(−e + ℓih+ ℓ
2
i f)[r
(Pi)(z)− r(P0)(z)], (18)
where z 7→ y(z) is a regular map from C \ {P0} to g¯, and the Ai are tangent
vectors at Pi.
The intersection g˜outℓ ∩ g¯[[t]] is therefore equal to the space of vectors of the form
(18), such that y(z)− [
∑
iAi(−e+ ℓih+ ℓ
2
i f)]r
(P0)(z) is regular at P0. Since there
is no nonconstant function υ on the universal cover C˜ of C, regular everywhere
and with transformation properties υ ◦ γAa = υ, υ ◦ γAa − υ = constant, y should
be constant and
∑
iAi(−e + ℓih+ ℓ
2
i f) should vanish. Now the equations∑
i
Aiωa(Pi) =
∑
i
Aiωa(Pi)ℓi =
∑
i
Aiωa(Pi)ℓ
2
i = 0
imply that the Ai are all zero. Therefore g˜
out
ℓ ∩ g¯[[t]] = g¯, so g˜
out
ℓ ∩ g
in = 0.
Let us now prove that g˜outℓ + g
in = Lg¯. We have
Lg¯/(gin + goutℓ ) = H
1(C,End(E)0(−P )),
and since E is stable, we have dimH1(C,End(E)0(−P )) = 3g, so
dimLg¯/(gin + goutℓ ) = 3g. (19)
On the other hand, we have dim g˜outℓ /g
out
ℓ = 3g. Since the sum of g
in and g˜outℓ is
direct, we have also dim(gin + g˜outℓ )/(g
in + goutℓ ) = 3g. Together with (19), this
shows Lg¯ = gin + g˜outℓ ).
5.3. The ℓ-operators. Let us set gΩ = g¯⊗C((t))dt. There is a pairing 〈, 〉Lg¯×gΩ :
Lg¯×gΩ → C, defined as the tensor product of 〈, 〉g¯ and the residue pairing at P0.
Let us set δ(z, w)dz =
∑
i∈Z z
iw−i−1dz. Then the canonical element Lg¯⊗ˆgΩ
is sent by the isomorphism gΩ⊗ˆLg¯ → g¯
⊗2 ⊗ C[[z±1, w±1]]dz to ℓtot(z, w)dz =
Cas δ(z, w)dz.
We define ℓinℓ (z, w)dz and ℓ
out
ℓ (z, w)dz as the images in gΩ⊗Lg¯ of the canonical
elements of (g˜outℓ )
⊥⊗ˆgin and (gin)⊥⊗ˆg˜outℓ .
Proposition 5.1. Let us set
ℓratℓ (z, w)dz = CasG(z, w)dz
−
1
Den(P , ℓ)
3g∑
i=1
[−∂2ℓi Den(P, ℓ)|ℓi=0e+
1
2
∂ℓi Den(P , ℓ)|ℓi=0h +
1
2
Den(P, ℓ)|ℓi=0f ]|Pi=z
⊗ (−e + ℓih + ℓ
2
i f)G(Pi, w)dPi
If f(z, w)dz is a rational form on C × C, let us denote by f(z, w)dz|z≪w and
f(z, w)dz|w≪z its formal expansions for z, w in the neighborhood of P0 with z ≪ w,
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resp. w ≪ z. Then we have
ℓoutℓ (z, w)dz = −ℓ
rat
ℓ (z, w)dz|z≪w, ℓ
in
ℓ (z, w)dz = ℓ
rat
ℓ (z, w)dz|w≪z.
5.4. Expression of T (z) in terms of ℓ-operators. We will denote by ι the
embedding of [g¯⊗Ωz]⊗ˆ[g¯⊗C((w))] in g¯⊗ [g⊗ˆΩz ] by sending [a⊗ω(z)]⊗ [b⊗f(w)]
to a⊗ [(b⊗ f, 0)⊗ ω]. (So ι preserves the order in the tensor product g¯⊗ g¯, but
exchanges variables z and w.)
Let us denote by ℓinℓ (z) and ℓ
out
ℓ (z) the images of ℓ
in
ℓ (z, w)dz and ℓ
out
ℓ (z, w)dz
by ι. We have ℓinℓ (z) + ℓ
out
ℓ (z) = ℓ(z).
Let us define λ(z) and the image by ι of ℓratℓ (z, w)dz−CasG(z, w)dz and define
λα(z) by λ(z) =
∑
α λα(z)⊗ xα. Write also λ(z) =
∑
u,v,ω,φ u[φ]ω(z)⊗ v. Then∑
α
[λα(z), xα(z)] =
∑
ω(z)φ(z)[u, v](z) +K
∑
ω(z)dφ(z)〈u, v〉g¯.
Therefore∑
α
[λα(z), xα(z)]
= −
1
Den(P, ℓ)
{e(z)
∑
i
[−∂ℓi Den(P, ℓ)|ℓi=0 + 2ℓi∂
2
ℓi
Den(P, ℓ)|ℓi=0]Pi=zG(Pi, z)dPi
+ h(z)
∑
i
[
1
2
Den(P, ℓ)|ℓi=0 − ℓ
2
i∂
2
ℓi
Den(P, ℓ)|ℓi=0]Pi=zG(Pi, z)dPi
+ f(z)
∑
i
[ℓiDen(P, ℓ)|ℓi=0 − ℓ
2
i∂ℓi Den(P, ℓ)|ℓi=0]Pi=zG(Pi, z)dPi}
−
k
Den(P, ℓ)
∑
i
dz[G(Pi, z)dPi]
{−
1
2
Den(P, ℓ)|ℓi=0 + ℓi∂ℓi Den(P, ℓ)|ℓi=0 − ℓ
2
i ∂
2
ℓi
Den(P , ℓ)|ℓi=0}Pi=z.
(17) then yields the following expression of the Sugawara tensor:
Lemma 5.3. We have
T (z) =
1
2κ
[(tr ◦ρ)⊗ id]
(
ℓoutℓ (z)ℓ(z) + ℓ(z)ℓ
in
ℓ (z) + aP (ℓ, z)ℓ(z)
)
+
1
2κ
sP (ℓ, z),
(20)
where aP (ℓ, z) is the element of g¯ ⊗ C[ℓi, ∂ℓi, i = 1, . . . , 3g][Den(P, ℓ)
−1] ⊗ Ω(C)
equal to
aP (ℓ, z) = −
1
Den(P, ℓ)
∑
i
G(Pi, z)dPi{(
1
2
h+ ℓif) Den(P , ℓ)|ℓi=0
− (e+ ℓ2i f)∂ℓi Den(P, ℓ)|ℓi=0 + (2ℓie− ℓ
2
ih)∂
2
ℓi
Den(P, ℓ)|ℓi=0}Pi=z,
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and sP (ℓ, z) is the element of C[ℓi, ∂ℓi , i = 1, . . . , 3g][Den(P, ℓ)
−1]⊗Ω2(C) (Ω2(C)
is the space of rational sections of Ω⊗2C ) given by
sP (ℓ, z) =
k
Den(P, ℓ)
3g∑
i=1
dz[G(Pi, z)dPi]
{−
1
2
Den(P , ℓ)|ℓi=0 + ℓi∂ℓi Den(P, ℓ)|ℓi=0 − ℓ
2
i∂
2
ℓi
Den(P, ℓ)|ℓi=0}Pi=z.
5.5. For x = xe ⊗ e+ xh ⊗ h+ xf ⊗ f an element of g˜
out
(ℓi)
, let us set
ν(x) =
∑
i
(xh + ℓixe)(Pi).
We have then
Lemma 5.4. For v′ any vector W, and x in g˜out(ℓi), we have
〈ψ, ρgroupW (g˜ℓ,P )ρW[(x, 0)]v
′〉 = [
3g∑
i=1
µi(x)∂ℓi − kν(x)]〈ψ, ρ
group
W (g˜ℓ,P )v
′〉.
Recall that ℓoutℓ (z, w)dz belongs to gΩ⊗ˆLg¯. The expressions
µi,P (ℓ, z) := (id⊗µi)(ℓ
out
ℓ (z, w)dz) and νP (ℓ, z) := (id⊗ν)(ℓ
out
ℓ (z, w)dz)
make sense and belong to g¯⊗ C[ℓi, i = 1, . . . , 3g][Den(P, ℓ)
−1]⊗ Ω(C). We find
µi,P (ℓ, z) = (e− ℓih− ℓ
2
i f)G(z, Pi)dz +
1
Den(P, ℓ)
·
·
∑
j 6=i
ℓ2ij [∂
2
ℓj
Den(P , ℓ)|ℓj=0e−
1
2
∂ℓj Den(P, ℓ)|ℓj=0h−
1
2
Den(P , ℓ)|ℓj=0f ]Pj=zG(Pj , Pi)dPj
and
νP (ℓ, z) = −
∑
i
(
1
2
h+ ℓif)G(z, Pi)dz +
1
Den(P, ℓ)
·
·
∑
i,j;i 6=j
ℓji[−∂
2
ℓj
Den(P, ℓ)|ℓj=0e+
1
2
∂ℓj Den(P, ℓ)|ℓj=0h+
1
2
Den(P, ℓ)|ℓj=0f ]Pj=zG(Pj, Pi)dPj.
Lemma 5.5. Let us set
ℓdiffP (z) :=
∑
i
µi,P (ℓ, z)∂ℓi − kνP (ℓ, z).
ℓdiffP (z) is an element of g¯⊗C[ℓi, ∂ℓi, i = 1, . . . , 3g][Den(P, ℓ)
−1]⊗Ω(C), and we
have, for any vector v′ of W,
〈ψ, ρgroupV (g˜ℓ,P )(id⊗ρV)(ℓ
out
ℓ (z))v
′〉 = ℓdiffP (z){〈ψ, ρ
group
V (g˜ℓ,P )v
′〉}.
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Using the expression (20) for T (z), and the fact that (id⊗ρW)(ℓ
in
ℓ (z))(v) = 0,
we find
2κ〈ψ, ρgroupW (g˜ℓ,P )ρW(T (z))v0,k〉
= 〈ψ, ρgroupW (g˜ℓ,P )ρW[
∑
α
ℓoutℓ,xα(z)ℓyα(z) +
∑
α
axα,P (ℓ, z)ℓyα(z)]v〉 + sP (ℓ, z)fψ(ℓ|v),
where we set ℓℓ,x(z) = 〈x⊗id⊗ id, ℓℓ(z)〉g¯, ℓ
out
ℓ,x (z) = 〈x⊗id⊗ id, ℓ
out
ℓ (z)〉g¯ ax,P (ℓ, z) =
〈x⊗ id, aP (ℓ, z), 〉g¯, for x in g¯.
Let us set, for x in g¯, ℓdiffP ,x (z) = 〈x ⊗ id⊗ id, ℓ
diff
P (z)〉g¯. ℓ
diff
x,uP
(z) belongs then
to C[ℓi, ∂ℓi, i = 1, . . . , 3g][Den(P, ℓ)
−1]⊗ Ω(C). Lemma 5.5 then implies that
2κ〈ψ, ρgroupW (g˜ℓ,P )ρW(T (z))v〉
=
∑
α
[ℓdiffP ,xα(z) + aP,xα(ℓ, z)]{〈ψ, ρW[ℓ
out
ℓ (z)]v〉}+ sP (ℓ, z)fψ(ℓ, P |v)
= {[
∑
α
ℓdiffP ,xα(z)ℓ
diff
P ,yα
(z) +
∑
α
aP ,xα(ℓ, z)ℓ
diff
P ,yα
(z) + sP (ℓ, z)]fψ}(ℓ, P |v).
We have therefore
Theorem 5.1. Let us set
T diffP (z) =
∑
α
ℓdiffP ,xα(z)ℓ
diff
P ,yα
(z) +
∑
α
aP ,xα(ℓ, z)ℓ
diff
P ,yα
(z) + sP (ℓ, z).
(21)
Then T diffP (z) belongs to C[ℓi, ∂ℓi, i = 1, . . . , 3g][Den(P , ℓ)
−1]⊗H0(C,Ω2C(2
∑3g
i=1 Pi)).
In other words, it is a quadratic differential in z, regular on C except for double
poles at the Pi, i = 1, . . . , 3g, with coefficients differential operators in ℓ.
There are differential operators T diffP ,i in ℓ, polynomial in k of degree ≤ 1, such
that the expansion of T diffP (z) for z near Pi is
T diffP (z) = 2κk(
1
2
dzPi
zPi
)2 + κT diffP ,i
(dzPi)
2
zPi
+O(1). (22)
For any gout,ext-invariant form ψ on W, we have
〈ψ, ρgroupW (g˜ℓ,P )ρW(T (z))v〉 =
1
2κ
(T diffP (z)fψ)(ℓ|v). (23)
Proof of Thm. (23) follows from the above computations. Let us now show the
properties of T diffP (z). We will use the following Lemma
Lemma 5.6. Let us set
T˜ diffP (z) = T
diff
P (z) + κ
dbP
bP
(z)ℓdiffP ,h (z) (24)
+ 2κ[
∑
i
ℓ−1i {d(di,P )− di,P
dbP
bP
}(z)]ℓdiffP ,e (z) + 2kκ(
1
2
dbP
bP
)2(z).
26 B. ENRIQUEZ AND V. RUBTSOV
Then we have
2κ〈ψ, ρW(T (z))ρ
group
W (g˜ℓ,P )v〉 = (T˜
diff
P (z)fψ)(ℓ, P |v).
Let k be an arbitrary complex number and let W˜ be any g¯-module. Define W˜
as the Weyl module over Ug equal to Ug⊗Ug+ W˜ (see sect. 4.2). Let us denote by
ρ
W˜
the corresponding algebra map from Ug to End(W˜). For v in W˜ , we denote
also by v the vector 1⊗ v of W˜.
Let us fix ℓ0 = (ℓi,0)i=1,... ,3g in (C
×)3g, such that Den(P , ℓ0) 6= 0. Consider ℓ
as a formal variable near ℓ0 and let us define γℓ0,ℓ,P as the element of Ug[[ℓ− ℓ0]]
equal to
γℓ0,ℓ,P = exp(e[
∑
i
(ℓ−1i,0 − ℓ
−1
i )di,P ])z(
∏
i
(ℓi/ℓi,0)
k).
When k is an integer ≥ 0, we have g˜−1P,ℓ0 g˜P,ℓ = γℓ0,ℓ,P . Then the analogue of
Lemma 5.6 and of formula (23) for the Weyl module W˜ are:
Lemma 5.7. Let ψ0 be a Ad(gP,ℓ0)(g
out)-invariant form on W˜. For any v′ in W˜,
〈ψ0, ρW˜[Ad(g
−1
P,ℓ0
)(T (z))γℓ0,ℓ,P ](v
′)〉 and 〈ψ0, ρW˜[γℓ0,ℓ,P ](v
′)〉 are formal functions
in ℓ− ℓ0, and we have, for any v in W˜ ,
〈ψ0, ρW˜[Ad(g
−1
P ,ℓ0
)(T (z))γℓ0,ℓ,P ](v)〉 = T˜
diff
P (z){〈ψ0, ρW˜[γℓ0,ℓ,P ](v)〉}
(25)
and
〈ψ0, ρW˜[γℓ0,ℓ,PT (z)](v)〉 = T
diff
P (z){〈ψ0, ρW˜[γℓ0,ℓ,P ](v)〉} (26)
(equalities in C[[ℓ− ℓ0]]).
The interest of identities (25) and (26) lies in the fact that any formal function
of ℓ− ℓ0 is of the form 〈ψ0, ρW˜[γℓ0,ℓ,P ](v)〉. More precisely, we have:
Lemma 5.8. The correlation functions map ψ0 7→ (v 7→ 〈ψ0, ρW˜[γℓ0,ℓ,P ](v)〉) de-
fines an isomorphism from the space of Ad(gP ,ℓ0)(g
out)-invariant forms on W˜ to
Homg¯(W˜,C[[ℓ− ℓ0]]).
Here C[[ℓ − ℓ0]] is endowed with the action of g¯ defined by e 7→
∑
i
∂
∂ℓi
, h 7→∑
i−(2ℓi
∂
∂ℓi
+ k), f 7→
∑
i−(ℓ
2
i
∂
∂ℓi
+ kℓi).
Lemma 5.8 follows from the fact that the map
Ugoutℓ ⊗ C[e[di,P ]]⊗ U(g¯[[t]])→ ULg,
induced by the multiplication, is surjective, and its kernel is generated by the
relations
e[1]−
∑
i
ℓ2i e[di,P ] ∈ g
out
ℓ , h[1]−
∑
i
2ℓie[di,P ] ∈ g
out
ℓ , f [1] +
∑
i
e[di,P ] ∈ g
out
ℓ .
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Taking for example W˜ = C[[ℓ− ℓ0]], we see that any element of C[[ℓ− ℓ0]] can
be obtained as a 〈ψ0, ρW˜[γℓ0,ℓ,P ](v)〉.
For any vector field ξ regular on C \ {P0}, T [ξ] = resP0(ξ(z)T (z)) belongs to
goutUg (see [6]). It follows that the right side of (25) is a quadratic differential in
z, regular outside P0.
It follows that T˜ diffP (z) is a quadratic differential in z, regular outside P0, with
coefficients differential operators in ℓ. Moreover, formula (21) expressing T diff (z)
implies that T diff(z) is regular at z = P0.
The other functional properties of T diff(z) follow from formula (24) expressing
T diff (z) in term of T˜ diff (z):
– d log bP and ℓ
diff
P are univalued differentials in z, therefore T
diff (z) is a uni-
valued quadratic differential;
– the expansions
ℓdiffP ,h (z) = 2
dzPi
zPi
(−ℓi∂ℓi +
k
2
) +O(1), ℓdiffP ,e (z) =
dzPi
zPi
(−ℓ2i ∂ℓi + kℓi) +O(1),
and sP (z) = (
dzPi
zPi
)2+O(z−1Pi ) for z near Pi imply that T
diff (z) has the expansion
T diff (z) =
1
2
κk(
dzPi
zPi
)2 +O(z−1Pi )
for z near Pi. Expansions (22) follow. Since the coefficients of
(dzPi )
2
zPi
in these
expansions are the same as those of (T diff− T˜ diff )(z), which are given by formula
(24), they are polynomial in k, of degree ≤ 1.
Proof of Lemma 5.6. Let us denote by (Ug)k the quotient of Ug by the ideal
generated by K − k · 1, and by (Ug)k,compl the completion of (Ug)k w.r.t. the
topology defined by the right ideals generated by the x[zl], l ≥ N (the Laurent
coefficients of T (z) belong to (Ug)k,compl.)
Then Ĝ(K) acts on (Ug)k,compl by the adjoint action; this action factors through
G(K); so we have a sequence of group morphisms
Ĝ(K)→ G(K)→ Autalgebra[(Ug)k,compl].
We denote by Ad any of the maps G(K) → AutC[(Ug)k,compl] and Ĝ(K) →
AutC[(Ug)k,compl].
Moreover, it follows from the formula
[T (z), x[f ]] = −(df)(z)x(z)
for x in g¯, that if f belongs to K,
Ad(
(
1 f
0 1
)
)[T (z)] = T (z) + (df)(z)e(z),
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and that for φ in C[[zP0 ]]
×,
Ad(
(
φ 0
0 φ−1
)
)[T (z)] = T (z) +
dφ
φ
(z)h(z) +K(
dφ
φ
)2(z).
Moreover, we have also
Ad(T
Ĝ(K)
)[T (z)] = T (z) +
1
2
dzP0
zP0
(z)h(z) +K(
1
2
dzP0
zP0
)2(z).
Let then ψ belong to K×; let us denote v(ψ) the valuation of ψ at P0, and set
t[ψ] = T
v(ψ)
Ĝ(K)
(
ψ
1/2
0 0
0 (ψ
1/2
0 )
−1
)
, where ψ0 = z
−v(ψ)
P0
ψ and ψ
1/2
0 is any square root
of ψ0, we have therefore
Ad(t[ψ])(T (z)) = T (z) +
1
2
dψ
ψ
(z)h(z) +K(
1
2
dψ
ψ
)2(z).
We have therefore
Ad(g˜ℓ,P )
−1(T (z)) = Ad(ι(
(
1
∑
i ℓ
−1
i di,P
0 1
)
))[T (z) +
1
2
dbP
bP
(z)h(z) +K(
1
2
dbP
bP
)2(z)]
= T (z) + [
∑
i
ℓ−1i {d(di,P )− di,P
dbP
bP
}(z)]e(z) +
1
2
dbP
bP
(z)h(z) +K(
1
2
dbP
bP
)2(z).
So
2κ〈ψ, ρW(T (z))ρ
group
W (g˜ℓ,P )v〉
= 2κ〈ψ, ρgroupW (g˜ℓ,P )ρW(T (z))v〉
+ 2κ[
∑
i
ℓ−1i {d(di,P )− di,P
dbP
bP
}(z)]〈ψ, ρgroupW (g˜ℓ,P )ρW(e(z))v〉
+ 2κ
1
2
dbP
bP
(z)〈ψ, ρgroupW (g˜ℓ,P )ρW(h(z))v〉
+ 2κk(
1
2
dbP
bP
)2(z)〈ψ, ρgroupW (g˜ℓ,P )v〉.
On the other hand, we have for any x in g¯,
〈ψ, ρgroupW (g˜ℓ,P )ρW(x(z))v〉 = (ℓ
diff
P ,x (z)fψ)(ℓ, P |v).
Lemma 5.6 follows.
6. Explicit form of the Beilinson-Drinfeld operators
6.1. Pull-back of the det line bundle. Recall that the line bundle det is
defined over Bun2(C)O(
∑
i Pi)
as detRΓ ([2]).
Proof of Prop. 1.2. A line bundle over (CP 1)N is necessarily of the form
O(k1)⊠· · ·⊠O(kN ). To determine the ki, let us compute the restriction ofH
∗
P (det)
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to (ℓ1, . . . , ℓi−1)× CP
1 × (ℓi+1, . . . , ℓN), for generic ℓi. For ℓ generic, the fiber of
H∗P (det) at ℓ is the determinant of {(αi) ∈ C
3g|
∑
i αiωa(Pi) =
∑
i αiℓiωa(Pi) =
0}, which we view as
{(αj, α
′
i)j 6=i ∈ C
3g|
∑
j 6=i
αjωa(Pj) + α
′
iℓ
−1
i ωa(Pi) =
∑
j 6=i
αjℓjωa(Pj) + α
′
iωa(Pi) = 0}
in the neighborhood of ℓi = ∞. It follows that the restriction of H
∗
P (det) to
(ℓ1, . . . , ℓi−1) × CP
1 × (ℓi+1, . . . , ℓN) is isomorphic to O(1), therefore all ki are
equal to 1.
6.2. Explicit form of the Beilinson-Drinfeld operators. The Beilinson-
Drinfeld operators are differential operators acting on sections of det−2. They are
defined as the action on Bun2(C)O(
∑
i Pi)
of the central elements of the critical level
quotient Ug/(K+2·1) of the enveloping algebra of g. A generating series for these
central elements is the Sugawara series T (z)(dz)2 =
∑
n Tnz
−n−2(dz)2; let T
(BD)
n
be the action of Tn by differential operators. Then the series
∑
n T
(BD)
n z−n−2(dz)2
is a linear combination of the quadratic differentials on C. Let (ω
(2)
α )a=1,... ,3g−3 be
a basis of H0(C,Ω⊗2C ) and let us set
∑
n T
(BD)
n z−n−2(dz)2 =
∑
α T
BD
α ω
(2)
α . Then
the T
(BD)
n are all linear combinations of the TBDα .
Proof of Thm. 1.2 The expansions (22) imply that T diff (z) has no poles at the
Pi. The fact that the operators T
diff
P ,α commute follows from formula (26), the
fact that any formal series in C[[ℓ − ℓ0]] can be obtained as a correlation func-
tion 〈ψ0, ρ[γℓ0,ℓ,P ](v)〉, and the commutativity of the components of the Sugawara
tensor when κ = 0.
7. Explicit form of the KZB connection
7.1. Dependence of iP (ψ) in P . Let us denote by (C
3g)P0 the subspace of
(C \ {P0})
3g, formed of the systems P = (Pi)i=1,... ,3g, such that
∑
iA(Pi) =
3gA(P0).
Let us denote by iP the linear map
iP : (W
∗)g
out
→ Homg¯(W,⊗
3g
i=1C[ℓi]≤k),
indexed by P in (C3g)P0: we have iP (ψ) = [v 7→ fψ(ℓ, P |v)]. In this section,
we describe the dependence of iP (ψ) on P , when ψ is fixed. For this, we first
compare the maps HP and HP ′ , for P
′ infinitely close to P .
7.1.1. Infinitesimal comparison of HP and HP ′. Let us fix variations δPi of the
points Pi, such that δ(
∑
iA(Pi)) = 0. Let us fix ℓ such that Den(P, ℓ) 6= 0.
It follows from Thm. 1.1 that one can find ℓ′ infinitely close to ℓ, such that
HP (ℓ) = HP ′(ℓ
′). In this section, we compute the variation δℓ = ℓ′ − ℓ.
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Let us denote by M(z) the matrix corresponding to the isomorphism from
H(P ′, ℓ′) to H(P, ℓ). We have
M(z) = idC2 +
∑
i
(
1
ℓi
)(
αi βi
)
r(Pi)(z),
where αi = α
(1)
i + α
(2)
i + . . . and βi = β
(1)
i + β
(2)
i + . . . are infinitesimal vectors
at Pi (α
(1)
i is the linear in δPi part of αi, α
(2)
i the quadratic part, etc.), satisfying
the equations ∑
i
ωa(Pi)
(
1
ℓi
)(
αi βi
)
= 0 (27)
for each a, and M(Pi+ δPi)
(
1
ℓi + δℓi
)
= 0, for any i, which implies at first order(
1
ℓi + δℓi
)
+
∑
j 6=i
r(Pj)(Pi)(α
(1)
j +ℓiβ
(1)
j )
(
1
ℓj
)
+[r(Pi)(Pi+δPi)(α
(1)
i +ℓiβ
(1)
i )+κi]
(
1
ℓi
)
= 0,
where we set κi = r
(Pi)(Pi + δPi)(α
(2)
i + ℓiβ
(2)
i ).
The main terms of the left side of this equation should cancel, therefore
β
(1)
i = −
1
ℓi
(α
(1)
i + δPi).
(27) then yields the system∑
i
ωa(Pi)α
(1)
i = 0,
∑
i
ωa(Pi)ℓiα
(1)
i = 0,
∑
i
ωa(Pi)ℓ
−1
i [α
(1)
i + δPi] = 0,
(28)
as well as the equation
∑
i ωa(Pi)δPi = 0 for any a = 1, . . . , g, which is satisfied
because δ(
∑
iA(Pi)) = 0. We then get
κi = −
∑
j 6=i
r(Pj)(Pi)(α
(1)
j + ℓiβ
(1)
j )
and
δℓi = −
∑
j 6=i
r(Pj)(Pi)ℓj(α
(1)
j + ℓiβ
(1)
j )− κiℓi =
∑
j 6=i
r(Pj)(Pi)ℓij(α
(1)
j + ℓiβ
(1)
j ).
(28) yields
α
(1)
i =
1
Den(P, ℓ)
∑
j
−(ℓi/ℓj)δPj Den(P , ℓ)|ℓi=0,Pi→Pj .
It follows that
δℓi =
1
Den(P, ℓ)
∑
j 6=i
r(Pj)(Pi)ℓ
2
ij
∑
l
1
ℓl
δPlDen(P, ℓ)|ℓj=0,Pj→Pl −
∑
j 6=i
r(Pj)(Pi)ℓij
ℓi
ℓj
δPj .
(29)
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7.1.2. Dependence of iP (ψ) on P . Let us preserve the notation of the previous
section.
Let us set
min(z) =
∑
i
(
β
(1)
i
−α
(1)
i
)(
ℓi −1
)
r(Pi)(z).
The Laurent expansion of min(z) at P0 belongs to gl2[[zP0 ]]. It follows from the
previous section that there exists an element mout of gl2 ⊗ R such that
gP+δP ,ℓ+δℓ = exp(m
out)gP,ℓ exp(m
in).
Let us denote by G(K) ⋊ Z the quotient of Ĝ(K) ⋊ Z by its center, and let
g˜′P,ℓ be the image of g˜P,ℓ by the projection Ĝ(K)⋊ Z→ G(K)⋊ Z. Let π be the
projection map from gl2 to sl2 and set
m′out = (π ⊗ id)(mout), m′in = (π ⊗ id)(min).
Then we have
g˜′P+δP ,ℓ+δℓ = exp(m
′out)g˜′P,ℓ exp(m
′in);
the Lie algebraic meaning of this equality is that
g˜′P+δP ,ℓ+δℓg˜
′−1
P,ℓ = m
′out + g˜′P,ℓm
′ing˜′−1P ,ℓ . (30)
Let us denote by xin and xout the images of m′in and m′out by the map Lg¯→ g,
x ⊗ f 7→ x[f ](= (x ⊗ f, 0)). Then xin belongs to the linear span g+,no K of the
x[ti], i ≥ 0, x ∈ g¯, and xout belongs to gout,ext.
Let us denote by κ the map from g to C defined by κ(x⊗ f, aK) = ak.
Proposition 7.1. Let us set
Z = κ{g˜P+δP ,ℓ+δℓg˜
−1
P ,ℓ} − κ{g˜P,ℓx
ing˜−1P,ℓ}.
Then we have
Z = k
∑
j 6=i
α
(1)
i
ℓi
ℓj
r(Pi)(Pj) + k
∑
i
δℓi
ℓi
, (31)
and
g˜P+δP ,ℓ+δℓg˜
−1
P ,ℓ = x
out + g˜P,ℓx
ing˜−1P,ℓ + Z, (32)
therefore
g˜P+δP ,ℓ+δℓ = exp(x
out)g˜P,ℓ exp(x
in)z(exp(Z)), (33)
up to quadratic terms in the δℓi.
Proof. (32) follows from (30), the definition of Z and the fact that κ(xout) = 0.
Let us now compute Z. We have κ(g˜P+δP ,ℓ+δℓg˜
−1
P,ℓ) = κ(t[b
−1/2
P+δP ]t[b
−1/2
P ]
−1) +
k
∑
i
δℓi
ℓi
= κ(T 3g
Ĝ(K)
t[(b0P+δP )
−1/2(b0P )
1/2]T−3g
Ĝ(K)
) + k
∑
i
δℓi
ℓi
= −3gk
2
[
bP+δP
bP
(P0)− 1] +
k
∑
i
δℓi
ℓi
.
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On the other hand, let us set xin = e[xine ] + h[x
in
h ] + +f [x
in
f ]. We have
xinf = −
∑
i
α
(1)
i ℓir
(Pi)(z), xinh =
∑
i
β
(1)
i ℓi − α
(1)
i
2
r(Pi)(z).
We have then κ(g˜P ,ℓx
ing˜−1P,ℓ) = κ(t[b
−1/2
P ]{h[x
in
h ]+[e[−
∑
i ℓ
−1
i di,P ], f [x
in
f ]]}t[b
−1/2
P ]
−1).
After some computation, we find
κ(g˜P,ℓx
ing˜−1P,ℓ) = k
∑
j 6=i
α
(1)
i
ℓi
ℓj
r(Pi)(Pj)−
3gk
2
∑
i
δPir
(Pi)(P0).
Therefore
Z = −
3gk
2
[
bP+δP
bP
(P0)−1]+k
∑
j 6=i
α
(1)
i
ℓi
ℓj
r(Pi)(Pj)−
3gk
2
∑
i
δPir
(Pi)(P0)+k
∑
i
δℓi
ℓi
.
Since
δbP
bP
(z) +
∑
i
δPir
(Pi)(z)
vanishes for any z,
[
bP+δP
bP
(P0)− 1] +
∑
i
δPir
(Pi)(P0) = 0;
(31) follows.
Prop. 1.4 follows from the insertion of (33) in correlation functions.
8. Filtration of conformal blocks
Let again g¯ be an arbitrary semismple Lie algebra, and let V be an integrable
module over the affine Kac-Moody algebra g. Let CB(V) be the space of confor-
mal blocks of V. The maps HP ,χ naturally lead to a filtration of CB(V). It is
defined as follows.
It follows from [3] that conformal blocks can be identified with sections of line
bundles over BunG(C). Define FilP ,χ as the space of conformal blocks, vanishing
on ImHP ,χ. We then have a inclusions FilP,χ ⊂ FilP ,χ′ if χi ≤ χ
′
i for any i.
It is easy to define analogues FilP ,χ,P of FilP,χ, which are conformal blocks
vanishing on modifications of the fixed (nontrivial) bundle P .
Moreover, one may conjecture the following behavior of the FilP,χ:
1) the FilP ,χ form a bundle over Mg,N with a flat connection; and the FilP,χ,P
form a bundle over the joint moduli space of triples (C, P , P ) of a curve, marked
points and a principal G-bundle over it;
2) when Pi and Pj both tend to a point Q, the limit of Fil(P, χ) is Fil(P
′, χ′),
where P ′ = ((Pα)α6=i,j, Q) and χ
′ = ((χα)α6=i,j, χi + χj).
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It would follow from this that the dimension of FilP ,χ,P only depends on the
sum
∑
i χi, so that there is a filtration of CB(V) by P+. It would be interesting
to see whether the formulas for the corresponding q-dimensions agree with those
of [9, 18].
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