Abstract. In this article, we define discrete analogue of generalized Hardy spaces and its separable subspace on a homogenous rooted tree and study some of its properties such as completeness, inclusion relations with other spaces, separability, growth estimate for functions in these spaces and their consequences. Equivalent conditions for multiplication operators to be bounded and compact are also obtained. Furthermore, we discuss about point spectrum, approximate point spectrum and spectrum of multiplication operators and discuss when a multiplication operator is an isometry.
Introduction
The theory of function spaces defined on the unit disk D = {z ∈ C : |z| < 1} is particulary a well developed subject. The recent book by Pavlović [20] and the book of Zhu [24] provide us with a solid foundation in studying various function spaces on the unit disk. One can also refer [15] for Hardy spaces (H p ), [17] for Bergman spaces (A p ), [16] for Dirichlet spaces (D p ) and [9] for Bloch space (B). In recent years, there has been a considerable interest in the study of function spaces on discrete set such as tree (more generally on graphs). For example, Lipschitz space of a tree (discrete analogue of Bloch space) [10] , weighted Lipschitz space of a tree [4] , iterated logarithmic Lipschitz space of a tree [3] and H p spaces on trees [18] are some in this line of investigation. In [18] the H p spaces on trees are defined by means of certain maximal or square function operators associated with a nearest neighbour transition operator which is very regular and this study was further developed in [6] .
In the study of operators on function spaces, multiplication and composition operators arise naturally and play an important role. Moreover, study of composition operators on various function spaces on the unit disk is better developed than the multiplication operators, and the literature in these topics are exhaustive. See for example the survey articles [7, 19, 23] on multiplication operators on various function spaces of the unit disk.
In the case of operator theory on discrete function spaces, average operator (Laplacian operator) is studied more than other operators. Colonna multiplication operators on Lipschitz space, weighted Lipschitz space, and iterated logarithmic Lipschitz space of a tree in [10] , [4] and [3] , respectively. In [2, 11] , the authors discussed about multiplication operators between Lipschitz type spaces and the space of bounded functions on a tree. Recently, Allen et al. [5] have also studied composition operators on the Lipschitz space of a tree.
In this article, we define discrete analogue of generalized Hardy spaces and study its important properties. Also, we study multiplication operators on generalized Hardy spaces on homogeneous trees (i.e. every vertex has same number of neighbours).
Preliminaries
A graph G is a pair G = (V, E) of sets satisfying E ⊆ V ×V . The elements of V and E are called vertices and edges of the graph G, respectively. Two vertices x, y ∈ V (with the abuse of language, one can write as x, y ∈ G) are said to be neighbours or adjacent (denoted by x ∼ y) if there is an edge connecting them. A regular (homogeneous) graph is a graph in which every vertex has the same number of neighbours. If every vertex has k neighbours, then the graph is said to be k−regular (k−homogeneous) graph. A path is part of a graph with finite or infinite sequence of distinct vertices
(path P with an additional edge v n v 0 ) is called a cycle. A non-empty graph G is called connected if any two of its vertices are linked by a path in G. A connected and locally finite (every vertex has finite number of neighbours) graph without cycles, is called a tree. A rooted tree is a tree in which a special vertex (called root) is singled out. The distance between any two vertex of a tree is the number of edges in the unique path connecting them. If G is a rooted tree with root o, then |v| denotes the distance between o and v. Further the parent (denoted by v − ) of a vertex v is the unique vertex w ∈ G such that w ∼ v and |w| = |v| − 1. For basic issues concerning graph theory, one can refer to standard texts such as [13] .
Let T be a rooted tree. By a function defined on a graph, we mean a function defined on its vertices. The Lipschitz space and the weighted Lipschitz space of T are denoted by L and L w , respectively. These are defined as follows:
respectively. Throughout the discussion, a homogeneous rooted tree with infinite vertices is denoted by T , N = {1, 2, . . .} and N 0 = N ∪ {0}.
consists of all those measurable functions f : D → C such that M p (r, f ) exists for all r ∈ [0, 1) and f p < ∞, where (D) and some related function spaces. For our investigation this definition has an analog in the following form. Definition 1. Let T be a q + 1 homogeneous tree rooted at o. For every n ∈ N, we introduce
The discrete analogue of the generalized Hardy space, denoted by T q,p , is then defined by T q,p := {f : T → C such that f p < ∞}. Similarly, the discrete analogue of the generalized little Hardy space, denoted by T q,p,0 , is defined by
for every p ∈ (0, ∞]. For the sake of simplicity, we shall write T q,p and T q,p,0 as T p and T p,0 , respectively. Unless otherwise stated explicitly, throughout . p is defined as above.
The paper is organized as follows. In several sub sections of Section 3, we investigate important properties such as completeness, inclusion relations and separability of the spaces T p and T p,0 . First, we prove that T p and T p,0 are Banach spaces (see Theorems 1 and 2). As with the H p spaces, similar inclusion relations are derived for the discrete cases (see Theorem 3) . Also, we show that T p is not a separable space whereas T p,0 is separable (see Theorems 4 and 5). Finally, in Section 3, we compare the convergence in norm and uniform convergence on compact sets of T . In Section 4, we study multiplication operators on generalized Hardy spaces on homogeneous trees. In particular, we give characterization of bounded and compact multiplication operators on T p (resp. on T p,0 ), see Theorems 6 and 8. Also we determine the point spectrum, the approximate point spectrum and the spectrum for the multiplication operator M ψ and determine an upper bound for the essential norm of M ψ . Finally, we provide necessary and sufficient condition for a multiplication operator to be an isometry. Proof. First we begin with the case p = ∞. In this case, (2.1) reduces to f p = sup v∈T |f (v)| and thus, the space T ∞ coincides with the set of all bounded functions on T with sup-norm which is known to be a Banach space.
Next, we consider the case 1 ≤ p < ∞. We have the following.
(ii) For each n ∈ N 0 and α ∈ C, it is easy to see by definition that M p (n, αf ) = |α|M p (n, f ) and thus, αf p = |α| f p . (iii) For each n ∈ N and f, g ∈ T p , one has (since p ≥ 1)
The last inequality trivially holds for n = 0 and thus, f +g p ≤ f p + g p . Hence (T p , . p ) is a normed linear space. In order to prove that T p is a Banach space, we begin with a Cauchy sequence {f k } in T p . Then {f k (v)} is a Cauchy sequence in C for every v ∈ T and thus, {f k } converges pointwise to a function f . Now, for a given ǫ > 0, there exists an
This completes the proof of the theorem. Remark 1. For 0 < p < 1, T p is obviously a complete metric space.
A function f : T → C is said to be radial constant function if f (v) = f (w) whenever |v| = |w|. 
For example, if
In the discrete case, T p,0 is non-trivial. In fact, the set of all radial constant functions in T p,0 is isometrically isomorphic to the sequence space c 0 (set of all sequences that converges to zero).
Here are few questions that arise naturally. Question 1. Is it possible to define an inner product so that T 2 becomes a Hilbert space? As with the l p and the H p spaces, whether T p is not isomorphic to T q when p = q? What can be said about the dual of T p ?
These questions are open for the moment.
Proof. For n ∈ N 0 and f, g ∈ T p , we easily have
Thus, f ∈ T p,0 which completes the proof. 
Proof. The result for s = ∞ follows from the definition of M r (n, f ) and thus, it suffices to prove the lemma for the case 0 < r < s < ∞. Again by Definition 1, we see that
For n ∈ N, we have (q + 1)q n−1 vertices with |v| = n. Recall that on the Euclidean space C N , the following norm equivalence is well-known for 0 < r < s:
The second inequality in (3.1), is an easy consequence of Hölder's inequality for finite sum. We may now use this with N = (q + 1)q n−1 . As a consequence of it, we have
which may be rewritten as
This shows that M r (n, f ) ≤ M s (n, f ) for all n ∈ N 0 . The proof is complete.
As an immediate consequence of Lemma 1, one has the following. We now show by an example that the inclusions in Theorem 3 is proper. Let 0 < r < p < s ≤ ∞. Choose a sequence of vertices {v n } such that |v n | = n for all n ∈ N. Consider the function f defined by
Then, for n ∈ N, one has
and in either case, we find that M s (n, f ) → ∞ as n → ∞. This example shows that T s,0 is a proper subspace of T r,0 . From this example, it can be also seen that T s is a proper subspace of T r .
Remarks 1.
(1) The unbounded function f (v) = |v| belongs to L but is not in T p for any 0 < p < ∞. On the other hand, let us now fix an infinite path
. .} then the characteristic function χ A , namely, χ A (v) = 1 for v ∈ A and zero elsewhere, belongs to T p for all 0 < p < ∞ but is not in L w . This concludes the proof that L w is not comparable with
L, whereas L w is not comparable with T ∞ . For 2-homogeneous trees, this inclusion relation becomes an equality. This is because of the fact that there is no unbounded function in T p for 2-homogeneous trees, which can be observed from the definition of T p .
3.3. Separability. In order to state results about the separability of T p,0 and T p , we need to introduce few notations. Denote by C c (T ) the set of all functions f : T → C such that M p (n, f ) = 0 for all but finitely many n ′ s. Also the closure of C c (T ) under . p is denoted by C c (T ).
Proof. Let f ∈ T p,0 and, for each n, define {f n } by
Clearly, f n ∈ C c (T ) for each n ∈ N and
Therefore, we see that
and, because M p (m, f ) → 0 as m → ∞, it follows that f − f n p → 0 as n → ∞. This completes the proof.
Proof. It is easy to verify that B = {χ {v} : v ∈ T } is a basis for C c (T ). Since B is countable, C c (T ) is separable. Since C c (T ) is dense in T p,0 , we conclude that T p,0 is separable and the theorem follows.
We remark that C c (T ) cannot be a Banach space with respect to any norm, since it has a countably infinite basis.
Proof. Let E ⊂ T p denote the set of all radial constant functions f whose range is subset of {0, 1}. Let f, g ∈ E andf = g. Then there exists a v ∈ T such that f (v) = g(v). Since f, g ∈ E, we have M p (n, f − g) ≤ 1 for all n. On the other hand, M p (|v|, f − g) = 1 and hence, f − g p = sup M p (n, f − g) = 1. It is easy to check that E is an uncountable subset of T p . Since any two distinct elements of E must be of distance 1 apart and E is uncountable, it follows that any dense subset of T p cannot be countable. Consequently, T p is not a separable space.
Growth estimate and consequences.
Lemma 3. Let T be a q + 1 homogeneous tree rooted at o and 0 < p < ∞. Then, for v ∈ T \ {o}, we have the following:
The results are sharp.
Proof. Fix v ∈ T \ {o} and let n = |v|. Then,
The desired results follow.
In order to prove the sharpness, we fix v ∈ T \ {o}. Define f (v) = {(q + 1)q |v|−1 } 1 p and 0 elsewhere. We now let m = |v| so that M p (n, f ) = 0 for every n = m and
We obtain that f p = sup n∈N 0 M p (n, f ) = 1 and hence,
We conclude the proof. Proof. The edge counting distance on T induces the discrete metric. So, finite subsets are the only compact sets in T . Let K be an arbitrary compact subset of T . Then there exists an N ∈ N such that |v| ≤ N for every v ∈ K. The proposition trivially holds for the case p = ∞, because given a function f and a sequence {f n } converging to f in norm,
Next, we consider the case 0 < p < ∞. From Lemma 3, given a function f in T p , we have
This gives
and thus, by replacing f by f n − f , we conclude that convergence in . p implies uniform convergence on compact subsets of T .
Uniform convergence on compact subsets of T does not necessarily imply the convergence in . p (0 < p ≤ ∞) as can be seen from the following example. Example 1. Consider the function f ≡ 1. For each n, define {f n } by
Let K be a compact subset of T . Then there exists an N ∈ N such that |v| ≤ N for every v ∈ K and sup v∈K |(f n − f )(v)| = 0 for every n > N. It follows that {f n } converges uniformly on compact subsets of T to f . On the other hand,
Hence, {f n } does not converge to f in . p .
From Proposition 1 and the above remark, we observe that the the topology of uniform convergence on the compact subsets of T on T p is similar to that of analytic cases such as H p spaces. This observation raises a natural question. Is T p complete in the topology of uniform convergence on compact sets? The following example shows that the answer is negative. For each n, define {f n } by f n (v) := |v| if |v| ≤ n 0 otherwise.
Let K be a compact subset of T . Then there exists an N ∈ N such that |v| ≤ N for every v ∈ K. For N < n < m, f n (v) = f m (v) for all v ∈ K. It is easy to see that {f n } is a Cauchy sequence in the topology of uniform convergence on compact sets and {f n } converges pointwise to the function f (v) = |v|. Note that f can be the only possible limit of {f n } in the topology of uniform convergence on compact sets. Since T p contains the sequence {f n } but not f , T p cannot be complete under the topology of uniform convergence on compact sets.
Multiplication Operators on T p and T p,0
We now recall the following definitions. Let X be a complex normed linear space consisting of complex valued functions defined on a set Ω. If ψ is a complex valued function defined on Ω, then the multiplication operator with symbol ψ is defined by M ψ f = ψf for every f ∈ X.
A Banach space X on Ω said to be a functional Banach space if for each v ∈ Ω, the point evaluation map e v : f ∈ X → f (v) is a bounded linear functional on X. The following result is well-known. Proof. First we consider the case when p = ∞. Since |e v (f )| = |f (v)| ≤ f ∞ for every v ∈ T , it follows that T ∞ is a functional Banach space.
Let us now consider the case when 1 ≤ p < ∞. The point evaluation map e o is a bounded linear functional on T p because of the fact that |f (o)| ≤ f p for every f in T p . Now, we fix v ∈ T and v = o. Then, from Lemma 3, we have
So e v is a bounded linear functional on T p with e v ≤ {(q + 1)q |v|−1 } 1 p . Hence T p is a functional Banach space. A similar proof works also for the space T p,0 . The proof is complete. Proof. Let X be T p or T p,0 or C c (T ) with norm . p , where 0 < p ≤ ∞.
(a) ⇒ (b) : We will prove this implication by contradiction. Suppose that ψ is an unbounded function on T . Then there exists a sequence of vertices {v k } such that
which gives a contradiction to our assumption. Hence, ψ is a bounded function on T .
(b) ⇒ (a) : Suppose that ψ is a bounded function on T and 0 < p < ∞. Then for any f ∈ X,
For p = ∞, the inequality (4.1) is trivially holds. From (4.1), one can also observe that M ψ f ∈ X whenever f ∈ X. Taking the supremum over n ∈ N 0 on both sides of (4.1), we deduce that M ψ f p ≤ ψ ∞ f p and thus, M ψ is bounded linear operator from X to X with M ψ ≤ ψ ∞ .
Remark 3. Let X be T p or T p,0 with norm . p , where 1 ≤ p ≤ ∞. In this case, X becomes a functional Banach space. Then by Lemma 4, one has |ψ(v)| ≤ M ψ for all v ∈ T which by taking the supremum gives ψ ∞ ≤ M ψ . Therefore, by Theorem 6, it follows that M ψ = ψ ∞ .
4.2.
Spectrum. Let X be a normed linear space and A be a bounded linear operator on X. The point spectrum σ e (A) of A consists of all λ ∈ C such that A − λI is not injective. Thus λ ∈ σ e (A) if and only if there is some nonzero x ∈ X such that A(x) = λx. The approximate point spectrum σ a (A) of A consists of all λ ∈ C such that A − λI is not bounded below. Thus λ ∈ σ a (A) if and only if there is a sequence {x n } in X such that x n = 1 for each n and A(x n ) − λx n → 0 as n → ∞. The spectrum σ(A) of A consists of all λ ∈ C such that A − λI is not invertible.
It is clear from the definition that
It is well-known that the spectrum of a bounded linear operator A on a Banach space X over C is a nonempty compact subset of C (see [12, Theorem 3.6] ). Also, the boundary of the spectrum is contained in the approximate point spectrum of A ( [12, Proposition 6.7] ) and approximate point spectrum is a closed subset of C.
, and let M ψ be a bounded multiplication operator on X with norm
Proof. In order to prove (a), we begin by letting λ ∈ σ e (M ψ ). Then there exists a nonzero function f ∈ X such that ψf
Conversely, suppose that α ∈ ψ(T ). Then, there exists a vertex v such that ψ(v) = α. Thus, M ψ (χ {v} ) = αχ {v} and 0 = χ {v} ∈ X. This gives α ∈ σ e (M ψ ). Hence, σ e (M ψ ) = ψ(T ).
Before proving (b), we observe that for every λ ∈ C, is the inverse of M ψ−λ and hence, M ψ−λ is invertible. We conclude that λ cannot be in the spectrum, which in turn implies that σ(M ψ ) ⊆ ψ(T ).
On the other hand,
and the fact that the approximate point spectrum and spectrum are closed subsets of C give that
Remark 4. Let X be T p or T p,0 or C c (T ) with . p , where 1 ≤ p ≤ ∞. Then M ψ : X → X is not injective if and only if 0 ∈ σ e (M ψ ) = ψ(T ). So, 0 is in the range of ψ is a necessary and sufficient condition for M ψ not being injective on X. Proof. Let M ψ be a compact operator on X. Then, from [21, Theorem 4.25] , σ e (M ψ ) = ψ(T ) (as well as σ(M ψ )) is a countable set with 0 as the only possible limit point. Suppose ψ(v) → 0 as |v| → ∞. Then there exists an ǫ > 0 and a sequence {v k } in T such that |v k | → ∞ and |ψ(v k )| ≥ ǫ for all k. By BolzanoWeierstrass theorem, {ψ(v k )} has a limit point. Because |ψ(v k )| ≥ ǫ for all k, we have a contradiction to the fact that 0 is the only possible limit point. Hence, ψ(v) → 0 as |v| → ∞.
For the proof of the converse part, we use the fact that the set of compact operators on X is a closed subspace of the set of all bounded operators on X (see [21, Theorem 4.18 
part (c)]).
Consider a function ψ from C c (T ). Then there exists an N ∈ N such that ψ(v) = 0 for every |v| > N. So, (M ψ f )(v) = ψ(v)f (v) = 0 for every |v| > N and for every f ∈ X. Thus, the range of M ψ is a finite dimensional subspace, which shows that M ψ is a compact operator ([21, Theorem 4.18 part (a)]).
Let ψ be a arbitrary function such that ψ(v) → 0 as |v| → ∞. For each n, define {f n } by
By definition f n ∈ C c (T ) for every n. Thus, M fn is a compact operator for every n.
which approaches to zero as |v| → ∞, because ψ(v) → 0 as |v| → ∞. Thus, M ψ is the limit (in the operator norm) of a sequence {M fn } of compact operators, and hence, M ψ is compact on X. The proof is now complete.
Lemma 5. Let X be either T p or T p,0 , where 1 ≤ p ≤ ∞ and let M ψ : X → X be a bounded multiplication operator on X. If M ψ is a compact operator on X, then, for every bounded sequence {f n } in X converging to 0 pointwise, the sequence ψf n → 0 as n → ∞.
Proof. Suppose that {g n } in X is a bounded sequence converging to 0 pointwise. Since M ψ is a compact operator, there is a subsequence {g n k } of {g n } such that {ψg n k } = {M ψ (g n k )} converges in . p to some function, say, g. It follows that {ψg n k } converges to g pointwise. Since the convergence of {g n } to 0 implies that g ≡ 0, we deduce that {ψg n k } converges to 0 in . p . Let {f n } be a bounded sequence in X converging to 0 pointwise. We claim that
Then there exists a subsequence {f n j } and an ǫ > 0 such that M ψ (f n j ) ≥ ǫ for all j. By taking g n = f n j in the last paragraph, we find that {ψg n k } converges to 0 in . p , which is not possible because M ψ (f n j ) ≥ ǫ for all j. Hence, M ψ (f n ) = ψf n → 0 as n → ∞, and the proof is complete.
It is well-known (cf. [12, Proposition 3.3] ) that if A is a compact operator on a normed linear space Y , then the image of every weak convergent sequence is norm convergent, i.e., x n → x weakly implies that Ax n → Ax. In view of this result and Lemma 5, we have a natural question: Is there a relationship between weak convergence to 0 in X and the boundedness of a sequence in X converging to 0 pointwise? 4.4. Upper bound for the essential norm. Let CL(X) denote the set of all compact operators on X. The essential norm A e of an bounded operator A on X defined to be the distance between A and CL(X):
A e = dist(A, CL(X)) = inf{ A − K : K ∈ CL(X)}.
The following theorem is a natural generalization of Theorem 8. Proof. Suppose that |ψ(v)| = 1 for all v ∈ T . Then M p (n, ψf ) = M p (n, f ) for all n, which shows that f p = ψf p = M ψ (f ) p and thus, M ψ is an isometry on X.
Conversely, suppose that M ψ is an isometry on X. First we consider the case p = ∞. Let f be χ {v} . Because M ψ is an isometry on X, we have |ψ(v)| = M ψ (f ) ∞ = ψf ∞ = f ∞ = 1, which holds for every v ∈ T . Hence |ψ(v)| = 1 for all v ∈ T .
Next, we consider the case 0 < p < ∞. Let f be χ {o} . Since M ψ is an isometry, |ψ(o)| = 1. Take an arbitrary element v ∈ T with |v| ≥ 1 and let f be χ {v} . Moreover, since M ψ is an isometry, we have 
