We analyze the probability distribution for entropy production rates of trajectories evolving on a class of out-of-equilibrium kinetic networks. These networks can serve as simple models for driven dynamical systems, which are of particular importance in biological processes, where energy fluxes typically result in non-equilibrium dynamics. By analyzing the fluctuations in the entropy production, we demonstrate the emergence, in a large system size limit, of a dynamic phase transition between two distinct dynamical regimes.
The study of fluctuation phenomena is one of the central endeavors of non-equilibrium statistical mechanics. Analysis of fluctuations in non-equilibrium processes have, for example, led to the discovery of the fluctuation theorems, which have helped elucidate how macroscopic notions of irreversibility emerge from microscopic laws [1] [2] [3] . More recently, theoretical and numerical analysis of the statistics of rare fluctuations in driven lattice gas models [4, 5] , exclusion processes [6] , zero-range processes [7] , 1D models of transport [8] , and models of glass formers [9, 10] have revealed the presence of coexisting ensembles of trajectories and so-called dynamic phase transitions between them [4, 5, 8, 11] . In this letter, we analyze the statistics of rare fluctuations in entropy production rates for certain model non-equilibrium, or driven, kinetic networks (see Fig. 1 ). While this Markovian system, with effectively one-particle dynamics lacks much of the complexity of previously studied driven systems [4] [5] [6] [7] [8] , we show -numerically and analyticallythe presence of two dynamical phases, each with a characteristic entropy production rate. This demonstrates that singularities in trajectory space can in fact arise even in very simple driven kinetic networks with a single degree of freedom.
In addition to elucidating how multiple dynamic regimes can emerge in these networks, this work is of particular interest for its potential applications to biological systems. Driven kinetic networks are a ubiquitous tool for modeling out-of-equilibrium dynamics, appearing in models of actin, kinesin, and microtuble growth [12] [13] [14] [15] ; F0-F1 ATPase and other molecular machines [16] ; cellular feedback, control, and regulation [17] ; and kinetic proofreading mechanisms [18] [19] [20] for high-fidelity DNA replication. Indeed, dynamical phases akin to those we describe in this letter were found by Murugan et al. in certain models of kinetic proofreading [20] . Similar phases have also been observed in many theoretical models of microtubule growth [12, 15] .
We consider two types of cyclic networks, which we hereafter refer to as the ring network and the triangle network. The ring network connects N states in a circle with transition rates x in the clockwise direction and 1 in the reverse direction (the inverse counterclockwise rate sets our fundamental unit of time). The network has translational symmetry, but we also construct a variation of the ring network with that symmetry broken by a link we call the heterogeneous link, or h-link. As shown in Fig. 1 (a), this link connects states 1 and N with rate h in each direction. The triangle networks are similar in structure but consist of triangular motifs as depicted in Fig. 1(b) . Each triangular motif has one asymmetric link with rates x = y resulting in cycling currents on average. Triangular subunits offer both driven and undriven paths between sites on their horizontal edge. Such motifs were introduced, for example, in some of the earliest models of kinetic proofreading [19] .
To demonstrate the presence of multiple dynamical phases, we focus on fluctuations in the entropy production rate, σ, in the large N limit. This rate is of particular physical interest since it is a measure of the power provided by external sources (for instance through the consumption of ATP) to drive the system through the network in a manner that violates detailed balance. A trajectory on our network corresponds to a series of Poissonian transitions, or "hops," along links with forward and reverse rate constants k f and k r , respectively. The total entropy, in units of k B , produced as the system evolves along a particular trajectory is given by [21] 
[Color Online] Entropy production distribution for the translationally symmetric triangle networks (red) and triangle networks with the heterogeneous link (see Fig. 1(b) ) (blue). For each network, 10 7 independent trajectories of length τ = 250 were generated with x = 20, y = 1, b = 0.1, h = 0.025, and N = 400. The inset shows a trajectory illustrating the two dynamical regimes. Sites are numbered clockwise in a zig-zag fashion with the h-link connecting sites 1 and 800.
We first describe numerically sampled steady state trajectories, of length τ , and the resulting probability distribution P (σ) of the entropy production rate σ ≡ ω/τ . In Fig. 2 , we plot ln P (σ) for both the translationally symmetric triangle network and the triangle network with the heterogeneous link, as measured by kinetic Monte Carlo simulations [22] . For entropy production rates above a critical value, σ * h ≈ 2.3, the probability density P (σ) of the translationally symmetric and heterogeneous networks are almost identical. In fact, the most probable entropy production rate is largely unaffected by the broken symmetry. However, for entropy production rates lower than σ * h , P (σ) of the heterogeneous network differs from its translationally symmetric counterpart by a "fat tail" which indicates the presence of a second distinct dynamical phase, whose entropy production rate is centered around σ * l ≈ 0.2. To clarify the nature of these dynamical phases, we harvested a long trajectory from kinetic Monte Carlo simulations of the system evolving on the heterogeneous network. In this particular trajectory, the system is initially in the dynamical phase characteristic of the lower entropy rate σ * l before transitioning into the dynamical phase characteristic of σ * h . This example, shown as an inset in Fig. 2 , demonstrates that trajectories representative of the phase with rate σ * l are localized near triangular motifs adjacent to the h-link. A modest amount of entropy is produced in this phase as the system cycles within these boundary triangle motifs. By contrast, representative trajectories with σ ≈ σ * h produce entropy by cycling through the entire network, sometimes traversing the h-link without a notable pause in the low-σ phase. While small values of h clearly produce a transient bottleneck hindering repeated cycles through the network, we find it surprising that this hurdle begets a distinct dynamical phase in which the system is localized near the heterogeneous link. Even more surprisingly, this second phase persists even when h > 1 such that traversing the h link is on average faster than traversing a triangular unit. Similar results for the ring network are described in the Supplementary Material (SM).
To characterize the fluctuations in σ we shift to the frame of its conjugate field, λ. The cumulants of P (σ) can be found by differentiating the scaled cumulant generating function, [23, 24] ,
where the expectation value is taken over trajectories initialized in the steady state distribution. In the limit of large τ , the probability of observing a particular value of entropy production obeys a large deviation principle [24] ,
where I(σ) is the large deviation rate function. For finite τ , P (σ) can in principle be determined by sampling trajectories as described above. Deviations from σ = σ become extremely rare, however, as τ grows, so that the limiting form of I(σ) is impractical to determine by straightforward simulation. Alternatively the convex envelope of I(σ) can be computed as the Legendre-Frenchel (LF) transform of ψ ω (λ) [23, 24] . Following the general framework laid out by Lebowitz and Spohn [24] , we calculate ψ ω (λ) as the maximum eigenvalue of a matrix operator, W ω (λ), which is simply related to W, the transition matrix for the kinetic network [24] . Specifically the ij matrix element is given by
By solving for the eigenspectrum of W ω (λ) we obtain ψ ω (λ) and therefore the envelope of I(σ) via the LF transform. Furthermore, the form of the maximal eigenvector reflects the character of the dominant trajectories, as addressed later in this letter. Consistent with the two-phase behavior suggested by our simulation results, numerical eigenvalue calculations for the heterogeneous networks indicate that ψ ω (λ) develops a cusp at some critical value λ * in the large N limit. A second cusp at 1 − λ * is necessitated by the symmetry of ψ ω (λ) about λ = 1/2 [24] . The emergence of the cusps as N is increased is demonstrated by plots of ψ ω (λ) as a function of λ for the triangle network at multiple values of N in Fig 3(a) . Plots of σ λ ≡ −∂ψ ω (λ)/∂λ in Fig. 3 highlight the sharp decrease in the first derivative of the cumulant generating function near λ = λ * , which trends towards a discontinuous jump as N increases. The discontinuous change in σ λ signals a dynamic phase transition, wherein trajectories switch between the characteristic entropy production rates for the two coexisting dynamical phases, σ * h and σ * l , in response to a small change in λ. We also evaluated ψ ω (λ) and σ λ at multiple values of h with fixed N . These results, collected in Figs. 3(c) and (d), show that the general features described above are present for all the values of h considered, and that h serves to tune the critical value of λ. While it is not straightforward to physically bias the λ-field (it couples to a time nonlocal order parameter), the singularity in ψ ω (λ) provides significant information about fluctuations in the natural dynamics.
Indeed, the cusp in ψ ω (λ) when N → ∞ implies that the region of the large deviation function between the entropy rates σ * h and σ * l is connected by a Maxwell construction (or a tie-line) with a slope λ * . The LF transform of ψ ω (λ) only provides the convex envelope of I(σ), but in the limit of large τ , I(σ) must converge to that envelope [25] . Further, as illustrated in Fig. 3 , ψ ω (λ) converges to the value of its translationally symmetric variant as N → ∞ for λ < λ * . Hence, we expect the large deviation rate function to equal that of the translationally symmetric network for σ > σ * h , which is illustrated in Fig. 4 . In particular, the inset shows that results from kinetic Monte Carlo simulations are consistent with the convex envelope. Similar results for the ring network of Fig These observations can be further clarified and made more rigorous by an analytical treatment of the ring and triangle networks. We first focus on the ring networks. The simplicity of these networks allows us to transparently trace the origin of the cusp and the physical nature of the second dynamical phase back to the broken translational symmetry. Without loss of generality we take x > 1 and λ < 0.5. In the translationally symmetric variant of the ring network, the matrix W ω (λ) can be diagonalized by a discrete Fourier transform to give eigenvalues of the form
where 0 < q < N − 1. The superscript "ts" serves to emphasize the fact that Eq. 5 applies only to the translationally symmetric network. We note that the largest eigenvalue is given when q = 0, such that ψ ts ω (λ) = φ ts (λ, 0). Thus, for the translationally symmetric network, the scaled cumulant generating function is smooth and the rate function resulting from the LF transform of ψ ω (λ) is a simple convex function peaked around the average entropy production rate. With no broken symmetry there is only one dynamical state.
The second phase emerges in networks with the h link. We write the right eigenvector corresponding to the largest eigenvalue of W ω (λ) as (f 1 , f 2 , . . . f N ). Because the matrix is tridiagonal, we can recast the eigenvalue problem as
where
and
The eigenvalues of W ω (λ), in particular the largest eigenvalue ψ ω (λ), can be obtained using Eq. 6, which requires that the matrix B N −2 A 2 A 1 have an eigenvalue 1. The corresponding eigenvector gives (f 1 , f 2 ). The other elements of the maximal eigenvector can be obtained using the transfer matrices B, A 1 , and A 2 . Specifically, for nodes n− 1, n, and n+ 1 not touching the h-link, the matrix B maps the eigenvector magnitudes (f n , f n+1 ) onto (f n−1 , f n ). The matrices A 1 and A 2 handle similar mappings on either side of the heterogeneous link.
In the large N limit, the system with the h-link can be solved using a perturbation theory around the solution of the translationally symmetric network. Specifically, we Taylor expand in powers of 1/N ,
where we have chosen to express the coefficient in this particular form to simplify subsequent algebra. Full details of the solution are provided in the SM; here, we simply note that the condition that B N −2 A 2 A 1 has an eigenvalue equal to 1 implies
(10) Eqs. 9, 10 provide a perturbative solution to the heterogeneous system. However, the value of γ diverges as λ approaches λ * , where λ * is the root of the expression in the numerator of the logarithm. For λ ≥ λ * , the perturbative approach is not valid. Thus, in the large N limit, the heterogeneous network behaves exactly like the translationally symmetric network up to that value λ * , at which point it deviates markedly. The transition is accompanied by a cross-over in the behavior of the eigenvectors from an unbound to a bound character.
Provided λ < λ * , the components of the eigenvector, f n , can be obtained using Eq. 6 and the transfer matrices B, A 1 , and A 2 (details provided in the SM),
The first term of Eq. 11 decays slowly over the entire range of the system, giving the eigenvector a predominantly delocalized character. The second term reflects excess contributions to entropy production that come from states near the hlink due to pauses at the bottleneck. The eigenvector of Eq. 11 thus corresponds to a dynamical phase that cycles around the ring spending roughly equal time at each site with very little contribution from the transient pauses near the h-link.
Given that γ diverges as λ → λ * , we anticipate that the elements of the eigenvector f n take the following form when λ < λ * (i.e. in the low-σ phase),
where we have retained the algebraic structure of Eq. 11 but with some nonzero κ replacing γ/N . Indeed after some algebra (described in the SM), we find that this ansatz holds with κ = (λ * − λ) ln x and
. Therefore the eigenvector for the λ > λ * regime is sharply peaked at the symmetry breaking link, which explains why the corresponding dynamical phase is localized around the inhomogeneity of the network. The cumulant generating function is constant in this regime, ψ ω (λ) = ψ ts ω (λ * ), and the average entropy production is zero. We note that the transfer matrix analysis is amenable to a study of random disorder, where tuning of the disorder is known to induce a localization transition [26] .
The study of the triangle network while mathematically more complicated, retains the same phenomenology of a dynamic phase transition between delocalized and localized phases. Indeed, in the SM we show that the maximal eigenvectors corresponding to the delocalized and localized states of the triangle network can be written in forms analogous to Eq. 11 and Eq. 12. The key distinction is that the triangle network provides local and global cycles, both of which generate entropy. These two cycling behaviors give rise to different characteristic (nonzero) entropy production rates. While the delocalized phase is always dominant in our networks, the analytical results show that λ * → 0 as h → 0, a condition where the two phases are at coexistence.
The multiple dynamical phases in these kinetic networks can be used to serve different purposes. Networks in their localized state illustrate how non-equilibrium dynamics can be used to achieve control -the system mainly samples states near the h-link -at the cost of energy dissipation. Indeed, networks similar to that described in Fig. 1(b) are used in models of kinetic proofreading [20] to achieve discrimination between two macromolecular states. On the other hand, when in the delocalized phase, the system can rapidly traverse the states in the network. The dynamics of our networks might schematically represent one-dimensional growth, for example of a chain molecule. In that case the delocalized phase allows the polymer to grow rapidly while the localized phase is a stalled state. Analysis of the relative probability of the two phases provides insights into the fluctuation-induced limitations on control.
We acknowledge useful discussions with Christopher Jarzynski, Frédéric van Wijland, Gavin Crooks, Jordan As demonstrated in the main text, the primary mathematical challenge is to compute the largest eigenvalue of W ω (λ). In the case of the ring network, this operator takes a tridiagonal form. The sparsity of the matrix makes it productive to convert the eigenvalue relation into an equivalent transfer matrix problem. As it must, this approach yields the same characteristic equation for the eigenvalues as the straightforward approach, but the transfer matrix methodology conveniently enables a perturbation about the known maximum eigenvalue of the translationally symmetric ring network.
Transfer Matrix Approach
We designate the components of the right eigenvector of W ω (λ) by f i . Each row of the eigenvalue equation relates f i−1 , f i , f i+1 and the eigenvalue of W ω (λ), which we denote by φ(λ). Most rows of W ω (λ) have the same structure since the rates are replicated around the ring with the exception of the end of the chain. For one of these typical rows,
The matrix B is the transfer matrix, which acts as a propagator, mapping the i and i + 1 components of the right eigenvector back onto the i − 1 and i elements. A similar transfer matrix exists for the the propagations at the broken symmetry link.
Note that one can chain together these transfer matrices to traverse the ring network in a loop. Armed with the eigenvalue, φ(λ) and (f 1 , f 2 ) one could compute all of the f i 's. Furthermore the boundary condition of this cycle requires
The challenge is that we don't have φ(λ), but we can treat it perturbatively about the solution to the translationally symmetric network, φ ts (λ). Since this symmetric network eigenvalue will be the zeroth order solution about which we expand, in the Supplemental Material (SM) we will interchangably refer to it as φ (0) (λ) when that notation is most natural.
Perturbative Expansion
As discussed in the main text, a discrete Fourier transform yields the N eigenvalues for the translationally symmetric network,
where 0 < q < N − 1. We focus on the largest eigenvector, the one with q = 0, since this will give ψ ω (λ). If we plug φ (0) (λ, 0) in for φ(λ) in the form for B we obtain the particularly simple form,
which has eigenvalues k 
with the normalization built into the left eigenvectors. We write the perturbed eigenvalue φ(λ, 0) to first order in 1/N , where N is the number of replicated links. Introducing the expansion coefficient γ,
Since we are interested in the N → ∞ limit the higher order terms will not matter provided γ remains finite. The factor of (x λ − x 1−λ ) could be clumped into the definition of γ, but we think the algebra is a little simpler if we keep it separate. What we are going to see is that γ blows up for λ beyond some critical value but stays of order 1 below that critical value. This implies that in the large N limit the eigenvalue φ(λ, 0) asymptotically approaches the translationally symmetric eigenvalue, φ (0) (λ, 0) (which we know exactly) provided λ < λ * . Writing φ in the form of Eq. (8) allows us to express B as
The eigenvalues of B can be handled perturbatively. To first order in 1/N , the eigenvalues of B are
For x > 1 and λ < 1/2 and provided γ is finite, k 1 > 1 and k 2 < 1. Hence when B is raised to a very large power, only the larger eigenvalue, k 1 survives.
Breakdown of Expansion
The periodic boundary condition, Eq. (4) can be viewed as an eigenvalue relation that requires the operator B N −2 A 2 A 1 to have an eigenvalue of 1. We had to keep track of the first order corrections to B since B was raised to a power of order N . In contrast, we make only small errors by replacing A 1 and A 2 by their zeroth order (translationally symmetric network) values.
Plugging into the operator of (4) and taking the large N limit we require that the following matrix has a unit eigenvalue:
The two rows of this matrix are identical, so it has a zero eigenvalue. The condition for periodic boundary conditions requires that the other eigenvalue is unity. This condition determines the parameter γ, which sets the perturbative deviation of φ(λ, 0) from φ (0) (λ, 0). Computing the eigenvalue and setting it equal to one gives
If we focus on the regime with x > 1 and λ < 1/2 then h(x 1−λ −x λ ) > 0. γ will first blow up if the numerator of the log passes through zero, so the critical value, λ * at which the perturbative expansion will first break down occurs when
This can be simply solved via the quadratic formula to yield
Reversed Propagation
The B matrix we have used propagates backward. That is it converts (f i , f i+1 ) into (f i−1 , f i ). The forward propagation is given by the inverse matrix.
As with B, we can do a perturbative expansion for B −1 about the transfer matrix for the translationally symmetric network, [
which has eigenvalues
, where the † denotes propagation in the opposite direction. Note that in the x > 1, λ < 0. The perturbative expansion for the eigenvalues of B −1 is then
These perturbed eigenvalues are useful when constructing the form of the right eigenvectors of W ω (λ).
Maximal eigenvectors of Wω(λ)
Our procedure has constructed eigenvalues which approach the eigenvalues of the translationally symmetric network in the large N limit. In the perturbative region the broken symmetry network's eigenvectors similarly behave like the eigenvectors of the translationally symmetric network in that the f i 's are all of the same order. This corresponds to a delocalized state. Outside the perturbative regime we find a different eigenvalue, and the transfer matrix approach demonstrates that eigenvalue has a localized character.
As seen in Eq. (13), in the large N limit B N −2 A 2 A 1 takes on the form
which has eigenvalue α+β with eigenvector (1, 1). Combined with (4) this implies that (f 1 , f 2 ) asymptoticaly approaches (1, 1). We can use the transfer matrix
where we have split the vector into a term which is an eigenvector of B −1 with eigenvalue k † 1 and a remainder. After repeated applications of B −1 we get
The overlap between k 2 | and (0, 1 − e −γ/N ) is very small as long as γ << N , but it cannot be entirely neglected because k † 2 > 1. When n becomes close to N the exponential growth of (k †
)
n−1 begins to trump the slow decay of k † 1 . Both regimes are captured by patching together the contributions of k † 1 and k † 2 , introducing a parameter ǫ ′ to match up the boundary conditions,
Plugging in the expressions for k † 1 and k † 2 (correct to order 1/N 2 ), we see that the eigenvector must take the form
We find ǫ by matching up the boundary conditions knowing that
The approximation is in the use of the translationally symmetric network's φ(λ, 0) in the transfer matrix A 1 . In the perturbative regime about the translationally symmetric solution this approximation is valid to order 1/N . This equation implies that
From (25) we see that f N = e γ + ǫ. Combining these two conditions yields
Discussion of the form of Eq. (25) can be found in the main text. The key thing to note is that the lengthscale of the decay in the first term is order N . This means the state is delocalized over the entire network.
Localized State
In the main text it was argued that the eigenvector of the second dynamical phase will be localized when γ → ∞. Here we demonstrate the form that the localized eigenvector must take. Because the only way to obtain a nonzero average entropy production rate is to cycle around the network, the average entropy production rate of the localized dynamical state will vanish. This requires that the slope of ψ ω (λ) vanish above λ * . Since ψ ω (λ) must be continuous, the form of the scaled cumulant generating function in the localized state must be
with the superscript b denoting that this form applies to the bound state with domain λ * < λ < 1 − λ * . After substituting this ψ b (λ) into the transfer matrix B, we see that the eigenvalues of B −1 are
Inserting these values into (24) yields
If we define κ = (λ * − λ) ln x then this takes the exact same form as (25) but with γ/N replaced by κ,
This form makes sense because beyond λ * the translationally symmetric solution breaks down and γ diverges, but γ/N remains finite. In the same way as before,
A 1 depends on φ(λ), so we plug in ψ b (λ). Setting f 1 = e κ and f 2 ≈ e 2κ then multiplying the matrix out yields
Taking advantage of the symmetry about λ = 1/2, we have shown that the complete form of the large N limit for the scaled cumulant generating function of the ring network is
The Legendre transform can be computed to obtain the rate function I(σ). Each singularity introduces a tie line. Since the slope of ψ ω (λ) is zero between the two singularities, the two sets of tie lines join at a single point. The triangle network supports a second entropy-generating dynamical phase such that the slope of ψ ω (λ) does not vanish between the singularities for that network. The result, as seen in the main text, is that the tie lines do not meet at a point in the triangle network. 
ANALYTICAL TREATMENT OF TRIANGLE NETWORK
Based on the numerical results for the triangle network, we anticipate that the same structure of delocalized and localized states will exist in the triangle network. To see this we construct the delocalized state from the solution to the translationally symmetric network and we construct the localized state using an ansatz that the eigenvector have bound state character as in the ring network. With this ansatz the form for ψ ω (λ) can be reduced to the solution to a nonlinear system of two equations and two unknowns that can be rapidly solved numerically.
Translationally Symmetric Network
In the case of the triangle network with translationaly symmetry, W ω (λ) can be exactly diagonalized by a discrete Fourier transform. If we number the sites in a zigzag fashion around the chain such that odd sites fall on the base of the triangles and even sites are at the points, then the right eigenvector takes the form
The constant factor v, which must be solved for, accounts for the fact that the odd and even sites are not identical by symmetry. The q = 0 eigenvalue is simple to compute, yielding the scaled cumulant generating function for the translationally symmetric triangle network,
The △ symbol indicates that this function is for the triangle network, and as before, the ts indicates the translationally symmetric network. Interestingly, the rate b does not appear and therefore cannot influence the distribution of entropy production rates in this network. This is true even in the limit that b so large that the most likely pathways tend to flow along the b links while avoiding the triangular excursions.
Localized State Ansatz
In the thorough study of the ring network we saw that the introduction of a symmetry-breaking h link induces a transition between a delocalized and localized state. The delocalized state has a right eigenvector whose components have roughly equal magnitudes all the way around the ring. Indeed, in the large N limit we saw that this delocalized state converges to the solution for the translationally symmetric network. In addition to the delocailized state there is a localized one, whose right eigenvector has components that exponentially decay as a function of distance from the h link. This was shown formally with transfer matrices for the ring network, but for the more complicated triangle network we can just introduce this structure as an ansatz. We therefore anticipate a cusp at some value λ * where ψ △ts must crossover the eigenvalue of a bound state, ψ △b .
Because of the asymmetry of rates, the exponential decays are generally not equal in opposite directions from the h link. We can introduce these decays by the constants c 1 and c 2 with the ansatz that the right 8 eigenvector of W ω (λ) take the form
. . .
The additional constants, 
This system can be solved numerically. The resulting values of c 1 and c 2 give the bound state scaled cumulant generating function, ψ △b ω , via Eq. (37). As plotted in Fig. 4 , the numerical results crossover the translationally symmetric solution at λ * , demonstrating that the cusp in ψ for the broken symmetry triangle network emerges for the same mathematical reasons as in the ring network. Namely, the singularity occurs at a transition between bound state and delocalized eigenvectors.
In this presentation we have just accepted that the delocalized state will converge to the translationally symmetric solution in the large N limit. This can be confirmed with a delocalized state ansatz of the same form as Eq. (35) 
