Consider the problem of guessing a random vector X by submitting queries (guesses) of the form "Is X equal to x?" until an affirmative answer is obtained. A key figure of merit is the number of queries required until the right vector is guessed, termed the guesswork. The goal is to devise a guessing strategy which minimizes a certain guesswork moment. We study a universal, decentralized scenario where the guesser does not know the distribution of X, and is not allowed to prepare a list of words to be guessed in advance, or to remember its past guesses. Such a scenario is useful, for example, if bots within a Botnet carry out a brute-force attack to guess a password or decrypt a message, yet cannot coordinate the guesses or even know how many bots actually participate in the attack. We devise universal decentralized guessing strategies, first, for memoryless sources, and then generalize them to finite-state sources. For both, we derive the guessing exponent and prove its asymptotic optimality by deriving a matching converse. The strategies are based on randomized guessing using a universal distribution. We also extend the results to guessing with side information (SI). Finally, we design simple algorithms for sampling from the universal distributions.
Abstract-Consider the problem of guessing a random vector X by submitting queries (guesses) of the form "Is X equal to x?" until an affirmative answer is obtained. A key figure of merit is the number of queries required until the right vector is guessed, termed the guesswork. The goal is to devise a guessing strategy which minimizes a certain guesswork moment. We study a universal, decentralized scenario where the guesser does not know the distribution of X, and is not allowed to prepare a list of words to be guessed in advance, or to remember its past guesses. Such a scenario is useful, for example, if bots within a Botnet carry out a brute-force attack to guess a password or decrypt a message, yet cannot coordinate the guesses or even know how many bots actually participate in the attack. We devise universal decentralized guessing strategies, first, for memoryless sources, and then generalize them to finite-state sources. For both, we derive the guessing exponent and prove its asymptotic optimality by deriving a matching converse. The strategies are based on randomized guessing using a universal distribution. We also extend the results to guessing with side information (SI). Finally, we design simple algorithms for sampling from the universal distributions.
I. INTRODUCTION
Consider the problem of guessing a random n-vector X using a sequence of yes/no queries of the form: "Is X = x 1 ?", "Is X = x 2 ?" and so on, until an affirmative answer is obtained. Given a distribution on X, a basic figure of merit is the guesswork, defined as the number of trials required until guessing the right vector. Devising guessing strategies with minimum guesswork, and analyzing their behavior has numerous applications. For example, sequential decoding [1] or guessing a codeword which satisfies certain constraints [2] . In fact, since ordering the sequences in a descending order of probabilities is the optimal strategy under many optimality criteria, the guessing problem is also intimately related to fixed-to-variable source coding without the prefix condition [3] . Contemporary applications focus on information security. E.g., one may use guessing strategies while proactively trying to crack passwords. Indeed, it is increasingly important to assess password strength [4] , especially under complex (e.g., non-i.i.d.) password composition requirements. While the literature includes several studies assessing strength by measuring how hard is it for practical methods to break passwords [4] , the guesswork remains a key analytic tool in assessing password strength and the performance of guessing strategies.
Arguably, human-created passwords are short and do not justify asymptotic analysis. Yet, the guesswork, as a key figure of merit, may be used to aid in assessing computer generated keys or passwords as well [5] . Moreover, experiments done on finite block lengths agree with the insights gained from the asymptotic analysis [6] . As a result, large deviations and asymptotic analysis remain key analytic tools in assessing password strength [7] , [6] , [8] , [9] . Such asymptotic analysis provides the means to understand the effect various problem parameters have, and the fundamental information measures which govern the behavior. E.g., while entropy is a measure for "randomness" in passwords [10] , via asymptotic analysis of the guesswork we now know that the Rényi entropy is the right measure when guessing, even distributively [1] , [9] , [11] .
It is clear, however, that the vanilla model of a single attacker, guessing a password drawn from an i.i.d. source of a known distribution, is rarely the case. Human-created passwords tend to have memory and a non-uniform distribution [12] , [13] . Moreover, the underlying distribution is rarely known [12] . Last but not least, there might be additional information which facilitates guessing on the one hand, yet there might be restrictions that prevent carrying out the optimal strategy. The attacker might have SI, e.g., passwords for other services which are correlated with the one currently attacked, and thereby significantly decrease the guesswork [1] , [14] , [9] . On the other hand, most systems will limit the ability to submit too many queries from a single IP address, hence different machines must be used. Such machines may not be synchronized, namely, one may not know which queries were already submitted by the other. Moreover, storing an exponentially large list of queries to be guessed might be a too heavy burden. The attacker is thus restricted to distributed brute force attacks, where devices send their queries simultaneously, without the ability to synchronize, without knowing which queries were already sent, or which bots are currently active [11] .
Main Contributions: We devise universal, randomized (hence, decentralized) guessing strategies for a wide family of information sources, and assess their guessing moments, as well as exponentially matching converse bounds, thereby proving their asymptotic optimality. We begin from the class of memoryless sources, and propose a guessing strategy, universal both in the underlying source distribution and in the guesswork moment to be optimized. It is based on a randomized approach to guessing, as opposed to an ordered list of guesses, and thus can be used by asynchronous agents that submit guesses concurrently. We prove that it achieves the optimal guesswork exponent and extend the results to guessing with SI. Next, we broaden the scope to hidden Markov sources. We begin with a general converse theorem and then provide a matching direct, based on deterministic guessing. We then provide an alternative direct, that employs a randomized strategy, which builds on the Lempel-Ziv (LZ) algorithm. Once again, both results are tight in terms of the guesswork exponent, are universal in the source distribution and the moment and are extended to the case with SI.
Finally, a critical factor in guessing strategies is their implementation. Deterministic approaches require hard-coding long lists, and hence are memory consuming, while in a randomized approach, one needs to sample from a specific distribution, which might require computing an exponential sum. In this work, we give propose simple algorithms to sample from the universal distributions we propose.
Related Work: The first information-theoretic study on guesswork was carried out in [15] . [1] showed that the exponential rate of the number of guesses required for memoryless sources is given by the Rènyi entropy of order 1 2 . Guesswork under a distortion constraint was studied in [16] , also deriving a universal guessing strategy for discrete memoryless sources. Guesswork for sources with memory was studied in [2] , [17] . [18] derived the guesswork exponent for sources satisfying a large deviations principle, generalizing [1] , [17] . Again, via large deviations, [7] proposed an approximation to the distribution of the guesswork. [19] considered guessing under source uncertainty.
[20], [21] considered a multi-user case, where an adversary has to guess U out of V strings. However, both considered a single attacker, with the ability to create a list of strings and guess one after the other. [9] considered multi-agent guesswork with SI. The effect of synchronizing the SI among the agents was discussed, and its affect on the exponent was quantified. Multi-agent guesswork was also studied in [11] , this time devising a randomized strategy, which can be used by asynchronous agents. The strategy in [11] , however, is hard to implement, as it depends on both the source distribution and the moment of the guesswork considered, and requires computing an exponential sum. Ordering strings by the size of their type-class (used in [21] as a universal guessing strategy) was also found useful in [3] to minimize the third order term of the minimal number of bits required in lossless source coding. Here we show that a similar ordering is also beneficial for universal, decentralized guessing, though the sequences are not ordered in practice, and merely assigned probabilities to be guessed based on their type or LZ complexity.
From a more practical viewpoint, [22] evaluated experimentally the probability of guessing passwords under several strategies, using existing data sets of passwords for validation. Not only was it clear that strategies which take into account the memory perform better, but moreover, the authors stress out the need to fine-tune memory parameters, strengthening the necessity for a universal, parameter-free guessing strategy.
II. NOTATION, PROBLEM STATEMENT AND OBJECTIVES
Random variables will be denoted by capital letters, specific values they take by the corresponding lower case letters, and their alphabets will be denoted by calligraphic letters. Random vectors and their realizations will be denoted in the bold. Their alphabets will be superscripted by their dimensions. For example, the random vector X = (X 1 , . . . , X n ), may take a specific vector value x = (x 1 , . . . , x n ) in X n , where X is the alphabet of each component. Sources will be denoted by the letter P or Q. The expectation operator will be denoted by E{·}. The entropy of a generic distribution Q on X will be denoted by H Q (X) where X designates a random variable drawn by Q. For two positive sequences a n and b n , a n · = b n will stand for equality in the exponential scale, that is, lim n→∞ 1 n log an bn = 0. When both sequences depend on a vector, x ∈ X n , the notation a n (x) · = b n (x) means that the asymptotic convergence is uniform, namely, lim n→∞ max x∈X n | 1 n log an(x) bn(x) | = 0. The empirical distribution of a sequence x ∈ X n , which will be denoted byP x , is the vector of relative frequencieŝ P x (x) of each symbol x ∈ X in x. The type class of x ∈ X n , denoted T (x), is the set of all vectors x withP x =P x . Information measures associated with empirical distributions will be denoted with 'hats' and will be subscripted by the sequences from which they are induced. For example, the entropy associated withP x , which is the empirical entropy of x, will be denoted byĤ x (X). Similar conventions will apply to joint empirical distributions, joint type classes, etc.
A. Problem Statement and Objectives
Alice selects a secret random n-vector X, drawn from a finite alphabet source P . Bob, who is unaware of the realization of X, submits a sequence of guesses in the form of yes/no queries: "Is X = x 1 ?" "Is X = x 2 ?", and so on, until receiving an affirmative answer. A guessing list, G n , is an ordered list of all members of X n , that is, G = {x 1 , x 2 , . . . , x M }, M = |X | n , and it is associated with a guessing function, G(x), which is the function that maps X n onto {1, 2, . . . , M } by assigning to each x ∈ X n the integer k for which x k = x, namely, the k-th element of G n . In other words, G(x) is the number of guesses required until success, using G n , when X = x. The guessing problem is about devising a guessing list G n that minimizes a certain moment of G(X), namely, E{G ρ (X)}, where ρ > 0 is a given positive real. Clearly, when the source P is known and ρ is arbitrary, the optimal guessing list orders the members of X n in the order of non-increasing probabilities. When P is unknown, but known to belong to a given parametric class P, like the class of memoryless sources, or the class of finite-state sources with a given number of states, we are interested in a universal guessing list, which is asymptotically optimal in the sense of minimizing the guessing exponent, namely, achieving
uniformly for all sources in P and positive real values of ρ.
Moreover, motivated by applications of distributed, asynchronous guessing by several agents, we will also be interested in randomized guessing schemes, which have the advantages of: (i) relaxing the need to consume large volumes of memory (compared to deterministic guessing which needs the storage of the guessing list G n ) and (ii) dropping the need for synchronization among the various guessing agents. In randomized guessing, the guesser sequentially submits a sequence of random guesses, each one distributed independently according to a certain probability distributionP (x). We would like the distributionP to be universally asymptotically optimal in the sense of achieving (on the average) the optimal guessing exponent, while being independent of the unknown source P and independent of ρ. Another desirable feature of the random guessing distributionP is that it would be easy to implement in practice. This is especially important when n is large, as it is not trivial to implement a general distribution over X n in the absence of any structure to this distribution.
III. GUESSING FOR MEMORYLESS SOURCES
Narrowing down the main result of [16] to the guessing case considered here, the best achievable guessing exponent, E(ρ), is given by the following single-letter expression for a given memoryless source P :
where Q is an auxiliary distribution over X to be optimized, and H α (X) designates the Rényi entropy of order α, H α (X) = 1 1−α ln x∈X P α (x) , which is asymptotically achieved using a universal deterministic guessing list, G n , that orders the members of X n according to a non-decreasing order of their empirical entropies, namely, H x1 (X) ≤Ĥ x2 (X) ≤ . . . ≤Ĥ xM (X). In the presence of correlated SI Y , generated from X by a discrete memoryless channel (DMC), the above findings continue to hold, with the modifications that: (i) H Q (X) is replaced by H Q (X|Y ), (ii) D(Q P ) is understood to be the divergence between the two joint distributions of the pair (X, Y ) (which in turn implies that H 1/(1+ρ) (X) is replaced by the corresponding conditional Rényi entropy of X given Y ), and (iii)Ĥ x k (X) is replaced bŷ H x k y (X|Y ), k = 1, 2, . . . , M . The results above, however, are for deterministic guessing using a list.
1) Randomized Guessing and its Simple Implementation: For universal randomized guessing, we consider the following guessing distributioñ
Theorem 1: Randomized guessing according to eq. (3) achieves the optimal guessing exponent (2). Proof. In the full version [23] , a technical lemma shows that given a ≥ 0 and ρ > 0, ∞ k=1 k ρ (1 − e −na ) k−1 · ≤ e (1+ρ)na . Furthermore, it is also shown therein thatP (x) · = 2 −nĤ x (X) . Thus, given that X = x, using a =Ĥ x (X) ln 2 above, the ρ-th moment of the number of guesses underP is given by
Taking the expectation of 2 nρĤ x (X) w.r.t. P (x), using the method of types [24] , one easily obtains (see also [16] ) the exponential order of 2 nE(ρ) , with E(ρ) as defined in (2). 2
To devise a convenient method to draw sequences from (3), we note that this distribution is asymptotically equivalent (in the exponential scale) to a class of mixtures of all memoryless sources over X , having the form M (x) = S µ(Q) · Q(x)dQ, where µ(·) is a density defined on the simplex of all distributions on X , and where it is assumed that µ(·) is bounded away from zero and from infinity, and that it is independent of n. As mentioned in [25] , one of the popular choices of µ(·) is the Dirichlet distribution, parametrized by λ > 0. With the choice λ = 1/2, for example, the mixture can be implemented sequentially, as
is the relative frequency of x ∈ X in x t = (x 1 , . . . , x t ). Hence, sequential implementation is rather simple: draw the first symbol, X 1 , according to the uniform distribution. Then, for t = 1, 2, . . . , n − 1, draw the next symbol, X t+1 , according to the last equation, taking into account the relative frequencies of the letters drawn so far.
2) Side Information: The above findings extend to the case of a guesser that is equipped with SI Y , correlated to the random vector X to be guessed, where (X, Y ) is a sequence of n independent copies of a pair of random variables (X, Y ) jointly distributed according to P XY . The only modification required is that the universal randomized guessing distribution will now be proportional to 2 −nĤ xy (X|Y ) instead of 2 −nĤ x (X) , and in the sequential implementation, the mixture and hence also the relative frequency counts will be applied to each SI letter y ∈ Y separately. The details are in [23] .
IV. GUESSING FOR FINITE-STATE SOURCES
We now extend the scope to a much more general class of sources -the class of non-unifilar 1 finite-state sources, namely, hidden Markov sources. Specifically, we assume that X is drawn by
where {x i } is the source sequence as before, whose elements take on values in a finite alphabet X of size α, and where {z i } is the underlying state sequence, whose elements take on values in a finite set of states, Z of size s, and where the initial state, z 1 , is assumed to be a fixed member of Z. The parameter set {P (x, z |z), x ∈ X , z, z ∈ Z} is unknown to the guesser. In fact, even the number of states, s, is not known, and we seek a universal guessing strategy.
A. Converse and Direct Theorems
Let us parse x into c = c(x) distinct phrases the incremental parsing procedure of the Lempel-Ziv (LZ) algorithm [26] . The following is a converse theorem concerning the best achievable guessing performance. The proof is given in [23] .
Theorem 2: Given a finite-state source (6), any guessing function satisfies E{G ρ (X)} ≥ 2 −n∆n E [exp 2 {ρc(X) log c(X)}], where ∆ n is a function of s, α and n, that tends to zero as n → ∞ for fixed s and α.
We now present a matching direct theorem, which asymptotically achieves the converse bound in the exponential scale.
Theorem 3: Given a finite-state source (6), there exists a universal guessing list that satisfies E{G ρ (X)} ≤ 2 n∆ n E [exp 2 {ρc(X) log c(X)}], where ∆ n is a function of s, α and n, that tends to zero as n → ∞ for fixed s and α. Proof. The proposed deterministic guessing list orders all members of X n in non-decreasing order of their Lempel-Ziv code-lengths [26, Theorem 2] . Denoting the LZ code-length of x by LZ(x), we then have
where the inequality |{x : LZ(x ) = i}| ≤ 2 i is due to the fact that the LZ code is uniquely decipherable (UD) and the last inequality is from Theorem 2 of [26] . By raising this inequality to the power of ρ and taking the expectation of both sides, Theorem 3 is readily proved. An alternative, randomized strategy pertains to independent random guesses according to a universal distribution,
Since the LZ code is UD, it satisfies the Kraft inequality, and so, the denominator cannot be larger than 1, which means that
The proof continues similarly to Theorem 1. The details are in [23] . 2
B. Algorithms for Sampling From the Universal Distribution
To easily sample from (8) , it is enough to have a simple algorithm that samples from a distributionP , satisfying P (x) · ≥ 2 −c(x) log c(x) . We propose two algorithms. Due to space limitation, the first, inspired by the predictive point of view associated with LZ parsing, appears in the full version [23] . The second is based on the simple idea of feeding the LZ decoder with purely random bits. This algorithm also lends itself to generalization for the case of guessing with SI.
To describe the algorithm, we refer to the coding scheme proposed in [26, Theorem 2] . Recall that according to this coding scheme, for the i-th parsed phrase, x nj nj−1+1 , one encodes two integers: the index 0 ≤ π(j) ≤ j−1 of the matching past phrase and the index the additional source symbol, 0 ≤ I A (x nj ) ≤ α−1. These two integers are mapped together bijectively into one integer, I(x nj nj−1+1 ) = π(j) · α + I A (x nj ), which takes on values in {0, 1, 2, . . . , jα − 1}, and so, it can be encoded using L j = log(jα) bits. Here, instead, we will encode I(x nj nj−1+1 ) with a modification that will make the encoding equivalent to a walk on a complete binary tree: a tree where each node is either a leaf or has two off-springs. This way, every possible sequence of randomly chosen bits is a legitimate compressed bit-stream, decodable by the LZ decoder [23] . Considering the fact that (by definition of L j ), 2 Lj −1 < jα ≤ 2 Lj , we first construct a full binary tree with 2 Lj −1 leaves at depth L j − 1, and then convert jα − 2 Lj −1 leaves to internal nodes by generating their off-springs. The resulting complete binary tree will have exactly jα leaves, some of them at depth L j −1 and some at depth L j . Each leaf will now correspond to one value of I(x nj nj−1+1 ), and hence to a certain decoded phrase. LetL j denote the length of the codeword for I(x nj nj−1+1 ). Obviously, eitherL j = L j − 1 or L j = L j . Consider now what happens if we feed the decoder of this encoder by a sequence of bits generated by a binary symmetric source: every leaf at depthL j will be obtained with probability 2 −Lj , and since the tree is complete, these probabilities sum up to unity. The probability of obtaining x at the decoder output is, therefore, equal to the probability of the sequence of bits pertaining to its compressed form, namely,
which is again of the exponential order of 2 −c(x) log c(x) .
C. Side Information
Consider now the pair process {(X t , Y t )}, jointly distributed according to a hidden Markov model, P (x, y) = z n t=1 P (x t , y t , z t+1 |z t ). We wish to guess x when y is available to the guesser as SI. Basically, the only modification needed is to replace the LZ complexity of x by the conditional LZ complexity of x given y, defined as in [27] . In particular, consider the joint parsing of the sequence of pairs, {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x n , y n )}, let c(x, y) denote the number of phrases, c(y) -the number of distinct y-phrases, y( ) -the -th distinct y-phrase, 1 ≤ ≤ c(y), and finally, let c (x|y) denote the number of times y( ) appears as a phrase, or, equivalently, the number of distinct x-phrases that appear jointly with y( ), so that c(y) =1 c (x|y) = c(x, y). Then, we define u(x|y) = c(y) =1 c (x|y) log c (x|y). To describe a guessing strategy, we can either create a deterministic list by ordering the members of X n according to increasing order of their conditional LZ code-length, LZ(x|y) ≈ u(x|y), [27] , or randomly draw guesses according toP (x|y) = 2 −LZ(x|y)
x 2 −LZ(x |y) .
The details for deriving the direct and converse are in [23] .
To have a simple algorithm for sampling from a conditional distribution satisfyingP (x|y) · ≥ 2 −LZ(x|y) · = 2 −u(x|y) , once again, the idea is to feed a sequence of random bits as inputs to the decoder pertaining to the conditional LZ decoder, equipped with y as SI, until n symbols are obtained at the output. Again, we need a few slight modifications in order to ensure that any sequence of randomly drawn bits would be legitimate as the output of the encoder, and hence also be decodable by the decoder.
The conditional LZ compression algorithm encodes x phrase by phrase, where the code for each phrase consists of three parts [27] : (i) A code for the length of the phrase, L[y( )]. (ii) A code for the location of the matching x-phrase among all previous phrases with the same y-phrase. (iii) A code for the index of the last symbol of the x-phrase among all members of X . Parts (ii) and (iii) are similar to those of the ordinary LZ algorithm and they can even be united, as described before, into a single code for both indices. Part (i) requires a code for the integers. For the sake of conceptual simplicity of describing the required complete binary tree, we consider a code derived from the following distribution on the natural numbers: Q(i) = 6 π 2 i 2 , i = 1, 2, 3, . . ., by constructing a prefix tree for the corresponding Shannon code, and pruning the tree by eliminating all leaves that correspond to values of i = L[y( )] that cannot be obtained at the current phrase, and eliminating branches that emanate from any node that has one off-spring only. The probability of obtaining a given x at the output of the above-described conditional LZ decoder is equal to the probability of randomly selecting the bit-stream that generates x (in the presence of y as SI), as the response to this bit-stream. This way,P (x|y) · = exp 2 {−u(x|y)} [23] .
