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Abstract
The control of turbulent boundary layers through spanwise wall forcing has been
the subject of extensive numerical and experimental investigation in recent years. It
has been shown that the benefits of drag reduction and potential power saving are
enhanced when the forcing takes the form of a streamwise travelling wave of spanwise
velocity. When this wave has a certain non-dimensional frequency and wavenumber,
large turbulent skin-friction drag reductions of almost 50% and potential net power
savings of 38% can be achieved. While there are numerous direct numerical simulations
(DNS) showing these trends, an experimental validation was lacking for boundary layer
flows. The work presented details the design and manufacture of an active surface,
capable of discretising these complex waveforms to bring about turbulent flow-control
in a wind tunnel experiment. Through the optimal design of a compliant structure,
based on the Kagome lattice geometry, an adaptive framework was developed which is
capable of discretising waveforms through controlled local deformation. By combining
this compliant structure with a pre-tensioned membrane, an active surface is produced.
The surface, 3m in length, is then driven pneumatically, producing surface travelling
waves of variable wavenumber and phase velocity. Photogrammetric and vibrometer
measurements of the static and dynamic performance of actuated surface are presented.
Constant temperature anemometer measurements of the boundary layer were taken
with and without the active surface applying forcing. A linear interpolation of the
viscous sub-layer was performed to assess changes in wall shear-stress. For certain
forcing parameters, a drag reduction of 20% was measured.
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A note on coordinate systems and nomenclature
As the work explored in this thesis spans both structural and fluid mechanics, there is
a degree of overlap in the standard nomenclature used. For clarity, rather than deviate
from standard notation, some of the variables and constants are defined twice. In this
way, it is hoped that the document will be easily accessible to people interested in
either the fluid or the structural components. As the nomenclature is also defined
within the text, and it is generally clear whether the structural or fluid aspects are
being discussed, there should not be any ambiguity.
The coordinate system of the wind tunnel has been applied to the structure, both
when it is in position in the wind tunnel and when tests are being performed on the
bench, in the manner illustrated by the diagram below. The streamwise direction is
denoted by x, which corresponds to the in-plane direction, normal to the deformation
in the structure. Similarly, the spanwise direction is denoted by z, the direction of
the deformation in the structure. The wall-normal direction in the wind tunnel is
perpendicular to the surface of the planar structure, and is denoted by y.
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α0 Hot-wire temperature coefficient of resistance
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n Angular frequency
ν Kinematic viscosity
ρ Fluid density
Reτ = uτ δν The Reynolds number in terms of the wall friction velocity and the
freestream velocity
Rex = U∞xν The Reynolds number in terms of the streamwise distance and the
freestream velocity
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x Streamwise displacement
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Nondimensional time period
T Period of oscillation
τx Streamwise shear stress at the wall
t Time
Tw Temperature of the hot-wire
U+ = u¯
uτ
Dimensionless mean streamwise velocity
U∞ Freestream velocity
uτ The wall friction velocity
ω Angular frequency
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uτ
Nondimensional forcing velocity
y Wall-normal displacement
y+ = yuτ
ν
Dimensionless wall distance
yp99 Stokes layer 99% penetration depth
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()b Bending contributions
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c Size of reduced model
D Material moduli matrix
d1−3 Member dimensions
()den Relating to density
ϵ Axial strains
e Bar elongations
()e Element coordinate system
E Young’s modulus
f External forces
γ Shear strains
hq Attenuation factor
hp Enhancement factor
I1−3 Second moment of areas
j Number of nodes in the structure
κ Bending strains
ke Element stiffness matrix
K Global stiffness matrix
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Rg Radius of gyration
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µ Shear modulus
n Number of degrees of freedom
N1−2 Shape functions
ω Displacement modal weighting
P Element deformation matrix
p Number of desired displacement modes
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rA Rank of the equilibrium matrix
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S Diagonal matrix corresponding to square root of energy
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st Stockiness ratio
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θ Element rotations
t Element tension
()t Torsional contributions
Nomenclature xxvii
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U Strain energy
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Chapter 1
Introduction
1.1 Motivation
Reducing aerodynamic drag is a perennial problem for engineers. The motivation
behind the desire to increase efficiency has always been clear in terms of economics,
but our increasing dependence on finite and environmentally damaging resources has
led to mounting social and political pressure to find new ways to make energy go
further. ‘Clean Sky 2’ is an initiative between the European Commission and the
European aeronautics industry to reduce carbon dioxide emmitted by aircraft to 75%
of the amount produced in 2014, as well as a 90% reduction in NOX by 2020 [37].
This partnership is geared towards finding new and emerging technologies which can
provide a step-change in the fuel efficiency of aircraft.
In order to meet these ambitious targets, improvements across many different engineer-
ing fields need to be employed. From lighter more predictable composite materials,
to more efficient logistics such as aircraft routing and scheduling. One such area is
aerodynamic improvements, in particular the reduction of turbulent skin-friction drag
which can comprise up to 50% of the total drag for transonic aircraft [16]. Skin-friction
drag can be reduced by delaying transition by means of natural laminar wing design,
instability cancellation, or by employing suction of the boundary layer, for example.
However, at flight speeds turbulent boundary layers are inevitable. Assuming transi-
tion, the process by which flows become turbulent, occurs at a Reynolds number of
Rex ≈ 1× 106, based on the freestream velocity and the streamwise distance, only the
first few centimetres of the 73m long Airbus A380 fuselage will experience laminar flow
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at cruise without significant intervention. The ubiquity of turbulent boundary layers,
not just in aviation but in many industrial processes, makes them a highly suitable
and fruitful target for flow control.
1.2 Scope and purpose
Historically, aerodynamic improvements have been made through alterations in shape.
However, benefits achieved through refinement of macroscopic geometry alone are
beginning to plateau, and consequently industry is looking to future technologies to
continue to improve aerodynamic performance. While these low technology readiness
level (TRL) proposals offer the possibility of achieving large reductions in drag, they
are often unproven and dependant on technology still in its infancy. The goal of the
work detailed in this thesis is the exploration of one such proposal in a laboratory
setting, the spanwise forcing of the boundary layer.
Spanwise forcing of turbulent boundary layers is known to reduce their turbulence
intensity [30], leading to a reduction in skin-friction drag [9]. The overarching purpose
of the project is the development of a wind tunnel experiment that applies this forcing
via an in-plane oscillating surface, and to measure the resulting changes to the flow. It
has been shown in direct numerical simulations (DNS), that a larger drag reduction,
as well as a net power saving, can be achieved when this oscillation takes the form of a
streamwise travelling wave. The experiment replicates this complex wall movement via
the actuation of a compliant structure, based on the Kagome geometry.
It is important to note that the processes and mechanisms behind achieving the
flow control are tailored to the Reynolds numbers and the setting of the experiment.
Achieving the same effects in-flight would rely on an entirely different implementation.
It is hoped that by exploring methods of drag reduction which rely on technologies
expected to continue to advance, such as computing power and material science, the
efficacy of future techniques can be considered now. The work detailed in this thesis
offers both an experimental insight into the effects of the forcing on the flow, and also
a practical method of implementation, both of which are useful to current and possible
future investigations into spanwise forcing as a method of flow-control. Furthermore,
the novel method and approach of generating the in-plane waves is of interest in its
own right, as unique application of a dynamic compliant structure.
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In this way, existing DNS are validated and extended with flows and forcing being
explored at Reynolds numbers which are expensive to model numerically. Furthermore,
the role and design of adaptive structures as an elegant engineering solution in the
construction of a flow control experiment is also considered. The result is two distinct
areas of research – the control of the turbulent boundary layers, and the analysis and
design of the adaptive structures which make it possible.
1.3 The role of compliant structures
Compliant structures are attractive as they offer an elegant engineering solution to
problems that are typically tackled with conventional components. The modes of
displacement produced by joints, bearings and sliders can be replicated by allowing
modes of compliance in an otherwise rigid assembly [24]. This approach has wide
ranging applications, from deployable space structures [22] to morphing aircraft wings
[44] as well as everyday household products [24]. By having no complex moving
parts, compliant structures are generally easier to maintain and manufacture than the
mechanisms which they emulate. They offer a solution when manufacturing small sizes
or large quantities of joints is impractical or the cost prohibitive.
Creating effective adaptive structures capable of withstanding large strains and repet-
itive loading without fatiguing is challenging. Existing techniques tend to involve
exhaustive finite element models and optimisation routines, or analysis by looking
at the determinacy of equivalent pin-jointed structures. While both approaches are
useful, a systematic method for the determination of modes of deformation in compliant
structures was lacking. In this thesis, we take linear algebra methods which have
traditionally been used to analyse pin-jointed frames for determinacy, and adapt them
to find orthogonal modes of compliance in rigid-jointed frameworks [3]. In this way,
structures can be designed such that modes of deformation correspond with desired
paths of actuation, while regions that are required to have structural stiffness are
bolstered.
Certain geometries are more amenable to actuation than others. The kagome lattice
has unique properties which lend it to forming the basis of an adaptive structure. Its
ability to efficiently propagate displacements in a controlled way has been characterised
extensively numerically. It has also been used as a basis of out of plane morphing
truss demonstrators [34, 53]. The traits demonstrated by existing work show that the
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geometry is also highly suitable as the basis of an in-plane deforming structure. This
thesis aims to demonstrate that the kagome lattice is not only of academic curiosity,
but can also be used as a key component in the solution of an engineering problem,
the creation of an active surface for flow control.
The manner by which an oscillating surface influences the flow over it is explored in
Chapter 2, along with a discussion of existing work, demonstrating the potential drag
savings and outlining the ultimate goal of the project. Similarly, a review of actuated
structures based on the kagome lattice geometry is carried out in Chapter 3, along with
a discussion on the calculation of structural determinacy for pin jointed frames and
the numerical behaviour of the planar kagome lattice. Chapter 4 extends these ideas
so they can be applied in the analysis and design of structures with rigid joints. Using
ideas explored in Chapters 3 and 4, as well as geometrically linear and non-linear finite
element analysis, the design, manufacture and testing of an adaptive structure based
on the kagome lattice geometry is detailed in Chapter 5. The optimised structure is
then coupled with a membrane skin to form an active surface. The manufacture and
testing of this surface, and associated control system, is given in Chapter 6, as is a
characterisation of the wind-tunnel. A discussion of the impact of the active surface
and the forcing on the flow is given in Chapter 7, with conclusions and areas of future
work explored in Chapter 8.
The specific goals of the project can be summarised as
• The design and manufacture of a compliant structure, based on the kagome
lattice geometry, to produce discretised in-plane travelling waves.
• The tailoring of this structure to match a suitable flow control experiment,
maximising the Reynolds number, Reτ = uτ δν , of the flow. Where, uτ is the wall
friction velocity, δ is the boundary layer height, and ν is the kinematic viscosity.
• The design and manufacture of an active surface using the aforementioned
compliant structure, for use in the wind tunnel.
• The numerical and experimental investigation into the performance of the struc-
ture and the surface.
• A measure of the impact the in-plane waves generated by the active surface
have on the turbulent boundary layer, with a specific focus on changes to the
skin-friction.
Chapter 2
Turbulent boundary layers and
their control
Turbulent flows are ubiquitous in industrial settings, where the Reynolds numbers (a
measure of the ratio between viscous and inertial forces in the flow) present ensure
transition occurs – the process by which laminar flow becomes turbulent. In boundary
layers, this can occur through a variety of mechanisms, from the growth of linear
instabilities with Reynolds number, such as Tollmein-Schlichting waves, to bypass
transition where the free-stream perturbations are large enough to create turbulent
spots in an otherwise laminar boundary layer, ultimately resulting in the complete
transition to turbulence. As turbulent boundary layers produce significantly more drag
than their laminar equivalents, efforts are being made to delay transition or prevent
it completely [45]. However, a large portion of the wetted perimeter of a commercial
aircraft (the surface in contact with the flow) will inevitably be subject to a turbulent
boundary layer, making efforts to reduce their intensity and impact worthwhile.
The characteristics of the turbulent boundary layer are not predicted analytically, but
rather through empirical models [46]. The boundary layer height δ can be estimated
when there is zero pressure gradient with the relations
δ = 0.385x
Re 0.2x
(2.1)
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where x refers to the distance from the point of transition, where Rex can be expressed
as
Rex =
U∞x
ν
(2.2)
where U∞ is the freestream velocity, and ν is the kinematic viscosity. The coefficient
of friction Cf can be predicted by the relation
Cf =
τx
0.5ρU2∞
= 0.0594
Re0.2x
(2.3)
where τx is the shear stress at the wall, and ρ is the fluid density. As the wall friction
velocity uτ is found as
uτ =
√
τx
ρ
(2.4)
an estimation of the inner properties of the turbulent boundary can be made, assuming
zero pressure gradient, for given flow conditions and streamwise positions. A zero
pressure gradient allows a comparison to be made with existing work, and was achieved
experimentally by adjusting the cross-sectional area of the wind tunnel to account for
the streamwise growing displacement thickness of the boundary layer. It is expected
that a favourable pressure gradient is likely to aid any drag reduction efforts, while an
adverse pressure gradient will have the reverse impact, however, the degree to which
this is the case has not been determined.
There are a number of active ways of controlling turbulent boundary layers, with blowing
and suction being the most direct methods to influence the boundary layer [54]. Suction
typically removes momentum from the flow and inhibits the growth of the boundary
layer, whereas blowing does the reverse, adding momentum to the flow promoting
its development. These direct methods involve significant energy expenditure as
compressors and pumps need to be powered, or equivalently, air needs to be bled from
the engines impacting performance. There are passive flow-control techniques, such as
riblets and drag-reducing polymers in liquids, but these introduce complications, and
often come at other costs such as maintenance and consumables, which make them
hard implement and justify in some practical settings.
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Another method of imparting momentum on the flow indirectly is via a moving
wall. The movement can be out of plane, such as the travelling waves generated
by Roggenkamp et al. [43] who constructed an electromagnetically driven transverse
spanwise travelling wave under a turbulent boundary layer with a Reynolds number,
based on the momentum thickness and freestream velocity, of Reθ = 1200. This wave
produced a maximum skin friction drag reduction of 3.4%. However, much larger drag
reductions have been achieved by using in-plane forcing. This has the added advantage
of imparting momentum to the boundary layer in a controlled fashion, without creating
any physical obstruction to the flow. This type of forcing under stationary flow is
known as ‘Stokes’ second problem’, and for a laminar case an analytical solution can
be found.
2.1 Stokes’ second problem
The harmonic oscillation of a surface causes the flow above it to move periodically.
As the pressure is considered constant throughout the flow, and the influence of the
oscillating wall two dimensional, the Navier-Stokes equations can be simplified as [46]
∂w
∂t
= ν ∂
2w
∂y2
(2.5)
where w is the spanwise velocity, t is time, and y is the wall-normal distance. At y = 0,
the no-slip condition is applied, where the velocity of the flow at the wall equals the
velocity of the wall, prescribed as
w(0, t) = W cos (nt) (2.6)
with this boundary condition, the solution to Equation 2.5 becomes
w(y, t) = We−ks cos (t− ks) (2.7)
where ks is a constant defined as
ks =
√
n
2ν y (2.8)
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Fig. 2.1 The Stokes’ layer, taken from Schlichting [46], nondimensionalised by the wall
forcing and the scaled with viscosity and oscillation frequency, shown at four different
points in the cycle. The wave envelope is shown with a dashed line. The x axis has
been normalised by the forcing velocity, and the y axis shows ks.
with n denoting the angular frequency. This result manifests in an oscillating boundary
layer which decays exponentially with distance from the wall. The boundary layer is
shown at four different points in the cycle in Figure 2.1, taken from Schlichting [46].
The envelope of the wave is shown as a dashed line.
The velocity is non-dimensionalised by the magnitude of the wall oscillation velocity,
and the height is represented in terms of ks. The 99% thickness of the Stokes’ layer
(when w
W
= e−ks = 0.01) occurs when ks ≈ 4.6, and therefore the true depth of
penetration of the Stokes’ layer yp99 can be expressed as
yp99 = 4.6δs = 4.6
√
2ν
n
(2.9)
An important property of the Stokes’ layer is the independence of its depth with forcing
amplitude. It is a function of the frequency and viscosity instead. When the production
of a Stokes’ layer is used as a flow control mechanism it is superimposed normal to a
typical boundary layer flow direction. The addition of the freestream to the laminar
Stokes’ layer has negligible influence on its nature, other than the introduction of some
non-linearity as the result of the convection from the freestream [18]. The similarity is
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Fig. 2.2 A comparison between the spanwise velocity from an analytically produced
Stokes’ layer, and one created from a direct numerical simulation with the addition of
a turbulent boundary layer [8]. The individual lines correspond to the Stokes’ layer at
various points in the cycle.
illustrated Figure 2.2 where an analytical Stokes’ layer is compared with the Stokes’
layer produced by a spanwise oscillating wall under a turbulent boundary layer with
Reτ = 170 [8].
The similarity between the two waves indicates that the spanwise motion of the near
wall structures is very much dominated by the spanwise motion of the wall, with any
non-linear effects from the superposition of the turbulent flow being minimal.
The Stokes’ layers considered so far have all been laminar, but under certain forcing
parameters they can undergo transition. A turbulent Stokes’ layer, possessing the
same marked impact on the flow demonstrated in Figure 2.2, will almost certainly
be detrimental to any drag reduction efforts as it will introduce more turbulent
fluctuations to the turbulent boundary layer. This problem has been considered with
the introduction of a Stokes’ layer Reynolds number Restokes = δsW/ν [1]. The critical
Reynolds number before any turbulent characteristics are observed is sensitive to
experimental setup, with values ranging from 142 to 565 [18]. However, transition
occurs at certain points during the motion of the wall, when the acceleration is greatest,
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and therefore it is likely that a transitional Stokes’ layer will still be suitable for drag
reduction.
2.2 Influence of spanwise forcing
There exists a large body of work, both numerical and experimental, looking at the
effects of generating a Stokes’ layer under a turbulent boundary layer. The result of
the forcing, within certain parameters, is a large reduction in the mean skin-friction
drag and turbulent energy, with the peak in fluctuations being moved away from the
wall [19]. A similar type of forcing has also been explored, whereby a body force is
applied to the flow in the form of a Lorentz force decaying into the boundary layer.
Although this does not create a true Stokes’ layer, as the flow must come to a halt at
the stationary wall, numerical experiments have yielded large reductions in skin-friction
drag of 30% when the field had a non-dimensionalised time period T+ = Tu2τ/ν = 50,
in fully developed channel flow [15], where T is the period of oscillation.
The influence of a spanwise force on near-wall turbulence was first noted on an ‘infinite’
swept wing [6] where the cross-flow was measured reducing the turbulence intensity
of the boundary layer as it became more three-dimensional. It was hypothesised that
the streamwise vorticity from the velocity gradient ∂W/∂y created by the spanwise
pressure gradient reoriented the large eddies and ‘confused their behaviour and reduced
their efficiency’. After a period of time the boundary layer reverts back to its two
dimensional state.
The oscillating surface creates this velocity gradient in a continuous fashion, achieving
the same effects over the fetch of the forcing. Jung et al. [28] performed a DNS of fully
developed turbulent channel flow with Reτ = 200 and applied both an oscillating wall
condition, and oscillating cross-flow. When the forcing had a period of T+ = 100, a 40%
reduction in drag was observed. They also noticed a sustained reduction in Reynolds
shear stresses. They also observed that the logarithmic region of the boundary layer
was pushed up, indicating the viscous sub-layer had grown. The time evolution of the
drag reduction is shown in Figure 2.3.
The wall oscillation case, indicated by ‘100,W ’ takes a finite length of time to fully
influence the boundary layer. This temporal transience in fully developed channel
flow with periodic boundary conditions, observed by others [40][55], translates into a
spatial transience for boundary layers. The spatial transience may explain the smaller
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Fig. 2.3 Time evolution of the wall shear stress spatially averaged over the wall, for a
number of non-dimensional forcing periods. The optimal wall forcing case is indicated
by ‘100,W ’. The streamwise shear-stress is denoted by (τω)x and t+ is the time,
nondimensionalised by the wall-friction velcocity and viscosity, as with T+ [28].
measurements of drag reduction recorded in some experimental studies, as the influence
of the forcing was not applied over a large enough fetch of the boundary layer [19].
Laadhari et al. [30] performed an experiment with a crank-driven plate oscillating under
a turbulent boundary layer with Reθ = 950 in order to keep the boundary layer in a
three-dimensional state. They noticed a 45% reduction in the streamwise fluctuations
and 34% and 16% in the span-wise and wall normal fluctuations respectively.
Laadhari et al. [30] hypothesised that the reduction is the result of the longitudinal
vortices and the streaky structures being modified by the spanwise motion. The
low-speed streaks occur on the upwash side of these longitudinal vortices higher up in
a typical two-dimensional boundary layer. The Stokes’ layer moves the streaks relative
to their dynamically paired vortices, causing a degree of cancellation – the vortices
now pump high-speed flow into low-speed streaks, and vice versa.
Choi and Clayton proposed a different model based on their experiment at the same
U∞ of 2.5m s−1 [10]. They also recorded a large skin-friction drag reduction of 45%
but attributed it to interaction of vorticity. As the surface moves in a positive spanwise
direction, a sheet of positive streamwise vorticity is created near the wall, a vorticity
vector pointing downstream. This vorticity, combined with the boundary layer’s
spanwise vorticity, is rotated in the positive spanwise direction. This exposes the initial
vorticity to different amounts of momentum generated by the Stokes’ layer, causing
the vorticity vector to tilt in the direction of the forcing. A component of this rotated
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Fig. 2.4 The impact of spanwise positive vorticity on the boundary layer. The canonical
boundary layer is shown as a dashed line. The vorticity reduced the gradient at the
wall, and moves the logarithmic region away from the wall [10].
vorticity is now in the positive spanwise direction. When the surface is moved in the
opposite direction, the negative vorticity produced is rotated by the boundary layer in
the same way, but its interaction with the velocity profile of the Stokes’ layer causes
its spanwise component to also be positive. In this way, regardless of the direction of
the wall motion, positive spanwise vorticity is ultimately always created. The effect
of this spanwise vorticity Ωz has on the boundary layer is illustrated conceptually in
Figure 2.4.
The canonical boundary layer is shown as the dashed line, and the solid line indicates
the impact of the vorticity. The gradient of the boundary layer near the wall is reduced,
reducing the skin-friction drag. The viscous sub-layer grows and the logarithmic region
is pushed up higher into the boundary layer as result. The growth of the viscous
sub-layer and the effect on the log-region can be seen in the boundary layer profiles in
Figure 2.5a. Each is non-dimensionalised by its wall-friction velocity found through a
linear fit of the sub-layer, resulting in the near wall region collapsing. The linear region
is extended and the logarithmic region is pushed up. Figure 2.5b shows the turbulent
intensity of the boundary layer. The act of spanwise forcing suppresses the fluctuations.
This is attributed to a the transfer of energy from large to small structures, or the
suppression of the generation of large eddies, reducing the occurrence of bursts events.
Quadrio and Ricco [40] explored the impact of varying the period of forcing T+ and
the amplitude of forcing W+ = W/uτ on the drag reduction in 37 simulations of fully
developed channel flow. Their findings are displayed in Figure 2.6.
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(a) The mean velocity profiles at various forc-
ing frequencies, non-dimensionalised by wall-
friction velocity.
(b) The result of the span-wise forcing on the
turbulence intensity in the boundary layer.
Fig. 2.5 Experimental data illustrating the way in which the viscous sub-layer is
enhanced, the logarithmic region is pushed up, and the turbulent fluctuations sup-
pressed [10].
The area of the grey circles are in proportion to the size of the drag reduction and the
hyperbolic lines indicate constant values of non-dimensional displacement D+ = W+D+
π
.
The friction drag coefficient Cf is defined as
Cf =
2τx
ρU2b
(2.10)
Fig. 2.6 The reduction in skin-friction drag at various wall oscillation forcing periods T+
and velocitiesW+. The area of the grey circles indicate the degree of drag reduction [40].
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where τx is the wall shear stress in the streamwise direction, ρ is the density and Ub is
the bulk velocity. The drag reduction, DR, shown in Figure 2.6 was calculated by
DR = 100 Cf,0 − Cf
Cf,0
(2.11)
with Cf,0 being the baseline frictional drag coefficient. From Figure 2.6, the maximum
drag reductions seem to be achieved by keeping the forcing period T+ in the range
of 100-125, regardless of the forcing velocity W . This corresponds to a Stokes’ layer
with penetration depth of a similar length to the height of the viscous sub-layer, in
Equation 2.9. As T+ is scaled with viscous units, the depth of penetration will scale
in wall units with the height of the viscous sub-layer, resulting in the optimal forcing
frequency being independent of Reτ . The drag reduction increases monotonically with
W for the parameters tested. As the wall oscillates it does work against the viscosity
of the flow, drawing an intrinsic amount of power Preq. This can be calculated by
integrating the force applied by the surfaces, multiplied by the velocity, expressed
algebraically as
Preq =
A
tf − ti
∫ tf
ti
τzw(t) dt (2.12)
where t refers to the time duration, A is the oscillating area, τz is the spanwise wall
shear stress, and w is the velocity. Preq gives the power consumption of a perfect
actuated surface – one that can oscillate with no actuation losses. This allows the
theoretical potential net power saving to be found Pnet, which is plotted in Figure 2.7.
In practice, any implementation of an actuated surface will experience a further increase
in power consumption to overcome the losses in the mechanical system.
The monotonic increase in drag reduction with wall velocity comes at the cost of more
energy input. The optimum wall velocity W+ for power saving is ≈ 5, with a positive
net energy balance only being achieved for 0 < W+ < 7. The period of forcing creates
a net energy balance when T+ > 70, with a peak at T+ ≈ 125 of 7% net power saving.
The large velocities required to create the large drag reductions make achieving a
sizeable net power difficult with a wall oscillation. However, when the forcing takes
the form of a travelling wave, improvements can be made.
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Figure 2.8 illustrates how a streamwise travelling wave of spanwise velocity can be
implemented in a channel flow [41]. The wall velocity w can be expressed in terms of
space x and time t as
w(x, t) = W sin (κxx− ωt) (2.13)
where ω is the frequency of oscillation, and κx is the streamwise wavenumber. Quadrio
et al. [41] varied κ and ω for a fixed value of W+ = 12 and recorded the skin-friction
drag reduction, plotted in Figure 2.9, under a boundary layer with Reτ = 200.
The data in Figure 2.9 shows both areas of drag reduction and drag increase, separated
by a bold black line. Under certain forcing parameters, large drag increases of up
to 23% can be created, as well as large drag reductions of 46%. The region of drag
increase is indicated by the blue segment around a line of constant wavespeed travelling
with the flow. The positive values of ω indicate waves travelling with the flow, while
negative frequencies indicate waves travelling against the flow. The results on the x
axis, when κx = 0 are equal to the wall oscillations discussed previously. The data on
the y axis corresponds to a velocity distribution which does not vary in time – the
flow only experiences acceleration when it is convected over the spatially changing
boundary condition.
The region of drag increase corresponds to the range of nondimensional wavespeeds
0.35 ≲ c ≲ 0.6, which is centred around the convective velocity scale of the flow
U = 0.5 [29]. As the phase speed approaches the convective velocity, the structures in
the flow become phase locked to the forcing. In the reference frame of the eddies, they
Fig. 2.7 The percentage of net power saving at various values of T+, when W+ = 4.5
and various values of W+ when T+ = 125 [40].
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Fig. 2.8 An illustration of a streamwise travelling wave of spanwise velocity imposed at
the wall in a channel flow by Quadrio et al. [41]. The sinusoidal velocity distribution is
shown for the moving wall on the upper and lower faces.
Fig. 2.9 A ‘map’ of drag reduction with varying forcing parameters, streamwise
wavenumber κx and frequency ω. Individual drag reduction measurements are in-
dicated numerically on the plot. [41].
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experience constant a forcing and become tilted to the mean flow. As the speed of the
structures in the turbulent boundary layer occupies a statistical range, the region of
drag increase in Figure 2.9 also spans a range of wavespeeds.
The drag reduction process for the travelling wave is thought to be similar to the
mechanisms previously discussed. The key difference is that the time period of the
forcing that the flow experiences is not ω−1, but is related to the near-wall convective
speed of the flow, and also to ω and to κ. The time for near-wall turbulent structures
to cover the distance of one wavelength T can be found as
T = λx
U − c (2.14)
where λx is the streamwise wavelength, c is the wavespeed and U is the convective
velocity of the near wall eddies. When T is below the optimal value, the Stokes’ layer
Fig. 2.10 A ‘map’ of net power saving with varying forcing parameters, streamwise
wavenumber κx and frequency ω [41].
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the boundary layer is subjected to is too thin, resulting in the majority of the flow
being unaffected by the forcing. In this situation, if the wavelength remains constant,
drag reduction increases as the time period increases. If T is greater than the optimal
value then the drag reduction decreases with increasing T .
The travelling waves generate more drag reduction than the oscillating wall case, but
it is the combined effect of the convected velocity and the velocity of the surface
which offers the greatest potential. The region of the κ − ω map of maximum drag
reduction roughly coincides with the region requiring the smallest amount of actuation
power, calculated as in Equation 2.12. The result is the map of potential power saving
displayed in Figure 2.10, showing a peak saving of 18%.
One attempt to reproduce these results experimentally has been conducted in fully
developed turbulent pipe-flow [2]. Concentric and independent sections of a pipe were
connected to motors via shafts and belts, as illustrated in Figure 2.11b. These segments
were then driven to discretise a travelling wave, as demonstrated in Figure 2.11a.
Reductions in drag were then recorded as a change in pressure drop over the length of
the experiment.
(a) A schematic diagram showing the pro-
cess by which the wave was discretised. The
segmented regions of the pipe move inde-
pendently with varying phase of oscillation,
producing a travelling wave. The frequency
of actuation is changed to produce waves
of different speed, and the phase altered to
produced waves of different length.
(b) The experimental set-up, showing how
the segments of the pipe were connected via
shafts to motors.
Fig. 2.11 An illustration of how travelling waves were discretised in pipe-flow by Auteri
et al. [2].
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Using this method, two wavelengths were discretised, and the frequency, and therefore
also wavespeed, varied. The bulk veolcity was Ub = 0.092m s−1 producing a flow with
Reτ ≈ 175. The result of the forcing produced similar levels of drag reduction to the
DNS presented above, with a maximum value of 33%, and similar trends. The slight
differences in trends between the DNS measurements and the experimental data were
attributed to high frequency components of forcing as the result of the discontinuities
between adjacent rings. The lower levels of drag reduction despite operating at a lower
Reynolds number were a consequence of the measurement technique – the pressure
drop was recorded over the whole length of the experiment, and therefore is affected
by the spatial transience of the forcing.
The impact of the Reynolds number on the ability of spanwise travelling waves to deliver
power saving at larger Reynolds numbers is a very important factor when considering
the applicability of this technology to industrial problems. In a recent paper, Gatti
and Quadrio [17] conducted many DNS of the spanwise waves at Reτ = 1000, and used
that dataset to extrapolate the level of drag reduction possible at Reτ = 100, 000.
Figure 2.12 shows the drag reduction for various κx and ω when Reτ = 200 and also
when Reτ = 1000. The same trends exist at the higher reynolds numbers with the
same region of drag increase when there is a lock-in between the convective speed of
the boundary layer and the wave speed, but the magnitude of the drag reduction and
increase is smaller, with a maximum drag reduction of 38%. The peak energy saving is
also considerably reduced to below 10% net saving for an ideal actuator.
Fig. 2.12 Drag reduction maps with varying forcing parameters, at Reτ = 200 on the
left and Reτ = 1000 on the right [17].
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Fig. 2.13 The left graphs shows how drag reduction changes with Reynolds number with
a value of γ at the optimal forcing point with solid lines and γ = 0.2 with the dashed
line, as calculated in Equation 2.16. The map of drag reduction at Reτ = 100, 000 is
shown on the right [17].
The two large studies at different Reynolds numbers coupled with a model, detailed
by Gatti and Quadrio [17], allows for predictions of the drag reduction distribution as
a function of κ and ω, at higher Reynolds numbers. The model used is a power law
based on empirical data rather than physical insight, where the drag reduction DR is
related to the Reynolds number by
DR ≡ Re−γτ (2.15)
γ is a function of the wall forcing parameters, and can be found at each datapoint by
γ = ln(DR200/DR1000)ln(200/1000) (2.16)
where the subscripts of DR indicate the Reτ of the DNS. In this way, the drag reduction
at Reτ = 100, 000 can be estimated, and the distribution over the κ - ω space is found,
displayed in Figure 2.13. The way the maximum drag reduction changes with Reynolds
number is shown by the solid lines in Figure 2.13 indicating that at even at high
Reynolds numbers considerable savings can be made.
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This prediction, while probably optimistic, illustrates the worth of investigating the
potential of spanwise travelling waves as a futuristic industrially relevant drag reduction
method.

Chapter 3
Structural characteristics
Adaptive structures use a variety of geometries to achieve their required properties,
from specific optimised frameworks which facilitate the morphing of the leading edge of
an aerofoil [44] to chiral and auxetic repetitive patterns which posses negative Poisson’s
ratio, allowing deformation of the whole aerofoil without reducing the thickness [23].
The geometry of interest in this thesis is the kagome lattice, and a review of its existing
numerical analysis as well as its deployment in active truss structures is presented
in this chapter. The nature of determinacy is a key concept in the consideration of
adaptive structures, and a discussion of its relevance and its calculation is also given.
3.1 The kagome lattice geometry
The kagome pattern, from the Japanese ‘kago’ meaning basket, and ‘me’ meaning
eyes, has been used in traditional bamboo basket weaving for centuries. Several such
baskets are displayed in Figure 3.1a, where the geometry is clearly recognisable in
the woven bamboo around the sides of the baskets. The pattern can also be found in
nature, as the internal crystalline structure of certain minerals. These solids have been
found to exhibit interesting quantum magnetic properties as a result of their atomic
structure [36]. It can also be found in civil engineering, in the roof construction of the
Centre Pompidou-Metz for example.
The kagome geometry has interesting macroscopic properties when considered as a
pin-jointed truss structure, or a frame with rigid joints. The geometry and the repeated
unit cell are shown in Figure 3.1b. The Kagome lattice is a class of repetitive truss
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(a) Japanese woven bamboo baskets used to store
birds [26]. The ancient kagome pattern is clearly visible
on the sides of the baskets.
(b) The kagome pattern,
with one possible unit cell
indicated with a dashed red
box.
Fig. 3.1 The kagome lattice.
which have been explored extensively numerically. The interest originated as when
infinite, these structures can be considered an approximation to structural foams [13].
A structure is considered infinite when it is large enough that the distal effects at the
boundary become negligible to the performance at the centre. It became apparent
that the kagome geometry has unique properties which make it highly suitable as
the basis of an active structure. One of the goals of this thesis is to exploit these
properties in the design of a compliant structure. In this chapter, existing numerical
and experimental investigation of the kagome geometry as the basis of active structures
is presented, as well as a discussion on the nature of determinacy and how it can be
found through the matrix analysis of flexible jointed frames. By exploring existing
analysis, the potential as well as the challenges of using the kagome pattern in a useful
finite adaptive structure become clear.
3.2 Linear analysis of repetitive frames
Three large planar repetitive frames undergoing actuation from a single member were
modelled by Wicks and Guest [52]. In order to draw comparisons with foam or micro-
truss structures the frames were much larger than their internal geometry, with a
width of 100L and a height of ≈ 52L, where L was the length of an individual member.
The frames were then discretised with linear-elastic cylindrical Euler-Bernoulli beam
elements. A single member in the centre of the structure was then replaced with a rigid
actuator, imposing displacements on the structure, calculated using ABAQUS [12]. The
3.2 Linear analysis of repetitive frames 25
(a) Triangulated lattice. (b) Kagome lattice. (c) Hexagonal lattice.
Fig. 3.2 Three different planar lattice structures shown both relaxed and actuated
produced by Wicks and Guest[52]. The actuator is shown with a dashed line, and the
displacement is calculated with a linear-elastic finite element analysis, and exaggerated
for illustrative purposes. Only a small portion of the structure is shown, with the
whole structure having a width 100L, a height ≈ 52L and a stockiness of st = 0.005.
effect of stockiness st on the actuation characteristics was investigated for a physically
plausible range of values. Stockiness, the inverse of slenderness, was defined as
st = Rg/L (3.1)
where Rg is the radius of gyration of the members. The three geometries chosen were
the triangulated, kagome and the hexagonal patterns. Figure 3.2 shows a portion of
the three structures in their relaxed and actuated state. The actuator is illustrated by
a dashed line and the structures shown all have a stockiness of st = 0.005. The linear
analysis assumes small displacements, which have been exaggerated for illustrative
purposes.
The triangulated and the hexagonal patterns can be thought of as being constitutive
parts of the kagome geometry, but the fashion in which they deform is visibly different.
The displacement imposed by the actuator in the hexagonal and triangulated case only
affects the area immediately around the actuator. In the kagome case, the elongated
member causes a large region of deformation in-line with the actuator. This is one
characteristic of the kagome geometry that lends it to being the basis of a highly
efficient active structure – large scale distal displacements can be created in a controlled
region of the structure, with a single actuation point.
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Fig. 3.3 The non-dimensionalised actuation energy Ŵ of three different planar repetitive
trusses with varying stockiness, produced by Wicks and Guest. Results for the
displacement with one, as well as every perimeter node being constrained is shown.
The larger value of Ŵ corresponds to all edge nodes being fixed [52].
Deformation shape is not the only consideration for an adaptive structure, the ease of
actuation is also important. The energy required to deform the structures displayed in
Figure 3.2, non-dimensionalised by the energy required to deform the actuator when
connected to an infinitely stiff structure, for various stockiness ratios was calculated.
This was repeated with only one node fixed to suppress rigid body modes, and also with
all the edge nodes constrained. The variation between the two conditions gives an insight
into how representative the structure is of an infinite truss. The non-dimensionalised
energy Ŵ for the different cases is presented in Figure 3.3.
Clearly the triangulated lattice takes the most amount of energy to actuate, followed
by the kagome and the hexagonal. The difference can be explained by the deformations
in the triangulated case being stretching dominated, and are therefore constant with
stockiness, whereas the deformations in the hexagonal lattice are bending dominated,
and consequently scale with s2t . The kagome sits between the two with energy being
shared almost equally between bending and stretching, as shown in Figure 3.4. This
can be explained by the extent of deformation produced by the actuation in the
kagome lattice being a function of the stockiness of its members [52]. Figure 3.5
shows the structure undergoing the same actuation, but with different stockiness of
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the members. When the lattice is slender, the displacement imposed propagates over
a large distance along a ‘corridor’ of the structure. However, when the structure is
stocky the deformation attenuates rapidly. As the nature of the displacement is clearly
a function of the stockiness, a simple scaling argument can not be used. Instead, it is
useful to consider the pin-jointed equivalents of the structures in Figure 3.2.
The pin-jointed triangulated truss is statically indeterminate, and any increase of
member length will lead to an increase in self-stress within the structure. When the
members become welded this characteristic is inherited, and the actuation causes the
energy intensive axial stretching of the members. The infinite hexagonal pattern is
kinematically indeterminate, and when pin-jointed the actuated member excites a
mechanism. If the joints of the structure are made rigid, and the members sufficiently
slender, this behaviour is inherited as bending dominated deformation, a relatively
low-energy process. The kagome lattice case is more complex. If the large structure is
assumed to behave as an infinite lattice, then it is neither kinematically nor statically
determinate – there are mechanisms as well as self-stress within the structure. The
displacements caused by the actuation interact with both types of indeterminacy, in
the form of an infinitesimal mechanism. The resulting combination of stretching and
bending deformation is responsible for the broadly linear scaling with stockiness dis-
played in Figure 3.5b. Figure 3.4 shows the energy balance for each case is independent
of stockiness. This is to be expected as the pin-joined analysis suggests this balance is
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st
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triangulated
kagome
hexagonal
Ŵ
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Fig. 3.4 The percentage of energy taken up with the stretching of the bars, for the
three structures in Figure 3.2 with varying stockiness, taken from a paper by Wicks
and Guest [52].
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(a) A slender kagome lattice with st =
0.005.
(b) A stocky kagome lattice with st =
0.045.
Fig. 3.5 The kagome lattice undergoing the same actuation when stocky and slender,
illustrating how the degree to which the deformation propagates into the structure is
dependant on the internal dimensions of the lattice.
a driven by the geometry and the nature of the connections between members, which
is unaffected by changes to the stockiness, but is influenced by determinacy. The
difference in energy for the two different boundary conditions seen in Figures 3.3 and 3.4
indicates that for slender structures the domain is not large enough to mimic a true
infinite structure. It also suggests the boundary conditions influence how the energy
is proportioned, and therefore gives an insight into how their choice is an important
design consideration for non-infinite structures. The performance of a finite adaptive
structure is dependent on the location of the boundary conditions, and therefore their
location needs to be chosen carefully to ensure efficient bending dominated deformation
occurs over axial stretching. Conversely, in the design of structural foams, for maxi-
mum stiffness the microstructure should be created to facilitate stretching dominated
deformations.
Interestingly, no planar infinite repetitive structure can be both kinematically and
statically determinant [21]. A structure with optimal stiffness must have mechanisms
and for a structure to be rigid, it must have redundant members, and self-stress [21].
The implication of this is that no structure that is infinite, or behaves in an equivalent
way, can be an optimal adaptive structure in terms of determinacy. However, in practice
any active structure is likely to be finite in nature, with the boundary conditions having
an influence on the determinacy of the structure. Large structures, where the internal
geometry is much smaller than the whole structure, and foams, are still likely to be
beholden to this rule, even if bars and boundary conditions are added to ensure they
are formally determinate as any edge effects will decay into the structure [13]. Any
deformation in rigid jointed frames requires some strain energy, leading to the gradual
3.3 Non-linear analysis 29
(a) (b) (c)
s
=
0.
05
s
=
0.
00
7
s
=
0.
00
1
Fig. 3.6 Deformed kagome lattices under positive 50% actuator strain with different
values of member stockiness.(a) shows non-linear actuation with a flexible actuator.
(b) is a linear calculation, and (c) shows that the displacement with a rigid actuator.
Only a small part of the structure is shown [33] .
attenuation which does not occur when exciting a perfect mechanism. Consequently,
the boundary conditions of a very large structure will have negligible influence on its
performance. The structures ultimately considered in this thesis are of a similar scale
to their internal structure, and so the behaviour and determinacy of the structure can
be suitably tailored with additional members and boundary conditions.
3.3 Non-linear analysis
Linear analysis assumes small displacements, which for many practical adaptive struc-
tures is not appropriate. Instead, it is important to consider how the stiffness of the
structure changes with displacements in the geometrically non-linear regime, as well
as how the structure deforms under large actuation strains. Leung and Guest [33]
explore how a large planar kagome lattice responds to large actuation strains, with a
geometrically non-linear finite element study, conducted using ABAQUS [12]. They
considered both the contraction and expansion of a flexible and stiff actuator, for
a range of member stockiness. The structural deformations produced with ±50%
actuation strain are shown in Figures 3.6 and 3.7, for three different stockiness ratios.
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The actuator was modelled as two extremes, either having the same stiffness as the
rest of the structure, or it is a pin-jointed infinitely stiff actuator – equivalent to a
displacement boundary condition being imposed on the nodes of the structure. As
with the work of Wicks and Guest [52], previously discussed, the linear response to
actuation results in a ‘corridor’ of displacement parallel to the actuator, which decays
in an exponential manner into the structure, with the degree of propagation being
proportional to the slenderness of the members. This is shown for positive and negative
strain in Figures 3.6b and 3.7b respectively. In the non-linear cases the deformation
does not propagate to the same extent, or in the same manner.
When the actuator is slender and the displacement positive, as in Figure 3.6a, the
displacement is very much localised to the area around the actuator and the actuator
itself. The majority of the 50% elongation is taken up with the bending of the actuator,
especially when it is slender. When the displacement is negative, the displacement is not
contained in the ‘corridor’ region co-linear with the actuator, but instead propagates
normal to the displacement imposed. Unlike the bending dominated deformation of
the actuator when with positive strain, the deformation is axial when the member is
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Fig. 3.7 Deformed kagome lattices under negative 50% actuator strain with different
values of member stockiness.(a) shows non-linear actuation with a flexible actuator.
(b) is a linear calculation, and (c) shows the displacement with a rigid actuator. Only
a small part of the structure is shown [33] .
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contracted. For this reason, the displacement fields for the rigid and flexible actuators
look almost identical.
When the rigid actuator imposes a positive displacement the actuation does propagate
along the structure, but the degree to which this occurs is minimal in comparison to
the linear case, it is also relatively independent of the bar stockiness.
Leung and Guest suggest that the discrepancy between the geometrically non-linear
and the linear solution exists because the ‘lattice’s properties are critically dependent
on its initial geometry’. This would suggest that achieving large displacements within
the structure is not possible. As the structure deforms, the attractive ‘corridor’ of
deformation observed in the linear analysis is replaced with the localised behaviour
seen in Figures 3.6 and 3.7. Although it was shown that the actuation effort does
decrease with positive strain in the non-linear case, this alone is of little use when
deformations produced influence a limited part of the structure.
However, by considering the structure as pin-jointed it becomes clear that the properties
under actuation are less effected by changes to the initial geometry, and are more
influenced by the nature of the determinacy. As previously mentioned, the kagome
lattice when infinite in nature is neither kinematically or statically determinant. The
displacements imposed by the actuator in Figures 3.6 and 3.7 excite a mechanism in the
pin-jointed case. In the linear case this is observed as the efficient deformation along
a ‘corridor’ in-line with the actuator. However, through the mechanism discussed in
further detail in Section 5.1, the self-stress present in the infinite frame interacts with
the mechanism causing it to tighten under displacement – axial stresses are generated in
the members. When the joints are considered rigid, this first-order tightening inhibits
the bending dominated modes of deformation with axial strains, limiting the extent
of the deformation. This process is not captured with linear analysis, leading to the
difference in actuation response seen in Figures 3.6 and 3.7.
Despite these apparent issues with creating large strains using the kagome geometry, it
has successfully been implemented in adaptive truss structures, both experimentally
and numerically.
3.4 Experimental structures
While the planar kagome geometry has not been used directly as an adaptive structure,
its favourable actuation properties have been exploited in three dimensional active
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Fig. 3.8 An experimental Stainless Steel kagome truss structure acting as an active
load-bearing cantilever [14]. The structure is seen twisting and hinging.
trusses. These structures typically involve planar kagome lattice structures either
connected together [47, 48] as a Kagome Double-Layer Grid (KDLG), or connected to a
plate via a tetrahedra core [14, 51]. Members of the kagome structure are replaced with
linear actuators, and through the extension or contraction of these specific members,
the truss can be warped to produce out of plane waveforms. Figure 3.8 shows one such
truss connected to an Aluminium plate performing a twisting and a hinging motion
Fig. 3.9 A kagome structure connected to a clear Polycarbinate plate, exposing the
actuated members of the structure [14]
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Symmetric (S) Asymmetric (A)
Unpatched (U) s = 1, m = 31 s = 0, m = 30
Patched (P ) s = 6, m = 6 s = 0, m = 0
Table 3.1 Number of mechanisms and modes of self stress for the structures illustrated
in Figure 3.11 [48].
while resisting an external load. The substructure is manufactured from Stainless
Steel and actuated with linear stepper motors, which can be clearly seen when the
Aluminium plate is replaced with Polycarbonate in Figure 3.9.
When the kagome lattice is attached to a plate, the structure effectively becomes
statically indeterminate, and the design and optimisation of the system becomes quite
case-specific. The performance of the system is limited by the yield stress generated
under actuation, and the stroke and force the actuator is able to produce. The
placement of the actuators becomes a optimisation problem with a cost function aiming
to achieve a specific topology while maximising the ability of the structure to support
external loads, without the structure failing through buckling or yielding. Wang et al.
performed this optimisation with use of a genetic algorithm [51]. In this way, they were
able to demonstrate a practical implementation of the kagome lattice as the backbone
of a morphing structure supporting a continuous surface.
The kagome double layer grid (KDLG) is similar to the structures in Figures 3.8 and 3.9,
but there are two kagome lattices connected via a double tetrahedral layer, rather
than a single lattice connected via one tetrahedral layer to a plate, as illustrated
in Figure 3.10b. In order to create a structure which is stiff, yet easy to actuate,
its determinacy can be honed through the addition of ‘patch’ members around the
periphery – addition members which do not match the underlying pattern of the lattice
Fig. 3.10 Finite planar kagome lattice structures, ‘patched’ with extra members so they
become both statically and kinematically determinant. (a) shows the planar structure,
and (b) shows the kagome double layer grid (KDLG) with faces of the tetrahedra made
solid to aid visualisation [47].
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S − U
S − P
A− U
A− P
Fig. 3.11 Four configurations of the kagome double layer grid (KDLG), with and
without patch bars and symmetry [48].
– illustrated as dashed or bold lines in Figure 3.10, such that the frame becomes both
kinematically and statically determinate – the ideal active structure.
However, if the KDLG is symmetrical about the mid-plane of the structure, modes
of self-stress as well as mechanisms exist, as shown in Figure 3.12. This static and
kinematic indeterminacy is detrimental to the performance of the structure as a
Fig. 3.12 Kagome double layer grid (KDLG) with modes of self-stress and mechanism
illustrated. The axial stress caused by the mode of static indeterminacy is shown on
the right, with the normalised axial stres in each member displayed as colour. A mode
of kinematic indeterminacy is shown on the right [47].
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morphing material, and can not be removed with the addition of patch bars. The
patch bars break the symmetry of the structure, and directly influence its determinacy.
Furthermore, the number of modes of static indetermancy increase with the number of
unit cells of the structure leading to a structure increasingly resistant to actuation as it
scales. However, by breaking the symmetry by moving alternating mid-plane nodes of
the tetrahedral layer up and down, these modes of self-stress and the mechanisms can be
removed. Using Maxwell’s rule, sufficient additional members and boundary conditions
were then added to favourably alter the determinacy, as illustrated Figure 3.10.
Four structures consisting of 7 hexagons were then considered, as displayed in Fig-
ure 3.11. They can either be ‘patched’ (P ), ‘unpatched’ (U), symmetric (S) or
asymmetric (A). Structures (a) and (b) have no ‘patching’ bars, while (c) and (d) do.
Nodes in (b) and (d) have been offset from the mid-plane so to remove the aforemen-
tioned symmetry.The four versions of the structures have varying degrees of static and
kinematic indeterminacy, as detailed in Table 3.1.
These structures in Figure 3.11 were then manufactured from high-carbon steel, with
the mid-plane asymmetry, when required, set at about 14% of the thickness of the truss.
A member on the face of the structure was replaced with an instrumented actuator,
deforming the structure while recording the displacement. The force-displacement
relationships for the four structures with a finite element comparison is shown in
Figure 3.13, with the calculated initial values of stiffness given in Table 3.14.
Clearly, the actuation stiffness is highly dependant on the topography of the lattices,
but insight into how each performs is can be achieved by looking at the parent pin-
Fig. 3.13 Experimental and numerical actuation forces against displacement for the
four structures in Figure 3.11 [48].
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jointed equivalent structure. The symmetric structure require more force due to their
inherent static indeterminacy than the asymmetric frames. The patch bars reduce
or eliminate the kinematic indeterminacy, adding strength and giving the structure
passive stiffness.
This process illustrates not only the favourable actuation properties of the kagome
geometry, but also how it can be used as a basis upon which changes can be made to
create an efficient adaptive structure. The role and the manipulation of determinacy
is a powerful tool when engineering adaptive structures, with the assumption that
the same properties are inherited when the connections are rigid. For this reason, a
discussion on its nature and how it is calculated is needed.
3.5 Determinacy
Treating structures as pin-jointed frames, when in practice the joints between the
members will be rigid or ‘welded’ has a number of benefits. When designing a rigid frame
it allows for a more conservative design – if the structure is capable of withstanding the
loading without resorting to the strength of the joints between members, then it should
have no problem when they are bonded together. The members of pin or spherical
jointed frames can only experience axial loads, and therefore all analysis is greatly
simplified. The use of flexible jointed frames is particularly relevant to the design of
compliant structures. If a structure is slender then the nodal rotations in a flexible
jointed frame can be considered an approximation of the rotation caused by bending
when the joints become fixed. The purely axial displacements will be unaffected by
the ‘welding’ of the joints. In this way, structures can be assessed for their propensity
to act as adaptive structures by looking at their flexible jointed equivalent.
Three pin-jointed portal frames are shown in Figure 3.15, displaying degrees of deter-
minacy. The displacement of the nodes can be related to elongations of the bars with
a series of compatibility equations. Figure 3.15a shows a pin-jointed structure with
S − P S − U A− P A− U
Measured (N/mm) 100 49 42 20
Predicted (N/mm) 174.2 87.5 72.2 21.8
Fig. 3.14 Values of numerical and experimental actuation stiffness for the four structures
displayed in Figure 3.11 [48].
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modes of kinematic indeterminacy. In this case, the number of compatibility equations
is less than the number of degrees of freedom, and hence nodes are able to move freely,
observed as an inextensional mechanism. One such mode is shown as solid lines. This
structure is incapable of withstanding arbitrary loading.
In Figure 3.15b the structure can be considered ‘simply stiff’. The nodal displacements
can be equated uniquely to the elongation of the bars. This structure is both statically
and kinematically determinate, and from an adaptive structures perspective it is
optimal. The extension of any of the members results in changes in nodal positions,
without inducing any stress in the other members of the structure. Therefore, if a single
member is replaced by an actuator, the structure can be actuated with no resistance.
Furthermore, the static determinacy means that under actuation the structure will not
tighten as the result of first order stiffness, as discussed in Section 3.6.
If the number of equations exceeds the degrees of freedom they represent, statically
indeterminate modes of self-stress are observed. This is illustrated in Figure 3.15c.
The stresses within the bars are not unique to the nodal displacements, which are
over-defined. In terms of creating a stiff structure, one or more of the bars can be
considered redundant. The idea of comparing the number of equations to the number of
degrees of freedom to determine structural properties is expanded upon in Section 3.6.
(a) A structure with a mode
of kinematic indeterminacy.
(b) A structure which is
both kinematically and stat-
ically determinate.
(c) A structure which is stat-
ically indeterminate.
Fig. 3.15 Three pin-jointed structures showing how different configurations of members
can produce structures which are determinate, mechanisms or capable of sustaining
self-stress.
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(a) A two dimensional portal frame
with an offset foundation with mem-
bers 1− 5 and unconstrained degrees
of freedom 1− 6 labelled.
(b) A mode of self-stress illustrated
by a bold red line between the two
boundary conditions.
(c) A finite mode of kinematic inde-
terminacy, illustrated by the dashed
lines.
(d) An infinitesimal mode of kine-
matic indeterminacy, illustrated by
the dashed lines.
Fig. 3.16 A modified portal frame illustrating the various types of indeterminacy
present.
3.6 Matrix analysis of flexible-jointed frames
The relationship between the number of unknown nodal displacement, and the equations
describing the stress in the structure to predict structural properties was first identified
by Maxwell in 1864 [35]. In order for the structure to be both kinematically and
statically determinant, the nodal displacements have to be unique with the stress
or elongation of the bars. Therefore, each node of the structure needs to have 3
corresponding equations of elasticity, provided by each member. An unconstrained
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structure will also have 6 free rigid-body degrees of freedom. Therefore, for the structure
to be fully determinate the relation
m = 3j − 6 (3.2)
has to be satisfied. If the frame is two dimensional, the expression becomes
m = 2j − 3 (3.3)
where m is the number of members, and j is the number of joints. If the frame is
suitably constrained by boundary conditions so there are no rigid body modes, then
the two equations become m = 3j and m = 2j, with j not including any foundation
joints. Generally, if m > 3j − 6 then the nodal displacements are oversubscribed and
the frame is statically indeterminate. Likewise, if m < 3j − 6 then the nodal positions
are not fully described by the equilibrium equations, and the structure is kinematically
indeterminate and inextensional mechanisms exist. If a stiff structure is produced
with m < 3j − 6, then the stiffness is likely to arise from higher-order effects, as ‘the
stiffness of such frames is of an inferior order, a small disturbing force may produce a
(a) A structure which has regions of static
indeterminacy which do not interact with
the kinematic indeterminacy, leading to
self-stress and a finite mechanism.
(b) A structure which has regions of self-
stress which result in an infinitesimal
mechanism.
(c) A simple ‘cable-net’ structure which only possesses higher order
stiffness.
Fig. 3.17 Three structures which behave in a manner not predicted by Maxwell’s rule.
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displacement infinite in comparison with itself’. For example, the horizontal built-in
pin-jointed structure in Figure 3.17c does not satisfy Maxwell’s rule, expressed in
Equations 3.2 and 3.3, but is still load bearing as any displacement requires an increase
in the length of the members, causing the structure to tighten and consequently possess
first-order stiffness, manifesting in axial stress with displacement.
It is clear that while Maxwell’s rule is powerful in its simplicity, merely considering
the number of bars and connections does not give a full insight into the behaviour
of a structure. It is quite easy to conceive of structures which obey Maxwell’s rule
and but behave unexpectedly. Figure 3.17 illustrates three such structures. The
first, Figure 3.17a has both regions of static and kinematic indeterminacy while still
satisfying equation 3.3. Figure 3.17b also obeys Maxwell’s rule but has an infinitesimal
mechanism, and is only stiff as the structure undergoes displacement. The infinitesimal
nature of this mechanism can be shown to be caused by the interaction between the
modes of kinematic and static indeterminacy within the structure [39]. Figure 3.17c is
another example of an infinitesimal mechanism. In this case m < 2j which, according
to Maxwell’s rule, suggests that the structure will not be load bearing. Intuitively, this
is not the case.
y
x
h
j
i
fiy
fix
tl
tr
xj xh xi
yh
yj
yi
Fig. 3.18 Two annotated members connected via a pin-joint, subject to external loading.
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In order to assess the true determinacy of the structure, the whole geometry needs to
be considered. Pellegrino and Calladine [39] detail an approach which analyses the
four-subspaces of the equilibrium matrix A, defined in Equation 3.6, to find modes
of kinematic and static indeterminacy, and also a method to determine the finite or
infinitesimal nature of the inextensional mechanisms – this method is explored in the
remainder of this chapter.
Figure 3.18 illustrates two members, r and l, connecting joints h and j to the uncon-
strained node i. External forces are fix, fiy and fiz are applied at the node i. For
convenience, the tension in the bars r and l is expressed in terms of tension coefficients
tr and tl, defined as the tension per unit length. Three equilibrium equations
(xi − xh) tl + (xi − xj) tr = fix
(yi − yh) tl + (yi − yj) tr = fiy
(zi − zh) tl + (zi − zj) tr = fiz
(3.4)
related the external forces, f to the bar tensions t. For any spherical jointed frame
this system can be expressed in matrix form
(3j−k) × m︷ ︸︸ ︷
... ...
... ...
· · · (xi − xh) · · · (xi − xj) · · ·
· · · (yi − yh) · · · (yi − yj) · · ·
· · · (zi − zh) · · · (zi − zj) · · ·
... ...
... ...
... ...
... ...

m × 1︷ ︸︸ ︷
t1
...
...
...
tl
...
tr
...
...
...
tb

=
(3j−k) × 1︷ ︸︸ ︷
...
...
fix
fiy
fiz
...
...
...

(3.5)
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where j is the number of joints, k is the number of constraints imposed by boundary
conditions. The matrix relating the tensions in the bars to the external forces is known
as the equilibrium matrix A where
At = f (3.6)
Through the principle of virtual work [7] it is possible relate the nodal displacements d
to bar elongations e as
Bu = ATu = e (3.7)
where B is known as the kinematic matrix. By analysing the four vector subspaces of
the equilibrium matrix A and similarly by inspection of its transpose B it is possible
to determine modes of kinematic and static indeterminacy, as well as other structural
information.
The column space of A is the vector subspace which spans of the columns of A.
Physically, it gives the range of external force vectors f which the structure is capable
of withstanding. Equivalently, by the relationship in Equation 3.7, the column space also
yields the range of nodal displacement vectors d which results in some bar elongation.
The width of the column space is equal to the rank of the matrix A, expressed as rA.
Each column of A corresponds to a specific member of the structure, and therefore the
number of redundant bars s can be found by
s = m− rA (3.8)
as the removal of these bars does not effect the range of vectors f which the structure
is able to support. These bars can be identified in practice by expressing A in reduced
row echelon form, and identifying columns without leading ones. From the rank-nullity
theorem, which is equivalent to Equation 3.8, s also indicates the nullity of A.
The nullspace of A give the basis vectors which result in which result in a zero external
force vector f . Physically, the basis vectors which span this space are equivalent to all
the orthogonal modes of static indeterminacy, or self-stress of the geometry.
The left-nullspace of A (also the nullspace of B from Equation 3.7) gives the range of
nodal displacement vector d which results in a zero vector of bar elongation. These
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vectors give m modes of nodal displacement, observed as extensional mechanisms or
modes of kinematic indeterminacy. This is the same as the structure having loading
conditions which it is unable to support.
The row space of A gives the vectors which span the bar-tension space of the structure.
In practice, it contains rA independent vectors of bar elongations which the structure is
able to achieve. These vectors are equivalent to modes of tension which the structure
can produce in response to external loads. The number of mechanisms can be found as
m = 3j − k − rA (3.9)
essentially, the number of unconstrained nodal degrees of freedom which do not
contribute to resisting external loads.
The analysis of four vector-subspaces of A yield all the inextensible mechanisms present,
including any rigid body modes unconstrained by boundary conditions. These can
be identified analytically through the analysis of a matrix relating the 6 rigid body
displacements to the influence of the external constraints. Any rigid body modes can
then be discounted by making them orthogonal to the found inextensible mechanisms
– if modes, when made orthogonal, are idential then they can be eliminted. This
process is detailed fully by Pellegrino [39], but in practice it is straightforward to
select boundary conditions which prevent rigid body modes. In many cases a simple
inspection of the mode shapes is often preferable as the reorientation of the basis
vectors describing the modes of kinematic indeterminacy such that they are orthogonal
to the rigid body modes tends to result in more complex, and less intuitive mode
shapes.
Analysis of A yields the linear properties of the structure, but first order effects can
have a significant influence on the characteristics of the structure as it deforms. This
is intuitive in Figure 3.17c. Linear analysis would suggest the structure is capable
of producing the displacement shown, but clearly higher order effects will prevent
this. The mechanism shown can be considered infinitesimal – it only occurs when the
deformation of the structure is considered negligible.
A method for determining which modes of kinematic indeterminacy extracted from
the nullspace of A are finite with the nodes unrestricted and which modes tighten
under displacement involves looking at the interaction between modes of static and
kinematic indeterminacy. The small displacement from an inextensible mechanism
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results in a slight alteration of the geometry described by A. Some of the members of
the new geometry will be longer by the second order effects of the displacement. If the
structure is statically determinate then any changes in length of the members does
not generate additional stress within the structure. In practice, the tension caused
by the second order lengthening of the bar under the displacement of the node does
not cause stress, instead the nodes move in an arc. However, if the displacement from
a mechanism (and the second order change in length) interact with a mode of static
indeterminacy, then the additional changes in length caused by the mode of kinematic
indeterminacy causes an increase in the self-stress of the structure. The nodes are not
able to move in an arc without causing bar tension and therefore the displacement is
curtailed as an infinitesimal inextensible mechanism.
The interaction for large structures with many modes of indeterminacy can be com-
putationally expensive as all the mechanisms needs to be compared with each mode
of self-stress in turn, denoted by ts. If u, v and w correspond to the small nodal
displacements from a mechanism, then for Figure 3.18 the equations of equilibrium
can be updated as
[(xi + ui)− (xh + uh)] tsl + [(xi + ui)− (xj + uj)] tsm = fix
[(yi + ui)− (yh + uh)] tsl + [(yi + ui)− (yj + uj)] tsm = fiy
[(zi + ui)− (zh + uh)] tsl + [(zi + ui)− (zj + uj)] tsm = fiz
(3.10)
Subtraction with the Equations 3.4 gives the product forces
pix = (ui − uh) tsl + (ui − uj) tsm
piy = (vi − vh) tsl + (vi − vj) tsm
piz = (wi − wh) tsl + (wi − wj) tsm
(3.11)
where p gives an indication of whether or not the second order lengthening due to
the displacement interacts with self-stress under consideration ts. For each mode of
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self-stress, a matrix Pf containing all the product forces for each mechanism can be
constructed. This Pf matrix is then appended to the column space of A to produce
A′ =
(3j−k) × (ra+m)︷ ︸︸ ︷[
ra︷ ︸︸ ︷
[Acolumn space] |
m︷︸︸︷
[Pf ]
]
(3.12)
where A′ has dimensions (3j − k) by (ra +m). If there are no rigid body modes, then
A′ is square. A′ contains all the ways the structure can withstand loading in its original
configuration (in the form of the column space of A) as well as the way it can support
loading as the result of first order stiffness from the modes of self stress (in the form of
the product force vectors in matrix Pf ). The rank of A′ minus the rank of A gives the
number of mechanisms which are forced to be infinitesimal by the mode of self stress
in question. The nullspace of A′ gives all the mechanisms which are finite, or at least
are not restricted by any first order stiffening. This process can be repeated for every
state of self-stress, and the finite or infinitesimal nature of the inextensible mechanisms
can determined.
The two dimensional frame in Figure 3.16a makes a good test case. Members 1− 4
are of unit length, while member 5 is 14 of a unit. Two external foundations prevent
any rigid body modes. There are 6 free degrees of freedom, labelled with arrows in
Figure 3.16a. The equilibrium relationship At = f can be expressed in matrix form as

0 −1 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 −0.25
0 0 −1 0 0


t1
t2
t3
t4
t5

=

f1
f2
f3
f4
f5
f6

(3.13)
The column space of the A matrix gives the basis vectors which span the space of
‘fitted loads’ – load conditions which can be supported by the zeroth order stiffness of
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the structure. The columns in Acolumn space correspond to these orthogonal vectors, and
the row corresponds to the degrees of freedom indicated by the arrows in Figure 3.16a.
Acolumn space =

1 0 0 0
0 1 0 0
−1 0 0 0
0 0 1 0
0 0 0 1
0 0 −1 0

(3.14)
The nullspace of A gives the single mode of static indeterminacy in the structure,
Anullspace =

0
0
0
0.25
1

(3.15)
which is illustrated as a thick red line in Figure 3.16b. Each row in Anullspace relates to
a structural member, as numbered in Figure 3.16a. Each column is a separate state
of self-stress, in this case there is only one. The left nullspace of A gives modes of
kinematic indeterminacy, orthogonal to Acolumn space
Aleft nullspace =

0 1
0 0
0 1
1 0
0 0
1 0

(3.16)
each column of Aleft nullspace corresponds to a separate inextensible mechanism, and
each row applies to an unconstrained degree of freedom. However, the nature (finite or
infinitesimal) nature of these mechanisms is undetermined.
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The matrix Pf is then constructed. As there is only mode of static indeterminacy, only
one matrix needs to be considered. The product force vector matrix for the geometry
has a column for each of the modes of kinematic indeterminacy.
Pf =

0 0
0 0
0 0
0 0
0 0
0 1.25

(3.17)
which can then be appended to the column space matrix to create the A′ matrix
A′ =
[
Acolumn space | Pf
]
=

1 0 0 0 0 0
0 1 0 0 0 0
−1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 −1 0 0 1.25

(3.18)
As there are no rigid body modes, the matrix is square. A′ spans the space of loads
which can be carried by the original geometry, as well loads which can be carried on
account of the modes of self-stress. The left nullspace of A′ gives modes of kinematic
indeterminacy which are not effected by the modes of static indeterminacy, and are
therefore finite. In this way, the mechanisms can be sorted into modes which are finite,
or at least not effected by first order stiffness, and modes which infinitesimal in nature.
The calculation of the four vector subspaces of the equilibrium matrix can be wrapped
up in a unified computational framework through factorisation with a singular value
decomposition [38]. The methods detailed in this section provide a robust way of
gaining insight into the characteristics of a particular geometry, and crucially for the
work in presented in this thesis, their propensity to deform favourably, and the therefore
become the basis of an adaptive structure.

Chapter 4
Matrix analysis for rigid-jointed
frameworks
In this chapter we take the existing methods used for analysing pin-jointed frames
discussed in Chapter 3, and extend them for assemblies with rigid or ‘welded’ joints.
Rather than considering modes of nodal displacement which result in no elongation of
the structure, we are going to consider modes which result in a minimum amount of
strain energy. In this way, a structure can be designed to deform in a particular way
under actuation, with the effects of the rigid joints taken into account.
A new general method for determining modes of compliance from a finite element
discretisation is presented, and examples are provided using beam elements. A scheme
to account for geometrically nonlinear effects is also detailed. Finally, using these
tools, the design of a compliant structure based on the kagome lattice geometry is
presented. The process illustrates how a structure with many degrees of freedom can
be reduced to a small number of key modes, which are then used as the basis of an
efficient optimisation routine for the design of adaptive compliant structures.
4.1 Evaluation of compliant modes using the SVD
In this section, the construction of a quasi-stiffness matrix β for a rigid jointed structure
is detailed, as expressed in Equation 4.10. This matrix is then factorised using a singular
value decomposition (SVD), and physically relevant modes of compliance are extracted.
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The algebraic analysis of pin-jointed frames in Chapter 3 to determine their structural
characteristics is well established, and forms the basis of our method.
4.2 Extension for rigid-jointed assemblies
All the analysis detailed in the previous section has been performed on pin-jointed
assemblies. However, frames of this nature are uncommon in practice mostly being
seen in the form of tensegrity, cable-net, and civil engineering structures. If the joints
are made rigid, there can be no mechanisms. However, there can still be modes of
deformation which require a minimum amount of effort to achieve. These modes of
structural compliance in rigid-jointed frames can be thought of as being analogous
to mechanisms in their pin-jointed equivalent. Similarly, modes in both cases can be
excited through actuation to create predetermined displacements. These modes of
compliance also indicate various paths to stable (non-buckling) structural collapse, the
implications of which are not discussed here.
A rigid-jointed frame is inherently statically indeterminate, and therefore a full finite
element representation is used to determine its properties. The technique used to
extract the modes is general, and is suitable for any finite element discretisation. The
method presented uses a well known linear elastic finite element formulation, with
shear deformable, one dimensional, ‘Timoshenko’ beam elements.
x1
x2
x3
d3
d1
d2
xe1
xe3
xe2
θe1
θe2
θe3
Fig. 4.1 A single prismatic beam element illustrating the global and elemental coordinate
systems x, the dimensions of the element d, and the nodal displacements and rotations,
w and θ, respectively.
4.2 Extension for rigid-jointed assemblies 51
4.2.1 Finite element discretisation
This discretisation suits our need to construct slender frames, and also facilitates
analogies with existing frame analysis in Chapter 3 being drawn. The derivation is
well documented, and can found in full in Hughes’, ‘The Finite Element Method’ [25].
One-dimensional prismatic beam elements are used, with linear basis functions, as in
Equation 4.1. The element and associated coordinate systems are defined in Figure 4.1.
A superscript e indicates that the variables apply to the element, rather than global
system. x1−3 signify the coordinate systems, θ1−6 rotations, and w1−6 displacements.
The dimensions of the element are expressed with the variable d1−3. The two basis
functions in terms of xe and denoted by N are
N1 = 1− x
e
3
d3
N2 =
xe3
d3
(4.1)
Using these shape functions, and following the procedure laid out in Hughes [25],
element deformation matrices for bending Pb, shear Ps, axial Pa, and torsional Pt strain
can be composed
Pb =
0 0 0 dN1dx3 0 0 0 0 0 dN2dx3 0 0
0 0 0 0 dN1
dx3
0 0 0 0 0 dN2
dx3
0

Ps =
dN1dx3 0 0 0 −N1dx3 0 dN2dx3 0 0 0 −N2dx3 0
0 dN1
dx3
0 N1
dx3
0 0 0 dN2
dx3
0 N2
dx3
0 0

Pa =
[
0 0 dN1
dx3
0 0 0 0 0 dN2
dx3
0 0 0
]
Pt =
[
0 0 0 0 0 dN1
dx3
0 0 0 0 0 dN2
dx3
]
(4.2)
The 12 displacement degrees of freedom for each element, in the element coordinate
system, can be assembled into the vector ue with the subscripts 1− 3 corresponding to
the first node, and 4− 6 the second.
ue =
{
we1 w
e
2 w
e
3 θ
e
1 θ
e
2 θ
e
3 w
e
4 w
e
5 w
e
6 θ
e
4 θ
e
5 θ
e
6
}T
(4.3)
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The various strains within an element for a given nodal displacement, ue can be found
from the element deformation matrices by
κe =Pbue
γe =Psue
ϵe =Paue
ψe =Ptue
(4.4)
where κ, γ, ϵ and ψ represent the bending, shear, axial and torsional strains, respectively.
The standard finite element approach is to integrate the element deformation matrices,
multiplied by the material moduli matrices D which can be expressed as
Db =
EI1 0
0 EI2

Ds =
µaϕ 0
0 µaϕ

Da =
[
Ea
]
Dt =
[
µI3
]
(4.5)
in order to construct an elemental stiffness matrix ke. Where E is the Young’s modulus
and I1−2 refer to the second moment of area, calculated from d1 and d2. The cross-
sectional area is denoted by a, with a correction factor ϕ [11] required to correct for
the distribution of shear strain across the section, with µ being the shear modulus. I3
is the polar moment of inertia of the beam around xe3. Hence, ke can be found as
ke =
∫ d3
0
P Tb DbPb + P Ts DsPs + P Ta DaPa + P Tt DtPt dxe3 (4.6)
In order to move between the coordinate system of an element, and the global coordinate
system of the structure, a rotation matrix T e is required. If te is the 3 × 3 matrix
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which transforms the basis vectors xe to x as illustrated in Figure 4.1, then for the 12
degrees of freedom of the element, T e can be expressed as
T e =

te 0 0 0
0 te 0 0
0 0 te 0
0 0 0 te
 (4.7)
such that k = T ekeT eT , and W = T eW e, for example. The construction of the global
stiffness matrix K forms the backbone of linear finite element analysis, relating the
displacements u with nodal forces f as
Ku = f (4.8)
We define compliance informally as the amount of effort needed to create a displacement
in a structure. Although compliance is typically the inverse of stiffness, K is not
suitable for analysis to extract modes of compliance as the values in the vector f
are not comparable. In our discretisation, for example, it contains moments and
torques as well as forces. To address this, a new approach is proposed that assembles
a quasi-stiffness matrix β. This matrix is similar in function to B in the pin-jointed
case, but it is expanded to include the effects of bending, torsion and shear, as well
as the axial strains. Unlike K, this quasi-stiffness matrix relates nodal displacements
and rotations to a single measure of strain energy. In this way, the effort required to
produce different displacements can be directly compared.
4.2.2 Assembly of the quasi-stiffness matrix
Equation 3.7 relates nodal displacement solely to the axial extension of the elements.
In order to account for all the sources of strain, an energy-based approach is used. The
strain energy density Uden of a pin-jointed structure, is typically expressed as
Uden =
1
2Dϵ
2 (4.9)
where ϵ is the axial strain and D denotes the material and geometric properties, as
detailed in 4.2.1. In a similar fashion to B the kinematic matrix in Equation 3.7, the
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quasi-stiffness matrix β should relate the nodal displacements to a metric representing
the amount of strain in the structure, R. This is expressed as
βu = R (4.10)
The quasi-stiffness matrix β can be seen as the natural extension of the kinematic
matrix – rather than linking nodal displacements solely to axial extension, it relates
the displacements to the geometric and material weighted effects of all the strain. An
expression for R can be found by taking the square root of the strain energy. Physically,
this is the integral of strain in the structure, weighted by the material moduli, D. The
density of this function for axial strains is
Rden =
(1
2D
)0.5
ϵ (4.11)
An integration is performed over the entire element which is then divided by square
root of the element length, thus ensuring whole element is taken into account while
preserving physically meaningful dimensions for R, i.e. the square root of strain energy.
The derivation of R and hence β for a shear deformable beam element can then be
found as
Reb =
(
Db
2d3
)0.5 ∫ d3
0
κ dx3 =
(
Db
2d3
)0.5 ∫ d3
0
(Pbue) dx3
Res =
(
Ds
2d3
)0.5 ∫ d3
0
γ dx3 =
(
Ds
2d3
)0.5 ∫ d3
0
(Psue) dx3
Rea =
(
Da
2d3
)0.5 ∫ d3
0
ϵ dx3 =
(
Da
2d3
)0.5 ∫ d3
0
(Paue) dx3
Ret =
(
Dt
2d3
)0.5 ∫ d3
0
ψ dx3 =
(
Dt
2d3
)0.5 ∫ d3
0
(Ptue) dx3
(4.12)
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which when expressed in the global coordinate system becomes
Rb =
(
Db
2d3
)0.5 ∫ d3
0
(
Pb (T e)T u
)
dx3
Rs =
(
Ds
2d3
)0.5 ∫ d3
0
(
Ps (T e)T u
)
dx3
Ra =
(
Da
2d3
)0.5 ∫ d3
0
(
Pa (T e)T u
)
dx3
Rt =
(
Dt
2d3
)0.5 ∫ d3
0
(
Pt (T e)T u
)
dx3
(4.13)
in which the subscripts b, s, a and t correspond to bending, shear, axial and torsional
contributions to R, respectively.
If the integration is performed analytically, and linear shape functions are used, the
individual element components of a quasi-stiffness matrix become
βb =
(
Db
2
)0.5 0 0 0 −1√d3 0 0 0 0 0 1√d3 0 0
0 0 0 0 −1√
d3
0 0 0 0 0 1√
d3
0
 (T e)T
βs =
(
Ds
2
)0.5  −1√d3 0 0 0 −√d32 0 1√d3 0 0 0 −√d32 0
0 −1√
d3
0 −
√
d3
2 0 0 0
1√
d3
0
√
d3
2 0 0
 (T e)T
βa =
(
Da
2
)0.5 [
0 0 −1√
d3
0 0 0 0 0 1√
d3
0 0 0
]
(T e)T
βt =
(
Dt
2
)0.5 [
0 0 0 0 0 −1√
d3
0 0 0 0 0 1√
d3
]
(T e)T
(4.14)
If the displacements are separated into a vector, R can be expressed in terms of nodal
displacements u and the quasi-stiffness matrix β. For a single beam element this is
βu =

βb
βs
βa
βt
u = R (4.15)
where b, s, a and t correspond to bending, shear, axial and torsional components,
respectively. The matrices β for every element can then be assembled into a large
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matrix describing the whole structure, with m elements, and n degrees of freedom.
Each component of strain, such as the shear or axial contributions for each member,
is assigned an individual row to prevent negative and positive contributions of strain
values from cancelling. If two contributions of strain were positioned on the same row,
a positive axial strain could be negated by a negative axial strain, leading to mode
shapes which purport to require a small amount of energy to produce, while actually
requiring large amounts of effort to generate. The result of each component having its
own row is a large, but sparse, matrix β, with each element on subsequent series of
columns, and the values in columns corresponding to global degrees of freedom.
6m×n︷ ︸︸ ︷
6×12︷ ︸︸ ︷
βb1
βs1
βa1
βt1
 0 · · · 0
0

βb2
βs2
βa2
βt2
 · · · 0
... ... . . . 0
0 0 0

βbm
βsm
βam
βtm


n×1︷ ︸︸ ︷
u1
u2
...
...
un

=
6m×1︷ ︸︸ ︷{
R
}
(4.16)
Once the matrix β is assembled, the modes of compliance can be extracted through a
singular value decomposition.
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4.2.3 Singular Value Decomposition
The implementation and the derivation of the SVD is well documented in other sources
[42]. For the work presented in this thesis, the decomposition was carried out using
the ‘svd’ function in MATLAB [50]. The matrix β is factorised into three matrices
6m×n︷︸︸︷[
β
]
=
6m×6m︷︸︸︷[
Q
] 6m×n︷︸︸︷[
S
] n×n︷ ︸︸ ︷[
V T
]
(4.17)
Where Q and V are unitary matrices, and S is an ordered diagonal matrix of non-
negative numbers. The columns of Q and V are orthogonal. In the context of β,
the columns of Q are the basis vectors which span the structural strain space of the
structure, and the columns of V are basis vectors which span the nodal displacement
space. As the basis vectors are unitary, the values in S indicate the effort needed
to produce each orthogonal displacement. As S is ordered, so too are the modes of
deformation of the structure. The formulation of R in Equation 4.13 results in the
values in S indicating the square root of the energy required to produce a given mode.
This process is similar to finding the inextensible mechanisms and states of self-
stress from the nullspace and left-nullspace of A. Instead of finding vectors of nodal
displacement that result in zero bar elongations or vectors of bar tensions with no
external forces, unit vectors of nodal displacement which result in minimum effort are
found.
4.3 Linear compliant modes
For example, if a two dimensional portal frame, as illustrated in Figure 4.2, is pin-
jointed there is a clear mode of kinematic indeterminacy. When the joints become
rigid, the various modes of compliance can be extracted, according to the procedure in
the previous section. In this example, the structure is comprised of slender members of
1 unit in length, and each having a square cross section with an edge length of 1× 10−3
units.
Figure 4.2b clearly shows how a mode of compliance in a slender structure can be a
facsimile of an inextensible mechanism. The rotations at the joints have been replaced
with bending of the bars – by far the most energy efficient way to achieve a displacement,
discounting any distal effects of torsion whereby large displacements can occur easily
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if taken a long way from a point of rotation. This effect is pronounced due to the
slender nature of the structure. This pattern is continued into the higher modes, with
an increase in the total curvature of the structure leading to the higher strain energies.
While this example is straightforward, and the mode-shapes are intuitive, the same
principles can be applied to more complex structures giving crucial insight into how
mechanisms can be directly and efficiently replaced by compliance, with the nodal rota-
tions imitated by bending deformation. The associated energy cost of this substitution,
for a given material and geometry and also be easily quantified from the values in S.
Crucially, an appreciation for the other, potentially undesirable, modes of compliance
which are being introduced is also gained. By altering the geometry, certain modes
can be prioritised. A simple example of this would be to change the aspect ratio of the
sections of a planar structure to increase the energy required to produce out-of-plane
modes, and therefore ensure an in-plane mode is excited under actuation, or vice-versa.
(a) (b) (c)
(d) (e) (f)
Fig. 4.2 A mode of kinematic indeterminacy when the structure is pin-jointed is shown
in 4.2a. Figures 4.2b to 4.2f show the five modes of greatest compliance when the joints
are rigid, for a two dimensional portal frame.
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All the modes considered so far have been linear, which is reasonable for small displace-
ments, however, for many practical adaptive structure applications large displacements
are required. These larger displacement can mean geometric nonlinearities become
relevant, leading to undesired tightening or self-stiffening of the structure.
4.4 Accounting for nonlinearities
The structure shown in Figure 4.2, and its associated mode shapes, are not heavily
influenced by any geometric nonlinearity. However, geometrically linear bending
analysis inherently results in elongation of members, the energy cost of which is not
taken into account. This results in an under-prediction of the total effort required to
generate the displacement mode shapes, when the displacements are large. For true
deformations to be determined, for a given input, these effects need to be captured.
An appreciation of the impact of these second order effects is also important when
considering a structure for actuation. By drawing an analogy with pin-jointed frames,
this is equivalent to differentiating between finite and infinitesimal modes of kinematic
indeterminacy. If the mechanisms tighten with displacement, and axial stresses are
introduced, they do not make efficient modes of actuation. For pin-jointed frames, this
first order stiffening can be found by looking at the interactions between modes of
kinematic and static indeterminacy [39]. However, if the framework is rigid jointed it
is inherently indeterminate, with many irrelevant modes of self-stress, and therefore
another approach is needed.
In order to account for the nonlinearities, an iterative approach is used. A schematic
illustration of this method for a one-degree-of-freedom case is shown in Figure 4.3. The
aim is to find the nonlinear displacements, which are achieved using the same vector R
as the initial linear mode, indicated by the star. Rlinear is found using equation 4.15, and
the linear displacement mode of interest, a column of the matrix V , is obtained through
factorisation of β. The linear analysis does not capture higher order effects, such as
the elongation of members due to bending. This is addressed by recalculating β using
an updated geometry half-way between the deformed and undeformed case (β2). R2 is
then found as twice of the square-root of the energy required to return the structure
to the undeformed case from the geometry used to calculate (β2). This is equivalent to
finding the square-root of the strain energy required to move to the deformation ulinear
using the average linear approximation to the tangential quasi-stiffness. The second
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order effects are captured by taking into account the changing quasi-stiffness over the
deflection. As Rlinear is known, the root energy vector R3 can then be found to return
to the same energy state as the linear mode, where R3 = (Rlinear −R2). To find the
displacements, an SVD of β2 is taken
β2 = Q2S2V T2 (4.18)
This decomposition is then used to find the pseudo-inverse of β2, and hence the
displacements u3 at point 3 in Figure 4.3 are found when the root energy vector R3 is
applied to β+2 , expressed as
u3 = β+2 R3 = V2S+2 QT2R3 (4.19)
The new displacement u3 is then used to apply an improvement to the linear displace-
ment ulinear, and point 4 in Figure 4.3 is found. This process is then repeated until a
satisfactory level of convergence is achieved. It is often not possible for the nonlinear
correction to converge to a solution that has the same energy as Rlinear, indicating an
irreparable under-prediction of energy expenditure by the linear deformation, indicative
1
2
3 4
True response of the structure
R
Displacement u
Rlinear
R2
u3 ulinear
Fig. 4.3 A schematic illustration of the iterative process used to account for nonlinear
effects, in a one-degree-of-freedom system. The displacement of the structure is found,
indicated by the star, where the nonlinear deformation takes the same energy as
predicted by the linear mode. This energy vector is denoted by Rlinear.
4.5 Compliant modes examples 61
of tightening of the structure under actuation. A fully converged solution results in
deflections u which take the same magnitude of R to produce as required to return the
deformed structure back to its initial configuration.
4.5 Compliant modes examples
The matrix analysis detailed above, as well as the correction for the effects of strain
stiffening caused by nonlinear deformations can be applied to find the most efficient
way to actuate a structure. A simple test case is a three dimensional ‘h-frame’, with
built in boundary conditions at either end, as displayed in Figure 4.4. The ‘h-frame’
was chosen as, when the edges are fixed, aspects of the structure possess all forms of
determinacy – there exists self-stress as well as finite and infinitesimal mechanisms.
4.5.1 Built in h-frame
The spherical-jointed h-frame has three modes of kinematic indeterminacy, as illustrated
in Figures 4.5i, 4.5j and 4.5k. Two of these modes tighten with displacement, and one
can move freely. The structure considered is 3 units in length, with a square cross
section of 1× 10−2, resulting in a slender frame. This slenderness in turn results in
bending dominated modes of compliance being ‘inherited’ from the spherical-jointed
case, when the joints are made rigid. This occurs as the result of rotations previously
produced at the nodes being generated instead through rotation via bending. It is
3
1
1
X
YZ
Fig. 4.4 A simple ‘h’ shaped structure, fixed in place with built in boundary conditions.
The dimensions of the structure are displayed. The cross-section is square with a width
of 1× 10−2, producing a slender structure.
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Fig. 4.5 The first 4 linear modes of compliance of the structure in Figure 4.4 are
shown in Figures 4.5a, 4.5b, 4.5c and 4.5d while Figures 4.5e, 4.5f, 4.5g and 4.5h
show the same modes corrected for nonlinear effects. If the structure is assumed
have spherical-joints and rotating permitting boundary conditions, then Figure 4.5i
displays the only mode of finite kinematic indeterminacy. The two modes representing
infinitesimal mechanisms are shown in Figures 4.5j and 4.5k.
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d3 d2
d1
Fig. 4.6 A finite rigid-jointed kagome lattice structure, with a fixed number of unit
cells. The internal geometry is parametrised in terms of bar height d1, thickness d2,
and length d3.
clear that, in practice, many of these modes would not be suitable for actuation. The
deformations shown in Figures 4.5b, 4.5c and 4.5d require significant elongation of the
bars. By implementing the nonlinear correction, it is shown that only the first mode
can achieve any significant displacement. This is to be expected, as the first mode has
parallels with the finite inextensible mechanism. The h-frame is a simple structure,
and although the most efficient way to create a deformation is intuitive, it illustrates
the importance of considering nonlinearities, while ratifying the general approach. The
same process can be applied to a more complex geometry, with a greater scope as an
adaptive structure.
4.5.2 Finite kagome lattice
As previous mentioned, the kagome lattice geometry is well known for possessing
some unique and useful actuation properties. It has been used previously to create
optimal actuated sandwich-like structures, capable of producing out-of-plane [47, 49]
and in-plane [4] waveforms, with members of the framework replaced by, or attached to,
actuators. The geometry has also been considered numerically as an infinite, or large,
planar lattice [32, 33]. In these configurations, it has been shown that macroscopic
deformations can be produced efficiently within the structure, with the actuation of a
single bar. The modes of kinematic indeterminacy lead to a structure which transmits
actuations along discrete ‘corridors’. This has practical applications for creating efficient
adaptive structures, as large controlled fields of deformation can be created with very
few actuators.
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As a relevant test case, a finite free-floating structure is considered, and illustrated in
Figure 4.6. With pin-joints at the nodes, this structure has 93 modes of kinematic
indeterminacy, and 6 rigid body modes. With no boundary conditions there are no
states of self stress, and consequently all inextensible mechanisms are finite [39]. Four of
these modes of kinematic indeterminacy are displayed in Figure 4.7. These orthogonal
modes illustrate how the pin-jointed structure can produce discrete areas of in-plane
displacement, under actuation.
In order to create a rigid structure with the propensity to produce this in-plane
displacement, the structure was parametrised as indicated in Figure 4.6, in terms
of characteristic lengths d1, d2 and d3. The general geometry of the structure was
unaltered. A brief parametric study was performed, and linear modes of compliance
were extracted, and the actuation effort was found. The aspect ratio, defined as d1
d2
and the stockiness of the structure, defined as
√
d1d2
d3
were varied. The actuation effort,
taken from the matrix S in Equation 4.17 and scaled with d3 (the length of a single
member, as in Figure 4.6), is displayed in Figure 4.8.
As the structure becomes less stocky, the actuation requirements for a given aspect
ratio decreases. The increasingly efficient bar bending with slenderness causes the
structure to tend towards the pin-jointed case, with the nodal rotations being replaced
with rotation through bending. For a given stockiness, as aspect ratio increases, so
does the energy required to deform the structure. In this case, this trend continues
until the aspect ratio ≈ 11. While the aspect ratio is less than this value, out-of-plane
modes are easier to produce, but above this threshold, the structure is easier to deform
in-plane. This property is enhanced with increased aspect ratio. Interestingly, the flip
between in-plane and out-of-plane displacements is independent of stockiness, and is
only a function of the aspect ratio of the cross-section.
Two such modes are shown in Figure 4.9. The first is an out-of-plane mode when the
aspect ratio is 1. The second is an in-plane mode when the aspect ratio is ≈ 160. Also
(a) (b) (c) (d)
Fig. 4.7 Four modes of kinematic indeterminacy, indicating finite inextensible mecha-
nisms for a finite free floating kagome structure.
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Fig. 4.8 A graph illustrating how actuation effort varies with aspect ratio and stockiness
for a finite kagome lattice structure, as displayed in Figure 4.6. In-plane modes dominate
above an aspect ratio of 10.
shown is the in-plane mode with the correction for nonlinear effects applied. Figure 4.9a
illustrates that the out-of-plane mode is similar to plate bending, and the internal
geometry of the structure appears to have little bearing on the deformation. The
in-plane displacements in Figure 4.9b are similar to the mechanisms seen in Figure 4.7.
When the nonlinearities are taken into account, shown in Figure 4.9c the displacements
are preserved. The lack of boundary conditions prevents the ‘corridors’ of displacement
from being hindered, as predicted by the lack of infinitesimal mechanisms in the
pin-joined analysis. The nonlinear correction shows how the structure is pulled in
towards the center, and therefore indicates that any boundary conditions applied to
the structure must facilitate these motions to allow for easy actuation.
(a) Aspect ratio 1, linear
mode.
(b) Aspect ratio 160, linear
mode.
(c) Aspect ratio 160, with
nonlinear correction.
Fig. 4.9 Three low actuation effort mode shapes with varying aspect ratio, showing
transition between out-of-plane and in-plane preferred modes.
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The study also yields other useful information when designing this structure for in-plane
actuation. For example, the bars should be as slender as feasible, with an aspect ratio
greater than 11. Analysing the structure in terms of modes of compliance is a natural
way of designing for actuation, as it yields the innate behaviour of a given structural
geometry. The same kind of parametric study could be performed by applying a force
to the structure and assessing the fidelity of the deformation and associated stresses, or
by calculating the various bucking modes. However, in both these cases, a location for
the forces needs to be prescribed or treated as variables, as do the boundary conditions.
The response to a load would also not capture the propensity of the structure to deform
out-of-plane, or in an unexpected way, at least not without some structural defects
being imposed a priori. A buckling analysis, in many cases, would also be inappropriate
as deformation even under large actuation displacements, is often governed by nonlinear
bending rather than an instability. By considering the nature of the structure, and
designing it such that certain modes are encouraged, an efficient active structure can
be created.
This process can be refined through manipulation of certain modes, rather than a
computationally-expensive parametric study or optimisation routine. By looking at
the modes, the properties of individual bars can be chosen to facilitate the desired
deformation, without having to treat each as a variable in an optimisation routine.
The kagome geometry, as illustrated in Figure 4.6 is used again as a test case, but in
practice this method is most powerful when the structure considered is irregular, and
can not be parameterised efficiently.
4.6 Modal optimisation
In the case of the kagome lattice structure, we aim to produce a rigid jointed structure
capable of imitating the four pin-jointed mechanisms shown in Figure 4.7. Importantly,
a structure which inhibits out-of-plane deformations is also required. The initial
structure, as displayed Figure 4.6, with feasible but essentially arbitrary values for u,
and material properties is factorised, as in Equation 4.17.
The matrix V yields the modes of compliance of the structure, ranked in order of how
easily they are produced. The modes relevant to the application can be selected in
a number of ways, through physical intuition if the problem is straightforward, or
through numerical comparison to a desired deformation for more complex cases. As
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the columns of V span the displacement space of the structure, a weighted sum of
modes will be able to replicate any deformation.
As the desired deformations are known, and only low energy modes are of interest, an
approximation using a reduced modal model to approximate the target displacements
ut can be expressed as
n×c︷ ︸︸ ︷[
Vr
] c×1︷ ︸︸ ︷{
ω
}
=
n×1︷ ︸︸ ︷{
ut
}
(4.20)
where Vr is a sub-set of V , comprising the low energy modes, and ω is the proportion
each of the modes contribute to the displacements in ut. The number of modes selected
is indicated by c, typically the ones corresponding to the lowest values in S. In this
way, by setting ut to various desired displacements it is possible to see which modes
need to be encouraged, and conversely, which modes need to be suppressed and to
what degree. Producing a reduced version of V both makes finding ω easier, and
also means that only low-energy modes are considered. By using only these modes,
the number of degrees of freedom upon which ω is selected can also be reduced, as
irrelevant structural deformations of high wave number will not be considered.
For each of the displacement modes in V , there is a corresponding stress mode as a
column in Q. This column is equivalent to the normalised vector of β multiplied by that
displacement mode. Qr is a matrix consisting of the stress states of the displacements
modes in Vr. If there are p desired and q undesired displacements vectors ut, the
cumulative effect can be expressed as
ν = hp
p
p∑
i=1
Qr|ωi|+ hq
q
q∑
j=1
Qr|ωj| (4.21)
where ν, the stiffness improvement vector, describes how the stiffness of each element of
the structure needs to change to reflect the modes enhanced and suppressed. Constants
hp and hq determine how the modes selected are enhanced or attenuated, respectively.
By having hp = 0.1 and hq = 10, for example, would result in 2 orders of magnitude
difference in ease of actuation between the unwanted and the favoured mode shapes
for actuation. β is constructed in such a way that ν can be broken down into values
for each element, as well as for each source of stiffness as
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ν =
{ element 1︷ ︸︸ ︷{(
νb1
) (
νs1
) (
νa1
) (
νt1
)} element 2︷ ︸︸ ︷{(
νb2
) (
νs2
) (
νa2
) (
νt2
)}
. . .
element m︷ ︸︸ ︷{(
νbm
) (
νsm
) (
νam
) (
νtm
)}}
(4.22)
where the subscripts relate to source of the stress (bending, shear, axial and torsional),
as well as the element number. The element properties, the values in matrix D given
in Equation 4.5, can then be adjusted for each element. Sometimes it might not be
feasible to alter the material properties, or certain element dimensions, leading to a
trade off between components of stiffness. For example, if the out-of-plane height of
the elements, d1 were kept constant, axial stiffness might have to decrease to allow
in-plane bending stiffness to decrease, even if this change is not explicitly prescribed in
ν. The improved geometric and material properties, Dnew can be found from ν, and
the initial values of D by solving
Dnew = Dν (4.23)
where D is calculated for the initial structure.
When the structure in Figure 4.6 with an aspect ratio of 1, and a stockiness of 0.016,
is analysed using this method, four key modes displayed in Figure 4.10 are selected,
as their weighted sum replicates all of the modes in Figure 4.7. The modal number
corresponds to their ranking, in terms of ease to produce as deformations in the original
structure. It is clear that the inital stucture has no propensity to mimic the modes
in Figure 4.9, as the in-plane modes fall high up in the rank. Dnew was found by
altering only the element thickness, using hp = 0.1 and hq = 10. Consequently, the
in-plane thickness of the members of the structure are reduced considerably, producing
a mean aspect ratio of ≈ 90. This corroborates with the results of the parametric
study, displayed in Figure 4.8. Furthermore, when the weighting to the modes is
applied to Q, and reassembled into a new β, with S and V and re-factorised, the
modes displayed in Figure 4.10 are found to be ranked as the four easiest to produce,
indicating that the nature of the structure has changed favorably. Reordering specific
modes of compliance through manipulating the structural properties of the elements,
4.6 Modal optimisation 69
(a) Mode 1505. (b) Mode 1510. (c) Mode 1514. (d) Mode 1549.
Fig. 4.10 Four modes which can be summed to give a good approximation to the four
‘corridors’ of actuation in Figure 4.7. The mode number corresponds to the ranking of
the mode, in terms of actuation effort, in the original structural design.
by producing a reduced-model, is a very efficient way to design compliant structures.
Performing the SVD has by far the largest computational cost, but only needs to be
done once as the basis vectors extracted offer a complete description of the geometry.
In this way, the structure can be efficiently honed to have the desired compliance and
performance under actuation.
Considering structures for actuation is typically done in terms of applied forces,
boundary conditions and displacements. In this section, we have proposed a new
method using a modal decomposition of the structure to extract inherent modes of
compliance. These modes are found through a singular value decomposition of a
quasi-stiffness matrix β, assembled using a strain energy approach. A reduced model
of the structure, using only of relevant orthogonal modes, is then constructed. By
enhancing or attenuating certain modes, an efficient process for optimising compliant
structures is outlined. The kagome lattice geometry, known for its favourable actuation
characteristics, is used to demonstrate the approach. The method is implemented
throughout with a beam-element model.
Nonlinear effects known to inhibit mechanisms in pin-jointed frames are shown to
display similar effects in the analysis of compliant structures. Both tightening of the
structure under finite displacements, due to the structure impinging upon itself, as
well as the first-order effects of bending under large deflections is not captured with
the linear analysis. An iterative scheme is presented to adjust the linear modes to take
these nonlinear phenomena into account.
The processes detailed in this section gives a new way to consider adaptive structures
in terms of innate modes of compliance. It also demonstrates how the manipulation of
these modes can form the basis of an efficient structural optimisation routine.

Chapter 5
The design of an adaptive structure
for flow control
The previous sections outline general design techniques used to construct a compliant
structure. In this section, we deal with the specific case of designing a compliant
structure as the basis of a flow control device, in order to produce the exclusively
in-plane forcing discussed in Chapter 2, and to reject out-of-plane deformation. By
exciting the independent ‘corridors’ of deformation observed in the linear analysis on
the Kagome geometry displayed in Figure 3.5, in-plane waveforms of variable length
can be discretised. This process is shown in Figure 5.1 where two waves of deformation
are produced by actuating all of the adjacent ‘corridors’ with different displacement
amplitudes.
In order to create a dynamic travelling wave these corridors can be driven with the
same amplitude, but with a phase delay between them. The goal of the work detailed
(a) Larger wavelength (b) Shorter wavelength
Fig. 5.1 An illustration of how the planar kagome lattice can be used to discritise
wavesforms of varying length in a continuous way.
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in this section to demonstrate a structure capable of producing dynamic waveforms of
this nature.
5.1 Geometric design
As mentioned previously, in order to optimise the kagome lattice for actuation the
geometry can be approximated as a pin-jointed frame. Typically, optimal actuated
structures are designed to be both kinematically and statically determinant. A member
is then removed and replaced with an actuator, producing an efficient adaptive structure.
When the member is removed, the structure becomes kinematically indeterminate – an
unconstrained mechanism is produced. When the removed member is replaced with an
actuator the displacement becomes prescribed, returning the structure to kinematic
determinacy. Another approach is to take a statically determinate structure with many
modes of kinematic indeterminacy, and then apply actuators and boundary conditions
such that undesirable mechanisms are constrained, and the ones of interest are driven
by the actuators. This approach was employed for the finite kagome lattice.
To replicate the waveforms illustrated in Figure 5.1, the two-dimensional flexible
jointed kagome lattice needs to have modes of kinematic indeterminacy which mimic
the displacement field in Figure 3.5a. By following the matrix analysis approach by
Pellegrino and Calledine [39] the mechanisms as well as the self-stress in the pin-jointed
frame can be determined. For the kagome pattern, the number of in-plane modes
of kinematic indeterminacy is equal to the number of straight lines in the structure
which span the perimeter, ignoring rigid body modes. This is intuitive, as each of these
lines corresponds to a strip of lattice unit-cells tilled, with the rotational symmetry
permitting the mechanisms spaced at 120° intervals. Sixteen such modes are displayed
for a free-floating structure in Figure 5.2. These modes are just one set of basis vectors
which span the null-space of the kinematic matrix for the geometry shown.
Boundary conditions can be applied to the structure in Figure 5.2 to remove certain
modes. If modes a to d are desired, then boundary conditions can be selected to
suppress the other inextensible mechanisms. An important consideration is that
boundary conditions need to applied in such a way to maintain the static determinacy
of the structure. If the structure becomes statically indeterminate, modes of self-stress
impinge on the mechanisms causing them to tighten under actuation. For practical
purposes, the mechanisms need to be finite, rather than infinitesimal in nature. A
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
Fig. 5.2 The twelve modes of kinematic indeterminacy for the pin-jointed planar kagome
lattice.
simple rubric for achieving this for the kagome geometry to to ensure no two boundary
conditions, including points of actuation, lie on the same line of the lattice – a straight
line which traverses the whole structure. Figure 5.3 demonstrates how a poor choice of
boundary conditions, illustrated as larger filled black circles, can be detrimental to the
performance of the compliant structure. Figure 5.3a shows modes of self-stress as bold
lines – the stress within those bars is not unique to their nodal displacements, as a result
of the boundary conditions. When a mechanism is excited, as in Figure 5.3b, the self-
stress within the structure inhibits the displacement. The mode of static indeterminacy
causes mechanism to tighten under actuation – the displacements shown in Figure 5.3b
can no longer be achieved by nodal rotations alone – the self-stress means that under
finite displacement elongation of bars needs to occur and the mechanism becomes
infinitesimal in nature. Figure 5.3c shows how fixed pinned boundary conditions could
74 The design of an adaptive structure for flow control
(a) Modes of static indeter-
minacy.
(b) Interaction between
modes of static indetermi-
nacy and mode of kinematic
indeterminacy.
(c) Choice of boundary con-
ditions which result in no
static indeterminacy.
Fig. 5.3 An illustration of how poor choice of boundary condition location, denoted by
black dots, can result in static indeterminacy causing mechanisms to be infinitesimal
in nature.
be applied to support the structure without creating any modes of self-stress, and thus
without causing the desirable mechanisms to tighten.
Based on this idea, boundary conditions to support a planar kagome structure for
actuation can be chosen. Figure 5.4 shows a unit cell of the structure as a red dashed
box, and boundary conditions as black dots. Four sizes of structure with optimal
boundary conditions are shown with solid lines, and an additional row of structure
is shown above in lighter dashed lines. The diagonal lines, 30 deg to the vertical,
need to be constrained so that only horizontal lines deform, producing the travelling
waves. However, if more than one fixed boundary condition is imposed on a single
line, then a detrimental mode of self-stress is generated. In order to ensure exactly
one boundary condition is applied to each diagonal line the number of unit-cells across
the page must equal the number of unit cells up the page. This is demonstrated in
Figures 5.4a, 5.4b and 5.4c. Additional columns of unit cells before the boundary
conditions are applied results in some diagonal lines being unconstrained, which leads to
undesired kinematic modes of indeterminacy. More rows, illustrated by the greyed-out
dashed parts of the structure, results in two boundary conditions lying on the same line
and consequently detrimental self-stress within the structure. Figure 5.4d demonstrates
how multiple optimal regions can be tiled to create a larger continuous structure with
favourable properties for actuation. These regions can be tiled up the page, but a
break in the structure is necessary to prevent any static indeterminacy from forming.
The boundary conditions indicated by the black dots restrict the ‘corridors’ at ±60°
to the vertical. In the same way, horizontal corridors can be excited by the actuators,
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(a) (b) (c) (d)
Fig. 5.4 A planar kagome lattice with boundary conditions, indicated by circles when
built in and diamonds when connected to actuators which offer maximum amount of
support – the largest number of boundary conditions for a given size of structure – while
still creating a structure which is neither kinematically nor statically indeterminate. A
possible unit cell is shown with a red dashed box, and an additional row resulting in
static indeterminacy is shown in dashed grey.
indicated with a diamonds in Figure 5.4. The combination of circles and diamonds
results in a structure which is kinematically and statically determinant.
5.2 Non-dimensional design
Based on the rubric for the selection of boundary condition in the previous section, a
structure is selected and displayed in Figure 5.5. The size of the structure in terms of
number of connections was fixed, and chosen so as to be manageable. The dimensions
of the structure were parametrised as in Figure 5.5 with dimensions d1−3. Based on
the results of the optimisation routine in Chapter 4, an aspect ratio of ≈ 160 was
selected to further enhance the out-of-plane strength. The boundary conditions were
d2
d1
d3
Fig. 5.5 A finite kagome lattice structure, with a fixed number of unit cells, parametrised
with dimensions d1−3
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Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Mode 6
Corridor mode 1 weighting −0.466 0.594 0.499 0.367 0.185 −0.108
Corridor mode 2 weighting 0.374 −0.335 0.159 0.444 0.579 −0.436
Corridor mode 3 weighting −0.353 0.152 −0.473 −0.414 0.381 −0.560
Corridor mode 4 weighting 0.353 0.152 0.473 −0.414 −0.381 −0.560
Corridor mode 5 weighting −0.374 −0.335 −0.159 0.444 −0.579 −0.436
Corridor mode 6 weighting 0.466 0.594 −0.499 0.367 −0.185 −0.108
Table 5.1 Weightings of the modes in Figure 5.6 required to produce the corridor modes
in Figure 5.7
.
as in Figure 5.5. The first 6 linear modes of compliance are shown in Figure 5.6.
The desired corridor deformations required to discretise the travelling waves can be
produced with a weighted sum of these modes. The weightings were found by looking
at the displacements at a node in each corridor in the modes of compliance, and solving
to find weightings which resulted in displacement at only one node. The weights are
displayed normalised in Table 5.1, and the resulting sum of the weighted modes is
shown in Figure 5.7. As expected, the symmetry in the modes, as well as in the
‘corridors’ of actuation is reflected in the repeated values in Table 5.1.
The fact that the desired deformations can be produced with the least energy intensive
modes of compliance indicates that the pin-jointed selection of boundary conditions
and the modal optimisation lead to a structure which has the propensity to deform in
the desired way – producing the controlled corridors of displacement with minimum
resistance.
(a) Mode 1 (b) Mode 2 (c) Mode 3
(d) Mode 4 (e) Mode 5 (f) Mode 6
Fig. 5.6 The six largest modes of compliance for the structure in Figure 5.5, with aspect
ratio 160 are shown.
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Young’s Modulus Poisson’s ratio Yield stress Endurance Limit
179− 193GPa 0.27− 0.281 862− 1060MPa 525− 580MPa
Table 5.2 Material properties of AISI 301 fully hardened stainless steel [20].
Linear finite element analysis, corroborated by the work of Wicks and Guest [52],
illustrated that the kagome geometry propagates deformations more efficiently when
the structure is slender. This would suggest the slenderness should be maximised, to
produce a structure which transmits the actuation over a larger distance, and also
requires less force to deform. However, the structure needs to be scaled such that the
deformations produced are of a suitable scale for the flow control investigation.
5.3 Dimensional design
As the structure will experience dynamic loading, it needs to be manufactured from
a material with good fatigue resistance, with a large yield strain to facilitate large
displacements. These large displacements are needed as they lead to large forcing
velocities in the dynamic case. Fully hardened AISI 301 grade stainless steel was chosen
for these reasons, and also for its excellent corrosion resistance and availability in a
wide range of thickness in the form of packing shim. Its key material properties [20],
are displayed in Table 5.2
(a) Corridor mode 1 (b) Corridor mode 2 (c) Corridor mode 3
(d) Corridor mode 4 (e) Corridor mode 5 (f) Corridor mode 6
Fig. 5.7 Corridor modes, produced as a sum of the six largest modes of compliance, as
detailed in Table 5.1.
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The structure needs to be designed to suit a potential fluids experiment, which results in
a combined fluids/structures optimisation. The objective function can be split into two
parts, one to ensure a structure which does not fail, and one to maximise the potential
scope for the fluids investigation. Naturally, a solution needs to be found which limits
and stresses within the structure, with an upper-bound set to the endurance limit of
the material to prevent the lattice failing due fatigue. There are other considerations,
namely the dimensions need to be of an order which is manageable, and results in
a structure that is easy to manufacture and not incredibly fragile. The large aspect
ratio determined in the modal analysis in Chapter 4 will ensure any deformations will
remain in-plane.
From the perspective of the fluids investigation, the experiment should aim to cover as
much as the drag reduction map in Figure 2.9 as possible at the highest value of Reτ to
increase the industrial relevance of the flow, and also to aim to push the boundaries of
what has been achieved numerically with the ultimate aim of reaching flight conditions.
It is clear from Figure 5.1 that the wavelength the structure can discritise is limited by
the size of the internal geometry – the smallest wave has length 2
√
3L, where L is the
length of one of the members of the lattice. In order to maximise the wavenumber, and
move as far up the y-axis of Figure 2.9 as possible L needs to be as small as possible.
From Figure 2.7 it is clear that the influence of the forcing on the flow is dependent
on the velocity of the surface, W+. For a given frequency, in order to maximise the
velocity, the structure needs to be able to deform as far as possible. The easiest way
to achieve this is to have a structure with a large internal geometry. Therefore, a
compromise needs to be struck between trying to produce the largest wavenumbers and
being able to create displacements which were capable of influencing the flow. Another
important consideration is the method of actuation.
The pneumatic air cylinders were chosen as they were capable of producing sizeable
displacements with a sufficient frequency response in terms of the fluids investigation.
The characterisation and modification which lead to their selection can be found in
more detail in Section 5.5.2. Assuming the inertial forces of the non-resonating lattice
dominate, through experimentation, the actuators selected were found to be able to
produce a peak to peak displacement of 8mm at 70Hz. The boundary conditions were
chosen to ensure first-order stiffening does not interfere with the bending dominated
modes, and therefore a linear finite element analysis was used to design the structure.
The structure was parametrised as in Figure 5.5 with boundary conditions indicated
by circles, and a single point of actuation with a diamond. The most important
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d1 d2 d3
5mm 30 µm 16mm
Table 5.3 Dimensions of the structure
consideration was the ability of the structure to deform without fatiguing. As the
system is not designed to resonate, and the stress distribution assumed to be comparable
when loaded dynamically and statically for the same displacement, a static analysis
was deemed to be sufficient in determining the geometric properties of the lattice.
Parameters d1−3 were varied until a physically plausible structure which offered the
possibility of a meaningful fluids experiment was defined. The ultimate dimensions of
the structure are given in Table 5.3. In order to conceive an experiment to explore the
non-dimensional κx–ω plot in Figure 2.9 the simple empirical boundary layer model in
Chapter 2 is used. This model makes moving between non-dimensionalised forcing and
drag reduction and the physical design of the structure possible. The corresponding
scope for the fluids investigation is given in Table 5.4. As discussed in Chapter 2, the
influence of the forcing on the flow is a function of the velocity of the actuated surface,
with the influence increasing monotonically with forcing velocity. If the velocity is too
low, then it is expected that the forcing will have negligible influence on the flow. As
the maximum displacement is fixed by the actuator and the structural stress, frequency
becomes a limiting factor. Based on maintaining a W+ above 5, the area of the κ− ω
plane in Figure 2.9 that can be investigate with our structural design is shown in
Figure 5.8. It is not possible to investigate closer to the y-axis as the velocities tend to
zero for a fixed displacement. Similarly, for any reciprocating flow-control device, the
displacements will have to tend to infinity as the measurement regime approaches the
y-axis.
The structure with the dimensions, boundary conditions and material selected was
modelled undergoing the peak actuation displacement of 4mm. The structure was
discretised with 10 Timoshenko shear deformable beam elements per bar of the lattice.
This was deemed sufficient after a short convergence study. The geometrically linear and
non-linear deformations were found using ABAQUS [12]. Minimal numerical damping
was applied to the non-linear analysis to ensure convergence, and was found to have
U∞ min U∞ max Reτ freq. max κ+ max λ min
5m s−1 8m s−1 ≈ 1000 70Hz 0.0069 61.5mm
Table 5.4 Corresponding scope of the fluids investigation
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negligible influence on the results. The results are shown in Figure 5.10 where clearly
the choice of boundary conditions based on the pin-jointed analysis do not facilitate the
sorts of deformations that are desired – the nonlinear solution is significantly different
to the linear calculation. While boundary condition selection might prevent first-order
stiffening of the structure, the large strains required are so far in the geometrically
non-linear regime that higher order effects are causing the structure to stiffen. This
is highlighted by the area indicated by the blue ellipse. As the structure is forced to
the side, by the actuation occurring at the diamond, the deformations results in large
areas of the structure being pulled inwards. This is somewhat like a Poisson’s ratio
effect – as the structure is force to the side with a large amplitude, material moves
in from elsewhere to replace it. This effect is clearly detrimental to the ability of the
lattice to perform as an adaptive structure. As a result, the rigid boundary conditions
were replaced with ones which had a degree of compliance to facilitate this process.
f+
0 0.01 0.02 0.03−0.01−0.02−0.03
0.005
0
0.010
κ+
Fig. 5.8 A contour map of drag reduction for various forcing frequencies and wavenum-
bers in channel flow by Quadrio et al. [41], with the potential scope of the fluids
investigation superimposed. The data shown corresponds to a large DNS investigation
of forced channel flow with Reτ = 200.
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5.4 Compliant boundary conditions
The compliant boundary conditions were modelled as two springs acting at the boundary
conditions and actuation points. Although the optimum degree of stiffness is likely
to vary at each location of the structure, the compliance was characterised by two
just values Ψ1 and Ψ2. This decision was taken to simplify the optimisation and also
the manufacture of the structure. A node with the compliance modelled as springs is
shown in Figure 5.9.
The torsional stiffness of the boundary condition was not treated as a variable, and
was assumed to be negligible in comparison with Ψ1 and Ψ2, as the local in-plane
bending of the thin structure will dominate. Enough compliance is needed to allow
the structure to move normal to the direction actuation, but equally the boundary
conditions need to be stiff enough to provide suitable support. The compliant boundary
conditions were modelled as leaf springs connected to the structure in ABAQUS [12].
The values of Ψ1 and Ψ2 where then altered with the same displacement imposed as
Figures 5.10, and a geometrically non-linear finite element solution found. As there
were only two variables, and a physical appreciation of the solution was needed, it was
straightforward to iterate manually. A suitable value of stiffness was found. A leaf
spring was then designed from the same material as the structure, and is detailed in
Table 5.5
Ψ1
Ψ2
Fig. 5.9 An illustration of how the compliant boundary conditions are modelled – as
two springs with variable stiffness.
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Ψ1 Ψ2 Thickness Width Height Young’s Modulus
12.4Nm−1 3.45× 109Nm−1 50 µm 6.35mm 12mm 186GPa
Table 5.5 Physical properties of the optimised leaf springs.
When considering ways to manufacture the structure, it became apparent that it would
not be possible to produce strips of lattice which span the width of the structure, with
the equipment available. To allow for this, the corridors were split into three and
forced independently. This had the the added benefit of reducing the extent to which
the deformations attenuate with distance from the actuation point. These breaks in
the structure were added before the compliant boundary conditions were prescribed as
they were likely to have an influence on degree of compliance required.
(a) Linear response.
(b) Geometrically nonlinear response.
Fig. 5.10 A comparison between the geometrically linear and non-linear response of the
structure to a 25% actuation strain. The actuation point is indicated with a diamond.
The blue ellipse illustrates a region where the structure is pulled inwards, normal to
the direction of actuation.
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Max. reaction force Max. von Meises stress
Linear, built in boundary conditions 0.7638N 224.4MPa
Non linear, built in boundary conditions 912.9N 3.823GPa
Non linear, flexible boundary conditions 0.6893N 313.1MPa
Table 5.6 Boundary reaction force and corresponding von Meises stress in the structure
with boundary conditions as in Figure 5.11.
In order to test the performance of the new design, the most arduous forcing situation
was imposed. Alternate rows were driven in alternating directions. Figure 5.11
illustrates the geometrically linear response of the structure with built-in boundary
conditions, and also the geometrically non-linear deformations when the boundaries
are fixed and also when compliant.
The linear deformations are as to be expected, and match the sorts of deformations seen
previously. When the structure is supported rigidly, it is forced to undergo stretching
dominated deformation. This can be seen in Figure 5.11b as members of the lattice
are pulled straight under actuation. The sinusoidal displacements seen in Figure 5.11a
give way to a less ordered deformation pattern when the non-linearities are taken into
account. When the boundary conditions are given the compliance calculated previously
and displayed in Table 5.5, the structural response is displayed in Figure 5.11c. The
deformation is far more comparable to the linear calculation, indicating that by allowing
the structure to move inwards, bending dominated deformation can occur. This inward
movement is clearly captured as the corridor are no longer centred on the relaxed
structure, with the effect increasingly pronounced with distance from the center. By
having carefully selected compliant boundary conditions it is possible to achieve the
large displacements required of the active structure, without imposing large energy
intensive axial stretching of the members. Another benefit of the compliant boundary
conditions is the response of the structure is more similar to the linear case. The
deformations of each corridor become much more independent when the boundary
conditions are elastic, as demonstrated experimentally in Figure 5.20.
The increased performance of the structure is illustrated in Table 5.6. By having
compliant boundary conditions, both the stresses within the structure and the peak
reaction force required are reduced by orders of magnitude. With the design determined,
and shown to perform well numerically, the manufacture of the physical structure could
be undertaken.
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(a) Linear response to actuation.
(b) Geometrically nonlinear response with built-in bound-
ary conditions.
(c) Geometrically nonlinear response with compliant bound-
ary conditions.
Fig. 5.11 The response of the structure to a fixed alternating displacement applied the
corridors indicated by the red diamonds. This is considered to the be the most taxing
way to actuate the structure.
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5.5 Manufacture of kagome structure
As the structure has such a high aspect ratio, and the members so slim, it proved
impossible to machine with conventional methods or out of a single piece. Instead,
it was assembled from thin strips as illustrated in Figure 5.12. The strips, A, B and
C were laser cut from sheets of packing shim using an ‘A-355’ micro-machining laser,
manufactured by ‘Oxford Lasers’ [31]. The machine has an accuracy of ±2 µm allowing
the dimensions of the strips to be produced to a very high precision. This precision
is useful not only as it helps make the structure regular, but also because it allows
the slots in Figure 5.12 to be tight enough that the structure holds together with
an interference fit when assembled, without imposing any stress or deformation from
rotation at the connections.
The three types of strips were then assembled by hand by slotting them together as in
Figure 5.12 to create the kagome lattice. The slot thickness sw is
√
3d2 when the strips
meet at 60°, which equates to sw = 52.0 µm. For practical purposes, strips C were laid
out first, held in place with a single strip A. This ensured the structure did not have
to be inverted while it was being constructed. This configuration was important as the
lapping of the slots of the strips offered no adhesion until all three types were in place.
Any relative out of plane translational movement between members of the structure
resulted in it disintegrating, until it was fully woven together. Once this initial scaffold
was in place, strips B were then connected, followed by the rest of A.
d3
d1
sw
d2
sw
A
B
C
C
BA
Fig. 5.12 A diagram illustrating the method of assembling the kagome lattice. Notches
are cut in strips of the structure, which are then slotted together and glued using
cyanoacrylate
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(a) (b)
Fig. 5.13 The assembled kagome structure, manufactured from 301 fully-hard stainless
steel with the joins fixed with cyanoacrylate glue.
When all the strips were in place, the structure was checked to ensure it was completely
planar, and then raised so that none of the connections were touching any surfaces.
Cyanoacrylate was then dripped onto the slots, and surface tension ensured it spread
evenly along and around the connection.
Figure 5.13 shows the structure assembled from two different viewpoints. The precise
manufacture of the strips ensured the structure was adequately regular. The breaks
in the structure as a result of the limited machining bed of the laser can be clearly
seen. The large aspect ratio of the cross section is also clear, giving the structure high
out of plane stiffness while enabling in plane compliance. In order to maximise the
performance of the structure, the kagome lattice is mounted on leaf springs. These
springs are either connected to a perspex base, providing the boundary conditions and
Leaf springs
Actuator
Base
Kagome structure
Fig. 5.14 A CAD model of a single actuated module, showing the kagome lattice,
actuators and supporting structure. The actuator can be seen in more detail in
Figure 5.22
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support for the structure, and also to the actuators to drive the structure. The design
is illustrated in Figure 5.14, from four different perspectives.
Each corridor is driven by a single actuator which connects to the structure in three
places, via a carbon fibre rod. This rod is adhered with cyanoacrylate to rapid
prototyped connectors, which in turn connect to the leaf springs which in turn connect
to more connectors which attach them to the kagome lattice. All the connectors were
manufactured using a ‘Connex ObJet 500’ printer. The air cylinders were double
acting ‘CJ1B4-10U4’ actuators, manufactured by ‘SMC’. They have a stroke of 10mm,
a bore of 4mm. and a maximum operating pressure of 0.7MPa . These actuators were
connected to a flat Acrylic base via a connecting piece and some brass inserts. The
supporting leaf springs were attached to the base via rapid prototyped blocks, with a
slot to accommodate them.
The structure was measured to be parallel with the base with digital vernier callipers,
with the length of the leaf springs set according to the design outlined in Table 5.5, and
set with further cyanoacrylate. The pneumatic pistons were modified by boring out the
inlets to 1.4mm diameter. This was the maximum possible without over-weakening
the actuators. Initially, the cylinders were designed so that the flow into them choked
to limit the mass-flow, this in turn limited their speed and prevented damage and
limited wear. By boring them out this limitation could be circumvented, and higher
actuation frequencies could be achieved.
The manufactured structure and sub-structure are displayed in Figure 5.15. The pneu-
matic actuators are connected via tubing to ‘VQ110’ solenoid valves, also manufactured
by ‘SMC’. These valves are held in two manifolds and mounted on either side of the
structure under the acrylic base, for convenience as well as to minimise the low pass
filtering effect of long lengths of pneumatic tubing have. The assembled module is
(a) View from the top. (b) View from the bottom.
Fig. 5.15 A manufactured actuated module, without the solenoid valves, pneumatic
tubing and control board.
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PSV-500-3D Vibrometer
DSLR camera
6–axis load cell
Kagome structure
Actuator
Tracking dot
Fig. 5.16 An illustration of the force and photogrammetric measurements.
displayed in Figure 5.15, without the pneumatics for clarity. The lattice was then
tested to assess its performance as an adaptive structure.
Each of the pneumatic actuators normally attached to the base plate, were removed,
and attached to an ‘ATI gamma IP68’ 6-axis force sensor in turn. Both static and
dynamic photogrammetric measurements were then taken of the structure, as well as
the supply pressure via a ‘Honeywell NBP’ series pressure transducer, and the applied
force with the ‘ATI’ load cell. A schematic diagram of the apparatus is shown in
Figure 5.16, with much of the supporting framework omitted for clarity.
5.5.1 Structural static measurements
The static displacement measurements were taken using a ‘Nikon D5200 DLSR’ camera.
The camera trigger was controlled via a ‘National Instruments USB-6212’ DAQ. This
device also recorded the pneumatic supply pressure, and was synchronised with the
force measurements such that the mean force and pressure could be determined over
the exposure of the photograph. The analysis of the photographs relied heavily on
‘Computer vision’ and ‘Image processing’ toolboxes, components of MATLAB [50].
The camera was calibrated to remove the effects of lens distortion using multiple
photographs of a chequerboard of known dimensions, for the apparatus and focal length
required. A matrix was then constructed and used to process all photographs taken.
The same chequerboard was then placed on the structure, with the camera inclined to
face of the lattice. A transformation was then calculated, mapping the pixel coordinate
system of the images to the ‘world’ coordinate system defined by the chequerboard.
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z
x
(a) Calibration grid. (b) Transformed calibration grid.
z
x
(c) Kagome structure with measurement
dots.
(d) Transformed kagome structure with
measurement dots.
Fig. 5.17 Images illustrating the transformation of the photographs of the structure
under actuation.
This transformation allows the tracking of objects in the photographs in pixels to
be converted to displacements in millimetres. All displacements were assumed to be
in-plane with the surface of the structure. Figure 5.17 shows the original photographs
of the chequerboard and structure undergoing action, and the same photographs after
being transformed such that the coordinate basis vectors defined by the chequerboard
are orthogonal. The coordinate system is illustrated by the red arrows, and labelled in
terms of the flow coordinate system.
Various items of interest were coloured with red blue and green to match the Bayer
filter on the camera, so they could be selected easily in post processing. Each of the six
actuators corresponding to each of the six driven corridors in the module was removed
in turn and attached to the load cell. The displacement was found by isolating the
blue from the images, and tracking the center of the dot adhered to the corridor in
question. The circle and its location was identified with a Hough transform, a feature
of MATLAB’s ‘Image processing’ toolbox.
The resulting data is shown in Figure 5.18, where the span-wise force is plotted against
the span-wise displacement for the six corridors, numbered in the order they occur in
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the direction of z, in Figure 5.17c. Figure 5.19 shows the reaction force on actuated
node for a given displacement, when the lattice is modelled with a geometrically non-
linear finite element scheme in ABAQUS [12]. The symmetry of the structure results
in only three datasets, for the six corridors. Figure 5.18 illustrates how the corridors
on the edge of the lattice are significantly easier to actuate - something reflected in the
finite element analysis. This is because they are free to deform without the need for
the rest of the structure to be pulled normal to their actuation direction.
The finite element results under-predict the stiffness of the structure for two main
reasons. The beam model assumes the members of the structure meet at a point,
whereas, in practice the glue used to secure the connections takes up a finite amount of
space. This reduced the slenderness of the structure as the members of the structure
become effectively shorter. This effect is more pronounced where the structure is
supported by the rapid-prototyped support blocks. These connectors, produced on a
‘Connex ObJet 500’ printer, have to be bonded securely to the structure and also have
to be robust enough to repeatedly withstand the actuation forces, which results in
them eating into the length of the members which they are attached to significantly. So
that important features could be extracted from the photographs, the entire structure
and surroundings was spray painted matt black. While every effort was made to keep
the coat as thin as possible, it is likely to have a non-negligible effect of the stiffness of
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Fig. 5.18 Experimental actuation distance against force in z for the six corridors.
Corridors correspond to the actuators and are numbered down the page, with number
6 at the top, and number 6 at the bottom.
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Fig. 5.19 Geometrically non-linear finite element calculation of displacement in the
direction of actuation against force.
the whole structure, especially considering the members are only 30 µm in thickness,
and the cubic stiffening effect of adding material.
Although the magnitude of the stiffness is not the same for the numerical and physical
models, the trends between the two are similar. The response of the corridors on the
edge of the structure, 1 and 6, is more linear than the corridors within lattice. This
is to be expected as the higher order effects come from the need of the structure to
deform elsewhere, normal to the actuation direction, as illustrated in Figure 5.10b.
The edge corridors can achieve large deformations in the direction they are forced, and
bend normal to that direction without affecting the rest of the structure. When the
displacements become very large, there is not enough material within the corridor to
support the displacement, and the actuator starts pulling on the rest of the structure.
This occurs at about 5mm in Figure 5.19. The non-linear behaviour of the two models
for the inner corridors, 2–5, is similar with stiffness increasing with displacement.
The disparity between the finite element model and the physical module is to be
expected, and is explained, but is not ultimately very important. The key result
is that even though the structure was manufactured by hand with methods which
intrinsically produce imperfections, the stiffness of the structure is still low enough
that it can produce sizeable deformations with the actuators selected based on the
numerical model. The relative differences are explained by manufacturing defects
and the physical difference between the ‘ideal’ numerical model and the assembled
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(a) Force = 0.01N (b) Force = 4.21N (c) Force = 5.36N
(d) Force = 0.02N (e) Force = 3.68N (f) Force = 8.67N
(g) Force = 0.01N (h) Force = 3.91N (i) Force = 6.49N
(j) Force = 0.23N (k) Force = 2.33N (l) Force = 5.31N
(m) Force = 0.788N (n) Force = 3.40N (o) Force = 5.26N
(p) Force = 0.03N (q) Force = 5.90N (r) Force = 9.73N
Fig. 5.20 Colour selected photographs of the structure under action, thresholded so
only the structure is visible. Each row corresponds to a separate corridor experiencing
actuation, with force increasing from left to right. The value of force corresponds to
the magnitude of the static force the actuator is applying to the structure, as measured
with the ‘ATI gamma IP68’ load-cell.
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structure. Importantly, both, due to their design, exhibit very low in-plane stiffness,
high out-of-plane stiffness and exhibit controlled local deformation. The manufactured
structure responds broadly in the same manner as the perfect numerical model. The
actuation stiffness is not the only consideration, the fidelity of the deformations are
important as they are needed to efficiently reproduce the travelling waves. These can
be extracted from the photographs used to track the dot to find the displacements
plotted in Figure 5.18.
As the aspect ratio of the structure is very large, and the structure very slender, it was
not possible to extract a perfect two-dimensional view of the structure as it deformed
from above. Instead, one face of the lattice was coloured green, which extended ≈ 1mm
down the face of the members of the structure. The camera was then inclined slightly
to the structure so that the green edge of the structure could be resolved. The same
transformation was applied to the images as above, in Figures 5.17b and 5.17c. The
green edges were extracted from the images by subtracting the blue and red portions,
and thresholding the result. Any artefacts were then removed manually. The resulting
structural deformations at three actuation forces for each corridor are displayed in
Figure 5.20.
Each row in Figure 5.20 corresponds to a different corridor of the structure. It was
not possible to control the force applied to the structure with any authority, as the
regulator controlling the pressure had considerable backlash. This is compounded by
the high levels of friction in the actuators. This is demonstrated by the large amount
of hysteresis observed in the force applied to the structure when the supply pressure is
applied and then removed, displayed in Figure 5.21. The friction causes the actuator
to stick. It was observed that the alignment of the air-cylinder to the structure had a
significant impact on the degree this occurred, and the amount of hysteresis present.
Although this friction clearly will not effect the static results, it does influence the
dynamic measurements.
The displacement fields qualitatively match the geometrically non-linear deformations
seen in Figure 5.11. The displacements are constrained to the corridor, even when the
displacements are large. This is key to creating a structure capable of discritising the
in-plane waveforms required for flow-control.
94 The design of an adaptive structure for flow control
0 1 2 3 4 5 6
Pressure (bar)
0
5
10
15
Fo
rc
e
m
ag
ni
tu
de
(N
)
Fig. 5.21 The force delivered by the actuator against the pressure provided, indicating
the hysteresis caused by losses within the cylinder.
5.5.2 Structural dynamics measurements
The analysis carried out so far has been concerned with the static response of the
structure, with the assumption that as long as no resonant modes are excited, it can
be treated as quasi-static. However, the frequency response of the system still needs to
assessed. This was carried out by driving one of the center corridors of the structure
at frequencies ranging from 0− 50Hz. The velocity of the response was measured with
a ‘Polytech PSV-500-3D’ vibrometer system, focused on small strip of card mounted
on a node of the structure. As with the static measurements, simultaneous force and
pressure data was recorded.
The actuator pressure on either side of the piston was chosen so that equal force was
applied in both directions of the stroke. As the air cylinder is double acting, the rod
takes up some of the area on one side. This can be seen in Figure 5.22a. The area
ratio across the diagram is 0.75, and the pneumatic air supply has a pressure of 6 bar,
(a) Cross-section of actuator. (b) Photograph of actuator.
Fig. 5.22 A single ‘CJ1B4-10U4’ air-cylinder, showing the standard internal workings,
and a photograph of the modified actuator.
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Fig. 5.23 The frequency response of the structure for a range of forcing frequencies.
meaning the supply on the right in Figure 5.22 has to be regulated down to 4.5 bar
to ensure the same maximum pressure was applied. This pressure ratio was used for
all dynamic forcing. Figure 5.22b illustrates the modified actuator. Both inlets have
been bored out to 1.4mm, and the rotating port on the top of the actuator has been
replaced with a straight nipple connection as an improvement to the tortuous passage
the air supply had to pass through in Figure 5.22a.
The power spectral density of the structural response for the range of driving frequencies
was calculated with Welch’s method in MATLAB [50] and is plotted in Figure 5.23.
As expected, there is a peak at the forcing frequency, and smaller ones corresponding
to harmonics. The amplitude of the structural response increases with frequency to
about 27Hz, where it flattens off before attenuating rapidly at ≈ 37Hz.
Figure 5.23 does not have any peaks which correspond to a resonant mode being excited.
This is important as it means the quasi-static model used to design the structure is
suitable – the forcing does not cause the structure to vibrate unexpectedly.
Each of the peaks at in Figure 5.23 consist of two peaks separated by ≈ 1Hz. The
reason for this is not fully explained, but may be the result of amplitude modulation
in the time-series, athough this is not obvious from the raw data. It may also be the
result of the non-linear structural behaviour, or the discontinuous nature of the forcing
introducing another frequency – the piston is controlled in a binary manner, even if
96 The design of an adaptive structure for flow control
the structural response is broadly sinusoidal. The velocity time-series is displayed in
Figure 5.24, when the structure is actuated at 40Hz, illustrating both the sinusoidal
response as well as the repeatable motion of the structure. The data in Figure 5.24
was sampled at 12.8 kHz is phase averaged over 10 sample durations of 10 s, triggered
by the signal to the actuator, to reduce the noise from interrupted laser return signal.
As can be seen from Figure 5.23, the majority of the energy is in the forcing frequency,
and so the RMS of the whole time-series, for both the velocity and the force, was
taken as a measure of the performance of the system. As the frequency increases, the
displacement, calculated from the integral of the velocity, decreases. The higher the
frequency the actuator is driven at, the less time there is to fill the chamber with
high-pressure air, resulting in lower actuation pressures and consequently displacement
against the stiffness of the structure. The reduction in displacement was initially
attributed to an increase in inertial forces at higher frequencies, however the dynamic
−0.6
0
0.6
Ve
lo
ci
ty
in
z
(m
s−
1 )
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Time (s)
Fig. 5.24 The velocity of a point on the structure when forced at 40Hz.
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Fig. 5.25 The displacement, found by the integral of the velocity, against forcing
frequency.
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Fig. 5.26 Actuation force against frequency.
stiffness suggests it is the delay in the pneumatics that is detrimental to the performance.
This is evident in the reduction in the force provided by the air cylinder in Figure 5.26.
At low frequencies the forcing takes the form of a square-wave as the supply pressures
can accelerate the actuator to its full travel and back in less time than the time period
of the forcing, leading to the large displacements up to ≈ 6Hz in Figure 5.25.
In order to assess the structure, rather than the actuator, the force can be normalised by
the displacement to give the dynamic stiffness. This measure, illustrated in Figure 5.27,
indicates that at frequencies below ≈ 40Hz the stiffness of the structure dominates,
with a response that is independent of frequency. Above 40Hz the dynamic stiffness
increases, indicating that inertial forces are now playing a greater role.
The dynamic response of the structure measured in these tests is good, and is expected.
However, it was observed that the nature of the experimental set-up resulted in the
system not performing as well as possible. The results obtained indicate the structure
will not perform at frequencies over 50Hz, when in practice the fully assembled system
can be actuated comfortably at frequencies in excess of 60Hz. This is due to some
unavoidable experimental design considerations. The pneumatic tubing that fed the
actuators had to be long and slack enough that it would not impart any forces on the
load-cell. This increase in length inevitably acted as a low-pass filter, increasing the
latency of the forcing and dampening the higher frequency forcing. Furthermore, the
actuator was not attached rigidly to the base, rather to the load-cell by means of a
structural arm and lockable ball joints. While this allowed any of the six actuators to
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be connected to the load-cell easily, it also resulted in a small amount of displacement
as a result of the deformation of the measurement system. The friction in the actuators
is highly dependant on their alignment, and this combined with some flexibility in
their restraint will have only reduced the performance of the system.
Consequently, these factors, combined with the fact the stiffest of the corridors in the
static tests was examined, means the dynamic results are conservative in nature. They
give an insight into the general performance of the actuator-structure system, while
slightly underestimating the its true capability. In order to turn the structure into a
flow-control device, a membrane skin had to be attached to the surface, the design and
manufacture of which is discussed in the next chapter.
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Fig. 5.27 Dynamic stiffness against frequency.
Chapter 6
The design and implementation of
the flow-control experiment
The compliant structure designed in the previous chapter needs to be married up with
a flexible surface in order to create a flow control device. This chapter details how
this was carried out. The design of a single module and also the larger array is given,
as too is the bespoke wind tunnel section and traverse system. An assessment of the
performance of the designs is also given.
6.1 The addition of the membrane skin
The membrane skin was manufactured from ‘Ecoflex 00-50’ platinum-catalysed silicone
rubber. It was chosen primarily for its ability to withstand large strains of ≈ 950%,
and also for its softness with a shore-hardness of 00− 50, its durability. Other rubbers
with similar properties, such as latex, were considered but were deemed tougher to
work with. Silicone rubber is inherently non-stick, making casting and demoulding easy,
as its two constituent parts just need to be mixed and poured into a sealed smooth
container. To produce the skin, the two-part mix was combined, and a known volume
was decanted and measured using a syringe. It was then poured evenly over a smooth
bounded area to create a skin of a known thickness. The skin needed to be as thin as
possible to minimise both the mass, and hence any additional inertial forces, and also
any in-plane forces from stretching caused by the structural deformations. Through an
edisonian approach, the thinnest skin that could be produced reliably was 0.35mm.
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Duty cycle = 50% 0.6mm
3mm
Fig. 6.1 The design of comb for spreading out the silicone
A flat and level Formica surface was selected to minimise adhesion with the set silicone,
and an area was partitioned off using layers of masking tape. The known volume
mix was then distributed across this area. The viscosity of the mix and the relatively
short cure time meant the liquid would not self-level. The small depth of liquid over a
large area prevented pressing the mix or using a vacuum to ensure it was level and
free from bubbles. Instead a ‘comb’ was used, as displayed in Figure 6.1. This comb,
laser-cut from polyoxymethylene, was produced such that the depth of the crenellations
were double the desired depth, 0.7mm. By dragging this comb through the viscous
mix known undulations of a relatively small wavelength of 4mm can be produced.
These waves of high spatial frequency equalise quickly, allowing the viscous liquid to
be distributed evenly before it sets.
Once cured, the silicon skin was brushed with titanium dioxide to remove any tackiness
and to prevent the silicone from sticking to itself. It was then rolled around a cardboard
tube to prevent it becoming damaged while removing it from the surface and also to
store it for later use. This process is shown in Figure 6.2. The distribution of the
thickness was measured qualitatively by manually testing the strength of the skin, and
looking at how its opacity varied over the large area. It was also measured using digital
vernier callipers at the edges and was found to be suitably uniform. Any variations in
thickness were slight and gradual, As the skin is so thin and soft, these changes have
negligible influence on the performance of the active surface.
6.2 Active Surface
In order to prevent wrinkling of the surface under actuation and to limit out-of-plane
deformations, the skin was pretension by 30% in both directions before first attaching
to a frame, and then to the structure. Two different arrangements were produced,
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a single module and also an array of 17 modules. The single module was produced
first to ensure the surface performed well before embarking on the manufacture of
the larger array. The larger array was necessary to try and remove the effects of the
spatial transient of the forcing on the boundary layer. As discussed in Chapter 2 and
illustrated in Figure 2.3, the influence of the wall forcing on the boundary layer takes
a finite amount of time to influence the whole channel, and the for drag reduction
to plateau. This delay in time for channel flow is assumed to translate to a spatial
transience for boundary layers.
6.2.1 Single module
The first stage of attaching the skin to the surface was mounting it to a frame. Silicone
is hard to work with as it is inherently non-stick, and when under tension any stress
concentrations from imperfections in the skin, such as dirt or bubbles cause tears to
propagate very quickly. The pretension was implemented by marking the skin at points
in its relaxed case, and marrying those marks up with dots on the inflexible frame.
The frame was cut to have many small holes in. The skin was then secured in place by
casting more silicone into these holes and bonding to the already set skin. The skin is
then secured by encapsulating the frame.
As the members of the structure are only 30 µm in thickness, the skin needed to be
raised off the frame slightly to prevent the sharp edges of the structure wearing away
the skin, resulting in it splitting. The vulnerability of the surface to any small holes was
greatly increased by the pretension. Circular spacers, laser-cut from card, were adhered
to nodes along the actuated corridors using cyanoacrylate. This method also had the
benefit allowing the skin to only be attached at locations where the displacements
Fig. 6.2 A photograph of the silicone skin being removed from the mould.
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Pre-tensioned skin
Porous frameKagome lattice
Actuators
Wind-tunnel mounts
Leaf springs
Fig. 6.3 CAD model of a single wind tunnel module.
were prescribed, allowing the skin to stretch between the corridors, interpolating the
deformation. The skin was then attached to the frame by encapsulating the card discs
on the structure with more ‘Ecoflex 00-50’ silicone.
The design of the module is shown in Figure 6.3, in an exploded view. The finished
module ready for wind tunnel testing is shown in Figure 6.4. The module can then be
mounted on the floor of the wind tunnel working section. The design and characterisa-
tion of which is detailed in Section 6.4. The wind tunnel mounts in Figure 6.3 allows
the relative position of the skin, structure and working section of the wind-tunnel to
be adjusted, allowing the surface to be aligned with the flow.
Pre-tensioned skin Circular spacers
Porous frameKagome latticeLeaf springs Air-cylinders
Fig. 6.4 Photograph of the finished module before mounting in the wind tunnel.
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Fig. 6.5 View down the wind tunnel, upstream, with the structure exposed.
6.2.2 Large Array
The large array spans a 3m fetch of the wind tunnel floor and so therefore a different
approach was required. As the silicone skin needed to be pre-tensioned, it had to be
manufactured, stretched and mounted to a frame in a continuous piece. This large
frame was manufactured from MDF board, and cotton was upholstered to the upper
surface using a staple gun. The fabric was then impregnated with more ‘Ecoflex 00-50’
mix. 30% strain was applied to the silicone skin, as for the single module. The skin
was held in-place until the silicone had cured, adhering the skin to the frame. Each of
the 17 modules, illustrated individually in Figure 5.14, were placed in the tunnel and
frame and skin was placed on top. The height of the modules was then adjusted to
create a flat surface. Each module was then removed sequentially and circular spacers
were added to the structure, and then connected to the skin, in the same way as for the
single module. Once attached to the skin, the position and orientation of the modules
could be independently adjusted to ensure a flat and level surface. All the modules
positioned in the wind-tunnel are shown in Figure 6.5, looking upstream along the
working section. The same view with the skin attached is shown in Figure 6.7,
6.3 Electronic control system
Each module had six actuators, and with each actuator requiring two solenoid values
to control their motion back and forth. As 17 modules are required to cover the 3m
fetch, and the frequency and wavenumber of forcing need to be varied, a controller was
needed with 204 outputs. As this controller was not available commercially, one was
designed and built in modules to control the experiment. The first part to consider
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is the circuitry which controls an individual air-cylinder, displayed in Figure 6.9. For
simplicity, when the supply is on, the air-cylinder applies a force either pushing or
pulling the driving rod. The direction is controlled via a 5V signal which then is
amplified by a fully saturated darlington-pair to provide the large current and the 24V
across one of the ‘VQ110’ solenoid valves required . As the two valves are acting in
anti-phase the 5V signal is inverted, amplified, and used to control the other valve.
The ‘VQ110’ series of valve, manufactured by ‘SMC’ were chosen for their excellent
frequency response and high flow rate. However, to improve this further, a zenner
diode was connected in series with the ‘free-wheeling’ diode in Figure 6.9. Typically,
the free-wheeling diode ensures the energy from the magnetic field in the solenoid valve
is dissipated slowly as heat in the windings of the electromagnet, to prevent damage to
surrounding circuitry. However, to improve the response time a zenner diode can be
used to effectively break the circuit once the voltage across the windings drops to a
certain value, allowing any remaining energy to be safely dissipated at a greater rate
through the low resistance of the transistor pair.
A circuit board was produced for each module which controlled the six actuators with
six input signals, power and ground. Figure 6.6 shows an underside view of the wind
tunnel. Clearly visible are the printed circuit boards for each module, their connection
to the actuators as well as the blue pneumatic tubing which supplies to controlled air
to the actuators.
Fig. 6.6 View of the underside of the wind tunnel, showing the control boards, the
pneumatics and actuator connections.
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Fig. 6.7 View down the wind tunnel, upstream, with the skin in place. Also visible is
the hot-wire anemometer probe, the laser range finder and the adjustable side-walls.
The next consideration was creating the control signals which are amplified to drive
the valves. As the signal is inverted for half of the values, only 102 output signals
are required. The actuation frequency of the surface is very low in comparison with
frequency typical of electronics, making multiplexing an attractive solution. So that the
travelling wave could be suitably discretised an update frequency of 1 kHz was chosen –
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Q Q
QQ
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Q QLabVIEW
PCIe-7852R
Fig. 6.8 A schematic diagram of the multiplexer. The signal from the FPGA board is
split via a number of D-type flip-flops into a signal for each of the actuators.
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Fig. 6.9 A schematic diagram of the circuitry which powers each actuator. The signal
from the multiplexer in Figure 6.8 is amplified and used to control the two solenoid
valves required per air-cylinder.
the wave which is discretised by 27.7mm spatially by the structure is discretised by
1ms steps in time. This was through by using a series of buffered shift arrays, as
displayed in Figure 6.8.
This array of D type flip-flops allows the next set of outputs to be loaded via the serial
input, which are then simultaneously updated to the 102 outputs via a buffer, which is
triggered by the buffer clock in Figure 6.8. When the output is enabled, this updated
signal is fed to the inputs of the amplifiers in Figure 6.9. The synchronisation of the
signals, as well as the discretisation of the waveform was implemented in LabVIEW
and exectuted on a ‘PCIe-7852R’ FPGA board.
24V
1
5V
1 1 1
4
3
0V
Fig. 6.10 A schematic diagram of illustrating the power supply. The switches allow
individual control of the power to each module.
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Boundary layer trip Actuated floor
1.4m 3m
Fan
Settling chamber and flow conditioning
Traverse system
H-W anemometer
Fig. 6.11 Schematic diagram of the wind tunnel.
For completeness, the arrangement of the power supply is shown in Figure 6.10. To
simplify the circuity, the controller can not disengage the actuator, merely switch its
direction. Instead, switches were used to control the power to each module. In this
way separate modules could be engaged only if needed.
6.4 Wind tunnel
Typically, boundary layer experiments are conducted on a flat plate positioned in
a wind tunnel, aligned to the flow such that there is zero pressure gradient in the
streamwise direction. However, this was not possible as access was needed to the
actuated modules, which had significant thickness and needed to be held in place
securely. It was more practical to embed the dynamic surface in the floor of the wind
tunnel. A schematic diagram for the large surface is displayed in Figure 6.11.
Optical access was also required to the surface, both to allow for photogrammetric
measurements of the moving surface as well as to be able to visually check that
the experiment was running smoothly. A new working section, 3m in length was
constructed from clear ‘Acrylic’ plastic and ‘MiniTec’ modular aluminium fame. This
new section is shown in Figure 6.11 as the clear part at the end of the tunnel, connected
to the original brown wooden construction. To ensure a zero pressure gradient along
the working section, sides of the wind tunnel could be flared outwards to increase the
cross-sectional area. The modular nature of the ‘MiniTech’ construction allowed a
custom 3-axis traverse system to be positioned anywhere along the perspex section,
and measurement apparatus to be easily attached.
The traverse system was powered by stepper motors . In order to increase accuracy
and account for any backlash in the wall-normal direction, a ‘opto NCDT 2200-2’ laser
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Fig. 6.12 The velocity magnitude taken across a plane of the wind-tunnel, ≈ 4.4m
downstream from the boundary layer trip, where y is the wall normal direction and z
is spanwise position.
ranger finder with a resolution of 30 nm was used to measure the true displacement
of the traverse system. It also provided an absolute measurement of position, rather
than the relative position offered by the stepper motors. The use of the range finder
enabled the probes to be positioned very close to the wall in a repeatable fashion –
anemometers could be returned quickly to their initial position between experiments
without risk of damaging them against the surface. The benefit of being able to take
near wall measurements reliably becomes apparent in the following section.
Once assembled, cross-wire measurements were taken in a plane across the channel
to ensure the flow was two-dimensional. The signal from the hot-wire anemometer
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Fig. 6.13 The streamwise turbulence intensity taken across a plane of the wind-tunnel,
≈ 4.4m downstream from the boundary layer trip.
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was band-pass filtered from 1Hz to 15 kHz before being sampled at 40 kHz using a
National Instruments ‘NI USB-6351’ data acquisition device. The raw signal was
sampled at the same time as the filtered signal. In order to increase the resolution of
the measurements, the signal is reconstructed using the mean from the raw signal, and
the amplified fluctuating part of the filtered signal. The high-pass frequency of the
filter was selected based on the time period the flow is in the tunnel – any fluctuations
that occur with a period greater than this are not likely to be physically relevant.
Similarly, the low-pass frequency was selected to be above the noise floor, and the
sampling rate set at over double the cut-off frequency, 40 kHz, to ensure there is no
aliasing of the hot-wire signal. A free-stream velocity of 8m s−1 was chosen as this was
the maximum running speed resulting in the thinnest boundary layers. The free-stream
was determined by recording the speed of the flow at the center-line shortly after the
contraction, before the boundary layers merged.
The velocity magnitude across a 100mm by 200mm plane, centred ≈ 4.4m from the
boundary layer trip is shown in Figure 6.12. The boundary layer was tripped on the
top and bottom of the channel with a wire with a diameter of 2mm taped to the
surface. The flow across the floor the the tunnel is two dimensional, however the
boundary layer caused by the roof of the tunnel is not, and undulates slightly. The
cause of this is likely to be the slots in the roof which allows the traverse to move.
Importantly, the boundary layer which forms the focus of the control is unaffected.
The turbulence intensity, illustrated for span-wise fluctuations in Figure 6.14 and for
steamwise fluctuation in Figure 6.13 is also perturbed by the roof of the tunnel. The
free stream turbulence intensity of the wind tunnel is ≈ 2%, which is quite high but
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Fig. 6.14 The spanwise turbulence intensity taken across a plane of the wind-tunnel,
≈ 4.4m downstream from the boundary layer trip.
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Fig. 6.15 A schematic diagram showing the experimental set-up for the vibrometry
and photogrammetic measurements.
typical for a blow-down wind tunnel of the type used. Another important consideration
is the lack of a true free-stream, evident from Figures 6.12, 6.13 and 6.14, rather the
boundary layers on the upper and lower surfaces meet, exaggerating any turbulence
intensity measurements intended to characterise the wind tunnel. The interaction
between the two boundary layers will increase at lower flow speeds, and results in some
experimental challenges.
The calibration of the hot-wire in the wind-tunnel is complicated as the speed of the
flow it experiences is influenced by its position in the tunnel – if it is not on the
centreline the local velocity is dictated by the changing boundary layer profile as well as
the free-stream velocity. To combat this, a Pitot tube was positioned on the centerline
at the measurement position. The pressure from the Pitot tube was then used to
calibrate the pressure difference across the wind tunnel contraction for speed. This
measurement was then used to set the speed of the wind-tunnel and also the speed
when calibrating the hot-wire on the center-line. The advantage of this approach is that
the Pitot tube does not get in the way of the measurements, and the flow local to the
hot-wire is correct even if the free-stream velocity of the tunnel further upstream might
not be. The velocity of the tunnel is then controlled with a PID loop implemented
in LabVIEW using the velocity measured with the contraction as the source of the
feedback.
6.5 Performance of surface
In the previous chapter the structure was characterised and both its static and dynamic
performance was assessed. As the structure is now surfaced with a skin, the performance
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will have changed. Measuring the response of the surface to actuation is important as
it informs the frequencies and displacements at which the flow can be forced, which
determines the flow-conditions that need to be created to achieve flow control. A
measure of the out of plane displacements is also necessary. Although the structure
deforms almost exclusively in-plane, the pre-tensioned skin spans across the members
of the structure, and is therefore only kept flat through a first-order stiffening effect.
Understanding how the surface deforms is important as it directly impacts the flow.
Photogrammetric measurements of the surface were conducted using a vibrometer, and
high and low speed photography, as illustrated in Figure 6.15.
6.5.1 Static measurements
The first important consideration is that the ‘corridors’ of actuation present in the
structural analysis and visible in Figure 5.20 also occur when the surface deforms. The
surface was speckled with graphite power and photographed before and after a single
corridor was actuated using a Nikon D5200 DSLR camera mounted above the working
section. Digital image correlation (DIC) was then performed over a range of actuation
forces using ‘ncorr v1.2’ an open source 2D DIC software package implemented in
MATLAB [5]. The integration window was set at a radius of 30 pixels, chosen by
decreasing the size of the window until noise was introduced. As the strains are large,
a step-analysis was used, whereby the displacements were ramped up and intermediate
photographs where used to calculate the final deformation of the surface. The final
displacements and strains calculated are shown in Figure 6.16, overlaying a photograph
of the original undeformed surface. The wind tunnel coordinate system is also indicated.
Figure 6.16a shows how the displacement in the span-wise direction. It is clear that
the skin deforms only in the region corresponding to the actuated ‘corridor’ of the
structure. This indicates that the skin is compliant enough so that it does not influence
the manner in which the structure behaves. Also visible are the three portions of
the structure, separated by the region of surface spanning them experiencing less
displacement. The streamwise displacement is shown in Figure 6.16b. The sinusoidal
nature of the structural deformation produces alternating streamwise displacements,
however the magnitude of these is less than the spanwise displacements. Also visible
above and below the actuated region is the skin, and structure, being pulled inwards.
This is the result of the leaf spring supports allowing the structure to move slightly in
the streamwise direction. In Section 5.2, the structure is split into three sections to aim
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Fig. 6.16 The results from static DIC measurements of the surface undergoing large
displacements.
manufacture and reduce self-stress. Each of these sections are actuated in the center,
but the way they propagate displacements is not symetric – the side which is ‘pushed’
deforms slightly less than the side which is ‘pulled’. This manifests as a spike in ϵzz
between the two sections, visible in Figure 6.16e. Also clear is the slight compression
of the skin either side of the deformed structure. If the skin was not pre-tensioned, this
would result in buckling of the surface. The region of spanwise deformation confined to
the corridor visible in Figure 6.16a, produces shear strain in Figure 6.16d, as the center
of the ‘corridor’ moves while the edges are fixed in place by the adjacent ‘corridors’.
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Fig. 6.17 RMS of the spanwise velocity, when the surface is driven at a range of
frequencies.
The strain in the streamwise direction, ϵxx in Figure 6.16c forms a chequered pattern
as the displacements in Figure 6.16b impinge on the static structure above and below.
The static performance of the surface mirrors the way the structure deforms, indicating
that the addition of the thin and soft skin has a negligible impact. However, as the
surface needs to be oscillated in order to control the flow, a dynamic assessment of its
performance is needed.
6.6 Dynamic measurements
A ‘Polytech’ ‘PSV-500-3D’ vibrometer was directed at a point on the surface , via a
front surface mirror, as illustrated in Figure 6.15. The surface was forced from 0Hz
to 50Hz, and the velocity recorded. The RMS of the velocity for the same forcing
frequencies is shown in Figure 6.17. The velocity increases in a fairly linear way until
the forcing frequency reaches ≈ 43Hz and then rapidly decreases. The drop off occurs
at a higher frequency than when the structure was tested alone, as in Figure 5.23.
This is likely to be due to changes in the experimental set-up rather than any benefits
caused by the addition of the skin, which should make the surface harder to actuated by
increasing the stiffness and mass. These measurements of the surface were performed
in situ, with the aim to characterise the true behaviour of the system. Therefore,
the actuators were held rigidly, and the pneumatic tubing connecting them to the
solenoid valves was kept to an absolute minimum. The firmly attached and well aligned
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Fig. 6.18 Power spectral density (PSD) of the velocity magnitude at a point on the
surface, when the surface is actuated at a range of frequencies.
actuators perform much better than when they are connected to a load cell. The
shorter tubing also reduced any low-pass filtering effects between the electronic signal
and the delivered force. Ultimately, Figure 6.17 gives the maximum frequency the
experiment should be run, and also the velocities the surface is capable of achieving.
The full frequency response of the surface is shown as a PSD in Figure 6.18 for each of
the forcing frequencies. As expected, there is a peak at the forcing frequencies which
increases in magnitude with frequency until ≈ 43Hz, as in Figure 6.17. Similarly, there
are clear harmonics being excited of a lower magnitude. There are also oscillations at a
higher frequency ≈ 200Hz which are present regardless of the forcing frequency. When
the surface is actuated the whole working section vibrates which induces vibrations
in the front surface mirror and the clear acrylic which the laser beams have to pass
through in order to measure the surface. This in turn is likely to lead to spurious
velocity measurements from the changing angles of the optical path. As there are a
large number of separate frequencies independent of the forcing, it is more likely that a
number of things are being excited, rather than the tensioned surface. Regardless, the
actuation frequencies dominate over these higher modes in the response of the surface.
Ideally, the displacement of the surface under actuation will remain planar, something
assumed by existing work and other studies. However, the nature of the experimental
set-up means that this is not possible – the skin has to be unsupported in order
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to deform and bridge the gaps in the structure. To test the degree of out of plane
deformation, a worst case scenario was created. A small portion (6 corridors) or a
streamwise fetch of ≈ 166mm of the surface was actuated at 40Hz with full pressure,
discretising a wave with a streamwise wavenumber κx of zero. A boundary layer
with U∞ = 8m s−1 was also added so that any fluid-structure interactions could be
assessed. The measurement points, and coordinate system are shown from the view
of the vibrometer in Figure 6.19a. The ‘Polytech’ ‘PSV-500-3D’ vibrometer was then
used to measure the velocity of the surface, from which a map of RMS of displacement
can be produced, displayed in Figure 6.19b. The displacements are very limited over
the structure, but grow to a peak of 1.2mm in the region between the corridors.
This amplitude is higher than is strictly desired, being an order of magnitude greater
than the height of the viscous sub-layer of the boundary layer. It is hoped that this
undulation will have minimal effect of the boundary layer, as the displacements are
still much smaller than the span-wise deformations created by the actuators, which
therefore are expected to have the largest impact on the flow. Another consideration
is that although the out of plane displacements are very large relative to the inner
length scales of the boundary layer, they have a low spatial frequency. If the corridors
of the structure are taken to be nodes, the out of plane vibration of the skin has a
wavelength of ≈ 55mm, and 1.2mm out of plane displacement over this length might
be negligible.
Ultimately, it is not possible to differentiate the effect on the boundary layer caused
by the different components of the velocity in the work presented, instead endeavours
were make to try and minimise the out of plane velocity component during the design
and construction so that the in-plane forcing could dominate.
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The individual ‘corridors’ of the structure are actuated sequentially to discretise different
waveforms. In order to assess how well the surface performs, three different waveforms
were discritised at 25Hz and the deformations were captured with a ‘Phantom v641’
high-speed camera sampling at 1 kHz. Graphite particles were added to the surface,
and using ‘Dantec DynamicStudio’ the velocities of the surface were calculated through
cross-correlation of the images. The spanwise velocity fields were then phase averaged
to produce the images in Figure 6.20.
Each column of Figure 6.20 corresponds to a different waveform, and each row is a
different step in time. The first is a standing wave, of wavelength ≈ 55mm. The
middle is a wall oscillation, which has an infinite wavelength, and the last is a travelling
wave with a wavelength of 100mm. The underlying geometry has been superimposed,
and all the colour indicates velocity in ms−1.
The standing wave case shows alternate ‘corridors’ of the structure driven in opposite
directions, this is clear by considering the position of the structure relative to the
velocity fields. The wall oscillation case all the corridors are driven simultaneously, and
the travelling wave they are driven with a phase delay. In the wall oscillation case the
whole surface moves as one, as illustrated by the large block of colour which its not
defined by the internal geometry of the structure – this extreme condition suggests
that the surface is able to generate these waves in a somewhat continuous manner – as
long as the wavelength is greater than the spacing of the ‘corridors’ in the structure,
the surface will be able to reproduce it. The surface is not limited wavelengths which
are multiples of the ‘corridor’ spacing. This is reinforced with the travelling wave case,
where the crest of the velocity wave can clearly be seen spanning regions of the surface
not defined by the structure. In the travelling wave case the wave-front can be clearly
seen moving from left to right, indicating that the structure based on the kagome
lattice and combined with a pre-tensioned surface can successfully produce in-plane
travelling waves of spanwise velocity.
6.6 Dynamic measurements 117
−2.5
0
2.5
(a) t = 0ms
−2.5
0
2.5
(b) t = 0ms
−2.5
0
2.5
(c) t = 0ms
−2.5
0
2.5
(d) t = 8ms
−2.5
0
2.5
(e) t = 8ms
−2.5
0
2.5
(f) t = 8ms
−2.5
0
2.5
(g) t = 16ms
−2.5
0
2.5
(h) t = 16ms
−2.5
0
2.5
(i) t = 16ms
−2.5
0
2.5
(j) t = 24ms
−2.5
0
2.5
(k) t = 24ms
−2.5
0
2.5
(l) t = 24ms
−2.5
0
2.5
(m) t = 32ms
−2.5
0
2.5
(n) t = 32ms
−2.5
0
2.5
(o) t = 32ms
−2.5
0
2.5
(p) t = 40ms
−2.5
0
2.5
(q) t = 40ms
−2.5
0
2.5
(r) t = 40ms
Fig. 6.20 The phase averaged spanwise velocity of a section of the active surface
generating a standing wave, a wall oscillation (κx = 0) and a travelling wave. The
colour indicates velocity in ms−1. The position of the kagome lattice sub-structure
has been superimposed.

Chapter 7
Flow-control results
The wall forcing described and measured in the previous chapter was applied to a
turbulent boundary layer. Two experiments were conducted, the first was an initial
preliminary investigation using a single actuated module, and the second involved a
much longer actuated surface. The method for both of the experiments was the same
and is outlined below.
7.1 Method
Constant temperature anemometer (CTA) measurements of the boundary layer were
conducted with and without actuation. A single-wire Dantec boundary layer probe
was used of diameter 2.5 µm. This probe was controlled with DISA 55M analogue
anemometer system. The analogue output was then bandpass filtered from 1Hz to
20 kHz using a Krohn-Hite model 3364 filter. The raw unfiltered signal was sampled
along with the filtered signal at 40 kHz with 16 bits of resolution using a National
Instruments NI-USB-6353 data acquisition device. The filtered signal was amplified to
increase resolution of the fluctuating part of the signal, and then combined with the
mean of the unfiltered signal in post processing.
ranger finder with a resolution of 30 nm was used to measure the true wall normal
displacement. This absolute measurement meant that the probe could be easily
repositioned at the end of each run. To find this datum position, and get the hot-wire
as close to the wall as possible, a camera was positioned off to the side of the working
section, with a light above the probe to produce a shadow. The probe could then be
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(a) A full photograph used to position the
probe.
(b) An enlarged portion of Figure 7.1a show-
ing the position of the wollaston wire on the
prongs. Also visible is the shadow used to
qualitatively gauge the position relative to
the wall.
Fig. 7.1 Photographs showing the positioning of a single wire CTA probe.
stepped into position, and the datum recorded for quick reposition later. The laser
range finder had the additional advantage of negating the backlash in the traverse
gearing.
Figure 7.1 shows how the probe was positioned. The wollaston wire was soldered onto
the underside of the prongs before etching, visible in Figure 7.1b, so measurements
could be conducted very close to the wall. The minimum distance is limited by the
unetched portion of the wire, 50 µm in diameter, which helps protect the measurement
region somewhat.
The probe was positioned over one of the circular spacers as can be seen in Figure 7.1a.
Measurements of the boundary layer were then conducted with the probe moving away
from the moving wall. The small distance between the incredibly delicate CTA probe
and the oscillating surface, shown in Figure 7.1, is a testament to the performance of
the structure.
With the datum recorded, the CTA probe could be reliably positioned on the centre-
line of the tunnel for calibration. A calibration was performed between each set of
measurements. A temperature correction, based on a model for the forced convection
from an infinately long cylinder, was then applied to the second calibration as [27]
Ecorr =
(
Tw − T0
Tw − Ta
)0.5
Ea (7.1)
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where Ecorr is the corrected voltage, Ea is the sampled voltage, T0 is the ambient
temperature of the initial calibration , Ta is the ambient temperature when the
measurement was taken and Tw is the temperature of the probe, which can be found as
Tw =
a
α0
+ T0 (7.2)
where a is the probe overheat ratio, and α0 is the sensor temperature coefficient of
resistance at T0.
If the two calibrations collapsed, then the first was used to correct all the measurements
for temperature. If they did not, then the measurements were deemed erroneous and
discarded.
7.2 Preliminary flow-control results
The single module was positioned on the floor of the wind tunnel, as shown in Figure 7.2
with the wind tunnel coordinate system clearly marked. The kagome lattice structure is
clearly visible through the silicone skin. The start of the active surface was positioned
2.4m from the boundary layer trip, and applied forcing over ≈ 160mm.
The freestream velocity, or more correctly the maximum velocity was set to 5m s−1,
which produced a boundary layer with Reτ = 640 at the measurement point. The
surface was then driven to discretise a wall oscillation, a wave with zero wavenumber. It
was driven at 36Hz, corresponding to a non-dimensionalised time period of T+ = 110.
Simultaneous vibrometer measurements were taken, and the non-dimensional forcing
y
x
z
Fig. 7.2 The single module positioned in the wind tunnel with the coordinate system
shown, viewed through the clear acrylic side of the working section.
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Fig. 7.3 Non-dimensionalised boundary layer profiles taken over the active surface when
stationary and when oscillating where y+ = yuτ
ν
is the dimensionless distance from the
wall and U+ = u¯
uτ
is the dimensionless mean streamwise flow velocity.
velocity was determined to be W+ = 12. Boundary layer measurements were then
taken over at the end of the moving surface, and are displayed in Figure 7.3.
As can be seen from Figure 7.3, the CTA probe was able to measure within the viscous
sub-layer, and a linear fit was used to determine shear stress at the wall τx, and hence
the wall friction velocity. This was carried out in an iterative process, with values in
the range of 3.5 < y+ < 9 selected. The non-dimensionalisation was carried out using
the uτ specific to the boundary layer profile in question. The coefficient of friction,
defined as
Cf =
2τx
ρU2∞
(7.3)
was found to decrease by 7.5% as a result of the forcing. The linear region in Figure 7.3
is also enhanced, with the logarithmic region pushed up, mirroring the profiles seen
in existing studies [10]. The magnitude of drag reduction, while encouraging, is
significantly less than calculated with DNS with the same forcing parameters, even
when the increase in Reτ is considered. One explanation might be the imperfect nature
of the forcing, but another is that the forcing occurs over a relatively short distance.
The spacial transient, as illustrated in Figure 2.3, is significant and therefore a longer
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Fig. 7.4 An illustration of the boundary layer fitting process used to calculate τx.
actuated surface is required for the boundary layer to fully adapt to its new boundary
condition.
7.3 Flow-control results
One of the goals of the experiment was not just to try and achieve a drag reduction, but
also determine that the same trends in drag reduction with varying κx and ω exist in a
boundary layer flow. Three actuation points were therefore selected, and are displayed
on Figure 7.4a. A wall oscillation case, shown repeated due to symmetry when κx = 0
and a wave travelling with the flow and against the flow, with a wavelength of 100mm.
The U∞ was set at 6m s−1, producing a boundary layer with Reτ ≈ 1125 at the
measurement point. The frequency of actuated surface was set to 40Hz, which results
in a non-dimensional time period of T+ ≈ 100, based on the wall friction velocity
of the actuated layer at the measurement point. Vibrometer measurements of the
surface were taken simultaneously with the hot-wire measurements. The corresponding
non-dimensional forcing velocity was found to beW+ = W
uτ
≈ 12, based on the unforced
measurements. Due to problems with the pnuematic air supply only the last 1.5m of
the 3m actuated surface was powered for the measurements presented.
The boundary layer profiles corresponding to the three actuation conditions in Fig-
ure 7.4a are shown in Figure 7.6 in red, while repeated unforced measurements are
shown in blue. At forcing parameters 1 and 2 in Figure 7.5, a drag reduction of 19% is
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Fig. 7.5 A map of drag reduction at Reτ = 200 in a DNS carried out by Quadrio
et al. [41] for a range of frequencies and wavenumbers. The blue boxes indicate the
potential scope of the forcing, while the black dots indicate the measurement points.
achieved, but with the forcing parameters set to the values indicated by 3 in Figure 7.5,
there is no discernible change to the skin-friction coefficient.
As the experiment only had a limited lifespan, the experiment was only repeated 3
times, with the same outcome. The unforced boundary layer was measured a large
number of times and found to collapse when non-dimensionalised as in Figure 7.6. This
repeatability, while not necessarily indicative of the precision of the forced case, does
show the robustness of the assessment of wall shear stress τx via the linear fitting of
the sub-layer.
The measurements of drag reduction are similar both in magnitude to the results by
Gatti and Quadrio in their DNS at Reτ = 1000 displayed in Figure 2.12, indicating
that the discritised waveforms illustrated in Figure 6.20 are of a high enough fidelity
to bring about the same influence on the boundary layer.
However, there are some important considerations and differences which need to be
taken into account. The frequency of the actuated surface was kept constant at 40Hz,
which means the value of T+ = Tu2τ
ν
varies over the fetch of the oscillating wall. As the
oscillating part of the surface was 2.9m from the boundary layer trip, this is likely to
have a limited effect on the size of the Stokes’ layer relative to the sub-layer, but if
larger actuated surfaces are to be produced in the future, the actuation frequency may
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Fig. 7.6 Boundary layer measurement taken at the end of the actuated surface. Blue
lines indicate the unforced case, while the numbered red lines indicate measurements
taken at the three forcing parameters shown in Figure 7.5.
have to evolve with the boundary layer. The fact that the same levels of drag reduction
as DNS at similar Reynolds numbers when only 1.5m of the 3m active surface was
employed indicates that although the special transient is an important consideration,
it does not take as long to disappear as expected. This is important as it could save
any future investigation having to manufacture such a long surface.
It is not possible to separate the influence of the out of plane motion of the surface with
the in-plane motion on the flow, with the measurements conducted, but as out of plane
motion has been shown to generate positive drag reduction [15], it can not be assumed
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Fig. 7.7 The PSD of the velocity fluctuations at various heights in the boundary layer.
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to be detrimental to the performance of the active structure. Speculatively, any wall
motion, and associated stokes layer, which forces the boundary layer to become more
three-dimensional is likely to reduce the drag, regardless of whether the forcing involves
transverse or spanwise travelling waves, or a combination of both.
The actuation of the surface is quite violent, drawing an estimated maximum power
consumption of 4 kW, based on the characteristics of the actuators. This energy
results in large amounts of extraneous acoustic noise and vibration which unfortunately
pervades the fluctuating part of the signal. The vibrating apparatus causes increased
RMS of the flow velocity, in the frame of reference of the CTA wire. This is evident
in Figure 7.7 where the peak actuation frequency of 40Hz and its harmonics, exist
throughout the boundary layer, when any fluctuations caused by the oscillating wall
should ideally be confined to the Stokes’ layer penetration depth. The vibrations
caused by the hugely inefficient actuator make detailed statistical flow analysis hard,
as it is not possible to know if the changes in turbulent statistics are representative
of the fluctuating flow, or the apparatus, or both. Improvement to the experimental
arrangement are suggested as future work.
Chapter 8
Conclusions and future work
The work detailed in this thesis is the design, manufacture and implementation of active
surface for flow-control which exploits the deformation characteristics of a complaint
structure based on the kagome lattice. The goal of the project was to create a surface
capable of producing in-plane streamwise travelling waves of spanwise velocity under a
turbulent boundary layer, something which to date has only been achieved numerically
in channel flow [17][41] and experimentally in pipe-flow and low Reynolds numbers [2],
where forcing of this nature has been shown to dramatically reduce the skin-friction
drag, The active surface, 3m in length, was designed and built. Its performance
assessed with both static and dynamic measurements. It was found to be capable of
producing large in-plane velocities with acceptable out of plane displacements, and also
to be able to discritise travelling and standing waves at a wide range of frequencies
and wavenumbers. This oscillatory forcing was then applied with a period of T+ = 100
under a turbulent boundary layer with Reτ = 1125, in the form of waves travelling
with and against the flow, of wavelength 10 cm, and also of infinite wavelength. A
drag reduction of ≈ 20% was recoded for certain forcing parameters in line with, and
following the same trends as, existing numerical studies.
The design of the surface hinged around the development of an adaptive structure based
on the kagome lattice, coupled with a pretensioned silicone skin of negligible stiffness
and mass to create a flat plate. The optimisation of the structure involved a novel modal
approach [3] to calculate the internal aspect ratio, as well as a consideration of the
determinacy of its pin-jointed equivalent to determine where to place built-in boundary
conditions for support. Further improvements were then made with the inclusion of
optimally designed compliant boundary conditions. The dimensional design was carried
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an via an optimisation routine, aimed at maximising the deformation possible before
failure, and to also maximise the scope and Reynolds number of the fluids experiment
with use of a simple empirical boundary layer models. The structure was manufactured
and tested, both statically and dynamically, and shown to perform well, agreeing with
finite element models.
The goals of the project, itemised in Chapter 1 can be considered and favourably
compared with the specific conclusions and outcomes of the work, given as
• A new way to consider rigid jointed structures for actuation has been developed [3],
with a scheme for accounting for geometrically non-linear effects also given.
• This new tool was successfully used in the optimisation of a compliant structure
based on the kagome lattice geometry.
• The structure was further optimised to match a flow-control experiment, with
boundary condition locations specified and compliance added to greatly improve
the performance of the structure under actuation.
• This design was then successfully manufactured, and assembled into a module
housing the pneumatic actuators and control electronics.
• A single module was tested statically and dynamically, performing as designed,
matching finite element analysis and the goal of the optimisation.
• The structure was then paired with a pre-tensioned membrane skin, manufactured
in-house using a novel method of generating known striations in the unset silicone
mix.
• The active surface, comprising the skin, the structure and actuation mechanism,
were measured under actuation and found to perform as designed – capably
discretising in-plane waveforms of variable length at frequencies in excess of
40Hz.
• Both a small and a large surface were constructed using the modules, and were
using as the basis of a flow control experiments which achieved a maximum drag
reduction of 20%.
• The trend and magnitude of drag reduction matched the existing work of Gatti
and Quadrio [17].
Ultimately, complex in-plane forcing, in the form of travelling waves, has been suc-
cessfully produced over a fetch of up to 3m using novel, both in terms of design and
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execution, compliant structures based on the kagome lattice geometry to achieve large
turbulent skin-friction drag reductions in a wind tunnel experiment, corroborating
existing work.
8.1 Future work
There are a number of areas of future work, both in terms of the structural analysis
and the fluid experiment. The novel modal structural design tool, building on the
work of Pellegrino [39], could be extended to include an analytical model for the
tangential stiffness. This addition would greatly improve the efficiency of considering
the non-linear displacement of the modes.
The results from the fluids section were hampered by large vibrations from the actuators.
The surface was designed not to resonate so a range of frequencies and forcing parameters
could be explored, however this resulted in large amounts of power being required to
drive the surface. In future work, significant improvements to the experimental set-up
could be made with the use of a resonant surface, excited electromagnetically. Various
non-dimensional forcing parameters could then be explored by changing the nature of
the flow, rather than changing the actuation frequency.
A careful assessment of the length of the spacial transient of the forcing is also
required, either experimentally or numerically. With this known, future experimental
investigation could be greatly facilitated a large active surfaces will not have to be
made, powered and controlled. The results presented agree with the existing body
of research, indicating that large drag reductions are achievable when a turbulent
boundary layer is forced in this way, however the exact process by which this comes
about is not fully determined. It might be more efficient for future work to look at a
much small region of forcing in detail to prioritise understanding the processes and
mechanisms by which the Stokes’ layer interacts with the steady boundary layer, over
achieving a drag reduction experimentally. The use of time resolved stereo particle
image velocimetry (PIV), and the planar data it could deliver might offer greater insight
into the action of the forcing on the turbulent structures, rather than the statistical
insight a point measurement delivers. As always, increasing the Reynolds number,
either through velocity or streamwise distance, into the regime beyond the capabilities
of DNS is valuable, especially as it might indicate how the drag reduction processes
scale at flight Reynolds numbers.
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