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Abstract
We study the Ginzburg–Landau equations on Riemann surfaces of arbi-
trary genus. In particular, we
– construct explicitly the (local moduli space of gauge-equivalent) solu-
tions in the neighbourhood of the constant curvature ones;
– classify holomorphic structures on line bundles arising as solutions to
the equations in terms of the degree, the Abel-Jacobi map, and sym-
metric products of the surface;
– determine the form of the energy and identify when it is below the
energy of the constant curvature (normal) solutions.
Nous e´tudions les e´quations de Ginzburg-Landau de´finies sur des surfaces
de Riemann de genre arbitraire. En particulier,
– nous construisons explicitement l’espace des modules locaux des solu-
tions (e´quivalentes par transformation de jauge) dans le voisinage des
solutions de courbure constante;
– nous classifions les structures holomorphiques dans les fibre´s en droites
qui apparaissent comme solutions de ces e´quations, en fonction de leur
degre´, de l’application d’Abel-Jacobi, et des produits syme´triques de
surface;
– nous obtenons une expression pour l’e´nergie et identifions dans quelles
conditions elle est infe´rieure l’e´nergie des solutions (normales) de cour-
bure constante.
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1 The Ginzburg–Landau Equations
Let X be a Riemann surface with a complex structure given by a hermitian
metric h and let E be a smooth, unitary line bundle over X. The Ginzburg-
Landau equations on X involve a section, ψ, and a connection one-form a
on E and are written as{
∆aψ = κ
2(|ψ|2 − 1)ψ,
d∗da = Im(ψ∇aψ),
(1.1)
where ∇a and −∆a = ∇∗a∇a are the covariant derivative and Laplacian
associated with a unitary connection form a (locally, ∇a = d+ ia ) and κ2 is
the Ginzburg-Landau parameter. The adjoints here are taken with respect
to the inner products on sections and bundle-valued one-forms, respectively,
induced by fixing a smooth hermitian inner product, k (which determines
the U(1)-structure of E) on the fibers of E and a hermitian metric, h on X
(see e.g. [12, 25]).
Equations (1.1) lie at the foundation of the macroscopic theory of su-
perconductivity. Soon after their birth, they migrated to other areas of
condensed matter physics and then to particle physics. They gave the first
example of gauge field theory, led to the Yang-Mills-Higgs equations and, to-
gether with the latter, formed a foundation of the standard model of particle
physics. (For some background, see [24, 29, 38].)
Equations (1.1) are the Euler-Lagrange equation of the Ginzburg-Landau
energy functional
E(ψ, a, h) = ‖∇aψ‖2 + ‖da‖2 + κ
2
2
‖(|ψ|2 − 1)‖2. (1.2)
On R2 (the cylindrical geometry, in the physics literature), equations
(1.1) are translation, rotation and gauge invariant (see (1.13) below). How-
ever, for low magnetic fields, its ground state - the solution with the lowest
energy per unit area (see below) - turns out not to be gauge - translation
invariant. This was discovered by A.A. Abrikosov who suggested that for
Type II superconductors it has the symmetry of a lattice.
The Abrikosov’s prediction was confirmed in experiments and was rec-
ognized by a Nobel Prize. The corresponding state is called the Abrikosov,
or vortex, lattice. As alluded above, it is the ground state for Type II su-
perconductors. This phenomenon is related to the one of the crystallization
and proving the vortex lattice solutions are ground states is a major open
problem.
The Abrikosov solutions can be reformulated as solutions of (1.1) on a
flat torus. Hence, mathematically, it is natural to go one step further and
consider (1.1) on an arbitrary smooth Riemann surface. (On the physics
side, one can imagine superconducting thin membranes with surfaces of
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higher genera. In this case, (1.1) would have to be modified, but the present
mathematical theory would still apply.)
We fix a genus g Riemann surface with a fixed homology basis (referred
to as a marking). Recall that a hermitian metric, h, determines the Rie-
mann metric, volume form (as the real and imaginary parts of h) and the
complex structure (relating the first two). We allow h to vary keeping the
complex structure fixed within its conformal class. By a solution of (1.1)
we understand the triple (ψ, a, h), (or the equivalence classes - or moduli -
of such triples related by the gauge transformation, see below).
To fix ideas, in what follows, we allow variations of Hermitian metrics
only along a family, h = rh′, r > 1, where h′ is an arbitrary fixed metric.
To formulate our result, we need some notation and definitions:
The curvature of a connection a is defined as Fa = da and a connection
a on E is said to be of constant curvature iff Fa is of the form Fa = bω,
where b is a constant and ω is the symplectic volume form on X. By the
Chern-Weil relation (see (2.1) below), b = 2πn|X| , where |X| denotes the total
area of X;
deg(E) denotes the degree (a topological invariant with values in Z) of
E; we assume E has the degree n and denote this topological bundle, unique
up to homeomorphism, by En.
Acc,n denotes the space of constant curvature unitary (with respect to
k) connections on En;
H rn and
~H r denote the order r Sobolev spaces of sections of En and
co-closed (i.e. d∗α = 0) one-forms, α ∈ Ω1 (for r < 1, the derivative d∗α is
defined in the weak sense);
O1 and O2 stand for error terms in the sense of the norms in H 2 and
~H 2, respectively.
The main results of this paper can be summarized as follows
Theorem 1.1. Let 1 ≤ n ≤ g and ac ∈ Acc,n be a regular value of the
Abel-Jacobi map Φ (see (1.14) below). Assume r is close to 2πn/|X| and
(r − b)(κ2 − κ2c(ac)) > 0. (1.3)
with κ2c(a
c) defined below. Then the space, H1hol, of holomorphic sections
of the holomorphic bundle corresponding to ac (see Theorems 1.6 and E.1
below) has the dimension 1; the Ginzburg–Landau equations (1.1) on En
have the branch of solutions
(ψs, as, rs) =
(
sφ+O1(s3), ac +O2(s2), 2πn/|X| +O(s2)
)
, (1.4)
where φ = gφˆ, with g a gauge transformation (constructed explicitly) and
φˆ ∈ H1hol, normalized as ‖φ‖2H 2/|X| = 1, and s ∈ R is given by the equation,
with β(ac) defined below,
s2 =
κ2(r − b)
β(ac)(κ2 − κ2c(ac))
+O(κ4(r − b)2); (1.5)
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up to gauge equivalence, these are the only solutions in H 2 × ~H 2 ×R in a
small neighbourhood of the solution branch {(0, ac, r) : r > 0}.
Note that (1.3) follows from (1.5). Taking s = 0 in (1.4) gives a normal
solution (0, ac, h). In fact, it is well known, see e.g. [37], that
(0, a, h) is a solution of (1.1) on En iff a ∈ Acc,n (1.6)
The solution (0, a, h), where a is a constant curvature connection on E,
will be called the normal state (irreducible solution in some mathematics
literature).
Now, we define the Abrikosov function β(ac) and the parameter threshold
κc(a
c), ac ∈ Acc,n, used in the theorem, by:
β(ac) := min
φ∈Null ∂′′
ac
, 〈|φ|2〉=1
〈|φ|4〉, (1.7)
where ∂′′a stands for the (0, 1)−part of the unitary connection ∇a, and 〈f〉 :=
1
|X|
∫
X f , and
κc(a
c) :=
√
1
2
(
1− 1
β(ac)
)
(1.8)
Note κc(a
c) < 1/
√
2 and recall that κ = 1/
√
2 is the self-duality point (see
e.g. [24]).
β(ac) is invariant under the gauge transformations (see Proposition 1.4
below) and therefore is in fact defined on the space of holomorphic structures
on En (see Theorem E.1 of Appendix E).
Furthermore, if ac ∈ Acc,n is a regular value of the Abel-Jacobi map Φ,
then Null ∂′′ac is one-dimensional (see Proposition 1.7) and
β(ac) := 〈|φ|4〉, (1.9)
with φ ∈ Null ∂′′ac and normalized as 〈|φ|2〉 = 1.
For a review and references in the torus case see [33]. For general compact
Riemann surfaces, the existence of solutions of (1.1) for κ = 1/
√
2 (the
(anti)self-dual case) was shown in [6, 7, 8, 9, 17] (see also [28], the results of
[6, 7, 8, 9] apply actually to the Yang-Mills-Higgs equations).
Furthermore, [30] (see also [31]) gives the existence proof by the varia-
tional technique, which by its nature is not constructive.
Theorem 1.1 reveals that the structure of the solution depends crucially
on whether the corresponding line bundles have holomorphic sections and,
if they do, on the dimension of the space they span.
Our next result addresses the question of the energy of the bifurcating
solution.
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Theorem 1.2. Let b = 2πn|X| . We have, under the conditions of Theorem
1.1,
1
|X|E(ψs, as) =
κ2
2
+(2πn)2− 1
2
κ4(r − b)2
β(ac)(κ2 − κ2c(ac))
+O(κ6(r−b)6), (1.10)
Note that κ
2
2 +(2πn)
2 is the energy of the normal state (0, a1) per unit area.
Corollary 1.3. We have for s sufficiently small
E(ψs, as) < E(0, ac) ⇐⇒ κ2 > κ2c(ac), (1.11)
inf EE(ψ, a) < inf EE′(ψ′, a′) ⇐⇒ β(ac) < β((ac)′). (1.12)
We say that a solution u∗ = (ψ∗, a∗) is stable iff HessE(u∗) ≥ 0. It
follows from our results on the linearized problem (see Proposition 4.1 and
Eq (5.9)), see also [30], that the solution (0, a, h), where a is a constant
curvature connection on E with Fa =
2πn
|X| ω, is stable iff |X| ≤ 2πn/κ2.
Following the Hessian computations in [32], one can show that (ψs, as, rs)
is stable iff rs ≥ 2πn/|X|.
We discuss Theorem 1.1 and its proof. We begin with a key fact that
(1.1) is a gauge theory. In particular, it has the gauge symmetry, which can
be formulated as following proposition which can be checked directly.
Proposition 1.4. If g : E → E′ is a U(1)-equivariant isomorphism of
smooth line bundles over a Riemann surface X and (ψ, a) solve (1.1) on E,
then
T gaugeg (ψ, a) = (gψ, a + ig
−1dg) (1.13)
is a section and connection pair on E′ and it solves (1.1) on E′.1
For E′ = E maps (1.13) are called the gauge transformations. We use
the latter term for general g : E → E′. For E′ = E, the above means
that a single solution is simply a representative of an infinite dimensional
equivalence class of solutions. Therefore when we describe a solution with
some property, we mean that this property holds up to a gauge equivalence
(with E′ = E).
Topologically equivalent classes of smooth line bundles over a Riemann
surface are determined by their degree with values in Z. However, a bundle,
E ≡ En, of a given degree n may be given a variety of distinct holomorphic
structures.
A unique equivalence class of holomorphic structures on En is determined
by ∂′′ac (see Appendix E, Theorem E.1) and a
c ∈ Acc,n.
We derive Theorem 1.1 from some general facts from the theory of Rie-
mann surfaces presented below and the following key result:
1If general, if g : E → E′ is an isomorphism of smooth line bundles over a Riemann surface X ,
then for any section and connection pair, (ψ, a) on E, (gψ, a+ig−1dg) is a section and connection
pair on E′.
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Theorem 1.5. Let ac ∈ Acc,n and assume the space Null ∂′′ac is one-dimensional.
Then the statement of Theorem 1.1 is true.
Theorem 1.5, and therefore Theorem 1.1, could be readily generalized to
the case when the space Null ∂′′ac is odd-dimensional.
We now consider the dimension of the space Null ∂′′ac . On the first step,
we use the following result, which is a constructive version of known results
(see Appendix E, Theorem E.1 (i)):
Theorem 1.6. There is a smooth, invertible map from U(1) bundles with
unitary connections onto holomorphic bundles with complex connections and
compatible hermitian metrics, which maps the former connections into the
latter ones. This map is constructed explicitly.
We give a hands on proof of this theorem in Appendix C.
By Theorem 1.6, the space Null ∂′′ac is isomorphic to the space of holo-
morphic sections of the holomorphic bundle corresponding to ac. We say
a holomorphic structure, or its corresponding connection, ac, is admissible
if the kernel of ∂′′ac is exactly one-dimensional.
2 We will give a complete
classification of the space of admissible connections including
1. determinaion of its degree range n (Proposition 1.7);
2. its description as an analytic moduli space (Corollary 1.8);
3. explicit formulas for the elements of Null ∂′′ac in terms of normalized
differentials of the third kind (Appendix F).
This detailed classification is based entirely on classical results, though
their application here to the Ginzburg-Landau equations is novel. This will
be explained below. We now state our principal classification.
Proposition 1.7. The following statements give a complete classification
of admissible connections and the possible degrees of their associated line
bundles.
(i) For either n < 0 or n > g, there are no admissible holomorphic
structures ac.
(ii) For 1 ≤ n ≤ g, a holomorphic structure ac ∈ Acc,n is admissible if
and only if it corresponds to a regular value of the Abel-Jacobi map Φ (see
(1.14) below) restricted to X(n).
(iii) For n = 0, only the trivial bundle supports admissible connections
and φ in this case may be gauge transformed to a unitary constant, c with
|c| = 1.
In the first statement, n < 0 is ruled out because if a line bundle had a
holomorphic section, its divisor of zeroes would be of non-negative degree
2In the physics literature such connections are called non-degenerate.
Ginzburg–Landau equations on Riemann surfaces, April 23, 2019 7
which is the same as the degree, n, of the bundle. Hence, one must have
n ≥ 0.
For n > g, Riemann’s inequality states that h0(X,E) := dimH0(X,E)
satisfies h0(X,E) ≥ n− g+1 > 1 which is not admissible. Hence. one must
have n ≤ g.
The second statement follows from Abel’s theorem as discussed in Ap-
pendix E. For the last statement, meromorphic sections of a degree zero
bundle have the same number of zeroes as poles. Hence a global holomor-
phic section has no zeroes and so the bundle must be trivializable.
Let X(n) denote the n-fold symmetric product of X with itself (this is a
smooth, compact complex manifold, in fact a projective algebraic variety, of
complex dimension n). The main ingredient in the proof of Proposition 1.7
is the Abel-Jacobi map, Φ, extended naturally to X(n) and defined there as
Φ : X(n) → Jac(X) := Cg/Λ,
P1 + ·+ Pn →
n∑
k=1
∫ Pk
P0
~ζ, (1.14)
where ~ζ = (ζ1, . . . , ζg) is a basis for the space of holomorphic differentials on
X, normalized with respect to a canonical homology basis, a1, . . . , ag; b1, . . . , bg,
meaning
∮
aj
ζk = δjk, and Λ is the rank 2g lattice generated by the periods,
δjk and τij =
∫
bj
ζi, of ~ζ. The map depends on the choice of basepoint P0,
but for various P0’s, differs only by a translation in Jac(X) under a change
of this basepoint.
The set of admissible connections ac, of degree n, has the structure of
a complex manifold which can be described in terms of the Abel-Jacobi
image, Wn := Φ(X
(n)) ⊂ Jac(X), which is an analytic (in fact algebraic)
subvariety of Jac(X) (see Appendix E). Denote by Wn,smooth the set of the
regular values of Φ inWn. The singular points ofWn correspond precisely to
the holomorphic structures on E for which h0(X,E) > 1. Again this follows
from Abel’s theorem [14], III.11.12. So we have
Corollary 1.8. The space of holomorphic line bundles with the underlying
smooth bundle E and having one-dimensional spaces of holomorphic sections
is parametrized by the complex sub-manifold Wn,smooth ⊂ Jac(X). Since it
is the set of regular values of Φ, by Sard’s theorem, this latter space is an
open dense submanifold of Wn.
Theorems 1.6 and 1.5 and Corollary 1.8 imply Theorem 1.1. (Theo-
rem 1.6 connects the original U(1)−bundle considered in Theorem 1.5 to a
holomorphic one from the space described in Corollary 1.8.)
Remark 1.9. There is a one-to-one correspondence between homomor-
phisms of E and sections of line bundles: a homomorphism E → E′ is a
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section of the line bundle E′ ⊗ E−1 and a section, g, of a line bundle J
defines the homomorphism g : E → E′ := J ⊗ E.
Theorem 1.1 can be formulated and proved entirely on the trivial bundle,
E˜ := X˜×C, over the universal cover, X˜ , of X. While the approach taken in
this paper is more economical, its uniformized version is more explicit. We
present some details in Appendix A.
The second reason in pursuing the uniformized approach is that it offers
a much more general definition of the (dynamical) stability solutions of the
(lifting of the) GLE (1.1), which disrupts the relation between the descrip-
tion on X and its universal cover X˜ (see Proposition A.2). This will be
explained in more detail elsewhere.
Considering a family, h = rh′, r > 1, of Hermitian metrics, it is conve-
nient to rescale the Ginzburg-Landau equations (1.1) to the fixed hermitian
metric, h′. Then (1.1) rescale to the form
{
−∆aψ = (µ − κ2|ψ|2)ψ,
d∗da = Im(ψ∇aψ),
(1.15)
where µ := κ2r (see Appendix B.1). From now on, we consider (1.15), with µ
an arbitrary positive number, and omitting the prime, the hermitian metric
h.
The paper is organized as follows. After a preliminary Sections 2 and
Section 3, we prove Theorem 1.5, in Sections 4 and 5, with some technical
derivations given in Appendix D. In Section 6 we prove Theorem 1.2.
In Appendix A we present an approach to the problem on the universal
cover of X and in Appendices C and E and F, we prove Theorem 1.6 and
discuss the proof of Proposition 1.7 and an explicit form of Corollary 1.8,
respectively.
We also have Appendix G, which gives some additional results not used
in the proofs and comments.
2 Flux quantization
We have the following well-known result (the magnetic flux quantization or
the Chern-Weil relation):
Theorem 2.1. If E is a line bundle on X, with a connection a, then
1
2π
∫
X
Fa = deg(E) ∈ Z, (2.1)
where deg(E) is the degree of E.
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c1(E) :=
1
2π
∫
X Fa is called sometimes the first Chern number. It can be
defined in terms of the automorphy factor of X, see [20].
Now, suppose ∇a is a connection of constant curvature on E. Then, by
(2.1), we have
b =
1
|X|
∫
X
Fa = 2πc1(E)/|X| = 2πn/|X|. (2.2)
where |X| is the area of X. For the hyperbolic metric the Gauss-Bonnet
formula gives that |X| = 2π(2g − 2). This, together with (2.2), gives
b = n/(2g − 2). (2.3)
3 The normal branch of solutions
For reference reason we present the next well-known fact (see e. g. [23],
Proposition 4.2.2 and [13], Sect 2.2.1, page 50) as
Lemma 3.1. Any constant curvature connection, a, on E is of the form
a∗ + β, where a∗ is a fixed constant curvature connection on E and β is a
closed one-form, dβ = 0.
Next, the important statement (1.6) is implied by the following
Lemma 3.2. a is an constant curvature connection on E iff it satisfies the
(Maxwell) equation
d∗da = 0. (3.1)
Consequently, the triple (0, a, µ) solves the Ginzburg-Landau equations (1.15)
for every constant curvature connection a and every µ > 0, which proves
(1.6).
Proof. Let ∗ be the Hodge star operator (the properties ∗ are listed in (B.2)).
Using the relation d∗ = (−1)k ∗ d∗ on k−forms, we find d∗da = − ∗ d ∗ da.
If ∗da = b for some constant b, then d∗da = − ∗ db = 0.
Conversely, if d∗da = 0, then df = 0, where f := ∗da is a function on X,
which implies that f is constant.
Recall that we call the branch {(0, a, µ) : a is a constant curvature con-
nection and µ > 0} of solutions of the Ginzburg-Landau equations (1.15),
the normal (or constant curvature) branch. We will bifurcate from this
branch.
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Let Ω1c be the subspace of real (smooth or square integrable) closed one-
forms on X with values in E∗n. Lemma 3.1 implies that the space, Acc,n, of
constant curvature connections on En is of the form
Acc,n = an +Ω1c , (3.2)
where an is a fixed constant curvature connection on En. By (2.1), da
n =
2πnω.
4 The linear problem
The first step in the bifurcation analysis is to investigate the linearized equa-
tions.
We linearize the Ginzburg-Landau equations (1.15) at the solution (0, an),
where an is a constant curvature connection on En (see Lemmas 3.2 and 3.1),
to obtain the pair of equations
−∆anφ− µφ = 0, d∗dα = 0, (4.1)
on X. Our goal is to solve these equations. We begin with the first equation.
We decompose, as usual, the unitary connection ∇a as ∇a = ∂′a + ∂′′a ,
where ∂′a : Ω
p,q → Ωp+1,q and ∂′′a : Ωp,q → Ωp,q+1 (cf. Section A.3). We show
Proposition 4.1. Let an be a connection of the constant curvature, Fa =
bω (b = 2πn|X| ). Then the operator −∆an has purely discrete spectrum, is
bounded below as −∆an ≥ b and b is the smallest eigenvalue of −∆an iff
Null ∂′′an 6= ∅. More precisely,
Null(−∆an − b) = Null ∂′′an . (4.2)
The value µ = b is a bifurcation point for our problem. More precisely,
if Null ∂′′an 6= ∅, then Null(−∆an − b) = ∅, if µ < b, and Null(−∆an − b) 6= ∅
if µ = b.
The statement that the operator −∆an has purely discrete spectrum is
a standard consequence of the condition that X is compact. The rest of
Proposition 4.1 follows from the following Weitzenbo¨ck-type formula or har-
monic oscillator representation, which was proven in [34] and whose simple
proof is presented in Appendix D.
Proposition 4.2.
∂′′a
∗
∂′′a =
1
2
(−∆a − ∗Fa). (4.3)
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Since ∗Fan = b, this proposition implies Proposition 4.1.
This finishes the first equation in (4.1). For the second equation in (4.1),
let Ω1harm be the subspace of real (smooth or square integrable) one-forms
on X with values in E∗n, which are harmonic, i.e. satisfying
dβ = 0, d∗β = 0. (4.4)
Then, by Lemma 3.2, the definition of ~H 2 and the integration by parts
(〈β, d∗dβ〉 = ‖dβ‖2), we have
Corollary 4.3.
Null d∗d
∣∣
~H 2
= Ω1harm. (4.5)
Remark. Let H1dR(H,R) be the first de Rham cohomology group. Then
we have the following standard result (which follows from the Hodge decom-
position theorem)
Ω1harm(X,R) ≈ H1dR(X,R), (4.6)
where ≈ stands for the isomorphism identifying elements of Ω1harm(X,R)
with equivalence classes of H1dR(X,R).
5 Bifurcation analysis
We define the spaces, L 2n and
~L 2, of L2−sections of En and (weakly) co-
closed L2−one-forms on X (with values in End(En)) and let H sn and ~H sn
be their natural Sobolev versions.
We look for solutions of the Ginzburg–Landau equations, (1.15), in the
form (ψ, an + α), where (ψ,α) ∈ H 2n × ~H 2n . Using (3.1) (d∗dan = 0), we
rewrite (1.15) as{
−∆an+αψ + (κ2|ψ|2 − µ)ψ = 0,
d∗dα− Im(ψ∇an+αψ) = 0.
(5.1)
Our strategy is, following [36, 10], to solve first the following modified equa-
tion
F (ψ,α, µ) = 0, F : H 2 × ~H 2 × R+ → L 2n × ~L 2n,σ, (5.2)
F (ψ,α, µ) = (−∆an+αψ + (κ2|ψ|2 − µ)ψ, d∗dα− Pco−cloJ(ψ,α)),
(5.3)
where J(ψ,α) := Im(ψ∇an+αψ) and Pco−clo is the orthogonal projection in
the space of real square integrable one-forms onto the subspace of real co-
closed one-forms, Ω1c∗. Then we go from (5.2) back to the original system
(5.1) using the following proposition and its corollary:
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Proposition 5.1. Assume (ψ, a) solves the first equation in (5.1). Then
J(ψ, a) is a co-closed one-form (i.e. d ∗ J = 0).
Corollary 5.2. A solution (ψ,α, µ) to (5.2) solves also (5.1).
Proof of Proposition 5.1. Given a base point z0 ∈ X˜ and a closed form β on
X, we define the family of maps
g˜s(z) ≡ g˜(z)s, g˜(z) ≡ g˜z0,β(z) := ei
∫ z
z0
β˜
: X˜ → U(1), (5.4)
where β˜ is a lift of β to X˜ and
∫ z
z0
β˜ is the integral of β˜ over a path, cz0,z, in
X˜ from z0 to z. Since β is a closed one-form, these maps are independent
of the choice of paths cz0,z from the same homotopy class, are differentiable
and satisfy
g˜s(γz) = g˜s(z)σ
′
s(γ), σ
′
s(γ) := e
i s
∫
γ
β ∈ Hom(Γ, U(1)). (5.5)
Here
∫
γ β is a period of β. (For the last equation, we have g˜s(γz)g˜s(z)
−1 =
ei s
∫ γz
z
β˜ = ei s
∫
γ
β. For more details, see [15], Theorem 10.13.)
As a consequence of the last equality, the maps g˜s(z) descend to sections
gs of a line bundle over X with fibers isomorphic to U(1), which satisfy
g−1s dgs = isβ.
The sections gs generate the gauge transformations and the rescaled
Ginzburg-Landau energy functional
E(ψ, a, h) = ‖∇aψ‖2 + ‖da‖2 + κ
2
2
‖(|ψ|2 − µ/κ2)‖2. (5.6)
is invariant under these transformations: E(ψ, a) = E(gsψ, a+ ig−1s dgs). We
differentiate the last equation with respect to s at s = 0, to obtain
Re〈∇aψ,∇a(ln gψ)〉 + 〈(κ2|ψ|2 − µ)ψ, ln gψ〉
+ 〈d∗da− J(ψ, a), β〉 = 0, (5.7)
Assume β is exact (and therefore its periods vanish). Then we can write
g = eif , where f is a real (single-valued) function on X and integrating by
parts in the first term and using da = dα and 〈d∗dα, β〉 = 〈dα, dβ〉 = 0, we
find
Re〈−∆aψ + (κ2|ψ|2 − µ)ψ, ifψ〉 − 〈J(ψ, a), β〉 = 0. (5.8)
This, together with the first equation in (5.1), implies 〈J(ψ, a), β〉 = 0. Since
the last equation holds for any exact form β, we conclude that J(ψ, a) is
co-closed.
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Thus, by Corollary 5.2, it suffices to solve the equation F = 0, with F
given in (5.3). Let u := (ψ,α). The map, F (u, µ), has the properties (a)
F is C2; (b) F (T gaugeη u, µ) = F (u, µ) and (c) F (0, µ) = 0,∀µ, and therefore
(0, µ) is a trivial branch of solutions to F (u, µ) = 0.3
Clearly,
dF (0, µ) = (−∆an − µ)⊕ d∗d. (5.9)
By Proposition 4.1, Null(−∆an − b) = Null ∂′′an and by (4.5), we have
Null ~H 2 d
∗d = Ω1harm. Hence the null space, Kµ, of dF (0, b) is
Kµ =
{
Null ∂′′an × Ω1harm if µ = b,
{0} × Ω1harm if µ < b.
(5.10)
We define P to be the projection on Kb and let P
⊥ = 1−P . By (5.10) and
the definition of P⊥, dwP
⊥F
∣∣
w=0
= P⊥dwF
∣∣
w=0
is invertible on RanP⊥.
Now, we perform Lyapunov-Schmidt reduction:
PF (v + w,µ) = 0, (5.11)
P⊥F (v + w,µ) = 0, (5.12)
where v := P (ψ,α) and w := P⊥(ψ,α). Since dwP
⊥F
∣∣
w=0
is invertible on
RanP⊥, provided v and µ− b are sufficiently small, we can use the implicit
function theorem to find a unique solution, w = w(v, µ), for (5.12) (again
provided v and µ− b are sufficiently small).
By the assumption of Theorem 1.5, ∂′′an has a non trivial one-dimensional
kernel. Let φ be the unique (modulo gauge transformations) solution to the
equation ∂′′anφ = 0. We assume φ is normalized, i.e. ‖φ‖ = 1. Observe that
v ≡ v(s, µ) := P (ψ,α) = (sφ, β), (5.13)
where s = 〈φ,ψ〉 and β is the projection of α onto Ω1harm. So that the solution
to (5.12) can be written as w = w(s, β, µ), with (s, β, µ) in a neighbourhood
of (0, 0, b).
To estimate w(s, µ), we decompose P⊥F into the linear and nonlinear
components, P⊥F (v+w,µ) = L⊥w+N(v,w), and rewrite (5.12) as the fixed
point problem w = −(L⊥)−1N(v,w). Then using estimates on N(v,w) and
its derivatives, it is not hard to show that, for (s, µ) in a neighbourhood of
(0, b),
∂νw(s, β, µ) = (O(s3), O(s2)), ∀ν, (5.14)
3In fact, there is a larger trivial branch of the form (ψ = 0, β, µ), where β ∈ Ω1harm, but we
will avoid using the latter.
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where ∂ν is a derivative of the order ν in s, β, µ (recall that β ∈ Ω1harm, a
finite dimensional vector space) and O(sk) stands for a remainder, which is
uniformly bounded, together with its derivatives in µ, by Csk.
Substituting the solution w = w(s, β, µ) to (5.12) into equation (5.11),
we arrive at the equation
PF (s, β, µ) = 0, F (s, β, µ) := F (v(s, β, µ) + w(s, β, µ), µ). (5.15)
This equation has the U(1) symmetry in s: for α constant, we have
PF (eiαs, β, µ) = eiαPF (s, β, µ).
Let F = (F1, F2) and Pharm be the the second component of the projec-
tion P , i.e. the orthogonal projection onto Ω1harm. By the definition of P , the
equation PF (s, β, µ) = 0 is equivalent to the equations 〈φ, F1(s, β, µ)〉 = 0
and PharmF2(s, β, µ) = 0. By (5.13) and (5.14), ψ = sφ + O(s
3) and
α = O(s2). Using this, we expand Fi(s, β, µ) in s to the leading order:
F1(s, β, µ) = s(−∆an+β − µI)φ+O(s3), (5.16)
F2(s, β, µ) = |s|2[− Im(φ¯∇anφ) + |φ|2β] +O(s4). (5.17)
In the next proposition, we show that the leading term on the r.h.s. of (5.17)
drops out. Recall the decomposition ∇a = ∂′a + ∂′′a .
Proposition 5.3. Let an be a constant curvature connection on En and φ
is a solution to ∂′′anφ = 0. Then J(φ, a
n) is co-exact and consequently
Pharm Im(φ¯∇anφ) = 0. (5.18)
Proof. Using that ∇a = ∂′a + ∂′′a and that φ is a solution to ∂′′anφ = 0, we
find
Im(φ∇anφ) = Im(φ[∂′an + ∂′′an ]φ) (5.19)
= Im(φ∂′anφ). (5.20)
Next, we can proceed either locally or by lifting to the universal cover and
using ∇A = ∂′Ac + ∂′′Ac , where Ac := 12(A1 − iA2)dz, ∂′Ac = ∂ + iAc and
∂′′Ac = ∂ + iA¯c = −∂∗Ac (see Appendix A.1 and equations (A.8) and (A.9)).
We take the former route.
Using that φ∂φ = ∂|φ|2 − φ∂φ, we find φ∂′anφ = ∂|φ|2 − φ(∂ − ian)φ =
∂|φ|2. Next, Im ∂f = 12 ∗ df (to see this we recall that locally or on the
universal cover, we have ∂ := ∂∂z ⊗ dz, where, as usual, ∂∂z := ∂z := (∂x1 −
i∂x2)/2, and ∗2 = −1, ∗(dx1) = dx2 and ∗(dx2) = −dx1). The last two
relations give
Im(φ∂′anφ) = Im(∂|φ|2) =
1
2
∗ d|φ|2 = −1
2
d∗(∗|φ|2) (5.21)
Hence J(φ, an) is co-exact.
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Hence using (5.16) - (5.17), (5.18), ∆an+βφ = ∆anφ+O(sβ) and (−∆an−
b)φ = 0, we find
PF (s, β, µ) =
(
O(sβ)+s(µ− b)φ+O(s3), (5.22)
|s|2Pharm(|φ|2β) +O(s4)
)
. (5.23)
Recall that Ω1harm is a 2g−dimensional space. We fix an orthonormal
basis {ωi}2gi=1 for Ω1harm so that β =
∑
i tiωi and let t := (t1, . . . , t2g). Then
P (ψ,α) = (sφ,
∑
i
tiωi).
Then the solution for (5.12) can be written in the form of w ≡ w(s, t, µ), for
s, t, µ in a neighbourhood of (0, 0, b).
Let v(s, t, µ) := P (ψ,α) = (sφ,
∑
i tiωi). Substituting the solution w =
w(s, t, µ) = (ψ⊥(s, t, µ), α⊥(s, t, µ)) to (5.12) into equation (5.11), we arrive
at the equation G(s, t, µ) = 0, where
G(s, t, µ) := PF (v(s, t, µ) + w(s, t, µ), µ). (5.24)
Let G = (G1, G2). The equations G1(s, t, µ) = 0 and G2(s, t, µ) = 0 are
equivalent to the equations 〈φ, F1(s, t, µ)〉 = 0 and 〈ωi, F2(s, t, µ)〉 = 0, i =
1, . . . , 2g, which, after using (5.22) - (5.23) and division by s and |s|2, re-
spectively, give
(b− µ)‖φ‖2 +O(|t|) +O(s2) = 0,∑
j
Bijti +O(s
2) = 0,∀i,
where Bij := 〈ωj, |φ|2ωi〉X and O(s2) stand for a remainder uniformly
bounded, together with its derivatives in t, µ, by Cs2. Clearly, the ma-
trix Bij is strictly positive and therefore is invertible. Hence, by the implicit
function theorem, the latter system of equations has a unique solution for
(µ, t) of the form
µ = b+O(s2), t = O(s2). (5.25)
Thus, equation (5.15) (or G(s, t, µ) = 0) has a solution for µ and t as a
function of s. Together with the previous conclusion, this gives the solution
to the equation F (u, µ) = 0 for u := (ψ,α), µ and t in terms of s. Thus we
have proven
Proposition 5.4. For s sufficiently small, the equation F (u, µ) = 0 has a
family of solutions of the form us = (sφ+O(s
3), O(s2)), µs = bκ
2 +O(s2).
By Corollary 5.2, us solve (5.1).
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Therefore (1.15) has a solution of the form (1.4) with the properties
stated in Theorem 1.1, i.e. that the new solutions bifurcate from the trivial
one. Next, we prove (1.5). It will follow from
Proposition 5.5. Let b := 2πn/|X|. The bifurcating solutions, (ψs, as, µs),
constructed in Proposition 5.4, have the following expansions
ψs = sφ+O(s
3), as = a
n+s2a1+O(s
4), µs = bκ
2+s2µ1+O(s
4), (5.26)
where the first and the second remainder are understood in the sense of the
norms in H 2n and
~H 2n , respectively (with the first and second derivatives of
the remainders obeying similar estimates). Moreover, φ, a1 and µ1 satisfy
the equations
−∆anφ = bφ and da1 = 1
2
∗ (1− |φ|2), (5.27)
and
µ1 =
[
1
2
+
(
κ2 − 1
2
)
β(an)
]
, (5.28)
where β(an) is the Abrikosov function given by (1.9).
Proof. The Lyapunov-Schmidt arguments of the main proof (more precisely,
the equations w = −(L⊥)−1N(v,w), N = (N1, N2) and N2 = −J(ψ,α))
give (5.26). Plugging (5.26) into (1.15) and taking s → 0 gives the first
equation in (5.27) and
d∗da1 = Im(φ¯∇anφ). (5.29)
This together with (5.21) gives d∗(da1 +
1
2 ∗ |φ|2) = 0. Hence
da1 = h− 1
2
∗ |φ|2, (5.30)
where h is a two form obeying d∗h = 0 and therefore h is constant. Since∫
X da1 = 0, we have h = ∗12 , which gives the second equation in (5.27).
Now we prove (5.28). First we note that by the self-adjointness of the
operator −∆a, expansions (5.26) and (−∆an − b)φ = 0 (see (5.27).
〈φ, (−∆a − µ)ψ〉 = s2[〈φ, 2ia1 · ∇anψ〉 − µ1〈φ,ψ〉] +O(s4).
Next, we multiply the first equation in (1.15) scalarly (in L2(X)) by φ, use
the above relation, substitute the expansion for ψ in (5.26) and take s = 0,
to obtain
〈φ, 2ia1 · ∇anφ〉 − µ1〈φ, φ〉 + κ2〈φ, |φ|2φ〉 = 0. (5.31)
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This expression implies that the imaginary part of the first term on the left
hand side of (5.31) is zero. (We arrive at the same conclusion by integrating
by parts - using the (gauge-) periodicity of ψ0 and a1 - and using that a1,
like α, is co-closed, i.e. d∗a1 = 0.) Therefore
〈φ, 2ia1 · ∇anφ〉 = 2i
∫
X
φ¯a1 ∧ ∗∇anφ = −2
∫
X
a1 ∧ ∗ Im(φ¯∇anφ).
Using the second equation in (1.15) in the last term and integrating by
parts, we obtain 〈φ, 2ia1 · ∇anφ〉 = −2〈a1, d∗da1〉 = −2〈da1, da1〉. Next,
using (5.27) gives furthermore
〈da1, da1〉 = 〈da1, 1
2
〈|φ|2〉 − 1
2
|φ|2〉
= −〈da1, 1
2
|φ|2〉 = −〈1
2
〈|φ|2〉 − 1
2
|φ|2, 1
2
|φ|2〉
Thus we conclude that
1
|X| ‖da1‖
2 = −1
4
〈|φ|2〉2 + 1
4
〈|φ|4〉. (5.32)
The last two relations imply
1
|X| 〈φ, 2ia1 · ∇anφ〉 =
1
2
〈|φ|2〉2 − 1
2
〈|φ|4〉.
This equation together with (5.31), the relations 〈φ, φ〉 = |X|〈|φ|2〉 and
κ2〈φ, |φ|2φ〉 = |X|〈|φ|4〉 and the definition (1.9) gives (5.28).
Eqn (5.28) fixes the parameter s uniquely up to the normalization of ψ0.
Indeed, we observe that the third equation in (5.26) implies s2 = µ−bκ
2
µ1
+
O((µ − b)2), which, together with (5.28) and the normalization 〈|φ|2〉 = 1,
yields
s2 =
µ− bκ2
(κ2 − 12)β(an) + 12
+O((µ − bκ2)2). (5.33)
This implies (1.5). This proves Theorem 1.5. 
Corollary 5.6. The unrescaled bifurcating solutions, (ψs, as, rs), con-
structed in Theorem 1.1 have the following expansions
ψs = sφ+O(s
3), as = a
n+ s2a1+O(s
4), rs = b+ s
2r1+O(s
4), (5.34)
where φ and a1 satisfy the equations in (5.27) and r1 = µ1/κ
2, with µ1 given
by (5.28).
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6 Proof of Theorem 1.2
Multiplying the first equation in (1.1) scalarly by ψ and integrating by parts
gives
〈∇aψ,∇aψ〉 = κ2
∫
X
(|ψ|2 − |ψ|4) .
Substituting this into the expression, (5.6), for the energy, we find
E(ψ, a) = −κ
2
2
‖|ψ|2‖2 + ‖da‖2 + κ
2
2
|X|. (6.1)
Using the expansions (5.34) and the facts that da1 = 2πω and 〈da1〉 = 0
gives
‖da‖2 = ‖dan‖2 + 2s2〈dan, da1〉+ s4‖da1‖2 +O(s6) (6.2)
= (2π)2|X| + s4‖da1‖2 +O(s6). (6.3)
The last two relations, together with the first equation in (5.26) and equation
(5.32), and the normalization 〈|φ|2〉 = 1 give
1
|X|E(ψs, as) =
κ2
2
+ (2π)2 − 1
2
s4[(κ2 − 1
2
)β(an) +
1
2
] +O(s6). (6.4)
This together with (5.33) implies (1.10). 
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A Analysis on the universal cover
A.1 Generalities
To lift (1.1) to the universal cover, X˜ , of X, let π1(X) act on X˜ by deck
transformations, whose group is denoted by Γ, and let ρ be an automorphy
map, i.e. ρ : Γ× X˜ → C∗ and satisfies the co-cycle relation
ρ(γ · γ′, z) = ρ(γ, γ′z)ρ(γ′, z). (A.1)
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Then any holomorphic line bundle, E over X is isomorphic to one of the
form Eρ = E˜/ρ, where E˜/ρ is a factor space according to the action of Γ
(z, ψ)→ (γz, ρ(γ, z)ψ), ∀γ ∈ Γ. (A.2)
The Chern class, c1(ρ), of ρ equals the degree of Eρ (see [20], Theorem 2a
for the definition of c1).
Pulling back the section ψ and connection form a to E˜, we arrive at the
section Ψ and connection form A on E˜, which satisfy the relations
γ∗Ψ = ργΨ, γ
∗A = A− iρ−1γ dργ , ∀γ ∈ π1(X), (A.3)
where γ∗ is the pull back of sections and connections by γ and where we
have written ρ(γ, z) ≡ ργ(z). Conversely, if Ψ and A are a section and
a connection form in E˜ = X˜ × C, then Ψ and A project to a section ψ
and a connection form a on E if and only if they satisfy (A.3), with the
automorphy factor ρ corresponding to E. Moreover, FA on E˜ descends to
Fa on E.
We say that a pair (Ψ, A) is ρ−equivariant (or gauge π1−invariant) iff it
satisfies (A.3) for some automorphy factor ρ.
For convenience of references we summarize a part of the above discussion
as
Proposition A.1. There is a one to one correspondence between sections
and connections on E and ρ−equivariant sections and connections on E˜ =
X˜ ×C (i.e ρ−equivariant functions and one-forms on X˜).
It is convenient to formulate the next property of the correspondence
(ψ, a)⇔ (Ψ, A) as an elementary proposition:
Proposition A.2. The form of equations (1.1) does not change when lifted
to the universal cover. (ψ, a) solve (1.1) on E iff its lift (Ψ, A) to E˜ solves
(1.1) on E˜.
Dealing with ρ−equivariant functions and one-forms on X˜, rather than
with sections and connections on the bundle E, is convenient because of the
global coordinates on X˜. Using this we give in Appendix C a hands-on proof
of Theorem 1.6.
Recall that, since X is a Riemann surface of the genus g ≥ 2, its universal
cover, X˜ , can be identified with the Poincare´ upper complex half plane, H,
and π1(X) with a Fuchsian group Γ (acting on H). Using the standard co-
ordinate z on H, we see that π1(X) is a subgroup of PGL(2,R) acting on H
by Mo¨bius transforms, γz = az+bcz+d , γ =
(
a b
c d
) ∈ Γ.
Recall also that PGL(2,R) is a group of isometries of H with the standard
hyperbolic metrics h˜ = (Im z)−2|dz|2. The latter generates the hyperbolic
volume form
ω =
i
2
Im(z)−2dz ∧ dz.
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Finally, recall that the character of Γ is a homomorphism σ : Γ→ U(1). We
have the following results proven in Sections A.2 and A.3.
Theorem A.3. For any n ∈ Z, the map ρn : PGL(2,R)×H→ U(1), given
by
ρn(γ, z) =
[
cz + d
cz + d
]− n
2g−2
, for γ =
(
a b
c d
) ∈ PGL(2,R), (A.4)
is an automorphy factor. Consequently, for any Fuchsian group Γ and any
character σ : Γ→ U(1), the map ρn,σ : Γ×H→ U(1) given by
ρn,σ(γ, z) = σ(γ)ρn(γ, z), for γ ∈ Γ, (A.5)
is also an automorphy factor. The Chern class of ρn,σ is c1(ρn,σ) = n.
Theorem A.4. For any n ∈ Z, the connection, An, on the trivial bundle
E˜ := H× C, given by
An =
n
2g − 2y
−1dx, (A.6)
(a) has a constant curvature with respect to the standard hyperbolic volume
form on H (FAn =
n
2g−2ω); (b) is equivariant with respect to the automorphy
factor (A.5) for any Fuchsian group Γ and any character σ : Γ→ U(1); (c)
is unique up to proper, i.e. with g = eif , f : X → R, gauge transformations.
The projection of An to En,σ gives the distinguished connection a
n,σ on
En,σ.
Remark A.5. As mentioned above one may associate to an automorphy
ρ the bundle Eρ. In fact this extends to the non-uniformized setting. The
ingredients for this are the characters σ on Γ and the degree n which we
may think of as a character on the abelian group Z. In the general setting
the automorphy factors of the uniformized case become unitary characters
on the product S = Z × Γ. There is a 1:1 correspondence between unitary
characters and holomorphic line bundles on X which gives one yet another
way to describe the Picard group:
Pic(n)(X) = group of unitary characters ρ on S restricted to c1(ρ) = n.
Hence, it is natural to label holomorphic line bundles as En,σ where σ is
a unitary character of Γ.
Because these characters take their values in an abelian group, U(1), they
only depend, on the abelianization of π1(X) which we will denote by Γabel.
As with π1(X) itself, Γabel depends on the basepoint for the paths. This ap-
pears in the explicit realizations of these characters as, for instance, in (A.4)
which depends on z, unless n = 0. However, abstractly, the abelianization
is isomorphic to the first homology group: Γabel ≃ H1(X,Z).
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Remark A.6. In the more general setting of vector bundles, characters
are replaced by representations and when c1 6= 0 one must consider repre-
sentations of central extensions of π1(X) [2]. However, in the case of line
bundles where the gauge group is abelian, the central extension splits into a
direct product of Z with π1(X); the main remnant of this extension in the
character is the degree n.
Remark A.7. 1) The description in the above theorem does not depend at
all on the complex structure of the underlying Riemann surface and therefore
serves as a very useful gauge for analyzing this problem.
2) A section g of the line bundle over X with fibers Aut(Ex) defines the
isomorphism
gEρ = Eg∗ρ, g∗ργ := (γ
∗g˜)ργ g˜
−1, (A.7)
where g˜ is a lift of a section g and we used the notation ργ(z) = ρ(γ, z). This
gives the ‘gauge’ transformations of the automorphy factors. Thus, changing
a connection using gauge equivalence changes the bundle automorphy factor,
so, in general, it is impossible to adjust both simultaneously.
Consider a special case of (A.7):
If g is such that its lifting g˜ to X˜ (g ◦ π = g˜) satisfies
g˜(γz) = g˜(z)σ′(γ), σ′ ∈ Hom(π1(X), U(1)),
then g∗ρn,σ = ρn,σ′σ. In particular, if g : X → U(1) (i.e. it is a section of a
trivial bundle, so that g˜ satisfies g˜(γx) = g˜(x), ∀γ ∈ π1(X)), then g∗ρ = ρ.
2) The gauge invariance implies that we can consider GLEs on a fixed
bundle En,σ, n ∈ Z, σ ∈ Hom(π1(X), U(1)).
A.2 Automorphy Factors
In this section, we give the calculation proving Theorem A.3. Recall H =
{z ∈ C | Im(z) > 0} with the group PGL(2,R) acting on H by ( a bc d ) · z =
az+b
cz+d .
Proof of Theorem A.3. Let β = n2g−2 and s =
(
a b
c d
)
, t =
(
e f
g h
)
∈ Γ. Using
(A.4), we compute
ρn(s · t, z) =
[
(ce+ dg)z + (cf + dh)
(ce+ dg)z + (cf + dh)
]−β
=
[
c(ez + f) + d(gz + h)
(c(ez + f) + d(gz + h)
]−β
=
[
c ez+fgz+h + d
c ez+fgz+h + d
]−β[gz + h
gz + h
]−β
= ρn(s, t · z)ρn(t, z).
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Using the formula for the Chern class, c1(ρ), of a co-cycle ρ (see [20], Theo-
rem 2a), we compute c1(ρ) = n.
A.3 Uniform constant curvature connection and
its holomorphic structure
In this section we prove Theorem A.4. We begin with some preliminary
constructions.
We consider the trivial bundle, E˜ := H × C with the standard complex
structure on H associated to the hyperbolic metric h˜ = (Im z)−2|dz|2.
Since we work here on a global product space, it is natural to take the
fiber metric to be induced from the metric on the base. So we take the
metric on the fiber C over the point z ∈ H to be kz = (Im z)−2|dw|2 where
w is the coordinate on the fiber Cz.
Let the connection A be given by A := A1dx1 + A2dx2. We decompose
the covariant derivative ∇A into (1, 0) and (0, 1) parts as ∇A = ∂′A + ∂′′A,
where
∂′A := ∂ + iAc, ∂
′′
A := ∂ + iA¯c. (A.8)
Here ∂ := ∂∂z⊗dz and ∂ := ∂∂z⊗dz, where, as usual, ∂∂z := ∂z := (∂x1−i∂x2)/2
and ∂∂z ≡ ∂z¯ := (∂x1 + i∂x2)/2 and
Ac :=
1
2
(A1 − iA2)⊗ dz, A¯c := 1
2
(A1 + iA2)⊗ dz¯. (A.9)
We call the complex one-form Ac the complexification of the real connection
A.4 In the reverse direction, we have A = 2ReAc.
In terms of Ac, the curvature is given by FA = 2Re ∂¯Ac. Moreover,
if Ac satisfies the equivariance relation s
∗A¯c = A¯c − i∂f˜s, then A satisfies
s∗A = A+ dfs, with fs satisfying dfs := 2 Im ∂f˜s.
According to (A.9), the complexification of the connection An given in
the theorem is Anc =
n
2g−2
1
2 Im(z)dz.
Proof of Theorem A.4. We omit the superindex n in An and Anc and use the
notation b = n2g−2 .
4The operators ∂′A and ∂
′′
A are defined directly as follows. Let J be the natural almost complex
structure on X (a linear endomorphism of T ∗X˜ satisfying J2 = −1), generated by J(dx1) = dx2
and J(dx2) = −dx1. Then Π± : T ∗X˜ → T ∗1,0X˜ /T
∗0,1
X˜
via v 7→ (v ± iJ(v))/2 defines the (scaled)
projection onto antiholomorphic forms. We define ∂′A = Π+(∇A) and ∂′′A = Π−(∇A) which is
computed explicitly to be as in (A.8).
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Proof of constant curvature. Using that ω = i2 Im(z)
−2dz ∧ dz, we
find
∂¯Ac =
∂
∂z¯
ib
z − z dz¯ ∧ dz =
−ib
(z − z)2dz ∧ dz =
ib
4 Im(z)2
dz ∧ dz = b
2
ω.
Since FA = 2Re ∂¯Ac, this gives the desired result.
Proof of uniqueness. If A and B, satisfy dB = dA then d(A−B) = 0.
It follows from the simple connectedness of H that A − B = df for some
function f : H → R and f is unique up to an additive constant. So we can
map B to A through a suitable retrivialization. This completes the proof.
Proof of equivariance. For a generic isometry s(z) = αz+βγz+δ , we have
∂s(z)
∂z = (γz + δ)
−2 and Im(s(z)) = Im(z)|γz+δ|2 , which gives
s∗A¯c =
b
2 Im(s(z))
∂s(z)
∂z
dz =
k|γz + δ|2
2 Im(z)
dz
(γz + δ)2
=
b
2 Im(z)
γz + δ
γz + δ
dz =
b
2 Im(z)
dz +
b(γz − γz)
2 Im(z)(γz + δ)
dz
= A¯c +
ibγ
γz + δ
dz =: A¯c + ∂f˜s,
where f˜s is the function defined by the last relation, i.e. ∂f˜s =
ibγ
γz+δdz.
Solving this equation, we find
f˜s = bln(γz + δ) + cs.
Now, we define fs := 2Re f˜s and use that Re(∂¯f˜s) = d(Re f˜s) (as can be
checked by the direct computation: 1b Re(∂¯f˜s) = − γ
2x2
|γz+δ|2
dx1+
γ(γx1+δ)
|γz+δ|2
dx2)
to obtain s∗A = A+ dfs, with
fs = 2Re(f˜s) = ibln
[
γz + δ
γz + δ
]
+cs,
ρ(s, z) = eifs(z) = eics
[
γz + δ
γz + δ
]−b
. (A.10)
Since H is the upper half plane, the complex logarithm is well defined and
γz + d is always non zero.
Remark A.8. 1) The function f˜s(z) appearing above gives the character
ρ˜(z) = ef˜s(z), which is now C∗ valued instead of U(1) valued.
2) An is R - linear while Ac is naturally C - linear. It is natural to
ask what the action of i on Anc does when we map back to A
n. A simple
calculation shows that iAnc = i
b
2
1
Im(z)dz maps to by
−1dy which is flat! It
turns out that the complex action of i induces a rotation into the space of
flat connections.
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Since (∂′′An)
2 = 0, the partial connection ∂′′An gives a holomorphic struc-
ture on En, unique up to a complex gauge transformation, which in turn
corresponds to the character (A.5) (see Remark A.5).
Proposition A.9. [22] For b ∈ Z the holomorphic sections of H0(X,E⊗F )
are modular forms of weight −b for Γ. (See Appendix G for details.)
Remark A.10. For non-integral b, the sections of the proposition lift to
modular forms of weight − ngcd(n,2g−2) on a 2g−2gcd(n,2g−2) cover ofX ([14] III.9.13).
B Variation of the hermitian metric
Given a complex structure, the Riemannian metric can be specified in local
complex coordinate z by a positive smooth function λ(z) as ds2 = λ(z)|dz2|
and the corresponding volume form by ω = λ(z)dz ∧ dz¯. Solutions to (1.1)
depend parametrically on h only through the positive, smooth function λ(z).
In this appendix we first consider how our variational equations change if
λ(z) is simply rescaled. Then we describe what happens under more general
deformaitons.
B.1 Rescaled equations
Here we show that the Ginzburg-Landau equations, (1.1), with the hermitian
metric rh are equivalent to (1.15), with µ = rκ2. We distinguish the quan-
tities related to the family of Hermitian metrics ds = rλ(z)|dz| by tildes. It
suffices to show that
∆˜A =
1
r
∆A, M˜ =
1
r
M, (B.1)
where, recall, M := d∗d. We note that −∆A = − ∗ (−d+ iA) ∗ (d + iA),
where ∗ is the Hodge star operator and that the scaling of the metric arises
only in the application of the Hodge star. To prove the first relation, we use
that, since gij is conformally flat and therefore dx1 and dx2 are orthogonal,
we have that
∗dx1 = dx2, ∗dx2 = −dx1, ∗1 = λdx1 ∧ dx2, ∗dx1 ∧ dx2 = 1/λ. (B.2)
Indeed, ∗dx1 = ||dx1||||dx2||dx2 =
√
g11√
g22
dx2 =
√
1/λ√
1/λ
dx2 = dx2 and similarly for the
other relations. This gives ∆˜A = ∗˜(d+ iA)∗˜(d+iA) = 1r (d+ iA)∗(d+iA) =
1
r∆A. We note that taking ψ˜ =
√
rψ produces the rescaled equations, which
after omitting the tilde read (1.15) with µ := κ2r (cf. [6]).
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B.2 Gauged Deformations of the metric
We fix a base volume form λ0(z)dz ∧ dz¯ which determines a fixed base *
operator. Then any other * operator gotten from the base volume form, or
equivalently the base * operator, by multiplying with the factor λ(z)/λ0(z).
To ensure the non-vanishing of the volume form we set λ = eh(z) and vary
λ(z) by varying h. Now we make some convenient definitions:
λ0(z) = e
h0(z)
λ(z)/λ0(z) = e
h(z)−h0(z)
g(z) = e−(h(z)−h0(z))
Finally we let ∗̂ denote the * operator associated to λ0 while ∗ denotes the *
operator associated to λ. Now note how the three terms in the energy (5.6)
scale with λ(z). The first term is independent, the second term scales as
λ−1(z) and the third term scales as λ(z). Now, integrating by parts to get
the variational equations a piece of the first term combines with the third
term to get the first variational equation in (1.1) while the remaining piece of
the first term combines with the second term to yield the second variational.
It is this mixing of λ scalings between terms that determines how varying the
metric affects the variationa equations. Indeed, the following calculations
are straightforward.
d∗̂da = g
(
(d+ g−1dg)∗da
)
= Im(ψ∇aψ)
−∆̂aψ = −g∆aψ = (κ2|ψ|2 − 1)ψ.
Now if one makes the gauged scaling ψ → √gψ one sees that varying h0 by
h− h0 amounts to transforming the original variational equations to
(d+ g−1dg)∗da = Im(ψ∇a+ 1
2
g−1dgψ)
−∆a+ 1
2
g−1dgψ = (κ
2|ψ|2 − g−1)ψ.
We note that this is effectively a gauge transformation; however, one which
is real-valued and non-unitary. As a consequence the unit 1 in the nonlinear
term of the final equations must replaced by g−1. This is completely analo-
gous to, and indeed is an extension of, the constant rescaling carried out in
Appendix B.1. We may view this gauging as a smoothly varying pointwise
dilation which is completely consistent with the geometric significance of λ
in our description of surface metrics below.
C Bundle Holomorphisation
In this section we prove Theorem 1.6. Let E be a U(1) bundle over H with an
automorphy factor ρ and a unitary, ρ−equivariant connection ∇A = ∇+ iA.
The following result is a consequence of the Dolbeault lemma (see [15],
Theorem 13.2):
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Proposition C.1. There exists a complex valued gauge transformation g
that solves g−1∂′′Ag = ∂ and it is unique up to a holomorphic term. In
particular, g satisfies
∂g = igAc. (C.1)
g inherits an equivariance property from A.
Proof. Define g = eκ, then ∂κ = iAc. Passing from forms to functions
and using the Dolbeault lemma (see [15], Theorem 13.2), we arrive at the
statement of the propositions.
Proposition C.2. Viewing g as a multiplicative map from E˜ to a new
bundle E˜′, the induced automorphy factors ρ′(γ) := γ∗(g−1)ρ(γ)g on the
new bundle are holomorphic.
Proof. We start with two key components about how holomorphic functions
compose with regular complex valued functions. If w : U → V is holomor-
phic in a neighbourhood, x : R→ U and g : C→ V are smooth then
dw ◦ x
dt
=
dw
dz
(x(t))
dx
dt
∂(g ◦ w) = (∂g)(w(z))dw
dz
which can be checked by regarding maps on C as maps on R2. With these
two formulas we can perform the computation:
∂(γ∗(g−1)ρ(γ)g) (C.2)
=∂(γ∗(g−1))ρ(γ)g + γ∗(g−1)∂(ρ(γ))g + γ∗(g−1)ρ(γ)∂g (C.3)
=iγ∗(g−1)ρ(γ)g(Ac + ∂fγ) + ∂(1/z ◦ g ◦ γ)ρ(γ)f (C.4)
=iγ∗(g−1)ρ(γ)g(Ac + ∂fγ) (C.5)
− 1/z2 ◦ g ◦ γ · ∂g ◦ γ · ∂γ (C.6)
=iγ∗(g−1)ρ(γ)g(Ac + ∂fγ)− iγ∗(g−1)ρ(γ)gγ∗Ac (C.7)
=iγ∗(g−1)ρ(γ)g(Ac + ∂fγ − γ∗Ac) (C.8)
=0. (C.9)
The first equality is the Leibniz rule, the second equality follows from
(C.1), the third equality is an application of the two formulas and the last
equality follows from the equivariance condition on A.
Now we derive Theorem 1.6 from these propositions. Let E˜ be the uni-
formization of the unitary bundle E in Theorem 1.6 and let ∇A be the lift of
the connection, ∇a, on that bundle. Hence E = E˜/ρ for some automorphy
factor ρ. Furthermore, let E˜′, ρ′ and ∇A′ be the bundle, the automprphy
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factor and the connection constructed in Propositions C.1 and C.2 and let
E′ = E˜′/ρ′.
Since the function g in Proposition C.1 is equivariant, it descends to X
as a section of a line bundle over X, which induces the map of E into E′.
This map takes also the connection ∇a on E into the connection ∇a′ on E′.
By Propositions C.1 and C.2, ∇a′ comes from d on E˜′ via a holomorphic
projection. Hence the connection ∇a′ is holomorphic. This proves Theorem
1.6. 
For connection (A.6) (with the standard metric on H), we have an explicit
form the transformation g, which we now denote g˜. Namely, we have
Proposition C.3. Let b := 2πn|X| =
n
2g−2 . Then g˜ = y
b solves g˜−1∂′′An g˜ = ∂.
g˜ transforms under s =
(
a b
c d
) ∈ PSL(2,R) as s∗g˜ = g˜ρ˜, where
ρ˜ : PSL(2,R)×H→ R, ρ˜(s, z) := |cz + d|−2b. (C.10)
Proof. We omit the superindex n, let g˜ = eα and solve:
e−α∂′′Ae
α = ∂ ⇐⇒ e−α(∂ + iA¯c)eα = ∂ ⇐⇒ ∂α = iA¯c
Since Ac =
n
2g−2
1
2 Im(z)dz, it then follows that
α = bln
(
z − z
2i
)
solves ∂α = iA¯c, which gives that g˜ = y
b. We compute the automorphy of
g˜ to find (C.10).
Let F be the line bundle over X = H/Γ, defined by the automorphy map
ρ˜−1, where ρ˜ is given in (C.10), and, recall, that E is the line bundle over
X, with the automorphy map ρ. Then g˜−1 decends to a section, g, of F . It
follows that E ⊗ F is a holomorphic line bundle and the equation ∂′′anφ = 0
is equivalent to g−1φ being a holomorphic section of E⊗F . Hence, we have
Corollary C.4. Let b := 2πn|X| =
n
2g−2 and, as above, s be the section of the
line bundle F coming from the equivariant function g˜ = yb on H. We have
Null ∂′′an = sH
0(X,E ⊗ F ), (C.11)
where, as usual, H0(X,L) is the space of holomorphic sections on a bundle
L.
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D Weitzenbo¨ck-type formula
We prove Proposition 4.2 by passing to the universal cover, H, and proving
there an equivalent relation. We use the complex covariant derivatives as in
the beginning of Section A.3.
Proposition D.1.
∂′′A
∗
∂′′A =
1
2
(−∆A − ∗FA). (D.1)
Proof. To prove this we need ∗dz = ∗(dx1 − idx2) = dx2 + idx1 = idz and
dz ∧ dz = −2idx1 ∧ dx2. Furthermore we compute the adjoint of ∂′′A to be
∂′′A
∗ = ∗(−∂z ⊗ dz − 12(A2 + iA1)⊗ dz)∗. Now, we have
∂′′A
∗
∂′′A =
i
4
∗ (−2∂z ⊗ dz − (A2 + iA1)⊗ dz)(2∂z ⊗ dz − (A2 − iA1)⊗ dz)
=
i
4
∗ (−4∂z∂z +A21 +A22 − 2(A2 + iA2)∂z + 2∂z(A2 − iA1))dz ∧ dz
=
i
4
∗ (−∆+A21 +A22 −
d
dx2
A1 +
d
dx1
A2 − iA · ∇ − i∇ ·A))dz ∧ dz
=
1
2λ
(−∆+A21 +A22 −
d
dx2
A1 +
d
dx1
A2 − iA · ∇ − i∇ ·A),
which gives (D.1).
Corollary D.2. Let An be a connection of the constant curvature, i.e.
∗FAn = b := 2πn|X| = n2g−2 . Then
Null(−∆an − b) = Null ∂′′an (D.2)
Hence, b is an eigenvalue of −∆An iff Null ∂′′An 6= {0} and if b is an eigen-
value of −∆An, then it is the smallest eigenvalue.
E Admissible connections
The purpose of this appendix is to outline relevant parts of the theory of
holomorphic line bundles over Riemann surfaces - specifically, the existence
of holomorphic sections of such bundles - to help the motivated reader, with
the background elsewhere, to navigate the main body of this paper.
First, recall that holomorphic structures on En are typically specified in
terms of transition functions for En that are holomorphic with respect to
the complex structure on X.
For our purpose it is natural to use another description of holomorphic
bundles that is phrased directly in terms of objects we use, namely, deriva-
tions (connections), ∂′′E , of type (0, 1) on E; i.e., operators satisfying
∂′′E : E(X,E) → E(0,1)(X,E) (E.1)
∂′′Efξ = ∂¯f · ξ + f∂′′Eξ (E.2)
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where E(X,E) and E(0,1)(X,E) are the spaces of sections and (0, 1)− forms
on X with values in E, respectively, f is a function on X and ξ is a section
of E. Two derivations are equivalent if and only if they are conjugate to one
another under a complex-valued gauge transformation.
Let Acc denote the space of constant curvature unitary (with respect to
k) connections on E and let G denote the group of gauge transformations
which preserve k.
Theorem E.1. (i) The space of holomorphic structures on E is in a 1:1
correspondence with the space, C, of derivations, ∂′′E of type (0, 1) on E. This
correspondence descends to the corresponding gauge-equivalence classes.
(ii) Let ∂′′a denote the type (0, 1)-component of ∇a and Gc denote the
group of complex-valued gauge transformations. Then
Acc/G ≃ C/Gc, (E.3)
[∇a] →
[
∂′′a
]
(E.4)
where the brackets denote the corresponding gauge equivalence class in each
case.
For the proof of the first statement, see [26], Propositions 1.3.5, 1.3.7 and
1.4.17. We comment on it in Remark E.2. The second one is a special case
of a more general result for vector bundles due to Narasimhan and Seshadri
that can be found in [11] and Appendix by O. Garc´ıa-Prada in [37] (see
Theorem 2.7).
Thus equivalent derivations correspond to equivalent holomorphic struc-
tures. Given this we will henceforth refer to C as the space of holomorphic
structures on E.
Remark E.2. Given a holomorphic structure on a line bundle E, in the
sense of holomorphic transition functions on the bundle, and a hermitian
metric, k′ on E there is a canonical connection, Dk′ , on E which is compat-
ible with the metric k′ and whose (0, 1)-component annihilates holomorphic
sections. (For details we refer the reader to Theorem III.2.1 of [37]). This
gives the forward direction of Theorem E.1(i).
Next, we give some key definitions. Pic(n)(X) denotes the moduli space
(i.e. the space of complex gauge equivalence classes ) of holomorphic line
bundles of fixed degree n. For each n, Pic(n)(X) is isomorphic to Jac(X).
This isomorphism is effectively determined by the Abel-Jacobi map (see
(1.14)).
As we mentioned above, we are interested in existence of holomorphic
sections of holomorphic line bundles. Though every holomorphic bundle has
a meromorphic section, not every such bundle has a holomorphic one. Let
Σ(n) ⊂ Pic(n)(X) denote the subset of degree n holomorphic line bundles
which have a holomorphic section.
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Recall that the divisor, D, on a Riemann surface X is a finite collection
of points, Pi ∈ X, with associated integers, ni, written as D :=
∑
niPi. The
number deg(D) :=
∑
ni is called the degree of D.
With every meromorphic section, ϕ, one can associate the divisor, de-
noted as (ϕ), which is the collection of its zeros and poles, together with
their positive and negative orders (multiplicities), respectively. Different
sections of a holomorphic line bundle have linearly equivalent divisors: Two
divisors are said to be linearly equivalent if their difference is a divisor of a
meromorphic function on X. In this way with each line bundle we associate
a collection of linearly equivalent divisors. Conversely, a divisor uniquely
determines an equivalence class of holomorphic line bundles; i.e., a point in
Pic(X). ([18]).
It is a consequence of the definition of the degree of a line bundle in
terms of zeros of its sections that the degree of the divisor is equal to the
degree of the bundle.
By this description, the divisor of a holomorphic section has only positive
integer coefficients (the value of the coefficient corresponds to the multipic-
ity of the divisor at that point). Such divisors are said to be effective.
An effective divisor corresponds to a unique point in the n-fold symmetric
product, X(n), which parametrizes unordered n-tuples of points on X. (It
is straightforward to check that X(n) is a smooth manifold [18].)
Let Σ˜(n) denote the set of pairs (E,D) where E is a holomorphic line
bundle of degree n, which has a holomorphic section, and D is the divisor
of a holomorphic section of E. Then projection onto the second factor,
(E,D)→ D, defines a 1:1 map
π2 : Σ˜
(n) → X(n), (E.5)
which is in fact onto, since one can construct a bundle and its holomorphic
section directly from an effective divisor [18]. One then makes use of a
special case of Abel’s theorem:
Theorem E.3. [18] Two effective divisors are the zeroes of two holomorphic
sections of the same bundle if and only if they are mapped to the same point
in
Wn := Φ(X
(n)) ⊂ Jac(X), (E.6)
Moreover, if D,D′ ∈ Φ−1(z) for z ∈ Wn, then D and D′ are linearly
equivalent, i.e. there exists a meromorphic function, f on X such that
(f) = D −D′.
It also follows from the first statement in Abel’s theorem that the admis-
sible bundles, i.e. the bundles with a dimension one space of holomorphic
sections, of degree n correspond to those points z ∈Wn for which Φ−1(z) is
a unique point in X(n).
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We can now more properly define the map I : X(n) → Acc,n by
I := I ◦ π1 ◦ π−12 ,
where I : C/Gc → Acc/G is the reverse direction of the Narasimahn-Seshadri
isomorphism (E.4), π1 : Σ˜
(n) → Pic(n)(X) is given by projection onto the
first factor (E,D) → E in Σ˜(n) and π2 is given in (E.5). (In defining the
composition with I here we are using the isomorphism, Pic(n)(X) ≃ C/Gc,
which is due to Theorem E.1 (i).
In fact, one can say a bit more here: under I the admissible connections
in I(Σ(n)) correspond to the regular values in Wn of Φ (see [14], III.11.11).
By Sard’s theorem, this is an open dense submanifold of Wn.
Equivalently, by the implicit function theorem, these are the smooth
points in the variety Wn. So we denote this set by Wn,smooth. Then S
(n) :=
Φ−1(Wn,smooth) must also be an open dense submanifold of X
(n).
Explicit form of Wn,smooth. For certain degrees one can give explicit
equations that determine Wn,smooth. These are expressed in terms of Rie-
mann’s theta function,
θ(~z, τ) =
∑
N∈Zg
exp 2πi
(
1
2
tNτN + tN~z
)
(E.7)
where τ is a g × g matrix with entries τij =
∫
bj
ζi where ζj are normalized
holomorphic differentials and ~z ∈ Cg.
Theorem E.4. There is a unique constant vector −κ, known as Riemann’s
constant, [14] VI.3.6, depending on P0 such that
(i) For n = g,
Wg,smooth = Jac(X)\({~z ∈ Jac(X) : θ(~z, τ) = 0} − κ).
(ii) For n = g − 1,
Wg−1,smooth =Wg−1\({~z ∈ Jac(X) : θ(~z, τ) = 0, θzi(~z, τ) = 0∀i} − κ).
(iii) for n = 1,W1,smooth =W1; i.e., W1 is entirely smooth.
The first two statements are a direct consequence of Riemann’s vanish-
ing theorem, [14], VI.3.7. We give a self-contained proof here of the last
statement, which will also serve to illustrate the general result.
For all points on W1 to be regular means that Φ restricted to just X is
an embedding; i.e., that Φ is both 1:1 and an immersion on X. Φ on X can
only fail to be 1:1 if the there are two distinct points, p1 and p2, that map
to the same point z ∈ W1. If that were the case, by the second statement
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of Theorem E.3, there must exist a meromorphic function, f on X with a
single zero at p1 and a single pole at p2.
Any meromorphic function, f , may be viewed as a non-constant holo-
morphic map from X to the Riemann sphere S in which the poles of f
map to the point at infinity on S. By the open mapping theorem this map
must be onto S. A submersive mapping between two compact manifolds
of the same dimension has a well-defined finite degree equal to the number
of points, counted with multiplicity, in the inverse image, f−1(a), indepen-
dent of whatever point a one chooses. But for a = 0 we already know that
f−1(0) = {p1} and so the degree of f is 1. In other words f is a 1:1 holomor-
phic map of X onto S. But a 1:1 holomorphic map is a homeomorphism,
implying that the genus of X equals the genus of S which is zero. But this
contradicts our assumption that g(X) > 0.
So Φ must be 1:1. To see that it is also an immersion, observe that, by
the fundamental theorem of calculus the differential of Φ is the vector of
holomorphic differentials ~ζ. So this fails to be an immersion if and only if
there exists a point p ∈ X at which every holomorphic differential vanishes.
Suppose there was such a point and let Lp be the line bundle associated
to it [21]. Recall that, by duality, H1(X,Lp) is isomorphic to the space
of holomorphic differentials vanishing at p which, by our assumption, has
dimension g. So by the Riemann-Roch theorem one has dimH0(X,Lp) =
1−g+1+g = 2. But then again, by the argument in the previous paragraph,
this would imply that X has genus 0. Hence Φ is also an immersion on X
and therefore all points in W1 are regular. 
F Explicit representation of Null ∂′′ac
We briefly recall the description of multivalued functions, f , on X that are
multiplicative with respect to the lattice Λ generated by the periods of ~ζ
as described in Section 1. (This lattice is isomorphic to the first homology
group H1(X,Z).) More precisely, multiplicativity means that, for elements
γ ∈ Λ,
f(P + γ) = χ(γ)f(P ) χ(γ) ∈ C∗, (F.1)
χ(γ1 + γ2) = χ(γ1) · χ(γ2) (F.2)
Maps, χ, from Λ to C∗ satisfying the multiplicativity property (F.2) are
called characters of Λ. If f is a function for which (F.1, F.2) are both
satisfied, then one says that χ is the character of the multi-valued function
f .
One says that a character is normalized if it takes its values in U(1) and
that it is inessential if it is the character of a non-vanishing, holomorphic
multi-valued function.
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Now we fix, once and for all,
1. a point Q0 ∈ X;
2. the associated one-point line bundle LQ0 (see Theorem E.4 (iii));
3. a holomorphic section, s0(P ), of LQ0 , unique up to an overall constant.
We also make use of the following constructive result:
Theorem F.1 ([14] III.9.10). Every divisor D of degree zero is the divisor of
a unique (up to a multiplicative constant) multiplicative multivalued function
belonging to a unique normalized character.
This leads to yet another description of line bundles associated to divisors
of degree zero, [14] III.9.16:
Jac(X) ≃ {characters on Λ}/{inessential characters} (F.3)
≃ {unitary characters on on Λ}
which is given by association of the Abel image Φ(D) ∈ Jac(X) to the
unique normalized character χ specified in the theorem.
For our case, the associated multiplicative function that the theorem
specifies is explicitly constructed as follows: considerD = P1+· · ·+Pn−nQ0
where P1 + · · · + Pn is an effective divisor corresponding to an admissible
connection under I. Then the multiplicative function belonging to character
χ, associated to D, is explicitly given by
f(P ) = exp
n∑
j=1
∫ P
P0
τPj ,Q0 (F.4)
where τP,Q is the normalized differential which is holomorphic except for two
simple pole of residues -1 and +1 at P and Q, respectively. By normalized
here one means that
∫
aj
τP,Q = 0, where the aj belong to the canonical
homology basis chosen in (1.14). (Such differentials are called differentials
of the third kind and are unique once P and Q are specified.) This is a
direct consequence of the Riemann-Roch Theorem, as we will now sketch.
The differential τP,Q is a section of the bundle L = K ⊗LP ⊗LQ where
K is the canonical bundle (see Proposition G.1). This bundle has degree 2g
and, by duality dimH1(X,L) = 0. Hence by the Riemann-Roch Theorem
we know that dimH0(X,L) = 2g−g+1 = g+1. Normalization of the differ-
ential imposes g independent conditions and so the normalized differentials
of this type are unique up to a constant multiple. But since the residues
at P and Q must be −1 and +1 respectively. This pins down the constant
multiple uniquely. Note that, by the classical residue theorem [1], the sum
of the two residues must be zero a priori.
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The holomorphic section, unique up to an overall constant multiple, of
the holomorphic bundle associated to this divisor P1 + · · · + Pn is then
explicitly represented as
φˆ(P ) = f(P )sn0 (P ). (F.5)
where sn0 (P ) is the n-fold product of the section s0(P ), fixed above, with
itself. Let ac correspond to the divisor P1 + · · · + Pn under the map I. By
Theorem 1.6, there is a gauge transformation g that conjugates ∂′′ac to the
∂¯−operator on the holomorphic bundle associated to P1+· · ·+Pn. It follows
that the element of the kernel of ∂′′ac that corresponds to φˆ is given by
φ(P ) = g(P )f(P )sn0 (P ). (F.6)
This representation has the form of a Baker-Akhiezer section [27].
Remark F.2. i) The transformation from (F.5) to (F.6) can be viewed as
corresponding to a change of bundle inner product. Indeed, the isomorphism
(E.3) is mediated by gauge equivalences in the symmetric space Gc/G. This
gauged space corresponds to changes of hermitian inner product on the
bundle. Indeed constructions on each side of the isomorphism are made by
fixing a bundle inner product.
ii) When n = g, the Baker-Akhiezer section (F.6) may be re-expressed
in terms of Riemann’s theta function (E.7) as
φ(P ) = g(P )θ (Φ(P )− Φ(D)− κ) .
iii) It is interesting to inquire how the character of the explidit represen-
tation (F.6) is related to the automorphy of the uniformized connections we
considered in Section A.3. Because τP,Q is normalized, the corresponding
character, χ, of f is unitary and corresponds precisely to σ in (A.5) and
Q corresponds to the base point z in ρn,σ. The holomorphic structure on
En and corresponding constant curvature connection under (E.3) are deter-
mined by sn0 (P ). In this way all degrees of freedom are accounted for.
G The bundle E ⊗ F
Proposition G.1. Let E and F the bundles have the automorphies (A.4)
and (C.10). The holomorphic line bundle E ⊗ F is isomorphic to K⊗b,
where K is the holomorphic cotangent bundle of the Riemann surface X
(the canonical bundle) and b := n2g−2 . Moreover, E ⊗ F has degree n.
Proof. Since the bundles E and F have the automorphies ρ and ρ˜−1 (see
(A.4) and (C.10)), respectively, the bundle E ⊗ F has the automorphy
ρ(s, z)ρ˜(s, z)−1 =
[
cz + d
cz + d
]−b
|cz + d|2b
= (cz + d)2b,
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where again b := 2πn|X| =
n
2g−2 . So E ⊗ F is a holomorphic line bundle with
automorphy factor (cz + d)2b. Since the holomorphic cotangent bundle,
K ∼= T ∗X , of the Riemann surface X has the automorphy factor (cz + d)2,
we conclude that E ⊗ F ∼= Kb.
Since (E ⊗ F )⊗(2g−2) = Kn, K has degree 2g − 2, and the degree in a
tensor product is additive, we have that (2g − 2) deg(E ⊗ F ) = degKn =
n(2g − 2). Hence the bundle E ⊗ F has degree n.
Proposition G.1 implies, in particular that the line bundle F has degree
0.
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