We consider the following two coupled Schrödinger systems in a bounded domain Ω ⊂ R N (N = 2, 3) with Neumann boundary conditions
Introduction and main results.
Let Ω be a bounded domain in R N ( N = 2, 3), we are concerned with the following two coupled Schrödinger systems in Ω with Neumann boundary conditions
∂u/∂n = 0, ∂v/∂n = 0, on ∂Ω,
where µ 1 , µ 2 are positive constants, n is the unit outer normal to ∂Ω, β ∈ R, ε > 0 is a parameter.
ZHONGWEI TANG
For Ω = R N and ε = 1, (S ε ) leads to investigate the following system in R N
(1.1)
Problem (1.1) arises in the Hartree-Fock theory for a double condensate i.e. a binary mixture of Bose-Einstein condensate in two different hyperfine states |1 and |2 (see [9] ). Physically, u and v are the corresponding condensate amplitudes, µ j and β are the intraspecies and interspecies scattering lengths. The sign of the scattering length β determines whether the interactions of states |1 and |2 are repulsive or attractive. When β > 0, the interactions of states |1 and |2 are repulsive. In contrast, when β < 0, the interactions of states |1 and |2 are attractive.
There are a lot of papers which are concerned with the bound states of system (1.1), For example, In B.Sirakov [14] , they analyzed for which β problem (1.1) assures a least energy solution and for which β problem (1.1) has no least energy solution.
For more results about the bound states of Schrödinger systems related to (1.1), see also L.A Maia and E. Nontefusco, B.Pellacci [1] , T.Bartsch, Z.Q.Wang and J.Wei [3] , N.Dancer and J.Wei [5] , M.Lucia and Z.Tang [7] ,T.Lin and J.Wei [11] , [12] , [13] , J.Wei and T.Weth [17] , [18] , W.Yao and J.Wei [20] .
We want to point out that more recently, S.Peng and Z.Q.Wang [6] considered more general cases of system (1.1) which including two radially symmetric potentials. They examined the effect of nonlinear coupling on the solution structure. In the repulsive case, they constructed an unbounded sequence of non-radial positive vector solutions of segregated type, and in the attractive case they constructed an unbounded sequence of non-radial positive vector solutions of synchronized type.
When the domain in (1.1) is replaced by a symmetric domain (possibly unbounded) , T.Bartsch, N.Dancer and Z.Q.Wang [2] investigated the local and global bifurcation in terms of the parameter β which provides a-priori bounds of solution branches.
A solution (u, v) of (S ε ) which has a zero component(u ≡ 0 or v ≡ 0) will be called a semi-trivial solution. (0,0) is referred as the trivial solution of (S ε ). We are interested in to study the nontrivial solutions of (S ε ).
The energy functional J ε : H 1 (Ω) × H 1 (Ω) → R corresponding to (S ε ) defined by
(1.2) As in the paper [11] , we also take N (ε, Ω) =:
(u, v) ∈ H 1 (Ω) × H 1 (Ω) u 0, v 0 :
Moreover, we also discussed the asymptotic behavior of (u ε , v ε ) as ε goes to zero, More precisely, for N = 2 or N = 3, suppose P ε , Q ε are the local maximum points of u ε , v ε respectively, H(P ) denote the mean curvature at P ∈ ∂Ω. Then we proved that as ε small enough, both P ε and Q ε locate on the boundary of Ω. Furthermore, when 0 ≤ β < min{µ 1 , µ 2 } or β > max{µ 1 , µ 2 }, we obtained that as ε → 0, |P ε − Q ε | ε → 0 and
It is therefore natural to ask if the mean curvature of the boundary ∂Ω admits several local maximums or local minimums, can one construct solutions with multipeak which concentrate at the local maximum points or local minimum points of the mean curvature of the boundary when ε > 0 is sufficiently small?
In Z.Tang [16] , we partially answered this question, we obtained the existence of synchronized peak solutions for (S ε ). More specifically, for N = 2 or N = 3 and 0 ≤ β < min{µ 1 , µ 2 } or β > max{µ 1 , µ 2 }, suppose Γ i (i = 1, 2, · · · , m) are open sets in ∂Ω such thatΓ i ∩Γ j = ∅(i = j) and max P ∈∂Γi
Then, we obtained the existence of multi-peak solutions (u ε , v ε ) of system (S ε ) such that both of u ε and v ε have the same number local maximum points P i ε (i = 1, 2, · · · , m) and Q i ε (i = 1, 2, · · · , m) respectively. Moreover as ε → 0 for i = 1, 2, · · · , m we have
After considering the existence of synchronized peak solutions of (S ε ) in above mentioned paper, a immediate question then would be whether there are segregated solutions of system (S ε ) with multi-peak type? In other words, whether there exists solutions (u ε , v ε ) of (S ε ) such that the local maximum points of u ε and v ε concentrate as ε small, on different points? In present paper, we aim to answer this question and the answer is affirmative.
For simplicity to state our main results, we firstly consider the existence of segregated solutions (u ε , v ε ) such that both u ε and v ε has exactly only one local maximum point. Our first results are: Then for ε small enough, system (S ε ) admits a solution (u ε , v ε ) such that both of u ε and v ε possess exactly one local maximum points P ε and Q ε respectively with P ε ∈ Γ 1 and Q ε ∈ Γ 2 . Furthermore, as ε → 0,
H(P ).
Now we state our more general results. Namely the existence of segregated solution (u ε , v ε ) of system (S ε ) such that both u ε and v ε admit more than one local maximum points and our second results are:
are open sets in ∂Ω such thatΓ i ∩Γ j = ∅ for 1 ≤ i = j ≤ K and the following conditions for i = 1, 2, · · · , k max P ∈∂Γi
hold. Then for any 1 ≤ k ≤ K − 1 and ε small enough, problem (S ε ) admits a solution (u ε , v ε ) such that u ε possess exactly k local maximum points P 1 ε , P 2 ε , · · · , P k ε and v ε possess exactly K −k local maximum points P k+1 ε , P k+2 ε , · · · , P K ε respectively such that P i ε ∈ Γ i (i = 1, 2, · · · , K). Moreover for i = 1, 2, · · · , K, as ε → 0,
Remark 1. As we stated in above Theorem 1.2, the solutions (u ε , v ε ) of (S ε ) we obtained are segregated, in other words, the concentration points of u ε and v ε are separated as ε small. Technically, to obtain these segregated solutions (u ε , v ε ) of (S ε ), we need the assumption −∞ < β < min{µ 1 , µ 2 }. However, we do not know whether there are solutions (u ε , v ε ) of (S ε ) which are segregated for β > max{µ 1 , µ 2 }.
2. Technical analysis. In this section, we present some technical results and the similar results can be found in Wei and Winter [19] . Let U (x) be the unique least energy solution of the following problem
Then it is well known that U (x) is radially symmetric and for r large,
where A is a positive constant. Moreover
where
Without loss of generality, we may assume that 0 ∈ Ω. By the following rescaling:
x = εz, Ω ε =: {z : εz ∈ Ω}, system (S ε ) becomes the following system
in Ω ε , ∂u/∂n = 0, ∂v/∂n = 0, on ∂Ω ε .
(2.5)
In the following, instead of studying (S ε ) directly, we will study (2.5).
Let Q ∈ ∂Ω and we assume that ∂Ω is smooth, then we can find a constant R 0 > 0 and a smooth function g :
The mean curvature of ∂Ω at Q is given by
By Taylor expansion we deduce that
For any x ∈ Ω 0 := Ω ∪ B(Q, R 0 ), we introduce a transformation T by
Set y = T (x) ε and then x = T −1 (εy). Let U Q,ε be the unique solution of
and V Q,ε be the unique solution of
which are the unique solutions of the following problems
as |x| → ∞. for i = 1, 2 respectively. Now we define for x ∈ Ω
In fact for any x ∈ ∂Ω we have
Thus for x ∈ ∂Ω 0 , it holds
and v 1 be the unique solution of
where U 1 , U 2 is the radial derivative of U 1 and U 2 respectively. By the exponential decay both of U (r) U (r), it is easy to check that u 1 , v 1 are even functions in y = (y 1 , · · · , y N −1 ) and |u 1 | ≤ Ce −δ|y| , |v 1 | ≤ Ce −δ|y| for some δ > 0. Let X be a smooth cut-off function such that X (x) = 1, x ∈ B(0, R0 2 ) and X (x) = 0, x ∈ R N /B(0, R 0 ). The following two Lemmas are due to Gui 
and ω V,j,1 satisfies
where ω U,j,1 , ω V,j,1 are odd functions in y = (y 1 , · · · , y N −1 ) and |ω U,j,
3. Lyapunov-Schmidt reduction. In this section, we shall reduce the problem (2.5) to a finite dimension problem by Lyapunov-Schmidt reduction method. Let
where n denotes the external unit normal vector at x ∈ Ω ε .
Then solving problem (2.5) is equivalent to solve
The energy functional Φ ε :
For the simple, in this paper we mainly focus on the proof of Theorem 1.1. The proof of Theorem 1.2 can be done similarly and we will give a sketch.
We assume that Γ i , i = 1, 2 are open sets in ∂Ω such thatΓ 1 ∩Γ 2 = ∅ and max P ∈∂Γi
Now, for any P ∈ Γ 1 and Q ∈ Γ 2 fixed, we consider the following linearized operator
:
Let us denote
It is easy to see that cokernel ofL ε coincides with its kernel and we choose cokernel and kernel as
Take π ε,P,Q be the projection from
Our goal in this section is to show that for ε sufficiently small and for any (P,
has a unique solution h ε,P,Q ∈ K ⊥ ε,P,Q . We have the following proposition.
Then there exist two positive constants ε 0 , δ 0 such that for all ε ∈ (0, ε 0 ) and (P, Q) ∈ Γ 1 × Γ 2 , the following estimate
hold for all h ∈ K ⊥ ε,P,Q . Proof. We shall argue by contradiction. Suppose on the contrary that (3.5) is false. Then there exists sequences
For our convenience, we firstly give some notations. For j = 1, 2, · · · , N − 1 we denote
For
and in the following we denote
Now, using Lemma 2.2 and the exponential decay of U (x) at infinity we obtain that
(3.11) Similarly with the definition of the transformation T as defined in Section 2, here we define two transformations T 1 and T 2 corresponding to P ∈Γ 1 and Q ∈Γ 2 respectively.
We denote
Since T i , (T i ) −1 (i = 1, 2) have bounded derivatives, combining (3.9) and the smoothness of X , it follows that for m sufficiently large
uniformly for all m large. Thus up to a subsequence, H i,m (i = 1, 2) converges weakly to a limit H i,
. We now aim to prove that H i,∞ ≡ (0, 0)(i = 1, 2). To do that, firstly we prove that 14) and
Indeed, we only need to show that (3.14) hold, the proof of (3.15) can be done similarly. From the definition of H 1,m (y) we have
In the last expression of the above formula, the first two terms tend to zero due to Lemma 2.1 and Lemma 2.2 respectively. The last two terms tend to zero because of the exponential decay of ∂U ∂τ Pm at infinity. Thus we indeed derived (3.14) . Similarly we also can prove (3.15) .
, hence by the definition of U and V, (3.14) is equivalent to
and (3.15 ) is equivalent to
Let K 1 , C 1 be the kernel and cokernel, respectively, of the Linearized operator
and K 2 , C 2 be the kernel and cokernel, respectively, of the Linearized operator
Thus by Ni and Takagi [8] , for −∞ < β < min{µ 1 , µ 2 } we have
Hence (3.14) and (3.15) imply that H 1,∞ ∈ K 1 and H 2,∞ ∈ K 2 respectively. On the other hand by (3.11) and the exponential decay of U (x), it is easy to verify that
which indicates that H i,∞ ∈ K i (i = 1, 2). As a consequence, we have H i,∞ = (0.0)(i = 1, 2). Thus as m → ∞ On the other hand, by (3.9) we know that (h 1 m , h 2 m ) L 2 * (Ωε m )×L 2 * (Ωε m ) ≤ C for some constant C > 0, where 2 * is critical Sobolev exponent, more precisely, 2 * = +∞ for N = 1, 2 and 2 * = 2N N −2 for N = 3. Combining (3.19) and (3.20) As a consequence of (3.21) and (3.22), we have which contradicts with (3.9) and thus we complete the proof of Proposition 1.
A direct result of Proposition 1 is the following proposition.
Proposition 2. For all ε ∈ (0, ε 0 ) and (P, Q) ∈Γ 1 ×Γ 2 , the map L ε,P,Q = π ε,P,Q •L ε : K ⊥ ε,P,Q → C ⊥ ε,P,Q is surjective.
Proof. We define a linear operator T from L 2 (Ω ε ) × L 2 (Ω ε ) to itself as follows:
Its domain of definition is H 2 (Ω ε ) × H 2 (Ω ε ). By the theory of elliptic systems it is easy to see that T is a self-adjoint operator on L 2 (Ω ε ) × L 2 (Ω ε ) and also is closed operator which deduce that the range of T is closed in
Then by the Closed Range Theorem we know that the range of T is the orthogonal complement of its kernel which is, by Proposition 1, K ε,P,Q and hence the proof is completed.
Now we are in a position to solve the system
By Proposition 1 and Proposition 2, we conclude that the operator L ε | K ⊥ ε,P,Q is invertible( call its inverse as L −1 ε ) and thus we can rewrite (3.26) as
We are going to show that the operator G ε,P,Q is a contraction in
for δ sufficiently small. To show that, we need the following technical lemma.
Lemma 3.1. For ε sufficiently small, we have
Note that
After a direct computation we have
By Lemma 2.1, we know that the L ∞ norm of U Qi,ε , V Qi,ε are bounded in ε and hence (3.28) follows. Now we come to show (3.29). Firstly, from the definition of U P,ε and V Qi,ε , we know that
(3.31)
Let
Thus as a consequence of the above estimate, we have
For x ∈ (Ω i ) ε (i = 1, 2), by the exponential decay of U 1 , U 2 at infinity, it is easy to check that
where ψ P,ε (x), φ Q,ε (x) are defined in (2.10). Again by Lemma 2.1 we have for
Thus the proof of the Lemma 3.1 is completed.
Now we come to study the operator G ε,P,Q (h). Indeed by Lemma 3.1, for any
. Therefore we obtain that G ε,P,Q is a contraction in B ε,δ for δ small. By the Contraction Mapping Principle, there exists a unique fixed point h ε,P,Q which is a solution of (3.27). On the other hand since
we have h ε,P,Q H 2 (Ωε)×H 2 (Ωε) ≤ Cε.
(3.34)
Thus we indeed have proved the following lemma Lemma 3.2. There exists ε 0 > 0 such that for every ε ∈ (0, ε 0 ) and (P, Q) ∈ Γ 1 × Γ 2 , there is a unique h ε,P,Q ∈ K ⊥ ε,P,Q satisfying (3.34) and S ε (U P,ε (x) + V Q,ε (x) + h ε,P,Q ) ∈ C ε,P,Q .
4.
Estimates for the reduced problem. In this section, we give a precise estimate to the energy. Let Φ ε (u, v) be the energy functional of (2.5) as defined in Section 2. We have the following proposition.
where I(u) is defined by (2.4),H(Q) denotes the mean curvature of the boundary at Q,
To start with the proof of Proposition 3, we firstly present a lemma which is the main ingredient of the proof. 
Proof. Note that U Q,ε (x) = (U P,ε (x), 0) and V Q,ε (x) = (0, V Q,ε (x)), by a direct computation we have 
Now we come to estimate I 1 and I 2 . Indeed applying the exponential decay of U 1 , U 2 we have
. By the radial symmetry of U we have
Similarly we also have
Thus we derived that
On the other hand, since
The above estimates (4.4)-(4.7) yields
As a consequence of (4.8)-(4.10), we obtain that
The last equality is due to the following two facts by Gui-Wei-Winter[10, Lemma 2.5]
Thus the proof of Lemma 4.1 is finished.
Proof of Proposition 3. For any P, Q ∈Γ 1 ×Γ 2 , by Taylor expansion we have
Thus after a similar estimate as is done to I 1 and I 2 , we can easily verify that
Hence we complete the proof of Proposition 3. 2 Finally, we end this section by showing that h ε,P,Q is indeed smooth in P, Q. Proof. Since our arguments are strongly close to the proof of Lemma 3.5 by Gui-Wei-Winter [10] , here we only give a sketch of the proof.
Recall that h ε,P,Q is a solution of π ε,P,Q • S ε (U P,ε + V Q,ε + h ε,P,Q ) = 0 (4.12)
such that h ε,P,Q ∈ K ⊥ ε,P,Q . Firstly, with a similar argument as in the proof of Proposition 1 and Proposition 2, one can prove that the operator
is invertible from K ⊥ ε,P,Q to C ⊥ ε,P,Q . Secondly, it is not difficult to check that ∂π ε,P,Q ∂τ P j , ∂h ε,P,Q ∂τ Q j are continuous in P, Q. Combining this two facts we indeed obtained that h ε,P,Q is C 1 smooth in P, Q.
5.
Minimizing procedure for the reduced problem. In the section, we study a minimizing problem. Let h ε,P,Q be defined by Lemma 3.2, we define the following function
We shall prove the following two propositions.
Proposition 4. For ε small, the following minimizing problem
has a solution (P ε , Q ε ) ∈Γ 1 ×Γ 2 .
Proof. Since Φ ε (U P,ε (x) + V Q,ε + h ε,P,Q ) is continuous with respect to P, Q, so the minimizing problem (5.2) has a solution (P ε , Q ε ) ∈Γ 1 ×Γ 2 . Now we show that (P ε , Q ε ) ∈ Γ 1 × Γ 2 . In fact for any (P, Q) ∈Γ 1 ×Γ 2 , by Proposition 3, we have
Note that M ε (P ε , Q ε ) is the minimum and for any (P, Q) ∈Γ 1 ×Γ 2 , it holds |P −Q| ε → ∞ as ε → 0. Thus we have
Now we choose (P, Q) such that H(P ), H(Q) closes to max Q∈Γi H(Q) respectively. Then for any δ > 0, as ε small we have 
for some α 11 · · · α 2(N −1) ∈ R 2(N −1) . By Proposition 4, there exists (
Namely we have
By (6.1), we have for s = 1, · · · , N − 1
and
On the other hand
where B i = 1 µi R N + ( ∂U (y) ∂y1 ) 2 dy > 0, i = 1, 2. Combining (6.4)-(6.9), (6.2) and (6.3) become a system of homogenous equations for α is and the matrix of system is nonsingular since it is diagonally dominant. So we have α is = 0 for i = 1, 2, s = 1, · · · , N − 1 and thus u ε := (u ε , v ε ) is a solution of (3.1). Thus let u ε (x) := u ε ( x ε ) and v ε (x) := v ε ( x ε ). Then u ε := (u ε , v ε ) is a solution of (S ε ).
By the construction of u ε and maximum principle, it is easy to see that u ε > 0 and v ε > 0. Moreover,
and both of u ε and v ε have exactly one local maximum points P ε and Q ε respectively such that (P ε , Q ε ) ∈ (Γ 1 × Γ 2 ). Again from the construction of the solution u ε , by a similar arguments as is done in Z.Tang [15] we also have as ε → 0
Thus we complete the proof of Theorem 1.1.
7.
Sketch of the proof of Theorem 1.2. We can follow the similar arguments in proving Theorem 1.1 to finish the proof of Theorem 1.2 after some necessary modification, so in this section, we only give a sketch of the proof. We define P = (P 1 , P 2 , · · · , P k ) and Q = (P k+1 , · · · , P K ), as the definition of U P,ε and V Q,ε in Section 2, we denote U P,ε be the unique solution of the following problem
Similar with the definition of U P,ε (x) and V Q,ε (x) in Section 2, we also define U P,ε (x) and V Q,ε (x) by replacing P, Q with P, Q respectively. Again similar with the definition of K ε,P,Q and C ε,P,Q , we define
Let π ε,P,Q denote the projection from L 2 (Ω ε ) × L 2 (Ω ε ) onto C ⊥ ε,P,Q and following the definition ofL ε in (3.4), we defineL ε just replacing P and Q by P and Q respectively.
After the above corresponding definitions and notations, we now ready to give the sketch of the proof to Theorem 1.2 which including the following steps.
Firstly, using a similar argument as is done in proving Proposition 1 and Proposition 2, we can show the following two propositions Proposition 5. Let L ε = π ε,P,Q •L ε . There exist positive constants ε 0 , δ 0 such that for all ε ∈ (0, ε 0 ) and (P,
for all h ∈ K ⊥ ε,P,Q , where Γ 1 = Γ 1 × · · · × Γ k and Γ 2 = Γ k+1 × · · · × Γ K .
Proposition 6. For all ε ∈ (0, ε 0 ) and (P, Q) ∈ Γ 1 × Γ 2 , the map
Secondly, corresponding to Lemma 3.2, we have the following proposition Proposition 7. There exists ε 0 > 0 such that for every ε ∈ (0, ε 0 ) and (P, Q) ∈ Γ 1 × Γ 2 , there is a unique h ε,P,Q ∈ K ⊥ ε,P,Q and S ε (U P,ε (x) + V Q,ε (x) + h ε,P,Q ) ∈ C ε,P,Q . Furthermore h ε,P,Q H 2 (Ωε)×H 2 (Ωε) ≤ Cε. (7.4) After that, with a similar estimate as is done in the proof of Proposition 3, we can prove that Proposition 8. Suppose h ε,P,Q ∈ K ⊥ ε,P,Q is obtained in Proposition 7. Then we have
5)
where I(u) is defined by (2.4), H(P i ) denotes the mean curvature of the boundary at P i and
|∇U | 2 |y| 2 dy. Then by using a similar arguments as in Section 5, we have Proposition 9. For ε small, the following minimizing problem min{M ε (P, Q) : (P, Q) ∈ Γ 1 × Γ 2 } (7.7)
Finally, with the same arguments as is done in Section 6, we can show that Proposition 10. Suppose (P ε , Q ε ) ∈Γ 1 ×Γ 2 is obtained in above Proposition 9, we have (u ε , v ε ) = U P ε ,ε (x) + V Q ε ,ε + h ε,P ε ,Q ε is indeed a solution of (3.1). Similarly we take u ε (x) := u ε ( x ε ) and v ε (x) := v ε ( x ε ). Then u ε := (u ε , v ε ) is a solution of (S ε ). By maximum principle, u ε > 0 and v ε > 0. Moreover,
and u ε has exactly k local maximum points P ε = (P ε 1 , · · · P ε k ), v ε has exactly K − k local maximum points Q ε = (P ε k+1 , · · · P ε K ) respectively such that (P ε , Q ε ) ∈ (Γ 1 × Γ 2 ). Furthermore H(P ε i ) → max P ∈Γi H(P ), i = 1, 2, · · · , K.
This completes the sketch of the proof of Theorem 1.2.
8. Some remarks. In this section, we present some further results about the existence of segregated solutions of system (S ε ). Indeed from Theorem 1.1 and Theorem 1.2, we know that when the mean curvature H(P ) of the boundary ∂Ω admits more than two local maximums. Then we can derive the existence of segregated peak solution (u ε , v ε ) of (S ε ), namely as ε → 0, the local maximum points of u ε and v ε converge to different local maximum points of the mean curvature H(P ) respectively. Now, suppose on the contrary that the mean curvature H(P ) of the boundary ∂Ω admits more than two local minimums. Then we also can obtain the existence of segregated peak solution (u ε , v ε ) of (S ε ) such that the local maximum points of u ε and v ε converge to different local minimum points of the mean curvature H(P ) respectively. To be more precise, corresponding to Theorem 1.1 and Theorem 1.2, we have the following two results. Then for ε small enough, system (S ε ) admits a solution (u ε , v ε ) such that u ε and v ε possess exactly one local maximum points P ε and Q ε respectively such that P ε ∈ Γ 1 and Q ε ∈ Γ 2 . Furthermore Then for any 1 ≤ k ≤ K − 1 and ε small enough, system (S ε ) admits a solution (u ε , v ε ) such that u ε possess exactly k local maximum points P 1 ε , P 2 ε , · · · , P k ε , v ε possess exactly K − k local maximum points P k+1 ε , P k+2 ε , · · · , P K ε such that P i ε ∈ Γ i (i = 1, 2, · · · , K). Moreover as ε → 0, H(P i ε ) → min P ∈Γi H(P ), i = 1, 2, · · · , K.
Proof of Theorem 8.1 and Theorem 8.2. The proofs are essentially in the same spirit as the proofs of Theorem 1.1 and Theorem 1.2. The difference here is that we are concerned with the existence of segregated solutions (u ε , v ε ) to (S ε ) such that the couples u ε and v ε concentrate at different local minimum points rather than local maximum points of the mean curvature of ∂Ω. Thus here we apply a maximizing procedure rather than a minimizing procedure as is done in Section 5 and the other arguments can follow the same arguments in proving Theorem 1.1 and Theorem 1.2 ( see also Gui,Wei and Winter [10] and Tang [16] ), we can complete the proof and the detail is omitted.
