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NONLINEAR CONTINUOUS DATA ASSIMILATION
ADAM LARIOS AND YUAN PEI
Abstract. We introduce three new nonlinear continuous data assim-
ilation algorithms. These models are compared with the linear contin-
uous data assimilation algorithm introduced by Azouani, Olson, and
Titi (AOT). As a proof-of-concept for these models, we computation-
ally investigate these algorithms in the context of the 1D Kuramoto-
Sivashinsky equation. We observe that the nonlinear models experience
super-exponential convergence in time, and converge to machine preci-
sion significantly faster than the linear AOT algorithm in our tests.
1. Introduction
Recently, a promising new approach to data assimilation was pioneered
by Azouani, Olson, and Titi [3, 4] (see also [9, 30, 51] for early ideas in
this direction). This new approach, which we call AOT data assimilation
or the linear AOT algorithm, is based on feedback control at the partial
differential equation (PDE) level, described below. In the present work, we
propose several nonlinear data assimilation algorithms based on the AOT
algorithm, that exhibit significantly faster convergence in our simulations;
indeed, the convergence rate appears to be super-exponential.
Let us describe the general idea of the AOT algorithm. Consider a dy-
namical system in the form,
(1.1)
{
d
dtu = F (u),
u(0) = u0.
For example, this could represent a system of partial differential equations
modeling fluid flow in the atmosphere or the ocean. A central difficulty is
that, even if one were able to solve the system exactly, the initial data u0
is largely unknown. For example, in a weather or climate simulation, the
initial data may be measured at certain locations by weather stations, but
the data at locations in between these stations may be unknown. There-
fore, one might not have access to the complete initial data u0, but only to
the observational measurements, which we denote by Ih(u0). (Here, Ih is
assumed to be a linear operator that can be taken, for example, to be an
interpolation operator between grid points of maximal spacing h, or as an or-
thogonal projection onto Fourier modes no larger than k ∼ 1/h.) Moreover,
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the data from measurements may be streaming in moment by moment, so
in fact, one often has the information Ih(u) = Ih(u(t)), for a range of times
t. Data assimilation is an approach that eliminates the need for complete
initial data and also incorporates incoming data into simulations. Classical
approaches to data assimilation are typically based on the Kalman filter.
See, e.g., [13, 38, 43] and the references therein for more information about
the Kalman filter. In 2014, an entirely new approach to data assimilation—
the AOT algorithm—was introduced in [3, 4]. This new approach overcomes
some of the drawbacks of the Kalman filter approach (see, e.g., [6] for fur-
ther discussion). Moreover, it is implemented directly at the PDE level. The
approach has been the subject of much recent study in various contexts, see,
e.g., [1, 2, 5, 7, 14–18, 22, 26, 36, 48, 50].
The following system was proposed and studied in [3, 4]:
(1.2)

d
dt
v = F (v) + µ(Ih(u)− Ih(v)),
v(0) = v0.
This system, used in conjunction with (1.1), is the AOT algorithm for data
assimilation of system (1.1). In the case where the dynamical system (1.1)
is the 2D Navier-Stokes equations, it was proven in [3, 4] that, for any
divergence-free initial data v0 ∈ L2, ‖u(t) − v(t)‖L2 → 0, exponentially in
time. In particular, even without knowing the initial data u0, the solution u
can be approximately reconstructed for large times. We emphasize that, as
noted in [3], the initial data for (1.2) can be any L2 function, even v0 = 0.
Thus, no information about the initial data is required to reconstruct the
solution asymptotically in time.
The principal aim of this article is to develop a new class of nonlinear
algorithms for data assimilation. The main idea is to use a nonlinear mod-
ification of the AOT algorithm for data assimilation to try to drive the
algorithm toward the true solution at a faster rate. In particular, for a
given, possibly nonlinear function N , we consider a modification of (1.2) in
the form:
(1.3)

d
dt
v = F (v) + µN (Ih(u)− Ih(v)),
v(0) = v0.
To begin, we first focus on the following form of the nonlinearity:
N (x) = N1(x) := x|x|−γ , x 6= 0, 0 < γ < 1,(1.4)
with N1(0) = 0.
Remark 1.1. Note that by formally setting γ = 0, one recovers the linear
AOT algorithm (1.2). The main idea behind using such a nonlinearity is
that, when Ih(u) is close to Ih(v), the solution v is driven toward the true
solution u more strongly than in the linear AOT algorithm. In particular,
for any c > 0, if x > 0 is small enough, then N1(x) > cx, so no matter how
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large µ is chosen in the linear AOT algorithm, the nonlinear method with
N = N1 will always penalize small errors more strongly.
As a preliminary test of the effectiveness of this approach, in this work
we demonstrate the nonlinear data assimilation algorithm (1.3) on a one-
dimensional PDE; namely, the Kuramoto-Sivashinky equation (KSE), given
in dimensionless units by:
(1.5)
{
ut + uux + λuxx + uxxxx = 0,
u(x, 0) = u0(x),
in a periodic domain Ω = [−L/2, L/2] = R/LZ of length L. Here, λ > 0
is a dimensionless parameter. For simplicity, we assume that the initial
data is sufficiently smooth (made more precise below) and mean-free, i.e.,∫ L/2
−L/2 u0(x) dx = 0, which implies
∫ L/2
−L/2 u(x, t) dx = 0 for all t ≥ 0. This
equation has many similarities with the 2D Navier-Stokes equations. It is
globally well-posed; it has chaotic large-time behavior; and it has a finite-
dimensional global attractor, making it an excellent candidate for studying
large-time behavior. It governs various physical phenomena, such as the
evolution of flame-fronts, the flow of viscous fluids down inclined planes, and
certain types of crystal growth (see, e.g., [41, 55, 56]). Much of the theory
of the 1D Kuramoto-Sivashinsky equation was developed in the periodic
case in [11, 12, 29, 33, 57, 57, 58] (see also [3, 8, 10, 21, 23, 24, 27, 28,
31, 32, 34, 35, 37, 41, 44, 45, 49, 52, 55, 56]). For a discussion of other
boundary conditions for (1.5), see, e.g., [41, 42, 53–55]. Discussions about
the numerical simulations of the KSE, can be found in, e.g., [19, 20, 25, 39,
46]. Data assimilation in several different contexts for the 1D Kuramoto-
Sivashinsky equation was investigated in [34, 47], who also recognized its
potential as an excellent test-bed for data assimilation.
Using the nonlinear data assimilation algorithm (1.3) in the setting of the
Kuramoto-Sivashinsky equation, with the choice (1.4) for the nonlinearity
for some 0 < γ < 1, we arrive at:
(1.6)
{
vt + vvx + vxx + vxxxx = µ sign(Ih(u)− Ih(v))|Ih(u)− Ih(v)|1−γ ,
v(x, 0) = v0(x).
We take Ih to be orthogonal projection onto the first c/h Fourier modes, for
some constant c. Other physically relevant choices of Ih, such as a nodal
interpolation operator, have been considered in the case of the linear AOT
algorithm (see, e.g., [26]).
Remark 1.2. In view of the ODE example y′ = y1/2, y(0) = 0, which has
multiple solutions, one might wonder about the well-posedness of equation
(1.6). While lack of well-posedness is a possibility, our simulations do not
appear to be strongly affected by such a hindrance. In any case, we believe
the greatly reduced convergence time we observe makes the equations worth
studying. A similar remark can be made for an equation we examine in
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a later section with power larger than one, in view of the ODE example
z′ = z2, z(0) = 1, which develops a singularity in finite time. A study
of the well-posedness of (1.3), in various settings, will be the subject of a
forthcoming work.
2. Preliminaries
In this work, we compute norms of the error given by the difference be-
tween the data assimilation solution and the reference solution. We focus
on the L2 and H1 norms, defined by
‖u‖2L2 =
1
L
∫ L/2
−L/2
|u(x)|2 dx, ‖u‖H1 = ‖∇u‖L2 .
(Note that, by Poincare´’s inequality, ‖u‖L2 ≤ C‖u‖H1 , which holds on any
bounded domain, ‖u‖H1 is indeed a norm.)
We briefly mention the scaling arguments used to justify the form (1.5).
For a > 0, b > 0, L > 0, consider an equation in the form
ut + uux + auxx + buxxxx = 0, x ∈ [−L/2, L/2](2.1)
Choose time scale T = L4/b, characteristic velocity U = L/T = b/L3, and
dimensionless number λ = aL2/b. Write u′ = u/U , x′ = (x + L/2)/L,
t′ = t/T , where the prime denotes a dimensionless variable. Then
U
T
u′t′ +
U2
L
u′u′x′ +
aU
L2
u′x′x′ +
bU
L4
u′x′x′x′x′ = 0, x
′ ∈ [0, 1](2.2)
Multiply by L4/(bU). The equation in dimensionless form then becomes
u′t′ + u
′u′x′ + λu
′
x′x′ + u
′
x′x′x′x′ = 0, x
′ ∈ [0, 1].(2.3)
Thus, λ acts as a parameter which influences the dynamics, in the same way
that the Reynolds number influences dynamics in turbulent flows.
Another approach is to set ` = (b/a)1/2, T = `4/b = b/a2, and U = `/T =
a3/2/b1/2. Then define dimensionless quantities (denoted again by primes)
u′ = u′/U , x′ = (x+ L/2)/`, t′ = t/T . The equation now becomes
U
T
u′t′ +
U2
`
u′u′x′ +
aU
`2
u′x′x′ +
bU
`4
u′x′x′x′x′ = 0, x
′ ∈ [0, L` ](2.4)
Multiplying by `4/(bU) yields
u′t′ + u
′u′x′ + u
′
x′x′ + u
′
x′x′x′x′ = 0, x
′ ∈ [0, L` ].(2.5)
Thus, equation (2.4) is similar to equation (2.2), with λ = 1, except that the
dynamics are influenced by the dimensionless parameter L/`. In particular,
the dynamics can be thought of as influenced by parameter λ with L fixed,
or equivalently influenced by the length of the domain L with λ fixed, where
λ ∼ (L/`)2. In this work, for the sake of matching the initial data used in
[40], we choose the domain to be [−16pi, 16pi], so L = 32pi is fixed, and we
let λ be the parameter affecting the dynamics.
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3. Computational Results
In this section, we demonstrate some computational results for the non-
linear data assimilation algorithm given by (1.6).
3.1. Numerical Methods. It was observed in [26] that no higher-order
multi-stage Runge-Kutta-type method exists for solving (1.6) due to the
need to evaluate at fractional time steps, for which the data Ih(u) is not
available. Therefore, we use a semi-implicit spectral method with Euler
time stepping. The linear terms are treated via a first-order exponential time
differencing (ETD) method (see, e.g., [40] for a detailed description of this
method). The nonlinear term is computed explicitly, and in the standard
way, i.e., by computing the derivatives in spectral space, and products in
physical space, respecting the usual 2/3’s dealiasing rule. We use N = 213 =
8192 spatial grid points on the interval [−16pi, 16pi), so ∆x = 32pi/N ≈
0.0123. We use a fixed time-step respecting the advective CFL; in fact,
we choose ∆t = 1.2207 × 10−4. For simplicity, we choose µ = 1, however,
the results reported here are qualitatively similar for a wide range of µ
values. For example, when µ = 10, convergence times are shorter for all
methods, but the error plots are qualitatively similar. In [40], the case
λ = 1 is examined. However, to examine a slightly more chaotic setting,
we take λ = 2, which is still well-resolved with N = 8192. Our results are
qualitatively similar for smaller values of λ.
Here, we let Ih be the projection onto the lowest M = b32pi/hc Fourier
modes. In this work, we set M = 32 (i.e, h = pi); so only the lowest 32 modes
of u are passed to the assimilation equation via Ih(u). One can consider a
more general interpolation operator as well, such as nodal interpolation, but
we focus on projection onto low Fourier modes.
To fix ideas, in this paper we mainly use the initial data used in [40] to
simulate (1.5); namely
u0(x) = cos(x/16)(1 + sin(x/16));(3.1)
on the interval [−16pi, 16pi]. However, we also investigated several other
choices of initial data. In all cases, the results were qualitatively similar to
the ones reported here. We present one such test near the end of this paper.
Note that explicit treatment of the term µ(Ih(u)− Ih(v)) imposes a con-
straint on the time step, namely ∆t < 2/µ (which follows from a standard
stability analysis for Euler’s method). This is not a series restriction in this
work, since we choose µ = 1.
All the simulations in the present work are well-resolved. In Figure (3.1)
we show plots of time-averaged spectra of all the PDEs simulated in the
present work. One can see that all relevant wave-modes are captured to
within machine precision.
3.2. Simple Power Nonlinearity. We compare the error in the nonlinear
data assimilation algorithm (1.3) with the error in the linear AOT algorithm.
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(a) Time-averaged spectrum of the reference
solution u to the 1D-Kuramoto-Sivashinsky
equation.
(b) Time-averaged spectrum of the data as-
similation solution v with nonlinear pure-
power (N1) algorithm.
(c) Time-averaged spectrum of the data as-
similation solution v with nonlinear hybrid
(N2) algorithm.
(d) Time-averaged spectrum of the data as-
similation solution v with nonlinear concave-
convex (N3) algorithm.
Figure 3.1. Log-log plots of the spectra for the above scenarios.
Plots are averaged over all time steps between times t = 20 and t = 60.
(λ = 2)
We first focus on nonlinearity given by a power according to (1.4); i.e., we
consider equation (1.6) together with equation (1.5). In Figure 3.2(a), the
solution to (1.5) (which we call the “reference” solution) evolves from the
smooth, low-mode initial condition (3.1) to a chaotic state after about time
t = 20. In Figure 3.2(b), the difference between this solution and the AOT
data assimilation solution is plotted. It rapidly decays to zero in a short
time.
We observe in Figure 3.3 that errors in the linear AOT algorithm (1.2)
and the nonlinear algorithm (1.3) solutions both decay. The error in the
nonlinear algorithm has oscillations for roughly 5 . t . 15 which are not
present in the error for the AOT algorithm. However, by tracking norms of
the difference of the solutions, one can see in Figure 3.3 that the nonlinear
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(a) A chaotic solution to the
Kuramoto-Sivashinsky equa-
tion evolving in time.
(b) Error in data assimi-
lation solution using linear
AOT algorithm (γ = 0).
(c) Error in data assimila-
tion solution using nonlinear
algorithm (1.3) (γ = 0.125).
Figure 3.2. Data Assimilation for the Kuramoto-Sivashinsky equa-
tion (λ = 2) using linear and nonlinear algorithms. The difference
rapidly decays to zero in time, and visually the errors look similar. The
assimilation equations were initialized with v0(x) = 0. Ih is the orthog-
onal projection onto the lowest 32 Fourier modes. Similar results appear
in tests of a wide variety of initial data, and for 0 < γ < 0.125.
algorithm reaches machine precision significantly faster than the linear AOT
algorithm, for a range of γ values. When γ > 0.2, our simulations appear to
(a) Errors in L2-norm vs. time. (b) Errors in H1-norm vs. time.
Figure 3.3. Error for the linear AOT (γ = 0) solution and the
nonlinear (1.3) (γ > 0) solution for various values of γ. Resolution
8192. (Log-linear scale.)
no longer converge (not shown here). The error in the linear AOT algorithm
(i.e., γ = 0) reaches machine precision at roughly time t ≈ 49.8. For 0 <
γ < 0.2, there seems to be an optimal choice in our simulations around
0.75 . γ . 0.1, reaching machine precision around t ≈ 27.3, a speedup
factor of roughly 49.8/27.3 ≈ 1.8. Moreover, the shape of the curves with
γ > 0 indicate super-exponential convergence, indicated by the concave
curve on the log-linear plot in Figure 3.3, while for the linear AOT algorithm,
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the convergence is only exponential, indicated by the linear shape on the
log-linear plot. Currently, the super exponential convergence is only an
observation in simulations. An analytical investigation of the convergence
rate will be the subject of a forthcoming work.
3.3. Hybrid Linear/Nonlinear Methods. In this subsection, we inves-
tigate a family of hybrid linear/nonlinear data assimilation algorithms. One
can see from Figure 3.3) in the previous subsection that, although the non-
linear methods converge to machine precision at earlier times than the lin-
ear method, the nonlinear method suffers from larger errors than the linear
method for short times. This motivates the possibility of using a hybrid lin-
ear/nonlinear method. For example, one could look for an optimal time to
switch between the models, say, perhaps around time t ≈ 18± 2, according
to Figure 3.3), but this seems highly situationally dependent and difficult to
implement in general. Instead, the approach we consider here is to let N (x)
be given by (1.4) for |x| ≤ 1 but let it be linear for |x| > 1. The idea is that,
when the error is small, deviations are strongly penalized, as in Remark
(1.1). However, where the error is large, the linear AOT algorithm should
give the greater penalization (i.e., N1(x) < x when x > 1). Therefore, we
consider algorithm (1.3) with the following choice of nonlinearity, for some
choice of γ, 0 < γ < 1 (we take γ = 0.1 in all following simulations).
N (x) = N2(x) :=

x, |x| ≥ 1,
x|x|−γ , 0 < |x| < 1,
0, x = 0.
(3.2)
(a) Error in L2-norm vs. time. (b) Error in H1-norm vs. time.
Figure 3.4. Error in linear (γ = 0), nonlinear (γ = 0.1), and hybrid
(γ = 0.1) algorithms (λ = 2). Resolution 8192. (Log-linear scale.)
In Figure 3.4,we compare the linear algorithm (1.2) with the nonlinear
algorithm (1.3) with pure-power nonlinearity N1, given by (1.4), and also
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with hybrid nonlinearity N2, given by (3.2). The convergence to machine
precision happens approximately at t ≈ 49.8 (for AOT), t ≈ 27.3 (for N1),
and t ≈ 20.0 (for N2), respectively. In addition, one can see that the hybrid
algorithm remains close to the linear AOT algorithm for short times. More-
over, after a short time, the hybrid algorithm undergoes super-exponential
convergence, converging faster than every algorithm analyzed so far. The
benefits of this splitting of the nonlinearity between |x| > 1 and |x| < 1
seem clear. Moreover, this approach can be exploited further, which is the
topic of the next subsection.
3.4. Concave-Convex Nonlinearity. Inspired by the success of the hy-
brid method, in this subsection, we further exploit the effect of the feedback
control term µN (Ih(u)−Ih(v)) by accentuating the nonlinearity for |x| > 1.
We consider the following nonlinearity in conjunction with (1.3) for the
Kuramoto-Sivashinky equation.
N (x) = N3(x) :=

x|x|γ , |x| ≥ 1,
x|x|−γ , 0 < |x| < 1,
0, x = 0.
(3.3)
Note that this choice of N3 is concave for |x| < 1, and convex for |x| ≥ 1.
The convexity for |x| ≥ 1 serves to more strongly penalize large deviations
from the reference solution. In Figure 3.5, we see that at every positive time
this method has significantly smaller error than the linear AOT method,
and the methods involving N1 and N2. Convergence to machine precision
happens at roughly t ≈ 17.4, a speedup factor of roughly 49.8/17.4 ≈ 2.8
compared to the linear AOT algorithm.
(a) Error in L2-norm vs. time. (b) Error in H1-norm vs. time.
Figure 3.5. Error in linear AOT (γ = 0) algorithm, and the non-
linear algorithm with nonlinearities N1, N2, and N3 (each with γ = 0.1).
(λ = 2) Resolution 8192. (Log-linear scale.)
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3.5. Comparison of All Methods. Let us also consider the error at every
Fourier mode. In Figure 3.6, one can see these errors at various times. We
examine a time before the transition to fully-developed chaos (t ≈ 4), at
a time during the transition (t ≈ 14), a time after the solution has settled
down to an approximately statistically steady state (t ≈ 24), and a later
time (t ≈ 34). At each mode, and at each positive time, the error in the
solution with nonlinearity (3.3) is the smallest.
(a) t = 4 (b) t = 14
(c) t = 24 (d) t = 34
Figure 3.6. Error in spectrum (mode amplitude vs. wave number)
at different times for all methods.
Next, we point out that our results hold qualitatively with different choices
of initial data for the reference equation (1.5). Therefore, we wait until
the solution to (1.5) with initial data (3.1) has reached an approximately
statistically steady state (this happens roughly at t ≈ 20). Then, we use
this data to re-initialize the solution to (1.5) (in fact, we use the solution at
t = 30 to be well within the time interval of fully developed chaos). We still
initialize (1.6) with v0 ≡ 0. Norms of the errors are shown in Figure 3.7.
We observe that, although convergence time is increased for all methods,
the qualitative observations discussed above still hold.
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(a) Error in L2-norm vs. time. (b) Error in H1-norm vs. time.
Figure 3.7. Error in all algorithms with chaotic initialization for
reference solution. (λ = 2) Resolution 8192. (Log-linear scale.)
4. Conclusions
Our results indicate that advantages might be gained by looking at non-
linear data assimilation. We used the Kuramoto-Sivashinky equation as a
proof-of-concept for this method; however, in a forthcoming work, we will
extend the method to more challenging equations, including the Navier-
Stokes equations of fluid flow. Mathematical analysis of these methods will
also be subject of future work.
We note that other choices of nonlinearity may very well be useful to
consider. Indeed, one may imagine a functional given by
F(N ) = t∗(4.1)
where t∗ is the time of convergence to within a certain error tolerence, such
as to within machine precision. (One would need to show that admissible
functions N are in some sense independent of the parameters and initial
data, say, after some normalization.) One could also consider a functional
whose value at N is given by a particular norm of the error. By minimizing
such functionals, one might discover even better data-assimilation methods.
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