This study shows how to obtain least-squares solutions to initial and boundary value problems to nonhomogeneous linear differential equations with nonconstant coefficients of any order. However, without loss of generality, the approach has been applied to second order differential equations. The proposed method has two steps. The first step consists of writing a constrained expression, introduced in Ref. [1] , that has embedded the differential equation constraints. These expressions are given in term of a new unknown function, g(t), and they satisfy the constraints, no matter what g(t) is. The second step consists of expressing g(t) as a linear combination of m independent known basis functions, g(t) = ξ T h(t). Specifically, Chebyshev orthogonal polynomials of the first kind are adopted for the basis functions. This choice requires rewriting the differential equation and the constraints in term of a new independent variable, x ∈ [−1, +1]. The procedure leads to a set of linear equations in terms of the unknown coefficients vector, ξ, that is then computed by least-squares. Numerical examples are provided to quantify the solutions accuracy for initial and boundary values problems as well as for a control-type problem, where the state is defined in one point and the costate in another point.
I. INTRODUCTION
The n-th order nonhomogeneous ordinary linear Differential Equation (DE) with nonconstant coefficients is the equation 
where f (t) and the n + 1 functions, f i (t), can be any nonlinear continuous functions and t (often the time) is the independent variable. This kind of equations appear in many problems and in almost all scientific disciplines. Equation (1) can be solved by the method of variation of parameters: using n linearly independent solutions, y 1 (t), · · · , y n (t), of the homogenous part. Then, the general solution is just a linear combination of the independent solutions plus the particular solution associated to the nonhomogeneous equation [2] . The variation of parameters method relies on the capability of finding the n linearly independent solutions. Unfortunately, there is no general method to find these solutions. Another method, called undetermined coefficients [2] , is restricted to the case of constant coefficient, only. Finally, in the specific case if f (t) and all the n + 1 functions, f i (t), are polynomials, then an approximate solution can be found by power series [2] . However, in this study, f (t) and all the f i (t) functions can be any nonlinear continuous functions that are nonsingular in the integration time range.
The proposed Least-Squares (LS) method can be applied to solve Eq. (1) for any value of n. However, without loss of generality and for sake of brevity, the approach is here applied to second order nonhomogeneous linear DE with nonconstant coefficients,
dy(t) dt + f 0 (t) y(t) = f (t).
It is important to outline that, if functions f 1 (t), f 0 (t), and f (t) are continuous and nonsingular within the integration range, the Initial Value Problems (IVP) always admit solutions, while Boundary Value Problems (BVP) may have a single, multiple, no, or infinite solutions. Final special analysis is dedicated to particular BVP (typical from optimal control) where the variable is a vector, {x T , λ T } T , and where the state vector is defined at initial time, x(t 0 ) = x 0 , and the costate vector at final time, λ(t f ) = λ f .
II. THE CONSTRAINED EXPRESSIONS
The key idea of this study is to search the solution of Eq. (1) using constrained expressions, whose theory is presented in Ref. [1] . These expressions have embedded all the DE constraints,
ti , where the n-element vector, d, contains the constraints' derivatives orders and the n-element vector, t, indicates where the constraints are specified. The constrained equations adopted in this study are expressed as,
where:
expressions that are linear functions in the unknown function g(t) and in its derivatives, g
ti , evaluated at constraints times and where δ ik is the Kronecker delta. The β i (t, t) are special functions of the time and constraints times defined by the vector t. The β i functions given in Eq. (3) are not unique but they are characterized by β
Detailed derivations and presentations of these constrained expressions can be found in Ref. [1] . However, let's give three constrained expression examples.
Example #1. In the first example consider the function,
where
. The first derivative of Eq. (4) iṡ
It is easy to verify that, when t = t(1) = t 1 thenẏ(t 1 ) =ẏ 1 and when t = t(2) = t 2 thenẏ(t 2 ) =ẏ 2 . Therefore, no matter what g(t) is, Eq. (4) can be used as constrained expression for functions subject to:ẏ(t 1 ) =ẏ 1 andẏ(t 2 ) =ẏ 2 .
Example #2. This example is for a function subject to the following n = 4 constraints,
=ÿ t1 , y(t 2 ) = y t2 , y(t 3 ) = y t3 , and dy dt t4 =ẏ t4 .
where, d = {2, 0, 0, 1}. Let's select the constraint time vector as, t = {−1, 0, 2, 2}. A constrained expression with embedded all four constraints is
It is not difficult to verify that y(t), as defined by Eq. (5), has embedded all four constraints, (ÿ t1 , y t2 , y t3 ,ẏ t4 ), independent what g(t) is.
Example #3. This example shows the constrained expression when the constraints are specified in a relative way, as for
In this specific case, a constrained expression is
It is straightforward to prove this equation satisfies the two relative constraints, y 1 = y 2 andẏ 1 =ẏ 2 . These three examples show that the solution, y(t), can be expressed in term of an unknown function, g(t), such that y(t) always satisfies all DE constraints. This allows us to re-write the original DE in terms of the new function, g(t), thus obtaining a DE with constraints already embedded in the DE. This new DE has two interesting properties: it is not subject to external constraints and it is linear in g(t) and its derivatives.
In this study simple constrained equations have been provided to solve linear DE with nonconstant coefficients for IVP, in Eqs. (12, 20, 21) , and for BVP, in Eqs. (23, 29, 30, 31, 32, 33, 34, 35, 36) .
A. The least-squares approach
Since function g(t) is free to be selected, then it can be expressed as a linear combinations of a set of m linearly independent basis functions, h k (t),
This means that two distinct functions, h i (t) and h j (t) with i = j, must span different function spaces. In addition, all functions, h k (t), and their derivatives must be continuous and nonsingular within the time range. By doing this, the coefficients ξ k of Eq. (6) become our unknowns. Once these coefficients are computed, the g(t) function is known and, consequently, Eq. (4) provides the DE solution.
Examples of basis functions are polynomials (e.g., Lagrange, Legendre, monomial, Chebyshev, etc.), Fourier series, monomial plus Fourier series, and any combinations of continuous and nonsingular functions spanning different function spaces.
By substituting the expression of y(t), given in Eq. (3), in the DE of Eq. (2), along with the expression of g(t), given in Eq. (6) , and its derivatives,ġ(t) = ξ Tḣ (t) andg(t) = ξ Tḧ (t), a linear equation in terms of the unknown coefficients, ξ, is obtained. This equation can be then specialized for a set of N values of t j (e.g., uniformly distributed in the integration time range), obtaining
where p(t j ) is an n-long known vector and j ∈ [1, N ] and N ≥ m + 1. This set of N equations in m + 1 unknowns (usually, N m) can be set in the matrix form
. . .
This LS solution is computed by scaling the P matrix is order to decrease the condition number of P T P and, consequently, the numerical errors. This procedure is applied in detail for a second order nonhomogeneous linear DE with nonconstant coefficients for IVP and BVP, respectively.
B. The selected basis functions
In all the examples provided in this paper, the Chebyshev Orthogonal Polynomials (COP) of the first kind have been selected to represent the basis functions set. Note that, this selection may not be the best solution. In fact, while COP are a versatile basis to describe almost any kind of function, the COP derivatives are affected by a sort of Runge's phenomenon, with one order of magnitude increase at each subsequent derivatives. Figure 1 shows this effect for the first two derivatives.
Since COP are defined in term of a new variable, x ∈ [−1, +1], we set x linearly related to t ∈ [t 1 , t 2 ], as
where t 2 is specifically defined in BVP while it can be considered as the integration upper limit in IVP. Setting δt = t 2 − t 1 , the derivatives in terms of the new variable are,
Therefore, Eq. (2) can be re-written as,
where the functions f 2 , f 1 , f 0 , and f are now expressed in term of the new variable using Eq. (8) . By changing the integration variable, particular attention must be given to the constraints specified in term of derivatives. In fact, the derivatives dy dt and . Therefore, also the constraints, provided in term of the first and/or second derivatives, need to comply with the rules given in Eq. (9),
meaning that: the constraints on the derivatives in term of the new x variable now depend on the integration time range.
III. LEAST-SQUARES SOLUTION OF INITIAL VALUE PROBLEMS
Three distinct IVPs can be considered, depending on the DE constraints kind. Consider first the most classic problem where the function and its first derivative are specified in one point.
A. Initial Value Problems subject to: y(t 1 ) = y 1 andẏ(t 1 ) =ẏ 1 In this case, the constraints written in term of the new variable (x) are,
and a simple constrained expression for this IVP is,
where g(−1) = g 1 andġ(−1) =ġ 1 . Again, the solution y(x), as expressed by Eq. (11), has embedded the constraints, no matter what the function g(x) is. Substituting y(x), as expressed by Eq. (11), in Eq. (10) we obtain,
Now, let g(x) be expressed as a linear combination of COPs of the first kind,
which are defined by the recursive function,
All derivatives of COP can be computed in a recursive way, starting from
, while the subsequent derivatives of Eq. (14) give for k > 1,
In particular, it is easy to show that,
Therefore, substituting the expressions given in Eqs. (13-16) in Eq. (12), the following equation
is obtained. However, particular attention must be given to Eq. (17) because, for k = 0 and k = 1, all three terms of the RHS vanish,
which is equivalent to rewrite Eq. (17) as
The reason why in Eq. (17) for k = 0 and k = 1, all three terms of the RHS vanish, derives from the fact that the first two terms of COP are constant and linear in x. Now, the constrained expression of Eq. (11) is derived using a constant plus a linear expression in x. This means that the basis functions used for g(x) cannot be composed using the same function spaces, namely, the constant and the linear expression in x, because already adopted to define the constrained expression.
Note that, the two derivatives, d 2 T k dx 2 and dT k dx , are specific known polynomials in x, derived using Eqs. (13-15) . Therefore, Eq. (18) is a linear equation in terms of the (m − 1) unknown coefficients ξ k . This allows us to estimate these coefficients by LS, by specifying Eq. (18) for a set of N values x j , ranging from x 1 = −1 to x 2 = +1. Specifically, we have
In the next subsection the proposed approach is applied to a DE with known analytical solution. Accuracy comparison is provided with respect to the solution obtained by the Runge-Kutta-Fehlberg step-varying integrator (MATLAB function ODE45).
B. Accuracy tests
Consider integrating the following IVP from t 1 = 1 to t 2 = 4,
dy dt + (t + 2) y = 0 subject to:
This impliesẏ 1x =ẏ 1 3 2 = 0. The general solution of this equation is y(t) = 2 − e t−1 t. Equation (19) has been solved using the proposed LS approach (with m = 16 and N = 1, 000) and integrated using MATLAB function ODE45, implementing the Runge-Kutta-Fehlberg variable step integrator. The results are shown in Fig. 2 . In the left plot of Fig. 2 the absolute values of mean and standard deviation of the (P ξ − λ) residuals are shown as a function of m. When the residuals standard deviation reaches the minimum (at m = 17) 1 the LS approach provides the best accuracy results. The errors with respect to the true solution for the LS approach and the errors obtained using MATLAB function ODE45, are shown in the right plot. For this IVP, the LS method provides about five order of magnitudes accuracy gain with respect to ODE45 integrator.
C. Initial Value Problems subject to: y(t 1 ) = y 1 andÿ(t 1 ) =ÿ 1 →ÿ 1x =ÿ 1 δt 2 4 Using the constrained equation,
then Eq. (10) becomes 1 The value of m = 17 implies a 16 × 16 size of matrix (P T P ).
Note that, if y 1 andÿ 1x are known, thenẏ 1x can be derived using Eq. (10) evaluated at x 1 = −1
provided that f 1 (t 1 ) = 0. Therefore, the solution of the DE given in Eq. (10) Using the constrained equation,
Eq. (10) becomes
Again, ifẏ 1x andÿ 1x are known, then y 1 can also be computed by specializing Eq. (10) at x 1 = −1
Therefore, the solution of the DE given in Eq. (10) with constraintsẏ 1x andÿ 1x can be solved as in the previous section with constraints y 1 andẏ 1x , where y 1 is provided by Eq. (22).
IV. LEAST-SQUARES SOLUTION OF BOUNDARY VALUE PROBLEMS
Boundary Value Problems (BVP) appear in many applications arising in science and engineering. Examples are the modeling of chemical reactions, heat transfer, and diffusion. A thorough survey of the existing solutions to this problem can be found in Ref. [3] , describing most of the existing methods with the exception of those using Bézier curves. The use of implicit Bézier functions to obtain approximate solutions of BVP (or IVP) is not a new idea, albeit it is quite recent (2004). Venkataraman has attacked the problem using optimization techniques [4] , [5] , [6] while Zheng uses analytical LS approach [7] . Bézier curves have been adopted also to solve specific problems such as singular perturbed BVP [8] as well as integro-DE [9] . Two-point BVP are usually solved by iterative techniques. The most common approaches are the shooting methods, transforming the BVP into IVP.
With respect to the analytical LS approach proposed in Ref. [7] , this paper has developed a practical, fast and easy to implement, numerical LS approach. The proposed method does not require any sophisticated optimization technique to solve BVP applied to linear second-order nonhomogeneous DE. Examples are provided with particularly emphasis on the approximate solutions accuracy levels.
Let's first consider the most common BVP whose constraints are y(−1) = y 1 and y(1) = y 2 . A constrained function is
Substituting in Eq. (10) we obtain
In particular, using COP to describe g(x), we have
3 .
Using these expressions in Eq. (23) we obtain
However, for k = 0 and k = 1, all three terms on the RHS of Eq. (24) becomes zeros
For this reason Eq. (24) must be selected as
The (m − 1) coefficients ξ k of Eq. (25) are then computed by LS using Eq. (7).
A. Numerical accuracy tests with known solution
Consider the following BVP with constant coefficients,
whose solution is, y(t) = e −t + (3e − 1)te −t , with derivatives,ẏ(t) = −e −t (3et − t − 3e + 2), andÿ(t) = e −t (3et − t − 6e + 3). Figure 3 show the LS approach results for this test in terms of mean and standard deviation of (P ξ − λ) residuals (top, left) and the condition number of matrix P T P (top, center) as a function of the number of COP adopted (m − 1) to solve the LS problem. The residuals of the DE of Eq. (26) are provided (top, right), and the errors of the LS solution, y(t) (bottom, left), the first derivative,ẏ(t) (bottom, center), and the second derivative,ÿ(t) (bottom, right), with respect to the true solution, are provided. Shooting methods are transforming BVP into IVP. Numerical integrations of IVP, provide subsequent estimates based on previous estimates. This implies that the error, in general, is accumulating. In the contrary, the accuracy provided by LS solution is "uniformly" distributed within the integration bounds. If more accuracy is desired on a specific range, then by increasing the number of points on that range or by providing greater weights to the points on that range, the accuracy increase is obtained where desired.
B. Tests with unknown solution, with no solution, and with infinite solutions
Consider the DE with unknown solution,
subject to y(0) = 2 and y(1) = 2. In this case the LS solution results are given in the plots of Fig. 4 with the same meaning to those provided in Fig. 3 . The LS solution accuracy increases up to m = 21-degree COP. The standard deviation of the residuals reaches about 10 −14 accuracy level while the DE residuals are lower than 4.0 · 10 −14 .
Fig. 4. Results with unknown solution
Consider the following BVP with no solution,
dy dt + 25 y = 0 subject to:
In fact, the general solution of Eq. (27) is y(t) = [a cos(4 t) + b sin(4 t)] e 3 t , where the constraint y(0) = 1 gives a = 1 while the constraint y(π) = 2 gives 2 = e 3 π , a wrong identity! Figure 5 shows the results when trying to solve by LS the problem given in Eq. (27). For this example the number of COP terms has been increased up to when the matrix P T P become numerically singular, at m = 22, with a condition number value above 10
15 . The mean and standard deviation of the (P ξ − λ) residuals show no convergence while the condition number of P T P indicates that the problem has no solution. It is possible to show that, even in the no solution case, the proposed LS approach provides anyway a "solution" complying with the DE constraints! Finally, consider the BVP with infinite solutions,
dt 2 + 4 y = 0 subject to:
In fact, the general solution of Eq. (28) is, y(t) = a cos(2 t) + b sin(2 t), consisting of infinite solutions as b can have any value. Results of the LS approach are given in Fig. 6 showing the convergence, but not at machine level accuracy. Note the differences between the two cases of no and infinite solutions. Both of them experience bad condition number, but the convergence is experienced in the infinite solution case, only. (10), we obtain
Then, using the expressions provided in Eqs. (13-16) in Eq. (29) the LS solution can be obtained using the procedure described in Eqs. (6) (7) . Equation (29) has been tested, providing excellent results, which are not included for sake of brevity.
D. Constraints: y(t 1 ) = y 1 andÿ(t 2 ) =ÿ 2 →ÿ 2x =ÿ 2 4 δt 2 For this case the constrained equation
can be used. Substituting this equation in Eq. (10), we obtain
Then, using the expressions provided in Eqs. (13-16) in Eq. (30) the LS solution can be obtained using the procedure described in Eqs. (6-7). Equation (30) has been tested, providing excellent results, which are not included for sake of brevity. For this case the constrained equation
Then, using the expressions provided in Eqs. (13-16) in Eq. (31) the LS solution can be obtained using the procedure described in Eqs. (6) (7) . Equation (31) has been tested, providing excellent results, which are not included for sake of brevity.
F. Constraints:ẏ(t 1 ) =ẏ 1 →ẏ 1x =ẏ 1 2 δt andẏ(t 2 ) =ẏ 2 →ẏ 2x =ẏ 2 2 δt For this case the constrained equation
can be used. Substituting this equation in Eq. (10), we obtain x λ subject to:
increases the range by approximately one order of magnitude (and because polynomials are in general a bad choice to describe potential periodic solutions). Numerical tests have been performed for initial value problems with known solution. A direct comparison has been made with the solution provided by MATLAB function ODE45, implementing the Runge-Kutta-Fehlberg variable-step integrator. In this test, the least-squares approach shows five orders of magnitude accuracy gain. Numerical tests have been performed for boundary value problems for the four cases of known, unknown, no, and infinite solutions. In particular, the condition number and the residual mean of the least-square approach can be used to discriminate whether a boundary value problem has no solution or infinite solutions.
The proposed method is easy to implement, not iterative and, as opposed to classic numerical approaches, the solution error distribution do not increase along the integration but it is approximately uniformly distributed in the integration range. In addition, the proposed technique is identical to solve initial and boundary value problems. The method can also be used to solve higher order linear differential equations with linear constraints.
This study is not complete as many investigations should be performed before setting this approach as a standard way to integrate linear differential equations. Many research areas are still open, full of question marks. A few of these open research areas are:
1) Extension to weighted least-squares; 2) Nonuniform distribution of points and optimal distributions of points to increase accuracy in specific ranges of interest; 3) Comparisons with different function bases and identification of an optimal function base (if it exists!); 4) Analysis using Fourier bases; 5) Accuracy analysis of number of basis functions versus points distribution; 6) Extension to nonlinear differential equations; 7) Extension to partial differential equations. 8) Extension to nonlinear constraints. This study does not provide answers to the above questions, but it provides suggestions of important area of research and basic tools to dig.
