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ABSTRACT
Radiative cooling plays a crucial role in the dynamics of many astrophysical flows,
and is particularly important in the dense shocked gas within Herbig-Haro (HH) objects
and stellar jets. Simulating cooling processes accurately is necessary to compare nu-
merical simulations with existing and planned observations of HH objects, such as those
from the Hubble Space Telescope and the James Webb Space Telescope. In this paper
we discuss a new, non-equilibrium cooling scheme we have implemented into the 3-D
magnetohydrodynamic (MHD) code AstroBEAR. The new cooling function includes
ionization, recombination, and excitation of all the important atomic species that cool
below 10000 K. We tested the routine by comparing its predictions with those from
the well-tested 1-D Cox-Raymond shock code (Raymond 1979). The results show that
AstroBEAR accurately tracks the ionization fraction, temperature, and other MHD
variables for all low-velocity (. 90 km/s) magnetized radiative shock waves. The new
routine allows us to predict synthetic emission maps in all the bright forbidden and per-
mitted lines observed in stellar jets, including Hα, [N II], [O I], and [S II]. We present an
example as to how these synthetic maps facilitate a direct comparison with narrowband
images of HH objects.
Subject headings: radiation mechanisms: thermal, line: formation, ISM: Herbig-Haro
objects, ISM: jets and outflows, methods: numerical, magnetohydrodynamics (MHD)
1. Introduction
Radiative processes such as absorption, emission, and scattering are prevalent in astrophysical
gases. Observations of such gases are made possible by the radiation that escapes and reaches the
observer. This emission is often an integral part of a system as it is an energy loss (i.e. cooling) and
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can affect the evolution of the gas. Star forming regions, supernova remnants, planetary nebulae,
and H II regions are a few examples of systems where such cooling is important because the cooling
timescales can be much shorter than the hydrodynamical timescales.
Much of the gas in these systems is H and He, which cool inefficiently at low temperatures (≤
103 K) because their lowest excitation levels occur at relatively high energies. In other words, the
Boltzmann factor (exp (−EkT )) is small at low temperatures when the gas is neutral and in ionization
equilibrium. However, when the gas is shocked, the sudden increase in temperature can lead to
cooling rates that are over two orders of magnitude higher than the equilibrium value. Atomic
processes such as ionization and recombination also become important when the gas is not in
ionization equilibrium. The combination of shock heating and strong cooling can lead to a wide
range of temperatures and ionization fractions, which is why a careful treatment of non-equilibrium
cooling is important when shock waves are present. One regime in which such processes play a
key role is in the outflows from young stellar objects (YSOs). These outflows are observed as
Herbig-Haro (HH) jets, and they contain many shocks and heterogeneous cooling regions. Both
the shocks and cooling regions are readily observed in optical emission lines with instruments such
as the Hubble Space Telescope (HST).
The motivation of this work comes from time-resolved HST observations of HH objects (see e.g.
Hartigan et al. 2011). In numerical simulations, non-equilibrium cooling is necessary to accurately
predict the emission from an HH object. The ideal magnetohydrodynamic (MHD) equations with
cooling coupled with ionization and recombination equations for various species can result in a
better estimate of the temperature and ionization state of the gas. With such models, it is possible to
produce synthetic emission maps, and in HH objects, emission is observed in Hα (shock diagnostic)
and [S II] (post-shock cold flow diagnostic) (Heathcote et al. 1996).
As we describe in this paper, AstroBEAR calculates the non-equilibrium rate equations for
each bright emission line in the cooling zone with a separate code, and these cooling rates combine
to form a look-up table for the total cooling rate. That rate depends solely upon the ionization
fraction of H, the electron density, and the electron temperature, parameters that AstroBEAR
follows in each time step within the simulation. This scheme works well below 104 K because the
ionization states of all the strong coolants are either fixed or are tied to the ionization state of
H through strong charge exchange reactions. At higher temperatures, the code takes forbidden
line cooling from the Dalgarno-McCray cooling curves (Dalgarno & McCray 1972), but calculates
non-equilibrium recombination cooling from H and He explicitly in each step. Our code’s ability
to accurately track the temperature and ionization state of the gas makes it possible to produce
synthetic emission maps of various emission lines. Previous studies of outflows using AstroBEAR’s
new cooling method have already been done (Hansen et al. 2015a, 2017), and synthetic emission
maps of Hα and [S II] were presented in those works.
Many other hydrodynamic codes calculate non-equilibrium cooling, and we list several of these
codes here: YGUAZU-A (Raga et al. 2000), FLASH (Fryxell et al. 2000), PLUTO (Tes¸ileanu et al.
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2008), ENZO (Bryan et al. 2014), NIRVANA (Ziegler 2016), and RAMSES (Teyssier 2002). All of
these codes have been implemented in 3-D and have support for magnetic fields. The implemen-
tation of non-equilibrium cooling in each of these codes is different, and each code may contain
additional multi-physics such as radiation transfer, self-gravity, heat conduction, magnetic resistiv-
ity, etc. Thus, the choice of which code to use depends on the problem of interest and personal
preference. Table 1 lists these codes and which ionic species they use to calculate cooling rates.
The species listed in Table 1 are separated into two columns (“Non-equilibrium” and “Equi-
librium”). In the “Equilibrium” column, these species contribute to the overall cooling but with
ionization equilibrium assumed. In the “Non-equilibrium” column, species are either explicitly
tracked or charge-exchange is used to obtain contributions to cooling without assuming ionization
equilibrium (i.e., non-equilibrium). It is important to explicitly track H and He to correctly pre-
dict hydrodynamic quantities such as density and temperature, however, it is not always necessary
to explicitly track the heavier elements (i.e., metals). To predict emission line fluxes accurately,
species should be treated in the non-equilibrium regime. In AstroBEAR, the framework exists for
future users of the code to implement explicit tracking of species (e.g., O III) if other emission lines
are desired.
Many of the codes treat non-equilibrium radiative cooling in a similar fashion. YGUAZU-
A (Raga et al. 2000) uses the same cooling as its predecessor code CORAL (Raga et al. 1997).
YGUAZU-A/CORAL uses a network of 18 different rate equations for various ionic species to
obtain a non-equilibrium cooling function. AstroBEAR also uses rate equations (for H, He, and
S), but it uses table look-ups for the other species. Both codes are appropriate for approximate
temperature ranges between 103 and 105 K. The codes track different species, so the preferred code
also depends on which emission lines are desired for analysis. CORAL requires an assumption of
axisymmetry, but YGUAZU-A can be run in 3-D.
Magnetic fields may be important, especially in cooling regions behind shock fronts. For
typical ISM conditions, the thermal and magnetic pressures are comparable, but at shock fronts
the thermal pressure usually dominates. In cooling regions, the magnetic field is compressed along
with the gas, thus the magnetic pressure can begin to dominate (Hartigan & Wright 2015). MHD
codes like AstroBEAR are better-suited for simulating regions where fields may play an important
role.
FLASH is an open source code, and different users have incorporated different forms of cooling
to suit their needs. For example, Gaspari et al. (2011) used a metallicity dependent cooling function
in FLASH which was appropriate for cooling in the intercluster medium (ICM) above 104 K. With
an assumed metallicity, the cooling rate was reduced to a function dependent only on temperature
based on cooling functions from Sutherland & Dopita (1993). This treatment is different from
AstroBEAR, but, in this case, FLASH is used in a completely different regime: the ICM. The
current version of non-equilibrium cooling in AstroBEAR is more appropriate for higher density
and lower temperature regions such as the interstellar medium (ISM).
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PLUTO has been used to study radiative shocks in YSO jets (Tes¸ileanu et al. 2014). Similar
to the other aforementioned codes, PLUTO tracks several ionic species to calculate collisionally
excited line radiation in the optically thin limit. Like AstroBEAR, it adds cooling contributions
from Mg II, Si II, and Fe II without explicitly tracking their number densities. PLUTO also uses
look-up tables for more efficient computation. One can see from Table 1 that the PLUTO code has a
relatively large network of ionic species, but we will show that explicitly tracking this many species
is not necessary to produce accurate results in certain applications that require non-equilibrium
cooling.
Like FLASH, ENZO has been used to study the effects of cooling in the ICM (Li et al. 2015).
ENZO is different from the other codes in that it also includes cooling from deuterium, and molecu-
lar forms of hydrogen and deuterium; this makes it more suitable for low temperatures below 103 K.
The code can track all species of hydrogen, deuterium, and helium (including the aforementioned
molecules). There is also an option to incorporate the use of look-up tables, which were calculated
with the photoionization code CLOUDY (Ferland et al. 1998), for metal cooling. The limitation
is that the ENZO code assumes ionization equilibrium for the metals and does not explicitly track
number densities like the other codes that track the heavier species.
NIRVANA is another MHD code that has non-equilibrium cooling capabilities. The implemen-
tation is different from other codes in that it reads in a single text file which contains the desired
reaction equations. Cooling is then predicted for each reaction with rate coefficients, which are
derived from collision strengths found in various references. Reaction equations could be imple-
mented to include metals and charge exchange, but the examples given in Ziegler (2016) only used
the species listed in Table 1. This implementation method makes it relatively simple to add new
species (including molecules), but it becomes computationally expensive when incorporating many
species due to the increased number of equations to be solved. This is a common issue with all
hydrodynamic codes: tracking a large chemical network of ionic species becomes computationally
expensive, especially when the code is three-dimensional and includes other multi-physical pro-
cesses. For this reason, AstroBEAR, and codes similar to AstroBEAR, often use look-up tables to
obtain cooling rates.
Not all cooling tables work when the gas is out of ionization equilibrium. For example, mostly
neutral gas at 30000 K cools much faster than ionized gas at the same temperature and density.
For this reason, it is important that cooling routines follow the ionization fraction of H explicitly
to give accurate results.
RAMSES is yet another MHD code that, like AstroBEAR, uses AMR (Teyssier 2002). It is an
N-body and hydrodynamics code designed to study structure formation at cosmological and galactic
scales. The non-equilibrium cooling implementation is detailed in Rosdahl et al. (2013) where the
authors have named the extension of this code RAMSES-RT. Metal cooling is not included in this
code in part because it is less important at these large scales. There are many other codes currently
in use, and there are often different versions of a code which are used for different applications.
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The main point is that many of these codes treat non-equilibrium cooling in a similar fashion, but
they are different in the specific processes and species that they include. The code user should pay
careful attention to what is included in the cooling of a code to determine if it is appropriate for
their application.
Section 2 contains our numerical methods including the ionization, recombination, non-equilibrium
cooling, and production of synthetic emission maps in AstroBEAR. The best way to assess how
well this implementation works is to see how closely it matches the predictions of temperature,
density, and magnetic field throughout the post-shock cooling zones from a well-tested 1-D model
that includes all the relevant physics. These comparison models were generated by the shock code
built by Cox and Raymond (hereafter referred to as CRSC, Raymond (1979)), and they are shown
in Section 3. We also show some examples of synthetic emission maps from simulations of super-
sonic outflows in Section 4. Finally, in Section 5 we summarize our paper and discuss ongoing and
future work.
2. Methods
AstroBEAR is a highly parallelized adaptive mesh refinement (AMR) multi-physics code.
The use of AMR is crucial in 2-D and 3-D to resolve regions of rapid cooling and ionization
(behind shock fronts). See Cunningham et al. (2009); Carroll-Nellenback et al. (2012) for a de-
tailed explanation of how AMR is implemented. More details of the code can also be found at
https://astrobear.pas.rochester.edu/trac/. The code can solve the 3-D MHD equations with a va-
riety of multi-physics and source terms, but for the present work, we will only consider the 3-D
ideal MHD equations with non-equilibrium cooling:
∂ρ
∂t
+∇ · ρv = 0, (1a)
∂ρv
∂t
+∇ · (ρvv + PI −BB) = 0, (1b)
∂E
∂t
+∇ · ((E + P )v − (v ·B)B) = −L, (1c)
∂B
∂t
+∇ · (vB −Bv) = 0, (1d)
∂ni
∂t
+∇ · niv = Γi, (1e)
where ρ is the mass density, v is the velocity, P is the total pressure (thermal + magnetic) defined
as P = Pth +
1
2
B2, I is the identity matrix, B is the magnetic field normalized by
√
4pi, and E
is the total energy such that E = 1γ−1Pth +
1
2
ρv2 + 1
2
B2 (with γ = 5
3
for an ideal gas). L is the
cooling source term which will be a function of number density, temperature, and ionization. ni is
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the number density of species i, and Γi is the sum of the ionization and recombination rates for
species i.
The equations above represent the conservation of mass (1a), momentum (1b), energy (1c),
and magnetic flux (1d). Equation (1e) represents the evolution of the number densities of the
different atomic species tracked within the code. In the subsections that follow, we will describe
in detail the recombination and ionization Γi, the cooling source term L, and how the inclusion of
various species ni are used to produce synthetic emission maps.
2.1. Ionization and Recombination
There currently are a total of 8 species in AstroBEAR whose number densities are tracked via
equation (1e): H I, H II , He I, He II, He III, S II, S III, and S IV. The source term Γi contains the
ionization and recombination rates relevant to each species. Thus, Γi can be expressed as 8 more
equations:
ΓH I = −nenH ICH I + nenH II αH II , (2a)
ΓH II = nenH ICH I − nenH II αH II , (2b)
ΓHe I = −nenHe ICHe I + nenHe IIαHe II, (2c)
ΓHe II = nenHe ICHe I − nenHe IIαHe II − nenHe IICHe II + nenHe IIIαHe III, (2d)
ΓHe III = nenHe IICHe II − nenHe IIIαHe III, (2e)
ΓS II = −nenS IICS II + nenS IIIαS III, (2f)
ΓS III = ne ∗ nS IICS II − nenS IIIαS III − nenS IIICS III + nenS IVαS IV, (2g)
ΓS IV = nenS IIICS III − nenS IVαS IV. (2h)
Here ne is the electron number density, C is the collisional ionization rate in units of cm
3s-1 and
α is the sum of the radiative recombination rate and dielectric recombination rate also in units of
cm3s-1 (α = αr +αd). In these equations and everywhere in this paper, the subscript i following C
or α refers to the initial species which interacts with an electron and becomes ionized or recombines.
Following the prescription in Mazzotta et al. (1998), the collisional ionization rate for species
i can be written as
Ci =
6.69 × 107
(kT )3/2
exp (−xi)
xi
F (xi, σi), (3)
where
xi =
Ii
kT
. (4)
Here Ii is the ionization potential for species i (e.g. 13.6 eV to ionize H Iinto H II ), T is temperature
in K, k is the Boltzmann constant in eV/K, and F is a function which depends on xi and collisional
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cross section σi. The collisional cross sections which determine the value of F were taken from
Arnaud & Rothenflug (1985).
We followed the fit used by Verner & Ferland (1996) to determine radiative recombination
rates.
αr = A

√ T
T0
(
1 +
√
T
T0
)1−b(
1 +
√
T
T1
)1+b
−1
, (5)
where A, T0, T1, and b are fitting parameters different for each species. Dielectric recombination is
different from radiative recombination in that the ion first transitions to an excited state and then
to its ground state. (Mazzotta et al. 1998) gives the dielectric recombination rate as
αd =
c
T 3/2
exp
(
−E
T
)
, (6)
where c and E are the fitting parameters. The sum of αr and αd gives the total recombination
rates α used in equations (2).
It is also important to note how we keep track of the electron number density ne. The gas is
assumed to be quasi-neutral, thus the electron number density ne is equal to
ne = max(nH II + nHe II + 2nHe III, nmin), (7)
where nmin is a minimum density which we chose to be 0.01 times the total gas density. This
minimum is necessary to ensure that there are always at least some electrons present to ionize the
gas. The use of such a minimum is also physically realistic since the heavier metals (e.g., S or Fe)
will always have some level of ionization due to the presence of far-ultraviolet (FUV) photons. This
is also why we do not track neutral S I; we assume that all sulfur is at least singly ionized (i.e., S II).
All of the collisional ionization rates C and the recombination rates α multiplied by the ap-
propriate number densities form the right hand sides of equations (2). AstroBEAR first solves the
source-free version of equation (1e) (i.e. with Γ = 0) and then uses an operator split approach
to handle the microphysical source terms. The source terms Γ are integrated using a 5th order
accurate Cash-Karp Runge-Kutta method. This method uses the difference between the 4th and
5th order solutions to determine accuracy and adjust the time-step as appropriate. AstroBEAR
uses the same method for other constant source terms (e.g., the cooling term L).
2.2. Non-equilibrium Cooling
The cooling source term L in equation (1c) is treated in the same way as Γ in equation (1e). As
described in the previous subsection, the source term is integrated using a Cash-Karp Runge-Kutta
method. L is comprised of four main categories of coolants: hydrogen LH , helium LHe, other heavy
metals LZ , and molecules LM as illustrated in equation (8).
L = LH + LHe + LZ + LM . (8)
– 8 –
Each of these coolants can be further separated into more terms via the underlying processes
responsible for the energy losses.
LH contains energy losses due to H I excitation, H I ionization, and H II recombination. Thus,
LH can be written as
LH = H Iex + ne
(
nH ICH IIH I + nH II αH II kT
)
. (9)
Likewise, LHe can be split into its excitation, ionization, and recombination terms:
LHe = He Iex+He IIex+ne
(
nHe ICHe IIHe I + nHe IIαHe IIkT + nHe IICHe IIIHe II + nHe IIIαHe IIIkT
)
.
(10)
In equations (9) and (10), the terms labeled by subscripts ‘ex’ represent cooling due to excita-
tion. In previous versions of AstroBEAR, these were taken directly from the Dalgarno & Mc-
Cray (DM) cooling curve which assumes ionization equilibrium values for the number densities
(Dalgarno & McCray 1972). Through the use of equation (1e), we can now use non-equilibrium
values for the number densities which results in more accurate energy losses.
To convert the ionization and recombination rates, C and α respectively, into energy loss rates
we multiply by appropriate number densities and energies. The ionization terms are multiplied by
the ionization potential Ii for species i, and the recombination terms are multiplied by a factor of
2/3kT . This factor of 2/3 warrants additional explanation.
Although the average kinetic energy of the electrons is 3/2kT and the most probable kinetic
energy is kT , the recombination cross sections of ions (including H) decline as electron energies
increase. In general, values of the average energy lost per recombination to level n depend both
upon n and the temperature, and vary from about 0.9kT to 0.5kT as n changes from 2 to 6 for
H at temperatures of interest. Hence we adopt 2/3 for the multiplicative constant in front of the
kT term for recombination losses. Typically, collisional cooling dominates by a factor of ∼ 10 over
recombination, so the exact value of the constant has a minor effect on the overall energy budget
in the simulations.
Cooling from metal excitation is calculated from one of two different tables depending on the
temperature. In between 2000 and 16500 K, we use a new cooling table which contains forbidden
line cooling from O I, O II, N I, N II, S II, Fe II, Si II, Mg II, and C II. The table uses strong charge
exchange cross sections to lock the ratios of N II/N I and O II/O I to H II /H I, and it solves multilevel
atom models to derive volume emission cooling terms. This 3-D table depends on the electron
number density, ionization fraction, and temperature. Hence the tracking of various neutral and
ionized species makes the use of this table possible and results in more accurate cooling due to
metals. Cooling in this table (hereafter referred to as “Z” cooling) is strictly from metal-electron
collisions.
We also use a modified version of the Dalgarno &McCray (DM) cooling curve (Dalgarno & McCray
1972) where we subtract the contributions from H and He, leaving only the metal and molecular
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components. We altered the abundances to match the abundances used in the aforementioned 3-D
metal cooling table which are more appropriate for the interstellar medium (see Table 2). The metal
and molecular components of the DM curve are further altered by using non-equilibrium densities
instead of the values one would get from ionization equilibrium. At every temperature, we use
this modified DM curve for metal-hydrogen collisional cooling and molecular cooling, although the
molecular component will only become important below 1000 K. Above 16500 K and below 2000 K,
the metal-electron collision term of the modified DM curve is used instead of the value from the 3-D
table. A smoothing function is applied at the boundaries of these two metal-electron cooling tables
(2000 and 16500 K) to avoid discontinuous jumps in cooling rates. Figure 1 shows the following
cooling curves: DM, an altered DM, and the new 3-D Z cooling table.
2.3. Calculating Synthetic Emission Lines
In the following subsection, all emission equations give an emissivity in units of erg/cm3/s.
Tracking the hydrogen and helium species allows us to track their ionization fractions and thus
the electron number density of the gas which is required for generating synthetic emission maps
(equation (7)). For HH objects, [S II] emission is strongest in cooling regions behind shocks
(Heathcote et al. 1996). In AstroBEAR, below 104K, all S is assumed to be S II, and above 104K,
the ionization and recombination rates are used to track the amount of S III and S IV. This was em-
ployed to more accurately track the ionization state of S at higher temperatures and hence produce
more accurate [SII] maps.
Our total [S II] emission is the sum of two lines with photon wavelengths of 673.1 and 671.6 nm.
These correspond to electron transitions from level 2 to level 1 and level 3 to level 1, respectively.
The total [S II] emission can be written as
[S II] =
3∑
j=2
njAjhνj , (11)
where nj is the number density of S II in excited state j, Aj is the Einstein A-coefficient for
spontaneous emission from level j to level 1, h is Planck’s constant, and νj is the frequency of the
emitted photon such that hνj is in ergs. The values for Aj are taken from Mendoza & Zeippen
(1982), and we solve the 5-level atom to determine the values for nj. In solving for the level
populations nj of this system, we used collision strengths from Keenan et al. (1996).
Calculating the Hα emission accurately is crucial to comparing these simulations with ob-
servations. Hα will typically mark shock fronts within HH objects (Heathcote et al. 1996). In
AstroBEAR, the Hα routine is dependent on electron number density, temperature, ionization
fraction, and total hydrogen number density. The total Hα emission is the sum of two terms: a
collisional excitation term Hαc and a recombination term Hαr.
For the excitation term, we include excitations to levels 3, 4, and 5 using effective collision
– 10 –
Table 1. Capabilities and species included in cooling function for various hydrodynamic codes
Charge Species
Code Exchange Non-equilibrium Equilibrium
AstroBEAR Y H I-II, He I-III, N I-II, O I-II,
S II-IV
C I-VI, N III-VIII, O III-VIII,
Ne II-XI, SV-XVII, Mg I-XII,
Si II-XIV, Fe II-XXVI
YGUAZU-A Y H I-II, C II-IV, N I-V, O I-V,
Ne I-V, S II-V
none
FLASH Y varies varies
PLUTO Y H I-II, He I-II, C I-V, N I-V, O I-V,
Ne I-V, S I-V
Mg II, Si II, Fe II
ENZO N H I-II, He I-III, D, D+, H2, H2
+,
HD, HD+
none
NIRVANA N H I-II, He I-III, H-, H2, H2
+ none
RAMSES N H I-II, He I-III none
Table 2. Element abundances relative to hydrogen
Element Abundance
H 12
C 8.52
N 7.96
O 8.82
Ne 2.60
Mg 7.42
Si 7.52
S 7.20
Fe 7.60
– 11 –
-30
-28
-26
-24
-22
-20
 1  2  3  4  5  6  7  8
lo
g(Λ
) [e
rg 
cm
3  
s-
1 ]
log(T) [K]
New 3-D Z Table
Original DM
New Abundances DM
Fig. 1.— Cooling curves used in AstroBEAR. The y-axis shows the cooling efficiency Λ which leads
to the energy loss term L when multiplied by appropriate number densities (ne and total hydrogen
number density nH). The solid line represents the original DM cooling curve used in previous
versions of AstroBEAR, dashed line is the DM curve but with the slightly altered abundances,
and the gray circles are all of the data points from the new 3-D metal cooling table. The upper
boundary of the gray area represents the fully ionized limit, while the lower boundary represents
the fully neutral limit. The new table allows for the possibility of having gas far from ionization
equilibrium in the region where most of the forbidden lines originate and where magnetic pressure
effects are greatest.
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strengths υ from Anderson et al. (2000) and Anderson et al. (2002). The excited atom then de-
excites, and an Hα photon is produced when the atom transitions from level 3 to level 2. Such a
photon has energy hν ≃ 3.0263 × 10−12 ergs. The electrons in the higher levels (4 and 5) have to
cascade down to level 3 and then level 2 to be included in the Hα emission, thus their contributions
are less significant than electrons already in level 3. The excitation term can be written as
Hαc = nenH Ihν
8.63 × 10−6
2
√
T
5∑
j=3
exp
(−Ej
kT
)
υj, (12)
where Ej is the energy required to excite neutral H from level 1 to level j, and υj is the collision
strength for such an excitation. The collision strength includes a factor which accounts for the fact
that not all excitations lead to Hα emission; some will produce Hβ and Hγ emission as well.
The recombination term is important when the gas is highly ionized at relatively low temper-
atures . 104 K. When ionized hydrogen is recombining, there is a nonzero probability that it will
go through the Hα transition. To calculate this term, the radiative recombination rate αr is simply
multiplied by the appropriate quantities as follows:
Hαr = nenH II hναr. (13)
As in Subsection 2.1, recombination rates are taken from Verner & Ferland (1996), and they are
valid above 3000 K.
Both recombination and collisional excitation can be important depending on the conditions. In
general, at low temperatures (. 104 K), Hα emission is weak but is dominated by the recombination
term because any hydrogen that is ionized will quickly recombine. The excitation term dominates
at higher temperatures (up to 105 K) as the gas is less likely to recombine and energies are favorable
for excitation. At still higher temperatures, the amount of Hα will decrease because the hydrogen
becomes mostly ionized (no neutral H to excite).
AstroBEAR does all of the emission calculations as post-processing after each outputted frame
from a simulation. In order to generate a synthetic emission map, the gas is assumed to be optically
thin, so the emission can be easily summed along a line of sight. The data can be rotated or inclined
to produce a 2-D emission map from different observer perspectives. The emission maps in this
paper show [S II] in red and Hα in green, and the ratio [S II]/Hα determines the color such that
when this ratio approaches unity, the color will become yellow.
3. Testing AstroBEAR’s Cooling Routines
One of the first problems that one might study with an MHD code that uses equations (1) is a
1-D, stationary, magnetized, radiative shock. Exploring the behavior of such shocks with varying
initial conditions helps us understand the various environments where these shocks exist such as
within YSO jets. However, to make comparisons with observations, it is necessary for a code to
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accurately track temperature, densities, and other quantities in the post-shock region where the gas
is cooling. We ran a number of models with AstroBEAR and compared the results with equivalent
models run by CRSC.
For our AstroBEAR models, we let the gas move in the x-direction with velocity vx and the
magnetic field is in the y-direction By. This was chosen because any field component that is
perpendicular to the shock front (Bx) will not be compressed by the shock. Given initial pre-shock
conditions for density, velocity, temperature, field strength, and ionization fraction, the 1-D shock
jump equations can be used to find the post-shock values. The 1-D MHD shock jump equations
are as follows:
[ρvx]
2
1
= 0, (14a)[
ρv 2x + Pth +
B 2y
2
]2
1
= 0, (14b)
[
(
1
2
ρv 2x +
γ
γ − 1Pth +B
2
y )vx
]2
1
= 0, (14c)
[Byvx]
2
1
= 0, (14d)
[nivx]
2
1
= 0, (14e)
where the variables are defined in the same way as they were in Section 2 for equations (1).
The bracket notation is used to define the difference between post-shock and pre-shock quantities
([A]2
1
= A2 − A1). For simplicity, the ionization fraction is assumed to remain constant across the
shock jump.
The cooling and ionization/recombination source terms must be accounted for in the post-
shock region. We use a Runge-Kutta integration method to solve for the energy flux and species
number density fluxes one computational cell at a time. From these values, we can derive a density,
velocity, temperature, and magnetic field to populate all of the cells behind the shock. This can
be done out to any distance, but we stop the calculation once the temperature drops to about
1000 K since this is where molecular cooling processes would start to become important. We will
refer to the distance from the shock front to T = 4000 K as the cooling length Lcool. Once the
domain is initialized with the pre-shock region, shock jump, and post-shock region, the code can
begin taking hydrodynamic time-steps. Since the simulations are run in the frame of the shock,
the entire radiative shock profile remains stationary and does not change.
The CRSC (Raymond 1979) treatment of a radiative shock is very different than that of
AstroBEAR. It is not an MHD code; it instead follows a single parcel of gas as it travels through a
post-shock region and radiates. CRSC, as compared to AstroBEAR, contains many more emission
lines, explicitly tracks more ionized species, and accounts for more chemical processes such as
photoionization. The CRSC also calculates non-local radiative transfer by following the optical
depth of Lyman continuum photons. Such photons are mostly produced at the shock front and can
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reionize the gas in the post-shock cooling zone. This effect is mitigated in AstroBEAR by limiting
the shock velocities to below 90 km/s. Modeling higher shock velocities would require a treatment
of photoionization and radiative transfer in 3-D which can be computationally expensive. Higher
shock velocities also require higher resolution which imposes a code limitation to which shock models
we can reasonably compare. Despite these differences and limitations, radiative shock models of
modest shock velocities (< 90 km/s) from both codes are strikingly similar. Furthermore, the shock
velocity limitation still allows for accurate modeling of HH objects. Although HH objects exhibit
speeds of 200-400 km/s (determined by proper motions and radial velocities), the knots within such
objects move into previously ejected material with relative velocities on the order of 10-100 km/s
(Hartigan et al. 2011).
We tested the new AstroBEAR cooling routine by running dozens of models, and highlight
four of them here which vary in pre-shock ionization fraction and shock velocity (see Table 1.2).
Changing the ionization fraction is the best way to test the ionization/recombination routines in
different regimes in AstroBEAR, and changing the shock velocity is the best way to test different
temperature ranges. All four models have the same pre-shock values for total atomic number density
and temperature of 100 cm-3 and 10000 K, respectively. Models A and B have shock velocities of
40 km/s and models C and D have shock velocities of 70 km/s.
Figure 2 shows the radiative shock profile for model A. This figure, and the three that follow,
show the post-shock profiles for several MHD quantities and five different emission lines. We have
plotted the temperature in K, density compression n/no, ionization fraction ne/no, and inverse
plasma beta PB/P . As expected, the temperature drops and the density increases, hence the
increase in thermal pressure is minimal. The magnetic pressure, however, increases along with
the density due to magnetic flux freezing (Hartigan & Wright 2015), thus PB/P increases in the
post-shock region.
The emission lines that we have plotted here include Hα, [O I] (630.0 nm), [N II] (658.3 nm),
and [S II] (671.6 nm + 673.1 nm). Hα always peaks at the shock front, as expected, and [S II]
peaks farther from the shock front. Within the post-shock cooling region, the [S II] emission is
much stronger than Hα. Oxygen and nitrogen tracers have not been implemented in AstroBEAR
Table 1.2. Varied parameters in 1-D shock models
Model v [km/s] B [µG] X
A 40 94 0.01
B 40 94 0.40
C 70 77 0.01
D 70 77 0.40
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as was done for sulfur, so the [O I] and [N II] lines are considered to be upper limits. Even without
additional tracers, the code predicts [O I] and [N II] emission reasonably well for some models as
compared to the CRSC values.
Model B (Figure 3) shows how a higher initial ionization fraction affects the shock jump and
post-shock quantities. Higher ionization leads to a lower initial post-shock temperature which
is counter-intuitive but a correct result of how we chose our models. One would expect higher
ionization to lead to higher temperatures, which is true in most of the post-shock cooling zone
and is evidenced by the emission lines (Cox & Raymond 1985). The differences in the initial post-
shock temperatures in our models can be explained via the mean atomic weight. The presence of
more electrons decreases the mean atomic weight which in turn increases the sound speed. Since the
shock velocity and pre-shock temperature are fixed, the shock for Model B is effectively weaker than
Model A (lower Mach number), hence the temperature jump is less. For a more straightforward
comparison, the initial post-shock temperatures are listed in Table 1.3. In the post-shock region of
Model B, the ionization fraction increases initially as the gas equilibrates to the high temperature,
and then it begins to decrease as recombination begins to dominate. Also note that with this higher
ionization, the metal emission lines emit over a longer extent in the post-shock cooling region.
For Model C, we again have a low ionization fraction as in Model A, but we have increased
the shock velocity to 70 km/s. The higher shock velocity means that this shock is stronger, thus
the temperature and density jumps are higher. These initial post-shock temperatures are so high
that the ionization processes are dominant, and the gas quickly reaches ionization fractions that are
even higher than Model B. We again see that despite the higher shock velocity and temperatures,
AstroBEAR agrees fairly well with the CRSC models in all MHD quantities. The emission line
profiles are also in good agreement, with the Hα and [S II] lines being most accurate.
Figure 5 shows Model D, the high ionization, high shock velocity model. As we saw before,
the higher ionization actually decreases the temperature and density jump. This particular model
is the most extreme case, and AstroBEAR still captures the correct trends. Higher shock velocity
and higher ionization models would be more challenging for AstroBEAR as O III and N III start
to become important in these regimes. In the future, tracers could be added to more accurately
model velocities ≥ 90 km/s and pre-shock ionization fractions ≥ 0.5.
An important result from running these models is obtaining a value for the cooling length
Lcool We typically define Lcool as the distance from the shock front at which the gas has cooled to a
certain temperature, and here we have defined the cooling length temperature to be 4000 K. Cooling
lengths were calculated for all four models for both AstroBEAR and CRSC, and the results are
reported in Table 1.3. On average, the values for Lcool from both codes vary by approximately 20%
relative error. AstroBEAR does appear to cool faster, but it still recovers the expected behaviors
and trends of radiative shocks.
For any simulation that uses cooling, it is important to know the cooling lengths of the strongest
radiative shocks within the grid because stronger shocks cool faster and will have a shorter Lcool. As
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Fig. 2.— Radiative shock profile of model A. The red lines are from the AstroBEAR model, and the
black lines are from CRSC. The top plot shows the emission lines, and the bottom plot shows the
temperature T , number density compression ratio n/no, inverse plasma beta PB/P , and electron
number density ratio ne/no. The temperature values use the left vertical axis, and the ratios use
the right vertical axis. Comparing n/no to ne/no gives a sense for how ionization fraction changes
with distance. The inverse plasma beta PB/P is greater than 1 which means that the magnetic
field pressure dominates over thermal pressure forces.
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Fig. 3.— Radiative shock profile of model B. The red lines are from the AstroBEAR model, and
the black lines are from CRSC.
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Fig. 4.— Radiative shock profile of model C. The red lines are from the AstroBEAR model, and
the black lines are from CRSC.
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Fig. 5.— Radiative shock profile of model D. The red lines are from the AstroBEAR model, and
the black lines are from CRSC.
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discussed in Hansen et al. (2015b), the cooling length resolution is crucial to resolving instabilities
caused directly or indirectly by strong cooling. Yirak et al. (2010) found that a cooling length
resolution of at least 10 cells per Lcool was required to resolve such instabilities. For any AstroBEAR
simulation that uses the new non-equilibrium cooling functions, a separate 1-D radiative shock
simulation seeded with parameters from the full 2-D or 3-D simulation of interest can be a helpful
guide. The 1-D models can give a value for Lcool and thus a minimum for what the physical
resolution should be if we want to resolve cooling processes within post-shock regions which will
also lead to better values for the emission line calculations.
In Figure 6 we compare a shock profile from the new non-equilibrium cooling to the previously
used DM cooling. This Figure only shows temperature down to 1000 K, and it is for model C.
We see that with the new implementation, AstroBEAR cools somewhat faster, especially in the
temperature range of the new 3-D metal cooling table. The new implementation is also more
consistent with CRSC; the DM cooling model resulted in a cooling length that is approximately
10 times too long. DM cooling is still quite good at high temperatures, but it is clear that a non-
equilibrium treatment is necessary for radiative shocks. One of the main reason non-equilibrium
cooling is important for this application is that neutral H and He cool rapidly at high temperatures.
4. Applications to HH Objects
An important application of the new non-equilibrium cooling routines in AstroBEAR is sim-
ulations of HH objects. In previous studies, we have run simulations of pulsed jets (Hansen et al.
2015b) and interacting bow shocks (Hansen et al. 2017). The example outflow and synthetic emis-
sion map we show here is similar to the simulations from the latter work.
We initialize a 3-D grid with an overdense clump of radius 10 AU which moves supersonically,
at M = 15, producing a radiative bow shock. The stationary ambient number density, temperature,
and ionization fraction are 1000 cm-3, 1250 K, and 0.01 respectively. These values are consistent
Table 1.3. Cooling lengths and initial post-shock temperatures of the 1-D shock models
Cooling length (AU) Post-shock temperature (104 K)
Model AstroBEAR CRSC AstroBEAR CRSC
A 8417 9793 2.54 2.50
B 732 1029 2.18 2.12
C 383 397 11.32 11.24
D 203 270 8.60 8.55
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Fig. 6.— Improvement from previous DM cooling in AstroBEAR. The shock profile shown for
comparison here is model C. The solid line is the new non-equilibrium cooling in AstroBEAR, the
dashed is from the previously used DM cooling. Z cooling appears to be much stronger and leads
to a much shorter cooling length for this shock.
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with typical values in regions with YSO jets (see Frank et al. 2014, and references therein). The
clump is initialized with a density of 5 x 105 cm-3, temperature of 2000 K, and ionization fraction
of 10-3. The choice of initial conditions here is not crucial since the purpose of the simulations was
to drive a radiative bow shock into the ambient. Supersonic clumps are a simple way to generate
bow shocks in simulations, and these values do not affect the conclusions we can make about the
emission from such bow shocks.
We see the emission from a radiative bow shock in Figure 7 where Hα is in green and [S II] is
in red. The emission map plots the ratio [S II]/Hα as a color such that it is yellow when the ratio
approaches unity. We see that the green Hα is strongest near the shock front, and the emission
reddens as the gas cools in the post-shock region as expected. This is consistent with the 1-D
radiative shock models from the previous Subsection.
The use of non-equilibrium cooling and synthetic emission map production make it possible
to compare simulation results with actual HST observations of HH objects. Figure 8 shows an
HST image of the bow shock of HH 1 from 2007. We again see bright Hα at the shock front and
[S II] dominates in the post-shock cooling region. There are other similarities between Figure 8 and
Figure 7 such as the heterogeneous nature of the emission. These structures and other details of
such outflows will are discussed in (Hansen et al. 2017).
5. Conclusions
We have presented the implementation of new non-equilibrium cooling routines into the MHD
code AstroBEAR. These routines are robust and include ionization and recombination equations
for various atomic species. The accuracy of the code was tested by comparing 1-D radiative shock
models with CRSC. Despite large differences in the way each code handles the physics, the models
were very similar with an average relative differences in cooling length of approximately 18%.
1-D radiative shock models can also be used as a tool to determine the cooling length in other
simulations. It is important to resolve Lcool in order to accurately simulate cooling processes,
including thermal instabilities, within post-shock regions.
We also presented the implementation of post-processing routines in AstroBEAR built to
produce synthetic emission maps of Hα and [S II]. The [O I] and [N II] lines are implemented in
the same way as [S II], and more lines may be added in the future. To produce other emission line
fluxes, tracers for other species (e.g. O III) would have to be implemented, and the framework for
implementing tracers already exists in the current version of AstroBEAR. With an accurate measure
of temperature and ionization in post-shock regions, synthetic emission maps from AstroBEAR can
be directly compared to HST images.
We are currently using the new non-equilibrium cooling functionality in other research projects
such as 3-D pulsed jets which will expand on the work done in Hansen et al. (2015b). There is much
research that can be done with the current implementation, but further improvements to cooling
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Fig. 7.— Synthetic emission map from a radiative bow shock. The ratio [S II]/Hα is plotted such
that green shows Hα, red shows [S II], and yellow shows regions where this ratio approaches unity.
The bow shock was created in simulation by launching a supersonic, over-dense clump.
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Fig. 8.— HST image of HH 1 from 2007. This bow shock shows Hα and [S II] features that are
similar to those of the synthetic emission map of Figure 7.
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in AstroBEAR can still be made. The cooling routines can be expanded to include more processes
and track more species within the temperature regions relevant in this paper. Furthermore, much
work is needed to implement accurate molecular cooling if simulations are to be conducted at
temperatures below 1000 K. Molecular cooling is a challenging problem as it would need to include
processes such as grain formation and photodissociation.
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