Abstract. We consider misclassified binary data with a validation substudy. For such data various methods have been developed for estimating the odds ratio. It is well-known that the maximum likelihood estimator (MLE) of the odds ratio is efficient but requires iterative algorithms to compute. In this article, we derive a closed-form formula for the MLE and its asymptotic standard error. We compute the closed-form MLE on a data set that has been analyzed by other methods, and the results are compared.
Introduction
Assessing the relationship between binary exposure and disease variables is of interest in many epidemiological studies [4] . Such interest also arises in other applications such as analysis of traffic data [5] . Sometimes one of the binary variables such as the exposure variable is obtained using a fallible classifier which may misclassify. For such misclassified binary data, it is well-known the classical estimators of odds ratio are biased. For example, Bross [1] and Goldberg [2] assessed the bias assuming equal and unequal misclassification error rates between the two samples, respectively.
When an expensive infallible classifier (gold standard) exists, [9] pioneered a double-sampling scheme which classifies a subset of the original data using both the infallible and fallible classifiers. Such a subset is also labeled as a validation substudy. The complement of the validation substudy is labeled as the main study. The estimation of the odds ratio in such a setting has been extensively discussed in the literature. As pointed out by [8] , while the maximum likelihood estimator (MLE) is the most efficient one, it is computationally difficult and requires iterative procedures to find a solution. Consequently, most epidemiological books recommended the use of matrix method [3] and the inverse matrix method [7] for estimating the odds ratio. However [8] , have shown that MLE is optimal in all senses except computationally burdensome and recommended developing softwares implementing the MLE.
Finding a burdenless algorithm for calculating the MLE is the goal of our research. In this paper through reparameterization, we are able to derive a closed-form formula for computing the MLE and its standard error of odds ratio. Our formulas are easy to implement, do not require iterative algorithms, and therefore can be widely used by practitioners. Consequently, ad hoc methods such as the matrix and inverse matrix methods need not to be used any more. 
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The remainder of the paper is organized as follows. In Section 2 we describe the data, define notation, introduce the model, and derive our formulas. In Section 3 we apply our formula to a dataset and compare the results with those obtained by other methods. Finally, we conclude the article by a discussion in Section 4.
Data and model
In the data there are two classifiers for classifying individuals into two mutually exclusive categories (0 or 1). The infallible classifier is used only in the validation substudy, while the fallible classifier is used in both the main study and the validation substudy. There are two samples in both the main study and the substudy. For Sample i (1 or 2), let M i and n i be the sample sizes in the main study and the substudy, respectively. In addition, we denote N i = M i + n i as the total sample size for Sample i.
For the jth individual in the ith sample, where i = 1,2 and j = 1, . . . , N i , let F ij and T ij be the classifications by the fallible and infallible classifiers, respectively. We denote F ij = 1 if the result is positive by the fallible classifier and F ij = 0 otherwise. Similarly, we denote T ij = 1 if the result is truly positive by the infallible classifier and T ij = 0 otherwise. Note that F ij is observed for all individuals in both the main study and the validation substudy, while T ij is observed for individuals in the validation substudy but not in the main study. Clearly, misclassification occurs when F ij = T ij .
In the validation substudy, we use n ijk to denote the number of individuals in Sample i classified as j and k by the infallible and fallible classifiers, respectively. In the main study, let X i and Y i be the number of positive and negative classifications in Sample i by the fallible classifier, respectively. The summary counts in both the main study and the substudy for sample i are displayed in Table 1 .
We define parameters for Sample i as follows. Let the true proportion parameter of interest be p i = Pr(T ij = 1), the proportion parameter of the fallible classifier be π i = Pr(F ij = 1), the false positive rate of the fallible classifier be φ i = Pr(F ij = 1|T ij = 0), and the false negative rate of the fallible classifier be θ i = Pr(F ij = 0|T ij = 1). Note that we allow the false positive rates and false negative rates to be different between the two samples, i.e., φ 1 = φ 2 and θ 1 = θ 2 . Also note that π 1 and π 2 are not additional unique parameters because they are functions of other parameters. Specifically, by the law of total probability, we have
where q i = 1− p i . For the cell counts displayed in Table 1 , the corresponding cell probabilities are shown in Table 2 .
As noted in Section 1, we intend to derive a closed-form formula for the MLE and standard error of odds Table 1 presents data under consideration. For Sample i, the observed counts (n i00 , n i01 , n i10 , n i11 ) from the validation substudy have a quadrinomial distribution with total size n i and probabilities displayed in an upper right 2 × 2 submatrix in Table 2 , i.e.,
In addition, the observed counts (X i , Y i ) in the main study have the following binomial distribution:
Because (n i00 , n i01 , n i10 , n i11 ) and (X i , Y i ) are independent for Sample i and Sample 1 is independent of Sample 2, up to a constant, the full likelihood function is
where
As noted previously, directly maximizing Eq. (2) with respect to η requires iterative numerical methods. These numerical methods are computationally expensive and may have convergence issues. Instead of using these numerical methods, we perform a transformation of parameters η and derive a closed-form solution. Our method can be described in the following way. We define new parameters as
Let the new set of transformed parameters be γ = (λ 11 , λ 12 , π 1 , λ 21 , λ 22 , π 2 ). By Eq. (2), the full log likelihood function of γ is
The corresponding score vector s f (γ) = ∂l f (γ)/∂γ has the following form
By setting the above score vector to 0, we obtain the MLE for γ asλ i1 = n i11 /n i·1 ,λ i2 = n i10 /n i·0 , and π i = (X i + n i·1 )/N i . By solving Equations (1) and (3) and applying the invariance property of MLE, the MLE for
Finally, again by the invariance property of MLE, the MLE for odds ratio
Computing from Eq. (4), the expected Fisher information matrix I f (γ) is a diagonal matrix with the following diagonal elements:
One can check that the regularity conditions are satisfied for this model. Therefore, the MLEγ = (λ 11 ,λ 12 ,π 1 ,λ 21 ,λ 22 ,π 2 ) has an asymptotic multivariate normal distribution with mean γ and variance matrix I −1 f (γ), which is a diagonal matrix with the following diagonal elements:
In other words, for i = 1, 2, asymptotically we have
In addition,λ 11 ,λ 12 ,π 1 ,λ 21 ,λ 22 ,π 2 are asymptotically mutually independent. Note thatp i =π iλi1 + (1 −π i )λ i2 and thatλ i1 ,λ i2 , andπ i are independent, i = 1, 2. By delta method, the variance ofp i (≡ σ 2 i ) has the following expression:
A consistent estimator of σ
Recall that the MLE of
and define log odds ratio τ = log(ψ). Again by the delta method, we have σ
. Therefore, a 100(1 − α)% confidence interval for τ isτ ± Z α/2στ , where Z α/2 is the upper α/2th quantile of the standard normal distribution. Because this approximate CI is based on asymptotic theory, the sample size needs to be large enough to apply this CI. Finally, a 100(1 − α)% confidence interval for ψ is (ψ/ exp(Z α/2στ ),ψ exp(Z α/2στ )).
Example
We consider data from a case-control study of sudden infant death syndrome (SIDS) and mothers' exposure to antibiotics in pregnancy [6] . The data are displayed in Table 3 and record information of antibiotic exposure gained through interviewing mothers (fallible classifier) and through examining medical records (infallible classifier). Table 4 presents the parameter estimates together with the 95% CIs for the odds ratio. The inverse matrix method and the MLE computed by both the iterative procedure and our closed-form formula gave identical results for this example. Results by the matrix method are somewhat different. Because one is contained in all of the CIs, the study did not show statistical evidence in association between SIDS and mothers' exposure to antibiotics in pregnancy.
Discussion
Misclassified binary data with a validation substudy has attracted a lot of interests from researchers. There are limitations with existing algorithms. The matrix method and the inverse matrix method have shown to be less efficient than the MLE. However, the MLE is difficult for practitioners to implement.
In this paper we have solved this dilemma by deriving closed-form formulas for the MLE and its standard error. This will provide a feasible way for practitioners to analyze misclassified binary data using the MLE.
