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The proofs of quantum nonlocality due to GHZ and Hardy are quantitatively different from that
of Bell insofar as they rely only on a consideration of whether events are possible or impossible,
rather than relying on specific experimental probabilities. Here, we consider the computational task
of determining whether or not a given table of possibilities constitutes a departure from possibilis-
tic local realism. By considering the case in which one party has access to measurements with
two outcomes and the other three, it is possible to see at exactly which point this task becomes
computationally difficult.
I. INTRODUCTION
Since the inception of quantum mechanics, the ap-
parent nonlocality of the theory has been a thorny
issue. Einstein, together with Podolsky and Rosen
[4], argued that this property, in apparent contra-
vention of the information-propagation bound of the
speed of light from special relativity, was evidence of
the incompleteness of the quantum-mechanical de-
scription of nature. The related concept of nonlocal
steering was also the subject of Einstein’s scrutiny in
a letter to Edwin Schro¨dinger [3], in which it is noted
that a local description of steering necessitates na-
ture to have what we would now call the ψ-epistemic
property: that the quantum state is not instantiated
as a part of nature’s ontology.
In this paper, we will consider “Bell experiments”
of the classic form: we have two separate quantum
systems, in a possibly entangled state, and a set of
observables that we can measure on each. Formally,
this is a prepare-and-measure scenario for which the
commutativity graph of the available observables is
bipartite; these notions are equivalent since we will
consider systems of finite quantum dimension. Such
an experiment will have probabilities for its out-
comes predicted by quantum theory; we are then
interested in whether or not these predictions could
be realised via a local (that is, factorisable) hidden
variable model. That this is not always possible was
first noted by Bell [2].
In 1991, Pitowsky [10] demonstrated that deter-
mining whether or not a given table of these oper-
ational predictions had a local hidden variable ex-
planation was NP-Hard. In this paper, we consider
a more extreme, possibilistic, manifestation of non-
locality; one in which it is not only true that we
cannot account for the specific experimental proba-
bilities with a local hidden variable model, but that
we cannot even account for the possibilities. In doing
so, we will identify the minimal operational require-
ments for this problem to remain NP-Hard, filling
in the final gap in a categorisation started by Mans-
field and Fritz [7, 8] and continued by Abramsky,
Gottlob and Kolaitis [1].
II. THE LOCALITY DECISION PROBLEM
Given a table of probabilities for a Bell experi-
ment, a question of experimental and foundational
relevance is whether or not that table provides an
example of quantum nonlocality; that is to say that
it cannot be reproduced by a local hidden variable
model. A table of probabilities can be transformed
into a table of possibilities simply by denoting each
nonzero element with a 1 to mark it as possible.
On the top of figure 1, we see the standard table of
probabilities given; below is the corresponding table
of possibilities. We will follow the notation of Mans-
field and Fritz for these tables, in which each row
and column denotes a measurement outcome, and
the intersection of a row and column is the prob-
ability of that outcome within the contexts, which
are separated by lines. For example, if Alice chooses
measurement setting A2, and Bob chooses measure-
ment setting B1, then we see from the table that the
probability of seeing the outcome (a2 = 0, b2 = 1) is
1/8.
Definition 1 ((j, k)-PossLoc). The k-outcome
Possibilistic locality decision problem, (j, k)-
PossLoc is as follows: the problem instance is
an element of {0, 1}j+k+n+m, where j and k are
the maximum number of measurement outcomes
for each measurement on the two subsystems
being measured, and n and m are the number
of measurements available at each location. This
should be thought of as a data table where a 1
indicates a possible outcome and a 0 indicates an
impossible outcome. In general, we will take n = m
to maintain a single scaling factor; in fact this
change is without loss of generality. In the case
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b1 = 0 b1 = 1 b2 = 0 b2 = 1
a1 = 0 1/2 0 3/8 1/8
a1 = 1 0 1/2 1/8 3/8
a2 = 0 3/8 1/8 1/8 3/8
a2 = 1 1/8 3/8 3/8 1/8
b1 b
′
1 b2 b
′
2
a1 1 0 1 1
a′1 0 1 1 1
a2 1 1 1 1
a′2 1 1 1 1
FIG. 1. Probability and Possibility tables for a CHSH
experiment. Alice has two available measurements: mea-
surement A1 with outcome a1 and a
′
1; and measurement
A2 with outcomes a2 and a
′
2. Bob has measurements
denoted similarly. Typically, however, we will not label
outcomes as the properties we are consider are invariant
under relabelling.
where j = k, we will denote this problem merely
k-PossLoc. While this is not essential, we will
also require that the data tables obey a possibilistic
no-signalling principle; this merely streamlines the
wording of the theorems.
Theorem 1. [8] 2-PossLoc is in P.
Proof. This proof proceeds by showing that the only
kind of possibilistic nonlocality that can occur in the
two-outcome case is the one originally identified by
Hardy [5]; that is to say, a feature of the following
kind, in which a blank space can be substituted ei-
ther for a 0 or for a 1:
1 0
0
0
We can quickly see that the highlighted one is im-
possible to extend to a “deterministic grid”, i.e. no
single deterministic hidden variable can account for
that possibility without also introducing an event
that is impossible in the diagram. Since the appear-
ance of this structure is equivalent to possibilistic
nonlocality in this case, an algorithm to determine
whether or not a given data table is possibilistically
local or nonlocal reduces to checking each possible
set of four contexts of this type, of which there are
n2(n − 1)2/4. Since checking for the appearance of
x y
a
A
b
B
FIG. 2. Points on the Bloch sphere to which Alice’s
ensemble can be steered, revealing the generalised Hardy
paradox.
such structures is possible in constant time, our al-
gorithm runs in O(n4).
However, this argument is specific to the case in
which we have measurements with at most two out-
comes on each side. As an illustration that there
are quantumly-accessible nonlocal data tables that
are not reducible to a fine-graining of a Hardy para-
dox, we will now demonstrate a novel possibilistic
nonlocality scenario in the (2,3) case. This will be a
generalisation of Hardy’s proof of Bell’s theorem.
Constructing the possibility table for this steering
scenario reveals the following structure in a subset
of the table:
b b⊥ A⊥ B⊥ x⊥ A⊥ B⊥ y⊥
a 1 1 1 1 1 1 1 1
A 1 1 0 1 1 0 1 1
b 1 0 1 1 1 1 1 1
B 1 1 1 0 1 1 0 1
x 1 1 1 1 0 1 1 1
y 1 1 1 1 1 1 1 0
We now present this paradox minimally, demon-
strating that it is neither a Hardy paradox, nor a
fine-graining of a Hardy paradox. Therefore, the
Hardy paradox is not universal even for quantumly-
accessible possibilistic nonlocality as long as one
party has access to three-outcome measurements.
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1 0 0
0
0 0
0
0
We see that in some sense this can be thought of
as a generalisation of Hardy’s paradox; the third
measurement row acts to convert the two right-hand
measurement columns into a single effective column
identical to that of the standard Hardy paradox; we
see that at least one of the two right-hand columns
must have its completion of the highlighted 1 in
a subcolumn other than the rightmost subcolumn,
causing a Hardy paradox. We note also that this
family of no-signalling distributions has a supremum
value of the paradoxical probability (the maximum
probability of a measurement witnessing a Hardy
paradox) of 1/2. This is a large violation compared
to other known situations with a fixed number of
outcomes, a fixed quantum dimension, and a fixed
number of measurements: the paradoxical proba-
bility for Hardy’s own construction is roughly 0.09.
This probability can be met by scenarios with two
parties with access to k different 2-outcome measure-
ments, or by a generalised no-signalling theory [7].
This is because the overlap between |A〉 and ∣∣b⊥〉
can be made arbitrarily large, and the reduced state
of the system can be made arbitrarily close to the
completely mixed state.
III. (2,3)-POSSLOC IS NP-COMPLETE
It is easy to see that (j, k)-PossLoc is in NP; to
show that a data table is possibilistically local, we
can specify a possibilistically local hidden variable
model that accounts for each of the occurrences of
the possible events (1 entries) within the problem in-
stance. It is clear to see that such a witness is only
polynomially-sized, and can be checked in polyno-
mial time. The rest of this section, then, will be a
proof of NP-hardness. We note that since Mans-
field and Fritz [8] showed that 2-PossLoc was in P
and Abramsky et al showed that 3-PossLoc and the
three-party generalisation of 2-PossLoc were NP-
complete, this leaves (j, k)-PossLoc as the only re-
maining case to have its complexity analysed.
Definition 2 (r-Robust decision problems). Fol-
lowing Abramsky et al, we shall define, for a deci-
sion problem P, the problem r-Robust P to be the
decision problem that, given an instance of P, asks
whether or not every assignment of r variables in the
problem can be extended to a satisfying assignment
of the problem.
Theorem 2. The (2,3)-PossLoc decision problem
is NP-complete.
Proof.
Definition 3. 0(1)-valid 3-SAT is the set of 3-
SAT decision problems that are satisfied by assign-
ing a value of 0 (1) to all variables.
Lemma 1. 2-Robust 0-valid 1-valid 3-SAT is
NP-complete.
Proof of Lemma. Consider a general 3-SAT in-
stance C =
∧
i ci, where ci are clauses consisting
of the disjunction of three literals or negated liter-
als. We will introduce two new variables x and y,
and apply the mapping f to each clause ci defined
by:
f(l1 ∪ l2 ∨ ◦l3) = (l1 ∨ l2 ∨ ◦l3 ∨ ¬x), (1)
f(¬l1 ∨ ¬l2 ∨ ◦l3) = (¬l1 ∪ ¬l2 ∨ ◦l3 ∨ y), (2)
in which the ◦ symbol is being used to denote the
presence or absence of a ¬ symbol. We note that
now, every clause of C ′ =
∧
i f(ci) contains at least
one positive literal and at least one negative literal,
and so C ′ is both 0-valid and 1-valid.
We note that it is possible now to convert this
4-SAT instance back to a 3-SAT instance by the
following procedure, mapping each clause to a pair
of equisatisfiable clauses (which we will refer to as
an effective clause):
(◦l1∪◦l2∨◦l3∨x)→ (◦l1∪◦l2∨z)∧(¬z∨◦l3∨x) (3)
We note also that this adjustment maintains 0-
validity and 1-validity, since we can choose an order
on the {◦li} such that each of the two clauses in
the effective clause contain a positive and a negative
literal. We note that since each effective clause con-
tains either ¬x or y, setting x to 0 and y to 1 leads
to a satisfying assignment for any assignment choices
of the other variables. Now, to test whether or not
the instance is 2-robust, we check that there are no
choices for our two variables to fix that cause there
to be no satisfying assignment. We will consider the
possibilities on a case-by-case basis:
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1. If neither x is fixed to 1 or y is fixed to 0, then
we set x to 0 and y to 1. As mentioned above,
this yields a satisfying assignment. If one or
more z has been assigned a value, we may need
to assign some li to make the affected clauses
valid. Since this affects at most two clauses it
can be seen that it is always possible to satisfy
such a modified pair of clauses.
2. If exactly one of x is fixed to 1 or y is fixed
to 0, then, removing all instances of the ¬x or
y literals respectively still leaves the instance
either 0-valid or 1-valid, and we can utilise this
assignment.
3. If we fix both x to 1 and y to 0, then remov-
ing the ¬x and y literals from C ′ transform it
back into C, and therefore this restriction has
a satisfying assignment if and only if C did
originally.
Therefore, since 3-SAT is NP-hard, so is 2-Robust
0-valid 1-valid 3-SAT. It is in NP since there are
only O(n2) different pairs of variables to set, and
so the witness size to demonstrate a set of assign-
ments that display robustness is sitll only polyno-
mially sized. Hence, 2-Robust 0-valid 1-valid
3-SAT is NP-complete.
Corollary 1. 2-Robust 3-SAT is NP-complete.
We note now that we will in fact only need the
fact that 2-Robust 3-SAT is NP-complete for the
rest of this proof; the motivation for having proven
that the 0-valid 1-valid is also NP-complete will
become apparent when considering which of these
possibility tables are realisable within quantum me-
chanics.
Lemma 2. There is a polynomial-time embedding
of 2-Robust 3-SAT into (2,3)-PossLoc.
Proof of Lemma. The reduction algorithm is as fol-
lows:
• For each variable in the 2-Robust 3-SAT in-
stance, we add a measurement to the party
with two-outcome measurements available to
them, to which we will assign the measurement
rows. We pick any ordering of the variables to
do this.
• For each clause in the 2-Robust 3-SAT in-
stance, we add a measurement to the party
with three-outcome measurements available to
them; these are our measurement columns.
This is a departure from the strategy of
Abramsky et al, whose constructions have a di-
rect symmetry between the rows and columns.
• For each intersection of a variable row and
clause column, such that the variable is rep-
resented positively in the clause, we have the
measurement possibilities given by:
0 1 1
1 1 1
,
1 0 1
1 1 1
, or
1 1 0
1 1 1
, (4)
depending on whether the variable is the first,
second, or third variable in the clause with re-
spect to our variable ordering.
• For each intersection of a variable row and
clause column, such that the variable is rep-
resented negatively in the clause, we have the
measurement possibilities given by:
1 1 1
0 1 1
,
1 1 1
1 0 1
, or
1 1 1
1 1 0
, (5)
depending on whether the variable is the first,
second, or third variable in the clause with re-
spect to our variable ordering.
We can see that choices of subrow in a measurement
row is equivalent to an assignment of that variable,
and that the clause structure effectively bans the as-
signment disallowed by that specific clause, for ex-
ample the clause (x1 ∨ x2 ∨ x3) corresponds to the
possibility table
x1 = 0 0 1 1
x1 = 1 1 1 1
x2 = 0 1 0 1
x2 = 1 1 1 1
x3 = 0 1 1 0
x3 = 1 1 1 1
We see we cannot simultaneously assign a 1 to each
of the top subrows as part of a deterministic grid.
We, then, need only to answer the question of the
necessary and sufficient nature of 2-Robustness; we
note that choosing a specific 1 to complete to a grid
represents therefore an assignment of one variable,
and the structure of the table then might result in
the forced selection of another variable’s assignment,
if there is a 0 in the same subcolumn as the selected
1. Therefore by the same logic as before, the (2,3)-
PossLoc decision problem is NP-complete.
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Therefore, since 2-Robust 3-SAT is NP-Hard;
any instance of 2-Robust 3-SAT can be reduced to
an instance of (2,3)-PossLoc in polynomial time;
and (2,3)-PossLoc is in NP, (2,3)-PossLoc is
NP-Complete.
IV. QUANTUM REALISATION
We should note at this point that all the above
proofs are for generalised no-signalling distributions.
When we restrict ourselves to quantumly accessible
distributions, all these problems become open.
Theorem 3. All the quantumly accessible instances
of the above (2,3)-PossLoc construction in which
the party with three-outcome measurements has ac-
cess only to a 2-dimensional quantum system are 0-
valid and 1-valid under a variable renaming that can
be calculated in linear time.
Proof. Each measurement row corresponds to a two-
outcome measurement. Without loss of generality,
we can take these to be projective measurements
since any two-outcome POVM is a convex mixture
of such projectors. If our entangled state is pure,
which it has to be in order for there to be any im-
possible events, then this means that each outcome
steers Bob’s system to one of two pure states that
convexly mix to Bob’s reduced state.
We note that each measurement column corre-
sponds to a three-element POVM, and as such the
hyperplane that is the convex hull of each triple
contains the origin. Additionally, these POVM el-
ements have an additional geometrical constraint:
the POVM element with a 0 entry when xi = 0,
say, must be orthogonal to the state to which Bob
is steered when he gets the outcome xi = 0. This
restricts each of these elements to be proportional to
the projector onto the unique element orthogonal to
the steered states.
We note that each variable is associated with two
POVM elements, one representing positive occur-
rences of the variable, the other representing the
negative occurrences of the variable; since the union
of whose supports is the whole Hilbert space, at least
one of these must have support in our chosen hyper-
sphere and we choose one such POVM element to
represent the positive occurrences. Now, if we chose
our hemi-hypersphere such that no POVM elements
lie on its equator, which is always possible since there
are only finitely many POVM elements, then we see
that each triple must have at least one POVM ele-
ment from that half of the Hilbert space. Each clause
therefore contains at least one positively-represented
variable and so the all-true assignment of the vari-
ables is a satisfying assignment. Additionally, the
opposite holds and so the all-false assignment of the
variables is satisfied also after this transformation
has taken place.
We note that since our reduction in lemma 2
was from a robust version of this problem, this
proof alone does not demonstrate that the quan-
tum realisation is not NP-complete; however it does
demonstrate that we have access only to a very re-
stricted set of problems we can embed, and there-
fore the hardness results of the previous section do
not automatically carry through into the quantumly-
accessible world. We shall see however, that when
robustness is introduced into the mix, even simple
problems can become NP-hard.
We see that we cannot make any assumptions
about the difficulty of 2-robust variants of decision
problems based on the difficulty of the underlying
problem. We have also seen that we can embed
some 2-Robust 0-valid 1-valid 3-SAT problems
into the quantum formalism. We note however that
an arbitrary instance cannot be embedded: one can
show that the array shown here is ruled out by the
second tier of the NPA-hierarchy [9]:
0 1 1 0 1 1
1 1 1 1 1 1
1 0 1 1 0 1
1 1 1 1 1 1
1 1 0 1 1 1
1 1 1 1 1 0
Having considered some restrictions on which
3-SAT instances can be embedded into (2,3)-
PossLoc, we will now present a constructions will
be given here that enables a reasonably large class
of 3-SAT instances to be embedded. We will con-
sider the case in which our projective measurements
act on a qubit, and are additionally confined to a
single plane through the Bloch sphere. It is possible
that relaxing either of these assumptions could allow
more instances to be embedded, however this is not
clear: moving from a two-dimensional to a higher-
dimensional quantum system could allow more flexi-
bility with regards to the geometry of the projectors,
but since our measurements can only have two out-
comes, having more dimensions causes the creation
of impossible events to be more difficult; likewise
moving from a system in which all the projectors
are coplanar makes it harder for impossible events
5
to be created from the projectors since for a qubit at
least, we need three coplanar vectors to form a valid
POVM. We note that while the array in equation
IV is clearly not possible in this situation, since if
projectors {P1, P2, P3} in a two-dimensional Hilbert
space have the identity projector in their convex hull,
then the set {P1, P2, P⊥3 } does not unless P1 = P⊥2 ,
which would form a pair not a triple, this array is
not possible to create in any quantum dimension and
any realisation of measurement outcomes.
FIG. 3. A red positive literal, a red negative literal and
a blue negative literal form a valid POVM.
We will draw inspiration for our projector geome-
try from the generalised Hardy paradox given above
and shown in figure 2. Any triple-outcome measure-
ment for Bob will be enacted as a triple of projectors
which include the identity operator in their convex
hull. The two-outcome measurement is chosen such
that the projector for the measurement subrow with
the desired 0 steers the state into the one orthog-
onal to the projector assigned to relevant measure-
ment subcolumn. Explicitly, our embedding has to
conform to the following geometric restrictions:
• The reduced state ρB is a point inside or on
the edge of a circle.
• A measurement row corresponds to a line going
through the point corresponding to ρB . The
two measurement outcomes are represented by
the points at which this line intersects the
circle, or, equivalently, the inversion of these
points through the centre of the circle. The
latter denotation will now be used.
• A measurement column consists of three points
around the edge of the circle such that the
circle’s centre is in their convex hull, each of
which is associated with a single measurement
subcolumn.
• An impossible event happens when the point
corresponding to that measurement subcol-
umn and the point corresponding to that mea-
surment subrow are the same point.
A specific quantum scenario will now be explored
alongside a characterisation of some of the problem
instances that can be embedded into it. Given a 3-
SAT instance, let us assign each variable a colour:
blue or red. As can be seen in figure 3, a clause
consisting of a red positive literal, a red negative
literal, and a blue negative literal,eg (l1∧¬l2∧¬l3),
forms a valid POVM.
If we add projectors for x and y that are close
to the eigendecomposition of ρB (distinguished only
because we want them to have independent pos-
sibilities), as shown in figure 4, we can note that
we can also support clauses of forms (l1∨l2∨¬x) or
(¬l1∨¬l2∨y).
xy
FIG. 4. Adding in x and y projectors close to the eigen-
decomposition of ρB .
If we want to perform the transformation proce-
dure in theorem 1, we can see from these construc-
tions that the clauses in the initial 3-SAT instance
can have one of the following forms:
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• (¬l1∨¬l2∨l3), since this becomes modified to
(¬l1∨¬l2∨z)∧(¬z∨l3∨y), and by choosing the
coloration z both the clauses have permitted
forms.
• (l1∨l2∨¬l3), since this becomes modified to
(l1∨l2∨¬z)∧ (z ∨ l3∨¬x), and by choosing the
coloration z both the clauses have permitted
forms.
• (l1∨l2∨l3), by choosing z not with a colour but,
like x and y, close to the eigendecomposition
of ρB .
• (¬l1∨¬l2∨¬l3), by choosing z not with a colour
but, like x and y, close to the eigendecompo-
sition of ρB .
We also clearly by symmetry have as permissible
clauses the images of the ones above under an ex-
change of the colours blue and red. The rules seem
to be, then, that in the original 3-SAT each variable
must be colourable either red or blue such that each
clause contains at least one literal of each colour, and
that the literal in each clause that is the only one of
its colour must not have opposite sense to the other
two literals. The author has been unable to produce
a proof of NP-hardness or membership in P of such
3-SAT instances. In any case, the quantum realisa-
tion forces a very strong geometrical relationship on
clauses of the embedded instance.
V. CONCLUSION
By demonstrating the NP-completeness of (2, 3)-
PossLoc, the computational complexity of all such
possibilistic locality experiments have now been
characterised. However, the problem of quantum
realisation remains open; we have also seen that
it is difficult even to rule out a quantum realisa-
tion under the restrictive assumption that the party
with three-outcome measurements has access only to
a two-dimensional quantum system– although this
does also imply without loss of generality that the
entire state under questioning is an entangled state
of two qubits as can be seen by invoking the Schmidt
decomposition. A natural extension of this problem
would be into the formalism of ontological models;
it is possible to prove possibilistic nonlocality results
at the level of underlying ontological models that
nonetheless rely on operational probabilities rather
than possibilities, as is the case in section 3 of refer-
ence [6].
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