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ABSTRACT Biological diversity has evolved despite the
essentially infinite complexity of protein sequence space. We
present a hierarchical approach to the efficient searching of
this space and quantify the evolutionary potential of our
approach with Monte Carlo simulations. These simulations
demonstrate that nonhomologous juxtaposition of encoded
structure is the rate-limiting step in the production of new
tertiary protein folds. Nonhomologous ‘‘swapping’’ of low-
energy secondary structures increased the binding constant of
a simulated protein by '107 relative to base substitution
alone. Applications of our approach include the generation of
new protein folds and modeling the molecular evolution of
disease.
The exponential complexity of protein space limits evolution
by means of DNA base substitution alone and remains a major
challenge to many quantitative treatments of evolution. Ran-
dom assembly and base substitution are ideally suited for
searching local regions of polypeptide space, as demonstrated
experimentally by the isolation of large numbers of stable
structures from random encoded peptide libraries (1–3) and
the rapid improvement of function seen in molecular evolu-
tions of synthetic antibodies (4–6). However, in vitro homol-
ogous recombination experiments, termed DNA shuffling,
have already demonstrated the limitations of protein evolution
by means of base substitution alone (7–11). Indeed, a complete
hierarchy of natural mutational events composed of rearrange-
ments, deletions, horizontal transfers (12), transpositions (13),
and other nonhomologous juxtapositions, in addition to base
substitution and homologous recombination, is required for
the rapid generation of protein diversity.
Modern neo-Darwinism and neutral evolutionary treat-
ments, therefore, fail to explain satisfactorily the generation of
the diversity of life found on our planet. Yet most theoretical
treatments of evolution consider only the limited point-
mutation events that form the basis of these theories. Similarly,
methods of experimental protein evolution are generally lim-
ited to point mutation and DNA shuffling. Genetic studies, on
the other hand, have indicated the importance of dramatic
DNA swapping events in natural evolution (12, 14–18).
We address here, from a theoretical point of view, the
question of how protein space can be searched efficiently and
thoroughly, either in the laboratory or in Nature. We demon-
strate that point mutation alone is incapable of evolving
systems with substantially new protein folds. We demonstrate
further that even the DNA shuffling approach is incapable of
evolving substantially new protein folds. Our Monte Carlo
simulations demonstrate that nonhomologous DNA ‘‘swap-
ping’’ of low-energy structures is a key step in searching protein
space.
More generally, our simulations demonstrate that the effi-
cient search of large regions of protein space requires a
hierarchy of genetic events, each encoding higher-order struc-
tural substitutions. We show how the complex protein function
landscape can be navigated with these moves. We conclude
that analogous moves have driven the evolution of protein
diversity found in Nature. We suggest that our moves, which
appear to be experimentally feasible, would make an interest-
ing addition to the techniques of molecular biotechnology.
Applications of our approach include improvement of current
molecular evolution techniques, generation of nonnatural
protein folds, and modeling the molecular evolution of disease.
The Generalized Block NK Model. We performed model
Monte Carlo simulations to quantify and optimize hierarchical
protein space searching by genetic means. Molecular evolution
strategies were simulated by using an energy function as
selection criterion. The energy function is a generalization of
the NK (19–21) and block NK (22) models. Our energy
function takes into account the spontaneous generation of
convergent secondary structures by means of the interactions
of amino acid side chains as well as the interactions between
secondary structures within proteins. In addition, we include
a contribution to model binding to a substrate. This approach
assigns a unique energy value to each evolving protein se-
quence. This model, while a simplified description of real
proteins, captures much of the thermodynamics of protein
folding and ligand binding. This generalized NK model con-
tains several parameters, and a reasonable determination of
these parameters is what allows the model to compare suc-
cessfully with experiment. The combined ability to fold and
bind substrate is what we seek to optimize; that is, the direction
of our protein evolution will be based on this energy function.
The specific energy function used as the selection criterion
in our molecular simulations is
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This energy function is composed of three parts: secondary
structural subdomain energies (Usd), subdomain–subdomain
interaction energies (Usd2sd), and chemical binding energies
(Uc). Each of these three energy terms is weighted equally, and
each has a magnitude near unity for a random sequence of
amino acids. In this NK-based simulation, each different type
of amino acid behaves as a completely different chemical
entity; therefore, only five chemically distinct amino classes are
considered (e.g., negative, positive, polar, hydrophobic, and
other). Simplified amino acid alphabets not only are capable of
producing functional proteins (23, 24) but also may have been
used in the primitive genetic code (25, 26). Simulated proteins
have M 5 10 secondary structural subdomains of N 5 10 amino
acids in length. They belong to one of L 5 5 different types
(e.g., helices, strands, loops, turns, and others). This gives L
different (Usd) energy functions of the NK form (19–22).
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We consider Q 5 5 different chemical classes of amino acids
with K 5 4 interactions (21). The quenched unit-normal
random number sa in Eq. 2 is different for each value of its
argument for each of the L classes. This random form mimics
the complicated amino acid side chain interactions within a
given secondary structure. The energy of interaction between
secondary structures is given by
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We set the number of interactions between secondary struc-
tures at D 5 6. Here the unit-normal weight, sag
(i) , and the
interacting amino acids, {j1, . . . , jK}, are selected at random
for each interaction (i, a, g). The chemical binding energy of
each amino acid is given by
Ui
c 5
1
ÎP si~ai!. [4]
The contributing amino acid, i, and the unit-normal weight of
the binding, si, are chosen at random. We assume P 5 5 amino
acids contribute directly to the binding event, as in a typical
pharmacophore.
Simulation Protocol. In each simulated mutagenesis, we
started with 10,000 copies of a 100 amino acid polypeptide
sequence. We determined that it was optimal to keep the 10%
best (lowest-energy) protein sequences after selection and
then amplify these back up to a total of 10,000 copies before
the process was repeated. In each experiment, 100 rounds of
mutagenesis and selection were performed because of the
relatively low optimal rates of base substitution and DNA
swapping. To obtain a base line for searching fold space, we
simulated molecular evolution by means of simple mutagenesis
(see Fig. 1a). Simulated evolutions by amino acid substitution
lead to significantly improved protein energies. These evolu-
tions always terminated at local energy minima, however (see
Table 1). This trapping is because of the difficulty of combining
the large numbers of individual highly correlated substitutions
necessary to generate new protein folds. Increasing the screen-
ing stringency in later rounds did not improve the binding
constants of simulated proteins, most likely because of the lack
of additional selection criteria such as growth rates. Although
we directly simulated only nonconservative mutations, con-
servative and synonymous neutral mutations are not excluded
and could be taken into account in a more detailed treatment.
Indeed, our optimized average mutation rate of one amino
acid substitutionysequence per round is equivalent to roughly
one to six random base substitutions per round.
Simulated DNA Shuff ling. DNA shuffling improves the
search of local fold space by means of a random yet correlated
combination of homologous coding fragments that contain
limited numbers of beneficial amino acid substitutions. As in
experimental evolutions (7–10), the simulated shuffling im-
proved protein function significantly better than did point
mutation alone (see Table 1 and Fig. 1b). However, local
barriers in the energy function also limit molecular evolution
by way of DNA shuffling. For example, when we increased our
screen size to 20,000 proteins per round, we saw no further
improvement in the final evolved energies. Interestingly, our
optimal simulated DNA shuffling length of 20 amino acids (60
bases) is nearly identical to fragment lengths used in experi-
mental protocols (8).
Single-Pool Swapping. In Nature, local protein space can be
searched rapidly by the directed recombination of encoded
domains from multigene pools. A prominent example is the
creation of the primary antibody repertoire in an adaptive
immune system. We generalized these events by simulating the
swapping of amino acid fragments from five different struc-
tural pools representing helices, strands, loops, turns, and
others (see Fig. 1c). During the swapping step, subdomains
were randomly replaced with members of the same secondary
structural pools with an optimal probability of 0.01 per sub-
domain per round. We limited the simulated evolution of the
primary fold by maintaining the linear order of swapped
secondary structure types. The addition of the swapping move
was so powerful that we were able to achieve binding constants
two orders of magnitude higher than in shuffling simulations
(see Table 1). Significantly, these improved binding constants
were achieved starting with 10–20 times less minimized struc-
tural subdomain material.
Parallel Experiments. Parallel tempering is a powerful
statistical method that often allows a system to escape local
energy minima (27). This method simulates simultaneously
several systems at different temperatures, allowing systems at
adjacent temperatures to swap configurations. The swapping
between high- and low-temperature systems allows for an
effective searching of configuration space. In Nature as well,
it is known that genes, gene fragments, and gene operons are
transferred between species of different evolutionary com-
plexity (i.e., at different ‘‘temperatures’’). By analogy, we
simulated limited population mixing among parallel swapping
experiments by randomly exchanging evolving proteins at an
optimal probability of 0.001 per protein per round. These
mixing simulations optimized local space searching and
achieved binding constants '105 higher than did base substi-
tution alone (see Table 1). Improved function is caused, in
part, by the increased number of events in parallel experi-
ments. Indeed, mixing may occur in Nature when the evolu-
tionary target function changes with time. That is, in a dynamic
environment with multiple selective pressures, mixing would
be especially effective when the rate of evolution of an isolated
population is slower than the rate of environmental change.
Recently, it has been demonstrated that the mixing and DNA
shuffling of orthologous proteins resulted in rapid and dra-
matic increases in recombinant protein function (8). It has also
been argued recently that spatial heterogeneity in drug con-
centration (a form of ‘‘spatial parallel tempering’’) facilitates
the evolution of drug resistance (28).
Multipool Swapping. The effective navigation of protein
space requires the discovery and selection of tertiary struc-
tures. To model the large-scale search of this space, we began
with random polypeptide sequences and repeated our swap-
ping protocol, but now allowed secondary structures from all
five different pools to swap in at every position (see Fig. 1d).
This multipool swapping approach evolved proteins with bind-
ing constants '107 better than did amino acid substitution of
a protein-like starting sequence (see Table 1). This evolution
was accomplished by the random yet correlated juxtaposition
of different types of low-energy secondary structures. This
approach dramatically improved specific ligand binding while
efficiently discovering new tertiary structures (see Fig. 2).
Optimization of the rate of these hierarchical molecular evo-
lutionary moves, including relaxation of the selection criteria,
enabled the protein to evolve despite the high rate of failure
for these dramatic swapping moves. Interestingly, of all the
molecular evolutionary processes that we modeled, only mul-
tipool swapping demonstrated chaotic behavior in repetitive
simulations. This chaotic behavior was likely because of the
discovery of different model folds that varied in their inherent
ability to serve as scaffolds for ligand-specific binding.
Possible Experimental Implementations. The search of
large regions of protein space should identify new folds and
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functions that would be of great value to basic, industrial, and
medical research. Our multipool searching protocol could be
attempted experimentally within present constraints ('104–
1015 recombinants, depending on the screening or selection
method). One possibility is the combination of DNA shuffling
with synthetic splicing libraries (29) that contain representa-
tive pools of native low-energy structures encoded within
multiple ('10) short exons. Alternatively, it should be possible
FIG. 1. Schematic diagram of the simulated molecular evolution protocols. (a) Simulation of molecular evolution by means of base substitution
(substitutions are represented by orange dots). (b) Simulated DNA shuffling showing the optimal fragmentation length of two subdomains. (c) The
hierarchical optimization of local space searching: the 250 different sequences in each of the five pools (e.g., helices, strands, turns, loops, and others)
are schematically represented by different shades of the same color. (d) The multipool swapping model for searching vast regions of tertiary fold
space is essentially the same as in the Fig. 1c, except that now sequences from all five different structural pools can be swapped into any subdomain.
Multipool swapping allows for the formation of new tertiary structures by changing the type of secondary structure at any position along the protein.
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to generate multiple libraries of synthetic oligonucleotide
pools (30, 31) encoding numerous specific secondary and
subdomain structures. Asymmetric complementary encoded
linkers with embedded restriction sites would make the as-
sembly, shuffling, and swapping steps possible.
Parallels with Natural Evolution. During the course of any
evolutionary process, proteins become trapped in local energy
minima. Dramatic moves, such as swaps and juxtapositions, are
needed to break out of these regions. Dramatic moves are
usually deleterious, however. The evolutionary success of these
events depends on population size, generation time, mutation
rate, population mixing, selective pressure or freedom, such as
successful genome duplications or the establishment of set-
aside cells (32), and the mechanisms that transfer low-energy
encoded structural domains.
In Nature, mechanisms have evolved to increase the prob-
abilities of successful exchanges. Viruses and transposons, for
example, have evolved large-scale integration mechanisms,
while terminal variable diversity joining segment recombina-
tion is effective despite .50% in-frame failures. Whereas
random swapping of genomic DNA is unlikely to lead to useful
protein products at a high rate, a possible scenario is that exon
shuffling generated the primordial fold diversity (14–16). This
hypothesis is bolstered by the correlation between splice
junction location and boundaries of encoded structural do-
mains. Alternatively, if splicing was not primitive, random
swapping by horizontal transfer, rearrangement, recombina-
tion, deletion, and insertion could have led to high in-frame
success rates if primitive genomes had high densities of coding
domains and reading frames, as in certain prokaryotes and
mitochondria.
Three dramatic examples of use of swapping by Nature are
particularly notable. The first is the development of antibiotic
resistance. It was originally thought that no bacteria would
become resistant to penicillin because of the many point
mutations required for resistance. Resistance occurred, how-
ever, within several years. It is now known that this resistance
occurred through the swapping of pieces of DNA between
evolving bacteria (17, 18). Multidrug resistance is a major
current health-care problem. The creation of the primary
antibody repertoire in vertebrates is another example of DNA
swapping (of genes, gene segments, or pseudogenes). Finally,
the evolution of Escherichia coli from Salmonella occurred
exclusively by DNA swapping (12). Indeed, none of the
phenotypic differences between these two species is caused by
point mutation. Moreover, even the observed rate of evolution
caused by DNA swapping, 31,000 basesymillion years, is higher
than that caused by point mutation, 22,000 basesymillion years.
That is, even though a DNA swapping event is less likely to be
tolerated than is a point mutation, the more dramatic nature
of the swapping event leads to a higher overall rate of
evolution. This is exactly the behavior we observed in our
simulations.
Summary. DNA base substitution, in the context of the
genetic code, is ideally suited for the generation, diversifica-
tion, and optimization of local protein space (25, 33). However,
the difficulty of making the transition from one productive
tertiary fold to another limits evolution by means of base
substitution and homologous recombination alone (Fig. 2, light
and dark-yellow arrows, respectively). Nonhomologous DNA
recombination, rearrangement, and insertion allow for the
combinatorial creation of productive tertiary folds by way of
the novel juxtaposition of suitable encoded structures. The
efficient search of high-dimensional fold space depends on the
spontaneous generation and convergence of secondary struc-
ture and the hierarchical range of DNA mutation events
present in our model (Figs. 1d and 2, purple arrow). Starting
with very small pools of low-energy secondary structures, we
evolved new protein folds with specific binding constants '107
higher than those optimized by base substitution alone. More
generally, it seems likely that organization into higher-order
FIG. 2. Schematic diagram representing a portion of the high-
dimensional protein composition space. The three-dimensional energy
landscape of Protein Fold 1 (green) is shown in cutaway. The arcs with
arrowheads represent the ability of a given molecular evolution process
to change the composition and so to traverse the increasingly large
barriers in the energy function. The smallest arc (light yellow) repre-
sents the ability to evolve improved fold function by means of point
mutation. Then in increasing order: DNA shuffling (dark yellow),
swapping (orange), and mixing (red). Finally, our multipool swapping
model allows an evolving system to move (purple arc) to a different
energy landscape representing a new tertiary fold (bottom). With this
model, functional tertiary fold space has a large yet manageable
number of dimensions. That is, in 100 amino acids we assume 10
secondary structures of 5 types (we balance rare forms with the
predominance of strands and helices) roughly yielding the potential for
'107 basic tertiary folds in Nature. Clearly, organization into second-
ary structural classes represents a dramatic reduction in the realized
complexity of sequence space (e.g., versus 300 bases of open reading
frame DNA, '10170, or 100 amino acids with a 20-letter or 5-letter
genetic code, '10130 or '1070, respectively).
Table 1. Results of Monte Carlo simulation of the
evolution protocols
Evolution method
Starting
energy
Evolved
energy
Achieved
binding
constant
Amino acid substitution 217.00 223.18 1
DNA shuffling 217.00 223.83 100
Swapping 0 224.52 1.47 3 104
Mixing 0 224.88 1.81 3 105
Multipool swapping 0 225.40* 8.80 3 106*
The starting polypeptide energy of 217.00 comes from a protein-
like sequence (minimized Usd), and 0 comes from a random initial
sequence of amino acids. The evolved energies and binding constants
are median values. The binding constants are calculated as ae2bU,
where a and b are constants determined by normalizing the binding
constants achieved by point mutation and shuffling to 1 and 100,
respectively.
*Note that the energies and binding constants achieved by means of
multipool swapping represent typical best-evolved protein folds.
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fundamental units such as nucleic acids, the genetic code,
secondary and tertiary structure, cellular compartmentaliza-
tion, cell types, and germ layers allows systems to escape
complexity barriers and potentiates explosions in diversity.
Qualitative changes in protein space such as those modeled
here allow viruses, parasites, bacteria, and cancers to evade the
immune system, vaccines, antibiotics, and therapeutics. The
successful design of vaccines and drugs must anticipate the
evolutionary potential of both local and large space searching
by pathogens in response to therapeutic and immune selection.
The addition of disease-specific constraints to our Monte
Carlo simulations should be a promising approach for predict-
ing pathogen plasticity. Experimental implementation of our
hierarchical protocol should be a powerful approach to the
discovery of new therapeutics. Infectious agents will continue
to evolve unless we can force them down the road to extinction.
We thank Daan Frenkel and Jonathan Rast for critical readings of
our manuscript.
1. Devlin, J. J., Panganiban, L. C. & Devlin, P. E. (1990) Science 249,
404–406.
2. Cwirla, S. E., Peters, E. A., Barrett, R. W. & Dower, W. J. (1990)
Proc. Natl. Acad. Sci. USA 87, 6378–6382.
3. Scott, J. K. & Smith, G. P. (1990) Science 249, 386–390.
4. Hawkins, R. E., Russell, S. J. & Winter, G. (1992) J. Mol. Biol.
226, 889–896.
5. Gram, H., Marconi, L. A., Barbas, C. F., Collet, T. A., Lerner,
R. A. & Kang, A. S. (1992) Proc. Natl. Acad. Sci. USA 89,
3576–3580.
6. Griffiths, A. D., Williams, S. C., Hartley, O., Tomlinson, I. M.,
Waterhouse, P., Crosby, W. L., Kontermann, R. E., Jones, P. T.,
Low, N. M., Allison, T., et al. (1994) EMBO J. 13, 3245–3260.
7. Stemmer, W. P. C. (1994) Nature (London) 370, 389–391.
8. Crameri, A., Raillard, S. A., Bermudez, E. & Stemmer, W. P. C.
(1998) Nature (London) 391, 288–291.
9. Zhang, J.-H., Dawes, G. & Stemmer, W. P. C. (1997) Proc. Natl.
Acad. Sci. USA 94, 4504–4509.
10. Moore, J. C., Jin, H.-M., Kuchner, O. & Arnold, F. H. (1997) J.
Mol. Biol. 272, 336–347.
11. Patten, P. A., Howard, R. J. & Stemmer, W. P. C. (1997) Curr.
Opin. Biotech. 8, 724–733.
12. Lawrence, J. G. (1997) Trends Microbiol. 5, 355–359.
13. Pennisi, E. (1998) Science 281, 1131–1134.
14. Gilbert, W. (1978) Nature (London) 271, 501.
15. Gilbert, W., DeSouza, S. J. & Long, M. (1997) Proc. Natl. Acad.
Sci. USA 94, 7698–7703.
16. Netzer, W. J. & Hartl, F. U. (1997) Nature (London) 388,
343–349.
17. Shapiro, J. A. (1992) Genetica 86, 99–111.
18. Shapiro, J. A. (1997) Trends Genet. 13, 98–104.
19. Kauffman, S. & Levin, S. (1987) J. Theor. Biol. 128, 11–45.
20. Kauffman, S. A. (1993) The Origins of Order (Oxford Univ. Press,
New York).
21. Kauffman, S. A. & MacReady, W. G. (1995) J. Theor. Biol. 173,
427–440.
22. Perelson, A. S. & Macken, C. A. (1995) Proc. Natl. Acad. Sci. USA
92, 9657–9661.
23. Kamtekar, S., Schiffer, J. M., Xiong, H. Y., Babik, J. M. & Hecht,
M. H. (1993) Science 262, 1680–1685.
24. Riddle, D. S., Santiago, J. V., Brayhall, S. T., Doshi, N., Grant-
charova, V. P., Yi, Q. & Baker, D. (1997) Nat. Struct. Biol. 4,
805–809.
25. Miller, S. & Orgel, L. (1974) The Origin of Life on Earth
(Prentice–Hall, Englewood Cliffs, NJ).
26. Schuster, P. & Stadler, P. F. (1998) in Viral Regulatory Structures
and Their Degeneracy, ed. Myers, G. (Addison–Wesley, Reading,
MA), pp. 163–186.
27. Geyer, C. J. (1991) in Computing Science and Statistics: Proceed-
ings of the 23rd Symposium on the Interface (American Statistical
Association, New York), pp. 156–163.
28. Kepler, T. B. & Perelson, A. S. (1998) Proc. Natl. Acad. Sci. USA
95, 11514–11519.
29. Fisch, I., Kontermann, R. E., Finnern, R., Hartley, O., Soler-
gonzalez, A. S., Griffiths, A. D. & Winter, G. (1996) Proc. Natl.
Acad. Sci. USA 93, 7761–7766.
30. Mandecki, W. (1990) Protein Eng. 3, 221–226.
31. Stemmer, W. P. C., Crameri, A., Ha, K. D., Brennan, T. M. &
Heyneker, H. L. (1995) Gene 164, 49–53.
32. Davidson, E. H., Peterson, K. J. & Cameron, R. A. (1995) Science
270, 1319–1325.
33. Maeshiro, T. & Kimura, M. (1998) Proc. Natl. Acad. Sci. USA 95,
5088–5093.
Chemistry, Evolution: Bogarad and Deem Proc. Natl. Acad. Sci. USA 96 (1999) 2595
