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The problem of dynamic part routing in an automated manufacturing system is described. The system 
consists of workstations capable of performing a number of different operations on a family of parts. 
In view of the unreliability of machines the production control system should manage the production 
schedule, given the random pattern of machine failurelrepair. A three-level hierarchical control struc- 
ture is suggested and simulated, using stochastic generation of events and part movements. The 
obtained results show that a production profile derived under the developed controller is feasible. 
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Introduction sometimes referred to as generative models, are quite 
Modern manufacturing facilities vary more and more 
from traditional batch processing units, which have 
always had inherent limitations. The fundamental con- 
cept behind modern manufacturing is flexibility, which 
results from the constraints imposed upon the manu- 
facturing environment by the market. The need for a 
short response time to change in demand, increasing 
variability in products, and a high production rate cre- 
ated the need for flexible manufacturing systems (FMS) 
as a concept. Integration of automated versatile ma- 
chines, material handling systems, and advanced com- 
puter technology has led to the development of FMS 
for use in many different industries.‘-5 At present, FMS 
is capable of processing a large total volume of small 
to medium batches of parts. 
The FMS performance is normally derived from 
simulation of appropriate models because actual ex- 
perimentation on an existing system is not feasible. A 
comprehensive survey of the development of analytical 
models of FMS is presented in Ref. 1 and partially in 
Ref. 6. It has been pointed out that analytical models, 
useful for systems with relatively few operating pa- 
rameters. The effects of machine failures, demand un- 
certainties, and concurrent routing are difficult to cast. 
Other approaches include evaluative modelling,’ per- 
turbation analysis,8 and network of queues.9-‘2 
For modelling and simulation purposes, FMS can 
be regarded as a cluster of computer numerical control 
(CNC) machining centers, special machine tools, in- 
spection machines, and some automated material han- 
dling devices, such as shuttle pallets, carts, and in- 
dustrial robots. l3 The loading and unloading of machines, 
the adaptive route selection, part sequencing, and 
the determination of various manufacturing variables 
(such as feed rates and spindle speeds) are conducted 
under the real-time control of a host computer. A typ- 
ical FMS can sequence parts randomly and respond 
quickly to the needs of the assembly floor because its 
setup time is minimal. l4 In Ref. 15 the production plan- 
ning of FMS is divided into five problems, which can 
be solved sequentially or iteratively: part type selec- 
tion, machine grouping, production ratio, resource 
allocation, and loading. Decision making in FMS is 
structured on three l&els? (a) long t&m-system 
configuration and hardware selection, parts-mix selec- 
tion; (b) medium term-batching of parts and balancing 
of work in each batch; and (c) short term/real time- 
sequence of work into the system, sequence of oper- 
ations, and reacting to failure and schedule changes. 
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Most manufacturing systems are large and complex. 
Therefore it is natural to divide the control or man- 
agement into a hierarchical multilevel structure. Each 
level is distinguished by the length of the planning ho- 
rizon and the kinds of data required for the decision- 
making process. Lower levels of the hierarchy typi- 
cally have short horizons and use detailed information, 
whereas higher levels have longer horizons and use 
highly aggregated ata. The nature of uncertainties at 
each level of control also varies. Planning and control 
activities usually involve managerial decision making 
that can be implemented into a three-level structure as 
displayed in Figure I. Typically, the operational level 
is concerned with the short-time production profile, 
and hence it focuses on the joint determination of pro- 
duction rates of members of the part family while tak- 
ing into account the effects of the demand, the level 
of the downstream buffer levels, and the reliability of 
workstations. 
This paper examines the problem of dynamic part 
routing in FMS through computer simulation, using 
stochastic generation of events and part movements. 
Parts are loaded into the system such that the produc- 
tion goals are met. A three-level hierarchical control 
structure is suggested. A computational algorithm is 
described for a multiproduct-multiworkstation produc- 
tion system. A simulation example is presented to study 
the performance of this control policy. 
The problem of dynamic part routing 
Here we focus on the operational level and consider 
the flow control of determining the production rates 
for the part family. The horizon is set in relation to the 
master production plan. 
Model development 
The FMS consists of M workstations producing N 
different part types. Work station m(m = 1, 2, . . . , 
A4) has L, identical machines. Each part of type i re- 
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Figure 1. Three-level managerial decision making 
quires Kj operations for its completion. A particular 
operation can be done at one or more different work- 
stations. The time necessary to complete operation k 
on a type i part at workstation m is a random variable 
with mean T&,. The flow rate of type i parts to station 
m for operation k is defined as y!,,,(t). 
Let ui be the production rate of type i parts. Since 
no material is accumulated within the system, then 
conservation of flow implies that 
M 
C Ytn(t) = ui(t) k= l,...,Ki 
m=l 
i = 1,. . . , N (1) 
Define x(t) = [xl(t) . . . xN(t)] as the buffer state that 
measures the cumulative difference between produc- 
tion and demand for the parts. Thus we have 
dx(t) - = ui(t) - d(t) 
dt 
X;(O) = Xi0 
where ui = [ul(t) . . . UN(t)] is the vector of production 
rates for the part family and d; = [d,(t) . . . dN(t)] is 
the vector of downstream (terminal or intermediate) 
demand rates, which is known over the interval (O,t$), 
where tf specifies the end of the production plan. The 
d(t) represents the production requirements set forth 
by the tactical level. Finished parts are stored in down- 
stream buffers from which the downstream demand is 
satisfied. When xi(t) -=c 0, backlogged demand occurs 
for part i, whereas xi(t) > 0 gives the size of the in- 
ventory stored in the downstream buffers. The state 
of the workstations is called the machine state and is 
denoted by the integer vector a(t) = [a, . . . a,(t)], 
the component a,(t) representing the number of op- 
erational machines at station m. Recall that the pro- 
duction rate of any instant is limited by the capacity 
of the currently operational machines. We introduce 
O[a(t)] to represent the capacity of the system and 
define it as the set of all production rates u(t) such that 
there exist feasible flow rates y$,,(t) satisfying (1) and 
N Ki 
c c Yb&l~ %I m= l,...,M 
i=l k=l 
The product yfmrfm constitutes the proportion of each 
unit time interval used by one or more operational 
machines at station m to perform operation k on type 
i parts. From (3) the left-hand side is thus the total 
input work to station m per unit time due to the part 
flow rate yfm. The inequality reflects limited capacity. 
Given that a machine at station m is operational, 
the probability of a failure in an interval 6t is (pm at). 
On the other hand, the probability that a failed machine 
is repaired during an interval 6t is given by (r, at), 
where pm and r,,, are the failure and repair rates, re- 
spectively, for the machines at station m. 
Considering the structure of the FMS, an appropri- 
ate dynamic model of the machine state, where P[E], 
represents the probability of occurrence of event 15, is 
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described by the following conditional probabilities: 
P[a,(t + st) = U + l/c&&) = al 
i 
w, - l)(rrn w 
= 05u<L, (4) 
0 
Otherwise 
P[a,(t + &) = u - lJc&(f) = VI 
{ 
o- (Pm at) 
= 05C7<LL, (5) 
0 
It readily follows from (4) and (5) that 
P[c~,(t + 8t) = +,,,(f) = A] = 0 
if I/3 - A( > 1 and for two different machines statesj 
and n, the quantity 
Aj,6t = P[cu(t + st) = nla(t) =jJ 
defines the machine state transition probability which 
has the property that 
The above discussion suggests modelling the times 
between failures (TBF) and the times to repair (TTR) 
by exponentially distributed random variables with 
mean time between failures (MTBF) and mean time be- 
tween repairs (MTTR), where (MTBF = l/pm) and 
(MTTR = l/r,). Note from (4) and (5) that state tran- 
sitions are due to the failure or repair of a single ma- 
chine. 
For convenience we consider that failure and repair 
rates are independent of production rates and the num- 
ber of operational machines. 
Problem statement 
The dynamic part routing problem can now be stated. 
Given the buffer and machine states at arbitrary time, 
x(O) and cy (O), along with the dynamic model (l)-(5), 
we desire to determine the pattern of production over 
the interval (O,l,) such that the performance index, 
J(x,%o) = E{ ~~lx(r)ldl~x(o) = X0 
(Y(0) = (Yg 
1 
(6) 
is minimized where E[,] is the expectation operator. 
The functional g[x(t)] penalizes the production profile 
for failing to meet the demand and for keeping an in- 
ventory of parts in the downstream buffers. In this 
regard, J(x,cu,O) expresses the total penalty incurred 
by the producer in the interval (O,r,). For convenience 
we select g[x(t)] to be componentwise monotone and 
convex; that is, 
g[x(r)l = 2 gj[ Xj(t)] 
s;(O) = 0 (7) 
limg,(xJ = 00 l&l * w 
gi- I[Xi- l(ti& 1)1 < gi[xi(fi)l < gi+ I[Xi+ I(li+ 111 
for all i 
Ideally, the optimal policy would be to produce at 
the demand rate, which means that the buffer state is 
kept at zero level. This ideal case is far from reality in 
view of the random failure of machines. 
The optimal production policy 
To characterize the optimal production policy, we 
consider the “cost to go” when the applied policy is 
u[x,(~,t] as 
.P(x,e,t) = E{Ig,x(s),dsix(t) = xa(t) = cr} 
(8) 
Following the development of Rishel,” it can be shown 
that the optimal II* is determined by 
min [dJ”ldx]u = R (9) 
rrEW4 
A systematic procedure to satisfy (9) subject o (l)-(7) 
results in a computational algorithm that will be de- 
scribed in the next section. 
A computational algorithm 
A general purpose computational algorithm has been 
developed for a multiproduct, multistation flexible 
manufacturing system. The algorithm is developed such 
that a randomly chosen step function is used to model 
the time-varying demand rate for each part type at a 
randomly generated interval within the time horizon 
of the production plan. 
The times between failures and between repairs of 
the production resources are again modelled by ex- 
ponentially distributed random variables. The means 
(MTBF = l/pm) and (MTTR = l/r,) are then com- 
puted from the randomly generated machine states (I,, 
where a reliability for each machine has been consid- 
ered. The system is penalized equally for being ahead 
or behind demand requirements by a chosen cost func- 
tion satisfying (7), 
g[X(t)] = 2 (YiX’ (10) 
i=l 
The buffer state xi(t) can be calculated by integration 
of (2); thus 
ff 
xi(t) = 
J 
[ ui(t) - d,(t)] dt (11) 
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From (8) and (9) and by using (10) 
get 
and (11) one can The computer code is based on 
- dj(r)}2dr ‘(‘) = ’
a!(t) = a 
(12) 
and hence we obtain 
R = min [dPldx]u 
ual(m) 
(13) 
It should be emphasized that algebraic manipulations 
of (1 l)-( 13) are performed by numerical iterations. 
A flow chart for the computational algorithm is given 
in Figure 2. Following is a brief description of the 
various routines in the computer program. 
CONTROL. This is the main program that organizes 
the various computational steps of the algorithm. It 
also reads the title and all input data, such as time 
length of the production plan, workstation M, number 
of machines in each workstation, L,, and number of 
part types, N, as well as the processing time for each 
part r$,, and time interval at which the flow control 
level implemented in the simulation is asked to com- 
pute the production data. 
DEMAND. This generates the time-varying demand 
rate for each part by using a random number generator. 
w1Pu1 I 
Figure 2. A flow chart for the computational algorithm 
144 Appl. Math. Modelling, 1992, Vol. 16, March 
for part i to part N 
TIME = RANDOM (1) 
DEM = RANDOM (TIME) 
STEPS. The production plan can be monitored by per- 
forming the calculations at the end of a previously 
determined time interval. The time horizon TF of the 
production plan is divided into F intervals. The com- 
puter code is of the form 
TF = 300 h 
ST = 30min 
Repeat for time interval = 0 
till F = (TF * 60&T) + 1 
ALFA. All possible machine states are generated ran- 
domly, and the averages MTBF = l/p, and MTTR = 
l/r,,, are then evaluated. 
PART RELEASE. This generates all possible combi- 
nations of parts entering the production line u,(l 5 
s 5 N) and u,(l cr r 5 N). 
PRODRATIO. The production rate at each instant is 
limited by capacity of the currently operational ma- 
chines. At time t the production rate must lie in a set 
n[a(t)], which depends on the machine state. The pro- 
gram generates the production constraint sets for each 
part type combination at each machine state. The pro- 
duction vectors are then calculated. 
PRODRATES. Calculate the production rate for each 
type ui by assuming that parts production rates are 
simply proportional to the demand rates (uidi = Ujdj) 
and solving with the previously obtained production 
vectors. The values obtained are then normalized and 
stored in an array. 
GAMMA. A curve fitting is applied to the production 
rates calculated at each time interval, and a set of time 
function production rates for part types within the time 
horizon of the production plan is computed. 
PENALTY. The system is penalized for backlogged 
demand or inventory of a part type by applying the 
cost function (10) and computing the result R from (12). 
The calculation is repeated NSIM times, and the min- 
imum value of R is considered as an optimum value. 
OUTPUT. This program organized the output results 
of the algorithm. It prints out the demand d&) and 
production rates ui(t) as well as the buffer state q(t). 
The program gives the statistical data for the worksta- 
tions. It computes the MTBF, the MTTR, and the 
availability and utilization of the available time at each 
workstation. 
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Simulation example 
To demonstrate the application of the developed al- 
gorithm, we consider a typical case study: the manu- 
facturing of windows, door, and curtain walls made 
out of aluminum profile. Figure 3 shows the FMS plant, 
which consists of live workstations, as well as inspec- 
tion and loading-unloading stations. The workstations 
include two profile cutting machines (A), three assem- 
bly machines (B), two machines for fastening and Iit- 
ting the frames (C), two machines for mounting ac- 
cessory fixtures (D), and two machines for glazing and 
sealing (E). A conveyer links the five working stations 
together with the inspection and loading stations. Spe- 
cial jigs and fixtures are used at stations A, B, and C 
in order to enhance the production process and to im- 
prove the quality. Seven part types are manufactured 
on this FMS. They are divided into three groups by 
making use of the group technology, production sys- 
tems. The first group consists of three different sizes 
of windows and requires five operations-A, B, C, D 
and E. The second group consists of two sizes of doors 
and requires four operations-A, B, C, and E. The 
third group consists of two sizes of curtain walls and 
needs only three operations-A, B, and C. 
The average processing times for each part type are 
given in Table 1. Initially, the system has all machines 
Figure 3. Flexible manufacturing plant. (A) Profile cutting; (B) 
assembly; (C) fastening and fitting; (D) mounting accessories; 
(E) glazing and sealing 
operating, and therefore the buffer state x(t,J = 0. The 
demand ratio is taken to represent 80% of the system 
production capacity. 
Simulation results 
The system of the plant given in Figure 3 was consid- 
ered in computer simulation of the three-level hierar- 
chical control structure of Figure 1 based on stochastic 
generation of events and randomized part movements. 
The computational algorithm of Figure 2 managed the 
production schedule, considering the random pattern 
of machine failure/repair. The simulation model was 
run for an equivalent of 300 h. The flow control level 
implemented in the simulation computes the produc- 
tion rate u(t), the demand rate d(t), and the buffer state 
x(t) at 30-min intervals. It should be pointed out that 
the buffer state x(t) refers to the accumulated differ- 
ence between the actual production level and the de- 
sired demand and can therefore take on negative val- 
ues, indicating backlogs. Throughout the computer 
simulation the algorithm produces the following items 
for each workstation: 
NOF = number of failures 
MTBF = mean time between failures 
MTTR = mean time to repair 
ULT = average utilization time for full-load 
working 
AVL = availability of the machines 
Figures 4 and 5 give the production and demand 
rates as well as the actual buffer state for part types 1 
and 5, respectively. Similar results are obtained for the 
other part types. Results show how the algorithm was 
able to control the production rate and let it track or 
follow the demand rate, thus keeping a small number 
of pieces in the downstream buffer. However, it can 
be seen from both figures that the accumulated buffer 
states oscillate around the zero level. The maximum 
value of the buffer state represents about 54% of the 
production rate. Here the cost function penalizes the 
controller equally for excess production and for back- 
logged demand. It is usually preferred to keep the buffer 
close to zero when all machines operate with no failure 
and to clear the backlog (negative value of buffer state) 
in cases when failure occurs rather than to maintain 
Table 1. Processing time for the parts in minutes 
Part 
Working time (min) 
Total 
number Part name A B C D E time 
1 Window (size I) 2.0 3.1 2.5 1.5 2.1 11.2 
2 Window (size 2) 1.6 2.9 2.4 1.5 1.9 10.3 
3 Window (size 3) 1.4 2.8 2.2 1.4 1.8 09.6 
4 Door (size 1) 3.1 3.9 4.2 N.A.* 2.5 13.7 
5 Door (size 2) 2.9 3.5 3.5 N.A. 2.3 12.2 
6 Curtain wall (size I) 2.2 4.5 3.5 N.A. N.A. 10.2 
7 Curtain wall (size 2) 2.0 4.1 2.5 N.A. N.A. 08.6 
A, profile cutting; 6, assembly; C, fastening and fitting; D, mounting accessories; E, glazing and 
sealing. 
* N.A. stands for not available. 
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high values of inventory to compensate for backlogs 
resulting from future failures. Such behavior can be 
improved by penalizing negative buffer states more 
than positive ones in the cost function. 
In a series of simulation experiments the demand 
pattern is generated as a time function with random 
amplitude and operational period. Its pattern, how- 
ever, is restricted to be a step function to reflect sudden 
changes in demand. The developed program is re- 
peated several times till a consistent set of results is 
obtained. For simplicity we present the average be- 
havior. 
The statistical data for each workstation are given 
in Tub/e 2. The simulated random number of failures 
for the machines within a workstation is given as F. It 
is readily seen that stations 4 and 5 are more reliable 
and have the fewest failures, 96 and 94, respectively. 
Consequently, both stations have the largest average 
mean time between failures (MTBF), 184.4 and 185.7 
min, respectively. No significant difference can be ob- 
served between the mean time to repair (MTTR) and 
the availability for all five stations. However, the con- 
troller has been able to attain a utilization of about 82% 
for each of workstations 1,2, and 3. On the other hand, 
stations 4 and 5 are lightlv loaded with onlv 73% and 
77% of the available time-being used. _ 
Time (in lo3 minutes) 
Figure 4. Production, demand and the actual buffer state 
Table 2. Statistical data for workstations 
Conclusion 
A problem of dynamic part routing in a flexible man- 
ufacturing system is described. The machines are un- 
reliable. The production control system was able to 
meet random production requirements, while the ma- 
chines fail and are repaired at random times. A three- 
level hierarchical control structure is suggested. A gen- 
eral computational algorithm is described to fit into 
existing factory management structure. The algorithm 
is structured to handle a multiproduct-multiwork sta- 
tion production system. The example for a plant man- 
ufacturing door, windows, and wall curtains made out 
of aluminum profile is described. The example and the 
results show that it is possible to accurately track de- 
mand requirements while maintaining a low inventory 
level. The control policy is applied to the whole FMS 
and not merely to the first machine that the part type 
encounters. This eliminates the buildup of parts inside 
the system, reducing the scheduling problems while 
considering repair and failure information. 
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Figure 5. Production, demand and the actual buffer state 
Station 
Number 
of 
failures, F 
MTBF* 
(min) 
Ml-R** 
(min) 
Availability 
(%I 
Utilization 
W 
123 
114 
100 
96 
94 
145.4 
155.3 
177.0 
i 84.4 
185.7 
30.2 
30.3 
33.3 
34.1 
32.9 
83.7 
89.3 
85.2 
85.3 
86.3 
82.6 
82.5 
82.7 
73.3 
77.9 
* MTBF, mean time between failures. 
** MTTR, mean time to repair. 
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