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C∗ EXPONENTIAL LENGTH OF COMMUTATORS UNITARIES IN AH
ALGEBRAS
CHUN GUANG LI, LIANGQING LI, AND IVA´N VELA´ZQUEZ RUIZ
Abstract. For each unital C∗-algebra A, we denote celCU(A) = sup{cel(u) : u ∈ CU(A)},
where cel(u) is the exponential length of u and CU(A) is the closure of the commutator
subgroup of U0(A). In this paper, we prove that celCU (A) = 2pi provided that A is an AH
algebras with slow dimension growth whose real rank is not zero. On the other hand, we
prove that celCU(A) ≤ 2pi when A is an AH algebra with ideal property and of no dimension
growth (if we further assume A is not of real rank zero, we have celCU (A) = 2pi).
1. Introduction
Let A be a unital C∗-algebra and U(A) be the unitary group of A. We denote by U0(A)
the component of U(A) containing the identity. A unitary element u ∈ U(A) belongs to
U0(A) if and only if u has the following form
u = Πnj=1exp(ihj),
where n is a positive integer and hj is self-adjoint for every 1 ≤ j ≤ n. For u ∈ U0(A), the
exponential rank of u was defined by Phillips and Ringrose [28], and the exponential length
of u was defined by Ringrose [29]. We introduce the definition of C∗ exponential length as
follows.
Definition 1.1. For u ∈ U0(A), the C
∗ exponential length of u, denoted by cel(u), is defined
as
cel(u) = inf{
k∑
j=1
‖hj‖ : u = Π
k
j=1exp(ihj), hj = h
∗
j}.
Define
cel(A) = sup{cel(u) : u ∈ U0(A)}.
From [29], cel(u) is exactly the infimum of the length of rectifiable paths from u to 1A in
U(A). Equivalently cel(u) is also the infimum of the length of smooth path from u to 1A.
Exponential rank and length have been studied extensively, (see [18, 24, 25, 26, 29, 33, 34]
) and have played important roles in the classification of C∗-algebras (see [6, 7, 17, 19, 20]).
Phillips [24] proved that the exponential rank of a unital purely infinite simple C∗-algebra
is 1 + ε and its exponential length is pi. Lin [16] proved that for any unital C∗-algebra A of
real rank zero, u ∈ U0(A) and ε > 0, there exists a self-adjoint element h ∈ A with ‖h‖ = pi
such that
‖u− exp(ih)‖ < ε.
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This means that cel(u) ≤ pi. But Phillips [26] showed that when A does not have real rank
zero, even for some simplest example A =Mn(C([0, 1])), cel(A) can be ∞.
Definition 1.2. We denote by CU(A) the closure of the commutator subgroup of U0(A)
and we define
celCU(A) = sup{cel(u) : u ∈ CU(A)}.
In the study of classification of simple amenable C∗-algebras, one often has to calculate
the exponential length for unitaties in CU(A). Pan and Wang [22] constructed a simple
AI algebra (inductive limit of Mn(C([0, 1])) ) A such that celCU(A) ≥ 2pi. Applying Lin’s
Lemma 4.5 in [21], the celCU(A) is exactly 2pi.
Definition 1.3. An AH algebra A is the C∗-algebra inductive limit of a sequence A =
lim(An, φn,n+1) with An = ⊕
tn
j=1Pn,jM[n,j](C(Xn,j))Pn,j, where [n, j] and tn are positive inte-
gers, Xn,j are compact metrizable spaces and Pn,j ∈M[n,j](C(Xn,j)) are projections.
By [5], one can always replace the compact metrizable space Xn,j by finite simplicial com-
plexes, and at the same time, replace φn,n+1 by injective homomorphism (see [1] also).
In this paper, for all AH inductive limits, we will always assume that Xn,i are
connected finite simplicial complexes and all connecting maps φn,n+1 are injective.
In [21], Lin has obtained the following two main theorems (we rephrase the theorems in
the language of AH algebras):
Theorem A ([21], Theorem 4.6) Suppose that A is a Z-stable simple C∗-algebra such that
A ⊗ UHF is an AH algebra of slow dimension growth (this class includes all simple AH
algebras of no dimension growth and the Jiang-Su algebra Z). Then celCU(A) ≤ 2pi.
Theorem B ([21], Theorem 5.11 and Corollary 5.12) For any unital non elementary (i.e.,
not isomorphic to Mn(C)) simple AH algebra B of slow dimension growth, there exists a
unital simple AH algebra A of no dimension growth such that (K0(A), K0(A)+, K1(A)) ∼=
(K0(B), K0(B)+, K1(B)) and celCU(A) > pi.
It is proved in [32] that for non elementary simple AH algebras, the classes of no dimension
growth and slow dimension growth are the same (see [6, 7, 19] also).
Our main theorem in this article is that for all (not necessary simple) AH algebras A
with slow dimension growth, if A is not of real rank zero, then celCU(A) ≥ 2pi. This
theorem greatly generalizes and strengthens Lin’s Theorem B above. If we further assume
A is simple, combining with Lin’s Theorem A above, then celCU(A) = 2pi. This gives the
complete calculation of celCU(A) for simple AH algebras A of slow dimension growth (note
that for real rank zero case, it is already known by [16] that cel(A) = pi). We will extend
such calculation of celCU(A) of simple AH algebra A to AH algebras of no dimension growth
with ideal property. We will also prove that celCU(Mn(Z)) ≥ 2pi for the Jiang-Su algebra
Z. Combine with Lin’s Theorem A, we have celCU (Mn(Z)) = 2pi.
In section 2, we will introduce some notations and some known results for preparation. In
section 3, we will prove our main theorem. In section 4, we will deal with AH algebras with
ideal property. In section 5, we will calculate celCU(Mn(Z)).
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2. Notations and some known results
Proposition 2.1 ([22], Lemma 2.5). Let u ∈ C([0, 1]) be defined by u(t) = exp(iα(t)). Then
cel(u) = min
k∈Z
max
t∈[0,1]
|α(t)− 2kpi|.
Proposition 2.2 ([22], Cor. 3.5). Let Hs be a rectifiable path in U(Mk(C([0, 1]))). For each
ε > 0, there exists a piecewise smooth path Fs in U(Mk(C([0, 1]))) such that
(1) ‖Hs − Fs‖∞ < ε, for all s ∈ [0, 1];
(2) |lengths(Hs)− lengths(Fs)| ≤ ε;
(3) Fs(t) has no repeated eigenvalues for any (s, t) ∈ [0, 1]× [0, 1].
Moreover, if for each t ∈ [0, 1] H1(t) has no repeated eigenvalues, then F can be chosen to
be such that F1(t) = H1(t) for all t ∈ [0, 1].
Remark 2.3. In above proposition, if Hs(0) and Hs(1) have no repeated eigenvalues re-
spectively, then F can be chosen to satisfy that Fs(0) = Hs(0) and Fs(1) = Hs(1) for all
s ∈ [0, 1].
Let Y be a compact metric space. Let P ∈ Mk1(C(Y )) be a projection with rank(P ) =
k ≤ k1. For each y, there exists a unitary uy ∈Mk1(C)(depending on y) such that
P (y) = u∗y

1
. . .
1
0
. . .
0

uy,
where there are k 1’s on the diagonal. If the unitary uy can be chosen to be continuous
in y, the projection P is called a trivial projection. It is well known that any projection
Q ∈ Mk1(C(Y )) is locally trivial. That is, for each y0 ∈ Y , there exists an open set Uy0
containing y0 such that uy is continuous on Uy0 . If P is a trivial projection in Mk1(C(Y )),
we have
PMk1(C(Y ))P
∼= Mk(C(Y )).
Following the notions in [22], we give the following definitions.
Definition 2.4. Given a metric space (Y, d), we denote
Y k = Y × Y × · · · × Y︸ ︷︷ ︸
k
.
We define a equivalent relation on Y k as follows: two elements for (x1, x1, . . . , xk), (y1, y2, . . . , yk)
∈ Y k are equivalent if there exists a permutation σ ∈ Sk such that xσ(i) = yi for each
1 ≤ i ≤ k. We let
P kY = Y k/ ∼ .
The metric on P kY is defined as
d([x1, x2, · · · , xk], [y1, y2, · · · , yk]) = min
σ∈Sk
max
1≤j≤k
|xj − yσ(j)|.
3
Let us further assume that Y is compact. Let F kY = Hom(C(Y ),Mk(C))1, the space of
all unital homomorphisms from C(Y ) to Mk(C). Then for any φ ∈ F
kY , there are k points
y1, y2, · · · , yk (with possible repetition) and a unitary u ∈Mk(C) such that
φ(f) = u

f(y1)
f(y2)
. . .
f(yk)
 u∗ for all f ∈ C(Y ).
Define Sp(φ) to be the set {y1, y2, · · · , yk} (counting multiplicity, see [7]). Considering Sp(φ)
as a k-tuple, (y1, y2, · · · , yk), it is not uniquely determined, since the order of k-tuple is up
to a choice; but as an element in P kY , it is unique. Therefore we write Sp(φ) ∈ P kY . Then
F kY ∋ φ 7→ Sp(φ) ∈ P kY gives a continuous map Π : F kY → P kY .
Proposition 2.5 ([22], Remark 3.9). Let Fs be a path in U(Mk(C([0, 1]))) such that Fs(t)
has no repeated eigenvalues for all (s, t) ∈ [0, 1]× [0, 1]. Let Λ : [0, 1]× [0, 1]→ P kS1 be the
eigenvalue map of Fs(t), i.e., Λ(s, t) = [x1(s, t), x2(s, t), . . . , xk(s, t)], where {xi(s, t)}
k
i=1 are
eigenvalues of the matrix Fs(t). There are continuous functions f1, f2, . . . , fk : [0, 1]×[0, 1]→
S1 such that
Λ(s, t) = [f1(s, t), f2(s, t), . . . , fk(s, t)].
For each (s, t) ∈ [0, 1]× [0, 1], there exists a unitary Us(t) such that
Fs(t) = Us(t)diag[f1(s, t), f2(s, t), . . . , fk(s, t)]Us(t)
∗.
Fix 1 ≤ i ≤ n. For each (s, t) ∈ [0, 1] × [0, 1], let pi(s, t) be the spectral projection of
Fs(t) ∈ Mn(C) with respect to the eigenvalue fi(s, t) (of Fs(t))—this is well defined rank
one projection continuously depending on (s, t), since the continuous matrix value function
Fs(t) has distinct eigenvalues. Hence Fs(t) =
∑k
i=1 fi(s, t)pi(s, t). Since all projections in
Mn(C([0, 1]× [0, 1])) are trivial, it is straight forward to prove that the unitary Us(t) above
can be chosen to depend on s and t continuously.
Proposition 2.6 ([22], Lemma 3.11). Let Fs be a path in U(Mn(C([0, 1]))) and f
1
s (t), f
2
s (t), · · · ,
fns (t) be continuous functions such that
Fs(t) = Us(t)diag[f
1
s (t), f
2
s (t), . . . , f
n
s (t)]Us(t)
∗,
where Us(t) are unitaries. Suppose that for any (s, t) ∈ [0, 1]× [0, 1], f
i
s(t) 6= f
j
s (t) if i 6= j,
then
lengths(Fs) ≥ max
1≤i≤n
{lengths(f
i
s)},
where f is is regarded as a path in U(C([0, 1])).
Definition 2.7 ([2], Definition 1.1). Let a = a∗ ∈ PMn(C(X))P , where X is path connected
compact metric space. For each x ∈ X , the eigenvalues of a(x) ∈ P (x)Mn(C)Pn(x) ∼=
Mrank(P )(C) form a set of (possible repeat) rank(P ) real numbers, which could be regarded
as an element of Eg(a)(x) ∈ P kR, where k = rank(P ). On the other hand the topology on
the space R is given by the linear order on R which induces a natural continuous map from
P kR to Rk, by order the k-tuple in the increasing order; in such a way, we identify P kR as
a subset of Rk. The map x 7→ Eg(a)(x) ∈ P kR ⊂ Rk gives k continuous maps from X to R.
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We will call these k continous maps the eigenvalue list E(a) of a. Namely, the eigenvalue
list of a is defined as
E(a)(x) = {h1(x), h2(x), . . . , hk(x)},
where hi(x) is the i-th lowest eigenvalue of a(x), counted with multiplicity.
The variation of the eigenvalues of a is denoted by EV (a) and is defined as
EV (a) = max
1≤i≤n
{max
t,s∈X
|hi(t)− hi(s)|}.
Here, when we use Eg(a) : X → P kR and E(a) : X → Rk, we have E(a) = ι ◦ Eg(a),
where ι : P kR→ Rk is the natural inclusion.
Remark 2.8. (1) In this paper, we will often consider a ∈ A+ with ‖a‖ ≤ 1. Then
Sp(a) ⊂ [0, 1]. This element a naturally defines a homomorphism φ : C([0, 1]) → A by
φ(h) = a, where h : [0, 1]→ [0, 1] is identity function: h(t) = t. Let A = PMn(C(X))P as in
2.7 . Then E(a) is a map from X to [0, 1]k (where k = rank(P )) and Eg(a) is a map from
X to P k[0, 1].
(2) Let P,Q ∈ Mn(C(X)) be projections with P < Q. An element a ∈ (PMn(C(X))P )+
can also be regarded as an element in QMn(C(X))Q. The eigenvalue list EPMn(C(X))P (a) of
a as an element in PMn(C(X))P and eigenvalue list EQMn(C(X))Q(a) of a as an element in
QMn(C(X))Q is related in the following way. Suppose rank(P ) = k and rank(Q) = l. If
EPMn(C(X))P (a) = {h1(x), h2(x), . . . , hk(x)},
then
EQMn(C(X))Q(a) = {0, · · · , 0︸ ︷︷ ︸
l−k
, h1(x), h2(x), . . . , hk(x)}.
In particular, this positive element a has the same eigenvalue variation no matter it is
regarded as the element in which of the two algebras. (This is not true for general self-
adjoint elements.) So when we discuss eigenvalue list or eigenvalue variation of a positive
element a in a corner sub algebra PMn(C(X))P of QMn(C(X))Q, we don’t need to specify
in which algebras the calculation are made—that is, we will omit those l − k constant 0
functions from our eigenvalue list.
(3) As in (2), for some (not necessarily positive) self-adjoint elements a ∈ PMn(C(X))P ⊂
QMn(C(X))Q, we can also ignore in which algebra (in the corner sub algebra PMn(C(X))P
or in the algebra QMn(C(X))Q), the calculation are made, when we calculate eigenvalue
list and eigenvalue variation. The case is that none of the functions in the eigenvalue list of
a are crossing over point 0, that is, they are either non-positive functions or non-negative
functions. More precisely, if
EPMn(C(X))P (a) = {h1(x), . . . , hi(x), hi+1(x), · · · , hk(x)}
with hi(x) ≤ 0 ≤ hi+1(x) for all x ∈ X , then
EQMn(C(X))Q(a) = {h1(x), . . . , hi(x), 0, · · · , 0︸ ︷︷ ︸
l−k
, hi+1(x), hk(x)}.
In this case, we will also omit those l − k constant 0 functions from our eigenvalue list for
EQMn(C(X))Q(a).
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Definition 2.9. If A = lim(⊕knj=1Pn,jM[n,j](C(Xn,j))Pn,j, φn,m) is a unital inductive limit
system with simple limit, the following slow dimension growth condition was introduced by
[BDR, Math Scand]
lim
n→∞
max
j
{
dim(Xn,j) + 1
rank(Pn,j)
} = 0.
For general AH inductive limit system, we will use the following slow dimension growth
condition: for any summand Ain = Pn,iM[n,i](C(Xn,i))Pn,i of a fixed An,
lim
m→∞
max
i,j
{
dim(Xm,j) + 1
rank(φi,jn,m(1Ain))
| φi,jn,m(1Ain) 6= 0} = 0,
where φi,jn,m is the partial map of φn,m from A
i
n to A
j
m. This notion of slow dimension
growth condition is used in most literatures (see [3]). In particular in this definition, it is
automatically true that limm→∞ rank(Pm,j) =∞.
An inductive limit system A = lim(⊕knj=1Pn,jM[n,j](C(Xn,j))Pn,j, φn,m) is called of no di-
mension growth if supn,j dim(Xn,j) < +∞. For general nonsimple inductive limit system, no
dimension growth does not imply slow dimension growth, as it does not automatically imply
that limm→+∞ rank(Pm,j) =∞.
We avoid to use the more general concept of slow dimension growth introduced by Gong
[8] which does not imply that limm→∞ rank(Pm,j) =∞, since in this case our main theorem
is not true. See Proposition 3.11.
Proposition 2.10 ([3], Corollary 1.3 and 1.4). Let A = lim→(An, φn,m) be a C
∗-algebra
which is the inductive limit of C∗-algebras An with morphisms φn,m : An → Am. Assume
that each An has the form
An = ⊕
kn
k=1Pn,kM[n,k](C(Xn,k))Pn,k
where kn are positive integers, Xn,k are connected compact Hausdorff spaces, [n, k] are positive
integers and M[n,k] are the C
∗-algebras of [n, k] × [n, k] matrices. If A has slow dimension
growth (see Corollary 1.4 of [3]) or has no dimension growth (see Corollary 1.3 of [3]), the
following are equivalent:
(1) A has real rank zero;
(2) For any a ∈ (An)+ with ‖a‖ = 1 and ε > 0, there exists an m such that every partial
homomorphism
φijn,m : PiM[n,i](C(Xn,i))Pi → PjM[m,j](C(Xm,j))Pj
of φn,m(i.e., the composition of the restriction of the map φn,m on the i-th block of
An and the quotient map from Am to the j-th block of Am) satisfies that
EV (φijn,m(a)) < ε.
In general, (1) implies (2) is always true. Predated [3], it was proved in [2] that if
dimXn,k ≤ 2 for all n and k, then (2) implies (1).
The following proposition and remark are to discuss how the eigenvalue function behaves
under a homomorphism from a single block to a single block.
Proposition 2.11 ([4], Section 1.4). Let φ : QMl1(C(X))Q → PMk1(C(Y ))P be a unital
homomorphism, where X, Y are connected finite simplicial complexes, and P , Q are pro-
jections in Ml1(C(X)) and Mk1(C(Y )) respectively. Assume that rank(P ) = k, which is
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a multiple of rank(Q) = l. Then for each y ∈ Y , φ(f)(y) only depends on the value of
f ∈ QMl1(C(X))Q at finite many points x1(y), x2(y), . . . , xk/l(y), where xi(y) may repeat.
In fact, if we identify Q(xi(y))Ml1(C)Q(xi(y)) with Ml(C), and still denote the image of
f(xi(y)) in Ml(C) by f(xi(y)), then there is a unitary Uy ∈Mk1(C(Y )) such that
φ(f)(y) = P (y)Uy

f(x1(y))l×l
f(x2(y))l×l
. . .
f(xk/l(y))l×l
0
. . .
0

U∗yP (y).
Obviously, Uy depends on the identification of Q(xi(y))Ml1(C)Q(xi(y)) and Ml(C).
We denote the set (with possible multiplicity) {x1(y), x2(y), · · · , xk/l(y)} by Sp(φ|y).
Remark 2.12. One can regard Sp(φ|y) := [x1(y), x2(y), · · · , xk/l(y)] as an element in P
k/lX .
Then Y ∋ y 7→ Sp(φ|y) ∈ P
k/l(X) defines a map φ∗ : Y → P k/lX .
Let X, Y, Z be path connected compact metric spaces, and let α : Y → P kX and β : Z →
P lY be two maps. Then α naturally induces a map α˜ : P lY → P klX . We will call the the
map α˜◦β : Z → P klX the composition of α and β and denote it by α◦β. Namely, if α(y) =
[α1(y), α2(y), · · · , αk(y)] ∈ P
kX , for all y ∈ Y and β(z) = [β1(z), β2(z), · · · , βl(y)] ∈ P
lY ,
for all z ∈ Z, then α ◦ β is defined as
α ◦ β(z) = [αi(βj(z)) : 1 ≤ i ≤ k, 1 ≤ j ≤ l] ∈ P
kl(X) for all z ∈ Z.
We have the following facts:
(a) Let φ : QMl1(C(X))Q → PMk1(C(Y ))P and ψ : PMk1(C(Y ))P → RMm1((Z))R be
two unital homomorphisms, then (ψ ◦ φ)∗ = φ∗ ◦ ψ∗ : Z → P stX , with φ∗ : Y → P sX and
ψ∗ : Z → P tY , where s = rank(P )/rank(Q) and t = rank(R)/rank(P ).
(b) Let φ : QMn(C(X))Q → PMm(C(Y ))P (rank(Q) = k, rank(P ) = kl) be a unital
homomorphism and let f ∈ (QMn(C(X))Q)s.a. Use the above notation, we have
Eg(φ(f)) = Eg(f) ◦ φ∗ : Y → P klR,
(see 2.7). Let us write the eigenvalue list E(f) : X → Rk (of f) as
E(f)(x) = {h1(x) ≤ h2(x) ≤ · · · ≤ hk(x)}
with hi : X → R being continous functions for all i. It follows that
Eg(φ(f)(y) = [(h1 ◦ φ
∗)(y), (h2 ◦ φ
∗)(y), · · · , (hk ◦ φ
∗)(y)] ∈ P klR.
For each 1 ≤ i ≤ k, we write the element (hi ◦ φ
∗)(y) ∈ P lR as element
(gi,1(y), gi,2(y), · · · , gi,l(y)) ∈ R
l in increasing order gi,j(y) ≤ gi,j+1(y). Then gi,j : Y → [0, 1]
are continous functions with rang(gi,j) ⊂ rang(hi). Also we have Eg(φ(f))(y) = [gi,j(y); 1 ≤
i ≤ k, 1 ≤ j ≤ l]. (Note that, in this calculation, we did not get precise order of all the
eigenfunctions gi,j, so we use Eg(φ(f))(y) instead of E(φ(f))(y).)
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3. Main Theorem
The following lemma and its corollary are well known and we omit the proofs.
Lemma 3.1. If u ∈ U0(A) and ‖u− 1A‖ < ε < 1, then cel(u) ≤
pi
2
ε.
Corollary 3.2. If u, v ∈ U0(A) and ‖u− v‖ < ε < 1. then |cel(u)− cel(v)| ≤
pi
2
ε.
Theorem 3.3. Suppose u ∈ U0(Mn(C([0, 1]))) have distinct eigenvalues α1(t), α2(t), . . . , αn(t),
where α1, α2, . . . , αn : [0, 1]→ S
1 are continuous. Then
cel(u) ≥ max
1≤j≤n
cel(αj).
Proof. Arbitrarily choose a path Hs(·) from u to 1. Applying Proposition 2.2, for each ε > 0,
there exists Fs(·) such that
(1) ‖Hs − Fs‖∞ < ε, for all s ∈ [0, 1];
(2) |lengths(Hs)− lengths(Fs)| ≤ ε;
(3) Fs(t) has no repeated eigenvalues for all (s, t) ∈ [0, 1]× [0, 1].
(4) Λ(F1(t)) = [α1(t), α2(t), . . . , αn(t)].
By Proposition 2.5, there exist continuous functions β1(·, ·), β2(·, ·), . . . , βn(·, ·) such that
Λ(Fs(t)) = [β1(s, t), β2(s, t) . . . , βn(s, t)].
Then
Λ(F1(t)) = [α1(t), α2(t), . . . , αn(t)]
= [β1(1, t), β2(1, t), . . . , βn(1, t)],
and
Λ(F0(t)) = [β1(0, t), β2(0, t), . . . , βn(0, t)].
For each 1 ≤ j ≤ n, we have
|βj(0, t)− 1| ≤ max
1≤j≤n
|βj(0, t)− 1| ≤ ‖Fs(·)−Hs(·)‖ ≤ ε.
By Lemma 3.1, we have
cel(βj(0, ·)) ≤
pi
2
ε, 1 ≤ j ≤ n.
Hence,
cel(βj(1, ·)) ≤ cel(βj(0, ·)) + lengths(βj(s, ·)), 1 ≤ j ≤ n.
By Proposition 2.6, we have
lengths(Fs) ≥ max
1≤j≤n
{lengths(βj(s, ·))}.
It follows that
lengths(Fs) ≥ max
1≤j≤n
{cel(βj(1, ·))} −
pi
2
ε = max
1≤j≤n
cel(αj)−
pi
2
ε.

Apply the above theorem, we get the following result.
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Theorem 3.4. Let u ∈Mn(C([0, 1])) with u(t) = exp(iH(t)), where the eigenvalue list of H
E(H)(t) = {h1(t), h2(t), . . . , hn(t)}
satisfies that
−2pi ≤ α ≤ h1(t) ≤ h2(t) ≤ · · · ≤ hn(t) ≤ α+ 2pi,
for some α < 0. Then
cel(u) ≥ max
1≤j≤n
cel(exp(ihj(t))) = max
1≤j≤n
min
k∈Z
max
t∈[0,1]
|hj(t)− 2kpi|.
Proof. By Corollary 1.3 in [30], without loss of generality, we assume that
H(t) = diag[h1(t), h2(t), · · · , hn(t)].
We denote a := mint∈[0,1] h1(t).
Case 1. α < a. For any 0 < ε < min{a− α, 1}, we choose εi such that
−ε < ε1 < ε2 < · · · < εn < 0.
Then we have
α < a− ε < h1(t) + ε1 < · · · < hn(t) + εn ≤ 2pi + α.
We let gj(t) = hj(t) + εj , G(t) = diag[h1(t), · · · , hn(t)] and v(t) = exp(iG(t)). Obviously,
we have
‖v(t)− u(t)‖ = ‖diag[exp(ig1(t))− exp(ih1(t)), · · · , exp(ign(t))− exp(ihn(t))]‖
= max
1≤j≤n
{‖exp(igj(t))− exp(ihj(t))‖}
= max
1≤j≤n
{|exp(iεj)− 1|}
= max
1≤j≤n
{2| sin(
εj
2
)|}
≤ max
1≤j≤n
{|εj|} < ε < 1.
By Corollary 3.2, we have
|cel(v(·)− cel(u(·))| <
pi
2
ε.
Notice that
|hj(t) + εj − 2pik| ≥ |hj(t)− 2pik| − |εj| > |hj(t)− 2pik| − ε, for all 1 ≤ j ≤ n, k ∈ Z.
It follows from Theorem 3.3 and Lemma 2.1 that
cel(v(·)) ≥ max
1≤j≤n
cel(exp(igj(t)))
= max
1≤j≤n
min
k∈Z
max
t∈[0,1]
|hj(t) + εj − 2pik|
≥ max
1≤j≤n
min
k∈Z
max
t∈[0,1]
|hj(t)− 2pik| − ε.
Hence we have
cel(u(·)) ≥ max
1≤j≤n
min
k∈Z
max
t∈[0,1]
|hj(t)− 2pik| − ε−
pi
2
ε.
9
Case 2. α = a. For any 0 < ε < 1, we let gj(t) = max{hj(t), α + ε} for 1 ≤ j ≤ n. We
also define G(t) = diag[g1(t), · · · , gn(t)] and v(t) = exp(iG(t)). Then we have
α < α+ ε ≤ g1(t) ≤ · · · ≤ gn(t) ≤ 2pi + α, for all t ∈ [0, 1].
By the proof of Case 1, we have
cel(v(·)) ≥ max
1≤j≤n
min
k∈Z
max
t∈[0,1]
|gj(t)− 2pik|.
Since |gj(t) − hj(t)| < ε < 1 for all t ∈ [0, 1], we also have ‖v(·)− u(·)‖ < ε < 1. Applying
Corollary 3.2, we have
|cel(exp(igj(·)))− cel(exp(ihj(·)))| <
pi
2
ε, for all 1 ≤ j ≤ n,
and
|cel(v(·))− cel(u(·))| <
pi
2
ε.
This means that
cel(exp(igj(·))) > cel(exp(ihj(·)))−
pi
2
ε, for all 1 ≤ j ≤ n,
and
cel(u(·)) > cel(v(·))−
pi
2
ε.
Hence we have
cel(u(·)) > max
1≤j≤n
cel(exp(ihj(·)))− piε = max
1≤j≤n
min
k∈Z
max
t∈[0,1]
|hj(t)− 2pik| − piε.

Corollary 3.5. Let X be a path connected compact metric space. Let P ∈ Mm(C(X)) be a
projection with rank(P ) = n and u ∈ PMm(C(X))P be with u(x) = exp(iH(x)), where the
eigenvalue list of H
E(H)(x) = {h1(x), h2(x), · · · , hn(x)}
satisfies that
−2pi ≤ α ≤ h1(x) ≤ h2(x) ≤ · · · ≤ hn(x) ≤ α + 2pi,
for some α < 0. Then
cel(u) ≥ max
1≤j≤n
min
k∈Z
max
x∈X
|hj(x)− 2kpi|.
Proof. For each 1 ≤ j ≤ n, let x0 ∈ X and x1 ∈ X be the minmum and maximum points of
{hj(x)}x∈X respectively. Choose an embedding ι : [0, 1] → X satisfying that ι(0) = x0 and
ι(1) = x1. Then
min
k∈Z
max
x∈X
|hj(x)− 2kpi| = min
k∈Z
max
t∈[0,1]
|hj(ι(t))− 2kpi|.
Note that cel(u) ≥ cel(ι∗(u)), where ι∗ : PMm(C(X))P → P |[0,1]Mm(C([0, 1]))P |[0,1] ∼=
Mn(C([0, 1])) is given by ι
∗(f)(t) = f(ι(t)). (Note that any projection in Mm(C([0, 1])) is
trivial, so P |[0,1]Mm(C([0, 1]))P |[0,1] ∼= Mn(C([0, 1])).) Applying Theorem 3.4, we get the
corollary. 
We shall use the following lemma and its corollary.
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Lemma 3.6. Let f1, f2, . . . , fn be a set of continuous functions from X to [0, 1], where X
is a connected finite simplicial complex. Let [c, d] ⊂ [0, 1] be a non degenerated sub interval.
Suppose that there exists no 1 ≤ j ≤ n such that [c, d] ⊂ rang(fj). Let hk(x) be the k-th
lowest value of {f1(x), f2(x), . . . , fn(x)} for each 1 ≤ k ≤ n and x ∈ X. Then there exists
no 1 ≤ k ≤ n such that [c, d] ⊂ rang(hk).
Proof. If there exists some 1 ≤ k ≤ n such that [c, d] ⊂ rang(hk), we can choose x, y ∈ X
such that hk(x) = c and hk(y) = d. Let A = {j : fj(x) ≤ c}, B = {i : fi(y) ≥ d}. Since
hk(x) = c, we have |A| ≥ k. Similarly, from hk(y) = d, we have |B| ≥ n − k + 1. But
|A ∪ B| ≤ n. There exists a p ∈ A ∩ B. That is, fp(x) ≤ c and fp(y) ≥ d. Since fp is
continuous, we have [c, d] ⊂ rang(fp), a contradiction. 
Corollary 3.7. (a) Let φ : PMn(C(X))P → QMm(C(Y ))Q be a unital homomorphism,and
let a ∈ PMn(C(X))P be a self-adjoint element such that E(a) = (h1, h2, · · · , hrank(P )) and
E(φ(a)) = (f1, f2, · · · , frank(Q)) with hi : X → R, and fk : Y → [0, 1] being continuous
functions. And let [c, d] ⊂ R be an interval. Then if there is a k such that [c, d] ⊂ rang(fk),
then there is an i, such that [c, d] ⊂ rang(hi). Consequently, EV (φ(a)) ≤ EV (a).
(b) Let p1, p2 ∈ PMn(C(X))P be two orthogonal projections and a1 ∈ p1Mn(C(X))p1, a2 ∈
p2Mn(C(X))p2 be two self-adjoint elements. Then EV (a1 + a2) ≤ max{EV (a1), EV (a2)}.
Proof. Part(a): By 2.12 (b), there are continuous functions {gi,j : 1 ≤ i ≤ rank(P ), 1 ≤ j ≤
rank(Q)/rank(P )}, with gi,j : Y → R, such that for each y ∈ Y , as elements in P
rank(Q)R,
[f1, f2, · · · , frank(Q)] = [gi,j : 1 ≤ i ≤ rank(P ), 1 ≤ j ≤ rank(Q)/rank(P )] and such that
rang(gi,j) ⊂ rang(hi). Then part (a) follows from Lemma 3.6.
Part (b) also follows from Lemma 3.6. 
Lemma 3.8. Let A = limn→∞(An, φn,n+1) be an AH algebra. Suppose the condition (2) of
Proposition 2.10 does not hold for the inductive limit system (in the case of slow dimension
growth or no dimension growth, this is equivalent to the condition that A is not of real rank
zero). There exists an interval [c, d] ⊂ [0, 1], a positive integer n and x ∈ (An)+ with ‖x‖ = 1
such that for each m ≥ n, φn,m(x) admits the following representation
φn,m(x) = {y
m
k }
km
k=1 ∈ Am = ⊕
km
k=1Pm,kM[m,k](C(Xm,k))Pm,k, (2.1)
there exist 1 ≤ k(m) ≤ km, 1 ≤ i(m) ≤ [m, k(m)] such that
[c, d] ⊂ rang(h
k(m)
i(m) ),
where h
k(m)
i (t) is the i-th lowest eigenvalue of y
m
k(m)(t) for 1 ≤ i ≤ [m, k(m)].
Proof. Applying Lemma 2.10, there exist ε > 0, a positive integer n and x ∈ (An)+ with
‖x‖ = 1 such that for each m ≥ n, φn,m(x) admits representation (2.1), there exists 1 ≤
k(m) ≤ km, 1 ≤ i(m) ≤ [m, k(m)], ti(m), si(m) ∈ Xm,k such that
|h
k(m)
i(m) (ti(m))− h
k(m)
i(m) (si(m))| ≥ ε,
where h
k(m)
i (t) is the i-th lowest eigenvalue of y
m
k(m)(t) for 1 ≤ i ≤ [m, k(m)]. For m ≥ n,
we denote by I
k(m)
i(m) the closed interval with end points h
k(m)
i(m) (si(m)) and h
k(m)
i(m) (ti(m)). We also
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denote by I
k(m)
i(m) the closed interval with the same middle point as I
k(m)
i(m) so that
|I
k(m)
i(m) | =
1
2
|I
k(m)
i(m) | ≥
ε
2
.
Choose a positive integer N such that 2
N
< ε. We denote ap =
p
N
for 0 ≤ p ≤ N . Since
|I
k(m)
i(m) | ≥
1
2
ε and I
k(m)
i(m) ⊂ [0, 1] for all m ≥ n, there exist a 0 ≤ p ≤ N and a subsequence mj
such that
ap ∈ I
k(mj)
i(mj)
, for all j ≥ 1.
Denote I = [ap −
ε
4
, ap] and J = [ap, ap +
ε
4
], then I ⊂ I
k(mj)
i(mj)
or J ⊂ I
k(mj)
i(mj)
for each j ≥ 1.
Without loss of generality, we assume that I ⊂ I
k(mj)
i(mj)
for each j ≥ 1. Otherwise, we shall
choose a subsequence of {mj}
∞
j=1.
We have proved that the conclusion holds for mj for each j ≥ 1. For m ≥ n, there exists
j ≥ 1 such that mj−1 < m ≤ mj(m0 = n). We consider
φl,k(mj)m,mj : Pm,lM[m,l](C(Xm,l))Pm,l → Pmj ,k(mj)M[mj ,k(mj)](C(Xmj ,k(mj)))Pmj ,k(mj),
the homomorphism which is composition of the restriction of φm,mj on the l-th block of Am
and the quotient map from Amj to the k(mj)-th block of Amj .
We claim that there exist 1 ≤ k(m) ≤ km and 1 ≤ i(m) ≤ [m, k(m)] such that
I ⊂ rang(h
k(m)
i(m) ),
where h
k(m)
i (t) is the i-th lowest eigenvalue of y
m
k(m)(t). Otherwise, for each 1 ≤ k ≤ km and
1 ≤ i ≤ [m, k], rang(hki ) does not contain the interval I. By Corollary 3.7, we conclude that
there exists no 1 ≤ k ≤ kmj and 1 ≤ i ≤ [mj , k] such that
I ⊂ rang(gki )
where gki (t) is the i-th lowest eigenvalue of y
mj
k (t). A contradiction. 
Let pij : Am → A
j
m be the projection map to the j-th block. In the proof of the following
theorem and the rest of the paper, let us denote pij ◦φn,m by φ
−,j
n,m which is the homomorphism
from An to A
j
m.
Theorem 3.9. Let A be a unital AH algebra of slow dimension growth condition which is
not of real rank zero. Then
celCU(A) ≥ 2pi.
Proof. Since A is not real rank zero, and each Ak is unital, there exists k0 such that for all
k ≥ k0, φk,∞(1Ak)Aφk,∞(1Ak) is not real rank zero. For any ε > 0, choose an integer L such
that 2pi
L
< ε, since A has slow dimension growth condition, there exist n and a full projection
p ∈ An such that
L[p] < 1An < m[p],
for some m. Also, we can assume that φn,∞(1An)Aφn,∞(1An) is not real rank zero. Then
φn,∞(p)Aφn,∞(p) is stably isomorphic to A and hence
φn,∞(p)Aφn,∞(p) = lim(φn,m(p)Amφn,m(p), φm,m′) (by abusing the notation, we still use the
φm,m′ to denote the restriction of the map to the conner subalgebra φn,m(p)Amφn,m(p)) is
not of real rank zero. By Lemma 3.8, there exist an interval [c, d] ⊂ [0, 1], an integer n1 ≥ n
12
and a positive element x ∈ (φn,n1(p)An1φn,n1(p))+ with ‖x‖ = 1 such that for every m ≥ n1,
φ˜n1,m(x) has the following representation
φ˜n1,m(x) = (y
m
1 , y
m
2 , . . . , y
m
km) ∈
km⊕
i=1
φ−,in,m(p)A
i
mφ
−,i
n,m(p),
where φ˜n1,m = φn1,m|φn,n1 (p)An1φn,n1 (p). There exist 1 ≤ k(m) ≤ km, 1 ≤ i(m) ≤ [m, k(m)]
such that
[c, d] ⊂ rang(h
k(m)
i(m) ),
where h
k(m)
i (t) is the i-th lowest eigenvalue of y
m
k(m)(t) for 1 ≤ i ≤ [m, k(m)].
Since p is a full projection in An and L[p] < 1An, there exists a set of mutually orthogonal
rank one projections p1, p2 . . . , pL ∈ An such that pi ∼ pj ∼ p and
∑L
i=1 pi < 1An . We let
q =
∑L
i=1 pi. It is easy to see that qAnq and ML(pAnp) are isomorphic. This means that
ML(pAnp) ⊂ An and hence ML(φn,n1(p)An1φn,n1(p)) ⊂ An1.
We define a continuous function on [0, 1] as follows:
χ(t) =

0, t ∈ [0, c]
1
(d−c)
(x− c), t ∈ [c, d]
1, t ∈ [d, 1]
. (2.2)
Further, we define two continuous functions χ1 : [0, 1] → [0,
1
L
] and χ2 : [0, 1] → [−1 +
1
L
, 0]
as follows
χ1(t) =
1
L
t,
and
χ2(t) = (−1 +
1
L
)t.
We let
h =

e2piiχ2◦χ(x) 0 · · · 0
0 e2piiχ1◦χ(x) · · · 0
...
...
. . .
...
0 0 0 e2piiχ1◦χ(x)

L×L
∈ φn,n1(q)An1φn,n1(q),
where χ(x) ∈ φn,n1(p)An1φn,n1(p) and χi ◦χ(x) ∈ φn,n1(p)An1φn,n1(p) are functional calculus
of self-adjoint element x, also we identify φn,n1(q)An1φn,n1(q)
∼=ML(φn,n1(p)An1φn,n1(p)).
Let u = h ⊕ (1An1 − φn,n1(q)). It is easy to check that det(u(z)) = 1 for all z ∈ Sp(An1),
furthermore we have u ∈ U0(An1). It follows from [27] that u ∈ CU(An1).
We shall show that cel(φn1,m(u)) ≥ 2pi(1−ε), for all m ≥ n1. For a fixed m ≥ n1, we have
φn1,m(h) = exp(2piiH), where
H =

χ2 ◦ χ(φ˜n1,m(x)) 0 · · · 0
0 χ1 ◦ χ(φ˜n1,m(x)) · · · 0
...
...
. . .
...
0 0 0 χ1 ◦ χ(φ˜n1,m(x))

L×L
,
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and φ˜n1,m = φ|φn,n1(p)An1φn,n1 (p). It follows that φ˜n1,m(x) ∈ φn,m(p)Amφn,m(p) and hence
H ∈ML(φn,m(p)Amφn,m(p)) = φn,m(q)Amφn,m(q) ⊂ Am.
Note that φ˜n1,m(x) = (y
m
1 , y
m
2 , · · · , y
m
km
) with each ymj ∈ φ
−,j
n,m(p)A
j
mφ
−,j
n,m(p). There exists
1 ≤ k(m) ≤ km, 1 ≤ i(m) ≤ [m, k(m)] such that
[c, d] ⊂ rang(h
k(m)
i(m) ),
where h
k(m)
i (t) is the i-th lowest eigenvalue of y
m
k(m)(t) for 1 ≤ i ≤ [m, k(m)]. we have
χ2 ◦ χ(φ˜n1,m(x)) = (χ2 ◦ χ(y
m
1 ), χ2 ◦ χ(y
m
2 ), · · · , χ2 ◦ χ(y
m
km)) ∈
km⊕
i=1
φ−,in,m(p)A
i
mφ
−,i
n,m(p)
and
χ1 ◦ χ(φ˜n1,m(x)) = (χ1 ◦ χ(y
m
1 ), χ1 ◦ χ(y
m
2 ), · · · , χ1 ◦ χ(y
m
km)) ∈
km⊕
i=1
φ−,in,m(p)A
i
mφ
−,i
n,m(p).
Write H = (H1, H2, · · · , Hkm) ∈
⊕km
i=1 φ
−,i
n,m(q)A
i
mφ
−,i
n,m(q). It follows that
Hi =

χ2 ◦ χ(y
m
i ) 0 · · · 0
0 χ1 ◦ χ(y
m
i )] · · · 0
...
...
. . .
...
0 0 0 χ1 ◦ χ(y
m
i )

L×L
.
This means that
φn1,m(h) = exp(2piiH) = (exp(2piiH1), exp(2piiH2), . . . , exp(2piiHkm)),
and hence
cel(φn1,m(h)) ≥ cel(exp(2piiHk(x))), for all 1 ≤ k ≤ km.
In particular, we have cel(φn1,m(h)) ≥ cel(exp(2piiHk(m))), and
cel(φn1,m(u)) ≥ cel(exp(2piiHkm) ⊕ (1Ak(m)m − φ
−,k(m)
n,m (q))). Furthermore, the eigenvalue list
of Hk(m) satisfies that
−1 +
1
L
≤ χ2 ◦ χ ◦ h
k(m)
[m,k] ≤ χ2 ◦ χ ◦ h
k(m)
[m,k]−1 ≤ · · · ≤ χ2 ◦ χ ◦ h
k(m)
1
≤ χ1 ◦ χ ◦ h
k(m)
1 ≤ χ1 ◦ χ ◦ h
k(m)
1 ≤ · · · ≤ χ1 ◦ χ ◦ h
k(m)
1︸ ︷︷ ︸
L−1
≤ χ1 ◦ χ ◦ h
k(m)
2 ≤ χ1 ◦ χ ◦ h
k(m)
2 ≤ · · · ≤ χ1 ◦ χ ◦ h
k(m)
2︸ ︷︷ ︸
L−1
≤ · · ·
≤ χ1 ◦ χ ◦ h
k(m)
[m,k] ≤ χ1 ◦ χ ◦ h
k(m)
[m,k] ≤ · · · ≤ χ1 ◦ χ ◦ h
k(m)
[m,k]︸ ︷︷ ︸
L−1
≤
1
L
.
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That is, φ
−,k(m)
n1,m (h) = exp(2piiHk(m)) satisfies the condition of Corollary 3.5. Applying (3) of
Remark 2.8, we know that φ
−,k(m)
n1,m (u) = exp(2piiHk(m))⊕ (1Ak(m)m − φ
−,k(m)
n,m (q))) also satisfies
the condition of Corollary 3.5. By the corollary, we have
φ−,k(m)n1,m (u) ≥ minp∈Z
max
y∈Xm,k(m)
2pi|χ2 ◦ χ ◦ h
k(m)
i(m) (y)− p|.
Noting that [c, d] ⊂ rang(h
k(m)
i(m) ) ⊂ [0, 1], by the definitions of χ and χ2, we have
rang(χ2 ◦ χ ◦ h
k(m)
i(m) ) = [−1 +
1
L
, 0]
and hence
min
p∈Z
max
y∈Xm,k(m)
2pi|χ2 ◦ χ ◦ h
k(m)
i(m) (y)− p| = (1−
1
L
)2pi ≥ 2pi − ε.

Remark 3.10. Evidently, our proof also works for the case of no dimension growth provided
that limn→∞mini{rank(1Ain)} =∞. ,
For all k ≥ 1 and u ∈ CU(Mk(C([0, 1]))), Lin [21] prove that cel(u) ≤ 2pi, in fact, we
have the following proposition. This proposition also tell us, we can not replace the slow
dimension growth condition by Gong’s slow dimension growth condition, which does not
imply that limn→∞mini{rank(1Ain)} =∞..
Proposition 3.11. celCU (Mk(C([0, 1]))) =
k−1
k
2pi.
Proof. From the construction in [22], we know that celCU(Mk(C([0, 1]))) ≥
k−1
k
2pi. the
following proof of celCU(Mk(C([0, 1]))) ≤
k−1
k
2pi is inspired by Section 3 of [12](see also the
proof of Lemma 4.2 in [21]). Let u ∈ CU(Mk(C([0, 1]))) and ε > 0, using the proof of Lemma
4.2 in [21], we can find v ∈ CU(Mk(C([0, 1]))) which satisfies the following conditions.
(1) v(t) =
∑k
j=1 exp(2piihj(t))pj(t), where hj(t) ∈ C([0, 1])s.a and {p1, p2, . . . , pk} is a set
of mutually orthogonal rank one projections,
(2)
∑k
j=1 hj(t) = 0 for all t ∈ [0, 1], this ensures that det(v(t)) = 0 for all t ∈ [0, 1] and
hence v ∈ CU(Mk(C([0, 1]))),
(3) hj(t) − hl(t) /∈ Z for any t ∈ [0, 1] when j 6= l, this ensures that v(t) has distinct
eigenvalues, further, 0 < max1≤j≤k hj(t)−min1≤j≤k hj(t) < 1 for all t ∈ [0, 1].
(4) |hj(t)| < 1 for all t ∈ [0, 1] and 1 ≤ j ≤ k.
(5) ‖u− v‖ < ε.
We shall show that
‖hj‖ <
k − 1
k
, for all 1 ≤ j ≤ k.
Since {hj}
k
j=1 satisfy condition (3), without loss of generality, we can assume that
h1(t) > h2(t) > · · · > hk(t), h1(t)− hk(t) < 1, for all t ∈ [0, 1].
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For fixed 1 ≤ k0 ≤ k and t ∈ [0, 1], we have
0 = h1(t) + h2(t) + · · ·+ hk0(t) + · · ·+ hk(t)
> k0hk0(t) + (k − k0)hk(t)
> k0hk0(t) + (k − k0)(h1(t)− 1)
> k0hk0(t) + (k − k0)(hk0(t)− 1)
= khk0(t)− k + k0,
hence
hk0(t) <
k − k0
k
.
On the other hand, we have
0 = h1(t) + h2(t) + · · ·+ hk0(t) + · · ·+ hk(t)
< (k0 − 1)h1(t) + (k − k0 + 1)hk0(t)
< (k0 − 1)(1 + hk(t)) + (k − k0 + 1)hk0(t)
< (k0 − 1)(1 + hk0(t)) + (k − k0 + 1)hk0(t)
< khk0(t) + k0 − 1,
hence
hk0(t) > −
k0 − 1
k
.
It follows that
‖hk0‖ <
k − 1
k
.
We let
vs(t) =
k∑
j=1
exp(2piishj(t))pj(t), for all s ∈ [0, 1], t ∈ [0, 1].
Then vs is a path with v0(t) = v(t) and v1(t) = 1. Further, we have
lengths(vs) =
∫ 1
0
‖
dvs
ds
‖ds
=
∫ 1
0
‖
k∑
j=1
2piihj(t)exp(2piishj(t))pj(t)‖ds
= 2pi
∫ 1
0
max
1≤j≤k
‖hj‖ds
< 2pi
k − 1
k
.
By (4) and Corollary 3.2, it follows that
cel(u) ≤ cel(v) +
pi
2
ε ≤ lengths(vs) +
pi
2
ε < 2pi
k − 1
k
+
pi
2
ε.
As ε goes to zero, we have cel(u) ≤ 2pi k−1
k
. 
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4. exponential length in AH algebras with ideal property
Definition 4.1. We say a C∗-algebra A has the ideal property, if each closed two sided ideal
of A is generated by the projections inside the ideal.
Evidently, all simple AH algebras and all real rank zero C∗-algebras have ideal property.
In this part, we shall show that celCU(A) ≤ 2pi for each AH algebras with ideal property
which is of no dimension growth.
As in [4], we denote by TII,k the 2-dimensional connected simplicial complex withH
1(TII,k) =
0 andH2(TII,k) = Z/kZ, and we denote by Ik the subalgebra ofMk(C([0, 1])) = C([0, 1],Mk(C))
consisting of functions f with property f(0) ∈ C1k and f(1) ∈ C1k. Ik is called Elliott di-
mension drop interval algebra. As in [9], we denote by HD the class of algebras of direct
sums of building blocks of forms Ml(Ik) and PMn(C(X))P , with X being one of the spaces
{pt}, [0, 1], S1 and TII,k, and with P ∈ Mn(C(X)) being a projection. We will call a C
∗-
algebra an AHD algebra, if it is an inductive limit of algebras in HD. In [10, 11], it is proved
that all AH algebras with ideal property of no dimension growth are AHD algebras.
Lemma 4.2 ([22], Corollary 3.2). Let Z = {u ∈ U(Mn(C)) : u has repeated eigenvalues}.
Then Z is the union of finitely many submanifolds of U(Mn(C)), all of codimension at least
three.
Noting that dim(TII,k) = 2, by Lemma 4.2 and a standard transversal argument, we can
get the following result.
Lemma 4.3. Let u ∈ U(PMn(C(TII,k))P ), where P is a projection in Mn(C(TII,k)). For
any ε > 0, there exists v ∈ U(PMn(C(TII,k))P ) such that
(1) ‖u− v‖ ≤ ε;
(2) and Sp(v(y)) = {β1(y), β2(y), . . . βk(y)}, where k = rank(P ) and βi(y) 6= βj(y) for
all i 6= j and y ∈ TII,k.
Recall that F kS1 = Hom(C(S1),Mk(C))1 and Π : F
kS1 → P kS1 be as Defined in 2.4.
Let F˚
k
S1 be the set of homomorphism with distinct spectrum and P˚
k
S1 = Π(F˚
k
S1).
Lemma 4.4. pi1(P˚
k
S1) = Z is torsion free.
Proof. Note that F kS1 is homeomorphic to Uk(C) = U(k), and F˚
k
S1 corresponds to the
set of all unitaries u ∈ U(k) with distinct spectrum, which is a union of finitely many
sub-manifolds of U(k) of codimensions at least three. Hence pi1(F˚
k
S1) = pi1(U(k)) = Z.
Consider the fibration map Π|˚
F
k
S1
: F˚
k
S1 → P˚
k
S1, whose fibre is the simply connected
flag manifold U(k)/ U(1)× U(1)× · · ·U(1)︸ ︷︷ ︸
k
, we get the desired result. 
Lemma 4.5. Let F : TII,k → P
kS1 be a continuous function. Suppose
F (t) = [x1(t), x2(t), . . . , xk(t)],
and for all t ∈ TII,k, xi(t) 6= xj(t) for i 6= j. Then there are continuous functions
f1, f2, . . . fk : TII,k → S
1 such that
F (t) = [f1(t), f2(t), . . . , fk(t)].
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Proof. Note that the restriction of the map pi : (S1)k → P kS1 on pi−1(P˚
k
S1) is a covering
map and pi1(TII,k) = Z/kZ is a torsion group. The lemma follows from Lemma 4.4 and the
lifting lemma Proposition 1.33 in [13]. 
Theorem 4.6. Let u ∈ CU(PMn(C(TII,k))P ), then for any ε > 0, there exists a self-adjoint
element h ∈ PMn(C(TII,k))P with ‖h‖ ≤ 1 such that ‖u − exp(2piih)‖ < ε. In particular,
cel(u) ≤ 2pi.
Proof. The proof is inspired by the proof of Lemma 3 of [21] (see also Remark 3.11 of [12]).
By Lemma 4.3 and Lemma 4.5, for each ε > 0, there exists v ∈ CU(PMn(C(TII,k))P ) with
‖u− v‖ ≤ ε and Sp(v(y)) = {β1(y), β2(y), . . . βq(y)}, where q = rank(P ) and βl(y) 6= βj(y)
for all l 6= j and y ∈ TII,k. Further, βj : TII,k → S
1 is continuous for each 1 ≤ j ≤ q. Also, v
can be chosen in CU(PMn(C(TII,k))P ).
Arbitrarily choose a point y0 ∈ TII,k. We can choose some real bj ∈ C(TII,k) such that
βj(y) = exp(2piibj(y)), where bj(y0) ∈ (−
1
2
, 1
2
], j = 1, 2, . . . , q. Since v ∈ CU(PMn(C(TII,k))P ),
we have det(v(y)) = 1 for each y ∈ TII,k. Then
∑q
j=1 bj(y0) = m for some integer m. Since
bj(y0) ∈ (0, 1], we have −q < m < q.
If m ≥ 1, without loss of generality, we can assume that b1(y0) > b2(y0) > · · · > bq(y0). It
follows that bm(y0) > 0. Define aj(y) = bj(y)− 1, j = 1, 2 . . . , m, y ∈ TII,k and aj(y) = bj(y)
for j > m, y ∈ TII,k.
Then
q∑
j=1
aj(y0) = 0, and |aj(y0)| < 1. (4.1)
Also, since bj(y0) > −
1
2
, we have minj aj(y0) = bm(y0)−1. Note that maxj aj(y0) < bm(y0),
we have
max
j
aj(y0)−min
j
aj(y0) < 1. (4.2)
If m ≤ −1, we directly assume that b1(y0) < b2(y0) < · · · < bq(y0). It follows that
bm(y0) < 0. Define aj(y) = bj(y) + 1 for j = 1, 2, . . . , m, y ∈ TII,k and aj(y) = bj(y) for
j > m, y ∈ TII,k. Then (4.1) and (4.2) also hold.
Hence βj(t) = exp(2piibj(y)) = exp(2piiaj(y)) for each 1 ≤ j ≤ q. Since det(v(y)) = 1 for
all y ∈ TII,k, we have
q∑
j=1
aj(y0) ∈ Z for all y ∈ TII,k.
Since
∑q
j=1 aj ∈ C(TII,k) and TII,k is connected, it follows that it is a constant. By (4.1), we
have
q∑
j=1
aj(y) = 0 for all y ∈ TII,k. (4.3)
Since βl(y) 6= βj(y) for any l 6= j and y ∈ TII,k, we have
al(y)− aj(y) /∈ Z for all y ∈ TII,k, l 6= j.
Note that max1≤j≤q aj(y) − min1≤j≤q aj(y) is a continuous function on TII,k and TII,k is
connected, by (4.2), we have
0 < max
j
aj(y)−min
j
aj(y) < 1 for all y ∈ TII,k. (4.4)
18
By (4.3), either aj(y) = 0 for all 1 ≤ j ≤ q, which is impossible, since aj(y) 6= al(y) when
j 6= l, or, hj(y) < 0 for some j and hl(y) > 0 for other l. By (4.4), we have
|aj(y)| < 1 for all y ∈ TII,k.
Fixed 1 ≤ j ≤ q. For any y ∈ TII,k, let pj(y) be the spectrum projection of v(y) with
respect to the spectrum exp(2piiaj(y)), which is rank one projection continuously depending
on y. Then v(y) =
∑q
j=1 exp(2piiaj(y))pj(y).
We let h ∈ (PMn(C(TII,k))P )s.a be defined by h(y) =
∑q
j=1 aj(y)pj(y). Then ‖h‖ ≤ 1
and v = exp(2piih), Consequently, ‖u− exp(2piih)‖ < ε.

Using a similar method, we can get the following result.
Theorem 4.7. Let u ∈ CU(PMn(C(X))P ), where X is one of the space {pt}, [0, 1] and S
1
and P is a projection in Mn(C(X)). Then for any ε > 0, there exists a self-adjoint element
h ∈ PMn(C(X))P with ‖h‖ ≤ 1 such that ‖u− exp(2piih)‖ < ε. In particular, cel(u) ≤ 2pi.
Now we are going to prove the following result. Its proof is similar to Lemma 3.12 in [12].
Theorem 4.8. Let u ∈ CU(Ml(Ik)). Then for any ε > 0, there exists a self-adjoint element
h ∈Ml(Ik) with ‖h‖ ≤ 1 such that ‖u− exp(2piih)‖ < ε. In particular, cel(u) ≤ 2pi.
Proof. For any u ∈ CU(Ml(Ik)) and ε > 0, there exists a unitary v ∈Ml(Ik) such that
‖u− v‖ < ε,
where v can be written as v(t) = U(t)∗exp(2piiH(t))U(t), H(t) is a self-adjoint element in
Ml(Ik) with ‖H(t)‖ ≤ 2pi. Then cel(v) ≤ 2pi. 
Now we get the following result.
Theorem 4.9. Let A be an AH algebra with ideal property of no dimension growth. Then
for any ε > 0 and any u ∈ CU(A), there exists a self-adjoint element h in A with ‖h‖ ≤ 1
such that ‖u− exp(2piih)‖ < ε. In particular, celCU(A) ≤ 2pi
Proof. We assume that A = lim(An, φn,n+1), where An ∈ HD for each n ≥ 1. Using Theorem
4.7 and 4.8, for each u ∈ CU(An) we have cel(φn,m(u)) ≤ 2pi for each m ≥ n. Noting that
cel(φn,∞(u)) = infm≥n cel(φn,m(u)) ≤ 2pi, hence cel(φn,∞(u)) ≤ 2pi. 
The above theorem generalize Theorem 4.6 of [21] (see Theorem A in the introduction)
for the case of simple AH algebra.
The following Theorem is the main theorem of this section. This theorem is not quite a con-
sequence of Theorem 3.9 and Theorem 4.9, since it is not assume that limn→∞ rank(Pn,i) =
∞. But we assume A has ideal property.
Theorem 4.10. Let A be an AH algebra with ideal property of no dimension growth. If we
further assume that A is not of real rank zero, then celCU(A) = 2pi.
To prove the above result, we need the following Pasinicu’s dichotomy lemma.
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Proposition 4.11 ([23], Lemma 2.11). Let A = lim→(An = ⊕
tn
i=1Pn,iM[n,i](C(Xn,i))Pn,i, φn,m)
be an AH algebra with the ideal property and with no dimension growth condition. Then for
any n, any finite subset F in ⊂ Pn,iM[n,i](C(Xn,i))Pn,i ⊂ An, any ε > 0 and any positive
integer N , there exists m0 > n such that each partial map φ
i,j
n,m with m ≥ m0 satisfies either:
(1) rank(φi,jn,m(Pn,i)) ≥ N(dimXm,j + 1), or
(2) there is a homomorphism
ψi,jn,m : A
i
n → φ
i,j
n,m(Pn,i)A
j
mφ
i,j
n,m(Pn,i)
with finite dimensional image such that ‖φi,jn,m(f)− ψ
i,j
n,m(f)‖ < ε for all f ∈ F
i
n.
Remark 4.12. Let X, Y be connected finite simplicial complxes. Let f ∈ PMn(C(X))P be
a self-adjoint element and φ, ψ : PMn(C(X))P → QMm(C(Y ))Q be two unital homomor-
phisms with ψ factoring through a finite dimensional algebra such that ‖φ(f)− ψ(f)‖ < ε.
Then all functions in the eigenvalue list of ψ(f) are constant functions and consequently
EV (ψ(f)) = 0. Also by Weyl inequality [31], EV (φ(f)) < ε.
Proof of Theorem 4.10. Since A is not real rank zero, by Proposition 2.10 (for the case
of no dimension growth), there exist δ0 > 0, N , x ∈ (AN)+ with ‖x‖ = 1 and a subsequence
{Ank}
∞
k=2 with n2 > N such that for each k ≥ 2, there is a block A
j
nk
with
EV (φ−,jN,nk(x)) ≥ δ0. (4.5)
To save notations, we can directly assume that N = 1 and nk = k for every k ≥ 2.
For any ε > 0 and N > 4
ε
, by Proposition 4.11 and Remark 4.12, there exists m0 > 1 such
that for each block Ajm = Pm,jM[m,j](C(Xm,j))Pm,j, either:
rank(Pm,j) ≥ N(dimXm,j + 1),
or
EV (φ−,j1,m(x)) < δ0.
We denote
Λ = {1 ≤ j ≤ tm0 : rank(Pm,j) ≥ N(dimXm0,j + 1) }.
Let P = ⊕j∈ΛPm0,j and R = ⊕j /∈ΛPm0,j and x
j = φ−,j1,m0(x). Set x1 = ⊕j∈Λx
j = Pφ1,m0(x)P
and x2 = ⊕j /∈Λx
j = Rφ1,m0(x)R. From above, we know that EV (x
j) < δ0 for j /∈ Λ. By
Corollary 3.7, for any m > m0 and any j ∈ {1, 2, · · · , tm}, φ
−,j
m0,m
(x2) < δ0. By (4.5), for
each m > m0, there is a j ∈ {1, 2, · · · , tm} such that φ
−,j
1,m(x) ≥ δ0. Note that φ
−,j
1,m(x) =
φ−,jm0,m(x1) + φ
−,j
m0,m(x2). By 3.7 (b), EV (φ
−,j
m0,m(x1)) ≥ δ0.
Hence by Proposition 2.10, φm0,∞(P )Aφm0,∞(P ) = lim(φm0,m(P )Amφm0,m(P ), φm,m′) is
not real rank zero.
By Theorem 1.2 in Page 112 of [14], for each j ∈ Λ, there exists a set of mutually orthogonal
rank one projections p
(j)
1 , p
(j)
2 , · · · , p
(j)
L with p
(j)
l < Pm0,j and p
(j)
l ∼ p
(j)
1 for each 1 ≤ l ≤ L.
We let q = ⊕j∈Λp
(j)
1 . There exists some W ∈ N such that
P < W [q].
It follows that φm0,∞(q)Aφm0,∞(q) is stably isomorphic to φm0,∞(P )Aφm0,∞(P ), and hence
φm0,∞(q)Aφm0,∞(q) = lim(φm0,m(q)Amφm0,m(q), φm,m′) is not of real rank zero. By Lemma
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3.8, there exist an interval [c, d] ⊂ [0, 1], an integerm1 ≥ m0, and y ∈ (φm0,m1(q)Am1φm0,m1(q))+
with ‖y‖ = 1 such that for each m ≥ m1, φ˜m1,m(y) has the following representation
φ˜m1,m(y) = (z
m
1 , z
m
2 , · · · , z
m
km) ∈
km⊕
j=1
φ−,jm0,m(q)A
j
mφ
−,j
m0,m(q) = φm0,m(q)Amφm0,m(q),
where φ˜m1,m = φm1,m|φm0,m1 (q)Am1φm0,m1 (q), there exists 1 ≤ k(m) ≤ km, 1 ≤ i(m) ≤ [m, k(m)]
such that
[c, d] ⊂ rang(h
k(m)
i(m) ),
where h
k(m)
i is the i-th lowest eigenvalue of y
m
k(m) for 1 ≤ i ≤ [m, k(m)].
We let Q =
∑L
l=1⊕j∈Λp
(j)
l , then QAm0Q andML(qAm0q) are isomorphic. This means that
ML(qAm0q) ⊂ Am0 and hence ML(φm0,m1(q)Am1φm0,m1(q)) ⊂ Am1 .
Applying a similar proof as in Theorem 3.9, we can prove that
celCU(A) ≥ 2pi.

5. Exponential length in the Jiang-Su algebra
We shall show that there exists u ∈ CU(Z) such that cel(u) ≥ 2pi. First, we review the
construction of the Jiang-Su algebra Z. We refer the readers to [15] for details. We denote
by I[m0, m,m1] the following dimension drop algebra:
{f ∈ C([0, 1],Mm) : f(0) ∈Mm0 ⊗ 1m/m0 , f(1) ∈ 1m/m1 ⊗Mm1},
where m0, m1 and m are positive integers with m divisible by both m0 and m1. If m0 and
m1 are relatively prime, and m = m0m1, then I[m0, m,m1] is called a prime dimension drop
algebra.
The Jiang-Su algebra is constructed as below. We let A1 = I[2, 6, 3]. Suppose that a
prime dimension drop algebra Am = I[pm, dm, qm] is chosen for some m ≥ 1. We construct
Am+1 and φm,m+1 : Am → Am+1 as follows.
Choose k
(m)
0 and k
(m)
1 to be the first two prime numbers that are greater than 2dm. This
means that
k
(m)
0 > 2pm, k
(m)
1 > 2qm, (k
(m)
0 pm, k
(m)
1 qm) = 1.
Let pm+1 = k
(m)
0 pm, qm+1 = k
(m)
1 qm, dm+1 = pm+1qm+1 and Am+1 = I[pm+1, dm+1, qm+1].
Obviously, Am+1 is a prime dimension drop algebra. Denote k
(m) = k
(m)
0 k
(m)
1 . Choose r
(m)
0
such that
0 < r
(m)
0 ≤ qm+1, qm+1|(k
(m) − r
(m)
0 ).
Choose r
(m)
1 such that
0 < r
(m)
1 ≤ pm+1, pm+1|(k
(m) − r
(m)
1 ).
Define
ξ
(m)
j (x) =

x/2, 1 ≤ j ≤ r
(m)
0
1/2, r
(m)
0 < j ≤ k
(m) − r
(m)
1
(x+ 1)/2, k(m) − r
(m)
1 < j ≤ k
(m)
.
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It follows that
ξ
(m)
j (0) =
{
0, 1 ≤ j ≤ r
(m)
0
1/2, r
(m)
0 < j ≤ k
(m)
, and
ξ
(m)
j (1) =
{
1/2, 1 ≤ j ≤ k(m) − r
(m)
1
1, k(m) − r(m)1 < j ≤ k
(m)
.
Obviously, we have
r
(m)
0 qm ≡ k
(m)qm = k
(m)
0 qm+1 ≡ 0, (mod qm+1).
It follows that qm+1|r
(m)
0 qm. Notice that qm+1|(k
(m)−r
(m)
0 ), there exists a unitary u0 ∈ Mdm+1
such that
ρ0(f) = u
∗
0

f(ξ
(m)
1 (0)) 0 · · · 0
0 f(ξ
(m)
2 (0)) · · · 0
...
...
...
0 0 · · · f(ξ
(m)
k(m)
(0))
u0, for all f ∈ Am,
defines a morphism ρ0 : Am →Mpm+1 ⊗ 1qm+1 ⊂Mpm+1 ⊗Mqm+1 .
On the other hand, we have
pm+1|r
(m)
1 pm, pm+1|(k
(m) − r
(m)
1 ).
There exists a unitary u1 ∈Mdm+1 such that
ρ1(f) = u
∗
1

f(ξ
(1)
1 (1)) 0 · · · 0
0 f(ξ
(2)
2 (1)) · · · 0
...
...
...
0 0 · · · f(ξ
(m)
k(m)
(1))
 u1, for all f ∈ Am,
defines a morphism ρ1 : Am → 1pm+1 ⊗Mqm+1 ⊂Mpm+1 ⊗Mqm+1 .
Let u be any continuous path of unitaries in Mdm+1 connecting u0 and u1 and let φm,m+1
be given as follows
φm,m+1(f) = u
∗

f ◦ ξ
(m)
1 0 · · · 0
0 f ◦ ξ
(m)
2 · · · 0
...
...
...
0 0 · · · f ◦ ξ
(m)
k(m)
 u, for all f ∈ Am.
Theorem 5.1 ([15], Proposition 2.5). Jiang-Su algebra Z can be written as the limit Z =
limn(An, φn,n+1), such that each connecting map φm,n = φn ◦ φn−1 ◦ · · · ◦ φm+1 ◦ φm has the
following form:
φm,n(f) = U
∗

f ◦ ξ1 0 · · · 0
0 f ◦ ξ2 · · · 0
...
...
. . .
...
0 0 · · · f ◦ ξk
U,
where U is a continuous path in U(Mdn), k = k
(m)k(m+1) · · · k(n−1) and
ξ1 ≤ ξ2 ≤ · · · ≤ ξk,
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In fact, each ξj can be chosen from the following list:
ξ(t) =
l
2n−m
, where l ∈ Z, 0 < l < 2n−m,
or
ξ(t) =
t + l
2n−m
, where l ∈ Z, 0 < l < 2n−m.
Remark 5.2. In the remark we will use the concept of sets with multiplicity. We shall use
x∼k for a simplified notation for {x, x, . . . , x}. For example {x∼2, y∼3} = {x, x, y, y, y}. As
the construction of Z, we have
{ξ1(0), ξ2(0), · · · , ξk(0)} = {
l
2n−m
∼jl
}2
n−m−1
l=0
where qn|jl for all 0 ≤ l ≤ 2
n−m − 1, and
{ξ1(1), ξ2(1), · · · , ξk(1)} = {
l
2n−m
∼sl
}2
n−m
l=1
where pn|sl for all 1 ≤ l ≤ 2
n−m.
Lemma 5.3. Let Z = lim(An, φn,n+1) be the Jiang-Su algebra, which is defined as above. If
v ∈ An is a unitary and us is a smooth path of unitaries connecting v and 1An, then for any
ε > 0, there exists another smooth path vs ∈ An of unitaries such that
(1) ‖vs − us‖ < ε,
(2) |length(vs)− length(us)| < ε,
(3) vs(0) = exp(2pii
∑pn
j=1 hjaj) ⊗ 1qn, {aj}
pn
j=1 is a set of mutually orthogonal rank one
projections in C([0, 1],Mpn) and hj ∈ C([0, 1])s.a., exp(2piihj(s)) 6= exp(2piihk(s)) for
each j 6= k and s ∈ [0, 1].
(4) vs(1) = exp(2pii
∑qn
j=1 gjbj) ⊗ 1pn, {bj}
qn
j=1 is a set of mutually orthogonal rank one
projections in C([0, 1],Mqn) and gj ∈ C([0, 1])s.a., exp(2piigj(s)) 6= exp(2piigk(s)) for
each j 6= k and s ∈ [0, 1].
Proof. For any 0 < ε < 1, we can find δ > 0 such that ‖us(t1)− us(t2)‖ <
ε
2
and ‖dus
ds
(t1)−
dus
ds
(t2)‖ <
ε
3
for any s ∈ [0, 1] and t1, t2 ∈ [0, 1] with |s1 − s2| < δ.
Since us ∈ An, then we can write us(0) as us(0) = γ
(0)(s)⊗ 1qn, where γ
(0) is a unitary in
C([0, 1],Mpn). By Lemma 4.1 in [21], we can find a set of mutually orthogonal rank one pro-
jections {aj}
pn
j=1 in C([0, 1],Mpn) and hj ∈ C([0, 1])s.a. with exp(2piihj(s)) 6= exp(2piihk(s))
for each j 6= k and s ∈ [0, 1] such that
‖γ(0)(s)− γ(0)(s)‖ <
ε
6(1 + maxs∈[0,1] ‖
dus(0)
ds
‖)
, ‖
dγ(0)(s)
ds
−
dγ(0)(s)
ds
‖ <
ε
3
, for all s ∈ [0, 1],
where γ(0)(s) = exp(2pii
∑pn
j=1 hjaj).
On the other hand, we can write us(1) as us(1) = γ
(1)(s) ⊗ 1pn, where γ
(1) is a unitary
in C([0, 1],Mqn). By Lemma 4.1 in [21], we can find a set of mutually orthogonal rank one
projections {bj}
qn
j=1 in C([0, 1],Mqn) and gj ∈ C([0, 1])s.a. with exp(2piigj(s)) 6= exp(2piigk(s))
for each j 6= k and s ∈ [0, 1] such that
‖γ(1)(s)− γ(1)(s)‖ <
ε
6(1 + maxs∈[0,1] ‖
dus(1)
ds
‖)
, ‖
dγ(1)(s)
ds
−
dγ(1)(s)
ds
‖ <
ε
3
, for all s ∈ [0, 1],
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where γ(1)(s) = exp(2pii
∑qn
j=1 gjbj).
We denote v(0)(s) = γ(0)(s)⊗ 1qn and v
(1)(s) = γ(1)(s)⊗ 1pn . Then
‖v(0)(s)− us(0)‖ = ‖(γ
(0)(s)− γ(0)(s))⊗ 1qn‖ <
ε
6(1 + maxs∈[0,1] ‖
dus(0)
ds
‖)
,
and
‖v(1)(s)− us(1)‖ = ‖(γ
(1)(s)− γ(1)(s))⊗ 1pn‖ <
ε
6(1 + maxs∈[0,1] ‖
dus(1)
ds
‖)
,
for all s ∈ [0, 1]. Also, we have
‖
dv(0)(s)
ds
−
dus(0)
ds
‖ <
ε
3
,
and
‖
dv(1)(s)
ds
−
dus(1)
ds
‖ <
ε
3
.
Since ‖u∗s(0)v
(0)(s)−1An‖ = ‖v
(0)(s)−us(0)‖ <
ε
6
< 1
6
, there exists H ∈Mdn(C([0, 1]))s.a.
with ‖H‖ < 1 such that u∗s(0)v
(0)(s) = exp(2piiH(s)). Also, there exists G ∈Mdn(C([0, 1]))s.a.
with ‖G‖ < 1 such that u∗s(1)v
(1)(s) = exp(2piiG(s)). In fact, H(s) = 1
2pii
log(u∗s(0)v
(0)(s))
and G(s) = 1
2pii
log(u∗s(1)v
(1)(s)).
We denote
w(s, t) =

us(0)exp(2pii
−t
δ
H(s)), −δ ≤ t < 0
us(t), 0 ≤ t ≤ 1
us(1)exp(2pii
t−1
δ
G(s)) 1 < t ≤ 1 + δ
.
Let vs(t) = w(s, (1 + 2δ)t − δ) for (s, t) ∈ [0, 1] × [0, 1]. Then vs is a path in An and it
satisfies conditions (3) and (4).
For t ∈ [0, δ
1+2δ
), by the choice of δ, we have
‖vs(t)− us(t)‖ = ‖us(0)exp(2pii
δ − (1 + 2δ)t
δ
H(s))− us(t)‖
≤ ‖us(0)exp(2pii
δ − (1 + 2δ)t
δ
H(s))− us(0)‖+ ‖us(0)− us(t)‖
= ‖exp(2pii
δ − (1 + 2δ)t
δ
H(s))− 1An‖+ ‖us(0)− us(t)‖
≤ ‖exp(2piiH(s))− 1An‖+ ‖us(0)− us(t)‖
<
ε
6
+
ε
2
< ε.
For t ∈ [ δ
1+2δ
, 1+δ
1+2δ
], we have |(1 + 2δ)t− δ − t| < δ and hence
‖vs(t)− us(t)‖ = ‖us((1 + 2δ)t− δ)− us(t)‖ <
ε
2
.
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For t ∈ ( 1+δ
1+2δ
, 1], by the choice of δ, we have
‖vs(t)− us(t)‖ = ‖us(1)exp(2pii
(1 + 2δ)t− δ − 1
δ
G(s))− us(t)‖
≤ ‖us(1)exp(2pii
(1 + 2δ)t− δ − 1
δ
G(s))− us(1)‖+ ‖us(1)− us(t)‖
= ‖exp(2pii
(1 + 2δ)t− δ − 1
δ
G(s))− 1An‖ − ‖us(1)− us(t)‖
= ‖exp(2piiG(s))− 1An‖ − ‖us(1)− us(t)‖
<
ε
6
+
ε
2
< ε.
It follows that ‖vs − us‖ ≤ ε.
For t ∈ [0, δ
1+2δ
), a direct calculation shows that
|‖
dvs
ds
‖ − ‖
dus
ds
‖| = | sup
t∈[0,1]
‖us(0)exp(2pii
δ − (1 + 2δ)t
δ
H(s))2pii
δ − (1 + 2δ)t
δ
dH(s)
ds
+
dus(0)
ds
exp(2pii
δ − (1 + 2δ)t
δ
H(s))‖ − sup
t∈[0,1]
‖
dus(t)
ds
‖|
≤ sup
t∈[0,1]
‖us(0)exp(2pii
δ − (1 + 2δ)t
δ
H(s))2pii
δ − (1 + 2δ)t
δ
dH(s)
ds
‖
+ sup
t∈[0,1]
‖
dus(0)
ds
exp(2pii
δ − (1 + 2δ)t
δ
H(s))−
dus(t)
ds
‖
≤ 2pi‖
dH(s)
ds
‖+ sup
s∈[0,1]
‖
dus(0)
ds
−
dus(t)
ds
‖+ ‖
dus(0)
ds
‖ sup
t∈[0,1]
‖1− exp(2pii
δ − (1 + 2δ)t
δ
H(s))‖
≤ ‖ − u∗s(0)
dus(0)
ds
u∗s(0)v
(0)(s) + u∗s(0)
dv(0)(s)
ds
‖+
ε
3
+ ‖
dus(0)
ds
‖‖1− exp(2piiH(s))‖
≤ ‖
dus(0)
ds
−
dv(0)(s)
ds
‖+ 2‖
dus(0)
ds
‖‖u∗s(0)v
(0)(s)− 1An‖+
ε
3
<
ε
3
+
ε
3
+
ε
3
= ε.
With a similar calculation, one have
|‖
dvs
ds
‖ − ‖
dus
ds
‖| < ε, for all t ∈ [
1 + δ
1 + 2δ
, 1].
For t ∈ [ δ
1+2δ
, 1+δ
1+2δ
], we have |(1 + 2δ)t− δ − t| < δ and hence
|‖
dvs(t)
ds
‖ − ‖
dus(t)
ds
‖| ≤ ‖
dus((1 + 2δ)t− δ)
ds
−
dus(t)
ds
‖ <
ε
3
.
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It follows that |‖dvs
ds
‖ − ‖dus
ds
‖| < ε for all s ∈ [0, 1]. We have
|lengths(vs)− lengths(us)| = |
∫ 1
0
‖
dvs
ds
‖ds−
∫ 1
0
‖
dus
ds
‖ds| < ε.

Remark 5.4. In above Lemma, we can assume that h1(0), h2(0), · · · , hpn(0) ∈ [0, 1], g1(0), g2(0),
· · · , gqn(0) ∈ [0, 1] and
h1(s) < h2(s) < · · · < hpn(s),
g1(s) < g2(s) < · · · < gqn(s)
for all s ∈ [0, 1]. Notice that exp(2piihj(s)) 6= exp(2pihk(s)), exp(2piigj(s)) 6= exp(2piigk(s))
for any j 6= k and s ∈ [0, 1], we have
hpn(s)− h1(s) < 1, gqn(s)− g1(s) < 1
for all s ∈ [0, 1].
Lemma 5.5. Let Z = lim(An, φn,n+1) be the Jiang-Su algebra, which is defined as above. If
v ∈ An is a unitary and us is a path of unitaries connecting v and 1An, then for any ε > 0,
there exists another path vs ∈ An of unitaries such that
(1) ‖vs − us‖ < ε,
(2) |length(vs)− length(us)| < ε,
(3) vs(t) = exp(2piiHs(t)), Hs(t) =
∑dn
j=1 λ
j
s(t)pj(s, t), {pj}
dn
j=1 is a set of mutually or-
thogonal rank one projections in C([0, 1] × [0, 1],Mdn) and hj ∈ C([0, 1] × [0, 1])s.a.,
exp(2piiλjs(t)) 6= exp(2piiλ
k
s(t)) for each j 6= k and (s, t) ∈ (0, 1)× [0, 1].
Proof. For any 0 < η < 1, since us(t) is uniformly continuous on [0, 1] × [0, 1], there exists
δ1 > 0 such that
‖us(t1)− us(t2)‖ <
η
4
for all s ∈ [0, 1] and t1, t2 ∈ [0, 1] with |t1−t2| < 4δ1. Since us(0), us(1) ∈ C([0, 1])⊗Mdn, there
are continuous functions fi, gi : [0, 1] → C, i = 1, 2 · · · , dn such that f1(s), f2(s), · · · , f(s)}
are the eigenvalues for vs(0) and {g1(s), g2(s), · · · , gdn(s)} are the eigenvalues for vs(1), re-
spectively. By Lemma 5.3, without loss of generality, we may assume that us(0) and us(1)
can be written as the following forms:
us(0) = U
(0)(s)

exp(2piif1(s))
exp(2piif2(s))
. . .
exp(2piifdn(s))
 (U (0)(s))∗ for all s ∈ [0, 1],
and
us(1) = U
(1)(s)

exp(2piig1(s))
exp(2piig2(s))
. . .
exp(2piigdn(s))
 (U (1)(s))∗ for all s ∈ [0, 1],
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where U (0), U (1) are unitaries in C([0, 1]) ⊗ Mdn . By Remark 5.4 , we can assume that
f1(0), f2(0), · · · , fdn(0) ∈ [0, 1], g1(0), g2(0), · · · , gdn(0) ∈ [0, 1] and
f1(s) ≤ f2(s) ≤ · · · ≤ fdn(s),
g1(s) ≤ g2(s) ≤ · · · ≤ gdn(s),
for all s ∈ [0, 1]. Further, we can assume that fdn(s)− f1(s) < 1 and gdn(s)− g1(s) < 1 for
all s ∈ [0, 1].
Let 0 < δ < δ1 be such that
2δ
1−4δ
< δ1. We choose h1, h2, · · · , hdn ∈ C([0, 1])s.a. with
h1(s) < h2(s) < · · · < hdn(s) with hdn(s)−h1(s) < 1 for s ∈ [0, 1] such that ‖exp(2piihj(s))−
exp(2piifj(s))‖ <
η
4
for 1 ≤ j ≤ dn and s ∈ [0, 1].
Also we can choose k1, k2, · · · , kdn ∈ C([0, 1])s.a. with k1(s) < k2(s) < · · · < kdn(s) for
s ∈ [0, 1] such that ‖exp(2piikj(s))− exp(2piigj(s))‖ <
η
4
for 1 ≤ j ≤ dn and s ∈ [0, 1].
We define a new path u˜s as follows:
u˜s(t) =

U (0)(s)diag[exp(2pii( δ−t
δ
fj(s) +
t
δ
hj(s)))]
dn
j=1(U
(0)(s))∗, t ∈ [0, δ]
U (0)(s)diag[exp(2pii( t−δ
δ
fj(s) +
2δ−t
δ
hj(s)))]
dn
j=1(U
(0)(s))∗, t ∈ (δ, 2δ]
us(
t−2δ
1−4δ
), t ∈ (2δ, 1− 2δ]
U (1)(s)diag[exp(2pii( t−1+2δ
δ
kj(s) +
1−δ−t
δ
gj(s)))]
dn
j=1(U
(1)(s))∗, t ∈ (1− 2δ, 1− δ]
U (1)(s)diag[exp(2pii( t−1+δ
δ
gj(s) +
1−t
δ
kj(s)))]
dn
j=1(U
(1)(s))∗, t ∈ (1− δ, 1]
.
As in the construction, it is easy to see that u˜s is a path of unitaries in An. We have u˜s(t)
has no repeat eigenvalues for (s, t) ∈ [0, 1] × (0, δ] or (s, t) ∈ [0, 1] × [1 − δ, 1). Moreover,
when t ∈ [0, δ], we have
|u˜s(t)− us(t)| ≤ |u˜s(t)− u˜s(0)|+ |u˜s(0)− us(t)|
≤ max
1≤j≤dn
|exp(2pii
t
δ
(hj(s)− fj(s)))− 1|+ |us(0)− us(t)|
≤ max
1≤j≤dn
|exp(2pii(hj(s)− fj(s)))− 1|+
η
4
= max
1≤j≤dn
|exp(2piifj(s))− exp(2piihj(s))|+
η
4
≤
η
2
.
For t ∈ (δ, 2δ], we have
|u˜s(t)− us(t)| ≤ |u˜s(t)− u˜s(δ)|+ |u˜s(δ)− u˜s(2δ)|+ |u˜s(2δ)− us(t)|
≤ max
1≤j≤dn
|exp(2pii
t− δ
δ
(fj(s)− hj(s)))− 1|+
η
4
+ |us(0)− us(t)|
≤ max
1≤j≤dn
|exp(2pii(fj(s)− hj(s)))− 1|+
η
4
+
η
4
= max
1≤j≤dn
|exp(2piifj(s))− exp(2piihj(s))|+
η
2
≤
3η
4
.
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In the same way, we have
|u˜s(t)− us(t)| ≤
3η
4
for all t ∈ (1− 2δ, 1].
Further, for t ∈ [2δ, 1− 2δ], it is easy to see that
|
t− δ
1− 4δ
− t| <
2δ
1− 4δ
< δ1.
Hence
|u˜s(t)− us(t)| = |us(
t− 2δ
1− 4δ
)− us(t)| <
η
4
.
It follows that
‖u˜s − us‖ <
3η
4
, ∀s ∈ [0, 1].
In the construction of u˜s, it is easy to see that the lengths of u˜s and us are close enough
if η is small enough.
Notice that u˜0|[δ,1−δ], u˜1|[δ,1−δ] are unitaries in Mdn(C([δ, 1− δ])) with distinct eigenvalues
and u˜s|[δ,1−δ] is a path connecting these two elements. By Proposition 2.2 and Remark 2.3,
there exists another path ˜˜us in U(Mdn(C[δ, 1 − δ])) such that
‖˜˜us − u˜s|[δ,1−δ]‖ < η
2
,
|length(˜˜us)− length(u˜s|[δ,1−δ])| < η,˜˜us has no repeat eigenvalues for all (s, t) ∈ [0, 1]× [δ, 1− δ], and˜˜u0(δ) = u˜s(δ), ˜˜u0(1− δ) = u˜s(1− δ). (5.1)
By Proposition 2.5, there exsists a unitary Us(t) ∈ C([0, 1]× [δ, 1− δ],Mdn(C)) such that
˜˜us(t) = Us(t)

ξ1s (t)
ξ2s (t)
. . .
ξdns (t)
Us(t)∗, for all (s, t) ∈ [0, 1]× [δ, 1− δ],
where ξjs(t) : [0, 1]× [δ, 1− δ]→ S
1 is continuous for each 1 ≤ j ≤ dn. Since R is a covering
space of S1, there exists ψj : [0, 1]× [δ, 1− δ]→ R such that
exp(2piiψj(s, t)) = ξ
j
s(t), for all (s, t) ∈ [0, 1]× [δ, 1− δ].
By 5.1, without loss of generality, we can assume that
exp(2piihj(s)) = exp(2piiψj(s, δ)), for all 1 ≤ j ≤ dn,
and
exp(2piikj(s)) = exp(2piiψj(s, 1− δ)), for all 1 ≤ j ≤ dn,
We can choose integers mj , lj such that
hj(s) = ψj(s, δ) +mj ,
and
ψj(s, 1− δ) +mj = kj(s) + lj
for each 1 ≤ j ≤ dn and s ∈ [0, 1].
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We denote
λjs(t) =

δ−t
δ
fj(s) +
t
δ
hj(s), t ∈ [0, δ]
ψj(s, t) +mj , t ∈ (δ, 1− δ]
t−1+δ
δ
gj(s) +
1−t
δ
kj(s) + lj, t ∈ (1− δ, 1]
.
Then λjs(t) is continuous on [0, 1] × [0, 1] and exp(2piiλ
j
s(t)) 6= exp(2piiλ
k
s(t)) if j 6= k and
(s, t) ∈ [0, 1]× (0, 1).

Theorem 5.6. Let Z be the Jiang-Su algebra. Then celCU(Z) ≥ 2pi.
Proof. Let Z = limmAm be the Jiang-Su algebra. For each m ≥ 1, we define a unitary
u ∈ Am as follows:
u(t) =
exp(2piih1(t)) . . .
exp(2piihdm(t))

dm×dm
,
where hi(t) =
qm−1
qm
t for each 1 ≤ i ≤ pm, hi(t) = −
1
qm
t for each pm + 1 ≤ i ≤ dm. (Here we
identify 1pm ⊗Mqm ∋ 1 ⊗ (aij)qm×qm with (aij1pm) ∈ Mpmqm.) It follows Lemma 3.7 in [12]
that u ∈ CU(Am). For any fixed n ≥ m, denote v = φm,n(u). Let us(t) be a unitary path in
An with u0(t) = v(t) and u1(t) = 1An .
For any 0 < ε < 1
2n−m
, by Lemma 5.5 , there exists another piecewise smooth unitary path
vs(t) such that
(1) ‖vs − us‖ <
ε
2
;
(2) |lengths(vs)− lengths(us)| <
ε
2
;
(3)
vs(t) = Us(t)

exp(2piif1(s, t))
exp(2piif2(s, t))
. . .
exp(2piifdn(s, t))
Us(t)∗, for all (s, t) ∈ [0, 1]×[0, 1],
where fj(s, t) : [0, 1]× [0, 1]→ R is continuous and exp(2piifj(s, t)) 6= exp(2piifk(s, t))
if j 6= k and (s, t) ∈ [0, 1]× (0, 1).
In the above construction, we can choose fj such that
max
1≤j≤dn
fj(s, t)− min
1≤j≤dn
fj(s, t) < 1, for all (s, t) ∈ [0, 1]× (0, 1).
In fact, arbitrarily fix a t0 ∈ (0, 1). Without loss of generality, we can assume that fj(0, t0) ∈
[0, 1) for all 1 ≤ j ≤ dn. This means that
max
1≤j≤dn
fj(0, t0)− min
1≤j≤dn
fj(0, t0) < 1.
Since exp(2piifj(s, t)) 6= exp(2piifk(s, t)) for j 6= k, we have fj(s, t) − fk(s, t) /∈ Z. Notice
that fj(·, ·) is continuous, we have
max
1≤j≤dn
fj(s, t)− min
1≤j≤dn
fj(s, t) < 1 for all (s, t) ∈ [0, 1]× (0, 1). (5.2)
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Also, we can assume that
f1(s, t) ≤ f2(s, t) ≤ · · · ≤ fdn(s, t), for all (s, t) ∈ [0, 1]× [0, 1]. (5.3)
By the construction of the Jiang-Su algebra, we have
v(t) = b∗

exp(2piiµ1(t)) 0 · · · 0
0 exp(2piiµ2(t)) · · · 0
...
...
...
0 0 · · · exp(2piiµdn(t))
 b,
where µ1(t) ≤ µ2(t) ≤ · · · ≤ µdn(t) for all t ∈ [0, 1], b is a unitary element in Mdn(C([0, 1])).
There is a permutation σ such that exp(2piifj(s, ·)) is a path connecting an element near
e2piiµσ(j)(t) with some function near 1 for each 1 ≤ j ≤ dn. Without loss of generality, we
assume that σ(j) = j for each j.
We have
−
1
qm
≤ µj(t) ≤
1
qm
, for all 1 ≤ j ≤ (dm − pm)k
(m)k(m+1) . . . k(n−1) + pmr
(m)
1 r
(m+1)
1 . . . r
(n−1)
1 ,
and
µj(t) =
(qm − 1)(t+ 2
n−m − 1)
qm2n−m
, for all dn − pmr
(m)
0 r
(m+1)
0 . . . r
(n−1)
0 < j ≤ dn.
Obviously, we have lengths(vs(·)) ≥ lengths(exp(2piifj(s, ·))) for each j. It is easy to see that
fj(s, ·) is a path connecting an element near µj(t) with an element near lj, where lj ∈ Z, it
follows that lengths(fj(s, ·)) ≥ 2pimaxt∈[0,1] |µj(t)− lj| − ε. We consider the following cases:
Case 1: lj0 ≥ 2 for some 1 ≤ j0 ≤ dn. Then
lengths(e
2piifj0 (s,·)) ≥ 2pi max
t∈[0,1]
|µj0(t)− lj0| − ε ≥ 2pi − ε.
Case 2: lj1 ≤ −1 for some 1 ≤ j1 ≤ dn. Then
lengths(e
2piifj1 (s,·)) ≥ 2pi max
t∈[0,1]
|µj1(t)− lj1| − ε ≥ 2pi − ε.
Case 3: lj = 0 for all 1 ≤ j ≤ dn. Then
lengths(e
2piifdn(s,·)) ≥ 2pi max
t∈[0,1]
|µdn(t)− 0| − ε = 2pi
qm − 1
qm
− ε.
Case 4: lj = 1 for all 1 ≤ j ≤ dn.
lengths(e
2piif1(s,·)) ≥ 2pi max
t∈[0,1]
|µ1(t)− 1| − ε = 2pi
qm + 1
qm
− ε.
Case 5: All lj are either 0 or 1, it follows that {j : lj = 0} 6= ∅ and {j : lj = 1} 6= ∅. By
(5.3), we can assume that there exists 1 ≤ K < dn such that lj = 0 for all 1 ≤ j ≤ K and
lj = 1 for all K + 1 ≤ j ≤ dn.
Claim 1. If qn ∤ K, then lengths(vs) ≥ 2pi(
(qm−1)(2n−m−1)
qm2n−m
− ε).
We divide the proof of Claim 1 into several steps.
Step 1. We denote
s0 = sup{s ∈ [0, 1] : fK(s
′, 0) = fK+1(s
′, 0) for all s′ ∈ [0, s]}.
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First, we shall show that s0 > 0. Otherwise, we have s0 = 0.
Since µdn(0)− µ1(0) =
2n−m−1
2n−m
< 1, ‖fdn(0, ·)− µdn(·)‖ <
ε
2
and ‖f1(0, ·)− µ1(0, ·)‖ <
ε
2
,
we have fdn(0, 0)− f1(0, 0) < 1. Notice that fj is continuous, there exists δ1 > 0 such that
fdn(s, 0)− f1(s, 0) < 1, for all 0 ≤ s < δ1. (5.4)
By the definition of s0, there exists s
′ ∈ (0, δ1) such that fK(s
′, 0) < fK+1(s
′, 0). It follows
that
{fj(s
′, 0) : 1 ≤ j ≤ K} ∩ {fj(s
′, 0) : K + 1 ≤ j ≤ dn} = ∅.
By (5.4), we have
{exp(2piifj(s
′, 0)) : 1 ≤ j ≤ K} ∩ {exp(2piifj(s
′, 0)) : K + 1 ≤ j ≤ dn} = ∅.
Since qn ∤ K, we have vs′ /∈ An. This leads a contradiction. Hence s0 > 0.
Step 2. Before we prove Claim 1, we shall show the following Claim:
Claim 2. f1(s0, 0) = fK(s0, 0) or fdn(s0, 0) = fK+1(s0, 0). (5.5)
If (5.5) does not hold, we have f1(s0, 0) < fK(s0, 0) < fdn(s0, 0). We denote
{fj(s0, 0) : 1 ≤ j ≤ dn} = {ck}
L
k=1,
where c1 < c2 < · · · < cL. Then L ≥ 3. We let Hk = {1 ≤ j ≤ dn : fj(s0, 0) = ck} for
1 ≤ k ≤ L. In fact, H1 = {j : fj(s0, 0) = f1(s0, 0)}. Then Hk1 ∩ Hk2 = ∅ for k1 6= k2.
Also, there exists 1 < k0 < L, such that K ∈ Hk0. We let H
(1)
k0
= {j ∈ Hk0 : j ≤ K} and
H
(2)
k0
= {j ∈ Hk0 : j > K}.
Notice that cL − c1 ≤ 1, we have |ck0 − ck| < 1 for each 1 ≤ k ≤ L and hence
{exp(2piifj(s0, 0)) : j ∈ H
(1)
k0
} ∩ {exp(2piifj(s0, 0)) : j ∈ H
(2)
k0
} = ∅, (5.6)
and
{exp(2piifj(s0, 0)) : j ∈ H
(1)
k0
} ∩ {exp(2piifj(s0, 0)) : j ∈ Hk} = ∅, for all k 6= k0. (5.7)
Since vs0 ∈ An, by (5.6) and (5.7), we have
qn|(|H
(1)
k0
|). (5.8)
Use a similar argument, we can prove that
qn|(|Hk|), for all 2 ≤ k ≤ k0 − 1. (5.9)
Notice that {j : 1 ≤ j ≤ K} = (∪k0−1k=1 Hk) ∪H
(1)
k0
and qn ∤ K, we have qn ∤ (|H1|). That is
qn ∤ (|{j : fj(s0, 0) = f1(s0, 0)}|).
We define
s1 = inf{s ∈ [0, s0] : qn ∤ (|{j : fj(s, 0) = f1(s, 0)}|)}.
Notice that qn|(|{j : fj(0, 0) = f1(0, 0)}|) and fdn(0, 0)− f1(0, 0) < 1, by a similar argument
as the proof of (5.8), we can prove that s1 > 0.
We denote
{fj(s1, 0) : 1 ≤ j ≤ dn} = {ak}
T
k=1,
where a1 < a1 < · · · < aT . We denote Gk = {1 ≤ j ≤ dn : fj(s1, 0) = ak} for each
1 ≤ k ≤ T . In fact, G1 = {j : fj(s1, 0) = f1(s1, 0)}.
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For any 0 < ε1 < min{|ak1 − ak2 | : k1 6= k2}, there exists δ1 > 0 such that
|fj(s, 0)− fj(s1, 0)| <
ε1
4
, (5.10)
for each s with 0 < |s− s1| < δ1
It follows that {fj(s, 0) : j ∈ Gk1} ∩ {fj(s, 0) : j ∈ Gk2} = ∅ for all k1 6= k2 and
0 < |s− s1| < δ3.
To finish the proof of Claim 2, we need to consider the following two cases.
Case 1. qn ∤ (|{j : fj(s1, 0) = f1(s1, 0)}|). By the definition of s1, for any s ∈ (s1 − δ1, s1),
we have qn|(|{j : fj(s, 0) = f1(s, 0)}|). We denote
{fj(s, 0) : j ∈ G1} = {rk}
W
k=1, where r1 < r2 · · · < rW .
Further, we let G
(k)
1 = {j : fj(s, 0) = rk}, k = 1, 2, · · · ,W . By (5.10), it is easy to see that
G
(k)
1 ⊂ G1 for each 1 ≤ k ≤W . In particular, we have G
(1)
1 = {j : fj(s, 0) = f1(s, 0)}. Notice
that qn ∤ (|{j : fj(s1, 0) = f1(s1, 0)}|) and qn|(|{j : fj(s, 0) = f1(s, 0)}|), we have W ≥ 2 and
there exists some 2 ≤ k1 ≤W such that qn ∤ (|G
(k1)
1 |).
It follows that
{fj(s, 0) : j ∈ G
(k1)
1 } ∩ {fj(s, 0) : j ∈ Gk} = ∅, for all 2 ≤ k ≤ T, (5.11)
and
{fj(s, 0) : j ∈ G
(k1)
1 } ∩ {fj(s, 0) : j ∈ G
(k)
1 } = ∅, for all 1 ≤ k ≤ W and k 6= k1. (5.12)
Since k1 ≥ 2, we have fj(s, 0) > f1(s, 0) for all j ∈ G
(k1)
1 . It is easy to check that
|fj1(s, 0)− fj2(s, 0)| < 1, j1 ∈ G
(k1)
1 , j2 /∈ G
(k1)
1 .
Combining with (5.11) and (5.12), we have
{exp(2piifj(s, 0)) : j ∈ G
(k1)
1 } ∩ {exp(2piifj(s, 0)) : j ∈ Gk} = ∅, for all 2 ≤ k ≤ T,
and
{exp(2piifj(s, 0)) : j ∈ G
(k1)
1 }∩{exp(2piifj(s, 0)) : j ∈ G
(k)
1 } = ∅, for all 1 ≤ k ≤ W and k 6= k1.
Combining with qn ∤ (|G
(k1)
1 |), it leads vs /∈ An for any s ∈ (s1− δ1, s1), which is a contradic-
tion.
Case 2. qn|(|{j : fj(s1, 0) = f1(s1, 0)}|). Then s1 < s0. By the definition of s1, there exists
s ∈ (s1, s1 + δ1) such that qn ∤ (|{j : fj(s, 0) = f1(s, 0)}|). We denote
{fj(s, 0) : j ∈ G1} = {zk}
M
k=1, where z1 < z2 · · · < zM .
Further, we let V (k) = {j : fj(s, 0) = zk}, k = 1, 2, · · · ,M . Also, by (5.10), we have
V (k) ⊂ G1 for each 1 ≤ k ≤ M . In particular, we have V
(1) = {j : fj(s, 0) = f1(s, 0)}.
Notice that qn|(|{j : fj(s1, 0) = f1(s1, 0)}|) and qn ∤ (|{j : fj(s, 0) = f1(s, 0)}|), we have
M ≥ 2 and there exists some 2 ≤ k2 ≤M such that qn ∤ (|V
(k2)|).
It follows that
{fj(s, 0) : j ∈ V
(k2)} ∩ {fj(s, 0) : j ∈ Gk} = ∅, for all 2 ≤ k ≤ T, (5.13)
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and
{fj(s, 0) : j ∈ V
(k2)} ∩ {fj(s, 0) : j ∈ V
(k)} = ∅, for all 1 ≤ k ≤W and k 6= k2. (5.14)
Since k2 ≥ 2, we have fj(s, 0) > f1(s, 0) for all j ∈ V
(k2). It is easy to check that
|fj1(s, 0)− fj2(s, 0)| < 1, for all j1 ∈ V
(k2)
1 , j2 /∈ V
(k2).
Combining with (5.13) and (5.14), we have
{exp(2piifj(s, 0)) : j ∈ V
(k2)} ∩ {exp(2piifj(s, 0)) : j ∈ Gk} = ∅, for all 2 ≤ k ≤ T,
and
{exp(2piifj(s, 0)) : j ∈ V
(k2)}∩{exp(2piifj(s, 0)) : j ∈ V
(k)} = ∅, for all 1 ≤ k ≤W and k 6= k2.
Combining with qn ∤ (|V
(k2)|), it leads to vs /∈ An for some s ∈ (s1, s1 + δ1), which is a
contradiction.
Hence (5.5) holds and Claim 2 is proved.
Step 3. We denote v
(1)
s (t) = vs(t) for s ∈ [0, s0] and v
(2)
s (t) = vs(t) for s ∈ [s0, 1]. Then we
have
lengths(vs) = lengths(v
(1)
s ) + lengths(v
(2)
s ). (5.15)
If f1(s0, 0) = fK(s0, 0), by Theorem 3.4, we have
lengths(v
(1)
s ) ≥ 2pi|f1(0, 0)− f1(s0, 0)| = 2pi|f1(0, 0)− fK(s0, 0)|, (5.16)
and
lengths(v
(2)
s ) ≥ 2pi|fK+1(s0, 0)− 1| = 2pi|fK(s0, 0)− 1|. (5.17)
Combining (5.15), (5.16) and (5.17), we have
lengths(vs) ≥ 2pi|f1(0, 0)− 1| ≥ 2pi(1 +
2n−m − 1
qm2n−m
− ε). (5.18)
If fdn(s0, 0) = fK+1(s0, 0), also by Theorem 3.4, we have
lengths(v
(1)
s ) ≥ 2pi|fdn(0, 0)− fdn(s0, 0)| = 2pi|fdn(0, 0)− fK+1(s0, 0)|, (5.19)
and
lengths(v
(2)
s ) ≥ 2pi|fK(s0, 0)− 0| = 2pi|fK+1(s0, 0)− 0|. (5.20)
Combining (5.15), (5.19) and (5.20), we have
lengths(vs) ≥ 2pi|fdn(0, 0)− 0| ≥ 2pi(
(qm − 1)(2
n−m − 1)
qm2n−m
− ε). (5.21)
Claim 1 follows from (5.18) and (5.21).
By a similar argument, we can prove that, if pn ∤ (dn −K), then
(∗) lengths(vs) ≥ min{2pi|fdn(0, 1)− 0|, 2pi|f1(0, 1)− 1|}
= min{2pi(
qm − 1
qm
− ε), 2pi(
qm + 1
qm
− ε)}
= 2pi(
qm − 1
qm
− ε).
.
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Now we shall show that qn|K and pn|(dn − K) can not hold together. Otherwise, there
are positive integers l and s such that
pnl + qns = dn.
Noting that
(pn, qn) = 1,
and
pn|dn,
we have pn|s. We denote s
′ = s
pn
. It follows that
l + qns
′ =
dn
pn
= qn.
Hence qn|l. We denote l
′ = l
qn
. Then
l′ + s′ = 1.
This contradicts to the fact that l′ and s′ are positive integers.
Hence either qn ∤ K or pn ∤ (dn −K).
Asm goes to infinity and ε goes to zero, applying Claim 1 (for the case qn ∤ K) and (∗) (for
the case pn ∤ (dn−K)), we get an element v := φm,∞(u) ∈ CU(Z) such that cel(v) ≥ 2pi−η,
for any pregiven positive number η. Hence we have
celCU(Z) ≥ 2pi.

Further, we get a more general result.
Theorem 5.7. Let Z be the Jiang-Su algebra and k be a positive integer. Then
celCU(Mk(Z)) ≥ 2pi.
Proof. Let Z = limmAm be the Jiang-Su algebra. For each m ≥ 1, we define a unitary
u1 ∈ Am as follows:
u1(t) =
e
2piih1(t)
. . .
e2piihdm (t)

dm×dm
,
where hi(t) =
qm−1
qm
t for each 1 ≤ i ≤ pm and hi(t) = −
1
qm
t for each pm + 1 ≤ i ≤ dm. We
denote
u = diag[u1, u2, · · · , uk] ∈ Mk(Am),
where ui(t) = 1Am for each 2 ≤ i ≤ k. It follows that u ∈ CU(Mk(Am)).
For any ε > 0, use a similar proof of Theorem 5.6, we can prove that
cel(u) ≥ 2pi − ε.

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