In this paper, we present a new 2-D optimum block stochastic gradient (TDOBSG) algorithm for 2-D adaptive finite impulse response (FIR) filtering. Unlike the 2-D optimum block adaptive -BA) algorithm derived from a truncated Taylor's series expansion, which is in fact a suboptimum one, the TDOBSG algorithm exactly minimizes the squared norm of the a posteriori estimation error vector in a given block by optimally choosing the convergence factor of the adaptive filter. The optimum convergence factor can be computed from input signals at the same order of computational complexity as that of the TDOBA algorithm. Computer simulations based on the configuration of adaptive image noise CanceIlation show that the TDOBSG algorithm has better convergence speed and accuracy than those of the TDOBA algorithm.
INTRODUCTION
Using high-speed parallel processors as well as the fast Fourier transform (FFI' ) for convolution, block processing can provide more efficient implementation of digital filters than conventional sequential processing [ll. This technique is particularly attractive for applications of 2-D signal processing where the signals to be processed possess an inherent block feature. In [2], a 2-D block least-mean-squares (TDBLMS) algorithm was proposed for 2-D system identification. For this algorithm, the a priori knowledge to the input signals is required to determine the fixed convergence factor which controls the convergence speed, accuracy, and stability of the adaptive filter. This condition imposes a critical limitation on the range of possible applications of the algorithm. To overcome this situation, a 2-D optimum block adaptive (TDOBA) algorithm was proposed in [2] . In contrast to the TDBLMS algorithm with a fixed convergence factor, the TDOBA algorithm employs a space-varying convergence factor adjusted once per block iteration. The convergence factor for each block iteration can be computed from input signals, and this makes the algorithm more suitable for use in practical applications than the TD-BLMS algorithm. However, the TDOBA algorithm was derived h m a truncated Taylor's series expansion [2] .
Therefore, it is only an approximation of the optimum one and might provide unsatisfactory performance. This paper presents a new 2-D optimum block stochastic gradient ("DOBSG) algorithm for 2-D adaptive finite impulse response (FIR) filtering. In this algorithm, the convergence factor for each block iteration is optimized in a least squares sense that the squared norm of the a posteriori estimation enor vector is minimized. This approach has been successfully applied to the optimization of the 1-D block adaptive algorithms [3], 141. As compared to the suboptimum approach in [2], i.e., the TDOBA algorithm, the TDOBSG algorithm is an exactly optimum one. Also, the associated optimum convergence factor can readily be obtained from input signals at the same order of computational complexity as that of the TDOBA algorithm. It is shown by computer simulations based on the configuration of adaptive image noise cancellation that the proposed algorithm achieves better convergence speed and accuracy than the TDOBA algorithm.
THE TDOBSG ALGORITHM
The configuration of a 2-D adaptive FIR filter for joint process estimation is shown in Fig. 1 . The adaptive system has two input data sequences, the primary input sequence (or the desired sequence) d (mi n) and the reference input sequence 3: (mi n), where m and n are the spatial indices. In practical applications, both input sequences are assumed to be finite-extent and to have rectangular regions of support (ROS) with dimension P x Q. Consider the block-by-block processing scheme shown in Fig. 2 , where the whole sequence is split into disjoint rectangular blocks of dimension K x L each. Note that, the sequence is scanned block-by-block from left to right and from top to bottom. Furthermore, P and Q are assumed to be divisible by K and L , respectively. With these arrangements, the linear-scanning block index s corresponding to the spatial block index ( p , q ) can be defined by and the (IC, 1)th element in the sth block of the sequence d (mi n) can be rewritten in a more clear and convenient block notation by
Similarly, the block notations of the filter output sequence y ( m , n) and the error sequence e ( m , n ) are defined by Y~, I ( s ) and e k ,~ ( s ) , respectively. From Fig. 1 as well as the block notations, we have
) For casual FIR filtering, the filter output y k ,~ (s) is the 2-D convolution sum of the input sequence ~( ( p
and
are the K L x 1 error vector, the K L x 1 desired vector, the M N x 1 filter's coefficient vector, and the K L x M N input signal matrix for the sth block, respectively. From the above block notations, a 2-D blockwise stochastic gradient algorithm with a space-varying convergence factor ( s ) can be formulated by [2] ( s ) xT ( s ) e ( s )
where -XT ( 
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Thus, the objective function J ( s ) defined by (11) becomes 
From (13), we can see that J (s) is a quadratic function of the convergence factor p~ (8) . Therefore, taking the derivative of J (6) and setting the result to be zero, we can derive the optimum convergence factor as follows:
By substituting (14) into (9), the 2-D optimum block stochastic gradient ("DOBSG) algorithm which minimizes the squared norm of the a posteriori estimation error vector <(s) can be written as
( . ) . (15)
Note that, the convergence factor in (14) can easily be obtained from the input and error signals at the same order of computational complexity as thi TDOBA algorithm.
SIMULATION RESULTS
Computer simulations based on Fig. 1 are used to verify the effectiveness of the proposed TDOBSG algorithm, where a prevalent application of the 2-D joint process estimation termed "adaptive image noise cancellation" was employed. In such an application, the primary input sequence consists of an ideal image plus noise, and the reference input sequence is another noise process which is correlated to the additive noise process in the primary input. The object of the noise canceltation is to reduce the effect of the additive noise, i.e., to increase the image signal power to noise power ratio (SNR). The S N R is defined by (16) power of the image SN%dB) = lo loglo power of the noise The ideal image used is the "Lena" image shown in Fig. 3(a) . This image has a resolution of 256 x 256 pixels and 256 grey levels. It was corrupted by adding a white Gaussian noise with zero mean to obtain the primary input image with S N R of 0 dB, which is shown in Fig. 3@) . For the purpose of simulation, the reference input sequence was set to be a 2-D AR random process Both the TDOBA and TDOBSG algorithms were simulated for comparison, where the filter's impulse response has a support region of 2 x 2 and the block sue is of 4 x 4, i.e., M = N = 2 and K = L = 4. Fig. 4 shows the simulation results of the adaptive image noise cancelling, where the image restored by the TDOBA algorithm has an improved SNR of 4.16 dB and that restored by the TDOBSG algorithm has a further improved SNR of 13.33 dB. From this figure, we can see that the proposed TDOBSG algorithm gives better noise cancellation and visual quality regardless of the objective or subjective measure. It was also found in our simulations that the convergence speed of the TDOBSG algorithm is superior to that of the TDOBA algorithm.
CONCLUSIONS
In this paper, a 2-D optimum block stochastic gradient (TDOBSG) algorithm has been proposed for 2-D adaptive FIR filtering. This algorithm minimizes the squared norm of the a posteriori estimation error vector in a given block by optimally choosing the adaptive filter's convergence factor. The optimum convergence factor can be computed from input signals of the adaptive filter. Therefore, the TDOBSG algorithm is useful for practical applications where the environment is unknown or spacevarying. To verify the effectiveness of the new algorithm, computer simulations based on the adaptive image noise cancellation have been employed. The simulation results show that the TDOBSG algorithm has better convergence performance than the TDOBA algorithm in [2]. Also, these two algorithms involve the same order of computational complexity. As a consequence, the TDOBSG algorithm is more suitable for 2-D signal processing applications than the TDOBA algorithm. [6] H. Youlal, M. Janati-I, and M. Najim, '"T'wodimensional joint process lattice for adaptive restoration of images," IEEE Trans. Image Processing, vol. 1, pp. 366-378, July 1992.
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