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NULL- AND POSITIVSTELLENSA¨TZE FOR
RATIONALLY RESOLVABLE IDEALS
IGOR KLEP1, VICTOR VINNIKOV, AND JURIJ VOLCˇICˇ2
Abstract. Hilbert’s Nullstellensatz characterizes polynomials that vanish on the van-
ishing set of an ideal in C[X ]. In the free algebra C<X> the vanishing set of a two-sided
ideal I is defined in a dimension-free way using images in finite-dimensional represen-
tations of C<X>/I. In this article Nullstellensa¨tze for a simple but important class of
ideals in the free algebra – called tentatively rationally resolvable here – are presented.
An ideal is rationally resolvable if its defining relations can be eliminated by express-
ing some of the X variables using noncommutative rational functions in the remaining
variables. Whether such an ideal I satisfies the Nullstellensatz is intimately related to
embeddability of C<X>/I into (free) skew fields. These notions are also extended to
free algebras with involution. For instance, it is proved that a polynomial vanishes on
all tuples of spherical isometries iff it is a member of the two-sided ideal I generated by
1−
∑
j X
⊺
j Xj . This is then applied to free real algebraic geometry: polynomials positive
semidefinite on spherical isometries are sums of Hermitian squares modulo I. Similar
results are obtained for nc unitary groups.
1. Introduction
In algebraic geometry Hilbert’s Nullstellensatz is a classical result characterizing poly-
nomials vanishing on an algebraic set:
Theorem 1.1 (Hilbert’s Nullstellensatz). Let f, h1, . . . , hs ∈ C[X ] and
Z := {a ∈ Cg | h1(a) = · · · = hs(a) = 0}.
If f |Z = 0, then for some r ∈ N, f r belongs to the ideal (h1, . . . , hs).
Due to its importance it has been generalized and extended in many different direc-
tions. For instance, there are noncommutative versions due to Amitsur [Ami57], Bergman
[HM04], and Helton et al. [HMP07, CHMN13]. Here our main interest is in free noncom-
mutative Nullstellensa¨tze describing vanishing in free algebras. That is, given a two-sided
ideal I in a free algebra k<X>, we consider polynomials f vanishing under all finite-
dimensional representations of k<X>/I. If each such f is in I, then we say that I has
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the Nullstellensatz property. Hence this is a noncommutative analog of a radical ideal in
classical algebraic geometry.
In this paper we focus on an important class of ideals we call rationally resolvable.
These are ideals in which all generators can be eliminated by solving for some of the
variables in terms of noncommutative rational functions in the remaining variables (see
Definition 2.2 for a precise statement). Noncommutative rational functions are elements
of a free skew field k (<X )>, i.e., the field with “the least” rational relations between its
generators Xj. If for a rationally resolvable ideal I the quotient ring k<X>/I admits
a “nice” embedding in a (free) skew field, then I has the Nullstellensatz property; the
rigorous formulation is given in Theorem 2.5 and Proposition 2.6. For instance, we obtain
the following.
Theorem 1.2. Let I ⊆ k<X>/I be a (formally) rationally resolvable ideal. If k<X>/I
is a Sylvester domain (e.g., a free ideal ring), then I satisfies the Nullstellensatz property.
See Theorem 2.5(a) and Proposition 2.6(a) for the proof. Subsection 2.5 gives ex-
amples illustrating the strength of our results in Section 2. In particular, we show the
following.
Corollary 1.3. Let f ∈ k<X, Y >.
(a) If f(A,B) = 0 for all n ∈ N and (A,B) ∈ Mn(k)2g such that AjBj = In for j =
1, . . . , g, then f ∈ (1−X1Y1, 1− Y1X1, . . . , 1−XgYg, 1− YgXg).
(b) If f(A,B) = 0 for all n ∈ N and (A,B) ∈ Mn(k)2g with A1B1 + · · · + AgBg = In,
then f ∈ (1−X1Y1 − · · · −XgYg).
(c) If f(A,B) = 0 for all n ∈ N and (A,B) ∈ Mn(k)
2g2 such that (Aij)ij(Bij)ij = Ign,
then
f ∈
(
δij −
g∑
k=1
XikYkj, δij −
g∑
k=1
YikXkj : 1 ≤ i, j ≤ g
)
,
where δij denotes Kronecker’s delta.
See Corollaries 2.8 and 2.9 for the proofs. To obtain size bounds needed on the di-
mensions of the finite-dimensional representations of k<X>/I for these Nullstellensa¨tze,
we employ systems theory realizations for noncommutative rational functions; see [BR11,
Chapters 1 and 2] or [BGM05, HMV06, KVV09]. Our rational functions do not admit
scalar regular points in general, so we present the necessary modifications of the classical
theory to handle matrix centers in Section 3. As a side product we obtain size bounds
needed to test for rational identities, see Theorem 3.8. This machinery is then applied to
Nullstellensa¨tze in Subsection 3.3: for a noncommutative polynomial f and a rationally
resolvable ideal I we give explicit bounds on the dimension of the finite-dimensional repre-
sentations of k<X>/I needed to test whether f vanishes under all these representations
(Theorem 3.9).
Section 4 applies our results to ∗-ideals in free algebras with involution. We show
that the ∗-ideals corresponding to unitaries and spherical isometries [HMP04] satisfy the
Nullstellensatz property (Theorem 4.8), and give in Theorem 4.10 a Nullstellensatz for
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noncommutative unitary groups [Bro81, Wo87]. These results can be summarized as
follows.
Corollary 1.4. Let f ∈ C<X,X⊺>.
(a) If f(A,A∗) = 0 for all n ∈ N and A ∈ Mn(k)
g where Aj are unitary, then f ∈
(1−X1X
⊺
1 , 1−X
⊺
1X1, . . . , 1−XgX
⊺
g , 1−X
⊺
gXg).
(b) If f(A,A∗) = 0 for all n ∈ N and A ∈ Mn(k)g with A1A
⊺
1 + · · · + AgA
⊺
g = In, then
f ∈ (1−X1X
⊺
1 − · · · −XgX
⊺
g ).
(c) If f(A,A∗) = 0 for all n ∈ N and A ∈ Mn(k)g
2
such that (Aij)ij is a unitary matrix,
then
f ∈
(
δij −
g∑
k=1
XikX
⊺
kj, δij −
g∑
k=1
X⊺ikXkj : 1 ≤ i, j ≤ g
)
.
As before, these results are effective (i.e., we obtain concrete size bounds). To extend
our involution-free statements to ∗-ideals in free algebras with involution, we use (real)
algebraic geometry, cf. Subsection 4.3. The paper concludes in Subsection 4.5 with Pos-
itivstellensa¨tze for a few selected examples of rationally resolvable ideals. For example,
the following result solves a problem from [HMP04] on spherical isometries, i.e., tuples of
matrices (A1, . . . , Ag) satisfying A
∗
1A1 + · · ·+ A
∗
gAg = I.
Theorem 1.5. If f ∈ C<X,X⊺> of degree d−1 is nonnegative on all spherical isometries
of size (2g + 1)d, then
f =
∑
j
p⊺jpj + q
for some pj ∈ C<X,X⊺> of degrees at most d and q ∈ (1−X
⊺
1X1 · · · −X
⊺
gXg).
Theorem 1.5 is proved as Corollary 4.14 in Subsection 4.5.
Acknowledgments. The authors thank Warren Dicks and Pere Ara for their help with
Corollary 2.9.
2. Rationally resolvable ideals and Nullstellensa¨tze
In this section we introduce two notions of rationally resolvable ideals and identify
important classes and examples of those satisfying a Nullstellensatz. Loosely speaking, an
ideal is rationally resolvable if from each of its generators one variable can be expressed
as a noncommutative rational function of other variables; see Definition 2.2 for a precise
statement. The main result here is Theorem 2.5, and interesting examples are presented
in Subsection 2.5.
2.1. Notation and terminology.
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2.1.1. Words and nc polynomials. Given a field k, and positive integers n, g, let Mn(k)
denote the n×n matrices with entries from k and Mn(k)g the set of g-tuples of such n×n
matrices. For simplicity, we shall always assume chark = 0.
We write <X> for the monoid freely generated by X = {X1, . . . , Xd}, i.e., <X>
consists of words in the g noncommuting letters X1, . . . , Xg (including the empty word
∅ which plays the role of the identity 1). With |w| ∈ N∪{0} we denote the length of word
w ∈<X>. Let k<X> denote the associative k-algebra freely generated by X , i.e., the
elements of k<X> are polynomials in the noncommuting variables X with coefficients
in k. Its elements are called (nc) polynomials. An element of the form aw where
0 6= a ∈ R and w ∈<X> is called a monomial and a its coefficient. Sometimes we also
use Yj to denote noncommuting variables.
2.1.2. Polynomial evaluations. If p ∈ k<X> is an nc polynomial and A ∈ Mn(k)g,
the evaluation p(A) ∈ Mn(k) is defined by simply replacing Xi by Ai. For example,
if p(x) = 3X1X2 −X21 , then
p
([
1 1
−1 0
]
,
[
1 0
2 −1
])
= 3
[
1 1
−1 0
] [
1 0
2 −1
]
−
[
1 1
−1 0
]2
=
[
9 −4
−2 1
]
.
In other words, evaluations of nc polynomials at A ∈Mn(k)g are representations
evA : k<X>→Mn(k), p 7→ p(A).
2.1.3. Ideals. Let S = {f1, . . . , fs} ⊆ k<X>. The two-sided ideal generated by S is
(2.1) I(S) :=
{ n∑
i=1
s∑
j=1
gijfjhij | n ∈ N, gij, hij ∈ k<X>
}
.
It is the smallest subset of k<X> containing S and closed under addition and multipli-
cation (from left and right) with elements from k<X>.
2.1.4. Zero sets. There are many noncommutative generalizations of Hilberts Nullstellen-
satz. The ones that concern us here replace point evaluations C[X ]→ C by some class of
representations of the noncommutative algebra that we are dealing with. For the case of
the free algebra k<X> the most reasonable class of representations, so far, seems to be
the class of all finite dimensional representations. In other words, we replace evaluations
of commutative polynomials on points in Cg by evaluations of nc polynomials on g-tuples
of n× n matrices over k, for all n ∈ N.
There is (at least) one other choice to be made in the noncommutative setting: we
have to decide whether we are dealing with one-sided ideals or with two-sided ideals giving
rise to different types of vanishing. We refer the reader to [BK11] for a more extensive
overview of noncommutative Nullstellensa¨tze. Here we focus on (strong) vanishing and
hence on two-sided ideals.
To a (two-sided) ideal I ⊆ k<X> we associate its zero set
(2.2) Z(I) :=
⋃
n∈N
{A ∈Mn(k)
g | ∀g ∈ I : g(A) = 0}.
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In contrast with the classical case (cf. Theorem 1.1), it may very well happen that Z(I) =
∅ for a proper ideal I ( k<X>. For instance, take W = (X1X2 −X2X1 − 1).
2.2. The free skew field. The universal skew field of fractions of the free algebra k<X>
is called the free skew field and denoted by k (<X )>. We call its elements (nc) rational
functions. Let us describe in a bit more detail in a language suitable for our investigation
how they are obtained. We start with nc polynomials in k<X>, add their formal inverses,
allow addition and multiplication, and then repeat this procedure. This gives rise to nc
rational expressions. We emphasize that an expression includes the order in which it
is composed and no two distinct expressions are identified, e.g., (X1) + (−X1), (−1) +
(((X1)
−1)(X1)), and 0 are different nc rational expressions.
Evaluation of polynomials naturally extends to rational expressions. If r is a rational
expression in X and A ∈Mn(k)g, then r(A) is defined - in the obvious way - as long as any
inverses appearing actually exist. Generally, a nc rational expression r can be evaluated
on a g-tuple A of n × n matrices in its domain of regularity, dom r, which is defined as
the set of all g-tuples of square matrices of all sizes such that all the inverses involved in
the calculation of r(A) exist. From here on we assume that all rational expressions under
consideration have nonempty domains.
Two rational expressions r1 and r2 are equivalent if r1(A) = r2(A) at any A ∈
dom r1 ∩ dom r2. Then an equivalence class of rational expressions is a rational function.
The set k (<X )> of all rational functions is a skew field. It has the following universal
property: if D is a skew field, then every homomorphism φ : k<X> → D extends to a
local homomorphism from k (<X )> toD, i.e., φ extends to a homomorphism ϕ : K → D
for some subring k<X> ⊆ K ⊆ k (<X )> such that for every u ∈ K, ϕ(u) 6= 0 implies
u−1 ∈ K. For a comprehensive study of (free) skew fields we refer to Cohn [Coh95, Coh06].
A rational expression is of height h if the maximal number of nested inverses in it
is h. The height of a rational function is then defined as the minimum of heights of all
the rational expressions representing it. We let k (<X )>h ⊆ k (<X )> denotes the subring of
all rational functions whose height is at most h. If r is a tuple of rational functions, then
h(r) denotes the maximum of heights of its components.
2.3. Rationally resolvable ideals.
Notation 2.1. We first introduce some additional notation. Fix a partition of the variables
(2.3) X = X ′ ∪X ′′ = {X ′1, . . . , X
′
g′} ∪ {X
′′
1 , . . . , X
′′
g′′},
hereafter called the decomposition of X , and a tuple r = (r1, . . . , rg′′) of rational func-
tions rj ∈ k (<X ′ )>, to which we assign the following objects. Let dom r ⊆
⋃
nMn(k)
g′ be
the common domain of regularity of the rj and
Γ(r) = {(A, r(A)) | A ∈ dom r} ⊆
⋃
n
Mn(k)
g
the graph of r. Let Rr be the subring of k (<X )> generated by k (<X
′ )>h(r) and k<X>.
In particular, Rr contains X
′′ and all rj. Finally, let Ir be the ideal in Rr generated by
the set {X ′′j − rj(X
′)}j.
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Definition 2.2. Let I be an ideal in k<X>.
(1) I is formally rationally resolvable (frr) with respect to a decomposition of X
and a tuple r as in Notation 2.1 if
(a) I ∩ k<X ′> = 0; and
(b) I generates Ir as an ideal in Rr.
(2) I is geometrically rationally resolvable (grr) with respect to a decomposition of
X and a tuple r as in Notation 2.1 if
(a) Γ(r) ⊆ Z(I); and
(b) every polynomial in k<X>, which vanishes on Γ(r), also vanishes on Z(I).
In both cases we call r the rational resolvent of I.
From a geometric perspective the grr property is more appealing, however frr is easier
to handle algebraically.
2.4. A Nullstellensatz. Theorem 2.5 below is the basic version of our Nullstellensatz.
Definition 2.3. An ideal I ⊆ k<X> is said to have the Nullstellensatz property if for
each f ∈ k<X>,
(2.4) f ∈ I ⇔ f |Z(I) = 0.
In classical algebraic geometry this coincides with being a radical ideal by Hilbert’s
Nullstellensatz.
Proposition 2.4. Assume the setup is as in Notation 2.1. Then:
(a) There exists an isomorphism α : Rr/Ir → k (<X ′ )>h(r);
(b) A polynomial p ∈ k<X> vanishes on Γ(r) if and only if p ∈ Ir ∩ k<X>;
(c) Assume the ideal I of k<X> is grr with rational resolvent r. Then I satisfies the
Nullstellensatz property if and only if I = Ir ∩ k<X>.
Proof. (i) The isomorphism is given by X ′ 7→ X ′ and X ′′ 7→ r(X ′).
(ii) Let p ∈ k<X> be arbitrary. By [Ami66, Theorem 16], p(A, r(A)) = 0 for all A ∈
dom r if and only if q = p(X ′, r(X ′)) equals 0 in k (<X ′ )>. Since the height of q is at most
h(r), the former is equivalent to p ∈ Ir by (i), so the claim follows.
(iii) By the definition, I is grr and has the Nullstellensatz property if and only if
I =
{
p ∈ k<X> | p|Γ(r) = 0
}
,
but the latter equals Ir ∩ k<X> by (ii).
Let S be a subring of R1 and R2. The coproduct of R1 and R2 over S is a ring
R1 ∗S R2 with homomorphisms ϑ1 : R1 → R1 ∗S R2 and ϑ2 : R2 → R1 ∗S R2 satisfying
ϑ1|S = ϑ2|S such that for every other ring U with homomorphisms ϑ′1 : R1 → U and
ϑ′2 : R2 → U satisfying ϑ
′
1|S = ϑ
′
2|S there exists a unique homomorphism ϑ : R1∗SR2 → U
such that ϑ′1 = ϑ◦ϑ1 and ϑ
′
2 = ϑ◦ϑ2. In other words, R1 ∗S R2 is the categorical pushout
of R1 and R2 over S. We say that R1∗SR2 is faithful if the canonical maps R1 → R1∗SR2
and R2 → R1 ∗S R2 are one-to-one.
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Theorem 2.5. Let I be an ideal of k<X>.
(a) If I is frr with rational resolvent r and the coproduct of k<X>/I and k (<X ′ )>h(r)
over k<X ′> is faithful, then I is grr and satisfies the Nullstellensatz property.
(b) If I is grr and satisfies the Nullstellensatz property, then k<X>/I embeds into a free
skew field.
Proof. (a) Assume there exists a commutative diagram
k<X ′> k<X>/I
k (<X ′ )>h(r) C
φ1
φ0
where
C = k<X>/I ∗
k<X′> k (<X
′ )>h(r)
is the coproduct. Since I ⊆ Ir, the inclusion k<X> ⊆ Rr induces a homomorphism
β : k<X>/I → Rr/Ir. Since the sets X ′ and X ′′ are disjoint, Rr is the coproduct of
k<X> and k (<X ′ )>h(r) over k<X
′>, thus φ0 and the composite of the quotient map
k<X> → k<X>/I and φ1 induce a homomorphism Rr → C whose kernel includes I
and thus also Ir. Therefore there exists a homomorphism φ2 : Rr/Ir → C such that the
diagram
k<X>/I C
Rr/Ir
φ1
β
φ2
commutes. Since φ1 is injective by assumption, β is also injective, and so I = Ir∩k<X>.
Therefore I is grr and has the Nullstellensatz property by Proposition 2.4(iii).
(b) Let r be the rational resolvent of I. Consider the mapping
(2.5) Φ : k<X>→ k (<X ′ )>, p 7→ p(X ′, r(X ′)).
This homomorphism is a composition of a quotient map, β from (A), α from Proposition
2.4(i) and an inclusion. But α is injective by the assumption and Proposition 2.4(iii), so
we have ker Φ = I and therefore obtain an embedding k<X>/I →֒ k (<X ′ )>.
The second assumption in Theorem 2.5(a) might be somewhat difficult to check, so
we present in Proposition 2.6 two alternative sufficient conditions for the conclusion of
Theorem 2.5(a) to hold that are easier to verify.
Proposition 2.6 and its proof rely heavily upon the theory of skew fields as presented
in [Coh95], so we recall a few definitions. A n×n matrix A over a ring R is full if A = BC
for n×m matrix B and m× n matrix C implies m ≥ n. A homomorphism ϕ : R→ S is
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honest if it maps full matrices over R to full matrices S when applied entry-wise. A ring
R is a free ideal ring, or fir, if every left (right) ideal in R is a free left (right) R-module
of unique rank; see [Coh06, Section 2.2] and [Coh06, Proposition 5.5.1]. Typical examples
are free algebras and free group algebras. The most important property of a fir for our
purpose is that it honestly embeds into its universal skew field of fractions. However,
being fir is quite a strong condition; for example, k[x, y] is not a fir since (x, y) is not a
free left k[x, y]-module. A bit wider class of rings with honest embeddings into universal
skew fields of fractions are Sylvester domains [Coh66, Theorem 4.5.8]; see also [Coh06,
Section 5.5] and [DS78] for an extensive study.
Proposition 2.6. Let I be frr with rational resolvent r. Then the coproduct of k<X>/I
and k (<X ′ )>h(r) over k<X
′> is faithful if
(a) k<X>/I is a fir, or more generally, a Sylvester domain; or
(b) h(r) ≤ 1 and k<X>/I embeds into a skew field.
Proof. Observe that the coproduct of R1 and R2 over S is faithful if R1 and R2 embed
into some ring in a way such that the embeddings agree on S.
(a) We claim that the inclusion k<X ′> →֒ k<X>/I is honest. Indeed, assume that
a n× n matrix A over k<X ′> has a factorization A = B0C0, where B0 is n×m matrix
and C0 is m × n matrix over k<X>/I. Therefore there exist matrices B1 and C1 over
k<X> of the same sizes as B0 and C0, respectively, such that A−B1C1 is a matrix over
I. If we apply the homomorphism Φ from (2.5) in the proof of Theorem 2.5(b) on B1 and
C1 entry-wise, we get A = B2C2 for matrices B2 and C2 over k (<X
′ )> of appropriate sizes.
Since k<X ′> is a Sylvester domain with the universal skew field of fractions k (<X ′ )>, the
inclusion k<X ′> ⊆ k (<X ′ )> is honest, so there exist matrices B3 and C3 over k<X ′> of
sizes n × m and m × n, respectively, such that A = B3C3. Therefore the claim holds.
Thus k (<X ′ )> embeds into the universal skew field of fractions D of k<X>/I by [Coh95,
Theorem 4.5.10], so
k<X ′> k<X>/I
k (<X ′ )> D
is a desired diagram.
(b) If k<X>/I embeds into a skew field D, then k<X ′> also embeds into D. Since
k (<X ′ )> is the universal skew field of fractions of k<X ′>, there exists a local homomor-
phism from k (<X ′ )> to a skew subfield of D generated by the image of k<X ′>. Therefore
k (<X ′ )>1 also embeds into D and the diagram
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k<X ′> k<X>/I
k (<X ′ )>1 D
commutes.
2.5. Examples and counterexamples. In this subsection we present examples illus-
trating the strength of our results. We start with a simple family of ideals satisfying the
assumptions of Theorem 2.5(a). Thus these ideals are all rationally resolvable in both
senses and satisfy the Nullstellensatz property.
Example 2.7. For some i1, . . . , im, j1, . . . , jn ∈ N with i1 6= j1 and im 6= jn consider
I = (Xi1 · · ·Xim −Xj1 · · ·Xjn) ⊆ k<X> .
As a side product of a result by Lewin and Lewin in [LL78, Theorem 3] on embedding of
the group algebra of a torsion-free one-relator group into a skew field, k<X>/I embeds
into a skew field by [LL78, Corollary 6.3]. If at least one symbol appears exactly once in
the given relation, I is also frr, so I satisfies the Nullstellensatz property by Proposition
2.6(b) and Theorem 2.5(a).
For example, if I = (X1X2X3 − X3X21 ), then we choose the decomposition X =
{X1, X3} ∪ {X2} and the resolvent r = X
−1
1 X3X
2
1X
−1
3 . Note that Rr is then the ring
generated by k<X> and f−1 for nonzero f ∈ k<X1, X3>, and I generates the ideal
Ir = (X2 −X
−1
1 X3X
2
1X
−1
3 ) in Rr.
We continue with two families of ideals satisfying the Nullstellensatz property that will
be revisited in Section 4 where we discuss noncommutative unitary groups and spherical
isometries.
2.5.1. Towards nc unitary groups. For 1 ≤ ℓ ≤ n let Xℓ = (X
(ℓ)
ij )ij and Yℓ = (Y
(ℓ)
ij )ij be
gℓ × gℓ matrices of free noncommuting symbols. Moreover, let Relℓ be the set of entries
of the matrices XℓYℓ − Igℓ and YℓXℓ − Igℓ . Consider the ideal
U ′ = (Rel1 ∪ · · · ∪ Reln)
in the ring
k<X, Y > = k<X
(ℓ)
ij , Y
(ℓ)
ij : 1 ≤ ℓ ≤ n, 1 ≤ i, j ≤ gℓ> .
Corollary 2.8. The ideal U ′ satisfies the Nullstellensatz property.
Proof. The quotient k<X, Y >/U ′ is a fir by [Ber74, Theorem 6.1] and [Coh95, Theorem
5.3.9] since
k<X, Y >/U ′ = k<X(1), Y (1)>/(Rel1) ∗k · · · ∗k k<X
(n), Y (n)>/(Reln).
Thus it is a Sylvester domain by [Coh95, Proposition 4.5.5]. Also, U ′ is frr, since Yℓ’s
entries can be expressed as rational functions of Xℓ’s entries from the defining equations.
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This can be done by recursive application of the blockwise inversion formula (see e.g.
[HJ85, Subsection 0.7.3]),[
A B
C D
]−1
=
[
(A−BD−1C)−1 A−1B(CA−1B −D)−1
(CA−1B −D)−1CA−1 (D − CA−1B)−1
]
on matrices Xℓ. Therefore U ′ satisfies the condition of Proposition 2.6(a).
2.5.2. Towards spherical isometries. Let S ′ = (X1Y1 + · · · + XgYg − 1) ⊆ k<X, Y > for
variables X = {X1, . . . , Xg} and Y = {Y1, . . . , Yg}.
Corollary 2.9. The ideal S ′ satisfies the Nullstellensatz property.
Proof. Since S ′ is frr with rational resolvent r = X−11 (1−X2Y2−· · ·−XgYg), by Proposition
2.6(b) it suffices to prove that k<X, Y >/S ′ embeds into a skew field. Let
R := k<Xij, Yij | 1 ≤ i, j ≤ g, (Xij)(Yij) = (Yij)(Xij) = Ig> .
As seen in Corollary 2.8 this ring is a fir and therefore embeddable into a skew field. There
is a normal form in R consisting of nc polynomials without terms containing Xi1Y1j or
Yi1X1j (cf. [Coh66]). It is easy to see that there is a normal form in the ring k<X, Y >/S ′
consisting of polynomials without X1Y1. Now map
k<X, Y >/S ′ → R, Xi 7→ X2i, Yi 7→ Yi2.
This is an embedding at the normal form level, hence k<X, Y >/S ′ embeds in R.
Note that k<X, Y >/S ′ is a hereditary ring, (g−1)-fir but not g-fir by [Ber74, Theorem
6.1], hence it is not a Sylvester domain by [DS78, Proposition 11].
2.5.3. Counterexamples. Lastly, we list a few examples which show that the assumptions
of Theorem 2.5 cannot be weakened.
Example 2.10.
(1) Even if an ideal I is rationally resolvable in both senses, this does not imply the
Nullstellensatz property or that k<X>/I embeds into a skew field; an easy coun-
terexample is (1−XY ) ⊆ k<X, Y >.
(2) The Weyl algebra is an Ore domain and therefore embeddable into a skew field, but
its defining ideal (XY − Y X − 1) ⊆ k<X, Y > does not satisfy the Nullstellensatz
property.
(3) The ring k<X, Y >/(XY ) has zero divisors and therefore cannot embed into a skew
field, but (XY ) has the Nullstellensatz property. This follows from the fact that for
every m,n ∈ N0, not both zero, there exist matrices A and B such that
BmAn 6= 0, AB = 0, Bm+1 = 0 = An+1.
Concretely, one can choose the (m+ n+ 1)× (m+ n+ 1) matrices
A =
n∑
i=1
Ei,i+1, B =
n+m∑
i=n+2
Ei,i+1 + Em+n+1,1
where Ei,j are the standard matrix units.
NULL- AND POSITIVSTELLENSA¨TZE 11
(4) The property frr does not imply grr. The ideal I = (X −XYX) ⊆ k<X, Y > is frr
with rational resolvent r = X−1. Assume that I is grr. Then obviously exactly one of
the symbols X and Y belongs to the first set of the decomposition (2.3), for example
X (the other case is treated similarly). Thus (X−XYX) is grr with rational resolvent
s = p(X)q(X)−1, where p and q are coprime univariate polynomials. Consider the
polynomial q(X)Y − p(X). It obviously equals 0 on Γ(s), but it does not vanish in
(0, 0) if p(0) 6= 0 or in (1, 1) if p(0) = 0. This is a contradiction since these two points
belong to the zero set of (X −XYX).
(5) The Nullstellensatz property together with grr does not imply frr. Consider the ideal
(ZW −WZ,Z3 −W 2) ⊆ k<X, Y, Z,W>
and rational functions rZ = (XY
−1X)2 and rW = (XY
−1X)3. Then
Ir ∩ k<X, Y, Z,W> = (ZW −WZ,Z
3 −W 2).
The inclusion ⊇ is trivial and the inclusion ⊆ follows from the fact that the set of
words of the form
m0Z
e1W f1m1 · · ·Z
elW flml,
where fi ∈ {0, 1} and mi are words in X and Y , is linearly independent over k
in Rr/Ir. Thus the given ideal is grr and satisfies the Nullstellensatz property by
Proposition 2.4(c). However, it is not frr. Indeed, otherwise at least one of Z,W is in
the second set of the decomposition (2.3), say W , and then
(2.6) W − s =
∑
i
ai(ZW −WZ)bi +
∑
i
ci(Z
3 −W 2)di
holds for some ai, bi, ci, di ∈ F<W> and s ∈ F , where F = k (<X, Y, Z )>. Since F [W ]
is a homomorphic image of F<W>. Then the equation (2.6) implies W − s is in the
ideal of F [W ] generated by a polynomial of degree 2, namely the image of W 2 − Z3,
which is a contradiction.
3. Realization theory for noncommutative rational functions and
bounds for the Nullstellensatz
In this section we give size bounds needed to check the vanishing property f |Z(I) = 0
for a grr ideal I. More precisely, we present a concrete bound N , depending on f and
the rational resolvent of I, such that f |Z(I) = 0 is equivalent to f |Z(I)∩MN(k)g = 0; see
Theorem 3.9.
Let I be grr with rational resolvent r. Recall that
f |Z(I) = 0 ⇐⇒ f |Γ(r) = 0,
which is furthermore equivalent to f(X ′, r(X ′)) being a rational identity. Therefore we
are interested in providing bounds for testing whether a rational expression is a rational
identity. This can be achieved through realization theory for rational expressions (see
[BR11, KVV09, BGM05, HMV06] for realization theory of rational expressions defined
in a scalar point and [CR94] for realizations over infinite-dimensional skew fields). Here
we present its aspects that are relevant for the task at hand; a more thorough discussion
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of this subject will be given elsewhere [Vol+]. As we shall need power series expansions
about non-scalar points, we start by introducing generalized polynomials (which will
form homogeneous components of these power series) in Subsection 3.1. Subsection 3.2
then presents the general realization theory, and its application to the bounds for the
Nullstellensatz property are in Subsection 3.3. As an auxiliary result we present size
bounds needed to test whether a rational expression is a rational identity, see Theorem
3.8.
Throughout this section let Y = {Y1, . . . , Yg} be a set of freely noncommuting letters
and A = Mm(k).
3.1. Generalized polynomials. The elements of the free product
A<Y > =Mm(k) ∗k k<Y >
are called generalized (nc) polynomials overMm(k). They can be evaluated inMms(k)
via embedding a 7→ a⊗ Is of Mm(k) into Mms(k) and we have
(3.1) HomMm(Mm(k)<Y >,Mms(k))
∼= Hom(Wm(k<Y >),Ms(k)),
where Wm denotes the matrix reduction functor as in [Coh95, Section 1.7]. For a free
algebra we have
Wm(k<Y >) = k〈Y〉,
where
Y = {y(k)ij : 1 ≤ i, j ≤ m, 1 ≤ k ≤ g}
is a set of independent freely noncommuting letters. The isomorphism (3.1) follows from
the isomorphism
(3.2) Mm(k)<Y >→Mm(k〈Y〉), EiıYkEj 7→ y
(k)
ı · Eij,
where Eij are the standard matrix units in Mm(k).
Proposition 3.1. If f ∈ A<Y > is of degree h and vanishes on matrices of size m⌈h+1
2
⌉,
then f = 0.
Proof. Since the isomorphism (3.2) preserves polynomial degrees, the proposition follows
from (3.1) and a well-known fact that there are no nonzero polynomial identities onMs(k)
of degree less than 2s (see e.g. [Row80, Lemma 1.4.3]).
For Yi ∈ Y let AYi denote the A-bimodule in A<Y > generated by Yi, i.e. AYi =∑
AYiA, and more generally, Aw = Aw1 · · ·A
w|w| for w ∈<Y > (here we set A1 = A).
Note that Aw and A⊗|w| are isomorphic as A-bimodules; in particular, as a A-bimodule,
Aw does not depend on the letters in w, but just on the length of w.
Lemma 3.2. Let w = Y1 · · ·Yk. If f ∈ Aw vanishes on A, then f = 0.
Proof. We prove the claim by induction on k. Assume f ∈ AY1 vanishes on A and consider
the homomorphism of k-algebras
φ : A⊗
k
Aop → End
k
(A), a⊗ b 7→ LaRb,
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where La and Rb are multiplications by a on the left and by b on the right, respectively.
It is a classical result (see e.g. [Lam91, Theorem 3.1]) that the k-algebra A ⊗ Aop is
simple. Therefore φ is injective. Since f can be considered as an element of A⊗Aop and
its evaluation then corresponds to φ(f), we have f = 0.
Now assume that statement holds for k. Suppose f ∈ AY1 · · ·AYk+1 vanishes on A.
We can write it as
f =
∑
i
fiYk+1ai,
where ai ∈ A are k-linearly independent and fi ∈ AY1 · · ·AYk . Let b1, . . . bk ∈ A be
arbitrary and f˜ = f(b1, . . . , bk, yk+1). By the basis of induction we have f˜ = 0. Since ai
are k-linearly independent, we have fi(b1, . . . , bk) = 0 for all i. Since bj were arbitrary, we
have fi = 0 by the induction hypothesis and therefore f = 0.
3.2. Generalized series. The completion of A<Y > with respect to the (Y )-adic topol-
ogy is the algebra of generalized formal series over A and is denoted by A<<Y >>. We
refer the reader to [KVV14, Voi04, Voi10, AM15, HKM11, Pas14] for analytic approaches
to free function theory.
If a series S ∈ A<<Y >> is written as
(3.3) S =
∑
w∈<Y >
nw∑
i=1
a
(0)
w,iw1a
(1)
w,iw2 · · ·w|w|a
(|w|)
w,i ,
then let
(3.4) [S, w] =
∑
i
a
(0)
w,iw1a
(1)
w,iw2 · · ·w|w|a
(|w|)
w,i .
This is a well-defined element of A<Y > even though the expansion (3.3) is not uniquely
determined. Note that the homogeneous components of S, i.e.,
∑
|w|=h[S, w] for fixed
h ∈ N0, also belong to A<Y >.
In this exposition, we treat generalized series in a purely algebraic way. However, if
k is a field of real or complex numbers, one can also consider matrix norms and therefore
study the convergence of generalized series in the norm topology; see [KVV14, Section
8.2] for details.
As in the classical setting, a series S ∈ A<<Y >> is invertible if and only if [S, 1] is
invertible in A; in that case we have [S−1, 1] = a−1 and
(3.5) [S−1, w] = −
∑
uv=w,
v 6=w
a−1[S, u][S−1, v]
for |w| > 0.
A series S is recognizable if for some n ∈ N there exist c ∈ A1×n, b ∈ An×1 and
AYi ∈ (AYi)n×n for Yi ∈ Y such that [S, w] = cA
wb for all w ∈<Y >, where the notation
Aw = Aw1 · · ·Aw|w| ∈ (Aw)n×n
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is used. In this case (c, A,b) is called a linear representation of dimension n of S. Observe
that one can also write
S =
∑
w
cAwb = c
(∑
w
Aw
)
b = c
(
In −
g∑
i=1
AYi
)−1
b.
The following theorem shows that the set of recognizable series is closed under basic
arithmetic operations.
Theorem 3.3. For i ∈ {1, 2} let Si be a recognizable series with representation (ci, Ai,bi)
of dimension ni and S be an invertible recognizable series with representation (c, A,b) of
dimension n. Then:
(1) 1 is recognizable with representation (1, 0, 1);
(2) Yi + a for a ∈ A is recognizable with representation
(3.6)
((
1 a
)
,
(
0 δijYj
0 0
)
,
(
0
1
))
of dimension 2, where δij is the Kronecker’s delta;
(3) S1 + aS2 is recognizable with a representation
(3.7)
((
c1 ac2
)
,
(
A1 0
0 A2
)
,
(
b1
b2
))
of dimension n1 + n2;
(4) S1S2 is recognizable with a representation
(3.8)
((
c1 c1b1c2
)
,
(
A1 A1b1c2
0 A2
)
,
(
0
b2
))
of dimension n1 + n2;
(5) S−1 is recognizable with a representation
(3.9)
((
−a−1c a−1
)
,
(
A(I − ba−1c) Aba−1
0 0
)
,
(
0
1
))
of dimension n+ 1, where a = [S, 1].
Proof. (1) and (2) are trivial.
(3) This is clear since
[S1 + aS2, w] = [S1, w] + a[S2, w] = c1A
w
1 b1 + ac2A
w
2 b2 =
(
c1 ac2
)
·
(
Aw1 0
0 Aw2
)
·
(
b1
b2
)
.
(4) If w = w1 · · ·wℓ, let Mj = A
wj
1 , Nj = A
wj
2 and Q = b1c2. Since
[S1S2, w] =
∑
uv=w
[S1, u][S2, w] = c1b1c2A
w
2 b2 + c1

 ∑
uv=w,|u|>0
Au1b1c2A
v
2

b2
= (c1Q)N1 · · ·Nℓc2 + c1
(
ℓ∑
k=1
M1 · · ·MkQNN+1 · · ·Nℓ
)
b2,
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it is enough to prove the equality
ℓ∏
j=1
(
Mj MjQ
0 Nj
)
=
(∏ℓ
j=1Mj
∑ℓ
k=1
(∏k
j=1Mj
)
Q
(∏ℓ
j=k+1Nj
)
0
∏ℓ
j=1Nj
)
and this can be easily done by induction on ℓ.
(5) If w = w1 · · ·wℓ, let Mj = Awj and Q = ba−1c. The statement is proved by
induction on ℓ. It obviously holds for ℓ = 0, so let ℓ ≥ 1. Note that representation (3.9)
yields a series T with
[T, w] = −a−1cAw1(I − ba−1c) · · ·Awℓ−1(I − ba−1c)Awℓba−1.
By (3.5) and the inductive step we have
[S−1, w] = −
∑
uv=w,v 6=w
a−1[S, u][T, v]
= −a−1c
(
M1 · · ·Mℓ −
l−1∑
i=1
M1 · · ·MiQMi+1(I −Q) · · ·Mℓ−1(I −Q)Mℓ
)
ba−1
= −a−1cM1(I −Q) · · ·Mℓ−1(I −Q)Mℓba
−1
= [T, w]
and thus the statement holds.
Let (c, A,b) be a linear representation of dimension n. For N ∈ N ∪ {0} we define
UN = {u ∈ A
1×n : uAwb = 0 ∀|w| ≤ N}.
These are left A-modules and UN ⊇ UN+1. Furthermore, let
U∞ =
⋂
N∈N
UN .
In the language of control theory, this module represents an obstruction for the control-
lability of the realization [BGM05, Section 5] of a rational function defined in 0.
Lemma 3.4. If UN = UN+1, then UN+1 = UN+2.
Proof. If u /∈ UN+2, then uA
Yiwb 6= 0 for some Yi ∈ Y and |w| = k ≤ N + 1. Let
f ∈ AYiw be the nonzero entry of uAYiwb. Let {Z0, . . . , Zk} be auxiliary freely non-
commuting letters; since AYiw as a A-module depends only on length of Yiw, we can
treat f as an element of AZ0···Zk and f(Z0, . . . , Zk) 6= 0. By Lemma 3.2, there exists
b ∈ A such that f(b, Z1, . . . , Zk) 6= 0. Going back to module Aw ∼= AZ1···Zk , we have
f(b, w1, . . . , wk) 6= 0 and so uAYi |Yi=bA
wb 6= 0. Therefore uAYi|Yi=b /∈ UN+1 = UN and
hence uAYi |Yi=bA
w′b 6= 0 for some |w′| = k′ ≤ N . Let g ∈ AZ0w
′
be such entry of
uAYi|Yi=Z0A
w′b that g(b, w′1, . . . , w
′
k′) 6= 0. Thus g 6= 0 and also g(Yi, w
′
1, . . . , w
′
k′) 6= 0.
Therefore uAYiAw
′
b 6= 0 and u /∈ UN+1.
Lemma 3.5. If a representation (c, A,b) is of dimension n, then U∞ = Umn−1, where
m2 = dim
k
A.
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Proof. The statement trivially holds for b = 0, so we assume b 6= 0. By Morita equivalence
between Mm(k) and k, the dimension of every left A-module as a vector space over k is
divisible by m. Since the dimension of the vector space A1×n over k is m2n and b 6= 0,
the descending chain of left A-modules {UN}N∈N stops by Lemma 3.4 and
A1×n ⊇ U0 ⊇ U1 ⊇ · · · ⊇ Umn−1 = Umn = · · · .
Proposition 3.6. If (c, A,b) is a representation of dimension n and cAwb = 0 for all
|w| < mn, then (c, A,b) represents the zero series.
Proof. The assumption asserts c ∈ Umn−1, so cAwb = 0 for all w ∈ <Y > by Lemma
3.5.
Let r be a rational expression in X and assume it is defined in P ∈ Mm(k)g. Then
r can be formally expanded into a generalized series about P ; more precisely, r(Y + P )
can be considered as an element of A< Y >>. Since r(Y + P ) lies in the rational closure
of A<Y >, it is a recognizable series by Theorem 3.3. We say that a linear representation
(c, A,b) is a realization of r about P if (c, A,b) is a representation of r(Y + P ).
Example 3.7.
(1) Let r = X−11 (1 −
∑g
j=2XjYj). The right-hand side expression is defined in the
scalar point (1, 0, . . . , 0); so r = S(X1 − 1, X2, Y2, . . . , Xg, Yg) for S = (Y + 1)−1(1 −∑g
j=2XjYj) and the latter can be expanded into a (generalized) series. If g = 1, then
S has a linear representation (1,−Y, 1) of dimension 1. Otherwise if g ≥ 2, then one
can easily check that the inverse of

1 + Y 0 X2 · · · Xg
0 1 0 · · · 0
0 −Y2 1 · · · 0
...
...
...
. . .
...
0 −Yg 0 · · · 1


equals

(1 + Y )−1 −(1 + Y )−1
∑
j>1XjYj −(1 + Y )
−1X2 · · · −(1 + Y )−1Xg
0 1 0 · · · 0
0 Y2 1 · · · 0
...
...
...
. . .
...
0 Yg 0 · · · 1


so S has a representation

[
1 0 0 · · · 0
]
, −Y E11, −X2E13, Y2E32, . . . , −XgE1,g+1, YgEg+1,2,


1
1
0
...
0




of dimension g + 1, where Eij ∈ k(g+1)×(g+1) are the standard matrix units.
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(2) Next consider r = (X1X2 − X2X1)−1. Let P = (P1, P2) be a pair of 2 × 2 matrices
such that Q = (P1P2−P2P1)−1 exists, e.g. P1 = E12 and P2 = E21. Then r(X1, X2) =
S(X1 − P1, X2 − P2), where
S = Q(1 − (P2Y1 − Y1P2)Q− (Y2P1 − P1Y2)Q− (Y2Y1 − Y1Y2)Q)
−1.
Using the blockwise inversion formula (see e.g. [HJ85, Subsection 0.7.3]) it can be
easily seen that S has a representation
(Q 0 0) ,

−Y1P2Q+ P2Y1Q Y1 00 0 0
−Y1Q 0 0

 ,

Y2P1Q− P1Y2Q 0 −Y2−Y2Q 0 0
0 0 0

 ,

10
0




of dimension 3.
We can now give the main result of this subsection, namely explicit size bounds
required for testing whether a nc rational expression is a rational identity.
Theorem 3.8. Let r be a rational expression in X. Assume r admits a realization of
dimension n about a point in Mm(k)
g. If r is an identity on matrices of size N = m⌈mn
2
⌉,
then r is a rational identity.
Proof. Let P ∈Mm(k)g ∩ dom r and (c, A,b) be a realization of r about P of dimension
n. Let X(N) be the tuple of generic N × N matrices, i.e. Xj(N) = (x
(j)
ı )ı, where x
(j)
ı
are independent commuting variables. Because Mm(k)
g ∩ dom r 6= ∅ and N is a multiple
of m, we also have MN(k)
g ∩ dom r 6= ∅, so r can be evaluated on X(N). Then r(X(N))
is a matrix of commutative rational functions and the matrix of their expansions about
P is
(3.10) M(X(N)) =
∑
w
c
(
Aw|Y=X(N)−P
)
b.
The formal differentiation of these commutative power series yields
(3.11)
d
dth
M
(
P + t(X(N)− P )
)∣∣∣
t=0
= h!
∑
|w|=h
c
(
Aw|Y=X(N)−P
)
b.
If r vanishes on matrices of size N , then r(X(N)) = 0 and so M(X(N)) = 0; therefore
the left-hand the side of (3.11) equals 0 for every h, hence the same holds for the right-
hand side. Since
∑
|w|=h c(A
w|Y=X−P )b is a generalized polynomial of degree h, we have
cAwb = 0 for all |w| < mn by Proposition 3.1. Finally r is a rational identity by
Proposition 3.6.
3.3. Bounds for grr ideals. We now have enough tools at our disposal to prove the
main result of this section.
Theorem 3.9. Let I be grr ideal with rational resolvent r = (r1, . . . , rk). Assume there
is a tuple of m×m matrices P ∈ dom r and that rational functions rj can be defined by
rational expressions with realizations about P of dimensions at most n.
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If f ∈ k<X> is of degree u and has v terms, and vanishes on Z(I)∩MN (k)g, where
(3.12) N = m⌈muvmax(n,2)
2
⌉,
then f vanishes on Z(I).
Proof. As already observed at the beginning of this section, it is enough to prove that
q = f(X ′, r(X ′)) is a rational identity. By the assumptions and Theorem 3.3, this rational
function can be defined by a rational expression with realization about P of dimension
at most uvmax(n, 2). Indeed, when constructing the realization of q using Theorem 3.3
from realizations of rj , every symbol in f contributes a realization of dimension either 2
(if it belongs to X ′) or at most n (if it belongs to X ′′), and the sums and products result
in addition of the dimensions of intermediate realizations. Now the statement follows by
Theorem 3.8.
Corollary 3.10. Assume the setting of Theorem 3.9. If f ∈ k<X> is of degree d and
vanishes on Z(I) ∩MN ′(k)g, where
N ′ = m⌈md(g+1)
d max(n,2)
2
⌉,
then f vanishes on Z(I).
Let us determine the bound N in (3.12) from Theorem 3.9 as a function of uv for
some concrete ideals.
Example 3.11.
(1) The ideal T ′ = (1 − X1Y1, 1 − Y1X1, . . . , 1 − XgYg, 1 − YgXg) is a special case of an
ideal from Corollary 2.8, so it is grr. Its rational resolvent consists of the functions
X−1j , which have realizations of dimension 1 about the point (1, . . . , 1) by Example
3.7(1). Thus Theorem 3.9 implies N = uv.
(2) Let g ≥ 2; the ideal S ′ = (X1Y1 + · · ·+XgYg − 1) was studied in Corollary 2.9 and
is grr. By Example 3.7(1), its resolvent has a realization of dimension g + 1 about a
scalar point, so N = ⌈g+1
2
uv⌉.
(3) Consider the ideal I = (1 − (X1X2 − X2X1)X3) ⊆ k<X>; evidently it is grr with
rational resolvent r = (X1X2 −X2X1)−1. Hence N = 6uv by Example 3.7(2).
(4) Lastly, let X = (Xij)ij and Y = (Yij)ij be g × g matrices with freely noncommuting
entries and let U ′ be the ideal generated by the entries of XY − Ig and Y X − Ig.
Assume g > 1; the case g = 1 is treated in (1). As already observed in the proof of
Corollary 2.8, U ′ is grr, with the resolvent consisting of the entries of X−1. Since the
(i, j)-th entry of this matrix equals
eti(Ig − (−Xg + Ig))
−1ej,
where ei and ej are the standard unit vectors in k
g, it has a realization of dimension
g about Ig. Therefore Theorem 3.9 yields N = ⌈
g
2
uv⌉.
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4. Null- and Positivstellensa¨tze for ∗-ideals
In this section we turn our attention to algebras with involution. In addition to zero
sets this setting also rises questions about positivity sets of nc polynomials [HMP07]. We
give Null- and Positivstellensa¨tze for certain classes of rationally resolvable ∗-ideals in
free ∗-algebras. We prove a Nullstellensatz for nc unitary groups and spherical isometries
(see Theorems 4.10 and 4.8) and use it to deduce Positivstellensa¨tze in Subsection 4.5,
following work of Helton, McCullough and Putinar [HMP04]. To pass between our results
for free algebras and free ∗-algebras we employ (real) algebraic geometry, cf. Subsection
4.3.
We shall be interested in the free ∗-algebra. Let <X,X⊺> be the monoid freely
generated by X = {X1, . . . , Xg} and X
⊺ = {X⊺1 , . . . , X
⊺
g }, i.e.,<X,X
⊺> consists of words
in the 2g noncommuting letters X1, . . . , Xg, X
⊺
1 , . . . , X
⊺
g (including the empty word ∅
which plays the role of the identity 1). For a field k endowed with an involution (an
automorphism of order 2) let k<X,X⊺> denote the k-algebra freely generated by X,X⊺.
This is a free algebra with involution ⊺ that is uniquely determined by the involution of
the base field and the rule X⊺⊺j = Xj . An ideal I ⊆ k<X,X
⊺> is called a ∗-ideal if
I⊺ = I.
4.1. Embedding quotients by rationally resolvable ∗-ideals into skew fields with
involution. Let I be a frr ∗-ideal in k<X,X⊺> with rational resolvent r. Because we are
now dealing with two different partitions of nc variables, namely X∪X⊺ = X ′∪X ′′, where
the right-hand side comes from the decomposition (2.3), we introduce some additional
notation:
X(1) = X ′ ∩X ′⊺, X(2) = X ′ rX(1), X(3) = X(2)⊺, X(4) = X ′′ rX(3).
For example, if g = 3, X ′ = {X1, X
⊺
1 , X2} and X
′′ = {X⊺2 , X3, X
⊺
3}, then X
(1) = {X1, X
⊺
1},
X(2) = {X2}, X
(3) = {X⊺2} and X
(4) = {X3, X
⊺
3}. Some caution is needed when consid-
ering these partitions as arguments in an expression. If, for example, s = s(U, V ) is an
expression in two variables, we write s(X(1)) = s(X1, X
⊺
1 ) and s(X
(1)⊺) = s(X⊺1 , X1), be-
cause here X(1) and X(1)⊺ are different as lists of arguments, although they are equal as
sets.
Let r• be the subtuple of r corresponding to X
(3).
Lemma 4.1. If the notation is as above, then
(4.1) X(2) = r⊺•
(
X(1)⊺, r•(X
′)
)
holds in k (<X ′ )>.
Proof. By definition, Ir = RrIRr holds and therefore
X(3) − r•
(
X(1), X(2)
)
∈ RrIRr.
Since I is closed under involution, it also follows that
X(2) − r⊺•
(
X(1)⊺, X(3)
)
∈ Rr⊺IRr⊺ ,
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where Rr⊺ is the subring generated by k (<X
′⊺ )> and k<X,X⊺>. Combining these two
results yields
X(2) − r⊺•
(
X(1)⊺, r•
(
X(1), X(2)
)
+RrIRr
)
∈ Rr⊺IRr⊺ .
Since Γ(r) ⊆ Z(I), substituting X ′ and X ′′ by A and r(A) in these expressions, respec-
tively, we have
A(2) − r⊺•
(
A(1)⊺, r•(A)
)
= 0
for all tuples A in the intersection of domains of all rational functions that appear in the
upper expressions. Since this set can be again realized as a domain of a rational function,
the considered equalities give rise to rational identities by [Ami66, Theorem 16].
Proposition 4.2. If a ∗-ideal I in k<X,X⊺> satisfies the assumptions of Theorem
2.5(a), then k<X,X⊺>/I ∗-embeds into a free skew field with an involution.
Proof. By Theorem 2.5, the homomorphism
Φ : k<X,X⊺>→ k (<X ′ )>, p 7→ p(X ′, r(X ′))
induces an embedding k<X>/I →֒ k (<X ′ )>. Define an antilinear antihomomorphism of
k-algebras i : k<X ′>→ k (<X ′ )> by setting
i(X(1)) = X(1)⊺, i(X(2)) = r•(X
′).
By the universal property of k (<X ′ )> as stated in [Coh95, Section 4.4], there exists a
local antilinear antihomomorphism k (<X ′ )> ⊇ K → k (<X ′ )> which we also denote i. By
Lemma 4.1, i(k<X ′>) ⊆ K, so there is a homomorphism j : k<X ′> → k (<X ′ )> defined
as j(p) = i(i(p)). By the same argument as above, j extends to a local homomorphism
of free skew fields with domain L ⊆ K. Since j = idL holds by (4.1) in Lemma 4.1, j
is injective and therefore k (<X ′ )> = L = K by the definition of a local homomorphism.
Therefore i is an involution of the free skew field k (<X ′ )>. Now the claim follows since Φ
is compatible with i and the involution on k<X,X⊺>.
4.2. Examples. In this short subsection we present the main examples of interest to us:
nc trigonometric and spherical polynomials, as well as nc unitary groups.
4.2.1. ∗-representations. From here on let k = C. If p ∈ C<X,X⊺> is an nc polynomial
and A ∈ Mn(C)
g, the evaluation p(A) ∈ Mn(C) is defined by simply replacing Xi by Ai
and X⊺i by A
∗
i , where ∗ is the conjugate transposition. These polynomial evaluations give
rise to finite-dimensional ∗-representations of nc polynomials. The notion of a zero set of
a ∗-ideal translates accordingly:
Z∗(I) :=
⋃
n∈N
{A ∈Mn(C)
g | ∀g ∈ I : g(A,A∗) = 0}.
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4.2.2. nc trigonometric polynomials. Let
(4.2) T = (1−X⊺1X1, 1−X1X
⊺
1 , . . . , 1−X
⊺
gXg, 1−XgX
⊺
g )
be a ∗-ideal of C<X,X⊺>. The quotient C<X,X⊺>/T is called the algebra of nc
trigonometric polynomials. Obvioulsy it is isomorphic to the group algebra of the
free group on g letters. We are interested in finite-dimensional ∗-representations of
C<X,X⊺>/T , i.e., we evaluate p ∈ C<X,X⊺> at g-tuples consisting of unitaries Uj .
4.2.3. nc spherical polynomials. Let
(4.3) S = (1−X⊺1X1 − · · · −X
⊺
gXg)
be a ∗-ideal of C<X,X⊺>. The quotient C<X,X⊺>/S is called the algebra of nc spher-
ical polynomials. Here we consider evaluations of p ∈ C<X,X⊺> at g-tuples of spher-
ical isometries A.
4.2.4. nc unitary groups. Let X = (Xij)ij be a g × g matrix of freely noncommuting
symbols and let U be the ideal in
C<X,X⊺> = C<Xij , X
⊺
ij : 1 ≤ i, j ≤ g>
generated by the set of 2g2 relations imposed by XX⊺ = Ig and X
⊺X = Ig. Then the
algebra C<X,X⊺>/U is a nc unitary group. The notion is due to Brown [Bro81];
see also [Wo87]. The points of the corresponding zero set are g2-tuples A = (Aij)
g
i,j=1
of square matrices of the same size satisfying A∗A = Ig. We say that such tuple is a
g-partitioned unitary. Matrices Aij are called blocks of A.
4.3. Real structure on a complex variety. The aim of this subsection is to establish
a few assertions from algebraic geometry that will enable us to use the results of Section
2 in the involution setting. By a variety we always mean a Zariski closed subset of an
affine space.
Let V be a C-vector space. A map J : V → V is a real structure on V if
it is conjugate-linear and satisfies J2 = idV . If VJ is the J-fixed subspace of V , then
dimR VJ = dimC V . If X ⊆ V is a C-variety, then J is a real structure on X if J(X ) ⊆ X .
In this case there is a corresponding conjugate-linear homomorphism J∗ : C[X ] → C[X ]
of coordinate rings. Moreover, we get a real structure Jx on the tangent space ΘX ,x of X
at x for any x ∈ X . Let XJ be the J-fixed subset of X ; this is a R-variety. It is not hard
to see that ΘXJ ,x = (ΘX ,x)Jx for x ∈ XJ .
The following proposition is well-known (see e.g. [Bec82, Lemma 1.5] or [DE70, The-
orem 4.9] for stronger versions), but we provide a short proof for the sake of completeness.
Proposition 4.3. Let X be an irreducible C-variety with a real structure J and assume
there exists x ∈ XJ which is a nonsingular point of X . Then XJ is Zariski dense in X .
Proof. Let dimCX = N . Since x is nonsingular, we have
N = dimCΘX ,x = dimR(ΘX ,x)Jx = dimRΘXJ ,x.
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If XJ ⊆ X ′ for some complex subvariety X ′ ⊆ X , then ΘXJ ,x + iΘXJ ,x ⊆ ΘX ′,x, so
dimCΘX ′,x = N and therefore X ′ = X by irreducibility. Hence XJ is Zariski dense in
X .
For later use we introduce
(4.4) X (g, n) =
{
(A,B) ∈Mn(C)
g ×Mn(C)
g :
g∑
k=1
AkBk = In
}
for arbitrary g, n ∈ N. This is a C-variety with real structure J(A,B) = (B∗, A∗) and
X (g, n)J =
{
(A,A∗) ∈Mn(C)
g ×Mn(C)
g :
g∑
k=1
AkA
∗
k = In
}
.
Proposition 4.4. The variety X (g, n) is nonsingular and irreducible. Therefore X (g, n)J
is Zariski dense in X (g, n).
Proof. Let
p =
g∑
k=1
XkYk − In,
where Xk and Yk are generic n× n matrices. The entries of p are the defining equations
for X (g, n) and
(4.5)
∂pı
∂x
(k)
ij
=
{
y
(k)
j if ı = i
0 otherwise,
∂pı
∂y
(k)
ij
=
{
x
(k)
ıi if  = j
0 otherwise.
Let Jac be the Jacobian matrix corresponding to p, i.e. the n2 × 2gn2 matrix
Jac =
(
∂pı
∂x
(k)
ij
∂pı
∂y
(k)
ij
)
ı,;i,j,k
.
By (4.5), one can observe that every column of Jac is of the form u⊗ eℓ or eℓ⊗vt, where
u is a column of Xk, v is a row of Yk, and eℓ ∈ Cn×1 is the ℓ-th standard unit vector.
Therefore
rank Jac(A,B) = n dimC
(
span{columns of A, columns of Bt}
)
for every (A,B) ∈ Mn(C)g ×Mn(C)g. If (A,B) ∈ X (g, n), then the columns of A are
linearly independent, so Jac(A,B) has full rank. Therefore X (g, n) is nonsingular.
For any variety, the intersections of its irreducible components are subsets of the
singular locus; thus X (g, n) is irreducible if it is connected in Euclidean topology. Since
GLn(C) is connected, the same holds for X (1, n) = {(A,A−1) : A ∈ GLn(C)}. For arbi-
trary g, there is a surjective projection X (1, gn)→ X (g, n), so X (g, n) is connected.
The last part of the statement is a consequence of Proposition 4.3.
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4.4. ∗-Nullstellensa¨tze. In this subsection we give Nullstellensa¨tze for nc trigonometric
polynomials, nc spherical polynomials, and nc unitary groups. These are obtained by
combining the results of Section 2 and Subsection 4.3. Alternative proofs of these ∗-
Nullstellensa¨tze (without size bounds) with a functional-analytic flavor are presented in
Appendix A below.
Let X (g, n) be as in Subsection 4.3.
Definition 4.5. A ∗-ideal I ⊆ C<X,X⊺> satisfies the ∗-Nullstellensatz property if for
each f ∈ C<X>,
f ∈ I ⇔ f |Z∗(I) = 0.
Theorem 4.6. Suppose p ∈ C<X,X⊺> is of degree u and has v terms. If p vanishes on
all g-tuples of unitaries of size uv, then
p ∈ T = (1−X⊺1X1, 1−X1X
⊺
1 , . . . , 1−X
⊺
gXg, 1−XgX
⊺
g ).
Proof. Let n = uv. By assumption, p vanishes on X (1, n)J ×· · ·×X (1, n)J (g factors), so
it vanishes on X (1, n)× · · ·×X (1, n) by Proposition 4.4. The latter variety is a subset of
the zero set of T as an ideal without involution. By Corollary 2.8, this ideal satisfies the
Nullstellensatz property. Therefore p vanishes on Z(T ) by Example 3.11(1), so p ∈ T .
Corollary 4.7. A nc trigonometric polynomial that vanishes under all finite-dimensional
∗-representations, equals 0.
Theorem 4.8. Suppose p ∈ C<X,X⊺> is of degree u and has v terms. Let g > 1. If p
vanishes on all g-tuples of spherical isometries of size ⌈g+1
2
uv⌉, then
p ∈ S = (1−X⊺1X1 − · · · −X
⊺
gXg).
Proof. Let n = ⌈g+1
2
uv⌉. Since p vanishes on X (g, n)J , it vanishes on X (g, n) by Proposi-
tion 4.4. The ideal S satisfies the Nullstellensatz property by Corollary 2.9. Hence p ∈ S
because p vanishes on the zero set of S by Example 3.11(2).
Corollary 4.9. Let g > 1. A nc spherical polynomial that vanishes under all finite-
dimensional ∗-representations, equals 0.
Theorem 4.10. Suppose p ∈ C<X,X⊺> is of degree u and has v terms. Let g > 1. If p
vanishes on all g-partitioned unitaries with blocks of size ⌈g
2
uv⌉, then
p ∈ U = (Ig −XX
⊺, Ig −X
⊺X).
Proof. The variety of g-partitioned unitaries with blocks of size n can be naturally identi-
fied with X (1, gn)J . On the other hand, X (1, gn) can be in the same way identified with
the zero set of U . The latter is a special case of an ideal from Corollary 2.8. Therefore
p ∈ U by the Nullstellensatz property and Example 3.11(4).
Remark 4.11. In a similar fashion, one can derive the ∗-Nullstellensa¨tze for any ∗-ideal as
in Corollary 2.8 by considering the appropriate products of varieties X (g, n) for various
values of g and n. Furthermore, as in Theorems 4.6 and 4.8, bounds for membership
testing can be established using Theorem 3.9.
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Remark 4.12. Similar ∗-Nullstellensa¨tze also hold in the real setting, i.e., when we consider
evaluations of polynomials p ∈ R<X,X⊺> at points A ∈ Mn(R)g by replacing Xi by Ai
and X⊺i by A
t
i, where t denotes the transposition. Using the natural ∗-embedding
Mn(C) →֒ M2n(R), A + iB 7→
(
A −B
B A
)
we see that if p ∈ R<X,X⊺> vanishes on{
(A,At) ∈M2n(R)
g ×M2n(R)
g :
g∑
k=1
AkA
t
k = In
}
←֓ X (g, n)J ,
then it vanishes on{
(A,B) ∈Mn(R)
g ×Mn(R)
g :
g∑
k=1
AkBk = In
}
⊆ X (g, n).
At this point we can apply results from Sections 2 and 3 for k = R. Thus we obtain the
∗-Nullstellensa¨tze for real versions of Theorems 4.6, 4.8 and 4.10, but with size bounds
multiplied by 2.
4.5. Positivstellensa¨tze. Let Z be a set of g-tuples of matrices. Then a polynomial
f ∈ C<X,X⊺> is said to be positive on Z if f(A) is positive semi-definite for every
A ∈ Z. Obvious representatives of such polynomials are those of the form
(4.6)
∑
i
p⊺i pi + q,
where q vanishes on Z. We are interested in sets Z for which the converse of this obser-
vation holds; that is, is every f positive semi-definite on Z, of the form (4.6)? Such state-
ments are traditionally called Positivstellensa¨tze [BCR98, Mar08, Sch09, HM04, HMP05].
The basic case, where Z is the set of all g-tuples of matrices of all sizes, was established
by Helton [Hel02]; see also [McC01]. Later on, a Positivstellensatz was also established
for spherical isometries and tuples of unitaries in [HMP04]. In the case of unitaries we
also refer to [NT13] for a different approach. Using Theorems 4.6 and 4.8, we can now
generalize these results in two directions. First of all, we clearly identify the elements of
the vanishing ideals, and we prove a Positivstellensatz for nc unitary groups.
For d ∈ N, let Pd ⊆ C<X,X
⊺> be the subspace of polynomials of degree at most d
and
C2d = co{p
⊺p : p ∈ Pd}
the associated convex cone of sums of Hermitian squares.
Corollary 4.13. If f ∈ C<X,X⊺> of degree d− 1 is positive on all g-tuples of unitaries
of size (2g + 1)d, then
f ∈ C2d + (1−X
⊺
1X1, 1−X1X
⊺
1 , . . . , 1−X
⊺
gXg, 1−XgX
⊺
g ).
Corollary 4.14. If f ∈ C<X,X⊺> of degree d− 1 is positive on all spherical isometries
of size (2g + 1)d, then
f ∈ C2d + (1−X
⊺
1X1 − · · · −X
⊺
gXg).
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Proof of Corollaries 4.13 and 4.14. Let Z be the set of all tuples of unitaries (resp. spher-
ical isometries). If a polynomial f is positive on Z, then f is of the form (4.6) by [HMP04,
Theorem 4.1] and the statement follows by Theorem 4.6 (resp. Theorem 4.8).
Finally, we adapt the proof of [HMP04] to yield a Positivstellensatz for nc unitary
groups, characterizing all nc polynomials positive on partitioned unitaries.
Theorem 4.15. Let Z be the set of g-partitioned unitaries with blocks of size (2g2+1)d.
If a polynomial f of degree d− 1 is positive on Z, then
f ∈ C2d + (Ig −X
⊺X, Ig −XX
⊺).
Proof. Let I(Z) ⊆ C<X,X⊺> be the ideal of all polynomials vanishing on Z, and set
Pd(Z) =
Pd + I(Z)
I(Z)
, C2d(Z) =
C2d + I(Z)
I(Z)
.
We write [p] to indicate the class of p in these quotients. For the following proof to work,
it is crucial that C2d(Z) is closed in P2d(Z) [HMP04, Lemma 3.2].
By this notation, we have f ∈ Pd−1 and it is enough to show [f ] ∈ C2d(Z) by Theorem
4.10.
Let f ∈ Pd−1 and suppose f is positive on Z but [f ] /∈ C2d(Z). As was shown in
[HMP04], there is a linear functional L on P2d(Z) such that L(f) < 0 and L(c) > 0 for
c ∈ C2d(Z)r {0}. Let Λ be the functional on P2d obtained by pulling back L. Then
〈a, b〉 =
1
2
Λ(a⊺b+ b⊺a)
is a Hermitian positive semi-definite form on Pd and its associated Hilbert space is H =
Pd(Z). Note that dimH ≤ dimPd ≤ (2g
2+1)d, so f is positive on g-partitioned unitaries
whose blocks are operators onH. LetM = Pd−1(Z) be its subspace andN the orthogonal
complement of M in H.
For 1 ≤ i, j ≤ g, define Xij , Yij :M→H by Xij[p] = [xijp] and Yij[p] = [x
⊺
ijp]. Then
〈Xija, b〉 = 〈a, Yijb〉
for a, b ∈M. Thus the restriction of X∗ij to M is Yij; i.e., X
∗
ij on M is multiplication by
x⊺ij .
Let
Uj :M→
g⊕
i=1
H, Uj =
g⊕
i=1
Xij .
Considering the inner product on
⊕
H, we have
〈Uia, Ujb〉 = δij〈a, b〉
for all a, b ∈M, where δij is the Kronecker’s delta. Therefore {Uj}j are pairwise orthog-
onal isometries. Since
dim
(
g∑
j=1
imUj
)
= g dimM = g(dimH− dimN ),
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there exist pairwise orthogonal subspaces N1, . . . ,Ng ⊆
⊕
H of the same dimension
dimNj = dimN such that
g∑
j=1
Nj =
(
g∑
j=1
imUj
)⊥
.
We can choose isometric isomorphisms N ∼= Nj and extend Uj to Vj : H →
⊕
H by
Vj |N : N → Nj →֒
g⊕
i=1
H.
These maps are also pairwise orthogonal isometries. If Aij = (Vj)i, then the g
2-tuple A
satisfies A∗A = Ig and is therefore a g-partitioned unitary whose blocks are operators on
H.
As in [HMP04], one can verify that the restrictions of Aij to M are Xij and that
the compressions of A∗ij to M are Yij. The rest also follows as in [HMP04]: since f is of
degree d − 1, f(A)[1] = f(X)[1] = [f ]. By the assumption f(B) is positive semi-definite
for B ∈ Z, so [f ] = [f⊺]. But then
〈f(A)[1], [1]〉 = 〈[f ], [1]〉 =
1
2
(Λ(f) + Λ(f⊺)) = Λ(f) < 0,
a contradiction.
Remark 4.16. As in Remark 4.12 we also obtain Positivstellensa¨tze in the real setting
that are analogous to Corollaries 4.13, 4.14 and Theorem 4.15.
A. Alternative proof of ∗-Nullstellensa¨tze
In this appendix we give alternative independent proofs of the ∗-Nullstellensa¨tze of
Subsection 4.4. These proofs are inspired by functional analytic ideas and do not yield
size bounds.
We say that C-algebra with involution A is residually finite-dimensional (rfd) if
it has a separating family of finite-dimensional ∗-representations, that is, for every a ∈
Ar {0} there exists n ∈ N and a ∗-homomorphism ϕ : A →Mn(C) with ϕ(a) 6= 0. Here
the involution on Mn(C) is given by conjugate transpose. Thus a ∗-ideal I ⊆ C<X,X
⊺>
satisfies the ∗-Nullstellensatz property if and only if C<X,X⊺>/I is rfd.
Lemma A.1. Let A be a rfd C-algebra. If a set {a1, . . . , an} ⊆ A is linearly independent,
then there exists a finite-dimensional ∗-representation π of A such that {π(a1), . . . , π(an)}
is linearly independent.
Proof. Assuming this statement is not true, choose n minimal such that the claim is false;
then clearly n > 1. Therefore for every finite-dimensional ∗-representation π of A there
exist λπi ∈ C, not all zero, such that∑
i
λπi π(ai) = 0.
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By the minimality, there exists a finite-dimensional ∗-representation ρ of A such that
{π(a2), . . . , π(an)} is linearly independent and
ρ(a1) +
∑
i>1
µiρ(ai) = 0
for some µi ∈ C. Considering the ∗-representation π ⊕ ρ, we have∑
i
λπ⊕ρi π(ai) = 0,
∑
i
λπ⊕ρi ρ(ai) = 0
and λπ⊕ρ1 6= 0 for every π. Since∑
i>1
(λπ⊕ρ1 µi − λ
π⊕ρ
i )ρ(ai) = 0,
we conclude λπ⊕ρi = λ
π⊕ρ
1 µi. Therefore∑
i
µiπ(ai) = 0
holds for all ∗-representations π. Hence
∑
i µiai = 0 by assumption, so {a1, . . . , an} is
linearly dependent in A, a contradiction.
Proposition A.2. If A1 and A2 are rfd C-algebras, then A1 ∗C A2 is rfd C-algebra.
Proof. Let Si be an arbitrary finite linearly independent subset of Ai. For n ∈ N let
S(n, S1, S2) be a subset of A1 ∗C A2, whose elements are words over S1 ∪ S2 of length
at most n that do not contain two consecutive elements from S1 or S2. By Lemma A.1,
there exists a finite-dimensional ∗-representation πi : Ai → Mdi(C) such that πi(Si) is
linearly independent set. By the universal property of the free product in the category of
C-algebras with involution, there exists a ∗-homomorphism
π = π1 ∗C π2 : A1 ∗C A2 →Md1(C) ∗CMd2(C);
the set π(S(n, S1, S2)) is linearly independent by construction. Since every element of
A1∗CA2 lies in the linear span of some set S(n,A1, A2), it suffices to prove thatMd1(C)∗C
Md2(C) is rfd.
By [Avi82, Proposition 2.3], Md1(C) ∗C Md2(C) ∗-embeds into a C*-algebra of linear
operators on a Hilbert space, therefore it also ∗-embeds into a free product ofMd1(C) and
Md2(C) in the category of C*-algebras; the latter is rfd by [EL92, Theorem 3.2], so the
assertion holds.
Corollary A.3. Every finite free product of nc unitary groups is a rfd algebra.
Proof. The algebra k<X,X⊺>/U is rfd by [GW89, Theorem 1.2]. The statement then
holds by Proposition A.2.
The Nullstellensa¨tze of Remark 4.11 (including Theorem 4.6 and Theorem 4.10) can
now be viewed as various versions of Corollary A.3. However, we do not obtain any
bounds by this method. We can also give another proof of Theorem 4.8.
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Proof of Theorem 4.8. The algebra k<X,X⊺>/S embeds into k<X,X⊺>/U under a ∗-
homomorphism analogous to the embedding in the proof of Corollary 2.9. Hence it is rfd
by Corollary A.3, so S satisfies the ∗-Nullstellensatz property.
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