A model-independent Fourier-inversion method for imaging elemental profiles from multilayer and totalexternal reflection x-ray standing wave ͑XSW͒ data is developed for the purpose of understanding the assembly of atoms, ions, and molecules at well-defined interfaces in complex environments. The direct-method formalism is derived for the case of a long-period XSW generated by low-angle specular reflection in an attenuating overlayer medium. It is validated through comparison with simulated and experimental data to directly obtain an elemental distribution contained within the overlayer. We demonstrate this formalism by extracting the one-dimensional profile of Ti normal to the surface for a TiO 2 / Si/ Mo trilayer deposited on a Si substrate using the Ti K␣ fluorescence yield measured in air and under an aqueous electrolyte. The model-independent results demonstrate reduced coherent fractions for the in situ results associated with an incoherency of the x-ray beam ͑which are attributed to fluorescence excitation by diffusely or incoherently scattered x-rays͒. The uniqueness and limitations of the approach are discussed.
I. INTRODUCTION
Since the first demonstration that x-ray standing waves ͑XSW͒ can be used to determine the location of impurity atoms in single crystals, 1 the technique has been applied to measure the distribution of specific elements near or within complex structures including synthetic 2, 3 and natural crystals, 4 ,5 surfaces, [6] [7] [8] [9] thin films 10 and multilayers, [11] [12] [13] [14] and fluid-crystal interfaces. [15] [16] [17] The target atomic species are selected via characteristic x-ray fluorescence ͑XRF͒ or photoelectron or Auger signals. XSW has been utilized in various configurations including diffraction from bulk crystals ͑Bragg single-crystal XSW or Bragg-XSW͒, [1] [2] [3] [4] 6, 15, [18] [19] [20] [21] total-external reflection from x-ray mirrors ͑TR or TER XSW͒, [22] [23] [24] and reflection from periodic multilayer ͑PML XSW͒. [11] [12] [13] [14] 25 These techniques have differing sensitivities and strengths. For Bragg-XSW, the XSW period is defined by the diffraction-plane spacing ͑d͒. As such, it is ideal for locating elemental structures and distributions that are correlated with the substrate lattice with sub-Angstrom resolution. When applied to interfaces, it is most readily used to probe distributions that occur at heights ͑h͒ within one lattice spacing of the surface because of the modulo-d ambiguity 6, 25 arising from the fact that the measurements are made only at the Bragg diffraction condition defined by the substrate crystal lattice. As shown recently for the case of self-assembled monolayers with h Ͼ d, x-ray reflectivity can be used to remove this modulo-d ambiguity from the XSW results. 26 At much smaller incident angles ͑͒, the TER and PML cases generate a so-called "long-period" XSW with a period D = / ͑2 sin ͒ that is much longer and varies continuously with incident angle, thereby providing sensitivity to extended elemental one-dimensional ͑1D͒ distributions that are much broader and are located further above the reflecting surface.
Analysis of XSW data has traditionally relied on modeldependent approaches. That is, the predictions of parameterized models of the elemental distribution were used to explain the observed fluorescence yield modulation. In the case of single-crystal Bragg-XSW, it was shown that the phase of the XSW corresponds to the phase of the structure factor of the diffracting crystal at the momentum transfer of the Bragg reflection condition. 18 The amplitude and phase of a Fourier coefficient of XRF-selected atomic density ͑i.e., the coherent fraction and coherent position of the element of interest͒ were shown to be obtained directly from a measured fluorescence yield modulation. 8, 20 Comparison of these measured amplitudes and phases with the model-calculated values for different H = hkl reflections allows the structure to be determined. For the long-period XSW, model-calculated fluorescence yields are typically compared with experimental data and fit through least-squares approaches. In all cases, the comparison between data and model-calculations is done after the x-ray reflectivity data are analyzed so that the XSW electric field intensity is known.
While the phase sensitivity of XSW data has been long acknowledged, it was demonstrated only recently 19 that elemental distributions can be obtained directly from the experimental Bragg-XSW data through a fully model-independent analysis. Here, we define a "modelindependent" XSW analysis to be one in which an "image" of the elemental distribution can be obtained directly from the measured fluorescence yield data without using a parameterized model of the elemental structure in fitting the data ͑since model-based approaches have built-in assumptions about the elemental distribution͒. This model-independent XSW analysis is done after the total electron-density profile is known from a separate analysis of the x-ray reflectivity data. In the case of Bragg-XSW, the image of the elemental distribution is obtained by discrete Fourier inversion of the set of hkl Fourier amplitudes and phases obtained from each Bragg reflection. This was shown for the case of impurity atom distributions within a crystal 19 as well as for species located above the crystal surface. [26] [27] [28] [29] This modelindependent XSW analysis has only been applied to single-crystal Bragg-XSW measurements. Recently Bedzyk demonstrated a different model-independent approach that is applicable to the TER-XSW regime. 24 Specifically, he showed that the fluorescence yield measured near the substrate critical angle can be converted to a modified yield whose inverse Fourier transform directly recovers the elemental distribution of interest. This approach is limited to the TER-XSW regime because it assumes that the phase of the reflected wave that participates in XSW varies linearly with scattering angle. Nevertheless, it shows that such model-independent approaches are applicable, in principle, to the long-period XSW regime.
Here we describe a generalized model-independent method for reconstructing elemental distribution profiles from XSW data. This approach is valid for the long-period XSW including TER and PML regimes. It also explicitly includes absorption so that it is applicable both within a material and above a reflecting surface. This approach makes use of the known complex reflectivity coefficients ͑deter-mined from a separate analysis of the x-ray reflectivity data͒ and assumes that the element-specific partial structure factor varies slowly with momentum transfer, Q, so that the fluorescence yield variation within a given Q interval, ͉Q − Q 0 ͉ Ͻ⌬Q / 2 ͑where Q 0 and ⌬Q are the center and width of the Q interval, respectively͒, can be described by a fixed amplitude, A͑Q 0 ͒, and phase, P͑Q 0 ͒, of the element-specific partial structure factor for that Q interval. When this condition is not satisfied, we show how the amplitude and phase variation within a given interval can be described by a linear Taylorseries expansion. The formalism allows the reconstruction of the elemental distribution directly by a simple Fourier transform using the complementary relationship between the elemental structure factor, F͑Q͒ = A͑Q͒exp͓i2P͑Q͔͒, and the elemental density profile, ͑z͒ ͑where z denotes the vertical position͒
This model-independent approach is applied to analyze Ti K␣ yield for a trilayer system consisting of a TiO 2 thin film grown on a Si/Mo bilayer on a Si substrate with the sample in air ͑ex situ͒ and in contact with an aqueous solution ͑in situ͒.
II. MODEL-INDEPENDENT METHOD
We first begin with a generalized description of XSW in an absorbing medium. When an x-ray plane wave is reflected from an interface between any two media, a standing wave is formed ͑Fig. 1͒ as a result of the superposition of the incident and reflected electric field ͑E field͒ plane waves. In the case where medium 1 is a vacuum layer, with refractive index n 1 = 1, consider the interface between two absorbing and refracting media, 2 and 3 with refractive indices n 2 and n 3 , where n j =1−␦ j − i␤ j . X-rays reflected from interface 2,3 ͑re-ferred to as "the interface" in this derivation͒ result in a standing wave formation inside medium 2. The total E field inside medium 2 can be written as
where E 2 and E 2 R denote, respectively, the complex amplitudes of the incident and reflected E fields just above interface 2,3 ͑at z =0͒, and k 2 and k 2 R denote the incident and reflected wave vectors, respectively. ͑We assume that the E fields are polarized perpendicular to the scattering plane, which is the xz plane in Fig. 1͒ . The magnitude of both wave vectors is k 2 = 2 ͑1−␦ 2 − i␤ 2 ͒. If R 2 is the magnitude squared and v 2 the phase of the reflectivity coefficient ͑E 2 R / E 2 ͒, at interface 2,3, we have
͑3͒
where Q 2 = k 2 R − k 2 is the wave-vector transfer in the medium 2. By the law of reflection, Q 2 is oriented along the surface normal direction, and Q 2 . r = Q 2 z, where z is the height above interface 2,3. The complex quantity Q 2 is described in terms of a real and imaginary component as, Q 2 = Q 2 Ј− iQ 2 Љ. The total E-field intensity in medium 2, normalized to the incident E-field intensity in vacuum, can now be written as
͑4͒
Here the factor exp͑+Q 2 Љz͒ represents the attenuation of the incident wave in medium 2 that includes both the linear absorption as well as extinction ͑i.e., attenuation of the evanescent wave that occurs for incident angles below the critical FIG. 1. ͑Color online͒ Reflection and refraction of x-ray beam at a vacuum-solid interface. The case shown is of a film ͑refractive index n 2 ͒ on a substrate ͑refractive index n 3 ͒, present in air ͑n 1 =1͒. The incident and reflected waves are shown ͑in blue and magenta, respectively͒, along with the x-ray standing wave antinodes ͑horizontal black lines͒. The XSW is also generated within the film because of the presence of the reflection from the film-substrate interface ͑k 2 and k 2 R denote the transmitted and reflected wave vectors inside the film͒. The effect due to refraction is exaggerated for clarity.
angle͒. Therefore Q 2 Љ is an effective linear absorption coeffi*cient. The prefactor representing the E-field intensity at z = 0 just above interface 2,3 is obtained from the relation
where t 2 is the thickness of medium 2, and, T 1,2 is the transmission coefficient at the vacuum/medium-2 interface which is based on a modified Parratt's formalism described in detail elsewhere. 24, 30, 31 Specifically
where F 1,2 is the Fresnel reflection coefficient of the interface 1,2 ͑i.e., ignoring the presence of any layers below layer 2͒, and E 2 R / E 2 is the Parratt's reflection coefficient of interface 2,3 ͑i.e., including all contributions from deeper layers͒. In these calculations, we have used a modified Fresnel reflection coefficient that includes the effect of interfacial roughness as a Debye-Waller factor multiplied to the original Fresnel-reflection coefficient. 30 Setting ͉E 1 ͉ 2 = 1, we obtain the normalized E-field intensity at any height z within medium-2 as
͑7͒
The first exponential term in the above equation represents the attenuation of the incident beam, the positive sign denotes that the beam is attenuated with decreasing height above the interface. The second exponential represents the attenuation of the reflected beam, which is attenuated with increasing height above the interface. The third term which is a result of coherent interference between the incident and reflected waves only has a z-independent attenuation in the medium.
We now derive an expression for the element-specific fluorescence yield. Based on the dipole approximation for the photoelectric effect, the fluorescence yield from an element with distribution ͑z͒ within medium 2 is given by
Here it is assumed that the effective absorption length in medium-2 for the emitted fluorescence x-ray is much larger than
sin͑␣͒ , where ␣ is the fluorescence emission take-off angle. Substitution of the Eq. ͑7͒ into the above expression and expanding the cosine term yields
The first term in the equation above, Y 0 ͑Q 2 ͒ = ͐ z=0 t 2 ͑z͒exp͑ +Q 2 Љz͒dz, is the yield due to the incident beam only, i.e., the yield when R = 0. And here
is the structure factor ͑or Fourier transform͒ of the XRFselected elemental distribution, P͑Q 2 ͒ the phase of the structure factor, and A͑Q 2 ͒ the amplitude of the normalized structure factor F͑Q 2 ͒ / 2D . Here 2D = ͐ z=0 t 2 ͑z͒dz is the twodimensional ͑2D͒ atom number density of the fluorescing species, also referred to as the total coverage. The yield can be normalized to
͑11͒
We now consider two cases of interest in which the above expression can be simplified that allow for a straightforward model-independent analysis ͓i.e., allow A͑Q͒ and P͑Q͒ to be determined͔. The first is a limiting case of a narrow distribution with an average height, z 0 , above the interface 2,3, and distribution width, ⌬z. When ⌬z Ӷ 1 / Q 2 Љ, ͑the effective absorption length͒, the variation in the attenuating exponential factor in the expression for Y 0 ͑Q 2 ͒, over the range of ⌬z can be neglected ͑making this attenuation term dependent only on z 0 ͒, to obtain
͑12͒
Here the center of the distribution, z 0 , is an unknown quantity, along with A and P, which can be determined from the analysis of the Y͑Q 2 ͒ data, as illustrated later in this paper. We also note that z 0 =2P͑Q 2 ͒ / Q 2 in the limit of Q 2 → 0. Another limiting case for Eq. ͑11͒ is for distributions that are located near the interface 2,3 ͑i.e., for z 0 and ⌬z Ӷ 1 / Q 2 Љ͒.
Here, we apply a first-order Taylor series expansion to the exponential term in the expression for Y 0 ͑Q 2 ͒, yielding
2D is the average height of the distribution. The term Y 0 ͑−Q 2 ͒ is also expanded similarly, to obtain
͑14͒
We now evaluate the first-order term in the expansion of the attenuation factor, exp͑+Q 2 Љz͒, used in the above derivation, for the case of an elemental distribution in an aqueous medium ͑the attenuation length of 17 keV x-rays in water is ϳ10 mm͒. At the critical angle of the aqueous medium ͑Q = 0.022 Å −1 ͒, the contribution of this term to the fluorescence yield is less than one percent for distribution widths less than ϳ1200 Å and becomes smaller with increasing angles ͑since it is inversely related to Q͒. Since the Ti distribution probed in this study is only ϳ10-20 Å thick, it is reasonable to exclude this attenuation term. In this case, the expression for fluorescence yield becomes
In an XSW experiment Y is measured while R and v are known ͑in principle͒ from a prior analysis of the x-ray reflectivity data. The only unknowns therefore are A͑Q 2 ͒ and P͑Q 2 ͒, which can be extracted from the data using the model-independent method discussed below. This equation is similar to that used in Bragg-XSW analysis where, however, A and P are treated as constants for each Bragg diffraction condition. In long-period XSW measurements, A and P are continuous functions of Q 2 corresponding to the continuous measurement of fluorescence yield vs Q 2 data. Here, we adopt an approach similar to the Bragg-XSW analysis for the TER-XSW data by creating artificial segments in the data and obtaining the model-independent information for each segment.
Applying a first-order Taylor series expansion to A and P over a region of width ⌬Q 2 centered at Q 2 = Q 2 0 , we obtain:
0 ͒, and substituting in Eq. ͑15͒
͑16͒
Expanding the expression to first order in the gradient terms, the above equation transforms to
͑17͒
This shows that the fluorescence yield near Q 0 is determined by A 0 and P 0 while the variation farther away from Q 0 is controlled increasingly by the gradient terms ͑ ͒ are model-independent parameters that can be extracted by a fit of Eq. ͑17͒ to the measured yield data vs. Q 2 in a region of width ⌬Q 2 . If the entire range of data is divided into separate segments of width ⌬Q 2 , and each segment is fit separately to the above equation, a series of amplitudes and phases ͑and their gradients, if needed͒ can be obtained. If the chosen segment width ⌬Q 2 is sufficiently small, such that there is no significant variation in the structure factor for the elemental distribution over this region, the fluorescent yield variation within each segment can be fit with just the A 0 and P 0 of that segment. The elemental distribution ͑z͒, which is the inverse Fourier transform of the elemental-specific structure factor, F͑Q 2 ͒ = A͑Q 2 ͒exp͓i2P͑Q 2 ͔͒, can then be directly generated by the Fourier inversion, using the relation
Here, the continuous Fourier transformation integral has been approximated to a finite summation and this summation is over all segments into which the data is divided, with Q 2 j being the center of the jth segment, and ⌬Q 2 the width of each segment. The recovered profile will be intrinsic with sufficient sampling of A and P ͑i.e., in terms of the sampling frequency which determines the size of the Fourier window and the maximum momentum transfer which determines the spatial resolution of the recovered profile͒. Equation ͑17͒ is also applicable to the case where the x-ray attenuation over the extent of the elemental distribution is considerable ͑e.g., for a 1000 Å or wider distribution in an aqueous medium͒, if the extra term z 0 Q 2 Љ͓1−R 2 ͑Q 2 ͔͒ is added in the expression for the fluorescence yield ͓Eq. ͑14͔͒. Similarly, for the limiting case of a narrow distribution ͓Eq. ͑12͔͒, the z 0 -dependent attenuation terms can be included in the analysis. In these cases however, there is the additional unknown quantity, z 0 , which can be used as an extra parameter during the model-independent fit of the data. This also allows for a consistency check since the average height of the elemental profile is also determined from the recovered profile, i.e., from P͑Q 2 ͒.
III. EXPERIMENTAL
Measurements were conducted on a trilayer system consisting of TiO 2 , Si, and Mo layers grown on Si substrate. The starting substrate was a 2.5-mm-thick, single-side polished, 150-mm-diameter Si͑001͒ wafer. The wafer surface had a root mean-square ͑rms͒ roughness of 3 Å as measured using x-ray reflectivity. The wafer was diced into several 12-mm by 37-mm sized samples. These rectangular Si substrates were then mounted on a specially designed plate to hold the individual pieces and were coated using sputter deposition with Si and Mo layers ͑with expected thicknesses of 540 and 60 Å, respectively͒. The top layer of TiO 2 was then grown using atomic layer deposition ͑ALD͒ ͑Ref. 32͒ and was expected to be 10-Å thick. The samples were degreased with acetone, methanol, and deionized water in a sonicator before the sputter deposition, ALD growth, and x-ray measurements.
Ex situ x-ray measurements were performed with the sample held in air. The in situ x-ray measurements were conducted in a thin-film cell geometry 21, 33 with a 7-m Kapton film used to enclose the aqueous layer ͑ϳ2 m͒ on the sample surface. The aqueous solution used for the in situ measurement was a 0.2-mM RbOH solution at pH 10.3. This solution condition was chosen as part of an effort to measure ion distributions at the oxide-water interface, the results of which will be published elsewhere.
X-ray reflectivity and x-ray standing waves measurements were conducted at beamline 33BM-C at the Advanced Photon Source ͑APS͒ at Argonne National Laboratory. The incident x-ray energy during the measurements was 17.00 keV. The measured x-ray beam size at the sample was 0.05-mm high by 1-mm wide, with a flux of ϳ2 ϫ 10 10 photons/ s. The reflected intensity was measured using a Cyberstar scintillation detector while the Ti K␣ fluorescence was collected using a SII NanoTechnology Inc. Vortex detector. An ion chamber with N 2 gas was used to monitor the incident flux to which the data was normalized before analysis. The Ti-XSW data were obtained by subtracting a linear background around the Ti K␣ yield peak in the multichannel analyzer XRF spectra. Corrections due to the XRF detector dead time 34, 35 and due to the variation in the beam footprint on the sample with incident angle were applied to the yield data.
Data for Q Ͻ 0.026 Å −1 , where beam footprint on the sample exceeded the sample length, were not included in the reflectivity and Ti-yield analysis.
The Ti coverage was estimated from x-ray fluorescence yield measured in both ex situ and in situ environments. Calibration of the absolute elemental coverage used the Sr K␣ yield from a standard sample ͑a Sr-implanted Si wafer with a deposition density of 10.6 Sr/ nm 2 , calibrated with Rutherford backscattering 35 ͒, taking into account the differences in the elemental absorption cross section and the K␣-fluorescence cross section ͑yield͒ for the two elements, as well as the difference in the detector efficiency at the two fluorescence energies. The measured fluorescence yields were corrected for attenuation through air before reaching the detector while additional corrections for attenuation of the fluorescence yield as well as of the incident beam through the Kapton and solution layers were included for the in situ measurements.
IV. RESULTS

A. Results from simulations
We first demonstrate the feasibility of the modelindependent formalism by applying it to simulated fluores-FIG. 2. ͑Color online͒ Model-independent formalism applied to simulated fluorescence yield data for Si/Mo bilayer ͑with thicknesses of 560 and 60 Å͒ on Si substrate, for three assumed Gaussian elemental distributions, each with =5 Å. ͑A͒ The density profile of the bilayer system ͑black͒ used to calculate the reflectivity and phase of reflected wave ͑R and ͒. The three elemental distributions shown are for Gaussian profiles centered at 50 Å above ͑blue͒, 10 Å below ͑green͒, and 50 Å below ͑red͒ the top Si surface. ͑B͒ Simulated reflectivity vs Q calculation for the Si/Mo bilayer at incident x-ray energy of 17 keV. ͑C͒ The simulated fluorescence yield data ͑symbols͒ and the model-independent fits ͑solid lines, based on electric field intensities in vacuum͒. The dashed black line shown for the case of the Gaussian located 50 Å below the surface is the model-independent fit based on the use of electric field intensities inside the Si layer and including x-ray absorption in the medium as described by Eq. ͑12͒. The data are offset vertically for clarity. ͓͑D͒ and ͑E͔͒ The model-independently derived amplitudes and phases ͑symbols͒ as well as the A and P expected based on the assumed models ͑lines͒. ͑F͒ The reconstructed density profiles from Fourier-inversion of the derived A and P.
cence yield data generated from a model calculation for incident x-ray energy of 17.00 keV. The simulated data was generated by an augmentation of Parratt's recursion formulation. [36] [37] [38] The model structure is a Si/Mo bi-layer on a Si substrate ͓black line in Fig. 2͑A͔͒ , where the Si and Mo layers are 560 and 60-Å thick, respectively, that is similar to the samples investigated below in the experimental studies. The simulated reflectivity from this layered structure with = 1 Å rms interface roughnesses is shown in Fig. 2͑B͒ . Notice that there is a sharp drop in the reflectivity at the Si critical angle corresponding to Q C = 0.032 Å −1 . The target elemental profiles that will be recovered are represented by Gaussian distributions ͓shown in Fig. 2͑A͔͒ with widths of = 5 Å, centered at 50 Å above, 10 Å below, and 50 Å below the top Si surface. ͑In these simulations the target elemental profiles will not affect the primary E fields by refraction or absorption͒. These height differences lead to differences in the simulated fluorescence yield data for the three cases ͓Fig. 2͑C͔͒, where the first peak in the TR region is present below the Si critical angle ͑Q C ϳ 0.032 Å −1 ͒ for the Gaussian located above the surface while almost at and slightly above Q C for the profiles centered 10 and 50 Å below the surface, respectively. This is consistent with a XSW node being at the top surface at Q = 0 and the first XSW antinode sweeping inward toward the surface as the incident angle increases and arriving at the top Si surface when the incident angle equals Q C for Si.
The simulated yield data is fitted with the modelindependent formalism discussed above to recover the elemental profiles, first using the electric fields in vacuum ͑i.e., using R 1 , v 1 , and E 1 corresponding to the air-Si interface͒. This is done to illustrate the situation in which the elemental profile is initially unknown. The simulated XRF yield data are assigned a fixed uncertainty of 0.1%. The data are divided into segments of width ⌬Q = 0.01 Å −1 ͑which gives sufficient sampling to locate distributions up to 2 / ⌬Q = 600 Å above the surface͒ as shown by the vertical dashed lines in Fig. 2͑C͒ and the fluorescence yield within each segment is fitted with only two parameters corresponding to the amplitude and phase ͓A͑Q j ͒ and P͑Q j ͔͒. Note that the calculated fluorescence yield does not show any significant discontinuities at each segment boundary, suggesting that the chosen segment width was appropriate. The modelindependently derived A and P ͓symbols in Figs. 2͑D͒ and 2͑E͔͒, are compared with the expected values of A calc , and P calc , ͓lines in Figs. 2͑D͒ and 2͑E͒, respectively͔ that were obtained from the calculated structure factors, F, for the Gaussian profiles, given by
where z 0 is the center and the width of the Gaussian layer. Using Eq. ͑18͒, the Fourier inversion of the derived amplitudes and phases yields the density profiles ͓Fig. 2͑F͔͒. The recovered mean positions of the distributions in Fig. 2͑F͒ match ͑within 0.5 Å͒ the expected z 0 values from the original Gaussians shown in Fig. 2͑A͒ for the cases of 10 Å below the surface and 50 Å above the surface. In these cases, the fluorescence yield data is also reproduced well by the formalism ͓solid lines in Fig. 2͑C͔͒ . The recovered position for the Gaussian located 50 Å below the surface, however, differs from the actual position by 6 Å. In that case, the fluorescence yield data are not well reproduced by the model-independent formalism ͓red line in Fig. 2͑C͔͒ . This is due to the use of electric field intensities appropriate for the vacuum layer instead of those present in the silicon substrate ͑although this limitation was also present for the profile that was 10 Å below the surface; in that case, the change in electric field intensities was small due to its proximity to the interface͒. We then used the electric field intensities inside the Si layer to fit the fluorescence yield for the Gaussian located 50 Å below the surface. This was done by using the reflection coefficients ͑i.e., R 2 , v 2 , and E 2 ͒ corresponding to the Si-Mo interface in the analysis. In this case, we used the phase gradient parameter dP / dQ Si during the fit, in addition to the A and P parameters since the distribution was at a large height with respect to the Si-Mo interface ͑since the Gaussian located 50 Å below the surface is at a height of FIG. 3 . ͑Color online͒ Illustration of the relative benefits of the model-independent analysis using fixed values of A͑Q 0 ͒ and P͑Q 0 ͒ within segment ⌬Q at Q 0 , versus the use of linear gradient terms to describe the variation in A and P within each segment. Data are simulated for a Si/Mo bilayer on Si substrate for a two-layer distribution of the element of interest consisting of Gaussians centered at and 50 Å above the surface ͑shown in inset in 3B͒, each with =5 Å. ͑A͒ The simulated fluorescence yield data ͑blue circles͒, and two model-independent calculations: without ͑dashed red line͒ and with ͑solid green line͒ the gradient terms of A and P included. In the first case, the yield is calculated for the range shown ͑0 Ͻ Q Ͻ 0.08 Å −1 ͒ using A = A͑Q 0 ͒ and P = P͑Q 0 ͒. In the second case, additional slope parameters dA / dQ and dP / dQ are included based on the gradients of A and P obtained from the actual elemental structure factor at Q 0 . ͓͑B͒ and ͑C͔͒ The variation in A and P, respectively, for the actual elemental distribution ͑blue circles͒, along with the model-independent calculation with fixed values defined at Q 0 = 0.04 Å −1 ͑red dashed lines͒, and when the gradient terms are included ͑green lines͒. 510 Å from the Si-Mo interface͒ and therefore the phase variation could not be treated as constant over the segment width ͑⌬Q Si = 0.01 Å −1 ͒. In this case it was also important to include x-ray absorption inside the Si layer, which was significant below the critical angle. This was done by use of Eq. ͑12͒ and using z 0 as an additional parameter in the fit. This approach gave excellent agreement with the fluorescence yield data, both above and below the critical angle ͓dashed line in Fig. 2͑C͔͒ . The average height of the distribution was obtained simply from the parameter z 0 ͓Eq. ͑12͔͒, which was found to be 509.9 Å with respect to the Si-Mo interface, or 50.1 Å below the top surface ͑close to the expected 50 Å͒. The height of the distribution was also obtained from the density profile reconstructed from the derived amplitudes and phases, which was found to be centered at 510 Å above the Si-Mo interface, exactly as expected and consistent with the derived value for z 0 . In the calculations described above for the Gaussian distributions, the model-independent calculations used the E fields based on the Si/Mo bi-layer, and neglected any contribution to the electric field intensity due to the presence of the elemental profile. When the presence of the elemental distribution significantly alters the E fields, it should be included in the E-field calculations. Since the reflectivity of the system is measured in an XSW experiment along with the fluorescence yield, this is automatically included when the E fields are based on the analysis of the experimental reflectivity data.
The analysis so far has extracted A͑Q͒ and P͑Q͒ of the elemental profile using ⌬Q = 0.01 Å −1 , and the gradient parameters were neglected ͑except for the last example in which the reflection coefficients were referenced to the Si-Mo interface and where the phase-gradient term was included͒. We now illustrate the conditions under which fixed amplitudes and phases can be used and when the gradient parameters become important. This is shown in Fig. 3 for a distribution consisting of two Gaussian layers located at and 50 Å above the surface ͓inset in Fig. 3͑B͔͒ . The simulated fluorescence yield data ͓blue circles in Fig. 3͑A͔͒ is compared against two model-independent calculations. The first calculation ͓dashed red line in this calculation deviates significantly from the simulated data as Q deviates significantly from Q 0 . The second calculation ͓green line in Fig. 3͑A͔͒ shows that inclusion of the terms that describe the gradient of A and P within ⌬Q ͓i.e., dA / dQ͑Q 0 ͒ and dP / dQ͑Q 0 ͔͒ substantially increases the range over which the model-independent calculation agrees with the simulated data, again because this provides a better approximation for the actual variation in A and P within the segment width ͓blue line, Figs. 3͑B͒ and 3͑C͔͒. From this example, it becomes evident that the choice of approach in analyzing the fluorescent yield data ͑i.e., using fixed amplitudes and phases for each segment or including linear gradient terms͒ will depend on the specific shape of the elementspecific distribution and the choice of the segment widths. Consequently, some prior knowledge of the potential physical range of the elemental distribution is helpful in choosing the segment width. The appropriateness of the chosen segment width can be directly evaluated by the ability to reproduce the observed fluorescence yield data.
B. Ex situ experimental results
The x-ray reflectivity measurements for the TiO 2 / Si/ Mo on Si-substrate system are shown in Fig. 4͑A͒ ͑magenta dots͒. We begin with a qualitative assessment of the data. Two distinct periods of oscillations are visible in the data. The longer oscillation period ͑⌬Q ϳ 0.1 Å −1 ͒ arises from interference between x-rays reflected from the Si-Mo and Mo-Si interfaces suggesting a Mo layer thickness of 2 / ⌬Q ϳ 60 Å. The fine period oscillations have a approximately nine times finer Q spacing corresponding to the Si layer thickness of ϳ540 Å. It can be seen that the fine period oscillations in the data are weaker for Q Ͻ 0.12 Å −1 and become strong at larger Q. This is because of the increased attenuation of x-rays passing through the top Si layer to reach the Si-Mo interface at low angles, thereby causing reduction in the interference fringes. There is also a gradual reduction in the strength of these finer-scale oscillations with increasing Q. This reduction is associated with interfacial roughness, of the interface above or below the Si layer. The observation of significant oscillations from the Mo thickness that are still pronounced at high Q suggests that the Si-Mo and Mo-Si interfaces have sharper widths than the Si/ TiO 2 / Air interfaces.
A quantitative analysis of these data is necessary to obtain the total electron-density profile which is needed to calculate the electric field intensities. These electric field intensities are used in the analysis of XSW fluorescence yield data to obtain the precise element-specific profile of the fluorescing species. The x-ray reflectivity analysis was performed using least-squares fitting by comparing the data to model calculations based on Parratt's recursion formalism. 30, 31 Interfacial roughness was incorporated as a Debye-Waller factor multiplied by the Fresnel coefficients for each interface. 30 The system was modeled as separate TiO 2 , Si, and Mo layers on a semi-infinite Si substrate. It is important to note that x-ray reflectivity is sensitive primarily to the total electron density and therefore the chemical composition of the different layers has only a minimal influence on these data. Here, our prior knowledge of the multilayer structure was used to guide our initial choices of the refractive index parameters ͑n =1−␦ − i␤͒ for the three materials that were initially based on their respective bulk values. Two parameters were used to describe the jth layer, a thickness ͑t j ͒, and a density factor ͑X j ͒ to allow for changes in the layer density with respect to the assumed bulk density of the material ͓shown by dashed horizontal lines in Fig. 5͑A͔͒ . The refractive index used for jth layer was n j = n j Bulk X j . Interfacial roughness for the interface between the j and j + 1 layers was included as the parameter j . The calculation ͓Fig. 4͑A͒, black line as indicated for ex situ case͔ reproduces all of the qualitative features present in the data and has an R factor of 0.1 ͑defined in Table I͒ . The structural parameters determined from the fit are shown in Table I ͑sample 1͒. The Si and Mo layer thicknesses determined from the analysis are close to the values that we estimated from qualitative assessment and the interfaces above the Si layer are indeed rougher than the ones below it. The thickness of the top TiO 2 layer is determined to be 16.7Ϯ 0.1 Å. The complete density profile based on this model analysis ͓black lines in Fig. 5͑A͔͒ was used to calculate the electric field intensities required to analyze the XSW data.
The Ti K␣ fluorescence yield data measured in air is shown in Fig. 4͑C͒ ͑magenta circles͒. The first peak in the fluorescence yield data occurs at Q ϳ 0.032 Å −1 , the critical angle of the system ͓Fig. 4͑B͔͒, which reveals that the Ti distribution is located at the surface, as expected. The yield modulations at increasing Q ͓Fig. 4͑C͔͒ arise from the oscillations in reflectivity due to the Si layer thickness ͓Fig.
4͑B͔͒.
For the model-independent analysis, the data was divided into segments of width ⌬Q = 0.01 Å −1 ͓outlined in Fig. 4͑C͒ by dashed vertical magenta lines͔ and fit using the model- FIG. 5 . ͑Color online͒ The density profiles for the TiO 2 -Si-Mo-Si substrate system based on analysis of reflectivity measurements ͑black lines͒ for ͑A͒ the ex situ analysis and ͑B͒ the in situ analysis. The horizontal black dotted lines show the expected bulk electron density of each material. These interfacial profiles include the interfacial roughness obtained by the reflectivity analysis ͑see Table I͒. The TiO 2 profiles based on the analysis of Ti-yield data are also shown for model-independent ͑dashed͒ and modelbased ͑solid͒ cases, these profiles are scaled to absolute units based on the Ti coverage measured from XRF. independent formalism described above. Here the reflectivity and the phase of the reflectivity coefficient are based on Parratt's formulation applied to the electron-density model displayed in Fig. 5͑A͒ . Note that this model includes an initial rough estimate ͑from reflectivity analysis͒ for the presence of the TiO 2 layer and thus R 1 and v 1 correspond to the air-TiO 2 interface. As seen in Fig. 4͑C͒ , the model-independent fit ͑dashed black line as indicated for the ex situ case͒ is in very good agreement with the data, giving an R factor of 0.03 ͑Table II͒. The amplitudes and phases ͑A គ and P͒ derived from each segment are shown in Fig. 6 ͑magenta circles͒; these A and P values reveal direct information about the 1D Ti atomic-density profile. The negative slope in phase variation indicates that the Ti distribution is centered below the surface, which is expected since the origin was chosen to be the air-TiO 2 interface. The Q variation in the derived amplitudes and phases in the Q range of analysis is consistent with a single layer of Ti, as expected. The extrapolation of A͑Q͒ in the limit of Q → 0 ͑i.e., A Q=0 ͒ gives the value A Q=0 = 0.86 ͑or 86% of the total coverage͒. This Q = 0 value of elementspecific amplitude is expected to be equal to unity for any elemental distribution. That A Q=0 is less than unity indicates the presence of an incoherent contribution to the fluorescence yield. We will provide explanations for possible sources of this incoherency in the discussion section.
The Fourier-inversion described by Eq. ͑18͒ is then used on the set of A j and P j values shown in Fig. 6 to generate the Ti profile centered at 9.3 Å below the surface as shown in Fig. 5͑A͒ . This Ti profile is converted to absolute units of e / Å 3 for a TiO 2 layer ͓Fig. 5͑A͒, dashed magenta line͔, based on the measured Ti-number density from XRF ͑Table II͒ and the electron density of TiO 2 ͑assuming all Ti are in the form of TiO 2 ͒. This conversion is done so there can be a direct comparison of the XSW-derived profile to the adjoining electron-density profile that was derived from the reflectivity analysis. A model-based analysis was done to confirm the modelindependent results; this was based on exact calculation of E fields throughout the extent of the total structure and use of Eq. ͑8͒ to calculate the fluorescence yield from the model Ti structure. The model used was a rectangular profile with rounded edges, represented by the product of two error functions. The interfacial widths were fixed at the values derived from the reflectivity analysis for the air-TiO 2 and TiO 2 -Si interfaces. Other parameters used during the fit were a scale factor, and the thickness and position of the Ti layer. This model-dependent fit led to an R factor of 0.05 ͓solid black line in Fig. 4͑C͒ , Table II͔ . An incoherent fraction of 0.14 ͑i.e., 1 − A Q=0 ͒ was assumed in the analysis based on the information from the model-independent analysis ͑Table II͒. This parameter was fixed since it covaries with the width of the Ti layer. This incoherent component was modeled as a relatively broad Gaussian layer centered at the surface. We used a width of 200 Å, which was sufficiently broad to make the structure factor for this layer insignificant over the Q range of data studied. The amplitudes and phases of the Ti distribution including the incoherent component are plotted in Fig. 6 ͑magenta lines͒, indicating very good agreement with the model-independent results. The model-based density profile ͑Fig. 5, solid magenta line͒ shows that the Ti TABLE II. Parameters derived from model-independent and model-based analyses of the Ti K␣ x-ray standing wave data measured in air and under an aqueous solution. Ti coverage estimate based on x-ray fluorescence measurements is also reported.
Ex situ results ͑sample 1͒
In situ results ͑sample 2͒ The model-independent structural parameters shown were derived from the fit parameters A and P used in the fit. c This is used to calculate ͉E 2 ͑Q 2 ͉͒ 2 at the water-TiO 2 interface needed for the model-independent analysis ͑accounts for attenuation of the incident x-ray beam through Kapton and solution layers͒. e This is an estimate based on the procedure described in the experimental section. The uncertainties in this parameter were systematic and arose from the nominal attenuation corrections of the Ti K␣ fluorescence yield through air, Kapton, and solution layers ͑for the in situ data͒ that were based on the detector geometry as well as corrections for the detector efficiency.
distribution is centered at 9.2Ϯ 0.3 Å below the surface, which agrees with the results derived from the modelindependent analysis. This is also a good agreement with the value expected based on reflectivity, which is 8.4 Å ͑i.e., half of the TiO 2 layer thickness found from the reflectivity analysis͒, especially since reflectivity is not an element specific technique. The Ti-layer thickness of 21Ϯ 3 Å obtained from the model analysis of the XSW data can be compared against that derived from two other independent methods, namely, reflectivity and x-ray fluorescence. The reflectivity measurements reveal a TiO 2 thickness of 16.7Ϯ 0.1 Å. The differences are not unexpected given the poorer spatial resolution of the XSW data. Based on a Q max − Q min defined resolution, the XSW data had a resolution of ϳ33 Å while the reflectivity had a 7 Å resolution. The estimate of the TiO 2 film thickness based on XRF yield is 10 Å. This value is based on the coverage of 0.31 Ti/ Å 2 estimated from the measured Ti K␣ counts ͑at Q = 0.15 Å −1 ͒ using the procedure described in the experimental section and assuming bulk density of TiO 2 to calculate the TiO 2 thickness from the coverage.
C. In-situ experimental results
The in situ reflectivity data ͓Fig. 4͑A͔͒ were measured on a second sample that was nominally similar to that used for the ex situ measurements. The data are similar in terms of the period of oscillations suggesting similar structural parameters. The in situ data are characterized by a substantially diminished magnitude of oscillations in the reflectivity signal compared to the ex situ data, particularly in the low-Q region ͓Fig. 4͑B͔͒. This is due to both intrinsic and extrinsic factors. There is a reduced density contrast at the water-TiO 2 interface which reduces the visibility of these fringes. We also find that there is a bending of the sample due to stress on the sample edges from tension in the Kapton film which was used to confine the aqueous solution at the sample surface. 33 This bending of the crystal further reduces the visibility of the reflectivity fringes due to "angular averaging" because the incident beam effectively has a finite range of incident angles along the length of the beam footprint on the sample.
The model used to fit the in situ reflectivity data ͓black line in Fig. 5͑B͔͒ was similar to that used in the ex situ analysis, except additional layers of water and Kapton were included. Layer thicknesses, density factors, as well as the interfacial roughnesses were allowed to vary during the fit. Table I ͑sample 2͒. The good agreement in the structural parameters for the two separately prepared samples measured under different conditions shows the reproducibility of our sample preparation conditions.
Comparison of the in situ Ti-yield data ͓Fig. 4͑C͔͒ with the ex situ data shows that the observed oscillation period is very similar for Q Ͼ 0.07 Å −1 but differs significantly for Q Ͻ 0.05 Å −1 . This is due to the angular averaging described above, which is most significant at lower incident angles ͓Figs. 4͑B͒ and 4͑C͔͒. As for the reflectivity data ͓Fig. 4͑B͔͒, the magnitude of the fluorescence yield oscillations ͓Fig. 4͑C͔͒ is considerably smaller for the in situ data.
The in situ Ti-yield analysis was restricted to Q Ͼ 0.05 Å −1 ͓as indicated by the blue arrow, Fig. 4͑C͔͒ . Data outside of this range was not used for analysis because the calculations could not explain the measured fluorescence yield oscillations below Q = 0.05 Å −1 , as seen from the disagreement in the plot ͓Fig. 4͑C͔͒. This is because the angular averaging ͑␦Q͒ at these low angles becomes larger than the period of modulations in the data. The inability to reproduce the data in this range suggests that the actual functional form for the angle averaging at these angles was more complicated than the assumed model.
The model-independent analysis was conducted as described for the ex situ case, except now the electric field intensities used were calculated using the reflection at the water-TiO 2 interface ͑i.e., using R 2 , v 2 , and E 2 for that interface͒. The incident E-field amplitude ͑E 2 ͒ above the water-TiO 2 interface was based on transmission of incident x-rays through a water equivalent thickness parameter ͑Table II͒ included in the fit, which accounted for the attenuation of the incident beam through the water and Kapton layers. The attenuation of the XSW over the thickness of the TiO 2 layer was, however, neglected as stated previously. During the model-independent analysis, the yield data was initially plotted as Y vs Q H 2 O , where Q H 2 O is the momentum transfer inside the aqueous layer. The data was then divided into segments of width ⌬Q H 2 O = 0.01 Å −1 and the modelindependent approach was used to obtain an amplitude and a phase for each segment. These model-independently derived FIG. 6 . ͑Color online͒ ͑A͒ Amplitudes and ͑B͒ phases ͑symbols͒ extracted from the model-independent analysis for the sample measured in air ͑magenta͒ and in contact with an aqueous solution ͑blue͒. The A and P variation based on the model analysis are shown in lines. Note the difference in the extrapolated value of A Q=0 for the ex situ and in situ results. Also shown are the A vs Q variation ͑black line͒ for the ex situ case if the distribution were fully coherent ͑i.e., with A Q=0 =1͒.
A and P values are plotted vs Q air ͑referred as Q͒ in Fig. 6 ͑blue squares͒ for a direct comparison with the ex situ data. The model-independent phases are similar to the ex situ results, implying that the center position of the Ti layer should be comparable for the two samples. The derived amplitudes on the other hand, while similar to ex situ case in terms of their variation with Q in the study range, differ quite clearly in terms of their magnitude. Note in particular that the extrapolated value of A Q=0 ͑i.e., the coherent fraction͒ is ϳ0.60 compared to the value of 0.86 observed for the ex situ data. The Fourier-inverted density profile for the in situ data ͓Fig. 5͑B͒, dashed blue line͔ was obtained using Q 2 = Q H 2 O in Eq. ͑18͒ with the derived A and P values. This density profile is comparable to the ex situ case ͓Fig. 5͑A͔͒, showing that the formalism can be used to measure the in situ elemental distribution.
A model-based analysis shows good agreement with the model-independent results, both in terms of the A and P variation ͑Fig. 6, dashed blue lines͒, and the Ti profile ͓Fig. 5͑B͒, solid blue line͔. The center of the Ti distribution is 10.5Ϯ 1 Å below the surface and is within error of the value derived with model-independent approach ͑10.0 Å͒. It is comparable to ͑but somewhat larger than͒ the value from the in situ reflectivity analysis ͑7.5 Å͒. The width of the Ti layer, 20Ϯ 3 Å, is comparable to the reflectivity measurement ͑14.9Ϯ 0.2 Å͒. The structural parameters of the Ti layer for the in situ measurement are within error the same as that obtained for the ex situ results ͑Table II͒.
V. DISCUSSION
We have demonstrated that this model-independent formalism can be used to extract elemental Fourier amplitudes and phases from experimentally measured long-period x-ray standing wave data to directly obtain the elemental profiles from the fluorescence yield data. It has also been shown that the formalism can be applied to measure in situ distributions by imaging the Ti layer under a thin solution layer. The capability of imaging under aqueous media and with longperiod XSW can be very valuable in measuring extended structures such as the diffuse double layer 39 at liquid-solid interfaces.
One significant factor in interpreting these data is the experimental resolution. The width of the profiles extracted with this approach does not reflect the intrinsic width of the distribution if the intrinsic width is smaller than the experimental resolution. This is the case for the Ti profiles in Fig.  5 , where the model-independent profiles derived from the XSW data have a width of about 30 Å. The experimental resolution is given approximately by / ͑Q max − Q min ͒, where Q max ͑Q min ͒ is the higher ͑lower͒ end of the fluorescence yield data range. Based on the Q ranges shown in Fig. 4͑C͒ , the spatial resolution of the XSW results can be estimated as ϳ33 Å for the ex situ data and ϳ45 Å for the in situ data. The resolution can be improved by measuring the data to a higher Q. ͑For example, a Q range of beyond 0.2 Å −1 , i.e., almost double the current data range of the fluorescence yield data, would be necessary for the analysis to resolve the intrinsic ϳ15-Å width and ultimately the vertical shape of the titania layer͒. However, the reduction in reflectivity with increasing Q decreases the fluorescence yield modulations, thus requiring longer counting times to obtain the necessary statistical significance.
The model-independent elemental Fourier amplitudes in Fig. 6͑A͒ revealed a significant incoherent fraction for the ex situ measurements and an even greater incoherent fraction for the in situ measurements. We propose that this incoherency is primarily induced by diffusely or incoherently scattered x-rays that are produced by the incident and reflected beams passing through the layers of surrounding media. Since these secondary scattered x-rays are incoherent, their induced Ti K␣ XRF yield will show no interference effect. This gives rise to a background fluorescence signal that is added to the XSW-induced signal. Even though ͑for reasons of convenience͒ we use a secondary broad Ti distribution to mimic this incoherency effect in our model fits to the XSW data, it should be clear that the observed incoherency is due to an x-ray incoherency. This conclusion is supported by the observation that there is an increase in the incoherent fraction observed for the in situ XSW measurements compared to the ex situ measurements, since the Kapton and solution layers serve as additional sources of diffuse or incoherent scattering. When these different incoherent fractions are used in the model-dependent analyses for the two conditions ͑i.e., ex situ and in situ͒, the Ti profile parameters obtained are the same within experimental uncertainties.
The formalism described here is valid for an XSW generated by reflection from an interface. It can therefore be used for various geometries including TER and PML, and can also be extended for the single-crystal Bragg-XSW case. Note however, that while Parratt's formalism can be used to obtain the reflection coefficients needed in the analysis ͑R and ͒ for the TER and PML regimes, as done in this paper, for the high-angle Bragg case these should be calculated using the precise dynamical diffraction theory for single crystals. 40 The current formalism can be compared to the previous modelindependent approach that is applicable to the Bragg XSW case. In that case, the fluorescence yield measured around Hth order diffraction revealed the discrete amplitude and phase of the Hth -order Fourier-coefficient of the threedimensional density distribution. Because of this, the sampling of the element-specific structure factor was limited to points in reciprocal space that satisfy the Bragg diffraction condition ͑and hence the modulo-d ambiguity was present͒. However with the current approach, the Fourier coefficients can be sampled at a substantially higher frequency through TER and PML XSW measurements, or even along the crystal truncation rods that pass through each Bragg diffraction condition. The sampling interval in this approach is only determined by the segment width chosen in the analysis which should be large enough so that the derived parameters are well defined. Because of the finer sampling, a unique reconstruction of more extended distributions becomes possible.
While the earlier and simpler formalism developed by Bedzyk 24 is also applicable for the reflection generated XSW, it is limited ͑in its current form͒ to the TER region of the data due to an assumption about the phase of the reflected wave. The present approach however places no constraints on either the magnitude or phase of the reflected wave and is valid even beyond the TER region. This means that there are no constraints on the type of layered structure that is used to generate the standing waves, unlike the requirement of single crystals for Bragg-XSW case. Another distinguishing feature about the current approach is that it is applicable to XSW produced in an absorbing medium.
In the analysis shown in Secs. IV B and IV C, it was assumed that the elemental structure factor amplitude and phase are constant over the segment width ⌬Q. This however induces some errors since the variation in A and P may not always be negligible. We now estimate the errors ͑in A and P͒ for the case of an elemental profile represented by a single Gaussian layer centered at a height z 0 above the surface with width , over the range of data in the segment ⌬Q centered around Q 0 . The amplitude and phase of the profile is given by A͑Q͒ = exp͑− Q . This suggests that if a constant segment width ⌬Q is used in the analysis to divide the entire range of data for the case of a Gaussian distribution, the fractional error in phase due to the neglected change over the interval ⌬Q will be larger at small Q while the errors in amplitude will be larger at higher Q depending on the width . Consider an example of a Gaussian profile having a width of = 5 Å and sampled with a segment width, ⌬Q = 0.01 Å −1 . At Q = 0.05 Å −1 , the change in phase over ⌬Q will be 20% while the change in amplitude will be 1%. Choosing a variable segment width ⌬Q through the range of the data can help in reducing these errors.
In cases where the elemental structure factor changes rapidly or nonlinearly with Q, it may be important to include the gradient terms in the analysis, i.e., using four parameters A, P, dA / dQ, and dP / dQ for each segment ⌬Q. These terms are particularly important for distributions that have multiple layers, as interference between the different layers can result in sharp changes in the variation in A and P as a function of Q. Since some degree of distortion will be induced in the results because of the nonlinear variations in the elemental structure factor over the region ⌬Q, precise structural results will still be best obtained from a conventional model analysis, using the model-independent results as the basis for building the model. If necessary, additional parameters describing the higher-order changes can be included. It may also be beneficial to select smaller segment widths when the A and P variation is significant, although this may ultimately be limited by the sampling intervals of the experimental data.
VI. SUMMARY
We described a model-independent approach for directly obtaining elemental distribution profiles from multilayer structures by using x-ray fluorescence yield data for the case of reflection generated x-ray standing waves. The approach has been demonstrated by retrieving the Ti profile from the yield data measured both in air and under aqueous conditions. A distinguishing feature about the approach is that it allows determination of Fourier coefficients of the elemental profile at a more continuous sampling interval ͑in Q͒ than the previous model-independent approach that was applicable to Bragg-XSW where sampling was limited to Bragg diffraction condition. This finer Q sampling enables unique measurements of structures further away from the reflecting surface. Another uniqueness of the approach is that it makes no assumptions about the magnitude or phase of the reflected wave, and is therefore valid for any case of XSW generated through specular reflection from a multilayer structure, including periodic multilayers. The formalism can be used to extract not only the amplitudes and phases ͑of the elemental structure factor͒ but also their first or higher-order gradients, making it potentially useful in directly measuring complex profiles ͑such as multilayered distributions͒ where structure factor changes with Q can be complicated. Applicability to in situ systems makes the technique useful in imaging element profiles at liquid-solid interfaces, such as the adsorbed ion profile at aqueous-mineral interfaces. Since the technique allows analysis of the long-period standing waves data, it can also be used to image extended or diffuse elemental distributions.
