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Techniques for using the Monte Carlo method to evaluate fuzzy Riemann inte-
grals and improper fuzzy Riemann integrals are proposed in this paper. Owing to
the α-level set of the (improper) fuzzy Riemann integral being the closed inter-
val whose end points are the classical (improper) Riemann integrals, it is possible
to invoke the Monte Carlo method to approximate the end points of the α-level
closed intervals. We develop the strong law of large numbers for fuzzy random vari-
ables in order to give the techniques proposed for evaluating the (improper) fuzzy
Riemann integrals using the Monte Carlo approach more theoretical support. The
membership function of the (improper) fuzzy Riemann integral can be transformed
into mathematical programming problems. Therefore, we can obtain the member-
ship value by solving the mathematical programming problems using the commercial
optimizer.  2001 Elsevier Science
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1. INTRODUCTION
The concept of a fuzzy integral was ﬁrst introduced by Sugeno [8].
Many formulations of fuzzy integrals have since been developed. Sims and
Wang [7] gave a good review of this subject. However, the developments
were in the measure-theoretic sense. Therefore it is difﬁcult to provide
numerical methods in applications. The concepts of fuzzy Riemann inte-
grals and improper fuzzy Riemann integrals based on closed intervals
were introduced by Wu [9, 11], and their numerical integrations were
also proposed by Wu [9, 11]. Owing to the α-level set of the (improper)
fuzzy Riemann integral being the closed interval whose end points are the
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classical (improper) Riemann integrals, it is possible to invoke the Monte
Carlo method to approximate the end points of the α-level closed intervals.
In order to give the techniques proposed for evaluating the (improper)
fuzzy Riemann integrals using the Monte Carlo approach more theoreti-
cal support, we develop the strong law of large numbers for fuzzy random
variables. The concepts of the fuzzy random variable and its expectation
were introduced by Kwakernaak [4] and Puri and Ralescu [6]. However,
the viewpoint of fuzzy random variables discussed in this paper is different
from the point of view discussed in Puri and Ralescu [6] for the sake of
being more applicable in a discussion of the evaluations. The membership
function of the (improper) fuzzy Riemann integral can be transformed into
mathematical programming problems. Therefore, we can obtain the mem-
bership value by solving the mathematical programming problems using a
commercial optimizer, e.g., GAMS.
In Section 2, we introduce the basic concepts of fuzzy Riemann inte-
grals and improper fuzzy Riemann integrals. In Section 3, we introduce the
notions of the fuzzy random variable and its expectation for the purpose
of deriving the strong law of large numbers for fuzzy random variables in
the next section. In Section 4, we introduce the concept of convergence
with probability one for fuzzy random variables and derive the strong law
of large numbers for fuzzy random variables. In Section 5, the Monte Carlo
method is invoked to evaluate the (improper) fuzzy Riemann integrals. In
the ﬁnal section, Section 6, we provide the computational procedure and
give examples to clarify the discussions in this paper.
2. (IMPROPER) FUZZY RIEMANN INTEGRALS
Let X be a universal set. Then a fuzzy subset A˜ of X is deﬁned by its
membership function ξA˜ X → 0 1. We denote by A˜α = x ξA˜x ≥ α

the α-level set of A˜, where A˜0 is the closure of the set x ξA˜x = 0
.
A˜ is called a normal fuzzy set if there exists an x such that ξA˜x = 1. A˜
is called a convex fuzzy set if ξA˜λx+ 1− λy ≥ minξA˜x ξA˜y
 for
λ ∈ 0 1 (that is, ξA˜ is a quasi-concave function).
Proposition 2.1. (Zadeh [12]). A˜ is a convex fuzzy set if and only if
x ξA˜x ≥ α
 is a convex set for all α.
a˜ is called a fuzzy number if a˜ is a normal and convex fuzzy set. a˜ is
called a closed fuzzy number if a˜ is a fuzzy number and its membership
function ξa˜ is upper semicontinuous. a˜ is called a bounded fuzzy number if
a˜ is a fuzzy number and its membership function ξa˜ has compact support.
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From Proposition 2.1, we have the following result.
Proposition 2.2. If a˜ is a closed fuzzy number then the α-level set of a˜ is
a closed interval, which is denoted by a˜α = a˜Lα  a˜Rα . (That is why we call a˜ a
closed fuzzy number.)
Now we are going to discuss the fuzzy Riemann integrals. We say that
f˜ x is a fuzzy-valued function if f˜  R →  , where  is the set of all fuzzy
numbers. We say that f˜ x is a closed fuzzy-valued function if f˜  R → c ,
where c is the set of all closed fuzzy numbers. We say that f˜ x is a
bounded fuzzy-valued function if f˜  R → b, where b is the set of all
bounded fuzzy numbers.
Proposition 2.3. (i) (Zadeh [13]: Resolution Identity). Let A˜ be a
fuzzy set with membership function ξA˜ and A˜α = x ξA˜x ≥ α
. Then
ξA˜x = sup
α∈0 1
α · 1A˜αx
(ii) (Negoita and Ralescu [5]) Let A be a set and Aα α ∈ 0 1
 be
a family of subsets of A such that
(a) A0 = A
(b) Aβ ⊆ Aα for α < β,
(c) Aα =
⋂∞
n=1 Aαn for αn ↑ α.
Then the function ξ A→ 0 1 deﬁned by
ξx = sup
α∈0 1
α · 1Aαx
has the property that
Aα = x ξx ≥ α
 for all α ∈ 0 1
Inspired by the “resolution identity” in Proposition 2.3, we propose the
following deﬁnition.
Deﬁnition 2.1. Let f˜ x be a closed and bounded fuzzy-valued func-
tion on a b. Suppose that f˜ Lα x and f˜ Rα x are Riemann-integrable on
a b for all α ∈ 0 1. Let
Aα =
[∫ b
a
f˜ Lα xdx
∫ b
a
f˜ Rα xdx
]

Then we say that f˜ x is fuzzy Riemann-integrable on a b, and the mem-
bership function of
∫ b
a f˜ xdx is deﬁned by
ξ∫ b
a f˜ xdxr = sup0≤α≤1
α · 1Aαr
for r ∈ A0.
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Theorem 2.1. (Wu [11]). Let f˜ x be a closed and bounded fuzzy-
valued function on a b. If f˜ x is fuzzy Riemann-integrable on a b, then∫ b
a f˜ xdx is a closed fuzzy number. Furthermore, the α-level set of
∫ b
a f˜ xdx
is (∫ b
a
f˜ xdx
)
α
=
[∫ b
a
f˜ Lα xdx
∫ b
a
f˜ Rα xdx
]

Theorem 2.2. (Wu [11]). If f˜ x is a closed and bounded fuzzy-valued
function on a b and if f˜ Lα x and f˜ Rα x are continuous on a b for all
α ∈ 0 1, then f˜ x is fuzzy Riemann-integrable on a b. Furthermore, we
have (∫ b
a
f˜ xdx
)
α
=
[∫ b
a
f˜ Lα xdx
∫ b
a
f˜ Rα xdx
]

Next we consider the improper fuzzy Riemann integrals.
Deﬁnition 2.2. (i) Let f˜ x be a closed and bounded fuzzy-valued
function on a+∞. Suppose that f˜ Lα x and f˜ Rα x are improper
Riemann-integrable on a+∞ for all α ∈ 0 1. Let
Aα =
[∫ +∞
a
f˜ Lα xdx
∫ +∞
a
f˜ Rα xdx
]

Then we say that f˜ x is improper fuzzy Riemann-integrable on a+∞,
and the membership function of
∫ +∞
a f˜ xdx is deﬁned by
ξ∫ +∞
a f˜ xdxr = sup0≤α≤1
α · 1Aαr
for r ∈ A0.
(ii) Let f˜ x be a closed and bounded fuzzy-valued function on
−∞ a. Suppose that f˜ Lα x and f˜ Rα x are improper Riemann-integrable
on −∞ a for all α ∈ 0 1. Let
Aα =
[∫ a
−∞
f˜ Lα xdx
∫ a
−∞
f˜ Rα xdx
]

Then we say that f˜ x is improper fuzzy Riemann-integrable on −∞ a,
and the membership function of
∫ a
−∞ f˜ xdx is deﬁned by
ξ∫ a
−∞ f˜ xdxr = sup0≤α≤1
α · 1Aαr
for r ∈ A0.
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(iii) Let f˜ x be a closed and bounded fuzzy-valued function on
−∞+∞. Suppose that f˜ Lα x and f˜ Rα x are improper Riemann-
integrable on −∞+∞ for all α ∈ 0 1. Let
Aα =
[∫ +∞
−∞
f˜ Lα xdx
∫ +∞
−∞
f˜ Rα xdx
]

Then we say that f˜ x is improper fuzzy Riemann-integrable on −∞+∞,
and the membership function of
∫ +∞
−∞ f˜ xdx is deﬁned by
ξ∫ +∞
−∞ f˜ xdxr = sup0≤α≤1
α · 1Aαr
for r ∈ A0.
Theorem 2.3. (Wu [9]). (i) Let f˜ x be a closed and bounded fuzzy-
valued function on a+∞ (or on −∞ a). For any ﬁxed α, assume f˜ Lα x
and f˜ Rα x are Riemann-integrable on a b for every b ≥ a, and assume
there are two positive constants MLα and M
R
α such that
∫ b
a f˜ Lα xdx ≤ MLα
and
∫ b
a f˜ Rα xdx ≤ MRα for every b ≥ a. Then f˜ x is improper fuzzy
Riemann-integrable on a+∞ (or on −∞ a), and the improper fuzzy
Riemann integral
∫ +∞
a f˜ xdx (or
∫ a
−∞ f˜ xdx) is a closed fuzzy number.
Furthermore, we have(∫ +∞
a
f˜ xdx
)
α
=
[∫ +∞
a
f˜ Lα xdx
∫ +∞
a
f˜ Rα xdx
]
or (∫ a
−∞
f˜ xdx
)
α
=
[∫ a
−∞
f˜ Lα xdx
∫ a
−∞
f˜ Rα xdx
]

(ii) Let f˜ x be a closed and bounded fuzzy-valued function on
−∞+∞. Suppose that f˜ Lα x and f˜ Rα x are improper Riemann-
integrable on −∞+∞ for all α ∈ 0 1. Then f˜ x is improper fuzzy
Riemann-integrable on −∞+∞, and the improper fuzzy Riemann integral∫ +∞
−∞ f˜ xdx is a closed fuzzy number. Furthermore, we have(∫ +∞
−∞
f˜ xdx
)
α
=
[∫ +∞
−∞
f˜ Lα xdx
∫ +∞
−∞
f˜ Rα xdx
]

Theorem 2.4. (Wu [9]). Let f˜ x be a closed and bounded fuzzy-valued
function on −∞+∞. If f˜ x is improper fuzzy Riemann-integrable on
−∞ a and a+∞ then f˜ x is improper fuzzy Riemann-integrable on
−∞+∞ and∫ +∞
−∞
f˜ xdx =
∫ a
−∞
f˜ xdx⊕
∫ +∞
a
f˜ xdx
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3. THE FUZZY RANDOM VARIABLE AND ITS EXPECTATION
In order to make fuzzy random variables more applicable in this paper,
the viewpoint of fuzzy random variables discussed in this paper is different
from the viewpoint discussed in Puri and Ralescu [6].
Let X be a measurable space and R be a Borel measurable
space. Let f  X → R (power set of R) be a set-valued function. Accord-
ing to Aumann [1], f is called measurable if and only if x y y ∈ f x

is ×-measurable. If f˜ is a fuzzy-valued function then f˜α is a set-valued
function for all α ∈ 0 1. f˜ is called (fuzzy-valued) measurable if and only
if f˜α is (set-valued) measurable for all α ∈ 0 1.
In order to make fuzzy random variables more tractable mathematically,
we need a stronger sense of measurability for fuzzy-valued functions. From
Wu [10], the following two statements are equivalent.
(i) f˜ Lα x and f˜ Rα x are (real-valued) measurable for all α ∈ 0 1.
(ii) f˜ x is (fuzzy-valued) measurable and one of f˜ Lα x and f˜ Rα x is
(real-valued) measurable for all α ∈ 0 1.
Then f˜ x is called strongly measurable if one of the above two conditions
is satisﬁed. It is easy to see that strong measurability implies measurability.
Let X µ be a measure space and R be a Borel measurable
space. Let f  X → R be a set-valued function. For K ⊆ R, the inverse
image of f is deﬁned by
f−1K = x ∈ X  f x⋂K = 

Let X µ be a complete σ-ﬁnite measure space. From Hiai and
Umehaki [3], the following two statements are equivalent:
(a) for each Borel set K ⊆ R f−1K is measurable (i.e., f−1K
∈ ),
(b) x y y ∈ f x
 is ×-measurable.
Proposition 3.1. Let X µ be a complete σ-ﬁnite measure space. f˜
is a closed fuzzy-valued function deﬁned on X. Then measurability and strong
measurability of this function are equivalent.
Proof. It sufﬁces to prove that one of f˜ Lα and f˜
R
α is measurable for each
α. Now we have{
x  f˜ Rα x ≥ y
} = {x  ([f˜ Lα x f˜ Rα x] = f˜αx)⋂y+∞ = } ∈ 
(by Condition (a)). This says that f˜ Rα is measurable. This completes the
proof.
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Let  P be a probability space (a complete σ-ﬁnite measure space).
We know that X → R is a random variable if X is an -measurable
function. Thus, we propose the following deﬁnition.
Deﬁnition 3.1. Let X˜ be a closed fuzzy-valued function. X˜ is called a
fuzzy random variable if X˜ is measurable (or equivalently, strongly mea-
surable).
Then the following proposition obviously holds true.
Proposition 3.2. Let X˜ be a closed fuzzy-valued function. X˜ is a fuzzy
random variable if and only if X˜Lα and X˜
R
α are random variables for all α ∈
0 1.
Deﬁnition 3.2. Let X˜ and Y˜ be two fuzzy random variables. We
say that X˜ and Y˜ are independent if each random variable in the set
X˜Lα  X˜Rα  0 ≤ α ≤ 1
 is independent of each random variable in the set
Y˜ Lα  Y˜ Rα  0 ≤ α ≤ 1
. We say that X˜ and Y˜ are identically distributed
if and only if X˜Lα and Y˜
L
α are identically distributed and X˜
R
α and Y˜
R
α are
identically distributed for all α ∈ 0 1.
Let X˜ be a fuzzy random variable. We want to discuss the expectation of
X˜. First of all, we develop the basic theory of fuzzy-valued integrals.
Proposition 3.3. (i) Let Aα = x  ξx ≥ α
. Then
⋂∞
n=1 Aαn = Aα
for αn ↑ α.
(ii) If a˜ is a closed fuzzy number then a˜Lαn ↑ a˜Lα and a˜Uαn ↓ a˜Uα for αn ↑ α
(i.e., left-continuous with respect to α).
Proof. (i) It is easy to see that Aα ⊆ Aβ for α > β. Therefore Aα ⊆
Aαn for all n. It also says that Aα ⊆
⋂n
i=1 Aαn . Now we assume that x ∈⋂n
i=1 Aαn . Then ξx ≥ αn for all n; that is, ξx ≥ α since αn ↑ α. Thus
x ∈ Aα.
(ii) The result follows immediately from (i).
Let f˜ x be a closed fuzzy-valued (strongly) measurable function. Then
f˜ Lα and f˜
R
α are measurable functions for all α ∈ 0 1. We also assume that
f˜ Lα and f˜
R
α are Lebesgue-integrable with respect to the measure µ for all
α ∈ 0 1. We consider the interval
Aα =
[∫
E
f˜ Lα dµ
∫
E
f˜ Rα dµ
]

The membership function of the fuzzy-valued integral
∫
E f˜ dµ is deﬁned by
ξ∫
E f˜dµ
r = sup
0≤α≤1
α · 1Aα
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via the form of “resolution identity” in Proposition 2.3. It is easy to see that
Aβ ⊆ Aα for α < β. Since f˜ is a closed fuzzy-valued function, we have,
for αn ↑ α, f˜ Lαn ↑ f˜ Lα and f˜ Rαn ↓ f˜ Rα from Proposition 3.3. By Lebesgue’s
Dominated Convergence Theorem we have, for αn ↑ α,∫
E
f˜ Lαndµ→
∫
E
f˜ Lα dµ and
∫
E
f˜ Rαndµ→
∫
E
f˜ Rα dµ
since f˜ Lαn ≤ f˜ Lα and f˜ Rαn ≥ f˜ Rα1 . This says that the interval Aα is continu-
ously shrinking with respect to α; that is, Aα =
⋂∞
i=1 Aαn for αn ↑ α. From
Proposition 2.3(ii), we have(∫
E
f˜ dµ
)
α
= Aα =
[∫
E
f˜ Lα dµ
∫
E
f˜ Rα dµ
]

This also says that the fuzzy-valued integral
∫
E f˜ dµ is a closed fuzzy
number.
Let X˜ be a fuzzy random variable. The (fuzzy) expectation of X˜ is
deﬁned by
E˜X˜ =
∫

X˜dP
Then we have
E˜X˜α =
(∫

X˜dP
)
α
=
[∫

X˜Lα dP
∫

X˜Rα dP
]
=
[
E
[
X˜Lα
]
 E
[
X˜Rα
]]
 (1)
We also see that the (fuzzy) expectation E˜X˜ is a closed fuzzy number.
4. STRONG LAW OF LARGE NUMBERS
Now is the right time to discuss the strong law of large numbers for
fuzzy random variables. From Proposition 3.2, it is natural to propose the
following deﬁnition.
Deﬁnition 4.1. Let X˜n and X˜ be fuzzy random variables deﬁned on
the same probability space  P. We say that X˜n
 converges to X˜
with probability one if X˜nLα converges to X˜Lα with probability one and
X˜nRα converges to X˜Rα with probability one for all α ∈ 0 1.
Let a˜ be a fuzzy number. a˜ is called a nonnegative fuzzy number if
ξa˜x = 0 for all x < 0 a˜ is called a nonpositive fuzzy number if ξa˜x = 0
for all x > 0 a˜ is called a positive fuzzy number if ξa˜x = 0 for all x ≤ 0;
and a˜ is called a negative fuzzy number if ξa˜x = 0 for all x ≥ 0.
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Let “” be any binary operation ⊕, or ⊗ between two fuzzy numbers
a˜ and b˜. The membership function of a˜ b˜ is deﬁned by
ξa˜b˜z = sup
x◦y=z
minξa˜x ξb˜y

for  = ⊕, or ⊗ and ◦ = +−, or ×. The membership function of the
inverse of a˜ is deﬁned by
ξ1/a˜z = sup
z=1/x x=0
min ξa˜x = ξa˜1/z
The quotient of a˜ and b˜ is deﬁned by a˜ b˜ = a˜⊗ 1/b˜.
Let “int” be any binary operation ⊕int int ⊗int , or int between two
closed intervals a˜α =
[
a˜Lα  a˜
R
α
]
and b˜α =
[
b˜Lα  b˜
R
α
]
. Then a˜αint b˜α is deﬁned
by
a˜α int b˜α ≡ z ∈ Rz = x ◦ y ∃x ∈ a˜α ∃y ∈ b˜α
where “◦” is a usual binary operation +−× or /

Note that a˜α int b˜α is well-deﬁned when b˜α does not contain zero. There-
fore a˜  b˜ is well-deﬁned when b˜ is a positive or negative fuzzy number.
Then we have the following result.
Proposition 4.1. Let a˜ and b˜ be two closed fuzzy numbers. Then a˜⊕ b˜
and a˜⊗ b˜ are also closed fuzzy numbers. Furthermore, we have
a˜⊕ b˜α = a˜α ⊕int b˜α =
[
a˜Lα + b˜Lα  a˜Rα + b˜Rα
]
and
a˜⊗ b˜α = a˜α ⊗int b˜α =
[
min
{
a˜Lα b˜
L
α  a˜
L
α b˜
R
α  a˜
R
α b˜
L
α  a˜
R
α b˜
R
α
}

max
{
a˜Lα b˜
L
α  a˜
L
α b˜
R
α  a˜
R
α b˜
L
α  a˜
R
α b˜
R
α
}]

If a˜ is a nonnegative closed fuzzy number and b˜ is a positive closed fuzzy
number then a˜ b˜ is also a closed fuzzy number. Furthermore, we have
a˜ b˜α =
[
a˜Lα
/
b˜Rα  a˜
R
α
/
b˜Lα
]

We say that a˜ is a crisp number with value m if its membership function
is
ξa˜r =
{ 1 if r = m,
0 otherwise.
a˜ is denoted by 1˜m
.
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Theorem 4.1 (The Strong Law of Large Numbers for Fuzzy Random
Variables). Let X˜n be independent and identically distributed fuzzy
random variables and µ˜ be the ( fuzzy) expectation of X˜n. Let Y˜n =
1˜1/n
 ⊗
(
X˜1 ⊕ · · · ⊕ X˜n
)
. Then Y˜n
 converges to µ˜ with probability one.
Proof. From (1), we have µ˜Lα = EX˜nLα  and µ˜Rα = EX˜nRα . The
result follows from the usual strong law of large numbers for random vari-
ables and Proposition 4.1.
5. MONTE CARLO METHOD
Let f˜ be a closed fuzzy-valued measurable function deﬁned on 0 1,
and let f˜ be fuzzy Riemann-integrable on 0 1. We consider the fuzzy
Riemann integral ∫ 1
0
f˜ xdx
From Theorem 2.1, we have(∫ 1
0
f˜ xdx
)
α
=
[∫ 1
0
f˜ Lα xdx
∫ 1
0
f˜ Rα x
]

Let U be a U0 1 random variable. We set X˜ = f˜ U. Then X˜Lα = f˜ Lα U
and X˜Rα = f˜ Rα U are random variables for all α ∈ 0 1 since f˜ Lα and f˜ Rα are
measurable functions for all α ∈ 0 1. From Proposition 3.2, we conclude
that X˜ = f˜ U is a fuzzy random variable.
Let Un
 be a sequence of independent U0 1 random variables. From
Deﬁnition 3.2, we see that f˜ Un are independent and identically dis-
tributed fuzzy random variables. From the strong law of large numbers for
random variables, we have
1
n
(
f˜ Lα U1+···+ f˜ Lα Un
)→E[f˜ Lα U]=∫ 1
0
f˜ Lα xdx=
(∫ 1
0
f˜ xdx
)L
α
and
1
n
(
f˜ Rα U1+···+ f˜ Rα Un
)→E[f˜ Rα U]=∫ 1
0
f˜ Rα xdx=
(∫ 1
0
f˜ xdx
)R
α
with probability one. Therefore, from Theorem 4.1, we have
1˜1/n
 ⊗
(
f˜ U1 ⊕ · · · ⊕ f˜ Un
)→ E˜[f˜ U] = ∫ 1
0
f˜ xdx
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with probability one. Hence we can generate a large number of random
numbers ui
 and take
1˜1/n
 ⊗
(
f˜ u1 ⊕ · · · ⊕ f˜ un
)
as the approximation of the fuzzy Riemann integral
∫ 1
0 f˜ xdx. This
approach to approximating the fuzzy Riemann integrals is called the
Monte Carlo approach.
Let f˜ be a closed fuzzy-valued measurable function deﬁned on a b,
and let f˜ be fuzzy Riemann-integrable on a b. We consider the fuzzy
Riemann integral ∫ b
a
f˜ xdx
From Theorem 2.1, we have(∫ b
a
f˜ xdx
)
α
=
[∫ b
a
f˜ Lα xdx
∫ b
a
f˜ Rα x
]

Then∫ b
a
f˜ Lα xdx =
∫ 1
0
gLα xdx and
∫ b
a
f˜ Rα xdx =
∫ 1
0
gRα xdx
where gLα x = b − af˜ Lα a + b − ax and gRα x = b − af˜ Rα a + b −
ax. From the strong law of large numbers for random variables, we have
1
n
(
gLα U1 + · · · + gLα Un
)
→ E[gLα U] = ∫ 1
0
gLα xdx =
∫ b
a
f˜ Lα xdx
=
(∫ b
a
f˜ xdx
)L
α
and
1
n
(
gRα U1 + · · · + gRα Un
)
→ E[gRα U] = ∫ 1
0
gRα xdx =
∫ b
a
f˜ Rα xdx
=
(∫ b
a
f˜ xdx
)R
α
with probability one. That is, we have
b− a
n
(
f˜ Lα a+ b− aU1 + · · · + f˜ Lα a+ b− aUn
)
→
(∫ b
a
f˜ xdx
)L
α
and
b− a
n
(
f˜ Rα a+ b− aU1 + · · · + f˜ Rα a+ b− aUn
)
→
(∫ b
a
f˜ xdx
)R
α
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with probability one. Therefore, from Theorem 4.1, we have
1˜b−a/n
 ⊗
(
f˜ a+ b− aU1 ⊕ · · · ⊕ f˜ a+ b− aUn
)
→
∫ b
a
f˜ xdx
with probability one. Hence we can generate a large number of random
numbers ui
 and take
1˜b−a/n
 ⊗
(
f˜ a+ b− au1 ⊕ · · · ⊕ f˜ a+ b− aun
)
as the approximation of the fuzzy Riemann integral
∫ b
a f˜ xdx.
Let f˜ be a closed fuzzy-valued measurable function deﬁned on a+∞,
and let f˜ be improper fuzzy Riemann-integrable on a+∞. We are going
to consider the improper fuzzy Riemann integral∫ +∞
a
f˜ xdx
From Theorem 2.3, we have(∫ +∞
a
f˜ xdx
)
α
=
[∫ +∞
a
f˜ Lα xdx
∫ +∞
a
f˜ Rα x
]

Then∫ +∞
a
f˜ Lα xdx =
∫ 1
0
gLα xdx and
∫ +∞
a
f˜ Rα xdx =
∫ 1
0
gRα xdx
where
gLα x =
f˜ Lα  1x + a− 1
x2
and gRα x =
f˜ Rα  1x + a− 1
x2

From the strong law of large numbers for random variables, we have
1
n
(
gLα U1 + · · · + gLα Un
)
→ E[gLα U] = ∫ 1
0
gLα xdx =
∫ +∞
a
f˜ Lα xdx
=
(∫ +∞
a
f˜ xdx
)L
α
and
1
n
(
gRα U1 + · · · + gRα Un
)
→ E[gRα U] = ∫ 1
0
gRα xdx =
∫ +∞
a
f˜ Rα xdx
=
(∫ +∞
a
f˜ xdx
)R
α
with probability one. That is, we have
1
n
(
f˜ Lα
(
1/U1 + a− 1
)
U21
+ · · · + f˜
L
α
(
1/Un + a− 1
)
U2n
)
→
(∫ +∞
a
f˜ xdx
)L
α
336 hsien-chung wu
and
1
n
(
f˜ Rα
(
1/U1 + a− 1
)
U21
+ · · · + f˜
R
α
(
1/Un + a− 1
)
U2n
)
→
(∫ +∞
a
f˜ xdx
)R
α
with probability one. Therefore, from Theorem 4.1 and Proposition 4.1, we
have
1˜1/n
 ⊗
[(
1˜1/U21 
 ⊗ f˜
(
1
U1
+ a− 1
))
⊕ · · · ⊕
(
1˜1/U2n
 ⊗ f˜
(
1
Un
+ a− 1
))]
→
∫ +∞
a
f˜ xdx
with probability one. Hence we can generate a large number of random
numbers ui
 and take
1˜1/n
⊗
[(
1˜1/u21
⊗ f˜
(
1
u1
+a−1
))
⊕···⊕
(
1˜1/u2n
⊗ f˜
(
1
un
+a−1
))]
as the approximation of the improper fuzzy Riemann integral
∫ +∞
a f˜ xdx.
The improper fuzzy Riemann integrals∫ a
−∞
f˜ xdx and
∫ +∞
−∞
f˜ xdx
can also be evaluated similarly using the Monte Carlo method.
6. COMPUTATIONAL PROCEDURE AND EXAMPLES
Let f˜ x be a closed and bounded fuzzy-valued function on a b. Sup-
pose that f˜ Lα x and f˜ Rα x are continuous on a b for all α ∈ 0 1; then,
from Theorem 2.2, f˜ x is fuzzy Riemann-integrable on a b. Suppose
that we have generated a sequence of random numbers un
. Let
Aα =
[
b− a
n
(
f˜ Lα a+ b− au1 + · · · + f˜ Lα a+ b− aun
)

b− a
n
(
f˜ Rα a+ b− au1 + · · · + f˜ Rα a+ b− aun
)]
≡ [ηα ζα]
We write
y˜na b = 1˜b−a/n
 ⊗
(
f˜ a+ b− au1 ⊕ · · · ⊕ f˜ a+ b− aun
)

Then, from Proposition 2.3, the membership function of y˜na b can be
written as
ξy˜nabr = sup
0≤α≤1
α · 1Aα
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For any ﬁxed a b and the sequence ui
, the family of closed intervals
Aα
 is continuously shrinking with respect to α, by Proposition 3.3. There-
fore, given r, there exists an α0 (depends on r) such that r ∈ Aα for α ≤ α0
and r /∈ Aα for α > α0. Then
ψα = α · 1Aαr =
{
α if 0 ≤ α ≤ α0,
0 if 1 ≥ α > α0
Thus α  f α ≥ y
 = y α0 is a closed set. This says that ψα = α ·
1Aαr is upper semicontinuous for any ﬁxed r. From Bazarra and Shetty [2],
the upper semicontinuous function ψα assumes a maximum over a com-
pact set 0 1. Therefore, we have
ξy˜na br = sup
0≤α≤1
α · 1Aα = max0≤α≤1α · 1Aα
= maxα  0 ≤ α ≤ 1 r ∈ Aα = ηα ζα

Then we can solve the following mathematical programming problem in
order to get the membership value for any ﬁxed r.
ξy˜na br = max α
subject to 0 ≤ α ≤ 1
ηα ≤ r
ζα ≥ r
The membership value of ξy˜na br for any given r is equal to zero for
r /∈ η0 ζ0. That is, the above nonlinear program is infeasible for r /∈
η0 ζ0 since ηα is increasing and ζα is decreasing. For further
analysis, we can discard one of the constraints in the ways described below.
(i) If η1 ≤ r ≤ ζ1 then ξy˜na br = 1.
(ii) If r < η1 then the constraint ζα ≥ r is redundant since ζα
is decreasing. That is, ζα ≥ ζ1 ≥ η1 > r for α ∈ 0 1. Thus we solve
the relaxed nonlinear program
ξy˜na br = max α
subject to 0 ≤ α ≤ 1
ηα ≤ r
(iii) If r > ζ1 then the constraint ηα ≤ r is redundant since ηα
is increasing. That is, ηα ≤ η1 ≤ ζ1 < r for α ∈ 0 1. Thus we solve
the relaxed nonlinear program
ξy˜na br = max α
subject to 0 ≤ α ≤ 1
ζα ≥ r
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We say that a˜ is a triangular fuzzy number if its membership function is
ξa˜r =
{ r − a1/a2 − a1 if a1 ≤ r ≤ a2
a3 − r/a3 − a2 if a2 < r ≤ a3
0 otherwise.
a˜ is denoted by a1 a2 a3. We also have
a˜α = 1− αa1 + αa2 1− αa3 + αa2
Example 6.1. Let f˜ x = x˜⊗ x˜⊕ 2˜⊗ x˜⊕ x˜ be a closed fuzzy-valued
function, where x˜ = x − 1 x x + 1 1˜ = 0 1 2, and 2˜ = 1 2 3 are
positive triangular fuzzy numbers and x ≥ 1. Then we want to evaluate the
fuzzy Riemann integral
∫ 3
1 f˜ xdx. First of all, we have
x˜Lα = x+ α− 1 x˜Rα = x− α+ 1
2˜Lα = 1+ α 2˜Rα = 3− α
1˜Lα = α 1˜Rα = 2 − α
Then, from Proposition 4.1, we have
f˜ Lα x = 2α2 + α3x− 1 + x2 − x
and f˜ Rα x = 2α2 − α3x+ 7 + x2 + 5x+ 6
Therefore ηα = 4α2 + Bα+ C, where
B = 2
n
n∑
i=1
2 + 6ui and C =
4
n
n∑
i=1
ui +
8
n
n∑
i=1
u2i 
and ζα = 4α2 −Dα+ E, where
D = 2
n
n∑
i=1
10+ 6ui and E = 24+
28
n
n∑
i=1
ui +
8
n
n∑
i=1
u2i 
Let U be a U1 0 random variable. Then EU = 1/2 and VarU = 1/12.
We know that
"U = 1
n
n∑
i=1
Ui and
1
n− 1
n∑
i=1
Ui − "U2
are unbiased estimators of EU and VarU, respectively. Since ui are
random numbers generated from U0 1, we see that
u¯= 1
n
n∑
i=1
ui≈EU=1/2 and
1
n−1
n∑
i=1
(
ui−
1
2
)2
≈VarU=1/12
Then we get
n∑
i=1
u2i ≈
4n− 1
12

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We also have
B = 4+ 12u¯ C = 4u¯+ 8
n
n∑
i=1
u2i D = 20+ 12u¯ E = 24+ 28u¯+
8
n
n∑
i=1
u2i 
Therefore B ≈ 10 C ≈ 2 + 32/12 = 14/3D ≈ 26, and E ≈ 38 +
32/12 = 122/3. This also says that ηα ≈ 4α2 + 10α + 14/3 and
ζα ≈ 4α2 − 26α + 122/3 when n is sufﬁciently large. We see that
n1 = ζ1 ≈ 56/3. This value 56/3 is just the integral ∫ 31 x2 + 2x+ 1dx.
Since ηα is increasing and ζα is decreasing, for any given r, we
can just consider the roots of the equation ηα = r if r < 56/3 and
the roots of the equation ζα = r if r > 56/3 instead of solving
the mathematical programming problems. We conclude the result as
follows.
r Membership value ξr
14.00000000 0.723786547
15.00000000 0.786131954
16.00000000 0.846624271
17.00000000 0.905419526
18.00000000 0.962653008
18.66666667 1.000000000
19.00000000 0.981557069
20.00000000 0.927106689
21.00000000 0.873903762
22.00000000 0.821866286
23.00000000 0.770920870
Now that the fuzzy Riemann integral is a fuzzy number, we can just
say that this integral is around 56/3. If we are comfortable in saying
that this integral will lie in a closed interval with belief degree α, then
this closed interval can be taken as ηα ζα. For example, if we
are comfortable in saying that this integral will lie in a closed inter-
val with belief degree 098, then this closed interval can be taken as
η098 ζ098 = 1830826667 1902826667. In this example, the
random numbers ui
 are not really generated. We can still get the
approximate results by using the estimation theory in statistical analysis.
We consider the improper fuzzy Riemann integral
∫ +∞
a f˜ xdx. Let
Aα =
[
1
n
(
f˜ Lα
(
1/u1 + a− 1
)
u21
+ · · · + f˜
L
α
(
1/un + a− 1
)
u2n
)

1
n
(
f˜ Rα
(
1/u1 + a− 1
)
u21
+ · · · + f˜
R
α
(
1/un + a− 1
)
u2n
)]
≡ ηα ζα
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We write
y˜na = 1˜1/n
 ⊗
[(
1˜1/u21
 ⊗ f˜
(
1
u1
+ a− 1
))
⊕ · · · ⊕
(
1˜1/u2n
 ⊗ f˜
(
1
un
+ a− 1
))]

Then, from Proposition 2.3, the membership function of y˜na can be writ-
ten as
ξy˜nar = sup
0≤α≤1
α · 1Aα
The computational procedure proposed above is still applicable in this case.
Example 6.2. Let f˜ x = 1˜  1˜ ⊕ x˜ ⊗ 1˜ ⊕ x˜ be a closed fuzzy-
valued function, where x˜ = x − 1 x x + 1 and 1˜ = 0 1 2 are positive
triangular fuzzy numbers and x ≥ 1. We will evaluate the improper fuzzy
Riemann integral
∫∞
1 f˜ xdx. First of all, we have
x˜Lα = x+ α− 1 x˜Rα = x− α+ 1
1˜Lα = α 1˜Rα = 2 − α
Then, from Proposition 4.1, we have
f˜ Lα x =
α
x− 2α+ 32 and f˜
R
α x =
2 − α
x+ 2α− 12 
Therefore
ηα= α
n
n∑
i=1
1
1+3−2αui2
and ζα= 2−α
n
n∑
i=1
1
1+2α−1ui2

Next we want to obtain the approximate closed form of ηα and ζα. We
ﬁrst consider the summand of ηα by looking at the distribution
X = 11+ 3− 2αU2 
where U is a U0 1 random variable. Then we have
FXx = PX ≤ x
 = P
{
1
1+ 3− 2αU2 ≤ x
}
= P
{
U ≥
(
1
3− 2α
)(
1√
x
− 1
)}
+ P
{
U ≤
(
1
3− 2α
)(
− 1√
x
− 1
)}
= 1−
(
1
3− 2α
)(
1√
x
− 1
) (
since
(
1
3− 2α
)(
− 1√
x
− 1
)
< 0
)

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Therefore, the p.d.f. of X is given by
fXx =
(
1
6− 4α
)(
1
x
√
x
)
for
1
4− 2α2 ≤ x ≤ 1
The expectation of X can be easily calculated as
EX = 1
4− 2α
Then ηα can be rewritten as
ηα = α
n
n∑
i=1
1
1+ 3− 2αui2
= α
n
n∑
i=1
xi = α · x¯ ≈ α · EX =
α
4− 2α
since x¯ is an unbiased estimate of EX. Now we consider ζα by looking
at the distribution
Y = 11+ 2α− 1U2 
We have two cases to be discussed.
(i) If 0 ≤ α ≤ 1/2, then 2α− 1 ≤ 0. We have
FY y = PY ≤ y
 = P
{
1
1+ 2α− 1U2 ≤ y
}
= P
{
U ≤
(
1
2α− 1
)(
1√
y
− 1
)}
+ P
{
U ≥
(
1
2α− 1
)(
− 1√
y
− 1
)}
=
(
1
2α− 1
)(
1√
y
− 1
) (
since
(
1
2α− 1
)(
− 1√
y
− 1
)
> 1
)

Then p.d.f. of Y is given by
fY y =
(
1
2 − 4α
)(
1
y
√
y
)
for 1 ≤ y ≤ 1
4α2

The expectation of Y is EY  = 1/2α.
(ii) If 1/2 ≤ α ≤ 1, then 2α− 1 ≥ 0. We have
FY y = P
{
U ≥
(
1
2α− 1
)(
1√
y
− 1
)}
+ P
{
U ≤
(
1
2α− 1
)(
− 1√
y
− 1
)}
= 1−
(
1
2α− 1
)(
1√
y
− 1
) (
since
(
1
2α− 1
)(
− 1√
y
− 1
)
< 0
)

Then the p.d.f. of Y is given by
fY y =
(
1
4α− 2
)(
1
y
√
y
)
for
1
4α2
≤ y ≤ 1
The expectation of Y is EY  = 1/2α.
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From (i) and (ii), we conclude that the expectation of Y is
EY  = 1
2α

Therefore ζα can be rewritten as
ζα = 2 − α
n
n∑
i=1
1
1+ 2α− 1ui2
= 2 − α
n
n∑
i=1
yi
= 2 − α · y¯ ≈ 2 − α · EY  = 2 − α
2α

We see that η1 = ζ1 ≈ 1/2. This value of 1/2 is just the improper
integral
∫ +∞
1 1/x+ 12 dx. Since ηα is increasing and ζα is decreasing,
for any given r, we can just consider the roots of the equation ηα = r if
r < 1/2 and the roots of the equation ζα = r if r > 1/2 instead of solving
the mathematical programming problems. That is, we have α = 4r/1+ 2r
if r < 1/2 and α = 2/1+ 2r if r > 1/2. We conclude the result as follows.
r Membership value ξr
0.25 0.666666667
0.30 0.750000000
0.35 0.823529412
0.40 0.888888889
0.45 0.947368421
0.50 1.000000000
0.55 0.952380952
0.60 0.909090909
0.65 0.869565217
0.70 0.833333333
0.75 0.800000000
If we are comfortable in saying that this integral will lie in a closed
interval with belief degree 098, then this closed interval can be taken as
η098 ζ098 = 0480392157 0520408163. In this example, the ran-
dom numbers ui
 are not really generated. We can still get the approx-
imate results using the methods of the change of variables in probability
theory and the estimation theory in statistical analysis.
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