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Abstract
The ﬁnite difference time domain (FDTD) method is an important tool in numerical electromagnetic simulation.
There are many ways to construct a ﬁnite difference approximation such as the Taylor series expansion theorem, the
ﬁltering theory, etc. This paper aims to provide the comparison between the Taylor ﬁnite difference (TFD) scheme
based on the Taylor series expansion theorem and the window ﬁnite difference (WFD) scheme based on the ﬁltering
theory. Their properties have been examined in detail, separately. In addition, the formula of the generalized ﬁnite
difference (GFD) scheme is presented, which can include both the TFD scheme and theWFD scheme. Furthermore,
their application in the numerical solution of Maxwell’s equations is presented. The formulas for the stability cri-
terion and the numerical dispersion relation are derived and analyzed. In order to evaluate their performance more
accurately, a new deﬁnition of error is presented. Upon it, the effect of several factors including the grid resolution,
the Courant number and the aspect ratio of the cell on the performance of the numerical dispersion is examined.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Since its appearance [17] in 1966, the FDTDmethod has become a very important tool in computational
electromagnetics. Compared with other numerical methods, the FDTD method enjoys many advantages
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such as high accuracy, robustness, systematic approach and the like. Its successful application can be
found everywhere, for example, high-speed computer circuit-boardmodule,multichipmodule,microwave
ampliﬁer, etc. [13]. As is well known, the numerical dispersion is a major limiting factor for the overall
accuracy of FDTD method in large-scale problems, which constitutes a major source of error. Low
numerical dispersion means that error induced by the numerical treatment is also low. Up to now, people’s
interest in it is still high. During the several decades from its appearance to the present, various kinds of
FDTD methods [17,5,4,10,8] have been derived that aim to improve the performance of the numerical
dispersion.
Generally speaking, there are many methods in the construction of a ﬁnite difference approximation.
Among them, the Taylor series expansion theorem is commonly used. For example, it is easy to ﬁnd the
application of the two-order Taylor central ﬁnite difference (i.e. the leap-frog scheme) in the temporal
discretization in many FDTD methods. In addition, its application in the spatial discretization is also
common. For example, the two-order Taylor central ﬁnite difference scheme is adopted in theYee-FDTD
method [17] and the four-order scheme in the Fang-FDTD method [5]. However, the general application
of the TFD scheme mentioned above is a low-order TFD scheme. In fact, a higher-order TFD scheme
can also be applied. According to the Taylor series expansion theorem, the value of a function at an
arbitrary point can be expressed in terms of the value of the function and its derivative at a reference point
if the function meets some conditions. So a higher-order TFD scheme can be obtained if the values of
the function at more points are involved. With the knowledge of linear algebra, Khan has presented the
general formula of arbitrary order TFD scheme [6,7] including the forward, backward and central ﬁnite
difference scheme.
In addition, there are otherways to construct a ﬁnite difference approximation. For example, the ﬁltering
theory can also be used.According to the sampling theorem, a continuous function can be represented by
its discrete samples. Then, the operation of differentiation on the function is replaced with that on impulse
response. If some window functions are used to truncate the inﬁnite sum, the approximation is likely for
the implementation on computer. In the ﬁltering theory, this method called window function method is
generally used to design various ﬁlters. In this paper, the method used to design the approximation of
derivative is called window ﬁnite difference (WFD) scheme. It is easy to ﬁnd that the discrete singular
convolution (DSC) method [12] can be considered as the special case of the WFD scheme.
In this paper, the concept of arbitrary order TFD scheme and WFD scheme is introduced. Especially,
their spectral properties and computational errors will be analyzed and compared in detail. It is easy to ﬁnd
that the TFD scheme and theWFD scheme could be regarded as the special case of the generalized ﬁnite
difference (GFD) scheme.The research shows that the higher- order schemes are superior in high accuracy
and wide spectral range. Then, their applications in the numerical solution of Maxwell’s equations are
considered. With the two-order TFD scheme in the temporal discretization and arbitrary order TFD
scheme andWFD scheme in the spatial discretization of Maxwell’s equations, the fully discrete algebraic
equations are obtained. Through the strict analysis, the stability criterion and the numerical dispersion
relation are derived. In order to evaluate the performance of the numerical dispersion, a newerror deﬁnition
is presented that overcomes the conventional one’s deﬁciency. With its help, the effect of the Courant
number, the grid resolution and the aspect ratio of the cell on the performance of the numerical dispersion
is analyzed. The paper is arranged as follows. In Section 2, the simple introduction of arbitrary order TFD
scheme and WFD scheme is presented. In Section 3, the stability criterion and the numerical dispersion
relation of the FDTD method based on arbitrary order TFD scheme and WFD scheme are derived and
analyzed. The conclusion will be drawn in Section 4.
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2. Concept of the TFD scheme and the WFD scheme
According to the Taylor series expansion theorem, if a function f (x) meets the following conditions:
(1) the function is existent in the neighborhood of x0, i.e., |x − x0|< , (2) every order derivative is
existent in this neighborhood, the function f (x) can be written in the following form:
f (x) =
∞∑
i=0
(x − x0)i
i! f
(i)(x0). (1)
It means that the value of a function at an arbitrary point can be expressed in terms of the value of the
function and its derivative at the reference point. If the reference point is x0 = ix where x is sampling
interval, then the function is sampled at the equal interval points x = (n+ i)x (n=±(2m− 1)/2, m=
1, 2, . . . , N). There are totally 2N values of the function. Based on the Taylor series expansion theorem,
these values can be expanded in terms of the value at the reference point. If the terms whose order is
higher than 2N are discarded, 2N linear algebraic equations containing various order derivatives at the
reference point are obtained, which can be written in the following form of matrix:
F = A · D, (2)
where
F2N×1 = [f1 − f0 f−1 − f0 · · · fN − f0 f−N − f ]T,
D2N×1 = [f (1)0 f (2)0 f (3)0 · · · f (2N)0 ]T,
A2N×2N =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
x (x)2/2! · · · (x)2N/(2N)!
−x (−x)2/2! · · · (−x)2N/(2N)!
2x (2x)2/2! · · · (2x)2N/(2N)!
−2x (−2x)2/2! · · · (−2x)2N/(2N)!
· · · · · · · · · · · ·
Nx (Nx)2/2! · · · (Nx)2N/(2N)!
−Nx (−Nx)2/2! · · · (−Nx)2N/(2N)!
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
If the linear equations are solved with Cramer’s rule, various order derivatives at the reference point can
be obtained with these samples of the function. In this paper, only the ﬁrst-order derivative is discussed,
whose general formula can be written in the following form:
f ′(x)|x=ix = 1
x
N∑
m=−N
tmfi+m, (3)
where
t0 = 0, tm = −t−m = (−1)m+1 (N !)
2
m(N − m)!(N + m)! , m = ±1,±2, . . . ,±N . (4)
It is easy to ﬁnd that the absolute value of coefﬁcients decreases rapidly as m increases. In order
to analyze its spectral property, Fourier analysis [15] is applied. Note that we use the local domain to
represent the time domain or the space domain. We use the spectral domain to represent the frequency
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Fig. 1. Spectral properties of TFD with different N .
domain or the wavenumber domain. Those dual domains are connected by transforms such as Fourier
transform. For simplicity, the case of the time domain is often referred to and the same discussion can
also be applied to the case of the space domain.
After the Fourier transform is applied on (3), it becomes
k˜ = 2
x
N∑
m=1
tm sin(mkx), (5)
where k˜ is the numerical frequency and k is the ideal frequency.According to the sampling theorem, there
exists the constraint of |kx|. Under such a constraint, several Taylor ﬁnite difference (TFD) schemes
with N = 1, 2, 32 are considered here. As is seen in Fig. 1, the approximation of the high-order TFD
scheme to the ideal differential operator is better than that of the low-order TFD scheme in the spectral
domain.
In the ﬁltering theory, the window function method is an important method to design various ﬁlters.
The concept of the WFD scheme is derived from it. As is well known from the sampling theory, if f (x)
is a band-limited signal with F(k) = 0 for |k|>km, and the condition of ks > 2km with ks = 2/x is
satisﬁed, f (x) is uniquely determined by its samples f (mx), m = 0,±1,±2, . . . .
f (x) =
+∞∑
m=−∞
f (mx)
sin[(/x)(x − mx)]
(/x)(x − mx) . (6)
Suppose that
(x − xm) = sin[(/x)(x − xm)]
(/x)(x − xm) , xm = mx. (7)
Eq. (6) above can be written as
f (x) =
∞∑
m=−∞
f (xm)(x − xm). (8)
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Then, the lth-order derivative of f (x) is
f (l)(x) =
∞∑
m=−∞
f (xm)
(l)(x − xm). (9)
In the paper, only the ﬁrst derivative is discussed.
f ′(x) =
∞∑
m=−∞
f (xm)
′(x − xm). (10)
Here, the inﬁnite summust be truncated to a ﬁnite sum. In the ﬁltering theory, window functions undertake
such role. However, the Gibbs phenomenon will occur due to truncation, which means that a transition
zone exists near a discontinuous point and oscillations will occur at both sides of the cut-off frequency. In
order to suppress the Gibbs phenomenon, the selection of a window function should meet the following
requirements: (1) the main lobe should be as narrow as possible so that the transition zone is very sharp;
(2) the relative amplitude of the maximum side lobe should be reduced as likely as possible so that
ripple is reduced correspondingly. However, these two requirements cannot be met simultaneously so a
compromise must be made. In the ﬁltering theory, there are several window functions available. Their
shapes in the local domain and the spectral domain are depicted in Figs. 2–5
Rectangular window:
w(m) = RN(m). (11)
Hanning window:
w(m) = 1
2
[
1 − cos
(
2m
N − 1
)]
RN(m). (12)
Gaussian window:
w(m) = exp
⎡
⎢⎢⎢⎣−
(
m − N − 1
2
)2
2r2
⎤
⎥⎥⎥⎦RN(m). (13)
From Figs. 2–5, the comparison of these window functions in both the local and spectral domain shows
that the rectangular window has the simplest shape in the local domain but the relative amplitude of its
maximum side lobe is very large. As for the Hanning window, the relative amplitude of its maximum
side lobe is reduced greatly. On the other hand, the Gaussian window displays properties superior to the
previous window functions in terms of the minimum product of timewidth and bandwidth.
After a window function is used to truncate inﬁnite sum, (10) becomes
f ′(x) ≈
N∑
m=−N
f (xm)
′(x − xm)w(m) (14)
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or
f ′(x)|x=ix = 1
x
N∑
m=−N
wmfi+m. (15)
The coefﬁcient wm is determined by the selection of different window functions, i.e., wm = −w−m =
(−1)m+1(1/m)w(m), where w(m) is the window function. Due to the fact that the Gaussian window
has minimum product of timewidth and bandwidth, only the WFD scheme with the Gaussian window
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Fig. 5. Shape of Gaussian window in spectral domain (r = 4).
(GWFD) is taken into consideration. Its coefﬁcients are
wm = −w−m = (−1)m+1 1
m
exp(−m2/2r2). (16)
It is very interesting to ﬁnd that the spectral property of GWFD is different if a different parameter r
is selected.
Through the Fourier transform, the amplitude of (15) in the spectral domain is
H(k) = 1
2
∫ 
−
Hd()W(k − ) d, (17)
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where
Hd(k) =
{
k, |k|kc,
0, kc < |k| (18)
is the amplitude of the ideal differential operator, kc is the cut-off frequency and W(k) is the amplitude
of the window function, separately, in the spectral domain. Therefore, different schemes will be obtained
due to the selection of different window functions.
The spectral properties of several WFD schemes with different window functions are shown in
Figs. 6–8. As can be seen, the performance of the WFD scheme with the rectangular window in the
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spectral domain is worst due to large ripples. As for the WFD scheme with the Hanning window, the
relative low amplitude of the side lobe helps to improve the ripple to some extent. Compared with the
former two, the WFD scheme with the Gaussian window (GWFD) does best in the approximation of
the ideal differential operator. And what is more, there is a free parameter r that can modify the spectral
property of the GWFD scheme greatly. From Fig. 8, it is easy to ﬁnd that the larger the r , the wider the
spectral range.
In addition, it is very interesting to note that the TFD scheme could be considered as a special case
of the same order WFD scheme with the Gaussian window (GWFD) provided that the parameter r is
properly chosen. Note that there are 2N function values involved in the scheme under discussion. For
example, the TFD scheme with N = 32 is similar to the GWFD scheme with N = 32 and r = 4.0. The
TFD scheme with N = 16 is similar to GWFD with N = 32 and r = 2.825, etc. The comparison of their
coefﬁcients veriﬁes their similarity.
In order to evaluate the performance of the TFD scheme and theWFD scheme in the numerical solution
of an arbitrary function’s ﬁrst-order derivative, the function f (x)= sin(kx) is taken for example, where k
is the frequency.As is well known, the exact ﬁrst-order derivative of this function is f ′(x)= k cos(kx) so
the comparison between the exact and the approximate is likely to be presented. In the numerical solution,
the sampling interval is x = 0.001. According to the sampling theorem, the maximum distinguishable
frequency is kmax = /x = 1000, i.e., kx. The errors are depicted in Fig. 9. Roughly speaking,
the error of all ﬁnite difference schemes increases while kx increases. Among them, the performance
of the WFD scheme with the rectangular window is worst in both error and spectral range. The WFD
scheme with the Hanning window makes some improvement. Compared with theWFD scheme with the
rectangular window, its error is greatly reduced. In the range of kx exceeding 2.4, its error is minimum.
As for the WFD scheme with the Gaussian window (GWFD), its performance varies greatly due to its
free parameter r . Fig. 9 depicts the performance of the GWFD scheme with r = 2, 4, 6. As we can see,
the property of the GWFD scheme with r = 4 is very similar to that of the TFD scheme if the number
of function values in the schemes is the same, which has the minimum error in the low spectral range.
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If r < 4, the error decreases while r increases. If r > 4, the error in the low spectral range increases but
the error in the high spectral range decreases with r increasing. This means that the decrease of the error
in the high spectral range is obtained at the cost of the increase of the error in the low spectral range.
In some sense, the TFD scheme or the GWFD scheme with r = 4 is the best approximation to the ideal
differential operator in the low spectral range.
As we can see, both the TFD scheme and the GWFD scheme can be generalized into the form below:
f ′(x)|x=ix = 1
x
N∑
m=−N
gmfi+m. (19)
When gm takes tm, it is the TFD scheme. When gm is wm, it is the GWFD scheme. The formula above is
called generalized ﬁnite difference (GFD).
3. Application of TFD and WFD in FDTD
Now the application of the TFD scheme and the GWFD scheme in the numerical solution ofMaxwell’s
equations will be considered below. For simplicity, only a case of 2-DTMmode in a linear, homogeneous,
lossless and source-free material is taken into consideration. Field components are located on the uncolo-
cated staggered grids [9]. Note that the arrangement of ﬁeld components at the uncolocated staggered
grids is relatively different from that at the unstaggered girds. So some modiﬁcation needs to be made to
the GFD scheme. The formula for GFD becomes
f ′(x) |x=ix = 1
x
N∑
m=−(N−1)
g2m−1/2fi+(2m−1/2), (20)
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where
g(2m−1)/2 =
⎧⎪⎪⎨
⎪⎪⎩
t(2m−1)/2 = −t−(2m−1)/2 = (−1)
m−1(2N − 1)!!2
22N−2(N + m − 1)!(N − m)!(2m − 1)2 , TFD,
w(2m−1)/2 = −w−(2m−1)/2 = (−1)
m+1
(m − 1/2)2 exp
(
− (m−1/2)22r2
)
, GWFD.
(21)
If the temporal derivative is replaced with the leap-frog scheme and the spatial derivative is approximated
by GFD, a set of linear discrete equations are obtained.
H
n+1/2
x
(
i, j + 1
2
)
= Hn−1/2x
(
i, j + 1
2
)
− 1

t
y
N∑
m=−(N−1)
g(2m−1)/2
×
[
Enz
(
i, j + 1
2
+ 2m − 1
2
)
− Enz
(
i, j + 1
2
− 2m − 1
2
)]
, (22)
H
n+1/2
y
(
i + 1
2
, j
)
= Hn−1/2y
(
i + 1
2
, j
)
+ 1

t
x
N∑
m=−(N−1)
g(2m−1)/2
×
[
Enz
(
i + 1
2
+ 2m − 1
2
, j
)
− Enz
(
i + 1
2
− 2m − 1
2
, j
)]
, (23)
En+1z (i, j) = Enz (i, j) +
1

t
x
N∑
m=−(N−1)
g(2m−1)/2
[
H
n+1/2
y
(
i + 2m − 1
2
, j
)
−Hn+1/2y
(
i − 2m − 1
2
, j
)]
− 1

t
y
N∑
m=−(N−1)
g(2m−1)/2
×
[
H
n+1/2
x
(
i, j + 2m − 1
2
)
− Hn+1/2x
(
i, j − 2m − 1
2
)]
. (24)
It is easy to derive the formula of the numerical dispersion relation from the above equations as
follows [13]:
[
1
ct
sin
(
t
2
)]2
=
[
1
x
N∑
m=1
g(2m−1)/2 sin
(
2m − 1
2
k˜xx
)]2
+
[
1
y
N∑
m=1
g(2m−1)/2 sin
(
2m − 1
2
k˜yy
)]2
, (25)
where k˜x = k˜ cos  is the x-directional component of the numerical wavenumber k˜, k˜y = k˜ sin  is the y-
directional component of the numerical wavenumber k˜, k is the exact wavenumber and  is the propagation
angle. Several parameters used in the previous equation are deﬁned separately as the number of cells per
the exact wavelength (CPW) N = /x = 2/kx, the Courant number S = ct/x and the aspect ratio
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of the cellR=y/x.With regard to these deﬁnitions, the numerical dispersion relation could be written
in the following form:
1
S2
sin2
(
S

N
)
=
[
N∑
m=1
g(2m−1)/2 sin
(
2m − 1
2
c
v˜p
2
N
cos 
)]2
+
[
1
R
N∑
m=1
g(2m−1)/2 sin
(
2m − 1
2
c
v˜p
R
2
N
sin 
)]2
. (26)
After the analysis of stability is carried out on the above equations, the stability criterion is obtained:
SN 
1∑N
m=1 |g(2m−1)/2|
R√
1 + R2 . (27)
It is easy to ﬁnd that the maximum Courant number will decrease as N increases. In addition, the
maximum Courant number will increase as the aspect ratio of the cell R increases for a ﬁxed N . Note
that the span of R is constrained by sampling theory provided that CPW is ﬁxed. In the following, only
the FDTD method based on the GWFD scheme is discussed for simplicity. Such an FDTD method will
be called GW-FDTD method in the following discussion. The maximum Courant numbers of the GW-
FDTDmethod with r =2, 4, 6 are presented in Fig. 10. The numerical dispersion relation is presented in
Fig. 11. It is easy to see that the numerical anisotropy will be ameliorated to some extent as r increases.
In order to evaluate the numerical dispersion of the FDTD method, some deﬁnitions of error are
presented in Taﬂove’s work [13]: (1) the physical phase speed error v˜physical and (2) the phase speed
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anisotropy error v˜aniso. These are given by
v˜physical|N =
min[v˜p()] − c
c
× 100%, (28)
v˜aniso|N =
max[v˜p()] − min[v˜p()]
min[v˜p()] × 100%. (29)
v˜physical is useful in quantifying the phase lead or lag that numerical modes suffer relative to physical
modes propagating at the theoretical phase speed c.As for v˜aniso, it is useful in quantifying the wavefront
distortion. However, these deﬁnitions of error are deﬁcient due to the fact that they cannot deal with the
general case. As is well known, the numerical speed in the various algorithms may be below or above c.
When the numerical speed is below c, the previous deﬁnition of v˜physical does well because min[v˜p()]
is the maximum numerical phase speed that deviates from c. However, when the numerical speed is
above c, the maximum numerical phase speed that deviates from c is not min[v˜p()] but max[v˜p()].
So the previous deﬁnition of v˜physical is deﬁcient. In addition, the previous deﬁnition of v˜aniso is also
deﬁcient. It is easy to ﬁnd that if the distortion max[v˜p()] − min[v˜p()] is kept constant, the value of
v˜aniso becomessmaller as min[v˜p()] is larger. However, the wavefront distortion is not ameliorated any
more. Therefore, in order to generalize the evaluation, new deﬁnitions of error are provided as follows:
v˜max = max
∣∣∣∣ v˜p()c − 1
∣∣∣∣× 100%, (30)
v˜aniso =
(
max[v˜p()] − min[v˜p()]
c
)
× 100%. (31)
v˜max refers to the maximum normalized phase speed error (MNPSE) and v˜aniso the normalized phase
speed anisotropy error (NPSAE). Obviously, the new deﬁnitions of error can be used in general cases
including the cases of the numerical phase speed below c or above c.
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Fig. 12. Maximum normalized phase speed error versus r .
After the new deﬁnitions of error are presented, the numerical dispersion will be analyzed in detail.
Especially, the effect of several factors including the window parameter, the grid resolution, the Courant
number and the aspect ratio of the cell on the performance of the numerical dispersion is discussed. In
the ﬁrst place, it must be emphasized that the effect of these factors on the performance of numerical
dispersionwill be examined separately, whichmeans that other factorswill be ﬁxedwhen one is examined.
In the following discussion, the condition that N = 32, S = 0.5, CPW = 5, R = 1.0 will be kept constant
except the one of them will be examined.
Initially, suppose that the parameters such as N , S, CPW and R are ﬁxed. Let us examine the effect of
the Window parameter r on the performance of the numerical dispersion. In Fig. 12, the MNPSE of the
stencil will decrease as r increases if r < 1. When r = 1, the minimum MNPSE will be reached. As r is
further greater than 1, the MNPSE will increase a little. On the other hand, the NPSAE decreases while
r increases until r researches 4.2, and then it will increase when r further increases, which is obvious in
Fig. 13. So the NPSAE will reach the minimum if r = 4.2.
Secondly, the effect of the number of cells per the exact wavelength (CPW) on the performance of the
numerical dispersion is analyzed. The results are presented in Figs. 14 and 15. In rough, the MNPSE of
the stencils with different r will decrease as CPW increases except in the case of r = 1. It is obvious from
Fig. 15 that the MNPSE of the stencil with r < 1 is larger than that of the stencil with r > 1. The stencil
with r = 1 is optimized around CPW = 8. As for the stencils with r > 1.5, their MNPSE is larger than
that of the stencil with r = 1 when CPW is less than 13 and less than that of the scheme with r = 1 when
CPW is larger than 13. On the other hand, in Fig. 15, the NPSAE of all stencils will decrease as CPW
increases. In addition, NPSAE of the stencils with larger r is less than that of the stencils with smaller r .
Thirdly, the effect of the aspect ratio of the cell on the performance of the numerical dispersion will be
examined. Note that the aspect ratio of the cell R is deﬁned as R = y/x. Due to the constraint by the
sampling theory that |ky|, it is easy to obtain that |Rkx|. If CPW is chosen as 5, kx is 2/5.
Then, R/kx = 2.5. Therefore, as shown in Figs. 16 and 17, both MNPSE and NPSAE of all stencils
will increase as R increases until R > 2.5, that is the threshold that the sampling theory determines.
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Fig. 13. Normalized phase speed anisotropic error versus r .
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Fig. 14. Maximum normalized phase speed versus CPW.
Finally, the effect of Courant number on the performance of the numerical dispersion will be examined.
In Fig. 18, the MNPSE of the GW-FDTD method with r = 0.8 will decrease as the Courant number
increases provided that it does not exceed themaximumCourant number. So the selection of themaximum
Courant number is advantageous to the performance of the GW-FDTD method with r = 0.8. As for the
GW-FDTD method with r = 1.0, the minimum MNPSE will be obtained where S = 0.46, which means
that it is the optimization for such a stencil. On the other hand, the MNPSE of the GW-FDTD methods
with larger r will increase as the Courant number increases, which means that the Courant number should
be as small as possible. In addition, it is obvious in Fig. 19 that the choice of the Courant number rarely
has an effect on the NPSAE of all GW-FDTD methods.
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4. Conclusion
In this paper, a TFD scheme based on the Taylor series expansion theorem and a WFD scheme based
on the ﬁltering theorem are introduced and their properties are analyzed in detail. Then, after their
application in the numerical solution of Maxwell’s equations, the stability criterion and the numerical
dispersion are derived and analyzed. In addition, the effect of some factors on the performance of the
numerical dispersion is analyzed, which provides useful insight into the practical application of these
algorithms. Successful application of high-order FDTD method can be found in the papers [10,8,12,19].
Especially, oneway to use the high-order FDTDmethod to treat problemswith complexmaterial boundary
or interface is discussed in [19]. Other ways such as the immersed interface method [18,16,1,2] and the
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Fig. 18. Maximum normalized phase speed error versus the Courant number S.
explicit simpliﬁed interface method [11] are presented for the possible solution.Among them, high-order
interpolation and extrapolation schemes are also needed to exactly locate the position of the boundary or
interface so that boundary conditions or interface conditions can be met. How to construct a high-order
one-sidedﬁnite difference, interpolation and extrapolation scheme can also be found in the papers [6,7,14].
In addition, high-order schemes to deal with temporal ideal differential operator such as Runge–Kutta
scheme and other schemes are under research [3]. All this work will lay a sound foundation for the
successful application of high-order FDTD methods. Therefore, their successful application is feasible.
What is more, the high-order schemes in this paper can also be applied in the numerical solution of other
PDEs. Further research will be done in the future.
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