The spectral amplitudes and travel times of seismic body waves are used to determine mantle velocity structures appropriate to distinct structural provinces within the western continental United States. In addition to basic amplitude and time data, travel-time delays and P, velocity data from other studies are used as constraints in the systematic inversion of the data for mantle structure. The regional structures for the upper mantle determined in this manner show collectively rather sharp zones of transition (high velocity gradients) near 150, 400, 650 km and possibly near 1000 km. Comparatively, the regional structures indicate strong lateral variations in the upper mantle structure down to 150 km and possibly as deep as 200 km. The structures appropriate to the Rocky Mountain and Colorado plateau physiographic provinces show low-velocity zones capped by high-velocity lid zones, with variability in both the lid and the low-velocity zone properties from province to province and within these provinces to a much lesser degree. The mantle properties obtained for the Basin and Range contrast sharply with the plateau and mountain structures, with the lid zone being very thin or absent and abnormally low velocities extending from, or very near, the base of a thin crust to 150 km. The velocity determinations are coupled with estimates of the variation of the intrinsic dissipation function (Q) as a function of depth and frequency. These results show a pronounced low-Q zone corresponding to the average low-velocity zone depth range for the velocity models. The data suggest a frequency-dependent Q, with Q increasing with frequency. In total the results of the study strongly suggest phase transitions in the mantle, including a partially melted region corresponding to the low-velocity zone, the latter being highly variable in its properties over the region studied and strongly correlated with tectonic activity.
In the present study we have obtained compressional velocity models appropriate for the tectonic region of the North American continent. We distinguish two basic types of mantle structure for a tectonic region: first, a basin and range or rift zone mantle structure and, second, a plateau-mountain structure. The desirability of further subdivision of these general structural types appears likely as more data become available, and the results of this study suggest that the plateau region we have examined may have an intermediate type of mantle structure that is midway in its properties between the Basin and Range and the mountain structures.
Among the objectives of this effort is the description of the properties of a continental block in sufficient detail to enable us to infer the dynamical processes that are taking place and that have taken place within the mantle underlying shields and stable regions as well as within tectonic regions on the borders of the continents. There are therefore a number of specific questions that concern us here. In particular, how does the upper mantle structure vary from one physiographic province to the next, and how is it correlated with these provinces and their boundaries, as well as with the surface geological and crustal properties? Is there a well-defined low-velocity zone for the compressional-wave velocity ? If so, is the thickness of the crust and variation of velocity within the crust related to the variability of this zone in the upper mantle? If the presence of such a zone implies anomalously high temperatures, should we not expect that this would be reflected in the physical properties of the crust, if not in the surface geology as well? Is the nature of the low compressional-wave velocity zone in the upper mantle (where it occurs) such that it is indicative of partial melting? For, if the rate of change of velocity with depth is large both at the top and at the bottom edges of the zone, a conclusion supporting partial melting is difficult to escape. Further, is there a zone of high attenuation of seismic waves coincident in depth with the zone of low velocity, and are these zones correlated in their lateral variability? Is the low-velocity zone (where it exists) similarly correlated with heat flow, gravity, and other geophysical parameters? If it can be established that such correlations and relationships exist., then it is reasonable to hypothesize that at least certain kinds of tectonic activity are associated with the presence of a partially melted upper mantle. If these regions are also spatially associated with oceanic ridge systems, we will probably be in a position to understand more fully oceanic tectonics, as hypothesized by Vine and Matthews [1963] and discussed by Isacks et al. [1968] , especially with regard to the connection between sea-floor spreading and continental tectonics.
Previous investigations of upper mantle velocity structure using surface wave dispersion (by Anderson and ToksSz [1963] , in particular) have suggested velocity transition zones in the mantle. Studies using P-wave travel times and amplitudes by Archambeau et al. [1966, 1967] , Archambeau [1966] , Lewis and Meyer [1968] , and Green and Hales [1968] , as well as studies of apparent surface velocities of P waves (dT/ d/x), such as those of Niazi and Anderson [1965] , Johnson [1967] , and Kanamori [1967a] , have all arrived at velocity models that have rapid velocity increases in the ranges around 375 to 450 km and again from 650 to 700 km. Anderson [1967a] , Fujisawa [1968] , and Akimoro and Fujisawa [1968] have summarized some of the implications of these rapid velocity variations in terms of composition and solid-solid phase changes at these depths. We have already noted the importance of any rapid velocity variations at the top and bottom of the mantle's low-velocity zone in terms of implications about solid-liquid phase changes. Therefore, in view of the importance of seismic observations in the determination of the state and chemical composition of the earth's mantle, a precise determination of the radial variation of elastic and anelastie properties, where effects due to lateral variations are minimized within a given province, are dearly of critical importance. In particular, we wish to determine the depths and velocity gradients for the rapid transition zones, as well as the over-all increases or decreases in velocity across them. From such measurements a more confident determination of mantle composition will follow. Again it is important to ascertain the variability of these zones from one mantle province to the next, since this bears on the problem of mantle dynamics. That is, lateral differences in the mantle at such great depths can only be transient phenomena, which might either be the effect of dynamical processes taking place within the mantle, or could be thought of as the cause of mass transport within the mantle. Hence, the results of this study bear on mass transport in the mantle as well as on its chemical and physical state.
For the most part, however, we are concerned here with problems that are purely seismological in nature. We demonstrate that the observed travel times, phase velocities (dr/ dA), and the mean trend of the variation of amplitude with both distance and frequency can be explained in terms of physical properties of the mantle. This provides a satisfying verification of the consistency between various methods used to obtain mantle structure and resolves some of the uncertainties as to the origins of the complicated variations of amplitude of both the first and the later arriving body-wave phases.
In addition to the travel-time and amplitude data used to obtain compressional-wave velocity and Q as functions of depth, we have also applied other constraints to the inverse problem in order to reduce the number of possible solutions. In particular, we have made use of P• and P delay data to limit our solutions. Although there is always a range of structures for any given profile that fit the data within its range of certainty, we find that the set of models implying plausible physical conditions in the mantle is quite small.
Because of the difficulties of resolution and lack of uniqueness inherent in seismic methods, we can only regard the seismic models obtained in this study to be approximations for a laterally inhomogeneous earth, to be modified in a manner consistent with additional seismic data and all other pertinent geophysical, geological, and geochemical information. In this regard Archambeau et al. [1968] have discussed the results of the present investigation in the context of a broader integrated geophysical study. They find that the four mantle models obtained here are quantitatively consistent with other geophysical information (such as heat flow and gravity) pertinent to the regions studied.
We have structured our discussion so that methods and procedures are separated from results as much as possible. In the following section we discuss the mantle provinces studied and the problems of distinguishing separate regions. Next we describe our procedures for analysis and inversion. These latter comments are meant to be indicative of the systematic approach to travel-time analysis used. This section can be omitted without loss of continuity by the reader interested only in the results of this study. The next four sections present the data and their interpretation in terms of mantle velocity structure for the four profiles studied. A separate section is devoted to determination of the variation of Q with depth using the frequency dependence of the observed amplitudes. The final section is a summary of results and a discussion of some of their implications. Some comparisons with the data and results of studies similar to this one are included.
MANTLE PROVINCES
The approach we adopt is basically a straightforward iterative process of fitting theoretical travel times and amplitudes of compressional phases to the observed data. We have used compressional phases from the Shoal and Bilby nuclear explosions in Nevada and from the Fallon earthquake, which occurred at the Shoal site, to determine compressional velocity as a We have interpreted the data on each profile independently in an effort to resolve the mantle structure appropriate to particular mantle provinces. We assume as a first approximation that these mantle provinces are in spatial correspondence with the surficiM physiographic provinces. Although such correspondence is not known a priori, of course, it is reasonable to assume that variations in the physiographic and crustal properties are manifestations of variations in upper mantle properties. There is, in fact, considerable evidence that suggests that this is the case, as has been pointed out by numerous authors [e.g., Hales et al., 1968] . A summary of the P, velocities in the major tectonic provinces of the continent, shown in Figure 2 , illustrates the correspondence between patterns of compressional-wave velocity at the top of the mantle and the boundaries of the provinces in Figure 1 sharp breaks as we proceed to greater distances along a given profile, the breaks being due to sampling different structures. These rapid transitions in the travel-time curves would reflect the fairly sharp boundaries of the mantle provinces and the fact that both the travel times and the amplitudes are most affected by the structure in the region at and near the bottom depth (turning point) of the ray path. As a rule of thumb, therefore, we can say that the structure sampled by a given ray is predominantly that between the source and half the distance to the point of observation, since in our particular study the more distant half of the ray path is a shield-type structure in each case. The midpoint distance corresponds roughly to the point on the surface below which the ray bottoms. A more precise description of the regions sampled will evolve in the course of the analysis of the separate profiles. In any case we expect the profile southeast from the ShoalFallon source to provide a good sampling of the Basin and Range upper mantle, the profile southeast from Bilby a sampling of the Colorado plateau and Rocky Mountains, and the Shoal-Fallon and Bilby profiles to the northeast a sampling of the Snake River plainsnorthern Rocky Mountains and the eastern Basin and Range-northern Rocky Mountains provinces, respectively. For all the profiles we expect to see changes in the travel-time curves (time delays or advances) for distances beyond about 2000 km from the source, corresponding to the sampling of a substantially different mantle province at greater distances.
In view of the limited distance range of our stations and the probable transitions in mantle structure along the individual profiles, we can only hope to observe lateral variations in mantle structure above depths from 300 to 400 km at best. At greater depths we are sampling essentially the same province on all profiles and any differences in deep structure obtained would be due to the differences between the mantle near the source and the receiver regions.
METHODS OF ANALYSIS AND INVERSION
The velocity structure for each profile is determined by iterative procedures applied successively to the travel-time (T-A) data and the spectral amplitudes of the first and later arrival compressional phases. Our procedure is to adopt a starting model incorporating both elastic and anelastic parameters (v• and Q• as functions of depth) and to fit the travel-time data as a first step. In this process the amplitude data are initially used in a qualitative way to help fix the positions of cusps in the multibranched travel-time curves as well as the crossover points for the different first-arrival branches. Figure 4 illustrates this stage in our iterative procedures. We also constrain our models to give a P, velocity that is compatible with the appropriate P, velocities obtained from Figure 2 , and the mantle P delays implied by the observations of Cleary and Hales, shown in Figure 3 . We have found that our P, velocity observations are quite consistent with the P, velocities in Figure 2 , and computed delays from mantle models fitting our data easily fall in the range implied by the P delays in Figure 3 . In other words, we have no digculty satisfying these constraints with models generated from our data.
After obtaining a good fit to the travel-time data, we adjust the fine-scale features. of the model, in particular the velocity gradients and the Q variation with depth, to fit the details of the amplitude observations. This final stage of iterations results in only second-order changes in the model. This approach is made possible only through use of a high-speed computer, which allows both trial and error and systematic iteration techniques to be employed.
A systematic procedure for inversion of travel-time and amplitude data for any collection of body-wave phases is described in Appendix 1. This constitutes the logical basis for our iterative procedures. We make use of the fact that small changes, aa.
• (k=1,2,. [1968] in studies similar to the present work. Details of the design of these filters can be found in these references. To some extent the uncertainties associated with phase identification can be reduced by the use of such methods alone; whereas the shear-wave and surface-wave energy generated near the receiver can be severely attenuated (so that only compressional waves in a narrow range of emergence angles are passed by the filter), we must still distinguish between later phases that are the result of multiple reflections in the crust at the source and receiver and later arrivals that are due to multiple paths in the mantle.
Since we have reasor•ably good knowledge of the crustal structure at the Shoal and Bilby explosion sites, it is possible to compute the theoretical times for the multiple reflections at the source and to eliminate them from further consideration. Figure 5 illustrates how this was done for the explosive source seismograms. For these sources the radiation pattern for P waves is nearly independent of emergence angle, and so a theoretical source function modified by the crustal transfer function, which includes reflections at discontinuities, was used to corre- Near caustics it appears that compressionalwave energy is spread out in a long, rather complicated oscillatory wave train, which, because of the interference effects, comes out of the polarization filter used in the form of a series of isolated pulses. At such distances we get a number of spurious arrivals following the real arrival defining the cusp, together with an estimate of the signal spectrum that is too small. This phenomenon can be recognized when all the station arrivals are plotted in the time-distance plane, since it occurs primarily near cusps and the spurious later arrivals are The theoretical amplitudes computed in this study are based on simple ray theory, i.e. geometrical spreading of energy. Naturally, these estimates will be in error for some phases, particularly near caustics. Also, we will not be able to estimate the total frequency dependence for propagational effects even if we account for nonelastic absorption. Nevertheless, ray theory provides • reasonably good estimate of amplitude, except near caustics, and, since we are considering amplitudes only in a very narrow frequency range, the frequency dependence of the elastic wave propagation effects should be about the same for all the spectral amplitudes considered. That is, the frequency dependence associated with possible leaking elastic wave effects should be much less pronounced than the dependence due to the absorption associated with anclastic phenomenon.
Since we consider the P• amplitudes as functions of distance in detail in this study, we need to consider carefully the applicability of ray theory to interpret these amplitudes. The analytical part of the argument can be applied to other branches of the observed travel-time curve in obvious ways.
The profiles of this study all begin in the Basin and Range province and sample the upper mantle within this province or within bordering provinces. Since the temperature gradients in these provinces must be large in both the crust and the upper mantle in view of the high heat flow, we must consider the possibility that the compressional velocity gradient is negative just below the crust-mantle boundary. In addition, the possible existence of partial melting in the upper mantle suggests large negative gradients commencing at shallow depths, perhaps within 10 km of the crustmantle boundary. Under such circumstances we must reconsider the methods to be used to predict the amplitude dependence of the P, arrival. We surmise that, if the velocity does decrease with depth below the Mohorovicic discontinuity, then the amplitude of a critically refracted wave (head wave) will fall off more rapidly with distance than is predicted by the asymptotic head wave theory applied to • simple layered half-space (for the asymptotic theory, see Berry and West [1966] ). In particular, the wave will continuously lose energy into the lower medium as it propagates along the boundary. This results in a frequency-dependent attenuation with distance, with the longerperiod waves decreasing more rapidly with distance than the shorter-period waves. Thus the asymptotic head wave theory for constantvelocity layers is not strictly appropriate, although a formal extension to continuous velocity variations with negative gradients is not difficult so long as the gradients are small.
On the other hand, if we consider an asymptotic wave theory leading to the classical ray theory of geometrical optics [e.g., Karal to obtain a satisfactory explanation of the Perhaps the most interesting region to be refracted waves in this case by using only simple considered in this study is the Basin and Range ray theory. province. It is a region of very high mantle heat flow , low P• velocity, The applicability of ray theory to the prediction of amplitudes throughout the rest of the a relatively thin 25-30 km crust, large postupper mantle is also governed by (6). There-five mantle P-and S-wave delays [Cleary and fore if we apply ray theory to calculate travel Hales, 1966] , and a broad negative Bouguer times and by iterative procedures obtain a gravity anomaly [Woollard, 1966] . The region is also tectonically active, and there is evidence structure, we can use (6) to estimate the error we make in using the ray theory amplitudes that the upper mantle in this region has a calculated from the structure. We see, as ex-high electrical conductivity [Caner et al., 1967] . We also see that ray theory gives a valid Payment must accompany order.
However, such a theory in its present form obviously cannot be used to estimate velocity gradients without modification. It is therefore a less useful approximation than ray theory for estimating gradients of the kind likely to exist in the upper mantle. Because we do not present all the data graphically and because we wish to make it easier for the reader to understand the numerous correlations presented here, we have eooo tabulated all the data and pertinent information of partial melting. We observe that the data on the profile southeast from the Shoal and Fallon sites give the best sampling of the Basin and Range province. We shall show that the best structure obtained from the data is consistent with the previous observations and their implications. Figure 8 shows the travel-time data for this profile; at distances beyond 3000 km we have included stations not actually on the profile line. The data are denoted by special symbols according to the particular branch of the traveltimes curves with which we associate each data point (Appendix 2). The travel-time curve in this figure is computed from the theoretical structure denoted by the solid line in Figure 9 . This structure provides a fit to the travel times for Shoal and Fallon and to the amplitude data for Shoal, besides satisfying the independently observed P• and P delay data. The amplitude data from the Fallon earthquake were not used since neither the spectrum nor the radiation pattern from the source itself was known, and we did not. attempt to determine them in this study.
We observe that the fit to the first arrival branches of the travel-time curve is quite good, and in most cases there are second arrivals that correlate as extensions of the first arrival branches. We also note that the P• velocity of from 7.7 to 7.8 km/sec appropriate to this region (Figure 2) is consistent with the model derived from our data. We find a mantle P delay that is also consistent with the 0.6-to 0.7-second relative delay given by Cleary and Hales (Figure 3).
The P• branch is well observed out to 1500 km as both a first and a second arrival, and it forms a cusp with the P/branch. Near the left cusp of the triplication defined by Pn, P•', and P1, the phases defining P/ are large, often emergent in character and rather extended in time, so that we tend to lose good definition of the first arrival time in these areas and are faced with apparent multiple arrivals due to interference effects such as were discussed in the previous section. This behavior is in general true of any of the cusps that are caustics (for example, the cusp formed by P• and P•'). We have therefore adopted as best-fit models those with travel-time branches passing through the earliest of the arrivals in these regions of the time-distance plane. The lower part of Figure 10 shows the theoretically predicted amplitudes on the various branches, with the observed data shown again for comparison. These theoretical amplitudes are computed from the velocity structure of Figure 9 , which was also used to compute the theoretical travel times in Figure 8 . For the reasons we have already discussed, no attempt was made to fit all the details of the amplitude variation. It is clear, however, that the theoretical curves have a variation with distance which is close to the observed mean curves, and the various branches have predicted amplitudes relative to each other which are in approximate correspondence to the observations. The difference between observed and predicted amplitude variations near cusps is due to the failure of ray theory in these regions. However, a higherorder asymptotic wave theory applied to the structure of Figure 9 should give an amplitude variation similar to that indicated by the observed mean curves. Figure 12 for comparison. When this Q model is used to calculate the variation of amplitude with distance at the other frequencies tabulated (1.0 and 0.75 Itz), if it is assumed that Qp is independent of frequency over this range, we obtain a fit to these data that is comparable to that obtained using the 1.5-Itz data.
In view of the nature of the amplitude data and the quality of the fit achieved, we must regard the velocity gradients in Figure 9 as rough estimates. Since the amplitude-distance data are extremely sensitive to the velocity gradients, however, even an approximate fit provides a structure whose gradients are indicative of those which actually exist in the mantle. Furthermore, the travel-time data alone, especially the character of multiplicities in the curve, also require the presence of large and rapid velocity variations near 150, 375, and 650 km. Figure 12 suggest that Q at high frequencies is greater than that at low frequencies. Any firm conclusion to this effect must, however, be tempered by the fact that the uncertainty in determining the Q variations either by surface-wave or by body-wave methods (particularly the method used here) is quite large. Specifically, the bounds on the two Q structures shown in Figure 12 overlap, and the differences indicated have a low confidence level. Nevertheless, it is clear that the possibility of such a difference is indeed suggested by the data. In a later section we take up the Q structure again, using a different approach, in part to try to determine whether such a frequency dependence really exists.
The curves of Qp versus depth in
The uncertainty to be attached to the 'preferred structure' in Figure 9 is a matter of critical importance, especially with regard to the validity of some of the details of the velocity variation. The extreme variants shown in Figure 9 represent bounds on structures that are compatible with the observed travel-time and amplitude data within the uncertainties noted and with the Pn and P delay constraints. We have limited the possible variations as estimated from the uncertainties in the data to the upper 300 km. We conclude that the variations of structure in the depth range 300-900 km are largely due to averaging over lateral variations and, because of the observational uncertainties, are best judged from the differences between the four structures obtained for the four profiles. If there are real structural differences in the deep upper mantle between our profiles, we believe them to be less than the bounds set by the differences obtained in this study. These differences will be discussed in the final section.
We can infer from the data at least a suggestion that a short interval of high-velocity gradient exists near 1050 km. We cannot estimate any very precise bounds on the nature of this velocity variation, but it does appear likely that there are one or more zones of relatively rapid velocity increase in the region from 950 to 1150 km which are such that the velocities indicated at the two end points are achieved.
The variants indicated in Figure 9 are essentially modifications of the low-velocity region. We constructed these variants by displacing the discontinuities at the top and bottom of the zone in depth as much as possible, which has the effect of reducing or intensifying the lowvelocity zone as much as possible. To a large extent the gradients in the upper 300 km were determined from the amplitude data. As is evident from Figure 9 , the possible variations do not change the over-all character of the velocity variation with depth, but the uncertainty in the appropriate gradients is quite large. This is particularly true within the lowvelocity zone itself.
To summarize, the characteristics of the velocity variation in the Basin and Range province are the same. We note that, although the P, data are rather sparse, they are adequate for our purposes, especially in view of the fact that the theoretical fit to these data is consistent with the P, velocity constraint. The P• and P2 branches are reasonably well defined by the data. Again the cusps formed by P• and P•', P2 and P[ and P8 and Ps' are caustics, and the arrivals show the same scatter in this region as the similar arrivals for the Basin and Range province. We interpret these data in the same way as we did for the previous profile.
The observed travel times and the theoretical fit for this profile are also very similar in form to that obtained for the Basin and Range profile, which reinforces our confidence in the interpretations for both profiles. It is, however, the differences between the data and the velocity structures on the two profiles that, are of greater interest. Figure 14 , and the preferred model (which has the proper average P• velocity and P delay) has been used for the theoretical comparison shown in Figure 13 The uncertainty as to the province or provinces sampled and the extent to which we can associate our models with a particular region can now be considered in more precise terms. 
The velocity distribution obtained for this profile is shown in

MANTLE STRUCTURE SE FRO• BILBY (CoLoRADO PLATEAU--ROCKY MOUNTAINS)
In the previous two sections we have illustrated most of the reasoning and methods used in the interpretation of our data and their inversion. The same reasoning applies to the interpretation of the data for the two Bilby profiles; therefore, we will dispense with any further discussion of these points. We should also point out that at distances where we do not observe phases at times that correspond to a given travel-time branch, we find that either the predicted amplitudes from our model structures are very small, or the predicted arrivals are close in time to later phases having large amplitudes so that they could easily be obscured by the larger arrival. On a given profile both effects occur, and not infrequently both conditions apply at once. This is particularly the case for the phases associated Figure 23 . We obtain a P• velocity of 8.05 km/sec, higher than the 7.9-km/sec average for the profile, but, since most of the data defining P• are beyond 1400 km and so in a region of higher P, velocity than is characteristic of the Basin and Range province, we consider this higher average acceptable and so relax our constraint on the P• velocity somewhat. The P• arrival near 800 km is late relative to an 8.05-km/sec P, velocity, and this could be interpreted to mean that the 7.9-km/ sec velocity applies at shorter distances and that at around 800 km a transition to 8.05-km/sec velocity occurs. This would break the P• curve into two parts, with the nearer part passing through the first two observations and the more distant part defined by the observations beyond 1200 km. We do not have enough data to conclude that such an interpretation applies; instead we must merely allow the bulk of what data we have to fix the P, curve.
Since most of these data are at greater distanees, we get a P, velocity appropriate to the northern Rockies. Similar arguments of course can be applied to the other branches of this and the previous travel-time curves.
The amplitude information for this profile is shown in Figure 24 . The mean variations in amplitude along this profile are very similar to those observed on the other profiles, and the same is true of the general features of the travel-time data. This consistency of form in the variation from one profile to the next for both the amplitude and the travel times implies that the upper mantle is similar in its essential features in all these provinces. By considering the profiles separately instead of combining all the data together, however, we can bring out systematic differences in the observations appropriate to the different regions and consequently observe the differences in the upper mantle. The significance of the fact that all the data taken together show an over-all tude variations along all the profiles studied. Figure 26 shows the cusp lines for Bilby and the regions sampled by the Bilby profiles. We conclude that the Bilby southeast data are representative of the Colorado plateau, i.e., that CIT 110P is predominantly a plateau mantle model, whereas CIT 109P represents the northern Rockies, since the first stations recording P, arrivals are so far from the source. As with the Shoal profiles, however, there is probably some contamination from the crust and mantle provinces on either side of these specific regions, and so the structures obtained are averages.
Although we have tried to minimize the effects of lateral variations along the individual profiles themselves by taking into account the obvious transition zones and weighting the data accordingly, it is unavoidable that (as in all seismic methods) a lack of precise definition of the regions sampled will result. In comparison to other seismic methods, however, the approach used here appears to have higher resolution; in fact, only the body-wave phase velocity method appears comparable in structural resolution power.
ANELASTIC PROPERTIES OF CRUST AND Lm
REa•O• oF UttER MANTLE
Using the travel times and amplitudes together, we have determined velocity models and a rough Q model. In the spirit of our iteration procedure, We can now use the velocity models obtained to improve on the Q model, or even in principle to obtain a Q model appropriate to each of the velocity models. The error introduced in the new Q models due to errors in the velocity models used will be of second order, and so iteration will work.
The basis of the method used to determine Q involves measuring the rates at which different frequency components fall off with distance. If we know the structure, we can calculate the amplitude decay due to propagation in an elastic medium and divide it out. The remaining amplitude decay should depend only on the absorption along the wave path. The source radiation pattern properties also affect the behavior of amplitude with distance, but for compressional phases from explosions the radiation pattern effect should be very small.
There are two major difficulties in applying what is in principle a straightforward procedure: First, we do not have a detailed knowledge of the crustal structure all along the profile, and so we cannot account for the way variations in the crustal transfer function and local scattering from inhomogeneities affect the observed amplitude-distance relations. Second, our prediction of amplitude variations due to radial and lateral velocity variations is based on asymptotic theories, which are only rough approximations, especially with respect to the frequency dependence of the amplitudes. Since we are looking for what amounts to a secondorder effect, these problems limit the resolution of the method quite severely.
We use either a simple ray theory or a classical head wave theory to calculate the amplitude variations due to velocity structure and average out the crustal effects by using only the mean trend of the observed ampli- 
to first order. We assume that the observed amplitude spectra have been corrected for instrument response. Quite clearly the geometrical spreading factor cancels so long as this approximation is valid.
In this regard, however, we note that (8) has this form for classical head waves also. That is, the amplitude can be separated into the product of a function that depends on frequency alone and a function that depends only on distance and the critical angle. For such waves the source factor S(to) actually would incorporate both the source spectrum and the frequency dependence of the amplitude which is due to refraction. In the following discussion we will refer to S(to) as a source function, but it should be understood that it can be regarded in this wider sense. That (8) retains this form for simple head waves is important in this discussion, since we will apply the results to P,. In general, the frequency and spatial dependence of the amplitudes of body phases cannot be separated from each other, and it is only when both the ray theory and the classical head wave approximations are applicable that this discussion applies.
Suppose there is available a station at an epicentral distance 3 that is small in the sense that K( The approach outlined can be applied to any of the branches of the travel time curve•, As a specific example, we consider the P, amplitudes. Figure 27 shows the amplitude spectra for P, at two stations for Shoal. We use the nearer of these to determine the source correction along the lines previously discussed. The fact that the shape of the two spectrums shown in Figure 27 is nearly the same implies that lateral changes in the velocity structure are small in this distance range. We will therefore assume that the nearer station represents the source and the spectral ratios with respect to this station will be used to scale the amplitude ratios at more distant stations, according to equation (10).
The actual change in the spectrum with distance illustrated in Figure 27 is precisely what we expect from wave propagation in a medium of rather high Q without appreciable lateral variations and confirms our major assumptions.
Thus computing the normalized spectral ratios is not the only one: we could also interpret this as an indication that the attenuation is partly due to the leakage of energy into the lowvelocity zone. This effect would be greater for the longer-wavelength (lower frequency) waves, in agreement with the lower Q found at lower frequencies. However, we obtained the Q structure shown in Figure 12 by methods that are not affected by such leakage. The Q structure derived shows larger Q at the short-period body-wave frequencies relative to the Q structure determined from long-period surface waves. Thus both our results are consistent and the only explanation applicable to both and in agreement with all observations is that the intrinsic Q increases with frequency. Kanamori [1967b] also obtained evidence suggesting frequency-dependent dissipation in the earth. As we have already remarked, this appears to us to be only a very good possibility rather than a demonstrated fact, and more data and a more precise interpretational method will be required before we can draw definite conclusions. Needless to say, a determination of the frequency dependence of the intrinsic dissipation is very important if we hope to use this parameter to estimate material properties and the temperature distribution in the earth.
SUMMARY AND DISCUSSION OF i•ESULTS
We have shown that modern computer-based techniques of processing and analyzing seismic data can be used systematically to isolate and identify mantle body phases in a manner that greatly increases the reliability of the traveltime and amplitude information contained in these phases. Our techniques allow us to obtain reliable data for later arrivals, and we have been able to define the complete travel-time and amplitude-distance curves, rather than just first arrival branches. We therefore have been able to obtain a large amount of information from a relatively small number of observations along a single profile, or linear array. Since we use amplitude data as well as travel-time data, together with constraints supplied by independent observations of travel-time delays and P• velocities, we conclude that this body of basic data is quite su•cient to define physically meaningful velocity structures. We can associate the structures obtained with particular physiographic or geographic regions in a reasonably precise fashion when we consider in detail the spatial sampling characteristics of the various phases used in the inversion. We therefore have been able to obtain regional mantle structures that are correlated with geologic and tectonic characteristics of the appropriate regions. In addition, since we minimize the effects of lateral variations along a given profile by weighting the data according to information supplied by spatial variations of the travel-time delays, P• velocity variations, and variations in physiography and geology, we obtain velocity-depth variations that are less influenced by lateral variations than is norreally the case.
The validity of the structures obtained can be checked in a number of ways. In this study we have pointed out the strong correlations in the amplitude-distance and time-distance curves between profiles. This adds weight to the conjecture that there exist general features common to all structures obtained, in particular the presence and properties of the zones of large velocity gradient at 150-, 400-, and 650-km depths. This correlation is also shown by the radiation patterns obtained for the two explosive sources, from which we deduce that the spatial amplitude variation at various frequencies is that proper to an explosive source when the data are interpreted in terms of the multibranched amplitude-distance and time-distance curves associated with each of the structures.
The structures, of course, individually give the relative P delays proper to the regions with which they are associated, as well as the appropriate P• velocities, so that their differences as well as their common features are consistent with independent data. Finally, we note that the fitted structures can be used to compute d T/dA, and these predictions can then be compared with existing bodywave apparent velocity data. Johnson [1967] gives such data for the western United States, with the region predominantly sampled including the regions studied here. Figure 32 shows Johnson's data along with the theoretical dT/dA generated from the two most different structures obtained in the present study. We observe that the agreement is remarkably good, and that the data are bounded by the theoretical predictions from those two structures. This implies that the scatter in the data could be associated with lateral variations; that is, the scatter could be due to sampling from several mantle provinces. Thus, Johnson's data contain a suggestion of differences in structure similar to those obtained more precisely in the present study. We also note that the scatter diminishes for branches associated with the deeper part of the upper mantle in a manner similar to that predicted by these two mantle structures. The data are also in agreement with the over-all features common to both models, in particular the transition regions at 150, 400, and 650 km. provinces, as our results suggest, then differences between the predicted P, velocity and a straight line passing through these data are not significant. The greatest discrepancy between the computed and observed dT/dA values in all cases occurs near the cusp formed by the P•-P•' branches. This may be due to the fact that the wave form is complicated near the cusp, so that both the dT/dA data and the predictions from the structures we have obtained are more uncertain in these regions. We also observe from our results that the amplitudes along the P• and P[ branches reach maxima at distances beyond the cusp distance, and it is likely that the distribution of Johnson's data reflects this fact as well. The essential results of this study are the mantle models given in Table 1 and shown in Figure 34 . The B zones designated in the figure comprise the depth range within which we are sure that lateral variations in upper mantle properties occur. The C zones. appear to be essentially the same for all the models, so that there is probably little lateral variation in this depth range. The C region is a transitional zone for the physical properties of the mantle material and is characterized by two narrow regions of high velocity gradient. Properties of the D zone are less well determined in the present study, but we believe that the D' region of uniform velocity gradient is reliably determined from the combined data from all our profiles. The D '• and D •' regions may be the onset of another transition region in the manfie, but the nature of the transition is certainly not well determined by our data. We conclude, however, that a single change or perhaps several small but rapid changes in velocity gradient do occur in the range from 1000 to 1200 km.
Strong evidence for the existence of the transition zone C •'• has recently been presented by means of seismic data that are completely independent of the material used in the present study. In an earlier study of core phases, Engdahl noticed that in a narrow range of distance on the large-amplitude side of its major caustic, the phase PKPPKP was preceded 2• minutes before the main arrival by a precursor. Subsequent study by Engdahl and Flinn [1969] showed that this phase is actually a reflection from a depth of about 650 km, which corresponds to the top edge of the C •" zone of our models (Figure 34 The existence of a laterally variable zone of low compressional velocity in the upper mantle is a major result of the present study, which has important implications. In particular, the rapid velocity change at both the top and the bottom of the zone, as well as the decrease to low velocity values in between, suggest partial melting of the mantle material in this depth region. Anderson and Sammis [1968] have developed this argument in greater detail. We conclude that, although our results strongly imply this interpretation, a conclusive argument depends quite critically on the certainty to be attached to the observed velocity gradients in this region. Although we have made an effort to determine the velocity gradients as accurately as possible for these models by using our amplitude data, we see from the possible variants given for each model that the velocity gradients in this zone nevertheless have a high uncertainty attached to them. The situa- We are concerned with a particular example of nonlinear multivariate analysis. In the usual way [Anderson, 1958] , the observations are taken to be the sum of, first, a known nonlinear function of known independent variables and of unknown parameters to be estimated and, second, a random error of known or assumed probability distribution. 
