We investigate the well-posedness of following distribution dependent SDE
Introduction and main results
Let b : [0, 1] × R d × P(R d ) → R d , σ : [0, 1] × R d × P(R d ) → R d ⊗ R n and W be a n-dimensional Brownian motion. Consider the following distribution depend stochastic differential equation:
where [X t ] is the law of X t . It is well know that (1.1) is closely related to the following nonlinear Fokker-Planck equation:
x, µ t )µ t ) = 0, µ 0 = [ξ], (1.2) where a ij := 1 2 n k=1 σ ik σ jk . Equation (1.1) is naturally appears in the studies of interacting particle systems and mean field games(see [20, 21, 26, 6, 7] and reference therein). So far, there are tons of literatures investigate the well-posedness of this type of nonlinear diffusion processes. Classical existence and uniqueness results usually rely on the Cauchy-Lipschitz theory which require the coefficients σ, b are Lipschitz in (x, m) ∈ R d × P p (R d ) equipped with the product topology, the metric on P p (R d ) being the Wasserstein distance of order p. Funaki [13] showed the existence of martingale solutions for (1.1) under some Lyapunov's type conditions and also the uniqueness under global Lipschitz assumptions. By Girsanov's transformation and Schauder's fixed point theorem, Li and Min [18] obtained the existence of weak solutions when b is bounded and uniformly continuous in m w.r.t the Wasserstein distance and σ is nondegenerate depending only on t and x. Simultaneously, uniqueness was also proved in their work when b is Lipschitz w.r.t the third variable. Their approach later was applied to more general situation in [4] . Recently, under some one-side Lipschitz assumptions, Wang [29] showed the strong well-posedness of (1.1) and also some functional inequalities for the solutions. Recently, in [14] , Huang and Wang proved the weak existence by using approximation argument under the assumptions that b, σ are continous in m and b satisfies some integrability conditions. Strong uniqueness was also obtained by adding some standard conditions. We should importantly point out that all the above results require the coefficients are at least uniformly continuous in m w.r.t the Wasserstein metric.
One of the most well known examples of (1. where Σ :
Borel measurable functions. Note that when Σ, B is bounded, the drift b(t, x, m), seen as a function of the third variable, is not continuous in P p (R d ), but is Lipschitz w.r.t the total variation distance. Shiga and Tanaka [25] proved the strong well-posedness for the above Mckean Vlasov equation when σ = I. Similar result was extended by Jourdain in [15] for general bounded drift b satisfying a Lipschitz assumption in m w.r.t the total variation metric. When the diffusion matrix is uniformly nondegenerate and Σ, B are at most linear growth, Mishura and Veretennikov [22] showed the existence of weak solutions. The strong uniqueness is also proved under the assumptions that σ only depends on t, x and is Lipschitz continuous in x, and b is Lipschitz continuous in m w.r.t the total variation distance. These results were extended by Lacker in [17] and later by Röckner and Zhang [23] to equation with possibly singular drift in localized L q t L p x space. We should emphasize that even for the weak existence the the Lipschitz type assumption on the drift coefficient w.r.t the total variation distance play a crucial role. And the non-degeneracy and independence of m about the diffusion coefficient are needed to apply the Grisanov transformation to prove the weak uniqueness. In [9] and [10] , based on a parametrix expansion of the transition density of the McKean-Vlasov process, de Ranal and Frikha considered the case when σ depends on m and m → σ(t, x, m) is Lipschitz continuous in m w.r.t the distance
We also need to mention some work about the nonlinear Fokker-Planck equation. By a purely analytic argument, in [19] , Manita, Romanov and Shaposhnikov showed the existence and uniqueness of solutions to the nonlinear FPE (1.2) under some Lyaponov's type assumptions(see also [5] ). In [1, 3] , Barbu and Röckner consider the nonlinear FPE whose coefficients dependence on m is of Nemytskii type. By using Crandall-Liggett's theorem, the proved the existence of nonlinear FPE and the weak existence of solutions to (1.1) is a consequence of the superposition principle(see [27] or [11] ). And uniqueness was also discussed by the same authors in [2] .
In this work, we first are interested in extending Röckner and Zhang's unique result [23] to the case when σ is distribution dependent and b is not limited to having the special form (1.3) . Secondly, we attempt to give a more general existence result(Theorem 3.6 below), which avoid assuming m → b(t, x, m) is Lipschitz w.r.t total variation metic or uniform continuous w.r.t Wasserstein distance. We choose a weighted total variation metric which is strictly strong than the above two distances(see Remark 3.1 below). This choice is motivated by the fact that the drift term of classic Mckean Vlasov equations is Lipschitz continuous in m w.r.t the weighted total variation distance when the growth of B can be controlled by the weight. Moreover, when the noises are nondegenerate, the solutions have densities w.r.t Lebesgue measure, so it is quite natural to consider weighted L 1 spaces. Our approach of proving the weak existence is inspired by [18, 23, 34] and based on studying some fine estimates about transition probability densities of the solutions to linear SDEs. Using these estimates and by carefully choosing a suitable topological vector space, we apply the well known Schauder's fixed point theorem to obtain the desired existence result. For the weak uniqueness, we first give a counter example(Example 1) to show that the desired uniqueness result might fail even if the linear functional derivative(cf. [6, section 2.2]) of the diffusion coefficient a is uniformly bounded(which implies the Lipschitz continuity of a in m w.r.t the total variation distance). So like in [10] , we need some Hölder regularity assumptions on the linear function derivate(see Theorem 3.8) . We prove the weak uniqueness by comparing the difference of two solutions' transition probability densities. In order to stress the novelties of this work we give here a corollary of our main theorems(Theorem 3.6 and Theorem 3.8). The readers can find brief explanations for this in Remark 3.10. Proposition 1.1.
(1) Let α ∈ (0, 1). Assume a is uniformly elliptic, x → σ(t, x, m) is α-Hölder continuous uniformly in (t, m) and m → σ(t, x, m) is uniformly continuous w.r.t the total variation distance uniformly in (t, x); b is uniformly bounded and for each (t, x) ∈ [0, 1] × R d , the map b(t, x, ·) : P(R d ) → R d is continuous w.r.t the total variation distance. Then, (1.1) has at least one weak solution for each ξ.
(2) Let κ ∈ [1, 2), α ∈ (0, 1). Assume
x, y) is α-Hölder continuous uniformly in t and a = 1 2 σσ t is uniformly elliptic. Then, equation (1.1) admits a unique weak solution for any ξ satisfying
This paper is organized as follows: In Section 2, we prepare some results about the Kato function and also some regularity properties and stability of heat kernels associated with second order elliptic operators with drifts in Kato classes. These estimates will play crucial roles in our proof for well-posedness. In section 3, we first present some nice properties about solution maps of linear SDEs with singular drifts and then use them to prove our main results. In Section 4, we give all the proof of the results presented in Section 2.
We closed this section by collecting some frequently used notations for later use.
• The letter C denotes a constant, whose value may change in different places.
• We use A B and A ≍ B to denote A CB and C −1 B A CB for some unimportant constant C > 0, respectively.
• Suppose x is a vector in Euclidean space and A is a matrix, we denote
• Give Λ > 1, S Λ is the collection of d × d symmetric matrices whose eigenvalue are between Λ −1 and Λ. For any α(0, 1), N > 0 define
and when T = 1, f L p q (1) is denoted by f L p q for simple. • For β ∈ [0, 2), we introduce the index set I β as following:
is a is a smooth, radial and increasing function. • Define V ρ = C((0, 1]; M ρ (R d )) and for any µ, µ ′ ∈ V ρ ,
• The collection of probability measures on R d is denoted by
• The Wasserstein distance W p for p 1 is defined by
where Γ(m, m ′ ) denotes the collection of all measures on R d × R d with marginals m and m ′ on the first and second factors respectively.
Preliminary
In this section, we present some results for later use. Since the proof of these conclusions is relatively lengthy, they are included in the appendix.
2.1. Generalized Kato's class. We first introduce some generalized Kato's function spaces, which were introduced in [8] and [33] . Let I be an interval of R, f : I × R d → R be a measurable function. Here and below, we always extend f to R d+1 by letting f (t, x) = 0 if t / ∈ I.
For any β 0, λ > 0, define
The generalized Kato's class is defined by
and ̺ λ,0 is denoted by ̺ λ for simplicity.
We present some facts for later use. 
and ω be an increasing function from
Then the operator ∂ s + L admits a unique fundamental solution p(s, x; t, y) and there is a constant λ ∈ (0, 1) only depends on d, α, Λ, N 1 , K 1 |b| such that (1) (Two-sided estimate) for any 0 s < t 1 and x, y ∈ R d ,
(2.4)
(2) (Hölder estimate in t and y) if one further assume b ∈ K 1+γ , then for any 0 s < t 1 t 2 1 and x, y, y 1 ,
Then there is a constant C depending on d, α, η, Λ, N 1 , ω such that for all 0 s < t 1 and
In this paper, we use a notions of derivatives, which was widely used in linearization procedures. We say f has a linear functional derivative if there exists a function δf δm :
Note that δf δm is defined up to an additive constant. We adopt the normalization conventioń
Distribution dependent SDEs and Nonlinear FPEs
Recall that ρ :
is a smooth, radial and increasing function. We further assume that for each λ > 0,
Two typical examples of functions satisfying (3.1) and (3.2) are ρ(x) = exp( 1 + |x| 2 ) and ρ(x) = 1 + |x| p (p 0).
In the rest of this section, we first prove some regularity and stability properties about solution maps of linear SDEs with singular drifts. After that, we use them to obtain our main results.
are two Borel measurable maps. Consider the following SDEs:
Here we should emphasize that ψ(θ) is a map from the half-open interval (0, 1] to P(R d )). Below we present some nice properties of the map ψ, which are crucial in our proof for the weak existence of (1.1).
we have the following conclusions:
In order to prove the above result we need some auxiliary lemmas.
has a unique weak solution X x s,t . Moreover,
(1) The law of X x s,t admits a density p(s, x; t, y) and there is a constant λ ∈ (0, 1) depending only on d, α, p, q, Λ, N i such that (i) (Two-sided estimate): for all 0 s < t 1 and x, y ∈ R d ,
and
where C only depends on d, α, p, q, Λ, N i and γ.
Assume that for each n ∈ N, a n :
where p n is the heat kernel associated to ∂ s + L n := ∂ s + a n ij ∂ ij + b n i ∂ i . Proof. The weak well-posedness of (3.3) can be find in [30] . For any γ ′ ∈ (0, γ 0 ), by our assumption on b and Proposition 2.1(ii), we have b ∈ K 1+γ ′ . Thanks to Lemma 2.2, we get (3.5), (3.6) and (3.7). For (3.8) , by our assumptions
By (2.2), we have 
Now we are on the position to sprove Proposition 3.2.
(3.9) also implies the equicontinuous of K| t 0 .
(ii): By the definition of (V ρ , d ρ ) and the standard diagonal argument, we only need to show that K| t 0 is relatively compact in C([t 0 , 1]; M ρ (R d )), which equivalent with norm µ| t 0 = sup t∈[t 0 ,1] µ t ρ . By Arzela-Ascoli Theorem and (3.9), we only need to prove that for each fixed t ∈ (0, 1], {ψ(θ) t : θ ∈ Θ} is a relatively compact set in (M ρ (R d ); · ρ ). According to Lemma 3.3 and Markov property, for each θ ∈ Θ and t ∈ (0, 1], ψ(θ) t admits a density p θ t (y) w.r.t Lebesgue measure and
So for each fixed t ∈ (0, 1], the relatively compactness of {ψ(θ) t : θ ∈ Θ} in (M ρ (R d ); · ρ ) is equivalent to the relatively compactness of {ρp θ t : θ ∈ Θ} in L 1 (R d ). By (3.5),(3.1) and Lebesgue's dominated convergence theorem,
On the other hand, by (3.7), (3.1) and Lebesgue's dominated convergence theorem, there is a constant γ ∈ (0, α
Thanks to Fréchet-Kolmogorov's theorem, we get the desired result.
(iii): For any d(θ n , θ) → 0 (n → ∞), by our assumption,
. Denote the transition densities of X x s,t (θ n ) and X x s,t (θ) by p n (s, x; t, y) and p(s, x; t, y), respectively. Then, for each t ∈ (0, 1]
which implies ψ is continuous from (Θ, d) to (K, d ρ ).
We recall the notions of weak solutions for (1.1). 1] , P) be a filtered probability space satisfying common conditions, (X, W ) is a pair of adapted processes on it. We call
and W is a n-dimensional Brownian motion. (ii) For any t ∈ [0, 1], it holds that
Now we are on the point to state and prove our first main result. Let σ :
for any µ ∈ S ρ and µ n ∈ S ρ with d ρ (µ n , µ) → 0 (n → ∞). Then for any ξ with [ξ] ∈ P ρ (R d ), equation (1.1) has at least one weak solution.
In order to prove Theorem 3.6, we need Proof of Theorem 3.6. Let (Θ, d) = (S ρ , d ρ ) and ψ be the map defined before. By our assumptions and Proposition 3.2, K := ψ(S ρ ) ⊆ S ρ is relatively compact in S ρ and ψ is continuous from S ρ to K. By [24, Theorem 1.37 and Remark 1.38], (V ρ , d ρ ) is a locally convex topological vector space and obviously, S ρ is a closed convex subset of V ρ . Thanks to Schauder-Tychonoff fixed point theorem, ψ has a fixed point µ = ψ(µ) ∈ K. We get our desire result, due to Lemma 3.3.
Before giving our main result about the uniqueness, we give an example to show that the weak uniqueness may fail even if the linear functional derivative of diffusion coefficient a is uniformly bounded. 
and (λ 1 , λ 2 ) be the solution to the following linear system of equations
i.e.
and b(t, x, m) ≡ 0. By our definition, 0 < λ 1 σ(t, m) λ 2 < ∞, the map m → σ(t, m) is uniformly Lipschitz w.r.t the total variation distance and δσ δm (t, m)(y) = Σ(t, y) is uniformly bounded. However,
imply the nonlinear SDE (1.1)(x = 0) has at least two strong solutions: X 1 t = W t and X 2 t = 2W t . Now we are on the position to state 
Then for any ξ with [ξ] ∈ P ρ (R d ), (1.1) admits a unique weak solution.
Proof. Notice that (A 3 ) and (A 4 ) imply (A 1 ) and (A 2 ), respectively, by Theorem 3.6, we only need to prove uniqueness. Assume X and X are two weak solutions to (1.1). Let By Duhamel's formula, we have
By the definition of q, 
Like the proof for (4.9) in the appendix, by the above estimate, we obtain that for any t ∈ [s, 1 ∧ (s + T )].
|J 0 |(s, x; t, y) = |p 0 − p 0 |(s, x; t, y)
Similarly, for any k = 0, 1, 2, we have
Thus, for any t ∈ [s, 1 ∧ (s + T )],
For any τ ∈ [s, 1],
Recall that for each t ∈ [s, 1 ∧ (s + T )] and x, y ∈ R d , q(s, x; t, y) ε(T )̺ λ (t − s, x − y). By the above estimate, we get
By (2.2), the last term of above inequalities is controlled by
where we use the following fact in the last inequality, Thus, for each t ∈ [s, 1 ∧ (s + T )]
Thus,
Combining (3.12)-(3.16), we obtian
where C is a constant only depends on d, p, q, α, β, Λ, N i , c. This implies that there exist T > 0, which is independent with s such that ε(T ) ≡ 0. Thus,
The following corollary about the Nonlinear FPE (1.2) is a consequence of above theorem, [ (1) Assume a, b satisfy (A 1 ) and (A 2 ), then for any ν ∈ P ρ , (1.2) has at least one solution µ : [0, 1] → P(R d ), which is narrow continuous and satisfies the following Krylov's type estimate, At last, let us give some comments on our assumptions (A 1 )-(A 4 ) and the strong wellposedness of (1.1). 
Appendix
Proof of Proposition 2.1.
On the other hand, if |x| > √ t, then
(ii) For any k 1, there is an integer N k ≍ k d−1 and a sequence of unit ball
. For any T ∈ (0, 1) and f ∈ L p q with (p, q) ∈ I β , by Hölder's inequality and the fact (β + d/p)q/(2q − 2) < 1, we havê
The proof for (2.3) was essentially given in Lemma 3.1 of [31] . We present its proof below for the reader's convenience. For simplicity, we assume s = 0. Let
For I 1 , we write
When |z − y| > |x − y|/ √ 2 and τ ∈ [0, ϑt], we have
this yields
When |z − y| |x − y|/ √ 2 and τ ∈ [0, ϑt], we have
x − y). For I 2 , by the elementary inequality,
and the fact τ ϑt, we have
Hence,
In order to prove Lemma 2.2, we need an elementary estimate about the difference of determinant of two positive defined matrices. 
Proof. We only prove (4.1) here, since the proof for (4.2) is similar. We can assume δ := |A a − A a | a 100dΛ , otherwise (4.1) is obviously true. Suppose QA a Q t = D, where and Q is an orthogonal matrix and D = diag(aλ 1 , · · · , aλ d ) with
Since δdΛ/a 1/100, we get Π d k=1 (1 + δdΛ/a) d − 1 C(d, Λ)δ/a. Submit this to the above estimate, we obtain (4.1).
Proof of Lemma 2.2. We only present the proof of (2.5) and(2.7) below, since (2.4) is proved in [8] and the proof for (2.6) is similar with (2.5).
We first point out that it is enough to prove the result when 0 t − s T is small. This is because we can use the reproducing property of the fundamental solution to cover the case when 0 s < t 1.
(i) Define It is well know that(cf. [12] or [8] ),
where
By basic calculations, there is a constant λ > 0 only depending on Λ such that for any k ∈ {0, 1, 2}
where C > 0 and T ∈ (0, 1] are constants will be determined later. We use induction to prove that for all n ∈ N, 0 s < t s + T and x, y ∈ R d , |p n |(s, x; t, y)(s, x; t, y)| λ n ̺ λ (t − s; x − y), The above estimate and our assumption on p n yield |p n+1 |(s, x; t, y) =|p n ⊗ (L − L 0 )p 0 |(s, x; t, y)
i.e. there is a constant C only depends on d, α, Λ, N 1 such that
thus (4.5) holds for all n ∈ N.
(ii). Now we prove (2.5). It is easy to see that one only need to consider the case 0 s < t 1 < t 2 1 ∧ (2t 1 − s). Notice that t 2 − s 2(t 1 − s), by (4.2), we have
Similarly, for all 0 s < t 1 t 2 1 and k = 0, 1, 2, we have
(4.7)
Next we prove that for any n ∈ N, 0 s < t 1 < t 2 T and x, y ∈ R d , 
|p n (s, x; τ, z)| · |b i (τ, z)| · |∂ x i p 0 (τ, z; t 2 , y)|dzdτ =:
By (4.5) and (4.7) and , we have
Similarly,
Thus, |p(s, x; t 1 , y) − p(s, x; t 2 , y)| ∞ n=0 |p n (s, x; t 1 , y) − p n (s, x; t 2 , y)|
By choosing T sufficiently small so that ∞ n=0 λ n < ∞, we obtain (2.5). (iii). Now we prove (2.7). Let δ(t) = a(t, ·) − a(t, ·) L ∞ . By definition |p 0 (s, x; t, y) − p 0 (s, x; t, y)| where C > 0 and T ∈ (0, 1] are constants will be determined later. We use induction to prove that for all n ∈ N, 0 s < t 1 and x, y ∈ R d , |p n − p n |(s, x; t, y) κ n ε 1−η 0 ̺ λ,−2/r (t − s; x − y). For J 1 , by (4.6) and the fact that α 2 − 1 r > 0, we have 
where we use the fact r(αη−2) 2(r+η−1) > −1. Combining the above estimates, we obtain that there is a constant C depends only on d, α, r, η, Λ, N 1 such that |p n+1 − p n+1 | κ n ε 1−η 0 C T 
