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Abstract
Parkinson’s disease (PD) is the second most common neurodegenerative disease. Statistics show that nearly 90% of people impaired with PD develop voice and speech disorders.
Speech production impairments in PD subjects typically result in hypophonia and consequently, poor speech signal-to-noise ratio (SNR) in noisy environments and inferior speech
intelligibility and quality. Assessment, monitoring, and improvement of the perceived quality
and intelligibility of Parkinsonian voice and speech are, therefore, paramount.
In the first study of this thesis, the perceived quality of sustained vowels produced by PD
patients was assessed through objective predictors. Subjective quality ratings of sustained
vowels were collected from 51 PD patients, on and off the Levodopa medication, and 7
control subjects. Features extracted from the sustained vowel recordings were combined
using linear regression (LR) and support vector regression (SVR). An objective metric that
combined linear prediction and harmonicity features resulted in a high correlation of 0.81
with subjective ratings, higher than the performance reported in the literature.
The second study focused on the prediction of amplified Parkinsonian speech quality.
Speech amplifiers are used by PD patients to counteract hyperphonia. To benchmark the
amplifier performance, subjective ratings of the quality of speech samples from 11 PD patients and 10 control subjects using 7 different speech amplifiers in different background noise
conditions were collected. Objective quality predictors were then developed in combination
with machine learning algorithms such as deep learning (DL). It was shown that the speech
amplifiers differentially affect Parkinsonian speech quality and that the composite objective
metric resulted in a correlation of 0.85 with subjective speech quality ratings.
In the third study, a new signal-to-noise feedback (SNF) device was designed and developed to help PD patients control their speech SNR, intelligibility, and quality. The proposed
SNF device contained dual ear-level microphones for estimating the speech SNR, a throat
accelerometer for reliable voice activity detection, and visual/auditory alarms when the produced speech was below a certain threshold. Performance evaluation of this device in noisy
environments demonstrated significant improvements in speech SNR, perceived intelligibility,
and predicted quality, especially in high background noise levels.
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Lay Summary
Nearly 90% of people impaired with Parkinson’s disease (PD) develop voice and speech disorders during the course of their disease. Parkinsonian speech is typically accompanied with
deterioration in loudness, intelligibility (i.e. how many words of the sentence can the listener
understand?), and quality (a multi-dimensional perceptual phenomenon that encompasses
attributes such as clarity, pleasantness, and naturalness). Therefore, there is a clinical need
to assess the speech quality for people impaired with PD. Traditionally, voice and speech
quality are evaluated by a panel of listeners (subjective assessment). While this may be the
gold standard, objective estimation of speech quality through computational models is more
robust and time and cost-efficient approach. This thesis focuses on the development and
evaluation of such objective Parkinsonian speech and voice quality estimators.
In this study’s first contribution, multiple objective metrics are developed to assess the
quality of the Parkinsonian sustained vowels. First, acoustic features of the vowels’ records
are extracted to estimate the quality. There is a need to machine learning algorithms to map
the acoustic characteristics to the behavioral assessment of speech quality. Investigations in
this study led to an automatic quality estimator that predicts the Parkinsonian voice quality
with a correlation value (a mathematical measure of similarity) of 0.81 with the subjective
scores.
In the second contribution of this study, another set of objective metrics are developed
to assess the quality of Parkinsonian running speech. This research study also benchmarked
the effect of speech amplifiers on Parkinsonian speech quality. Different acoustic features and
various and more sophisticated machine learning algorithms like deep learning are used to
extract these objective metrics. The correlation value between the subjective and objective
estimations of the Parkinsonian speech quality reached 0.85.
In the third contribution of this study, a new device is developed and presented to help
people impaired with PD to enhance and improve their speech quality and intelligibility.
This device is designed to be portable, cost-effective, and easy to build. The performance of
the device has been tested in noisy environments. The results showed enhancements of the
intelligibility and quality of subjects’ speech with the help of the device.
iv

Epigraph

“I often say now
I don’t have any choice
whether or not I have
Parkinson’s, but surrounding
that non-choice is a million
other choices
that I can make.”
- Michael J. Fox, a celebrity and
a Parkinson’s disease survivor
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Chapter 1
Introduction
1.1

Parkinson’s disease (PD)

Parkinson disease (PD) and its symptoms were first described in a medical context in 1817
by James Parkinson, a general practitioner in London, UK [1]. In his paper named “An Essay
on the Shaking Palsey”, he described the disease as an involuntary tremulous motion, with
lessened muscular power, in parts not in action and even when supported; with a propensity
to bend the trunk forwards, and to pass from a walking to a running pace with the senses
and intellects being uninjured [2]. James Parkinson called the disease that was causing these
symptoms as paralysis agitans [2]. In 1877, Jean-Martin Charcot, who is also known as the
father of neurology, had a significant impact on the study of PD. He identified the main
features of PD and was the first one to give the disease its name after its first discoverer
James Parkinson [1, 3].
Today, PD is the second most common neurodegenerative disease (the first being Alzheimer’s
disease). Much research has been conducted to find out the causes of PD and develop methods and medications for the treatment. However, PD’s root causes are still unknown, and a
final cure has not been reached yet. Today, the increase in the average age of the worldwide
population led to the growth of the incidence, prevalence, and mortality rates of PD [4]. The
annual incidence rate or the number of new cases of PD occurring is estimated to be 100 /
100, 000 for the age group 70 − 80 years old [4]. The prevalence or the total number of PD
cases reaches 565 / 100, 000 in the same age group [4]. Although PD is not a direct cause
of death, it has been found that there is an increased risk of death to the people impaired
with PD due to the severe motor dysfunction [4]. In the Canadian context, an estimated
0.2% of the Canadian population as a whole, and 4.9% of Canadians living in long-term care
facilities are afflicted by PD [5]. Studies have shown that among a group of 100, 000 persons
from all ages, 10 to 20 cases are diagnosed with PD every year, and this number increases in
1
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the 65 − 85 year old age group to around 150 − 300 persons. There is, therefore, a significant
research and clinical interest in effective diagnosis, treatment, and rehabilitation options for
PD [6].
Pathological symptoms of PD are severe loss of dopaminergic neurons in the nigrostriatal
region of the brain and the appearance of cytoplasmic inclusions known as Lewy bodies
(LBs) [7]. A reduction in dopamine production leads to the appearance of rest tremors,
akinesia, cogwheel rigidity, and postural instability. Besides, PD leads to voice and speech
impairments, which are discussed next.

1.2

Speech and voice impairments related to PD

Statistics show that nearly 90% of people impaired with PD develop voice and speech disorders during their time with the disease [1]. PD speech is often characterized with reduced
voice volume (hypophonia); harsh voice quality (dysphonia); imprecise consonant and vowel
articulation due to the reduced range of articulatory movements (hypokinetic articulation);
and a tendency of these movements to decay and/or accelerate towards the end of a sentence
[1]. Hypophonia is considered the most frequent speech symptom in PD [8]. It is hypothesized that hypophonia may be attributed to a sensorimotor deficit in the self-perceived
loudness of the individual’s speech [9]. Hypophonia can make it very challenging for listeners
to understand individuals with PD, particularly in conditions with background noise. Previous studies have demonstrated abnormally reduced speech Signal-to-Noise Ratios (SNRs)
and reduced intelligibility when individuals with PD are conversing in moderate levels (65-70
dB sound pressure level (SPL)) of multi-talker noise [10, 11].
Furthermore, imprecise articulation and abnormal speech rate lead to a blurring of speech
components, which also impact the understanding of PD speech [12]. While speech intelligibility is an indicator of how well the message carried by the speech stimulus was understood (e.g., how many words in a sentence were correctly interpreted), speech quality
is a multi-dimensional perceptual phenomenon that encompasses attributes such as clarity,
pleasantness, naturalness. PD speech, even when intelligible, may be perceived as abnormal,
given its harsh and breathy qualities [12]. Evidence exists that the intelligibility and quality
aspects of PD speech deteriorate with the advance of the disease [1, 12, 13] and as such
evaluation of intelligibility and quality of PD speech is of paramount research and clinical
interest.
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1.3
1.3.1

Treatment of speech and voice impairments
Medications

Levodopa is a medical treatment for PD that improves the motor symptoms of the disease
[14]. Levodopa is considered to be the most effective drug to alleviate the motor symptoms
of PD and the only one documented to improve the life span in this disease [14]. Levodopa
crosses the blood-brain barrier (BBB) and increases the production of dopamine [14]. This
process reduces the effect of the dopamine production drop caused by PD and enhances the
efficiency of the motor features of the PD subject [14]. There is a profound enhancement of
the motor systems when using levodopa at the early stages of PD, and despite the fact that
levodopa is considered to be an old treatment (the first report of improvement in the motor
symptoms due to the use of levodopa was published in 1961), no other medication surpasses
its benefit in the improvement of the motor features of PD [14].
Despite its therapeutic effects in the treatment of motor deficits of PD, levodopa does
not have the same healing effect on PD speech. The magnitude, consistency, and long-term
effects of levodopa are far from satisfactory [15, 16, 17]. This raises the need for other
therapeutic and assistive methods to mitigate the deterioration of quality and intelligibility
for Parkinsonian speech. One of these methods is the use of assistive devices to increase the
Parkinsonian speech intensity and enhance its quality and intelligibility.

1.3.2

Assistive devices

Three methods receive the most attention in the treatment of voice and speech impairments
in PD. These methods are: perceptually-based behavioral speech therapy, instrumentallybased biofeedback therapy, and prosthetic or assistive speech devices [18]. These treatment
procedures aim to increase the speech intensity, improve speech prosody, reduce rapid speech,
and increase articulatory mobility and precision [18]. Although the first two methods have
proved to be effective in the treatment of PD speech impairments, they cannot transfer the
treatment outside the clinical environment [19]. In other words, people impaired by PD show
negligible improvements when they leave clinical treatment [19]. This raises the need for a
solution that can be easily transferred outside the clinic, such that people with PD continue
to benefit from the treatment in their daily life. The third approach comprising of assistive
amplification devices provides such a solution to people impaired by PD.
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1.3.2.1

Voice amplifiers

Amplification devices for PD subjects are categorized among the augmentative and alternative communication (AAC) devices, which are used to compensate for impairment and
disability patterns [18]. Amplification devices are used primarily to increase voice intensity and loudness, which leads to an improvement in the perceived speech intelligibility [8].
Moreover, when individuals with PD use an amplification device, they may expend less vocal effort and experience more successful communication with fewer requests to repeat their
messages [8]. Several amplification devices are commercially available for this purpose. The
electroacoustic performance of these amplifiers is typically characterized using measures of
some attributes such as frequency response, sensitivity, and distortion, which are found in
the device specification sheets. While these parameters are useful in essential performance
characterization and quality control, they do not capture the effects of amplification on
perceived intelligibility and quality. Consequently, there is a need to benchmark the amplification devices in a perceptually relevant manner when they are used by people impaired by
PD [8].
1.3.2.2

Speech-to-Noise Feedback (SNF) type devices

There have been some papers that investigated the use of assistive devices to measure particular speech characteristics by utilizing sensors that are attached to the human body. For
example, Boudreaux et al. [20], presented a system called the Ambulatory Phonation Monitor (APM). APM was used to find if there was any difference between the values of the
phonation time, amplitude, and the mean fundamental frequency between non impaired
people and people impaired with PD. The system comprised of a sensor that did not use
a microphone to record speech; instead it measured speech characteristics by detecting the
neck skin vibration. This approach enhanced the measurement process by making it objective and independent of the ambient noise. This paper showed that people with PD have
a lower mean fundamental frequency, amplitude, and phonation time than people who are
not impaired with the disease. However, not using a microphone made APM incapable of
measuring characteristics like SNR because of the non-measurement of the noise signal.

1.4

Assessing speech and voice impairments

Traditionally, subjective methods are used to assess the quality and intelligibility of speech
[21]. Subjective measures need human judges to assess the quality and the intelligibility of
the speech stimuli. A group of participants listen to the speech recordings and give their
4
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subjective assessment in terms of intelligibility and quality, then the mean score of their
ratings is the value that represents the perceived quality or the intelligibility [21].
While subjective assessment of sound quality has high face validity and can be considered
as the gold standard, it is not efficient in terms of time and resources. This weighs in favour
of objective, instrumental assessment of speech quality, where computational algorithms are
used to quantify the speech quality without requiring the involvement of human subjects
[21]. While such objective metrics are routinely used for evaluating telecommunication and
assistive hearing devices [21], few studies have applied them to Parkinsonian speech quality
assessment.

1.5

Problem statement and thesis scope

As mentioned before, PD leads to the deterioration of speech quality and intelligibility.
Speech amplifiers are used to compensate these disability patterns, but their performance in
terms of quality and intelligibility needs to be benchmarked when they are used by people
impaired with PD. Although subjective measurements of speech quality and intelligibility
are considered the gold standard, they are not efficient in terms of time and cost. This weighs
in favor of the idea of automating the process of measurements, to establish an objective
assessment of speech quality and intelligibility [21].
Previous research work utilized traditional acoustic measures such as shimmer, jitter,
harmonics-to-noise ratio (HNR), and cepstral peak prominence (CPP) to classify the Parkinsonian speech, but to the best of our knowledge, there has not been a research conducted
to apply other acoustic features in assessing the quality and intelligibility of PD speech like
mel frequency cepstrum coefficients (MFCC), low complexity quality assessment (LCQA),
and Gammatone frequency cepstral coefficients (GFCCs). The research aims to utilize these
objective metrics to enhance the performance of the objective PD speech quality predictors
and obtain a higher correlation with the subjective scores. This research aims to develop
objective metrics to assess the quality of both sustained vowels and running speech. The
research aims to benchmark the performance of speech amplifiers used with PD in terms of
speech quality and intelligibility. Machine learning algorithms including support vector regression (SVR), deep learning (DL), and Gaussian process regression (GPR) are used to map
the extracted acoustic features to the subjective scores, thereby leading to the development
of new objective metrics.
Finally, a new ambulatory assistive device to help people impaired with PD is presented
in this research. The new device helps people impaired with PD to control their SNR,
especially in noisy environments which will enhance the intelligibility and quality of their
5
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speech. This device is easy to use and more cost-effective than other similar devices. The
impact of this device in enhancing quality and intelligibility is explored.

1.6

Thesis organization and contributions

This thesis has been divided into six chapters, as follows:
In Chapter 2, a review of the previous research work in quality assessment and the
treatment of Parkinsonian speech is presented. The chapter contains an explanation of the
structure of non-intrusive quality measures. The acoustic features explored in this thesis
are reviewed. This chapter includes a more in-depth look on machine learning algorithms,
including SVR, DL, and GPR.
Chapter 3 outlines a study on the objective evaluation of the quality of sustained vowels
of PD patients. The database contains records collected from 51 patients with and without
taking the levodopa medication, in addition to 10 control subjects. Data were collected from
the patients when they were on medication and when they were off medication. The whole
database contained 113 voice samples. The study used HNR, smoothed CPP, GFCC, and
LCQA as acoustic features for the objective models. Linear regression (LR) and SVR were
used to map these acoustic features to the perceived subjective scores. The new presented
combined metric has a high correlation of 0.81 with the subjective scores.
In Chapter 4, a study to assess the quality of amplified PD running speech using subjective and objective metrics is presented. Assessing the quality of the amplified Parkinsonian
speech is used to benchmark the performance of the speech amplifiers used by people impaired
with PD. The study compares between the performance of several objective metrics by utilizing different acoustic features that include MFCC, GFCC, LCQA, speech-to-reverberation
modulation energy ratio (SRMR), modulation area (ModA), and CPP. Machine learning algorithms are applied on these acoustic features to develop the objective metrics to estimate
the quality of Parkinsonian speech. The combined objective metric developed in this chapter
resulted in a correlation of 0.85 with the subjective measurements of the quality of running
speech.
Chapter 5 presents a new ambulatory and cost-effective device that is used by people
impaired with PD in their daily life to help them enhance the intelligibility of their speech,
especially in noisy environments. It is shown that the use of the new SNF device led to the
enhancement of quality, SNR, and intelligibility measurements of all the speech tasks at high
background noise environments.
Finally, Chapter 6 concludes the research in this thesis and presents suggestions for future
work.
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2.1

Introduction

Typical measures of phonatory aspects of PD speech (computed with sustained vowel or
voiced components extracted from running speech recordings) include: (a) jitter, which
quantifies the short-time perturbations in the fundamental frequency or pitch; (b) shimmer,
which measures the short-time variations in the intensity; and (c) harmonics-to-noise ratio
(HNR), which calculates the relative level of the harmonic components to aperiodic background noise [13]. Typical measurements of speech rate and fluency include the number of
syllables per second during a reading task or the number of inappropriate silence intervals
[13]. Articulatory aspects of PD speech are typically measured using the vowel space area or
its variants, which measure the area spanned by the first and second formants (F1 , F2 ) for the
four corner vowels [13]. Efforts have been made to extend this approach to formant tracks
extracted from running speech. For example, Whitfield et al. [22] extracted the formant
tracks from the first sentence of rainbow passage recorded from 12 subjects with PD and
10 neurologically healthy controls. The so-called articulatory-acoustic vowel space (AAVS)
extracted from these formant tracks in the F1 , F2 space was found to be reduced for the
PD subjects and correlated well with perceptual ratings of speech clarity. However, this
technique (and others that depend on extracting voiced components from running speech
for further analysis) required accurate identification of voiced portions and manual pruning
of formant tracks to remove spurious components.
More recently, measures based on cepstrum analysis have been applied for characterizing
the PD speech. Since this is an essential part of the proposed research, a more detailed
description of cepstrum analysis is given next.
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Figure 2.1: Cepstrum analysis and the calculation of Cepstral Separation Distance (CSD)
[23]

2.2

Cepstrum Analysis and Related Features

The first four blocks of Fig. 2.1 represent the steps in computing the cepstrum, which is
defined as [23, 24]:
c (n) = F −1 {log (|F {s (n)}|)}

(2.1)

where s (n) is the discrete time speech signal, F {·} , F −1 {·} represent the Fourier transform
and its inverse respectively. As seen in Fig. 2.1, cepstrum analysis allows decoupling of
excitation and vocal-tract filtering components in the source-filter speech production model.
Several indices derived from cepstrum analysis have been applied for characterizing PD
speech. For example, Khan et al. [23] developed the Cepstral Separation Difference (CSD)
index to predict the PD speech severity. As shown in Fig. 2.1, the CSD captures the
difference between the excitation log power spectrum and the filter log power spectrum,
with larger values of CSD observed for speech signals recorded from subjects with more
advanced PD. Using a database of 240 clinically rated speech samples collected from 60 PD
subjects and 20 healthy controls, Khan et al. [23] reported a correlation of 0.78 between
CSD index and Unified Parkinson’s Disease Rating Scale (UPDRS) speech symptom severity
scores.
Another commonly used metric based cepstrum analysis is the cepstral peak prominence
(CPP), and an example of how to calculate it is shown in Fig.2.2. CPP represents the differ8
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Figure 2.2: Spectral and cepstral representations of sustained vowel /a/ [25]
ence between the peaks of the cepstrum and the linear regression function of the cepstrum
[25]. CPP was shown to correlate well with subjective ratings of dysphonic voice quality
[25].
An alternative approach to cepstrum analysis and subsequent parameterization is the
utilization of a filterbank. The Mel-Frequency Cepstral Coefficients (MFCCs), the central
features in many commercial speech recognition systems [26], are computed using this approach as described in the next subsection.

2.3

Mel Frequency Cepstral Coefficients

In MFCC, we use a scale to mimic the performance of the human ear as humans are sensitive
to small changes at low frequencies. The formula of changing the frequency axis to Mel scale
axis is as follows [26]:


f
M (f ) = 1125 ln 1 +
700

 m 

−1
M (m) = 700 exp
−1
1125
9

(2.2)
(2.3)
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Applying Eq. (2.2) to the frequency values change them into mel bins, while Eq. (2.3)
is used to transform the the mel bins into frequencies. The first step in forming the mel
filter bank is to divide the whole mel scale between the 2 mels that correspond to 0 Hz
and fs /2 = 8000 Hz into 40 equal linear spacings. The corresponding mel range is between
0 and 2834.99 mels. Afterwards, these mel bins are converted back into their corresponding
frequencies. These frequencies serve as the band limits of the mel filters that are applied on
each frame of the wave record. Each filter has three points, the first and the third points
have 0 output, while the middle point is the point that has the maximum output value of
the filter. The second frequency point is the first point of the next filter. The filter transfer
function can be expressed as follows [26]:

Hm (k) =



0

f (k)−f (m−1)
f (m)−f (m−1)

 f (m+1)−f (k)
f (m+1)−f (m)

f (k) < f (m − 1)
f (m − 1) ≤ f (k) ≤ f (m)

(2.4)

f (m) < f (k) ≤ f (m + 1)

where f (k) is the measured frequency, f (m) and f (m − 1) are the filter boundaries.
After applying MFCC filter bank, we sum the energy at each filter band and take the
logarithm of them. Afterwards, we apply discrete cosine transform to reduce the correlation
between the filter bank energies as they are overlapped. Finally, inverse Fourier transform
is done to calculate MFCC coefficients [26].
Fig. 2.3 shows the graph of the resulting MFCC filters. After processing, we take into
consideration only the first 13 filters as they contain most of the energy [26].

2.4

Gammatone Frequency Cepstrum Coefficients (GFCC)

The Gammatone filterbank has a greater ability to mimicking the auditory filterbank than
the mel filterbank. As such, cepstral coefficients extracted using gammatone filterbank have
been shown to produce better speech recognition performance than MFCCs [27]. Calculating
GFCC coefficients has the same steps as calculating MFCC coefficients, but we use different
scale and different filter transfer functions. In GFCC we use the equivalent rectangular
bandwidth (ERB) scale. There are two equations for ERB scale as follows [28]:
(
ERB (f ) =

f
24.7 + 9.265
9.265 ln 1 +

f
228.8455



f > 2 KHz
27 Hz < f < 2.2 KHz

(2.5)

The impulse response of the Gammatone filter is given by,
g(t) =

atn−1 cos (2πfc t + ϕ)
e2πbt
10

(2.6)
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Figure 2.3: MFCC filter bank [26]
where fc is the filter center frequency, ϕ is the phase of the carrier, a is the amplitude, n is
the filter order, b is the filter bandwidth in Hz, and t is time. We usually set the value of
n = 4, b = 1.019 ERB, ϕ = 0. As we can see, Eq. (2.6) is in the time domain. To get the
frequency response of this filter, we follow the procedure in Slaney et al. [29]. First, we get
the Laplace transform of the function g(t) as,
G(s) = L {g(t)}

(2.7)

where the L {·} is the Laplace transform process, that is given by definition as,
d
F (s)
dsn
Then, by computing (2.7) using the definition in (2.8), we get
L {tn f (t)} = (−1)n

6 (−B 4 − 4B 3 s − 6B 2 s2 − 4Bs3 − s4 + 6B 2 ω 2 + 12Bsω 2 + 6s2 ω 2 − ω 4 )
G(s) =
(B 2 + 2Bs + s2 + ω 2 )4

(2.8)

(2.9)

This is an eighth order filter which can be transformed into four second order cascaded
filters. The digital equivalent of this analog filter is obtained through bilinear transform.
The frequency response of the Gammatone filter bank is shown in Fig. 2.4. The spectrum
is divided into 128 bands and take into consideration the first 40 filters.
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Figure 2.4: GFCC filter bank [29].
It is pertinent to note here that GFCCs have not been applied for estimating the intelligibility or quality of PD speech. In this research, GFCC is utilized to predict the quality
of sustained vowels and running speech of people impaired with PD. The results show that
the GFCCs outperform MFCCs in predicting the quality of amplified PD speech.

2.5
2.5.1

Features based on Speech Envelope
Speech-to-reverberation modulation energy ratio (SRMR)

Fig. 2.5 shows a block diagram of the SRMR method. In this method, the speech signal
is applied to Gammatone filter bank [30] – a series of overlapped filters that have center
frequencies that range from 125 Hz to half the sampling rate. Afterwards, Hilbert transform
is applied to each of the filter-bank output to evaluate temporal envelope of each filter output;
these envelopes have frequencies that range from 0 to 128 Hz. At this point, each envelope
is filtered into eight overlapping modulation bands with center frequencies from 4 − 128 Hz.
Finally, SRMR is computed as a ratio between the energy stored in the first four filters,
which they contain most of the speech energy and the last four filters which contain the
background noise.
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Figure 2.5: SRMR block diagram [30].

2.5.2

Modulation Spectrum Area (ModA)

There are some similarities between ModA and SRMR [31]. While SRMR depends on calculating the ratio between the energy in the lowest temporal bands and the highest temporal
bands, ModA depends on the idea that reverberation smears the speech signal envelope that
will lead to a decrease of the modulation area. Fig. 2.6 shows the change of modulation
areas due to reverberation. Unlike SRMR, the speech signal is decomposed to only 4 filters,
and then Hilbert transform is applied to each acoustic band to get the temporal envelope
for each acoustic band. Each envelope is down sampled to 20 Hz then applied to 1/3 octave
filters with center frequency ranges of .5–8 Hz. The indices from those filters are summed
up to get the area under each acoustic band, and then those areas are averaged by dividing
them by 4 to get the metric index.
While both SRMR and ModA have been evaluated with noisy and reverberant speech
[30, 31], they have not been specifically investigated with PD speech. As discussed earlier,
PD speech is characterized by short rushes and abnormal rate, which impact the profile of
the speech envelope. Recent work by Fletcher [32] has shown that certain envelope features,
such as envelope energy in the region of 3 − 6 Hz for the 250 Hz frequency channel and
envelope energy in the 0 − 10 Hz band for the 500 Hz frequency channel, contributed the
most in predicting the intelligibility of PD speech.

2.6

Low Complexity Quality Assessment (LCQA)

Fig. 2.7 shows the structure of LCQA algorithm used in [33]. The key idea of LCQA is
to extract linear prediction coefficient (LPC) features per frame and derive their statistical
characterization. The speech signal is framed, and a vector of 11 features is extracted from
each frame, then the speech quality is assessed from the statistical properties of this vector
such as mean, variance, skewness, and kurtosis. These properties per frame are then applied
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Figure 2.6: Areas under modulation curves in ModA [31].
to Gaussian-mixture probability model (GMM) to assess the quality of the speech signal
[34]. The eleven features extracted from each frame include six features and the first order
derivatives of five of them. These features are spectral flatness, spectral dynamics, spectral
centroid, excitation variance, speech variance, and pitch period [33]. The spectral flatness
measures the shape of the power spectral density (PSD) and is related to the strength of
the resonant structure in the power spectrum [33]. Spectral dynamics feature quantifies
the dynamics of the power spectrum envelope (PSE), which play an essential role in the
perceived distortion [33]. The spectral centroid indicates the perceptual brightness, while
speech and excitation variances measure the energies of input speech and the error residual
after linear prediction coding [33]. Pitch period is another indicator of quality assessment
[33]. In addition to these six features, all their first order derivatives are selected as part of
the feature vector except for the spectral dynamics. In [33], some dimensionality reduction
was used before feature mapping to reduce the number of features used by the following two
methods,
• Principal Component Analysis (PCA) followed by linear regression.
• Multivariate Adaptive Regression Splines (MARS).
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2.7

Feature Mapping

Mapping algorithms aim to generate a function that assimilates the collected data (such
as GFCC) to match the subjective scores. To express this mathematically, if speech data
extracted from the patients’ recordings are xi , where i is the patient, while y is the clinical
rating, then an equation that links x, y will be as follows[35]:
ŷ = f (θ, X) + b,

(2.10)

where X is the feature matrix that has size m × n, m is the number of training samples,
θ is the matrix containing the weights of the machine learning algorithm, and n is the
number of extracted features. The function f (θ, x) obtains the required objective scores,
and the coefficients of this model are updated such that they minimize the mean square
error function:
m

1 X
J(θ) =
(ŷ − y)2 ,
2m i=1

(2.11)

where y is the subjective scores’ vector that the regression model needs to approach, y
has size m × 1. Applying the gradient descent algorithm updates the model coefficients such
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that:
dJ(θ)
(2.12)
dθ
where α is the gradient descent learning rate that controls the speed performance of
0
the regression model, and θ is the updated coefficients matrix. There are other models that
incorporate some modifications to enhance the regression performance. In this research, three
methods are used, support vector regression (SVR), Gaussian process regression (GPR), and
deep learning. The following subsections present brief explanations of each technique.
0

θ =θ−α

2.7.1

Support vector regression (SVR)

SVR was developed in 1995 [36], and this technique relies on intuition that achieving flatness
in Eq.2.11 is desirable [37]. Minimizing the norm kθk2 achieves such purpose, which means:
minimizing J(θ) = kθk + C
2

m
X

∗)

(2.13)

(ξi + ξi

i=1

yi − θ T x − b ≤  + ξ
(2.14)

θT x + b − yi ≤  + ξ ∗
ξ, ξ ∗ > 0
(
|ξ| =

0
if |ξ| ≤ 
|ξ| −  otherwise

(2.15)

Constraints in Eqs. (2.14),(2.15) present a duality problem [37], and to solve it, new
parameters called Lagrange coefficients (α, α∗ > 0) are added for each sample to the objective
function:
m

m

m

m

X
X
1 XX
(αi − αi∗ )(αj − αj∗ )xTi xj + 
(αi + αi∗ ) +
yi (αi − αi∗ )
J(α) =
2 i=1 j=1
i=1
i=1

(2.16)

Smola et al. [37], explain the proof of Eq.(2.16) in detail. The hypothesis function is
modified to be
f (θ, x) = (αi − αi∗ )xTi x + b

(2.17)

(αi − αi∗ ) is called a support vector, and using xTi xj is called a linear kernel. Another
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kernel to be used is called Gaussian kernel, where we use
(xi − xj )2
G(x) = exp −
2σ 2

!
(2.18)

where σ 2 is the variance of the SVR model.

2.7.2

Gaussian Process Regression (GPR)

A Gaussian process is defined as a set of random variables that has a joint Gaussian distribution [38]. The Gaussian process is characterized by its mean function m (x) and covariance
0
function k x, x . The covariance function measures the correlation between the input features of the database and they can be called kernels [39]. The kernel function in Eq. (2.18)
is an example that can be used in GPR models. When the regression model trains data that
are noiseless, the training dataset is D = {(xi , yi ) , i = 1 . . . m}. Given the test data set of
features X∗ of size m∗ × n where m∗ is the number of test samples, and n is the number
of features per sample, it is required to evaluate the corresponding values of y∗ . The joint
Gaussian probability distribution function (PDF) is as follows [38, 39]:


y
y∗




∼N

µ
µ∗

 

K K∗
,
K∗T K∗∗

(2.19)

where µ, K are the mean and the covariance of the dataset, µ∗ , K∗∗ are the mean and
covariance of the test dataset, and K∗ is the joint covariance of the training and the test
dataset. The conditional PDF of the Gaussian process f∗ can be expressed as [38]:
f∗ |f ∼ µ∗ + K∗T K −1 (f − µ) , K∗∗ − K∗T K −1 K∗



(2.20)

In the case of noisy regression, i.e. y = f (x) + , where  is an additive noise with 0 mean
and σn2 variance, the training dataset covariance K changes to be Ky = K + σn2 Im , where m∗
is the number of training dataset samples.

2.7.3

Deep learning

In deep learning [40], the learning process is divided into multiple layers where features are
extracted from each layer. Deep learning then uses the backpropagation method to train
these multilayer architectures and adapt them to extract new features to minimize the error
function. One of the key characteristics of deep learning is that there is no need for a human
intervention to design these layers of neurons since they are learned from the input data
alone. Deep neural networks (DNNs) have proved to be a state-of-the-art tool in speech
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recognition, and hence, they are adopted in this research.
DNN extracts hidden layers based on input samples applied to the mapper. The output
of each neuron in every hidden layer is applied to an activation function to reduce the
summation effect of the neurons’ values. In this research, the rectified linear unit (Relu)
function is applied to all the neurons’ outputs in the hidden layers, while the tanh function
is applied to the last output layer. Assuming that the input features are x1 , x2 , · · · , xn , X
is n × m feature matrix, where n is the number of features and m is the number of training
samples, W 1 , W [2] , · · · , W [l] are the weights of the hidden layers, and b1 , b[2] , · · · , b[l] are
the bias correcting vectors. The corresponding values are calculated as [41]:
Z [i] = W [i] A[i−1] + b[i]

A[i] = g Z [i] ,

(2.21)
(2.22)

where i is the layer number that ranges from 1 to l, and g (·) is the activation function.
The calculation of the output of each neuron moving from the input layer to the output layer
is called forward propagation, where the output of the DNN is applied to the cost function.
The value of A[0] equals the input features matrix X, while the value of A[l] equals to the
objective scores vector ŷ. In this research, the least mean square error (LMSE) is calculated
as [41]:
1 X
(y − ŷ)2 ,
(2.23)
2m
where J is the mean square error through m number of samples, y is the subjective
score or label vector, and ŷ is the neural network output or the objective score vector.
After calculating the error function, backward propagation is applied through the neural
network from the output layer to the input layer to modify the network weights, which is
called optimization, and this process is iterated to reduce the cost function. In this research,
adaptive moment estimation (Adam) optimizer is used for training the model; more details
about Adam optimizer can be found in [41, 42].
J=

2.7.4

Feature selection and reduction

A higher dimensionality of the feature vector may cause overfitting. In such situations,
extracted numbers of features for each metric must be reduced before applying the machine
learning algorithm to avoid overfitting. One option for addressing this issue is through the
principal component analysis (PCA). PCA is used to reduce the dimensionality of the input
features of the machine learning algorithm and enhance the interpretation of the features
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[43]. This dimensionality reduction or feature reduction has to be done in a way that keeps
the information contained in the input features [43]. PCA utilizes the eigenvalues and the
eigenvectors to come up with new features that have smaller dimensionality but maximizes
the variance of the dataset [43].
In another approach to accomplish the goal of dimensionality reduction, the correlation
between every single feature and the subjective scores is obtained, and then the features
are rearranged according to their correlation values from the highest to the lowest. Subsequently, a Monte Carlo algorithm is applied to extract the maximum number of features that
minimizes the cost function for each of the training and the test datasets. This algorithm
takes the rearranged features’ matrix and the subjective scores vector as two inputs [44]. At
this point, the data is split into a training dataset and a test dataset. The algorithm applies linear regression to a subset of the datasets to find which subset achieves the minimum
square error (MSE) with the subjective scores.

2.8

Evidence on the effectiveness of the acoustic measures

In the PD research context, a substantial number of acoustic analysis studies have focused
on the classification of Parkinsonian speech from normal speech. For example, Al Mamun
et al., [45] extracted features such as shimmer, jitter, and HNR and trained a deep neural
network (DNN) to classify Parkinsonian speech based on these features with an accuracy
of 97%. Similarly, Benba et al. [46] computed mel-frequency cepstral coefficients (MFCCs)
from the speech waveforms and employed the support vector machines (SVMs) for discriminating between Parkinsonian and normal speech, with an accuracy of 90%. The few studies
investigating the acoustic correlates of Parkinsonian speech quality have reported low correspondence with subjective scores. For example, Jannetts et al. [47] collected recordings of
sustained vowel /a/ and continuous speech from 43 speakers with PD and 10 participants
with ataxia. These recordings were perceptually rated using two subjective scales: GRBAS
(G: the grade or overall dysphonia severity, R:roughness, B:breathiness, A:asthenia or weakness, and S:strain), and the other one is consensus auditory perceptual evaluation of voice
(CAPE-V). Acoustic measures extracted from recordings included CPP, HNR, jitter, and
shimmer – related measures. The CPP correlated best with the subjective ratings; it was
noted that CPP and smoothed CPP (CPPs) correlation with subjective ratings increased
20% more than jitter correlation, double more than shimmer correlation, and 40 % more
than HNR. However, the absolute correlation with ratings of more ecologically valid contin-
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uous speech was significantly lower than the correlation with sustained vowel ratings (0.54
vs 0.86 for the grade or overall quality rating respectively).
Cushnie-Sparrow et al., [48] conducted their research to investigate the effect of the levodopa medication on the acoustic measurement of perceived quality. Data were collected
from 51 subjects impaired with Parkinson disease in addition to 11 healthy control individuals. This yielded a sustained vowels recording database of 113 samples. Measured acoustic
metrics included jitter, shimmer, HNR, CPP, and acoustic voice quality index (AVQI). The
authors in this paper measured the correlation of each acoustic feature with the perceived
quality scores. They found that the highest obtained correlation value was between the subjective scores and the HNR with a value that reached 55%. Measurement of the perceived
quality was obtained from a panel of 3 listeners, and the mean opinion score of the whole
group of listeners served as a metric for the sound quality for each recording.

2.9

Assistive devices

Andreetta et al., [8] evaluated the performance of seven amplification devices with PD subjects. Isolated sentences and unscripted conversation from PD subjects and age-matched
normal controls were recorded in the presence and absence of background noise, and with
and without the use of amplification devices. These recordings were later played back to
normal hearing listeners, and their perceived intelligibility ratings for the recorded stimuli
on a scale of 0 - 100 were collected. Results showed that while all amplifiers enhanced the
perceived intelligibility of PD speech, there was a differential effect in that the intelligibility
rating for the best performing amplification device was approximately 30 basis points higher
than the score associated with the lowest ranked amplifier. Although Andreetta et al.,’s
study [8] does not report the perceived quality of amplified PD speech, it does highlight the
need for assessing the amplifier performance in a manner that relates to speech perception.
Mehta et al. [49], investigated the correlation between characteristics derived from recordings obtained by the microphone and those obtained from accelerometer signal analysis.
Subjects repeated sustained vowels: /a/, /i/, /u/, and they consisted of normal people and
people impaired with voice disorders. A BU-27135 Knowles accelerometer was needed to
detect the signal from the larynx of the subject, a head-mounted microphone recorded the
speech signal, and a smart phone system was used as a processing device to analyze the data.
They investigated the correlation of the characteristics: jitter, shimmer, HNR, spectral tilt
(TL), and CPP. It was found that there was a very high correlation in jitter and CPP between signals of the accelerometer and the mic that reached to 90%. Shimmer, HNR, and
TL had a correlation factor that ranged from 50% to 80%.
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Borsky et al. [50], introduced a technique to classify the voice modes using BU-27135
Knowles accelerometer. The paper classified the voice recordings by analyzing the signals
obtained from the accelerometer by extracting MFCC features and find out if the voice
quality was modal, breathy, pressed, or rough. The classifier had an accuracy that ranged
from 80% to 90%.

2.10

Summary

Figure 2.8: Unified framework for objective metrics
Given that one of the manifestations of PD is abnormal speech/voice characteristics,
there has been research impetus towards the objective evaluation of PD speech. However, a
majority of the published studies based their objective analysis on sustained vowel samples,
rather than more ecologically valid running speech samples. Besides, several studies incorporated machine learning techniques for PD speech classification. Beyond classifying the PD
speech, it is desirable to estimate the quality attributes, which perhaps have more clinical
relevance. While some articles have investigated the relationship between objective speech
measures and the severity of PD speech (mainly measured through the UPDRS scale), there
is scope for improvement.
The goal of this thesis is to build a system for accurately estimating the quality of PD
speech. To accomplish this, a simple unified framework, as shown in Fig.2.8 will be followed.
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From the raw PD speech recording, a set of features will be extracted. Loudness, intelligibility, and quality are inter-related perceptual phenomena, and as such, commonality in the
feature set is expected. The relative weighting of these features, though, will be different for
estimating each of the three perceptual indices. This relative weighting is determined in the
feature mapping block, wherein machine learning techniques are utilized to assimilate the
feature set and map to the respective perceptual index.
Another goal for this thesis is to present a new assistive device to help the people impaired
with PD to control their SNR. The new device is designed to be easy to build, versatile, and
cost-effective.
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Evaluation of The Quality of Sustained
Vowels of Parkinson’s Disease
3.1

Introduction

Statistics show that nearly 90% of people impaired with PD develop voice and speech disorders during the course of their disease [1, 15]. The classic characteristics of Parkinsonian speech and voice include reduced vocal loudness (hypophonia), with a tendency of the
voice to fade out; reduced prosodic pitch inflection (hypoprosodia); breathy or hoarse voice;
imprecise articulation of consonants and vowels; and mumbled speech [1, 15]. Glottal incompetence and reduced respiratory support are considered reasons for hypophonia; these
symptoms are caused by the rigidity of the chest wall [51]. Usually, the speech impairments
of Parkinsonian speech are named hypokinetic dysarthria [15]. While speech articulation
and fluency problems appear at later stages of PD, voice abnormalities may appear at earlier stages of the course of the disease [15], and thus require early attention. Voice quality
is a multi-dimensional perceptual phenomenon that encompasses attributes such as clarity,
pleasantness, naturalness, smoothness, and richness. It is of significant clinical and research
interest to know whether PD medication such as Levodopa enhances PD voice quality.
In this chapter, non-intrusive objective metrics are developed to estimate the perceived
quality of sustained vowels produced by PD subjects. Machine learning algorithms are
deployed to combine multiple features to enhance the performance of the presented objective
metrics. The correlation between the estimated quality scores and the subjective quality
measurements served as an indicator of the performance of these objective metrics.
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3.2
3.2.1

Methods
Voice recordings and subjective evaluation

In this research, subjective data collected by Cushnie-Sparrow et al. [48] were used to develop
and benchmark the performance of non-intrusive objective metrics. A brief description of
subjective data collection procedure is given here for the sake of completion. Sustained vowel
samples were collected from 51 PD subjects with ages ranging from 45 to 85 years of age.
Patients were evaluated off and on the medication for PD, levodopa. In addition, recordings
were collected from 11 subjects who were non-impaired with PD; these recordings served
as a control of the measurement process. All recordings were collected using a high quality
headset microphone at 44100 Hz sampling rate and 16 bits/sample quantization. A total
of 113 vowel recordings were collected through this procedure. Two-second samples from
the middle of each vowel recording were extracted for analysis, and perceptual judgments
of each segment were provided by 3 listeners (graduate students in the Speech Language
Pathology program at Western University). The average of the three listener ratings served
as the overall quality rating of the vowel recordings. More details can be found in [48].

3.2.2

Features and their computation

Subjective ratings obtained through the procedure outlined in the previous section were
used to benchmark the performance of the objective measures. Prior to feature extraction,
the sustained vowel recordings were decimated to a 16 kHz sample rate. Features for the
objective measures were taken from GFCC, LCQA, CPPs, and HNR. One of the objective
metrics included the 60 features of GFCC. Another metric contained the 40 features of
LCQA. A third metric was formed by adding HNR and CPPs to the LCQA group, and
it is named the combined metric. The 113 sample database was divided into 2 datasets.
The first dataset contained 80% of the whole dataset or 91 samples, while the test dataset
contained 20% of the data or 22 voice samples. Machine learning algorithms were applied to
the three aforementioned metrics to estimate the quality of the Parkinsonian vowel records.
Moreover, PCA and the feature reduction methods were employed to reduce the number of
input features and reduce the overfitting.
3.2.2.1

Filterbank based features

GFCC coefficients are mainly used in computation auditory sense analysis (CASA) studies
to transform signals into time-frequency (T-F) domain to perform robust speech recognition
[52]. The recorded signal was segmented into frames of 256 samples, with a frame overlap
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of 100 samples. Afterwards, the power spectrum of each frame was obtained after multiplying with a Hamming window. The equivalent rectangular bandwidth (ERB) filterbank
was applied to the frame power spectra. In this research, 128 filters constituted the ERB
filterbank, and the log filterbank energies are decorrelated using the discrete cosine transform (DCT) [52]. The frame averaged GFCCs and their first-order time differences (“delta”
values) resulted in the final GFCC feature set that contained 60 features.
3.2.2.2

Modulation based features

As mentioned earlier in Chapter 2, speech-to-reverberation modulation energy ratio (SRMR)
and Modulation area (ModA) are envelope based features [21]. The envelope of the waveform
is extracted and passed through filterbanks specific for SRMR and ModA [30, 31]. The ratio
between the low band filters, which are assumed to contain the speech energies and the high
order filters which are assumed to contain the noise energies represent the quality of the
sustained vowel signal.
In SRMR [30], the speech signal is processed through a 23-channel Gammatone filterbank
with center frequencies ranging from 125 Hz to half the sampling rate. Hilbert transform
was then applied to the filterbank outputs, to extract the temporal envelope in each channel.
These envelopes have frequencies that range between 0 to 128 Hz. At this point, each envelope was filtered into eight overlapping modulation bands, with center frequencies ranging
from 4-128 Hz. Finally, SRMR was computed as a ratio between the energy stored in the
first four filters, which contain most of the speech energy, and the last four filters, which
contain the background noise [30].
In ModA, the speech signal was decomposed using only 4 bandpass filters, and filtered
signals had Hilbert transform applied to derive the band-specific temporal envelopes. Each
envelope was subsequently downsampled to 20 Hz, then processed through a 1/3 octave
filterbank with center frequencies ranging between 0.5 – 8 Hz. The filterbank output energies
were then used to derive the area under each acoustic band, and then those areas are averaged
to produce the ModA metric [31].
3.2.2.3

Traditional acoustic measures

Traditional acoustic measures include jitter, shimmer, HNR, and CPP. Jitter is defined as
the cycle-to-cycle variation of the fundamental frequency, while the relative jitter is the ratio
between the absolute jitter and the average fundamental frequency [53]. Shimmer is defined
as the variability of the peak to peak amplitude in decibels, while relative shimmer is the
ratio between the absolute shimmer and the average amplitude [53]. HNR measures the
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ratio between the periodic and non-periodic components of the signal [54]. It quantifies the
relationship between the periodic components (Harmonics) and the aperiodic components
(noise) of the signal [48]. Finally, the cepstral peak prominence (CPP) is defined as the
difference between the peaks of the cepstrum and its linear regression function [25].the cepstrum is defined as a homomorphic transformation, transforming the convolution of a source
and a filter into a sum, which can efficiently separate them [26]. A commonly used feature extraction method based on cepstrum analysis is the cepstral peak prominence (CPP).
CPP is defined as the difference between the peaks of the cepstrum and its linear regression
function [25].
These traditional acoustic measures were computed from the sustained vowel records
using the Praat software package [55]. The records were analyzed using a Praat script, and
a report of voice characteristics was generated. Traditional acoustic features were extracted
from the voice report.
3.2.2.4

Linear prediction – based features

The LP-based feature extraction methodology is presented in Low Complexity Quality Assessment (LCQA) proposed by Grancharov et al. [34]. The central idea of LCQA is to extract
statistical features of the speech signal [34]. Each speech recording was segmented into 20
ms non-overlapping frames, and an 18th order LP model was computed for each frame, and
a vector of features is extracted from each frame. This feature’ vector incorporates 10 features which are the spectral flatness, the excitation variance, the signal variance, the spectral
centroid, and the spectral dynamics for each frame in addition to the first derivative of each
of the aforementioned features [33]. At this point, the statistical properties of each one of
the 10 features are calculated across all the frames; these statistical features include mean,
variance, skew, and kurtosis [34]. This yields to the formation of a vector of size 40 × 1 for
each speech signal record[33, 52].

3.2.3

Feature mapping

While HNR, CPP, SRMR, and ModA are single numbers that represent the predicted speech
quality, the GFCC, and LCQA are multi-dimensional feature vectors. Mapping algorithms
aim to generate a function that assimilates the multi-dimensional feature vectors to match
the subjective scores. Linear regression (LR) and the support vector regression (SVR) [56]
were applied to map the acoustic features to the subjective scores of the quality of Parkinsonian sustained vowels. Principal component analysis (PCA) and the feature selection and
reduction method were used to reduce the dimensionality of the input features and reduce
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the overfitting of the obtained objective scores. [43, 44]

3.3
3.3.1

Results
Subjective results

Intra-rater reliability of the perceptual judgement of voice quality was assessed using intraclass correlation coefficient (ICC) [48]. Each rater was assessed using average agreement
in two-way mixed model. The average ICC across all raters = 0.754 (95% CI:0.378 − 0.903)
[48], which is considered to be a moderate intra-rater reliability. Inter-rater reliability across
the 3 subjective estimators was assessed using average consistency in a two-way random
model, average ICC = 0.826 (95% CI:0.770 − 0.870) [48], which can be interpreted as good
inter-rater reliability.
Paired sample t-tests showed that there were no statistically significant differences between PD vowel quality ratings on and off Levodopa. In other words, when the PD patient
cohort was considered as a whole, the PD medication did not have any influence on their
vowel quality. An interesting finding does emerge, however, when PD group is divided into
two groups: those with poor perceived voice quality and those with good perceived voice
quality in the off-medication condition. There was a significant improvement in perceived
vowel quality for the poor quality group with the administration of medication. This interaction between off-medication voice quality and the improvement post-medication is shown
in Fig. 3.1. It can be seen that patients who have low sustained vowel quality ratings before
taking levodopa have a high improvement in voice quality after taking the medication. On
the other hand, people who have high voice quality ratings before taking the medication have
a statistically insignificant change in voice quality. These results highlight the need for either
subjective or objective assessment of PD voice quality, in order to predict the effectiveness
of levodopa medication on voice quality.

3.3.2

Objective results

Fig. 3.2 displays sample spectrograms associated with sustained vowel samples collected from
2 subjects in the database. Fig. 3.2c displays the spectrogram of normal control subject with
high subjective quality score. This record has a relative jitter of 0.29, a relative shimmer of
2.99, a CPPs value of 11 dB, and HNR value of 22.8 dB. Fig. 3.2d displays the spectrogram
of a subject impaired with PD. This subject has been off Levodopa medication and has a
low sustained vowel quality. This record of the Parkinsonian subject has a relative jitter of
1.019, a relative shimmer of 12.128, a CPPs value of 15.5 dB, and HNR value of 14.23 dB.
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Figure 3.1: Averaged quality subjective scores off and on medication
Jitter and shimmer had poor correlation values with the subjective scores of the quality
of sustained vowel records, and therefore, they were not considered to be reliable objective
metrics of the quality of Parkinsonian sustained vowels.
Table. 3.1 shows (a) the correlation values between the objective scores and the subjective
perceived quality ratings using different metrics, and (b) standard deviation of prediction
p
error (SDPE) given by SDP E = σ̂s 1 − ρ2 , where σ̂s is the standard deviation of the
subjective speech quality scores, and ρ is the correlation coefficient between the true and
predicted quality scores [57]. It must be noted here that while high correlation coefficients between objective and subjective measures is desirable, a big difference between the correlation
coefficients for training and test datasets is an indication of overfitting.
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Figure 3.2: Waveforms and spectrograms of selected sustained vowels recordings from subjects in the database. Panel (a) and (c) represent the waveform and the spectrogram for the
sustained vowel “\a ” collected from a normal control subject, while (b) and (d) represent
the waveform and the spectrogram for “\a" sustained vowel collected from a PD subject who
has been off his medication

3.3.2.1

Unmapped objective metrics

For the first four objective metrics, SRMR, ModA, CPPs, and HNR each of them contains
one feature only, which means there is no need to apply machine learning algorithms on
them. Both of SRMR and ModA have low correlation values with the quality of sustained
vowels. An explanation of that is the envelope of the high quality sustained vowel does not
have a lot of variations, while the envelope of the low quality sustained vowel is exposed to
high variation. Fig. 3.2a and Fig. 3.2b are examples of the high quality and low quality
waveforms. This contradicts with the way SRMR and ModA measure the quality of running
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Table 3.1: Correlation values of objective metrics
Full Set
Metric

PCA

Reduced

Correlation

SDPE

Correlation

SDPE

Correlation

SDPE

Correlation

SDPE

Correlation

SPDE

Correlation

SDPE

(Training)

(Training)

(Test)

(Test)

(Training)

(Training)

(Test)

(Test)

(Training)

(Training)

(Test)

(Test)

SRMR

_

_

0.24

17.455

_

_

_

_

_

_

_

_

ModA

_

_

−0.33

16.97

_

_

_

_

_

_

_

_

CPPs

_

_

0.34

16.91

_

_

_

_

_

_

_

_

HNR

_

_

0.59

14.52

_

_

_

_

_

_

_

_

GFCC-LR

0.86

9.15

−0.25

17.44

0.65

13.63

0.42

16.35

0.56

14.86

0.55

15.05

GFCC-SVR

0.60

14.35

0.06

17.98

0.60

14.35

0.30

17.19

0.54

15.10

0.52

15.39

LCQA-LR

0.82

10.27

0.46

16.00

0.76

11.66

0.55

15.05

0.75

11.87

0.75

11.92

LCQA-SVR

0.66

13.48

0.66

13.54

0.73

12.26

0.53

15.28

0.66

13.48

0.66

15.28

Combined-LR

0.87

8.85

0.51

15.50

0.73

12.26

0.70

12.87

0.81

10.52

0.80

10.81

Combined-SVR

0.75

11.87

0.77

11.50

0.71

12.63

0.66

13.54

0.71

12.63

0.82

10.31

speech in which the variations of the envelope and the ratio between energies in the low band
and the energies in the high bands of the envelope indicates the quality of the waveform.
Fig. 3.3 shows the scatter plot for HNR and CPPs against the subjective scores. The
correlation between HNR and the subjective scores was 60%, while the correlation between
the subjective measurements and the CPPs scores was 34% only.
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3.3.2.2

Objective metrics with multiple features

The full set metrics are the metrics that contained multiple features and the whole set
of features are trained without any feature reduction. Using machine learning algorithms
on the GFCC features did not yield a reliable metric to estimate the Parkinsonian voice
quality while applying SVR on the LCQA features resulted in LCQA-SVR metric that has
66% correlation value with the subjective scores, which is higher than the correlation values
obtained in previous work.
3.3.2.3

Reduced multiple feature objective metrics

Applying PCA and feature selection and reduction method to the GFCC and LCQA methods
led to a reduction of the number of dimensions of the GFCC metric from 60 features to 3
features only. It also led to reducing the number of LCQA features from 40 features to 16
features only. It is noted that the metrics resulted from the feature reduction method led to
higher performance than the PCA method. This enhanced the performance of most of the
metrics and reduced the overfitting effect. Applying LR to the LCQA metric led to obtaining
an objective metric that has a 75% of correlation with the subjective scores.
3.3.2.4

A composite objective voice quality estimator

A new metric was derived by augmenting the HNR and CPPs features with LCQA features
and applying SVR and LR to extract the quality scores. The combined metric, which
included 42 features, resulted in objective scores that have 77% correlation values with the
subjective measures. This is noteworthy in that it is higher than all the other multiple
feature metrics.
Afterwards, PCA method was applied to the features before training the model to estimate the vowel quality. The number of dimensions was reduced to 23 features, which
explained 95% of the data variance. Finally applying the feature reduction method had
greater improvement of the performance more than using PCA. Applying LR to the reduced
combined feature set resulted in a model that estimated the quality of the vowels with 80%
correlation with the subjective scores. Fig. 3.4 shows the scatter plot of the subjective voice
quality scores on the X-axis against the objective scores on the Y-axis for the training and
the test datasets using linear regression on the reduced combined features.
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Figure 3.4: Subjective scores vs objective scores using the reduced combined LR metric

3.4

Discussion & Conclusion

In this chapter, the perceived quality of the sustained vowels of patients with PD. Vowel
samples were collected by the researchers in the School of Communications and Speech
Disorders in [48] from 51 patients before and after taking the medication Levodopa. Vowel
samples were also collected from 11 healthy control subjects, which resulted in the formation
of a database of 113 vowels. A panel of 3 listeners rated the perceived quality of these vowel
recordings [48].
Although subjective assessment of the perceived quality of sustained vowels is considered
the gold standard, it is considered to be time and cost consuming process. Therefore, this
research investigated the application of objective methods to evaluate the vowels quality automatically. Predictive features of the quality included GFCC, LCQA, HNR, and smoothed
CPP. Machine learning algorithms SVR and LR were applied on these multidimensional
features to estimate the quality objectively. Some of the features mentioned above were
blended to form an objective metric to measure the quality with higher performance than
the other metrics. Moreover, PCA and feature reduction were applied to reduce the number
of input features to machine learning algorithms to reduce the overfitting and enhance the
performance of the objective metrics. While GFCC was used in other studies to measure the
quality of Parkinsonian speech and had a good performance [44, 52], this was not the case for
estimating the perceived quality for Parkinsonian sustained vowels. The best performance
for GFCC objective metric after feature reduction resulted in 55% of correlation between the
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subjective and the objective scores. For the non-reduced full set category, applying SVR to
the combination of the 40 LCQA feature, HNR, and smoothed CPP was the best objective
metric of this category with a correlation value of 77% for the test dataset. The difference
between the training and the test dataset was the minimum, which meant that the effect of
overfitting is minimum. Applying PCA to the features led to the enhancement of most of
the objective metrics. It is noted that using LR and SVR on the PCA reduced combined
metric yields statistically similar results. Applying the feature reduction method on the
objective features yielded a great enhancement in the performance of the objective metrics.
Applying LR and SVR to the reduced combined metric yielded to statistically similar results.
However, the metric with linear regression had a smaller difference between the training and
the test datasets which means the smaller effect of overfitting. As a result of that, the reduced combined metric with linear regression is considered to be the best objective metric
for estimating the quality of the Parkinsonian sustained vowels. In conclusion, this study
presented new objective metrics to measure the perceived quality automatically. While the
objective metrics presented in this chapter are shown to be more reliable in estimating the
vowels perceived quality, future research involving a larger dataset of Parkinsonian sustained
vowels will enhance the obtained results and ensure more generalizability. A larger dataset
will also make the utilization of other machine learning algorithms such as deep learning
more feasible to develop a more precise and generic metric for evaluating the quality of
Parkinsonian vowels.

3.5

Summary

This chapter investigated the performance of several objective metrics to evaluate the quality of sustained vowels of people impaired with Parkinson disease. The database contained
recordings collected from 51 patients before and after being on the Levodopa medication,
in addition to records collected from 11 healthy subjects regarded as a control for the experiment. A panel of listeners was hired to evaluate the obtained recordings, and the mean
opinion scores of the panel were the subjective evaluations of the quality of the vowels. In
order to objectively estimate the quality of the vowels, acoustic and statistical features were
evaluated to give a numerical estimate of the perceived quality. These features included
Gammatone Frequency Cepstral Coefficients (GFCC), Low complexity quality assessment
(LCQA), Harmonic to noise ratio (HNR), and Smoothed Cepstral peak prominence (CPPs).
To assimilate these features to a number that represents the quality and correlates to the
subjective scores, machine learning algorithms were applied on these features to estimate the
vowels quality numerically. These algorithms included linear regression (LR) and support
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vector regression (SVR). Moreover, feature reduction methods were applied to the features to
avoid objective model overfitting and enhance the prediction capabilities for the test dataset.
As a result of the procedure described in this chapter, an objective metric for estimating the
quality of sustained vowels was obtained with objective scores that had a correlation with
the subjective scores with a value that reached 80%.
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Chapter 4
Evaluation of The Quality of Running
Speech of Parkinson’s Disease
4.1

Introduction

The first study reported in the previous chapter investigated objective and subjective assessment of Parkinsonian voice quality through computational and behavioural evaluation of
sustained vowels respectively. Sustained vowels are often used in Speech Language Pathology due to several reasons: (a) they are controlled and free from prosodic features such
as intonation, rhythm, and stress; (b) they are easy to produce and analyze; and (c) less
affected by dialect. However, humans do not communicate through sustained vowels alone.
Natural running or continuous speech can therefore be considered as a more ecologically valid
option for both objective and subjective assessment. Similar to sustained vowels, continuous
speech from PD patients has a deficit in quality compared to normal speech, as it is usually
perceived as harsh and breathy [12].
Amplification devices for PD subjects are used to increase the intensity and loudness
of Parkinsonian speech [18], with a potential concomitant increase in its perceived clarity
and overall quality. Different amplification devices are benchmarked according to their electroacoustic performance by measuring attributes such as frequency response, sensitivity, and
distortion, but these features do not quantify the effect of amplification on the perceived
speech quality [8]. This necessitates more perceptually-relevant performance evaluation of
the amplification devices when they are used in PD speech context [8]. Assessing the quality of amplified Parkinsonian speech quality helps with the clinical research of PD speech
impairment treatment, gives a method to provide a better assessment of the patient’s needs
from the amplification devices, and helps to enhance the lifestyle of people impaired by PD
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[18].
While objective speech quality metrics are routinely used to assess the quality of telecommunication and assistive hearing aid devices [21], few studies have applied objective quality
metrics to characterize Parkinsonian speech [45, 47]. In addition, objective assessment of the
quality of Parkinsonian speech in conjunction with the amplification devices has not been
investigated before.
In summary, quality assessment of Parkinsonian speech is important in evaluating the
effectiveness of the clinical treatment of PD speech impairments, and in characterizing the
impact of assistive amplification devices on Parkinsonian speech [58]. Existing objective
methods of Parkinsonian speech quality assessment correlate poorly with subjective judgements. This chapter introduces the methodology and the system model for the subjective
and objective assessment of amplified Parkinsonian speech. Results from this study are
discussed in Section. 4.3. Finally, Section. 4.4 concludes the research in this chapter and
discusses future work.

4.2
4.2.1

Methods
Speech recordings and subjective evaluation

Subjective data collection procedures outlined in this chapter received ethics approval from
Western University’s health sciences research ethics board.
This study included 11 individuals with mild to moderate hypophonia and mild to moderate idiopathic PD (aged 58-80 years; M = 70.9 years; 10 men, 1 woman). The average
number of years since diagnosis of PD was 6.7 years (range = 1-16 years). Participants with
PD were tested approximately 1 hr after their regularly scheduled anti-Parkinson medication. Two of the participants with PD were not on anti-Parkinson medications, whereas all
other participants were on levodopa-carbidopa medication. None of the participants with
PD had been previously prescribed a speech amplification device. The participants had no
prior history of speech, language, or hearing problems. The Mini Mental State Examination
[59] was used to exclude participants with dementia (cutoff score = 26/30). All participants
with PD passed a bilateral 30 dB HL hearing screening at 500, 1000, and 2000 Hz. None
of the participants with PD had received surgical treatment for their PD (i.e. deep brain
stimulation).
Speech recordings were collected from eleven PD subjects and ten age-matched normal
controls in different environmental and amplification conditions [8, 18]. The control group
had an age range of 59 − 86 years (mean = 71.4 years). Both PD and control speakers
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were seated in a sound-treated booth and completed two speech tasks in two environmental
conditions: unscripted conversation in quiet and in the presence of background noise, and
reciting a given sentence in quiet and noisy environments. For the sentence recordings, the
subjects repeated a sentence consisting of 5 to 15 words, which was selected randomly from
a database that contains 1100 sentences [60]. For speech recordings in noisy environments,
multi-talker babble was generated from two loudspeakers that were placed at a constant
distance from the subject. The background noise level was calibrated to 65 dB SPL at the
recording microphone, which was placed 4 m from the subject. The examiner was at a fixed
interlocuter distance of 1.5 meters throughout the experiment. The participants received no
feedback about their speech during the experiment. All speech recordings were sampled at
16 kHz and quantized at 16 bits/sample.
The aforementioned speech recordings were obtained with no amplification, and with
the aid of seven different amplification devices: Addvox (Addvox, Waltham, MA), Boomvox
(Griffin Laboratories, Temecula, CA), Chatterbox (Connections Unlimited, Nashville, TN),
Oticon Amigo (Oticon, SmØrum, Denmark), Sonivox (Griffin Laboratories, Temecula, CA),
Spokeman (KEC Innovations, Singapore), and Voicette (Luminaud Inc., Mentor, OH)[18].
Thus, a database of 21(11 PD + 10 control speakers) ×2 (conversation and sentence speech
tasks) ×2 (quiet and noisy environments) ×8 (amplification options) = 672 speech recordings
were created for this study.
Ten normal hearing naive listeners with an age range of 21 − 25 (mean = 22.7 years)
evaluated the quality of each of the 672 recordings. For the conversation samples, a single 5
to 15-word sentence was extracted for the speech quality rating. Listeners were asked to rate
the perceived quality of the recording on a visual analogue scale, with 0 and 100 representing
the lowest and highest sound quality scores, respectively. For reliability purposes, 20% of
the sentences were re-rated by the listeners. Intra-rater and inter-rater reliability, based on
correlations (ICC), was found to be 0.90 and 0.97, respectively.

4.2.2

Features & their computation

As the focus is on the objective estimation of continuous speech quality, traditional measures
such as jitter, shimmer, and HNR were not considered. The CPP measure was included in
this investigation as it showed promise in earlier studies with Parkinsonian speech [47]. In
particular, the smoothed CPP value was computed from each speech recording following
the algorithm given in [61]. In addition to the CPP, speech signal parametrization through
filterbank analyses, modulation domain analyses, and Linear Prediction (LP) analyses were
also explored, computational details of which are given in the following subsections.
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4.2.2.1

Filterbank-based features

The MFCCs are popularly used as features in speech recognition systems [26], and have
been shown to perform well in objective speech quality prediction [62]. The computation of
MFCCs followed the procedure used in automatic speech recognition (ASR) research [26].
The speech signal was segmented into frames of 256 samples, with a frame overlap of 100
samples. The power spectrum of each frame was then obtained after multiplying with a
Hamming window. The triangular mel filterbank was applied to the frame power spectra. In
this chapter, 40 filters constituted the mel filterbank, where the first 13 filters were linearly
spaced, and the last 27 filters were logarithmically spaced [26]. The log filterbank energies
were decorrelated using the discrete cosine transform (DCT) and the lower 13 coefficients
were retained [46, 26]. The frame-averaged MFCCs and their first-order time differences
(“delta" values) comprised the final MFCC feature set.
In addition to the MFCCs, cepstral coefficients extracted using the Gammatone filterbank
were also utilized as a separate feature set. The Gammatone filterbank better approximates
the auditory filterbank in comparison to the mel filterbank. As such, the cepstral coefficients
extracted using the Gammatone filterbank have been shown to produce better speech recognition performance than MFCCs [27]. The computation of Gammatone frequency cepstral
coefficients (GFCCs) followed the same steps as that of MFCC, except the mel filterbank
was replaced by the Gammatone filterbank, which was generated using Malcolm Slaney’s
auditory toolbox [29]. Following Shao et al.’s [27] ASR research, 30 of the frame – averaged
lower GFCCs and their first-order time differences were included in the GFCC feature set.
4.2.2.2

Modulation-based features

The speech-to-reverberation masking ration (SRMR) is an objective technique that was
developed by Falk et al. [30] to measure the intelligibility of reverberant speech. The
authors assume that the change of slow temporal envelope modulations provides a useful
objective estimation of speech quality and intelligibility. It is known that clean speech has
temporal envelopes with frequencies ranging from 2 − 20 Hz, with peaks at around 4 Hz,
which represent the syllabic rate of natural speech [30].
In this method [30], the speech signal is applied to a 23-channel Gammatone filterbank
with center frequencies ranging from 125 Hz to half the sampling rate. Hilbert transform
is then applied to the filterbank outputs, to extract the temporal envelope in each channel.
These envelopes have frequencies that range between 0 to 128 Hz. At this point, each
envelope is filtered into eight overlapping modulation bands, with center frequencies ranging
from 4-128 Hz. Finally, SRMR is computed as a ratio between the energy stored in the first
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four filters, which contain most of the speech energy, and the last four filters, which contain
the background noise [30].
Another measure based on modulation-domain analysis is Modulation Area (ModA) parameter. There are some similarities between ModA and SRMR [21]. While SRMR depends
on calculating the ratio between the energy in the lowest temporal bands and the highest
temporal bands, ModA accommodates the reality that reverberation smears the speech signal envelope, which will lead to a decrease in the modulation area. Unlike SRMR, the speech
signal is decomposed into only 4 filters, and then Hilbert transform is applied to derive the
band-specific temporal envelope. Each envelope is subsequently downsampled to 20 Hz, then
processed through a 1/3 octave filterbank with center frequencies ranging between 0.5 – 8
Hz. The filterbank output energies were then used to derive the area under each acoustic
band, and then those areas are averaged to produce the ModA metric [31].
4.2.2.3

Linear prediction – based features

We followed the LP-based feature extraction methodology in Low Complexity Quality Assessment (LCQA) proposed by Grancharov et al. [34]. Each speech recording was segmented
into 20 ms non-overlapping frames, and an 18th order LP model was computed for each frame.
The LP model parameters were then used to calculate the frame-wise spectral flatness, the
excitation variance, the signal variance, the spectral centroid, and the spectral dynamics
(see Grancharov et al. [34] for computational formulae). These five quantities, together
with their first order differences, constituted the 10-dimensional parameter vector per frame
[34, 33]. The statistical properties of these parameters across the entire sentence (viz. mean,
variance, skewness, and kurtosis) resulted in the final 40 × 1 LCQA feature vector for each
speech recording [33].

4.2.3

Feature Mapping

While SRMR, ModA, and CPP are single numbers that represent the predicted speech
quality, the MFCC, GFCC, and LCQA are multi-dimensional feature vectors. Mapping
algorithms aim to generate a function that assimilates the multi-dimensional feature vectors
to match the subjective scores. Commonly used feature mappers include linear regression
(LR), the support vector regression (SVR) [36], and the Gaussian Process Regression (GPR)
[39].
Recent developments in machine learning for classification and regression have focused on
deep learning. In deep learning [40], the learning process is divided into multiple layers where
features are extracted from each layer. Deep learning then uses the backpropagation method
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to train these multilayer architectures and adapt them to extract new features to minimize
the error function. One of the key characteristics of deep learning is that there is no need
for a human intervention to design these layers of neurons since they are learned from the
input data alone. Deep neural networks (DNNs) have proved to be a state-of-the-art tool in
speech recognition, and hence, they have been investigated in this research. In this research,
adaptive moment estimation (Adam) optimizer was used in the learning stage; more details
about Adam optimizer can be found in [41, 42]. The DNN structure used in this chapter had
four layers: (a) the input layer which intook the feature vectors; (b) two hidden layers where
the first hidden layer was formed of 25 neurons while the second layer contained 12 neurons;
and (c) the output layer had 1 neuron which resulted in the predicted quality of the speech
signal under test. It is pertinent to note that the number of hidden layers and neurons per
layer was kept small to avoid overfitting of the model. Adam optimizer computes individual
adaptive learning rates for different parameters from estimates of first and second moments
of the gradients, which leads to a faster training of the neural network and anoidance of
reaching a local minimum of the cost function [42].
The features extracted from the 672 speech recordings and their corresponding subjective quality scores were divided into two sets, with 80% of the speech stimuli comprising
the training dataset and the remaining 20% comprising the test dataset. This partitioning
was done randomly, and the test dataset was isolated from the training dataset to ensure
the generalization of the machine learning algorithm. Five-fold cross-validation was performed within the training dataset for fine-tuning the parameters and hyper-parameters of
the feature mapper.

4.2.4

Feature selection and reduction

A higher dimensionality of the feature vector may cause overfitting. In such situations,
the feature dimensionality of the training set must be reduced before applying the machine
learning algorithm to avoid overfitting. To accomplish this goal, the correlation coefficient
between each feature in the training set and the subjective scores was obtained, and then
the features were rearranged according to their correlation values from the highest to the
lowest [44, 52]. A ten-fold cross-validation procedure was then followed, wherein the training
dataset was randomly split into a training subset and a validation subset for each fold. The
minimum mean square error (MSE), post-fitting for both the training and validation subsets
across the ten folds, was logged as the number of features were varied. The feature subset
that resulted in the lowest difference between the training and the validation MSE values
was chosen as the reduced model feature set.
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4.3
4.3.1

Results
Subjective results

Fig. 4.1 displays the averaged speech quality scores for speech samples collected from control
and Parkinson’s subjects in the four experimental scenarios. The following key observations
can be deduced from Fig. 4.1: (i) speech from subjects with Parkinson’s disease received
lower quality ratings in comparison to control subjects’ speech, (ii) speech quality ratings
were lower in the presence of background noise, and (iii) speech quality ratings were impacted
by the amplification device.
Intra-rater reliability of the perceptual judgements of speech quality was assessed using
intraclass correlation coefficient (ICC) [18]. Each rater was assessed using average agreement
in two-way mixed model. The average ICC across all raters = 0.755 (95% CI:0.638 − 0.894)
[18], which is considered to be a good intra-rater reliability. Inter-rater reliability across the
3 subjective estimators was assessed using average consistency in a two-way random model,
average ICC = 0.801 (95% CI:0.708 − 0.868) [18], which can also be interpreted as a good
inter-rater reliability.
Repeated measures ANOVA was performed on the subjective speech quality data to assess
the statistical significance of the results, with the speech task (sentences vs conversation),
background noise (no noise vs 65 dB SPL multi-talker babble), and speech amplification
device as the within-group variables, and the speaker type (control vs. Parkinson’s) as
the between-groups variable [18]. Greenhouse-Geisser corrections were applied when the
sphericity condition, as assessed by Mauchly’s test, was violated.
ANOVA
results
showed
that
there
were
significant
main
effects

2
backof
the
speaker
group
F (1, 18) = 25.26, p < 0.001, ηp = 0.584 ,

F (1, 18) = 227.75, p < 0.001, ηp2 = 0.927 ,
and
device
type
ground
noise

2
F (7, 126) = 37.16, p < 0.001, ηp = 0.674 .
There was no significant main effect of

speech task F (1, 18) = 1.55, p = 0.229, ηp2 = 0.079 , indicating that the raters were consistent in judging the talker speech quality whether it was an isolated sentence or a
sentence extracted from the conversation. There were no significant two-way interactions

between speaker group by noise F (1, 18) = 0.002, p = 0.964, ηp2 = 0.00 , speaker group

by speech task F (1, 18) = 0.878, p = 0.361, ηp2 = 0.046 , and speaker group by device

F (7, 126) = 1.30, p = 0.254, ηp2 = 0.068 , indicating that none of these variables differentially affected the perceived quality of speech from control and Parkinsonian subjects.
There was a significant two-way interaction between the device type and noise variables

F (3.90, 70.21) = 7.80, p < 0.001, ηp2 = 0.302 . This interaction stemmed from the differential quality ratings associated with the ChatterVox device. As can be seen from Fig. 4.1, the
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Figure 4.1: Averaged subjective speech quality ratings for control and Parkinsonian speech
samples, with the error bars denoting one standard deviation

42

Chapter 4. Evaluation of The Quality of Running Speech of Parkinson’s Disease
4.3. Results

-20

8

-20

8

7

7
-30

-30

6

6
-40

-40

5

5

4

4

-50

3

-50

3
-60

-60

2

2
-70

-70

1

1

0

0

-80
0.5

1

1.5

2

2.5

-80
1

(a) BoomVox, high quality

2

3

4

(b) Spokeman, poor quality

Figure 4.2: Spectrograms of selected speech recordings from a Parkinson’s subject in quiet
condition. Panel (a) represents the spectrogram for “He told the patient to be careful", and
panel (b) represents the spectrogram for “Stroll along the banks, look for clues"
ChatterVox device received lower quality ratings than no amplification in quiet conditions
(Fig. 4.1a & Fig. 4.1b), but higher ratings in conditions involving background noise (Fig.
4.1c & Fig. 4.1d). Finally, no significant three-way or four-way interactions were found.
Post-hoc analyses with Bonferroni corrections revealed that the BoomVox received significantly higher speech quality rating than other devices and that there were no statistically
significant differences among the devices with the three lowest quality scores [18].

4.3.2

Objective results

Fig. 4.2 displays sample spectrograms associated with speech samples collected from a
subject with Parkinson’s disease in the quiet condition. Fig. 4.2a displays the spectrogram
of an isolated sentence produced by the subject while utilizing the BoomVox amplifier. Fig.
4.2b displays the spectrogram of a different isolated sentence produced by the same talker,
but with the Spokeman amplifier, which received a poorer speech quality rating. Visual
inspection of these spectrograms reveals broadband background noise with the Spokeman
amplifier.
The subjective scores of speech recordings served as a reference for benchmarking the
objective metrics in this research. Two figures of merit were used: (a) the Pearson correlation
coefficient between the true and predicted subjective scores, and (b) standard deviation of
p
prediction error (SDPE) given by SDP E = σ̂s 1 − ρ2 , where σ̂s is the standard deviation
43

Chapter 4. Evaluation of The Quality of Running Speech of Parkinson’s Disease
4.3. Results

6

2

5
1.5
4
3

1

2
0.5
1
0

0
0

20

40

60

80

100

0

(a) SRMR

20

40

60

80

100

(b) ModA

Figure 4.3: Scatter plot between the objective and subjective scores for all the speech recordings in the database. Data were plotted for the four conditions, viz isolated sentences in quiet
and in 65 dB SPL background noise (labeled SQT (no noise) and SQT (noise) respectively),
and sentences extracted from conversation in quiet and in 65 dB SPL background noise
of the subjective speech quality scores, and ρ is the correlation coefficient between the true
and predicted quality scores [57].
4.3.2.1

Unmapped objective metrics

As indicated earlier, SRMR, ModA, and CPP report a single number predictive of the
subjective speech quality. As such, no mapping algorithm was applied to these metrics.
Analyses showed that the correlation coefficient between the SRMR scores and the subjective
scores was only 0.5. However, when averaging the scores per device and the background
noise conditions, the correlation increased to 0.89. As for the ModA technique, the overall
correlation with the subjective metrics was 0.64, but it reached 0.88 when the scores where
averaged per device and background noise conditions. In the case of CPP, the correlation
between the objective scores and subjective scores was 0.35, and it reached 0.59 when the
scores were conditionally averaged. Fig. 4.3 shows the scatter plots between the SRMR and
ModA scores against the subjective scores for the entire database. The greater dispersion in
the scatter plot, and the estimator bias for the poorer quality subjective scores are evident
in this figure.
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4.3.2.2

Objective metrics with multiple features

Multiple features objective metrics are those metrics in which each has a group of features to
represent the quality of Parkinsonian speech. As such, a machine learning algorithm has to be
applied to map the feature vector extracted from each speech recording to the corresponding
subjective scores. The feature vector dimensions for LCQA, MFCC, and GFCC were 40, 26,
and 60,f respectively, which were mapped separately using four learning algorithms viz. LR,
SVR, GPR, and DNN.
Table 4.1 shows the correlation coefficients between the true subjective scores and predicted subjective scores through feature mapping for all feature vector - feature mapping
combinations and for both training and test datasets. The corresponding SDPE values were
also included in this table. It can be seen that the LR method has high overfitting for all the
non-reduced objective metrics because of the gap between the correlation values associated
with the training dataset and the test dataset. A similar phenomenon can be noted with the
MFCC-GPR and MFCC-DNN conditions. As expected, the SDPE values are substantially
higher for the test dataset in overfitting cases (e.g., MFCC-DNN).
A number of feature vector-feature mapping combinations have resulted in similar correlation values for the test dataset. The Steiger’s Z test [63] was therefore employed to
assess the statistical significance of differences between different correlation coefficients. Results from this analyses showed that MFCC-GPR, GFCC-GPR, ad GFCC-DNN performed
statistically similar in predicting subjective scores. Of these, GFCC-DNN had the lowest
difference in the correlation coefficient between training and test datasets.
4.3.2.3

Reduced multiple features objective metrics

By applying the feature selection and reduction method mentioned in subsection. 4.2.4, the
number of features for LCQA, MFCC, and GFCC were reduced to 7, 16, and 11, respectively.
Fig. 4.4 displays the mean square error (MSE) between the true and predicted subjective
speech quality scores for both the training and the test databases when plotted against the
number of selected features from the GFCC feature vector. As expected, the MSE for the
training dataset continues to decrease, while the test dataset error decreases until the number
of selected features become 11. After this point, the test dataset MSE increases, which means
that increasing the number of features beyond this point will yield to an increased chance of
overfitting. This implied that the selected 11 features would avert overfitting and potentially
lead to better results.
The last four columns in Table 4.1 show the correlation values resulting from feature set
reduction for different combinations of feature vectors and mappers and for both training
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Figure 4.4: The normalized mean square error (MSE) between actual and predicted speech
quality scores as a function of the number of GFCC features. The MSE data for training
and validation datasets are shown separately, and greater separation between these two lines
is a potential indicator of overfitting
and test datasets. It can be observed that using the feature selection and reduction enhanced
the performance LR-based metrics significantly. For example, GFCC test correlation was
increased from 0.70 to 0.78, while the overfitting between the training and the test datasets
was reduced from 0.16 to 0.02. This was also the case for MFCC and LCQA where their test
correlation values increased from 0.66 and 0.73 to 0.75 and 0.75, respectively. It is noted that
the performance of metrics utilizing SVR and DNN mappers was not affected significantly
when applying feature reduction. The performance of GFCC remained at 0.80 correlation
for both the reduced and non-reduced versions. Feature selection and reduction improved
the performance of the metrics using GPR in terms of overfitting reduction. The overfitting
between the training and the test dataset was reduced from around 0.1 to 0.03 only in the
case of GFCC, overfitting was reduced from 0.12 to 0.07 in the case of MFCC, and it was
reduced from 0.08 to 0.01 in the case of LCQA.
Statistical analyses using Steiger’s Z test showed that more feature vector and feature
mapper combinations resulted in statistically similar performances with reduced feature sets.
Once again, GFCC-DNN had the lowest difference in correlation coefficients between training and test datasets, as well as a lower SDPE value. This finding is consistent with speech
quality and automatic speech recognition research [21, 26], in that the GFCCs appear to
capture perceptually salient features perhaps due to their better approximation of the audi-
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Table 4.1: Correlation coefficients and SDPE values between objective and subjective data.
Bold correlation coefficients represent feature vector and mapper combinations that performed statistically similar to the test dataset
Metric

Correlation
(Training)

LCQA-LR
MFCC-LR
GFCC-LR
LCQA-SVR
MFCC-SVR
GFCC-SVR
LCQA-GPR
MFCC-GPR
GFCC-GPR
LCQA-DNN
MFCC-DNN
GFCC-DNN

0.81
0.80
0.86
0.77
0.79
0.89
0.86
0.93
0.90
0.81
0.95
0.83

Non-reduced feature set
SDPE
Correlation
(Test)
(Training)
0.66
0.73
0.70
0.72
0.74
0.77
0.77
0.81
0.79
0.78
0.75
0.80

0.12
0.13
0.11
0.13
0.13
0.10
0.11
0.10
0.10
0.12
0.07
0.12

SDPE
(Test)

Correlation
(Training)

0.16
0.14
0.15
0.14
0.14
0.13
0.13
0.12
0.13
0.13
0.14
0.13

0.76
0.78
0.80
0.79
0.88
0.82
0.81
0.89
0.83
0.81
0.81
0.81

Reduced feature set
SDPE
Correlation
(Test)
(Training)
0.75
0.75
0.78
0.77
0.80
0.78
0.80
0.82
0.80
0.79
0.79
0.81

0.14
0.13
0.13
0.13
0.10
0.12
0.12
0.10
0.12
0.13
0.12
0.12

tory filterbank characteristics. Fig. 4.5 shows GFCC-DNN and MFCC-DNN scores against
the subjective quality scores with and without the feature reduction, for the test dataset. It
is evident that the feature reduction led to a reduction in the data spread and variability for
both MFCC-DNN and GFCC-DNN.
4.3.2.4

A composite objective speech quality estimator

In this section, a metric was derived by augmenting the GFCC feature vector with CPP,
LCQA, SRMR, and ModA parameters and applying the feature mapping procedure. The
combined feature set, which included 103 features, was first subject to feature reduction in
a similar manner as described in the previous section. The number of features was reduced
from 103 to 22 features through feature reduction, which included 7 features from GFCC,
12 features from LCQA, and the CPP and ModA values. Table 4.2 shows the correlation
coefficient and SDPE values between the scores obtained by this composite objective metric
and subjective scores for both the training and the test datasets. It is noted that this model
has a higher test correlation value of this dataset more than any other metric mentioned
in the previous sections, which was statistically significant. Fig. 4.6 shows the plot of the
subjective scores on the x-axis against the composite objective scores for the y-axis for each
of the training and the test datasets when GPR was utilized as the feature mapper.
It can be observed from the scatter plots between the objective and subjective data that
there sometimes is a bias in estimating the poorer quality Parkinsonian speech, especially for
those which have subjective quality value less than 0.2. This effect can be observed clearly in
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Figure 4.5: Scatter plot between the objective and subjective data using deep learning for the
test dataset. The data is plotted for both unreduced and reduced GFCC and MFCC feature
vectors. yf is the vector of obtained scores from the linear regression for the non-reduced
model, while yr is the vector of obtained scores from the linear regression of the reduced
model
Table 4.2: Correlation values of the combined features metric
Regression algorithm

Correlation
(Training dataset)

Correlation
(Test dataset)

SDPE
(Training dataest)

SDPE
(Test dataset)

GPR
SVR
DNN

0.89
0.80
0.89

0.85
0.85
0.84

0.10
0.13
0.10

0.11
0.11
0.11

Fig. 4.6, where there are no speech recordings that have an objective (i.e. predicted) score
less than 0.2. After investigation, it was discovered that this was related to the characteristics of the background noise in which the speech recordings were obtained. The noise used
while collecting the speech recordings was non-stationary multi-talker babble with overlapping temporal modulation and spectral properties with natural speech. As such, the model
was unable to predict low subjective speech quality scores associated with environmental
conditions where SNR was 0 dB or less. In other words, the recording dominated by the
multi-talker babble had similar modulation and spectral features as natural speech. In order
to overcome this effect, a synthetic collection of 430 records that contained only multi-talker
babble was added to the training dataset with given subjective scores of 0. It is noted that
training the new database led to an enhancement of the prediction capabilities of the model
towards speech recordings that have less than 0.20 subjective quality scores. Fig. 4.6d shows
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Figure 4.6: Subjective scores against objective scores for the combined metric using GPR
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the scatter plot of the test dataset against the subjective scores after including the multitalker babble in training. It is noted that the bias at the low quality records is reduced with
the new training dataset, and the correlation value improved to 0.86. This point highlights
the need for proper training database in order to effectively predict the perceived speech
quality across the entire rating scale.

4.4

Discussion & Conclusion

Speech amplifiers are typically employed by people with Parkinson’s disease to overcome
hypophonia. In this study, the perceived quality of Parkinson’s speech before and after
amplification was assessed in a number of different test conditions. Speech samples from
11 Parkinson’s patients and 10 age-matched healthy controls were recorded in quiet and
noisy environments, with and without the aid of seven commercially available voice amplifiers. Naive listeners rated the perceived quality of these recordings. Statistical analyses of
the quality rating data revealed that the quality ratings for Parkinsonian speech were significantly lower than speech quality ratings for age-matched controls. In general, the voice
amplifiers enhanced the quality of Parkinsonian speech, but there were significant differences
in the ratings associated with different devices. This study, therefore, highlights the need
for benchmarking voice amplifiers in a perceptually relevant manner.
While subjective assessment of voice amplifier performance has high face validity, it
is also time- and resource-intensive. As such, this study investigated the applicability of
objective, instrumental predictors of perceived quality. Among these the CPP, SRMR, and
ModA metrics are single feature objective metrics that did not require a feature mapping
algorithm, which displayed modest performance in estimating the perceived quality of the
amplification devices. On the other hand, LCQA, MFCC, and GFCC procedures resulted
in multi-dimensional feature vectors that needed a feature mapping algorithm. In addition
to these objective metrics, a composite objective metric was developed by gathering and
combining a subset of the feature sets described above.
The LR, GPR, SVR, and DNN algorithms were utilized as the feature mappers. For the
non-reduced multiple features objective metrics category, it was noted that applying the deep
learning algorithm on the GFCC features yielded to the best performance of this category
with a correlation value of 0.83 for the training set and 0.80 for the test set. The difference
between the training and the test correlation values was the minimum, which implied that it
was the most generalized model and the least prone to overfitting effect. As such, this metric
would be more preferred than a metric applying GPR to MFCC features which resulted in
0.81 correlation value for the test dataset but had a higher difference between the training
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and the test correlation values, which again is an indication of overfitting. For the reduced
feature objective metrics, the metric obtained from applying the deep learning algorithm to
the GFCC features was selected to be the best metric to estimate the Pakinsonian speech
quality because it was least prone to overfitting.
It is noted that the reduction of features contributed to the enhancement of the correlation
values obtained from applying SVR to all LCQA, MFCC, and GFCC with a significant
statistical difference. In the case of applying feature reduction to the metrics using GPR,
the enhancement in the test dataset correlation values was statistically similar. However,
there was an enhancement in the overfitting effect by reducing the difference between the
training and the test datasets. The composite metric had a statistically superior performance
when compared to all the other measures explored in this study.
In order to further probe the robustness of the presented models, an additional experiment
was conducted by separating the training and the test datasets such that the test set included
all the data points from 4 randomly chosen subjects. This was performed to address the
concern that the learning model may be influenced by the data/scores from a few subjects.
This analysis was performed with the GFCC and MFCC feature sets using the GPR machine
learning algorithm, in a similar manner as before. The new GFCC-GPR metric resulted
in correlation values of 0.85 and 0.75 for the new training and test datasets, while the
corresponding correlation values for the MFCC-GPR combination were 0.94 and 0.80. The
Steiger’s Z analysis revealed that the correlation coefficients obtained with this new data
partitioning were statistically similar to the corresponding values in Table 4.1. These results
highlight the robustness of the learning model in predicting the quality of Parkinsonian
speech.
In conclusion, this study showed the differential impact of speech amplifiers on perceived
Parkinsonian speech quality. It also demonstrated the applicability of instrumental metrics for benchmarking the speech amplifiers in a perceptually relevant manner. While the
results presented in this chapter are promising, future research involving a larger quality
rating dataset of amplified Parkinsonian speech is warranted for assessing the robustness
and generalizability of objective measures investigated in this research. A larger dataset also
facilitates better training and optimization of the deep learning models, leading to better
speech quality prediction performance.

4.5

Summary

In this chapter, the quality of the amplified Parkinsonian speech was assessed using subjective
and objective methodology. Subjective quality scores were obtained for speech samples
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collected from Parkinsonian subjects under different environmental conditions, which were
subsequently used to benchmark the performance of the objective metrics. The feature
extraction methods included CPP, SRMR, ModA, MFCC, GFCC, and LCQA. Some of the
aforementioned methods require a mapping procedure to assimilate a group of features into
a predicted quality score. Linear regression, support vector regression, Gaussian process
regression, and deep learning are all regression techniques that are deployed to map the
extracted features to the subjective measures. The integration of some selected features
from GFCC, CPP, LCQA, SRMR, and ModA methods led to the development of a metric
that had the highest correlation of 0.85 with the subjective data.
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Chapter 5
Design and Evaluation of A New
Speech-to-Noise Feedback Device
5.1

Introduction

As discussed earlier, individuals with Parkinson’s Disease (PD) suffer from hypophonia,
leading to a poor understanding of their speech in noisy environments. To provide better
context for this chapter, relevant research studies are reviewed here which systematically
investigated the relationship between the production level and intelligibility of Parkinsonian
speech. For example, Adams et al. [10] studied the effect of background noise level variation
on speech production intensity in participants with hypophonia due to Parkinson’s disease.
The study included 10 Parkinsonian subjects and 10 normal control subjects, and involved
three conditions: a conversation task in a multi-talker background noise at 50, 55, 60, 65,
and 70 dB SPL; a level matching task where the participants were asked to imitate three
speech intensity targets of 60, 70, and 80 dB SPL; and a speech production task where the
participants were asked to produce their maximum intensity. While both PD and control
subjects increased their speech intensity when the noise level increased indicating a positive
Lombard effect, the speech intensity increase for the PD participants was significantly lower
than the increase in the normal subjects. Similarly, the PD participants were lower by 3 –
4 dB in matching the speech intensity targets, and 6 – 7 dB lower than normal controls in
generating the maximum intensity.
In another study conducted by Adams et al. [11], the effect of background noise on
both the Signal-to-Noise Ratio (SNR) and the speech intelligibility was investigated. This
study included 25 PD subjects and 15 normal control participants. Three levels of noise
were included in the experiment (60, 65, and 70 dB SPL), and the noise was generated
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through a single loudspeaker at a distance of 115 cm from the PD subject and an angle
of 45 degrees. Speech recordings were collected from 2 microphones, one attached to the
head of the participant and the other was at located at a distance of 115 cm from the PD
subject. The latter microphone served as the “listener”, with the subject, the noise source
(the loudspeaker), and the “listener” microphone forming an equilateral triangle of a side
length of 115 cm. The study showed that in addition to the SNR reduction, there was a
reduction of approximately 20 - 30 % in the intelligibility of PD participants at all speech
tasks. The intelligibility dropped to below 50 % when the SNR level fell below 1.8 dB.
In a follow-up paper, Adams et al. [64], employed two microphones to measure speech
SNR from PD and normal control participants in background noise levels ranging between
50 – 70 dB SPL. The first microphone was attached to the subject’s head while the other
microphone was attached to the subject’s throat. Similar to studies reviewed above, results from this study showed that the PD participants were consistently and significantly
lower than normal controls in their speech intensity levels across all background noise levels,
leading to lower speech SNRs. In addition, this study showed that the head microphone
was more sensitive to the effects of the hypophonia on the SNR variations than the throat
microphone. However, the throat microphone was found to be useful as it offered excellent
noise isolation and good speech detection. This study, therefore, suggested the use of both
a throat microphone and a head microphone measures speech SNR at high noise levels.
Finally, Dykstra et al. [65], showed that there is a big drop in the intelligibility of PD
subjects when exposed to high noise levels. For example, average conversational intelligibility
of PD speech was about 57% in the presence of 70 dB SPL noise level, while it was about
89% in the presence of no noise. It is worthwhile to highlight here that the conversational
intelligibility of speech produced by normal controls in the 70 dB SPL background noise
condition was reported as 85%. All these studies showed that PD speech suffers from reduced
SNR in high background noise levels, which negatively affects its intelligibility. It is therefore
imperative to enhance PD speech, either during production or soon after, to improve its
intelligibility by listeners.
In the previous chapter, the utility of voice amplifiers in this context has been explored.
Results from the previous chapter demonstrated that the perceived quality of Parkinsonian
speech can be improved with a voice amplifier, in both quiet and noisy environments. However, as shown in the previous chapter, this improvement is dependent on the voice amplifier
characteristics, necessitating electroacoustic verification of the amplifier performance by the
patient or the clinician. An alternative approach is to enable PD patients to consciously
increase their voice level in challenging environments through appropriate feedback. The design and evaluation of such a feedback system form the focus of this chapter. In particular, a
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new wearable device is developed to measure the SNR level between speech and background
noise. The wearable device aims to give feedback to the subject to increase their voice level
when the SNR falls below a certain level. By this way, the SNR of the participants is kept
above the level that maintains the speech to be intelligible to the listener. Since SNR estimation is central to the wearable device, the issues associated with realtime speech SNR
estimation are discussed next.

5.2

Speech SNR estimation

The discrete-time noisy mixture, x(n), recorded through a measurement microphone is given
by;
(5.1)

x (n) = s (n) + v (n)

where s (n) is the speech signal, and v (n) is the background noise uncorrelated with
the speech signal. For the rest of this chapter, the noise is assumed to be additive and
environmental reverberation effects are not included. In realtime SNR estimation, the noisy
recording is analyzed on a frame-by-frame basis, and in order to estimate the frame-wise
speech SNR, there must be a method to detect voice activity from talkers through a voice
activity detector (VAD). The speech SNR for the j th frame can then be estimated as:
if VADj

SN RdB,j = 10 ∗ log10

2
2
− σ̂n,j−1
σx,j
2
σ̂n,j−1



(5.2)

2
2
σ̂n,j
= ασ̂n,j−1

(5.3)

2
2
2
= β σ̂n,j−1
+ (1 − β) σx,j
σ̂n,j

(5.4)

else

2
2
where σx,j
is the variance of the noisy mixture in the j th frame, σ̂n,j
is the estimate of
th
the noise variance in the j frame, and α and β are weighting constants respectively.
It is evident from the above that the VAD plays a crucial part in speech SNR estimation.
Several approaches have been undertaken to accurately detect speech activity based solely
on the noisy speech recordings (e.g., through statistical analysis of recorded data [66, 67] or a
decision-directed parameter estimation method with a likelihood ratio test [68]). In general,
the performance of these VAD algorithms is dependent on the noise type and true SNR.
Figure 5.1 highlights this issue for a sample VAD [68]. Figure 5.1a shows the clean speech
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Figure 5.1: Statistical VAD. (a) clear speech signal, (b) the speech signal at SNR= 5 dB (c)
the speech signal at SNR = 0 dB.
sentence, while Figures 5.1b and 5.1c depict the same sentence corrupted by an additive
multi-talker babble noise at 5 dB and 0 dB SNRs respectively. The magenta lines in Figures
5.1b and c indicate the binary decisions rendered by the VAD algorithm [68], with a value
of “1” representing speech presence and “0” indicating speech absence. The high variability
in the VAD performance is evident in this figure, across both SNRs. While some of this
variability can be mitigated through post-processing and careful tuning of the detection
algorithm parameters, its performance cannot be generalized across different noise types (in
other words, a different set of fine-tuned parameters may be required for a different noise
source). Recent efforts on incorporating DNNs to classify the type of background noise and
apply appropriately tuned parameters in the VAD are interesting [69], but the computational
complexity of these approaches may preclude their implementation in wearable devices. This
thesis takes an alternate approach, wherein a dedicated accelerometer placed on the subject’s
throat area reliably detects speech activity, irrespective of the type of background noise or
its level. The block diagram of the proposed device and its functionality are described next.
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5.3

Proposed Speech-to-Noise Feedback (SNF) device
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Figure 5.2: System block diagram

Figure 5.2 displays the block diagram of the proposed SNF device, which is built using
off-the-shelf components. Key features of this device include:
• Dual ear-level microphones – Two microphones, one above the left ear and the other
above the right ear, serve as the measurement microphones for the proposed system.
The dual-channel or binaural recording design is an innovative feature of this system,
as it allows for better SNR estimation in environments with asymmetric noise sources.
For example, a background noise source spatially located on the right side of the
wearer will generate better (higher) SNR on the left side and vice versa, due to the
head shadow effect. Integrating SNRs estimated at left and right ears will offer a more
robust measure of the environmental SNR, as shown in the experimental results later
in the Chapter.
• VAD accelerometer – a dedicated accelerometer forms the third data acquisition channel, conveying information on wearer’s speech activity. As discussed earlier, previous
studies have used the Knowles BU-27135 for logging the voice information (e.g., ambulatory phonation monitor [20]). However, the Knowles BU-27135 outputs an analog
signal, which necessitates an analog-to-digital converter (ADC) interface, prior to accelerometer data analyses. An alternate model, MPU-6050, is used in this design as it
outputs digital data and is more cost-effective than the Knowles BU-27135.
• Low cost embedded system – The Raspberry Pi 3 b+ is used as the computing unit in
this device. It has a 64-bit quad core processor running at 1.4 GHz. It has an SDRAM
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of 1 GB, and 40 pin-GPIO header, which are adequate for the current device.
• Display and alarming system – The system features a graphical user interface (GUI)
that allows for initial setup of the SNF software. The GUI also facilitates the visualization of the realtime SNR. The alarming system alerts the user when the estimated
SNR falls below a threshold for a pre-determined period of time, both visually (by
color-coding the estimated SNRs red) and auditorily (by playing a beep).

5.3.1

Initial hardware prototype

During the initial development of the SNF device, a pair of Polsen OLM-10 omnidirectional
microphones were employed as the recording microphones. Aquisition of the analog signals
generated by these electret microphones required a sound card to be installed on the top
of the Raspberry Pi micro-controller. The Audio Injector sound card was deployed for this
purpose. Fig. 5.3 displays the initial version of the prototype, with the Audio Injector card
installed on top of Raspberry PI. The stereo microphone inputs are connected at the top
RCA ports, while the stereo audible alarm connection was at the right. The MPU 6050
accelerometer was interfaced to the Raspberry Pi through the I2C port.
Pilot testing with the initial prototype revealed low sensitivity by the OLM-10 microphones, especially when worn at ear-level. The low sensitivity precluded accurate speech
SNR estimate at high background noise levels. The OLM-10 microphones were therefore
replaced by the Electret Microphone Amplifier MAX 4466s, which were more compact and
had higher sensitivity. While the MAX 4466s solved the problem of poor measurements
of SNR, additional problems arose when converting from a monaural system to a binaural
system. The binaural system added a processing load to the sound card, causing problems
in the latency and the synchronization of the processing system. In particular, the data
collected from the two microphones and the accelerometer were not synchronized (as the
system incurred latency through the acquisition of dual microphone data). This lead to the
erroneous computation of the SNR and subsequent malfunctioning of the audible and visual
alarming system. As such, there was a need to remove the sound card, which required the
use of digital microphones that interfaced directly to the Raspberry Pi. The Adafruit I2S
MEMS microphones have an onboard digitizer whose output can be connected directly to
the Raspberry Pi system without the need of a sound card. This solved the problem of
latency errors.
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Figure 5.3: Initial prototype with sound card

5.3.2

Refined prototype

Fig. 5.4 shows the components and the finished version of the refined prototype. The
Adafruit SPH0645 is the compact, low cost MEMS microphone with a bandwidth of 50 Hz
– 15 kHz that interfaces to the Raspberry Pi through the I2S interface. These microphones
were encased in a plastic case and placed above the left and right ear of the participants.
The MPU 6050 accelerometer is connected to the Raspberry Pi through the I2C interface.
It was held securely against the throat of the wearer using Velcro. Removal of the sound
card ensured the processing portion of the device was compact, even with the addition of
a 7” LCD touchscreen display. The processing system is placed in a belt pack and can be
worn around the waist, as shown in Fig. 5.4.
Fig. 5.4 shows images taken for the SNF device before assembly, after assembly, and
after attaching the device to the participant.
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(d)

(a)

(b)

(c)

Figure 5.4: SNF device. Rotating counter-clockwise from the upper left corner (a) The
MEMS microphone, (b) The 2 microphones in plastic caskets and the MPU 6050 accelerometer, (c) the device including the Raspberry Pi , and (d) The device assembled and attached
to the user

5.3.3

Software design

Custom software routines were written in Python 3.6 for data collection, analysis, display,
and alert. The software ran two threads: the main thread that acquired stereo data from
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Figure 5.5: Flow chart of the device software
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the MEMS microphones, conducted all the SNR estimation calculations, and performed the
realtime display and alerting, while the second thread continuously acquired the data from
the accelerometer. Thread synchronization was accomplished through proper locking and
unlocking mechanisms. Fig. 5.5 shows the flow chart of the script running the device. The
device alerts the wearer when the measured SNR is below 8 dB for 5 seconds. The steps of
the algorithm are as follows:
• An audio frame of 1 second is collected at 44100 Hz sampling rate.
• The power (i.e. variance) of the signals recorded from the left and right microphones
is calculated.
• The data coming from the accelerometer is analyzed to indicate larynx movement.
• If the accelerometer data shows no speech from the subject, the calculated power
represents the noise power for the next audio frame. The SNR was set to −20 dB, and
the next audio frame is collected.
• If the accelerometer data was above an empirically determined threshold to indicate
the presence of speech, the SNR was calculated as follows:

SN RdB,j = 10 ∗ log10

2
2
− σ̂n,j−1
σx,j
2
σ̂n,j−1



(5.5)

2
2
is the estimate of the
is the variance of the noisy mixture in the j th frame, σ̂n,j−1
where σx,j
noise variance in the j th frame

• If both the left or right channel SNR(i) > 8 dB, the current frame speech SNR is higher
than the desired SNR level. Reset the alarm index and check if this is the last audio
frame.
• If either the left or right channel SNR(i) < 8 dB, the current frame speech SNR is lower
than the desired SNR level. Increment the alarm index by 1. This ensures that noise
coming from one side of the wearer is captured properly by the ipsilateral microphone.
• If the alarm index is less than 5 seconds, move to record the next audio frame.
• If the alarm index is higher than 5 seconds, play the feedback alarm, reset the alarm
index, and move to record the next audio frame.
• If this is the last audio frame, stop recording, generate a report containing the recorded
SNR values, and save the audio wav file.
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Fig. 5.6 displays a sample screenshot of the device output. When the measured SNR is
below the desired threshold, the measured SNR bar appears in red, but when the measured
SNR is higher than the desired threshold, the measured SNR bar appears in green. An alarm
is played after 5 consecutive red bars. When there is no speech detected, the measured SNR
bar is yellow and placed at a value of −20 dB. It must be noted here that the program
parameters including the SNR threshold, voicing threshold for the accelerometer signal, the
frame size for SNR calculations, and the number of consecutive below-threshold SNRs to
activate the alarm, are all configurable through the software.
The designed prototype was tested as a proof-of-concept with three control subjects. The
experimental methodology for device performance validation is described in the next section.

Figure 5.6: Screenshot of the device output

5.4

Methodology

Subjective data collection procedures outlined in this chapter received ethics approval from
Western University’s Health Sciences Research Ethics Board.
This study included collecting speech samples from 3 normal individuals in different noise
conditions, with and without the assistance of the new SNF device. Each participant was
seated in a lab environment and completed 4 different speech tasks. The first task was
to produce three repetitions of the sustained vowel /a/, the second task was to repeat six
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Figure 5.7: Methodology block diagram
selected sentences, the third task was to read the phonetically balanced rainbow passage [70],
and the fourth task was to engage in a normal conversation with the experimenter about
the weather, hobbies, and daily life. These tasks were repeated at different background
noise levels, no noise or quiet environment (although there is ambient room noise that was
measured to be 55 dB SPL) and multi-talker babble noise at 65 dB SPL and 75 dB SPL. The
multi-talker babble noise was generated in from two loudspeakers that were positioned 115
cm on either side of the participant, as shown in Fig. 5.7. A measurement microphone was
positioned at a distance of 115 cm in front of the participant, and served as the “listener” (see
Fig. 5.7). The loudspeaker and the microphone levels were calibrated before each session.
The multi-talker babble noise at both 65 and 75 dB SPL was presented in three separate
conditions: noise from the right loudspeaker only, noise from the left loudspeaker only, and
noise from both loudspeakers. These experimental conditions were realized to compare the
device operation in monaural (i.e. use of only one SNF device microphone) and binaural
(use of both SNF device microphones) modes. The whole experiment was conducted twice,
once with the SNF device active, and the other with the SNF device inactive. These two
conditions were counterbalanced across the participants. For each participant, this procedure
led to the collection of 2 device conditions (active/inactive) × 2 noise levels (65 and 75 dB
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SPL) × 3 noise modes (left, right, or both) × 11 stimuli (3 sustained vowels, 6 repeated
sentences, rainbow passage, conversation) +2 device conditions × 11 stimuli in the “quiet”
mode, for a total of 154 recordings per participant.
The recorded data was analyzed to assess the effect of using the device on the performance
of the participants’ speech in terms of SNR, intelligibility, and quality. In particular, the
following procedure was followed for analyzing the recorded data at the “listener” location:
• The combined objective measure developed in Chapter 3 was applied to the sustained
vowel recordings. This allowed for quantifying the impact of SNF device on predicted
PD vowel quality in different noisy environments.
• Two sentences were selected out of the six repeated sentence recordings. For rainbow
passage and the conversation recordings, 4 seconds around the midpoint were selected.
The speech SNR was estimated for these recordings and compared between device
active and inactive situations. The assessment of the SNR of the records are done by
averaging the instantaneous SNR of each record.
• A panel of three listeners was recruited to subjectively evaluate the intelligibility of
selected speech material. This subjective evaluation allowed for investigating the SNF
device impact on perceived intelligibility, and also to gauge the relation between the
estimated speech SNR and perceived intelligibility.
• The selected speech material was separately assessed using the composite objective
measure developed in Chapter 4. This enabled the measurement of the SNF device
influence on predicted speech quality in different background noise conditions.

5.5

Results

Fig. 5.8 displays the sample output data from the SNF device for a participant performing
the speech tasks. The output waveform recorded at one of the headset microphones is shown
in Fig. 5.8.a, while Fig. 5.8.b shows the output waveform recorded from the accelerometer
that is attached to the subject’s larynx. It is noted that the background noise has no effect
on the accelerometer wave, which means that this accelerometer wave can be used to detect
the occurrence of speech or not whatever is the background noise. Fig. 5.8.c shows the
measured instantaneous SNR that is displayed on the device’s screen. It must be noted here
that the speech SNR is computed in realtime, and on the SNF device screen, the estimated
speech SNR is displayed in a scrolling format.
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Figure 5.8: The output data of the device (a) The output waveform from the device microphones (b) The output signal from the accelerometer (c) The instantaneous measure SNR

5.5.1

Analysis of sustained vowel recordings

In the experiments conducted in this study, each participant produced the sustained vowel
/a/ three times at the different background noise conditions mentioned in the methodology
section. Fig. 5.9 shows the spectrograms of two sustained vowel /a/ recordings collected
from the same participant in the presence of 75 dB SPL multi-talker babble background
noise, with and without the SNF device active. Fig. 5.9a shows the spectrogram of the
sustained vowel recording when the SNF device was inactive. It is evident in this figure that
the vowel fundamental frequency and its harmonics are blurred by the background noise,
and which influences its perceived quality (later analyses showed that this recording had one
of the lowest predicted quality scores). In contrast, Fig. 5.9b shows the spectrogram of the
sustained vowel recording from the same participant in the same background noise environment, but with the audible feedback from the SNF device. The relative enhancement of the
harmonic content due to an increase in the vocal intensity can be seen in this spectrogram.
Subsequent analyses showed that this record that had a higher predicted vowel quality, suggesting that the feedback alert from the SNF device resulted in tangible improvements in
perceived quality of the sustained vowel in noisy environments.
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Figure 5.9: Spectrogram of 2 sustained vowels for a participant before and after using the
SNF device
As the next step, the combined objective metric developed and described in Chapter 3,
was used to predict the quality of the all sustained vowel recordings before and after the use
of the SNF device. The relevant features were extracted from each of the sustained vowel
recording, and the trained machine learning model from Chapter 3 was applied to assimilate
the features to a predicted quality score. Fig. 5.10 shows the averaged predicted quality
scores across the same background noise conditions and participants, before and after the
use of the SNF device, with the error bars in Figure. 5.10 denoting the standard error of
the average. It can be seen that the feedback through the SNF device has enhanced the
predicted quality of the sustained vowels across all noise conditions. The biggest quality
enhancement was observed at 75 dB SPL noise condition, highlighting the merit of the SNF
device in more challenging noisy environments.
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5.5.2

Assessment of speech SNR

For the continuous speech stimuli, the changes in estimated speech SNR with device activation was investigated first. Fig. 5.11 shows the waveforms of the same speech utterance
from a participant in 75 dB SPL background noise recorded at the listener location, before
and after using the SNF device. The waveforms are associated with a selected sentence in
the rainbow passage viz. “The rainbow is the division of white light into many beautiful
colors”. Fig. 5.11a shows the produced speech waveform when no feedback was provided.
It is evident in this figure that a substantial portion of speech information is masked by
the background noise, which will impact its intelligibility. The maximum speech SNR value
estimated for this waveform was about −4.6 dB. On the other hand, activating the SNF led
to an increase of the speech production level, which consequently raised the SNR level. This
is evident in Figure 5.11b, where speech components and envelope are distinguishable above
the background noise. The estimated SNR value of the recorded waveform after using the
SNF device was about 1.9 dB.
Fig. 5.12 displays the estimated speech SNR values before and after using the device for
repeated sentences, rainbow passage, and normal conversation speech stimuli, in the absence
of loudspeaker noise (room noise level is 55 dB SPL), and at 65 dB SPL, and 75 dB SPL
multi-talker babble loudspeaker noise. For each record, the maximum instantaneous SNR
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Figure 5.11: The waveforms of a selected sentence from the rainbow passage at 75 dB SPL
was selected to represent the speech SNR, since the background noise is the non-stationary
multi-talker babble. It is noted that the use of the SNF device led to a big increase in the
SNR for all the speech tasks at different noise levels. It is also noted that the SNR at 75 dB
SPL was very low without using the device. The device clearly enhanced the SNR level when
used by participants during conversation and reading rainbow passage tasks. Although the
SNR increased in the case of the repeated sentences task, it was still below zero. The reason
for that is that the device alerts the participant after 5 consecutive seconds of speech SNR
below the preset threshold. The repeated sentence are approximately 2 seconds in duration,
which might not give the device enough time to alert the subject.
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5.5.3

Assessment of speech intelligibility

As described in the methodology section, the selected speech recordings were evaluated by
three listeners for their intelligibility. The listeners rated the intelligibility of each sample on
a visual analog scale ranging between 0 – 100, with 0 representing no intelligibility and 100
representing perfect intelligibility. The intelligibility ratings were averaged across the three
listeners for each condition. Fig. 5.13 shows the assessment of the averaged intelligibility
before and after the use of the SNF device, with the error bars once again denoting the
standard error of the average. Regardless of the speech material, it is clear that there is
a significant drop of intelligibility with an increase of the background noise level. When
there is no noise added, the intelligibility is near 100%, and there is no significant impact
of the SNF device on the intelligibility. At higher levels of background noise, there is a
drop of intelligibility at all speech tasks; this is where the SNF device has the greatest
impact in enhancing the intelligibility of the speech of the participants. Similar to the SNR
data, the greatest intelligibility improvements were observed for the 75 dB SPL background
noise condition. The averaged intelligibility improvements were 15%, 12%, and 18% for the
repeated sentences, rainbow passage, and the conversational speech respectively.
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Figure 5.13: Assessment of intelligibility before and after using the SNF device
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5.5.4

Assessment of speech quality

The selected speech recordings were subsequently assessed in terms of their predicted quality.
The same speech stimuli from the subjective speech intelligibility experiment were employed
in this evaluation as well. Relevant features were extracted from each of the speech recording
and the trained Gaussian Process Regression (GPR) machine learning model from Chapter
4 was applied to output the predicted quality score. Fig. 5.14 displays the predicted speech
quality scores in different conditions, averaged across the three participants, with the error
bars denoting the standard error of the average. In general, the quality results are in line
with speech intelligibility and speech SNR results: (a) there was a decrease in predicted
quality in the presence of background noise, and (b) there was an increase in the predicted
quality with the feedback from the SNF device. The improvements in predicted quality
with the activation of the SNF device are not as strong as those seen with intelligibility or
speech SNR data. This potentially stems from the perception of speech intelligibility and
quality, and can be explained from the example waveform in Figure 5.11 . The underlying
speech components are more visible and perceptible in Figure 5.11 b, which will enhance the
intelligibility of this recording. However, the continued presence of background noise, would
still negatively impact its perceived quality. Thus, a significant improvement in intelligibility
can be expected between the two waveforms in Fig. 5.11, but with only a modest increase
in the perceived speech quality.
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5.5.5

Assessment of the binaural microphones on SNR and intelligibility

An interesting feature of the new SNF device is its binaural measurement capability, which
means that it assesses the SNR level from the right and the left sides of the participant.
Comparing the performance of the binaural device to the monaural device showed that
at high background noise levels, the binaural device exhibits a better performance than
the monaural device in terms of SNR levels and intelligibility. To evaluate the SNR and
intelligibility for the monaural case, only one noise source played the multi- talker babble
noise at 65 or 75 dB SPL from either the right side or the left side of the participant. Only
one microphone was detecting the SNR level and that was on the contralateral side of the
noise source.
Fig. 5.15 shows the averaged SNR levels for the speech recordings when there was no
feedback device, when the device was operating in monaural mode, and when the device was
functioning in the binaural mode. It is noted that the difference between the monaural and
the binaural cases is negligible at 65 dB SPL background noise. On the other hand, there is
a big improvement in the SNR level in the case of 75 dB SPL for repeated sentences, rainbow
passage, and the conversational speech.
Fig. 5.16 shows the averaged intelligibility of the records in the cases of no feedback,
monaural feedback, and binaural feedback. As the case in SNR measurements, the enhancement in intelligibility with the device operating in the binaural mode is clear when
the background noise was at 75 dB SPL. Thus, the binaural operation appears to be more
beneficial in more challenging background noise conditions.
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5.6

Discussion and conclusion

SNF device is using the accelerometer to detect the speech even in highly noisy environments because the accelerometer signal is not effected by the noise signal. The use of 2
microphones makes the SNF device binaural, which enhances the SNR feedback, especially
in environments with multiple noise sources at high levels. The SNF device was found to
enhance the user produced speech in terms of SNR, intelligibility, and quality.
The use of binaural microphones in the SNF device system had proved to be beneficial,
especially in the case of high background noise levels. The use of a binaural system leads to
higher scores of SNR levels and intelligibility more than the use of monaural microphones.
There is a drawback in the design of the device that it cannot detect a big variation in
the value of SNR that is caused by a sudden big change in the value of the noise level. The
design of the SNF device depends on recoding the value of the previous instantaneous noise
level to predict the value of the current SNR. When the participant keeps talking, the value
of the noise level does not change. The problem arises when the noise level changes suddenly
while the subject talks. In this case, the device will not be able to record the new noise level
until the subject stop talking. Although the case of big variation of noise is not common in
daily life, more investigation is needed to overcome this problem.
This device has been tested on 3 normal participants. As the device is proved to increase
the SNR of speech for its users, it is expected to be useful to people impaired with PD and
other speech disorders and to enhance their speech’s SNR, intelligibility, and quality. More
experiments are to be conducted on impaired people to see the effect of the device on their
speech performance during their daily life.

5.7

Summary

In this chapter, a new device is presented to help people impaired with PD to enhance the
intelligibility and quality of their speech. This device uses an accelerometer that is attached
to the larynx of the subject to detect the occurrence of speech even in noisy environments.
The device is tested on three normal participants who performed the tasks of repeating
sentences, reading the rainbow passage, and engaging in normal conversations at 3 different
noise levels, 55, 65, and 75 dB SPL. The SNF device was found to enhance the SNR, the
intelligibility, and the quality of the speech of its users. Future research must include more
participants, and further enhancements to the software and hardware design.
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In this chapter, the contributions of this work are given. Recommendations for future work
are also included.

6.1

Contributions

• Five methods were presented for feature extraction from the Parkinsonian sustained
vowels. While the first two methods, CPP and HNR, were single feature methods,
the other three methods, GFCC, LCQA, and the combined method needed linear regression and SVR machine learning techniques to predict the quality of the sustained
vowels objectively. The combined method represents an improved objective Parkinsonian vowel quality estimator that incorporates LCQA, HNR, and CPP together as a
set of features. The combined method had a higher correlation value more than the
correlation obtained from using the LCQA, HNR, and CPP separately. The correlation
value of the combined method reached 77% for the test dataset.
• To reduce the overfitting effect in the machine learning technique, PCA and the feature
selection and reduction method were used to reduce the dimensionality of the input
features and reduce the overfitting of the obtained objective scores. This led to a
reduction of the number of input features and to enhancement of the correlation scores
for the test datasets. When applying linear regression to the combined method, the
correlation value reached 80% between the subjective and objective scores.
• To assess the quality of running Parkinsonian speech, 7 feature extraction methods
were utilized, SRMR, ModA, CPP, GFCC, MFCC, LCQA, and the combined method.
The methods SRMR, ModA, and CPP are single feature methods, and they do not
need a machine learning technique to map its objective scores to the corresponding
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subjective scores. On the other hand, GFCC, MFCC, and LCQA are multi-feature
methods, and a machine learning algorithm must be applied to extract the objective
scores. This work incorporated the use of deep learning and GPR to assess the quality
of Parkinsonian speech in addition to SVR. The combined method feature set included
GFCC, CPP, LCQA, SRMR, and ModA features. The use of the combined method
with deep learning and GPR achieved a correlation value of 85%.
• The use of multi-talker babble noise led to the appearance of a bias effect at low
quality ratings. This effect was mitigated by adding noise samples that have 0 quality
scores to the training database. This led to the reduction of the bias effect and the
enhancement of the prediction capabilities. The correlation value obtained from the
combined method raised from 85% to 86%. The application of the feature reduction
method to the objective methods led to an increase of the correlation values between
the subjective scores and the objective scores of speech quality.
• A new signal-to-noise feedback (SNF) system has been introduced to enhance the
intelligibility and the quality of speech in noisy environments. The new system utilizes
an accelerometer, MPU6050, that is a cost-effective and has a digital output, which
means it does not need an interface. This leads to simplicity in the design and a
reduction of complexity. The device uses Raspberry Pi 3, which make it portable
and easy to use in the patient’s daily life. Unlike previous systems, the device uses 2
microphones instead of one microphone to make the system binaural and more effective,
especially in multiple, high level noisy environments.
• The use of the new system led to enhancements in the SNR, intelligibility, and quality
of the speech for participants. The use of the SNF device led to an increase in the
SNR for all the speech tasks at different noise levels. It is also noted that the SNR at
the no noise level was low because the participants tended to speak at low levels when
there is no background noise, while this changed when a background noise was added
and the SNR increased due to the natural Lombard effect that normal speakers tend
to raise their voices when there is a background noise that is higher than 50 dB SPL.
At higher levels of background noise, when there is a drop of intelligibility at all speech
tasks, this is where the SNF device has the most significant impact in enhancing the
intelligibility of the speech of the participants. When using the presented combined
objective metric to assess the quality of speech before and after using the device, it
is noted that the quality is acting proportionally with the intelligibility rating with a
clear enhancement of the quality ratings when using the SNF device.
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6.2

Study limitations and future work

Based on the work presented in this thesis, a number of recommendations exist for future
work:
• This study focused on the objective assessment of the quality of Parkinsonian running
speech. Although intelligibility and quality are two correlated attributes, a future study
should focus on the objective assessment of the intelligibility of Parkinsonian speech.
A study must investigate which acoustic features may have a higher representation of
speech intelligibility, and which machine learning techniques may be more suited to
match the objective intelligibility scores to their corresponding subjective results.
• This study did not investigate the objective assessment of loudness in Parkinsonian
speech because there is an existing objective model for estimating loudness that is
proved to be efficient in [71]. However, a future study should investigate the efficiency
of this model in estimating the loudness of Parkinsonian speech.
• Future studies should collect a larger dataset of Parkinsonian speech. Increasing the
size of the dataset will lead to higher accuracy in the estimation of Parkinsonian speech
quality.
• • In applying deep learning machine learning, the size of the deep neural network was
limited due to the limitation of the database’s size. Increasing the size of the database
will lead to implementing a deeper neural network that does not need extracted acoustic
features as input, but it will estimate the quality directly from the running speech
samples.
• The device has been tested on 3 control subjects. The device has been proved to be
efficient in enhancing the SNR, intelligibility, and quality of the participants’ speech.
However, a future study must study the effect of using the device in outdoor environments by Parkinsonian subjects.
• There is a limitation on the work of the SNF device in severely varying environments.
The device cannot detect a big variation in the value of SNR that is caused by a
sudden big change in the value of the noise level. The problem arises when the noise
level changes suddenly while the subject talks. In this case, the device will not be able
to record the new noise level until the subject stop talking. Although the case of big
variation of noise is not common in daily life, more investigation is needed to overcome
this problem.
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