Ionides et al. [12, 13] have recently introduced an original approach to perform maximum likelihood parameter estimation in state-space models which only requires being able to simulate the latent Markov model according to its prior distribution. Their methodology relies on an approximation of the score vector for general statistical models based upon an artificial posterior distribution and bypasses the calculation of any derivative. Building upon this insightful work, we provide here a simple "derivative-free" estimator of the observed information matrix based upon this very artificial posterior distribution. However for state-space models where sequential Monte Carlo computation is required, these estimators have too high a variance and need to be modified. In this specific context, we derive new derivative-free estimators of the score vector and observed information matrix which are computed using sequential Monte Carlo approximations of smoothed additive functionals associated with a modified version of the original state-space model.
Introduction
Consider a random variable Y taking values in a measurable space Y. Given θ ∈ R d , we assume that Y follows a probability density function p Y (y; θ) w.r.t. a σ-finite dominating measure denoted υ (dy). Given Y = y, the likelihood is denoted by L(θ) = p Y (y; θ) and the log-likelihood by ℓ(θ) = log p Y (y; θ). Assuming that ℓ(θ) is twice differentiable, we are interested in calculating the score vector ℓ (1) (θ) and the observed information matrix −ℓ (2) (θ) whose r th component ℓ (1) r and (r, s) th component −ℓ 
The score vector and observed information matrix are useful both algorithmically and statistically. Algorithmically, they can be used to build efficient maximum likelihood estimation techniques as in [12, 13] or to build efficient MCMC proposals relying on the local geometry of the target distribution [10] . Statistically, the observed information matrix can be used to estimate the variance of the maximum likelihood estimate.
Exact calculations of the score vector and observed information matrix are only possible for models where ℓ(θ) can be evaluated exactly. For complex latent variable models, these quantities are typically computed using Monte Carlo approximations of the Fisher and Louis identities [4, 17] . However there are many important scenarios where this is not even a viable option. For example for numerous state-space models arising in applied science, we are only able to obtain sample paths from the latent Markov process but we have access to the expression of neither its transition kernel nor its derivatives [12, 13] . This prohibits the numerical implementation of the Fisher and Louis identities. It is thus useful to develop a simple method to obtain estimates of the score vector and observed information matrix which, beyond the specification of the statistical model, requires a minimum amount of input from the user but can outperform finite difference approximations.
For the score vector, such a method has been recently proposed in [12, 13] . The main idea of the authors is to introduce an artificial random parameter Θ with prior centred around θ. They establish that the expectation of Θ − θ w.r.t. the posterior associated to this prior and the likelihood L(θ) has components approximately proportional to the components of ℓ (1) (θ); the approximation improving as the artificial prior shrinks around θ. In a state-space context where sequential Monte Carlo approximations are required, the direct application of this idea provides a high variance estimator. The authors propose a lower variance estimator which is computed using the optimal filter associated to a modified version of the original state-space model where an artificial random walk dynamics initialized at the parameter θ is introduced.
In this paper, our contributions are two-fold. First, in Section 2, we extend the idea in [12, 13] for approximating the score vector to the approximation of the observed information matrix. We show that this latter is directly related to the covariance of the artificial posterior associated to Θ when the prior is carefully selected. Additionally we sharpen the theoretical results provided in [13] and use these results to compare the proposed estimators to finite difference estimators in terms of optimal rates of convergence of the mean squared error. These results hold for general statistical models. Second, in the specific context of state-space models, we propose in Section 3 original estimators of the score vector and observed information matrix. These are computed using the optimal smoother associated to a modified state-space model which enjoys nicer theoretical properties than the one considered in [13] . This allows us to obtain quantitative bounds for the sequential Monte Carlo implementations of the estimators.
All proofs are postponed to the appendix.
2 Derivative-free estimates of the score vector and observed information matrix
An artificial Bayesian model
We follow here the approach initiated in [13] and introduce a stochastically perturbed version of the original model corresponding to a pair of random variables ( Θ, Y ) having a joint probability density on
where τ > 0 is a scale parameter and κ (·) a probability density on R d . Our main result in this section relates the expectation of an arbitrary function h( Θ − θ) w.r.t. the posterior p Θ| Y ( θ| y; θ, τ ) of Θ given Y = y defined through equation (2) to the entries of the score vector and observed information matrix given in (1). We will denote by E θ1:T ,τ the expectation w.r.t. this artificial posterior. To present this result, we need to introduce some additional notation. If f : R d → R is enough times differentiable, its k th -order differential at θ is a k-linear application from R d×k to R denoted f (k) (θ) and we write
where u i denotes the i-th component of u. For any vector u ∈ R d and matrix v ∈ R d×d we denote by |u| and |v| the L 1 -norm:
Our results rely on the following assumptions.
Assumption 1 κ is a symmetric probability density on R d w.r.t. Lebesgue measure. For any
and the covariance matrix Σ = (σ i,j ) d i,j=1 associated to κ is non-singular so σ
Assumption 3
The log-likelihood function ℓ : R d → R is four times continuously differentiable and, for δ defined as in Assumption 2, the associated likelihood L : R d → R satisfies:
Assumptions 2 and 3 ensures that if the likelihood function is not bounded then it goes to infinity slowly enough so that the prior κ "compensates". These assumptions are not restrictive given κ can be selected by the user; see however the comment after Assumption 4. The following result then holds.
Theorem 1 Suppose Assumptions 1-2-3. For any θ ∈ R d , and h :
for some constants α ≥ 0 and c > 0, we have
All our results are presented as asymptotic expansions for each θ; we could have also presented them as uniform upper bounds on the remainder term, for any θ ∈ K in some compact set K as in [13] .
Approximation of the score vector and observed information matrix
We detail here two useful consequences of Theorem 1. The first result is a strengthened version of the main result provided in [13] which shows that the rescaled components of E θ,τ Θ − θ Y = y are approximately proportional to the score vector. This is established by applying Theorem 1 to the function h (u) = u.
Theorem 2 Suppose Assumptions 1-2-3. For any θ ∈ R d , there exist η > 0 and C < ∞ such that for all
Whereas the upper bound on the r.h.s of (5) provided in [13] is of order τ , Theorem 1 shows that it is actually of order τ 2 . This sharper bound is crucial when comparing theoretically this estimator of the score to finite differences (see Section 2.4). It is additionally possible to approximate the observed information matrix by rescaling the elements of posterior covariance Cov θ,τ ( Θ| Y = y). However, this requires an additional assumption on the artificial prior κ that is for example verified when κ is a multivariate normal with diagonal covariance matrix.
Note that choosing a multivariate normal distribution for κ in order to satisfy Assumption 4 makes the constraints on the likelihood brought by Assumption 3 more explicit. In this context, we obtain the following result by applying Theorem 1 to h (u) = uu T .
Theorem 3 Suppose Assumptions 1-2-3-4. For any θ ∈ R d , there exist η > 0 and C < ∞ such that for all
Latent variable models and Monte Carlo estimates
The approximations of ℓ (1) (θ) and ℓ (2) (θ) presented in Theorems 2 and 3 will be primarily useful for latent variable models where we have random variables (X, Y ) taking values in a measurable space X ×Y and following a probability density function
w.r.t. a σ-finite product dominating measure denoted λ (dx) υ (dy) that is parameterised by θ ∈ R d . Here X is a latent variable and, given Y = y, we have ℓ(θ) = log p Y (y; θ) where p Y (y; θ) =´p X,Y (x, y; θ) dx.
In this context, the artificial Bayesian model corresponds to a triplet of random variables Θ, X, Y having a joint probability density on
Theorems 2 and 3 still obviously hold and ℓ (1) (θ) and ℓ 
Comparison with finite difference schemes
An alternative "derivative-free" approach to compute ℓ (1) (θ) and ℓ (2) (θ) consists of using finite difference schemes combined to Monte Carlo estimates of ℓ(θ); see for example [2] . For sake of simplicity, consider the case where θ ∈ R.
The central finite difference estimator of ℓ (1) (θ) and second central finite difference estimator of ℓ (2) (θ) are given by
where ℓ N (θ + h), ℓ N (θ − h) and ℓ N (θ) are independent Monte Carlo estimates using N samples. In most applications, these three estimators have both a bias and a variance of order N −1 . It can then be shown under mild additional regularity assumptions that the optimal rates of convergence of the mean squared error for ℓ
for h ∼ N −1/6 and h ∼ N −1/8 ; see [2] , Chapter 7, Section 1 for details. Results provided in Appendix B indicate that the optimal rates of convergence of the mean squared error of the estimators
with µ N,τ (θ) and v N,τ (θ) being importance sampling estimators of E θ,τ ( Θ| Y = y) and Cov θ,τ ( Θ| Y = y) are similar to the finite difference optimal rates, provided τ ∼ N −1/6 and τ ∼ N −1/8 respectively. As pointed out in [2] , these results are "rather academic" as the constants in front of the optimals h or τ depend on unknown parameters. Moreover, as observed experimentally in [13] in the context of state-space models, ℓ
N,h (θ) involves running two independent sequential Monte Carlo filters providing a high variance estimate of the numerator of (7) whereas variance reduction techniques positively correlating ℓ N (θ + h) and ℓ N (θ − h) proposed in [15] are not applicable in this model-free context.
3 Estimation of the score vector and observed information matrix for state-space models
State-space models
Let {X t , Y t } t∈N be a stochastic process such that (X t , Y t ) takes values in a measurable space X × Y. For any sequence {z k } , let z i:j denote (z i , z i+1 , ..., z j ). The model is specified as follows: {X t } t∈N is a latent Markov process of initial density ν (x; θ) and homogeneous Markov transition density f ( x| x ′ ; θ) w.r.t. a dominating measure λ (dx) whereas the observations {Y t } t∈N are assumed to be conditionally independent given {X t } t∈N of conditional density g ( y t | x t ; θ) w.r.t. a dominating measure υ (dy); that is X 1 ∼ µ (·; θ) and for t = 1, 2, . . . .
It follows that the joint density of (X 1:T , Y 1:T ) is given by
For a realization Y 1:T = y 1:T of the observations, the log-likelihood of function satisfies
This model is just a specific latent variable model as discussed in Section 2.3 with X = X 1:T and Y = Y 1:T . Hence it is possible to approximate ℓ (1) (θ) and ℓ (2) (θ) using Theorem 2 and Theorem 3 and by computing a Monte Carlo approximation of p Θ, X1:T |Y1:T ( θ, x 1:T |y 1:T ; θ, τ ). Sequential Monte Carlo methods are the tools of choice to approximate posterior distributions for state-space models. Unfortunately, it is well-documented that standard sequential Monte Carlo methods would provide very high variance estimators of p Θ|Y1:T ( θ|y 1:T ; θ, τ ) in this context as the parameter Θ is static, see [4, 8] . Recently particle Markov chain Monte Carlo [1] and Sequential Monte Carlo squared [5] algorithms have been developed to address such problems and could be used to sample from p Θ|Y1:T ( θ|y 1:T ; θ, τ ). We follow here an alternative approach initiated in [13] , leading to a natural extension of the approximations described in Section 2.2 and their Monte Carlo estimates described in Section 2.3.
An artificial Bayesian model
We first extend the model by allowing the parameter θ to change at each time point. We therefore introduce θ 1:T ∈ R dT and an extended model such thatX 1:T ,Ȳ 1:T have a joint density defined bȳ
and we denote the associated log-likelihood of the observationsȲ 1:T = y 1:T bȳ ℓ(θ 1:T ) = log pȲ 1:T (y 1:T ; θ 1:T )
We write θ [T ] the vector of R dT made of T copies of θ concatenated in a column vector. Similarly to Section 2.1, we now introduce artificial random variables Θ 1:T with prior κ centred around θ 1:T ∈ R dT . Given a prior κ on R d as in Section 2.1, satisfying Assumptions 1 and 2, we define κ as
and denote byΣ T its associated block diagonal covariance matrix. The joint probability density of ( Θ 1:T , X 1:T , Y 1:T ) is then defined as
and we denote by E θ1:T ,τ the expectation with respect to the associated posterior p Θ1:T | Y1:T (θ 1:T |y 1:T ; θ 1:T , τ ).
In order to apply the results of Section 2.2, we further assume that the log-likelihoodl(θ 1:T ) associated to this extended state-space model satisfies the following assumption, similar to Assumption 3.
Assumption 5
The log-likelihood functionl : R dT → R is four times continuously differentiable and, for δ defined as in Assumption 2, the associated likelihood L : R dT → R satisfies:
This assumption in conjunction with Assumptions 1 and 2 allows us to obtain the equivalent of Theorem 1
) in place of κ and ℓ (i) (θ). It is not stated here for the sake of brevity.
Approximation of the score vector and observed information matrix
It is now possible to adapt the results of Section 2.2 to obtain new estimates of the score and observed information matrix for state-space models.
Theorem 4
For the artificial Bayesian model introduced in Section 3.2, satisfying Assumptions 1-2-5, for any θ ∈ R d there exist η > 0 and C < ∞ such that for all 0 < τ ≤ η
where the score estimator is given by
Remark 5 In [13] , the score estimate is obtained by considering a different stochastically perturbed state-space model where
and it is established that, for any compact K, there exist η > 0 and C < ∞ such that
Note that the estimate in (18) requires solving a filtering problem whereas our estimate in (15) requires solving a smoothing problem.
As in Section 2.2 we complete this section with an approximation of the observed information matrix. To obtain simple approximations we assume that κ satisfies Assumption 4.
Theorem 6
For the artificial Bayesian model introduced in Section 3.2, satisfying Assumptions 1-2-4-5, for any θ ∈ R d , there exist η > 0 and C < ∞ such that for all
where the observed information matrix estimator is given by
Sequential Monte Carlo estimates
The approximations of the score vector and observed information matrix given in Sections 3.3 require comput-
.., T ) . These can be approximated using sequential Monte Carlo methods applied to the modified state-space model described in (14) , τ ) will be approximated by a single unique particle for T − t sufficiently large. To obtain lower variance estimators, it is possible to use sequential Monte Carlo smoothing techniques. Standard approaches include the forward backward smoothing procedure [7] and the generalized two-filter smoothing recursion [3] . However these approaches are only applicable when we can evaluate f ( x ′ | x; θ) pointwise and the primary motivation for this work is to address scenarios where this is not possible. In this case, we can only use the bootstrap filter [11] and can still obtain lower variance estimators at the cost of a small bias increase by using the fact that, when the state-space model enjoys forgetting properties, we have
for a lag ∆ large enough. This fixed-lag approximation was first proposed in [14] and has been studied in [16] . Similarly, w.l.o.g. consider that for t ≥ s we have
This suggests to practically approximate using the bootstrap filter the following fixed-lag smoothing approximations of the score vector S τ,T (θ) and the observed information matrix I τ,T (θ):
with the convention that j k=i = 0 if i > j.
Convergence results
We first quantify below the bias brought by the fixed-lag approximation. Our bounds rely on the following mixing assumption.
Weaker conditions could be used at the cost of substantially more complex proofs; see [6, chapter 4] , [18] .
Proposition 7 Suppose Assumption 6. Then for all integers T ≥ 1, 0 ≤ ∆ ≤ T − 1, we have
Let S N τ,∆,T (θ) and I N τ,∆,T (θ) be the bootstrap filter approximations of S τ,T (θ) and I τ,∆,T (θ) based on N particles. The following proposition relies partly on results in [16] .
and
where the expectations are with respect to the law of the bootstrap filter and
Discussion
Building upon [12, 13] , we have proposed a derivative-free estimator of the observed information matrix for general statistical models which can be computed easily using Bayesian computational tools. In the specific context of state-space models, we have also obtained new derivative-free estimators of the score vector and observed information matrix. These estimators are obtained by solving smoothing problems for a modified statespace model that differs from the one proposed in [12, 13] . Under mixing assumptions on the original state-space model, it is possible to obtain quantitative bounds for the resulting sequential Monte Carlo estimators.
Extensive numerical experiments comparing in practical situations the various estimators discussed in the paper will be made available shortly.
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A Proofs
In the proofs we will use the notation
for any C ∈ R and we will denote by B(x, r) the ball of radius r > 0 centered at x ∈ R d for the L 1 norm. Our calculations use extensively the elementary fact that, for κ a symmetric prior, for odd k and for any
The proof of Theorem 1 uses techniques borrowed from the literature on Bayesian asymptotic theory, see for instance the first chapter of [9] and references therein. Indeed both estimators provided by Theorems 2 and 3 are based on the asymptotic moments of the posterior distribution as it concentrates. However in our context, the posterior concentrates because the prior concentrates whereas the likelihood function is fixed. In Bayesian asymptotic theory, the posterior concentrates because the likelihood function concentrates and the prior is fixed. The proof of the main Theorem 1 relies on the following Proposition.
Proposition 9 Suppose Assumptions 1-2-3. For any θ ∈ R d , and h : R d → R m satisfying (4) for some constants α ≥ 0 and c > 0 we have for any τ > 0
Proof. We start by dividing the integral into two partŝ
for ρ in R + . We now fix ρ. The expansion in Proposition 9 stems from the first part, while the second part will end up in the O(τ 4+α ) remainder. We look at these two terms separately.
First let us rewrite the first part of the integral aŝ
We then use multiple Taylor expansions for a fixed value of τ u. First, we have
where R 3 (θ, τ u) simply denotes the remainder. Then using
we obtain
We then integrate this expression multiplied by h(τ u)κ(u) over u on the set {u : τ |u| ≤ ρ}, and group the terms as followŝ
where Q(θ, τ ) is the sum of all the remaining terms that were in (30). We would like to prove that Q(θ, τ ) = O(τ 4+α ). Let us look at the various terms in this remainder.
1. First, some terms of this sum are of the form:
for some K > 0 and non-negative integers j 1 , j 2 , j 3 such that j 1 + j 2 + j 3 ≥ 4. Using (4) and Assumption 1 guaranteeing that κ has finite moments of all orders, we bound the integral in (31) by Lτ α for some constant L independent of τ and hence terms like in (31) are O(τ j1+j2+j3+α ) = O(τ 4+α ).
2. Then, some terms are similar to (31) but also include powers of R 3 (θ, τ u) under the integral. We use the Lagrange form of the remainder R 3 (θ, τ u):
for some θ ⋆ ∈ B(θ, τ u). Since the log-likelihood ℓ has a continuous fourth derivative (Assumption 3) there is a constant m(θ, ρ) > 0 independent of τ such that for every θ ⋆ ∈ B(θ, ρ) and every u ∈ R d :
Hence, we have
Therefore the terms that include powers of R 3 (θ, τ u) are also O(τ 4+α ).
3. Finally, some terms of Q(θ, τ ) (the ones that come from the last line of (30)) also include the following expression under the integral over uˆ1
Since the log-likelihood ℓ is continuous (Assumption 3) there exists a constant C(θ, ρ) > 0 independent of τ such that sup
Hence we obtain for any u such that τ |u| ≤ ρ
for some C(θ, ρ) ∈ R and this integral does not cause additional difficulties.
Hence all terms in Q(θ, τ ) are O(τ 4+α ). At this point we havê
However we would like the integrals on the right-hand side of the equality sign to be over the whole space (as in the statement of Proposition 9) instead of being restricted to {u : τ |u| ≤ ρ}. Hence we want to add the following terms on the right-hand sidê
where
We do this by proving that these integrals are O(τ 4+α ). For τ small enough such that τ < ρ/M with M as in Assumption 2, we can write
We will conclude by proving for any m ∈ R, µ ∈ R τ |u|>ρ
Let us prove (34). We have
is the Euclidean norm sô τ |u|>ρ
First we change to spherical coordinateŝ
where r represents the radius, and S d−1 (1) is the surface of the d-dimensional unit ball of radius 1 associated to the Euclidean norm. We now handle a simpler integral on the one-dimensional variable r:
(multiplying and dividing by e
This allows to conclude´τ |u|>ρ h(τ u)f
) for any k = 0, 1, 2, 3 and we finally obtain the desired expansion
The second part of the integral of interest
ends up inside an O(τ 4+α ) term through the following reasoning (note that we do not use Taylor expansions for this part, since it is the part where τ u is large). Using Assumptions 2 and 3 we have (with M as in Assumption 2):
(provided that τ < ρ M and with
Then we take advantage of the assumption η < δ to bound ǫd η/2 r η − γr δ τ −δ by −ar η τ −δ for some a > 0, again for τ small enough. Indeed consider the expression ǫd η/2 r η − γr δ τ −δ for ǫ, η, γ, δ > 0 with η < δ, on the set {r > ρ}. Then
where we bounded r δ−η by ρ δ−η using δ −η > 0. Then we take τ small enough so that ǫd η/2 τ δ −γρ δ−η < −a < 0 for some a > 0. With such an a, we have ǫd η/2 r η − γr δ τ −δ ≤ −ar η τ −δ . We end up with the following integralˆr We then use the same reasoning as in the end of the previous section (see (34) ) to conclude that this integral is O(τ µ ) for any power µ. Proof. of Theorem 1. We have the identity
where we have used Bayes formula in the first line and a substitution u = τ −1 ( θ − θ) in the second line. The numerator corresponds to the expansion obtained in Proposition 9, while the denominator is a particular case of the numerator when h is the constant function h : u → 1. In this case, Proposition 9 yields with α = 0:
where the zeros come from using (29). Hence
and finally
Putting the terms of order O(τ 4+α ) together we obtain Theorem 1. Proof. of Theorem 2. This is a direct consequence from Theorem 1. For h(u) = u, we have α = 1, and using (29)
Under assumptions 1 and 2, the integrals appearing in the τ 4 terms are upper bounded so there exist η and C ′′ < ∞ such that for 0 < τ ≤ η,
We can now conclude by noticing that´uu T κ (u) du = Σ where Σ is defined in Assumption 1. The proof of Theorem 3 relies on the following Proposition.
Proposition 10 Suppose Assumptions 1-2-3-4. For any θ ∈ R d , there exist η > 0 and C < ∞ such that for all
where • is the Hadamard product (i.e. element-wise product) and
Proof. The result is established by using Theorem 1 for h (u) = uu T and α = 2. Given the matrix norm we use, Theorem 1 still holds and yields
We have´uu T κ(u)du = Σ and elementwise using (29)
Now we look elementwise at the integral on the left hand side of the above equation. The element i, j of the term is equal to
where we use the notation
Because of Assumption 4, the element i, i is equal to
The result of the proposition follows. Proof. of Theorem 3. Proposition 10 yields
where B ∈ R d×d is the matrix such that B ij = A −1 ij with A given by (38). We also have
Using Theorem 2 yields
for some constant C ′′ , and using the triangle inequality
which leads to
for some constant C ′′′ when τ is small enough. Combining (40) and (41) we obtain
where {s} t denotes the entries {d (t − 1) + 1, ..., dt} of a vector s ∈ R dT . Now because of the block structure of Σ −1 T , we have
and the result follows.
Proof. of Theorem 6. Using the assumptions, Theorem 3 holds for the extended model. Hence for any θ ∈ R d there exist η > 0 and C < ∞ such that for all 0 < τ ≤ η
To prove the theorem we have to relate the dT ×dT -dimensional Hessian ℓ (2) (θ [T ] ) to the desired d×d-dimensional Hessian ℓ (2) (θ). The chain rule yields
Hence we get for some η > 0, C < ∞ and any 0 < τ ≤ η and the results follows. Proof. of Proposition 7. From Assumption (6), the transition kernel of the latent Markov state Θ t , X t given Θ t−1 , X t−1 = θ t , x t−1 satisfies
This ensure that the forward and backward smoothing kernels P θ For the first term we have 
We are now interested in upper bounding 
