Abstract-The capacity region of the 2-user multi-input multioutput (MIMO) Gaussian interference channel (IC) is characterized to within a constant gap that is independent of the signal-to-noise ratio (SNR) and all channel parameters. The general MIMO IC is considered with an arbitrary number of antennas at each node. For a class of MIMO ICs characterized by the relation between the numbers of antennas at the different nodes this gap is strictly smaller than the gap in a previous result obtained by Telatar and Tse. For instance, the gap for the SIMO IC with single antenna transmitters and N -antenna receivers obtained here is 1 bit, instead of N bits. Moreover, a simple (or universal) and an explicit achievable coding scheme are given here that have the constant-gap-to-capacity property. Consequently, explicit upper and lower bounds to the capacity region are obtained. A reciprocity result is also proved which is that the capacity of the reciprocal MIMO IC is within a constant gap of the capacity region of the forward MIMO IC.
I. INTRODUCTION
The 2-user interference channel captures the two fundamental interactions, namely, superposition and broadcast, of the signals of multiple users in a wireless network in which several transmit-receive pairs are to communicate with each other in the face of interference. Apart from few special cases such as a class of degraded ICs [1] , the strong IC [2] and a class of deterministic ICs [3] the capacity region of the general IC remained unsolved and the Han-Kobayashi (HK) [4] coding scheme remains the best known achievable scheme for this channel.
Recent results include the simplified description of the HK rate region due to Chong et al. in [5] (see also [6] , [7] ) and the capacity regions of new and/or more general classes of channels than for which capacity was previously known, e.g., the sum capacity of the so-called noisy interference channels was found in [8] , [9] . The capacity region of the very strong and aligned strong MIMO IC were found in [10] . The common feature of this line of work is that it focuses on a small subset of channel parameters but seeks to solve the challenging problem of obtaining the exact capacity of the channel.
A different line of research was initiated by Etkin et al. [11] , where the authors find an approximation of the capacity region of the two-user scalar Gaussian IC where the criterion of approximation is to specify the capacity region to within a constant gap independently of SNR and the direct and cross channel coefficients. Moreover, they obtain that result through
The authors are with the Department of Electrical, Computer, and Energy Engineering, University of Colorado, Boulder, CO 80309-0425 USA (e-mail: sanjay.karmakar, varanasi@colorado.edu). a simple HK scheme, i.e., a single universal coding strategy for all channel parameters. The key feature of this simple HK scheme is that the the private message power is set so that it reaches the unintended receiver at the noise level. A 1 bit gap to capacity was proved for this scheme in [11] using the simplified description of the HK rate region of [5] .
In [12] , Telatar and Tse consider an interesting class of two-user semi-deterministic discrete memoryless ICs which generalizes the class of deterministic ICs of [3] and is also applicable to the Gaussian MIMO IC. The implication of this work to the 2-user MIMO IC is that the union of all the achievable rate sub-regions of the general HK scheme (one sub-region for each input distribution), is within a constant gap (of N i bits, where N i is the number of antennas at receiver i) to the outer bounds developed therein, and hence, to the capacity region. It is unclear if there exists a simple HK scheme in general (corresponding to a single input distribution, as it does for the SISO case [11] ) with the constant-gap-tocapacity property. Moreover, the upper and lower bounds are not given as functions of the channel matrices in [12] which in turn bar them from being usable for further analysis (e.g., the generalized degrees of freedom (GDoF) analysis).
In this paper, we consider the 2-user Gaussian MIMO IC with an arbitrary number of antennas at each node. Without restricting the channel matrices in any way, we obtain constant-gap-to-capacity characterizations through a simple and an explicit HK scheme, neither of which involve timesharing. The approach we adopt is as follows: using the general genie-aided approach of [12] , we obtain a set of explicit upper bounds to the capacity region of the 2-user MIMO IC (Subsection III-A). Inspired by an interpretation of these bounds we propose a simple HK coding scheme which involves independent Gaussian superposition coding with certain explicit channel dependent covariance matrix assignments for the private and public messages of each user and show that this input distribution achieves a rate region that is within a constant gap to the capacity region (Subsection III-B). This gap is further improved with an explicit HK scheme where the transmitters are allowed to use one of three simple superposition coding schemes depending on the operating rate pair (Subsection III-C). Interestingly, for a large class of MIMO ICs, this latter gap is smaller than the gap of N i bits of [12] . This class includes, for example, SIMO ICs (with single-antenna transmitters and multiple antenna receivers) for which the gap is 1 bit, instead of N i bits.
Using the explicit expressions for both the achievable rate region and the set of upper bounds to the capacity region of the MIMO IC, we then derive a reciprocity result which is that the capacity of a 2-user MIMO IC is within a constant gap to that of the channel obtained by interchanging the roles of the transmitters and receivers (Section IV).
II. CHANNEL MODEL
The 2-user MIMO IC, with M i and N i antennas, respectively at transmitter i (T x i ) and receiver i (Rx i ) (henceforth referred to as the (M 1 , N 1 , M 2 , N 2 ) IC) and time-invariant or fixed channel matrices H ij ∈ C Nj ×Mi as shown in Fig. 1 
The input output relation on the channel is given by
where the inputs satisfy the following power constraint
where
Ni×1 are distributed as Complex Gaussian vectors, CN (0, I Ni ) and i.i.d. across i and t, ρ ii = η ii √ P i and ρ ji = η ji P j represents the signalto-noise ratio (SNR) and interference-to-noise ratio (INR) at receiver i for i = j ∈ {1, 2} and η ij represents an attenuation factor for the signal from T x i to Rx j . In what follows, the MIMO IC with channel matrices, SNRs and INRs as described above will be denoted by IC (H,ρ), where
The capacity region of IC (H,ρ) will be denoted by C (H,ρ).
Definition 1: An achievable rate region is said to be within n i bits of the capacity region if for any given rate tuple (R 1 , R 2 ) ∈ C(H,ρ) the rate pair ((R 1 − n 1 ) + , (R 2 − n 2 ) + ) lies in the achievable region, where (x) + = max{x, 0}.
III. CAPACITY TO WITHIN A CONSTANT GAP
In this section, we characterize the capacity region of the 2-user MIMO IC to within a constant number of bits where the constant is independent of SNRs, INRs and the channel matrices. We first obtain a set of explicit upper bounds to the capacity region in terms of the channel matrices. These bounds enable us to give it an operational interpretation which in turn helps us identify a particular input distribution and superposition scheme (by specifying the covariance matrices for the private and public message of each user) leading to a simple HK coding scheme and consequently an achievable rate region or a set of lower bounds. Comparing these sets of upper and lower bounds, in Section III-B we prove that they are within n i bits of each other, proving the constant gap capacity result, where
In Subsection III-C, an improvement is proposed by allowing the transmitters to select one of three carefully chosen superposition strategies depending on the rate pair to be achieved. It will be shown that the achievable region of this explicit HK coding scheme is within n * i bits to the capacity region, where
A. An upper bound to the capacity region Lemma 1 (Upper Bound): For a given H andρ the capacity region, C(H,ρ) of a 2-user MIMO Gaussian IC, with input power constraint (3), is contained within the set of rate tuples R u (H,ρ), i.e., C(H,ρ) ⊆ R u (H,ρ), where R u (H,ρ) represents the set of rate pairs (R 1 , R 2 ), satisfying the following constraints: 
|A| represents the determinant of the matrix A and
for 1 ≤ i = j ≤ 2. Remark 1: When specialized to the SISO channel, the above set of bounds are within a constant number of bits from the corresponding set of bounds derived in [11] . A set of explicit upper bounds to the capacity region of the MIMO IC was derived in [13] . It was shown in [14] that one of the bounds in [13] can be arbitrarily far away from the corresponding bound in [11] in the special case of SISO IC (see Remark 2 of [14] ).
B. A simple achievable scheme
The HK [4] coding scheme provides the best known achievable rate region to date. However, it is a union of an infinite number of sub-regions, each corresponding to a particular input distribution and time sharing strategy. Since a complete characterization of this region is prohibitively complicated, we seek in some sense a single good input distribution and time sharing strategy. Indeed, we provide a novel and important operational interpretation of the bounds of Lemma 1 through which such a good choice of input distribution becomes apparent, leading to a simple HK coding scheme.
An interpretation of the bounds of Lemma 1: The first two bounds in R u (H,ρ) come from the rate bound on a point-topoint channel. The first term of the third bound given in (6) represents the sum rate upper bound of a 2-user MAC having channel matrices H i2 , for i = 1, 2 and Gaussian input with zero mean and scaled identity matrix as covariance. The second term represents the mutual information on a point-to-point channel whose input covariance matrix is K 1 (as specified in Lemma 1). Suppose each user's message has two sub parts: private and public, denoted by U i and W i , respectively having rates R iu and R iw such that
Since W 1 is the public message, it has to be decoded at Rx 2 also. So, with respect to W 1 and X 2 , Rx 2 acts as a MAC and thus has the following upper bound
On the other hand, since U 1 has to be decoded at Rx 1 , it has the following point-to-point channel upper bound
where K 1 is the covariance matrix of U 1 . These two bounds together imply the third bound in Lemma 1. The 4 th bound can also be interpreted similarly just by interchanging the role of transmitters. The first term of the fifth bound can be thought as a bound on the private message of T x 1 and the public message of T x 2 which are to be decoded at Rx 1 , i.e.,
where the private message has a covariance matrix same as before. Similarly, the second term in the 5 th bound can be interpreted as an upper bound on (R 1w + R 2u ), and together, they imply the fifth bound. The other terms of the remaining bounds can be similarly interpreted.
This interpretation motivates a simple HK scheme, where the i th user's message is divided into a private and a public message and the private message has an input covariance matrix proportional to K i . With this guideline, we now design the exact coding scheme in more details. Let us assume each of the users uses a random Gaussian code book which can be written as X 1 = U 1 + W 1 and X 2 = U 2 + W 2 , respectively, where U i and W i , represents the codewords of the private and public messages of user i, respectively. Further, let U i and W i be mutually independent zero-mean complex Gaussian random vectors with the covariance matrices, denoted as K iu and K iw , respectively, given as
The scaling by 1
Mi is required to satisfy the power constraint (3). Henceforth, we refer to this input distribution as P s and the corresponding coding scheme as HK ({K 1u (H), K 1w (H), K 2u (H), K 2w (H)}) scheme; we also drop the dependence of these covariance matrices on the channel matrix for notational convenience. The contribution of U i at Rx j is given by
Thus, the private message is encoded in such a way that it reaches the unintended user at the noise floor. Using a singular value decomposition of H ij , it can be shown that this encoding technique jointly incorporates a form of interference alignment at the signal level and a form of signal space interference alignment (e.g., see Section III of [14] ).
Lemma 2:
The achievable rate region of the simple HK ({K 1u , K 1w , K 2u , K 2w }) coding scheme employed on IC(H,ρ), contains the region R a (H,ρ), which is defined as
where K iw and K iu are given by equation (6), I bi 's are as given in Lemma 1, n 3,4,5 = (n 1 + n 2 ), n 6 = (2n 1 + n 2 ), n 7 = (n 1 + 2n 2 ) and n i 's are given by equation (4) 
The inputs in the above coding scheme satisfies
, which is a special case of the general distribution of Theorem D of [6] and Lemma 1 of [5] , which present a compact formulation for the original HK achievable rate region. The desired result follows from an application of these theorems for the Gaussian IC.
Comparing the bounds in Lemma 1 and 2 we get the following constant gap to capacity result.
Theorem 1: The rate region R a (H,ρ) of Lemma 2, which is achievable by the simple HK scheme HK ({K 1u , K 1w , K 2u , K 2w }), is within n i bits to the capacity region of the Gaussian MIMO IC, where n i is given by equation (4).
C. An explicit coding scheme
In this section we introduce an explicit HK type coding scheme which involves choosing between three simple HK coding schemes depending on the rate pair to be achieved. In exchange for this added complexity, we obtain an achievable rate region with a smaller gap to the capacity region. The coding scheme is motivated by the following intuition: when the cross link from T x i to Rx j is so weak that Rx j might not be able to decode the common information of T x i , then it is better for T x i to send only private information.
Let the achievable rate region of the simple HK ({K 1u , K 1w , K 2u , K 2w }) coding scheme of the previous section be denoted as R scheme, for i = 0, 1, 2. Note that in the HK (i) scheme T x i does not have any common message. In [14] , an explicit HK coding scheme, denoted by HK e , was defined (e.g., see Definition 4) which uses one of the above three superposition schemes depending on the rate tuple to be achieved. In what follows, we derive a closed form expression for a subset of the achievable rate region of the explicit HK coding scheme. Using this result we also prove that the explicit HK scheme can achieve a rate region where the i th user can achieve a rate which is within n * i bits to the capacity region of the channel, where n * i is given by equation (5). Theorem 2: Let R * a (H,ρ) represents the following set of non-negative rate tuples:
where n 3,4,5 = (n 1 + n 2 ), n 6 = (2n 1 + n 2 ), n 7 = (n 1 + 2n 2 ) and n * i given by equation (5) . Then, R * a (H,ρ) is a subset of the achievable rate region of the explicit HK coding scheme, and is within n * i bits to the capacity region of the Gaussian MIMO IC, where n * i is given by equation (5) . Proof (Outline): Theorem D of [6] and Lemma 1 of [5] provide a compact representation of the original HK [4] achievable region. This rate region has 2 bounds on each R i , for i = 1, 2. In Lemma 2 of [5] it was shown that 3 explicit HK type superposition coding schemes can achieve a rate region where R i 's have only one bound each. Let us denote this latter region by R c HK (P 1 ) for any probability distribution that factors as follows P 1 (W 1 , W 2 , X 1 , X 2 , Q) = P (Q)P (W 1 , X 1 |Q)P (W 2 , X 2 |Q). Applying this result for the Gaussian IC it can be proved (see Lemmas 5 and 6 of [14] ) that
HK . The theorem then follows by comparing the bounds of R * a (H,ρ) with that of the upper bounds in Lemma 1.
Remark 2:
The explicit HK scheme, HK e , although different from a coding scheme which time shares among HK (i) for i = 0, 1, 2 (e.g., see Remark 12 in [14] ), still utilizes three different input distributions. However, this approach enables us to provide a constructive and direct proof of the achievability region (see Remark 13 in [14] (H,ρ) replace by R * a (H,ρ) and n i by n * i . Example 1: Capacity of the SIMO IC within 1 bit: On a (1, N 1 , 1, N 2 ) IC, n * 1 = n * 2 = 1, thus the explicit HK e scheme can achieve a rate region which is within 1 bit of the capacity region for any SNRs, INRs and the channel vectors. Note that, the exact sum capacity of the strong SIMO IC with H ii 2 ≤ H ij 2 for 1 ≤ i = j ≤ 2, was characterized in [15] . While [15] provides the exact sum capacity for only strong SIMO IC, our 1 bit approximation is valid for all channel coefficients. Further, this approximation is tighter than that reported in [12] and [16] , where the capacity approximation within N i bits was proved.
Remark 3:
For all the interference channels on which n * i < N i the explicit HK e scheme provides a better approximation than that reported in [12] . This tighter approximation to the capacity region is a consequence of the fact that the coding scheme of this paper does not follow the prescription of [12] (e.g., see Remark 8, in [14] ) and is in some sense better matched to the set of upper bounds derived here. Among the other interesting aspects of the approximate characterization of this section are (a) we have a set of explicit expressions for the achievable region and upper bounds to the capacity region unlike [12] , which for instance, can be used for a further analysis such as the evaluation of the generalized degrees of freedom [17] and the diversity-multiplexing tradeoff (DMT) analysis [18] ; and (b) an explicit coding scheme, involving just three superposition strategies is shown to be approximate capacity optimal in contrast to the general HK coding scheme in [12] .
IV. RECIPROCITY OF THE APPROXIMATE CAPACITY

REGION
For a communication channel with an unequal number of antennas at the source and destination nodes, how does the capacity (or any other performance metric) change if the information flows in the opposite direction (i.e., the roles of the transmitters and the receivers are interchanged)? The property of maintaining the same performance even if the direction of flow of information is reversed is widely known as the reciprocity of the channel. For instance, the following reciprocity of the point-to-point MIMO channel was proved in [19] : the capacity of a MIMO point-to-point channel is unchanged when the roles of the transmitters and receivers are interchanged provided the power constraint is appropriately scaled. In [20] the degrees of freedom (DoF) region of a (M 1 , N 1 , M 2 , N 2 ) MIMO IC was shown to be the same as that of a (N 1 , M 1 , N 2 , M 2 ) IC. In this section, we prove the reciprocity of the MIMO IC in the much stronger constantgap-to-capacity sense.
(a) The reverse channel.
(b) Equivalent reciprocal channel. 
with N s = (N 1 + N 2 ), N x = max{N 1 , N 2 } andm ij = m ij log (Nj+1) Nj for 1 ≤ i = j ≤ 2. Proof (Outline): Using the symmetry (with respect to the matrix transpose operation) of the set of upper bounds in Lemma 1 we first prove that (e.g., see Lemma 5, [14] )
Corollary 1 proves that the explicit HK scheme, HK e , achieves a rate region on IC(H,ρ) which is within n * i bits to a set of rate tuple R u (H,ρ) which contains its capacity region. The counterpart of this explicit HK coding scheme for the reverse channel (with suitable changes in the channel matrices, INRs and the number of antennas) can achieve a rate region on IC (H r ,ρ r ) which is within m * i bits to R u (H r ,ρ r ), where m * i is given by equation (7) . This fact along with the equality of the two sets of upper bounds prove that the capacity regions of the two interference channels can not differ by more than max{m * i , n * i }.
V. CONCLUSION
An approximate capacity region of the 2-user MIMO IC with an arbitrary number of antennas at each node is characterized. It is shown that a simple and an explicit HK coding schemes which inherently perform a form of joint interference alignment in the signal space and in the signal level can achieve the capacity region within a constant gap. For a class of ICs, this gap is the tightest approximation to the capacity region of the MIMO IC found to date and this includes the SIMO ICs for which the gap is 1 bit independently of the number of antennas at the receivers. The explicit upper and lower bounds to the capacity region are used to prove the reciprocity of the MIMO IC in the constant-gap-to-capacity sense.
