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ERDŐS SPACE IN JULIA SETS
DAVID S. LIPHAM
Abstract. Let E˙Im be set of endpoints of the Julia set of exp(z) − 1 whose
forward orbits escape to infinity in the imaginary direction. We prove E˙Im
is homeomorphic to Erdős space E := {x ∈ ℓ2 : xn ∈ Q for all n < ω}. This
result extends to all complex exponential functions exp(z) + a which have
attracting or parabolic periodic orbits.
1. Introduction
Erdős space is the set of points in ℓ2 whose coordinates are all rational;
E := {x ∈ ℓ2 : xn ∈ Q for all n < ω}.
Here ℓ2 is the Hilbert space of square-summable sequences of real numbers. For
the following reasons E is an important example in dimension theory: (a) E is
topological group of positive dimension that is homeomorphic to its own square, and
(b) E∪{∞} is connected, even though E is totally separated. See [5] and [6, Example
6.2.19]. It turns out that Erdős space also surfaces in homeomorphism groups of
manifolds. For example, Dijkstra and van Mill [4] proved that E is homeomorphic
the space of all homeomorphisms of R2 which map Q2 onto itself. They obtained
this result after proving several powerful topological characterizations of E. In this
paper, we apply their extrinsic characterization [4, Theorem 7.12] to show that
certain naturally occurring subsets of the complex plane are homeomorphic to E.
Define f : C → C by f(z) = ez − 1. The Julia set J(f) = {z ∈ C : fn(z)→∞}
is known to be a “Cantor bouquet” of mutually separated rays (injective images of
[0,∞)) [3, 1]. Let E(f) be the set of all finite endpoints of maximal rays in J(f).1
Kawamura, Oversteegen, and Tymchatyn [7] proved that E(f) is homeomorphic to
complete Erdős space Ec := {x ∈ ℓ
2 : xn ∈ P for all n < ω}. We prove:
Theorem 1.1. {z ∈ E(f) : | Im(fn(z))| → ∞} ≃ E.
Theorem 1.1 generalizes in the following way. For each a ∈ C define fa(z) =
ez + a. So f−1 = f . Let F (fa) denote the Fatou set of fa. If a ∈ F (fa), then
each connected component of I(fa) := {z ∈ C : f
n
a (z) → ∞} is either a ray or
an injective image of (0,∞) [10, 9]. Let E˙(fa) be the set of all finite endpoints of
the ray components of I(fa). Then E˙(fa) is equal to the set of escaping endpoints
defined in [2, Definition 1.1]. Let
E˙Im(fa) := {z ∈ E˙(fa) : | Im(f
n
a (z))| → ∞}.
Theorem 1.2. If a ∈ F (fa), then E˙Im(fa) ≃ E.
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1Equivalently, E(f) is the set of all points of J(f) which are accessible from C \ J(f).
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We will also see that E˙Im(fa) ∪ {∞} is connected.
We note that a ∈ F (fa) if and only if fa has an attracting or parabolic cycle
[2, Observation 6.6]. If a ∈ (−∞,−1), then fa has an attracting fixed point, thus
(−∞,−1) ⊆ {a ∈ C : a ∈ F (fa)}. The function f−1 has parabolic fixed point 0, so
we also have −1 ∈ F (f−1). Further, E˙Im(f−1) = {z ∈ E(f) : | Im(f
n(z))| → ∞}
because I(f) contains all maximal rays of J(f) except for some of their endpoints.
Thus, Theorem 1.2 extends Theorem 1.1. It provides a partial answer to [8, Ques-
tion 1], insofar as it shows that E˙(fa) contains a dense copy of E.
The proofs of Theorems 1.1 and 1.2 will be based on Rempe [9], Dijkstra and
van Mill [4], and Alhabib and Rempe-Gillen [2]. In Section 2 we will tailor the
characterization of E in [4, Section 7] to a particular model of E˙Im(f) using the
key constructions in [9]. In Section 3 we will show that the characterization fully
applies to the model, using results from [2, Section 3]. This will prove Theorem
1.1. Theorem 1.2 will follow easily from Theorem 1.1 and [9, Theorem 1.2].
2. Preliminaries
Sierpiński-Lelek stratification. A tree T on an alphabet A is a subset of A<ω
that is closed under initial segments, i.e. if β ∈ T and α ≺ β then α ∈ T . An
element λ ∈ Aω is an infinite branch of T provided λ ↾ k ∈ T for every k < ω. We
let [T ] denote the set of all infinite branches of T . If α, β ∈ T are such that α ≺ β
and dom(β) = dom(α) + 1, then we say that β is an immediate successor of α and
succ(α) denotes the set of immediate successors of α in T .
Let X be a non-empty separable metrizable space.
A system (Xα)α∈T is a Sierpiński stratification ofX if T is a tree over a countable
alphabet, X∅ = X , each Xα is a closed subset of X , Xα =
⋃
{Xβ : β ∈ succ(α)}
for each α ∈ T , and
⋂
k<ω Xλ↾k is a singleton for every λ ∈ [T ]. A function
ϕ : X → [0,∞] is upper semi-continuous if ϕ−1[0, t) is open in X for every t ∈ R.
An upper semi-continuous function ϕ : X → [0, 1] is called a Lelek function if X is
zero-dimensional, X ′ = {x ∈ X : ϕ(x) > 0} is dense in X , and Gϕ0 := {〈x, ϕ(x)〉 :
ϕ(x) > 0} is dense in
Lϕ0 :=
⋃
x∈X
{x} × [0, ϕ(x)].
A Lelek function ϕ : X → [0, 1] belongs to the Sierpiński-Lelek class SL if there
exists a Sierpiński stratification (Xα)α∈T of X such that
(a) ϕ ↾ Xα is Lelek for every α ∈ T ; and
(b) G
ϕ↾Xβ
0 is nowhere dense in G
ϕ↾Xα
0 for each α ∈ T and β ∈ succ(α).
Theorem 2.1 ([4, Theorem 7.12]). If ϕ ∈ SL, then Gϕ0 ≃ E.
To apply this characterization in a model of J(f), we need a statement about
lower semi-continuous functions. A function ψ : X → [0,∞] is lower semi-continuous
if ψ−1(t,∞] is open in X for every t ∈ R. We define
Gψ∞ = {〈ψ(x), x〉 : ψ(x) <∞}; and
Lψ∞ =
⋃
x∈X
[ψ(x),∞] × {x}.
Note that the first coordinate is now the output of the function.
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Corollary 2.2. Let ψ : X → [0,∞] be a lower semi-continuous function with
zero-dimensional domain X. Suppose (Xα)α∈T is a Sierpiński stratification of X,
(a) X ′α := {x ∈ Xα : ψ(x) <∞} is dense in Xα for each α ∈ T ;
(b) Gψ↾Xα∞ is dense in L
ψ↾X′α
∞ for each α ∈ T ; and
(c) G
ψ↾Xβ
∞ is nowhere dense in Gψ↾Xα∞ for each α ∈ T and β ∈ succ(α).
Then Gψ∞ ≃ E.
Proof. Note that ϕ := 1/(1 + ψ) ∈ SL and Gψ∞ ≃ G
ϕ
0 . So the conclusion G
ψ
∞ ≃ E
follows from Theorem 2.1. 
Topological model of J(f). Let Zω be the space of integer sequences s =
s0s1s2 . . .. Let σ be the shift map on Z
ω , i.e. σ(s0s1s2 . . .) = s1s2s3 . . .. Define
F : [0,∞)→ [0,∞) by F (t) = et − 1, and define
F : [0,∞)× Zω → R× Zω
by 〈t, s〉 7→ 〈F (t) − 2π|s1|, σ(s)〉.
For each x = 〈t, s〉 ∈ [0,∞)× Zω let T (x) = t. Let
J (F) = {x ∈ [0,∞)× Zω : T (Fn(x)) ≥ 0 for all n ≥ 0}.
If s ∈ Zω and there exists t ≥ 0 such that 〈t, s〉 ∈ J (F), then let
ts = min{t ≥ 0 : 〈t, s〉 ∈ J (F)}.
Otherwise, put ts =∞. Let
X = {s ∈ Zω : |sn| → ∞}.
Define ψ : X → [0,∞] by ψ(s) = ts. By [9, Observation 3.1], ψ is lower semi-
continuous. The following is also implicit in [9].
Theorem 2.3. There is a homeomorphism H : J (F)→ J(f) such that
Im(fn(H(〈t, s〉))) ∈ [(2sn − 1)π, (2sn + 1)π]
for each n ∈ N.
Proof. Let H be as constructed in [9, Theorem 9.1]. Then H is one-to-one on the
set of non-endpoints of J (F). Since J(f) is a Cantor bouquet, it follows that all of
H is one-to-one. In the proof of [9, Theorem 9.1] it is also noted that H is closed
because it extends to a mapping of the one-point compactifications. Thus H is a
homeomorphism. Now let 〈t, s〉 ∈ J (F). By the remark after the statement of [9,
Theorem 9.1] and the construction of g in [9, Section 4], there exists t′ > t such
that H(〈t′, s〉) = g(〈t′, s〉). According to [9, Theorem 4.2], g(〈t′, s〉) has external
address s, meaning that
Im(fn(g(〈t′, s〉))) ∈ [(2sn − 1)π, (2sn + 1)π]
for each n ∈ N. Since each ray of J(f) is contained in a horizontal strip of the form
R× [(2k − 1)π, (2k + 1)π], this implies
Im(fn(H(〈t, s〉))) ∈ [(2sn − 1)π, (2sn + 1)π]
for each n ∈ N. 
Observe that Gψ∞ = {〈ts, s〉 ∈ J (F) : |sn| → ∞}.
Corollary 2.4. Gψ∞ ≃ E˙Im(f).
Proof. H(Gψ∞) = H({〈ts, s〉 ∈ J (F) : |sn| → ∞}) = E˙Im(f). 
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3. Proof of Theorem 1.1
By Corollary 2.4, it suffices to show Gψ∞ ≃ E. This will be accomplished by con-
structing a Sierpiński stratification of X so that the conditions in Corollary 2.2
are satisfied. Our tree T will be a subset of (N × Z)<ω, which is the set of all
functions α : n → N × Z with n < ω. We identify each α ∈ (N × Z)<ω with an
n-tuple of ordered pairs 〈〈N0, s0〉, 〈N1, s1〉, . . . , 〈Nn−1, sn−1〉〉 where n = dom(α)
and 〈Ni, si〉 = α(i). Put N(α(i)) = Ni, and for each 〈N, s〉 ∈ N× Z let
α⌢〈N, s〉 = 〈α(0), α(1), . . . , α(n− 1), 〈N, s〉〉.
Let X∅ = X . Supposing Xα has been defined, for each 〈N, s〉 ∈ N× Z let
Xα⌢〈N,s〉 = {s ∈ Xα : sdom(α) = s and |sn| ≥ dom(α) + 1 for all n ≥ N}.
Let
T = {α ∈ (N× Z)<ω : Xα 6= ∅ and N(α(i)) ≥ i for each i < dom(α)}.
Then T is a tree.
Claim 3.1. (Xα)α∈T is a Sierpiński stratification of X.
Proof. By definition X∅ = X , and clearly each Xα is a closed subset of X . To see
Xα =
⋃
{Xβ : β ∈ succ(α)}, let s ∈ Xα. Since s ∈ X , there exists N ≥ dom(α)
such that |sn| ≥ dom(α) + 1 for all n ≥ N . Let β = α
⌢〈N, sdom(α)〉. Then s ∈ Xβ
and β ∈ succ(α). Finally, suppose
λ = 〈〈N0, s0〉, 〈N1, s1〉, . . .〉 ∈ [T ].
We need to show that
⋂
k<ω Xλ↾k is a singleton. Apparently
⋂
k<ωXλ↾k ⊆ {s}. We
claim s ∈
⋂
k<ω Xλ↾k. The proof is by induction on k. Clearly s ∈ X = X∅ = Xλ↾0.
Now suppose s ∈ Xλ↾k. To prove s ∈ Xλ↾k+1, we need to show |sn| ≥ k + 1 for
all n ≥ Nk. Let n ≥ Nk. By the definitions of T and [T ], n ≥ k and there exists
s0 ∈ Xλ↾n+1. Then s
0 ∈ Xλ↾k+1. And s
0
n = sn by definition of Xλ↾n+1. Thus
we have |sn| = |s
0
n| ≥ k + 1. This argument shows s ∈
⋂
k<ω Xλ↾k. We have⋂
k<ωXλ↾k = {s} as desired. 
For every s ∈ Zω define
t∗s := sup
n≥1
F−n(2π|sn|),
where F−n is the n-fold composition of the inverse function F−1(t) = ln(t+ 1).
Claim 3.2. X ′α = {s ∈ Xα : ts <∞} is dense in Xα for each α ∈ T .
Proof. Let s ∈ Xα. For each n ≥ dom(α) define s
n ∈ Zω by sn ↾ n = s ↾ n and
snk = dom(α) + k for all k ≥ n. Clearly s
n → s and sn ∈ Xα. Observe also that
t∗sn <∞ because the growth of s
n is eventually linear. By [2, Lemma 3.8] we have
tsn ≤ t
∗
sn + 1 <∞. Therefore s
n ∈ X ′α. 
Claim 3.3. Gψ↾Xα∞ is dense in L
ψ↾X′α
∞ for each α ∈ T .
Proof. Fix s0 ∈ X ′α. Let As0 = {s ∈ Z
ω : |sn| ≥ |s
0
n| for every n < ω}. Note that
As0 ⊆ X . By [2, Theorem 3.6] we have
G
ψ↾As0
∞ = {〈ts, s〉 : s ∈ A′s0} =
⋃
s∈A′
s0
[ts,∞]× {s} = L
ψ↾A′
s0
∞ .
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Now let Bs0 = {s ∈ Z
ω : s ↾ dom(α) = s0 ↾ dom(α)}, and let Cs0 = As0 ∩ Bs0 .
Note that Cs0 ⊆ Xα. Further, since Bs0 is clopen in Z
ω , we have
G
ψ↾C
s0
∞ = L
ψ↾C′
s0
∞ .
In particular, [ψ(s0),∞] × {s0} ⊆ G
ψ↾Cs0
∞ ⊆ G
ψ↾Xα
∞ . Since s0 is an arbitrary point
of X ′α, this proves the claim. 
Claim 3.4. Gψ↾Xβ∞ is nowhere dense in Gψ↾Xα∞ for each α ∈ T and β ∈ succ(α).
Proof. Since G
ψ↾Xβ
∞ is a closed subset of Gψ↾Xα∞ it suffices to show that G
ψ↾Xα\Xβ
∞
is dense in Gψ↾Xα∞ . To that end, let 〈ts, s〉 ∈ G
ψ↾Xα
∞ . For each n < ω define s
n ∈ Zω
by sni = si for i 6= n, and
snn = min{|sn|, dom(α)}.
By [2, Observation 3.7] we have tsn ≤ ts for all n < ω. Then 〈tsn , s
n〉 → 〈ts, s〉 by
lower semi-continuity of ψ. Note that
〈tsn , s
n〉 ∈ G
ψ↾Xα\Xβ
∞
when n ≥ Ndom(α) = N(β(dom(α))), so this proves the claim. 
By Claims 3.1 through 3.4, and Propositions 2.2 and 2.4, we have E˙Im(f) ≃ E.
This concludes the proof of Theorem 1.1. 
4. Proof of Theorem 1.2
Let a ∈ F (fa). By [9, Theorem 1.2], there is (surjective) homeomorphism
Φ : I(f)→ I(fa)
such that |fn(z)−fna (Φ(z))| → 0 for each z ∈ I(f). Note that Φ[E˙Im(f)] = E˙Im(fa).
The result now follows from Theorem 1.1. 
5. Remarks
Assume a ∈ F (fa).
 E˙Im(fa) = J(fa) by Montel’s theorem.
 E˙Im(f)∪{∞} is connected by [2, Theorem 3.6] and the proof of Claim 3.3.
 According to the construction of Φ in [9], Φ extends to a mapping
I(f) ∪ {∞} → I(fa) ∪ {∞}.
Thus E˙Im(fa) ∪ {∞} is connected for every parameter a ∈ F (fa).
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