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Abstract. Growing interest in automatic speaker verification (ASV)
systems has lead to significant quality improvement of spoofing attacks
on them. Many research works confirm that despite the low equal er-
ror rate (EER) ASV systems are still vulnerable to spoofing attacks. In
this work we overview different acoustic feature spaces and classifiers
to determine reliable and robust countermeasures against spoofing at-
tacks. We compared several spoofing detection systems, presented so far,
on the development and evaluation datasets of the Automatic Speaker
Verification Spoofing and Countermeasures (ASVspoof) Challenge 2015.
Experimental results presented in this paper demonstrate that the use
of magnitude and phase information combination provides a substantial
input into the efficiency of the spoofing detection systems. Also wavelet-
based features show impressive results in terms of equal error rate. In
our overview we compare spoofing performance for systems based on dif-
ferent classifiers. Comparison results demonstrate that the linear SVM
classifier outperforms the conventional GMM approach. However, many
researchers inspired by the great success of deep neural networks (DNN)
approaches in the automatic speech recognition, applied DNN in the
spoofing detection task and obtained quite low EER for known and un-
known type of spoofing attacks.
Keywords: spoofing, anti-spoofing, spoofing detection, speaker verifi-
cation
1 Introduction
Biometrics technologies play an essential role in restricting access to informa-
tional resources in today’s world. One of the reliable approaches of guarding
access to important data is speaker recognition. Speaker recognition systems
are widely used in customer identification during call to a call center, passive
identification of a possible criminal using a preset "black list", Internet-banking
systems and other fields of e-commerce.
Automatic speaker verification systems aim to detect if the utterance belongs
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to the real speaker registered in the system or to the impostor. Although per-
formance of automatic speaker verification (ASV) techniques has improved in
recent years, they are still acknowledged to be vulnerable to spoofing attacks.
There are two types of spoofing attacks on the ASV systems: direct attack and
indirect attacks. Indirect attacks require access permission to the system and
can be applied to the inner modules (feature extraction module, voice models
or classification results), while direct attacks focus only on the input data and
are more likely to be used by criminals due to implementation simplicity. The
most well-known spoofing attacks are “Impersonation”, “Replay attack”, “Cut
and paste” [1]. But the most threatful are speech synthesis and voice conver-
sion approaches. Voice conversion is the process of modifying a speech signal
of the source speaker to sound like the target speaker. Speech synthesis is the
computer-generated simulation of human speech.
Despite the development of new robust spoofing detection methods, most of
them depend on a training dataset related to a specific spoofing attack. In real
cases the nature of spoofing attack is unknown, that is why generalized spoofing
detection methods are very important [2]. That was the motivation for researches
from University of Eastern Finland to organize the Automatic Speaker Verifica-
tion Spoofing and Countermeasures (ASVspoof) Challenge 2015 [2] in order to
support the development of new spoofing detection algorithms, where we also
presented our systems for spoofing detection and achieved 2nd result.
In this paper we concentrate on the investigating the most appropriate front-end
features and classifiers for the spoofing detection system, which is effective in
stand-alone spoofing detection task. In particular, we investigated anti-spoofing
systems (ASS) introduced on the ASVspoof Challenge 2015 and compared re-
sults proposed by its authors. The aim of our research was to find the most
effective method for detecting unknown spoofing attacks.
2 ASVspoof Challenge 2015
ASVspoof Challenge was organized by Zhizheng Wu, Tomi Kinnunen, Nicholas
Evans and Junichi Yamagishi from University of Eastern Finland in 2015 to
encourage the research work in spoofing detection field and stimulate the de-
velopment of generalised countermeasures. According to [2] the main aim of
the Challenge was to generalize the proposed spoofing detection systems on the
base of their vulnerability results on one common database with varying spoof-
ing attacks. The data set includes genuine and spoofed speech generated by 10
different spoofing algorithms using voice conversion and speech synthesis. The
main purpose was to provide an opportunity to develop generalized counter-
measures trained on the known type of attacks and test them on the unknown
spoofing attacks.
2.1 Training, Development and Evaluation Data sets
The training data set contains 3750 genuine and 12625 spoofed utterances col-
lected from 25 speakers(10 male, 25 female). The development data set consists
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of 3497 genuine and 49875 spoofed trials from 35 speakers (15 male, 20 female).
To generate spoofed utterances 5 spoofing methods (called known attacks) [2]
were selected because of their simple implementation:
– S1 - simplified frame selection algorithm, based on voice conversion. The
converted speech is generated by selecting target speech frames
– S2 - voice conversion algorithm which adjusts the first mel-cepstral coefficient
to shift the slope of the source spectrum to the target
– S3, S4 - speech synthesis system based on Hidden Markov model with speaker
adaptation techniques by 20(S3) and 40(S4) adaptation utterances
– S5 - voice conversion (using voice conversion toolkit and Festvox system)
The evaluation data set contains 9404 genuine and 184000 spoofed utterances
from 46 speakers(20 male and 26 female). Spoofed trials were generated by 5
methods, used for development and training sets and additional 5 spoofing meth-
ods for unknown attacks [2]. The additional methods were:
– S6 - voice conversion algorithm based on joint density GMM and maximum
likelihood parameter generation considering global variance
– S7 - voice conversion algorithm similar to S6, using line spectrum pair for
spectrum representation
– S8 - tensor-based approach to voice conversion, using Japanese set for speaker
space construction
– S9 - voice conversion algorithm which uses kernel-based partial least square
to implement a non-linear transformation function
– S10 - speech synthesis by open-source MARY TTS
3 Front-end
The main components of spoofing detection system are feature extraction and
decision making modules. However some participants of the ASVspoof Challenge
2015 used additional steps in their systems, such as front-end preprocessing and
high level features extraction.
3.1 Front-end preprocessing
There were several signal preprocessing techniques proposed in the spoofing de-
tection systems. The first purpose of these techniques is to to enhance the impact
of different features on the spoofing detection system decision, while the second
is to detect simple types of spoofing attack by some enormous for natural speech
artifacts and eliminate these utterances in further analysis.
Pre-detector. After experiments on the training part of the challenge database
we decided to include pre-detection as a preliminary step in our spoof detection
system [4]. The pre-detector checks whether the input speech signal has zero
temporal energy values. In case of zero-sequence the signal is declared to be a
spoofing attack, otherwise the speech signal is used as input data for the feature
extractor. But the significant limitation of the described pre-detector is that it
will be useless in case of channel effects or additive noise.
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Bandpass filter. Various experiments were made for acoustic features ex-
tracted from signal of different frequencies. These experiments show that dif-
ferent features are more informative on different ranges of frequencies. That is
why we decided to check bandpass filter that rejects frequencies outside the spe-
cific for the type of features range. The results of these experiments for one of
our spoofing detection systems based on phase-based features, described in next
section are presented in Table 1.
Frequency range (Hz)
Spoofing type
S1 S2 S3 S4 S5 All
0 - 3400 2.71 4.28 0.23 0.26 1.87 2.36
0 - 8000 2.13 4.3 0.77 0.74 3.39 2.51
Table 1. Bandpass filter effect on EER of TV-SVM spoofing detection system with
phase-based features (%)
Pre-emphasis. Pre-emphasis refers to filtering that emphasizes the higher fre-
quencies and downplay the lower ones. Its purpose is to balance the spectrum
of voiced sounds that have a steep roll-off in the high frequency region. Pre-
emphasis removes some of the glottal effects from the vocal tract parameters.
Comparison results of [3] demonstrates that the state-of-the-art Mel frequency
cepstral coefficients (MFCC) are sensitive to pre-emphasis. They are presented
in Table 2 and illustrate the usefulness of the pre-emphasis step for anti-spoofing
purposes.
MFCC MFCC + ∆ MFCC + ∆ + ∆∆
No Pre-emphasis 4.00 2.66 2.80
Pre-emphasis α = 0.97 3.26 2.17 1.60
Table 2. Pre-emphasis performance on the base EER of GMM spoofing detection
system on the development dataset (%)
Voice Activity Detection. In order to discard useless information from the
speech signal several participants tried to use Voice Activity Detector (VAD) as
the preprocessing step for their spoofing detection systems. Authors of [5] apply
DNN-based VAD and remove only first and last non-speech fragments. In [6]
authors offered to use pitch based VAD on the score extraction level to discard
scores of all silence patches, each of which contains 51 feature frames (with 0.025s
frame length and 0.01s frame shift) and covers about 0.5s of temporal context.
In [7] authors remove all non-speech fragments by GMM-based VAD [14].
However experiments with our systems show that using VAD segmentation for
full utterance is ineffective. According to our opinion, applying VAD may lead
to throwing out informative artifacts locating between speech fragments. It is
confirmed by the results of comparison for two TV-SVM systems with MFCC
features performed in Table 3.
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Spoofing type
Preprocessing type S1 S2 S3 S4 S5 All
no VAD 4.91 19.56 0.7 0.86 7.87 8.66
VAD 8.51 30.06 4.86 5.03 8.04 13
Table 3. Effect of VAD on the spoofing detection performance on the base of EER for
TV-SVM system with MFCC features on the development dataset (%)
Resampling. Signal preprocessing in [12] includes downsampling original sig-
nal recordings from 16 kHz to 8 kHz to reduce computational load. In this case
computational time greatly reduces, but our experiments show that during the
downsampling process essential information is loosing which affects the perfor-
mance of spoofing detection.
3.2 Front-end features
Most of the participants of the ASVspoof Challenge 2015 found out the efficiency
of the front-end features obtained by fusion of features appropriate for detecting
specific spoofing attack. Thus, acoustic feature extractors in proposed systems
are combinations of two or more different acoustic feature extraction methods.
The most powerful features were attained by combining magnitude and phase
information. It is hard to present full comparison of the implemented features
because of the different type of classifiers used after, but we can analyse, how
powerful are proposed approaches for spoofing detection task.
Magnitude based features. The magnitude spectrum contained detailed in-
formation about speech signal. Previous works has demonstrated the usefulness
of magnitude information for spoofing detection task [15]. Most part of systems
proposed during the ASVspoof Challenge used magnitude based features with
and without their derivatives.
Most of the successful spoofing countermeasures use Mel-frequency Cepstral
Coefficients (MFCC) with their first and second derivatives as acoustic level
features. They were used in [4], [7], [9], [10] and [11].
In [11] authors proposed Linear-frequency Cepstral Coefficients (LFCC)
by using linear filterbank instead of mel-filterbank.
We also useMel-frequency Principle Coefficients (MFPC) coefficients, that
were obtained similar to MFCC coefficients, but using principal component anal-
ysis instead of the discrete cosine transform to achieve decorrelation of the acous-
tic features[4]. Table 6 presents EER of spoofing detection performance for the
development dataset for MFCC and MFPC-based spoofing detection systems.
These results demonstrate that we achieved substantial EER improvement for
all spoofing techniques by PCA basis implementation.
Another approach to use magnitude information is extraction of Log Magni-
tude Spectrum features (LMS) and Residual Log Magnitude Spectrum
features (RLMS)[6]. Table 4 shows comparison results for systems using these
features.
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Phase-based features. Most approaches to detect synthetic or voice converted
speech rely on processing artifacts specific to a particular synthesis or voice con-
version algorithm [16] such as phase information. Phase domain features out-
perform magnitude related features, because spoofed speech doesn’t retain the
natural phase information.
The most commonly used phase-based features are related to group delay infor-
mation. First of them are Group Delay (GD) features. Group delay is defined
as derivative of the phase spectrum along the frequency axis [6]. The described
way of calculation of the group delay function at frequency bins near zeros,
that can occur near the unit circle, will results in high amplitude false peaks.
These peaks mask out the formant structure. Due to this fact,Modified Group
Delay (MGD) function suppress these zeros by the use of cepstrally smoothed
magnitude spectrum instead of the original version. MGD features are known as
more stable in speach recognition and were mostly used by participants of the
Challenge. They were implemented in spoofing detection systems in [6], [7], [8],
[9] and [10]. However experiments from [6] presented in Table 4, demonstrate
that MGD are not so effective as GD are for spoofing detection task. Another
Spoofing type
Features type S1 S2 S3 S4 S5 All
MS 0.347 0.254 0.054 0.054 1.603 0.543
RLMS 0.000 0.093 0.039 0.039 1.456 0.486
GD 0.054 0.054 0.039 0.000 0.161 0.114
MGD 1.148 2.311 0.147 0.147 2.311 1.572
IF 0.161 0.401 0.147 0.147 0.948 0.428
BPD 2.243 4.955 0.401 0.347 5.155 3.431
Table 4. Experiments results for the MLP-system with different features for different
spoofing types obtained on the development dataset (EER %)
approach to solve the problem of GD were used by [7]. They implemented the
Product Spectrum based features that were calculated as the product of power
spectrum and GD function, thus combining information from amplitude and
phase spectra (PC-MFCC).
The second feature type, mitigating the effect of zeros in group delay, was
All-pole Group Delay-based features (WLP-GDCC). The main idea of this
method is to keep only the vocal tract component of the speech signal and dis-
card the contribution of the excitation source.
As the phase changes depending on the splitting position of the input utterance
it is important to normalize obtained phase information. [10] and [6] use Rel-
ative Phase extraction methods to reduce phase variation. These approaches
have differences but both are based on the pitch synchronization of the slitting
section instead of using fixed frame. Authors of [10] obtained impressive results.
Comparing this features with MGD features on the base of one system researched
obtained 0.83% EER for MGD features and 0.013% EER for Relative Phase fea-
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Spoofing type
Features type Known attacks Unknown attacks All
MGD 1.924 7.124 4.524
PS-MFCC 0.652 5.372 3.011
WLP-GDCC 1.436 8.941 5.188
Table 5. Experiments results for the GMM-system with different features for different
spoofing types obtained on the development dataset (EER %)
tures on the development set [10], while the perfomance of system based on Pitch
Synchronous Phase(PSP) features [6] is slightly less than for MGD-based one.
These feature type was also used in papers [11] and [12].
Another method to extract phase information is to use Instantaneous fre-
quency (IF) estimation. While group delay is the derivative of the phase along
the frequency axis, instantaneous frequency can be calculated as the derivative
of the phase along the time axis. IF features are used in spoofing detection sys-
tems in [3] and [6].
Researchers in [6] also used Baseband Phase Difference (BPD) from [17]
as more stable time-derivative phase based features and found out that these
features contain different artifacts from the IF features. However, their results,
presented below in Table 4, demonstrate that BDF features are not so efficient
as IF features are, especially for voice conversion techniques S2 and S5.
In our system [4] we used CosPhasePC features which were extracted from
unwrapped phase spectrum by applying cosine normalization and dimension-
ality reduction by means of principal components analysis. Results for system
using CosPhasePC features on the development data set, presented in Table
6, confirms that CosPhasePc features are highly effective for all known types of
spoofing attacks. Similar features was also used by [7] and [8]. Experiments in [7]
confirm the power of cosine normalized phase-based features for known attacks.
Local Binary Patterns. Authors of [8] investigated the possibility to use
spectra-temporal structure for spoofing detection task. In order to do this they
used Local Binary Patterns (LBP) approach proposed for texture recognition.
The spectrogram was used as acoustic representation. Authors treated it as 2D
image to apply uniform LBP features extraction. Authors noticed that despite
the traditional LBP algorithms for images, here they derived the histogram over
each coefficient separately and used unique LPS without rotation invariance.
Thus, they used the texture of the spectral magnitude as features to detect
spoofed speech. By using these features they achieved 0.858 % EER for all spoof-
ing attacks from the development set.
Wavelet transform. In our work, in order to include detailed time-frequency
analysis of the speech signal in spoofing detection countermeasures, we proposed
features based on applying the multiresolution wavelet transform [18], that was
adapted to the mel scale, called Mel Wavelet Packet Coefficients. We used
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Daubechies wavelets db4 in the wavelet-decomposition. Using Teager Keiser En-
ergy Operator instead of classical energy of the frequency sub-band makes these
features more informative and noise-robust than classical sample energy. We also
applied projection on the eigenvector basis for features decorrelation. Our exper-
iments on the development set (Table 6) demonstrated that described features
showed the best results in terms of performance of individual system based on
concrete feature type.
Authors of [3] proposed auditory-based cepstral coefficients called Cochlear
Spoofing type
Features type S1 S2 S3 S4 S5 All
MFCC 0.38 2.13 0.36 0.39 1.48 1.14
MFPC 0.13 0.29 0.09 0.09 0.37 0.23
CosPhasePC 0.13 0.20 0.04 0.05 0.23 0.15
MWPC 0.03 0.11 0.00 0.00 0.08 0.05
Table 6. Experiments results for the TV-SVM system with different features obtained
on the development dataset (EER %)
Filter Cepstral Coefficients (CFCC). They can be extracted by applying
the cochlear filterbank based on auditory trasform, hair cell function, nonlinear-
ity and discrete cosine transform. A brief description of the feature extraction
procedure is presented in [3]. Authors use CFCC features together with IF fea-
tures, described above, to combine both envelope structure and IF information
(CFCCIF). Framewise IF features are multiplied with the corresponding nerve
spike density envelope, obtained during the CFCC extraction operation. Thus, IF
obtained in silence regions will be suppressed. The derivative operation is used to
capture the changing information in envelope and IF for consecutive frames. In
[3] researchers obtained 2.6 % EER for CFCC-based and 1.4 % EER for CFCCIF-
based individual systems. Comparison with 2.66 % EER for MFCC-based system
shows that CFCCIF features are highly effective for spoofing detection task.
Phonetic level. Based on the achievements of [19] authors of [9] proposed to use
combination of MFCC with the Phonetic Level Phoneme Posterior Proba-
bility (PPP) tandem features for spoofing detection task. They used multilayer
perceptron based phoneme recognizer with a English acoustic model trained on
the TIMIT database for phoneme decoding and obtained 1.72 % EER on their
SVM based spoofing detection system. That is expressive improvement in com-
parison with 8.46 % EER for MFCC features on the similar system.
4 High level features extraction
In our work for the acoustic space modelling we used the standard Total Vari-
ability approach, which is widely used in speaker verification systems [20]. The
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main idea of this approach consists in finding a low dimensional subspace of the
GMM supervector space, named the total variability space that represents both
speaker and channel variability. The vectors in the low-dimensional space called
super-vectors or i-vectors. These i-vectors were extracted by means of Gaussian
factor analyser defined on mean supervectors of the Universal BackgroundModel
(UBM) and Total Variability matrix T. UBM was represented by the diagonal
covariance Gaussian mixture models of the used features. This approach was also
used by [8], [9], while [3] used two simple GMM models for natural and spoofed
speech.
Systems from [5] used Deep Neural Network (DDN) models. The mean values
of outputs of last hidden layer from the trained neural network were used as a
final representation of the signal s, which are new robust representations, called
spoofing vectors (s-vector).
5 Back-end
GMM. Most part of the participants used standard GMM-classifiers in their
systems. These are [3], [7], [8], [10], [12].
SVM. Support Vectors Machine (SVM) was the second popular classifier in the
ASVspoof challenge. We used SVM with linear kernel in our primary system as
it presented the best performance in our experiments. To train SVN we used the
efficient LIBLINEAR [13] library with default C-values equal to 1. Authors of
[8], [9] and [11] also chose SVM as classifiers in their submitted systems.
DNN. System performed in [6] combine all 6 proposed features types. Moreover
the feature vectors were concatenating within a window to incorporate long term
temporal information. In order to handle the high demensional feature vectors
authors used Deep Neural Network with one hidden layer. This system achieved
0.001 % EER on all spoofing types from the development set.
Authors in [5] investigated Deep Neural Network classifier for two types of con-
structions: 6 classes(individual for each type of spoofing attack) and 2 classes (1
class for all spoofing attacks). They obtained better results for DNN than for
GMM classifier. And although 2 classes DNN classification performed better that
6 classes configuration on the development set, their small scaled experiments
convinced that 6 classes classification has better performance on the unknown
spoofing attacks.
DBN. In our system we used classifier based on Deep Belief Network with
softmax output units and stochastic binary hidden units. We used layer-wise
pretreating of the layers by means of Restricted Boltzmann Machines (RBMs)
and then applied back-propagation to train the DBN in a supervised way to
perform classification. However our experiments on the development set demon-
strated that linear SVM classifier works better on the proposed features. In this
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system we probably failed to avoid the effects of the stronger overfitting on these
training dataset, in comparison with SVM.
K-nearest. Authors of [9] compared several classification approaches: K-nearest
neighbor classification (KNN) with 2 classes for human and spoofed speech,
cosine similarity scoring, simplified PLDA classifier with 6 classes (individual
class for each spoofing type), two stage LDA with 2 subspace (speaker subspace
and spoofing subspace) and SVM as 2 class classification. Table 7 demonstrates
Linear
kernel SVM
Polynomial
kernel SVM
Cosine scor-
ing
KNN Simplified
PLDA
Two stage
PLDA
1.86 1.06 2.86 2.46 1.89 10.18
Table 7. EER for spoofing detection systems based on different classifiers for system
from [9] (%)
results obtained for their system based on MFCC and PPP features described
in 3.2 with score-fusion. According to these results SVM classifiers outperform
the others.
6 Evaluation results
A comparison of all final systems of the participants is possible only on the eval-
uation data set. These experiments results were presented in [2] and described
below in Table 8. The best results in terms of unknown attacks and average was
obtained by system based on score-level fusion of MFCC and CFCCIF features,
GMM modeling and log-likelihood scoring. Many systems used total variability
modelling for high level features extraction, which also improve the performance
of spoofing detection. Talking about classifiers, it should be mentioned that it is
highly complicated to define the best classifiers based on the evaluation results
of the ASVspoof Challenge because it depends also on the pre-processing effect,
type of features, modelling type and on the details of the classification task (2
class classification or 6 class classification with each class for each spoofing at-
tack type). Nevertheless we can figure out the strong success of SVM classifiers,
that was confirmed by several researches, and high performance on neural net-
works for spoofing detection task. Probably, further study in this field will lead
to more significant results. Anti-spoofing system, presented in [6], that used 6
different types of features, including magnitude based, GD and MDG, IF and
PSP features and used MLP classification was the best system for known types
of attack, while it achieved only 4th result in terms of unknown types of attacks.
Our primary system, based on the MFCC, MFPC and CosPhasePC feature-level
fusion, TV modelling and SVM classifier achieved the second place with a stable
2nd results for known and unknown spoofing attacks.
All proposed systems perform poor performance for S10 type of spoofing attack.
Anti-spoofing Methods for Automatic Speaker Verification System 11
Equal Error Rates (EERs)
System ID Known attacks Unknown attacks Average
A [3] 0.408 2.013 1.211
B [4] 0.008 3.922 1.965
C [5] 0.058 4.998 2.528
D [6] 0.003 5.231 2.617
E [7] 0.041 5.347 2.694
F [8] 0.358 6.078 3.218
G [9] 0.405 6.247 3.326
H 0.670 6.041 3.355
I [10] 0.005 7.447 3.726
J [11] 0.025 8.168 4.097
K [12] 0.210 8.883 4.547
Table 8. Evaluation results of ASVspoof Challenge 2015 (EER %)
This fact leaves the problem of efficient spoofing detection countermeasures to
be actual for further investigations.
7 Conclusion
In this paper we investigated modern tendencies in spoofing detection on the
base of ASVspoof Challenge 2015 results. Experimental results of the partic-
ipants, confirm that the most efficient systems use several types of features,
responsible for different information and artifacts of the speech signal. Because
these systems can catch complementary information that is not evident for indi-
vidual feature-based systems. Most often these features contain magnitude and
phase information. However, phoneme features also were highly effective.
Several preprocessing techniques were found out to be crucial for concrete fea-
tures type. For example, MFCC features are sensitive to pre-emphasis step, and
it can be helpful with fine tuned parameters. According to our experiments VAD
may throw out informative artifacts locating between speech fragments.
Classification comparisson show that SVM is highly efficient for spoofing detec-
tion task, as well as neural network approaches.
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