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А. Д .  Бойков,  A. H. Дмит рие в ,  H. Д .  Егупов
П О С Т Р О Е Н И Е  М А Т Е М А Т И Ч Е С К О Й  М О Д Е Л И  С И С Т Е М Ы  
СО С Л У Ч А Й Н Ы М И  П А Р А М Е Т Р А М И
В работе приводится метод определения статистических характеристик эле­
ментов OCX системк со случайными параметрами
В работе  [5] были приведены соотношения д л я  определения 
статистических х арактери сти к  выходного сигнала системы со слу ­
чайными п ар ам етр ам и , при этом предполагалось , что случайн ая  
им пульсная  переходная функция представляется  в виде ортого­
нального ряда.
Д л я  примера рассмотрим случай, когда в качестве  ортого­
нального базиса  используются ортогональны е экспоненциальны е 
функции.
и, кроме того, на основе общей форм улы  мож но зап и сать  зав и си ­








Ck { t )  =  \ h ( t ,  /  — 'Ci)<p*(Ti)rft-
о
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где р/ ( t )  =  J k ( t ,  t  — xx) e ~ la~-' d z x — моменты функции k ( t ,  t — i )  (слу­
чайные функции времени).
Р а с с м а тр и в а я  установивш ийся  процесс д л я  приняты х выше у с ­
ловий, в ы р аж ен и е  д л я  корреляционной функции коэфф ициентов 
ортогонального  р азл о ж ен и я  м ож н о зап и сать  ,в виде:
к к
C k( t ) ck (t  +  т) =  У, 2  a n a ?2pvi ( 0  [*/,(*+'')• (3)
/,=0 4=0
И з  последней формулы видно, что для определения R Ckck i t , т) необ­
ходимо знать корреляционные функции моментов р./(И и их взаимные
корреляционные функции вида щ д О у Д / + у )  (г =+=/). Таким образом, 
задач а  сводится к нахождению корреляционных функций моментов 
и соответствующих взаимно корреляционных функций.
Д л я  реш ения этой задачи  запиш ем  в ы р аж ен и е  д ля  случайной 
передаточной функции:
СО
W ( s , t )  =  dz.  ^
И з  этой зависимости легко видеть, что
СО
р./ (t) =  $ k ( t ,  t — х) е ~ м  dx = W  (7a, t). (5)
Т а к и м  образом, случайн ая  функция щ  (1) м ож ет  быть легко по­
лучена, если комплексному аргументу  s в вы раж ени и  д ля  п е р е д а ­
точной функции при дать  действительны е значения s = 2 a ,  где а  — 
co n s t ,  1— 1,2, . . Н ай д ем  диф ф ерен ц и альн ое  уравнение д л я  опре­
деления  моментов. Естественно, это д олж н о  быть д и ф ф ер ен ц и ал ь ­
ное уравнение со случайны ми коэфф ициентам и.
С указан ной  выше целью  запиш ем  д и ф ф еренц иальное  у р а в н е ­
ние д л я  определения передаточной функции- Оно имеет вид:
A ( s ,  t ) W  (s,  t ) +  +■ -  + ±  t),
ds  d t  n \  ds  d t n
(6)
где  ,A (s ,  t )  =  a n { t ) s n + a ' n_ 1{ t ) s n~ 1 +  ... +  a [ ( t )  s  +  a'0{t), (7)
В  (s, t) =  bm (t) s  +  b,n- \ ( t )  s + . . .  -\- b\ (t) s -\- bo(t). (8)
Придавая комплексному переменному s в равенствах (6), (7) и (8) 
значения s =  la,  I =  1 , 2 , . . . ,  получим искомое дифференциальное 
уравнение со случайными коэффициентами. Оно имеет вид:
о ;  d'1- 1-
1 1 +  п !  ( t \ -
d t n
a 'n i t )  =  a 'n i ^ ’
< _ i  i t )  =  na'n ( t ) h  +  < _ i ( 0 .
d n \x, (t) '   ix, (()
<  it)  ~ ~ r ~  +  < - i  H) ' [  + - + ^ ( 0 R  ( 0  =  G t (t), (9)
где
a l0 (t)  =  a'n ( t ) ( h ) *  + a 'n_ 1 ( t ) ( l * Y - 1 +  -  +  a [( t )  ( h )  +  a 0(t), (10)
G i  ( t )  =  b m ( t ) ( h )  +  1 ( t ) ( l a )  +  . . .  +  b \  ( t )  ( l a )  +  b o  ( t ) .
Т аки м  образом, мы пришли к диф ф ерен ц и альн ом у  уравнени ю  
относительно соответствующих моментов импульсной переходной 
функции.
В этом диф ф ерен ц и альн ом  уравнении со случайны ми к о э ф ф и ­
циентами нас интересуют статистические характеристики : м а те ­
м атическое ож и дан и е  и ко р р ел яц и о н н ая  ф ункция моментов ц / ( t ) .
П ри  нахож дени и  решения д и ф ф еренц иального  уравнени я  п р и ­
ним аем  допущение, что сигнал p,(t) подчинен н орм альном у з а к о ­
ну распределения.
З д есь  необходимо отметить, что д и ф ф еренц иальное  уравнени е  
вида (9) у ж е  исследовалось в ряде  работ. Н апри м ер , подробное 
исследование уравнени я  (9) проведено в работе  [3]. О дн ако  в этой 
рабо те  вы бран  очень ограниченный класс  воздействий, G ( t )  =  
=  g + g ( t ) ,  т. е. на вход действует постоянный полезный сигнал.
Д л я  рассм атри ваем ого  случая  такое  воздействие при при ня­
тых условиях является  реальны м , т. е. G ( t )  представляет  из себя 
сумму постоянного и случайного сигналов.
Рассматриваемое уравнение можно представить в виде:
С целью упрощения выкладок рассмотрим случай, когда ос' (/), .. 
. . .  , a '  ( t )  — стационарные центрированные случайные функции, имею­
щ ие Гауссов закон распределения. Пусть, кроме того,
В этом случае, следуя работе [3], можно показать, что спект­
ральную плотность S v.l  v.l (ш) определяет интегральное уравнение 
Фредгольма второго рода вида:
где В  (со) и К  (соз) — известные функции.
П остоянны е составляю щ ие элементов OCX определяю тся  у р а в ­
нением [3].
( П)
G i ( t )  =  G i  +  G i { t ) .
СО
S iX[ Vl  ( с о )  =  В ( ш )  +  X Г 5 ,н  ,v  ( а )  к  ( с о ,  а )  d a ,  ( 1 2 )
4 0
П ерейдем  к определению взаим н ы х корреляционны х функций; 
м еж д у  моментами .
Имеем:
, ( 0  =  .Г' К и  (^ i)  e/i ( f  — CTj) cfcT!,
0
[ki2 (t + t )  =  .[ K u  Ы  ( t  +  T — az) ^ a2.
о
где
r f S / , ( 0
, ( / )  =  0ф ,(д  -  ,
г1==0 ar
, d.1* a , (^)
, (o = G / , w -  2 X * w -  2
Откуда
OO o o
=  J  I  (»l) A’/, (°2) s;, (< +  ̂ ~ J 2] * 2 '  (1 4 )
П оследнее равенство  показы вает , что за д а ч а  сводится к опре­
делению  взаим ной корреляционной ф ункции вида
R z h * , + )  = £ / , ( / ) su_(t +  т) . - (15)
Используя формулу для сигналов г/, (t) и еls(t) можно легко найти 
нужную нам зависимость. Она имеет вид:
* + )  = ^ 0 ,0 + )  “  [Xh ao2̂ ) ^  +
}(*+/) , г > 4 } П ( / >
+  2  2  [ ( - I ) '  R * 1} «)*{') R ^ l  +  * « '■ > ,+  ) (16)
Находя ^  (т) и /?a'i[ii2('') и применяя преобразование Фурье
/
к уравнению; получим интегральное уравнение Фредгольма II рода., 
которое определяет S i4 [+<")•
Уравнение имеет вид:
AxJ ^ л М а ' 'д П (0> а '| д а - (1 7 )
М етоды  реш ения таких  уравнений известны. Н а  основе с к а ­
занн ого  вы ш е м о ж н о  записать:
- f - o o
1 ^ R e", с" ( Д  d i  =•) k k2к 3 ^ c c
й —°°
+ о о  k  k
=  Tn S 2  2  а1 К ц г п ,  (х) еЧшт d r • (18>




М атем атическое  ож и дан и е  (постоянная со ставл яю щ ая)  OCX 
н ах о д и тся  по формуле: ч
к _
С'п = 2 q V-i- (20)
Выше был рассмотрен случай, когда a.1. (t) и Ж (t) — стационар­
ные случайные функции. Как легко видеть, используя .результаты, 
изложенные в [4], можно получить решение для средних значений 
и корреляционных функций в замкнутой форме и таким образом из­
бежать решения интегральных уравнений Фредгольма II рода.
Д л я  определения автокорреляционной функции выходного сигнала 
-и сигнала ошибки необходимо знать корреляционные функции вида 
Rc". <ДД [5]. Д л я  их определения запи ш ем  равенства:
+  Д  =  R c" y  (т) =
k  ft
=  2  а ? М Д у ( ^  +  х) =  2  Rv-i и ( х)> (21)1=0 1=0
где
оо
1*|(0 =  (' K i  (a) 
о
Откуда
M OyU + О = Ri>-t y(z) = lKi{o)[Ryet (т+о) —
— ^г/а,в( т + а ) ]  da. (22)
Таким образом, имеем:
&
=  ^ < Д х) =
ft оо
=  2  a? I / с г  (о) ( т + a )  — [X/ (т + а ) ]  do.  (23)
З А К Л Ю Ч Е Н И Е
В данной работе  предлож ено  ввести случайную динамическую  
х ар актер и сти ку  — обобщ енную  спектральную  характеристику , че­
рез которую достаточно просто  в ы р а ж а ю тс я  статистические х а р а к ­
теристики выходного сигнала и сигнала ошибки системы со слу- 
170
S c "n c"k ^  =  | 0 1х1г( ш )  a *  a £  . ( 1 9 )
G i { t а) —  2  a l k ( t  — о)
к=0
d — о) 
d ?
do.
чайными п арам етрам и . М етоди ка  имеет силу к а к  в случае  ст а ­
ционарных, так  и нестационарны х входных воздействий и п а р а ­
метрических возмущений.
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