Highly non-linear machine learning algorithms have the capacity to handle large, complex datasets. However, the predictive performance of a model usually critically depends on the choice of multiple hyperparameters. Optimizing these hyperparameters (often) constitutes an expensive black-box problem. Model-based optimization is one state-of-the-art method to address this problem. Furthermore, resulting models often lack interpretability, as models usually contain many active features with non-linear effects and higher-order interactions. One model-agnostic way to enhance interpretability is to enforce sparse solutions through feature selection. It is in many applications desirable to forego a small drop in performance for a substantial gain in sparseness. This leads to a natural treatment of the feature selection problem as a multi-objective optimization task. Despite the practical relevance of both hyperparameter optimization and feature selection, they are quite often carried out separately from each other, which is neither efficient, nor does it take possible interactions between optimal hyperparameters and selected features into account. We present, discuss and compare two algorithmically different approaches for joint and multi-objective hyperparameter optimization and feature selection: The first uses multi-objective model-based optimization to tune a feature filter ensemble. The second is an evolutionary NSGA-II-based wrapperapproach to feature selection which incorporates specialized sampling, mutation and recombination operators for the joint decision space of included features and hyperparameter settings. We compare and discuss the approaches on a variety of benchmark tasks. While model-based optimization needs fewer objective evaluations to achieve good performance, it incurs significant overhead compared to the NSGA-II-based approach, so the preferred choice depends on the cost of training the ML model on the given data.
It is in many applications desirable to forego a small drop in performance for a substantial gain in sparseness. These goals are linked in a non-trivial manner: whereas a feature subset that is too small might be lacking relevant information about the outcome, many learners suffer from the "curse of dimensionality" [2] if the number of features is very large. This leads in our opinion to a natural treatment of the feature selection problem alone as a multi-objective optimization problem: Maximize predictive performance while minimizing the number of features selected and return multiple candidate solutions which specify different trade-offs between sparseness and predictive performance to the user for post-hoc selection. It should be noted that this approach is still under-explored in current ML publications.
Evolutionary algorithms are especially suitable for multi-objective optimization. According to the survey by Xue et al. [31] , the most commonly applied techniques for multi-objective feature selection are genetic algorithms (GAs) and particle swarm optimizers (PSO), for example Xue et al. [29, 30] . Inspired by natural evolution, genetic algorithms apply recombination and mutation operators to iteratively improve the population of solution candidates. By introducing principles like non-dominated sorting [8, 19] , genetic algorithms have become a powerful tool for multi-objective optimization. Several GA-based methods have been proposed for the task of wrapper-based feature selection [10, 15, 28] by searching over all possible feature configurations s ∈ {0, 1} p , with s i = 1 indicating that feature i is included in the model. Furthermore, and also quite commonly, hyperparameter optimization and feature selection is often performed in separate steps. This is neither efficient nor optimal given that the optimal choice of hyperparameter configuration depends on the specific features that are included and vice-versa. Therefore we argue that to jointly optimize over the combined spaces of hyperparameters and feature subsets is beneficial and appropriate. This combination is non-trivial, at least for the wrapper approach of feature selection, from an optimization perspective, because an exponentially large binary search space now has to be fused with the mixed numeric-categorical space of hyperparameters.
We present and adapt model-agnostic holistic approaches for both aspects discussed above: model-agnostic, multiobjective and joint optimization of hyperparameters and feature sets.
Related Work and Contributions
Automated machine learning (AutoML) deals with the optimal search over and configuration of machine learning pipelines, often regarding data pre-processing, ML model, ensembling and possibly postprocessing steps. Many different, further parameterized, discrete choices are available at each stage of the pipeline. One important pre-processing step already included in some AutoML frameworks is feature selection by filter or wrapper methods. Consequently, AutoML has the potential to jointly optimize hyperparameters and included features. autosklearn [11] for example integrates a filter-based feature selector, parameterized by a filter measure and a percentage indicating the fraction of highest-ranked features to be included. Model-based optimization is used to find the best filter (among a set of possible filters) and the best feature selection rate. The AutoML framework TPOT [24] , which uses an evolutionary algorithm to search over different machine learning pipelines, also provides different feature selection strategies in its search space.
Even though hyperparameter optimization and feature selection are both present in those AutoML frameworks, it is not their goal to find a good trade-off between predictive performance and sparseness. Feature selection is merely used to improve predictive performance, without considering the preference for sparse models in light of better interpretability or other benefits. Instead, these frameworks tend to often produce quite complex models in pursuit of increasing predictive performance as the only goal. This not only holds true for number of included features, but also complexity of the model itself, if heterogeneous and large ensembles are created, which are harder to interpret and deploy [25] .
There have been first investigations on multi-objective simultaneous model selection and feature selection using GAs: Bouraoui et al. [4] proposed an SVM-wrapper approach based on the NSGA-II, using a shared representation of the feature configuration and algorithm hyperparameters. Their approach is not model agnostic as it is limited to SVMs and in the supporting experiments only relatively low-dimensional datasets (p < 60) are considered.
Despite a lot of research on either feature selection or hyperparameter optimization, we found that there is no general algorithm or framework to perform model-agnostic simultaneous model and feature selection to optimize for predictive performance and model sparsity in a multi-objective fashion.
Our main contributions are:
1. We adapt the NSGA-II to the problem at hand by introducing specialized sampling and mutation operators that take individual features' estimated relevance into account to enhance optimization performance.
2. Inspired by AutoML-frameworks, we investigate how model-based multi-objective optimization (MBMO) methods can be used for the problem at hand and propose an effective method that tunes a linear combination of different filter methods.
3. We conduct a benchmark of these approaches on a variety of tasks for different machine learning algorithms, to provide a comparison of these two approaches and single-objective baselines.
3 Multi-Objective Hyperparameter Tuning and Feature Selection: Two Approaches Naturally, there are two basic directions of tackling this problem: Either integrating automatic feature selection into classical hyperparameter optimization algorithms, or integrating automatic hyperparameter tuning into classical wrapper methods for feature selection.
Model-based Optimization Approach
Model-based optimization, also called Bayesian optimization, has been used successfully for algorithm configuration and hyperparameter optimization, so it is a natural candidate for the problem of feature selection. There are different ways of adapting MBO to perform model-based multi-objective optimization ("MBMO") [17] , which was successfully applied to hyperparameter tuning [16] .
The space of possible feature configurations is exponential in p, so a large number of evaluations would be necessary to fit an accurate model on performance values. Instead, we investigate the use of prior knowledge from feature filter scores to reduce the dimensionality of the search space. We use multiple filter methods F m (D) j , m = 1, . . . , M , j = 1, . . . , p that rank each feature j of a training dataset D from least (value of 0) to most (value of p − 1) relevant for the outcome variable. Two possible methods of using multiple feature filter methods simultaneously are considered:
Individual filter selection
In this method, we introduce a discrete filter selection hyperparameter m, as well as a feature fraction hyperparameter f ∈ [0, 1]. For each model evaluation, only the most relevant p · f features, according to filter m, are included in the model. This approach is similar to the one taken in autosklearn [11] , although there the problem was not considered as a multi-objective one.
Ensemble filter selection
Instead of using a single filter selected by a hyperparameter, it is possible to use an ensemble filter that sorts features according to their convex combination of multiple filter ranks. The mean of filter ranks, weighted according to weight vector w ∈ [0, 1] m , i w i = 1, is calculated as
This method introduces the vector w, as well as the aforementioned feature fraction f , as hyperparameters and includes the most relevant p · f features, according to F mean j (w), in the model.
Evoluationary Approach
The Nondominated Sorting Genetic Algorithm II (NSGA-II) [9] is an evolutionary multi-objective algorithm that uses nondominated-sorting to preferably select individuals close to the Pareto-front of the problem. It iterates through generations of each a reproduction, a crossover, a mutation, and a survival step that generate the population of the next generation. Both crossover and mutation aid in exploring the search space in the vicinity of the solutions that were already found; the reproduction and survival steps steer the optimization towards configurations that perform well while eliminating those that are dominated by other configurations.
GAs often represent individuals as vectors of binary, discrete, or continuous values, depending on the optimization problem. Because hyperparameters generally have various types, the individuals are represented as vectors in a mixed space, and we use the Cartesian products of operators that operate on the individual sub-spaces of parameter types, following Li et al. [22] . Table 1 summarizes the choice of recombination and mutation operators we chose for different hyperparameter types. For the hyperparameter mutations, we use self-adapting step sizes and mutation probabilities as suggested by Li et al. [22] .
The feature configuration vector parameter plays a special role because it straightforwardly maps to the objective of the fraction of selected features, which is being optimized. For datasets of more than a few features it also makes up a large part of the search space under consideration. The initialization and mutation performed on this parameter should therefore be considered in detail. Table 1 : Summary of mutation and recombination parameters used in our algorithm. s.a. indicates that the parameter is controlled by self-adaption as described. The filter-biased preserving Hamming-weight bitflip operator is employed for mutation of the feature configuration vector. parameter type recombination mutation Parameters:
uniform (π Cross = 0.5) uniform (π Cross = 0.5)
Gaussian (π Mnum = 0.1, σ 2 s.a.) rounded Gaussian (π Mnum = 0.1, σ 2 s.a.) uniform mutation (π Mcat s.a.) uniform mutation (π M bin s.a.) Features: binary uniform (p = 0.5) filter-biased PHW bitflip
Uniform feature configuration initialization
A naive approach for initialization would be Bernoulli-sampling of each feature selection bit s i individually, possibly biased towards a low expected number of selected features to favor relatively sparse solutions [3] . However, this gives rise to a binomial distribution of the number of selected features
For even moderately large values of p, this fails to cover the objective space evenly along the dimension of the selected feature fraction. A preferred choice is to sample values of s such that the sum of selected features is uniformly distributed between 1 and p. 1 This is achieved by sampling a uniform random integer value S between 1 and p and then shuffling a vector of S 1s and (p − S) 0s.
Filter-based feature configuration initialization
It is possible to enhance the randomized initialization of feature configurations by respecting feature filter relevance rankings. The goal is to select the features that have a high relevance ranking with larger probability than the ones with lower ranking, while still having an approximately uniform distribution over the number of total features selected. We make the initial distribution of bit j dependent on the ensemble filter value as described in equation 1, with w uniformly
For each individual to be initialized we first sample a desired (approximate) hamming weight S as a uniform random integer value between 1 and p. Each bit j is then sampled from a Bernoulli-distribution with parameter
This method incorporates (approximate) uniform feature configuration initialization.
Hamming-weight preserving feature configuration mutation
Performing random bit-flip mutation on the feature selection vector has similar problems to Bernoulli-initialization, because a bit-flip with probability π Mut bin is equivalent to erasing a bit with probability 2π Mut bin and sampling it anew from a 1 2 -Bernoulli distribution, thus biasing the mutation result towards the 1 2 point of the feature fraction objective. Instead, we choose to approximately preserve the Hamming weight by sampling erased bits from a Bernoulli-distribution with parameter π B = (S + 1)/(p + 2), with S = p i=1 s i the Hamming weight of the original vector.
Filter-based feature configuration mutation
Just as for initialization, mutation can be made dependent on the feature filter ranks to preferentially include more relevant features. As in the Hamming-weight preserving mutation, each bit is erased with a probability of 2π Mut bin and then drawn from a Bernoulli-distribution. The parameter is as in equation 2 for filter-based initialization, with S the Hamming weight of the original vector, and w a weighting vector. The weighting vector itself becomes part of the search space to achieve self-adaption, as described in Li et al. [22] . This method incorporates (approximate) Hamming-weight preserving feature configuration mutation.
Implementation and Reproducibility
All proposed methods are implemented and publicly accessible via an R package 2 . For full reproducibility of results we publish the code used to perform the benchmark experiments 3 .
Experiments

Benchmark Tasks
We exclusively consider binary classification tasks for our experiments. We have chosen datasets with (roughly) balanced classes, a purely numeric feature space, and no missing values. This reduces the complexity of the machine learning pipeline and eliminates algorithmic factors that might influence the result, like encoding or class balance corrections. All datasets are publicly accessible via the OpenML platform [27] as presented in Table 2 . An extension to regression tasks is straightforward.
Learning Algorithms and their Hyperparameters
We consider the configuration of three different nonlinear classification algorithms that are in general very sensitive to hyperparameters: The support vector machine classifier (SVM) [6] with Gaussian kernel, extreme gradient boosting [5] and the kernelized k-nearest-neighbor classifier [33] . The hyperparameter spaces that were being tuned over are presented in Table 9 in the supplementary material.
Algorithms
MBMO denotes the multi-objective model-based optimization methods that perform individual filter selection, while MBMO* denotes the variant that performs ensemble filter selection. As underlying multi-objective extension to MBO we chose Parego [20] , which fits a surrogate model to the objective functions that have been scalarized by the augmented Tschebbyschefff norm with a weight vector ω. In each iteration, a batch of t = 15 configurations is proposed in parallel by altering this weight vector and using the lower confidence bound as infill criterion. Since the domain of the objectives Table 2 : Description of the datasets being used. n denotes the number of observations and p the total number of features. The class ratio gives the proportional size of the smaller class in comparison to n. The dataset id is the unique identifier for the dataset on the OpenML platform. To obtain a binary from a multiclass classification class, we only considered classes 1 and 2 in the isolet, the cnae-9, and the semeion dataset. 4 . For a comparison to non-joint hyperparameter optimization and feature selection, we consider the baseline MBO(+filter): We perform standard single-objective model-based optimization (SO-MBO) for hyperparameter tuning. Afterwards, we evaluate model performance with the found hyperparameters and the top-ranked features according to a filter measure 5 for varying feature fractions f . This corresponds to the simple approach of tuning the hyperparameters for a certain number of iterations and then constructing the Pareto-front suggested by a single filter heuristic while keeping hyperparameters constant.
NSGA-II* denotes the mixed-integer NSGA-II with uniform filter-based initialization, and filter-based hammingweight preserving mutation. Higher-level parameters of the NSGA-II-based approaches are shown in Table 7 in the supplement. For a baseline comparison, we show the basic NSGA-II without the introduced initialization and mutation schemes. To gain further insights on the impact of the single initialization and mutation operators, we explored the effect of the single mechanisms (see supplementary material, Figure 5 ). For a comparison to non-joint optimization, we fix the hyperparameter values before running the NSGA-II for feature selection only, denoted as "NSGA-II (no tune)". Reasonable hyperparameters are chosen by investing the first 500 evaluations in single-objective model-based optimization (SO-MBO). A comparison of the methods to naive random search baselines over the combined feature configuration and hyperparameter space was performed as well. The random search baselines were clearly outperformed by the more advanced model-based and evolutionary approaches (see supplementary material, Figure 6 ).
Both the model-based and the evolutionary approach have access to the same set of filter measures (see supplementary material, Table 8 ).
Evaluation
The objectives are the performance of a machine learning algorithm, which is measured as the mean misclassification error (mmce), and the fraction of selected features f , both of which are being minimized.
To get an estimate of the optimization performance that is unbiased by potential overtuning, we performed nested resampling. We used stratified 10-fold cross-validation for both outer and inner resampling: Every optimization algorithm is run 10 times for each learning algorithm and benchmark dataset, once for each outer cross validation fold.
The optimization algorithm has only access to the inner resampling performance. For each evaluation performed by the optimization algorithms, the outer test split is evaluated using a model trained on the entire outer training split; the resulting performance is used for proper estimation of the evolution of the algorithm's generalization performance. We use the subscripts "inner" and "outer" to distinguish performances.
To measure the quality of a Pareto-set of solutions, we calculate the dominated hypervolume (domHV) with reference point W = (1, 1) 6 . From a larger number of solution candidates 7 , the non-dominated ones (according to their average . The nondominated points are chosen from a larger set of points, and the volume that is dominated by the nondominated points is computed (blue region). Right: The points that are nondominated w.r.t. mmce inner are overestimated on the validation set, their performance on the holdout set differs (dashed lines). The effective dominated hypervolume (domHV outer ), i.e. the hypervolume that is dominated w.r.t. mmce outer of the same set of points, is the orange area. mmce on the inner resampling (mmce inner ) and the feature fraction being used by the model) are determined (see Figre 1) . Calculating the volume dominated by the corresponding Pareto-front, where each element is represented by a tuple (mmce inner , f), is referred to as domHV inner . In fact, those configurations might be overestimated on the validation set. We calculate the effective domHV, i.e. the hypervolume that is dominated by the same set of candidate configurations w.r.t. the mmce outer (see Figure 1 ).
For each of the experiments, we allow a maximum number of 4000 performance evaluations, where one performance evaluation corresponds to the evaluation of a single configuration using a stratified 10-fold cross-validation.
Results
Our goal is to answer the following questions:
1. How do the model-based optimization approach and the evolutionary approach perform compared to one another, as well as in comparison to meaningful baselines?
2. How do they perform compared to a purely single-objective approach?
3. How does simultaneous hyperparameter optimization and feature selection improve the overall optimization result?
Comparison of Multiobjective Methods
To assess the performance of the multi-objective approaches across all learning algorithms and datasets, we performed a global rank analysis for the domHV inner and the domHV outer (see Figures 2, 3) for increasing evaluation budget. It seems that the NSGA-II* reduces the training set optimization error more aggressively (see Figure 2 ), but generalizes worse on the holdout set (see Figure 3 ). From the domHV outer it can be seen that the proposed NSGA-II* approach clearly outperforms the standard NSGA-II approach. When compared to the multiobjective approach MBMO, it is inferior when given a small budget (at most 500 evaluations), but performs better if budget increases. The MBMO* approach that tunes a linear-combination of different filter methods clearly outperforms the basic MBMO approach as well as NSGA-II*. All proposed approaches clearly outperform the naive random search baseline as well as the naive NSGA-II approach. A comparison of the methods based on the domHV inner is shown in Figure 2 . 
Evaluations Ranks w.r.t. DomHV[outer]
MBMO MBMO* NSGA−II NSGA−II* RS Figure 3 : Global rank analysis to compare the proposed methods with respect to the effective dominated hypervolume domHV outer . Ranks within each replication were averaged over all problems and experiment replications (learning algorithms ranked separately, ties are ranked by their average rank, lower values are better).
Comparison to Single-Objective Optimization
Multi-objective optimization usually considers a trade-off: A lower performance may be accepted in favour of a more economical model. Table 3 presents the predictive performance that needs to be accepted for a certain level of model sparsity, exemplarily shown for the kknn algorithm. It is compared to single-objective model-based optimization, solely optimizing for predictive performance on the full feature set. Experiments confirm that more sparsity often comes with a decrease in predictive performance. The decrease of predictive performance for a given level of model sparsity depends on both the data problem and the machine learning model. In some cases, even a higher predictive performance can be achieved by a sparser solution.
Results for the other learning algorithms are qualitatively similar. They are presented in the supplementary material (see Tables 10, 11 for the full budget and Tables 12, 13 , 14 for a reduced budget of 500 evaluations). The effect of joint hyperparameter tuning and feature selection depends very much on the dataset that is being used and the learning algorithm that has been tuned over. Tables 4, 5, 6 show the result after a total budget of 1000 iterations of MBMO* vs. MBO(+filter) and NSGA-II* with and without tuning for the three learning algorithms considered. 
Conclusion
The results show that both evolutionary approaches as well as model-based approaches can efficiently perform modelagnostic multi-objective optimization to simultaneously tune hyperparameters and select features.
The introduced enhancements for the NSGA-II-based approach are very suitable for the task considered. The largest gain was introduced by uniformly initializing the number of features included in a model, while Hamming-weight preserving mutation and feature filter ranking utilization also proved to be beneficial.
Using model-based optimization to tune over the type of filter measures as well as fraction of features being used is commonly used in AutoML-frameworks. Our experiments suggest that its adaption to multi-objective optimization seems superior to the enhanced NSGA-II algorithm for a low budget only. Introducing more flexibility by tuning over linear combinations of filter measures clearly improves the proposed approach, which we called ensemble filter selection.
In comparison to the algorithms discussed and for the experiments that have been carried out, the ensemble filter selection performed best given a limited number of objective function evaluations. If the limiting constraint is runtime rather than the number of total function evaluations, the evolutionary approach might have advantages over the modelbased approach. Model-based optimization spends budget on fitting the surrogate model and on infill optimization. If this takes longer than evaluating model, an evolutionary approach might be recommendable.
Whether joint hyperparameter optimization and feature selection is better than considering those tasks separately especially depends on the learning algorithm considered and properties of the classification problems considered. Table 8 : Filter measures that have been used for filter-based initialization and mutation. The dummy filter assigns a constant score to each feature; this is for assessing whether the algorithms are able to handle non-informative filter methods. To select a set of filter methods that covers available methods evenly, we evaluated filter scores on some datasets during prior investigations and performed hierarchical clustering based on their respective L1distance. We then chose a single representative of each cluster, see supplementary material Figure 4 . Filter Author Min. depth of max. subtree [18] Information gain Joint mutual information [32] Minimal conditional mutual [12] information maximisation Area under the curve Dummy Figure 4 : Cluster-dendrogram of filter values. We used a range of filter scoring methods included in the mlr package and evaluated each of them twice on a range of datasets. Distances between filters was calculated as the average (over datasets) L1-distance between filter-values that were rank-transformed and scaled to [0, 1]. The vertical axis gives the distance between clusters. For deterministic filter methods, both evaluation instances have distance 0. The two instances of univariate.model.score differ more from each other than many other groups, so this method was excluded. Table 12 : This table presents the drop in predictive performance in favor of having a sparser kknn model after spending a low budget of 500 evaluations. The column SO-MBO contains the mmce outer × 10 2 of solution returned by a single-objective MBO that has been run on the full feature set performing hyperparameter tuning only. The other columns show the performance for the proposed multi-objective algorithms for the best performing solution that is (at least) 10%, 50%, 90% sparser than the full configuration. The sparsest model with highest performance is bold. Table 13 : This table presents the drop in predictive performance in favor of having a sparser SVM model after spending a low budget of 500 evaluations. The column SO-MBO contains the mmce outer × 10 2 of solution returned by a single-objective MBO that has been run on the full feature set performing hyperparameter tuning only. The other columns show the performance for the proposed multi-objective algorithms for the best performing solution that is (at least) 10%, 50%, 90% sparser than the full configuration. The sparsest model with highest performance is bold.
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