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Abstract. In this paper. we give 
to A\P-reduction in A-c,~lculus. 
a new definition of a /3- reduction in combma tory logic analogous 
1.. Notatinn 
Les constantes atomiques de la logique combinatoires sont S, K ot I. 
L’identit6 par dbfinition (ou syntaxique) entre termes de la logique combinatoire 
ou du A-calcul sera notee ‘=’ (l’Cgalit6 ‘=’ avec ou sans indice est d8mie plus loin). 
[x]~ est l’algorithme d’abstraction connu sous le nom (abcf) et dbfini par les 
clauses suivantes: 
(a) [x],.U=KU si xgFV(U), 
(b) [x1,.,.x = 1. 
(c) [x],.Ux= U si xeFV(U), / 
(0 [& uv = S[([x],. U)([x],. V) 
si les clauses pricedantes ne s’appliquent pas. 
FV( U) denote I’ensemble dcs variables libres de U. 
Les termes fonctionnnels s .lnt les termes de la forme SXY, SX, KU, S, K ou I. 
[xl,, est I’algorithme (abc,&) oti 
(C,,) [xll+ U-X = U si U f:st fonctionnnel (fnl.) et x j! FjJ( U), 
(f,) [.r]fi. UV = S([x],. Lr)([xlq. V).’ 
* Nouvelle adresse: Centre Unnersitaire de Tizi-ouzou, institut de% Sciences Exact=, Dkpartement 
des M:!thkmatiques, Tizi-Ouzou. Algkie. 
’ Kemarquons ici que I’algorithnie [x]~ diffke de [xl, seulement Jans ie cas (c). 
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[XI* est l’algorithme dkfini par les clauses (a), tb) et (f). On le note (abf). 
+-As est l’habituelle hp-rkduction du A-calcul. 
+--APq est la riduction difinie par les &mes regles que eAp et en plus l’axiome 
suivant: 
(77) Ax. UX +-Aflq UsixUV(U). 
:= est la riduction faible de la logique combinatoire d6finie par les r6gles et 
axiomes suivants: 
6) SXYZ := XZ(, YZ), (y) x:= Y + ZX:=ZY, 
(K) KXY := x, (v) x := Y =a xz := YZ, 
uj IX :== x, (7) x:= y & Y := z 3 x := z. 
ip 1 x := x, 
(0 est I’axionie: 
x - Y =$ [x].X t- [x] k 
dcfini rclativement ;i I’algorithme [xl. 
(6’) est l’axiome 
U fonctionncl C! Us .- Y 
s@FV(I/) I 
rJ I! - [A-]. k’. 
Un terme e.,t irr6ductihle (relativemcnt Ci +-) si et seulemt‘nt si 
2. Preliminaires 
En d3nissant la notion d’abstraction dans la lo&w combinatoire 5 l’aide dc 
I’algorithme d‘abstraction (abf), on constate que 1a difftkence essentielle entre la 
A@5galite du A-calcul et I’kylitP faiblc de la logiqutz combinatoire reside dans le 
fait quc la propritS 
cst vCrifi6e par In prcmiPre mais p:~s par la swondc. 
Curry [2, p. 303] dt3init unc cortaine &alit6 dans Ii1 logiquc comhinatoire cn 
ajoutant un ensemble d‘asiomes qu’il note: ([S]. [K]. [SK]. [Kl]. [Sl]). Comme 
Barendregt on notera cet ensemble Ar( (voir [ 1. p. 1 S-41). 
La logique cvmbinatoire itendue par l’ensemble Aa est montrkc Cquivalente au 
A-calcuf muni de ta A@-&alit& c’est 5 dire. 
CL + Au !-- “(’ : = : k’ a A-calcul t--- AT,+ =*,r.i 1;. (1) 
Ixs cas de I’egalitP txtensionnellc est simple. Elle est dr;finie en ajoutant ,i l&alit6 
faibic un ensemble fini d‘asiomes constants Ai<o (wir [ 11). L’ensemble A,,, cst 
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construit de telle manikre que la propriitd 
(6) X = Y * [x&J = [x]~. Y. [x], est l’algorithme (abcf). 
soit vkifi~e dans CL par IXgalitk extensionnelle. Cette egalite est montree 
Cquivalente $ la A@q4galitk du A-calcul: 
CL+ A,, I- X = Y H A-calcul I- X, =APV Y*. (2) 
Le problkw qui nous inthessc maintenant est le suivant: Pew-on trouver une 
Cpv&duction et wne CP-rkduction dans CL qui soient ‘equivalentes’ respective- 
ment B la Apyr6duction et la AjSr6duction du A-calcul? 
Ce probEme i l’origine a ktk posi par Curry qui a rkolu la premike partie de 
cette question. Curry dans [2, Chapitrc 6F] d8mit une CP-r)-reduction dans CL 
analogue ti la hJ+r~du,~fion du A-calcui par les regles et axiomes (S), (.K), (I), (p), 
(I-C), (4. (7) et 
11 rnontre ensuite que cettc Gduction +-c.pT) vitrifie les propri&s (a j, (/3) et la 
p;roprikte de Ch urch-Rosser, 11 etablit encore que les deux igalitks correspondant 
respectiver, ~ei?! 5 -c.lsll et *Ai1,), vkifient 
CL + A,AL,v t- X = Y a A-calcul t- XA = Yh. 
Plus tard, Hindley [4] donna une axiomatrisation de cette reduction. 
Le problkme de trouver une C/34duction dans CL est rest6 pose entikement. 
Avant de propuser notre solution i ce problgme, notons que les travaux rknts 
(non publiis) de Hindley ont permis de dormer une bonne caractkrisation de la 
Cp-reduction dans CL. 
Nous decrivons dans ce qui suit cette caractkisation. 
3. Caractirisation de la C@-rhduction 
Dans le cas de l&alit6 la relation (1) donne une bonne caractkrisation d’une 
kgalit6 analogue ;i la A@-kgaliti du A-calcul dans CL (cette E3galit6 sera not&e =&. 
Cette dt%nition de la CP-ignlite est indipendante du choix de l’algorithme 
d‘abstraction. Ellle ne dipend que de l’application A qui transforme un terme de 
CL cn un terme du A-calcul. Elk est dSinie par 
Nous sommes tent& de dkfinir la CP-rkduction d ins CL de la mcme manihe; 
c’est i dire: poser comme definition de la Ca4duction la relation suivante: 
CLt-X+-Y c3 A+XX’,*Y,. (3) 
Hindley [S] montra que la reduction dt%ie par une telle relation n’a pas la 
propriS de Church-Kosser. 11 est done clair que la relation (3) n’est pas une bonne 
caractkrisation de la Cp-Sduction de CL qui est analogue j la A@r6duction du 
h-calcul. Elle est done 6 karter. 
Des rkents travaux (non publi&) de Hindley ont permis de dormer un nouvel 
Pclairage sur ce problitme. I1 en ressort que pour d#mir la Cp-reduction, ceci revient 
;i dkfinir un algorithme d’abstraction [xl” et une certainc r6ducGon *” tels que 
(a) l’algorithme d’abstraction doit verifier 
([s]“.S)s := X, 
( t-0 la Cp-rkfuction 2 doit d6finir la n&c &glitP clue la A/St&lit6 du h-calcul; 
c’t’st ci dire, 
. 
ou =( ,3 cst la relation d’&Iuivalence engendke par la rGduction b”. 
(~‘1 la C’p-r&Iuction doit Grifier la propri6tk de Church-Kosser. 
(cl I la Cp- r6duction +--(I i c.oit avoir la propriW suivante: 
Gttc proprif36 cst necccsairc pour montrer quc la rtkiuction 2’ cst axiomatisablo. 
La propri6tc dc Church-Kosser permet de montrer que CL muni de la rtiduction 
+-‘I t’st consistant; ellc est done indispensable. lusqu’A cc jour nucu~w dhonstration 
dirwtc de cettc propriS_tP pour la Cp-r6duction n’;i 6tt! trouv6~. C ependant it t‘st 
possitk de montrcr cette proprih? cn passant par It2 A-calcul et en utilisant la 
proposition suiwnte. 
Une nouvelle C’B-rt+lucrion dans ICI logique cornbinatoire 155 
Par (i) nous avons YA =hp 2, ; il existe un A - terme T tel qul; 
YA -hp T&i Z, +Ap T. 
Par (ii) nous avons Y,,,, - TH & Z,,, * TI,. 
Par (iii) nous avons YAII = Y & ZAH = Z. 
I1 suffit de prendre W = TH. 
Pour demontrer la propriete de Church-Rosser pour la CP-reduction now avons 
utilise en plus de la propriete (b), les deux proprietes (ii) et (iii). Ces deux dernieres 
concerne I’application H qui est definie a l’aide d’un algorithme d’abstraction. 11 
est done necessaire que l’algorithme d’abstraction que nous introduisons pour definir 
l’application H do;t verifier les deux proprietes (ii) et (iii). 
Remaryuons que l’application H peut Etre definie par un algorithme d’abstraction 
autre que cslui defini par (a). La seule condition pour l’application H est qu’elle 
~61 ifie (ii) et (iii) de la Proposition 3.1. 
Definir ilne Cp-reduction dans CL revient done a definir un couple ([x]“. +-‘I) 
don t now i Csumons les proprietes dans le Tableau 1. 
4. CP-reductions dans CL 
Le pro?Gne de definir une Cp-r6duction dans CL avec les proprietes d&rites 
precedemment et r&urn&s dans le Tableau 1 a et6 deja trait6 par Hindley et Seldin 
dans des travaux non publids. 
Curry aussi a donne une definition pour la Cp-reduction. Elle est bake sur le 
choix de l’algorithme d’abstraction (abc,f,) pour definir l’abstraction dans CL et 
aussi l’application H (qui transforme chdque A-terme en un CL-terme) d’une part: 
d‘autre part sur la notion de reduction (notee -B 1 ) definie par les axiomes (S), 
(IQ, (I). (p), (4, (7) et en plus l’axiome suivant: 
Cette solution ne repond pas exactement a notre objectif: celui de donner une 
reduction dans la logique combinatoire equivalente a la Afi-reduction du A-calcul. 
Certaines proprietes utiles de cette derniere reduction ne se retrouvent plus chez 
la C’p-reduction de curry. Par exemple nous avons dans le A-calcul: 
Alors que uous avons pour la Cp-reduction de Curry seulement: 
(I’) i%[U/ v]x =AP [u/ v][x]& xg FV( Uv), 
(II’) _X+-AP Y * [u/v]x=,,[u/v]Y. 
L’wtre probleme que pose cette solution, est que nous sommes incapables de 
trouwr une caracterisation des termes irreductibles par la reduction +--[< 1. 
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Tableau 1” 
PropGet& de I’algorithme 
d’abstraction 
Commentaires 
(AO) ([x]*.X)x := X 
(Al) [Z/~][.r]“.~~[.ul”.[Z/c]Y 
si x&FV(Zc) 
(A2) Pour tout X, X,,, = .Y 
Cette proprikt6 est la base de la definition 
de tout algorithme d’abstraction 
Cette propriM est utile pour 
dkmontrer (RS) 
Souhaitable pur pouvoir montrer la pro- 
priW de C.R. via le A-calcul 
(A.3) ([ s]“.,Y lh =Aa hx.ri, L’algorithme [xl0 est compatible avec la 
h@6galitk 
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(PI) S(SWX)O y -/jz sxy, 
(&) SX(S(KY)I -pz SXY, 
(+I S(KU)I -pl U si U est fonctionnel, 
de telle mar&e que la propri&e de Church-Rosser pour la C/3-reduction se deduit 
aisement de celle de Curry: Q I. 
La reduction +-Ii: ainsi definie verifie les proprietes r&urn&s dans le tableau, 
mais sa d8inition reste compliquee et moins naturelle que celle de Curry. 
La solution quc nous proposons tiend compte des remarques que nous venons 
de faire concernant 1~s deux solutions prkedantes. Elle apparait commc plus simple 
et plus naturelle. 
L’algorithme d‘abwaction dans notro systeme est base sur l’algorithme (abcf). 
Aussi pour tenir compte du fait que cet algorithme admis tel quc n’est pas compatible 
ac’w la AP-kgalite; il est ntkessaire de faire quelques modifications SLIT cet algorithme: 
ct: qui nous donne la definition suivante. 
D@finition 4.1. Dans CL (wr definit l’abstraction a l-aide de I’algorithme 
r\;otrc; dPtinition de la CP-reduction consiste en la donrke de l’algorithme [x]” 
et de la reduction (not& +--“) definie comme suit. 
Difinition 4.2. La rkduction *-” est definie par les regles et axiomes (9. (K ), (I), 
(I))- (p). (A (v) et 
(6’) U fnl. & Ux +-” Y 
u z [Xl,. Y 1 
* U*“[_X]‘). Y, 
t+) S( KC!)/ .--(’ U si U est fm. 
Nous allons maintenant verifier que le couple ([x]“. >, -’ I repond hien au probleme 
,pose: sati&ire les conditions du Tableau I et $tre ainsi le meilleur candidat pour 
dtXnir la C@reduction dans la logique combinatoire. 
Avant tie montrer ccla nous awns besoin de dZinir une application H reciproque 
de I’application A donnee dans le Section 2. Nous pouvons ainsi transformer tout 
CL-terns en un A-terme. Nous definissons l’application H par la definition suivante. 
Difinition 4.3. L’application H : h-calcul -+ CL est definie inductivement par 
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Remarque. L’application H et la notion d’abstrpztion dans notre systkme sont 
definies par deux algorithmes diffkrents. Ceci n’a aucune importance: Nous avons 
not6 p&Cdement que la dimonstration de la propriM de Church-Rosser se fait 
via le A-calcul; en conskquence l’application H, doit satisfaire les conditions de la 
Proposition 3.1 et elle peut ctre dkfinie par un autre algorithme que celui qui d&nit 
la notion d’abstraction. Les propriMs de l’algorithme (abc,f,) font qu’il donne la 
meilleure dkfinition l’application H. 
Pour l’algorithme d’abstraction [xl0 nous avons les propriMs suivantes. 
Propri&? 1 (theorkme de complktude) 
([x]“.X)x := x 
Dhmonstration 
([x]“.X)x = S( K([x],.X))Zx 
:= K ([x1,.X)x( Ix) 
:= ([x],.X)x 
:= x. 
L’algorithme [x]” est compatible avec la A@-kquivalence comme le montw la 
propri& suivante. 
Propriiti 2 
([X](!X)~ +-*IJ Ax.&. 
Dimonstration. 11 suffit de remarquer qu’on montre facilement par induction sur 
la longueur de la demonstration que si X := Y alors on a XAbAO YA et de voir 
ensuite que l’on a 
([x]“.X),, = (S(zq[X],,.X))I).~ 
+-A/j hx.([x]q.x),x 
-,A/< hx.( ([ x],,.X M, 
ehCi A.u.XA car ([x],,.X)s := X. 
Nous allons montrer maintenant que la CP-rkduction 2,” et la A@r6duction 
-,,P du A-calcul dkfinissent la mhe relation d’kquivalence. 
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Avant de montrer ce theoreme nous avons besoin d%tablir certains rkultats 
intermediares. 
Lemme 4.5 (propriiti i(A2) du Tableau 1). Pour tout X un CL-terme, on a 
D6monstration. II suffit de voir que SAl, = S, KAH = K et IA,_, = I. 
Lemme 4.6 
x*‘) Y ==3 XA =hB YA. 
Ddmonstration. Elle se fait par induction sur la longueur de la riduction ,Y 2’ Y. 
Les seuls cas non hidents sont ( + ) et (6’). 
(a) Si c’est ( +) qui ‘est appliquee: 
(S( KLW), = s, (KU),I, 
-h/3 ~L.vw,r, UAZ) 
-hB Az. UAz, U est fnl. 
==@ u*. 
(b) Si c’est (E’) qui est appiiquke: supposons que ( Ux), =Ap Y, U est inl. et _ 
x e LJ. D’aprits I’axiome ‘5) du A-calcul on a: 
Ax. UAX = Al+ Ax Y et hx.U,x =AB UA 
done: U, =AO Ax. YA et k lemme est montrk 
Lemme 4.7 
?b--hfi Y =3 A-H 2 Y,{. 
La demonstration de ce lemme fait appel aux deux lemmes qui suivent. 
Dimonstration. La dbonstration se fait par induction sur la longueur de la rkduc- 
tion X +-A6 Y. 
(a) Soit M = Ax.2 et N = Ac.[u/x]Z; M*Ap N d’aprks r&gle (cu). 
On a 
A‘&, = [X]~.Zj, et NH - [ c],[ U/x]Z,,. 
On montre par induction sur 13 structure de Z 1st suivant les cas de difinition de 
l’algorithme [xlp que l’on a M,, = N,, et done IV,1 *,ji N,,. 
(bj Gent M=(hx.P)Q et N =[O/x]P; 
M,, - ([X],.P/,)O,, et N,,= ([ol~~lP)zz. 
Ml, QI [QJx]P,, (analogie entre A et [_+) 
D;mscette dkmonstratiw nous awns utilisd le fait quo [OJ.u]P,, yiI ([O/S]P),fi 
c’wi se montre par induction sur la ;;tructure dl: Y en utilisant les propriktcs de 
I’algorithme [J),, quc detinit l’application H (pour plus de Wail. voir [(I]). 
Lemme 47.2 
Dimonstration. Elk st’ fait par induction sur la longueur dc la rCduction S -LjI Y. 
(:I) Si Y se ddduit c!c S par application de (9, (K), (I), (/I). (4 (r), (p) ou ( J- ); 
Y se dkiuit par la 1nhv2 r6gle par la Gduction +-‘I. 
(13) 1’ SL’ dkduit de X par application dc l‘asiome ($1. c&t ii dir-c. 
[s],,.X’ - “[x1(‘. Y’ (cx-([&.S’).u +--(I 1”) 
= S(k’([s],,. Y’))I. 
Llcux cas se prkscntent: 
c’cis 1. Lc termc [.u],,. Y’ e3t fonctionnel, on ii 
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[x]“. Y’s= [x]“. ux = S( KU)I, 
[-\‘]a.Y’“[Xla~UX’~S(KU)I 
et le lemme est d6montr6. 
Le Lemme 4.7 dhule immediatement des deux Lemmes 4.7.1 et 4.7.2. 
Wmon trons maintenant le Thkoritme 4.4. 
Dkmonstration dar Thbokme 4.4. 
(a) (=+) Se diduit du Lemme 4.6. 
(b) ( +t=) se deduir du Lemme 4.5 et du Lemme 4.7. 
La proprikt6 de Church-Rosser pour la CB-kduction +-‘I peut k-e montrke 
facilement maintenant via le A -calcul. 
ThCorkme 4.8. La rkduction +-” t‘hrifie ku propriM de Church-Rosser. 
C‘CA trois relations sont les conditions nkessaires de la Proposition 3.1: la kduction 
+” wrifie la propridtk de Church-Rosser. 
Nous avow une autre propriS intkressante pour la rkduction *(I. 
Dkwnstration. Elk st‘ hit par induction sur la longueur de la rkduction X +” Y 
ct suivant Ia rkgle ou I’axiome appliquk Lc seul cas non hident est celui oii Y SC 
&duit dt~ A’ par apphcation dc l’axiomc ([I’). Soient X et Y deux termes tels que 
‘ys G--J’ Y’ C! X est fonctionncl et Y = [xl”. Y ‘ x & FV( _u). 
Par hypothh d’induction on a 
[I//’ L$Xk *(’ [ II/ L-1 Y’. 
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Comme le terme X est fonctionnel, le terme [ U/c]X l’est aussi: 
[ U/ u]X +-() [x]“[ U/ o] Y’ par l’axiome ( 6”) 
= [ U/ u][xJ! Y’ par la propri& (Al) 
=[U/u]Y, 
et le theoreme est demontre. 
Montrons maitenant que lay+reduction +-(’ vh-ifie les propriWs (Al), (R2) et 
(R4) du Tableau 1. 
PropriCti 3 ( propriete (A 1) du Tableau 1) 
[_x]“[ u/ c]s = [Cl/ 2q _t ]“X. 
Proprietk 4 $ropridte ( R2) du Tableau 1 ) 
Dhmonsntration. C’tst la cons&Lucnce directc de l’axiome (5’) car 
([ x](‘X )_I- 2) *Y +” I’. 
Propriktk 5 (propridtt! (R4) tiu T;tble;\u 1 ) 
[N,!.x];LI,, )-‘I ([N/.U]M),,. 
La solution que nous poroposons verifie ainsi les dix premieres proprietes resumees 
darts le Tableau 1. Elle apparait done, comme le meilleur candidat pour definir la 
C‘@rtZduction darts la logique combinatoire. 
La C/%-reduction 2) peut &re consider& cornme une extension de celle de 
Curry +-- Ij I (WI .- Lcmmc 4.7.2 1. (‘omparee 5 celle de Seldin, elle apparriit plus simple 
ct naturelle. 
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II reste encore pose le probl2me de trouver une bonne caractkisation des termes 
irreductibfes relativement ti2) (c’est ;j dire montrer la propriktt? (R6) du Tableau 1) 
et de donner une axiomatisation pour cette reduction. 
Ce sera I’objet d’un autre travail que nous venons seulement de commencer. 
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