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We present the study of the catalysis effect in the resonant energy transfer between 
ultracold 85Rb Rydberg atoms. We have investigated the energy transfer process 
of 34p + 34p -4 34s +  35s, and observed Stark-tuned Forster resonances. When 
additional Rydberg atoms of 34d state are included in the interaction, an increase in 
the population of 34s states atoms is observed. Although the 34d state atoms do not 
directly participate in the resonant energy transfer that produces 34s state atoms, 
they add an additional interaction channel 34p +  34d -* 34d + 34p that is resonant 
for all electric fields. We have also investigated the time dependence of the resonant 
interactions of 34p + 34p —> 34s + 35s, compared the experimental results with the 
numerical simulations of simple models, and found them to be in good agreement.
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Rydberg atoms are atoms in highly excited electronic states of high principal 
quantum number, n. Their first appearance is in the Balmer series of hydrogen in 
1885. These highly excited atoms have exaggerated properties, some of them being 
large orbital radius and dipole moment that scale with n2, polarizability that scales 
with n7, van der Waals forces that scale with n 11, binding energy that scales with 
n-2, and radiative lifetime that scales with n3. They are extremely sensitive to 
electric fields because of their huge polarizabilies. Their energy levels can be shifted 
to tune interactions between them with modest electric fields via the Stark effect. 
They can also readily be field ionized for detection of Rydberg states because their 
valance electrons are weakly bound [1]. With advances in laser technology which 
enable efficient production of Rydberg atoms, they have been employed in numerous 
experimental investigations. For example, the van der Waals interactions among a 
dense ensemble of Rydberg atoms were first observed by Raimond and Haroche using 
spectral line broadening due to the interaction [2]. The van der Waals interaction 
energy between a Rydberg atom and its images in the conducting walls of a cavity 
was also measured by Sandoghdar et al. by measuring the shift in Rydberg excitation 
spectra [3]. Rydberg atoms were utilized in the seminal experimental investigations 
of resonant energy transfer collisions by Safinya et al. using an electric field [4], and 
by Kachru et al. using a microwave field [5]. The total internal energy of a pair 
of colliding atoms is conserved in such collisions. By using resonant energy transfer 
collisions between Rydberg atoms Stoneman et al. measured the quantum defect of 
the p states of potassium [6]. These experiments were performed with atomic beam 
sources at room temperature where the thermal energy of the atoms is much larger 
than the interaction energy.
Advances in laser cooling and trapping of atoms have made possible investigations 
of interactions among Rydberg atoms at temperatures near absolute zero. The idea 
that atomic vapors can be cooled with laser light was independently proposed by 
Hansch and Schawlow, and Wineland and Dehmelt in 1975 [7, 8]. Trapping of neutral 
atoms in a magneto-optical trap (MOT) was first achieved in 1987 [9], and the
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observation of a Bose-Einstein condensate (BEC) was achieved in 1995 [10]. The 
development of laser cooling and trapping techniques that have opened up the field 
of ultracold atomic physics where many interesting physical systems at ultracold 
temperatures are investigated, and the observation of BEC were recognized with 
Nobel prizes awarded to Steven Chu, Claude Cohen-Tannoudji, and Williams D. 
Phillips in 1997 and Eric Cornell, Wolfgang Ketterle, and Carl Wieman in 2001. The 
MOT operation has been demonstrated for about thirty different neutral elements 
to date [11]. In 1999 B. DeMarco and D. S. Jin reported the observation of the 
emergence of degeneracy in a fermionic atomic gas [12]. Recently BECs and quantum 
degenerate Fermi gases were demonstrated for dysprosium by Mingwu et al.[13, 14] 
and erbium by Aikawa et al. [15, 16]. These are lanthanide atoms that have large 
magnetic moments of 10 and 7 Bohr magnetons ( /ie ) respectively, that provide strong 
magnetic dipole-dipole interactions between neutral atoms.
The resonant energy transfer collisions mediated by the long range dipole-dipole 
interactions are known as Forster resonances [17] for their similarity with the Forster 
resonant energy transfer (FRET) mechanism for energy transfer between two pig­
ment molecules in photosynthetic organisms [18]. It is named after Theodor Forster 
who first described this mechanism as the non-radiative energy transfer between two 
molecules through a dipole-dipole interaction [19]. Resonant energy transfer occurs 
when the energy levels of a pair of colliding atoms lie midway between the energy 
levels of dipole allowed transitions so that the total energy of the initial colliding 
pair of atoms and that of the product pair are equal. Although there are accidental 
nearly resonant interaction channels, there will usually be an energy defect defined 
as the difference in energy between the initial colliding pair of atoms and the prod­
uct pair in the absence of an external field. This energy defect can be brought to 
zero for tuning Forster resonances by shifting the energy levels of the atoms with 
a dc electric field via Stark effect [4, 20, 21, 22, 23]. Microwave-assisted resonances 
[5, 24, 25] and radio-frequency-assisted Forster resonances have also been observed 
[26]. The collisional cross sections increase sharply at resonances, and are observed 
to be ~  103 times greater than the geometric cross sections which scale with n4 [4].
Interactions between Rydberg atoms produced in the ultracold atomic vapors of 
~  100pA  differ from the binary interactions between the Rydberg atoms produced 
in atomic vapors at room temperature of 300A. At ultracold temperatures Rydberg 
atoms move only a few percent of their interatomic spacing, typically ~  10pm in
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a magneto-optical trap during the time of interest of a few microseconds for inter­
actions between them [27, 20]. Therefore, they are essentially frozen in place and 
are accordingly referred to as “frozen Rydberg gas” . The interactions between many 
static atoms in a frozen gas are analogous to interactions in an amorphous solid. 
In frozen Rydberg gases there exists additional resonant dipole-dipole interaction 
channels which give rise to many-body effects besides the interaction channels where 
resonances are induced with an applied external field. Many-body effects in the 
frozen Rydberg gases are manifested in the spectral line broadening of resonances 
that cannot be accounted for with a binary collisions picture of interactions be­
tween Rydberg atoms in dilute gases at room temperature [20]. Mourachko et al. 
demonstrated the importance of many-body interactions by introducing additional 
Rydberg atoms to the Stark-tuned resonant energy transfer process between the Ry­
dberg atoms of different states [28]. In doing so, another always resonant interaction 
channel was introduced, and it was observed that the spectral line width of the res­
onances were dependent on the density of the added Rydberg atoms. Similar effects 
on the spectral line widths due to many-body interactions were reported by Ander­
son et al. [29], and Carroll et al. [30]. The observation of the direct evidence of 
the three-body interaction was reported by Han et at. [31], and observation of reso­
nant four-body interaction in cold cesium Rydberg atoms using Stark-tuned Forster 
resonance process was reported by Gurian et al. [32].
The strong dipole-dipole interaction among Rydberg atoms has been of great 
interest for implementation of quantum computation proposed by DiVincenzo [33]. 
Jaksch et at. proposed that the dipole-dipole interactions among Rydberg atoms can 
provide fast quantum gates for neutral atoms [34]. The energy level shifts associated 
with the dipole-dipole interactions between atoms in an ultracold atomic ensemble 
can prevent excitation of more than a single Rydberg excitation in the ensemble if 
the bandwidth of the laser used for the excitation is narrower than the interaction- 
induced energy shift. This phenomenon is known as Rydberg blockade or dipole 
blockade. In this blockade regime, a single Rydberg excitation is collectively shared 
among interacting atoms in the ensemble. The Rydberg blockade phenomenon has 
been intensively investigated for its application in quantum computation. For exam­
ple, Lukin et al. proposed a scheme for quantum information processing in mesoscopic 
atomic ensembles using Rydberg blockade along with Forster process [35]. An exten­
sive review on quantum information processing with Rydberg atoms by Saffman et
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al. can be found at [36]. The suppression of Rydberg excitation due to van der Waals 
interaction was first observed by Tong et al. [37], and Singer et al. [38], followed 
by the observation of evidence of Rydberg blockade at Forster resonances by Vogt 
et al. [39]. The Rydberg blockade was also observed in a Bose-Einstein condensate 
by Heidemann et al. where several thousands of atoms were blocked from excitation 
in the vicinity of a single excitation [40]. The observation of Rydberg blockade for 
two single atoms confined separately in two optical dipole traps was independently 
reported by Gaetan et al. [41] and Urban et al. [42] in 2009. Saffman et al. demon­
strated a controlled-not quantum gate between two neutral atoms in the following 
year [43].
Another area of considerable interest closely related to studies of ultracold Ryd­
berg atoms is ultracold neutral plasma that is produced by photo-ionizing ultracold 
atoms. The frequency of the photo-ionization laser beam is usually set around the 
ionization threshold of the atoms so as not to impart extra kinetic energy to the 
plasma created. The first ultracold neutral plasma with electron temperature of 
about 100 mK was demonstrated by Killian et al. by photo-ionizing ultracold xenon 
atoms in a magneto-optical trap [44]. This temperature is orders of magnitude lower 
than the temperature of ten thousand Kelvin or more of the plasmas traditionally 
produced by collisional ionization. One of the areas of investigation is the potential of 
reaching the so-called “strong coupling regime” with ultracold neutral plasmas where 
the electrical interaction between the charged particles exceeds the average kinetic 
energy [45, 46]. However, reaching this regime has remained elusive so far partially 
due to a heating mechanism known as disorder-induced heating [47, 48, 49]. Immedi­
ately after the photoionization, the Coulomb interaction among randomly distributed 
charged particles leads to increase in average kinetic energy of the plasma. It has 
also been observed that a dense sample of ultracold Rydberg atoms spontaneously 
evolves into an ultracold plasma [50]. The mechanisms responsible for initiating such 
evolution are found to be blackbody ionization and collisions between Rydberg atoms 
[51, 52],
In this dissertation, we report the observation of the catalysis effect of additional 
Rydberg atoms in the resonant energy transfer process and also the observation of 
Stark-tuned Forster resonances. We have investigated the energy transfer process of 
34p 4- 34p -4 34s -I- 35s in a cold 85Rb Rydberg gas. By adding 34d state Rydberg 
atoms into the energy transfer process, we have observed the increase in 34s state
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population. Although the 34d state atoms do not directly participate in the 34p + 
34p —> 34s + 35s energy transfer process, they add an interaction channel 34d + 
34p -» 34p + 34d that is resonant for all electric fields. We have also investigated the 
interaction time dependence of the 34s state population, and compared the results 
with numerical simulations.
This dissertation is organized in five chapters. The second chapter contains the 
theoretical background for Rydberg atoms, Stark structures of the Rydberg atoms, 
and the dipole-dipole interaction between Rydberg atoms, and also laser cooling and 
trapping of 85Rb atoms. In the third chapter, the experimental setup, characteri­
zation of the dye lasers used in the experiments, and the timing sequences of the 
experiments will be discussed. In the fourth chapter, the results and analysis of the 
experiments will be presented. In the last chapter, experimental results and analysis 






Rydberg atoms are atoms in highly excited electronic states with high principle
quantum number, n. The knowledge of them can be traced back to 1885 when
Balmer’s formula for the wavelengths of the visible spectral lines of atomic hydrogen 
was discovered, and is given by [53]
bn2
A =  7’ 1n2 -  4
where b =  364.56 nm. Balmer’s formula in terms of wavenumber, v, which is the 
inverse of the wavelength in vacuum is given by
4.1 1 .
(2)
In 1888 Rydberg discovered that the wavenumbers for different series of observed 
lines of other atoms, notably alkali atoms, can be expressed as [53]
vi = Voci ~  (3)n*2
where n* — (n -  5ny), the constant 8nij being quantum defect of the series I, ux i 
is the series limit, and Ry is known as the Rydberg constant and has the value of 
109721.6 cm-1. The series are sharp, principal and diffuse series which we now know 
as the series of the orbital angular momentum, I, states. Rydberg showed that the 
spectral lines of an atom are related and that Balmer’s formula is a special case for 
transitions from n = 2 in hydrogen atom [53].
Alkali metal atoms are similar to hydrogen atom in having one valence electron. 
However, the nuclear charge of alkali metal atoms is screened by closed electron shells 
giving the core a finite size. For low orbital angular momentum states the valence 
electron penetrates and polarizes the core resulting in deviation from a Coulomb
7
TABLE 1: Quantum defect parameters for 85Rb.
state rrsx/2 n2pi/2 n2pz/2 n5d3/2 n2d5j2
* 0 3.1311804 2.6548849 2.6416737 1.34809171 1.34646572
* 2 0.1784 0.2900 0.2950 -0.60286 -0.59600
potential. The quantum defects, dnij which are determined empirically from the 
spectroscopic measurements account for these deviations. The Rydberg-Ritz formula 
can be used for calculating quantum defects from empirically measured parameters, 
$0 , d2, 6 4 , ..., which are dependent on the quantum numbers / and j  as followed.
& nlj =  0̂ +  7  Fyrj +  7-------TTJ +  •••• (4)(n -  d0)2 (n -  d0)4
The parameters, d0 and d2, for 85Rb have been measured by Li et al. [54], and Han 
et al. [55]. The values of these parameters are listed in Table 1.
The Bohr model of the atom [56] in 1913 successfully explains the Rydberg for­
mula. It assumes an electron moving classically in a circular orbit around an ionic
core, the orbital angular momentum is quantized in integral units of h, Planck’s con­
stant divided by 2ir, and radiation occurs only for transitions between well defined
energies [53]. The energy, W, of a state is the total of its kinetic and potential en­
ergies, and by taking into account of quantization of orbital angular momentum we 
get,
=  _ k W m ,
2n*2h? ’ W
where k — l/47re0, e0 being the permittivity of free space, Z the atomic number, 
e the charge of electron, me mass of electron, and n* effective principal quantum 
number. The Rydberg constant is given by
,, k2Z 2e4me
-  -  w - 1- (6)
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TABLE 2: Properties of Rydberg atoms. Adapted from [53].
Property n* dependence
Binding energy n*~2







Rydberg atoms have many interesting properties, one of them being their enor­
mous size; the orbital radius r scales as n*2 and as a result they have large geometrical 
cross-sections. Their dipole moment and polarizability scales as n*2 and n*7 respec­
tively making them very responsive to external electric fields. The electron binding 
energy scales as n*~2 and the energy difference between adjacent n states scales as 
n*~3. The ionizing electric field scales as n*~4, and therefore Rydberg atoms in the 
states of higher principal quantum number can readily be detected by selective field 
ionization (SFI) method with relatively low electric fields [53]. These properties are 
listed in Table 2.
It is more convenient for calculations in atomic physics to use a different system 
of units known as Hartree atomic units than international system of units (SI units). 
In the Hartree atomic units system charge of electron e, mass of electron me, and 
reduced Planck constant h are all set to equal to one and length is measured in 
Bohr radius a0. A few selected values of physical constants both in Hartree atomic 
units and SI units are given in Table 3. These numerical values are taken from the 
Committee on Data for Science and Technology (CODATA) recommended values of 
the fundamental physical constants [57].
2.2 STARK STRUCTURE OF RYDBERG ATOMS
The energy levels of an atom are shifted when it is placed in a static electric 
field, E. This phenomenon is known as the Stark effect. Taking the direction of the 
electric field to be along the z-axis, the Hamiltonian of the atom in the field, H, is
9
TABLE 3: The CODATA recommended values for selected physical constants in 
Hartree atomic units and SI units [57].
Quantity Atomic Units SI Units
electron charge e 
electron mass rne 
reduced Planck constant h 
Bohr radius do 
electric dipole moment a0e 
electric field
fine structure constant a 









7.297 352 5376(50) xl0~3 
137.035 999 679(94) 
e2/a0 = 1 Hartree 
1
1.602 176 487(40) x 10"19 C 
9.109 382 15(45) xlO-31 kg 
1.054 571 628(53) x l0 “34 Js 
0.529 177 208 59(36)xlO"10 m 
8.478 352 81(21)-30 Cm 
5.142 206 32(13)xlO11 V/m 
7.297 352 5376(50)xlO"3 
299 792 458 m s '1 
4.359 743 94(22)xlO-18 J 
2.418 884 326 505(16) x l0~17 s
the total of the Hamiltonian of the unperturbed atom, Hatom, and the Hamiltonian
for interaction of the electric dipole moment of the atom and the field. In atomic
units,
H =  Hatom + Ez. (7)
When the interaction energy is small compared to the energy level spacings of the 
unperturbed atom, the level shifts due to Stark effect can be found by perturbation 
methods. The matrix elements of the perturbation are
(nlm\Ez\n'l'm ') =  E(nlm\r cos 9\n! I'm1), (8)
where |n'l'm!) and |n/m) are the eigenstates of the unperturbed atom. The selection 
rules for non-vanishing matrix elements are m — m and l' = I ±  1. Hence, the 
first-order energy shift given by (nlm\Ez\nlm) vanishes. The second-order energy 
shift of | n'l'm') is given by
a p  V ' \{nlm\Ez\n'l'm')\2
sta rk  =  2 ^  ~ ~ F -------T l?  ’ ^
nim/n'IW nTm' nlm
where En'iw and Enim are energy eigenvalues of the states and |n/m) respec­
tively.
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When the Stark energy shift is comparable to the energy difference to the next 
dipole coupled state, the diagonalization of the Hamiltonian of the atom in the 
external electric field is necessary to calculate the energy shift. Such diagonalizations 
for different electric fields give the Stark structure of the atom. Stark structures of the 
Rydberg states alkali-metal atoms were first numerically computed by Zimmerman 
et al. [58]. For computing the Stark structure for 85Rb I use a program written by 
Pritchard. Details of the computation can be found in his thesis [59]. An overview 
of evaluating wavefunctions and dipole matrix elements along with a couple of Stark 
structures of 85 Rb for the current experimental investigations will be presented in 
the following section.
2.2.1 RYDBERG ATOM WAVEFUNCTIONS AND DIPOLE MATRIX  
ELEMENTS
Accurate wavefunctions are needed for the calculation of dipole matrix elements. 
For Rydberg states, these dipole matrix elements can be accurately evaluated from 
the wavefunctions of the atom in the absence of an external electric field for they 
weight strongly in the region where the potential seen by the valence electron can be 
approximated as a Coulomb potential that varies with 1/r, where r is the coordinate 
of the valance electron [58]. The wavefunctions in the spherical coordinates, ij){r, 8, <f>), 
can be obtained from solving the Schrodinger equation [60] given in atomic units as
[_ J _ v 2 + V(r)]^(r, 8, <f>) = WrP(r, 8, 0), (10)
z/ze
where fie is the reduced mass of the electron, V (r) is the potential and W  is the energy. 
We use the symbol W  for energy instead of E  which is used to represent electric 
field. Since the potential depends only on r, the wavefunction can be separated into 
radial and angular parts: i/)(r,8,<f>) =  R(r)Ylm(8,<f>), where Y{n(8,4>) is a spherical 
harmonic which depends on the orbital angular momentum I and its projection m 
onto the quantization axis. The radial Schrodingier equation is given by
[ - ^  + ^ ,  + ^ ?  +  VW ] - ^  (11)
For alkali-metal atoms, the polarization of their cores for lower angular momen­
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FIG. 1: Stark structures of 85Rb for n=34.
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Coulomb potential anymore. It is therefore most advantageous to solve the radial 
equation numerically for it allows the inclusion of perturbations to the Coulomb po­
tential such as core-polarization and spin-orbit interaction terms [58]. Marinescu et 
al. provided a model potential that is dependent on the orbital angular momentum of 
the valence electron for taking into account the core-polarization [61]. This potential 
is given by
V/,(r) = - £ ! M - | j [ 1_ e-Wr.)-]i (12)
where ac is the static dipole polarizability of the core, and rc is the cut-off radius. 
Zi(r) is the radial charge given by
Z,(r) - 1 4 -  (Z  -  l)e~°ir -  r(a3 4- mr)e~aar, (13)
where Z  is the nuclear charge of the atom. The authors obtained the optimized values 
of the parameters rc, 0 1 , 0 2 , 0 3 , and 0 4  by fitting the above equations with fixed ac 
to the alkali-metal-atom Rydberg energies. The spin-orbit interaction potential that 
gives rise to the fine structure splittings is given by [62]
Vso(r) = |^ L .S ,  (14)
where a  =  ^  is the fine structure constant and
L.S = - \ j ( j  4-1) — 1(1 4-1) — s(s 4-1)], (15)
where j, I, and s are the quantum numbers for the total angular momentum, orbital 
angular momentum, and spin angular momentum respectively. The potential V(r) 
is therefore
V(r) = Vi(r) + Vso(r). (16)
The radial wavefunction can then be found by first transforming equation (11) 
into the form ^ X  =  g(x)X  with X  =  R(r)r3 / 4 and x — y/r [63], and then solving 
it numerically using Numerov algorithm [64]. Integration is carried out inwards from 
the outer radius r =  2n(n +15) to minimize the cumulative numerical errors [58] and 
is truncated at the inner radius r = <*/a~c for the model potential is divergent near 
the origin.
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The spin-orbit interaction in heavy alkali-metal atoms is large enough to influ­
ence the Stark structure and must be taken into account [58]. The total angular 
momentum is thus j  = I + s and the dipole matrix elements in this fine structure 
basis are given by
(nljrrijlEzln'l'j'm'j) = 5m.,m/<5M>±i(n /|r |n 7 )£
  ̂ 2 2
(17)
i 2’T f l l  —T t i  2
The radial dipole matrix elements (nl\r\n'l') are evaluated from the radial wavefunc- 
tions derived from the model potential given in (12). The first two coefficients in 
the summation are Clebsch-Gordan coefficients and (lmi\cosO\l'mi) can be evaluated 
from the algebra of spherical harmonics [65] since cos 9 = where Yq is a
spherical harmonic, and
x (  V 1  1)  ( V L l \  , (18)
M m j  \0  0 0 /
where the last two terms in the parentheses are the numerical coefficients given in 
3j  symbols, and they are non-vanishing only when
—m! + M + m = 0,
I' + L + I is even,
and \l — l'\ < I + I'. (19)
The last term (lmi\ cos0\l'm[) in (17) is then given by
I [2 — nj2
(tm,|cosfl|i -  l.m ,) =  y ( a  + i )(2i _  1} <20)
and




FIG. 2 : Schematic diagram of two interacting dipoles separated by a distance R.
T he Stark structures of 85Rb for |m j| =  1 /2  and \rrij\ =  3 /2  are given in Fig. 1.
2.3 IN TER A C TIO N  OF RYDBERG ATOMS
The primary interaction that induces atomic transitions is the electric dipole 
interaction. The transition probability due to the electric dipole interaction is a 
factor of ~  l / (Z a )2 greater than that of the magnetic dipole interaction, where Z  is 
the atomic number and a  is the fine structure constant [6 6 ]. Rydberg atoms interact 
strongly via the electric dipole interaction since the dipole matrix element scales 
with n2. The interaction between two classical dipoles separated by a distance R  is 
schematically illustrated in Fig. 2. The dipole-dipole interaction energy is given by
\ r  f u \  t * l ' 2̂ • R)(A*2 ' R) /r>r,\
V d d { R )  =  — ^ -----------------------  , (22 j
where and fi2 are the dipole moments of the two interacting atoms, and R  is the 
displacement between the two dipole moments. The second term in the equation (20) 
accounts for the angular dependence of the interaction energy, and can be omitted for 
the discussion on the quantum mechanical description of the interaction that gives 
rise to Forster resonances. In the quantum mechanical description, the classical 
electric dipole moments are replaced with the matrix elements of the electric dipole
15
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FIG. 3: Schematic diagrams of the energy levels of atomic states and two-atom or 
pair states (not to scale). In the atomic state basis, the states are coupled by the 
dipole matrix elements Hi and ^ 2- Transforming the atomic state basis into the 
pair state basis reveals two states that are almost degenerate with a small energy 
difference A called Forster defect.
operator, /i =  {<f>\er\<j>'). Consider two atoms in the states \4>\) and \<j)'2) respectively. 
The dipole-dipole interaction between them can be expressed as
The energy shifts associated with the dipole-dipole interaction can more readily be 
explained if the atomic state basis is transformed into the two-atom state or pair 
state basis. The dipole-dipole interaction in this basis is given by
The dipole selection rules are that the orbital angular momentum I of an individual 
atom must change by I ±  1 , and that the total projection of the angular momentum 
along the quantization axis M  = m \ +  m2 is conserved, where m\ and m2 are the 
individual projection angular momentum of the atoms involved in the interaction 





that obey the dipole selection rules. In practice, this sum can be greatly simplified 
because in most cases only states with energy close to the initial state have significant 
dipole matrix elements to contribute to the sum [67]. For some atomic states, when 
transformed into two-atom or pair state basis, it happens that two of the pair states 
are almost degnerate with a small energy difference. This energy difference is known 
as Forster defect and is defined as the difference in energy between the final and 
initial pair states. For our experimental investigations, initial pair states are formed 
from the same atomic states giving
where the first two terms in the right hand side of (23) is the energy of the final 
atomic states and the last term is the energy of the initial atomic states. The dipole- 
dipole interaction can induce the transition between them. Schematic diagrams of 
the energy levels of the atomic state basis and the two-atom or pair state basis are 
given in Fig. 3. Treating the system in the pair state basis as a two-level system for 
the nearly degenerate pair states, the Hamiltonian of the system is given by
The energy levels of Rydberg atoms can readily be shifted with moderate electric 
fields via the Stark effect. Thus they present a unique ability to tune the Forster 
energy defect A. For some combinations of Rydberg states, their energy levels can 
even be tuned to make the energy defect vanish. In addition, the dipole-dipole 
interaction is dependent upon the interatomic distance, and thus can also be tuned 
for example by varying the density of the atomic sample. It is therefore necessary to 
consider the limiting cases.
When Vdd(R) C  A, a binomial expansion of (27) yields,
A = E(nalaj a) +  E(nblbj b) -  2E(nlj), (25)
(26)
The corresponding eigenvalues are
A ± > / A 2 +  4 Vl(R) (27)
(28)
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This is the well known van der Waals interaction energy. In this regime the dipole- 
dipole interaction energy can be treated as a perturbation, and the second-order 
effect of the interaction gives rise to this interaction energy [6 8 ]. The van der Waals 
coefficient C6 =  (/iiM2)2/A  scales as n n  since dipole matrix elements, Hi and /i2 , 
scale as n2 and the energy between adjacent states, A, scales as n~3.
When A <  Vdd(R) and A is negligible the interaction energy is given by
The system in this regime exhibits resonant dipole-dipole interaction that scales with 
l//?3, and it is the strongest possible interaction besides the Coulomb interaction for
cient C3 scales as n4.
2.3.1 FORSTER RESONANCES
The resonant dipole-dipole interaction character, scaling as 1/i?3, appears as 
the Forster defect A as defined in (25) becomes comparable with the dipole-dipole 
interaction energy V ^ R ) .  It is possible for some dipole-coupled Rydberg states to 
tune the Forster defect to vanish with moderate electric fields via the Stark effect. It 
can be seen from the Stark structure of 85Rb given in Fig. 4 that at zero electric field 
the energy level of the state 34p3 / 2 nearly lies midway between the dipole-coupled 
states of 3 4 si / 2  and 3 5 si / 2  with the dipole matrix elements //j and H2 respectively. 
At the electric field of 5.83 V/cm the energy level of the state 34p3 / 2 lies exactly




non-overlapping Rydberg atoms [36]. The resonant dipole-dipole interaction coeffi-
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FIG. 4: Stark structure of 85Rb showing the dipole-coupled states of 34s ! / 2 and 
34p3 / 2 with the dipole matrix element pi and 34p3 / 2 and 35s ! / 2 with the dipole 
matrix element p2. The energy level of 34p3 / 2 lies midway between 34s j/ 2 and 35s1(/ 2 











FIG. 5: Stark shift of the dipole-coupling allowed pair states 34s! / 2 4- 35.S! / 2 and 
34p3 / 2 +  34p3/2, neglecting dipole-dipole interaction between them. Level crossing 
occurs at zero Forster defect.
midway between the two other states so that the Forster defect of the interaction
34y>3/ 2 +  34p3/ 2 —> 34s! / 2 +  35sx/ 2 (31)
is zero, and the dipole interaction becomes resonant. Such resonances are known 
as Forster resonances. The Stark shifts of the dipole-coupling allowed pair states 
reveals the level crossings of the pair states. An example of such crossing is given in 
Fig. 5 for one of the resonances of the reaction given in (31). However, the dipole 
interaction between the two pair states was not taken into account. Diagonalization 
of the Hamiltonian of the dipole-coupled pair states such as the one given in (26) will 
result in finding energy levels for the eigenstates. The result of such diagonalization 
for the 34p3 / 2 +  34p3/ 2 —> 34sx/ 2 + 35sx/ 2 is given in Fig. 6  for Forster defects 
ranging from -100 MHz to 100 MHz. The interaction is taken to be resonant dipole 
interaction, pi/x2/ / /3, as given in (30). The reason for this is as follow: The radial 








Forster defect (M H z)
FIG. 6 : The energy shifts for the resonant dipole interaction of 34p3 / 2 +  34p3 / 2 —> 
34s 1 /2  +  35si/2 vs. Forster defect. The resonant dipole interaction energy pip 2 /.ft3  
is ~9.2 MHz for the distance between atoms of 5 pm.
and (3 4 p3 /2 |r |3 5 s1/2) = 1074, and the distance between the atoms is taken to be 5 pm 
which is the achievable interatomic spacing in a magneto-optical trap. The resulting 
dipole interaction energy is ~9.2 MHz which is comparable with the Forster defects 
used in the calculation.
2.4 LASER COOLING AND TRAPPING OF ATOMS
Cooling of atomic vapors by radiation pressure of laser light was independently 
proposed by Hansch and Schawlow, and Wineland and Dehmelt in 1975 [7, 8 ]. They 
proposed that if the frequency of the laser irradiating an atomic vapor is set to the 
lower half of the Doppler-broadened absorption line of the vapor, it can be cooled 
since atoms moving toward the laser will see frequencies Doppler-shifted closer to­
ward the atomic transition, and thus will have large scattering cross sections while 
those moving away from the laser will see even lower frequencies from the resonant 
frequency of the transition. A damping force arises in the process of many scattering
21
atom atom
FIG. 7: Doppler cooling scheme, (a) Two-level atom model, ujq is the resonant 
angular frequency of the transition and wiaser is the angular frequency of the laser 
tuned lower than ujq. (b) In the laboratory frame the atom is moving toward one of 
the counter-propagating laser beams and away from the other, (c) In the atom’s rest 
frame the frequency of the beam from the left appears higher than ujq (blue shifted), 
and the frequency of the beam from the right appears lower than ujq (red shifted).
events, absorption of photon followed by spontaneous emission in random direction, 
because on the average there is a net change in momentum: the average momentum 
associated with recoil from spontaneous emission is zero whereas that associated with 
absorption is not. This force is given by [69]
-  _  8hk26 I / I sv
OM ~  r(i + / / / ,  + {28/ryy ’ (32)
where h is reduced Planck constant, k =  ^  is the magnitude of the wave vector of the 
radiation, A being its wavelength, v is the velocity of the atom, 8 = ui0 -  U[aser, is the 
detuning of laser frequency, cJia3er, from the resonant frequency u 0, I  is the intensity 
of the radiation, I3 =  7r/ic/3 A3 r, is saturation intensity of the transition where h is 
Planck constant, c is speed of light, and r  is the radiative lifetime of the excited 
state, and P is the decay rate which is equal to the inverse of r. The acceleration 
due to this viscous force is about 1 0 4<?, where g is the gravitational acceleration. 
This cooling scheme known as the Doppler cooling is illustrated in Fig. 7. There,
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however, is a limit to lowest temperature achievable with Doppler cooling due to 
heating associated with random nature of recoils from spontaneous emission: atoms 
can diffuse out of the overlap region of the beams and hence no longer be cooled. 
This Doppler cooling limit is given by [70]
where kg is the Boltzmann’s constant. For rubidium atoms, this temperature is 
about 146/iK. Chu et al. in 1985 first demonstrated viscous confinement and cooling 
of neutral sodium atoms in three dimensions via the radiation pressure of counter 
propagating laser beams [71], an experimental arrangement now commonly referred 
to as optical molasses.
It was soon realized that the temperature of the atoms in the optical molasses 
was well below the Doppler cooling limit [72]. The mechanism responsible for cooling 
below the Doppler limit was explained by Dalibard and Cohen-Tannoudji in 1989, 
and is known as polarization gradient cooling [73]. The overlapping beams form 
spatially varying polarizations in an optical molasses. Unlike a simple two-level atom 
model, the ground state of alkali atoms used in laser cooling has multiple sub-levels. 
Preferential population of atoms into a certain sub-level of ground state, known 
as optical pumping, occurs when multi-level atoms interact with nearly resonant 
light depending on the polarization of the light. The interaction also shifts the 
energy levels [69]. The combined effect of these mechanisms is that as atoms move in 
the polarization gradients they scatter light such that the frequency of spontaneous 
emission is higher than that of absorption. This energy dissipation into the radiation 
field results in cooling below the Doppler limit. Optical molasses, however, is not a 
trap because its damping force for cooling is dependent only upon the velocity of the 
atoms rather than their positions as well for spatial confinement.
2.4.1 MAGNETO-OPTICAL TRAP
The damping force which arises from the radiation pressure of scattering events 
will become position dependent if the scattering rate can be made position depen­
dent. This is achieved by exploiting the internal structure of alkali atoms: the 
separation between energy levels can be made position dependent via the Zeeman
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effect. Trapping by this arrangement is known as magneto-optical trapping. The 
first magneto-optical trap that confined neutral alkali atoms was demonstrated in 
1987 by Raab et al. [9]. The basic principle of the trap is illustrated in Fig. 8 . 
Consider a hypothetical atom with the angular momentum J  = 0(raj = 0) in the 
ground state and J  — 1 (rrij = -1 ,0 ,1 ) in the excited state. The m,j states for 
J  = 1 are degenerate in the absence of an external magnetic field. This degeneracy 
is lifted in the presence of an external magnetic field. The amount of shift in energy 
is given by AE  = g jrT ij f in B , where the constants g3 and Hb  are the Lande g factor 
and the Bohr magneton respectively, and B  is the magnetic field. If the magnetic 
field varies linearly with position so will the shift in energy as shown in Fig. 8 . The 
counter-propagating beams to induce the transition are circularly polarized, and have 
opposite polarizations a+ and a_ respectively. The selection rules for circularly po­
larized light are A rrij = ± 1 : cr+ beam induces the transition from the ground state 
to rrij = +1 state, and <7 _ beam to rrij — — 1 state respectively. The frequency of the 
beams, u>i, is detuned from the resonant frequency of the transition in the absence 
of the magnetic field. In a magnetic field gradient that causes the linear shift in 
energy of the rrij states as illustrated in Fig. 8 , atoms at the position z '  will scatter 
more from the beam than a+ beam since its frequency, uit, is now closer to the 
resonant frequency of the transition from the ground state to the rrij = — 1 state. 
Therefore, the radiation pressure from the cr_ beam is greater than that from the 
a+ beam and atoms are pushed back to the center where the magnetic field is zero. 
A similar process occurs on the opposite of z '  where the radiation pressure from a+ 
beam is greater than that from the <r_ beam. Consequently, atoms are constantly 
pushed into the central region of the trap. This trapping scheme can be extended to 
three dimensional trapping with six laser beams.
For the current experimental investigations, 85Rb atoms, one of the stable 
isotopes of rubidium, are confined in a magneto-optical trap. Its atomic num­
ber is 37 and atomic mass is 84.91 lu. The electron configuration of 85Rb is 
(ls)2 (2s)2 (2p)6 (3s)2 (3p)6 (4s)2 (3d)1 0(4p)6 (5s)1. A few important physical properties 
of 85 Rb are given in Table 4. Only the outermost electron contributes to the total 
angular momentum of the atom. The total angular momentum due to the orbital 
angular momentum, L, and spin angular angular momentum, S, of the outermost 
electron is given by
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FIG. 8 : The principle of magneto-optical trapping [69].
TABLE 4: Rubidium 85 Physical Properties [74]
Quantity Symbol Numerical value
Atomic number Z 37
Total nucleons Z + N 85
Relative natural abundance V 72.17(2)%
Atomic mass m 1.409 993 199(70) x l0 ~ 25 kg
84.911 789 732(14) u
Nuclear spin I 5/2
Ionization limit Ei 33 690.798 90(20) cm' 1
4.177 126 33(10) eV
Density at 25°C Pm 1.53 g/cm3
Vapor pressure at 25° C Pv 3.92(20) xlO - 7  torr
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The values of the quantum number J lie in the range \L — S| < J  < |L + S|. Atoms 
also have the nuclear spin angular momentum I. Coupling of J and I results in the 
total atomic angular momentum
F = J + 1. (35)
The values of F lie in the range \ J  — I\ < J  < \ J  + 7|. The magnitude of electronic 
and nuclear spin angular momentum are S  =  |  and /  = |  respectively. The cycling 
transition for trapping is between F  =  3 of the ground state 525i/2 and F' =  4 
of the excited state 52Py2 as illustrated in Fig. 9. The Russell-Saunders notation 
of n25+1Lj is used, where n is the principal quantum number, in describing the 
electronic states of 85Rb atoms. The frequency of the laser is red-detuned from the 
F = 3 —► F' — 4 trapping transition, and thus effectively blue-detuned from F — 
3 —> F' — 3 transition which is allowed since the selection rule for F is AF  =  0, ±1, 
and the separation between the F' = 3 and F' =  4 is only ~  120 MHz. Therefore, 
there is some probability of the atoms making F  — 3 —> F' — 3 transition, and 
some of these atoms will spontaneously decay to F  =  2 of the ground state. These 
atoms will now leave the confinement region since F  =  2 and F = 3 of the ground 
state are separated by ~  3 GHz, and the frequency of the trapping laser is set for 
F =  3 -> F' =  4 transition. To recycle these atoms another laser whose frequency is 
set for F =  2 —»• F' = 3 transition must be introduced. Some of the atoms excited 
to F' =  3 by this repumping laser will spontaneously decay to F  =  3 of the ground 
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FIG. 9: The energy levels of 85Rb for magneto-optical trapping. Adapted from [74].
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CHAPTER 3
EXPERIMENTAL SETUP FOR CREATION AND  
DETECTION OF RYDBERG ATOMS
In this chapter the experimental setup for creation and detection of Rydberg 
atoms will be discussed. It includes discussion of vacuum system for the magneto­
optical trap, setup of laser systems for cooling and trapping of 85Rb atoms, exciting 
ground state atoms to desired Rydberg states, and detection systems and methods 
for Rydberg states.
3.1 VACUUM SYSTEM
For magneto-optical trapping an ultra high vacuum (UHV) is required to keep the 
collisional loss of the trap minimum so that the trap will have long enough lifetime 
for most experiments [75]. The vacuum system for the magneto-optical trap consists 
of a cylindrical stainless steel chamber, an ion pump (Ultek D-I) with a pumping rate 
of 11 liter/second, a 5kV power supply from Perkin-Elmer for the ion pump, and a 
rubidium dispenser (SEAS Getters USA Inc.) mounted in the chamber through an 
electrical feedthrough. The diameter and the length of the chamber are 5 inches and
2.5 inches respectively. The chamber has ten 2.75 inches conflat ports, six of which 
are used for transmitting laser beams for the magneto-optical trap, and the rest are 
used for excitation and detection of Rydberg states. The schematic diagram of the 
top view of the vacuum system is given in Fig. 10. The pressure of the chamber is 
maintained at 10-9 Torr. The current for the rubidium dispenser is typically set to 
3.2A during the experiment.
3.2 CREATION OF RYDBERG ATOMS
The process of creating Rydberg atoms includes cooling and trapping of 85Rb 
atoms in a magneto-optical trap (MOT) using diode lasers and a quadrupole magnetic 
field, and then exciting atoms confined in the MOT to desired Rydberg states with 





FIG. 10: Schematic diagram of the top view of the vacuum system for the magneto­
optical trap.
quadrupole magnetic field for the MOT is derived from a pair of anti-Helmholtz coils 
mounted outside the chamber. The magnetic field gradient is ~10 Gem-1.
3.2.1 LASER SYSTEMS FOR MAGNETO-OPTICAL TRAP
For trapping atoms, three diode lasers are used: a pair of diode lasers in master- 
slave configuration for the trapping transition and another laser for the repumping 
transition. Except for the slave laser, the lasers are external cavity diode lasers 
(ECDL) in Littman-Metcalf configuration [76]. An ECDL in this configuration con­
sists of a laser diode, a collimating lens, a diffraction grating and a mirror. The 
collimated laser beam from the diode laser is shone on a diffraction grating. Optical 
feedback is achieved by reflecting the first-order beam back to the diode laser with 
a mirror which can be adjusted for tuning wavelength. For finer adjustment of the 
angle, a piezo electric transducer (PZT) is attached to the mirror mount. The zeroth- 
order beam reflected from the grating is the output of ECDL in this configuration 
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FIG. 11: External cavity diode laser in Littman-Metcalf configuration (not to scale).
(Sanyo DL 7140-201S) is held in a collimating tube (Thorlabs LT230P-B) which in 
turn is held in an aluminum housing. This assembly is mounted on an aluminum 
slab with a thermoelectric cooler (Marlow DT12-6-01L) placed in between them. Its 
temperature is monitored with a thermistor which provides feedback to a tempera­
ture controller connected to the thermoelectric cooler in order to maintain a constant 
temperature for the diode assembly. The diode injection current is controlled by a 
current controller. The spectral linewidth of an ECDL in this configuration is less 
than 1MHz [77]. A schematic layout of laser systems for magneto-optical trap is 
given in Fig. 12. In order to achieve a higher power for the trapping laser beam a 
master-slave configuration is employed: a portion of light from an ECDL master laser 
is injected into a free-running diode laser (Sharp GH0781JA2C) causing its spectrum 
to collapse into a single mode at the master laser frequency [78]. The power of the 
slave laser beam going into a fiber launcher is ~32 mW. The power of the beam after 
exiting the optical fiber is ~  18 mW.
Acousto-optic modulators (AOM) are used for switching the laser beams for the 
experiment and also to control the detuning of the trapping laser beam. A portion 
of the beam from the master laser is reflected from a beam splitter and sent to a 
double-pass acousto-optic modulator system with an 80 MHz AOM. The frequency of
30





















FIG. 12: Schematic layout of laser systems for the magneto-optical trap. AOM 
stands for acousto-optic modulator, and A/2 and A/4 represent half-wave plate and 
quarter-wave plate, respectively.
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the laser beam is down-shifted 160 MHz by the double-pass system and the outgoing 
beam is sent to a saturated absorption spectroscopy (SAS) setup [79]. For frequency 
stabilization an active feedback loop is employed [80]. The injection current for the 
laser diode is modulated at ~10 kHz. The SAS signal is sent to a lock-in amplifier, 
and the dispersive signal from it is then sent to a lock-box, a servo loop, which 
continuously adjusts the PZT in the laser. The frequency of the master laser is 
locked to F' =  2-3 crossover peak of the SAS for F = 2 —> F' — 2,3,4 transitions. 
This crossover peak is ~  -92 MHz away from the desired trapping transition of 
F  =  2 —> F' = 3. Since the SAS for this setup is derived from the output beam 
of the previously mentioned double-pass acousto-optic modulator system, the locked 
frequency of the master laser is 160 MHz higher than the frequency had the SAS been 
derived directly from the master laser without the double-pass system. The slave laser 
beam passes through an acousto-optic modulator shifting its frequency by -80  MHz. 
This optical setup results in detuning of —12 MHz from the trapping transition. The 
SAS for the repumper laser is derived without the double-pass system. The laser 
frequency is locked to F  =  2 -» F' = 2 transition and it is shifted +63.4 MHz by an 
AOM to be on resonance with the repumping transition (F = 2 -> F' — 3).
3.2.2 LASER SYSTEMS FOR EXCITATION TO RYDBERG STATES
Tunable dye lasers are employed to excite ground state atoms in the magneto­
optical trap to desired Rydberg states. There are two sets of dye laser systems: 
one for excitation to nP  Rydberg states directly from the 55j/2 ground state, and 
the other for excitation to nS  and nD states by the two-step excitation (56'i/2 —)• 
5^3/2 —> nS, nD). A typical excitation scheme is illustrated in Fig.13. Each dye laser 
system is pumped with an appropriate harmonic from a Nd:YAG laser.
In the first system, a commercial dye laser (Continuum ND6000) with flowing 
Rhodamine 6G dye is pumped by the second harmonic (532 nm) of a Q-switched 
Nd:YAG laser (Quantel Brilliant Eazy). The repetition rate and pulse width of this 
laser are 10 Hz and 5 ns respectively. It has maximum energy of ~170 mJ/pulse. 
The tunable wavelength range of the dye laser is between 575 nm and 600 nm, and 
the laser has the maximum energy of 10 mJ/pulse at 588 nm. The tuning curve of 
this laser is given in Fig. 14, and the energy of the dye laser tuned at ~  600 nm vs. 
the energy of the pump laser is given in Fig. 15. The laser beam from the dye laser is 








FIG. 13: Rydberg excitation scheme: excitation to 34P state directly from the ground 
state with 297.7 nm pulsed laser light, and to 34/3 state by the two-step excitation 
of 55i/2 —t 5 P3 /2  with 780nm, and 5 P3 /2  -4 34D with 481.4 nm pulsed laser light 
respectively.
the excitation of desired 34P state. The output energy of 300 nm beam vs. the input 
energy of 600nm beam is given in Fig. 16. The conversion efficiency of the crystal 
is approximately three percent, and the typical energy of the laser while running the 
experiments is ~0.5 mJ/pulse. The 300 nm beam is separated from the 595.4 nm 
beam with a Pellin Broca prism. A portion of the 595 nm beam reflected from a 
beam splitter is sent to a wavelength meter (Bristol 821) for monitoring wavelength 
during the experiment.
The second system consists of a commercial dye laser (Continuum ND6000) with 
flowing Coumarin 480 dye, and a homebuilt dye laser in Littman configuration with 
flowing LDS 798 dye. The former is pumped by the third harmonic (355 nm) and 
the latter by the second harmonic (532 nm) of a Q-switched Nd:YAG laser (Quantel 
Brilliant B). The third harmonic has the energy of ~53 mJ/pulse. The second 
harmonic is separated from the fundamental using a dichroic mirror. The Continuum 
dye laser has energy of ~0.2 mJ/pulse at 481.5 nm with fresh dye. The bandwidth of 
the laser is less than 0.1 cm-1. In the homebuilt dye laser a cylindrical lens focuses 
the pump beam to a narrow horizontal line just inside the cuvette for the dye. Care 
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FIG. 18: Tunable homebuilt dye laser.
the cuvette. The laser cavity is formed by the 4% reflecting wedged output mirror, a 
1200 lines/mm diffraction grating, and a tuning mirror as schematically illustrated in 
Fig. 17. The assembled dye laser is shown in Fig. 18. The output beam is collimated 
with a lens of focal length 200mm (Thorlabs LB1945-B). The concentration of LDS
780 nm and its energy is ~  80 //J/pulse with the energy of the pump beam ~  200 
/ij/pulse.
The schematic of the optical setup for the dye laser systems is given in Fig. 
19. The 300 nm pulsed laser beam is focused onto the MOT with a quartz lens of 
focal length 200 mm. The lens is mounted on a translation stage for fine alignment 
required for overlapping the laser beam with the MOT. A half-waveplate is placed 
in the optical path to control its polarization. The 780 nm and 480 nm pulsed laser 
beams are combined using a dichroic beamsplitter. The transmission efficiency of 
the beamsplitter for 780 nm pulsed laser beam is ~  85%. Each beam has a half- 
waveplate in its optical path for setting the desired polarizations of the laser beams. 
The combined beam is then focused onto the MOT with an uncoated lens of focal 
length of 250 mm. This lens is also mounted on a translation stage.















FIG. 19: The schematic diagram of the optical setup of the laser systems for excita­
tion of Rydberg states. A/2 stands for half-waveplate.
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3.3 DETECTION OF RYDBERG ATOMS
For the detection of Rydberg atoms in different experiments two methods of de­
tection were used: fluorescence detection method and ion detection method. Details 
of these detection methods will be discussed in the following subsections. Initially, 
the vacuum chamber for the magneto-optical trap was not equipped with any ion 
detection system. Therefore, fluorescence detection of the trap with a photomulti­
plier tube was first employed as the method of detection of Rydberg states for the 
early experiments. For Forster resonance experiments an ion detection system was 
installed in the vacuum chamber for the detection of Rydberg states using the field 
ionization detection method. The installation of the ion detection system was per­
formed twice, the second time with an improved configuration for the detection of 
Rydberg states. The details of the configurations of the ion detection system will be 
discussed in the subsection for ion detection.
3.3.1 FLUORESCENCE DETECTION
Rydberg spectroscopy was performed before an ion detection system was installed 
in the vacuum chamber. Fluorescence detection of trap loss was employed as a de­
tection method for the spectroscopy. Fluorescence from the MOT is collected with 
a lens (f — 50.8mm) placed just outside one of the windows of the chamber. In 
order to block the unwanted background light from the chamber, a pinhole is placed 
where the image of the MOT is formed by this collection lens. Another lens (f = 
35mm) is placed after the pinhole so that the collected fluorescence from the MOT 
becomes collimated. Collimation of the fluorescence signal is necessary for getting 
good efficiency of a bandpass filter (FL780-10 Thorlabs) that is placed in the signal 
collection path to further filter out the unwanted background signal: An angle of 
incidence other than zero will shift the central transmitted wavelength of a bandpass 
filter. Lastly, this filtered fluorescence is loosely focused onto a photomultiplier tube 
(R928 Hamamatsu) in order to mitigate the prospect of damaging it. The photo­
multiplier tube is connected to a current to voltage converter. From the knowledge 
of the scattering rate of atoms in the trap, the solid angle extended by the first lens, 
the transmission efficiency of the optics, and the quantum efficiency of the photo­
multiplier tube, the total number of the trapped atoms can be calculated [81]. The 
laser beam for exciting atoms in the trap to desired Rydberg states is focused onto
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the MOT with a quartz lens (f = 200 mm). The schematic diagram of the optical 
setup for the fluorescence detection method is given in Fig. 20.
For performing Rydberg spectroscopy a detection technique known as trap loss 
spectroscopy was employed. As some of the atoms in the trap are excited to Ry­
dberg states, they no longer participate in the cycling transition for cooling and 
trapping. Furthermore, a few atoms will ionize through resonantly enhanced multi­
photon ionization. As a result, the number of atoms in the trap is reduced, and so 
is the fluorescence from the scattering of the trapped atoms, accordingly. Rydberg 
spectroscopy is thus achieved by monitoring the reduction in fluorescence signal from 
the magneto-optical trap as the frequency of the laser for the excitation of Rydberg 
states scans. For the two-step excitation to nD states, the trapping laser beams of 
780 nm in wavelength themselves serve as the excitation laser beams for the first
step (55'1/2  > 5 P3/2 ). The pulsed laser beam from a dye laser (Continuum ND 6000)
with Coumarin 480 dye is used as the second step excitation laser beam for creating 
nD Rydberg states. As this second step laser is scanned in frequency, reduction in 
fluorescence signal from the magneto-optical trap is observed whenever atoms are ex­
cited to Rydberg states. The data acquisition process is as follow: the output signal 
from the photomultiplier tube is amplified with a preamplifier (SR 445A Stanford 
Research Systems), and the amplified signal is fed to a gated photon counter (SR 400 
Stanford Research Systems). The wavelength of the dye laser is monitored with a 
pulsed laser wavelength meter (821 Series, Bristol Instruments) with absolute accu­
racy of ±  0.001 nm at 700 nm. The result of the trap loss spectroscopy is presented 
in Fig. 21 and is in excellent agreement with NIST atomic spectra database and also 
with the previous work [82],
Trap loss spectroscopy was also performed for nP  states. The excitation pulsed 
laser beam is derived from a pulsed dye laser beam with wavelength of ~  600 nm by 
frequency doubling it with a nonlinear crystal as described in the previous section. 
As this dye laser scans its frequency, the crystal must be constantly phase-matched to 
maintain the conversion efficiency. The timing sequence for the experiment is given 
in Fig. 22. The trigger (t=0) comes from the flash lamp synchronization output of 
the pump Nd:YAG laser. A hundred microseconds after the trigger, the MOT laser 
beams are turned off for three hundred microseconds so that all atoms in the trap 
will be in the ground state. The excitation pulsed laser comes 180/is after the trigger. 
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FIG. 21: A partial Rydberg spectrum of the nd series of 85Rb obtained with the 
fluorescence detection method.
23, and is in excellent agreement with NIST atomic spectra database.
3.3.2 FIELD IONIZATION
The valence electron is weakly bound in Rydberg atoms. As a result, the appli­
cation of even a modest electric field can ionize the Rydberg atoms. The detection 
of Rydberg states with field ionization method is highly efficient and state selective 
[1]. The ionization of Rydberg atoms with an external electric field can be explained 
using a model known as the saddle point model. The potential for the valence elec­
tron of the Rydberg atoms in an external field, E, in the z direction is given by (in 
atomic units)
V = ~  + Ez. (36)
1*1
It has a saddle point on the z-axis at z =  — 1 /y/~E with the value of V  =  —2 \fE, 
giving E  = V"2/4. Ionization occurs when V is greater than or equal to the bind­
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FIG. 23: A partial Rydberg spectrum of the np series of 85Rb obtained with the 
fluorescence detection method.
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ionization in terms of the binding energy is given by
W 2
E = - r - (37)
In terms of effective quantum number, n*, it is given by
E = u h -  < » >
The above expressions are only valid for m  =  0 states. For m  /  0 states, the
centrifugal potential keeps the electron away from the z-axis raising the threshold
field [83]. The fractional increase in the threshold field compared to the field for 
m  =  0 is given by
—  = M  (3 9 )
E  2n*' ( j
Moreover, the saddle point model does not take into account the shift in energy of
the states by the Stark effect. If the linear Stark effect is taken into account for the
extreme red state with high n* (the state whose energy is shifted down), the energy,
W, is given by [53]
1 3 n*2E
w — s * - — ' (40)
and the threshold field is given by
E 9n*4 ^
Differentiation of Rydberg states is achieved by feeding a square pulse with the pulse 
width of 400 [is from a high voltage pulse generator (DEI PVM 4210) into a RC- 
circuit. The circuit is tested at a low voltage to determine its time constant to be ~  
8 (j l s . The output of the RC-circuit is sent to one of the field plates installed in the 
vacuum chamber. The other field plate is held at ground potential during the field 
ionization phase of the experiment. As the electric field between the plates increases 
sufficiently, Rydberg states with higher n* are ionized first followed by the ionization 
of states with lower n*, thus providing time-resolved ion signals for different Rydberg 
states.
3.3.3 ION DETECTION
After the Rydberg atoms are field ionized, ions are collected by a channel electron
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FIG. 24: The output signal of the RC circuit for measuring its time constant. The 
circuit is used in ion detection by the field ionization method.
multiplier (Dr. Sjuts Optotechnik KBL 10RS). A channel electron multiplier (CEM) 
has a high resistive surface that acts as a continuous dynode when a potential is 
applied between the input and output end of the CEM. A dynode emits secondary 
electrons when impinged upon by ions. These electrons are accelerated by the applied 
potential, and they impinge the dynode again producing further secondary electrons. 
The repeated process of impinging the dynode with particles produces an avalanche 
of electrons. The resulting electron cloud from the output of the CEM is accelerated 
through free space to the collecting anode with a bias voltage of ~50V. This is 
achieved by connecting an external resistor of 10 Mf2 in series with the CEM with 
the surface resistance of ~  200 Mi). The collecting cone of the CEM is held at 
-1100V. The CEM has a gain of 108 and a pulse width of 8 ns.
As mentioned earlier, installation of the ion detection system was performed twice, 
each time for a different configuration of the electric field plates. The schematic 
diagrams of these configurations are given in Fig. 25. In the first configuration 
two steel plates of diameter of 3.3 cm are used as the field plates, and they are 
placed as close as possible to the magneto-optical trap without clipping the trap 
laser beams. The distance between them is about 4.6 cm. With this configuration 
of field plates, we were able to detect high Rydberg states as shown in Fig. 26. The 













FIG. 25: Schematic diagram for the top view of the two configurations of electric field 
plates as part of the detection systems for Rydberg states by field ionization method 
(not to scale), (a) This field plates configuration was used in the first installation of 
ion detection system in the vacuum chamber, (b) The plates configuration for the 
second installation of ion detection system: steel plates were replaced with transpar­
ent wire meshes so that the separation between the plates can be made smaller for 
















FIG. 26: Time-resolved signals of Rydberg states detected by the field ionization 
method with plate separation of ~  4.6 cm. Detection of lower Rydberg states was 













FIG. 27: Time-resolved signals of lower Rydberg states detected by the field ioniza­
tion method with the final configuration of the field plates that has a separation of 
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FIG. 29: Ion detection system before installation in the vacuum chamber, (a) The 
assembly for the channel electron multiplier, (b) The assembly of the plate used for 
field ionization of Rydberg atoms.
was also performed with this ion detection system and the result is given in Fig. 28. 
Detection of lower Rydberg states such as 44d with this field plates configuration 
was not possible since the required electric field to ionize a given state scales with 
1/n4 and the separation of the plates in this configuration was too large for the high 
voltage pulse generator (DEI PVM 4210) to supply enough voltage for the required 
field. Although we were able to detect time-resolved higher Rydberg states, efforts 
to observe Stark-tuned Forster resonances were hindered by the the fact that the 
electric field between the plates was non-uniform making the calibration of the field 
required to tune the Rydberg atoms into resonances rather difficult. We therefore 
decided to modify the field plates configuration to circumvent these difficulties as 
shown in (b) of Fig. 25.
The images of the assemblies of the ion detection system with the improved 
configuration of field plates, and the geometry of the system before installation in 
the vacuum chamber are presented in Fig. 29 and Fig. 30. Wire mesh field plates 
are used so that the two field plates can be positioned closely to have a uniform 
electric field around the region of the magneto-optical trap. This is achieved by 
inserting a fine nickel mesh (Industrial Netting BM 0020-01-N) between two slotted 
stainless steel plates each of which has the diameter of 1.3 in. The nickel mesh has
FIG. 30: Geometry of the ion detection system. The magneto-optical trap beams 
enter the central region of the vacuum chamber through the slots in the steel plates 
covered with transparent nickel mesh.
20 wires per inch, and the thickness of 0.00363 in, and the maximum transmission 
of 86 percent. The separation between the two field plates is 1.35 cm. The plates 
are electrically isolated from the chamber with ceramic standoffs and washers. The 
electrical connections are made through high voltage feedthroughs. In the channel 
electron multiplier assembly, there is another field plate in front of the cone of the 
CEM to shield the magneto-optical trap from any electric field from it since it is kept 
at a high voltage. This stainless steel field plate has a 10 mm diameter opening in 
the center covered with a stainless steel mesh for the passage for ions to the collecting 
cone of the CEM. Both plates in the CEM assembly are kept at the same potential. 
With this configuration of field plates, lower Rydberg states can now be detected as 
shown in Fig. 27.
We observed that the signals of the Rydberg states varied either with the density 
of the trap or the intensity of the excitation pulsed laser beam. At higher densities 
of the trap or higher intensities of the excitation laser beam multiple states were 
observed even though the wavelength of the excitation laser was set to excite a 
particular state. We have investigated this effect first by varying the density of the 
trap, and then by varying the intensity of the excitation laser beam. The density
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of the trap was varied with the intensity of the trap laser beams. The wavelength 
of the laser was set to 480.38 nm for excitation to 45d state. The energy of the 
laser is 60 /iJ/pulse. The intensity of the trapping laser beam was varied from 9 
mW/cm2 to 38 mW/cm2. The results are given in Fig. 31. In the next experiment, 
the intensity of the excitation laser beam was varied from 20 /xj/pulse to 90 /iJ/pulse 
while the density of the trap was kept constant with the intensity of the trapping 
laser beams of 38 mW/cm2. The results are given in Fig. 32. The ion signal at 198.2 
ps was observed in all cases. Tanner et al. have reported similar observations, and 
provided an explanation. The pair state nd + nd is nearly degenerate with the pair 
state (n + 2)p + (n — 2 )/ which in turn is coupled with other pair states composed of 
atomic states of higher and lower energy. In a high density Rydberg gas, the atomic 
population quickly diffuses over a band of levels [84].
3.3.4 EXPERIMENTAL TIMING SEQUENCE
The flash lamp synchronization output from one of the Nd:YAG lasers (Quantel 
Brilliant Eazy) triggers the timing sequence of the experiment. It triggers a digital 
delay pulse generator (Quantum Composer 9614) that controls the timing sequence. 
It also triggers the flash lamp of the other Nd:YAG laser, the Q-switch of which is 
internally triggered. This triggering scheme for the Nd:YAG lasers has a delay of
2.3 to 3 ps so that if their Q-switches are set to trigger internally at the same time 
one of the optical pulses will arrive at a later time. This delay was accounted for 
when setting triggering time for the Q-switches so that the pulses were not more 
than 1 ps apart in time. After the delay of 180 ps from the flash lamp trigger, 
the MOT beams for the cooling transition are turned off for 100 ps. The repumper 
beam is turned off for 500 ps immediately after the trigger. The Q-switch of the 
Nd:YAG laser used for the generation of 297.7 nm pulse for 55 —> 34P  is set at 189 
ps after the flash lamp trigger. The Q-switch of the other ND:YAG laser used for the 
generation of 780 nm and 480 nm pulses for 55 —» 5P -» 34D two-step transition is 
set at 187 ps. The Rydberg atoms created are tuned into resonances via the Stark 
effect. This Stark-tuning pulse of variable pulse width is turned on 190 ps after the 
trigger. After this, the field ionization pulse of pulse width 400 ps is turned on for 
the detection of Rydberg atoms. The maximum amplitude from the pulse generator 
is 5V. To achieve the necessary voltage for the Stark tuning, the pulse from the 
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FIG. 31: Signals of the 45d state at various densities of the magneto-optical trap. The 
sharp signal at 198.2 [is is due to free ions. The trap density is varied with the inten­
sity of the trap laser beams. The intensities from (a) to (f) are ~  9,15,20,26,30,35, 
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FIG. 32: Signals of the 45d state at various energies of the excitation pulsed laser 
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FIG. 33: Experimental timing sequence (not to scale), 




In this chapter the results and analysis of a set of experiments to investigate 
Stark-tuned Forster resonances in 85Rb will be presented and discussed. First, the 
observation of Stark-tuned Forster resonances for different mj values of the reaction 
3 4 p3 /2  -I- 34p3 / 2 -> 3 4 .si/ 2  4- 3 5 .Si/ 2  will be discussed. Then the results of the experi­
ments for the different interaction times for the reaction will be discussed. In these 
experiments Rydberg atoms of states 34d were introduced to the reaction, and we 
have observed an increase in the production of 34.si/ 2 Rydberg atoms. The interaction 
of 34ef atoms among themselves cannot produce 34s ! / 2 atoms since it is forbidden 
by the dipole selection rule of Al =  ±1. The reaction of 34d 4 - 34p —>■ np 4 - 34s 
for some n is also very unlikely since the electric fields are specifically tuned for 
resonances of 34p3 / 2 -I- 3 4 p3 / 2  —> 34si/ 2 4 - 35sx/ 2 reaction. However, the reaction 
34p 4 - 34d —> 34d 4~ 34p is resonant at all electric fields, and it can act as the catalysis 
in the production of 34,s1(/ 2 atoms. The comparison of the 34s ! / 2 atoms population 
with and without 34d in the reaction will be presented. A model for the population 
of 34si/ 2 atoms for different interaction times for the reaction will be described and 
the result will be compared with the experimental data.
4.1 OBSERVATION OF STARK-TUNED FORSTER RESONANCES
We have observed Stark-tuned Forster resonances for different projection quan­
tum number nij values of 34p3 / 2 4 - 34p3 / 2 -* 34si/ 2 4 - 35s1/ 2 . The selection rules for 
the reaction are AI = ± 1  and that the total Mj =  niji + m ]2 is conserved [67]. For 
example, the reaction 34p3 /2 i3/2 4-34p3/ 2 i_ 3 / 2 -> 34s1(/2 i1/2 -|-35si/2 i_i/ 2 is allowed. Here 
we use the symbol nljiTnj to represent principal, orbital, total angular momentum, 
and the projection of the total angular quantum numbers. The calculated electric 
fields for the observed Forster resonances are listed in Table 5. The pair states 
34p3 / 2 4- 34p3 / 2 and 34s j / 2 4- 35si/ 2 are 572.5 MHz apart in energy at zero electric 
field. The Stark structure of the pair states reveals the crossings of the energy levels 
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FIG. 34: Stark structures of the pair states. Forster resonances are observed at the 
fields where the level crossings occur.
do not occur for the pair states with 3 4 pj/2 , and accordingly there are no Forster 
resonances for the pair states with 34pi/2.
The general timing sequence for the experiment is described in the last section of 
Chapter 3. For the observation of Stark-tuned Forster resonances the procedure for 
the data collection is as follow. The trap beams are turned off 180 ps after the trig­
ger. The pulsed laser beam for excitation of atoms in the trap from 5 sj / 2  to 34p3/ 2 is 
turned on 189 ps after the trigger. The electric field between the plates for tuning the 
resonances is turned on 1 0 0  ns after the excitation for the interaction time of 8  ps for 
this experiment. The Rydberg atoms are then detected with the pulsed field ioniza­
tion method. The time constant of the pulsed field is ~  8.3 ps. The time-resolved ion 
signals are then collected with a channel electron multiplier (Dr. Sjuts Optotechnik 
KBL 10RS). The signals are then amplified with a preamplifier (SR445A Stanford 
Research Systems) and collected with a multichannel scaler/averager (SR430 Stan­
ford Research Systems). The time-resolved signals of Rydberg states for the reaction 
34p3 / 2 +  34p3 / 2 —> 34sx/ 2 +  35s! / 2 for both resonant and non-resonant electric fields
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TABLE 5: The values of electric fields for the Forster resonances.
Process Electric field for resonance (V/cm)
34p3/2,|i/2 | + 34p 3/ 2i|i/2 | -» 3 4 s j / 2 4- 3 5 s ! /2 5 .8 3
34p3/2,|3/2| +  34p3/2,|i/2 | —> 34SJ/2 +  35S i/2 6.16











FIG. 35: Time-resolved signals of Rydberg states for the process 3 4 p3 /2  +  3 4 p3 /2  —» 
34s 1 /2  +  35si/ 2 . The signal in blue is for the resonant electric field, and the signal 
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FIG. 36: Forster resonance for the process 3 4 p3/2 ,|i/2 | +  3 4 p3/2 ,|i/2 | -> 34si/ 2 +  35s 1/2 . 
The polarization of the excitation laser beam is set to be in the z direction.
are presented in Fig. 35. Although the reaction requires a 35s atom for every 34s 
atom, we observed that there are many more 34s atoms than 35s atoms detected 
at the resonant field. The tuning electric field is varied from 5.9 V/cm to 7.4 V/cm 
in each data collection, and we performed a total of eight such data collection, each 
time randomly varying the values of the tuning electric field to minimize systematic 
errors. The resulting signals are then added together. Typical added signals for the 
Rydberg states are given in Fig. 35. The signal in blue is for the resonant interaction 
and the signal is red is for the non-resonant interaction. The polarization of the exci­
tation pulsed laser beam is controlled with a half-waveplate. Taking the direction of 
the tuning electric field to be in z direction, the propagation of the excitation laser 
beam is in the y direction.
In the first experiment the polarization of the excitation laser beam was set to be 
in the z direction, and Forster resonance for 3 4 p3/2,|i/2 | +  3 4 p3/2 ,|i/2 | ~► 34si/ 2 +  3 5 si / 2  
was observed at the electric field of 6.3 V/cm which is higher than the calculated 
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FIG. 37: Forster resonances. The polarization of the excitation laser beam is set to 
be in the x direction.
x direction, and all three resonances were observed at the electric fields of 6.3 V/cm, 
6 . 6  V/cm, and 7.1 V/cm respectively. They are all about 0.5 V/cm higher than the 
calculated values. It could be because of the uncertainty in the measurement of the 
distance between the field plates. The results of the experiments are presented in 
Fig. 36 and Fig. 37. The signal here is the total counts of the 34s state atoms for a 
given electric field. These results are in good agreement with similar experiments on 
resonant dipole-dipole energy transfer in cold Rydberg gas, for example by Anderson 
et al. [20] and Carroll et al. [30]. They reported observation of the linewidths 
of the resonances on the order of 10 MHz which is much higher than the expected 
linewidths on the order of kHz at the temperature of 300 fjK in the binary interaction 
picture. They attributed this broadening of linewidth to many-body interactions in 
cold Rydberg gas. Such cold Rydberg gases are known as frozen Rydberg gases for 
the Rydberg atoms move only a few percent of their interatomic spacing during the 
experimental time scale of a few microseconds. Mourachko et al. investigated many- 
body interactions in a frozen Rydberg gas by introducing an additional Rydberg 
state that does not participate directly in the energy transfer process, but is strongly
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coupled to one of the final states [28]. They observed broadening of the resonances 
due to the additional Rydberg atoms of 34s state.
4.2 CATALYSIS OF STARK-TUNED INTERACTIONS
In this set of experiments we investigate both the catalysis of Stark-tuned inter­
actions by introducing additional Rydberg atoms of 34d state to the energy transfer 
process that we have been studying, and the interaction time dependence of the en­
ergy transfer process. The process under investigation has three interaction channels:
34p 4- 34p —> 34s +  35s, (42)
34p + 34s -* 34s -f 34p, and (43)
34p + 35s ->• 35s + 34p. (44)
By introducing Rydberg atoms of 34d state another always resonant channel is added 
to the energy transfer process although these atoms do not directly participate in 
the process of equation (42).
34p + 34d -> 34d + 34p. (45)
We have investigated the interaction time dependence of the 34s state population 
for all three Forster resonances. For each resonance, we have also investigated the 
catalysis effect of adding 34d state atoms in the interaction. The timing sequence for 
the experiment is the same as before except varying the interaction time before field 
ionizing the Rydberg atoms for detection, and the inclusion of pulsed laser beams for 
exciting atoms to 34d state for investigating the catalysis effect. These laser beams 
are turned on ~  0.5ps after the pulsed laser beam for excitation of 34p state is turned 
on. The polarization of the laser beam for excitation of 34p state is set to be in the x 
direction as before since all three resonances can be observed in this polarization, and 
the polarizations for the rest of the pulsed lasers are set to be in the 2  direction. The 
interaction time was varied randomly from 100 ns to 55 ps for each data collection, 
and we performed 33 data collections for each Forster resonance. The data with 
the 34d state included in the interaction and the data without the 34d, included in 
the interaction were taken right after one another so that both would have similar 






FIG. 38: The signals for 34d state for the interaction time of 7/rs. The signal in 
blue is for the electric field set to the resonant value for the process 3 4 p3 /2 ,|m> 1=1 /2  + 








FIG. 39: The signals of Rydberg states Md and 34p for the interaction time of 7/xs 
in a non-resonant electric field. The signal in red is for the interaction without 34d 









FIG. 40: The signals of Rydberg states 34d, 34p and 34s for the interaction time of 
7fis in the resonant electric field for Mp3/2,\mj\-=i/2 + 34p3/2,|TO,)|- i/2 -> 34s i / 2+  35s i /2. 
The signal in red is for the interaction without 34ri state Rydberg atoms, and the 
signal in blue is for the interaction with 34d state Rydberg atoms included.
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laser beams. The energy of the pulsed laser beam for 34p excitation varied from ~
0.3 mJ/pulse to 0.7 mJ/pulse for each data collection. The energy of the 780nm and 
480 nm pulse laser beams for the excitation of the 34d state were ~  25 pJ/pulse and 
~  15 pJ respectively. The data were taken over several days and the experimental 
conditions were not exactly the same from day to day. Therefore, we resorted to 
taking as much data as possible and averaging them.
In Fig. 38, the 34d state signals for the interaction time of 7ps is given. The signal 
in blue is for the electric field set to the resonant value for the process 34p3/2,|i/2| + 
34p3/2,|i/2| -> 34s!/2 + 35.SJ/2- The signal in red in for a non-resonant electric field 
for the process. It can be seen that there is no signal of 34s due to 34d for both 
electric fields. In Fig. 39, the typical signals of 34p and 34d states for interaction 
time of 7ps in a non-resonant, electric field is given. The signal in red is for the 
interaction without the 34d state included, and the signal in blue is with 34d state 
included. Since the interaction is not resonant in this case, 34s state signal is not 
very large. The presence of 34d state in the interaction also does not appear to 
affect the nature of this non-resonant interaction. Typical signals of Rydberg states 
with the electric field tuned to the resonance is given in Fig. 40. The signal in 
red is for the interaction without 34d state atoms included, and the signal in blue 
is with 34ds state atoms included. Since, it is now a resonant interaction, a larger 
signal for 34s state is observed. It is also observed that the inclusion of 34d state 
in the interaction increases the population of 34s state atoms. The alignment for 
overlapping the excitation laser beams is critical for the observation of such effect.
The result of the experiment for the first resonance is given in Fig. 41. The data 
in symbol x is for the interaction without the 34d state and the data in ♦ is for the 
interaction with the 34d state. The 34s population is the highest at the interaction 
time of 15 ps and trails off at longer interaction times due to other processes such as 
spontaneous emission and collisional ionization. The Rydberg atoms can no longer be 
treated as frozen at longer experimental time scales, and also the radiative lifetime of 
34s state is only about 30 ps. In this figure, the 34s state populations for interactions 
with and without the 34d state included are presented when averaged over the 34 data 
sets that were taken for each interaction time. When the first resonance is viewed 
this way, there does not appear to be much difference in the 34s state populations for 
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FIG. 41: Interaction time dependence of the 34s state population for the resonant 
energy transfer process 34p3/2i|ro.|=1/2 + 34p3/2i|m.|=1/2 -> 34s1/2 + 35s1/2. The data 
in the symbol x is for the process without the 34d state atoms included in the 
interaction, and that in symbol ♦ is for the process with the 34d atoms in the 
interaction.
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FIG. 42: The correlation coefficient of the 34s state population with and without 
34d included in the interaction vs. interaction time for the resonant energy transfer 
process 34p3/2,|»„j|=l/2 +  34p3/2,|mj 1=1 /2  —> 34Si/2 + 35Si/2-
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FIG. 43: Ratio of the 34s state population vs. interaction time with and without 34d 
included in the interaction for the resonant energy transfer process 34p3/2 ,|m>|=i/ 2  + 
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FIG. 44: Interaction time dependence of the 34s state population for the resonant 
energy transfer process 34p3/2,|m> 1=3 /2  +  34p3/2,|mi|=i/2 -* 34s1/2 + 35s1/2. The data 
in the symbol x is for the process without the 34d state atoms included in the 
interaction, and that in symbol ♦ is for the process with the 34d atoms in the 
interaction.
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FIG. 45: The correlation coefficient of the 34s state population with and without 
34d included in the interaction vs. interaction time for the resonant energy transfer 
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FIG. 46: Ratio of the 34s state population vs. interaction time with and without 34d
included in the interaction for the resonant energy transfer process 34p3/2,|mj; (=3 / 2  +
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FIG. 47: Interaction time dependence of the 34s state population for the resonant 
energy transfer process 34p3/2,|mi|=3/2 + 34p3 /2 ,|mj(=3 /2  -»■ 34si/2 +  35s1/2. The data 
in the symbol x is for the process without the 34d state atoms included in the 
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FIG. 48: The correlation coefficient of the 34s state population with and without 
34d, included in the interaction vs. interaction time for the resonant energy transfer 
process 34p3/2,|mj|-3/2 + 34p3/2i|mj 1=3/2 —► 34S1/2 + 35Si/2-
0 10 20 30 40 50 60
Interaction time (ps)
FIG. 49: Ratio of the 34s state population vs. interaction time with and without 34d 
included in the interaction for the resonant energy transfer process 34p3/2,|mi|=3/2 + 
34p3/2,|mj|=3/2 34^1/2 +  35S i/2-
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conditions for each run were not always identical. A more meaningful way to view 
the data is to compare sets of data (with and without the 34d atoms) that were 
taken back to back where the experimental conditions are the most similar. We do 
this by taking the ratio of 34s atoms with and without the 34d atoms for each of the 
34 data runs. To verify that there is a direct correlation between these data points, 
the correlation coefficients were computed for each interaction time. The correlation 
results are given in Fig. 42, Fig. 45, and Fig. 48. The correlation coefficients are 
all greater than 0.6 indicating that the data points collected right next to each other 
are positively correlated.
Once we find the ratio of all pairs of data points, we can then find the average 
of these ratios and the standard error. The result of such an analysis is given in 
Fig. 43. The inclusion of 34d state atoms in the interaction clearly increases the 
34s state population by about 20% at shorter interaction times. The results of the 
experiments for the second and third resonances are given in Fig. 44, Fig. 46, Fig. 
47, and Fig. 49. The ratio is much higher for the third resonance. In these analyses, 
the ratios for the interaction time of 100 ns are omitted because the signals are too 
small to make meaningful comparison.
4.3 MODELS FOR RESONANT ENERGY TRANSFER PROCESS
In order to simulate the resonant energy transfer process, we have developed sim­
ple models that closely follow the models by Westermann et al. [85]. The atoms in 
these model are fixed in place as is appropriate for the frozen Rydberg gas approx­
imation, and also spontaneous emission, and loss due to ionization are neglected in 
these models. For the frozen Rydberg gas approximation to be valid, the time scale 
of only a few ps for the interaction is considered in these models. Amthor et al. have 
investigated models that take into account of the motion of the atoms [86]. Consider
the resonant energy transfer process of a pair of atoms initially in the p state, and
the final states of s and s'. The interaction channels are
p +  p ->■ s +  s', (46)
p +  s —> s +  p, and (47)
p +  s' -* s' +  p. (48)
The last two interactions are always resonant energy exchange processes. The basic
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states can be expressed in the form ■ ■■4>n )  denoting the state of the atom at
position i, where * =  1,2,..., AT. Each atom can either be in the state p, s or s'. The
rule for the basis state is that for every atom in the s state there must be another 
atom in the s' state since the energy transfer process p + p s + s' produces a pair 
of s and s' atoms. The basis states for the two-atom model are
IP P ) ,
|ss'),and
\s's). (49)
These states are coupled by the dipole-dipole interaction, V ^ R ) .  For example,
(pp\VM(R)\ss') = (50)
where pi =  (p|r|s) and pi = (p|r|s') are the dipole matrix elements, and R  is the 
distance between the two atoms. Our calculated values of the dipole matrix elements 
for (34p|r|34.s) =  1100 and (34p|r|35.s) =  1074 in atomic units respectively. In the 
equation (50) we have neglected the angular part of the interaction for our simple 
model. For the three-atom model, there are a total of seven basis states which are







To find the time evolution of the fraction of s' atoms we numerically solve the time 
dependent Schrodinger equation.
ihM )  t , (52)
where c3(t) and ck(t) are the time dependent probability amplitudes for the basis
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states \(f>j) and |</>*) respectively, and H'-k =  (0j|V^(/?)|0fc). The time evolution 
of the fraction of s and s' is obtained by summing the square of the probability 
amplitudes of the states that contain s and s' pair.
We follow the method of Westermann et al. for selecting the initial positions of the 
atoms [85]. A thousand atoms are randomly placed in a cube whose length is chosen 
for setting the desired density. The positions of the three atoms that are closest 
to the center are picked for the simulation with a three-atom model. It should be 
noted that this selection method does not give the the closet possible pairs of atoms 
that contribute with the highest weights in the energy transfer process since the 
resonant dipole-dipole interaction scales with 1/A3. Nevertheless, we have obtained 
good results with this method since it still selects the atoms closet to the center, and 
thus somewhat minimizing the distance between the interacting pair of atoms.
The result of the simulations along with the experimental result for the resonant 
energy transfer process 34p3/2,|i/2| +  34p3/2,|i/2| -»• 34s1/2 + 35s1/2 is given in Fig. 50. 
We have performed 2000 realizations for each simulation. We have used the three- 
atom model in our simulation to fit the experimental results because we have found it 
to be better than the two-atom model in fitting the data. The density of the Rydberg 
atoms is varied in the simulation, and the amplitude of the experimental data is scaled 
for fitting. We have found that the results of the simulations are in good agreement 
with the experimental data. The density parameter used in the simulation for fitting 
the experimental data for the first resonance is 8.2 x 106 atoms/cm3. The results for 
the other resonances are given in Fig. 51 and Fig. 52. The density parameters used 
in the simulations are 2.3 x 107 atoms/cm3 and 2.5 x 107 atoms/cm3 respectively. 
The simulation results for the interaction time dependence of the population of 34s 
atoms for different Rydberg densities are given in Fig. 53.
In our three-atom model angular dependence of the dipole-dipole interaction is 
neglected. The next immediate step in refining the model would be to include the 
angular dependence of the interaction. The model can also be extended to include 
more atoms, a six-atom model for example. Most importantly, models that take 
account of 34d state atoms in the interaction are needed for simulating the observed 
catalysis effect. Such models are currently being developed starting with a three- 
atom model in which two atoms are in the p state and one atom is in the d state 
initially. A four-atom model in which two atoms are in the p state and two atoms 
















FIG. 50: The experimental and simulation results for the time evolution of the
fraction of 34s atoms for the energy transfer process 34p3/2,|mj |=i/2 H-34p3/2,|mj|=i/2














FIG. 51: The experimental and simulation results for the time evolution of the
fraction of 34s atoms for the energy transfer process 34p3 / 2 ,\m j |=3 / 2  +  34p3/2,|rnj|=i/2 ->
















FIG. 52: The experimental and simulation results for the time evolution of the
fraction of 34s atoms for the energy transfer process 34p3/ 2 ,\m j  1=3 / 2  + 3 4 p3 /2 ,|mi 1=3 / 2  ->
34s i /2 +  35s 1/2. The amplitude of the experimental data is scaled to fit.
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FIG. 53: Interaction time dependence of the population of 34s atoms for different 




In this dissertation we present the study of the catalysis effect of Rydberg atoms 
that do not directly participate in the resonant energy transfer interactions. We have 
investigated the Forster process of 34p +  34p -> 34s + 35s, and observed Stark-tuned 
Forster resonances for different m,j values. When the 34d state atoms were included 
in the interaction, we observed an increase in 34s state population. While the 34d 
state does not participate in the process of 34p + 34p —> 34s 4- 35s, it introduces an 
interaction channel that is resonant for all electric fields: Mp + 34d —>■ 34d + 34p. 
We have also investigated the time dependence of the resonant interactions, and the 
experimental results are compared with numerical simulations with simple models 
that takes into account of always resonant interaction channels. The models use 
a frozen Rydberg gas approximation for the experimental time scales of a few ps. 
The simulation results are in good agreement with the experimental results for the 
interaction without 34d state atoms included. We have found that a three-atom 
model with all atoms initially in p state gives a better fit for the experimental results 
than a two-atom model. We are currently working on incorporating d state atoms 
into the model, and also on including more basis states in the current model.
We have described the setup of the experimental apparatus, along with the char­
acterization of the dye lasers used in exciting atoms to desired Rydberg states, and 
the experimental timing sequences. Detection methods for Rydberg atoms have been 
discussed and the details of installing an ion detection system in the vacuum chamber 
have been given. Experiments on Rydberg spectroscopy have been performed both 
with the fluorescence detection of the trap loss and the ion detection with the field 
ionization method, and found that the results are in good agreement with the NIST 
atomic spectra database.
One possible future experiment is to investigate the catalysis effect with different 
states other than 34d state. For example, 33d state can be used as the catalyst state 
instead. The coupling strength of the always resonant interaction is now different. 
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