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Abstract
The problem of sparse approximation and the closely related compressed sensing have re-
ceived tremendous attention in the past decade. Primarily studied from the viewpoint of applied
harmonic analysis and signal processing, there have been two dominant algorithmic approaches
to this problem: Greedy methods called the matching pursuit (MP) and the linear programming
based approaches called the basis pursuit (BP). The aim of the current paper is to bring a fresh
perspective to sparse approximation by treating it as a combinatorial optimization problem and
providing an algorithm based on the powerful optimization technique semidefinite programming
(SDP). In particular, we show that there is a randomized algorithm based on a semidefinite
relaxation of the problem with performance guarantees depending on the coherence and the
restricted isometry constant of the dictionary used. We then show a derandomization of the
algorithm based on the method of conditional probabilities.
1 Introduction
Linear systems are encountered frequently in engineering and mathematical sciences. The fact that
these systems are ill-conditioned or underdetermined in most applications led researchers to come
up with regularizing constraints. One of the most useful and trending approaches is to require
sparsity. In this approach, one seeks an approximate solution to a linear system while requiring
that the unknown vector has few nonzero entries: Given A ∈ Rm×n with m < n (so-called a
redundant dictionary) with unit norm columns, recover a sparse vector b ∈ Rm by solving
minimize ‖x‖0 subject to Ax = b,
In this form of the problem, one is interested in finding the unknown vector x, trying to recover b.
Another formulation of the problem, which is also of our main interest in this paper is
minimize ‖Ax− b‖2 subject to ‖x‖0 = k.
which we call the sparse approximation problem. Here, one is interested in minimizing a certain
objective function representing the quality of the solution given a fixed sparsity level.
Stated in linear algebraic terms, the sparse approximation problem is about picking a k-
dimensional subspace defined by k column vectors of A such that the orthogonal projection of
b onto that subspace is as close as possible to b. The problem can be defined in full generality
using notions from functional analysis (e.g. Hilbert spaces with elements representing functions), as
is usually conceived in signal processing. Indeed, defined in Hilbert and Banach spaces, it has been
studied as highly nonlinear approximation in functional approximation theory [24, 25]. However,
we consider the finite dimensional case in this paper for which the linear algebraic language will be
sufficient.
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Sparse approximation problem is of combinatorial nature in finite dimensions and the optimal
solution can be found by checking all
(
n
k
)
subspaces. It is natural to ask whether one can do
significantly better and the answer is most likely to be no since it is NP-hard under general
dictionaries [8, 20].
Most algorithmic approaches developed so far work on both variants of the problem mentioned
above. However, the main focus seems to be on recovering the unknown vector x exactly under
certain conditions. Since the problem is NP-hard, one of the main algorithmic approaches to the
problem of sparse recovery is to solve a convex relaxation of the problem:
minimize ‖x‖1 subject to Ax = b
via linear programming. These type of approaches are called basis pursuit in the literature. Early
results [5, 9, 11] established the fact that if the columns of A satisfy certain bounds on coherence
(a term that will be defined shortly), the linear program above successfully recovers x. Relatively
more recent results [3, 4] provided similar results under the restricted isometry property (RIP).
The other main venue of attack is the greedy type algorithms which are variants of matching
pursuit (MP) [19]. By far, the most popular one from which many other variants have been
developed is the orthogonal matching pursuit (OMP) [8]. Contemporary variants of such pursuit
methods include StOMP [12], rOMP [22], CoSAMP [21], subspace pursuit (SP) [6], gOMP [29],
MMP [15] and POMP [23]. These works establish exact recovery conditions under coherence or RIP
parameters, or they provide bounds on the distance between the actual vector x and the recovered
vector x˜.
Recent work considering the problem introduced new perspectives for solving it exactly via
mixed-integer programming [2]. A heuristic method based on evolutionary computing has also been
proposed [16], which is an example on the growing interest on the problem from different fields. For
a much more comprehensive treatment of various approaches developed for sparse approximation,
we refer the reader to the survey paper by Tropp and Wright [28].
In order to put the performance bounds that we will present in this paper into perspective, it
is convenient to classify the types of analytical results related to the problem. There are roughly
four types of algorithmic results regarding the sparse approximation problem as listed below.
1. Results relating the quality of the solution ‖Ax− b‖2 produced by the algorithm to the
quality of the optimal solution ‖Ax∗ − b‖2 given thatA has bounded coherence and restricted
isometry constant (e.g. [13]).
2. Results from functional approximation theory, showing the rate of convergence of an algorithm
for elements from a specific set related to the dictionary (e.g. [17]).
3. Results stating conditions under which an algorithm optimally recovers a signal either via
norms of certain matrices related to the dictionary (e.g. [27]) or the RIP of the dictionary
(e.g. [7]).
4. Results bounding the norm of the distance between the actual unknown vector and the vector
recovered by the algorithm (e.g. [21]).
The results of this paper is related to the first kind, which can be regarded as an approximation
algorithm for the metric ‖Ax− b‖2. The use of the term approximation algorithm here is not
arbitrary. This is the common terminology in the field of theoretical computer science and algorithm
analysis, which is used for finding provably close solutions to the optimum where the exact solution
is out of reach, e.g. when we have NP-hardness. The results of Type I are also called Lebesgue-type
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inequalities [10]. Before formally defining this notion, we first give the definitions of coherence and
restricted isometry property which will be useful in the rest of the paper.
The coherence µ of a dictionary A is defined as
µ(A) = max
i 6=j
|〈Ai,Aj〉|
where Ai and Aj are the ith and jth columns of A, respectively and 〈·, ·〉 denotes the usual inner
product defined on RM . Recall that the columns of a dictionary have unit norm. Hence, the
coherence µ takes values in the [0, 1] closed interval. Note that if the coherence is 0, we have an
orthonormal dictionary, which is the most desirable case.
A dictionary A is said to satisfy RIP of order k if there exists a constant δ(A) ∈ (0, 1) such
that
(1− δ(A))‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δ(A))‖x‖22
for any x satisfying ‖x‖0 = k. The minimum of all constants δ(A) satisfying these inequalities is
called the restricted isometry constant δk(A) of A. If δk(A) = 0, we have that A is orthonormal.
In a sense, coherence and RIP measures how far a dictionary is from orthonormality.
To discuss the previous approximation algorithms for the sparse approximation problem, we
define the following:
Definition 1. An algorithm is an (f(k), g(k))-approximation algorithm for sparse approximation
under coherence h(k) if it selects a vector x with at most g(k) nonzero elements from the dictionary
A with µ(A) ≤ h(k) such that
‖Ax− b‖2 ≤ f(k) · ‖Ax∗ − b‖2
where x∗ is an optimal solution with at most k nonzero elements.
OMP is a well studied greedy algorithm yielding such approximation guarantees. There is also
a slight variant of this algorithm named orthogonal least squares (OLS). In the last decade, the
following results were found in a series of papers by different authors:
Theorem 2. [13] OMP is an (8
√
k, k)-approximation algorithm for sparse approximation under
coherence 1
8
√
2(k+1)
.
Theorem 3. [27] OMP is a (
√
1 + 6k, k)-approximation algorithm for sparse approximation under
coherence 13k .
Theorem 4. [10] OMP is a (24, ⌊k log k⌋)-approximation algorithm for sparse approximation under
coherence 1
90k3/2
.
Theorem 5. [26] OMP is a (3, 2⌊
1
δ
⌋k)-approximation algorithm for sparse approximation under
coherence 1
14
(
2⌊
1
δ
⌋
k
)1+δ , for any fixed δ > 0.
Theorem 6. [18] OLS is a (3, 2k)-approximation algorithm for sparse approximation under coher-
ence 120k .
In this paper, we present approximation algorithms for the sparse approximation problem with
respect to the differential objective function by introducing a new algorithmic approach, namely
semidefinite programming (SDP). More specifically, instead of trying to minimize the distance of
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b to Ax, we aim to maximize the orthogonal projection of b onto the space spanned by Ax. Let
supp(x) denote the support of the vector x, which is the set of its nonzero indices. Let Ax be the
column sub-matrix of A with indices from supp(x). Our goal is to solve the problem
maximize ‖AxA+xb‖2 subject to ‖x‖0 = k.
where A+
x
is the Moore-Penrose generalized pseudo-inverse of Ax. To this aim, we define
Definition 7. An algorithm is an (f(k), g(k))-differential approximation algorithm for the sparse
approximation problem under coherence h(k) (resp. under restricted isometry constant h(k)) if it
selects a vector x with at most g(k) nonzero elements from the dictionary A with µ(A) ≤ h(k)
(resp. δk(A) ≤ h(k)) such that
‖AxA+xb‖2 ≥ f(k) · ‖Ax∗A+x∗b‖2
where Ax
∗ is the solution determined by an optimal x∗ with at most k nonzero elements.
In the next section, we will provide an SDP based algorithm, which gives bounds according
to this definition. The approximation ratio will depend on either the coherence or the restricted
isometry constant of the dictionary (but not on k).
2 Approximation by SDP
Semidefinite programming is a powerful tool in combinatorial optimization, which is a generalization
of linear programming. A semidefinite relaxation of a combinatorial optimization problem can also
be written as a vector program where the number of vectors is equal to their dimensions and the
objective function together with the constraints are linear in the dot products of these vectors. In
order to formulate the problem where we try to optimize the differential objective function, we
design a matrix Y ∈ Rn×n which “selects” k column vectors from A such that
Ax = AY .
We could have selected Y to be of size n×k so that AY is of size m×k, which correctly represents
the column sub-matrix of interest. However, for the purposes of presenting an SDP relaxation, Y
should be a square matrix as noted above. In this case, AY contains k columns of A and all other
entries are 0. Assume without loss of generality that these reside in the first k columns of AY .
Then, (AY )+ has the first k rows filled and others 0. Recall also that for a full-rank sub-matrix
C, we have C+ = (CTC)−1CT so that if
AY =
(
C 0
)
Then
(AY )+ =
(
C+
0
)
Thus, the square of the objective function becomes
‖AxA+xb‖22 =
(
(AY )(AY )+b
)T (
(AY )(AY )+b
)
= bT
(
(AY )(AY )+
)T
(AY )(AY )+b
= bT
(
(AY )
(
(AY )T (AY )
)−1
(AY )T
)T
(AY )
(
(AY )T (AY )
)−1
(AY )T b
= bT (AY )
(
(AY )T (AY )
)−1
(AY )T (AY )
(
(AY )T (AY )
)−1
(AY )T b
= bT (AY )
(
(AY )T (AY )
)−1
(AY )Tb.
(1)
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Note here that the disturbing term is
(
(AY )T (AY )
)−1
. If the columns of A were all orthogonal,
this matrix would be equal to (
Ik 0
0 0
)
leaving us with the term
bT (AY )(AY )T b = (bTA)Y Y T (AT b) (2)
whose square root will be called the simplified objective function. We will see that the problem with
this objective function can be solved via an SDP. Since the original objective function has an extra
term which we are not be able to incorporate into the semidefinite formulation of the problem, it
is necessary to relate these two quantities.
Lemma 8. Let the restricted isometry constant of A be δk(A) = δk. Then, the optimal value of
the simplified objective function is not less than
√
1− δk times the optimal value of the original
objective function.
Proof. By the definition of the restricted isometry constant, the singular values of AY lie in the
interval
[√
1− δk,
√
1 + δk
]
. Thus, the eigenvalues of (AY )T (AY ) lie in the interval [1−δk, 1+δk].
Since this matrix is symmetric, the same holds for its singular values. Note that the square of the
simplified objective function is the dot product of a vector with itself. In the square of the original
objective function, the aforementioned vector is multiplied by the matrix
(
(AY )T (AY )
)−1
whose
singular values are in the range
[
1
1+δk
, 11−δk
]
, which scales the square of the simplified objective
function by a factor of at most 11−δk .
Lemma 9. Let the coherence of A be µ(A) = c
k−1 for some 0 ≤ c < 1. Then, the optimal value
of the simplified objective function is not less than
√
1− c times the optimal value of the original
objective function.
Proof. Note that (AY )T (AY ) contains the pairwise dot products of k columns in the upper left cor-
ner. The diagonals of this k×k sub-matrix are all 1. Thus, by the Gershgorin Disc Theorem [14], the
eigenvalues of (AY )T (AY ) lie in the interval
[
1− (k − 1) · c
k−1 , 1 + (k − 1) · ck−1
]
= [1− c, 1 + c].
Since this matrix is symmetric, the same bounds hold for its singular values, too. Consequently,
the singular values of
(
(AY )T (AY )
)−1
are in the range
[
1
1+c ,
1
1−c
]
, which scales the square of the
simplified objective function by a factor of at most 11−c .
Having these lemmas, we shall concentrate on the simplified objective function. Assign d =
ATb. Then, our objective function in (2) becomes dTY Y Td. Our problem can then be recast as
the following quadratic integer program:
maximize dTY Y Td (QIP)
subject to
n∑
i=1
Y Ti Yi = k,
Y Ti Yj = 0 for i 6= j.
where Yis are the rows of Y and each of them contains at most one 1 with other entries being 0.
Note that this models our problem since Y should contain exactly k 1s. We also have that the
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pairwise dot products of these rows are all 0. We relax this QIP to an SDP by allowing Yis to take
arbitrary vector values. The objective function is linear in the dot products of Yis and further
dTY Y Td =
n∑
i=1
n∑
j=1
(didj)Y
T
i Yj =
n∑
i=1
d2iY
T
i Yi,
since Y Ti Yj = 0 for i 6= j. The choice of the matrix Y should also be clear by now since in an
SDP we have n vectors of dimension n. In particular, their dimension cannot be k < n. Our SDP
relaxation is given as:
maximize
n∑
i=1
d2i 〈vi,vi〉 (SDP-1)
subject to
n∑
i=1
〈vi,vi〉 = k,
〈vi,vj〉 = 0 for i 6= j.
By using standard SDP solvers, we can solve this relaxation in polynomial time. However, the
main hurdle against a correct algorithmic result is that the vectors returned by the solver do not
necessarily form a permutation matrix with 0s and 1s. As an extreme case, all Yi might have norm√
k/n and they might still be orthogonal to each other, thus satisfying the constraints of the SDP.
For the correct algorithmic solution, we want to select k rows of Y . Consider the vectors returned
by the solver and let ai = Y
T
i Yi. Then, the objective function is simply
n∑
i=1
aid
2
i .
We propose an algorithm based on the idea of random sampling with judicious choice of probabili-
ties. The algorithm considers ais as probabilities (Note that 0 ≤ ai ≤ 1). For each i, the algorithm
selects Yi with probability ai independently at random, and makes one of its entries 1, all others
0. It performs this operation for all rows independently by making sure that there is at most one
1 in each column of Y .
Algorithm 1: SDP based randomized algorithm for sparse approximation
1 Let Y ∈ Rn×n be a matrix of all 0s.
2 Solve (SDP-1) to get the values a1, . . . , an.
3 for i = 1 to n do
4 Select Yi with probability ai independently at random
5 end
6 Order the selected rows as Yi1 , . . . ,Yiℓ such that i1 ≤ . . . ≤ iℓ.
7 for j = 1 to ℓ do
8 Let the jth entry of Yij be 1.
9 end
10 return AY
The expected number of rows selected by the algorithm is clearly
n∑
i=1
Pr[Yi is selected] =
n∑
i=1
ai = k.
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And the expected cost is
E[W ] =
n∑
i=1
Pr[Yi is selected] · d2i =
n∑
i=1
aid
2
i = OPT,
where W is the random variable for the the cost of the solution returned by the algorithm and
OPT is the cost of an optimal solution.
3 Derandomization
The disadvantage of the algorithm described in the previous section is that the cost of the solution
and more importantly, the number of column vectors selected depends on the randomization intro-
duced by the algorithm. We derandomize this algorithm via the standard method of conditional
probabilities at the expense of solving several SDPs. In particular, we show that one can guarantee
the same results with probability 1 by selecting exactly k column vectors.
In the method of conditional probabilities, we decide the inclusion of each column vector one
by one making sure that the solution has cost at least OPT . We will proceed in steps and arrive
at the result after n steps. We first show how the method works in the first step, and then in the
ith step for some 2 ≤ i ≤ n. The end result will be easy to see by simple induction. Recall that W
is the random variable for the total cost of the solution picked. Then, we have
E[W ] = Pr[a1 = 1] · E[W |a1 = 1] +Pr[a1 = 0] · E[W |a1 = 0].
Suppose that we can compute E[W |a1 = 1] and E[W |a1 = 0]. Take the larger one by breaking the
tie arbitrarily. Suppose it is E[W |a1 = 1]. Then, we have
E[W |a1 = 1]
≥ Pr[a1 = 1] · E[W |a1 = 1] +Pr[a1 = 0] · E[W |a1 = 0]
= E[W ]
since Pr[a1 = 1] + Pr[a1 = 0] = 1 and E[W |a1 = 1] ≥ E[W |a1 = 0]. But, the aforementioned
conditional expectations can be computed by solving appropriately formulated SDPs. In particular,
E[W |a1 = 1] can be found by solving
maximize
n∑
i=1
d2i 〈vi,vi〉 (SDP-2)
subject to 〈v1,v1〉 = 1,
n∑
i=2
〈vi,vi〉 = k − 1,
〈vi,vj〉 = 0 for i 6= j.
Similarly, E[W |a1 = 0] can be found by solving
maximize
n∑
i=1
d2i 〈vi,vi〉 (SDP-3)
subject to 〈v1,v1〉 = 0,
n∑
i=2
〈vi,vi〉 = k,
〈vi,vj〉 = 0 for i 6= j.
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Suppose, we have selected ki column vectors by the beginning of the ith step. Then, we have
E[W |a1 = b1, . . . , ai−1 = bi−1]
= Pr[ai = 1] · E[W |a1 = b1, . . . , ai−1 = bi−1, ai = 1]
+Pr[ai = 0] · E[W |a1 = b1, . . . , ai−1 = bi−1, ai = 0].
where bj = 0 or bj = 1 for 1 ≤ j ≤ i − 1 and
∑i−1
j=1 bj = ki. If we can compute the conditional
probabilities above and select the larger one, say the first, we have
E[W |a1 = b1, . . . , ai−1 = bi−1, ai = 1]
≥ Pr[ai = 1] · E[W |a1 = b1, . . . , ai−1 = bi−1, ai = 1]
+Pr[ai = 0] · E[W |a1 = b1, . . . , ai−1 = bi−1, ai = 0]
= E[W |a1 = b1, . . . , ai−1 = bi−1]
by similar reasoning to the first step. The conditional probability E[W |a1 = b1, . . . , ai−1 = bi−1, ai =
1] can be computed by solving the SDP
maximize
n∑
j=1
d2j 〈vj,vj〉 (SDP-4)
subject to 〈vj ,vj〉 = bj for 1 ≤ j ≤ i− 1,
〈vi,vi〉 = 1,
n∑
j=i+1
〈vj,vj〉 = k − ki − 1,
〈vi,vj〉 = 0 for i 6= j.
And E[W |a1 = b1, . . . , ai−1 = bi−1, ai = 0] can be computed by solving the SDP
maximize
n∑
j=1
d2j 〈vj,vj〉 (SDP-5)
subject to 〈vj ,vj〉 = bj for 1 ≤ j ≤ i− 1,
〈vi,vi〉 = 0,
n∑
j=i+1
〈vj,vj〉 = k − ki,
〈vi,vj〉 = 0 for i 6= j.
We continue performing these operations until we select all the k column vectors after n steps.
Note that, we might have to solve 2n SDPs in total. It is easy to see that by simple induction, we
have
E[W |a1 = b1, . . . , an = bn] ≥ E[W ],
where bj = 0 or bj = 1 for 1 ≤ j ≤ n and
∑n
j=1 bj = k. Thus, we have a deterministic algorithm
selecting exactly k column vectors with cost at least E[W ] = OPT . Combining these facts with
Lemma 8 and Lemma 9, we have the following theorems:
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Theorem 10. Let the restricted isometry constant of A be δk(A) = δk. Then, there is an SDP
based algorithm for sparse approximation, which selects k column vectors represented by Ax such
that
‖AxA+xb‖2 ≥
√
1− δk · ‖Ax∗A+x∗b‖2,
where Ax
∗ is the solution determined by an optimal x∗ with at most k nonzero elements. In other
words, the algorithm is a
(√
1− δk, k
)
-differential approximation algorithm for sparse approxima-
tion under restricted isometry constant δk.
Theorem 11. Let the coherence of A be µ(A) = c
k−1 for some 0 ≤ c < 1. Then, there is an SDP
based algorithm for sparse approximation, which selects k column vectors represented by Ax such
that
‖AxA+xb‖2 ≥
√
1− c · ‖A
x
∗A+
x
∗b‖2,
where Ax
∗ is the solution determined by an optimal x∗ with at most k nonzero elements. In other
words, the algorithm is a
(√
1− c, k)-differential approximation algorithm for sparse approximation
under coherence c
k−1 .
One can convert these results into approximations for the usual objective function.
Corollary 12. Let the restricted isometry constant of A be δk(A) = δk. Then, there is an SDP
based algorithm for sparse approximation, which selects k column vectors (i.e. ‖x‖0 = k) such that
‖Ax− b‖22 ≤ δk · ‖b‖22 + (1− δk) · ‖Ax∗ − b‖22,
where x∗ is an optimal solution with at most k nonzero elements.
Proof. By the Pythagoras Theorem, we have
‖AxA+xb‖22 = ‖b‖22 − ‖Ax− b‖22.
And, similarly
‖A
x
∗A+
x
∗b‖22 = ‖b‖22 − ‖Ax∗ − b‖22.
By Theorem 10, we have
‖AxA+xb‖22 ≥ (1− δk) · ‖Ax∗A+x∗b‖22.
Combining all these expressions and rearranging suitably yields the desired result.
A similar result with the same proof holds for the coherence:
Corollary 13. Let the coherence of A be µ(A) = c
k−1 for some 0 ≤ c < 1. Then, there is an SDP
based algorithm for sparse approximation, which selects k column vectors (i.e. ‖x‖0 = k) such that
‖Ax− b‖22 ≤ c · ‖b‖22 + (1− c) · ‖Ax∗ − b‖22,
where x∗ is an optimal solution with at most k nonzero elements.
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3.1 Comparison of SDP with OMP
In this subsection, we would briefly like to discuss the SDP approach from a qualitative viewpoint,
particularly with respect to the choice of column vectors as described in the derandomized algo-
rithm. Let us first compare the result of the last corollary with one of the bounds proven for OMP
in [27], namely
‖Ax− b‖22 ≤ (1 + 6k) · ‖Ax∗ − b‖22.
for coherence µ(A) ≤ 13k . For the same coherence, our result translates into
‖Ax− b‖22 ≤
1
3
· ‖b‖22 +
2
3
· ‖Ax∗ − b‖22.
Note that the results are not directly comparable as we need further information relating ‖Ax∗−
b‖2 to ‖b‖2. However, we know that for the correct sparsity level k, ‖Ax∗ − b‖2 will be 0 or very
close to 0. In this case, the performance guarantee of the SDP based algorithm is much worse than
that of OMP. If on the other hand, k is much smaller than the correct sparsity level (one can think
of the sparsity level being large here), SDP guarantees a better solution provided that
‖Ax∗ − b‖22 ≥
‖b‖22
1 + 18k
.
It has been frequently discussed in the literature that the weakness of OMP is mainly due
to the “wrong” choices of column vectors at the beginning. Indeed, many contemporary pursuit
based methods have been devised to circumvent this drawback. In this respect, the SDP based
approach provides, as discussed in the section describing the derandomization, a completely new
way of selecting column vectors one by one, arguably in a much more subtle and sophisticated
manner. It is thus an important conceptual issue to determine what advantages and disadvantages
this approach possesses compared to the greedy methods. As roughly discussed above, the SDP
based approach seems to be behaving better with respect to the selection of the first few column
vectors.
4 Final Remarks
The main purpose of this paper was to make a conceptual contribution by showing a new algorithmic
approach to sparse approximation. Naturally, we neither discussed efficiency issues nor presented
experimental results. It would be interesting to see if there are fast implementations for solving the
SDPs we mentioned, particularly by the recent primal-dual methods introduced by Arora and Kale
[1]. We also suspect that there are more refined versions of our approach providing guarantees in
other different forms. As noted in the previous subsection, comparison and possible combinations
with greedy approaches is also an open venue of research.
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