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Abstract
A canonical formulation of effective equations describes quantum corrections by
the back-reaction of moments on the dynamics of expectation values of a state. As a
first step toward an extension to quantum-field theory, these methods are applied here
to the derivation of effective potentials around a homogeneous vacuum expectation
value of scalar fields. A comparison with the standard Coleman–Weinberg potential
shows that the new methods correctly include all relevant quantum corrections. At
the same time, the effective potential is shown to be correct also for non-Fock and
mixed states. Several explicit results are derived in models of interacting scalars and
fermions.
1 Introduction
Canonical effective methods [1, 2, 3] have so far produced several results in quantum-
mechanical systems which can serve as analogs of effective potentials in quantum field
theory. In this setting, one introduces an effective Hamiltonian 〈Hˆ〉 by taking the expec-
tation value in an arbitrary state parameterized by the expectation values (〈qˆ〉, 〈pˆ〉) and
moments
Ga,b =
〈
(pˆ− 〈pˆ〉)a(qˆ − 〈qˆ〉)b〉
Weyl
(1)
of basic operators qˆ and pˆ — assuming for now a single canonical pair. The subscript
‘Weyl’ indicates totally symmetric ordering of the factors. For the harmonic oscillator, for
instance, we have
〈Hˆ〉 = 〈pˆ〉
2
2m
+
1
2
mω2〈qˆ〉2 + 1
2m
G2,0 +
1
2
mω2G0,2 . (2)
Any term that is not the standard kinetic energy evaluated for the momentum expectation
value may be considered as a contribution to an effective potential, that is
Veff =
1
2
mω2〈qˆ〉2 + 1
2m
G2,0 +
1
2
mω2G0,2 . (3)
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Further conditions may then be imposed in order to restrict states to more specific
regimes, for instance those near the ground state. For the harmonic oscillator, the two
conditions that states be stationary (G˙a,b = 0) and saturate the uncertainty relation
G0,2G2,0 − (G1,1)2 ≥ ~
2
4
(4)
are sufficient to restrict all the moments in Veff , with the result that the quantum contribu-
tion is simply the zero-point energy 1
2
~ω. For anharmonic oscillators, there are additional
terms coupling basic expectation values to the moments. They can be computed in a semi-
classical expansion and provide non-trivial, 〈qˆ〉-dependent contributions to the effective
potential. In general, one can no longer use saturation of the uncertainty relation as one of
the conditions, but alternative and usually more complicated equations for an interacting
ground state are available.
Some of these results are reviewed and extended in Section 3, preceded by a formal
discussion of an application of these methods in quantum-field theory. In this article, we
only sketch the extension of canonical effective theory to quantum fields and focus on
the practical methods of deriving effective potentials in this way. A comparison with the
Coleman–Weinberg potential shows that we are able to produce reliable results, which
we subsequently apply to systems with several degrees of freedom. (Details of canonical
effective field theory will be presented elsewhere.) In addition to a formal extension to
quantum field theory, further new ingredients in this paper include canonical effective
methods for fermionic variables and the associated uncertainty relations and algebraic
features.
2 Quantum theory of a single scalar field
When the methods and results leading to (3) are to be extended to quantum field theory,
an immediate problem is that moments and the effective Hamiltonian are no longer well-
defined, owing to the fact that they refer to products of quantum fields evaluated at the
same point. It turns out that it is still possible to obtain meaningful results with a naive
generalization of (1) and (2) to quantum fields. In this article we focus on the practical aim
of deriving effective potentials and discuss the underlying conceptual questions elsewhere.
We will therefore ignore difficulties associated with products of quantum fields taken at
the same point. (We will, however, see examples of regularization in this framework.)
2.1 Coleman–Weinberg potential from a canonical moment ex-
pansion
The classical Lagrangian for a massless scalar field (which we assume in keeping with the
original work of Coleman and Weinberg [4]) with a quartic self-interaction is
L =
∫
d3x
[
−1
2
ηµν∂µφ(x)∂νφ(x)− λφ4(x)
]
, (5)
2
and the Hamiltonian
H =
∫
d3x
[
π2(x)
2
+
1
2
(∇φ(x))2 + λφ4(x)
]
. (6)
(We denote the momentum of φ(x) by π(x), so that {φ(x), π(y)} = δ3(x, y).)
A straightforward extension of (1) to quantum fields leads us to an ‘in-in’ formalism,
in which we calculate equal-time correlation functions in some state. We introduce
Ga,b(x1, . . . , xa; y1, . . . , yb, t) :=
〈
(πˆ(x1, t)− 〈πˆ(x1, t)〉) · · · (πˆ(xa, t)− 〈πˆ(xa, t)〉)×
(φˆ(y1, t)− 〈φˆ(y1, t)〉) · · · (φˆ(yb, t)− 〈φˆ(yb, t)〉)
〉
Weyl
(7)
As before, the subscript ‘Weyl’ stands for totally symmetric ordering. (In the ‘in-in’-
formalism, we are interested in equal-time correlation functions, so that Weyl-ordering
does not conflict with any time ordering.) We expect the field-theory moments to have
divergences whenever some of the xi or yj are identical. It is not obvious that such infinities
can be ignored because the analog of (2) applied to (6) would include, for instance, the
moment G0,2(x, x). Nevertheless, we will see that the variables (7) are useful. In the
Hamiltonian, we also need derivatives acting on different arguments of the moments, which
are defined as
∇xi∇yjGa,b(x1, . . . , xa; y1, . . . , yb, t) :=〈
(πˆ(x1, t)− 〈πˆ(x1, t)〉) · · ·∇xi(πˆ(xi, t)− 〈πˆ(xi, t)〉) · · ·
×(φˆ(y1, t)− 〈φˆ(y1, t)〉) · · ·∇yj (φˆ(yj, t)− 〈φˆ(yj, t)〉) · · ·
〉
Weyl
. (8)
Instead of working with the standard vacuum state of quantum field theory, or any
other specific Fock state, we now have an arbitrary state (indicated in our notation just by
expectation-value brackets) about which we calculate the different correlation functions.
Such a state may not only be non-Gaussian but also mixed. Thus, the calculations to
follow are not limited to Fock states as is the case for standard quantum field theory.
Following canonical effective methods in quantum mechanics, we write the effective
Hamiltonian as
HQ := 〈Hˆ〉 =
〈
H[〈φˆ(x)〉+ (φˆ(x)− 〈φˆ(x)〉), 〈πˆ(x)〉+ (πˆ(x)− 〈πˆ(x)〉)]
〉
(9)
and perform an expansion by φˆ(x)−〈φˆ(x)〉 and πˆ(x)− 〈πˆ(x)〉. We have a finite series if H
is polynomial, and a formal power-series expansion otherwise. Abbreviating 〈πˆ(x)〉 ≡ π(x)
and 〈φˆ(x)〉 ≡ φ(x), we obtain the effective Hamiltonian as
HQ =
1
2
∫
d3x
[
π2(x) +G2,0(x, x) +∇2xG0,2(x, x) + (∇φ(x))2
+2λ{φ4(x) + 6φ2(x)G0,2(x, x) + 4φ(x)G0,3(x, x, x) +G0,4(x, x, x, x)}
]
. (10)
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In general, we assume the Hamiltonian operator to be Weyl-ordered just as the moments,
so that there are no explicit ~-terms from re-ordering. In the present case, of course, there
are no ordering choices.
We may think of equal-x moments as being regularized by point-splitting, so that
they are replaced by Ga,b(x, y) multiplied with a smearing function sharply peaked around
x = y, in which we integrate over x and y to obtain the effective Hamiltonian. Later
on, we will make use of a precise subtraction to remove divergences that would appear
when the regulator is removed, that is for y → x or when smearing functions approach a
delta function. To simplify our notation, we will not spell out the explicit point-splitting
regularizations.
In order to solve the one-loop contribution to the effective potential (or first order in ~),
we do not need to solve for the G0,3 and G0,4 terms: We expand around the free vacuum
and therefore deal with near-Gaussian states, the moments of which have a hierarchy in ~
that goes as Ga,b ∝ ~(a+b)/2. Thus, for contributions to first order in ~, it is sufficient to
restrict attention to the second-order moments with a + b = 2, that is G0,2, G2,0 and G1,1.
Our effective Hamiltonian turns into
HQ =
1
2
∫
d3x
[
π2(x) +G2,0(x, x) +∇2xG0,2(x, x) + (∇φ(x))2
+2λ{φ4(x) + 6φ2(x)G0,2(x, x) +O(~3/2)}
]
. (11)
2.2 Solving for the relevant moments
In order to calculate the Coleman–Weinberg potential in this canonical formalism, we
need to solve for the relevant moments in terms of φ(x) and π(x) and then insert the
results in the expression (11). We shall solve the tree-level second-order moments as we
are interested here only in the one-loop contribution to the effective potential. Any higher-
order contributions to the moments will hence be ignored, and the equations of motion as
generated by HQ shall be truncated to include only the lowest-order terms in ~.
Some of our conditions correspond to moments of a state near the stationary vacuum,
and therefore require equations of motion. (Moments will have vanishing time derivatives
to leading order.) We can derive evolution equations using, for instance, properties of
Heisenberg operators. Time derivatives of the moments are then equal to expectation
values of commutators with the Hamiltonian operator. It turns out to be easier to manage
a system based on mathematical methods of classical mechanics, namely phase spaces and
Poisson brackets. These methods are independent of which picture one prefers for time
evolution of operators or states — Schro¨dinger, Heisenberg, Dirac, or others.
We can view HQ as a Hamiltonian function on a phase space with coordinates given
by the expectation values φ(x) and π(x), together with the moments (7) as new quantum
degrees of freedom. As in the case of effective quantum mechanics [1, 2], a Poisson bracket
can be defined for these variables (and functions of them) by referring to the commutator
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of operators:
{〈Aˆ〉, 〈Bˆ〉} = 〈[Aˆ, Bˆ]〉
i~
. (12)
If this definition is accompanied by the Leibniz rule for products of expectation values, as
they appear in the moments, a Poisson bracket is indeed obtained.
For field operators, further divergences are introduced in this Poisson bracket for ex-
pectation values of fields taken at the same point. For instance, we have
{G0,2(x1, x2), G2,0(y1, y2)} = δ3(x1 − y1)G1,1(x2, y2) + δ3(x1 − y2)G1,1(x2, y1)
+δ3(x2 − y1)G1,1(x1, y2) + δ3(x2 − y2)G1,1(x1, y1) . (13)
However, these divergences are harmless as long as we compute Poisson brackets with
spatially integrated quantities such as the (regularized) effective Hamiltonian (10). More
interestingly, in some equations we can eliminate all delta functions even if we do not
explicitly regularize (10). This is the case for the equations of motion of the second-order
moments, which are given by
G˙0,2(y, z, t) = G1,1(y, z, t) +G1,1(z, y, t) (14)
G˙1,1(y; z, t) = G2,0(y, z, t)− [12λφ20 −∇2y]G0,2(y, z, t) (15)
G˙2,0(y, z, t) = −(12λφ20 −∇2z)G1,1(y; z, t) +−(12λφ20 −∇2y)G1,1(z; y, t) (16)
according to Hamiltonian equations of motion generated by (10). No delta functions appear
in these equations because the computation of a Poisson bracket of the form {Ga,b,HQ}
with the second-order version (11), using (13), always gives integrated terms in which one x
of G2,0(x, x), say, appears in a delta function from (13), and the only other x in a moment.
For instance,
1
2
{G0,2(y, z),
∫
d3xG2,0(x, x)} =
∫
d3x
(
δ3(y − x)G1,1(z, x) + δ3(z − x)G1,1(y, x)) .
However, if higher-order terms of (10) are included, starting with G0,3(x, x, x), this conve-
nient property will no longer be realized. Nevertheless, a detailed analysis (to be presented
elsewhere) shows that infinities from equal-x moments do not affect the system of equa-
tions.
It is important to remember, here and in what follows, that there is no particular sym-
metry between the two arguments of G1,1(y, z, t) unlike that of G0,2(y, z, t) or G2,0(y, z, t),
which are symmetric in the spatial coordinates.
In order to find solutions of these equations in terms of φ(x) and π(x), we employ an
adiabatic approximation: to the leading order, the left-hand sides of the above equations
are taken to be zero, rendering the equations algebraic. (For our purposes, the leading-
order approximation turns out to be sufficient. Higher adiabatic orders do not contribute
in the present context because the vacuum expectation value 〈φˆ〉 will be assumed to be
independent of time and spatial coordinates.)
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We first solve for G1,1, which has to satisfy two conditions for the right-hand sides of
(14) and (16) to vanish:
G1,1(y, z) = −G1,1(z, y) (17)
(∇2y −∇2z)G1,1(y, z) = 0 . (18)
If G1,1 is to have a Fourier transform (or be absolutely integrable), the only admissible
solution is
G1,1(x, y) = 0 . (19)
(Alternatively, one can use separation of variables to show that no other solution satisfies
both conditions.)
Only (15) remains to be solved, relating G2,0 and G0,2. By symmetry, we can first
formulate a condition just for G0,2 because
G0,2(y, z) = G0,2(z, y) (20)
implies
(∇2y −∇2z)G0,2(y, z) = 0 . (21)
The variable G0,2 should have a Fourier transform:
G0,2(y, z) =
∫
d3~kyd
3~kzf(~ky, ~kz)e
i[~ky·~y+~kz ·~z] (22)
with f(~ky, ~kz) = f(~kz, ~ky). If we require rotational invariance for an expansion around an
isotropic (vacuum) state, the only solution is f(~ky, ~kz) = g(kz)δ
3(~ky − ~kz) with a function
of a single variable kz = |~kz|, or
G0,2(y, z) =
∫
d3~ky g(ky)e
i~ky·[~y−~z] . (23)
The same function g(k) determines
G2,0(y, z) =
∫
d3~ky [12λφ
2
0 + k
2
y] g(ky)e
i~ky·[~y−~z] (24)
by (15).
In order to solve for this function, we introduce a new condition for the state to be close
to the vacuum: We require that the second-order moments should saturate the uncertainty
relation. This latter equation again requires care in a field-theory context, but it can be
used in order to obtain the crucial restriction on moments. Uncertainty relations always
follow from the Cauchy–Schwarz inequality
〈Aˆ†Aˆ〉〈Bˆ†Bˆ〉 ≥ |〈Aˆ†Bˆ〉|2 , (25)
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valid for all states. For Aˆ = qˆ − 〈qˆ〉 and Bˆ = pˆ− 〈pˆ〉, the standard uncertainty relation of
quantum mechanics follows:
G0,2G2,0 ≥ (G1,1)2 + ~
2
4
≥ ~
2
4
in our notation.
We now perform a formal calculation which gives an uncertainty relation for field-theory
moments: We first choose Aˆ = φˆ(x)− 〈φˆ(x)〉 and Bˆ = πˆ(y)− 〈πˆ(y)〉 and obtain
G0,2(x, x)G2,0(y, y) ≥ ~
2
4
δ3(x− y)2 . (26)
Both sides are badly divergent and depend on how one regularizes equal-x moments and
the square of a delta function. Heuristically, for x 6= y, the right-hand side is finite while
the left-hand side is infinite, so that the inequality is not very informative. However, we
can build on it and derive a more general inequality if we set Aˆ = 1
2
(φˆ(x1) − 〈φˆ(x1)〉 +
φˆ(x2)− 〈φˆ(x2)〉) and Bˆ = 12(πˆ(y1)− 〈πˆ(y1)〉+ πˆ(y2)− 〈πˆ(y2)〉). We obtain(
G0,2(x1, x1) +G
0,2(x2, x2) + 2G
0,2(x1, x2)
) (
G2,0(y1, y1) +G
2,0(y2, y2) + 2G
2,0(y1, y2)
)
≥ ~
2
4
(
δ3(x1 − y1) + δ3(x1 − y2) + δ3(x2 − y1) + δ3(x2 − y2)
)2
. (27)
Multiplying all these terms and using (26) as an equality (so as to subtract the worst
divergences), we derive
G0,2(x1, x2)G
2,0(y1, y2) ≥ ~
2
8
(
δ3(x1 − y1)δ3(x2 − y2) + δ3(x1 − y2)δ3(x2 − y1)
)
(28)
This inequality cannot be saturated in general, because for all four positions different
the 2-point functions may be non-zero but the right-hand side is zero. However, we can
require that the divergences on both sides are the same (amounting to saturation of the
delta-function contributions).
We therefore require that the equality
G0,2(x1, x2)G
2,0(y1, y2) =
~
2
8
(
δ3(x1 − y1)δ3(x2 − y2) + δ3(x1 − y2)δ3(x2 − y1)
)
(29)
holds in the sense of equal divergences on both sides. (We are using (19) in order to rule
out any potential contribution from covariances.) We can extract the leading divergences
by setting x1 = x2 and integrating over x1. Both sides are then equal if and only if
g(k) =
1
2(2π)3
~√
k2 + 12λφ20
. (30)
Thus we have the full solution for the second-order moments as
G0,2(y, z) =
~
(2π)3
∫
d3~k
2
√
k2 + 12λφ20
ei
~k·(~y−~z) (31)
G2,0(y, z) =
~
(2π)3
∫
d3~k
2
√
k2 + 12λφ20 e
i~k·(~y−~z) . (32)
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2.3 The one-loop contribution to the effective potential
The effective potential consists of all the terms in HQ, other than the kinetic energy. To
zeroth order, we just have λφ4. We assume that the vacuum expectation value φ0 := 〈φ̂〉
is a constant, independent of time and spatial coordinates. The one-loop contribution to
the potential in (10) or (11) is then given by
1
2
(
G2,0(x, x) +∇2xG0,2(x, x)
)
+ 6λφ20G
0,2(x, x)
=
~
2(2π)3
∫
d3k
[√
k2 + 12λφ20
2
+
k2
2
√
k2 + 12λφ20
+
6λφ20√
k2 + 12λφ20
]
=
~
2(2π)3
∫
d3k
√
k2 + 12λφ20 . (33)
We may add an (infinite) constant − ~
2(2π)3
∫
d3k|~k| to this one-loop contribution of the
effective potential, and bring it to the form
Veff(φ0) = λφ
4
0 +
~
2(2π)3
∫
d3k
(
−|~k|+
√
k2 + 12λφ20
)
. (34)
In doing so we ensure that the effective potential is zero in the free limit λ → 0. With
the infinite constant we are therefore subtracting the zero-point energies. This step cor-
responds to switching to a normal-ordered Hamiltonian. (With an explicit point-splitting
regularization, there would be a finite subtraction before the regulator is removed.)
The usual form of the Coleman–Weinberg potential for a quartic self-interaction is [4]
Veff(φ0) = λφ
4
0 +
i~
2
∫
d4k
(2π)4
log
(
1 +
12λφ20
−(k0)2 + k2
)
. (35)
It is possible to perform the integration over k0 analytically, choosing a suitable contour.
The result,
Veff(φ0) = λφ
4
0 +
~
2(2π)3
∫
d3k
(
−|~k|+
√
k2 + 12λφ20
)
, (36)
agrees with our subtracted potential.
3 The effective potential in quantum mechanics
Having established that effective potentials can be derived by a moment expansion, we now
illustrate the usefulness of the new method in a simplified setting of quantum mechanics.
For a single degree of freedom, our treatment is closely related to the one of anharmonic
oscillators in [1, 3]. In the following sections we will extend these results to systems with
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two interacting degrees of freedom and to coupled fermions, using a specific form suggested
by particle physics.
If we eliminate the inhomogeneous modes by setting ~k = 0, we multiply the integrand
in (34) with the momentum-space density (2π)3δ3(~k). What remains of the one-loop cor-
rection to the effective potential is then 1
2
~
√
12λφ2 = 1
2
~
√
V ′′(φ). This result agrees with
the anharmonic-oscillator model which we now review. (See [2, 5] for more details.) We
assume a Hamiltonian given by
H(pˆ, qˆ) =
1
2m
pˆ2 + V (qˆ) . (37)
The corresponding effective quantum Hamiltonian is
HQ(p, q, G
a,b) :=
1
2m
(p2 +G2,0) + V (q) +
∞∑
n=2
1
n!
V n(q)G0,n , (38)
obtained as before by a formal Taylor expansion in qˆ − 〈qˆ〉 and setting q = 〈qˆ〉, p = 〈pˆ〉.
If the potential Vˆ is a polynomial in qˆ, the expansion ends after a finite number of terms
and is exact. (It merely rearranges the polynomial V (qˆ) in qˆ as a polynomial in qˆ− q with
coefficients depending on q.)
If we are interested only in corrections to the effective potential of first order in ~, it
is sufficient to restrict the expansion to second-order moments. The effective Hamiltonian
then becomes
HQ =
1
2m
(p2 +G2,0) + V (q) +
1
2
V ′′(q)G0,2 +O(~2) . (39)
The equations of motion generated by this effective Hamiltonian (restricted to first order
in ~) for the (second order) moment terms are
G˙0,2 =
2
m
G1,1 (40)
G˙1,1 =
1
m
G2,0 − V ′′(q)G0,2 (41)
G˙2,0 = −2V ′′(q)G1,1 (42)
using again a Poisson bracket following from (12). These three equations are the only
relevant ones for calculating the one-loop correction to the effective potential. Higher-
order moments in these equations can be ignored because those contribute to higher loop
corrections.
In order to solve the coupled ordinary differential equations, we again invoke the adi-
abatic approximation to leading order, as all higher-order corrections vanish for an ex-
pectation value 〈qˆ〉 independent of time. In this case, both equations (40) and (42) give
G1,1 = 0. The same equations will be used again at a later stage to give a further constraint
equation from the next adiabatic order. Alternatively, we could solve for G1,1 from Eq. (40)
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and look upon Eq. (42) as an independent consistency condition, which turns out to be
satisfied in this case. Of the equations which are used in deriving the constraints later on,
only certain subsets are independent while the rest serve as consistency conditions at the
leading adiabatic order. This feature will turn out to be generic, as we shall see in the
following sections.
The other equation, (41), tells us that
G2,0 = mV ′′(q)G0,2 . (43)
Thus all the required moments, to this order, have either been solved for or have been
expressed in terms of G0,2. In order to determine this one remaining moment, we look at
the constraint obtained by adding Eqs. (40) and (42):
mV ′′(q)G˙0,2 + G˙2,0 = 0 . (44)
(This equation goes beyond zeroth adiabatic order because the left-hand sides in (40) and
(42) are not set equal to zero. However, we use it only as a consistency condition for
solutions at zeroth adiabatic order, not for a derivation of next-order contributions. For
the latter, see [3].) Inserting Eq. (43) in Eq. (44), we obtain the differential equation
2V ′′(q)G˙0,2 + V ′′′(q)q˙G0,2 = 0 (45)
with solution
G0,2 =
C√
V ′′(q)
. (46)
The constant C remains to be determined. By requiring that the harmonic limit V (q)→
1
2
mω2q2 produces the well-known expression for the fluctuation G0,2, we find C = 1
2
~/
√
m.
Furthermore, this choice for the numerical constant implies that the moments saturate
the uncertainty relation,
G0,2G2,0 − (G1,1)2 = ~2
4
. (47)
In fact, as we shall see in the next section, the adiabatic constraint equations sometimes
form a rather complicated coupled set of differential equations, which are difficult to solve
directly. In those cases, we can more easily solve for the free moments by saturating the
uncertainty relation, and then verify that the results indeed satisfy the system of con-
straints. (By requiring saturation of the uncertainty relation, we are looking for moments
of dynamical coherent states. Such states may not exist exactly, and indeed at higher
adiabatic order, it is in general not possible to saturate uncertainty relations.)
We are now in a position to write down the effective potential for this system. We have
explicitly shown the calculation for the one-loop correction, but with existing results of
[3] (following a similar procedure but including higher order moments), we can write the
effective potential to two-loop order as
Veff(q) = U(q) +
~
2
√
V ′′(q)
m
+
~
2
8mV ′′(q)
[
V ′′′′(q)
4
+
V ′′′(q)2
9V ′′(q)
]
+O(~3) . (48)
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4 Two coupled scalars
We now consider a Hamiltonian in which two scalars are coupled to each other, with some
interaction terms that we will specify for resemblence with the conformal standard model
of [6, 7, 8]. The Hamiltonian operator for this system is given by
H(pˆ1, qˆ1, pˆ2, qˆ2) =
1
2m1
pˆ21 +
1
2m2
pˆ22 + V (qˆ1, qˆ2) . (49)
The basic commutation relations are defined as
[qˆi, pˆj] = i~δij (with i, j = 1, 2) (50)
The moments are now of the form
Ga,b;c,d :=
〈
(pˆ1 − 〈pˆ1〉)a(qˆ1 − 〈qˆ1〉)b(pˆ2 − 〈pˆ2〉)c(qˆ2 − 〈qˆ2〉)d
〉
Weyl
. (51)
4.1 Moments
As before, we want to calculate the effective potential to one-loop order, and therefore we
will only keep terms up to second order in moments. The effective Hamiltonian, to this
order, is
HQ(p1, q1, p2, q2, G
a,b;c,d) =
1
2m1
(
p21 +G
2,0;0,0
)
+
1
2m2
(
p22 +G
0,0;2,0
)
+ V (q1, q2) +
∂2V
∂q1∂q2
(q1, q2)G
0,1;0,1
+
1
2
∂2V
∂q21
(q1, q2)G
0,2;0,0 +
1
2
∂2V
∂q22
(q1, q2)G
0,0;0,2 . (52)
From now on, we shall suppress the arguments of V (q1, q2) := V . The Hamiltonian gener-
ates equations of motion for the relevant second-order moments:
G˙0,2;0,0 =
2
m1
G1,1;0,0 (53)
G˙1,1;0,0 =
1
m1
G2,0;0,0 − ∂
2V
∂q21
G0,2;0,0 − ∂
2V
∂q1∂q2
G0,1;0,1 (54)
G˙2,0;0,0 = −2∂
2V
∂q21
G1,1;0,0 − 2 ∂
2V
∂q1∂q2
G1,0;0,1 (55)
G˙0,0;0,2 =
2
m2
G0,0;1,1 (56)
G˙0,0;1,1 =
1
m2
G0,0;2,0 − ∂
2V
∂q22
G0,0;0,2 − ∂
2V
∂q1∂q2
G0,1;0,1 (57)
G˙0,0;2,0 = −2∂
2V
∂q22
G0,0;1,1 − 2 ∂
2V
∂q1∂q2
G0,1;1,0 (58)
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G˙0,1;0,1 =
1
m1
G1,0;0,1 +
1
m2
G0,1;1,0 (59)
G˙1,0;0,1 =
1
m2
G1,0;1,0 − ∂
2V
∂q21
G0,1;0,1 − ∂
2V
∂q1∂q2
G0,0;0,2 (60)
G˙0,1;1,0 =
1
m1
G1,0;1,0 − ∂
2V
∂q22
G0,1;0,1 − ∂
2V
∂q1∂q2
G0,2;0,0 (61)
G˙1,0;1,0 = −∂
2V
∂q21
G0,1;1,0 − ∂
2V
∂q22
G1,0;0,1 − ∂
2V
∂q1∂q2
(
G0,0;1,1 −G1,1;0,0) (62)
Again we solve the equations to leading adiabatic order. For the effective potential in
(52), we need only the five moments G2,0;0,0, G0,2;0,0, G0,0;2,0, G0,0;0,2 and G0,1;0,1, but they
cannot be obtained directly from the set of equations without considering other moments.
We also note that there may be singular points in the resulting potential. (Consistent
adiabatic solutions may not exist for all field values.) We can see the danger in the above
system if we note that Eqs. (54) and (57) can be used to solve for G2,0;0,0 and G0,0;2,0 in
terms of G0,2;0,0 and G0,0;0,2, respectively, provided we know G0,1;0,1. However, the latter
moment can be determined from the remaining equations only if an additional condition
is satisfied: (60) and (61) imply(
m2
∂2V
∂q21
−m1∂
2V
∂q22
)
G0,1;0,1 =
∂2V
∂q1∂q2
(
m1G
0,2;0,0 −m2G0,0;0,2
)
. (63)
If m2∂
2V/∂q21 −m1∂2V/∂q22 = 0, the moment remains undetermined.
It turns out to be easy to solve for some of the other covariance parameters. From
Eqs. (53), (55), (56) and (58), it immediately follows that
G1,1;0,0 = 0 = G0,0;1,1 = G1,0;0,1 = G0,1;1,0 . (64)
The equations used above to solve for these moments along with Eqs. (59) and (62), will
give us further constraints later on that will help us to fix two of the moments, which
remain undetermined after solving this homogeneous system of equations.
In more detail, we have a system of ten homogeneous equations in the leading order
adiabatic approximation. We manage to solve for eight of the ten moments that show up
in terms of two undetermined moments. This is a generic feature of this method, just as in
the single scalar case of Section 3 where we had a system of three homogeneous equations,
using which we can solve for only two of the three moments in terms of one undetermined
one, G0,2. Analogously, in the present case, we will find that G0,2;0,0 and G0,0;0,2 remain
undetermined upon solving the given system of equations from only zeroth adiabatic order.
Using Eqs. (54), (57), (60) and (61), we can solve for the remaining moments in terms
of G0,2;0,0 and G0,0;0,2.
G0,1;0,1 =
∂2V
∂q1∂q2
m2
∂2V
∂q21
−m1 ∂2V∂q22
(
m1G
0,2;0,0 −m2G0,0;0,2
)
(65)
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G2,0;0,0 = m1

∂2V
∂q21
+
(
∂2V
∂q1∂q2
)2
m2
∂2V
∂q21
−m1 ∂2V∂q22
G0,2;0,0
−
(
∂2V
∂q1∂q2
)2
m2
∂2V
∂q2
1
−m1 ∂2V∂q2
2
G0,0;0,2
 (66)
G0,0;2,0 = m2

∂2V
∂q22
+
(
∂2V
∂q1∂q2
)2
m1
∂2V
∂q22
−m2 ∂2V∂q21
G0,0;0,2
−
(
∂2V
∂q1∂q2
)2
m1
∂2V
∂q21
−m2 ∂2V∂q21
G0,2;0,0
 (67)
G1,0;1,0 =
m1m2
∂2V
∂q1∂q2
m2
∂2V
∂q21
−m1 ∂2V∂q22
(
∂2V
∂q21
G0,2;0,0 − ∂
2V
∂q22
G0,0;0,2
)
. (68)
We now have to find G0,2;0,0 and G0,0;0,2 before we can write down an analytic expres-
sion for the effective potential, at one-loop order. We need to solve a system of coupled
differential equations, which can be obtained from certain constraints, which we derive
using the six Eqs. (53), (55), (56), (58), (59) and (62), in analogy with (45) for one degree
of freedom. However we need only five of these equations at a time to derive a constraint
equation. Thus there are two independent euations that we can derive from the original
six. As before, we once again find that of the equations which are used to derive the con-
straints, not all are independent at the leading adiabatic order. We thus obtain consistency
conditions, for instance Eqs. (59) and (62).
There are different choices available for the two independent constraints. We may derive
the two independent constraints as follows
(53)× ∂
2V
∂q21
+ (55)× 1
m1
+ (56)× ∂
2V
∂q22
+(58)× 1
m2
+ (59)× ∂
2V
∂q1∂q2
= 0 (69)
and
(62)× 2 ∂
2V
∂q1∂q2
− (58)× ∂
2V
∂q21
− (55)× ∂
2V
∂q22
+(53)×m1
[(
∂2V
∂q1∂q2
)2
− ∂
2V
∂q21
∂2V
∂q22
]
+(56)×m2
[(
∂2V
∂q1∂q2
)2
− ∂
2V
∂q21
∂2V
∂q22
]
= 0 . (70)
13
These two equations translate into two conditions for the moments (and their time deriva-
tives). Once we insert solutions of all the other moments in terms of G0,2;0,0 and G0,0;0,2,
we end up with two coupled differential equations for these two moments,
2
(
∂2V
∂q21
− ∂
2V
∂q22
)[
∂2V
∂q21
(
∂2V
∂q21
− ∂
2V
∂q22
)
+ 2
(
∂2V
∂q1∂q2
)2]
dX
dt
+ 2
(
∂2V
∂q22
− ∂
2V
∂q21
)[
∂2V
∂q22
(
∂2V
∂q22
− ∂
2V
∂q21
)
+ 2
(
∂2V
∂q1∂q2
)2]
dZ
dt
+
{(
∂2V
∂q21
− ∂
2V
∂q22
)2
d
dt
∂2V
∂q21
− 4
(
∂2V
∂q1∂q2
)2(
d
dt
∂2V
∂q21
− d
dt
∂2V
∂q22
)
+6
∂2V
∂q1∂q2
(
∂2V
∂q21
− ∂
2V
∂q22
)
d
dt
∂2V
∂q1∂q2
}
X
+
{(
∂2V
∂q22
− ∂
2V
∂q21
)2
d
dt
∂2V
∂q22
− 4
(
∂2V
∂q1∂q2
)2(
d
dt
∂2V
∂q22
− d
dt
∂2V
∂q21
)
+6
∂2V
∂q1∂q2
(
∂2V
∂q22
− ∂
2V
∂q21
)
d
dt
∂2V
∂q1∂q2
}
Z = 0 (71)
and
2
{((
∂2V
∂q1∂q2
)2
− ∂
2V
∂q21
∂2V
∂q22
)(
∂2V
∂q21
− ∂
2V
∂q22
)2}(
dX
dt
+
dZ
dt
)
−
(
∂2V
∂q21
− ∂
2V
∂q22
){
−
(
∂2V
∂q1∂q2
)2(
d
dt
∂2V
∂q21
+
d
dt
∂2V
∂q22
)
+2
∂2V
∂q1∂q2
∂2V
∂q22
d
dt
∂2V
∂q1∂q2
+
∂2V
∂q22
(
∂2V
∂q21
− ∂
2V
∂q22
)
d
dt
∂2V
∂q21
}
X
−
(
∂2V
∂q22
− ∂
2V
∂q21
){
−
(
∂2V
∂q1∂q2
)2(
d
dt
∂2V
∂q21
+
d
dt
∂2V
∂q22
)
+2
∂2V
∂q1∂q2
∂2V
∂q21
d
dt
∂2V
∂q1∂q2
+
∂2V
∂q21
(
∂2V
∂q22
− ∂
2V
∂q21
)
d
dt
∂2V
∂q22
}
Z = 0
where we have abbreviated X := G0,2;0,0 and Z := G0,0;0,2.
We are not aware of an easy way to solve these two coupled differential equations for
G0,2;0,0 and G0,0;0,2. Instead, we use what we learned from the example with one scalar,
and try to solve for these two moments by saturating the uncertainty relation. We will
then insert the solutions thus obtained in the two constraints to make sure that they are
legitimate solutions.
For two independent scalars, we have two uncertainty relations,
G0,2;0,0G2,0;0,0 − (G1,1;0,0)2 = ~2
4
(72)
G0,0;0,2G0,0;2,0 − (G0,0;1,1)2 = ~2
4
. (73)
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Using Eqs. (66) and (67) (and (64)), we can substitute for G2,0;0,0 and G2,0;0,0 in terms of
G0,2;0,0 and G0,0;0,2 and thus solve for these two moments. For simplicity, let us consider
two particles of the same mass. (This assumption slightly simplifies the expressions but is
not necessary for an explicit solution.) Writing m1 = m2 = m, we then have
G0,2;0,0 =
~
2
√
m
×
√√√√√√√√√√
1−
(
∂2V
∂q1∂q2
)2
/
(
∂2V
∂q2
2
− ∂
2V
∂q2
1
)
√
∂2V
∂q2
1
∂2V
∂q2
2
−
(
∂2V
∂q1∂q2
)2
∂2V
∂q2
1
+
(
∂2V
∂q1∂q2
)2
∂2V
∂q2
1
− ∂
2V
∂q2
2
(74)
G0,0;0,2 =
~
2
√
m
×
√√√√√√√√√√
1−
(
∂2V
∂q1∂q2
)2
/
(
∂2V
∂q2
1
− ∂
2V
∂q2
2
)
√
∂2V
∂q2
1
∂2V
∂q2
2
−
(
∂2V
∂q1∂q2
)2
∂2V
∂q22
+
(
∂2V
∂q1∂q2
)2
∂2V
∂q2
2
− ∂
2V
∂q2
1
. (75)
Solving the quadratic equations for G0,2;0,0 and G0,0;0,2 given by the uncertainty rela-
tions, we have a freedom in choosing a sign. As we will see in the particular example
of the next section, we need to choose the minus sign in front of the inner radical since
the other sign leads to a negative or imaginary value for G2,0;0,0 and G0,0;2,0, which is not
permitted since these are fluctuations. Having chosen the negative sign, we can express all
the moments in terms of the vacuum expectation values of the basic fields.
4.2 Effective potential
The moments inserted in the quantum Hamiltonian give the effective potential
Veff(q1, q2) = V (q1, q2) (76)
+
~
2
√
m
2
(
∂2V
∂q1∂q2
)2
∂2V
∂q21
− ∂2V
∂q22
+
∂2V
∂q21

√√√√√√√√√√
1−
(
∂2V
∂q1∂q2
)2
/
(
∂2V
∂q2
1
− ∂
2V
∂q2
2
)
√
∂2V
∂q2
1
∂2V
∂q2
2
−
(
∂2V
∂q1∂q2
)2
∂2V
∂q21
+
(
∂2V
∂q1∂q2
)2
∂2V
∂q2
1
− ∂
2V
∂q2
2
+
~
2
√
m
2
(
∂2V
∂q1∂q2
)2
∂2V
∂q22
− ∂2V
∂q21
+
∂2V
∂q22

√√√√√√√√√√
1−
(
∂2V
∂q1∂q2
)2
/
(
∂2V
∂q2
2
− ∂
2V
∂q2
1
)
√
∂2V
∂q2
1
∂2V
∂q2
2
−
(
∂2V
∂q1∂q2
)2
∂2V
∂q22
+
(
∂2V
∂q1∂q2
)2
∂2V
∂q2
2
− ∂
2V
∂q2
1
. (77)
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Although this expression looks complicated, it can be simplified slightly once we insert a
particular potential and evaluate the partial derivatives, as illustrated now.
As already mentioned, the main interest for us in developing effective potentials is to
apply the methods to the conformal standard model of [6]. If we first turn off the fermion
coupling to the scalar, the resulting effective Hamiltonian is one for two scalar fields with
the same mass and a particular form of the potential:
Hˆ =
1
2m
(
pˆ21 + pˆ
2
2
)
+ λ1qˆ
4
1 + λ2qˆ
2
1 qˆ
2
2 + λ3qˆ
4
2 . (78)
Using the corresponding interaction terms in our expression for the effective potential,
we obtain
Veff(q1, q2) = λ1q
4
1 + λ2q
2
1q
2
2 + λ3q
4
2
+
~
2
√
m
(
2g2
f1 − f2 + f1
)√√√√ 1
f1 +
g2
f1−f2
(
1− g
2/ (f2 − f1)√
f1f2 − g2
)
+
~
2
√
m
(
2g2
f2 − f1 + f2
)√√√√ 1
f2 +
g2
f2−f1
(
1− g
2/ (f1 − f2)√
f1f2 − g2
)
. (79)
where we have defined the functions f1(q1, q2) := 12λ1q
2
1 + 2λ2q
2
2, f2(q1, q2) := 12λ3q
2
2 +
2λ2q
2
1 and g(q1, q2) := 4λ2q1q2.
5 The conformal standard model
In this final section we include the fermion terms in the Hamiltonian, in a form motivated
by [6]:
Hˆ =
1
2m
(
pˆ21 + pˆ
2
2
)
+ λ1qˆ
4
1 + λ2qˆ
2
1 qˆ
2
2 + λ3qˆ
4
2 +
α
2
qˆ1
(
ˆ¯ψψˆ − ψˆ ˆ¯ψ .
)
(80)
Such Hamiltonians require a further extension of the usual effective methods of quan-
tum mechanics, so that Grassmann variables describing fermions can be included in the
moments.
5.1 Moments of Grassmann variables
We will use a straightforward extension of our notation for moments, except that fermionic
variables will be ordered totally antisymmetrically. For better clarity, we write antisym-
metric moments with a tilde, such as G˜0,0;0,0;1,1. For the corresponding effective equations,
we need to extend the Poisson brackets based on (12) to a graded version, making use
of anticommutators whenever two basic fermionic degrees of freedom appear: for these
16
variables, we have [ψ, ψ]+ = 0 = [ψ¯, ψ¯]+ and [ψ¯, ψ]+ = i~. Fermionic effective equations
then follow as before:
˙〈Oˆ〉 = {〈Oˆ〉, HQ}+ . (81)
A classical model of a fermionic system can be obtained by using Grassmann-odd
variables ψ. Accordingly, the expectation values ψ of fermion operators in a canonical
effective theory are Grassmann odd. Our present scheme extends this well-known property
to all moments which include an odd number of fermion variables: Such moments, for
instance G1,0;0,0;1,0 are odd Grassmann variables, while all moments with an even number
of fermions are Grassmann even. The relative position between moment variables and
fermionic variables from expectation values is therefore important.
5.2 Effective equations
The corresponding effective Hamiltonian (up to second-order moments for the one-loop
contribution) is
HQ =
1
2m
(
p21 +G
2,0;0,0;0,0 + p22 +G
0,0;2,0;0,0
)
+λ1
(
q41 + 6q
2
1G
0,2;0,0;0,0
)
+ λ3
(
q42 + 6q
2
2G
0,0;0,2;0,0
)
+λ2
(
q21q
2
2 + q
2
1G
0,0;0,2;0,0 + q22G
0,2;0,0;0,0 + 4q1q2G
0,1;0,1;0,0
)
+α
(
q1ψ¯ψ + q1G˜
0,0;0,0;1,1 + ψ¯G0,1;0,0;0,1 +G0,1;0,0;0,1ψ
)
. (82)
This Hamiltonian generates the following equations of motion for the moments (up to first
order in ~):
G˙0,2;0,0;0,0 =
2
m
G1,1;0,0;0,0 (83)
G˙1,1;0,0;0,0 =
1
m
G2,0;0,0;0,0 − f1G0,2;0,0;0,0 − g G0,1;0,1;0,0
−α (ψ¯ G0,1;0,0;0,1 +G0,1;0,0;1,0 ψ) (84)
G˙2,0;0,0;0,0 = −2f1G1,1;0,0;0,0 − 2g G1,0;0,1;0,0
−2α (ψ¯ G0,1;0,0;0,1 +G0,1;0,0;1,0 ψ) (85)
G˙0,0;0,2;0,0 =
2
m
G0,0;1,1;0,0 (86)
G˙0,0;1,1;0,0 =
1
m
G0,0;2,0;0,0 − f2G0,0;0,2;0,0 − g G0,1;0,1;0,0 (87)
G˙0,0;2,0;0,0 = −2f2G0,0;1,1;0,0 − 2g G0,1;1,0;0,0 (88)
G˙0,1;0,1;0,0 =
1
m
(
G1,0;0,1;0,0 −G0,1;1,0;0,0) (89)
G˙1,0;0,1;0,0 =
1
m
G1,0;1,0;0,0 − f1G0,1;0,1;0,0 − g G0,0;0,2
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−α (ψ¯ G0,0;0,1;0,1 +G0,0;0,1;1,0 ψ) (90)
G˙0,1;1,0;0,0 =
1
m
G1,0;1,0;0,0 − f2G0,1;0,1;0,0 − g G0,2;0,0;0,0 (91)
G˙1,0;1,0;0,0 = −f1G0,1;1,0;0,0 − f2G1,0;0,1;0,0 − g
(
G0,0;1,1;0,0 +G1,1;0,0;0,0
)
−α (ψ¯ G0,0;1,0;0,1 +G0,0;1,0;1,0 ψ) (92)
G˙0,1;0,0;1,0 =
1
m
G1,0;0,0;1,0 + iα
(
ψ¯ G0,2;0,0;0,0 + q1G
0,1;0,0;1,0
)
(93)
G˙0,1;0,0;0,1 =
1
m
G1,0;0,0;0,1 − iα (G0,2;0,0;0,0 ψ + q1G0,1;0,0;0,1) (94)
G˙1,0;0,0;1,0 = −f1G0,1;0,0;1,0 − g G0,0;0,1;1,0
+iα
(
q1G
1,0;0,0;1,0 + ψ¯ G1,1;0,0;0,0 − iψ¯ G˜0,0;0,0;1,1
)
(95)
G˙1,0;0,0;1,0 = −f1G0,1;0,0;0,1 − g G0,0;0,1;0,1
−iα
(
q1G
1,0;0,0;0,1 +G1,1;0,0;0,0 ψ + iG˜0,0;0,0;1,1 ψ
)
(96)
G˙0,0;0,1;1,0 =
1
m
G0,0;1,0;1,0 + iα
(
ψ¯ G0,1;0,1;0,0 + q1G
0,0;0,1;1,0
)
(97)
G˙0,0;0,1;0,1 =
1
m
G0,0;1,0;0,1 − iα (G0,1;0,1;0,0 ψ + q1G0,0;0,1;0,1) (98)
G˙0,0;1,0;1,0 = −f2G0,0;0,1;1,0 − g G0,1;0,0;1,0
+iα
(
q1G
0,0;1,0;1,0 + ψ¯ G0,1;1,0;0,0
)
(99)
G˙0,0;1,0;0,1 = −f2G0,0;0,1;0,1 − g G0,1;0,0;0,1
−iα (q1G0,0;1,0;0,1 +G0,1;1,0;0,0 ψ) (100)
˙˜G
0,0;0,0;1,1
= iα
(
ψ¯ G0,1;0,0;0,1 −G0,1;0,0;1,0 ψ) . (101)
Once we apply the adiabatic approximation, we are left with a system of nineteen
homogeneous equations. From these equations, we are able to solve for sixteen of the
moments in terms of three undetermined moments (G0,2;0,0;0,0, G0,0;0,2;0,0 and G˜0,0;0,0;1,1).
These latter will be fixed by requiring that they satisfy certain constraint equations as
before. Equivalently, we solve for them by saturating the three uncertainty relations for
the three canonical pairs, and then making sure that the solutions satisfy all constraint
equations.
Looking at Eqs. (83), (86), (88) and (89), we can immediately setG1,1;0,0;0,0 = G0,0;1,1;0,0 =
G0,1;1,0;0,0 = G1,0;0,1;0,0 = 0. If we look at a subset of these equations, Eqs. (93)–(101), then
we can solve for the Grassmann-odd moments in terms of the rest of the moments:
DG0,1;0,0;1,0 = −αψ¯
[
f2
(
mαq1G
0,2;0,0;0,0 + G˜0,0;0,0;1,1
)
−mαq1
(
gG0,1;0,1;0,0 + αq1
{
G˜0,0;0,0;1,1 +mαq1G
0,2;0,0;0,0
})]
(102)
DG0,1;0,0;0,1 = −αψ
[
f2
(
mαq1G
0,2;0,0;0,0 + G˜0,0;0,0;1,1
)
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−mαq1
(
gG0,1;0,1;0,0 + αq1
{
G˜0,0;0,0;1,1 +mαq1G
0,2;0,0;0,0
})]
(103)
DG1,0;0,0;1,0 = −imαψ¯
[
αq1
({
mα2q21 − f2
}
G˜0,0;0,0;1,1 + gmαq1G
0,1;0,1;0,0
)
+
(
g2 − f1f2 +mα2q21f1
)
G0,2;0,0;0,0
]
(104)
DG1,0;0,0;0,1 = imαψ
[
αq1
({
mα2q21 − f2
}
G˜0,0;0,0;1,1 + gmαq1G
0,1;0,1;0,0
)
+
(
g2 − f1f2 +mα2q21f1
)
G0,2;0,0;0,0
]
(105)
DG0,0;0,1;1,0 = αψ¯
[
gG˜0,0;0,0;1,1 +mαq1
({
mα2q21 − f1
}
G0,1;0,1;0,0 + gG0,2;0,0;0,0
)]
(106)
DG0,0;0,1;0,1 = αψ
[
gG˜0,0;0,0;1,1 +mαq1
({
mα2q21 − f1
}
G0,1;0,1;0,0 + gG0,2;0,0;0,0
)]
(107)
DG0,0;1,0;1,0 = −imαψ¯
[
αgq1G˜
0,0;0,0;1,1 +
(
g2 − f1f2
)
G0,1;0,1;0,0
+mα2q21
(
f2G
0,1;0,1;0,0 + gG0,2;0,0;0,0
) ]
(108)
DG0,0;1,0;0,1 = imαψ
[
αgq1G˜
0,0;0,0;1,1 +
(
g2 − f1f2
)
G0,1;0,1;0,0
+mα2q21
(
f2G
0,1;0,1;0,0 + gG0,2;0,0;0,0
) ]
. (109)
where D = g2 − (f1 −mα2q21) (f2 −mα2q21).
At this point, Eqs. (85), (92) and (101) can be used as consistency checks for the above
solutions. Once we use in the values of the trivial moments in these equations, they reduce
to the form
ψG0,0;1,0;1,0 + ψ¯G0,0;1,0;0,1 = 0 (110)
ψG1,0;0,0;1,0 + ψ¯G1,0;0,0;0,1 = 0 (111)
ψG0,1;0,0;1,0 − ψ¯G0,1;0,0;0,1 = 0 . (112)
Inserting the solutions for the moments, it can be shown that they satisfy these constraints
identically. In order to evaluate the left-hand side of the above set of equations, it is
important to remember at this point that the ψ, ψ¯ and the Grassmann-odd moments are
anticommuting objects.
The rest of the equations can then be used to solve for the Grassman-even moments in
terms of G0,2;0,0;0,0, G0,0;0,2;0,0 and G˜0,0;0,0;1,1.
G2,0;0,0;0,0 = m
[
f1G
0,2;0,0;0,0 − 2ψ¯ψmα
3q1(f2 −mα2q21)
D
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+g2
(
1 + 2ψ¯ψmα
3q1
D
)(
G0,0;0,2;0,0 −G0,2;0,0;0,0 + 2ψ¯ψα
2(G˜0,0;0,0;1,1+mαq1G0,2;0,0;0,0)
D
)
f2 − f1 + 2ψ¯ψmα
3q1(f1−mα2q21)
D
−2ψ¯ψ (f2 −mα
2q21) G˜
0,0;0,0;1,1
D
]
(113)
G0,0;2,0;0,0 = mf2G
0,0;0,2;0,0
+
mg2
(
G0,0;0,2;0,0 −G0,2;0,0;0,0 + 2ψ¯ψα
2(G˜0,0;0,0;1,1+mαq1G0,2;0,0;0,0)
D
)
f2 − f1 + 2ψ¯ψα
3mq1(f1−mα2q21)
D
(114)
G0,1;0,1;0,0 =
g2
(
G0,0;0,2;0,0 −G0,2;0,0;0,0 + 2ψ¯ψα
2(G˜0,0;0,0;1,1+mαq1G0,2;0,0;0,0)
D
)
f2 − f1 + 2ψ¯ψα
3mq1(f1−mα2q21)
D
(115)
G1,0;1,0;0,0 = mg
[
G0,2;0,0;0,0
+
f2
(
G0,0;0,2;0,0 −G0,2;0,0;0,0 + 2ψ¯ψα
2(G˜0,0;0,0;1,1+mαq1G0,2;0,0;0,0)
D
)
f2 − f1 + 2ψ¯ψα
3mq1(f1−mα2q21)
D
]
(116)
Finally, we should solve for these three moments G0,2;0,0;0,0, G0,0;0,2;0,0 and G˜0,0;0,0;1,1 by
saturating the three uncertainty relations. Once this step is completed all the moments
are expressed in terms of the field expectation values. The solution for these moments,
obtained by solving the uncertainty relations, must satisfy certain constraints as before.
One such constraint equation is of the form
1
m
G˙2,0;0,0;0,0 + f1G˙
0,2;0,0;0,0 +
1
m
G˙0,0;2,0;0,0 + f2G˙
0,0;0,2;0,0 + 2gG˙0,1;0,1;0,0
+2α
[
G˙0,1;0,0;1,0ψ + ψ¯G˙0,1;0,0;0,1 + q1
˙˜G0,0;0,0;1,1
]
= 0 . (117)
Since we have the solution of all the relevant moments in terms of the three moments
G0,2;0,0;0,0, G0,0;0,2;0,0 and G˜0,0;0,0;1,1, (117) gives us a constraint on these three moments.
Similarly there are two other independent constraints that we can derive for these moments.
5.3 The Uncertainty Relations
Two of the three uncertainty realtions that we saturate in order to get the solutions for
the three remaining moments can be written in terms of the bosonic moments.
G0,2;0,0;0,0G2,0;0,0;0,0 =
~
2
4
(118)
G0,0;0,2;0,0G0,0;2,0;0,0 =
~
2
4
. (119)
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Since we have already solved for G2,0;0,0;0,0 and G0,0;2,0;0,0 in terms of G0,2;0,0;0,0, G0,0;0,2;0,0
and G˜0,0;0,0;1,1, we get two simultaneous quadratic equations in the three undetermined
moments. However, the third uncertainty relation involving the fermionic field can be
saturated to solve for G˜0,0;0,0;1,1 independent of all other moments in terms of the fermionic
fields:
G˜0,0;0,0;1,1 = 2ψ¯ψ ± 1
2
~ . (120)
(Strictly speaking, this equation is not an uncertainty relation for fluctuations, but it
follows in an analogous way.)
Next we can solve for G0,2;0,0;0,0 andG0,0;0,2;0,0 in terms of q1, q2 using the above relations.
Although we manage to solve for all the moments in terms of the field expectation values,
the explicit form of the solution in this case looks extremely cumbersome and lengthy. Thus
we refrain from quoting the explicit solutions here. The form of the effective potential up
to O(~), expressed in terms of these moments can then be written as
Veff = λ1q
4
1 + λ3q
4
2 + λ2q
2
1q
2
2 + αq1ψ¯ψ
+
~
2
√
m
[
G2,0;0,0;0,0 +G0,0;2,0;0,0 + f1G
0,2;0,0;0,0 + f2G
0,0;0,2;0,0 + 2gG0,1;0,1;0,0
+α
(
q1G˜
0,0;0,0;1,1 + ψ¯G0,1;0,0;0,1 +G0,1;0,0;0,1ψ
)]
. (121)
Of course, it can be checked that setting α = 0 gives us back the effective potential
for the two-field model described above. Obviously to get the exact expression of the
effective potential in terms of the field expectation values, we now need to expand the
moments in the above equation in terms of their exact solutions. Although we do not
give explicit formulae for the effective potential in this case, we have described the general
algorithm for calculating it in this canonical formalism. As before, we need to solve quartic
equations, but they are not simple and with Grassmann-odd coefficients computer algebra
methods cannot be applied straightforwardly. Nevertheless, in models in which solving for
the explicit version of the one-loop effective potential might become difficult, one can still
use numerical methods to solve for these equations.
6 Conclusions
We have presented several extensions of the canonical theory of effective equations in prepa-
ration for an application to quantum-field theory. We have considered suitable definitions
for effective equations of n-point functions, but no explicit regularization has been pro-
vided. Still, we obtained several useful results which indicate that the usual divergences
can safely be cured in this setting, at least regarding the questions posed in this paper.
The results we obtained are fully consistent with established methods, including details of
the Coleman–Weinberg potential.
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Some of the new general constructions provided here include uncertainty relations for
field theories and a definition of effective equations for fermions. Several examples have
shown that some results can be obtained analytically, while the more complicated type of
equations for which we have not been able to find closed solutions seems to be amenable
to numerical methods. Some open computational problems remain before our scheme can
be turned into a fully automated code to produce numerical data on effective potentials.
At the present stage, however, such a program seems to be feasible with the methods of
this paper.
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