Abstract. It is proven that any algebraic symmetric space has nite multiplicity. The multiplicity is then shown to be bounded provided that is the case for reductive symmetric spaces (a widely-believed, but as yet unproven fact). The method of proof involves an amalgamation of the Mackey Machine and the Orbit Method. A necessary and su cient orbital condition is also derived for the quasi-regular representation of a symmetric space to be irreducible.
1. Introduction. On several instances previously I have examined the harmonic analysis of non-semisimple symmetric spaces (e.g. in 11] 13, x6] 14] 16,x4] and 19]). One interesting category is that of abelian symmetric spaces | namely G=H, where G = H nV is a semidirect product of a normal real vector subgroup V by any Lie group H acting on V satisfying the condition thatV =H is countably separated. Then the spectrum of the quasiregular representation = Ind G H 1 is multiplicity-free and parameterized byV =H. However, it is not at all di cult to nd examples in whichV =H is measure-theoretically a singleton | e.g. when H has a Zariski-open orbit onV . In that case the representation is actually irreducible. At rst glance that would seem almost pathological | a symmetric space whose associated quasi-regular representation is irreducible! One unavoidable consequence (we shall discover) is that the algebra of G-invariant di erential operators D(G=H) is trivial. Hence, on a rst encounter, it is entirely reasonable to view such spaces as unusual or atypical, and therefore not to concentrate attention too closely on them.
But surprisingly, as one broadens the category of non-semisimple symmetric spaces one investigates, this phenomenon keeps recurring. For example, in a natural generalization of abelian symmetric spaces | the so-called Strichartz symmetric spaces | we see it happening with great regularity (see sections 2 and 8 for examples). And although it does not happen for semisimple or nilpotent symmetric spaces, it does occur quite frequently for solvable symmetric spaces. If we only ask that be a nite sum of irreducibles | a situation which also appears unusual at rst glance | then the occurrence of examples is even greater. Finally, if we write g = h + q for the 1-eigenspace decomposition of the Lie algebra (with respect to the di erentiated involution), then typically (even though D(G=H) is trivial) the algebra of H-invariant di erential operators on q will not be trivial, if H is not reductive. For all these reasons, one is obliged to look more closely at these spaces.
In fact, it is possible to give an orbital characterization of these \minimal" symmetric spaces. I shall do so in this paper. But interestingly, I shall show how the tools developed for arriving at that characterization provide me with a method for settling an important open conjecture concerning general symmetric spaces. What might be an orbital characterization of symmetric spaces with irreducible ? If one consults the formulas in 12] or 15] , it is clear that the phenomenon should demand that the space h ? =H of H-orbits on h ? be measure-theoretically a singleton. As in the abelian symmetric space example above, that suggests a Zariski-open orbit, and in fact I shall work in the context of real algebraic groups. Such a context is already strongly suggested by the structure of Strichartz symmetric spaces. But we must also deal with the fact that (outside exponential solvable groups) there is a second parameter | in addition to geometric (coadjoint) orbits | that appears in the orbital description of the irreducibles | namely, the dual of the component group of the stabilizer of functionals in the orbits. Taking that into consideration, I shall prove in this paper whose union is conull.
(Note that either condition in (i) requires that Cent G H.) How can such a theorem be proven? Based on 8], it seems clear that a proof must involve a scheme which incorporates an amalgamation of the Mackey Machine and the Orbit Method. In attempting to set up such a scheme I noticed that the \little" homogeneous spaces that arise nearly re ect the nature of the original symmetric space G=H, but of course have smaller dimension. This suggests the possibility of an inductive procedure. In fact I can implement such a procedure (see x5). Moreover, in addition to the proof of Theorem 1.1, it enables me to settle the conjecture in 18] | namely I can prove Theorem 1.2. Let G be real algebraic, an involution of G; H = G . Then the quasiregular representation = Ind G H 1 has nite multiplicity.
This theorem generalizes van den Ban's theorem in the reductive case 2] and Benoist's theorem in the exponential solvable case 4]. In the latter, the multiplicity is free. While this is not so in the reductive case, it is expected (although not proven yet apparently) that the multiplicity is bounded. I shall show that the multiplicity of any algebraic symmetric space is bounded if it is true in the reductive case (see Theorem 7.3 
below).
One detail in the proof of Theorem 1.2 is worth mentioning at this point. One knows that typically one can expect cocycle obstructions to be associated with the little groups (or homogeneous spaces) that arise in the Mackey Machine. However, their description has been essentially integrated into the Orbit Method in 7]. Nevertheless, this appearance has the potential of disrupting the inductive scheme since the little homogeneous spaces may have a twist that does not appear in the original. One can overcome that problem by installing the twist into the original structure | the little homogeneous space twist will be of exactly the same type. We shall do this, and in fact we shall deduce Theorem 1.2 from the following more general theorem, which we shall prove by the enhanced inductive scheme. The organization of the paper is as follows. In section 2 we present some of the most elementary examples of symmetric spaces with irreducible or a nite sum of irreducibles. Motivated by Theorem 1.1, we call these symmetric spaces (or their quasi-regular representations ) orbital or quasi-orbital respectively. Section 3 contains two auxiliary results: (i) the fact that any involution preserves some Levi component; and (ii) the computation of the Penney distribution spaces for an orbital symmetric space. The latter establishes that the distribution-theoretic form of Frobenius reciprocity holds for orbital symmetric spaces. In section 4 we make the orbital terminology precise. Then in section 5 we develop in detail the inductive scheme. It is at this point that we e ect the basic integration of the Mackey Machine and Orbit Method that activates the scheme. We also prove here that the little homogeneous spaces are symmetric. In section 6 we prove Theorem 1.1, and in section 7 we prove Theorems 1.2 and 1.3. We present in section 8 another suggestive example and two conjectures. Finally, section 9 is an appendix containing an argument supplied by the referee.
2. Elementary examples and observations. In this section we initiate our study by exhibiting a few of the simplest examples of orbital and quasi-orbital symmetric spaces. We also examine the e ect of passing to a component stability group. Finally, we investigate the likelihood of the phenomena occurring for several standard types of groups. implies that, since 6 = , the spaceH is trivial, and therefore = 0.
In fact we can also prove the converse. 4. The orbital interpretation. In order to justify the name, we would like to bring the family of orbital symmetric spaces under the rubric of the Orbit Method. In particular, we would like to characterize | in orbital terms | these spaces. In this section we formulate precise orbital criteria for G=H to be orbital or quasi-orbital. In the next two sections we set up the inductive scheme required for the proof of the criteria.
We take our cue from prior work on orbital formulations of harmonic analysis on homogeneous spaces ( 12] 15]). These papers suggest the orbital integral formulae But we already saw that dimh=h = dimq. Hence q = 0. The theory of real polarizations and induced representations suggests that the representation = Ind G H ; (exp X) = e i (X) , which is precisely since (h) = 0, should be irreducible | at least if H includes the stability group. Taken together, these remarks provide further corroboration for the plausibility of Theorem 4.1. Also, included in the above proof is a result which will be needed in the proof of Theorem 6.1. I close this section with two remarks about di erential operators. The rst is that if G=H is orbital, then D(G=H) | the algebra of G-invariant di erential operators on G=H | must be trivial. But, unlike in the Riemannian or nilpotent situations, G=H may not be di eomorphic to exp q and in fact the algebra of H-invariants D(q) H may be non-trivial. When H is not reductive, the existence of an open H-orbit on h ? does not imply the same on q. The reader can verify these claims by means of Example 2.1(iia). Now the fact that the algebra of unbounded operators D(G=H) is trivial when is irreducible, although strongly suggested by the triviality of the commutatant (of bounded operators) of , is not obvious. The referee has supplied a proof which is found in section 9.
5. The inductive technique. The immediate goal is a proof of Theorem 4.1. Suppose G = R n N is algebraic, an involution of G. By Theorem 3.1, it is no loss of generality to assume R is -invariant. Then H = G = S n M; S = R ; M = N . Now the strategy is to apply the Mackey Machine to the analysis of . We shall see that it is possible to develop an inductive procedure or scheme which relates issues for the symmetric space G=H to corresponding matters on the \little homogeneous spaces." We shall construct the scheme by stirring the Mackey Machine output into the analysis of in situations of successively greater generality. At each stage we add some new ingredients into the mixture they have lower dimension than that of G=H. So as we said in x2, the contours of the inductive technique begin to be evident. That is, if we wish to derive some property of , we can assume by induction that all the 's have it (usually manifested in (5a.3)), and then try to control the outer integral in (5a.1) or (5a.2). 5b. No Mackey obstructions. Now we want to extend to non-abelian unipotent radical. To see how the computation of part (a) might generalize, we temporarily make two dramatic, and ultimately untenable, assumptions. The rst of them is that: generically onN(M), any representation extends to an ordinary representation~ R of R N. In that case we can do the following. We know by the nilpotent theory that The second of our excessive assumptions is that~ R j S =~ S (so that in particular we can drop the subscript and write unambiguously~ ). But let us be quite clear:~ exists naturally on S ; it is the extension to R that is entirely too much to expect. Nevertheless, we continue with the computation
Now it is not too di cult to show: suppose that the quasi-regular representations = Ind R S 1 are type I and have direct integral decompositions (5b.1)
Since these computations are all made presuming unrealistic hypotheses, and since I shall not actually need (5b.2) in the sequel, I omit the proof. But I do include the proof of Replacing by ? we get ? ( (g X)) = ? ( (X)). That is, ( (g) (X)) = ( (X)), which says (g) 2 G . But G = G N, so preserves G . Then R = G \ R, and the -invariance of R implies that R is also invariant. Clearly R = R \ R = R \ S = S . We note for future reference that we have also proven that the spaces G =H ; 2 m ? , are symmetric. where n = #(R \N(M))=S.
Hence, as in part (a), we have the makings of an inductive technique | i.e. a passage from the symmetric space G=H to the lower dimensional little symmetric spaces R =S . In fact a formal proof of Theorem 4.1 could be built around (5b.3) and (5b.4). But unfortunately we must acknowledge the unlikelihood of the assumptions we made on~ being satis ed. Basically they only hold when the Mackey obstructions to~ R existing as an ordinary representation of R vanish. Typically the obstructions don't vanish | they have two components: an obstruction to extending the character (see below) from N to G ; and the possible failure of the existence of a G -invariant polarization in Sp(n=n ) | which causes a 2-fold obstruction to appear. The means of dealing with these obstructions, as well as their integration into the Orbit Method framework, were accomplished simultaneously by Du o in 7] . It is our purpose to further integrate that mechanism with the symmetric space structure. where is any irreducible representation ofG satisfying (n ; s) =~ (n ; s)Id. Thus the little group spectrum is parameterized by the spectrum of IndG Ñ ~ | which we write as G (Ñ ;~ )^. Now we bring in the symmetric space structure. Indeed, we do not need the entire set G (Ñ ;~ )^. We only need the part that contributes to the quasi-regular representation . (ii) The rst equation is clear from part (i). The second follows from the fact that N splits inÑ . It is also evident thatH \Ñ =M and that H \ N = M .
We already observed in the proof of Lemma 5.1 that preserves G . It is also clear that extends canonically toG | namely, (g ; s) = ( g ; s). ObviouslyG =H and the symmetric spaceG =H is the same as G =H .
Next we observe that has a canonical extension to K by setting it equal to 1 on H .
That is a consistent thing to do since on H \ N = M , the character is identically 1.
Also,~ has a canonical extension toK . That is because, by 13], the representation has an extension to S . By the Du o theory, the only way that can happen is if We recall that S N = K N and so it will be enough to prove (5c.6) on K . Furthermore, we know from Lemma 5.2 that K = H N , so it will be su cient to examine~ onH . We do it by induction on dimN. Low dimensional cases (say less than three) correspond to abelian N and the argument is trivial. The induction argument itself is patterned after 7,pp. 102,3]. But before starting it, we examine the case of an invariant real polarization b. So suppose 2 m ? is left invariant by a group of automorphisms S (of N), and that there also exists a real polarization b for preserved by S.
In that case the representation is realized by = Ind N B and the explicit formula for (f) is given in 16 So we may assume z \ m = f0g; dimz = 1 and j z 6 = 0. In that case, we consider the characteristic ideal a = Cent n; n]. Either n is Heisenberg, or a is an abelian ideal strictly bigger than z. Set n 1 = Cent n ( j a ), a -and S-invariant proper ideal in n. Set 1 = j n 1 .
We consider two possibilities: Moreover, if we compute the transformed group action in the last Hilbert space we nd that the N action is speci ed by f ! F f; ! n F f; (g ) = (g ng ?1 )F f; (g ) = (g ) (n)f(g ) = F f; (n) ; and theG -action is determined by
But this proves precisely that we have a unitary equivalence
and the lemma is proven. Now we put it all together to obtain
Thus we have reduced the study of the symmetric space quasi-regular representation = Ind G H 1 to the study of the induced representations IndG K ~ . This falls short of our goal for two reasons: the latter are not quasi-regular representations (~ 6 = 1); and alsoG =K is not symmetric. How can there be an inductive scheme if the inherited structure di ers from the original | in two ways yet? Indeed, we shall overcome both di culties with a single change of reference.
5d. Full generality. Set q = ker j n ; Q the corresponding analytic subgroup of N .
It is clear that g ; q ] n , and obviously g ; q ] = 0. That is, q is an ideal in g . Furthermore n =q is central in g =q . This is because g ; n ] n and g ; n ] = 0, so that g ; n ] q . In fact these properties lift to the groups. = Ind G HZ . If we redo the entire computation of section 5c starting with in place of , the key point is that the inner integral in (5c.15) is still totally governed by (5c. Proof. In fact there is not much more to do beyond what we have already done. We only need to review and redo the computations in section 5c, and make some observations:
(1) The set + (m + z) ? is independent of the choice of . (2) Formulas (5d.1-3) embody the inductive scheme that we have envisioned. We use them critically in the next two sections.
Remark. We note that the entire scheme of this section (and so its consequences in the next two sections) relies critically on G being algebraic. Without that, there is no Levi decomposition and one cannot even get started in setting up an inductive technique. 6 . The orbital criterion. We reformulate Theorem 4.1 so as to accommodate the more general representation in place of the quasi-regular representation . We prove the reformulated form of the theorem using the inductive scheme from x5 (see Theorem whose union is conull.
Remark. It is obvious that Theorem 4.1 is a special case of Theorem 6.1 (taking Z = f1g; = 1). As in that theorem, either condition in (i) forces Cent G HZ. 3] ) that (G ) = G N . Therefore (G ) =Q = G N =Q (HZ) N =Q H N =Q . Hence, we may apply an induction hypothesis to obtain irreducibility in (5d.1), and so also for the inner integral in (5d.2). From Theorem 5.5 we obtain the irreducibility of .
If we moderate the assumption to the condition in statement (ii), then essentially the same argument shows that + (m + z) ? (n)]=H is nite and n < 1. The induction hypothesis applies to the inner integral again, and we get a nite sum of irreducibles. Combining these observations, we see that is also a nite sum of irreducibles. This completes the proof of the su ciency of the orbit condition in statements (i) and (ii). In order to prove the converse, we require another To compute the dimension of the left side of (6.1) we observe that (using p We leave the details of the similar | but much easier | argument for necessity in item (ii) to the reader. 7 . Algebraic symmetric spaces have nite multiplicity. We now reap an enormous bene t from the inductive scheme set up in x5. Namely, we settle the conjecture from 18] | at least in the algebraic case. We prove that algebraic symmetric spaces always have nite multiplicity. In fact we prove the slightly more general Of course we have as a corollary (by taking Z = f1g; = 1) Theorem 7.2. Let G be algebraic, an involution, H = G . Then the quasi-regular rep = Ind G H 1 has nite multiplicity. Proof of Theorem 7.1. The proof, which is by induction on dimension, makes critical use of formula (5d.3) from Theorem 5.5. The key point is that the \little representations" = IndG =Q K =Q ~ have the same structural properties as . Now the result is patently true for groups of dimension 1. To implement the induction argument, we observe that the only way the numbers dimG =Q could fail to be smaller than dimG is if Q is trivial and G = G . But then N = N which implies is trivial on the commutator subgroup of N | that is, it is a character. But then if Q is trivial, N must be 1-dimensional and G is reductive. The structure then devolves to = Ind G H ; = :
But we have seen that this forces to be trivial on H 0 , and the nite multiplicity of follows from that of Ind G H 0 1; which fact is proven in 2]. Therefore by (5d.3) and the induction assumption, to prove nite multiplicity it is enough to prove that the numbers n are nite. The proof of that fact is almost the same argument as in 18], which is the heuristic argument motivating the original nite multiplicity conjecture. Speci cally, we must show that generically on + (m + z) ? (n) the number of H-orbits is nite. But we have
That is H has open orbits on + (m + z) ? (n), and by the algebraic assumption there can only be nitely many.
Proof of (7. # components of (G \ h ? ) < 1:
We can now state Theorem 7.3. Suppose that for any reductive symmetric space G=H the multiplicity function in = Ind G H ; = is bounded above by n G;H . Then for any algebraic symmetric space the multiplicity function in (Theorem 7.2) or (Theorem 7.1) is uniformly bounded. Proof. We incorporate the twist into the argument. In fact the induction assumption is precisely that multiplicity in sup
In analogy with the proof of Theorem 7.2, the reductive case comes down to precisely that the multiplicity is dominated by n G;H | which unfortunately we can only postulate at this point. As usual we use (5d.3). Set (g =G; h; ) = set of G-orbits in g that meet + (h + z) ? (g) (n =G; m; ) = set of G-orbits in n that meet + (m + z) ? (n) (g =G ; h ; ) = set ofG -orbits in g that meet + k ? (g ):
Then by (5d.3) and the induction hypothesis, the theorem will be proven if we can show that | for 2 + (h + z) ? ; = j n ; = j g , corresponding to which G 2 ( Let 2 g ; (h ) = 0; j n = j n . De ne = G where is any extension of + that is 0 on h. This is well-de ned as follows: if 1 = g 1 ; g 1 2 G ; 1 (h ) = 0, then let 1 be any extension of 1 + that is 0 on h. Then g 1 j n = = 1 j n ; g 1 j g = 1 = 1 j g ) g 1 = n 1 some n 2 N ) G = G 1 . Claim: the map T : G ! is a bijection.
Onto: Let 2 g ; (h) = 0; j n = . Let = j g . Then j n = j n and (h ) = (h ) (h) = 0.
1-1: Suppose 1 ; 2 2 g ; j j n = j n ; j (h ) = 0. Let 1 ; 2 be extensions and suppose g 1 = 2 . Then g = ) g 2 G . But then g 1 = 2 for g 2 G . Now x a G-orbit = G that meets + (h + z) ? (g). It maps to a G-orbit ! = G that meets + (m + z) ? (n). Moreover it is clear that H-orbits in the former map to H-orbits in the latter. So we get a surjective map fG \ + (h + z) ? 8. Another example and two more questions. The point of this concluding section is to demonstrate that (quasi-)orbital symmetric spaces are actually quite common; and to raise two questions on orbital symmetric spaces that I have not been able to settle.
Consider the semidirect product G n = GL(n; R)n R n with the natural action. Identify G n to a subgroup of GL(n + 1; R) in the usual way G n = r v 0 1 : r 2 GL(n; R); v 2 R n 1 ; : Let = ( 1 ; : : : ; n ; 1) denote a diagonal matrix in GL(n + 1; R) with j = 1; 1 j n.
De ne an involution on G n by (g) = g . Note that any standard parabolic subgroup of GL(n + 1; R) is -invariant. In particular the maximal parabolic G n is -invariant. Proposition 8.1. For any , the symmetric space G n =G n is orbital.
Proof. First note that it is no loss of generality to assume is of the form that is r plus ones followed by s minus ones, r + s = n. Indeed, given any we pick a representative w of the element in the Weyl group (in GL(n + 1; R)) that conjugates the original into the one of the form (8.1). But since the last diagonal entry is +1, w is actually in GL(n; R) G n . Now it is easy to see that with given by (8. One could play the same game over C , or with SL(n; ) instead of GL(n; ), and with other split groups. I have a great deal of computational evidence for the general result suggested by Proposition 8.1 | although at the moment, no complete proof. So I formulate Question 8.2. Let G be a split connected reductive Lie group, an involution of G which is not a Cartan involution. Let P be any parabolic subgroup of G which is -invariant. Then is it true that P=P is quasi-orbital? Here is the second unresolved issue. Suppose = Ind G H 1 is orbital. This says that is monomial in a very strong sense. The question is whether the monomial nature of is accidental or intrinsic | that is, if an irreducible arises from an orbital symmetric space, then must its Mackey Machine realization also be monomial? The latter can be examined through the lens of Theorem 5. The irreducibility of forces S to have a Zariski-open orbit onN(M) and IndG K ~ to be irreducible. Applying the inductive scheme, we would deduce that the latter is \Mackey-monomial"; and then to conclude the same for it would be enough to have a positive resolution of 
