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PSEUDOCONTINUATION AND CYCLICITY
FOR RANDOM POWER SERIES
EVGENY ABAKUMOV AND ALEXEI POLTORATSKI
Abstract. We prove that a random function in the Hardy space
H
2 is a non-cyclic vector for the backward shift operator almost
surely. The question of existence of a local pseudocontinuation for
a random analytic function is also studied.
1. Introduction
The study of various properties of random analytic functions has
become an integral part of complex analysis during the last century.
A natural way to introduce ”randomness” on a space of analytic func-
tions is to consider random power series, i. e. power series whose
coefficients are independent complex-valued random variables. This
approach was first utilized by Borel [4] at the end of 19th century.
Borel was concerned with the absence of analytic continuation for a
random function. Later such studies were continued, among others, by
Steinhaus [14], Payley and Zygmund [9]. It was shown that random
analytic functions with Steinhaus- or Rademacher-distributed coeffi-
cients cannot be analytically continued through any arc of their circle
of convergence almost surely. The book by J.-P. Kahane [7] contains
an excellent introduction to this circle of questions as well as further
results and historical references.
The notion of pseudocontinuation (see Section 2 for the definition),
that generalizes the notion of analytic continuation, was introduced
by H. Shapiro in [13]. The important role of pseudocontinuations in
operator theory was discovered by Douglas, Shapiro and Shields in
[6]. In addition to the operator theory, pseudocontinuable functions
appear in a number of applications in function theory, in the theory of
stationary Gaussian processes, etc., see [10, 8] or [11] for a recent review
of this area. One of the goals of this paper is to extend the classical
results on the absence of analytic continuations for random analytic
functions mentioned above to the case of pseudocontinuations.
The second author is supported by N.S.F. Grant No. 0500852.
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The main result of [6] establishes a relation between pseudocontinu-
ation and cyclicity. Recall that a vector v is cyclic for a linear operator
L on a Banach space if the closed linear span of Lnv, n = 1, 2, ... is
equal to the whole space. We will denote by B the standard operator
of backward shift on the Hardy space H2 (see, for instance, [8, 5]) in
the unit disk D defined as
Bf(z) =
f(z)− f(0)
z
.
Since B is the only linear operator considered in this paper, we will
call a vector from H2 cyclic if it is cyclic for B. The backward shift
operator is one of the main objects of the functional model theory.
For a thorough discussion of this theory we refer the reader to the
well-known book by Nikolski [8] . It was shown in [6] that a function
from H2 is a cyclic vector for B if and only if it does not admit a
pseudocontinuation into the complement of the unit disk Cˆ \ D¯. This
connection between (non-)cyclicity and pseudocontinuation allows one
to establish numerous properties of the set of cyclic vectors C.
One of such properties of C is that it is a dense Gδ-subset of H2 with
respect to the norm topology. I.e., quasi almost all functions in H2, in
the sense of Baire, are cyclic. In view of this fact it is natural to ask if
a ”randomly chosen” vector from H2 is cyclic almost surely. This ques-
tion was brought to our attention by N. Nikolski and, independently,
by D. Sarason. Here we give a positive answer to this question in the
form of the following theorem:
Theorem 1.1. Consider the random power series
F (z) =
∞∑
n=0
Xnz
n, Xn = Xn(w),
where the coefficients Xn are independent random complex variables.
Suppose that F (z) belongs to H2 almost surely. Then either
(i) F (z) is a cyclic vector almost surely, or
(ii) there exists a (deterministic) function F0 ∈ H2 such that F −F0
is a polynomial almost surely.
Remark 1.2. Classical situations of Steinhaus, Gaussian or Rademacher
random variables are covered by (i). Case (ii) is pathological: it occures
when the random variables Xn asymptotically resemble point charges.
In this case F is cyclic a.s. if F0 ∈ C and non cyclic a.s. if F0 ∈ H2\C.
Theorem 1.1 is proved in Section 2. The proof is based on non-
pseudocontinuability of lacunary series studied in [6, 1, 2, 3]. In our
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argument we make use of the remarkable results by A. Aleksandrov
from [3].
Section 3 is devoted to local pseudocontinuations. The results from
[14], [9], and [12] show that (in most cases) random power series do not
admit local analytic continuations almost surely. It is natural to ask
if these results will remain true after ”continuation” is replaced with
”pseudocontinuation”. A positive answer to this question is given in
Theorems 3.1 and 3.2.
2. Pseudocontinuation into Cˆ \ D¯ and cyclicity
In this paper we are using the standard probabilistic setup described
in [7], where the reader can find all the necessary definitions and basic
properties.
Let (Ω,A,P) be a probability space. We will consider a sequence of
independent random complex variables Xn (Xn = Xn(w), w ∈ Ω) and
study the properties of the random power series F (z) =
∑∞
n=0Xnz
n.
When studying such properties one should start by verifying that a
property is an event, i.e. that the set A of w, such that the function
corresponding to the sequence {Xn(w)} satisfies the desired property, is
measurable: A ∈ A. We will be mostly interested in the events A that
do not depend on the values of any finite number of variables Xn, i. e.
the sets A ∈ A with the property that if w ∈ A and Xn(w) = Xn(w′)
for all but finitely many n then w′ ∈ A. By the zero-one law the
probability of any such event is 0 or 1.
First let us list some examples of such events A:
1) The radius of convergence of F is equal to r, where r is a fixed
positive number or +∞;
2) F (z) belongs to the space H2;
3) F (z) is a cyclic vector in H2.
In some cases it is clearly true that the property is an event: in the
first example it suffices to see that r(w) = (lim supX
1/n
n )−1 is a mea-
surable function of w. In other cases this step requires a considerable
effort, like in our 3rd example (it will follow from Lemma 2.4). After
the measurability is established, it is usually clear if an event like 1)-3)
depends on the values of a finite number of variables. If it does not,
one can apply the zero-one law.
In our first example the zero-one law implies that the random series
F (z) has the same radius of convergence for almost all w. Throughout
this paper we will denote this deterministic radius by rF .
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Let f be analytic in the disk {|z− a| < r} and let I be an arc of the
boundary circle {|z−a| = r}. We say that f admits a pseudocontinua-
tion through I into an open (in Cˆ) domain D ⊂ {|z− a| > r}, ∂D ⊃ I,
such that {|z − a| < r} ∪ I ∪ D is open, if there exists a function g
from the Nevanlinna class N (D) such that the non-tangential limits of
f and g coincide almost everywhere on I. The function f is said to
be pseudocontinuable through I if it admits a pseudocontinuation into
some domain D as above. Recall that the Nevanlinna class N (D) is
defined as a set of ratios of two bounded analytic functions in D.
Now we will formulate the following result on pseudocontinuation of
a random power series. It will imply the cyclicity result Theorem 1.1.
Theorem 2.1. Consider a series F (z) =
∑∞
n=0Xnz
n, where Xn =
Xn(w) are independent random complex variables. Suppose that the
radius of convergence of the series F (z) is equal to r > 0 almost surely.
For any n ≥ 0 denote ǫn = 1−maxζ∈C P (Xn = ζ).
a) If
∑∞
n=0 ǫn = ∞ then F (z) does not admit a pseudocontinuation
through its circle of convergence into Cˆ \ rD almost surely.
b) If
∑∞
n=0 ǫn < ∞ then there exists a (deterministic) power series
F0(z) =
∑∞
n=0 Fˆ0(n)z
n such that F −F0 is a polynomial almost surely.
An important role in the proof of Theorem 2.1 is played by a result on
R-sets from [3]. Following [3] we say that a subset Λ of Z+ is an R-set
if any analytic in the unit disk function f(z) =
∑
n∈Λ anz
n, that has
a pseudocontinuation across T, also admits an analytic continuation
across T.
Theorem 2.2. [3] Let Λ ⊂ Z+. Suppose that for all sufficiently large
positive integers s there exists a positive integer m such that
Λ ∩ {−s+mZ} = ∅.
Then Λ is an R-set.
A trivial example of an R-set is a finite set. Among the non-trivial
examples, let us mention the set of all squares {n2}n∈Z and the set of
all prime numbers, see [3].
To prove Theorem 2.1 we will need the following two lemmas. The
first one concerns arithmetic properties of R-sets, and the second is the
statement on the measurability of the considered sets of power series.
Lemma 2.3. Let
∑∞
n=0 ǫn be a divergent series of non-negative real
numbers. Then there exists an R-set Λ ⊂ Z+ such that
∑
n∈Λ ǫn di-
verges.
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Proof. We start by proving that if for two positive integers s1 and s2
∑
n 6∈{−si+mZ}
ǫn <∞
for all m ≥ 1, then s1 = s2.
Indeed, assume that s1 6= s2 and choose m > max(s1, s2). Then the
complements (in Z+) of the sets {−si +mZ}, i = 1, 2, cover Z+ and
hence ∑
n 6∈{−si+mZ}
ǫn =∞
either for i = 1 or for i = 2.
Therefore there is at most one s0 > 0 such that for any m ≥ 1∑
n 6∈{−s0+mZ}
ǫn <∞.
If such an s0 does not exist, put s0 = 0. It follows that for any s > s0
there is m > 0 such that ∑
n 6∈{−s+mZ}
ǫn =∞.
Now we construct Λ using a variation of the diagonal process.
Choose m1 > s0 + 1 such that∑
n 6∈{−s0−1+m1Z+}
ǫn =∞ and set Λ1 = Z+\{−s0 − 1 +m1Z}.
Then choose m2 > s0 + 2 sufficiently large so that∑
n 6∈{−s0−2+m2Z}
ǫn =∞ and
∑
n∈Λ1∩[0,−s0−2+m2]
ǫn > 1.
Set Λ2 = Λ1 \ {−s0 − 2 +m2Z+}.
On the k-th step choose mk > s0 + k sufficiently large so that∑
n 6∈{−s0−k+mkZ}
ǫn =∞ and
∑
n∈Λk−1∩[0,−s0−k+mk]
ǫn > k − 1.
Set Λk = Λk−1 \ {−s0 − k +mkZ+}.
Now put Λ = ∩∞k=1Λk. By our construction
∑
n∈Λ ǫn = ∞ and Λ
satisfies the hypothesis of Theorem 2.2. Thus Λ is an R-set. 
Lemma 2.4. Let F be as in the statement of Theorem 2.1 and let I be
an arc of the circle of convergence of F . The set of all w corresponding
to funcitons F that admit a pseudocontinuation through I is an event.
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Proof. It is enough to show that the set of w defined by F that admit
a pseudocontinuation through I into a fixed domain D, adjacent to I,
is an event.
Consider the Nevanlinna class N (D). Without loss of generality
one can assume that D is a simply connected domain with smooth
boundary. Let φ be a conformal map from D to D. Any function f
from N (D) can be represented as g ◦φ, where g is from the Nevanlinna
class in D. The function g can be represented as
g = exp
(∫
T
1 + ξ¯z
1− ξ¯z
dµ(ξ)
)
B1
B2
(1)
where µ is a finite real measure on T and B1, B2 are Blaschke prod-
ucts. Let us denote by S1 and S2 the Blacshke sums for B1 and B2
correspondingly. We will denote by Nn the subset of N (D) consist-
ing of functions f , for which the corresponding µ,B1 and B2 satisfy
||µ||+ S1 + S2 ≤ n.
Denote by L0(I) the set of all Lebesgue-measurable functions on I
with the topology of convergence in measure. Denote by Ln the subset
of L0(I) consisting of the boundary values of functions from Nn. Let
Cn be a countable subset of Nn that is dense in Ln with respect to the
topology of L0(I). For p ∈ Cn, m ∈ N, denote by Smp the set of all
power series F in D that satisfy
|{|F − p| > 1/m} ∩ I| < 1/m.
The set of w corresponding to Smp is a measurable set (an event). The
set of all functions F admitting a pseudocontinuation from Nn is the
set
∩m ∪p∈CnS
m
p , (2)
which is, therefore, also an event.
Indeed, it is easy to see that the set in (2) contains all functions F
admitting a pseudocontinuation from Nn. To prove the other inclusion,
notice that functions F contained in this set have the property that in
every neighborhood of F , with respect to the topology of L0(I), there
is a function f ∈ Nn. Hence one can choose a sequence fk of such
functions converging to F a.e. on I. Since all fk belong to Nn, from
this sequence one can choose a subsequence fnk such that the measures
µnk from (1) converge ∗-weakly on T and the Blaschke products B
nk
1
and Bnk2 converge normally in D.
In other words fnk = ϕk/ψk, where ϕk and ψk are bounded (uni-
formly in k) analytic functions, converging normally to ϕ and ψ cor-
respondingly (ψ 6= 0 a.e. on I because fnk ∈ Nn). Note that normal
convergence in D implies weak convergence of the boundary values of
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ϕk and ψk in L
2(I) to the boundary values of ϕ and ψ correspondingly.
One can show that together with the fact that ϕk/ψk tends to F a.e.
on I, this implies that F = ϕ/ψ a.e. on I.
Finally, the set of all F admitting a pseudocontinuation through I
is an event because it is equal to
∪n ∩m ∪p∈CnS
m
p .

Obviously, on any circle there exists a countable family of arcs such
that any arc contains an arc from that family. Together with the last
lemma this observation gives the following corollary, which will be used
in the next section.
Corollary 2.5. Let F be as in the statement of Theorem 2.1. The set
of all w corresponding to functions F for which there exists an arc I
of the circle of convergence, such that F admits a pseudocontinuation
through I, is an event.
Proof of Theorem 2.1. We will suppose without loss of generality that
r = 1, and we will say for simplicity that an analytic function f in the
unit disk is pseudocontinuable if it is pseudocontinuable through the
unit circle into Cˆ \ D¯. It follows from Lemma 2.4 that the set A of all
pseudocontinuable functions is an event.
First, suppose that
∑∞
n=0 ǫn < ∞. For every n ≥ 0 denote by an
a complex number such that P (Xn = an) = 1 − ǫn and set F0(z) =∑∞
n=0 anz
n (such a number exists by the definition of ǫn). Then the
probabilities
pN = P (Fˆ (n) = an for all n ≥ N ) =
∞∏
n=N
(1− ǫn)
tend to 1 as N →∞. Therefore, F −F0 is a polynomial almost surely.
In particular, F is pseudocontinuable almost surely if and only if F0 is
pseudocontinuable.
Consider now the essential case when
∑∞
n=0 ǫn =∞. By Lemma 2.3
one can choose a subset Λ of Z+ such that Λ is an R-set and
∑
n∈Λ ǫn =
∞. Construct a sequence {Tn}n≥0 of automorphisms (measure-preserving
bijections) of the probability space Ω such that Tn is the identity map
for n 6∈ Λ and P (Xn(w) 6= Xn(Tn(w))) ≥ 2ǫn for n ∈ Λ.
To give an idea of how to construct such Tn we will assume that Ω
is the circle T with Lebesgue measure. Recall that by our definition
ǫn = 1−maxξ∈C P (Xn = ξ). Then the automorphism Tn of Ω = T, sat-
isfying P (Xn(w) 6= Xn(Tn(w))) ≥ 2ǫn, can be chosen as an appropriate
rotation of T.
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To complete the proof let us notice that, since any polynomial is
pseudocontinuable, the existence of pseudocontinuation does not de-
pend on any finite number of coefficients. So by the zero-one law the
probability of the event ”F (z) is pseudocontinuable” is equal to 0 or 1.
We will assume that this probability is 1 and obtain a contradiction.
If F is pseudocontinuable almost surely then so is
F˜ =
∞∑
n=0
Xn(Tn(w))z
n
because the random variables Xn(w) andXn(Tn(w)) are similar. Hence
the difference
F (z)− F˜ (z) =
∑
n∈Λ
(Xn(w)−Xn(Tn(w))) z
n
is pseudocontinuable almost surely. Since Λ is an R-set, F (z) − F˜ (z)
must have an analytic continuation through T into a neighborhood of
D¯ almost surely. A function analytic in D that has a meromorphic
pseudocontinuation to Cˆ \ D¯ and, at the same time, has an analytic
continuation through T must be a rational function with poles outside
of D.
So the function F (z) − F˜ (z) is rational a.s., and its spectrum (the
set of all n for which n-th Taylor coefficient is non-zero) is included in
Λ. Now it follows easily (see also [3]) that F (z) − F˜ (z) is a polyno-
mial almost surely. By the Borel-Cantelli Lemma this contradicts the
condition that
∑
n∈Λ ǫn =∞.

Proof of Theorem 1.1. Suppose first that
∑
ǫn <∞. The second state-
ment of the theorem can be proved in the same way as the second
statement of Theorem 2.1.
Now let
∑
ǫn = ∞. Since F ∈ H2 a.s., rF ≥ 1. If rF = 1 then the
statement follows directly from Theorem 2.1.
Suppose that 1 < rF < ∞ and F is non-cyclic with probability
greater than zero. Then by the 0-1 law it is non-cyclic with probability
one, i.e. it has a pseudocontinuation F˜ through T into Cˆ \ D¯ a.s. From
the uniqueness of pseudocontinuation, F˜ coincides with the analytic
continuation of F through T in {1 < |z| < rF}. The restriction of
F˜ to {|z| > rF} is a pseudocontinuation of F through the circle of
convergence into Cˆ \ rD which exists a.s. This contradicts Theorem
2.1.
Finally, assume that rF =∞. If F has a pseudocontinuation through
T into Cˆ \ D¯ a.s. and, at the same time, is an entire function, then it
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is a polynomial a.s. By the Borel-Cantelli Lemma this can only occur
if
∑
ǫn <∞ and we obtain a contradiction. 
3. Local pseudocontinuations
As was mentioned in the introduction, classical theorems on local
analytic continuation of random power series from [14], [9] and [12] can
be strengthened to cover local pseudocontinuations. This is the goal of
this section.
In Section 2 we proved that the properties of random series consid-
ered below are events (see Corollary 2.5) and so these matters do not
need to be addressed in the proofs here. In the proofs we combine the
ideas from the proof of the Ryll-Nardzewski theorem given in [7] with
Lemma 2.3.
Recall that X is said to be a symmetric random variable if X and
−X are equidistributed.
In Theorem 3.1 we prove the a.s. absence of local pseudocontinuation
for the symmetric random variables. This includes the classical case of
Gaussian, Steinhaus and Rademacher variables.
Theorem 3.1. Let F (z) =
∑∞
n=0Xn(w)z
n be a power series where
{Xn(w)} is a sequence of symmetric independent random variables. Let
rF be the radius of convergence of F (z) and suppose that 0 < rF <∞.
Then F (z) does not admit a pseudocontinuation across any arc of the
circle {|z| = rF} almost surely.
Proof. Let I be an open arc of the circle |z| = r = rF . We will prove
that F (z) does not admit a pseudocontinuation across I almost surely.
Assume the opposite. Then by the zero-one law F (z) admits a pseudo-
continuation across I almost surely. To obtain a contradiction we will
show that this implies that F (z) admits a pseudocontinuation across
the whole circle {|z| = r} almost surely.
To do this first choose an integerm > 2pir
|I|
. For any k = 0, 1, 2, ..., m−
1 define ǫkn = −1 if n ≡ k (mod m) and ǫ
k
n = 1 if n 6≡ k (mod m). Put
Fk(z) =
∑∞
n=0 ǫ
k
nXnz
n. Then the functions Fk are pseudocontinuable
across I because the random variables Xn are symmetric. Hence the
same is true for
F (z)− Fk(z) =
∞∑
j=0
2Xk+jmz
k+jm = zkHk(z),
where the function Hk has the property Hk(z) = Hk(e
2pii
m z) for any k.
It follows that Hk is pseudocontinuable not only through I but through
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the whole circle {|z| = r} almost surely and therefore
F (z) =
1
2
m−1∑
k=0
zkHk(z)
admits a pseudocontinuation across {|z| = r} almost surely.
Now recall that r = (lim sup |Xn|1/n)−1 almost surely. Hence there
exists a sequence δn ↓ 0 such that∑
n≥0
P (|Xn|
−1/n < r + δn) =∞.
By Lemma 2.3 there exists an R-set Λ ⊂ Z+ such that∑
n∈Λ
P (|Xn|
−1/n < r + δn) =∞.
Put X ′n = Xn if n 6∈ Λ and X
′
n = −Xn if n ∈ Λ. Then the random
variables Xn and X
′
n are similar for all n. Since F (z) admits a pseu-
docontinuation across {|z| = r} almost surely, so does F ′ =
∑
X ′nz
n.
Therefore the random series
F − F ′ = 2
∑
n∈Λ
Xn(z)z
n
admits a pseudocontinuation across {|z| = r} almost surely. Since Λ is
an R-set, by Theorem 2.2, F − F ′ admits an analytic continuation to
a larger disk {|z| < r + 2ǫ} almost surely and thus∑
n∈Λ
P (|Xn|
−1/n < r + ǫ) <∞
(Borel-Cantelli Lemma), which contradicts our choice of Λ.

Now we consider the general case. The statement of Theorem 3.1,
without the requirement of symmetry, no longer holds true as shown
by the simple example where Xn is equal to 1 −
1
2n
or to 1 + 1
2n
with
probabilities 1
2
. Then rF = 1 but F a.s. has an analytic continuation
across any arc not containing 1.
Theorem 3.2. Consider a power series F (z) =
∑∞
n=0Xn(w)z
n, where
{Xn(w)} is a sequence of independent random variables. Let rF be the
radius of convergence of F (z) and suppose that 0 < rF < ∞. Then
there are two possibilities:
1) F (z) does not admit a pseudocontinuation across any arc of the
circle {|z| = rF} almost surely, or
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2) there exists a (deterministic) function F0(z) =
∑∞
n=0 anz
n such
that rF−F0 > rF and, if rF−F0 < ∞, F − F0 does not admit a pseudo-
continuation across any arc of {|z| = rF−F0} almost surely.
Proof. Suppose part 1) of the statement of the Theorem does not hold.
Then by the zero-one law there exists an open arc I of {|z| = r} such
that F admits a pseudocontinuation across I almost surely. Using Ω×Ω
as a new probability space consider
G(z, w, w′) =
∞∑
n=0
(Xn(w)−Xn(w
′))zn
where (w,w′) ∈ Ω×Ω. Now the coefficients of the random series G are
symmetric independent random variables and G is pseudocontinuable
across I almost surely. So, by Theorem 3.1, rG > rF and, if rG < ∞,
then G does not admit a pseudocontinuation through any arc of {|z| =
rG}. Clearly one can choose a point w0 ∈ Ω such that for almost all w,
rG(w,w0) = rG, and G(r, w, w0) does not admit a pseudocontinuation
across {|z| = rG}. Set an = Xn(w0), n ≥ 0, and denote F0(z) =∑
n≥0 anz
n. We have
F − F0 =
∞∑
n=0
(Xn(w)− an)z
n = G(z, w, w0),
and the result follows from our choice of w0.

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