Abstract. We show that as the ratio between the first Dirichlet eigenvalues of a convex domain and of the ball with the same volume becomes large, the same must happen to the corresponding ratio of isoperimetric constants. The proof is based on the generalization to arbitrary dimensions of Pólya and Szegö's 1951 upper bound for the first eigenvalue of the Dirichlet Laplacian on planar star-shaped domains which depends on the support function of the domain.
Introduction
Let Ω be a bounded domain (i.e. open connected set) in the d-dimensional Euclidean space R d , with d ≥ 1, and denote by λ 1 (Ω) the first eigenvalue of the Dirichlet Laplacian in L 2 (Ω). The Faber-Krahn inequality provides a lower bound for λ 1 (Ω), namely,
, where B 1 is the d-dimensional ball of unit radius and the absolute-value signs denote d-dimensional Lebesgue measure (later on we use the same notation for (d − 1)-dimensional Hausdorff measure of the boundary of Ω as well). Modulus a set of zero capacity, equality in (1) is attained if and only if Ω is a ball and it is thus of interest to understand how strong this connection is. More precisely, and assuming for the time being that we have a way of measuring how far a set is from the ball of the same volume in terms of elementary geometric quantities, we would like to answer questions such as the following: if a set is far away from the ball, must its first Dirichlet eigenvalue be much larger than that of the ball of the same volume? This particular question was given a positive answer in [G] , where the measure of deviation of a convex domain from the ball which was used was based on the support function of the domain. More recently, in [M, BC, FMP] the authors addressed the question of whether a domain for which λ 1 (Ω)|Ω| 2/d is close to the corresponding quantity for the ball must be close to the ball in the sense of Fraenkel asymmetry (i.e. Hausdorff distance if Ω is convex), again providing a positive answer. In this paper, we consider the issue of whether having a large first Dirichlet eigenvalue implies being away from the corresponding ball. Using the trivial upper bound λ 1 (Ω) ≤ λ 1 (B ρΩ ), where ρ Ω is the inradius of Ω, it is possible to give an immediate answer to this question in terms of ρ Ω . However, this bound is not very good in general, say for long parallelepipeds, and so our purpose was to obtain a different characterization which would behave better precisely when away from the ball.
The main result of this paper in this direction is the following estimate using the isoperimetric constant as a measure of deviation of Ω from B:
where B is the ball of volume |Ω|.
The proof is based on the following result:
This upper bound is a consequence of a stronger upper bound for λ 1 (Ω) holding in the more general case of star-shaped domains and which we believe to be of interest in its own right (cf Theorem 3 below). This is an extension to arbitrary dimensions of an upper bound for λ 1 (Ω) appearing in Pólya and Szegö's 1951 book [PS] in the planar case. As in the case of [G] , this bound also depends on the support function of the domain in a non-elementary way. Due to this, we postpone the statement of this result to the next section where we provide the necessary background, its proof being then given in Section 3.
The proof of Theorem 1 together with a brief discussion of optimality, and other applications of our bounds are given in Section 4 where, in particular, we obtain a sharp upper bound for the spectral gap. Finally, in the last section we recall some two-dimensional upper bounds and conjectures which will be used for comparison and consider some examples.
2. An upper bound for the first eigenvalue of star-shaped domains To state Pólya and Szegö's result and its generalization to arbitrary dimension we need to introduce a geometric quantity which measures how far away we are from the ball, and which may be expressed in terms of the support function of the given domain. To be more precise, let Ω be a star-shaped domain with respect to a point ξ ∈ Ω, i.e., for each point x ∈ ∂Ω the segment joining ξ with x lies in Ω ∪ {x} and is transversal to ∂Ω at the point x. Assume now that the boundary ∂Ω is locally Lipschitz. Then the outward unit normal vector field N : ∂Ω → R d can be uniquely defined almost everywhere on ∂Ω. At those points x ∈ ∂Ω for which N (x) is uniquely defined, we introduce the support function
where the dot denotes the standard scalar product in R d . We say that Ω is strictly star-shaped with respect to the point ξ ∈ Ω if Ω is star-shaped with respect to ξ and the support function is uniformly positive, i.e.,
ess inf
In this case, we shall denote by ω the set of points with respect to which Ω is strictly star-shaped, and define the following intrinsic quantity of the domain
Our main result reads as follows:
Theorem 3. Let Ω be a bounded strictly star-shaped domain in R d with locally Lipschitz boundary ∂Ω. Then
Remark 1. If d = 2 Theorem 3 coincides with the Pólya-Szegö bound [PS, Sec. 5.6 ].
Remark 2. Combining the upper bound of Theorem 3 with the Faber-Krahn inequality given in (1), we see that F (Ω) is bounded from below by
with equality only when Ω is a ball. In the two-dimensional case this was shown in [A] by a different method.
If we now restrict ourselves to convex domains it is possible to simplify the discussion somewhat. To begin with, we have that the boundary of a convex open subset of R d is locally Lipschitz (cf [EE, Sec. V.4 .1]). Furthermore, ω = Ω. Indeed, for any ξ ∈ Ω one has (3) ess inf
which follows from the geometrical meaning of h ξ (x) being the distance from ξ to the tangent space T x (∂Ω). Finally, (3) can be used to obtain a simple upper bound to F (Ω)
where ρ Ω is the inradius of Ω. This approximation readily establishes Theorem 2, a weaker version of Theorem 3 but, on the other hand, it allows us to write the upper bound explicitly in terms of more elementary geometric quantities.
we see that Theorem 2 is, in general, an improvement to the trivial upper bound given by λ 1 (Ω) ≤ λ 1 (B ρΩ ). We note, however, that there are certain classes of domains such as triangles and regular polygons for which equality holds in (5) (for a recent discussion of these classes in the two-and three-dimensional cases we refer to [AM1, AM2] , respectively). Moreover, for triangles it can be checked directly that we also have equality in (4), so that Theorem 3 is equivalent to Theorem 2 and our method gives just the trivial result in this case (see [A] for explicit formulae).
Remark 4. When the domain is star-shaped but not necessarily convex, the bound given by Theorem 3 may be worse than the trivial bound, as exemplified by the Swiss Cross example considered in [HS] -see Example 4 below.
Although our proof of Theorem 2 only holds for the convex case, we conjecture that this bound holds for general bounded domains in R d .
Proof of Theorem 3
Henceforth let us assume that d ≥ 2 (for one-dimensional intervals we clearly have equalities in the upper bounds of Theorems 2 and 3).
We need to introduce some notation concerning the geometry of the hypersurface ∂Ω. By assumption, each point x on the boundary ∂Ω has a neighbourhood (an open subset of R d ) whose intersection with the boundary, denoted by V ⊂ ∂Ω,
by means of a chart Γ : U → V . Having in mind that, by Rademacher's theorem, Γ is differentiable almost everywhere in U , let g ij denote the coefficients of the metric tensor of ∂Ω induced by these local diffeomorphisms, i.e.,
Recall that the cross-product [∂ 1 Γ, . . . , ∂ d−1 Γ] is perpendicular to ∂Ω and that its magnitude is equal to the square root of |g| := det(g ij ).
Let Ω be strictly star-shaped with respect to ξ ∈ Ω. We parameterize Ω \ {ξ} by means of the mapping
Notice that the "shrunk boundary" L(∂Ω × {t}) is indeed contained in Ω for any t ∈ (0, 1). Using the local parametrization of the boundary by Γ and properties of the cross-product, the Jacobian of the transformation L can be locally identified with
for every t ∈ (0, 1) and almost every u ∈ U . By virtue of the inverse function theorem and assumption (2), we therefore conclude that L :
In other words, the Euclidean domain Ω with the point ξ removed can be identified with the Riemannian manifold
where the metric G is induced by (6). Since the coefficients of G are locally given by
where L := L • (Γ ⊗ 1) with 1 being the identity function on the interval (0, 1), we plainly have
. . .
Using the relation |G| := det(G ij ) = J 2 and formula (7), we see that the volume element dvol of the manifold M is decoupled as follows:
where dσ and dt denote the respective measures on ∂Ω and (0, 1). At the same time, denoting by G ij the coefficients of the matrix inverse to (G ij ), we locally find that
If ψ is any differentiable function on (0, 1) and 1 denotes the identity function on ∂Ω, then the last result implies
where ∇ G and | · | G stand for the gradient and norm on M , respectively. Using the above geometric preliminaries, the Hilbert space
, dvol and the Dirichlet Laplacian in the former is unitarily equivalent to the self-adjoint operator associated in the latter with the quadratic form
Recall that the Sobolev space H (8) and (9), we get
Now, if Ω is the ball of radius 1 centered at ξ, the above result reduces to
But we know that the equality sign holds if, and only if, ψ is chosen as the radial component of the first eigenfunction of the Dirichlet Laplacian in the ball. Indeed, this eigenfunction is radially symmetric and can be written as 1 ⊗ ψ in our coordinates. Consequently,
Minimizing the integral in the numerator with respect to ξ, we arrive at the quantity F (Ω) of Theorem 3. It remains to realize that the integral of support function is actually independent of ξ because, by (8) and Fubini's theorem,
This concludes the proof of Theorem 3.
4. Applications 4.1. Torsional rigidity. The method of the present paper applies to other Sobolevinequality-type problems, too. For instance, let P (Ω) be the torsional rigidity of Ω defined by 1 P (Ω) := inf
.
Then, following the lines of Section 3, we have Proposition 1. Let Ω be a bounded strictly star-shaped domain in R d with locally Lipschitz boundary ∂Ω.
Again, the equality is attained for Ω being a ball. For d = 2 this result coincides with the Pólya-Szegö bound [PS, Sec. 5 .5].
4.2. The growth of the isoperimetric constant. We shall now prove Theorem 1. The idea is to estimate the inradius appearing in the bound of Theorem 2 by means of the following lower bound due to Protter [Pr] 
(Protter's bound actually includes an extra term depending on the diameter, but for our purposes it is sufficient to consider the expression above.) This leads to
, which is equivalent to the inequality of Theorem 1 due to the scaling properties λ 1 (B) = λ 1 (B 1 )r −2 and |B| = |B 1 |r d where r is the radius of B, and |∂B 1 | = d|B 1 |. Since Protter's bound used in the proof is not sharp for the ball, the inequality in the above theorem is not an improvement upon the classical isoperimetric inequality for λ 1 (Ω)/λ 1 (B) close to one. However, it is clear that this will be the case when this ratio becomes large. At the same time, our bound is optimal in the sense that there exist d-dimensional domains for which the growth of λ 1 (Ω)/λ 1 (B) cannot be improved. More precisely, it is not difficult to obtain that if R is a d-dimensional parallelepiped we have
The question of the optimal constant multiplying λ 1 (Ω)/λ 1 (B) in Theorem 1 remains open.
4.3.
The second eigenvalue and the gap. Combining the bound in Theorem 2 with the Ashbaugh-Benguria bound [AB] for the spectral quotient λ 2 (Ω)/λ 1 (Ω) gives a similar upper bound for the second eigenvalue of a convex domain. This, together with the Faber-Krahn inequality yields, in turn, an upper bound for the spectral gap.
Proposition 2. Let Ω be a bounded convex domain of R d . Then the second Dirichlet eigenvalue λ 2 (Ω) satisfies
As a consequence, the spectral gap satisfies
For simplicity we used the bound for convex sets, but of course that the bound in Theorem 3 provides a better result valid for star-shaped domains. Note also that both upper bounds give equality for the ball. For a numerical study regarding upper and lower bounds of the gap see [AF2] , which also contains some new conjectures for this problem.
Discussion of the upper bounds and examples
In spite of the fact that due to the existence of Rayleigh's variational formulation upper bounds for the first eigenvalue are, in principle, easier to obtain than lower bounds, it is slightly more delicate to obtain sharp upper bounds depending on the geometric quantities used here and which are valid in arbitrary dimensions. We shall thus now compare Theorems 2 and 3 to other existing bounds and conjectures for some particular examples.
With this in mind we begin by recalling some two-dimensional bounds. Among these there is the family of upper bounds based on the method of parallel coordinates, which includes Pólya's 1960 bound for simply-connected domains [P] (sharp asymptotically on infinite rectangular strips)
and its improvement by Payne and Weinberger [PW] , namely,
Here J 1 and j 0,1 denote, respectively, the Bessel function of the first kind of order one, and the first positive zero of J 0 , the Bessel function of the first kind of order zero. The Payne-Weinberger bound (10) is an explicit expression in terms of the area and perimeter which is obtained from their stronger bound
where k = k(p) is the first zero of the transcendental equation
Here Y 0 and Y 1 denote the Bessel functions of the second kind of order zero and one, respectively. It is this stronger bound that we will consider throughout this section for comparison, and we shall refer to it as the PW-bound. Note that (11) is sharp for the disc and asymptotically for infinite rectangular strips. While a generalization of Pólya's bound to arbitrary dimensions can be found in [S] , the proof of the stronger result (11) does not seem to have a straightforward extension to higher dimensions. We also remark that although (10) does give equality on the disc, the numerical study carried out in [AF1] suggests that this bound might still be improved and it is conjectured there that the optimal bound depending explicitly on the area and the perimeter and valid for simply-connected two-dimensional domains should be
providing now equality not only for the disc but also asymptotically on infinite rectangular strips. Along different lines, Maz'ya and Shubin have recently proved upper and lower bounds depending on the interior capacity radius [MS] .
We shall now consider some examples for which we compare the upper bounds given by Theorems 2 and 3 with the PW-bound (11) and conjecture (12).
Example 1 (Rectangular parallelepipeds). Given positive numbers a 1 , . . . , a d , let
Elementary calculations show that the infimum in the definition of F (R) is attained for the intuitive choice ξ = 0, with the result
For rectangles, conjecture (12) is better than the PW-bound (11) for all the values of the parameter c := a 1 /a 2 ∈ (0, 1]. Theorem 3 (respectively Theorem 2) provides a better upper bound than conjecture (12) in the range of c ∈ (0.3, 1] (respectively c ∈ (0.7, 1]). The largest discrepancy between the upper bound of Theorem 3 (respectively conjecture (12)) and the actual value of λ 1 (R) is in the limit c → 0 (respectively for c = 1) when it is about 15% (respectively 26%).
Example 2 (Ellipsoids). Given positive numbers a 1 , . . . , a d , let E be the domain enclosed by an ellipsoid, i.e. the surface determined by the implicit equation
First of all, by symmetry, it is possible to conclude that the infimum in the definition of F (E) is attained for ξ = 0. Since ∇f /|∇f | is either +N or −N uniformly on ∂Ω, we have
Now using the divergence theorem, we arrive at
That is, we formally obtain the same upper bound as in the case of parallelepipeds (notice that the volume terms in the bound of Theorem 3 cancel). However, the present bound is better because E ⊂ R, so that λ 1 (E) ≥ λ 1 (R) by monotonicity of Dirichlet eigenvalues. For ellipses, Theorem 3 provides a better upper bound than conjecture (12) (which is again better than the PW-bound (11)) for all the values of the parameter c := a 1 /a 2 ∈ (0, 1]. Theorem 2 provides a better upper bound than the conjecture (12) in the regime of c ∈ (0, 0.1]. In fact, the upper bound of Theorem 3 for two-dimensional ellipses seems to be familiar in the applied sciences and it is known that for c ≥ 0.5 the discrepancy between this and λ 1 (E) does not exceed 1% (cf [Po, ).
Finally, let us mention that we obtain the same formula for F (E) (and therefore for the upper bound of Theorem 3) also in the case when E is a tube of elliptical cross-section, i.e. the domain determined by f (x 1 , . . . , x d−1 , 0) = 0 and
Example 3 (Stadium). Given positive numbers a and b, let S ⊂ R 2 be the union of the rectangle (−b, b) × (−a, a) and two discs of radius a centered at the points (−b, 0) and (b, 0). We put c := b/a ∈ [0, +∞). Again, by symmetry, it is possible to conclude that the infimum in the definition of F (S) is attained for ξ = 0. Since the boundary of S is composed of straight and arc segments, the integral of the inverse of the support function can be computed explicitly: In this example, Theorem 3 provides a better upper bound than conjecture (12) (which is again better than the PW-bound (11)) for c ∈ [0, 2.6], while Theorem 2 is worse than both the conjecture and PW-bound for all the values of the parameter. It is also possible to consider the asymmetric domain {(x 1 , x 2 ) ∈ S | x 1 > 0}. Then the position of ξ minimizing the infimum in the definition of F (S) significantly depends on the value of c.
Example 4 (Swiss cross). As an example of a non-convex domain (but strictly starshaped with respect to the origin), let C ⊂ R 2 be the union of the two rectangles (−b − a, b + a) × (−a, a) and (−a, a) × (−b − a, b + a). We put c := b/a ∈ [0, +∞). An explicit calculation yields In this example, Theorem 3 provides a better upper bound than conjecture (12) (which is again better than the PW-bound (11)) for c ∈ [0, 3.8]. The case c = 2 was numerically analysed in [HS] and it was shown that the discrepancy between the bound and λ 1 (C) is less than 39%.
