Theoretical hydrodynamic models for the behavior of vortices with axially varying rotation rates are presented. The flows are inviscid, axisymmetric, and incompressible. Two flow classes are considered: (i) radially unbounded solid body-type vortices and (ii) vortex cores of finite radius embedded within radially decaying vortex profiles.
Introduction
The behavior of axisymmetric hydrodynamic vortices with axially varying rotation rates is investigated. We consider two classes of vortex flows: (i) radially unbounded solid body-type vortices and (ii) vortex cores of finite radius embedded within a radially decaying vortex profile. Both classes include the case of a vortex overlying nonrotating fluid. For the first type of flows, the von Kármán-Bödewadt similarity principle is applicable and leads to new exact solutions of the nonlinear Euler equations. These similarity solutions describe the induction of secondary (meridional) circulations in radially unbounded solid body vortices, and the subsequent feedback of these circulations on the vortex circulations. These solutions provide a description of nonlinear processes that may occur in the interior re-gions of broad geophysical vortices. Decaying, amplifying, and oscillatory solutions are found for different vertical boundary conditions and axial distributions of vorticity. The oscillatory solutions are characterized by pulsations of vortex strength in lower and upper levels associated with periodic reversals in the sense of the secondary circulation. The oscillatory behavior appears to be a manifestation of the ''vortex valve effect,'' a dynamical mechanism used to explain the ''choking'' of updrafts in vortex chambers and the morphological changes observed in some tornadic storms (Lemon et al. 1975; Davies-Jones 1986) .
Our study of the second class of vortex flows is motivated by a basic question concerning low-level mesocyclogenesis and associated tornadogenesis: in the absence of precipitation and thermodynamic effects, how should an isolated elevated vortex behave? To gain insight into this problem we perform a linear analysis of the Euler equations for an elevated vortex of finite core radius (in the exact solutions described above the solid body rotation extended to infinity-now we consider an inner core in solid body rotation embedded within a
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radially decaying outer vortex). The analysis, valid for small times, indicates the formation of an annular downdraft on the periphery of the vortex core. The downdraft is stronger and narrower for broader vortex cores and for more rapid radial decay rates in the outer vortex. On the basis of these results we speculate that ''internal'' storm dynamics associated with vertical gradients of vorticity may induce or facilitate downdraft formation on the periphery of elevated mesocyclones (though precipitation and asymmetric effects are obviously important as well). We speculate further that such a dynamically induced downdraft can transport vorticity to lower levels.
To see why elevated vortices cannot exist in a steady state, consider the simplest example of a radially unbounded vortex overlying nonrotating fluid. Continuity of pressure across the horizontal interface separating the upper vortex from the lower nonrotating fluid demands that an inward-directed pressure gradient force be impressed in the nonrotating flow as well as in the rotating flow. As a consequence of this pressure gradient force, a secondary circulation develops such that the nonrotating fluid moves inward and upward (assuming the flow is bounded by a lower impermeable boundary), while the vortex is displaced upward and outward (assuming the flow is bounded either by an upper impermeable boundary or a region of high static stability). Vortex strength subsequently decreases due to the ''squashing'' of vortex lines in the thinning upper layer. If we modify the scenario so that the low-level vorticity is not zero but is smaller than in the upper layer, a secondary circulation should develop as before, but now the low-level vorticity can be stretched and amplified. When the strength of the low-level vortex exceeds that of the upper-level vortex, the secondary circulation should begin to weaken. The evolution of the secondary circulation and its feedback on the vortex circulation through nonlinear processes are the subjects of this investigation.
The difficulty in solving the equations of fluid motion analytically stems from the presence of nonlinear terms associated with fluid inertia. Exact solutions have been obtained only in the special cases for which the nonlinearity could be cast in a tractable form, typically for flows characterized by a few degrees of freedom. The explicit dependence of an exact solution on a few key parameters collapses an infinite number of equivalent numerical simulations into one solution, thereby facilitating the analysis of flow structure and behavior. These rare solutions are prized for their insights into fundamental fluid flows and their utility as test solutions for the validation of numerical flow models (Shapiro 1993) .
We now briefly review some of the exact vortex solutions of the Navier-Stokes, Euler, and shallow water equations. Vortex solutions and vortex dynamics in general are surveyed in Greenspan (1968) , Lugt (1983) , and Saffman (1992) .
Exact vortex solutions of the Navier-Stokes equations for viscous incompressible flow include the decaying line vortex (Batchelor 1967 ), Taylor's decaying vortex grid (Rosenhead 1963) , the interaction of a potential vortex with a solid boundary (Serrin 1972; Yih et al. 1982; Paull and Pillow 1985) , a vortex in a converging stagnation point flow (Burgers 1948; Rott 1958 Rott , 1959 , axial flow reversal in a two-celled vortex in stagnation point flow (Sullivan 1959) , unsteady multicellular vortices in stagnation point flow (Bellamy-Knights 1970 Hatton 1975) , decaying viscous vortices satisfying the Beltrami condition for alignment of the velocity and vorticity vectors (Shapiro 1993) , flow due to an infinite rotating disk (von Kármán 1921) , and the closely related solution for the interaction of a solid body vortex with a stationary plate (Bödewadt 1940; Zandbergen and Dijkstra 1987) . We also mention Long's well-known viscous vortex (1958 Long's well-known viscous vortex ( , 1961 , which complemented his inviscid theory for rotating flow drawn into a sink at the base of a cylinder (Long 1956 ). However, Long's viscous vortex is not quite a bona fide exact solution of the Navier-Stokes equations since an internal boundarylayer approximation was made. Similarity solutions for steady and unsteady convective atmospheric vortices have been described by Gutman (1957) , Kuo (1966 Kuo ( , 1967 , and Bellamy- Knights and Saci (1983) . These and other exact solutions of the Navier-Stokes equations are sometimes used as proxies for tornadolike vortices (Davies-Jones 1986; Lewellen 1993) . For instance, the paradigm of ''vorticity diffusion balancing advection'' embodied by the viscous stagnation point flow vortices of Burgers, Rott, Sullivan, BellamyKnights, and others may be relevant to the inner core of tornadoes and other intense vortices. On the other hand, the secondary circulations in these stagnation flow-type vortices are dynamically decoupled from the azimuthal velocity component. This decoupling readily permits an analytic solution to be obtained, but is probably not realistic for most geophysical vortices (including the tornado). We also note that the secondary circulations in these stagnation flow type vortices have a singularity at infinity (a similar singularity also being present in the von Kármán-Bödewadt-type solutions and in the solutions described in our present study). If we restrict attention to the core region, the existence of this singularity may not be troublesome. In contrast, the axial singularity in Serrin's vortex (which acts as a spinning wire) actually drives the flow, and is more offensive than the stagnation flow type singularity for the study of the core region. On the other hand, Serrin's vortex provides one of the few exact solutions of the NavierStokes equations in which both the impermeability and no-slip conditions are enforced on a rigid horizontal boundary. The near-surface flow of Serrin's vortex beyond the core region may be a useful analog for the frictional boundary layer in the region of tornadoes beyond the radius of maximum wind. Indeed, the inverse distance velocity scaling characterizing Serrin's vortex (and other, simpler vortices such as the Rankine vortex)
has been observed in real tornadoes (Wurman et al. 1996) .
Exact vortex solutions of the Euler equations for inviscid flow include the Rankine vortex (circular patch of constant vorticity), Kirchoff's rotating elliptical vortex patch (Lamb 1945) , elliptical vortex patch in a uniform straining field (Moore and Saffman 1971 ), Hill's (1894) propagating spherical vortex, simple configurations of mutually advecting line vortices (Lamb 1945; Saffman 1992; Aref et al. 1992) , inviscid Beltrami flows (Lilly 1983 (Lilly , 1986 Davies-Jones 1985) , inviscid sink vortex (Long 1956) , and vortex flows through turbomachinery (Bragg and Hawthorne 1950) . A class of exact polynomial solutions of the shallow water equations, which includes some vortex solutions, has been studied by Ball (1964) , Thacker (1981 ), Cushman-Roisin (1984 , 1987 ), and Cushman-Roisin et al. (1985 , with Cushman-Roisin applying his elliptical vortex solution to oceanic warm-core rings. The exact solutions described in our present study are very closely related to these shallow water solutions.
The organization of this paper is as follows. In section 2 we show how the Euler equations for radially unbounded solid body-vortex-type flows reduce to a simpler form under the von Kármán-Bödewadt similarity principle. In section 3 we set up the problem of an Nlayer vortex flow satisfying this similarity principle and characterized by radial and azimuthal velocity fields that are piecewise constant functions of height. The N-layer flow is bounded at the bottom by an impermeable plate, and is either bounded at the top by an impermeable plate or is unbounded vertically. Exact analytic solutions are derived in section 4 for two-layer (N ϭ 2) flows. We consider (i) a vortex overlying nonrotating fluid and (ii) a vortex overlying a vortex of different strength. Numerical results for some particular three-layer vortices (N ϭ 3) are presented in section 5. In section 6 we turn attention to an elevated vortex core in solid body rotation embedded within a radially decaying outer vortex, a specification that includes the classical (but elevated) Rankine vortex. The presence of the radial length scale greatly complicates the analysis, and we abandon a pursuit of nonlinear solutions in favor of a linear analysis valid for small times. A summary and discussion follow in section 7.
Similarity hypothesis and its consequences
The governing equations for inviscid, axisymmetric vortex flows are the Euler equations, expressed in cylindrical polar coordinates (r, , z) as, Here u, , and w are the radial, azimuthal (swirling), and vertical velocity components, respectively, is the (constant) density, and p is the perturbation pressure (deviation of the total pressure from a hydrostatic reference state). The initial azimuthal velocity profile consists of solid body rotation, (r, z, 0) ϭ ⍀(z)r, with the angular velocity ⍀(z) varying in a prescribed manner along the axis of symmetry. The flow is unbounded in the radial direction and there is a singularity at radial infinity. A secondary circulation is anticipated to develop in the flow, with the azimuthal velocity profile remaining of solid body type, (r, z, t) ϭ ⍀(z, t)r, with an evolving angular velocity profile. Inspection of (1)- (4) suggests that if such a flow is mathematically feasible, the velocity field must satisfy the von Kármán-Bödewadt similarity principle:
According to this scaling, the vertical velocity field is independent of radius. Thus, all fluid comprising a horizontal surface is displaced vertically at the same rate, and initially horizontal material surfaces remain horizontal for all time. For the flows considered herein, the initially horizontal interface between vortices rotating with different angular velocities (or between a vortex overlying nonrotating air) remains horizontal. We note that the angular velocity ⍀, the vertical vorticity [ϵ(1/r)‫ץ‬r/‫ץ‬r Ϫ (1/r)‫ץ‬u/‫ץ‬ ϭ 2⍀], and the horizontal divergence ␦ [ϵ(1/r)‫ץ‬ru/‫ץ‬r ϭ 2F] are also independent of radius.
These similarity relations (without the time dependence) were used to describe steady-state flows induced by an infinite rotating disk (von Kármán 1921) , the flow of a rotating fluid over a stationary disk (Bödewadt 1940) , and flows between infinite rotating coaxial disks (Batchelor 1951; Stewartson 1953) . The time-dependent relations were applied to the development of the von Kármán-Bödewadt flows by Pearson (1965) , Bodonyi and Stewartson (1977) , and Bodonyi (1978) . Recent investigations into von Kármán-Bödewadt-type flows indicate the nonexistence of solutions as well as the existence of multiple solutions for certain parameter values (Zandbergen and Dijkstra 1987, and references therein) .
In view of (4), F and the Stokes streamfunction [defined by u ϭ (1/r)‫ץ/ץ‬z and w ϭ (Ϫ1/r)‫ץ/ץ‬r] are related to H by
2 Using (5) and (6), the equations of motion (1)-(3) reduce to VOLUME 56 Since the angular velocity ⍀ is half the vertical vorticity, the azimuthal equation of motion (9) can also be interpreted as the vertical vorticity equation. Equation (9) relates local changes in vertical vorticity to vertical advection and stretching of vertical vorticity.
An equation for the azimuthal vorticity component, [ϵ‫ץ‬u/‫ץ‬z Ϫ ‫ץ‬w/‫ץ‬r ϭ ‫ץ‬u/‫ץ‬z ϭ (Ϫr/2)‫ץ‬ 2 H/‫ץ‬z 2 ], is obtained from the azimuthal component of the curl of the equations of motion. Taking ‫‪r‬ץ/ץ‬ of (10), yields ‫ץ‬ 2 p/ ‫ץ‬r‫ץ‬z ϭ 0, that is, the radial pressure gradient force is independent of height, a feature characteristic of boundary layer flows. In the context of geophysical vortices, however, the radial independence of the axial pressure gradient is an inadequacy of our similarity model (one shared by the stagnation-type Burgers, Rott, Sullivan, and Bellamy-Knights vortices and the viscous von Kár-mán-Bödewadt vortex flows). In view of this independence, the vertical derivative of (8) To determine the pressure, integrate (8) with respect to r, obtaining p/ ϭ Q(z, t) ϩ C(t)r 2 /4. The function of integration Q(z, t) is evaluated by applying this equation to (10) and integrating with respect to z. In this manner we find,
We will take z ϭ 0 to be an impermeable boundary, in which case p 0 is the stagnation pressure. Here, C(t), the height-independent forcing term in (14), is proportional to the radial pressure gradient force (and is equal to p/).
2
ٌ H It should be noted that our two-dimensional (z, t) partial differential equations (9) and (14), and pressure formula (16) follow from the three-dimensional (r, z, t) Euler equations without approximation. The fact that radius does not appear in (9) or (14) confirms that exact solutions of the Euler equations in the similarity form (5) are at least mathematically feasible. In sections 3-5, we seek exact solutions of these equations for flows with piecewise constant vertical profiles of radial and angular velocity.
Governing equations for the N-layer vortex
We consider the special class of flows in which the azimuthal velocity is a piecewise constant function of height. In this case the azimuthal vorticity equation (12) can be expressed in Lagrangian form within each vortex layer as d(/r)/dt ϭ ‫ץ‬⍀ 2 /‫ץ‬z ϭ 0, showing that /r (ϭ‫ץ‬u/‫ץ‬z) is conserved. If we consider the initial radial velocity field to be a piecewise function of height (so that ‫ץ‬u/‫ץ‬z ϭ 0 initially in a vortex layer), then /r is zero initially, and the conservation principle indicates that /r (and hence ‫ץ‬u/‫ץ‬z) must be zero within each layer for all time (nonzero azimuthal vorticity is associated with infinite shear on the interfaces between the vortex layers). Thus, the radial velocity, angular momentum, and horizontal divergence are constant within each layer, and the vertical velocity varies linearly with height within each layer. In general, we consider N fluid layers in solid body rotation with different thicknesses
and rotation rates. We speculate that a vortex with a continuous profile of angular velocity should be well approximated by the discrete N layer model for large N.
With piecewise constant height dependencies for the azimuthal and radial velocity functions, and a piecewise linear height dependence for the vertical velocity function, the partial differential equations (9) and (14) [or equivalently (9) and (15)] reduce, without approximation, to a system of ordinary differential equations for the time-dependent amplitudes of the velocity functions. Low-order polynomials in the spatial coordinates (linear for velocity, quadratic for free-surface displacement) have been used previously to obtain exact solutions of the nonlinear shallow water equations corresponding to elliptic paraboloidal vortices and to free oscillations in rotating elliptic paraboloidal basins (Ball 1963; Miles and Ball 1963; Ball 1964 and Thacker 1981; Cushman-Roisin 1984 and 1987; Cushman-Roisin et al. 1985; Shapiro 1996) . Numerical solutions of the shallow water equations with this polynomial model were employed by Tsonis et al. (1994) in a study of nonlinear time series analysis.
The vortex layers are labeled in order of increasing height, from the lowest layer (n ϭ 1) to the highest layer (n ϭ N). The nth layer thickness, angular momentum, and horizontal divergence functions are denoted by T n (t), ⍀ n (t), and ␦ n (t), respectively. The height of the (n Ϫ 1)th interface (the interface between the (n Ϫ 1)th and nth layers) is given by
nth vertical velocity function H n (z, t) is related to the horizontal divergence by ␦ n (t) ϭ Ϫ‫ץ‬H n /‫ץ‬z. Integrating this latter equation with respect to height within each layer yields H n (z, t) ϭ Ϫz␦ n (t) ϩ q n (t), where q n (t) is the nth layer function of integration. Equivalently, we may write
Imposing the impermeability condition on the lower boundary (z ϭ 0) yields q 1 ϭ 0. The requirement that the vertical velocity be continuous across the layer interfaces then yields a recursion relation for the rest of the functions of integration,
Thus, the vertical velocity field can be expressed completely in terms of the layer thicknesses and divergences.
With ␦ n (t) ϭ Ϫ‫ץ‬H n /‫ץ‬z, the vertical vorticity (azimuthal velocity) equation (9) becomes
n n dt and the divergence equation (15) becomes
An equation for the evolution of the nth layer thickness T n (t) is obtained by evaluating (17) at the bottom and top of the nth layer ( and
and subtracting the expression at the bottom from the expression at the top,
We suppose the flow is bounded from below by an impermeable boundary at z ϭ 0 and consider two possible upper boundary conditions: (i) the flow is bounded at z ϭ h by an impermeable boundary or (ii) the flow is unbounded vertically, though with finite vertical velocity at vertical infinity (necessitating zero divergence in the top layer ␦ N (t) ϭ 0). In the latter case, the top layer is displaced vertically, as a solid body, with no change in thickness (dT N /dt ϭ 0), and with a vertical velocity equal to the vertical velocity at the top of the underlying (N Ϫ 1)th layer. According to the azimuthal equation of motion (18), the angular velocity in the top layer would then be unchanged [⍀ N (t) ϭ ⍀ N (0)], and the divergence equation (19) would yield and therefore, dT n /dt ϭ 0, or, in view of (20),
Equations (18)- (20) compose 3N ordinary differential equations in 3N ϩ 1 unknowns: T n (t), ⍀ n (t), ␦ n (t), and C(t) (ϭ p/). Closure is provided by boundary 2 ٌ H data in the form of (21) [or, equivalently ␦ N (t) ϭ 0] for the vertically unbounded vortex, or (22) for the bounded vortex.
A first integral of the motion is obtained by eliminating ␦ n between (18) and (20), resulting in the nthlayer potential vorticity conservation equation,
Since T n (t) Ͼ 0, the rotation rate ⍀ n (t) is always of the same sense as the initial rotation rate ⍀ n (0). Eliminating C(t) from Eq. (19) as applied to the nth and (n Ϫ 1)th layers yields N Ϫ 1 equations of the form
Using (20) and (23) to eliminate ␦ n , ␦ nϪ1 , ⍀ n , and ⍀ nϪ1 in (24) in favor of the layer thicknesses, we get N Ϫ 1 coupled second-order equations in N unknowns,
Closure is provided by the boundary data, as described above.
Two-layer vortices a. Vortex overlying nonrotating fluid-Rigid lower boundary
First consider the special case of a solid body vortex of infinite radial and vertical extent overlying nonrotating fluid bounded from below by a rigid horizontal plate. The initial radial and vertical velocity components in both layers are taken to be zero. After the initial time, the vortex pressure gradient (which is impressed on the nonrotating fluid) induces a radial inflow in the nonrotating fluid. Associated with this converging low-level flow is a horizontally uniform vertical velocity field that increases in magnitude with height from the lower boundary up to the vortex/nonrotating fluid interface. Since there is no upper boundary, the vertical motion in the vortex should not be impeded, and the vortex can be displaced upward, as a solid body, with zero radial velocity and with a vertical velocity equal to the vertical velocity at the interface. According to the azimuthal equation of motion (18), the angular velocity in the vortex ⍀ 2 would be unchanged by the upward displacement, and the azimuthal velocity in the lower fluid would be zero since it was zero initially. Thus, our special case corresponds to N ϭ 2, 1 ϵ 0, and ␦ 2 ϵ 0. From (21), C(t) is equal to , a positive constant, and the di-2 2⍀ 2 vergence equation (19) for the nonrotating layer (n ϭ 1) becomes
2 dt 2 which has the general solution
1 2 cos⍀ t ϩ B sin⍀ t 2 2
The initial condition ␦ 1 (0) ϭ 0 implies that B ϭ 0, and (27) reduces to
The thickness of the nonrotating layer (interface height) is obtained from (20) and (28) as
Thus, the divergence (and the radial and vertical velocity components) and the interface height increase rapidly and become infinite at a finite time, T ϭ / (2⍀ 2 ), equal to a quarter of the orbital period T* (ϭ2/ ⍀ 2 ) of upper-layer parcels about the axis of symmetry.
1
This intriguing result can be compared with the singular behavior of some unsteady viscous von Kármán-Bö dewadt-type flows. Bodonyi (1978) and Bodonyi and Stewartson (1977) report a breakdown of the numerical solution (verified by an asymptotic analysis) of rotating flow in which a lower disk is abruptly forced to counterrotate. In these studies the velocity field and boundary layer depth on the lower disk grew explosively and became singular within half an orbital period. We speculate that the breakdown mechanism for the viscous counterrotating flow is similar to that in our inviscid elevated vortex flow: in the absence of an upper boundary, the maintained impressing of a vortex pressure gradient force on nonrotating fluid leads to explosive vertical accelerations. In the context of our inviscid elevated vortex, a nonrotating fluid layer is specified in the initial condition. In the viscous counterrotating flows, a level of nonrotating fluid (the exact location of which is influenced by diffusion) is always present.
b. Two layer vortices-Rigid lower boundary
If the lower fluid has some rotation, no matter how small, the singular behavior deduced above disappears. Instead, an oscillatory secondary circulation is set up in the flow in which the angular velocity and thickness of the lower-layer vortex alternately increases and decreases. In the absence of an upper rigid lid, the elevated vortex oscillates vertically as a solid body (⍀ 2 ϭ const, ␦ 2 ϵ 0).
For the lower-layer flow (n ϭ 1), (19), (20), and (23) become
1 1
Applying (31) and (32) in (30) results in a secondorder nonlinear ordinary differential equation for the lower-layer thickness (interface height), 1 It can also be shown that the flow becomes singular within a finite time for (i) ⍀ 2 0 and any choice of initial value ␦ 1 (0), and for (ii) ⍀ 2 ϭ 0 and any negative initial value ␦ 1 (0). In either case, the singularity is associated with the nonlinear term in (26), or, equiv-2 ␦ 1 alently, the (‫ץ‬H/‫ץ‬z) 2 term in (8), which accounts for radial advection of radial momentum. lower-layer to upper-layer angular velocity, and ϵ 2|⍀ 2 |t is nondimensional time.
Since (33) does not explicitly involve the independent variable, its order may be reduced by changing the dependent variable to P ϵ dT 1 /dt and regarding T 1 as the new independent variable, Equation (34) is a first-order linear equation for P 2 , with solution (subject to the condition of no initial vertical motion),
or, after taking the root,
The sign in (35) is determined by the requirement that the solution be real, that is, that [ lution initially proceeds on the negative branch and the interface falls. Therefore, the Ϯ symbol may be replaced with [
Separating variables in (35), integrating, and applying the initial condition yields or, after rearrangement,
where ␣ ϵ (0)/ is the ratio of the (squared) lower- layer to upper-layer angular velocities. Applying (37) in (31) and (32), we obtain ␦ 1 and ⍀ 1 as
In contrast to the singular nature of a vertically unbounded elevated vortex overlying nonrotating fluid, the two-layer vortex is well behaved for all time (see Fig. 1 ). Here the converging ''in-up'' flow induced in the lower layer by the upper-layer vortex spins up the weak vertical vorticity in the lower layer. Eventually the lower-layer vortex becomes stronger than the upper-layer vortex and the vertical pressure gradient force reverses. In response, the secondary circulation reverses and the lower-layer vortex spins down, eventually becoming weaker than the upper-layer vortex.
The process repeats itself and we obtain an oscillation of the interface height and lower-layer vortex strength.
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The period of these oscillations, T ϭ /|⍀ 2 |, is half the orbital period of parcels in the upper vortex. It can be inferred from (35) or (37) that the interface height T 1 oscillates vertically between levels T 1 (0) and T 1 (0) / (0). Thus, the amplitude of the interface 2 2 ⍀ ⍀ 2 1 oscillation increases sharply with decreasing initial rotation in the lower level. For the case of strong initial lower-level rotation, the interface height rapidly drops to a small value and maintains small values throughout much of the oscillation period.
c. Two-layer vortices-Rigid upper and lower boundaries
Now suppose that impermeable horizontal boundaries confine the flow on the bottom (z ϭ 0) and at the top (z ϭ h). Both layers of this two-layer vortex are initially in solid body rotation with different (nonzero) angular velocities and no initial secondary circulation. The special case of a vortex overlying nonrotating fluid is examined in section 4d.
Setting n ϭ 2 in (24) yields
Equations (20) and (23) for n ϭ 1, 2 become
where we have used T 2 ϭ h Ϫ T 1 [obtained from (22)]. Applying (41a,b) and (42a,b) in (40) yields a secondorder nonlinear ordinary differential equation for the interface height,
Again, changing the dependent variable to P ϵ dT 1 /dt and regarding T 1 as the new independent variable yields a first-order linear equation for P 2 :
Solving (43) subject to the initial condition P(0) ϭ 0, we obtain:
The qualitative behavior of T 1 (t) can be deduced with analogy to one-dimensional particle motion in a potential field, that is, by regarding T 1 as a particle displacement and (44) as an energy equation for a conservative system. We regard (dT 1 /dt) 2 as the kinetic energy and the right-hand side of (44) as (the negative of ) a nonlinear potential energy function. Since (dT 1 /dt) 2 is nonnegative, the right-hand side must be nonnegative on any domain of physical interest. The behavior of the solution depends on the nature of this nonlinear potential energy, especially on the points for which the potential energy vanishes. These points are local extrema of T 1 (t), and represent the turning points of the differential equation. These extrema can be identified as T 1 ϭ T 1 (0), h, and , where where the choice of sign is determined by the requirement that the solution be real, that is, that [ Ϫ T 1 ][T 1 TЈ 1 Ϫ T 1 (0)] be nonnegative. If upper-layer rotation is initially stronger than lower-layer rotation [so that Ϫ TЈ 1 T 1 (0) Ͼ 0], the solution must proceed initially on the positive branch of (46) and the interface rises, whereas if upper-layer rotation is initially weaker than lowerlayer rotation [so that Ϫ T 1 (0) Ͻ 0], the solution TЈ 1 must proceed initially on the negative branch of (46) and the interface falls. Thereafter, in either case, the sign in (46) changes each time T 1 reaches a turning point. The solution is such that T 1 oscillates between T 1 (0) and . The solution first reaches the turning TЈ 1 point T 1 ϭ at t ϭ T/2 and completes one period of TЈ 1 oscillation at t ϭ T, when T 1 returns to T 1 (0).
The solution is obtained by separating variables in (46) and integrating, S H A P I R O A N D M A R K O W S K
where sgn is the unit sign function:
decomposition puts the left-hand side of (47) in the form of tabulated integrals. The constant of integration is determined piecewise (constant for each half-period) by considering the initial condition and the continuity of T 1 (t) at the turning points. Thus, we obtain the implicit solution for T 1 (t) over a period T of this oscillation as
as T 1 travels from T 1 (0) to (0 Ͻ t Յ T/2), and
as T 1 travels from back to T 1 (0) (T/2 Ͻ t Ͻ T), where
The oscillation period is
Thus T is equal to times the mean reciprocal magnitude of the initial angular velocity, or half the mean initial orbital period.
Solutions for ⍀ 1 and ⍀ 2 in terms of the interface height follow immediately from (42a,b). Solutions for ␦ 1 and ␦ 2 are obtained from (41a,b) and (46) 1/ 2
the signs being inferred piecewise (on half-period intervals) from the above considerations. Two examples are presented in Fig. 2 . In both cases the initial interface height T 1 (0) is set at 0.2h. In Fig.  2a the lower-layer rotation is initially weaker than the upper-layer rotation and the interface quickly rises (thus strengthening the lower-layer angular velocity and sowing the seeds for the eventual reversal of the secondary circulation). The interface rapidly displaces much of the upper-layer fluid and maintains a high altitude throughout much of the period. In the case of strong low-layer rotation [ Fig. 2(b) ], the interface initially falls. Despite the gentleness of the interface descent, a jet of strong radial velocity appears in the lower layer, a consequence of mass conservation and the relative shallowness of the lower layer.
d. Vortex overlying nonrotating fluid-Rigid upper and lower boundaries
If there is no rotation in the lower layer initially, ⍀ 1 (0) ϭ 0, and therefore ⍀ 1 (t) ϭ 0 for all time and ϭ h. TЈ 1 In this case, we need only consider the positive branch of (46). Separating variables and integrating, we obtain,
[ ]
The solution for ⍀ 2 follows from (42), and the solutions for ␦ 1 and ␦ 2 are given by the negative and positive branches of (53) and (54), respectively, with T 1 (t) de- termined implicitly from (55). The solution, depicted in Fig. 3 for T 1 (0) ϭ 0.2h, shows a period of rapid initial interface ascent followed by a long period of gentle ascent. The slowness of the radial velocity decay in the top layer is again a consequence of mass conservation and the thinness of that layer. Since there is no vertical vorticity in the lower layer, the stretching mechanism does not operate and there is no mechanism to reverse the sense of the secondary circulation.
VOLUME 56 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S FIG. 2. Evolution of a vertically confined two-layer vortex. Nondimensional interface height T

e. Invariance-Three-layer and multiple-layer planar-symmetric vortices
Equations (8)- (10) are invariant to the transformation: z → Ϫz, H → ϪH. Therefore, from symmetry considerations, the two-layer solutions described above can be reflected about the lower impermeable boundary, z ϭ 0, to produce analytic three-layer solutions,
In the case of the semi-infinite two-layer vortices confined by a lower boundary, a reflection of the solution results in an unconfined three-layer vortex solution defined piecewise on the vertical intervals, z ∈ (Ϫϱ, ϪT 1 ), z ∈ (ϪT 1 , T 1 ), and z ∈ (T 1 , ϱ). In the case of two-layer vortices confined between horizontal boundaries at z ϭ 0 and z ϭ h, a reflection of the solution results in a confined three-layer vortex solution defined piecewise on the vertical intervals, z ∈ (Ϫh, ϪT 1 ), z ∈ (ϪT 1 , T 1 ), and z ∈ (T 1 , h). Further reflections of these confined vortices about the new boundaries are possible and lead to new planar-symmetric multiple-layer vortex solutions. Apart from their own intrinsic interest, these analytic solutions can also be used to validate the numerical algorithms for the more general (asymmetric) multiple-layer vortices described in the next section.
Numerical solutions for three-layer vortices
The behavior of three-layer vortices follows from the solution of (25) and (22) with N ϭ 3. It is convenient to nondimensionalize variables as
where T 3 ϭ 1 Ϫ T 1 Ϫ T 2 , and rewrite (25) as a system of four coupled first-order equations, 
By definition, 1/⍀ is proportional to the sum of the reciprocal potential vorticities in the three layers, while ␣, ␤, and ␥ are proportional to the squared potential vorticities in the lower, middle, and upper layers, respectively. These definitions imply
so that only two of ␣, ␤, and ␥ are independent. However, rather than specifying ␣, ␤, ␥, and ⍀ directly (and then deriving the initial angular velocity functions), we found it convenient to calculate ␣, ␤, ␥, and ⍀ from specified values of T 1 (0), T 2 (0), ⍀ 1 (0), ⍀ 2 (0), and ⍀ 3 (0). It can be noted that if ⍀ 1 (0), ⍀ 2 (0), and ⍀ 3 (0) undergo proportional changes [so that the ratios ⍀ 1 (0)/ ⍀ 2 (0) and ⍀ 1 (0)/⍀ 3 (0) are preserved], ⍀ changes while ␣, ␤, and ␥ remain the same. Thus, the shape of the solution curve is affected by the relative magnitudes of the rotation rates while the timescale is affected by the mean rotation rate (as measured by ⍀).
Equations (60)- (63) were integrated numerically for a variety of initial conditions with the fourth-order Runge-Kutta formula (Press et al. 1992) . In each case the integrations were performed from ϭ 0 to ϭ 15 with a nondimensional time step size ⌬ ϭ 0.01. A variety of interesting waveforms were obtained by varying the parameter settings, but in all cases the solutions were periodic. We speculate that the three-layer vortex is nonchaotic but that chaos might be possible in vortices with more layers. Results from selected three-layer calculations are depicted in Figs. 4-7. In these cases the three layers are initially of equal thickness:
The parameter settings are given in Table 1 .
In vortex A1:2:4 (Fig. 4) the initial angular velocity functions are specified to increase upward in a ratio of 1: 2:4. There is no initial vertical motion [P(0) ϭ Q(0) ϭ 0]. As in the two-layer case, the initially weakest vortex layer (low layer in this case) rapidly thickens during the first half of the oscillation period and increases its angular velocity, while the initially strongest vortex layer (upper layer) rapidly thins and weakens its angular velocity. The layer of middle strength rotation (middle layer) thickens slightly at first but then thins. The motion of the interfaces during the first half of the oscillation period is associated with an in-up-out secondary circulation in which the lowest layer participates in the inflow and the upper layer participates in the outflow. The middle layer first participates in the inflow and then participates in the outflow. The sense of the circulation reverses for all layers halfway through the oscillation period. Vortex B1:2:10 (Fig. 5) is similar to vortex A1:2:4 except the initial angular velocities now increase upward in a ratio of 1:2:10. The increased initial discrepancy between the rotation rates in the lowest two layers and the upper layer amplifies the subsequent secondary circulation in all layers. Next consider vortex C1:2:4 (Fig. 6) , which has an initially descending upper interface with a vertical velocity of Q(0) ϭ Ϫ0.5 (all other initial conditions being the same as in A1:2:4). Introduction of the nonzero interface velocity creates an asymmetry in the waveforms of all the variables. Compared to A1:2:4, we see that the initial descent of the upper-layer interface in C1:2:4 results in a short-term increase in the upper-layer thickness and a decrease in the middle-layer thickness. However, the lower layer, responding to the vortex pressure gradient, thickens as in A1:2: 4. Vortex D1:2:10, the counterpart of B1:2:10 with nonzero initial vertical velocity Q(0) ϭ Ϫ0.5, is depicted in Fig. 7. 
Initial behavior of an elevated vortex with radial power-law decay for r Ͼ R
The similarity vortices in sections 2-5 are noteworthy in that they provide rare exact descriptions of nonlinear interactions between vortex circulations and vortex-induced secondary circulations. However, the restrictive nature of the similarity scalings for the velocity and pressure fields suggest that the relevance of the similarity solutions to geophysical flows may be limited to the interior portions of broad vortices. Although the general validity of the similarity approach to solid body vortices of finite area lies beyond the scope of this investigation, a specific comparison at a small time is provided later in this section.
Mid-and lower-level mesocyclones and other me-VOLUME 56 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S FIG. 4. Evolution of vortex A1
:2:4, a vertically confined three-layer vortex with initially equal layer thicknesses, and initial layer angular velocities increasing upward in a ratio of 1:2:4. The two interfaces have no initial vertical motion. (a) Nondimensional lower-layer thickness T 1 (solid line), middle-layer thickness T 2 (line with plus symbols), and upper-layer thickness T 3 ϭ 1 Ϫ T 1 Ϫ T 2 (line with circles). (b) Nondimensional convergence values Ϫ␦ 1 /⍀, Ϫ␦ 2 /⍀, and Ϫ␦ 3 /⍀ in the lower (solid line), middle (line with plus symbols), and upper layers (line with circles), respectively. The nth layer radial velocity function is given by F n ϭ ␦ n /2 for n ϭ 1, 2, 3. The angular velocity functions are proportional to the respective layer thicknesses. Here ϵ ⍀t is nondimensional time. TABLE 1. Parameter settings for selected three-layer vortices with T 1 (0) ϭ T 2 (0) ϭ 1/3. Vortex names consist of a letter followed by the ratio 1 (0)/ 2 (0)/ 3 (0) of initial layer angular velocities. All quantities are nondimensional. 98.000 512.00 soscale geophysical vortices typically consist of an isolated region of large vorticity embedded within a moreor-less nonrotating larger-scale environment. It is therefore of interest to study a solid body-type vortex of finite area embedded within a radially decaying vortex. As before, we consider our vortex to be elevated, that is, both inner and outer parts of the vortex overlie a layer of nonrotating fluid. There is no initial secondary circulation in either the vortex or the lower fluid.
The length scale associated with a finite vortex core greatly complicates the analysis and we abandon our search for exact solutions. Instead, we present a linear analysis of the flow appropriate for small times. The long-term behavior will be investigated in future numerical simulations.
Consider a vortex with an initial azimuthal velocity
This specification includes the previous example of unbounded solid-body rotation (n ϭ Ϫ1) and the classical Rankine vortex (n ϭ 1). For n Ͼ 1, the vertical vorticity in the outer region is negative. In the following, we restrict attention to n Ͼ 0 to ensure that the azimuthal velocity decays with radius. Fig. 4 but for vortex D1:2:10, a three-layer vortex with initial layer angular velocities increasing upward in a ratio of 1:2:10, and with an upper interface initially descending with Q(0) ϭ Ϫ0.5.
VOLUME 56 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S FIG. 7. As in
In the absence of an initial secondary circulation, the azimuthal equation of motion (2) shows that the initial azimuthal velocity tendency is zero, while the azimuthal vorticity equation (12) 
2 2 ‫ץ‬z ‫ץ‬r r ‫ץ‬r ‫ץ‬z
The right-hand side of (69) vanishes everywhere except along the interfacial singularity at z ϭ T 1 . Integrating (69) an infinitesimal distance across this discontinuity, we obtain a jump condition for ‫ץ‬ 1 /‫ץ‬z (indicating a jump in the radial velocity tendency and thus a jump in the radial velocity itself), We take 1 itself as being continuous across the interface so that the normal velocity component is continuous.
Thus, we seek solutions of 2 1 2 1 1
2 2 ‫ץ‬z ‫ץ‬r r ‫ץ‬r satisfying the jump condition (70) at z ϭ T 1 . We impose the impermeability condition on the top and bottom boundaries, assume there is no source or sink of mass along the axis of symmetry, and let the mass flux vanish far from the axis of symmetry,
Solving (70)- (72) for 1 (see the appendix), we obtain
This solution was evaluated for a range of aspect ratios R/h, decay exponents n, and interface heights T 1 . The modified Bessel functions I 1 and K 1 were evaluated with the IMSL MATH/LIBRARY special functions FORTRAN subroutines BSI1 and BSK1, respectively, except for large arguments (Ͼ10), where asymptotic formulas were used (Abramowitz and Stegun 1964) . The integrals were evaluated with the trapezoidal rule. Although analytic forms for the initial meridional velocity tendencies u 1 [ϵ(1/r)‫ץ‬ 1 /‫ץ‬z] and w 1 [ϵ(Ϫ1/r)‫ץ‬ 1 /‫ץ‬r] are available, it is convenient to obtain these components from 1 via finite-difference discretizations. Results are presented for vortices overlying nonrotating fluid of depth T 1 ϭ 0.2h. We consider a columnar vortex (R/h ϭ 0.5) with weak (n ϭ 1) and strong (n ϭ 4) outer decay (Figs. 8 and 9, respectively), and a broad vortex (R/h ϭ 2) with weak (n ϭ 1) and strong (n ϭ 4) outer decay (Figs. 10 and 11, respectively) . In all cases an updraft extends across the vortex core as well as in the nonrotating flow beneath the core. The peak updraft speed at a fixed radius occurs at the horizonal interface between the rotating and nonrotating fluid. The updraft strength and pattern (i.e., flatness of vertical velocity isolines) is remarkably similar for vortices of the same aspect ratio, with greater flatness for the broader vortices.
The near constancy of w with respect to radius in the core region and the relative insensitivity of the updraft to the decay exponent suggest that the similarity solutions presented in the previous sections may be applicable within the core region of the finite radius vortices, at least for a short time. This can be seen for the examples considered herein by comparing Figs. 8-11 with Fig. 12 . This latter figure depicts the azimuthal velocity and the time tendency of the meridional velocity fields for a radially unbounded (similarity) vortex overlying nonrotating fluid (initial depth of 0.2h). Direct comparison with the linear finite radius solutions is facilitated by evaluating the similarity solution (55) at a small nondimensional time ⍀t ϭ 0.247 48 (when the interface has risen slightly to 0.21h), expressing the meridional velocity fields as tendencies (u/t and w/t, at small time t) and contouring the scaled fields to match Figs. 8-11. As can be seen, the similarity solution is in good quantitative agreement with the broad linear vortices (Figs. 10 and 11) for radii extending to ϳ¾ of the core radius. In contrast, the similarity solution exhibits only good qualitative agreement with the two columnar vortices, and then only out to ϳ½ the core radius. For radii near and beyond the core radius, the similarity solution departs significantly from both the broad and columnar vortices. Since the similarity solution is independent of a radial length scale, it is not surprising that it is in better agreement with the broader vortices than the columnar vortices. Indeed, it can be shown that for an infinite aspect ratio R/h, the vertical velocity tendency associated with the linear solution (73) reduces to the vertical velocity tendency associated with the nonlinear similarity solution (55) in the limit of vanishing time.
Perhaps the most intriguing feature in Figs. 8-11 is the annular downdraft ringing the updraft just beyond the radius of maximum tangential wind. This downdraft is very sensitive to the aspect ratio and decay exponent, being stronger and narrower for larger R/h and larger n. Indeed, for the broad vortex with strong radial decay depicted in Fig. 11 , the peak downdraft speed actually exceeds the peak updraft speed. Although our linear analysis should not be used to quantify the angular momentum transport in this downdraft, qualitatively we see that the downdraft is at least ''poised'' to transport vortex angular momentum downward and radially inward. A complete picture of angular momentum transport in the downdraft and its subsequent feedback on the secondary circulation must await a nonlinear numerical simulation. Of course, whether these symmetric vortexinduced downdrafts are physically realizable depends, in part, on the stability of the solutions. Of particular interest is the stability of these vortices with anticyclonic vorticity in the outer region, that is, when Rayleigh's stability criterion is violated. Determining the stability bounds of our unsteady vortices, while important, is a formidable task and must be deferred to a future study.
Summary and discussion
This investigation is concerned with the inviscid dynamics of vortices with axially varying rotation rates, including the case of a vortex overlying nonrotating fluid. We consider radially unbounded vortices in solid body rotation and elevated Rankine-type vortices. For the former class of vortices, the von Kármán-Bödewadt similarity principle is applicable and leads to exact unsteady solutions of the nonlinear Euler equations. These similarity solutions are noteworthy in that the meridional circulation is not prescribed but is generated by the vortex circulation. The solutions describe decaying, amplifying, and oscillatory behavior for both the primary vortex and the vortex-induced secondary circulation.
The behavior of the oscillatory similarity solutions is typified by the case of a strong vortex overlying a weaker vortex. In this case the radial pressure gradient force induces a converging low-level flow and an associated updraft that spins up the initially weak lower-layer vorticity to values exceeding that in the upper-layer vortex. The reversed axial distribution of vorticity (and the associated reversal of the axial pressure gradient force) causes a reversal of the secondary circulation with a subsequent spindown of the low-level vorticity. For our inviscid, unforced hydrodynamical model, the oscillation proceeds ad infinitum.
The absence of a radial length scale and the unbounded nature of the similarity scalings (u and increase VOLUME 56 with radius, while w and ‫ץ‬p/‫ץ‬z are independent of radius) suggest that the similarity solutions may be most relevant to the dynamics of the interior portions of broad mesoscale vortices. The dynamics embodied by the similarity solutions might also be important as a modulating factor for columnar vortices embedded within a broader parent vortex. A comparison (at a small time) between a similarity solution and its finite radius counterpart in section 6 indicated that the similarity solution was in better agreement with the broader vortices than the columnar vortices. However, long time numerical simulations of a variety of finite radius vortices will be required to establish the areal and temporal bounds of validity of the similarity solutions.
The oscillatory behavior of the similarity solutions appears to be similar to the vortex valve effect sometimes used to explain the cyclic appearance, demise, and reappearance of supercell characteristics in tornadic storms and the apparent paradox of tornado formation in association with storm top collapse (Lemon et al. 1975; Davies-Jones 1986) . The vortex valve effect can be demonstrated in a vortex chamber by feeding lowlevel rotating air into an updraft that vents through a hole at the top of the chamber. As the rotating air approaches the axis of symmetry at low levels, the azimuthal velocity increases in accordance with angular momentum conservation. The increased low-level azimuthal velocity is associated with a decrease in lowlevel pressure, a reduction of the upward axial pressure gradient force, and a ''choking'' of the updraft. Most columnar geophysical vortices with axially varying rotation rates will not have the radial pressure gradient independent of the axial direction. However, we believe the essential dynamical mechanism for real vortex-updraft oscillations is provided in its most basic form by our similarity model.
We also examine the short-term behavior of elevated vortices with cores in solid body rotation embedded within radially decaying angular momentum profiles, a class that includes the elevated Rankine vortex. A linear analysis of this case shows that an annular downdraft should form on the periphery of the vortex core. The peak vortex-induced downdraft speed is greatest for broad vortex cores and for large outer vortex radialdecay rates, and can exceed the peak vortex-induced updraft speed. Although our linear analysis should not be used to quantify angular momentum transport, based on the form of the downdraft we hypothesize that the vortex angular momentum can be advected downward and radially inward. The details of this transport and its subsequent feedback on the meridional circulation are of particular interest. For what set of parameters does the angular momentum remain suspended or reach the ground? For what set of parameters does the radial convergence cause the angular momentum to spin up at midlevels and build downward via the dynamic pipe effect (Smith and Leslie 1978; Trapp and Davies-Jones 1997) or first descend to the ground, spin up in the converging low-level flow and then build upward? Is an oscillation set up, as in the similarity solutions? Clearly a longer-term nonlinear simulation is required to answer these questions.
It should be borne in mind that our hydrodynamical model of elevated rotation of finite radius with no initial meridional circulation is highly specialized. This model was chosen because it provided one of the simplest possible ''thought experiments'' for studying the behavior of elevated vortices. Evidence for a dynamically in-S H A P I R O A N D M A R K O W S K I duced downdraft in real mesocyclones or other geophysical vortices will require careful analysis of high resolution four-dimensional data from observed or numerically modeled phenomena. We note that in Fig. 9d of Ray et al. (1981) an ''unexplained'' elongated downdraft appears in the multiple-Doppler analysis of the Del City storm at z ϭ 2 km ''. . . in inflow air characterized by weak reflectivities. . . .'' This narrow north-south-oriented downdraft straddles a line extending from approximately x ϭ 5, y ϭ 8 to x ϭ 5, y ϭ 15. It appears along the edge of the mesocyclone at the approximate location of the maximum wind, and may be a manifestation of the vortex-induced downdraft discussed herein [Figs. 9e and 9f of Ray et al. (1981) also show a downdraft ringing much of the mesocyclone at the 2-km level, though much of this is likely associated with precipitation loading]. Brooks et al. (1993) found a downdraft in a similar position, but attributed it to the presence of an inflow low due to high wind speeds at low levels (Bernoulli relationship). We also note the fortuitous measurements of a dust devil that struck an instrumented tower while data acquisition was in progress (Kaimal and Businger 1970) . Measurements of the horizontal and vertical velocity components were taken at heights of 5.66 and 22.6 m. The trace of the lowerlevel data revealed a narrow downdraft on either side of the dust devil updraft in the zone of radially decreasing tangential velocity (Fig. 2 of Kaimal and Businger 1970) . Downdrafts, though not necessarily annular downdrafts, have been implicated in mesocyclonic tornadogenesis. Davies-Jones (1982a,b) argued that tilting and stretching of environmental horizontal vorticity by an updraft alone would fail to produce appreciable rotation at low levels (i.e., only a midlevel mesocyclone would be produced), since vertical vorticity is generated only as parcels move upward, away from the ground, in an updraft. This was verified in the numerical simulations of Rotunno and Klemp (1985) . Davies-Jones hypothesized that a downdraft was necessary for the genesis of near-ground rotation. Barnes (1978) and Lemon and Doswell (1979) hypothesized that the transition to tornadic phase in a supercell is initiated by the rear-flank downdraft (RFD). They suggested that the RFD formed at midlevels and intensified the low-level rotation by creating strong shear (Barnes) or thermal gradients (Lemon and Doswell) between the updraft and the RFD. Browning and Donaldson (1963) may have provided the first documentation of the RFD in an early supercell study.
Three-dimensional numerical simulations (Klemp and Rotunno 1983) have, however, implied the opposite cause and effect relationship; the low-level rotation intensifies, followed by formation of an ''occlusion downdraft,'' a smaller-scale downdraft within the RFD. In this scenario, Klemp and Rotunno hypothesized that the RFD is dynamically driven by a local, low-level pressure drop due to the intensifying rotation, which generates a downward-directed pressure gradient. Brandes (1984a,b) also presented this hypothesis based on Doppler radar analysis. Our proposed mechanism of downdraft formation and downward transport of angular momentum relies on the presence of strong elevated rotation and thus differs from Rotunno and Klemp's (1983) occlusion downdraft, which is driven by strong low-level rotation. The reader is referred to Klemp (1987) and Davies-Jones and Brooks (1993) for more detailed surveys of past modeling and theoretical studies.
We hypothesize that the hydrodynamic vortex-induced process described herein may play a role in lowerlevel mesocyclogenesis or tornadogenesis, either through the formation of an annular (or semiannular) downdraft or by facilitating the development of an RFD. This basic process may be important in vortex-dominated flows in other geophysical and engineering contexts as well. The longer-term behavior of our idealized vortex including the downward transport of the vortex circulation by the annular downdraft will be examined in future numerical simulations. 
S H A P I R O A N D M A R K O W S K I
ϱ K (kxR/h) R kR 1 c ϭ ϪR d x ϩ K ,(A14)
