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Abstract-The principle of small quantities of Leibniz’s notation for total derivatives is applied 
logically to partial derivative notation. The result is the notation 2, g instead of the old customary 
27% y . This improvement removes serious difficulties of the old notation. 
1. INTRODUCTION 
The principle of Leibniz’s notation 2 for the derivative of a continuous function u = f(z) of a 
single variable x is to use the quotient of the small quantities du and dx of the variables u and x, 
each of which is a well-defined increment of the variables u and z, viz. the total differential da: 
is an arbitrary increment of z and the total differential dzl is the corresponding increment of u 
defined by the function. Because the total differentials obey the algebraic laws, Leibniz’s notation 
is often preferred over Lagrange’s notation u = f’(z). However in the customary notation for the 
partial derivatives 
au a~ av a~ 
dz’ ay’ az’ &j 
of continuous functions u = f(x,Y) and v = g(z,Y), the small quantities ax and dy do not 
represent unique small quantities such that the separate symbols have the same meaning as in 
the algebraic quotients. The actual small quantities involved are correctly represented in the 
notation 
aU aU av av 
dz’ dy’ Z’ &’ 
as will be explained subsequently. 
We present here three apparent shortcomings of partial derivative notation, the first two of 
which can be removed by judicious choice of variable names, and the third is removed with the 
revised new notation. 
1. If we have a function u = f(z, y) and the transformation y = g(z,n) is made, then it is not 
clear whether 
au i3.L au z means 5 y or z o. 
I I 
The remedy is to use different names for the different groupings of variables. In the example, the 
transformation can be written 
z = C’ Y = 9(&V)’ 
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which indicates that (2, y) is one group of variables and (<, Q) is another, and consequently the 
unique meanings are 
au au au au 
-s_ -E- 
dx dx / dy dy $ 
d” = 6% au au 
d<-if&,' &%&’ 
2. If we have a function f(q(x, y), z, y), we can obtain by partial differentiation 
(1) 
where on both sides of the equation & has a different meaning (see [l]). We can apply auxiliary 
notation 
af af 
ds =zzvdx da:,,' I 1, aS+af 1/ (2) 
but, for repeated occurrences, a more elegant way is to define different names for different func- 
tions of their arguments. In the example, let us define 
f (!+:, Y), 29 Y) = 9(x, Y)? 
then 
as af aq af 
iii= ;i;;z+i2 (3) 
where the meanings are unique without auxiliary subscripts. In fact, the ambiguity in equation (1) 
has only arisen because function values and functions as operators on their arguments were mixed 
up. Equation (3) is merely an adaption of the Lagrange notation of differentiation 
gr = fq Qz +fz. (4 
The custom in applied branches to use the symbol for the function value also as a symbol for 
the function of arguments as in u = u(x, y), 3 = x(t, v), y = y(<, v), u = u([, v), works well 
only if the function is an explicit function of independent variables. Otherwise, a specific form of 
the function must be defined and no other allowed, as in u = f (q, x, y), where consequently f is 
always a function of the 3 variables q, z, y and not of the 2 variables x, y. 
3. The remaining shortcoming of the customary notation is the embarrassing fact that 
Every reader has, sometime in his life, committed the error of inverting a partial derivative the 
same way as a total derivative 
1 dx 
dy=‘;i;;’ (6) 
dz 
and some are still constantly reminding students of this inconsistency. To remove this difficulty, 
we propose the small but significant remedy to use the new notation, from which it is obvious 
that 
&#$. (7) 
dz 
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We show subsequently how the new notation is a consistent application of the idea of small 
quantities, starting from the total differential. 
While it is difficult to change an old custom of notation, we believe that a bold step should 
be taken to modernize for the sake of consistency, a step that is obtained from operational and 
functional correspondence of notation. An example of a similar recent improvement of notation is 
the concept of left and right matrix division, with the corresponding notation that distinguishes 
between inversion and division, [2]. 
We have used the new partial derivative notation for several years and found that it becomes 
comfortable quickly and is very useful in difficult situations. 
To develop the new notation, we carefully trace the different steps that lead to the definition 
and notation of partial derivatives. 
2. DIFFERENTIAL 
Consider a continuous function U(X) of the single variable 2. An infinitesimal increment z 
causes an infinitesimal change of the function u which can be written 
du= f124dx 
dx ’ (8) 
The small quantities du and dx are diflerentials, independent of which variable is considered 
dependent or independent. The term ‘differential’ implies infinitesimal quantities, so that in 
the following the term ‘small’ is synonymous with ‘infinitesimal.’ The quotient & of the two 
small quantities du and dx is a new quantity which is the derivative of the function u at x, and 
Leibniz’s idea is to use this quotient form as notation for the derivative. This quotient indicates 
the corresponding algebra of small quantities which is correctly given by equation (8), i;f both 
quantities dx and du have the same values at both occurrences, such that by cancellation 
we obtain the correct result 
du = du. 
Similarly, we have, for the inverse function x(u), the differential 
dx= d”du 
du ’ 
The particular property of Leibniz’s notation is that dx and du can be interpreted as two 
distinct quantities which are the same quantities in all occurrences in both equations (8) and (9). 
Conversely, the same quantities in both equations (8) and (9) are denoted by the same symbols. 
The relation 
is valid for the ordinary derivative, which we write in the following forms for later reference: 
du dx 
-&&=l 
[$I = [$l, 
(10) 
(11) 
all of which check algebraically, if the two differentials du and dx are interpreted as separate 
quantities. It is this property of computational correct consistency that we want to introduce 
into partial derivatives as well, and conversely, to use the consistent partial derivative notation 
as a rule to guide computation, whether numerical or symbolic. 
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3. TOTAL AND PARTIAL DIFFERENTIAL 
Consider two continuous functions 
u = u(x, Y), 21 = 2)(x, Y> (12) 
of the two variables x,y. To present the features for several functions of several variables, it 
is sufficient to use two, for which we may employ graphical representation to clarify the ideas 
geometrically. We consider the variables x, y as Cartesian coordinates1 in a plane and represent 
the functions u(x, y), w(x, y) as contourlines of constant values in this plane. For convenience, we 
associate with this representation x and y as independent and u and v as dependent variables. 
Y + dy 
Y u+du 
X x + dx 
Figure . Total differentials. 
Figure 1 shows the values u and v at a point Pr with coordinates x,y. Point Pz is a small 
distance away from PI given by arbitrary small distances dx and dy. At Pz, the function values 
have changed correpondingly by the small increments du and dv so that their values there are 
u + du and u + dv which is indicated in Figure 1 by two contourlines. The total change of 
independent variables is indicated by both dx and dy, and accordingly du and dv are called total 
differentials and indicated with the same differential symbol d as a differential of a function of a 
single variable. Therefore, 
du = u(x + dx, y + dy) - u(x, y), 
dv = v(x + dx, y + dy) - v(x, y). 
(13) 
(14) 
The total increase du and dv is divided into parts shown in Figure 2. 
Along the x-constant line the functions increase first with the parts &u and a,v from point PI 
to point P3, due to the increase dx of the one independent variable. Then the functions increase 
‘This is just a graphical convenience. We never use any orthogonal properties of the coordinates in this discussion. 
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with the parts a,u and b,v along the y-constant line due to the increase dy of only the other 
independent variable. The total differentials are therefore composed of parts according to 
du = a,u + dyu, 
dv = C&v + a,v. 
05) 
(1’3) 
Along each line, we write the relation of actual small quantities similar to the differential of a 
function of a single variable 
au 
a,u = z dx, 
a,v = 2 dx, 
(17) 
(18) 
u+du 
\ 
Y + dy 
v + dv 
x + dx 
Figure 2. Total and partial differentials. 
a,74 = $dy, 
a,v = $&, 
09) 
(20) 
where the subscripts x and y on the right-hand side of the equations are omitted with the 
understanding that they are implied by the denominator of the quotient, i.e., 
/ 
au a,% _-- 
dx dx ’ 
(21) 
CAM 26:3-H 
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au a+ 
---7 
dy dy 
a” = a 
-7 
dx - dx 
av a,v -=-. 
& - dy 
(22) 
(23) 
(24) 
The small quantities &u, ayu, a,v, a,v are called partial d$erentials, (see [3]).2 The equations 
(13) and (14) of partial differentials are, in all respects, equal to the equation (8) of the differential 
of a function of a single variable if only the change of one independent variable is considered, and 
corresponding to the partial increments the quotients 
au av au av 
dz’ zi’ dy’ & 
are called partial derivatives. The increments dx and dy must also be considered total differentials 
because, first of all, they are not parts of a larger increment of the same variable. Secondly, 
although they are considered independent variables, we may consider the particular functions 
x = 2(x, y) and y = y(x, y), then their increase from point Pr to P2 are the total differentials dx 
and dy which coincide with the increments dx and dy along the axes. Therefore, 
dx, dy, du, dv 
are all total differentials. If the expressions of equations (17)-(20) are substituted in equa- 
tions (15) and (16), we obtain the equations for the total differential of each function 
du=E dx+$dy, 
dv = $ dx + g dy, 
which is a relation between all eight different small quantities 
dx, dy, du, dv, a2u, ayu, ad, ayv, 
with only the implied subscripts not written explicitely. In this notation, all small quantities 
that are the same are denoted with the same symbol and vice versa, no quantities which are the 
same are denoted with a different symbol, as is the case with the customary notation of partial 
derivatives. If we cancel equal quantities 
we obtain, exactly, equations (13) and (14) again. Especially, there is no need to change some of 
the total symbols d to partial symbols a. On the contrary, the correct distinction between total 
and partial increments allows us to see the inequalities 
&#$ (27) 
a? 
The partial differentials 
aux, 0, ad, ad 
2Although Gibson [3], uses a slightly diierent notation. 
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that occur in the inequality above, where the subscripts are implied, are increments that are 
explained in Figure 2. This figure shows the original functions and the inverse functions 
‘11 = 21(x, Y), ?J = Y(? Y), 2 = Z(U, v), Y = Y(%V) (28) 
all in the same plane, where for clarity both functions’ contourlines of constant values have been 
drawn orthogonal so that distances can be seen in both the x,y and the u,v coordinates. The 
same total increments dx and dy are shown to consist of parts 
dx = 8,x -t d,x, (29) 
dy = auy + &,y. (36) 
Corresponding to the previous description, all increments that occur in the equations for the 
total differential functions of the inverse functions 
dx = 2 du + g dv, (31) 
(32) 
are shown. In Figure 2, all the 12 different increments 
dx, dY, du, dv, a,~, a+, a,v, ay21, aU2, 0, a,Y, a,Y 
are identified. 
The new notation allows for a complete description as well as distinction of all increments that 
may occur. We believe that this is a requirement of a good notation. It is also a necessity in a 
numerical finite difference approximation, allowing a correspondence between analytic symbols 
and computer language names. This, in turn, allows efficient programming in both numerical 
and symbolic computation. 
4. CHAIN RULE 
Let x, y be functions of two new variables <, q 
x = x(& 77), Y = Y(&V)> 
then the total differentials are similar to equations (25) and (26) 
ax ax 
dx = dsd<+ &dq, 
dy = 2 4 + 2 dq. 
Substitute in equations (25) and (26) 
(33) 
(34) 
du = $$,+$$dq+;$,+$$dq, (35) 
dv = $?d<+?.%dq+!?!?!d<+??~dq. 
dx dq dy dq 
(36) 
In the .$, n plane, these total differentials can be split into parts +u and +v due to @ alone, and 
parts d,u and d,v due to dq alone, which, from (35) and (36), are identified as 
au+$d<+gp& E (37) 
a,u = - - au axdqf$$dq, 
dx dq (38) 
ap = ~?@+Z&& w-9 
a 
0 
v = av ax dv ay --dq+--dq. 
dx dq dy dq 
(40) 
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The new partial derivatives follow by division of the above equations by the differentials dl and 
dn and deleting the subscripts which are now implied 
au au ax au ay -= 
4 
--+dyCy, 
dx d< 
ati au ax 
;i;;=zzj+ 
au ay 
--7 
dy drl 
au au ax av ay -= -- -- 
dS dx d< + dy de’ 
av av ax av ay 
&=z&+dyzj 
(41) 
(42) 
(43) 
(44) 
Equations (41)-(44) define the chain rule of partial derivatives. Again, the new notation makes 
clear that the upper partial differentials +x, aox, acy, ally (subscripts implied) are not the same 
as the lower total differentials dx and dy. In Figure 3, all the different total and partial differentials 
of equations (41)-(44) are shown. 
5. JACOBIAN MATRIX 
The chain rule of equations (41)-(44) can be written in matrix form 
(45) 
These matrices are the Jacobian matrices of the corresponding functional relations.3 
To prove the formula for the inverse of the Jacobian matrix, the customary method is to 
substitute u, v for I, n. The Jacobian matrix on the left becomes then the identity matrix 
au au 
i 1: duz = av av && (46) 
These values are found by considering the special functions u = U(U, v) and v = v(u, v) and 
performing the corresponding partial differentiations analytically. However, the differentials in- 
volved in the quotient representation of the partial derivatives can be found separately by tracing 
the corresponding small values on a graphical representation as in Figure 1. Then it can be seen 
that 
a,u = du, a,u = 0, a,v = 0, a,v = dv, 
while in the old notation this distinction is not shown. 
With these results, we can find from equation (45) that 
(47) 
This equation makes the inequality equation (7) clear mathematically, which we could already 
see by the new notation. 
3We use this term as accepted in the modern computational literature. The original meaning of the Jacobian 
was the determinant of this matrix (see 141) and the functional relations were transformations. Some writers use 
‘Jacobian’ for the matrix ([5]) therefore, to distinguish clearly, we use explicitely ‘Jacobian matrix’ or ‘Jacobian 
determinant.’ 
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As a next improvement, we show consistent matrix algebra notation for Jacobian matrices. 
Define columnvectors of total differentials 
dw= z, [ 1 dz= ; [ 1 and d( = ’ . [ 1 q 
Then we write equations (25) and (26) as the single equation of total differentials 
Y u + du 
Y + & 
‘ 1 
dy alY 
Y 
t 
-%Y 
2 
i 
- 
0 
I 
L 
3 
x - 
.X 
A 
(4% 
v + dv 
I 
. 
I- 
\ 
, 
4 
, 
x+dx 
Figure 3. Total and partial differentials of the chain rule. 
In equation (48), we have again consistency of notation, inasmuch if symbols with the same 
notation on the right are cancelled, although symbolically, the equation becomes an identity. 
Therefore, the Jacobian matrix is defined in terms of vectors with total differential symbols 
dw 
_z 
dx 
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Applying the formula of equation (48) to the inverse relation, we obtain 
dz=* dw 
dw’ ’ 
and substituting this in equation (48) produces 
du,=dur d.Z.dw 
dz ‘dw ’ 
from which it is clear that 
dw dx 1 0 
dr*dw= 0 1 ’ [ 1 
which means that 
dw dx -’ 
dz=dur - [ 1 
(50) 
(51) 
(52) 
(53) 
Equations (52) and (53) are the same as equations (10) and (11) for ordinary derivatives. The 
chain rule of equation (45) becomes 
dw dw dx 
z=z’ig’ (54) 
The order of multiplication cannot be changed. Similarly, cancellation of equal small quantities 
can only occur in one direction diagonally over the . product 
The whole idea of vector and matrix notation is to write equations of several variables in the same 
form as equations of a single variable, and for this purpose, regarding vectors as single quantities. 
Combining this consistently with the total differential notation leads to the result that partial 
derivatives can be written in compact notation in exactly the same form as the ordinary derivative 
in Leibniz’s notation, with the same algebraic rules only limited to the matrix rule of sequence of 
factors, and the Jacobian matrix becomes an ordinary derivative, albeit of vector quantities. 
It just happens that the algebra of differentials of vectors is more complete than the algebra 
of ordinary vectors, inasmuch the division of vectors can be done, the quotient becoming a new 
quantity which is identified as the Jacobian matrix. On the other hand, matrix rules still apply. 
The order of multiplication of the Jacobian matrix with the differential of a vector, or another 
Jacobian matrix, depends on the representation of the differentials of vectors as columns or rows. 
This disadvantage is accepted in matrix algebra to avoid the complicated tensor notation. We 
have used only square matrices as demonstration, but with the same notation, derivatives of 
vector variables with respect to vector variables of different dimension can be done, and then the 
matrix rule of multiplication applies, that only conformable matrices can be multiplied and that 
inverses of non-square matrices cannot be defined. 
Finally, for completeness, the differential symbols in the classic notation for the Jacobian 
determinant should also be changed, which can then be used as shown below in relation to the 
notation in terms of vector differentials can be written, for the Jacobian determinant 
a(u,~~) dw 
d(z,y)TG’ I I 
(55) 
and for the Jacobian matrix 
(56) 
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6. CONCLUSION 
It has been shown that if symbols to distinguish between total and partial differentials are 
consistently introduced into notation of partial derivatives according to the principle of Leibniz’s 
notation, then a consistent algebra of differentials is produced. If this notation is combined with 
vector and matrix notation, then a consistent algebra of a single vector-variable is produced which 
copies exactly the notation and algebra of total derivatives of a single variable. 
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