Many analyses based on the time-dependent Ginzburg-Landau model are not consistent with statistical mechanics, because thermal fluctuations are not taken correctly into account. We use the fluctuation-dissipation theorem in order to establish the appropriate size of the Langevin terms, and thus ensure the required consistency. Fluctuations of the electromagnetic potential are essential, even when we evaluate quantities that do not depend directly on it. Our method can be cast in gauge-invariant form. We perform numerous tests, and all the results are in agreement with statistical mechanics. We apply our method to evaluate paraconductivity of a superconducting wire. The Aslamazov-Larkin result is recovered as a limiting situation. Our method is numerically stable and the nonlinear term is easily included. We attempt a comparison between our numerical results and the available experimental data. Within an appropriate range of currents, phase slips occur, but we found no evidence for thermally activated phase slips. We studied the behavior of a moderate constriction. A constriction pins and enhances the occurrence of phase slips.
I. INTRODUCTION
Almost a century ago Langevin [1] proposed a "complementary" stochastic force in order to enable the description of an individual Brownian particle in terms of Newton's second law. This approach gave origin to the field of stochastic differential equations.
Among the many widely used stochastic differential equations, we will focus on the timedependent Ginzburg-Landau equations (TDGL), which are used to describe a superconductor out of equilibrium [2] . The TDGL equations may be written in the form
where ψ is the order parameter, A the electromagnetic vector potential, t the time, ξ the coherence length, Φ 0 = hc/2e the quantum of magnetic flux, α, β and γ are material parameters, σ is the normal electrical conductivity, c is the speed of light, e the absolute value of the electron charge, m the mass of a Cooper pair and the asterisk denotes complex conjugation. β and γ are positive, whereas α is positive above the critical temperature and negative below it. The product |α|ξ 2 = 2 /2m does not depend on the temperature. In these equations the gauge choice eliminates the scalar potential.
In order to cope with fluctuation problems, Schmid added a Langevin term to these equations [3] . Precisely, he added to the right-hand side of Eq. (1) a random function of position and time, f (r, t), such that
where · · · denotes ensemble average, Ω is the volume of the sample, k B is Boltzmann's constant and T is the temperature. Since then the use of a Langevin term has become almost a standard practice in the numeric solution of the TDGL equations; some miscellaneous examples are [4, 5, 6, 7, 8, 9, 10] . Generalizations of Eq. (3) to various classes of models were reviewed in [11] .
We shall be particularly interested in wires with nonuniform cross section. This interest is motivated by previous works [12, 13, 14] , which found that nonuniform superconducting wires may behave qualitatively differently than a uniform wire, especially near the transition temperature. We are therefore interested in a numeric scheme that can enable us to investigate nonuniform wires in the region in which thermal fluctuations are important. For this purpose we would like to integrate the TDGL equations by means of Euler-Maruyama iterations. As we will discuss after Eq. (16) , the existing literature does not provide an explicit procedure for evaluating the size of the fluctuations of the order parameter in each computational site; in particular, it is not mentioned that this size depends on the volumes of the computational cells.
Moreover, addition of a Langevin term to Eq. (2) [10, 15, 16] , which can take into account fluctuations of the electromagnetic field, is the exception rather than the rule. We shall see that this omission is not self-consistent, even if only the values of the order parameter are of our concern. We are unaware of the initial motivation for including fluctuations in the order parameter only; a belated argument could be the result [17] that charges of an isotropic superfluid are irrelevant for T ξ 1 K cm, but this result does not refer to the 1D situation that we consider.
An early review on fluctuations near superconducting phase transitions was written by Skocpol and Tinkham [18] . The voltage-current characteristic in quasi-one-dimensional superconductors was extensively studied [19, 20, 21, 22, 23, 24, 25, 26] and reviewed [27, 28] several decades ago. The most salient feature is the presence of voltage steps, which are atributed to "phase slips" in which the order parameter vanishes at a point and releases a winding from its phase. In recent years there has been a renewed interest in this topic [29, 30, 31, 32, 33, 34] , fuelled by the availability of long nanoscopic superconducting wires.
Among other features, it has been possible to investigate the existence of quantum phase slips and the behavior under fixed voltage.
In this article we build the equations for the evolution of a nonuniform superconducting wire, as appropriate for a finite difference numeric treatment. For this purpose we first discretize the TDGL thermodynamic potential and then invoke the fluctuation-dissipation theorem [35] to evaluate the self-consistent Langevin terms.
Our method is developed in Sec. II. Expressions for the noise term at each computational element are obtained and we find a convenient way to determine how the Johnson noise affects the order parameter. Section III compares the results of our method with those of statistical mechanics for simple situations in which analytic results can be obtained.
In Sec. IV our method is used for situations in which analytic results are not available.
Appendix A provides numerical details that contributed to the success of our algorithm.
II. OUR METHOD A. The fluctuation-dissipation theorem
For our purposes, the theorem may be stated as follows. We consider a system with energy G that depends on several variables, one of which is x. Let the system be in thermal contact with a heat bath at temperature T and let x be a classical variable, i.e., a real function of time. Let x obey on the average the macroscopic equation
Let τ be a macroscopically short period of time. Then the microscopic change of x, x(t + τ ) − x(t), will be −Γτ ∂G/∂x on the average and its variance will be
where η = x(t + τ ) − x(t) + Γτ ∂G/∂x.
The physical idea behind this theorem is the same as in the original Langevin article, i.e., the same interactions of the variable x with the heat bath, that give origin to its microscopic fluctuations, are those that lead to its macroscopic evolution in Eq. (4).
Several assumptions are necessary for the validity of this theorem. One of them is that the distribution of the coordinates of the heat bath that interact with x remain described by the canonical ensemble. There are also conditions on the size of τ ; it has to be macroscopically small, quantitatively expressed by τ ≪ k B T /Γ(∂G/∂x) 2 and τ ≪ 1/Γ∂ 2 G/∂x 2 . On the other hand, τ has to be microscopically large, explicitly, much larger than the autocorrelation time of the Langevin term and also large enough to allow for a classical treatment of x. From the numerical point of view, taking a value of τ that is too small may be a waste of resources but, in principle, should not affect the results. Indeed, if we take a time step τ /K rather than τ , the average and the variance of the change in x will decrease by the factor K, so that, if η has Gaussian distribution, after K steps the ensemble of results will be the same as if the time step were τ .
B. Ginzburg-Landau energy
In this model the energy of a superconducting wire can be written as
where the integral is over the volume of the wire. Here I is the current that flows along the wire, w is its cross section, and the last term in the integrand takes into account the energy provided by the power source. We consider a wire with a cross section that is much smaller than the square of the magnetic penetration depth, so that the induced magnetic field can be neglected. In this situation we are also allowed to take the electromagnetic potential A in the direction of the wire. Likewise, we will assume that the width of the wire is small compared to the coherence length and varies slowly with the arc length; for the superconducting-insulator boundary condition these assumptions imply that ∇ may be replaced with the derivative with respect to the arc length.
Let us now discretize this energy. We denote the length of the wire by L and divide it into N segments of length L/N. Each segment has to be sufficiently short, so that the order parameter, the elecromagnetic potential and the cross section may be considered to remain uniform within it, and we denote their values by ψ k , A k and w k for the k th segment. Defining the grid-dependent dimensionless variablesξ = Nξ/L andÃ = 2πLA/NΦ 0 , we may write
The intuitive meaning ofξ is "the number of consecutive segments over which the order parameter remains approximately uniform." In numeric calculationsξ has to be of the order of 1; ifξ is too small the discretized model does not represent the physical sample and, if it is too big, the calculation becomes inefficient.
Discretization of the local terms in Eq. (6) is quite natural, but discretization of the term with the gradient is somewhat arbitrary. Since the term (i∇−2πA/Φ 0 )ψ requires the values of the vector potential and of the derivative of ψ at the same site, it is usually convenient to use a staggered approach, in which A and ψ are defined at alternating overlapping sites.
However, since in Eq. (6) |(i∇ − 2πA/Φ 0 )ψ| 2 is multiplied by the cross section of the wire, which may not be uniform, the use of overlapping sites is problematic. It is tempting to replace in Eq. (7) the term in square brackets with |ψ k+1 −ψ k−1 +2iÃ k ψ k | 2 /2. Unfortunately, even in the limit N ≫ 1, this form would lead to two separate sublattices (k odd and k even) such that there is no penalty for changing their relative phases; this feature does not represent the original continuous model.
We decompose ψ k into real variables ψ k = u k + iv k . The derivative of the discretized energy with respect to u k may be written as
The derivative with respect to v k involves the imaginary part of the same expression, which is actually 2∂G/∂ψ * k . The derivative of the energy with respect toÃ k is
Noting that the term in square brackets is proportional to a discretized version of the superconducting current density and substituting |α|ξ 2 = 2 /2m, Eq. (9) reduces to
where I N is the normal current along the wire.
C. Evolution equations
Comparison of Ohm's law with Eq. (10) gives the macroscopic equation
with
Equation (8) has to be compared with the evolution of the order parameter in a wire [14] . Using superconductor-insulator boundary conditions and our notation, this evolution is given by
where s denotes the arc length. Assuming that w, ψ and A can be differentiated twice, Eq. (13) is obtained as the limit of
and an analogous equation for v k , with
The macroscopic evolution of u k and v k can be described by the complex equation dψ k /dt = −2Γ ψ,k ∂G/∂ψ * k . We close this section with a summary of our basic numerical algorithm. Let ψ k andÃ k be known at a certain instant. Then, after a time step τ their new values will be
where η u , η v and η A are random numbers with gaussian distribution, zero average and
, with the derivatives of G given by Eqs. (8)- (9) and the Γ's given by Eqs. (12) and (15) . It should be emphasized that Γ A,k and Γ ψ,k depend on the length and the cross section of the k th segment.
In order to use algorithm (16), η 2 u,v,A must be known. Nevertheless, practically all the literature limits itself to mentioning the continuum-style relation (3) . Neither the expressions nor the procedure for evaluating η 2 u,v,A are provided. To our knowledge, the only exceptions are [4] and [5] . The expressions provided in these references neither coincide with those we have obtained nor among themselves. According to us, the expression in Eq. (16) of [4] should vanish for a trully infinitely long sample; expression (18) in [5] seems to depend on the volume of the entire sample rather than the volume of the computational cell. Reference [6] just quotes [4] and [5] (although the size of the noise is essentially regarded as a free computational parameter), and [9] relies on [6] . Many studies (e.g. [8] ) do not require the variance of η u,v,A , because algorithm (16) is actually not used. A possibility for avoiding use of (16) is working in Fourier space, but this approach is not useful for a nonuniform wire.
D. A gauge-invariant method
For a one dimensional wire the electromagnetic potential can be gauged out of the evolution equation by means of an appropriate transformation. Defining a gauge function
and the gauge-invariant order parameterψ(s) = U(s)ψ(s), the term |(i∇ − 2πA/Φ 0 )ψ| in Eq. (6) reduces to |dψ/ds|. We discretize U as
where the sum up to a half-integer number is understood to contain the termÃ k , but multiplied by 1 2 . Once U k is defined, we can writeψ k = U k ψ k . A discretized version of the energy can then be written as
where w k is understood as 0 for k = 0 and k = N + 1.
Althoughψ k is physically more meaningful than ψ k (|dψ/ds| is proportional to the velocity), it is not a "canonical" variable, i.e., dψ k /dt = −2Γ∂G/∂ψ * k . Instead, we have
Noting that
the first term in Eq. (20) takes the value −2Γ ψ,k ∂G/∂ψ * k , i.e., its contribution is what we would obtain ifψ k were a canonical variable. In order to obtain the evolution ofÃ j , we express the energy in Eq. (19) in terms of ψ rather thanψ and then use Eq. (11) . This gives
which is the discrete version of Ohm's law required by Eq. (19) . Substituting these results into Eq. (20) we obtain the macroscopic evolution ofψ. This evolution can be followed without any knowledge aboutÃ. instead of a standard Euler step we multiply by a phase, i.e.,
where the meaning of the upper limit is that the argument of the exponential for j = k is divided by 2. To first order in τ and η A,j this method is equivalent to an Euler step, but, since it keeps |ψ k | unchanged, is numerically more stable.
E. Dimensionless parameters
Besidesξ andÃ, that were defined before Eq. (7), it will be convenient to define the following dimensionless quantities.α = α/k B T provides a conveniently normalized value of the condensation energy. L = L(2mk B T ) 1/2 / is the length of the wire divided by the "thermal wavelength," except for a factor √ π. We also defineR = 4e 2 γL/ σw 0 , where w 0 is some typical cross section of the wire. For a wire of uniform cross section,R is the normal resistance of the wire multiplied by 2πγ and divided by the quantum of resistance, h/(2e) 2 .
R is proportional to the ratio between the relaxation times of the order parameter and the electromagnetic potential.τ = ατ /γ is the effective size of the iteration steps; it is not dictated by the physics of the problem and we expect that, provided thatτ is significantly smaller than 1 and significantly larger than the inverse of the number of iterations, the results should not depend on it. Some additional quantities, which are useful when β = 0, will be defined in Sec. IV C 1.
III. TOY MODELS
In order to test our method, we would like to compare its results against quantities that can be evaluated exactly. For this purpose, the following sections consider simplified models.
A. UniformÃ
We drop the last term in Eq. (7), that causes the energy to be unbounded from below, and also set β = 0, so that the problem becomes linear in the order parameter. In order to keep G bounded from below, we must set α > 0. As additional simplifications we will consider a uniform wire w k = w 0 for k = 1, . . . , N, and a uniform valueÃ k =Ã for all the segments. With these simplifications the energy becomes
We also have to specify boundary conditions at the extremes of the wire. Let us consider periodic boundary conditions,
For a fixed value ofÃ, G can be diagonalized by a Fourier transformation. We define
ψ k e −2πikn/N and, for simplicity of notation, we will take even values of N. The inverse transformation can be written as
Substituting Eq. (25) into Eq. (24) we obtain
The ensemble average of any quantity Q is given by
whereÃ varies over R and ϕ n over R 2 . If Q is a polynomial, the integrals over ϕ n are easily evaluated. For example, the denominator in Eq. (27) (the partition function) is
This last integral may be either evaluated numerically or collecting the residues atÃ = sin 2πn/N + i(ξ −2 + 4 sin
Note that, since the dependence onÃ factors out in the integrand of Eq. (28), it contributes just a multiplicative constant to the partition function. Therefore,Ã is a degree of freedom that makes no contribution to the heat capacity. For the same reason, the expectation value for any function ofÃ is independent of the temperature.
In our calculations using algorithm (16) we started from u k = v k =Ã = 0 and let these variables build up from fluctuations. We performed N relax iterations to achieve a "typical" situation and then averaged the quantities of interest during N av additional iterations. 
B. Gauge-invariant formalism
We still take I = β = 0 and uniform cross section w k = w 0 , but use of the formalism developed in Sec. II D enables us to release the requirement of uniformÃ. We consider two boundary conditions. One of them isψ(0) =ψ(L) = 0, which corresponds to contacts with a conductor that strongly suppresses superconductivity. In a discrete model, these conditions 
Upper part: fluctuations ofÃ were included; lower part: fluctuations ofÃ were ignored. We have drawn an oblique straight line that separates the "upper" and "lower" parts.
are approximated byψ 0 = −ψ 1 andψ N +1 = −ψ N . In this case we writẽ
where δ is Kroneker's symbol. Expression (19) then assumes the diagonal form
The other boundary condition we consider is that in which dψ/ds vanishes, which corresponds to contacts with an insulator. In a discrete model, we requireψ 0 =ψ 1 and • n = 0; ⋆ n = ±1; △ n = ±2; n = ±3; ♦ n = ±4; × n = 5. Upper panel: fluctuations ofÃ included; lower panel: fluctuations ofÃ ignored. For visibility, only the region above 0.6 is shown.
ψ N +1 =ψ N . In this case we writẽ
and Eq. (19) reduces to Inspection of the lower panel in Fig. 3 (including 7 additional curves that are not shown)
suggests the following trends: (i) omission of the fluctuations ofÃ yields values of |ϕ n | 2 that are larger than the true values for small n and smaller than the true values for large n, i.e., the order parameter appears to be flatter than it should; (ii) the largest deviations of |ϕ n | 2 from its true values occur for coherence lengths of the order of the length of the wire; for higher harmonics, the largest deviation tends to occur at smaller coherence length.
Trend (i) might be understood if we consider the mechanism by which fluctuations of A k influence the order parameter. For a bulk superconductor, the currents generated by these fluctuations induce magnetic fields that are felt by the order parameter; this is the mechanism considered, e.g., in [36] . For a very thin wire, the induced magnetic field is negligible. However, since the total current has to be uniform along the wire, the Johnson current forces a superconducting counter-current, which in turn forces a phase gradient.
Therefore, fluctuations ofÃ k force the order parameter to be rougher than it would be in their absence. Note that at a very small scale, which is beyond the scope of our model, electroneutrality is not a realistic assumption. Trend (ii) may be qualitatively understood, since higher harmonics probe shorter lengths.
C. The continuous limit
We consider now the limit N → ∞. In this limit Γ A → 0, and we might expect that the fluctuations ofÃ k become unimportant. As in the previous section, we drop the nonlinear term, take a uniform cross section, and use the gauge-invariant order parameterψ. This time we will consider the periodic boundary conditionψ N +1 =ψ 1 , which physically corresponds to a ring that encloses a magnetic flux that equals an integer number of quanta. The case of a ring that encloses a non-integer flux will be considered elsewhere. For this boundary condition we cannot take I = 0; instead, I becomes a Lagrange multiplier. Numerically, the effect of this current amounts to the substraction of a uniform term from everyÃ k , so that Ã k (t) remains constant. Sinceξ ∝ N, dψ/dt diverges in the limit N → ∞; in order to overcome this difficulty we used the method described in Appendix A 1.
ψ k e −2πikn/N , the statistical average of |φ n | 2 can be obtained by settingÃ → 0 in Eq. (26) . From here we obtain |φ n | 2 = k B T /αLw 0 (1 + 4ξ 2 sin 2 (nπ/N)). Table I Since the disparity between the rows a and c in Table I grows as the grid resolution is increased, one should ask whether this effect is due to the necessity of resolving small-scale features, or just due to the lager number of computational cells. In order to answer this question, we repeated our calculations for N = 32, but increasedR, L/ξ and n by a factor of 4. In principle, one should recover the results obtained for N = 8, and this is indeed found when the fluctuations inÃ k are taken into account. In row c, we recover the values for N = 8 for n = 0 (i.e., these harmonics behave as "intensive" quantities), but the value obtained for n = 0 is roughly multiplied by 4 (behaves as "extensive").
It might be suspected that our numerical method breaks down for large N. This is very unreasonable. First, practically the same results were obtained for different values of τ .
Second, if the results without fluctuations inÃ k were numerically wrong, one would need a miracle to correct the results by taking these fluctuations into account.
D. Nonuniform ring
We finally consider a case with nonuniform cross section. We use the gauge-invariant description in Eq. (19) , with β = 0 and consider a ring with just N = 3 elements. For simplicity, we also take ξ = L/3. We take periodic boundary conditions, as in Sec. III C.
We denote the cross sections by w 1 = µw 0 and w 2 = w 3 = w 0 . This is an artificial model and clearly we cannot regard its boundary as a smooth surface, but the important feature for the present purpose is that it is a self-consistent model.
The energy can be diagonalized by a linear transformationψ (12) and (15) and the filled symbols were evaluated using fluctuations of the same size for the three elements.
Besides N = 3 and ξ = L 3 , the parameters are the same as in Fig. 1 .
As in Sec. III C, the current becomes a Lagrange multiplier. Since Γ A,k ∝ w 
supercurrent is defined by its spatial average, as in Eq. (B1). An additional assumption was that the length of the wire is infinite. The main effort of Ref. [21] was focused on the influence of the term β|ψ| 4 in Eq. (6), but at this stage we keep β = 0. Their result was
where V is the applied voltage and V 0 = αL/γeξ. I SC is an increasing function of V ; for
In order to reproduce this model, we follow just the evolution ofψ k , whereasÃ k (t)
follows from dÃ k /dt = −2eV /N . We take periodic boundary conditions for ψ, i.e.ψ N +1 = exp(−2ieV t/ )ψ 1 , and the condition of infinite length requires L ≫ ξ. The results are shown in Fig. 5 for several cases in the range 0.3 ≤ ξ ≤ 3L. There is good agreement with the prediction of Ref. [21] but, surprisingly, the requirement of large L seems to be unnecessary.
IV. APPLICATION-PARACONDUCTIVITY
A. Voltage-current characteristic of a uniform wire above the critical temperature
Fixed voltage
We are now in a position that enables us to evaluate self-consistently the average current I along a superconducting wire when a fixed voltage V is applied. The procedure is similar to that of Sec. III E, but this time the evolution ofÃ k is given by Eq. (16) . The instantaneous total current I has to be such that in every step Ã k decreases by 2eV τ / . I is obtained as the average of I over N av iteration steps.
The dashing lines in Fig. 6 show the values obtained for I (V ) in the range 10 
Fixed current
Another experimental situation is prescribed by keeping a fixed current I. In this case we are interested in the average value of the voltage. The evolution ofψ andÃ is the same as in Sec. III C, except for an additional termRτ I/2Nαek B T in the increment of each A k in every step. The boundary conditions are dictated by the experimental setup; in the absence of experimental details we shall just assume that the coupling between ψ 1 and ψ 0 (and between ψ N and ψ N +1 ) can be neglected. In order to avoid a significant influence of the boundary conditions at the "contacts," we adopted a "four-probe technique," i.e., the voltage was measured between the segments 1 + N cont and N − N cont and the result was multiplied by N/(N − 2N cont ). and several points of V (I) were evaluated usingτ = 3 × 10 −6 , N av = 10 8 , N relax = 3 × 10 7 ; these changes of computational parameters do not produce noticeable changes in this figure.
The average voltage drop V is given by
where ∆Ã k is the increment ofÃ k in a step and the sum is over the segments 1 + N cont ≤ k ≤ N − N cont and also over the N av iteration steps.
The continuous lines in Fig. 6 show our results for V (I). For large and intermediate currents V (I) coincides with I (V ) in the scale of the graph, but for low currents we see that they are different curves. This difference reflects the fact that a situation in which I is kept fixed and V fluctuates is not equivalent to a situation in which V is kept fixed and I fluctuates. This time we do reach a small current regime where V is proportional to I, with an effective resistance that is smaller than L/w 0 σ.
The difference between V (I) and I (V ) has been dramatically observed in recent experiments [32, 33] .
B. Low current limit
Let us denote by σ ′ the contribution of the supercurrent to the electric conductivity.
Taking the limit V → 0 in Eq. (35) we obtain
This result was initially obtained by Aslamazov and Larkin [37] and the value of σ ′ according to Eq. (37) will be denoted by σ AL . It can also be written as
where ǫ = (T − T c )/T c , T c is the critical temperature and K = πe 2 ξ(0)/16 w 0 . The last form of Eq. (38) neglects terms of order ǫ −1/2 and assumes α = 8k B (T − T c )γ/π.
We will now evaluate σ ′ taking the electromagnetic fluctuations into account. This will be done by fixing a small current I, evaluating the average voltage V as discussed in the previous section, and then σ ′ will be given by
The choice of I as the nonfluctuating quantity is based both on Fig. 6 and on the fact that most experiments are performed under this condition.
The current has to be sufficiently small in order to yield a voltage proportional to it.
Our requirement was I SC 0.1ek B T / . This value was inspired by Figs. 5 and 6 and is in agreement with experiments [38, 39, 40] , that required I 3ek B T / . For experiments that used larger currents, the conductivity was current dependent in the interesting range [41] .
Our requirement is translated into the condition I 0.1(1 + σ/σ ′ )ek B T / . Since σ ′ was not known in advance, we used I = 0.1(1 + σ/σ AL )ek B T / , which turned out to be appropriate in all cases. In several cases we doubled I and verified that V was indeed doubled. The line in the graph is
and seems to fit the results reasonably well in this range. The results for ξ = 0.3L are too high. We suspect that for this large ξ/L ratio the conductivity is influenced by the boundary conditions; it is known that when ξ is of the order of the length of the wire, qualitatively different behavior is obtained [42] .
Far from the critical temperature Eq. (40) coincides with the Aslamazov-Larkin result, but close to the critical temperature the conductivity increases at a slower rate, even in the case β = 0.
C. Inclusion of the nonlinear term
Until now we have neglected the term with higher order in ψ k . This can be done for temperatures that are sufficiently above the critical temperature. We are now interested in the region close or below the critical temperature and we therefore set β = 0. Except for the general treatment in Sec. IV C 1, this section will consider a wire with uniform cross section w 0 . In the general case, w 0 stands for a typical cross section.
Normalized evolution equations
We start by defining some useful quantities.ψ and ξ β are defined by requiring βψ 4 w 0 ξ β = k B T and βψ 2 ξ 2 β = 2 /2m. The implication of these requirements is thatψ will be an estimate of the size of the order parameter at the critical temperature, and ξ β will be an estimate of the coherence length at this temperature. Solving these two equations gives
In terms of more directly measurable quantities we can write
where κ is the Ginzburg-Landau parameter; for a wire of cross section w 0 ∼ 10 −11 cm 2 , critical temperature T ∼ 1 K and κ ∼ 0.1, ξ β ∼ 7 × 10 −4 cm. We also define the normalized order parameter ψ βk = ψ k /ψ (and similarly,ψ βk =ψ k /ψ), the normalized step sizeτ β = τ βψ 2 /γ and the ratio α
With these notations, the "macroscopic" increments ofψ βk andÃ k during a time step τ are
The numerical details for the integration of these equations are discussed in Appendix A.
The fluctuations in the increment ofÃ k have a variance 2Rτ β (w 0 /Nw k )(ξ β L/L) 2 ; the fluctuations ofψ βk are taken into account by adding to the real and to the imaginary part terms with variance Nτ β w 0 ξ β /w k L and then modifying the phase according to Eq. (23). Figure 8 shows the average value of |ψ βk | 2 , obtained using Eqs. (44)- (45) and Eq. (A3) for a wire of uniform cross section and in a region that includes the critical temperature, asα andR were varied. |ψ βk | 2 was averaged over N av iteration steps and also over k in the range 1 + N cont ≤ k ≤ N − N cont . In several casesα was swept downwards and then upwards, in order to check for hysteresis; for the parameters we studied, no evidence for hysteresis was found. As could be expected from Eq. (44), the values of |ψ β | 2 are a universal function of α ′ . We also evaluated |ψ β | 2 for different values of ξ β /L and L (not shown in Fig. 8 ), and the results lie on the same curve.
Basic results for low currents
In the considered range, |ψ β | 2 can be fitted by the empiric expression
As in [43] , our results have a hardly visible inflection point near α ′ ∼ −2.5; our fit (46) is not sufficiently accurate to reproduce this feature. As a test for linear response, we evaluated |ψ β | 2 in several cases for zero current and for I = 0.1ek B T / ; the current caused a decrease of |ψ β | 2 of the order of 0.2%.
We also evaluated I 2 SC for zero total current and various values of
Some of the results are shown in Fig. 8 . Figure 9 shows the superconducting contribution to the electric conductivity for several 
we defined the quantity
which is a generalization of σ AL and reduces to it in the limit ψ β → 0. |ψ β | 2 was evaluated using Eq. (46) . Finally, the fit used for σ ′ was
Voltage distribution
In the previous sections we have evaluated the time average of the voltage. In this section we investigate how the voltage fluctuates over time steps. We define
the length of the wire excluding the contact regions, and the dimensionless normalized voltageṼ = γeV /βψ 2 . For a single step, the normalized voltage drop over From Fig. 10 we might conclude that the voltage distribution is approximately gaussian, but such a conclusion would be misleading, since the voltage drops for steps that are close in time are correlated. A more informative distribution is that of the "consecutive phase change," which we define as follows. For every step we check the sign of the macroscopic contribution to the phase increment, N −Ncont k=1+Ncont ∆Ã k , and add all the consecutive increments until the sign is reversed. Note that in order to decide when to stop adding increments and start evaluating the next phase change we monitored only the macroscopic contribution to ∆Ã k , but in order to evaluate these increments we took into account the microscopic fluctuations as well. The results are shown in Fig. 11 . Within statistical accuracy, all the curves decay monotonically. Although the sizes of typical voltage drops in a single step increase when α ′ becomes more negative, we see that the probability of large phase excursions decreases with |α ′ |. We also see that the probability of large negative phase changes is greater than that of large positive phase changes, and this explains the average According to the Langer-Ambegaokar-McCumber-Halperin (LAMH) scenario [19] , the voltage drop is due to phase slips, in which the phase decreases by 2π. Accordingly, we expected to find a relatively large probability density near 2π in Fig. 11 , but we did not obtain support for this view. It might seem that this negative result contradicts positive evidences, such as the observations by Lukens and Goodkind [44] or the simulations in [8] , but these evidences correspond to a closed ring setup, and not to a fixed current. It has been further claimed that for a long wire the existence of phase slips ought to be insensitive to the boundary conditions (page 1088 in [18] ), but this is not the situation studied here.
Phase slips will be reconsidered in Sec. IV C 5.
Scaling with length
In the previous sections we have tacitly assumed that the voltage drop along a uniform wire is proportional to its length. We have taken advantage of this assumption and considered short wires, that do not require large computational resources. In this section we check this assumption. We have evaluated the voltage and its variance for several values of α ′ and several lengths, while intrinsic quantities such asR/ L are kept at a fixed value. The results are summarized in Table II . The average of the voltage per unit length, and its variance per unit length, which should in principle be independent of L ′ , seem to increase slightly with Table II the deviations from the proportionality V ∝ L ′ are most likely due to the finite sizes of the elements of the computational grid and of the contact regions; on the other hand, this proportionality breaks down completely when additional length brings about an additional phase-slip center [20] .
High-current phase slips
The phase slips in the LAHM scenario are assumed to be caused by thermal fluctuations.
We unsuccessfully looked for them in Sec. IV C 3. On the other hand, early experiments [20, 28] show steps in the voltage-current characteristic, that have been attributed to phase slips. These steps appear at currents that are much larger than the current that characterizes the scale for thermal fluctuations, ek B T / . Modern versions of these experiments are the subject of recent investigations [32, 33] . A numeric study using the same simple TDGL model as in the present paper was performed by Kramer and Baratoff [24] .
According to the basic phase-slip idea, there are moments at which ψ vanishes at places called phase-slip centers. When this happens, the order parameter releases part of its winding by changing by 2π the phase difference across this center. This phase change is equivalent to a change in the electromagnetic potential A, and gives rise to a voltage pulse. According to typical models, phase-slip centers are located at fixed positions. obtained when thermal fluctuations were ignored, i.e. η u,v and η A were set equal to zero.
In this case we find hysteresis. The symbols were obtained using the actual values of η u,v,A required by the fluctuation-dissipation theorem. For the parameters used, the inclusion of fluctuations leads to results that are independent of history.
We denote by |ψ| min (and similarly |ψ β | min ) the minimum value of |ψ k | among the elements If phase slips give a considerable contribution to the average voltage, then we expect that the voltage will be large for steps that have small |ψ| min , since ideally |ψ| min = 0 when a phase slip occurs. It follows that V and |ψ| 2 min will be negatively correlated and V |ψ| 2 min / V |ψ| 2 min will be less than 1. Figure 13 shows this ratio as a function of the current and we see that there is indeed a region where V |ψ| Fig. 12 . The peak near zero has been chopped in order to make phase slips visible. ⋄ Phase changes restricted to the region above −3π; ⋆ phase changes below −3π were brought into the region between −3π and −π by addition of the appropriate integer multiple of 2π.
in Fig. 13 is a close-up at the dip region. In order to appreciate the influence of fluctuations, V |ψ| 2 min / V |ψ| 2 min was also evaluated with η u,v,A set to half their actual values. We see that fluctuations extend the dip region in both directions, but mainly towards lower currents. Figure 14 shows the distribution of consecutive phase changes, as defined in Sec. IV C 3, for I /ek B T = 92. We expect from Figs. 12 and 13 that for this current phase slips will be present. Most of the consecutive phase changes are close to zero, and have been chopped in the figure. However, there is also a significant amount of cases for which the consecutive phase change is close to −2π, as predicted.
For this large current, the sign of the phase change is not necessarily reversed between phase slips. Therefore, the consecutive phase change may involve more than one phase slip and the consecutive phase change should ideally equal an integer multiple of −2π. In order to take this possibility into account, we added integer multiples of 2π to phase changes that were smaller than −3π, until we brought them to the region between −3π and −π. The results obtained in this way are shown by the stars in Fig. 14.
Comparison with experiments
It is usually accepted that different models are required for the description of the electric conductivity in several temperature ranges in the vicinity of the critical temperature.
Above the critical temperature, conductivity is believed to be dominated by the exchange of "cooperons" between normal electrons [45] . Very near the critical temperature, a promising method is the Hartree-Fock approximation to TDGL [21] . Below the critical temperature, but not too near it, the LAMH model gives good fits [19] . For still lower temperatures there is a "foot" which in some cases has been attributed to the contacts [46] and in others to macroscopic quantum tunneling [31, 39] . Moreover, the parameters we have studied in section IV C 2 differ by several orders of magnitude from those of the available experimental data. In spite of this situation, it is instructive to check how well our naive formalism can fit the experimental data.
We analyzed samples of aluminum [38] , indium [39] and tin [40] , in a temperature range where 10 −2 σ σ ′ 10 1.5 σ. We chose the samples so that they could be considered as one-dimensional, sufficient data in the analyzed range were available and all the required properties of the sample (e.g. length) were reported. We denote by T ′ c the temperature that the experimenters considered to be the critical temperature. The data for aluminum are above T ′ c and the others below T ′ c . The normal resistance of the tin sample was smaller by more than three orders of magnitude than those of the other samples; this was due both to its larger cross section and to its longer mean free path. The current passed through the tin sample was slightly above the linear range.
The properties of a sample were estimated as follows. The length was measured by means The dots are experimental data and the curve is a fit using Eqs. (46)- (48).
of a microscope; the cross section was either estimated from microscopic observation or from the critical current. Assuming the geometry is known, the mean free path can be obtained from the normal conductivity [47] . The BCS coherence length and the London penetration depth are assumed to be the same as in bulk material, in spite of the fact that the critical temperature is significantly different than that in bulk. ξ(0) and κ can be obtained from these values and the mean free path [46] , and ξ β from Eq. (43) . T ′ c is either assumed equal to the critical temperature of a reference sample with large cross section, or is taken from a fit to some model. For γ we take the value
We denote by ∆T = T ′ c −T c the difference between the the critical temperature estimated by the experimenters and that required by our model. We fitted the experimental data using our phenomenological Eqs. (46)- (48) differ by less than half an order of magnitude, a factor that can be attributed to the coarse estimates, both in the experiment and in the fit. ξ(0) or ξ β themselves enter through K ′ , which in turn depends on the assumption γ = π 2 /16k B T ′ c mξ(0) 2 ; in this case it seems that ξ(0) fit and ξ fit β are too big. This might indicate that the theory for γ is inappropriate and a more elaborate theory might be required [48] .
D. A constriction
We deal now with the case for which the present formalism has been designed, namely, a wire with nonuniform cross section. Denoting the arclength by s, we consider a wire such that its cross section is uniform in segments of length N cont L/N at each extreme, assumes the value w ctr = w 0 at the position s = s ctr , N cont L/N < s ctr < L − N cont L/N, and is linear in s for N cont L/N ≤ s ≤ s ctr and s ctr ≤ s ≤ L − N cont L/N. We denote by w 0 the average cross section in the examined region N cont L/N ≤ s ≤ L − N cont L/N, i.e. the cross section in the contact regions has to be 2w 0 − w ctr . If w ctr < w 0 there is a constriction, and in the opposite case there is a widening. We still use the notationsR = 4e 2 γL/ σw 0 ,
In the discretized version we identify w i with the cross section at
Conductivity
With these notations, Eq. (39) has to be replaced with
where V is the potential drop excluding the initial and the final N cont elements. Figure 17 compares the conductivities of a uniform and two nonuniform wires, as functions of the temperature. As the temperature decreases, the conductivities of the nonuniform wires increase at lower rates. An intuitive reason could be that in the thinner parts of the wire fluctuations are more effective in breaking superconductivity. Several evaluations of σ ′ were repeated for different currents and we verified that our results correspond to the linear regime.
Phase slips
We repeat our study of Sec. IV C 5, but this time the wire has a constriction in the middle.
The results are shown in Fig. 18 . Our results for V |ψ| 2 min / V |ψ| 2 min indicate that the constriction enhances the influence of fluctuations and the phase-slip region is both enlarged and shifted to lower currents. A shift to lower currents was also found in [33] . A curious effect is that, for currents slightly below this region, the voltage and the minimum size of the order parameter are positively correlated.
The insert shows the probability density for consecutive phase change, for a current in the phase-slip region. As expected, the constriction promotes the occurrence of phase slips: the probability density near −2π is much larger than in the case of a uniform wire, and also drops faster away from −2π. Also, when the order parameter vanishes during a phase slip, it now happens almost exclusively at the constriction.
Charge accumulation
As a last test for statistical mechanics, we disconnect the current source and connect a capacitor C between the points s = 0 and s = s C . This capacitor will be charged with a charge Q that fluctuates in time. The region 0 ≤ s ≤ s C will be forced to sustain a potential drop Q/C and the current I 1 in this this region will be obtained as a Lagrange multiplier, as in Sec. III D. The current in the region s C ≤ s ≤ L has to vanish. During each step, the charge in the capacitor increases by the amount I 1 τ .
From the point of view of the capacitor, the wire is just a heat reservoir. Therefore, writingQ = Q/ √ k B T C, the probability density for the charge will be proportional to exp(−Q 2 /2). From here, we expect |Q| n = 2 n/2 Γ((n + 1)/2)/ √ π. Table IV compares • V /V normal ; △ V |ψ| 2 min / V |ψ| 2 min . Insert: distribution of consecutive phase changes for I /ek B T = 50, as defined in Sec IV C 3. ⋄ Only includes phase changes restricted to the region above −3π; ⋆ phase changes below −3π were added after being brought into the region between −3π and −π, by addition of the appropriate integer multiple of 2π. Using a gauged order parameter (ψ) rather than the raw order parameter (ψ), we obtain a formalism in which the electromagnetic potential is not needed in the macroscopic evolution. Special care is required in the use of this transformation; although the thermodynamic potential is more naturally expressed in terms ofψ, the variable that permits direct application of the fluctuation-dissipation theorem is ψ.
As an application, we have evaluated the contribution of incipient superconductivity to the electrical conductivity. Significantly above the critical temperature, we recover the Aslamazov-Larkin result. We have focused on the regime immediately below the critical temperature. We compared our results with those of old experiments in this regime, and the agreement is poor. The lack of agreement was expected and does not arise from the way we have treated fluctuations, but rather from TDGL itself; no available theory reproduces the experimental data in this regime (although the Hartree approximation has been successful in situations in which fluctuations may be regarded as effectively one-dimensional [49] ).
Our method enables us to deal with wires with nonuniform cross section. In particular,
we studied the influence of fluctuations and constrictions on the presence and behavior of phase slips. When a constriction is present, phase slips appear at lower currents.
Our formalism can be easily generalized to more complex situations, such as multiply connected topologies where non-integer fluxes are enclosed, time-dependent applied voltages or currents, moderate variations in temperature, or different evolution equations that can be cast in the form of dissipative equations. Generalization to models that are not purely dissipative (e.g. [50] ) is not immediate.
Treatment of the condensation-energy term
The evolution equation (44) contains two contributions to ∆ macψβk : an "internal" contribution −τ β (α ′ + |ψ βk | 2 )ψ βk , that will be considered here, and an "external" contribution due to the interaction with the neighboring elements k ± 1, that was considered above.
If only the internal contribution is considered, the evolution equation 
In addition, we require N relaxτ ≫ 1.
Our analysis for β = 0 is similar to that leading to Eqs. (A4)-(A5), but now we use the estimate |ψ k | ∼ψ. Eq. (B5) is still qualitatively true, as shown in Fig. 8 . With these estimates we obtain
APPENDIX B: AVERAGE SUPERCURRENT
In this appendix we estimate the characteristic size of supercurrents in the absence of voltage. Let us consider a wire with uniform cross section with periodic boundary conditions.
The average of the supercurrent along the wire is
Im ψ * jψ j−1 ,
which can also be written as
The ensemble average of I SC is zero. Its variance is obtained from the square of Eq. (B2),
The expression for the variance is simplified by substraction of the null quantity I SC 2 and noting that for n = n ′ |φ n | 2 |φ n ′ | 2 = |φ n | 2 |φ n ′ | 2 , whereas |φ n | 4 = 2 |φ n | 2 2 . We obtain 
For N ≫ 1, the sum can be replaced with an integral; if in addition we assumeξ ≫ 1 and keep only the leading term, Eq. (B4) becomes
