In this paper we consider programmable matter that consists of computationally limited devices (which we call particles) that are able to self-organize in order to achieve a desired collective goal without the need for central control or external intervention. Particles can establish and release bonds and can actively move in a self-organized way. We investigate the feasibility of solving fundamental problems relevant for programmable matter. As a model for such self-organizing particle systems, we use the geometric amoebot model [23] that has received some attention in the last years. We present an efficient local-control algorithm for leader election, that elects a leader particle in O(n) rounds with high probability, where n is the number of particles in the system. Our algorithm relies only on local information (e.g., particles do not have ids, nor do they know n, or have any sort of global coordinate system), and requires only a constant-size memory per particle.
INTRODUCTION
The vision behind programmable matter is to have a piece of matter that can change its physical properties like shape, density, conductivity, or color in a programmable fashion based on either user input or autonomous sensing. Many realizations of programmable matter have been proposedranging from DNA tiles, shape-changing molecules, and synthetic cells, to reconfigurable modular robotics -each pursuing solutions for specific application scenarios with their own, special capabilities and constraints. We envision programmable matter to consist of a system of computationally limited devices (which we refer to as particles) which can move and bond and exchange information in order to solve the given goal in a collective manner and without any outside intervention. One central classical distributed computing problem that is very interesting for programmable matter is leader election, e.g., all known shape formation techniques [23, 21, 22] require some kind of leader particle to be bootstrapped. In this paper we continue our research from [23] and present a local control protocol that solves leader election in a linear number of rounds with high probability 1 . In contrast to our previous work the new algorithm achieves its runtime bound with high probability instead of in expectation. Moreover, the algorithm itself is easier to implement, i.e., we are able to give a local control protocol for particles instead of presenting the algorithm on a global scale.
Amoebot model
We assume that any structure the particle system can form can be represented as a subgraph of an infinite graph G = (V, E) where V represents all possible positions the particles can occupy relative to their structure, and E represents all possible atomic transitions a particle can perform as well as all places where neighboring particles can bond to each other. In the geometric amoebot model, we assume that G = Geqt, where Geqt is the infinite regular triangular grid graph. Figure 1 (a) illustrates the standard planar embedding of Geqt. The underlying graph Geqt is depicted as a gray mesh. A particle occupying a single node is depicted as a black circle, and a particle occupying two nodes is depicted as two black circles connected by an edge. (c) depicts two particles occupying two non-adjacent positions on Geqt. The particles have different offsets for their head port labelings.
We recall the main properties of the geometric amoebot model from [23] . Each particle occupies either a single node or a pair of adjacent nodes in Geqt, and every node can be occupied by at most one particle. Two particles occupying adjacent nodes are connected by a bond, and we refer to such particles as neighbors. The bonds do not just ensure that the particles form a connected structure but they are also used for exchanging information as explained below.
Particles move through expansions and contractions: If a particle occupies one node (i.e., it is contracted ), it can expand to an unoccupied adjacent node to occupy two nodes. If a particle occupies two nodes (i.e., it is expanded ), it can contract to one of these nodes to occupy only a single node. Figure 1 (b) illustrates a set of particles (some contracted, some expanded) on the underlying graph Geqt. For an expanded particle, we denote the node the particle last expanded into as the head of the particle and call the other occupied node its tail. For a contracted particle, the single node occupied by the particle is both its head and its tail. A handover allows particles to stay connected as they move. Two scenarios are possible here: (1) a contracted particle p can "push" a neighboring expanded particle q and expand into the neighboring node previously occupied by q, forcing q to contract, or (2) an expanded particle p can "pull" a neighboring contracted particle q to node v it occupies thereby causing q to expand into v, which allows p to contract.
Particles are anonymous. Each particle has a collection of ports, one for each edge incident to the nodes occupied by it, that have unique labels from the local perspective of that particle. Adjacent particles establish bonds through the ports facing each other. We assume that the particles have a common chirality, i.e., they all have the same notion of clockwise direction, which allows a particle to order the port labels of its head and tail in clockwise order. However, particles do not have a common sense of orientation since they can have different offsets of the labelings, see Figure 1 (c). Without loss of generality, we assume that each particle labels its head and tail ports from 0 to 5 in clockwise order. Whenever a particle p is connected through some port to a particle q, we assume that p knows the label of q's port that lies opposite of the respective port of p. Furthermore, we assume that p knows whether q's port belongs to the head or tail of q.
Each particle has a constant-size shared local memory that can be read and written to by any neighboring particle. This allows a particle to exchange information with a neighboring particle by simply writing it into the other particle's memory. A particle always knows whether it is contracted or expanded, and in the latter case it also knows along which head port label it is expanded. We assume that this information is also available to the neighboring particles (by publishing that label in its local shared memory). Particles do not know the total number of particles, nor do they have any estimate on this number.
We assume the standard asynchronous model from distributed computing, where the particle system progresses through a sequence of particle activations, i.e., only one particle is active at a time. Whenever a particle is activated, it can perform an arbitrary bounded amount of computation (involving its local memory as well as the shared memories of its neighbors) and at most one movement. We define a round to be over once each particle has been activated at least once.
The configuration C of the system at the beginning of time t consists of the nodes in Geqt occupied by the set of particles; in addition, for every particle p, C contains the current state of p, including whether the particle is expanded or contracted, its port labeling, and the contents of its local memory. For more details on the model, please refer to [23] .
Related work
Many approaches related to programmable matter have recently been proposed. One can distinguish between active and passive systems. In passive systems the particles either do not have any intelligence at all (but just move and bond based on their structural properties or due to chemical interactions with the environment), or they have limited computational capabilities but cannot control their movements. Examples of research on passive systems are DNA computing [1, 6, 13, 36] , tile self-assembly systems in general (e.g., see the surveys in [24, 33, 37] ), population protocols [3] , and slime molds [7, 31] . We will not describe these models in detail as they are only of little relevance for our approach. On the other hand in active systems, computational particles can control the way they act and move in order to solve a specific task. Robotic swarms, and modular robotic systems are some examples of active programmable matter systems.
In the area of swarm robotics it is usually assumed that there is a collection of autonomous robots that have limited sensing, often including vision, and communication ranges, and that can freely move in a given area. They follow a variety of goals, for example graph exploration (e.g., [25] ), gathering problems (e.g., [2, 15] ), shape formation problems (e.g., [26, 34] ), and to understand the global effects of local behavior in natural swarms like social insects, birds, or fish (see e.g., [10] ). Surveys of recent results in swarm robotics can be found in [29, 32] ; other samples of representative work can be found in e.g., [4, 5, 16, 17, 18, 28, 30] . While the analytically techniques developed in the area of swarm robotics and natural swarms are of some relevance for this work, the individual units in those systems have more powerful communication and processing capabilities than in the systems we consider.
The field of modular self-reconfigurable robotic systems focuses on intra-robotic aspects such as the design, fabrication, motion planning, and control of autonomous kinematic machines with variable morphology (see e.g., [27, 39] ). Metamorphic robots form a subclass of self-reconfigurable robots that share some of the characteristics of our geometric model [14] . The hardware development in the field of self-reconfigurable robotics has been complemented by a number of algorithmic advances (e.g., [8, 34, 35] ), but so far mechanisms that automatically scale from a few to hundreds or thousands of individual units are still under investigation, and no rigorous theoretical foundation is available yet.
The nubot model [11, 12, 38] by Woods et al. aims at providing the theoretical framework that would allow for a more rigorous algorithmic study of biomolecular-inspired systems, more specifically of self-assembly systems with active molecular components. While bio-molecular inspired systems share many similarities with our self-organizing particle systems, there are many differences that do not allow us to translate the algorithms and other results under the nubot model to our systems -e.g., there is always an arbitrarily large supply of "extra" particles that can be added to the system as needed, and the system allows for an additional (non-local) notion of rigid-body movement.
The amoebot model [19] is a model for self-organizing programmable matter that aims to provide a framework for rigorous algorithmic research for nano-scale systems. In [23] the authors describe a leader election algorithm that decides the problem in expected linear time. Recently a universal shape formation algorithm [22] , a universal coationg algorithm [20] and a markov-chain algorithm for the compression problem [9] have been introduced, showing that there is potential to investigate various problems in the model.
Problem Description
We consider the classical problem of leader election in a distributed system. A (distributed) algorithm solves the leader election problem if it reaches a configuration such that exactly one particle particle is a leader (i.e., only this particle is in a leader state state), while all other particles will not become a leader. According to this problem definition the algorithm does not have to terminate for non-leader particles. We will later show how to achieve termination for all particles. Throughout the paper, we assume the particle system to be connected. For simplicity, we assume all particles to be contracted. This is just for convenience.
Our Contributions
In this paper we present the first leader election algorithm for programmable matter that solves the leader election problem in O(n) rounds with high probability, where n is the number of particles in the system. Note that with high probability refers to the correctness of the algorithm as well as to the running time. In Section 4 we will show how to adapt the algorithm such that all non-leader particles will be in a specific non-leader state to achieve a success probability of 1.
Compared to our leader election algorithm of [23] , our new algorithm has the following advantages: (i) The runtime is not in expectation but with high probability, (ii)instead of presenting only a high level protocol and merely sketching how it is executed by a single particle we present the localcontrol protocol, and (iii) we show correctness and runtime for the local-control protocol ( [23] did this only for a simplified version).
ALGORITHM
Before describing the local-control protocol of our leader election algorithm we give a high-level overview. The algorithm is divided into six different phases. However, these phases are not strictly synchronized among each other.
In the first phase all particles check whether they are completely surrounded by other particles or whether they are on a boundary of the particle system, since only the second type of particle competes for leadership. Moreover, particles occupying a boundary organize themselves into a directed cycle (see Section 2.1). In the second phase we use coin flipping to divide a boundary into segments (see Section 2.2). Particles that flip heads become candidates that continue to compete for leadership, whereas non-candidates try to assist the candidates in the process, i.e., a consecutive sequence of non-candidates becomes a segment that helps the candidate preceding it (in direction of the cycle). In the third phase we assign an identifier to each candidate which is stored in its segment (see Section 2.3). In the fourth phase we compare all identifiers by a token passing scheme that moves all identifiers along the boundary in a continuous fashion(see Section 2.4). Candidates whose identifiers is not maximal will revoke their candidacy, i.e. only the candidate(s) with the biggest identifier stay candidate. Whenever a candidate sees its own identifier in phase four, phase five is started, in which the candidate checks, whether it is the last remaining candidate on the boundary (see Section 2.5). In case phase five succeeds, the candidate checks in the last phase whether it is located on the unique outer boundary of the particle system (see Section 2.6). If so, it becomes the leader, otherwise it revokes candidacy.
The first phase of the algorithm operates on particles. The remaining phases, which constitute the main part of our algorithm, operate exclusively on boundaries. Again, Note that this algorithm is probabilistic in terms of runtime and correctness. However, in Section 4 we will explain how to transform it into a Las Vegas algorithm.
Boundary Setup
The first phase of the algorithm subdivides the particle system into a set of boundaries. This approach is directly adopted from [23] . Nevertheless, we give a full description of this phase to introduce important notation and to fully specify the leader election algorithm as a local-control protocol.
Let A ⊆ V be the set of nodes that are occupied by particles. According to the problem definition, the induced subgraph Geqt|A is connected. Consider the graph Geqt| V \A induced by the unoccupied nodes in Geqt. We call a connected component of Geqt| V \A an empty region. Let N (R) be the neighborhood of an empty region R in Geqt. Note that all nodes in N (R) are occupied. We refer to N (R) as the boundary corresponding to R. Since Geqt|A is a connected finite graph, exactly one empty region has infinite size while the remaining empty regions have finite size. We define the boundary corresponding to the infinite empty region to be the unique outer boundary and refer to a boundary that corresponds to a finite empty region as an inner boundary.
In the boundary setup phase, the particles determine the boundaries of the system in an implicit and distributed way. The goal is to organize the particles occupying a boundary into a directed cycle. The particles set up the boundaries instantly using only local information and without any communication. A formal specification of the protocol for this phase using pseudo-code would require notation that is unnecessary for the remainder of the paper. Furthermore, the protocol is very simple. Therefore, we specify the protocol in an informal way and illustrate it in Figure 2 . Given suitable notation, it is straight-forward to derive pseudo-code for this phase. Figure 2 shows all possible neighborhoods of a particle (up to rotation, which cannot be perceived by a particle) and the corresponding results of the boundary setup phase. First, a particle p checks for the two special cases depicted in the leftmost part of the figure. If p has no neighbors, it is the only particle in the system (since the system is connected). Thus, it immediately declares itself the leader and terminates. If all neighboring nodes of p are occupied, p is not part of any boundary and terminates without participating any further in the leader election process.
If these special cases do not apply, then p has at least one occupied node and one unoccupied node in its neighborhood. Interpret the neighborhood of p as a directed ring of six nodes that is oriented clockwise around p. Consider a maximal sequences of unoccupied nodes (v1, . . . v k ) in this ring. Such a sequence is part of some empty region and hence corresponds to a boundary that includes p. Let v0 be the node before v1 and let v k+1 be the node after v k in the ring. Note that by definition, v0 and v k+1 are occupied. p implicitly arranges itself as part of a directed cycle spanning Figure 2 : Possible results of the boundary setup phase depending on the neighborhood of a particle. In the special cases shown in the left-most part of the figure the particle does not set up any boundaries. The remainder of the figure is organized according to the number of boundaries a particle is part of from its local perspective. For each boundary, the figure shows an arrow that starts at the predecessor and ends at the successor for that boundary.
the boundary by considering the particle occupying v0 to be its predecessor and the particle occupying v k+1 to be its successor for that boundary. It does this individually for each maximal sequence of unoccupied nodes in its neighborhood. The resulting cases are depicted in Figure 2 .
Except for the last phase, the remainder of the leader election algorithm operates exclusively on boundaries. They are executed on each boundary individually; the executions within different boundaries do not interact with each other. Note that a particle can have up to three maximal sequences of unoccupied nodes in its neighborhood (see Figure 2) . As a consequence, a particle can be part of up to three distinct boundaries. However, a particle cannot locally decide whether two distinct sequences belong to two distinct empty regions or to the same empty region. To guarantee that the execution on distinct boundaries are separated, we let the particles treat each sequence as a distinct empty region. For each such sequence, a particle executes an independent instance of the same algorithm. We say a particle acts as a number of distinct agents, one for each maximal sequence of unoccupied nodes in its neighborhood. Each agent is assigned the predecessor and successor that was determined by the particle for the corresponding sequence. This effectively connects the set of all agents into disjoint cycles spanning the boundaries of the system, see Figure 3 . We refer to the predecessor and successor of an agent a as a.pred and a.succ, respectively. Note that a particle can now occur up to three times (as different agents) on the same boundary. We can ignore this fact for most of the phases of our algorithm. However, we will come back to this when describing the solitude verification phase in Section 2.5.
Segment Setup
Recall that except for the first phase of the algorithm, all phases operate exclusively on boundaries. In the sections Figure 3 : Boundaries and agents. Particles are depicted as gray circles and the agents of a particle are shown as black dots inside of the circles. After boundary setup, the agents are connected to disjoint cycles that span the boundaries of the system. The solid arrows represent the unique outer boundary and the dashed arrows represent the two inner boundaries.
describing these phases, we always consider a single boundary. We distinguish two types of agents: candidates and non-candidates. In the following phases, candidates compete for leadership among each other while non-candidates assist the candidates in their competition.
The goal of this phase is to divide the boundary into segments. A segment is a maximal consecutive sequence of agents (a1, a2, . . . a k ) with ai = ai−1.succ for i ≥ 2 such that a1 is a candidate and ai is a non-candidate for i > 1. The maximality condition implies that the agent a k+1 following a k has to be a candidate. We say the segment (c = a1, a2, . . . a k ) belongs to candidate c and refer to it as c.seg. In the following phases, the candidates use their segments as a distributed memory.
To split the boundary into segments, each agents flips a fair coin. The agents for which the coin flip comes up heads become candidates and the agents for which the coin flip comes up tails become non-candidates.
Identifier Setup
In this phase, each candidate generates a random identifier by assigning a random digit to each agent in its segment. These identifiers are used in the next phase to elect a leader. Note that the term identifier is slightly misleading in that two distinct candidates can have the same identifier (in fact, this will happen quite frequently in a typical execution of the leader election algorithm). Nevertheless, we hope that the reader agrees that the way these values are used in the following phase makes this term an apt choice.
To generate a random identifier, a candidate c sends a token along its segment in the direction of the boundary. During its traversal of the segment, the token assigns a value chosen uniformly at random from the interval [1, r − 1] to each visited particle where r is a constant that is fixed in the analysis. The identifier generated in this way is a number with radix r consisting of |c.seg| digits where c holds the most significant digit and the last agent of c.seg holds the least significant digit. We refer to the identifier of a candidate c as c.id. When comparing identifiers of different lengths, we assume that the shorter identifier is (virtually) padded with the appropriate number of leading zeros so that longer identifiers are always strictly greater than shorter identifiers.
After generating its random identifier, each candidate creates a copy of that identifier which is stored in reversed digit order in its segment. This step is required as a preparation for the next phase. To achieve this, we use a single token that moves back and forth along the segment and copies one digit at a time. More specifically, we reuse the token described above that generated the random identifier. Once this token reaches the end of the segment, it starts copying the identifier: It reads the digit of the agent at the end of the segment and then moves to the beginning of the segment. There, it stores a copy of that digit in the candidate c. It then reads the digit of c and move back to the end of the segment where it stores a copy of that digit in the agent at the end of the segment. It proceeds in a similar way with the second and the second to last agent and so on until the identifier is completely copied. Afterwards, the token moves back to c to inform the candidate that the identifier setup is complete and to start the identifier comparison. Note that for ease of presentation we deliberately opted for a simple algorithm over a fast algorithm for copying the identifier. As we will show in Section 3, the runtime of this simple algorithm is dominated by the runtime of the following phase so that the overall asymptotic runtime of the leader election algorithm does not suffer.
Identifier Comparison
The ultimate goal of the identifier comparison phase is to eliminate candidates from the leader election process. To be more precise, all candidates whose identifier is not maximal (on that boundary) will withdraw their candidacy and candidates with the maximal identifier will eventually progress to solitude verification. In order to do so, the non-reversed copies of the identifiers remain stored in the corresponding segments as is, while the reversed copies move along the boundary as a sequence of tokens. More specifically, a digit token is created for each digit of a reversed identifier. Therefore, each particle of the boundary creates exactly one token. Digit tokens created by the last agent of a segment (i.e., the most significant digit of the reversed identifier) are marked as delimiter tokens. We define the token segment of a candidate c as the sequence of tokens created by the particles in c.seg. We refer to the identifier stored in a token segment as the token identifier of that segment.
In a nutshell, we compare each identifier with every other token identifier, i.e., each candidate c will compare c.id with all (reversed) identifiers stored in token segments, while the digit tokens traverse c.seg. To achieve this, the digit tokens traverse the boundary in its opposite direction. They never stop moving until a leader is elected, i.e., even if a candidate progresses to solitude verification the identifier comparison will continue.
Consider some candidate c, from a global point of view there are three possible scenarios that can occur while comparing c.seg with a token segment: (i) the token segment is longer than c.seg or the lengths are equal and c.id is smaller than the token identifier, (ii) the token segment is smaller than c.seg or the lengths are equal and c.id is greater than the token identifier or (iii) the lengths are equal and the identifiers are equal. In the first case c does not have the maximal identifier and withdraws candidacy, while in the second case c is still a possible leader and remains a candidate. Finally, in the third case, c starts solitude verification. Note that the latter case and the resulting start of solitude verification might occur frequently simply due to the fact that candidates with short segments can easily have the same identifier.
To explain the token passing scheme of the identifier comparison more in detail consider a candidate c at the beginning of the identifier comparison phase, i.e., c and all agents in c.seg still hold the token they originally created. Let b be the succeeding candidate of c in direction of the cycle. Both a particle and a token can be either active or inactive. Each particle is initially active. Tokens are initially inactive, but turned active once they are forwarded in a new segment. Since tokens move in the opposite direction of cycle, the token segment of b will move along c.seg. When an active token meets an active particle, both turn inactive and we say that we paired the token with the particle. Moreover, the candidate will store the comparison value of the two digits, i.e., whether the digit of the token is greater than the one stored in the agent, or vice-versa, or equal.
To be more specific, in our example the least significant digit token of b.id and the least significant digit of c.id will be paired first, then the second least significant digits and so on. In case the delimiter token of b is paired with candidate c, both segments have equal length, if it is paired with another agent in c.seg (and is therefore inactive when it reaches c), b.seg is strictly shorter than c.seg, if a non delimiter token of b is paired with c the segment of b.seg is strictly greater than c.seg. Therefore, candidate c can easily distinguish all three cases once it has seen all tokens of the token segment of b . In case the segment lengths are equal, we need compare c.id and b.id digitwise. However, since we pair tokens and agents starting from the least significant to the most significant digit, the delimiter token can easily keep track of the highest order digit in which the identifiers differ. Consequently, c can identify whether it stays a candidate, withdraws candidacy or starts solitude verification.
As a final step, we have to unpair tokens and agents, i.e., turn both active again and delete the stored comparison value of agents. To do so, we use the candidates and the delimiter tokens. A candidate turns an inactive token active, while a delimiter token turns agents active and cleans the comparison value. With this way of cleaning up after one comparison, we can make sure that tokens do not have to wait in order to start the next comparison. Note that withdrawn candidates are still involved in identifier comparison to some degree, i.e., tokens and agents will still pair and the candidate will still turn tokens active. However, they will never progress to solitude verification and are treated as non candidates in the solitude verification phase.
Since the identifier comparison phase should run in a continuous fashion without stopping, we need one further technical detail to avoid long waiting times for tokens. We allow each agent to hold not only but two tokens at a time. Tokens are not allowed to overtake each other, i.e., whenever an agent stores two tokens, it keeps track which token was received first and forwards this token first if the successor can hold an additional token.
Solitude Verification
As already mentioned, whenever the identifier of a segment equals the identifier of a token segment, the candidate c of the segment initiates solitude verification to determine whether it is the last candidate on the boundary. Solitude verification also is an integral part of the leader election protocol of [23] . Here, we propose a new solitude verification protocol that is much simpler than the one presented in [23] .
From a global point of view c needs to determine whether the next candidate in direction of the cycle is itself or a different agent. As a consequence, solitude verification does not only span c.seg, but also the following segments that belong to withdrawn candidates. We use c.seg * to refer to this extended segment of c. If we treat the edges that connect the agents on the boundary as vectors in the two dimensional plane, then c is the only candidate on the boundary if and only if the vectors of c.seg * cancel out component wise. Simply put, we can treat c as the origin and use its own local orientation as a coordinate system, such that solitude verification succeeds once the amount of positive x-vectors equals the amount of negative x-vectors (the same being true for the y-coordinate).
In the following, we only describe the solitude verification for the x-coordinate (in the local orientation of c). It is also executed in parallel for the y-coordinate. First, c sends an activation token through c.seg * . Whenever the token moves up (i.e., in positive direction of the x-axis in the orientation of c), it sends a +1 token back along the boundary towards the candidate, whenever it moves down, it sends a −1 token. The +1 do not interact with the −1 tokens. Both kinds of tokens move as close as possible to c. Similarly to the identifier comparison phase each agent can hold two +1 and −1 tokens at a time. A +1 or −1 token becomes settled (i.e., it stops moving towards c and sets a static-bit to true), if (i) c holds that token or (ii) the token is at an agent such that the preceding agent already holds two settled tokens. Consequently, both token types are collected in consecutive agents starting at c. Once the activation token traversed c.seg * , it turns around and moves back towards c. It stays behind the +1/ − 1 tokens until it reaches the end of the collected row of the +1/−1 tokens. The x-coordinate difference is 0 if and only if the rows end at the same agent and the agent holds the same amount of +1 and −1 tokens. The activation token moves back to c and reports the result of the x-coordinate comparison. A candidate only passes solitude verification if both the x-and the y-coordinate difference are 0.
In Section 2.1 we mentioned that a particle can occur up to three times (as different agents) on the same boundary. Therefore, once a candidate has passed the already described the solitude verification, it has to make sure that the extended segment also ends at the correct agent (not only the same particle), to make sure that it truly is the last remaining candidate. This can be easily done by numbering the agents of a candidate, and sending this agent identifier in the activation token of segment comparison. Once that token traversed c.seg * it compares the stored agent identifier with the agent identifier of the succeeding candidate of c. If the identifiers do not match, it cannot be the same candidate, i.e., solitude verification will fail even if the x-and y-coordinates cancel out.
As stated in Section 2.4, solitude verification can potentially start whenever the identifier of a segment equals the identifier of a token segment. However, to avoid conflicts, c will not initiate solitude verification if there is already an ongoing solitude verification initiated by it. Finally, a candidate that is eliminated in the identifier comparison phase will not directly withdraw candidacy, but waits until its ongoing solitude verification is finished before withdrawing.
Inside-Outside-Test
Once a candidate determines that it is the only remaining candidate on a boundary, it initiates the inside-outside-test to determine whether it lies on the unique outer boundary of the particles system. If this is the case, it declares itself the leader. Otherwise, it revokes its candidacy. To do so, we make use of the observation that from a global perspective the outer boundary is oriented clockwise while an inner boundary is oriented counter-clockwise. This is a direct consequence of the way the predecessor and successor of an agent are defined (see Section 2.1).
The candidate can distinguish between this two situations by a simple token passing scheme that was introduced in [23] . It sends a token along the the boundary that sums the angles of the turns it takes, see Figure 4 . When the token returns to the candidate its value represents the external angle of the polygon corresponding to the boundary while respecting the rotation of the cycle. Consequently, it is 360
• for the outer border and −360
• for an inner border. The token can represent the angle as an integer k such that the angle is k · 60
• . Furthermore, to distinguish the two possible final values of k it is sufficient to store k modulo 5, so that the token only requires 3 bits of memory.
ANALYSIS
We now turn to the analysis of the leader election algorithm. We first show the correctness of the algorithm in Section 3.1 and then analyze its runtime in Section 3.2.
Correctness
For the correctness of the algorithm we have to show that eventually a unique leader is established in the system and all particles stop their execution of the algorithm. We can focus almost exclusively on the behavior of the algorithm on the unique outer boundary while mostly ignoring the inner boundaries. The only property we need concerning inner boundaries is that no leader can be established on them which follows immediately from the Inside-Outside-Test described in Section 2.6. It is thus possible that the algorithm never terminates on inner boundaries, especially when they are very short. In Section 4 we will briefly explain how enforce termination for all agents by a broadcast. It remains to show that on the outer boundary a leader is eventually established.
In order to prove the correctness of the algorithm, we first show that with high probability , the identifiers generated by the candidates on the outer boundary are such that one identifier is strictly larger than all other identifiers. Let L be the length of the outer boundary. The following lemma establishes a lower bound on L.
Proof. We define a coordinate system by picking an arbitrary node of Geqt as the origin and choosing an x-and y-axis as depicted in Figure 5 . Consider the axis-aligned Coordinate system and bounding box (dashed) of a particle system. bounding box of a particle system with n particles, see Figure 5 . We define the length of a side of this bounding box as the number nodes it spans. One of the sides of this bounding box has to be of length at least √ n since otherwise the number of particles in the system would be strictly smaller than n. Let k be the length of a longest side of the bounding box. By definition, we have
Recall that when identifiers of different lengths are compared, the shorter identifier is (virtually) padded with leading zeros and therefore a longer identifier is always strictly larger than a shorter identifier. The following lemma gives us a lower bound on the length of the longest segment which is equivalent to the number of digits in the longest identifier.
Lemma 2. For sufficiently large n, there is a segment of length at least 0.25 log n, w.h.p. 
where we assume n ≥ 2 for the inequality from the second to the third line. Therefore, we have that for n sufficiently large the entries of one of the subsequences b (i) are all 0, w.h.p. It follows that for n sufficiently large b contains a subsequence of at least m entries that are 0, w.h.p.
It remains to show that at least one element of b is 1. This holds with probability 1 − 2
n , according to Lemma 1. Therefore, for n sufficiently large there is a segment of size at least m, w.h.p.
Finally, we show that one of the identifiers of maximal length is indeed strictly larger than all other identifiers.
Lemma 3. For n sufficiently large, there is a candidate c such that c.id > b.id for all candidates b = p, w.h.p.
Proof. Let C be the set of candidates, let M be the set of candidates with maximal segment length, and let c ∈ M be some candidate with maximal identifier among the candidates in M . Since c has maximal segment length, we have c.id > b.id for all b ∈ C \ M . It remains to show that c.id > b.id for all b ∈ M with b = c. This is the case if the identifier of p is unique. By definition, the identifiers of the candidates in M all consist of the same number of digits. By Lemma 2, this number of digits is at least 0.25 log n. Each digit is chosen independently and uniformly at random from the interval [1, r − 1]. Therefore, for any candidate b ∈ M with b = c the probability that b.id = c.id is at most (r − 1) −0.25 log n . Applying the union bound gives us that the probability that there exists such a candidate is at most (|M | − 1) · (r − 1) −0.25 log n < n 1−0.25 log(r−1) , which shows the lemma.
Based on Lemma 3, we can now prove the correctness of the algorithm. Theorem 1. Eventually, the algorithm establishes a unique leader w.h.p..
Proof. Let c
* be the candidate with the highest identifier on the outer boundary according to Lemma 3. At first note that c * never withdraws its candidacy. This is a direct consequence of the fact, that c * .id is maximal. Therefore, in the identifier comparison phase c * is either not paired at all (in case c * .seg is longer than the token segment) or paired with a delimiter token (in case the segments are of equal length). Since c * .id is the largest identifier, the delimiter token will never store that c * .id has a lower highest order digit in which the identifiers differ. So c * never withdraws its candidacy.
Also, every candidate except for c * on the outer boundary will withdraw candidacy eventually. Let b be a candidate with b = c * , consider a timestep in the identifier comparison phase right before the token segment of c * traverses b.seg. If |b.seg| < |c * .seg|, a non-delimiter token of c * pairs with b. If |b.seg| = |c * .seg|, the delimiter token of c * pairs with b and, since b.id < c * .id, the delimiter token stores that c * has the bigger highest order digit in which the two identifiers differ. Candidate b withdraws candidacy in both cases.
Eventually, c * is the only remaining candidate on the outer boundary and its token segment will pair with c * .seg. This triggers solitude verification, which only succeeds if and only if c is the last remaining candidate. Moreover, the subsequent inside-outside-test also has to succeed. Consequently, c * declares itself the leader.
Runtime
As in the proof of correctness, we can mostly focus on the unique outer boundary. The first two phases of the algorithm, namely boundary setup and segment setup, require only local information. Hence, these phases can be completed instantly by each particle upon the first activation which means that all segments are established after the first round. For the identifier setup, which is the next phase of the algorithm, we have the following lemma.
Lemma 4. For a segment of length , the identifier setup takes O( 2 ) rounds.
Proof. In the identifier setup phase, a token that is created by the candidate first traverses the segment to establish the random digits of the identifier. Once it reaches the end of the segment, the token creates a copy of the identifier that is stored in reverse order in the segment. For this, the token moves in an alternating fashion back and forth through the segment. Finally, once the copying is complete, the token moves back to the candidate. It is easy to see that the overall number of steps taken by the token is O( 2 ). After the first round, the segment is established and therefore the token can move without being stalled. In each further round, the token can take at least one step along its trajectory. Hence, after O( 2 ) rounds, the identifier setup for the segment is complete.
To bound the number of rounds required to complete the identifier setup phase for all segments on the outer boundary, we have to bound the maximal length of a segment.
Lemma 5. The longest segment length is O(log n), w.h.p.
Proof. Consider an agent a and a constant α ∈ N. The probability that a becomes a candidate with a segment of length at least α log n is at most (1/2) α log n = n −α . Since there are n particles in the system and each particle represents at most 3 agents, there are at most 3n agents on the outer boundary. Applying the union bound shows that the probability that there is a segment of length at least α log n is at most 3n
1−α , which shows the lemma.
By combining the previous two lemmas, we get the following corollary. Corollary 1. All segments complete the identifier setup phase within O(log 2 n) rounds, w.h.p.
After the identifiers are generated, they are compared in the identifier comparison phase. In this phase, a set of tokens, one for each agent on the boundary, traverses the boundary. Each agent stores at most two tokens. The tokens are not allowed to overtake each other, so agents maintain the order of the tokens when forwarding them. Upon activation, an agent a forwards a token whenever a.succ can hold an additional token. At most one token is forwarded at a time. We define the number of steps a token took as the number of times it was forwarded from one agent to the next since its creation. Let T be the first round in which all segments finished the identifier setup phase, i.e. the round in which the last token for the identifier comparison is created. We have the following lemma.
Lemma 6. In round T + i for i ∈ N, a token t took at least i steps.
Proof. We bound the number of steps a token took by comparing the asynchronous execution of the token passing scheme with a fully synchronous token passing scheme in which tokens move in lockstep. This approach is very similar to the movement schedules introduced in [22] . For the synchronous execution, we assume that each token is initially stored at the agent that created it. We refer to this point in time in the synchronous execution as round 0. The tokens then move in lockstep along the boundary so that in every round each agent stores exactly one token. For a token t let si(t) be the number of steps t took by the beginning of round i of the synchronous execution. By definition, we have si(t) = i. Similarly, let ai(t) be the number of steps t took at the beginning of round T + i of the asynchronous execution of the actual token passing scheme. We show by induction on i that ai(t) ≥ si(t) for all tokens t.
The statement holds for i = 0 by the definition of T . Assume that the statement holds for some round i. Consider a token t. If ai(t) > si(t) then ai+1(t) ≥ ai(t) ≥ si(t) + 1 ≥ si+1(t). So assume ai(t) = si(t). To show ai+1(t) ≥ si+1(t), we have to show that t is forwarded in round i of the asynchronous execution. Recall that in an asynchronous round, each particle is activated at least once and therefore also the agent holding t is activated at least once. Since the tokens do not overtake each other, their order along the boundary (considering both a token's position on the boundary as well as which token is forwarded first if an agent holds two tokens) is well defined and remains unchanged in both the synchronous and the asynchronous execution. Let t be the next token along the boundary from t. Since in the synchronous execution t started one agent ahead of t and we have ai(t ) ≥ si(t ) = si(t) by the induction hypothesis, t is at least one agent ahead of t in the asynchronous execution. By an analogous argument one can see that the token t following t is at least two agents ahead of t in the asynchronous execution. Since the tokens preserve their order, there are no other tokens in between t, t , and t . Therefore, the agent to which t should be forwarded in round i of the asynchronous execution holds at most one token (which is t ). Furthermore, even if the agent holding t at the beginning of round i holds an additional token, t is forwarded first because the order of the tokens is preserved. Therefore, once the agent holding t is activated, it indeed forwards t.
Next, we analyze the runtime of the solitude verification phase.
Lemma 7. For an extended segment of length , the solitude verification phase takes O( ) rounds.
Proof. First, the activation token moves through the extended segment and creates +1 and −1 tokens for each the x-and the y-axis. Since the activation token moves through the extended segment unhindered, this traversal takes O( ) rounds. Then, the activation token moves back towards the candidate but now stays behind all the tokens it created. The four types of tokens created by the activation token move back towards the candidate independently of each other. However, two tokens of the same type cannot overtake each other. Once all token types settled, the activation token can move back to the candidate unhindered which takes another O( ) rounds. It remains to determine the time until all token types settle.
Our line of argument is similar to the one in Lemma 6. Consider a single token type. Without loss of generality, we refer to the round in which the activation token creates the last token of the considered type as round 0. We consider the following synchronous execution. In round 0 of the synchronous execution, each token is stored at the agent that created it. The tokens then move in lockstep towards the candidate. Apart from the synchronous movement, the algorithm works the same way: Each agent can store two tokens and the tokens move as close to the candidate as possible. We assign the numbers 0, . . . , − 1 to the agents of the extended segments starting with 0 at the candidate. For a token t let si(t) be the number assigned to the agent that holds t at the beginning of round i of the synchronous execution. Similarly, let ai(t) be the number of the agent that holds t at the beginning of round i of the asynchronous execution. We show by induction on i that ai(t) ≤ si(t) for all tokens t.
The statement holds for i = 0 by the definition. Assume that the statement holds for some round i. Consider a token t. If ai(t) < si(t) then ai+1(t) ≤ ai(t) ≤ si(t) + 1 ≤ si+1(t). So assume ai(t) = si(t). We need the following two observations: First, when an agent holds two tokens in the synchronous execution, both tokens must be at their final position. Second, since the tokens do not overtake each other, their order along the extended segment is well defined and remains unchanged in both the synchronous and the asynchronous execution. Let t be the next token from t towards the candidate. By the ordering of the tokens we have si(t ) ≤ si(t). We distinguish the following three cases.
1. If si(t ) = si(t) then by our first observation both t and t are at their final position. Therefore, t is not forwarded in the synchronous execution.
2. If si(t ) = si(t) − 1 then we have to distinguish two subcases. If the agent si(t ) holds two tokens then t is at its final position and hence t is also at its final position. Therefore, t is not forwarded in the synchronous execution. If the agent si(t ) holds only t then the agent holding t forwards t upon activation in the asynchronous execution.
3. If si(t ) < si(t) − 1 then the agent ahead of t holds no token because there is no token between t and t by definition. Therefore, the agent holding t forwards t upon activation in the asynchronous execution.
In all three cases we have ai+1(t) = si+1(t) which concludes the induction. It is easy to see that the synchronous execution moves all tokens to their final position in O( ) rounds. Therefore, the asynchronous execution requires at most O( ) rounds to do the same. Once all tokens reach their final position, it takes at most O( ) additional rounds for all tokens to set their static-bit to true. Therefore, all token types settle after O( ) rounds.
The last phase of the algorithm, the inside-outside-test, is only executed once a candidate has determined that it is the last candidate on the boundary. The following lemma provides an upper bound for the runtime of this phase. Proof. The token calculating the angle has to traverse the outer boundary which has length L. Since the token takes at least one step in each round, this naturally takes O(L) rounds.
Finally, we can show the following theorem. Proof. We show that after O(L) rounds the unique candidate c with the highest identifier (which exists w.h.p.) declares itself to be the leader. According to Corollary 1, all segments complete the identifier setup within O(log 2 n) rounds so that all tokens for the identifier comparison are created. By Lemma 6, after an additional L rounds all of these tokens complete an entire pass along the boundary. Therefore, the identifier comparison phase achieved a pairwise comparison between all identifiers. By this point, every candidate except for c either already withdrew its candidacy or is flagged to withdraw its candidacy after it completes its current execution of the solitude verification phase. Since the maximum length of an extended segment of any candidate is L, the candidates that still execute solitude verification withdraw their candidacy after at most O(L) rounds according to Lemma 7 . At this point, c has to start its final solitude verification. However, it might already be in the middle of a solitude verification execution that might fail because it was started too early. If this is the case, it takes at most O(L) rounds for the solitude verification to fail and within L additional rounds, the tokens of the identifier comparison complete another pass of the boundary and trigger the final solitude verification. The final solitude verification takes another O(L) rounds as does the following inside-outside-test according to Lemma 8. So after overall O(L) rounds c determines that it is the only remaining candidate on the outer boundary and therefore declares itself the leader.
EXTENSIONS
In this section we will first explain how our algorithm has to extended in order to have a termination probability of 1. Afterwards, we give a small extension in order to make our algorithm to decide leader election, i.e., the algorithm terminates in a configuration in which one particle is in the leader state and all other particle are in a non-leader state.
Guaranteed Leader Election
The algorithm only elects a leader with high probability. If we want guaranteed leader election, we can simply run a trivial protocol that terminates with probability 1 in parallel. For example, we could use the very simple protocol in which each particle on a boundary is initially a candidate. The candidates do competitions with neighboring candidates (by performing coin flips), as well as solitude verification and the inside-outside-boundary-tests. This protocol elects a leader with probability 1 but is slow. If we run both protocols in parallel (and carefully handle the case that both terminate and elect a leader) we get that with high probability the new protocol succeeds and if it does fail, still the simple protocol will eventually succeed and elect a leader.
Termination
To enforce termination, we use a simple broadcast to make all agents stop executing the algorithm. When a leader on the outer boundary is elected, it broadcasts a message throughout the entire system (not just along the outer boundary). Once a particle receives this message, it stops the execution of the leader election algorithm by all of its agents and terminates. The runtime of this procedure is linear in the diameter of the particle system.
CONCLUSION
We presented a new leader election algorithm that provably runs in O(n) rounds with high probability.
