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We derive a general relation in two-body scattering theory that more directly relates the change
of density of states (DDOS) due to interaction to the shape of the potential. The relation allows
us to infer certain global properties of the DDOS from the global properties of the potential. In
particular, we show that DDOS is negative at all energies and for all partial waves, for potentials
that are more repulsive than +1/r2 everywhere. This behavior represents a different class of global
properties of DDOS from that described by the Levinson’s theorem.
PACS numbers: 34.10.+x,03.65.Nk,05.30.-d
I. INTRODUCTION
The density of states (DOS), or the closely related con-
cept of the change (Delta) of density of states (DDOS)
due to interaction, can be regarded as a generalization
of the concept of bound spectrum to include the con-
tinuum states. It describes the energy landscape of the
Hilbert space, and is one of the most important physical
quantity for a quantum system. Once it is known, the
equilibrium thermodynamics is completely determined,
be it for a two-body, few-body, or a many-body system.
The DDOS for a two-body or a few-body system also
comes into play in the understanding of a many-body
system through the virial expansion [1, 2], a subject that
has seen a resurgence of interest in connection with the
description of a unitary Fermi gas (see, e.g., Refs. [3, 4]).
For a two-body system interacting via a central poten-
tial, the DDOS for the relative motion can be written,
for each partial wave, as
∆Dl(ǫ) =


∑
n
δ(ǫ − ǫnl) , ǫ < 0
1
π
dδl
dǫ
, ǫ > 0
. (1)
Here ǫ is the energy in the center-of-mass frame with
ǫ = 0 setting at the two-body threshold, {ǫnl} is the
two-body bound spectrum for partial wave l, if it exists,
and δl is the scattering phase shift for partial wave l.
There is an additional term of 12δ(ǫ) for the s wave in
the special case of having a quasibound state right at the
threshold. The ∆Dl for ǫ < 0 is simply a mathematical
representation of its definition. Its expression in terms
of phase shift for ǫ > 0 is due to Beth and Uhlenbeck [5]
(see also [2]). For continuum states with ǫ > 0, ∆Dl is
closely related to the time-delay due to interaction, by
∆t = ∆Dl/h [6, 7], where h is the Planck constant.
In terms of ∆Dl(ǫ), the second virial coefficient B2 for
a single-component Bose or Fermi gas, more specifically
the change of B2 due to interaction, can simply be writ-
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ten as [2, 5]
∆B2 := B2 −B
(0)
2
= −23/2λ3T
∑
l
′
(2l + 1)
∫ +∞
−∞
dǫ∆Dl(ǫ)e
−ǫ/kBT .
(2)
Here λT := (2π~
2/mkBT )
1/2, with kB being the Boltz-
mann constant, is the thermal wave length of a particle
with mass m at temperature T . B
(0)
2 = ∓2
−5/2λ3T are
the second virial coefficients for the free (non-interacting)
Bose and Fermi gases, respectively. And the “prime” over
the summation refers to proper symmetry considerations.
The ∆Dl = (1/π)dδl/dǫ for ǫ > 0 gives one example
that in applications of two-body scattering theory, we
are often interested not only in the phase shift itself, but
also in how it depends on energy. Computationally, ∆Dl
for ǫ > 0, like most other scattering observables, is most
conveniently calculated through single-channel K matrix
tan δl, in terms of which
∆Dl(ǫ > 0) =
( µ
π~2k
) 1
1 + tan2 δl
d tan δl
dk
, (3)
where µ is the reduced mass, and k is the length of the
wave vector that is related to the energy by ǫ = ~2k2/2µ.
Instead of focusing solely on tan δl, as we usually do in
scattering theory, our attention in this work is squarely
on d tan δl/dk. Specifically, we derive, in Sec. II, a general
relation relating d tan δl/dk to the shape of the potential.
From this relation, we show that d tan δl/dk < 0, and
therefore dδl/dk < 0 and dδl/dǫ < 0, for all partial waves
and at all energies for any potential that is more repulsive
than +1/r2 for all r. It means for such potentials that
the phase shift is a monotonically decreasing function of
energy for all partial waves. It also means for such poten-
tials that ∆Dl(ǫ) < 0 at all energies and for all partial
waves. As we will discuss in Sec. III A, this represents
a different type of global property of DDOS from that
implied by the Levinson’s theorem [8–10]. Our theoret-
ical derivation and discussion are augmented by simple
physical examples in which characteristics of DDOS are
further illustrated and discussed.
2II. THEORY
Consider the interaction of two particles via a central
potential V (r). The phase shift for partial wave l is deter-
mined by the solution of the radial Schro¨dinger equation
[
−
~
2
2µ
d2
dr2
+
~
2l(l+ 1)
2µr2
+ V (r)
]
ukl(r) = ǫukl(r), (4)
at a positive energy ǫ = ~2k2/2µ. This equation can be
rewritten as[
−
d2
dr2
+
l(l+ 1)
r2
+ U(r)
]
ukl(r) = k
2ukl(r), (5)
where U(r) := (2µ/~2)V (r). For any potential that goes
to zero as 1/r2 or faster at large r, the phase shift δl is
determined by the solution of Eq. (5) satisfying proper
physical boundary condition at the origin and with a
large r asymptotic behavior of
ukl(r) ∼ kr [jl(kr)− yl(kr) tan δl] ,
r→∞
∼ sin(kr − lπ/2) + cos(kr − lπ/2) tan δl , (6)
where jl(x) and yl(x) are the spherical Bessel functions
[11]. For any real physical system, the boundary condi-
tion at the origin is
ukl(r)
r→0
∼ 0 , (7)
and the potential is finite everywhere with possible ex-
ception of the origin where it has to behave in a way
that is consistent with Eq. (7). We focus here on such
physical systems, with a discussion of the model (non-
physical) hard sphere potential in Sec. III D. We would
like to find out how the wave function, in particular the
tan δl, depends on the energy, or equivalently on k. We
are especially interested in the quantity d tan δl/dk, to
which ∆Dl is related through Eq. (3).
Defining z := kr, and dividing both sides of Eq. (5)
by k2, Eq. (5) and its boundary conditions, Eqs. (6) and
(7), can be written as
[
−
d2
dz2
+
l(l+ 1)
z2
+
1
k2
U
(
1
k
z
)]
ukl(z) = ukl(z), (8)
with
ukl(z)
z→0
∼ 0 . (9)
and the large z asymptotic behavior of
ukl(z) ∼ z [jl(z)− yl(z) tan δl] ,
z→∞
∼ sin(z − lπ/2) + cos(z − lπ/2) tan δl . (10)
This seemingly trivial rewrite, contains in fact a nontriv-
ial alternative view on how a wave function, in particular
the phase shift, depends on the energy. In the view of
Eqs. (5)-(7), the wave function is a function of r, the po-
tential is fixed and the energy dependence of the phase
shift are due both to the eigenvalue at the right-hand-
side of Eq. (5), and to the k dependence that enters into
the boundary condition of Eq. (6).
In Eqs. (8)-(10), the wave function is viewed as a func-
tion of z. In this view, the differential equation, Eq. (8),
depends on k only through the effective potential
Ueff(k, z) :=
1
k2
U
(
1
k
z
)
. (11)
The boundary conditions, Eqs. (9) and (10), depend on
k only through the phase shift. Thus the energy depen-
dence of the phase shift comes solely from the energy
dependence of the effective potential Ueff(k, z).
Since the k dependence of U(z/k) in the Ueff is deter-
mined by the property of U(r), and therefore V (r), under
a global scale transformation of U(z) ⇒ U(z/k), it can
be stated that the energy dependence of the phase shift,
and therefore the DDOS due to interaction, is determined
entirely by the properties of the potential under global
scale transformations. This is a very general statement
and conclusion, broader in scope than the relation that
we are about to derive.
Now consider a solution uk′l at a different energy cor-
responding to k′. It satisfies[
−
d2
dz2
+
l(l + 1)
z2
+ Ueff(k
′, z)
]
uk′l(z) = uk′l(z), (12)
The Wronkian between ukl and uk′l, defined by
W (ukl, uk′l) := ukl
d
dz
uk′l − uk′l
d
dz
ukl , (13)
satisfies
dW
dz
= uk′l(z) [Ueff(k
′, z)− Ueff(k, z)]ukl(z) , (14)
as a direct consequence of Eqs. (8) and (12). For any
physical potential, the wave functions and their deriva-
tives, and therefore W , are all continuous functions of
z for all z. Integrating both sides of this equation from
z = 0 to z =∞ and making use of the large z asymptotic
behaviors and the boundary conditions at the origin, we
obtain
tan δl(k
′)− tan δl(k)
= −
∫
∞
0
uk′l(z) [Ueff(k
′, z)− Ueff(k, z)]ukl(z)dz . (15)
The limit of k′ → k gives
d tan δl
dk
= −
∫
∞
0
[ukl(z)]
2
[
∂Ueff(k, z)
∂k
]
dz . (16)
Taking the partial derivative and rewrite the equation
back in terms of V (r) and r, we have
d tan δl
dk
=
(
2µ
~2
)
1
k2
∫
∞
0
[(
r
d
dr
+ 2
)
V (r)
]
[ukl(r)]
2
dr ,
(17)
3where the radial wave function ukl(r) is normalized ac-
cording to Eq. (6).
Equation (17) is the main mathematical result of this
work. It relates d tan δl/dk to a kind of “expectation”
value of a quantity, (r ddr + 2)V (r), which, as we will ex-
plain the next section, is a characterization of the shape
of a potential [12]. This relation allows us to arrive at
certain general conclusions about the global structure of
DDOS without explicitly knowledge of tan δl.
III. IMPLICATIONS, EXAMPLES, AND
SPECIAL CASES
A. General implications
The quantity (r ddr +2)V (r) in Eq. (17) is a characteri-
zation of the shape of a potential, more precisely a char-
acterization of the shape in comparison to the ±1/r2 po-
tential. The r ddr operator is the generator for the global
scale transformation, as in
exp
(
ln(λ)r
d
dr
)
V (r) = V (λr) . (18)
For a potential that is a homogeneous function of r,
specifically ±Cn/r
n (Cn > 0), V (r) is an eigenfunction
of r ddr with an eigenvalue of −n. For such potentials
(r ddr + 2)V (r) = ∓(n − 2)Cn/r
n, with a behavior that
depends on how n compares to 2.
For the scale-invariant ±C2/r
2 potentials, (r ddr +
2)V (r) ≡ 0, and Eq. (17) shows that the corresponding
phase shifts are energy-independent.
For more general potentials that are not homogeneous
functions, one can write
(
r
d
dr
+ 2
)
V (r) = rV (r)
(
1
V
dV
dr
+
2
r
)
= rV (r)
[
1
V
dV
dr
−
1
(±C2/r2)
d(±C2/r
2)
dr
]
. (19)
It again has a behavior that depends on the shape of the
potential in comparison to ±1/r2 (note that the specific
value of C2 does not matter). Specifically, it depends on
how the log-derivative of V compared to that of ±1/r2.
For a purely repulsive potential, which we define as a
potential satisfying V ≥ 0 and dV/dr ≤ 0 (but not iden-
tically zero) for all r [13], (r ddr + 2)V (r) ≤ 0 for all r
describes a class of potentials that are more repulsive
than +1/r2 everywhere. Equation (17) shows for such
a class of potentials that d tan δl/dk < 0 for all energies
and partial waves. It implies for such potentials that
(a) the phase shifts are monotonically decreasing func-
tions of energy for all energies and all partial waves, since
dδl/dǫ = [µ/~
2k(1 + tan2 δl)](d tan δl/dk), and (b) from
Eq. (3), the DDOS due to interaction is negative for all
energies and all partial waves. The potentials +Cn/r
n
with n > 2, to be discussed further in Sec. III B, consti-
tute an important subclass that falls into this category.
The behavior of ∆Dl < 0 for all energies, namely DOS
being uniformly reduced, represents a different type of
global property of the energy landscape of the Hilbert
space from that implied by the Levinson’s theorem [8–
10]. For potentials satisfying
∫
∞
0 drr|V (r)| < ∞, which
we will call the Newton criterion [9, 10], the phase shift
satisfy
δl(0)− δl(∞) = nlπ ,
where nl is the number of bound states for partial wave
l (nl is replaced by nl+1/2 for the special case of s wave
with a quasibound state right at the threshold). In terms
of the DDOS, Levinson’s theorem implies
∫ +∞
−∞
∆Dldǫ = 0 . (20)
Thus for all potentials satisfying the Newton criterion,
the density of states is redistributed. If DOS is reduced
by the interaction over one range of energies, it has to
be enhanced over other energies, in a way that preserves
the total number of states (see the example of Sec. III C).
This redistribution of DOS by the interaction generally
leads to a complex energy landscape in the Hilbert space,
and is a major source of the complexity of an interact-
ing quantum system. The potentials that are everywhere
more repulsive than +1/r2 can violate the Levinson’s the-
orem because they do not satisfy the Newton criterion.
B. The example of +Cn/r
n potentials with n > 2
Among homogeneous potentials, ±Cn/r
n, only those
with n ≥ 2 have phase shift as defined by Eq. (6), and
among this subset, the ones of most physical interest are
those with an integer n, especially those with n = 3, 4,
and 6.
For a repulsive homogeneous potential, V (r) =
+Cn/r
n (Cn > 0), Eq. (17) gives
d tan δl
dk
= −(n− 2)
(
2µCn
~2
)
1
k2
∫
∞
0
1
rn
[ukl(r)]
2 dr .
(21)
It shows more explicitly that for all repulsive homoge-
neous potentials with n > 2, d tan δl/dk < 0 and there-
fore ∆Dl < 0, for all energies and all partial wave, as
stated earlier in a more general context.
Figure 1 illustrates some of the s wave (l = 0) scatter-
ing properties for a repulsive +C3/r
3 potential [14]. The
tan δl, shown in Fig. 1(a), is evaluated from Eq. (44) of
Ref. [14], from which the partial cross section, shown in
Fig. 1(b), is evaluated from
σl =
4π
k2
(2l+ 1)
tan2 δl
1 + tan2 δl
. (22)
Instead of ∆Dl, Fig. 1(c) shows the closely related ∆dl,
the change of the number of states per unit k. They are
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FIG. 1. (Color online) s wave scattering properties for a re-
pulsive +C3/r
3 potential, as a function of a scaled energy.
Here β3 := 2µC3/~
2 is the length scale associated with the
potential, sE := (~
2/2µ)(1/β3)
2 is the corresponding energy
scale, and ǫs := ǫ/sE is the scaled energy. (a) Single-channel
K matrix tan δl. (b) Partial cross section σl (solid line)
and its corresponding unitarity limit (dashed line) given by
(2l + 1)4π/k2. (c) Change of the density of states due to
interaction as represented by the scaled ∆dsl := ∆dl/β3.
related by
∆dl :=
1
π
dδl
dk
=
1
π
1
1 + tan2 δl
d tan δl
dk
=
(
~
2k
µ
)
∆Dl . (23)
In evaluating ∆dl, d tan δl/dk is again evaluated from
Eq. (44) of Ref. [14].
Figure 1(c) shows that ∆dl, and therefore ∆Dl, is neg-
ative for all energies, as expected. It also implies that
the phase shift is a monotonically decreasing function
of energy, a fact that is also embedded in Figure 1(a).
Figure 1(b) shows that such a simple behavior of phase
shift is not obvious if one looks only at the partial cross
section. As we will also see from other examples, the
DDOS has generally a simpler behavior than the cross
section and gives a better picture of the structure of the
continuum states. Even for a monotonically decreasing
phase shift, the partial cross section can have structures
associated with diffraction resonances [15–17].
Both ∆Dl and ∆dl have of course the same physi-
cal content. The ∆Dl has a cleaner physical interpre-
tation, especially in connection with the bound spec-
trum [see, Eq. (1)]. If the focus is solely on the contin-
uum states, e.g. for repulsive potentials which have no
bound states, the quantity ∆dl can be more convenient
for mathematical and illustration purposes. For any po-
tential that follows the Wigner threshold behavior [18]
for the s wave, as described by the effective range theory
[19–21], tan δl=0 ∼ −al=0k in the limit of k → 0, where
al=0 is the s wave scattering length. Thus ∆Dl=0 has,
for all such potentials, a 1/k singularity at zero energy
for the s wave, while ∆dl=0 is well behaved and goes to a
constant (see the next two examples in the following sub-
sections). Specifically, ∆dl=0 ∼ −al=0/π. This behavior
is followed by all potentials that goes to zero faster than
1/r3 at large r [22]. The example of +C3/r
3 gives an
exception. In Fig. 1(c), a singularity at zero energy re-
mains even in ∆dl=0, an indication of the breakdown of
the Wigner threshold behavior. Indeed for a +C3/r
3 po-
tential, the Wigner threshold behavior is violated, and
we have in particular tan δl=0 ∼ (kβ3) ln(kβ3), where
β3 := 2µC3/~
2 is the length scale associated with the
+C3/r
3 potential [14].
This example also helps to make the point that the
main application of our mathematical result, Eq. (17),
is to understand the global properties of d tan δl/dk, not
necessarily for its specific value at a particular energy.
The evaluation of the RHS of Eq. (17) requires the knowl-
edge of the wave function over an extended range of
r, which is generally much more expensive than finding
tan δl, which requires only the large r asymptotic be-
havior of the wave function. Computationally, the value
of d tan δl/dk is still more easily obtained by computing
tan δl as a function of energy as in standard scattering
theory.
C. The example of a repulsive finite square well
potential
We use the familiar example of a finite square well po-
tential, for which everything can be worked out in simple
analytical forms, to further illustrate a number of char-
acteristics of DDOS due to interaction. In particular, we
use this example to show that a repulsive potential [13]
does not automatically guarantee a reduction of DOS for
all energies. The example also give an illustration of how
the Levinson’s theorem manifests itself.
A repulsive finite square well potential, defined by
V (r) =
{
V0 , r < a
0 , r > a
, (24)
with V0 > 0 and a > 0, is a purely repulsive potential in
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FIG. 2. (Color online) s wave scattering properties for a re-
pulsive finite square well with k0s := k0a = 10.0, as a function
of ks := ka. The location of ks = k0s, represented by a ver-
tical dotted line, corresponds to the energy being equal to
the height of the potential V0. (a) Single-channel K matrix
tan δl. (b) Partial cross section (solid line) and the corre-
sponding unitarity limit (dashed line) given by (2l+1)4π/k2.
(c) Change of the density of states due to interaction as rep-
resented by the scaled ∆dsl := ∆dl/a.
the sense of V ≥ 0 and dV/dr ≤ 0 for all r [13]. For this
potential, both the wave function ukl and the tan δl are
well known (see, e.g., Ref. [23]). In particular, the tan δl
can be written as
tan δl =
ksj
′
l(ks)− γl(k¯s)jl(ks)
ksy′l(ks)− γl(k¯s)yl(ks)
, (25)
where ks := ka and
γl(k¯s) := k¯sj
′
l(k¯s)/jl(k¯s) ,
in which k¯s := [k
2
s − (k0a)
2]1/2 and we have defined
k0 := (2µV0/~
2)1/2. This result is applicable both for
energies above the height of the potential V0 where ks >
k0s := k0a, and for energies below V0 where ks < k0s and
k¯s = i|k¯s|. Except for the low-energy and the high-energy
limits, where the results are used to check the effective-
range theory [19–21] and the Born approximation respec-
tively (see, e.g., Ref. [23]), the interesting physics embed-
ded in this analytic solution in the intermediate energy
regime does not seem to have been much discussed.
Figure 2 illustrates some of the physical quantities of
interest for the s wave scattering by a repulsive finite
square well potential. After a simple scaling based on the
length scale a, the potential is characterized by a single
strength parameter k0s := k0a, which for our example is
taken to be k0s = 10.0. Figure 2(a) illustrates the tan δl.
Figure 2(b) illustrates the partial cross section given by
Eq. (22). For this particular example, the integral in
Eq. (17) can be easily carried out. The d tan δl/dk can
be obtained either from Eq. (17) using the known wave
function or directly from the known tan δl. They have
been used to check for consistency against each other.
From d tan δl/dk, we obtain for the DDOS, specifically
the scaled ∆dsl := ∆dl/a,
∆dsl = −
k20s
πk2s(k
2
s − k
2
0s)
l(l + 1)− γl(k¯s)[γl(k¯s) + 1]
[ksj′l(ks)− γl(k¯s)jl(ks)]
2 + [ksy′l(ks)− γl(k¯s)yl(ks)]
2
, (26)
which is illustrated in Figure 2(c) for the s wave.
Recall that the DDOS for a continuum state is re-
lated directly to the time delay (advance) in scattering
by ∆t = ∆Dl/h [6, 7]. Thus an increase in DOS cor-
responds to a time delay due to interaction, while a de-
crease in DOS corresponds to a time advance. If one were
to combine this interpretation with classical mechanics,
one would arrive at a seemingly reasonable conclusion
that all purely repulsive potentials [13] should lead to
time advance and therefore reduction of DOS for all en-
ergies and all partial waves (impact parameters). If this
were true, our earlier conclusion would seem be trivial
with little real physical content.
Figure 2(c) shows that this classical expectation is in-
correct. While DOS is indeed reduced for ǫ < V0, for
most energies above V0, it is enhanced by the interaction.
This gives an example that even for a purely repulsive po-
tential there can generally be regions of energies where
DOS is enhanced if the condition of (r ddr + 2)V (r) < 0
is not satisfied for all r. This result is a manifestation of
the Levinson’s theorem [8–10]. A repulsive finite square
well satisfies the Newton criteria [9, 10] and therefore the
Levinson’s theorem. For all such potentials, if the DOS
is reduced over one range of energies, in this case below
6V0, it has to be enhanced over other ranges of energies, in
this case above V0. From a different angle, the quantum
effects come specifically in this case from the quantum
reflection at the boundary a. It is the quantum reflec-
tion and the resulting interference pattern [24] that gives
rise to the resonances seen in Figure 2 above V0. What-
ever we choose to call those resonances, it should be clear
that they are fundamentally of the same physical origin
as shape resonances [16, 24], even though there is no vis-
ible potential barrier in this case. Below V0, where the
phase shift is a monotonically decreasing function of en-
ergy, there is again structure in the cross section that is
associated with diffraction resonances [15–17]. Last but
not the least, we note that as a result of the redistribution
of DOS, the energy landscape of the Hilbert space, which
is best described by DDOS, has become much more com-
plex compared to the earlier example where the DOS is
uniformly reduced.
D. The special case of a hard sphere potential
The hard sphere potential
V (r) =
{
∞ , r ≤ a
0 , r > a
, (27)
with a > 0 is not a physical potential because it is infinite
for r ≤ a. It is nevertheless a very useful model potential
especial for simplifying the description of interaction in a
few-body or a many-body quantum system. For the hard
sphere potential, Eq. (17) is not applicable. A modified
version is required, but is easily derived along the same
approach of Sec. II.
For r > a, V ≡ 0, and the dependences of the wave
function and the phase shift on the energy are due solely
to the energy dependence of the boundary condition.
Specifically, the boundary condition, ukl(r = a) = 0,
when viewed through ukl(z), is ukl(z = ka) = 0, which is
energy dependent. Integrating Eq. (14) from z′ = k′a >
ka to z =∞ now gives us
d tan δl
dk
= −
a
k2
(
dukl
dr
∣∣∣∣
r=a
)2
. (28)
It shows for a hard sphere potential that d tan δl/dk < 0
and therefore ∆Dl < 0 for all energies and all partial
waves, without any explicit calculation. In this global
behavior, a hard sphere belongs, not surprisingly, to the
same class as other repulsive potentials that are more
repulsive than +1/r2.
Equation (28) is easily verified using the known wave
function and phase shifts for a hard sphere [keeping in
mind that the wave function is normalized according to
Eq. (6)]. Figure 3 illustrates some of its s wave scattering
properties. From the well known (see, e.g., Ref. [23])
tan δl =
jl(ks)
yl(ks)
, (29)
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FIG. 3. (Color online) s wave scattering properties for a hard
sphere potential, as a function of ks := ka. (a) Single-channel
K matrix tan δl. (b) Partial cross section (solid line) and
the corresponding unitarity limit (dashed line) given by (2l+
1)4π/k2. (c) Change of the density of states due to interaction
as represented by the scaled ∆dsl := ∆dl/a.
where ks := ka, the cross section is obtained from
Eq. (22). One also obtains, for ∆dsl := ∆dl/a,
∆dsl = −
1
πk2s [j
2
l (ks) + y
2
l (ks)]
, (30)
which is negative for all energies. Figure 3 again illus-
trates that the DDOS has generally much simpler struc-
ture than other quantities used to describe the scattering
continuum, and the cross section has structure associated
with diffraction resonances [15–17], despite of the phase
shift being a monotonically decreasing function of energy.
IV. DISCUSSION AND CONCLUSIONS
In conclusion, we have derived a general relation be-
tween d tan δl/dk and the shape of a potential. From
this relation, we show that there exists a class of phys-
ical potentials, such as +Cn/r
n with n > 2, for which
the density of states is uniformly reduced by the inter-
action, namely ∆Dl < 0 for all energies and all partial
7waves. This behavior represents a different kind a global
property of the Hilbert space under interaction. It dif-
fers from that characterized by the Levinson’s theorem
[8–10] which is followed by most other physical poten-
tials, including all potentials that are attractive at large
distances with a behavior of −1/rn with n > 2.
This result suggests a broad classification of interac-
tion potentials into two classes. For one class, such as
+Cn/r
n with n > 2, the DOS is uniformly reduced, and
the energy landscape of the Hilbert space remains flat
despite interaction. For the other class, which includes
all potentials that satisfy Levinson’s theorem, the DOS
is redistributed, leading generally to a Hilbert space that
has a much more complex energy landscape with peaks
and valleys. Our conjecture, which is also the motivation
behind this work, is that this qualitative relation between
the global structure of energy landscape and the shape
of interaction potential should remain valid much more
generally in an N -body quantum system. Specifically,
we expect that the DDOS due to interaction should be
uniformly negative if interaction potentials between all
particles are all more repulsive than +1/r2.
This work is one of our first steps in an effort to bet-
ter understand the complexities of anN -body interacting
quantum system. In future works, we hope to also ad-
dress the complexities due to attractive interactions, in
both two-body and N -body contexts.
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