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Abstract
We present a review of theoretical and experimental aspects of multiphoton quan-
tum optics. Multiphoton processes occur and are important for many aspects of
matter-radiation interactions that include the efficient ionization of atoms and
molecules, and, more generally, atomic transition mechanisms; system-environment
couplings and dissipative quantum dynamics; laser physics, optical parametric pro-
cesses, and interferometry. A single review cannot account for all aspects of such
an enormously vast subject. Here we choose to concentrate our attention on para-
metric processes in nonlinear media, with special emphasis on the engineering of
nonclassical states of photons and atoms that are relevant for the conceptual in-
vestigations as well as for the practical applications of forefront aspects of modern
quantum mechanics. We present a detailed analysis of the methods and techniques
for the production of genuinely quantum multiphoton processes in nonlinear media,
and the corresponding models of multiphoton effective interactions. We review ex-
isting proposals for the classification, engineering, and manipulation of nonclassical
states, including Fock states, macroscopic superposition states, and multiphoton
generalized coherent states. We introduce and discuss the structure of canonical
multiphoton quantum optics and the associated one- and two-mode canonical mul-
tiphoton squeezed states. This framework provides a consistent multiphoton gener-
alization of two-photon quantum optics and a consistent Hamiltonian description
of multiphoton processes associated to higher-order nonlinearities. Finally, we dis-
cuss very recent advances that by combining linear and nonlinear optical devices
allow to realize multiphoton entangled states of the electromnagnetic field, either
in discrete or in continuous variables, that are relevant for applications to efficient
quantum computation, quantum teleportation, and related problems in quantum
communication and information.
Email address: dellanno@sa.infn.it, desiena@sa.infn.it,
illuminati@sa.infn.it (Fabio Dell’Anno, Silvio De Siena, and Fabrizio
Illuminati).
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1 Introduction
In this report we review and discuss recent developments in the physics of
multiphoton processes in nonlinear optical media and optical cavities, and
their manipulation in the presence of passive and active optical elements.
We review as well effective Hamiltonian models and Hamiltonian dynamics
of nonquadratic (anharmonic) multiphoton interactions, and the associated
engineering of nonclassical states of light beyond the standard coherent and
two-photon squeezed states of linear quantum optics.
We present a detailed analysis of the methods and techniques for the pro-
duction of genuinely quantum multiphoton processes in nonlinear media, and
the corresponding models of multiphoton effective nonlinear interactions. Our
main goal is to introduce the reader to the fascinating field of quantum nonlin-
ear optical effects (such as, e.g., quantized Kerr interactions, quantized four-
wave mixing, multiphoton down conversion, and electromagnetically induced
transparency) and their application to the engineering of (generally non Gaus-
sian), nonclassical states of the quantized electromagnetic field, optical Fock
states, macroscopic superposition states such as, e. g., optical Schro¨dinger cat
states, multiphoton squeezed states and generalized coherent states, and mul-
tiphoton entangled states.
This review is mainly devoted to the theoretical aspects of multiphoton quan-
tum optics in nonlinear media and cavities, and theoretical models of quantum
state engineering. However, whenever possible, we tried to keep contact with
experimental achievements and the more promising experimental setups pro-
posals. We tried to provide a self-contained introduction to some of the most
relevant and appropriate theoretical tools in the physics of multiphoton quan-
tum optics. In particular, we have devoted a somewhat detailed discussion
to the recently introduced formalism of canonical multiphoton quantum op-
tics, a systematic and consistent multiphoton generalization of standard one-
and two-photon quantum optics. We have included as well an introduction
to group-theoretical techniques and nonlinear operatorial generalizations for
the definition of some types of nonclassical multiphoton states. Our review is
completed by a self-contained discussion of very recent advances that by com-
bining linear and nonlinear optical devices have lead to the realization of some
multiphoton entangled states of the electromnagnetic field. This multiphoton
entanglement, that has been realized either on discrete or on continuous vari-
ables systems, is relevant for applications in efficient quantum computation,
quantum teleportation, and related problems in quantum communication and
information.
Multiphoton processes occur in a large variety of phenomena in the physics
of matter-radiation interactions. Clearly, it is a task beyond our abilities and
incompatible with the requirements that a review article should be of a reason-
able length extension, and sufficiently self-contained. We thus had to make a
selection of topics, that was dictated partly by our personal competences and
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tastes, and partly because of the rapidly growing importance of research fields
including engineering and control of nonclassical states of light, quantum en-
tanglement, and quantum information. Therefore, our review is concerned with
that part of multiphoton processes that leans towards the “deep quantum”
side of quantum optics, and it does not cover such topics as Rydberg states
and atoms, intense fields, multiple ionization, and molecular processes, that
are all, in some sense, on the “semiclassical” side of the discipline. Moreover,
we have not included sections or discussions specifically devoted to quantum
noise, quantum dissipative effects, and decoherence. A very brief “framing”
discussion with some essential bibliography on these topics is included in the
conclusions.
The plan of the paper is the following. In Section 2 we give a short review of
linear quantum optics, introduce the formalism of quasi-probabilities in phase
space, and discuss the basics of homodyne and heterodyne detections and of
quantum state tomography. In Section 3 we introduce the theory of quantized
macroscopic fields in nonlinear media, and we discuss the basic properties of
multiphoton parametric processes, including the requirements of energy con-
servation and phase matching, and the different experimental techniques for
the realization of these requirements and for the enhancement of the para-
metric processes corresponding to higher-order nonlinear susceptibilities. In
Section 4 we discuss in detail some of the most important and used parametric
processes associated to second- and third-order optical nonlinearities, the real-
ization of concurring interactions, including three- and four-wave mixing, Kerr
and Kerr-like interactions, three-photon down conversion, and a first introduc-
tion to the engineering of mesoscopic quantum superpositions, and multipho-
ton entangled states. In Section 5 we describe group theoretical methods for
the definition of generalized (multiphoton) coherent states, Hamiltonian mod-
els of higher-order nonlinear processes, including degenerate k-photon down
conversions with classical and quantized pumps, Fock state generation in mul-
tiphoton parametric processes, displaced-squeezed number states and Kerr
states, intermediate (binomial) states of the radiation field, photon-added and
photon-subtracted states, higher-power coherent and squeezed states, and gen-
eral n-photon schemes for the engineering of arbitrary nonclassical states. As
already mentioned, in Section 6 we report on a recently established general
canonical formulation of multiphoton quantum optics, that allows to intro-
duce multiphoton squeezed states associated to exact canonical structures
and diagonalizable Hamiltonians (multiphoton normal modes), we study their
two-mode extensions defining non Gaussian entangled states, and we discuss
some proposed setups for their experimental realization. In Section 7 we give
a bird-eye view on the most relevant theoretical and experimental applica-
tions of multiphoton quantum processes and multiphoton nonclassical states
in fields of quantum communication and information. Finally, in Section 8 we
present our conclusions and discuss future perspectives.
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2 A short review of linear quantum optics
In 1927, Dirac [1] was the first to carry out successfully the (nonrelativistic)
quantization of the free electromagnetic field, by associating each mode of
the radiation field with a quantized harmonic oscillator. Progress then fol-
lowed with the inclusion of matter-radiation interaction [2], the definition of
the general theory of the interacting matter and radiation fields [3,4], and,
after two decades of strenuous efforts, the final construction of divergence-
free quantum electrodynamics in its modern form [5,6,7,8,9,10,11]. However,
despite these fundamental theoretical achievements and the parallel experi-
mental triumphs in the understanding of electron-photon and atom-photon
interactions, only in the sixties, after the discovery of the laser [12], quantum
optics entered in its modern era when the theory of quantum optical coher-
ence was systematically developed for the first time by Glauber, Klauder, and
Sudarshan [13,14,15,16,17,18,19].
Quantum electrodynamics predicts, and is necessary to describe and under-
stand such fundamental effects as spontaneous emission, the Lamb shift, the
laser linewidth, the Casimir effect, and the photon statistics of the laser. The
classical theory of radiation fails to account for such effects which can only
be explained in terms of the perturbation of the atomic states due to the vac-
uum fluctuations of the quantized electromagnetic field. Early mathematical
developments of quantum electrodynamics have relied heavily on perturba-
tion theory and have assigned a privileged role to the orthonormal basis of
Fock number states. Such a formulation is however not very useful nor re-
ally appropriate when dealing with coherent processes and structures, like
laser beams and nonlinear optical effects, that usually involve large numbers
of photons, large-scale space-time correlations, and different types of few- and
multi-photon effective interactions. For an exhaustive and comprehensive phe-
nomenological and mathematical introduction to the subjects of quantum op-
tics, see [20,21,22,23,24,25,26,27,28,29,30].
Before we come to deal with multiphoton processes and multiphoton quan-
tum optics, we need to dedicate the remaining of this Section to a brief review
of the physical “one-photon” context in which quantum optics was born. By
shortly recalling the theory of optical coherence and a self-contained tutorial
on the formalism of coherent states and their properties, this Section will serve
as an introduction to the notation and some of the mathematical tools that
will be needed in the course of this review.
2.1 Generation of fully coherent radiation: an historical overview
From a classical point of view, the coherence of light is associated with the ap-
pearing of interference fringes. The superposition of optical beams with equal
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frequency and steady phase difference gives rise to an interference pattern,
which can be due to temporal or spatial coherence. Traditionally, an optical
field is defined to be coherent when showing first-order coherence. The classic
interference experiment of Young’s double slit can be described by means of
the first-order correlation function, using either classical or quantum theory.
The realization of experiments on intensity interferometry and photoelectric
counting statistics [31,32] led to the introduction of higher-order correlation
functions. In particular, Hanbury Brown and Twiss [31] verified the bunch-
ing effect, showing that the photons of a light beam of narrow spectral width
have a tendency to arrive in correlated pairs. A semiclassical approach was
used by Purcell [33] to explain the correlations observed in the photoioniza-
tion processes induced by a light beam. Mandel and Wolf [34] examined the
correlations, retaining the assumption that the electric field in a light beam
can be described as a classical Gaussian stochastic process. In 1963 came
the contributions by Glauber, Klauder and Sudarshan [13,14,15,16,17,18,19]
that were essential in opening a new and very fruitful path of theoretical and
experimental investigations. Glauber re-introduced the coherent states, first
discovered by Schro¨dinger [35] in the study of the quasi-classical properties of
the harmonic oscillator, to study the quantum coherence of optical fields as a
cooperative phenomenon in terms of many bosonic degrees of freedom. Here
we shortly summarize Glauber’s procedure for the construction of the elec-
tromagnetic field’s coherent states [13,14,15]. The observable quantities of the
electromagnetic field are taken to be the electric and magnetic fields ~E(~r, t)
and ~B(~r, t), which satisfy the nonrelativistic Maxwell equations in free space
and in absence of sources:
~∇ · ~E = 0 , ~∇ · ~B = 0 , ~∇× ~E = −∂
~B
∂t
, ~∇× ~B = ∂
~E
∂t
. (1)
Here and throughout the whole report, we will adopt international units with
c = ~ = 1. The dynamics is governed by the electromagnetic Hamiltonian
H0 =
1
2
∫
( ~E2 + ~B2)d3r , (2)
and the electric and magnetic fields can be expressed in terms of the vector
potential ~A:
~E = −∂
~A
∂t
, ~B = ~∇× ~A , (3)
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where the Coulomb gauge condition ~∇ · ~A = 0 has been chosen. Quantization
is obtained by replacing the classical vector potential by the operator
~A(~r, t) =
∑
~k,λ
1√
2ω~k,λV
{a~k,λǫˆ~k,λei
~k·~r−iω~k,λt + a†~k,λǫˆ
∗
~k,λ
e−i
~k·~r+iω~k,λt} , (4)
with the transversality condition and the bosonic canonical commutation re-
lations given by
~k · ǫˆ~k,λ = 0 , [a~k,λ, a†~k′,λ′] = δ~k,~k′δλ,λ′ , (ǫˆ∗~k,λ · ǫˆ~k,λ′ = δλ,λ′) . (5)
In Eq. (4) V is the spatial volume, ǫˆ~k,λ is the unit polarization vector encoding
the wave-vector ~k and the polarization λ, ω~k,λ is the angular frequency, and
a~k,λ, a
†
~k,λ
are the corresponding bosonic annihilation and creation operators.
Denoting by k the pair (~k, λ), the Hamiltonian (2) reduces to
H0 =
∑
k
H0,k =
1
2
∑
k
ωk(a
†
kak + aka
†
k) . (6)
Equation (6) establishes the correspondence between the mode operators of
the electromagnetic field and the coordinates of an infinite set of harmonic
oscillators. The number operator of the k-th mode nk = a
†
kak, when averaged
over a given quantum state, yields the number of photons present in mode k,
i.e. the number of photons possessing a given momentum ~k and a given polar-
ization λ. The operators nk, ak, and a
†
k, together with the identity operator Ik
form a closed algebra, the Lie algebra h4, also known as the Heisenberg-Weyl
algebra. The single-mode Hamiltonian H0,k has eigenvalues Ek = ωk
(
nk +
1
2
)
,
(nk = 0, 1, 2, ...). The eigenstates of H0 thus form a complete orthonormal ba-
sis {|nk〉}, and are usually known as number or Fock states. The vacuum state
|0k〉 is defined by the condition
ak|0k〉 = 0 , (7)
and the excited states (excited number states) are given by successive appli-
cations of the creation operators on the vacuum:
|nk〉 = (a
†
k)
nk√
nk!
|0k〉 , (nk = 0, 1, 2, ...) . (8)
From Eqs. (3) and (4), the electric field operator can be separated in the
positive- and negative-frequency parts
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~E(~r, t)= ~E(+)(~r, t) + ~E(−)(~r, t) , (9)
~E(+)(~r, t)= i
∑
k
[
ωk
2V
]1/2
akǫˆke
i(~k·~r−ωkt) , ~E(+)†(~r, t) = ~E(−)(~r, t) . (10)
The coherent states |~ε〉 of the electromagnetic field are then defined as the right
eigenstates of ~E(+)(~r, t), or equivalently as the left eigenstates of ~E(−)(~r, t) :
~E(+)(~r, t)|~ε〉 = ~E(~r, t)|~ε〉 , 〈~ε| ~E(−)(~r, t) = ~E∗(~r, t)〈~ε| , (11)
where the eigenvalue vector functions ~E(~r, t) must satisfy the Maxwell equa-
tions and may be expanded in a Fourier series with arbitrary complex coeffi-
cients αk:
~E(~r, t) = i∑
k
[
ωk
2V
]1/2
αkǫˆke
i(~k·~r−ωkt) . (12)
From Eqs. (11) and (12), it follows that the coherent states are uniquely
identified by the complex coefficients αk: |~ε〉 ≡ |{αk}〉, and, moreover, they
are determined by the equations
|{αk}〉 =
∏
k
|αk〉, ak|αk〉 = αk|αk〉, |αk〉 = e−
|αk|2
2
∑
nk
αnk√
nk!
|nk〉. (13)
Coherent states possess two fundamental properties, non-orthogonality and
over-completeness, expressed by the following relations
〈αk|αk′〉 = exp
[
α∗kαk′ −
1
2
(|αk|2 + |αk′|2)
]
,
∫
|{αk}〉〈{αk}|
∏
k
π−1d2αk = Iˆ , d2αk = dRe[αk]dIm[αk] , (14)
where 〈·|·〉 denotes the scalar product, and Iˆ is the identity operator. Being
indexed by a continuous complex parameter, the set of coherent states is nat-
urally over-complete, but one can extract from it any complete orthonormal
basis, and, moreover, any arbitrary quantum state |ψ〉 can still be expressed
in terms of continuous superpositions of coherent states:
|ψ〉 =
∫
f({α∗k})|{αk}〉
∏
k
π−1e−|α|
2/2d2αk ,
f({α∗k}) = exp{
1
2
∑
k
|αk|2}〈{αk}|ψ〉 . (15)
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It is easy to show that the state (13) is realized by the radiation emitted by a
classical current. The photon field radiated by an electric current distribution
~J(~r, t) is described by the interaction Hamiltonian
HI(t) = −
∫
~J(~r, t) · ~A(~r, t)d3r , (16)
and thus the associated time-dependent Schro¨dinger equation is solved by the
evolution operator
U(t) = exp

−i
t∫
−∞
dt′
∫
d3r ~J(~r, t′) · ~A(~r, t′) + iϕ(t′)


=
∏
k
Dk(αk) =
∏
k
exp{αk(t)a†k − α∗k(t)ak} , (17)
where ϕ(t) is an overall time-dependent phase factor, the complex time-dependent
amplitudes αk(t) read
αk(t) =
i√
2ωkV
t∫
−∞
dt′
∫
d3re−i
~k·~r+iωkt′ ǫˆ∗k · ~J(~r, t′) , (18)
and, finally, the operator Dk(αk) = exp{αk(t)a†k−α∗k(t)ak} is the one-photon
Glauber displacement operator. Therefore the coherent states of the electro-
magnetic field are generated by the time evolution from an initial vacuum
state under the action of the unitary operator (17). Looking at each of the
single-mode contributions in Eq. (17), we see clearly that the interaction cor-
responds to adding a linear forcing part to the elastic force acting on each of
the mode oscillators, and that only one-photon processes are involved. Due to
this factorization, the single-mode coherent state |αk〉, Eq. (13), associated to
the given mode k, is generated by the application of the displacement oper-
ator Dk(αk) on the single-mode vacuum |0k〉. This can be easily verified by
resorting to the Baker-Campbell-Haussdorf relation [23], which in this specific
case reads eαka
†
k
−α∗
k
ak = e−
1
2
|αk|2eαka
†
ke−α
∗
k
ak . The decomposition of the electric
field in the positive- and negative-frequency parts not only allows to introduce
the coherent states in a very natural and direct way, but, moreover, leads, as
first observed by Glauber, to the definition of a sequence of n-order corre-
lation functions G(n) [14,15,36]. Let us consider the process of absorption of
n photons, each one polarized in the λj direction (j = 1, ..., n), and let the
electromagnetic field be in a generic quantum state (either pure or mixed)
described by some density operator ρ. The probability per unit (time)n that
n ideal detectors will record n-fold delayed coincidences of photons at points
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(~r1, t1), ..., (~rn, tn) is proportional to
Tr[ρE
(−)
λ1
(~r1, t1) · · · E(−)λn (~rn, tn)E(+)λn (~rn, tn) · · · E(+)λ1 (~r1, t1)] , (19)
where the polarization indices have been written explicitely. Introducing the
global variable xj = (~rj , tj, λj) that includes space, time and polarization, the
correlation function of order n is easily defined as a straightforward general-
ization of relation (19):
G(n)(x1, ..., xn, xn+1, ..., x2n) ≡ G(n)(x1, ..., x2n)
= Tr[ρE(−)(x1) · · · E(−)(xn)E(+)(xn+1) · · · E(+)(x2n)] . (20)
These correlation functions are invariant under permutations of the variables
(x1...xn) and (xn+1...x2n) and their normalized forms are conveniently defined
as follows:
g(n)(x1, ..., x2n) =
G(n)(x1, ..., x2n)∏2n
j=1 {G(1)(xj , xj)}1/2
, (21)
so that, by definition, the necessary condition for a field to have a degree of
coherence equal to n is
|g(m)(x1, ..., x2m)| = 1 , (22)
for every m ≤ n. As g(n)(x1, ..., xn; xn, ..., x1) is a positive-defined function,
other two alternative, but equivalent, conditions for having coherence of order
n are:
g(m)(x1, ..., xm; xm, ..., x1) = 1 ,
G(m)(x1, ..., xm; xm, ..., x1) =
m∏
i=1
G(1)(xi, xi) , (23)
for every m ≤ n. Relations (22), or (23), are only necessary conditions for
n-order coherence, and mean that the detection rate of m-fold delayed coinci-
dences is equal to the products of the detections rates of each photon counter.
For a completely coherent field, i.e., coherent at any arbitrary order, the fol-
lowing equivalent conditions must be satisfied:
|g(n)(x1, ..., x2n)| = 1 ,
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|G(n)(x1, ..., x2n)| =
2n∏
j=1
{
G(1)(xj, xj)
}1/2
, n = 1, 2, ... . (24)
Relations (24) indicate that an even stronger definition of coherence can be
adopted, by assuming the full factorization of G(n) in terms of a complex
function E(x) of the global space-time-polarization variable:
G(n)(x1, ..., xn, xn+1, ..., x2n) = E∗(x1) · · · E∗(xn)E(xn+1) · · · E(x2n) . (25)
Coherent states defined by Eq. (11) imply the complete factorization of the
correlation functions, see e.g. [13,14,15], and hence they describe a fully coher-
ent radiation field. Let us consider in more detail the normalized second-order
correlation function g(2). This correlation is of particular importance when
dealing with the problem of discriminating the classical and the genuinely
quantum, or “nonclassical” in the quantum optics jargon, statistical proper-
ties of a state. Let us consider only two modes aj (j = 1, 2) of the field with
frequencies ωj; then, the normalized second order correlation function corre-
sponding to the probability of counting a photon in mode i at time t and a
photon in mode j at time t+ τ can be expressed in terms of the creation and
annihilation operators in the form:
g
(2)
ij (t, t+ τ) =
〈a†i (t)a†j(t+ τ)ai(t)aj(t+ τ)〉
〈a†i(t)ai(t)〉〈a†j(t+ τ)aj(t+ τ)〉
, (i, j = 1, 2) , (26)
where the notation is self-explanatory. For stationary processes (processes in-
variant under time translations) g(2) is independent of t, i.e. g(2)(t, t + τ) =
g(2)(0, τ) ≡ g(2)(τ). For zero time delay, we thus have
g
(2)
ij (0) =
〈a†ia†jaiaj〉
〈a†iai〉〈a†jaj〉
. (27)
In the case of a single-mode field, the equivalent relations are obtained by
eliminating the subscripts i and j. For a coherent state, all the correlation
functions g(n)(τ) = 1 at any order n, and, in particular, g(2)(τ) = 1. How-
ever, for a generic state g(2)(τ) 6= 1 and the behavior of the normalized sec-
ond order correlation function is related to the so-called bunching or anti-
bunching effects [37]. In fact, for classical states photons exhibit a propensity
to arrive in pairs at a photodetector (bunching effect); deviations from this
tendency are then a possible signature of a genuinely nonclassical behavior
(antibunching effect: photons are revealed each at a time at the photodetec-
tor). If one looks at second order correlation functions, bunching is favored
if g(2)(τ) < g(2)(0), while antibunching is favored when g(2)(τ) > g(2)(0) [37].
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Since limτ→∞ g(2)(τ) = 1, i.e. the probability of joint detection coincides with
the probability of independent detection, a field for which g(2)(0) < 1 will
always exhibit photon antibunching on some time scale. As an example, let
us consider a single-mode, pure number state described by the (projector)
density operator ρn = |n〉〈n|, and a one-mode thermal state described by
the density operator ρth =
∑
n
n¯n
(1+n¯)n+1
|n〉〈n|, where n¯ denotes the average
number of thermal photons. These two states both enjoy first-order coher-
ence: |g(1)n (0)| = |g(1)th (0)| = 1, but it is easy to verify that g(2)th (0) = 2 while
g(2)n (0) =


1− 1
n
(n ≥ 2) ,
0 (n = 0, 1) .
Then, the normalized second order correlation function discriminates between
the classical character of the thermal state and the genuinely quantum na-
ture of the number states that exhibit antibunching. Similar results are ob-
tained for two-mode states by looking at the two-mode cross-correlation func-
tions. For a two-mode thermal state, described by the density operator ρ2th =∑
n1,n2
n¯1n1
(1+n¯1)n1+1
n¯2n2
(1+n¯2)n2+1
|n1, n2〉〈n1, n2|, the second-order degree of coherence
for the i-th mode is given by g
(2)
ii (0) = 2, while the intermode cross-correlation
is g
(2)
12 (0) = 1; therefore, for two-mode thermal states, the direct- and cross-
correlations satisfy the classical Cauchy-Schwartz inequality [38]
g
(2)
11 (0)g
(2)
22 (0) > [g
(2)
12 (0)]
2 . (28)
On the contrary , for a two-mode number state |n1, n2〉〈n1, n2| (ni ≥ 2), we
have g
(2)
ii (0) = 1 − 1ni (i = 1, 2) and g
(2)
12 (0) = 1. Consequently, the nonclassi-
cality of the state emerges via the violation of the Cauchy-Schwartz inequality
for the direct- and the cross-correlations:
g
(2)
11 (0)g
(2)
22 (0) = 1−
n1 + n2 − 1
n1n2
< 1 = [g
(2)
12 (0)]
2 . (29)
The most suitable framework for the description of the dynamical and statis-
tical properties of the quantum states of the radiation field is established by
introducing characteristic functions and appropriate quasi-probability distri-
butions in phase space [13,16,42], that, among many other important proper-
ties, allow to handle and compute expectation values of any kind of observable
built from ordered products of field operators. We will introduce and make
use of some of the most important quasi-probability distributions later on,
but here we anticipate some remarks on the phase-distribution function that
Glauber and Sudarshan [13,16] first introduced as the P -function representa-
tion of the density operator by the equivalence
ρ =
∫
P ({αk})|{αk}〉〈{αk}|
∏
k
d2αk . (30)
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In particular, Sudarshan proved that, for any state ρ of the quantized elec-
tromagnetic field, any expectation value of any normally ordered operatorial
function of the field operators ON({a†k}, {ak}) can be computed by means of
a complex, classical distribution functional:
Tr[ON({a†k}, {ak})ρ] =
∏
k
∫
d2αkON({α∗k}, {αk})P ({αk}) . (31)
The correspondence between the quantum-mechanical and classical descrip-
tions, defined by the complex functional P ({αk}), is at the heart of the optical
equivalence theorem [16,18], stating that the complete quantum mechanical
description contained in the density matrix can be recovered in terms of classi-
cal quasi-probability distributions in phase space, as we will see in more detail
in the following.
2.2 More about coherence at any order, one-photon processes and coherent
states
The theory of coherent states marks the birth of modern quantum optics; it
provides a convenient mathematical formalism, and at the same time it con-
stitutes the standard of reference with respect to the degree of nonclassicality
of any generic quantum state of the electromagnetic field. For this reason,
we review here some fundamental properties of the coherent states, restrict-
ing the treatment to a single mode ak of the radiation field, and dropping
the subscript k. The coherent states can be constructed using three different,
but equivalent, definitions, each of them shedding light on some of their most
important physical properties.
a) The coherent states |α〉 are eigenstates of the annihilation operator a. The
quadrature representation ψα(xλ) of the coherent state |α〉, defined as the
overlap between the quadrature eigenstate |xλ〉 and |α〉: ψα(xλ) = 〈xλ|α〉,
can be easily determined by solving the eigenvalue equation 〈xλ|a|α〉 =
αψα(xλ). Expressing the annihilation operator in terms of the quadrature
operators
Xλ =
e−iλa+ eiλa†√
2
, Pλ = Xλ+π
2
, [Xλ, Pλ] = i , (32)
the eigenvalue equation 〈xλ|a|α〉 = αψα(xλ) can be expressed in the quadra-
ture representation in the form
eiλ√
2
(
xλ +
∂
∂xλ
)
ψα(xλ) = αψα(xλ) . (33)
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Its normalized solution is
ψα(xλ) = π
−1/4e−
1
2
|α|2e−
1
2
x2λ+
√
2e−iλαxλ− 12 e−2iλα2
= π−1/4e−
i
2
〈Xλ〉〈Xλ+π/2〉ei〈Xλ+π/2〉xλe−
1
2
(xλ−〈Xλ〉)2 , (34)
with 〈Xλ〉 = 〈α|Xλ|α〉 = αe−iλ+α∗eiλ√2 . Therefore coherent states are Gaussian
in xλ, in the sense that they are characterized by a Gaussian probability dis-
tribution |ψα(xλ)|2, and thus are completely specified by the knowledge of
the first and second statistical moments of the quadrature operators. The
free evolution of the wave packet (34) is given by |α(t)〉 = e−itωa†a|α〉 =
|e−iωtα〉, and the corresponding expectation values of the quadrature oper-
ators are 〈X〉(t) = √2Re[αeiωt], 〈P 〉(t) = √2Im[αeiωt]. Hence, the coherent
states |α(t)〉 preserve the shape of the initial wave packet at any later time,
and the expectation values of the quadrature operators evolve according to
the classical dynamics of the pure harmonic oscillator.
b) The coherent states can be obtained by applying the Glauber displacement
operator D(α) on the vacuum state of the quantum harmonic oscillator,
|α〉 = D(α)|0〉.
c) The coherent states are quantum states of minimum Heisenberg uncer-
tainty,
〈∆X2λ〉〈∆P 2λ 〉 =
1
4
, (35)
where
〈∆F 2〉 ≡ 〈F 2〉 − 〈F 〉2 , (36)
and, moreover,
〈∆X2λ〉 = 〈∆P 2λ 〉 =
1
2
. (37)
The three definitions a), b), c) are equivalent, in the sense that they define
the same class of coherent states. Later on, we will see that the equivalence
between the three definitions breaks down when generalized coherent states
will be defined for algebras more general than the Heisenberg-Weyl algebra of
the harmonic oscillator.
Let us consider now the photon number probability distribution P (n) for the
coherent state |α〉, i.e. the probability that n photons are detected in the
coherent state |α〉. It is easy to see that it is a Poisson distribution:
P (n) ≡ |〈n|α〉|2 = e−|α|2 |α|
2n
n!
. (38)
The average number of photons 〈n〉 in the state |α〉 is therefore 〈n〉 = |α|2,
with variance 〈∆n2〉 = 〈n〉. Since the second order correlation function, for
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zero time delay, can be easily expressed in terms of the number operator as
g(2)(0) = 1 +
〈∆n2〉 − 〈n〉
〈n〉2 , (39)
we obtain for a coherent state, as expected, g(2)(0) = 1. From the previous
discussions it follows that coherent states are, as anticipated, ”classical” refer-
ence states, in the sense that they share some statistical aspects together with
truly classical states of the radiation field, such as a positive defined quasi-
probability distribution, a Poissonian photodistribution, and photon bunching.
Thus, they can be used as a standard reference for the characterization of the
nonclassical nature of other states, as, for instance, measured by deviations
from Poissonian statistics. In particular, a state with a photon number distri-
bution narrower than the Poissonian distribution (which implies g(2)(0) < 1)
is referred to as sub-Poissonian, while if g(2)(0) > 1 (corresponding to a pho-
ton number distribution broader than Poissonian distribution), it is referred
as super-Poissonian. It is clear that the phenomena of sub-Poissonian statis-
tics and photon antibunching are closely related, because the first one implies
the second for some time scale. However, the reverse statement cannot be es-
tablished in general. In order to clarify this point, let us consider a generic
stationary field distribution, for which it can be shown that [39]
〈∆n2〉 − 〈n〉 = 〈n〉
2
T 2
T∫
−T
dτ(T − |τ |)[g(2)(τ)− 1] , (40)
where T is the counting interval. It is then possible for a state realizing such a
distribution, to be such that g(2)(τ) > g(2)(0), but still with super-Poissonian
statistics. A detailed review on these subtleties and on sub-Poissonian pro-
cesses in quantum optics has been carried out by Davidovich [40]. Another
important signature of nonclassicality has been introduced by Mandel, who
defined the Q parameter [41]
Q =
〈∆n2〉 − 〈n〉
〈n〉 , (41)
as a measure of the deviation of the photon number statistics from the Pois-
sonian distribution. The interpretation of Q is straightforward with respect to
the field statistics.
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2.3 Quasi-probability distributions, homodyne and heterodyne detection, and
quantum state tomography
The classical or nonclassical character of a state can be tested on more gen-
eral grounds by resorting to quasi-probability distributions in phase space.
As already mentioned, the prototype of these distributions is the P -function
defined by Eq. (30), which provides the diagonal coherent state representation
[13,16]
P (α, α∗) = Tr[ρδ(α∗ − a†)δ(α− a)] . (42)
Here the Dirac δ-function of an operator is defined in the usual limiting sense
in vector spaces. For a coherent state |β〉 the P -representation is then the
two-dimensional delta function over complex numbers, δ(2)(α − β), and this
relation suggests a possible definition of nonclassical state: “If the singularities
of P (α) are of types stronger than those of delta functions, i.e. derivatives
of delta function, the state represented will have no classical analog” [15].
Besides the P -function, other distribution functions associated to different
orderings of a and a† can be defined. A general quasi-probability distribution
in phase space W (α, p) is defined as the two-dimensional Fourier transform of
the corresponding p−ordered characteristic function χ(ξ, p) [42,23]:
W (α, p) =
1
π2
∞∫
−∞
d2ξχ(ξ, p)eαξ
∗−α∗ξ, χ(ξ, p) = Tr[ρeξa
†−ξ∗a]ep|ξ|
2/2, (43)
where α and ξ are complex variables, and p = 1, 0,−1 correspond, respec-
tively, to normal, symmetric and antinormal ordering [42,23] in the product
of bosonic operators. Moreover, it can been shown that W (α, p) is normalized
and real for all complex α and real p. Statistical moments of any p−ordered
product of annihilation and creation operators a and a† can be obtained ex-
ploiting the relation
〈a†man〉p =
∞∫
−∞
d2αW (α, p)α∗mαn . (44)
For p = 1, W (α, 1) reduces to the Glauber-Sudarshan P distribution; for
p = −1, W (α,−1) defines the Husimi distribution Q(α) = 1
π
〈α|ρ|α〉 [43].
Finally, for p = 0, W (α, 0) = W (α) defines the Wigner distribution [44,45].
The Wigner distribution can be viewed as a joint distribution in phase space
for the two quadrature operators Xλ and Pλ and can be written in the form
W (xλ, pλ) =
1
π
∫
dye−2ipλy〈xλ + y|ρ|xλ − y〉 . (45)
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The probability distribution for the quadrature component Xλ is given by
1
2
∫
dpλW (xλ, pλ), and an equivalent, corresponding definition holds as well
for the quadrature Pλ. In order to obtain a classical-like description and equip
them with the meaning of true joint probability distributions in classical phase
space, the Wigner functions W (α) should be nonnegative defined. In fact, in
general the Wigner function can take negative values, in agreement with the
basic quantum mechanical postulate on the complementarity of canonically
conjugated observables. However, it is easy to see that W (α) is non negative
for all Gaussian states, and thus, in particular, for coherent states. Therefore,
another important measure of nonclassicality can be taken to be the negativ-
ity of W (xλ, pλ) [46]. This criterion turns out to be of practical importance,
after Vogel and Risken succeeded to show that the Wigner function can be
reconstructed from a set of measurable quadrature-amplitude distributions,
achieved by homodyne detection [47].
In quantum optics, homodyne detection is a fundamental technique for the
measurement of quadrature operators Xλ of the electromagnetic field [48,49].
The scheme of a balanced homodyne detection is depicted in Fig. (1). Two elec-
Fig. 1. Scheme of a homodyne detector.
tromagnetic field inputs of the same frequency ω, a signal field E
(+)
S ∝ aS e−iωt
and a strong coherent laser beam E
(+)
L ∝ aL e−iωt (local oscillator), enter the
two input ports of a beam splitter. The input modes aS and aL are converted
in the output modes c and d by the unitary transformation UBS :
 c
d

 = UBS

 aS
aL

 , UBS =


√
η
√
1− ηeiδ
−√1− ηe−iδ √η

 , (46)
where η is the transmittance of the beam splitter, and δ is the phase shift
between transmitted and reflected waves. The detected difference of the output
intensities 〈I〉 = 〈c†c〉 − 〈d†d〉 is
〈I〉 = (1− 2η)(〈a†LaL〉 − 〈a†SaS〉) + 2
√
η(1− η)〈e−iδa†SaL + eiδaSa†L〉 . (47)
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If the local oscillator mode aL can be approximated by an intense coherent
field of complex amplitude αL (aL → αL), exploiting |αL|2 ≫ 〈a†SaS〉, the
difference current can be written in the form
〈I〉 ≈ (1− 2η)|αL|2 +
√
2η(1− η)|αL|〈Xξ−δ〉 , (48)
where ξ = argαL, and Xξ−δ is the quadrature operator Xλ, associated to
the signal mode aS, with λ ≡ ξ − δ. Exploiting the freedom in tuning the
angles ξ and δ, the mean amplitude of any quadrature phase operator can
be measured. Thus, the homodyne detector allows the direct experimental
measurement of the field quadratures. Now, as shown in Ref. [47], the Wigner
function, corresponding to a state ρ of the signal mode aS, can be reconstructed
via an inverse Radon transform from the quadrature probability distribution
p(x, λ)
.
= 〈xλ|ρ|xλ〉, which in turn is determined by the homodyne measure-
ments. This procedure for the recontruction of a quantum state is the core
of the so-called quantum homodyne tomography. It has been widely studied,
refined, and generalized [50,51,52], and experimentally implemented in several
different instances [53,54,55,56]. One can show that the Wigner function can
be written as the inverse Radon transform of p(x, λ) in the form
W (x, y) =
π∫
0
dλ
π
∞∫
−∞
dx′p(x′, λ)
∞∫
−∞
dk
4
eik(x
′−x cosλ−y sinλ) . (49)
A further aim of quantum tomography is to estimate, for arbitrary quantum
states, the average value 〈O〉 of a generic operator O. This expectation can
be computed as
〈O〉 =
π∫
0
dλ
π
∞∫
−∞
dxR[O](x, λ) , (50)
where the estimator R[O](x, λ) is given by
R[O](x, λ) = Tr[OK(Xλ − x)] , (51)
and
K(x) ≡
∞∫
−∞
(dk/4) exp(ikx) = −P[1/(2x2)] ,
where P denotes the Cauchy principal value.
For the sake of completeness, we briefly outline the description of another de-
tection method, the so-called heterodyne detection [57,58]. It allows simultane-
ous measurements of two orthogonal quadrature components, whose statistics
19
Fig. 2. Scheme of heterodyne detector.
is described by the Husimi Q-function. Heterodyne detection can be realized
by the following device. The signal field and another field, the auxiliary field,
feed the same port of a beam splitter, as depicted in Fig.(2). Moreover, as in
the case of homodyne detection, a local field oscillator enters the other port
of the beam splitter. In this configuration, at variance with the homodyne
instance, the frequencies of the signal, auxiliary and local oscillator fields are
different. The signal field ES is associated to the mode aS at the frequency
ωS, the auxiliary field EA is associated to the mode aA at the frequency ωA,
and the local oscillator field EL is associated to the mode aL at the frequency
ΩL, where
ωS + ωA = 2ΩL , ωS − ωA = 2Ω , ΩL ≫ Ω . (52)
A broadband detector is placed in one output port of the beam splitter to
detect beats at the frequency Ω ≪ ΩL. After demodulation, the time de-
pendent components, proportional to cos(Ωt) and sin(Ωt), can be detected
simultaneously, yielding the measured variable
Z ≡ Z1 + iZ2 = aS ⊗ IaA + IaS ⊗ a†A . (53)
It is to be remarked that, formally, the same quantum measurement can be
obtained by a double homodyne detection.
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3 Parametric processes in nonlinear media
The advent of laser technology allowed to begin the study of nonlinear optical
phenomena related to the interaction of matter with intense coherent light,
and extended the field of conventional linear optics (classical and quantum) to
nonlinear optics (classical and quantum). Historically, the fundamental events,
which marked such a passage, were the realization of the first laser device (a
pulsed ruby laser) in 1960 [12] and the production of the second harmonic,
through a pulsed laser incident on a piezoelectric crystal, in 1961 [59].
As the main body of this report will be concerned with quantum optical phe-
nomena in nonlinear media, relevant for the generation of nonclassical multi-
photon states, this Section is dedicated to a a self-contained, yet somewhat
detailed discussion of the basic aspects of nonlinear optics that are of im-
portance in the quantum domain. For a much more thorough and far more
complete examination of the classical aspects of nonlinear optics the reader is
referred to Refs. [60,61,62,63,64].
All linear and nonlinear optical effects arise in the processes of interaction of
electromagnetic fields with matter fields. The physical characteristics of the
material system determine its reaction to the radiation; therefore, the effect
on the field can provide information about the system. On the other hand, the
medium can be used to generate a new radiation field with particular features.
Harmonic generation, wave mixing, self-focusing, optical phase-conjugation,
optical bistability, and in particular optical parametric amplification and os-
cillation, can all be described by studying the properties of a fundamental
object, the nonlinear polarization. For this reason, we will dedicate this Sec-
tion to review the essential notions of nonlinear quantum optics, including the
general description of optical field-induced electric polarization, the standard
phenomenological quantization procedures, the effective Hamiltonians associ-
ated to two- and three-wave mixing processes, and the theory of the nonlinear
susceptibilities. We will pay much attention to the lowest order processes,
i.e. second and third order processes, which will be widely used in the next
Section, and we will finally discuss the properties and the relative orders of
magnitude of the different nonlinear susceptibilities.
Let us begin by considering a system constituted by an atomic medium and
the applied optical field; the Hamiltonian of the whole system can be written
as
H = H0 +HI(t) , (54)
where H0 is the unperturbed Hamiltonian of the medium without an applied
field and HI(t) is the matter-radiation interaction part. Considering, for sim-
plicity, only the interaction between an outer-shell electron and the applied
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optical field, the interaction operator takes the form [60]
HI(t) = − e
2me
(~pe · ~A + ~A · ~pe) + e
2
2me
~A · ~A+ eV , (55)
where e and me are the charge and the mass of the electron, ~pe is the mo-
mentum operator of the electron, and ~A and V are the vector and the scalar
potential of the optical field. Choosing the Coulomb gauge so that ~∇ · ~A = 0
and V = 0, and neglecting the smaller diamagnetic quadratic term ~A · ~A, we
get
HI(t) = − e
me
~A · ~pe . (56)
For optical fields the wavelength is generally much larger than the molecu-
lar radius; as a consequence, the electric-quadrupole and the magnetic-dipole
contributions can be neglected and the interaction Hamiltonian (56) reduces
to the electric-dipole interaction:
HI(t) = −~p · ~E(t) , (57)
where ~p = e~r is the microscopic electric dipole vector of a single atom. The
meaning, the applicability and the different properties of the interactions (56)
and (57) have been discussed at length in the literature [65,66,67,68,69,70,71,72],
and it turns out that the vast majority of nonlinear optical processes can
be adequately described by applying the electric-dipole approximation to the
matter-radiation interaction Hamiltonian. The interaction is considered within
a polarizable unit of the material system, that is a volume in which the elec-
tromagnetic field can be assumed to be uniform at any given time. In a solid
this volume is large in comparison with the atomic dimensions, but small with
respect to the wavelength of the optical field. As the field is uniform within a
polarizable unit, the radiation interaction looks like that of an electric dipole in
a constant field, and the electric-dipole approximation is fully justified in the
spectral region going from the far-infrared to the ultraviolet; for shorter wave-
lengths ~E cannot be assumed to be uniform over atomic dimensions. When
applicable, the electric-dipole approximation allows to identify the nonlocal
macroscopic polarization with the local, macroscopic electric-dipole polariza-
tion ~P (t) ≡ ∑Ni=1 ~pi(t), given by the sum of all the N induced atomic dipole
moments that constitute the dielectric medium. The macroscopic polarization
is in general a complicated nonlinear function of the electric fields; however,
in the electric-dipole approximation, it is possible to describe the polarization
and the dynamics of radiation in material media with the help of the dielectric
susceptibilities, to be defined in the following. In particular, it is possible to
expand the macroscopic dielectric polarization in a power series of the electric
22
field amplitudes [60,61,62,63,64]:
~P (t) = ~P (1)(t) + ~P (2)(t) + ...+ ~P (n)(t) + ... , (58)
where the the generic term ~P (n)(t) in the power series expansion reads, for
each spatial component P
(n)
j (t) (j = 1, 2, 3),
P
(n)
j (t) =
∞∫
0
...
∞∫
0
dτ1...dτnR
(n)
jα1...αn(τ1, ..., τn)Eα1(t− τ1)...Eαn(t− τn). (59)
Here the subscript αi is a short-hand notation for the spatial and polar-
ization components of the electric field vector ~E at time t − τi, the object
R
(n)
jα1α2...αn(τ1, τ2, ..., τn) is the j-th spatial component of the n-th order re-
sponse function, a tensor of rank (n+1), that takes into account the reaction
of the medium to the applied electromagnetic field. In Eqs. (58) and (59) only
the temporal dependence is retained, while the spatial dependence is not ex-
plicitated for ease of notation. Moreover, it is assumed that the medium reacts
only by a local response, that is the polarization at a point is completely deter-
mined by the electric field at that same point. Moving from the time domain
to the frequency domain, Eq. (59) becomes
P
(n)
j (ω) = χ
(n)
jα1α2...αn(ωσ;ω1, ..., ωn)Eα1(ω1)...Eαn(ωn) , (60)
where ωσ =
∑n
i=1 ωi, and the n-th order nonlinear susceptibility tensor is
defined by
χ
(n)
jα1...αn(ωσ;ω1, ..., ωn)
=
∫
...
∫
dτ1...dτnΘ(τ1)...Θ(τn)R
(n)
jα1...αn(τ1, ..., τn)e
i(ω1τ1+...+ωnτn) , (61)
where Θ is the Heaviside step function. For a lossless, nondispersive and uni-
form medium, the susceptibilities χ(n) are symmetric tensors of rank (n + 1),
while the polarization vector ~P provides the macroscopic description of the in-
teraction of the electromagnetic field with matter [61]. There are various phys-
ical mechanisms which are responsible for nonlinear polarization responses in
the medium [60]: the distortion of the electronic clouds, the intramolecular
motion, the molecular reorientation, the induced acoustic motion, and the in-
duced population changes. For our purposes, here and in the following only
the first two mechanisms will have to be taken into account.
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3.1 Quantized macroscopic fields in nonlinear dielectric media
Several approaches have been proposed for the quantization of the electromag-
netic field in nonlinear, inhomogeneous, or dispersive media [73,74,75,76,77,78,79,80,81,82,83,84,85,86,87,88
The standard phenomenological macroscopic quantum theory, widely used in
nonlinear optics, was formulated by Shen [75] and was later elaborated by
Tucker and Walls [76] for the description of parametric frequency conversion.
Classical electrodynamics in a dielectric medium is described by the macro-
scopic Maxwell equations
~∇ · ~D = ρext , (62)
~∇× ~E = −∂
~B
∂t
, (63)
~∇ · ~B = 0 , (64)
~∇× ~B = ∂
~D
∂t
+ ~Jext, (65)
where ~D = ~E + ~P is the displacement field, ρext and ~Jext represent charge
and current sources external to the dielectric medium, ~P is the polarization
of the medium, and Heaviside-Lorentz units have been used throughout. We
can also write the polarization, whose j-th component is given by Eq. (60), in
the more synthetic form
~P = χ(1) : ~E + χ(2) : ~E ~E + χ(3) : ~E ~E ~E + ... , (66)
where the first term denotes the contraction of the electric field vector with the
first-order susceptibility tensor χ(1) (which is a tensor of rank 2), the second
term denotes the contraction of two electric field vectors with the second-
order susceptibility tensor χ(2) (a tensor of rank 3), the third term denotes the
contraction of three electric field vectors with the third-order susceptibility
tensor χ(3) (a tensor of rank 4), and so on. Equations (64), (63), (62), (65) and
(66) constitute the basis of the theory of nonlinear optical effects in matter.
The standard method to derive a macroscopic quantum theory is to quantize
the macroscopic classical theory. The Hamiltonian is
H = H0 +HI =
1
2
∫
d3r[ ~E2 + ~B2]−
∫
d3r ~E · ~P . (67)
The first term is the free quadratic Hamiltonian H0, while the second term
HI represents the interaction in the medium. Recalling the expression of the
24
polarization vector ~P in terms of the electric fields and of the susceptibilities,
one sees that the interaction Hamiltonian contains, in principle, nonlinear,
anharmonic terms of arbitrary order. The lowest-order, cubic power of the
electric field in the interaction Hamiltonian, is associated to the second-order
susceptibility χ(2). The standard phenomenological quantization is achieved
by introducing the vector potential operator (4), where ω~k,λ = c|~k|/n~k,λ is the
angular frequency in the medium (n~k,λ being the index of refraction). Effective
Hamiltonians associated to nonlinear quasi-steady-state processes of different
orders are widely used in quantum optics, and are based on this simple quan-
tization procedure. However there are some difficulties with this theory; the
most serious one being inconsistency with Maxwell equations. For instance, it
is easy to verify that Eqs. (3) and the Coulomb condition ~∇· ~A = 0 imply that,
in absence of external charges, ~∇ · ~E = 0 rather than ~∇ · ~D = 0, and, more-
over, Eq. (63) is not satisfied. In the following we review the main progresses
achieved to overcome such inconsistencies and to provide an exhaustive and
consistent formulation of quantum electrodynamics in nonlinear media. A first
successful solution to the shortcomings of the standard quantization scheme
has been introduced by Hillery and Mlodinow [78], who assume the displace-
ment field ~D as the canonical variable for quantization in a homogeneous and
nondispersive medium. Starting from an appropriate Lagrangian density, they
introduce the interaction Hamiltonian
HI =
∫
d3r
(
1
2
χ
(1)
ij EiEj +
2
3
χ
(2)
ijkEiEjEk +
3
4
χ
(3)
ijklEiEjEkEl + ...
)
, (68)
where ~E and ~B are to be considered as functions of ~A and ~D. Performing a
mode expansion, annihilation (and creation) operators can be defined by
a~k,λ(t) =
∫
d3re−i
~k·~r ǫˆ~k,λ

√ ω~k
2V
~A(~r, t)− i√
2ω~kV
~D(~r, t)

 . (69)
It is easy to check that these newly defined annihilation and creation operators
obey the bosonic canonical commutation relations (5). It is also important to
notice that, as a~k,λ(t) depends on
~D, it contains both field and matter degree
of freedom. One can introduce a further, alternative quantization procedure
[78] by redefining the four-vector potential, the so-called ”dual potential” Λ =
(Λ0, ~Λ):
~D = ~∇× ~Λ , ~B = ∂
~Λ
∂t
+ ~∇Λ0 . (70)
Expressing the polarization in a more convenient form:
~P = η(1) : ~D + η(2) : ~D ~D + η(3) : ~D ~D ~D + ... , (71)
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where the quantities η can be expressed uniquely in terms of the susceptibilities
χ, one can derive the following canonical Hamiltonian density
H =
1
2
( ~B2 + ~D2)− 1
2
~D · η(1) : ~D − 1
3
~D · η(2) : ~D ~D
−1
4
~D · η(3) : ~D ~D ~D − ...− ~B · ~∇Λ0 . (72)
The gauge condition can be chosen so that Λ0 = 0 and ~∇ · ~Λ = 0. The theory
can be quantized in the same way as the free quantum electrodynamics, and
the commutation relations are
[Λ˙i(~r, t),Λj(~r
′, t)] = iδtrij (~r − ~r′) , (73)
where δtrij (~r) =
1
(2π)3
∫
d3k
(
δij − kikj|~k|2
)
ei
~k·~r is the transverse delta function. In
this theory, however, some problems arise with operator ordering, and it is
difficult to include dispersion. However, as shown by Drummond [81], this
quantization method can be generalized to include dispersion, by resorting to
a field expansion in a slowly varying envelope approximation, including an
arbitrary number of envelopes, and assuming lossless propagation in the rele-
vant frequency bands. The final quantum Hamiltonian is written in terms of
creation and annihilation operators corresponding to group-velocity photon-
polariton excitations in the dielectric.
Concerning nonlinear and inhomogeneous media, we briefly discuss a gen-
eral procedure for quantization [88] that extends the approach of Glauber
and Lewenstein [82]. This method is based on the assumption of medium-
independent commutation relations for the fields ~D and ~B, which from Eqs.
(64) and (63) (for the source-free case) can be expanded in terms of a complete
set of transverse spatial functions {~f~k,λ(~r)} and {~∇× ~f~k,λ(~r)}:
~D(~r, t) = −∑
~k,λ
Π~k,λ(t)
~f ∗~k,λ(~r) ,
~B(~r, t) =
∑
~k,λ
Q~k,λ(t)
~∇× ~f~k,λ(~r) . (74)
Both the functions ~f~k,λ and the operatorial coefficients Q and Π satisfy Her-
miticity conditions: ~f ∗~k,λ =
~f−~k,λ, Q
†
~k,λ
= Q−~k,λ, and Π
†
~k,λ
= Π−~k,λ. Moreover,
the spatial functions satisfy transversality, orthonormality, and completeness
conditions, and the commutation relations read
[Q~k,λ(t),Π~k′,λ′(t)] = iδ~k~k′δλλ′ . (75)
26
The energy density and the Hamiltonian of the electromagnetic field in the
medium are given by
dU(~r, t) = ~E(~r, t) · d ~D(~r, t) + ~H(~r, t) · d ~B(~r, t), H =
∫
d3rU(~r, t). (76)
Finally, beingH a functional of ~D and ~B, the full field quantization is obtained
from Eqs. (74) and (75).
3.2 Effective Hamiltonians and multiphoton processes
In this Subsection, by applying the standard quantization procedure to Hillery
and Mlodinow’s Hamiltonian (68) treated in the rotating wave approximation,
we will show how to obtain various phenomenological Hamiltonian models
describing effective multiphoton processes in nonlinear media. The electric
contribution to the electromagnetic energy in the nonlinear medium, Eq. (68),
can be written in the form
H =
∫
V
d3r
[
1
2
E2(~r, t) +
∑
n
Xn(~r, t)
]
,
Xn(~r, t) =
n
n+ 1
χ(n) : ~E ~E... ~E. (77)
In terms of the Fourier components of the electric fields in the frequency
domain, the scalar field Xn(~r, t) becomes
Xn(~r, t) =
n
n+ 1
∫ ∫
...
∫
dωdω1...dωne
−i(ω+ωσ)t
× χ(n)(ωσ;ω1, ..., ωn) : ~E(ω) ~E(ω1)... ~E(ωn) , (78)
where the spatial dependence of the fields has been omitted. The canonical
quantization of the macroscopic field in a nonlinear medium is obtained by
replacing the classical field ~E(~r, t) with the corresponding free-field Hilbert
space operator
~E(~r, t) = i
∑
~k,λ
[ω~k,λ
2V
]1/2
{a~k,λǫˆ~k,λei(
~k·~r−ω~k,λt) − a†~k,λǫˆ∗~k,λe
−i(~k·~r−ω~k,λt)} . (79)
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Denoting by k the pair (~k, λ), and introducing Λk ≡
√
ωk
2V
, the Fourier com-
ponents of the quantum field are given by
~E(~r, ω) = i
∑
k
Λk{akǫˆkei~k·~rδ(ω − ωk)− a†kǫˆ∗ke−i~k·~rδ(ω + ωk)} . (80)
The contribution of the n-th order nonlinearity to the quantum Hamiltonian
can thus be obtained by replacing the Fourier components of the quantum field
Eq. (80) in Eq. (78). Because of the phase factors eiωt, many of the resulting
terms in Eq. (78) can be safely neglected (rotating wave approximation), as
they are rapidly oscillating and average to zero. The effective processes involve
the annihilation of s photons (1 ≤ s ≤ n) and the creation of (n − s + 1)
photons, as imposed by the constraint of total energy conservation. Thus the
nonvanishing contributions correspond to sets of frequencies satisfying the
relation
s∑
i=1
ωki =
n+1∑
i=s+1
ωki , (81)
and involve products of boson operators of the form
ak1ak2 · · · aksa†ks+1 · · · a†kn+1 , (82)
and their hermitian conjugates. The occurrence of a particular multiphoton
process is selected by imposing the conservation of total momentum. This
is the so-called phase matching condition and, classically, corresponds to the
synchronism of the phase velocities of the electric field and of the polarization
waves. These conditions can be realized by exploiting the birefringent and dis-
persion properties of anisotropic crystals. The relevant modes of the radiation
involved in a nonlinear parametric process can be determined by the condition
(81) and the corresponding phase-matching condition
s∑
i=1
~ki =
n+1∑
i=s+1
~ki . (83)
In principle, the highest order n of the processes involved can be arbitrary.
However, in practice, due to the fast decrease in order of magnitude of the non-
linear susceptibilities χ(n) with growing n, among the nonlinear contributions
the second- and third-order processes (three- and four-wave mixing) usually
play the most relevant roles. In fact, the largest part of both theoretical and
experimental efforts in nonlinear quantum optics has been concentrated on
these processes. We will then now move to calculate explicitely the contribu-
tions Xn associated to the first two nonlinearities (n = 2, 3), and, by using
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the expansion (80) and exploiting the matching conditions (81) and (83), we
will determine the effective Hamiltonians associated to three- and four-wave
mixing.
a) Second order processes
Let us consider an optical field composed of three quasi-monochromatic
frequencies ωk1, ωk2, ωk3, such that ωk1 + ωk2 = ωk3. Ignoring the oscillat-
ing terms, and apart from inessential numerical factors, the second-order
effective interaction Hamiltonian reads∫
V
d3r X2(~r, t) ≃ 2i
∑
k1,k2,k3
Λk1Λk2Λk3
× χ(2)(ωk3;ωk1, ωk2) : ǫˆk1 ǫˆk2 ǫˆ∗k3ak1ak2a†k3
∫
V
d3rei∆
~k·~r +H.c. , (84)
where
∆~k = ~k1 + ~k2 − ~k3 (85)
is the phase mismatch, which vanishes under the phase matching condition
(83). This is in fact a fundamental requirement for the effective realization
of nonlinear interactions in material media: if the phase matching condition
does not hold, then the integral appearing in Eq.(84) is vanishingly low
on average, and the interaction process is effectively suppressed. Following
Eq. (84), we see that the resulting nonlinear parametric processes (in a
three-wave interaction) are described by generic trilinear Hamiltonians of
the form
H3wvmix ∝ κ(2)a†bc+H.c. , ωa = ωb + ωc , (86)
where a, b, and c are three different modes with frequency ωi and momentum-
polarization ki (i = a, b, c), and κ
(2) ∝ χ(2). Here the connection with the
previous notation is straightforward. The Hamiltonian (86) can describe
the following three-wave mixing processes: sum-frequency mixing for input
b and c and ωb + ωc = ωa; non-degenerate parametric amplification for in-
put a, and ωa = ωb + ωc; difference-frequency mixing for input a and c and
ωb = ωa − ωc. If some of the modes in Hamiltonian (86) degenerate in the
same mode (i.e. at the same frequency, wave vector and polarization), one
obtains degenerate parametric processes as : second harmonic generation
for input b = c and 2ωb = ωa; degenerate parametric amplification for input
a, and ωa = 2ωb, with b = c; and other effects as optical rectification and
Pockels effect involving d.c. fields [60,61,62,63,64].
b) Third order processes
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In the case of four-wave mixing, the relation (81) can give rise to two
distinct conditions
ωk1 + ωk2 +ωk3 = ωk4 , (87)
ωq1 + ωq2 =ωq3 + ωq4 , (88)
Following the same procedure illustrated in the case of three-wave mixing,
the third-order effective interaction Hamiltonian reads
H4wvmix ∝ Γk1,k2,k3,k4χ(3)(ωk4 ;ωk1, ωk2, ωk3) : ǫˆk1 ǫˆk2 ǫˆk3 ǫˆ∗k4ak1ak2ak3a†k4
+Γ′q1,q2,q3,q4χ
(3)(ωq4 ;ωq1, ωq2,−ωq3) : ǫˆq1 ǫˆq2 ǫˆ∗q3 ǫˆ∗q4aq1aq2a†q3a†q4 +H.c.,
(89)
where aki (aqi) (i = 1, .., 4) are different modes at frequencies ωki (ωqi),
and Γ and Γ′ are proportional to products of Λk. The four-wave mixing
can generate a great variety of multiphoton processes, including third har-
monic generation, Kerr effect, and coherent Stokes and anti-Stokes Raman
spectroscopy [60,61,62,63,64].
In principle, by considering higher order nonlinearities, the variety of possible
multiphoton interaction becomes enormous. On the other hand, as already
mentioned, and as we will see soon in more detail, the possibility of multi-
photon processes of very high order is strongly limited by the very rapidly
decreasing magnitude of the susceptibilities χ(n) with growing n.
3.3 Basic properties of the nonlinear susceptibility tensors
Nonlinear susceptibilities of optical media play a fundamental role in the de-
scription of nonlinear optical phenomena. For this reason, in this Section we
briefly summarize the essential points of the theory of nonlinear susceptibili-
ties and discuss some of their basic properties like their symmetries and their
resonant enhancements. The following results are valid under the assump-
tions that the electronic-cloud distortion and the intramolecular motion are
the main sources of the polarization of the medium, and that the nonlin-
ear polarization response of the medium is instantaneous and localized with
respect to an applied optical field. A complete quantum formulation of the the-
ory can be obtained using the density matrix approach [60,61,62,63,64]. The
density-matrix operator ρ(t), describing the system composed by the medium
interacting with the applied optical field, evolves according to the equation:
i
∂ρ(t)
∂t
= [H, ρ(t)] + i
(
∂ρ
∂t
)
relax
≡ [H0 +HI(t), ρ(t)] + i
(
∂ρ
∂t
)
relax
, (90)
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where H is the Hamiltonian (54), the first term is the unitary, Liouvillian
part of the dynamics, and the last term represents the damping effects. The
interaction HamiltonianHI(t) can be viewed as a time-dependent perturbation
and the density matrix can then be expanded in a power series as ρ(t) = ρ(0)+
ρ(1)(t) + ...+ ρ(r)(t) + ..., where the generic term ρ(r)(t) is proportional to the
r-th power of HI(t), and usually the series is taken up to a certain maximum,
finite order n, which is determined by the highest-order susceptibility that
one needs in practice to compute. The first term ρ(0) is the initial value of the
density matrix in absence of the external field, and at thermal equilibrium we
have
ρ(0) = Ze−H0/kBT . (91)
Inserting the series expansion of ρ(t) into Eq. (90) and collecting terms of the
same order with HI(t) treated as a first-order perturbation, one obtains the
following equation for ρ(r):
i
∂ρ(r)
∂t
= [H0, ρ
(r)] + [HI , ρ
(r−1)] + iΓρ(r) , r = 1, ..., n , (92)
where the last term again represents the explicit form of the damping effect,
and Γ is a phenomenological constant. Clearly, given ρ(0) and HI(t), one can
in principle reconstruct the complete density-matrix ρ. Let us next consider
a volume V of the medium, large with respect to the molecular dimensions
and small with respect to the wavelength of the field; such a volume contains
a number n of identical and independent molecules, each with electric-dipole
momentum ~p, so that the n-th order dielectric polarization vector is given by
~P (n)(t) = Tr[N ~p ρ(n)(t)] = N
∑
a
[~p ρ(n)(t)]aa = N
∑
a,b
(~p)ab (ρ
(n)(t))ba , (93)
where N = n/V . In Eq. (93) the expressions (·)ab indicates the matrix elements
〈a| · |b〉, where |a〉 and |b〉 belong to a set of basis vectors, and a completeness
relation has been inserted in the last equality in Eq. (93). We are interested
in the response to a field that can be decomposed into Fourier components
~E(t) =
∑
q
Eq(ωq)e−iωqt . (94)
Since HI(t) can also be expressed as a Fourier series
∑
qHI(ωq)e
−iωqt, anal-
ogously we can write ρ(r)(t) =
∑
q ρ
(r)(ωq)e
−iωqt. Eq. (92) can be solved for
ρ(r)(ωq) in successive orders. The full microscopic formulas for the nonlinear
polarizations and susceptibilities are then derived directly from the expres-
sions of ρ(r)(ωq). Here we give the final expressions for the second and third
order susceptibilities [60]:
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χ
(2)
ijk(ω1, ω2) =
N
2
S
∑
a,b,c
ρ(0)aa
[
(pi)ab(pj)bc(pk)ca
(ωba − ω1 − ω2 − iΓba)(ωca − ω2 − iΓca)
+
(pj)ab(pi)bc(pk)ca
(ωcb − ω1 − ω2 − iΓbc)
(
1
ωac + ω2 + iΓac
+
1
ωba + ω1 + iΓba
)
+
(pk)ab(pj)bc(pi)ca
(ωca + ω1 + ω2 + iΓca)(ωba + ω2 + iΓba)
]
. (95)
χ
(3)
ijkl(ω1, ω2, ω3) =
N
6
S
∑
a,b,c,d
ρ(0)aa
×
[
(pi)ab(pj)bc(pk)cd(pl)da
(ωba − ω1 − ω2 − ω3 − iΓba)(ωca − ω2 − ω3 − iΓca)(ωda − ω3 − iΓda)
+
(pj)ab(pi)bc(pk)cd(pl)da
(ωba + ω1 + iΓba)(ωca − ω2 − ω3 − iΓca)(ωda − ω3 − iΓda)
+
(pj)ab(pk)bc(pi)cd(pl)da
(ωba + ω1 + iΓba)(ωca + ω1 + ω2 + iΓca)(ωda − ω3 − iΓda)
+
(pj)ab(pk)bc(pl)cd(pi)da
(ωba + ω1 + iΓba)(ωca + ω1 + ω2 + iΓca)(ωda + ω1 + ω2 + ω3 + iΓda)
]
.
(96)
Here ωab is the transition frequency from the state a to the state b, ρ
(0)
aa de-
notes a diagonal element of the zero-order density matrix, and Γab is the
damping factor corresponding to the off-diagonal element of the density ma-
trix. The symmetrizing operator S indicates that the expressions which follow
it must be summed over all the possible permutations of the pairs (j, ω1),
(k, ω2), and (l, ω3). For nonresonant interactions, the frequencies ω1, ω2, ω3,
and their linear sums, are far from the molecular transition frequencies; hence,
the damping factors Γ can be neglected in expressions (95) and (96). An al-
ternative method to perform perturbative calculations and to determine the
density matrices ρ(n) and thus the susceptibilities χ(n) is through a diagram-
matic technique, devised by Yee and Gustafson [62,89]. The results reported
so far have been obtained in the framework of perturbation theory, and are
correct only for dilute media. In fact, in dense matter, induced dipole-dipole
interactions arise and cannot be neglected: as a consequence, the local field
for a single molecule may differ from the macroscopic averaged field in the
medium. In this case, local-field corrections have to be introduced [62]. A
simple analytical treatment can be obtained for isotropic or cubic media, for
which the so-called Lorentz model can be applied [62]. In this framework, the
local field at a spatial point ~Eloc(~r) is determined by the applied field ~E(~r)
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and the field generated by the neighboring dipoles ~Edip(~r)
~Eloc(~r) = ~E(~r) + ~Edip(~r) . (97)
Exploiting the Lorentz model, one can write ~Edip(~r) =
1
3
~P (~r), where the local
polarization ~P (~r) can be again expanded in a power series. The n-th order
susceptibility is then given by
χ
(n)
loc (ωσ;ω1, ..., ωn) =
NL(n)[ε(1)(ωσ), ε
(1)(ω1), ..., ε
(1)(ωn)]χ
(n)(ωσ;ω1, ..., ωn) , (98)
where L(n)[ε(1)(ωσ), ε
(1)(ω1), ..., ε
(1)(ωn)] =
[
ε(1)(ωσ)
3
] [
ε(1)(ω1)
3
]
· · ·
[
ε(1)(ωn)
3
]
and
the linear dielectric constant is ε(1)(ω) =
[
1 + 2N
3
χ(1)(ω)
] [
1− N
3
χ(1)(ω)
]−1
.
Relation (98) is valid also in more general cases, but then L(n) will be a
tensorial function depending on the symmetry of the system.
Concerning the main symmetry properties of the n-th order susceptibilities
χ
(n)
jα1...αn(ω;ω1, ..., ωn), the obvious starting point is that they have to remain
unchanged under the symmetry operations allowed by the medium. We begin
by discussing the influence of the spatial symmetry of the material system
on χ
(n)
jα1...αn(ω;ω1, ..., ωn). Relation (60) implies that χ
(n) is a polar tensor of
(n + 1)−th rank since ~P and ~E transform as polar tensors of the first rank
(vectors) under linear orthogonal transformations of the coordinate system. If
T denotes such transformation represented by the orthogonal matrix Tκλ, we
then have
E˜κ = TκλEλ , P˜
(n)
κ = TκλP
(n)
λ , (99)
where the tilde denotes that the quantity is expressed in the new coordinate
system. Upon direct substitution, one finds that
χ
(n)
j′α′1...α′n
= Tj′jTα′1α1 ...Tα′nαnχ
(n)
jα1...αn , (100)
which shows explicitly, as already anticipated, that χ(n) transforms like a ten-
sor of (n+1)−th rank. Furthermore, the susceptibilities χ(n) must be invariant
under the symmetry operations which transform the medium into itself. This
implies a number of relations between the components of χ(n) from which the
nonvanishing independent components can be extracted. The simplest exam-
ple is the case of a medium invariant under mirror inversion. This transfor-
mation corresponds to an orthogonal matrix Tλ′λ = (−1)δλ′λ and thus leads
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to
χ
(n)
jα1...αn = (−1)n+1χ(n)jα1...αn , (101)
which implies χ(n) = 0 for even n. A symmetry of more general nature, that
applies to any kind of medium, is the intrinsic index/frequency permutation
symmetry of the susceptibility tensors; in the case of non degenerate frequen-
cies, the n fields that enter in the product defining the n-th order susceptibility
can be arranged in n! ways, with a corresponding rearrangement of the indices
and frequency arguments of the susceptibility tensor. This consideration leads
to the permutation symmetry of the χ tensors: the interchange of any pair of
the last n frequencies and of the corresponding cartesian coordinates leaves χ
invariant:
χ
(n)
jα1...αp...αq...αn(ω;ω1, ..., ωp, ..., ωq, ..., ωn)
= χ
(n)
jα1...αq...αp...αn(ω;ω1, ..., ωq, ..., ωp, ..., ωn) . (102)
For nonresonant interactions, property (102) can be further extended by in-
cluding also the pair (j, ω) in the possible index/frequency interchanges. Again
for nonresonant interactions, it can also be proven that the nonlinear suscep-
tibility tensor is real
χ
(n)
jα1α2...αn(ω;ω1, ω2, ..., ωn) = χ
(n)
jα1α2...αn(ω;ω1, ω2, ..., ωn)
∗ . (103)
Moreover, from the general phenomenological definition of the n-th order sus-
ceptibility given in Eq. (61), the so-called complex conjugation symmetry im-
plies that
χ
(n)
jα1α2...αn(ω;ω1, ω2, ..., ωn)
∗ = χ(n)jα1α2...αn(−ω;−ω1,−ω2, ...,−ωn) . (104)
Relations (103) and (104) lead to the fundamental symmetry under time re-
versal:
χ
(n)
jα1α2...αn(ω;ω1, ω2, ..., ωn) = χ
(n)
jα1α2...αn(−ω;−ω1,−ω2, ...,−ωn) . (105)
Finally, assuming that the frequencies ω, ω1,...,ωn are small with respect to
the molecular resonance frequencies, the susceptibility tensor is invariant also
under interchange of cartesian coordinate:
χ
(n)
jα1...αp...αq...αn(ω;ω1, ..., ωp, ..., ωq, ..., ωn)
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= χ
(n)
jα1...αq...αp...αn(ω;ω1, ..., ωp, ..., ωq, ..., ωn) . (106)
Such a property is again valid for nonresonant interactions, and is known as
the Kleinman symmetry [90].
3.3.1 Magnitude of nonlinear susceptibilities
In order to give an idea of the experimental feasibility of n-order interactions,
let us now consider the orders of magnitude of nonlinear susceptibilities. Re-
cently, Boyd [91] has developed simple mathematical models to estimate the
size of the electronic, nuclear, and electrostrictive contributions to the opti-
cal nonlinearities. Typical values for the susceptibilities in the Gaussian sys-
tem of units or electrostatic units (esu) are χ(1) ≃ 1, χ(2) ≃ 10−8esu, and
χ(3) ≃ 10−15esu [60,64]. We remind that the electrostatic units corresponding
to χ(r) are (cm/statvolt)r−1 and that 1 statvolt/cm = 3×103 V/m. In general,
the following approximate relation holds
|χ(n−1)| ≈ |χ(n)||Eatom| , (107)
where |Eatom| ≈ 107esu (1011V/m) is the magnitude of the average electric
field inside an atom. The ratio between two polarizations of successive orders
is
|P (n)|/|P (n−1)| ≈ |E|/|Eatom| , (108)
where |E| is the magnitude of an applied optical field. Many optical effects
are generated through the action on the nonlinear medium of intense coherent
fields; commonly used laser pumps have magnitudes of the order of 108V/m.
In such cases the Hamiltonian contributions due to second and third order
susceptibilities may become relevant.
From the order-of-magnitude relations (107) and (108), it is clear that, to an-
alyze nonlinear phenomena involving phase-matched processes like the third
harmonic generation or the third order sum-frequency generation, an enhance-
ment of the magnitude of χ(3) is needed. This goal can be reached by exploiting
resonant interactions: when the frequencies of the applied optical fields, as well
as of their linear combinations, are close to the molecular resonant frequencies
of the medium, the susceptibilities are complex - See e.g. Eqs. (95) and (96) -
and their effective value can grow very sharply. For instance, let us denote with
ωeg a molecular transition, where the subscripts g and e denote the ground
and the excited states involved in the transition. Let us next consider the two-
photon sum-frequency resonance effect ωeg = ωI+ωII . In this case, in equations
(95) and (96), taking for instance ωba = ωeg in formula (95) and ωca = ωeg in
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formula (96), only the resonant terms proportional to 1/(ωeg−ωI−ωII− iΓeg)
can be retained. In the specific instance of third harmonic generation (THG),
in the case of two-photon absorptive transition ωeg = 2ω, the enhanced mag-
nitude is given by |χ(3)THG| ∝ 1/
√
(ωeg − 2ω)2 + Γ2. This leads to resonant
values of χ(3) which can attain 10−10esu. Obviously, the structure of the sus-
ceptibilities shows that, beyond the two-photon sum-frequency resonance, the
enhancement can be obtained as well by one-photon resonance, two-photon
difference-frequency resonance, Raman resonance, Brillouin resonance, and so
on. Although the resonant interaction causes a remarkable increase of the
magnitude of the susceptibility, an exact resonance can also lead to a de-
pletion both of the input optical pump and of the output signal wave. In
practice, a near-resonance condition is experimentally preferred. Recent ef-
forts in the fabrication of composite materials as layered dielectric-dielectric
composite structures [92], metal-dielectric photonic crystals [93], and metal-
dielectric nanocomposite films [94], have succeeded in obtaining fast response,
strongly enhanced χ(3) ≃ 10−7esu. Large and extremely fast response third
order optical nonlinearity has been obtained also in Au : T iO2 composite films
with varying Au concentration [95]; by measurements on a femtosecond time
scale, it has been found a maximum value for χ(3) of 6 × 10−7esu. Besides
composite structures, also photonic crystals, that are systems with spatially
periodic dielectric constant, seem to be very promising materials to realize
nonlinear optical devices. They may have photonic band gaps, and, by the
introduction of defects, it is possible to engineer waveguides and cavities with
them. Moreover, they can be useful for the enhancement of χ(3) nonlinearities.
Nonlinear interactions of femtosecond laser pulses have been demonstrated in
photonic crystal fibers [96], and a considerable enhancement of χ(3) has been
observed in fully three-dimensional photonic crystals [97]. Another interesting
technique to produce an effective third-order nonlinearity is by means of cas-
cading second order processes χ(2) : χ(2), see for instance Refs. [98,99,100,101],
that have been extended even to third-order cascaded processes exploited to
enlarge the range of possible frequency generations [102,103].
Finally, we want to emphasize the importance of coherent atomic effects
such as coherent population trapping (CPT) [104,105] (first discovered by
Gozzini and coworkers in the context of optical pumping experiments on
Na), and the related effect of electromagnetically induced transparency (EIT)
[106,107,108,109,110] for nonlinear optics. In a resonant regime, light propa-
gation in a nonlinear medium suffers strong absorption and dispersion, due
to the growing importance of the linear dissipative effects associated to the
linear susceptibility χ(1). Fortunately, thanks to EIT, it is possible to realize
processes with resonantly enhanced susceptibilities while at the same time in-
ducing transparency of the medium [108,109]. Such remarkable result can be in
the end traced back to quantum mechanical interference. Let us briefly outline
the basic mechanism at the basis of EIT. The scheme in Fig. (3) represents
an energy-level diagram for an atomic system [108]; a strong electromagnetic
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coupling field of frequency ωc is applied between a metastable state |2〉 and a
lifetime-broadened state |3〉, and the sum frequency ωd = ωa+ωb+ωc is gener-
ated. It can be shown [108] that when the field at ωc is applied, the χ
(3) medium
Fig. 3. Energy-level diagram of a prototype atomic system for the sum frequency
process ωd = ωa + ωb + ωc.
becomes transparent to the resonant transition |1〉 → |3〉, while in the absence
of ωc the radiation at ωd is strongly absorbed. The transparency is due to the
destructive interference of the two possible absorption transitions |1〉 → |3〉
and |2〉 → |3〉. Exploiting EIT can provide large third- or higher-order nonlin-
ear susceptibilities and a minimization of absorption losses. Several proposals,
based on the three-level Λ configuration as in Fig. (3), or on generalized multi-
level schemes, have been made for the enhancement of the Kerr nonlinearity,
that shall be discussed in the next Section [111,112,113]. Several successful ex-
perimental realizations based on the transparency effect have been achieved;
for instance, high conversion efficiencies in second harmonic [114] and sum-
frequency generation [115] have been obtained in atomic hydrogen, and the
experimental observation of large Kerr nonlinearity with vanishing linear sus-
ceptibilities has been observed in four-level rubidium atoms [116]. In order to
give an idea of the efforts in the direction of producing higher-order nonlin-
earities of appreciable magnitude, we also mention the proposal of resonant
enhancement of χ(5), based on the effect of coherent population trapping [117].
3.4 Phase matching techniques and experimental implementations
The phase matching condition (83), that is the vanishing of the phase mis-
match ∆~k, is an essential ingredient for the realization of effective, Hamilto-
nian nonlinear parametric processes. For this reason, we briefly discuss here
the most used techniques and some experimental realizations of phase match-
ing. In the three-wave interaction the phase matching condition writes
ωanaıˆa = ωbnb ıˆb + ωcncıˆc , (109)
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where nq = n(ωq) and ıˆq = ~kq/|~kq|, (q = a, b, c). For normal dispersion, i.e.
na > {nb , nc}, relation (109) can never be fulfilled. In the process of collinear
sum-frequency generation (ˆıa = ıˆb = ıˆc), described quantum-mechanically by
the Hamiltonian (86), the intensity of the wave a can be computed in the
slowly-varying amplitude approximation and is of the form [62]
Ia ∝ sin
2(∆kL)
(∆kL)2
, (110)
where L is the effective path length of the light propagating through the crys-
tal. The phase mismatch defines a coherence length Lcoh = 1/∆k, which must
be sufficiently long in order to allow the sum-frequency process. Commonly,
in optically anisotropic crystals, phase matching is achieved by exploiting the
birefringence, i.e. the dependence of the refractive index on the direction of
polarization of the optical field. In 1962, by exploiting the birefringence and
the dispersive properties of the crystal, Giordmaine [118] and Maker et al.
[119] independently observed second harmonic generation in potassium dihy-
drogen phosphate. The relation (110) was experimentally verified by Maker et
al [119]. In order to illustrate the phenomenon of birefringence in brief, let us
consider the class of uniaxial crystals (trigonal, tetragonal, hexagonal). Ordi-
nary polarized light (with polarization orthogonal to the plane containing ~k
and the optical axis) undergoes ordinary refraction with index nord; extraordi-
nary polarized light (with polarization parallel to the plane containing ~k and
the optical axis) experiences refraction with the extraordinary refractive index
next; the latter depends on the angle θ between ~k and the optical axis; if they
are orthogonal, the ordinary and extraordinary refraction indices coincide to
the same value no, and when they are parallel, the extraordinary refraction
index assumes its maximum value ne (obviously both no and ne depend on
the material). For generic angles, we have
nord ≡ no , next(θ) = none
(n2e sin
2 θ + n2o cos
2 θ)1/2
, (111)
where the values of no and ne are known at each frequency. In Fig. (4), the
scheme represents the experimental setup for second harmonic generation by
angle-tuned phase matching. In a series of papers, Midwinter and Warner
[120,121] analyzed and classified the phase matching techniques for three-
and four-wave interactions in uniaxial crystals. Tables 1 and 2 summarize the
possible phase matching methods for positive and negative uniaxial crystals,
i.e., respectively, uniaxial crystals with (ne > no) and (ne < no).
Concerning more complex configurations, we should mention phase-matched
three-wave interactions in biaxial crystals discussed in Refs. [122,123] and
phase matching via optical activity, first proposed by Rabin and Bey [124],
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Fig. 4. Type I second harmonic generation in negative uniaxial crystal. cˆ is the optic
axis. The process is phase matched if next(2ω, θ) = nord(ω).
Positive uniaxial Negative uniaxial
(ne > no) (ne < no)
Type I norda ωa = n
ext
b ωb + n
ext
c ωc n
ext
a ωa = n
ord
b ωb + n
ord
c ωc
Type II norda ωa = n
ord
b ωb + n
ext
c ωc n
ext
a ωa = n
ext
b ωb + n
ord
c ωc
Table 1
Phase matching methods for three-wave interaction in uniaxial crystals.
Positive uniaxial Negative uniaxial
Type I nord4 ω4 = n
ext
3 ω3 + n
ext
2 ω2 + n
ext
1 ω1 n
ext
4 ω4 = n
ord
3 ω3 + n
ord
2 ω2 + n
ord
1 ω1
Type II nord4 ω4 = n
ext
3 ω3 + n
ext
2 ω2 + n
ord
1 ω1 n
ext
4 ω4 = n
ord
3 ω3 + n
ord
2 ω2 + n
ext
1 ω1
Type III nord4 ω4 = n
ext
3 ω3 + n
ord
2 ω2 + n
ord
1 ω1 n
ext
4 ω4 = n
ord
3 ω3 + n
ext
2 ω2 + n
ext
1 ω1
Table 2
Phase matching methods for four-wave interaction in uniaxial crystals.
and successively further investigated by Murray et al. [125].
In order to circumvent the difficulties in realizing exact phase matching, for
instance when trying to realize concurrent interactions or in those frequency
ranges where it does not hold, one can resort to the technique of so-called
quasi phase matching. This idea was introduced in a seminal work on media
with periodic modulation of the nonlinearity by Armstrong et al. [126], al-
ready in 1962; the same approach was proposed by Franken and Ward [127]
one year later. Media with periodic modulation of the nonlinearity consist of
a repeated chain of elementary blocks, where in each block of charachteristic
linear dimension Λ the susceptibility takes opposite signs in each of the two
halves of the block. This kind of structure allows for a quasi phase matching
condition in the sense that the destructive interference caused by dispersive
propagation is compensated by the inversion of the sign of the nonlinear sus-
ceptibility. As an example, Fig. (5) represents a scheme for second harmonic
generation exploiting collinear quasi phase matching in a periodically poled
nonlinear crystal. When the quasi phase matching condition
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Fig. 5. Quasi phase matching for the second harmonic generation in a periodically
poled nonlinear crystal. Λ is the period of modulation of the susceptibility χ(2).
k(2ω)− 2k(ω) = 2π
Λ
(112)
is satisfied, then the oscillating factor appearing in the integral in Eq.(84)
is of order one, guaranteeing the non vanishing of the effective interaction
much in the same way as exact phase matching. This technique has been
applied to several materials, as LiNbO3, KTP , LiTaO3, fibres, polymers, and
semiconductors (see, e.g. Refs. [128]). Being applicable to a very large class of
material media, the methods of quasi phase matching help to use very high
nonlinear coefficients, otherwise not accessible with the standard techniques
based on birefringence. Finally, we wish to mention that quasi phase-matching
conditions have been recently realized in quasi-periodic optical superlattices
in order to generate second [129] and third harmonic [130].
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4 Second and third order optical parametric processes
Moving on from the basic aspects introduced in Section 3, we now begin to
discuss in some detail the most important multiphoton processes occurring in
nonlinear media. In this Section we restrict the analysis to processes generated
by the strongest optical nonlinearities, i.e. those associated to the second- and
third-order susceptibilities as described by the trilinear Hamiltonian (86) and
the quadrilinear Hamiltonian (89). Historically, after the experimental gen-
eration of the second harmonic of the laser light [59], the first proposal for
a quantum-mechanical model of the frequency amplifier and frequency con-
verter was presented by Louisell, Yariv, and Siegman [131]. Several papers
dedicated to the analysis of the statistical properties of these models rapidly
followed [132,133,134]. Frequency down conversion was observed for the first
time in 1970, in photon coincidence counting experiments [135], and succes-
sively it was observed in time-resolved correlation measurements [136]. Models
based on four-wave interactions were considered by Yuen and Shapiro [137]
and Yurke [138], and in the 1980’s several experiments using four-wave mixing
in nonlinear media were reported (See e.g. [139,140,141]. Finally, we need to
recall that detailed analysis of the three- and four-wave interactions was given
by Armstrong et al. [126], who discussed and found the exact solutions for
the classical coupled equations. In the following we give an overview on the
quantum models and quantum states associated with three- and four-wave
interactions, as well as the exact and approximate mathematical methods to
study the corresponding dynamics. We will also recall some important exper-
imental realizations and proposals.
The lowest order nonlinearity χ(2) is responsible of three-photon processes
whose dynamics is governed by Hamiltonians of the form (86), which, in the
pure quantum case, can be exactly solved only by numerics (See below for
more details). Most theoretical analyses have thus been concerned with phys-
ical situations such that one mode, the pump mode, is highly excited and
can be considered in a high-amplitude coherent state. In such a case, we can
resort to the so-called parametric approximation: the pump mode is treated
classically as a c-number, thus neglecting the depletion mechanism and the
quantum fluctuations. Consequently, for instance, bilinear and trilinear mod-
els are greatly simplified and reduce, respectively, to linear and bilinear ones.
This fact allows exact solvability by the application of standard methods like
the disentangling formulas for Lie algebras. The range of validity of the para-
metric approximation has been investigated in Ref. [142,143,144,145,146]. In
particular, D’Ariano et al. have shown that the usual requirements, i.e. short
interaction time and strong classical undepleted pump are too restrictive, and
that the main requirement is only that the pump remains coherent after in-
teraction with the medium has occurred [146].
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4.1 Three-wave mixing and the trilinear Hamiltonian
The fully quantized, lowest order multiphoton process is described by the
trilinear Hamiltonian
H trl = H0 +H
3wv
mix = ωaa
†a+ ωbb†b+ ωcc†c+ κ(2)(a†bc + ab†c†) , (113)
where ωa = ωb + ωc, and the coupling constant κ
(2) is assumed to be real.
The Hamiltonian (113) describes the two-photon down-conversion process in
the crystal (one photon of frequency ωa is absorbed, and two photons of fre-
quencies ωb, ωc are emitted), and the sum-frequency generation (two photons
of frequencies ωb, ωc are absorbed and one photon of frequency ωa is emitted).
Several aspects of model (113) have been thoroughly studied in the liter-
ature [143,147,148,149,150,151,152,153,154,155,156,157,158,159,160,161]. The
first description of the parametric amplifier and frequency converter, without
the classical approximation for the pumping field, was performed by Walls
and Barakat [147], who solved exactly the quantum-mechanical problem by
the technique of the integrals of motion. In the following we briefly outline
this method [147], considered also by other authors [155,156,160,161], by ap-
plying it to the case of parametric amplification, with a denoting the laser
mode, b the idler mode, and c the signal mode. The system (113) possesses
five integrals of motion, with three of them being independent. The five in-
variants are the operators H0, H
3wv
mix , Nab = a
†a + b†b, Nac = a†a + c†c, and
Dbc ≡ Nac −Nab = c†c− b†b, the last three being known as Manley-Rowe in-
variants [162]. Having three independent integrals of motion, the system can
be characterized by three independent quantum numbers. Exploiting such
numbers, the dynamics of the system can be studied by decomposing the
Hilbert space H associated with Hamiltonian (113) in a direct sum of finite-
dimensional subspaces. Let us then choose as independent conserved quantities
the operators Nab, Dbc, and H
3wv
mix , let us fix the (integer) eigenvalues N of Nab,
and D of Dbc, and let us finally write down the eigenvalue equations in this
subspace HN,D of fixed N and D:
Nab|λj(N,D)〉 = N |λj(N,D)〉 , Dbc|λj(N,D)〉 = D|λj(N,D)〉 , (114)
H3wvmix |λj(N,D)〉 = λj(N,D)|λj(N,D)〉 . (115)
For fixed values ofN andD, the eigenvalues λj(N,D) ofH
3wv
mix and the common
eigenvectors |λj(N,D)〉 are obtained by diagonalizing H3wvmix on the subspace
HN,D. The latter is spanned by the set of vectors of the form {|n〉N,D =
|N − n〉a|n〉b|D + n〉c , 0 ≤ n ≤ N}, where |n〉a|m〉b|l〉c are the three-mode
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number states. In this basis, the matrix representation of H3wvmix is
H3wvmix = κ
(2)


0 h0 0 0 0 · · · 0
h0 0 h1 0 0 · · · 0
0 h1 0 h2 0 · · · 0
0 0 h2 0 h3 · · · 0
...
...
. . .
. . .
. . .
. . . hN−1
0 · · · · · · · · · 0 hN−1 0


; (116)
where hr =
√
(N − r)(D + r + 1)(r + 1), (0 ≤ r ≤ N − 1). The final form of
the eigenvalue equation for H trl can be written as:
H trl|λj(N,D)〉= [(ωaNab + ωcDbc) +H3wvmix ]|λj(N,D)〉
= [ωaN + ωcD + λj(N,D)]|λj(N,D)〉 . (117)
The eigenvectors |λj(N,D)〉 in the subspace, can be expressed as superposi-
tions of the number-state basis vectors, |λj(N,D)〉 = ∑ni=0 uji(N,D)|n〉N,D,
where the values of uji(N,D) have to be determined numerically. Therefore,
fixed finite values of N and D, the dynamics can be solved exactly, albeit
numerically, by determining the eigenvalues λj(N,D) and the orthonormal
eigenvectors |λj(N,D)〉 of the (N + 1) × (N + 1) matrix (116). Clearly, the
dynamics depends crucially on the nature of the initial state. Typical choices
are three-mode number states (for their simplicity), and states of the coherent
form |α〉|0〉|0〉 that represent the initial condition for spontaneous parametric
down conversion (here |α〉 denotes the coherent state for the pump mode).
This technique has been exploited to study the statistics and the squeezing
properties of the signal mode [155], and the time evolution of the entanglement
between the modes [156]. The system can exhibit sub-Poissonian statistics and
anticorrelation (roughly speaking, two-mode antibunching as measured by the
cross-correlation function), as well as strong entanglement between the pump
and signal or idler modes. Moreover, the model is characterized by the ap-
pearance of collapses and revivals in the mean photon numbers [147,155].
Analytic solutions of the dynamics generated by the Hamiltonian (113) can
be accomplished under short-time approximations, which are however realistic
due to the usually very short interaction times [148,149,160]. The nonlinear,
coupled dynamical equations
i
da(t)
dt
= ωaa(t) + κ
(2)b(t)c(t) ,
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i
db(t)
dt
= ωbb(t) + κ
(2)a(t)c†(t) ,
i
dc(t)
dt
= ωcc(t) + κ
(2)a(t)b†(t) , (118)
can be solved by expanding each mode in a Taylor series up to quadratic terms
and by exploiting the equations of motion; for instance, the time evolution of
the signal mode operator c, up to second order in the dimensionless reduced
time κ(2)t, is given by
c(t) = c − iκ(2)tb†a + (κ
(2)t)2
2!
c(a†a − b†b) + O[(κ(2)t)3] , (119)
where a, b, c in the right hand side of Eq. (119) denote the initial values
of the operators at time t = 0. Given Eq. (119), the dynamics of the signal
mode c is determined, for example by resorting to its diagonal coherent state
representation [148].
Another interesting method [151] to obtain analytic solutions for three-wave
mixing is based on the use of generalized Bose operators introduced by Brandt
and Greenberg [163], and put in a closed form by Rasetti [164]. Let us define
the pair of operators [151]
A = F (nb, nc)bc , A
† = c†b†F ∗(nb, nc) , (120)
where F (nb, nc) is an operatorial function of the number operators for modes
b and c, that is fixed by imposing the bosonic canonical commutation relation
[A,A†] = 1. It can then be shown that |F (nb, nc)|2(nb + 1)(nc + 1)− |F (nb −
1, nc − 1)|2nbnc = 1, and by induction that |F (nb, nc)|2 = (n> + 1)−1 with
n> = max{nb, nc}. As Dbc ≡ nc − nb is a constant of the motion, under the
hypothesis that the mode c is much more intense than the mode b, we can
write b†b ≃ A†A and c†c ≃ n0+A†A, where n0, the difference in the number of
photons in the two modes, satisfies n0 ≫ 1. The Hamiltonian (113) can then
be expressed in the form
H trl = ωcn0 + ωa(A
†A + a†a)
+κ(2)
[
a†
1
F (nb, nc)
A + A†
1
F ∗(nb, nc)
a
]
. (121)
Under the imposed condition n0 ≫ 1, F can be treated as a constant and H trl
reduces to
H˜ trl = ωa(A
†A+ a†a) + κ˜(2)(a†A+ A†a) , (122)
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where κ˜(2) = κ(2)/F ≃ κ(2)/√n0, and the constant term ωcn0 has been
dropped. The solution of the Heisenberg equation of motion for mode a is
a(t) = e−iωat[a cos(κ˜(2)t)− iA sin(κ˜(2)t)] , (123)
where in the r.h.s a and A are the initial-time operators. Therefore, the mean
number of photons in mode a, taking an initial two-mode Fock number state
|nb, nc〉, is 〈na(t)〉 = sin2(κ˜(2)t)n<, where n< denotes the mean number of pho-
tons in the less intense between the modes b and c. The number of photons
in mode a hence exhibits oscillations with period π/κ˜(2), in close agreement
with the result of Walls and Barakat [147].
Other approaches have been used to analyze the dynamics of the system (113):
Jurcˇo found exact solutions using the Bethe ansatz [153]; Gambini and Caru-
sotto solved the coupled nonlinear equations of motion by using iteration meth-
ods [149,154]; McNeil and Gardiner have studied the process in a cavity by
finding the solution of a Fokker-Planck equation [152]; Hillery et al. deter-
mined exact relations between the number fluctuations of the three modes
[158].
With the particular choice ωb = ωc = ωa/2 [155,161], the Hamiltonian (113)
can be expressed in the form
H trlsu11 = ωa(a
†a +K0) + κ(2)(aK+ + a†K−) , (124)
where the operators
K+ = b
†c† , K− = bc ,K0 =
1
2
(b†b+ c†c+ 1) , (125)
span the SU(1, 1) Lie algebra:
[K0, K±] = ±K± , [K−, K+] = 2K0 . (126)
Clearly, the form (124) is suitable for the description of interactions with
underlying SU(1, 1) symmetry, such as parametric amplification. The Casimir
operator
C = K20 −
1
2
(K+K− +K−K+) =
1
4
(D2bc − 1) = k(k − 1) , (127)
is an invariant of the motion. The Bargmann index k = 1
2
(|Dbc|+1) takes the
discrete values k = 1
2
, 1, 3
2
, 2, ... [165]. Given the quantum number L = Nac,
the diagonalization method proceeds along lines similar to those of Walls and
Barakat that we have already illustrated: the whole Hilbert space can be de-
composed into a direct sum of finite-dimensional subspaces HL. Each subspace
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is spanned by the complete orthonormal set {|n〉a|k, L − n〉, n = 0, ..., L},
where |k,m〉 denotes the two-mode Fock number state of the following form
|m + 2k − 1〉b|m〉c. A set of generalized coherent states associated with the
Hamiltonian (124) has also been introduced [161]:
|z; k, L〉 = N−1/2ezaK+|L〉a|k, 0〉 , (128)
where z = −iκ(2)t and |L〉a|k, 0〉 is the initial reference state. It can be shown
that the system evolves from the reference state into the coherent state (128)
during the very early stage of the dynamics with respect to 1/κ(2).
For b = c, the SU(1, 1) operators read:
K+ =
1
2
b†2 , K− =
1
2
b2 , K0 =
1
2
(
b†b+
1
2
)
, (129)
and k = 1
4
or 3
4
. The dynamics induced by the corresponding, fully quantized
Hamiltonian, gives rise to degenerate parametric amplification or second har-
monic generation, and has been studied in detail in Refs. [142,144,166,167,168,169,170].
4.2 Four-wave mixing and the quadrilinear Hamiltonians
We now move on to discuss four-photon processes and four-wave mixing, that
is the parametric interaction between four photons in third-order nonlinear
media. After introducing the fundamental aspects, we will focus on the most
recent theoretical and experimental progresses. The naming “Four-wave mix-
ing” stands for many different types of interactions that can all be described
by Hamiltonian terms of the general form (89). Taking into account also the
free Hamiltonian part, we can rewrite the total Hamiltonians, comprising the
free and the interaction parts, for the two different types of four-wave mixing
as follows, with obvious meaning of the notations:
H4wmTj = H
4wm
0 + H
4wm
Ij , (j = 1, 2) , (130)
H4wm0 =
∑
q
ωqq
†q , (q = a, b, c, d) , (131)
H4wmI1 = κ
(3)
1 a
†b†c†d+ κ(3)∗1 abcd
† , ωa + ωb + ωc = ωd (132)
H4wmI2 = κ
(3)
2 a
†b†cd+ κ(3)∗2 abc
†d† , ωa + ωb = ωc + ωd , (133)
where a, b, c, d are four distinct quantum modes, and the complex couplings
κ
(3)
j (j = 1, 2) are proportional to the third order susceptibilities. The sum-rule
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conditions on the frequencies are due to energy conservation, and the corre-
sponding phase matching conditions have been tacitly assumed. In Fig. (6) we
Fig. 6. Schematic description of quantum transitions for general nondegenerate
four-wave mixing processes: (a) sum-frequency generation, (b) three-photon down
conversion, (c) two-photon down conversion from two pumping waves.
report some typical schemes for quantum parametric transitions associated to
the most important four-wave mixing interactions. In a parametric process,
the medium, initially in its ground state, reaches, due to the interaction with
the radiation field, an intermediate, excited state, and then finally decays back
to the ground state. Each process is characterized by different input and out-
put frequency combinations, consistent with the physical matching conditions.
Fig. (6) (a) and (b), corresponding to the Hamiltonian (132), represent, re-
spectively, the sum-frequency process and the three-photon down conversion
process. Fig. (6) (c), corresponding to the Hamiltonian (133), refers to the
interaction event in which two input photons are annihilated with the conse-
quent creation of the signal and idler photons in the nonlinear medium. It is
evident that the degeneracy of two or more modes in Eqs. (132) and (133)
leads to a large subclass of models, such as Kerr or cross-Kerr interaction and
degenerate three-photon down conversion process. Moreover, the single or re-
peated application of the parametric approximation (high-intensity coherent
regime) for the pump modes can simplify the Hamiltonians, reducing them
to trilinear or bilinear forms. Four-wave mixing was first proposed by Yuen
and Shapiro for the generation of squeezed light [137]; they considered the so-
called backward configuration in which both the two pump fields and the two
signal fields are counterpropagating. Successively, Yurke proposed the gener-
ation of squeezed states by means of four-wave mixing in an optical cavity
[138]. A fully quantum-mechanical theory of nondegenerate mixing in an op-
tical cavity containing a nonlinear medium of two-level atoms was introduced
by Reid and Walls [171]. The first experimental observations of squeezed light
by means of four-wave mixing are due to Bondurant et al. [139], Levenson et
al. [140], Slusher et al. [141]. Since these successful experimental realizations,
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great attention has been dedicated to the study of the quantum statistics of
this process: a review and a bibliographic guide can be found in Ref. [172].
One should remark the importance of four-wave mixing as a tool for nonlinear
spectroscopy, due to the enhancement of the process occurring at the reso-
nances characteristic of the medium; see for instance [173,174].
As already seen for three-wave mixing, exact treatments of the dynamics of
the interaction models (132) and (133) are possible only in a numerical frame-
work. Analytical results can be obtained in some approximation schemes. For
instance, in the short-time approximation [175], one can investigate the squeez-
ing power of the four-wave interaction H4wmI2a = κ(a
†2cd+ a2c†d†), that is, the
model (133) with a single pump (a = b) and 2ωa = ωc + ωd. Alternatively,
the four-wave interactions (132) and (133) can be linearized by using a spe-
cific form of the generalized Bose operators, already introduced for trilinear
Hamiltonians in the previous Subsection [151]. In this approach, one can de-
rive integral equations for the time evolution of the photon number operators,
that are solvable in terms of Jacobian elliptic functions.
It is important to discuss in some detail recent theoretical and experimental re-
sults related to the question of possible large enhancement of four-wave mixing.
This can be obtained by an ingenious application of electromagnetically in-
duced transparency (EIT, see also the previous Section) to suppress the single-
and multi-photon absorption that limits the efficiency of third-order processes.
In the last years, different schemes of four-wave mixing enhancement have been
proposed, based on Λ and double-Λ transitions. [176,177,178,179,180]. Here we
review a method due to Johnsson and Fleischauer for the realization of reso-
nant, forward four-wave mixing [177,178]. These authors have considered the
double-Λ configuration depicted in Fig. (7); it represents a symmetric five-
level setup (|0〉 , |1〉 , |2〉 , |3〉 , |4〉), which is particularly convenient because in
this configuration the ac-Stark shifts, that reduce the conversion efficiency,
are cancelled. Here Ωj (j = 1, 2) denote the driving fields, with Ω1 assumed
Fig. 7. Double-Λ transition scheme. Ωj (j = 1, 2) represent the pump fields, Ej
(j = 1, 2) represent the signal and the idler fields, and |0〉 and |1〉 are two metastable
ground states. The scheme allows the cancellation of destructive phase shifts.
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to be in resonance with the |1〉 → |4〉 transition, i.e. ωΩ1 = ω41, while Ω2 has
a detuning ∆, i.e. ωΩ2 = ω30 − ∆ = ω20 + ∆. The Ejs are the signal and
idler fields with E1 assumed to be in resonance with the |4〉 → |0〉 transition,
i.e. ωE1 = ω40, while E2 has a detuning ∆, i.e. ωE2 = ω31 − ∆ = ω21 + ∆.
The finite detuning ∆ is assumed to be large compared to the Rabi frequen-
cies in order to ensure the minimization of linear losses due to single-photon
absorption. Moreover, it is assumed that the pump and the generated fields,
propagating in the same direction z, are pairwise in two-photon resonance,
and thus, globally, in four-photon resonance, i.e. ωΩ1 + ωΩ2 = ωE1 + ωE2. One
can thus proceed first to derive an effective classical interaction Hamiltonian in
the adiabatic limit, and then to quantize it [177]. The effective non Hermitian
interaction Hamiltonian, in a rotating wave approximation corresponding to
slowly varying amplitudes of the basis (|0〉 , |1〉 , |2〉 , |3〉 , |4〉)T, can be written
in the following form:
HI = −


0 0 Ω∗2 Ω
∗
2 E
∗
1
0 0 E∗2 −E∗2 Ω∗1
Ω2 E2 −∆+ iγ2 0 0
Ω2 −E2 0 ∆ + iγ2 0
E1 Ω1 0 0 iγ1


. (134)
At the input the signal and the idler fields are assumed to have zero ampli-
tudes, and all atoms are in the ground state |0〉. This state results to be an
approximate adiabatic eigenstate of HI , which can then be replaced by the
corresponding eigenvalue. Solving the characteristic equations for the eigen-
values, and expanding the ground-state one in a power series to the lowest
order in ∆−1, one obtains
HI =
1
∆
(
Ω∗1Ω
∗
2E1E2 + Ω1Ω2E
∗
1E
∗
2
|Ω1|2 + |E1|2
)
. (135)
Here we see EIT at work: as a consequence of the quantum interference lead-
ing to the induced transparency, the resonant interaction has no imaginary
component left, and therefore there is no linear loss. The quantization of HI is
achieved by replacing the complex amplitudes by the corresponding positive
and negative operators in normal ordered form, and by inserting the density
of atoms N , the effective cross section of the beams A, and by integrating over
the interaction volume. The effective interaction Hamiltonian then reads [177]
HI =
NA
∆
∫
dz
(
Ω†1Ω
†
2E1E2 + Ω1Ω2E
†
1E
†
2
Ω†1Ω1 + E
†
1E1
)
. (136)
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It is possible to verify that there are four independent constants of motion
(Ω†1Ω1+E
†
1E1), (Ω
†
2Ω2+E
†
2E2), (Ω
†
1Ω1−Ω†2Ω2), and (Ω†1Ω†2E1E2+Ω1Ω2E†1E†2).
By exploiting them under stationary conditions, the dynamics of the system
has been analyzed numerically up to 103 input photons [177]. An oscilla-
tory exchange between the modes has been observed both for initial number
states and for initial coherent states; moreover, the statistics turned out to
be superPoissonian in most of the time regimes. The possible application of
this setup for the realization of a photonic phase gate has also been studied
[177,178], and will be discussed in more detail in Section (7) together with
other proposed applications of four-wave mixing interactions to entanglement
generation, quantum information protocols, and quantum gates for quantum
computation. Remarkably, experimental demonstrations of four-wave mixing
using the EIT effect have been recently realized in systems of ultracold atoms
[181,182]. In the experiment described in Ref. [181] backward four-wave mix-
ing with EIT is obtained in a double-Λ system engineered by four levels of
increasing energy, |0〉, |1〉, |2〉, |3〉, of ultracold atoms of 87Rb. A coupling laser
of frequency ωc, tuned to the transition |1〉 → |2〉 between the intermediate
energy states, sets up a quantum interference, and provides EIT for an anti-
Stokes laser of frequency ωAS. The anti-Stokes laser is tuned to the transition
|2〉 → |0〉, and a pump laser of frequency ωp is detuned from the |0〉 → |3〉
resonance. If the pump and coupling lasers are strong, and the anti-Stokes
laser is weak, the anti-Stokes beam generates a counterpropagating Stokes
beam of frequency ωS, that satisfies phase matching, and energy conserva-
tion: ωS = ωp+ωc−ωAS. The four-wave mixing process is thus realized, with
the anti-Stokes laser producing photons with a nearly 100% transmission at
line center of the resonant transition |2〉 → |0〉; this fact can be of relevance
for transmission of quantum information. A similar scheme is realized in Ref.
[182].
The time-independent quantum mechanics of four-wave mixing Hamiltonians
is of particular interest, because it is possible in certain cases to obtain analyt-
ical results for their spectra. In the case of various, fully quantized multiwave-
mixing models, the so-called Bethe ansatz is commonly used [183]. Such an
approach is based on the assumption that the form of the energy eigenstates
can be expressed in terms of several Bethe parameters. However, the equations
for these parameters are very complicated even for numerical solution. An al-
ternative, algebraic method has been recently proposed and applied to obtain
explicit analytical expressions both for the eigenenergies and the eigenstates
of the total Hamiltonians H4wmTj Eq. (130) [184]. Here we briefly describe this
method for the case of the interaction Hamiltonian H4wmI1 , with κ
(3)
1 taken to
be real for simplicity. The same procedure can be applied along similar lines
to the model with interaction H4wmI2 . Concerning the total Hamiltonian H
4wm
T1 ,
the following operators are integrals of motion: Nad = na+ nd, Nbd = nb + nd,
Ncd = nc + nd, H
4wm
0 = ωaNad + ωbNbd + ωcNcd, and H
4wm
I1 . Therefore, these
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operators share a complete set of eigenstates |ΨNad,Nbd,Ncd,λ〉 satisfying the re-
lations:
H4wmT1 |ΨNad,Nbd,Ncd,λ〉 = ENad,Nbd,Ncd,λ|ΨNad,Nbd,Ncd,λ〉 ,
H4wmI1 |ΨNad,Nbd,Ncd,λ〉 = λ|ΨNad,Nbd,Ncd,λ〉 ,
ENad,Nbd,Ncd,λ = ωaNad + ωbNbd + ωcNcd + κ
(3)
1 λ ,
Nad, Nbd, Ncd = 0, 1, 2, ... , (137)
where, without danger of confusion, we have used the same symbols for the op-
erators and for the associated quantum numbers. The eigenstates |ΨNad,Nbd,Ncd,λ〉
can be expressed in terms of an operatorial function of the mode creation op-
erators applied to the vacuum, in the form [185]
|ΨNad,Nbd,Ncd,λ〉 = S(a†, b†, c†, d†)|0, 0, 0, 0〉 ,
S(a†, b†, c†, d†) =
M∑
j=0
αj
j!
(a†)Nad−j(b†)Nbd−j(c†)Ncd−j(d†)j ,
M = min{Nad, Nbd, Ncd} . (138)
As H4wmI1 |ΨNad,Nbd,Ncd,λ〉 = [H4wmI1 , S]|0, 0, 0, 0〉 it can be shown, using expres-
sion (132), that S satisfies the operatorial differential equation(
d†
∂3
∂a†b†c†
+ a†b†c†
∂
∂d†
)
S = λS . (139)
Relations (138) and (139) lead to the following recursive equations
αj+1 = λαj − pj−1αj−1 , 0 ≤ j ≤M , (140)
where α−1 = αM+1 = 0 and pj = −(j + 1)j[(j − 1)(j + 1 − Nad − Nbd −
Ncd)+(NadNbd+NbdNcd+NadNcd−Nad−Nbd−Ncd+1)]+(j+1)NadNbdNcd.
Equation (140) implies
αj = α0 detA
(j)(λ) , j = 0, 1, 2, ...,M , (141)
where detA(j)(λ) is defined as follows: detA(0)(λ) = 1, detA(1)(λ) = λ, while
for k ≥ 2 it is the determinant of the k × k matrix A(k)(λ) with elements
A
(k)
ij (λ) = λδi,j−δi+1,j−pjδi,j+1 (i, j = 0, 1, ..., k−1). The energy eigenvalue λ
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of the interaction part of the Hamiltonian is determined by finding the roots
of the polynomial equation
detA(M+1)(λ) = 0 , M = min{Nad, Nbd, Ncd} . (142)
In conclusion, one obtains an analytical expression for the energy spectrum
(137) and for the energy eigenstates in terms of the parameter λ [184]
|ΨNad,Nbd,Ncd,λ〉 =
min{Nad,Nbd,Ncd}∑
j=0
cj|Nad − j, Nbd − j, Ncd − j, j〉 , (143)
cj = c0
[
(Nad − j)!(Nbd − j)!(Ncd − j)!
j!Nad!Nbd!Ncd!
]1/2
detA(j)(λ) , (144)
where c0 is a normalization factor and Nad, Nbd, Ncd = M,M + 1, ... (M =
min{Nad, Nbd, Ncd}).
4.3 Two-photon squeezed states by three- and four-wave mixing
Although squeezed states are the simplest example of nonclassical multipho-
ton states of light, and have thus been extensively investigated both theo-
retically and experimentally in the literature, here, for completeness, we shall
rapidly recall their main properties, and cite some applications and experimen-
tal realizations. Extensive treatments on the subject can be found in works
[186,187,188,189,22] and references therein.
Squeezed states can be generated either by considering trilinear interactions
with one of the modes in a classical configuration (e.g. intense pump laser
Ep), or by considering quadrilinear (four-wave mixing) interactions with two
modes in a classical configuration leading to a classical amplitude E2p . In both
cases, the Hamiltonian reduces to the quadratic form
H2phI = η
∗(t)a1a2 + η(t)a
†
1a
†
2 , (145)
where, in the trilinear instance the complex parameter η is proportional to the
χ(2) nonlinearity and to the coherent pump: η ∝ χ(2)Ep, while, in the quadrilin-
ear case, η ∝ χ(3)E2p . This approximated Hamiltonian, thoroughly studied in
the literature [76,131,132,133,134,190,191,192,193,194], describes the nonde-
generate parametric amplifier, whose temporal dynamics generates two-mode
squeezed states, which reduce to single-mode squeezed states in the degener-
ate case a1 = a2 ≡ a. Many experimental schemes for generating squeezed
states of light have been proposed, such as the resonance fluorescence [195],
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the use of free-electron laser [196], the harmonic generation [197], two-photon
and multiphoton absorption [198,199], four-wave mixing [137] and parametric
amplification [198,200].
The first successful experiments on the generation and detection of squeezed
states were realized in the 1980s. In 1985, Slusher et al. reported the obser-
vation of quadrature squeezing of an optical field by degenerate four-wave
mixing in an optical cavity filled with Na atoms [201]. In 1986, Shelby et al.
obtained squeezing in an optical fiber via the Kerr effect [202]. In the same
year, in a crucial experiment, Wu et al. succeeded in realizing a very large
squeezing in parametric down conversion, up to more than 50 % squeezing in
a below-threshold optical parametric oscillator (OPO) [203]. Successively, a
number of experiments with analogous results were performed by using both
second order [204,205] and third order nonlinearities [206,207]. A squeezing ra-
tio of about 70 % can be currently obtained in silica fibers [208], and in OPOs
[209]. It should be noted that noise reduction with respect to classical light
can be routinely observed not only in OPOs, i.e. in a continuous-wave oscilla-
tor configuration [210], but also in optical parametric amplifiers (OPAs), i.e.
in a pulsed amplifier configuration [211]. Number-phase squeezing has been
generated as well in diode-laser based devices [212]. Finally, for a comprehen-
sive review of nonlinear quantum optics applied to the control and reduction
of quantum noise and the production of squeezed states in artificially phase-
matched and quasi phase-matched materials, see Ref. [213].
Historically, squeezed states were originated from the analysis, in the degen-
erate instance, of unitary and linear Bogoliubov transformations and from the
investigation of the possible ways to generate minimum uncertainty states of
the radiation field more general than coherent states. The so-called two-photon
coherent states of Yuen [186] are based on the Bogoliubov linear transforma-
tion b = µa + νa†, with µ and ν complex parameters that must satisfy the
relation |µ|2−|ν|2 = 1 for the transformation to be canonical. The transforma-
tion b(a, a†) can also be obtained by action of a unitary operator S on the mode
operators: b(a, a†) = SaS†. The transformed operators b and b† can be inter-
preted as ”quasi-photon” annihilation and creation operators, and determine
a quasi-photon number operator ng = b
†b with integer positive eigenvalues and
a quasi-photon ground state (or squeezed vacuum) |0g〉 defined by the relation
b|0g〉 = 0. The quasi-photon number states |mg〉 .= b†m√m! |0g〉 ≡ S|m〉 form an
orthonormal basis. The two-photon coherent states (TCS) |β〉g = |β;µ, ν〉 are
defined as the eigenstates of b with complex eigenvalue β, such that
b|β〉g = β|β〉g , (146)
and, of course, they reduce to the ordinary coherent states for ν = 0. In
analogy with the case of the standard one-photon coherent states, the TCS
can be expressed as well in terms of the action of a displacement operator
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depending on the transformed mode variables (b, b†), i.e.
|β〉g = eβb†−β∗b|0g〉 ≡ S(S†eβb†−β∗bS)|0〉 ≡ SD(β)|0〉 , (147)
where D(β) = eβa
†−β∗a, is the Glauber displacement operator in terms of the
original mode variables (a, a†). The TCS obey non-orthogonality and over-
completeness relations similar to those holding for coherent states (14). The
condition of canonicity leads to the standard parametrization µ = cosh r , ν =
eiφ sinh r, and the unitary squeezing operator S can be written in terms of a
and a† as S(ε) = e−
1
2
εa†2+ 1
2
ε∗a2 with ε = reiφ. Thus, finally, the TCS can be
written as |β〉g = S(ε)D(β)|0〉. Clearly, it is legitimate to consider switching
the order of application of the two unitary operators D and S. Doing so, pro-
vides an alternative definition that yields in principle a different class of states,
the so-called two-photon squeezed states, thus defined as |α, ε〉 = D(α)S(ε)|0〉,
where D(α) is the Glauber displacement operator with generic complex co-
herent amplitude α. However, the two classes of states coincide as soon as one
simply lets α = µ∗β − νβ∗. With this identification, in the following, without
ambiguity, we will always refer to both classes of states as two-photon squeezed
states. According to whether α is null or finite, we have, respectively, squeezed
vacuum or squeezed coherent states.
The uncertainty properties of two-photon squeezed states are of particular
interest because such states allow noise reduction below the standard quan-
tum limit. In fact, in a squeezed state, the uncertainty on the generalized
quadrature Xλ reads
〈∆X2λ〉=
1
2
{|µ|2 + |ν|2 − 2Re[e2iλµν∗]}
=
1
2
{cosh 2r − sinh 2r cos(φ− 2λ)} , (148)
leading, for a pair of canonically conjugated quadrature variables (Xλ, Xλ+π
2
),
to the following form of the Heisenberg uncertainty relation:
〈∆X2λ〉〈∆X2λ+π
2
〉 = 1
4
{cosh2 2r − sinh2 2r cos2(φ− 2λ)} . (149)
Note that, for φ = 2λ + kπ, one has 〈∆X2λ〉 = 12e∓2r and 〈∆X2λ+π2 〉 =
1
2
e±2r.
Therefore, depending on the sign in front of the squeezing parameter r in
the exponentials, the quantum noise on one of the quadrature is lowered be-
low the standard quantum limit 1/2, while increasing of the same amount the
uncertainty on the other quadrature, in such a way that the uncertainty prod-
uct stays fixed at its minimum Heisenberg value. This is the essence of the
“Quadrature Squeezing” phenomenon. Thus, the states {|β〉g} define a class
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of minimum uncertainty states [214] more general than the coherent states.
Note that, remarkably, the squeezed states associated to the degenerate para-
metric amplifier (both with classical and with quantum optical pump) exhibit
also generalized higher-order squeezing [215]. In the most common meaning,
a state shows 2N -th order squeezing if
〈[∆Xλ]2N〉 <
(
1
2
)N
(2N − 1)!! . (150)
This definition follows from a comparison with the Gaussian coherent state,
with the odd squeezing degrees all vanishing due to the normal ordering.
Photon statistics characterizes squeezed states, again at variance with the
coherent states, as the simplest instance of nonclassical states. Namely, the
photon number distribution of a squeezed state is
P (n) = |〈n|α, ε〉|2
=
∣∣∣∣∣∣
e−
1
2
(|α|2+α∗2eiφ tanh r)
√
n! cosh r
(
1
2
eiφ tanh r
)n/2
Hn
[
α + α∗eiφ tanh r√
2eiφ tanh r
]∣∣∣∣∣∣
2
, (151)
where Hn[x] denote the Hermite polynomial of order n. In Fig. (8) P (n) is
plotted, with α = 3 and φ = 0, for several values of the squeezing parameter
r. Firstly, we see that, contrary to the case of coherent states, now P (n) is not
a Poisson distribution any more. Depending on the choice of the parameters,
the photon number distribution can be super- or sub-Poissonian. In particular,
the squeezed vacuum always exhibits super-Poissonian statistics, while the
squeezed coherent states at fixed squeezing r and sufficiently large coherent
amplitude α can exhibit sub-Poissonian statistics. Furthermore, for increasing
r, the distribution exhibits oscillations, see Fig. (8), which can be interpreted
as interference in phase space [216,217]. The mean photon number in the state
|α, ε〉 is made of two contributions: 〈n〉 = |α|2 + |ν|2, that is the sum of the
average numbers of coherent and squeezed photons. The variance reads
〈∆n2〉 = |α cosh r − α∗eiφ sinh r|2 + 2 cosh2 r sinh2 r . (152)
By making use of the Hermitian phase operator Φ introduced by Pegg and Bar-
nett [218], relation (152) allows to define number-phase squeezed states. These
are states of minimum Heisenberg number-phase uncertainty 〈∆n2〉〈∆Φ2〉 =
1
4
, just like coherent states [219], but one of the dispersions can get smaller
than that of a coherent state. For particular choices of the phase θ of the com-
plex field amplitude α = |α|eiθ in Eq. (152), the corresponding state is called
phase-squeezed state if the squeezing is π/2 out of phase with the complex
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Fig. 8. Photon number distribution for a squeezed state |α, r〉, with α = 3 for several
values of r: (a) r = 0, i.e. coherent state (full line); (b) r = 0.5 (dotted line); (c)
r = 1 (dashed line); (d) r = 1.5 (dash-dotted line).
field amplitude (φ = 2θ + π), or amplitude-squeezed state if the squeezing is
in phase (φ = 2θ). The relation between quadrature and number squeezing is
thoroughly explored in Ref. [40].
A further signature of nonclassicality of squeezed states is that, for them, the
Glauber P -representation cannot be defined. However, other quasi-probability
distribution functions exist for squeezed states, in particular the Husimi Q-
function and the Wigner function. The latter, being the squeezed states Gaus-
sian, is positive-defined.
The general quadratic Hamiltonian associated to the general Bogoliubov trans-
formation, including a c-number term ξ: b = µa+ νa†+ ξ takes the form [186]
Hq = f1
(
a†a +
1
2
)
+ f ∗2a
2 + f2a
†2 + f ∗3a + f3a
† , (153)
where fi are c-numbers, possibly time-dependent. The real coefficient f1 is the
free radiation energy of the mode a; the complex factor f2 is the two-photon
interaction energy; and, finally, f3 is a linear forcing field (pump) associated to
one-photon processes. The condition f1 > 2|f2| assures that the Hamiltonian
(153) is physical (positive-definite and bounded from below). It is moreover
diagonalized to the formHq = Ω(f1, f2)b
†b+C(f1, f2, f3) by the transformation
b = µ(f1, f2)a+ ν(f1, f2)a
†+ c(f1, f2, f3). A typical physical system associated
to the quadratic form (153) is the degenerate parametric amplifier, which can
be conveniently described by the Hamiltonian
H2phdeg = ωa
†a− [η∗e2iωta2 + ηe−2iωta†2] . (154)
The general solution of the Heisenberg equation of motion is then
a(t) = cosh(|η|t)e−iωta+ i η|η| sinh(|η|t)e
−iωta† . (155)
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Exploiting relation (155), it can be easily shown that squeezed light generated
from an initial vacuum state exhibits photon bunching, while for an initial
coherent state the output light may be antibunched. This last effect marks
a further characterization of the nonclassicality of squeezed states [220]. The
methods introduced above can be generalized to define nondegenerate, multi-
mode squeezed states. These states are obtained by successive applications on
the vacuum state of the n-mode squeezing operator S(ε) = e−
1
2
εija
†
ia
†
j+
1
2
ε∗ijaiaj
and of the generalized displacement operator D(α) = eαia
†
i−α∗i ai , where the
Einstein summation convention on the repeated indices has been adopted,
α ≡ {αi}, and ε ≡ {εij} (i, j = 1, ..., n). We can then conveniently denote
them as |α, ε〉 = D(α)S(ε)|0〉. We approach in some detail the important
two-mode case, by considering two correlated modes a1 and a2 interacting
according to bilinear Hamiltonians of the general form (145). A comprehen-
sive framework for two-photon quantum optics was introduced by Caves and
Schumaker in a beautiful series of papers [188]. They defined two-mode, linear
canonical transformations as
b1 = µa1 + νa
†
2 , b2 = µa2 + νa
†
1 , (156)
with the same parametrization of the complex coefficients as in the single-
mode case. The transformed quasi-photon modes (b1, b2) can also be obtained
from the original mode variables by acting with the unitary operator
S12(ζ) = e
ζ∗a1a2−ζa†1a†2 , ζ = reiφ ,
S12 ai S
†
12 = ai cosh r + a
†
je
iφ sinh r , i, j = 1, 2 , i 6= j , (157)
and two-mode squeezed states are defined as |α1, α2; ζ〉 = D(α1)D(α2)S12(ζ)|0〉.
Equivalently, these states can be labelled by the complex eigenvalues of bi:
bi|α1, α2; ζ〉 = βi|α1, α2; ζ〉 (i = 1, 2), where βi = αi cosh r + α∗jeiφ sinh r,
(i, j = 1, 2 , i 6= j). The existence of nontrivial correlations between the
modes is elucidated by computing the expectation values:
〈ai〉 = αi ,
〈a†iaj〉 = α∗iαj + δij sinh2 r ,
〈aiaj〉 = αiαj − (1− δij)eiφ sinh r cosh r . (158)
Among the interesting statistical properties of these states, an important role
is played by the two-mode photon-number distribution, defined as the joint
probability to find n1 photons in the mode a1 and n2 photons in the mode a2
[217]:
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P (n1, n2) = |〈n1, n2|α1, α2; r〉|2
=
∣∣∣∣∣∣
(− tanh r)p
cosh r
(
p!
q!
)1/2
µn1−p1 µ
n2−p
2 L
(q−p)
p
(
µ1µ2
tanh r
)
e−
1
2
(α∗1µ1+α
∗
2µ2)
∣∣∣∣∣∣
2
,(159)
where µi = αi + α
∗
j tanh r with (i, j = 1, 2 , i 6= j), p = min(n1, n2), q =
max(n1, n2) and L
(k)
l (x) are generalized Laguerre polynomials. For a two-
mode squeezed vacuum (α1 = α2 = 0), the joint probability has only diagonal
elements: P (n, n) = (tanh r)2n/ cosh2 r. More in general, for α1 = α2 6= 0 the
joint probability is obviously symmetric. In Figs. 9 (a)-(b) P (n1, n2) is plotted
at fixed squeezing r = 1.5 and for two choices of the coherent amplitudes.
Fig. 9 (a) shows asymmetric oscillations with the peaks being shifted due
to the different coherent amplitudes. Fig. 9 (b) is instead characterized by
the absence of oscillations. Two-mode squeezed states are generated in the
Fig. 9. Photon number distributions for the two-mode squeezed state |α1, α2; r〉 with
r = 1.5 and (a) α1 = 1, α2 = 3, (b) α1 = −α2 = 2.
dynamical evolution of a nondegenerate parametric amplifier, described by
the total Hamiltonian
H2phT = H
2ph
0 +H
2ph
I = ω1a
†
1a1 + ω2a
†
2a2 + iχ(a
†
1a
†
2e
−2iωt − a1a2e2iωt) , (160)
where the coupling constant χ is assumed real without loss of generality. The
solutions of the Heisenberg equations of motion in the interaction picture are
a1(t) = a1 coshχt+ a
†
2 sinhχt , a2(t) = a2 coshχt+ a
†
1 sinhχt , (161)
so that, as expected, the conservation law n1(t)−n2(t) = n1(0)−n2(0) holds.
Choosing an initial two-mode coherent state |α1〉|α2〉, the mean photon num-
ber in each mode evolves as
〈ni(t)〉 = |αi coshχt+ α∗j sinhχt|2 + sinh2 χt , i, j = 1, 2 , i 6= j , (162)
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with the last term representing the amplification of vacuum fluctuations. A
further, important signature of nonclassicality stems from the fact that, if the
system is initially in the vacuum state, the intensity cross-correlation, defined
by 〈n1(t)n2(t)〉, maximally violates the classical Cauchy-Schwartz inequality
(〈n1n2〉)2 ≤ 〈a†21 a21〉〈a†22 a22〉 [22].
4.4 An interesting case of four-wave mixing: degenerate three-photon down
conversion
The degenerate three-photon down conversion 3ω → ω + ω + ω is the next
natural step to be considered beyond the two-photon down conversion pro-
cesses. The interaction Hamiltonian of degenerate three-photon down conver-
sion reads
H3dcI = κa
†3b+ κ∗a3b† , (163)
where the modes a and b are the down-converted signal and the quantized
pump, respectively. The interaction can be realized in a χ(3) medium and the
Hamiltonian (163) can be derived by Eq. (89). The process has been stud-
ied theoretically for running waves (OPA) [221,222,223,224,225,226,227,228]
and for optical cavities (OPO) [229], and in general the time evolution gen-
erated by Hamiltonian (163) cannot be expressed in closed, analytical form.
Analogously to the two-photon case, a physical simplification is obtained by
applying the parametric approximation to the pump mode (considered coher-
ent and intense) b → β (β c-number). In this approximation H3dcI reduces
to
H3dcpI = ξa
†3 + ξ∗a3 , (164)
where the time-independent complex parameter ξ is proportional to the pump
amplitude β. Since in both cases disentangling formulas for the evolution op-
erators do not exist, it is then necessary to resort to numerical methods in
order to study the dynamics of the process. Moreover, the evolution operator
for the Hamiltonian (164) suffers of divergences [221], that need to be treated
by specific summation techniques [222]. In Ref. [224] Elyutin and Klyshko
showed that the average output energy 〈n〉 of the parametric amplifier H3dcpI
diverges infinity after a finite time lapse t0. The dynamics for n can be cast
in the form:
n¨ = 6n2 + 6n + 4 , (165)
59
and, after some manipulations, an exact expression for the average value
N(τ) ≡ 〈n〉(τ) (with τ = κt rescaled, dimensionless time) can be expressed
in the form of a Taylor series. As an example, if we choose the vacuum as the
initial state, then
N(τ) = 2τ 2 + 4τ 4 + 11.2τ 6 + 34.8τ 8 + ... . (166)
We see that the explosion time τ0 is clearly finite; it can be defined as the
convergence radius of the series (166) obtained by an extrapolation of the co-
efficients in Eq. (166) that yields τ0 ≃ 0.53 [224]. This is at striking variance
with the case of two-photon down conversion, where such a divergence oc-
curs only in the limit of infinite time. The existence of a finite explosion time
shows a pathology of the perturbative techniques, that consequently need to
be treated with some care. This and related problems will be discussed further
in the next Section, but here we first move on to illustrate some interesting
properties of the Wigner function for the states generated by the fully quan-
tized Hamiltonian (163). Concerning OPO dynamics, Felbinger et al. [229]
studied, using quantum trajectory simulations, three-photon down conversion
in an optical cavity resonant at the frequencies ω and 3ω. The authors in-
cluded homodyne detection and quantum state reconstruction setups, and
considered, besides the three-photon down conversion interactions, the simul-
taneous presence of Kerr and cross-Kerr terms of the type a†2a2 , b†2b2 , a†ab†b.
They were able to determine the Wigner function for the intracavity and
extracavity fields, and, in the case of the intracavity mode, showed that it
is non Gaussian, non-negative, and exhibits a threefold symmetry with re-
spect to three directions in phase space (“star states”). Concerning OPA dy-
namics, Banaszek and Knight [228] studied the evolution of the signal mode
under the action of the Hamiltonian (163) for the initial state |0〉a|β〉b and
calculated numerically the Wigner function for the reduced density opera-
tor ρb(t) = Trb[e
−itH3dcI |0〉a|β〉b b〈β|a〈0|eitH3dcI ]. The Wigner function exhibits a
deep nonclassical behavior, again possessing three arms with a star-symmetry
in phase space, and a typical interference pattern in the regions delimited by
the three arms. The authors developed a very interesting approximate analyti-
cal description of such a pattern (based on a coherent superposition of distinct
phase-space components), that here we briefly summarize. Let us assume that
the wave function ψ(x) can be approximately written as superposition of a
finite number of components:
ψ(x) ≃∑
i
Ai(x)eiΦi(x) , (167)
where Ai(x) are slowly varying positive envelopes and Φi(x) are real functions
defining the phases. The corresponding Wigner function reads
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W (x, p) =
1
2π
∑
i,j
∫
dyAi
(
x− y
2
)
Aj
(
x+
y
2
)
e−ipy−iΦi(x−
y
2 )+iΦj(x+
y
2 ) . (168)
Assuming the stationary-phase approximation Φ′i
(
x− y
2
)
+ Φ′j
(
x+ y
2
)
= 2p
(where the prime denotes the first derivative), the contribution to the Wigner
function at the point (x, p) comes from the points of the trajectories [xi; pi =
Φ′i(x)] and [xj ; pj = Φ
′
j(x)], satisfying the relations xi+ xj = 2x and pi+ pj =
2p. By fixing a pair of values (x, p), the corresponding pair xi, xj is determined
by the two previous constraints and by the expression of the phases. Taking the
value of the envelope at the point xi, expanding the phases up to quadratic
terms, and performing the associated Gaussian integrals, the approximate
form of the Wigner function is
W (x, p) ≈∑
i
A2i (x)δ(p− Φ′i(x))
+
∑
i6=j
∑
xi,xj
√
2Ai(xi)Aj(xj)√
πi[Φ′′i (xi)− Φ′′j (xj)]
eip(xi−xj)−iΦi(xi)+iΦj(xj) . (169)
Specializing to the case of three-photon down conversion processes, it can be
shown that the arms of the Wigner function can be modelled by the three
components of the wave function ψ(x)
ψ(x)=
3∑
i=1
ψθi(x)
=A(x) +
√
2A(−2x)e
√
3
2
ix2−iπ
6 +
√
2A(−2x)e−
√
3
2
ix2+iπ
6 , (170)
where, as we will see soon, the angles θi are connected to rotations in phase
space. The three components ψθi are obtained in the following way. By con-
sidering a slowly varying positive function A(x) one defines ψθ1(x) ≡ ψ0(x) =
A(x). Then one obtains the other components performing rotations around
the origin of the phase space: U(θ) = e−iθa
†a. Using the configuration repre-
sentation of the rotation operator, and choosing in a suitable way the rotation
angles θ2 and θ3, the other two components in Eq. (170) are obtained. Applying
Eq. (169), the Wigner function is approximated by the expression
Wψ(x, p) = Wψθ1 (x, p) +Wψθ2 (x, p) +Wψθ3 (x, p) +Wint(x, p) , (171)
where Wint(x, p) is the interference term responsible for the nonclassical na-
ture of the state: due to Wint(x, p), plotted in Fig. (10), the total Wigner
function exhibits strong interference patterns and oscillations, and becomes
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negative in several regions of phase space. Banaszek and Knight have shown
Fig. 10. Contour plot of the interference pattern Wint(x, p).
that there is excellent agreement between the Wigner function computed by
exact numerical methods and the one obtained by the approximate analytical
method that we have just described. This fact suggests that such a technique
might be suitable for application to other instances of (degenerate) multipho-
ton processes.
4.5 Kerr nonlinearities as a particularly interesting case of four-wave mixing.
A first discussion on the engineering of nonclassical states and macro-
scopic quantum superpositions
A particular and important subclass of third-order multiphoton processes de-
scribed by the four-wave mixing Hamiltonian (133) is selected in the cases of
total degeneracy, yielding the Kerr interaction a†2a2 (self-phase modulation
effect), and in the partially degenerate case, yielding the cross-Kerr interac-
tion a†b†ab (cross-phase modulation effect). In the presence of two optical
frequencies, ωs (signal) and ωp (probe), and by using the expression (79) for
the electric field operator, the interacting part of Hamiltonian (77) with n = 3
reads
HKerr= λs[χ
(3)(ωs;ωs,−ωs, ωs)a†sasa†sas + 5F(a†s, as)]
+ λp[χ
(3)(ωp;ωp,−ωp, ωp)a†papa†pap + 5F(a†p, ap)]
+ λsp[χ
(3)(ωp;ωp,−ωs, ωs)a†papa†sas + 23F(a†p, ap, a†s, as)] , (172)
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where λs, λp, and λsp are real constants, F contains terms in which the order
of the arguments is interchanged with respect to the Kerr terms written down
explicitely, and the associated nonlinear processes are automatically phase
matched. The final form of the normal ordered Hamiltonian is
HKerr = χsa
†2
s a
2
s + χpa
†2
p a
2
p + χspa
†
sa
†
pasap , (173)
where the nonlinear couplings χs, χp, and χsp are simple combinations of the
original couplings. It is worth noting that Kerr interactions are important
in quantum optics because of their crucial role in the realization of nonlinear
devices, such as quantum nondemolition meters, nonlinear couplers, and inter-
ferometers. Moreover, they are important in quantum state engineering, e.g.
in the realization of macroscopic superpositions and entangled states. In some
applications, as quantum nondemolition measurements of the photon number,
it could be necessary to remove one or both of the self-phase modulation ef-
fects. This task can be accomplished by resorting to different strategies; for
example, the cross-Kerr process can be favored by resonance conditions under
which the other terms become negligible. Another possibility consists in the
cancellation of the undesired self-phase modulation term by means of an aux-
iliary medium with negative χ(3) (two-crystal configuration), in the sense that
the undesired term is cancelled out if the corresponding field passes through
another negative χ(3) medium.
Here we begin by discussing the possibility of using a Kerr medium to per-
form quantum nondemolition (QND) measurements. The latter are important
for many applications in modern quantum physics, and essentially consist in
measuring an observable with exact precision at the expense of an increasing
uncertainty of its canonically conjugated observable. An excellent discussion
of QND measurements can be found in the review by Braginsky and Khalili
[230]. Here we illustrate the Kerr-based scheme proposed by Imoto, Haus, and
Yamamoto [231,232] and depicted in Fig. (11). It represents a nonlinear inter-
ferometer, that is a Mach-Zehnder interferometer with a Kerr medium placed
in one of the arms [189,233,234]. A signal and a probe wave, respectively at
Fig. 11. Experimental setup (Mach-Zehnder interferometric detector) for a quantum
nondemolition measurement of the photon number through the cross-Kerr effect.
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frequencies ωs and ωp, propagate in the optical Kerr medium. Because of the
cross-Kerr effect χspnsnp (ns = a
†
sas , np = a
†
pap), the photon number ns mod-
ulates the phase of the probe wave, and a measurement of this modulation
yields the information about the ns itself. Let a
in
s and a
in
p denote the input
operators for the signal and the probe waves; the corresponding output oper-
ators can be determined explicitly, by solving the Heisenberg equations, and
read:
aouts (τ) = e
iτnpains , a
out
p (τ) = e
iτnsainp , (174)
with the dimensionless time τ = χspt. Moreover, a phase difference φ = π/2
is imposed between the two arms of the detector, and the two photodiode
currents are subtracted as shown in the scheme Fig. (11). Introducing the
quadrature operatorsX li ≡ (ali+a† li )/
√
2 and P li ≡ i(a† li −ali)/
√
2, with i = s, p
and l = in , out, the readout observable corresponding to the difference current
is the output probe quadrature phase amplitude
P outp = X
in
p sin(τns) + P
in
p cos(τns) . (175)
Fixing the input probe phase such that 〈P inp 〉 = 0, relation (175) can be
approximated (for small χsp) as
P outp ≃ 〈X inp 〉τns +∆P inp , (176)
where ∆P inp = P
in
p − 〈P inp 〉 ≡ P inp . A normalized readout observable n(obs)s
corresponding to the signal photon number can be defined as
n(obs)s ≡
P outp
〈X inp 〉τ
= ns +
∆P inp
〈X inp 〉τ
. (177)
Thus the measured observable is 〈n(obs)s 〉 = 〈ns〉, and its variance is given by
〈(∆n(obs)s )2〉 = 〈∆n2s〉+
〈(∆P inp )2〉
〈np〉τ 2 , (178)
which holds, for instance, if the probe wave is in a coherent state, with
〈(∆P inp )2〉 = 1/4. Therefore, for increasing 〈np〉τ 2, the measured uncertainty
tends to the ideal value 〈∆n2s〉, that is the intrinsic uncertainty of the ob-
servable ns. At the same time, as a result of the measurement, an increase
of the quantum uncertainty of the probe wave photon number is obtained.
The scheme exposed above well represents the main features of a quantum
nondemolition measurement. Of course, many other proposals have been used
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based on the extension or modification of this scheme, and for different pur-
poses [236,237,238,239,240]. Kitagawa, Imoto, and Yamamoto have exploited
the quantum nondemolition measurement via the cross-Kerr effect to pro-
duce number-phase minimum uncertainty states and near-number states [236].
Losses have been taken into account as well, for example in Ref. [237], the
scheme has been extended to optical cavities [238,239], and the effect of quan-
tum nondemolition measurements on quantum interference has been also in-
vestigated [240]. Finally, photon-number measurements have been realized in
optical fibers [241,242], and by exploiting atoms in a cavity [243,244].
Many other Kerr-based nonlinear devices, beyond the interferometric setup
described in Fig. (11), have been proposed in the literature; here we limit our-
selves to the discussion of two significant examples. The nonlinear directional
coupler [245,246] consists of two parallel waveguides, exhibiting third-order
nonlinearity, that exchange energy by means of evanescent waves. The general
Hamiltonian reads
Hcoup = HKerr + λasa
†
p + λ
∗a†sap , (179)
where HKerr is given by Eq. (173), and the last two terms are the evanescent-
waves contribution. This system presents interesting properties such as self-
trapping, self-modulation, and self-switching of the energy of the coupled
modes [247], and it can be useful for the generation and transmission of non-
classical light. The Kerr couplers can produce sub-Poissonian squeezed light
[248,249,250], and entangled states [251]. We want also to mention another
interesting device, named nonlinear quantum scissor, that has been proposed
to perform optical state truncation [252,253]. It can be realized by means
of a fully degenerate Kerr medium in an optical cavity, pumped by external
ultra-short pulses of laser light [253]. The optical state truncation that can
be achieved allows, under suitable conditions [253], the reduction of an ini-
tial coherent state even up to a single-photon Fock state. It is worth noting
that such a device can be realized by means of linear optical components and
photo-detections as well [254].
Concerning Kerr-based quantum state engineering, nonlinear interferometric
devices have been largely considered for the generation of nonclassical states
of the radiation field [255,256,257,258,259], such as, specifically, the entangled
coherent states of the form (e−iπ/4|iβ〉1|iα〉2+eiπ/4|−α〉1|β〉2)/
√
2 discussed in
Ref. [255]. Nonlinear Mach-Zehnder-type interferometers have been proposed
for the production of maximally entangled number states of the form
|Ψ〉MES = 1√
2
(|N〉a|0〉b + eiΦN |0〉a|N〉b) . (180)
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A first proposal to produce them [257] is based on a setup employing the Fred-
kin gate [260] (based on a cross-Kerr interaction) in a double-interferometer
configuration. Another proposal [258] relies on the use of a four-wave mixer,
described by the interaction Hamiltonian Hint = χ
(3)(a†b+ab†)2, in one arm of
the interferometer, that contains both cross-Kerr and nonlinear birefringence
terms. States (180) are potentially important for applications in metrology,
as atomic frequency measurements [261], and interferometry [262]. Moreover,
these states show phase super-sensitivity, in the sense that they reduce the
phase uncertainty to the Heisenberg limit ∆φHL = 1/N . These states have
not yet been produced in nonlinear devices; however, in recent successful ex-
periments, their three-photon (N = 3) [263] and four-photon (N = 4) [264]
versions have been realized by means of linear optical elements and photode-
tections.
The engineering of quantum states by use of Kerr media includes the gener-
ation of optical “macroscopic” superpositions of coherent states. Macroscopic
(or mesoscopic) superpositions take the form |ψ〉 = c1|αeiθ〉+ c2|αe−iθ〉, where
|αe±iθ〉 are coherent states with a sufficiently high average number of photons
|α|2. In the course of the years, many proposals have been put forward for the
generation of such ”Schro¨dinger cat” superpositions. Among them, we should
mention schemes based on state reduction methods [265], and on conditional
measurements performed on entangled states [266]. However, the simplest way
(at least from a theoretical point of view) to obtain macroscopic superpos-
tions is the propagation of the radiation field through an optical fiber asso-
ciated with nonlinear Kerr effects and interactions [234,267,268,269,270,271].
Schro¨dinger cat states possess important nonclassical properties [272,273] like
squeezing and sub-Poissonian statistics, moreover they should provide the cru-
cial playground for the testing of the quantum-classical transition and the
theory of decoherence.
In 1986, generalizing the model studied by Milburn and Holmes [267], Yurke
and Stoler [268] considered the time evolution of an initial coherent state under
the influence of the anharmonic-oscillator Hamiltonian:
Hanh = ωn + Ωn
k , (k ≥ 2) , (181)
where ω is the energy-level splitting for the harmonic-oscillator part of the
Hamiltonian, Ω is the strength of the anharmonic term, and n is the number
operator. In a nonlinear medium Ω is proportional to the (k + 1)-th order
nonlinearity. Note that, for k = 2, the anharmonic part of the Hamiltonian is
of the degenerate, single-mode Kerr form, apart an additive term linear in n
that simply amounts to an irrelevant constant rotation in phase space. Yurke
and Stoler evaluated the response of a homodyne detector to the evolved state
|α, t〉 = e−itΩnk |α〉 = e− |α|
2
2
∞∑
n=0
αne−iφn(t)√
n!
|n〉 , (182)
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where φn(t) = Ωtn
k. The state vector is periodic with period 2π/Ω, and co-
herent superpositions of distinguishable states of the radiation field emerge
for special values of t; for instance:
|α, π/2Ω〉= 1√
2
[e−iπ/4|α〉+ eiπ/4| − α〉] , k even , (183)
|α, π/2Ω〉= 1
2
[|α〉 − |iα〉+ | − α〉+ | − iα〉] , k odd . (184)
A very useful insight on the properties of states (183) and (184) is gained by
looking at their Wigner functions, which are plotted, respectively for even and
odd k in Fig. (12)-(a) and (12)-(b). They show a typical two- and four-lobe
structure, representing the coherent state components, and evident fringes
due to quantum interference. The coherence properties are very sensitive to
Fig. 12. Figure (a): Wigner function for the even Schro¨dinger cat states Eq. (183).
Figure (b): Wigner function for the odd Schro¨dinger cat states Eq. (184). In both
cases, the coherent amplitude α = 3.
losses as shown, using coherent superpositions of the form (183), in Ref. [268]
by Yurke and Stoler: for macroscopic coherent inputs, corresponding to large
mean photon numbers |α|2, even a very small amount of loss, corresponding
to nonideal detection efficiency, destroys the interference fringes and leads to
a probability distribution for the homodyne-detector’s output current indis-
tinguishable from that of a classical statistical mixture of coherent states, see
Fig. (13) (a).
In Ref. [269] Mecozzi and Tombesi have suggested to extend the method of
Yurke and Stoler by considering more general Kerr-like Hamiltonians HgK of
the form HgK = H0 + λ(H0)
2, with H0 any diagonalizable Hamiltonian. Al-
though the original aim of the authors was to discuss the decoherence effects
due to vacuum fuctuations, as we will see in the following, we can take a special
realization of their general Hamiltonian HgK in order to compare directly with
the original scheme of Yurke and Stoler and highlight the role of squeezing
(and in general of nonclassicality) in improving the preservation of coherence
against losses. To this aim, let us in fact choose the particular H0 = b
†b,
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with b denoting the canonically transformed Bogoliubov quasi-photon mode:
b = µa + νa†. With this choice, following the line of thought of Yurke and
Stoler, we consider the evolution generated by the Hamiltonian HgK applied
to an initial squeezed state (the eigenstate of mode b). Comparing Figures
(13) (a) and (b) shows that, for the same amount of losses that destroy the
coherence in the Yurke-Stoler scheme, a finite amount of squeezing is more
effective in fighting decoherence, as witnessed by the persistent visibility of
the interference fringes. For a degenerate Kerr Hamiltonian Ω a†2a2, a more
Fig. 13. In these figures we compare the behavior of the interference fringes asso-
ciated to the cat states of Yurke and Stoler (Fig. (a)), and those associated to the
superposition states generated through the modified quasi-particle Kerr Hamilto-
nian HgK (Fig. (b)). In both cases, the superposition states are sent in one input
port of a beam splitter of transmittance η, while the other input port is taken empty.
The beam splitter can be used to model medium or detector losses, which are quan-
tified by the transmittance η. The x-axes corresponds to the homodyne variable
measured at the first output port of the beam splitter. The y-axes corresponds to
the probability distributions P (x) for the homodyne variable x detected at the first
output port independently of what has left the second output port. In Figure (a)
the dotted line represents the interference fringes obtained with the Yurke-Stoler
scheme in the case of perfect transmittance η = 1, and the full line represents the
fringes in the same scheme with transmittance η = 0.96. In Figure (b), the full line
represents the fringes associated to the scheme based on the modified quasi-parti-
cle Kerr Hamiltonian HgK for η = 0.96, and the dashed line represents the fringes
obtained in the same scheme for η = 0.9. In either case the squeezing parameter is
fixed at the value r = 0.4. The mean number of photons in the initial states, in all
cases here considered, is equal to 36. From Figure (a), we see that the interference
fringes, which are evident in the ideal η = 1 case, practically disappear even for
a slight amount of loss in the transmittance. Figure (b) shows that the action of
the squeezing, although lowering the primary peak of the fringes, moves down the
threshold of complete decoherence from η = 0.96 to η = 0.9.
general class of superposition states is generated at times t = π/mΩ with m
an arbitrary, nonzero integer [274]:
|ψ(t = π/mΩ)〉 = e− iπmn(n−1)|α〉
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=

∑m−1
q=0 f
(e)
q |αe−
2πiq
m ei
π
m 〉 , f (e)q = 1m
∑m−1
n=0 e
2πiq
m
ne−
iπ
m
n2 , m even ,
∑m−1
q=0 f
(o)
q |αe−
2πiq
m 〉 , f (o)q = 1m
∑m−1
n=0 e
2πiq
m
ne−
iπ
m
n(n−1) , m odd .
(185)
Interestingly, these superpositions of arbitrary finite length are eigenstates
of am, and thus have a suggestive interpretation in terms of “higher-order”
coherent states. In fact, the nonlinear refractive index of the Kerr medium
acts on the input field by modifying the phase-sensitive quantum noise. For
an input coherent state this leads to ”self-squeezed” light [275], in the sense
that the initial coherent state acts itself as a “self-pump”, playing the role of
a linear driving field. However, the Kerr effect does not change the photon
statistics, which, if the input is coherent, remains Poissonian.
The production of two-mode (entangled) optical Schro¨dinger cats via the two-
mode Kerr interaction (173) has been investigated as well [276]. To insure the
time-periodicity of the state vectors, the parameters ∆ = ωs−ωp, χs, χp, and
χsp must be chosen mutually commensurate. In the resonant case ∆ = 0, with
the choices χs = χp, χsp/χp = 1.2, and initial two-mode coherent state |α, β〉,
the following coherent superposition is generated at the reduced, adimensional
time τ
.
= χst = 5π/2:
|α, β, τ = 5π/2〉 = 1√
2
{e−iπ/4|iα, iβ〉 + eiπ/4| − iα,−iβ〉} . (186)
Macroscopically distinguishable quantum states can also be produced exploit-
ing nonlinear birefringence, as shown by Mecozzi and Tombesi [269] and by
Yurke and Stoler [270]. Mecozzi and Tombesi considered the effective Hamil-
tonian
H = ω(a†a+ b†b) + κ(ab† − a†b) + Ω
2
(ab† + a†b)2 , (187)
where the modes a and b represent the two orthogonal polarizations of a
coherent light beam entering the birefringent medium. Moreover, Mecozzi and
Tombesi showed that the vacuum fluctuations can be suitably removed by
injecting in the unused port a squeezed vacuum.
A similar Hamiltonian was considered by Agarwal and Puri to study the one-
dimensional propagation of elliptically polarized light in a Kerr medium [277].
The study of this kind of processes leads to an interesting result, essentially
due to the quantum nature of the field; it consists in the possibility that
the degree of polarization may change with time, leading, for some times, to
a partially polarized field, in contrast to the one coming from semiclassical
theory which predicts a constant polarization.
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For completeness, we point out that multicomponent entangled Schro¨dinger
cat states can be in principle generated by the dynamics associated to a fully
quantized nondegenerate four-wave mixing process, described by the effective
interaction Hamiltonian H4wmndg = κ(a
†b + b†a)(c†d + d†c), with a and c taken
as the pump modes, and b and d taken as the signal modes [278].
Regarding the possibility of experimental realizations of macroscopic super-
positions in a Kerr medium, the quite small values of the available Kerr non-
linearities would require, for the generation of a cat state, a long interaction
time, or equivalently a large interaction length. For an optical frequency of
ω ≈ 5 × 1014 rad sec−1, one would need an optical fiber of about 1500 km,
and, consequently, losses and decoherence would destroy completely the quan-
tum superpositions. However, in recent years there have been some interesting
theoretical proposals aimed at overcoming these difficulties and obtaining cat
states in the presence of small Kerr effects. One of the most recent and feasible
proposals [279] is based on the following scheme: a Kerr-evolved state (185)
and the vacuum feed the two input ports of a 50−50 beam splitter; after pass-
ing the beam splitter, the real part of the coherent amplitude of the resulting
two-mode output state is measured by homodyne detection, reducing to a new
finite superposition of coherent states. Suitably engineering the coefficients of
this superposition leads to a Schro¨dinger cat. This scheme allows to produce
cat states of high quality without requiring a strong nonlinearity. In fact, in
this scheme, based on the successive application of Kerr interaction, beam
splitter, and, finally, homodyne detection, the time needed to produce the
Schro¨dinger cat state practically coincides with the time needed to produce
the Kerr-evolved state of the form (185). Therefore, choosing for instance in
Eq. (185)m ≃ 102, the equivalent length of the optical fiber needed to produce
the cat is reduced to few tens of kilometers, and this in turn greatly reduces
the effect of losses and dispersion. Further improvements along this line may
be thus expected in the near future. However, as we will see in the next Sec-
tion, methods based on high-Q cavity fields have proved more effective than
fibers in the experimental production of mesoscopic coherent superpositions.
4.6 Simultaneous and cascaded multiphoton processes by combined three- and
four-wave mixing
Most of the interaction Hamiltonians used in multiphoton quantum optics
deal with a single parametric process, but in the two last Subsections we have
already met some examples of coexisting, concurring interactions. At present
the possibility to produce quantum states with enhanced nonclassical proper-
ties, the need to take into account more than one nonlinear contribution, and
the complexity in experimental engineering, have promoted the idea to exploit
composite, concurrent multiphoton interactions. These can be realized in sev-
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eral ways through multi-step, cascaded schemes either in the same nonlinear
medium, or by using different media in a suitable experimental configuration.
In this Subsection we describe some models and schemes based on multipho-
ton multiple processes and interactions.
Let us first consider some examples of combinations of two different nonlinear
processes occurring inside the same crystal. A simple multiphoton interaction
Hamiltonian involving two different nonlinear terms was studied by Tombesi
and Yuen [280] in order to improve the maximum available squeezing of the
standard optical parametric amplifier (OPA). They considered the short-time
interaction of a single-mode coherent light with an optically bistable two-
photon medium that combines Kerr-type effects and degenerate down conver-
sion, and gives rise to the interaction Hamiltonian
HSKI = iκ(a
2 − a†2) + Ωa†2a2 , (188)
with κ and Ω real. Later, the time evolution of the Hamiltonian (188) was
studied by Gerry and Rodrigues [281] for longer times by means of a numer-
ical method. Assuming a coherent state as the initial input state, Gerry and
Rodrigues verified the presence of squeezing and antibunching effects recurring
on a longer time scale. Hamiltonian models of the form (188) have also been
studied in cavity, both for the one-mode [282] and the two-mode case [283].
Concurrent, two-step optical χ(2)-interactions were observed for the first time
in 1970, using ammonium dihydrogen phosphate as a medium [284]. In this
experiment the crystal was illuminated by a classical laser pump at frequency
ωp with equal ordinary and extraordinary polarization components ω
o
p ≡ ωep;
the simultaneous collinear phase matching was obtained for the spontaneous
down conversion process ωep → ωoi + ωe1, and the successive up conversion pro-
cess ωop + ω
o
i → ωe2 where ωoi , ωe1, ωe2 represent, respectively, the one idler, and
the two signal modes. Few years later, the quantum theory of coupled para-
metric down-conversion and up-conversion with simultaneous phase matching
was formulated [285]. The interaction Hamiltonian describing this two-step
process is
H2stepI = [κ
ea†1a
†
i + κ
oaia
†
2 + H.c.] , (189)
where the real parameters κe and κo are proportional to the extraordinary
and ordinary components of the pump amplitude. The dynamics of the sys-
tem can be solved by means of group-theoretical methods [285]. Assuming the
three-mode vacuum |0〉1|0〉2|0〉i ≡ |0, 0, 0〉 as initial state, the photon statistics
of the system in each mode is super-Poissonian because 〈∆n2j〉(t)/〈nj〉(t) =
〈nj〉(t) + 1 ≥ 1, nj = a†jaj , (j = 1, 2, i). Moreover, the temporal behavior of
the output signals depends on which of the two processes is predominant. In
fact, the intensities 〈nj〉, for κe > κo, are exponentially increasing functions
at long times, while they are oscillating functions for κo > κe. Recently, the
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interaction (189) has been exploited to generate three-mode entangled states
[286], as we will see in more detail in Section 7.
Another interesting theoretical proposal, later experimentally implemented, is
due to Marte [287] who investigated the possibility to generate sub-Poissonian
light via competing χ(2)-nonlinearities, in particular through the interaction
of doubly resonant second harmonic generation and nondegenerate down-
conversion in a cavity. Experimental observation of some quantum (and clas-
sical) effects arising in a cascaded χ2 : χ2 system are reported in Ref. [288].
The generation of sub-Poissonian light has been studied by other authors in
consecutive quasi-phase matched wave interactions [289,290,291]. They consid-
ered the interaction of waves with multiple frequencies ω, 2ω and 3ω, described
by the Hamiltonian:
HmωI = κ1a
†2
1 + κ3a
†
3a1 + H.c. , (190)
where a1 denotes the mode at frequency ω, and a3 corresponds to the mode at
frequency 3ω. The coupling constants κ1 and κ3 are proportional, respectively,
to the strength of the parametric processes 2ω → ω + ω and ω + 2ω → 3ω,
and to the amplitude of the classical pump at frequency 2ω. With a scheme
similar to that depicted in Fig. (5), the model (190) can be implemented in
a periodically poled nonlinear crystal, with second order nonlinearity, illumi-
nated by an intense pump at frequency 2ω [290]. The conditions of quasi-phase
matching are
∆k(2ω) = k(2ω)− 2k(ω) = 2πm2/Λ ,
∆k(3ω) = k(3ω)− k(2ω)− k(ω) = 2πm3/Λ , (191)
where Λ is the period of modulation of the nonlinear susceptibility, and mj =
±1,±3, ... . These conditions are satisfied in a periodically poled LiNbO3 crys-
tal, where fields with sub-Poissonian photon statistics are formed at frequen-
cies ω and 3ω, and, furthermore, the degree of entanglement for the output
fields can be studied and determined [291].
Besides the single-crystal configuration, also multicrystal configurations have
been considered. Some experiments [292,293,294,295,296,297], employing a
setup with two nonlinear crystals, have been realized to study entanglement
properties and interference effects of down converted light beams. For instance,
Zou et al. [293], using an experimental device whose core is based on the ex-
ploitation of a cascaded process of the kind depicted in Fig. (14), reported the
experimental observation of second-order interference in the superpositions of
signal photons from two coherently pumped parametric down converters, un-
der the condition of alignment of the idler photons. Later, it was shown that
in this experimental arrangement the emerging states can be related to SU(2)
and SU(1, 1) coherent and minimum-uncertainty states [298]. The simplified
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scheme depicted in Fig. (14) represents a two-crystal experimental setup based
on cascaded second order nonlinearities. Given a state |in〉1 at the input of
Fig. 14. Scheme for a cascade of two χ(2) nonlinear crystal. The input of the second
medium is the output of the first one.
the first crystal, the evolved state |out〉 at the output of the second crystal is
of the form
|out〉 = e−iH(2)I z2e−iH(1)I z1|in〉1 , (192)
where H
(j)
I are the interaction Hamiltonians corresponding to the j-th crystal,
and zj (j = 1, 2) are the propagation lengths, proportional to the travelling
times. This scheme has been proposed by D’Ariano et al. [299] to synthesize
the phase-coherent states |γ〉 =
√
1− |γ|2∑n γn|n〉, introduced by Shapiro et
al. [300]. Each of the processes occurring in the two crystals are described in
this case by the three-wave Hamiltonian (86). In the first step, the parametric
down-conversion from the vacuum produces a two-mode squeezed vacuum
(a so-called twin beam). In the second step, the up-conversion of the twin
beam gives origin to the phase coherent states. The two-crystal configuration
has also been exploited to engineer macroscopic superpositions [301,302]. In
particular, De Martini has suggested an experimental setup, using two coupled
down converter, to generate a field state showing Schro¨dinger-cat behavior and
enhanced entanglement [301].
A suitable multicrystal configuration, including both parametric amplifier and
symmetric directional couplers, can realize the multiphoton interaction model
H3mI =
ir˙
2
[a1a2 + a2a3 + a3a1 + a
†
1a2 + a
†
2a3 + a
†
3a1 −H.c.] , (193)
where the dot denotes the time derivative, and r˙/2 is the coupling. As shown
in Ref. [303], the time evolution of an initial vacuum state driven by this
Hamiltonian generates the three-mode squeezed vacuum defined as
S3|000〉 ≡ eir(X1P2+X2P3+X3P1)|000〉 , (194)
where Xi and Pi are the quadrature operators corresponding to the i-th mode.
It can be easily proven that S3 is a proper squeezing operator for the three-
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mode quadratures X˜ = 1√
6
∑
iXi and P˜ =
1√
6
∑
i Pi ([X˜, P˜ ] =
i
2
). It is evident
that the state (194) is a simple generalization of the two-mode squeezed vac-
uum state S2|00〉 = eir(X1P2+X2P1)|00〉, with r real squeezing parameter.
Before ending this Section, we want to mention another recent theoretical
development in the realization of multiphoton parametric oscillators [304],
again based on the scheme depicted in Fig. (14), but, this time, inserted in
a cavity. The model consists of two sequential parametric processes of pho-
ton down conversion in χ(2)-nonlinear media placed inside the same cavity,
and realizes in principle, by suitably tuning the experimental conditions, the
generation either of three-photon, or of four-photon (entangled) states. The
quantum statistical properties of these models have been studied by comput-
ing the Wigner function resorting to methods of quantum-jump simulations
[304,305,306]. This study has revealed complete phase-space symmetry for
the different arms of the Wigner functions, and multiple stability zones of the
subharmonic components. Extensions are obviously possible; in particular, the
cascaded frequency doubler generating the second and the fourth harmonics
has been recently studied [307].
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5 Models of multiphoton interactions and engineering of multipho-
ton nonclassical states
The many fascinating properties of nonclassical states of light allow, at least in
principle, innovative and far-reaching applications in quantum control, metrol-
ogy, interferometry, quantum information and communication. In a way, al-
though the very concept of nonclassicality presents many subtleties and its
quantification is somehow still controversial, one might go so far to say that
it should be considered a physical resource to be exploited, much in the same
sense as energy and entropy. In Section 2 we have listed some quantities that
can be taken as indices of nonclassicality of a state. Among them, we recall the
deviation from Poissonian statistics, the Mandel’s Q parameter, the nonexis-
tence of a positive Glauber-Sudarshan P function, and the negativity of the
Wigner function. A rich collection of references on nonclassical states in quan-
tum optics has been recently published by Dodonov [308,309], and a review of
optical correlation experiments distinguishing between the predictions of clas-
sical and quantum theory can be found in Ref. [310]. In the latter paper, the
authors consider an optical field produced by an intracavity four-wave mixing,
and discuss the Cauchy-Schwartz and Bell’s inequalities, as well as nonclassical
properties as squeezing and antibunching. All these probes of nonclassical be-
haviors share a common idea: the reference states that are taken as a standard
of comparison are the Glauber coherent states, which provide the boundary
line of separation between the classical and the quantum domains.
In the previous Section we have reviewed the simplest multiphoton processes
arising in nonlinear media, and their ability to generate some standard nonclas-
sical states of light. We have limited our analysis to consolidated experimental
settings associated to second- and third-order nonlinearities, and up to four-
wave interactions. In this Section we review various methods, models, exper-
imental proposals and realizations, introduced in order to engineer arbitrary
nonclassical states of light associated to general multiphoton processes and
interactions. A large part of these generalized classes of multiphoton Hamil-
tonians and multiphoton nonclassical states will be associated to higher-order
nonlinearities and will exhibit a great variety of nonclassical properties.
5.1 Nonclassical states by group-theoretical methods
The basic idea of group-theoretical methods is to generalize the concept of
coherent state to physical systems with more general symmetries and group-
theoretical structures. In this framework, the construction of multiphoton co-
herent states associated with Lie groups has been carried out by several au-
thors, most notably Klauder [311], Perelomov [312], and Gilmore [313]. The
most direct way to construct generalized coherent states is to extend the three
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Glauber’s original definitions. It is to be remarked, however, that, at variance
with the case of the harmonic-oscillator h4 algebra, in more general algebraic
contexts the three Glauber definitions can define inequivalent classes of states.
The simplest procedure is to obtain coherent states as eigenstates of a lower-
ing operator. This approach was used by Barut and Girardello [314] to define
a class of generalized coherent states of the group SU(1, 1), whose generators
{K+ , K− , K0} obey the commutation relations (126). As is well known, the
group SU(1, 1) is associated with the dynamics of the parametric amplifier,
in which two photons are created or annihilated. Barut and Girardello thus
defined the eigenstates {|ς〉} of the lowering (or deexcitation) operator K− as
the SU(1, 1) coherent states:
K−|ς〉 = ς|ς〉 . (195)
If the group SU(1, 1) is in the degenerate realization Eq. (129), for which
K− = 12a
2, the states |ς〉 are the cat-like states [315], while if the group is in
the nondegenerate realization Eq. (125), for which K− = ab, the states |ς〉 are
the pair coherent states [316]. We will discuss these two classes of states in
more detail later on. Here we limit ourselves to mention that pair coherent
states can be produced by a dissipative dynamics engineered by exploiting
the strong competition between four-wave mixing and amplified spontaneous
emission in resonant two-photon excitations. These states are deeply entan-
gled and show strong squeezing and antibunching. Extensions of pair coherent
states to multimode systems are in principle possible, and have been carried
out for three modes (“trio coherent states”) [317]. Generalizations of this ap-
proach include the eigenstates of linear combinations of the SU(1, 1) operators
[318,319], and the general concept of algebra eigenstates introduced by Brif
[320].
A different approach is based on the generalization of minimum uncertainty
relations. Given two operators A and B associated to a Lie algebra, minimum
uncertainty coherent states are defined as the states that saturate the rela-
tion ∆A2∆B2 ≥ 1
4
|〈[A,B]〉|2 [321,322,323,324]; these states are also known
as intelligent states. Both approaches to generalized coherent states, as eigen-
states of a lowering operator or as minimum uncertainty states, can be limited
in some cases by several constraints, including constraints on the Lie algebra,
nonuniqueness of the generalized coherent wave packets, possible nonexistence
of a standard resolution of unity.
In fact, the most convenient starting point to construct generalized coherent
states is based on the action of a suitable displacement operator on a refer-
ence state. Given an algebra with generators Ti (i = 1, ..., n), the generic group
coherent state can be defined as
|ξ1, ..., ξn〉 = e
∑
i
ξiTi|Φ0〉 , (196)
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where ξi are complex parameters and |Φ0〉 is a fiducial state. To be more
specific, we follow Ref. [325], where Zhang, Feng, and Gilmore present a general
algorithm for constructing coherent states of dynamical groups for a given
quantum physical system. To this aim, let us consider a quantum system
described by a certain Hamiltonian expressed in terms of a set of generators
g ≡ {Ti}, spanning a closed algebra, i.e. [Ti, Tj ] = ∑k CkijTk, where Ckij are the
structure constants of g. The Hamiltonian of the system is typically expressed
in linear or quadratic form
H = H(Ti) =
∑
i
ciTi +
∑
i,j
cijTiTj . (197)
Let G the dynamical group associated with g. If g is a semisimple Lie al-
gebra, the operators {Ti} can be expressed in the standard Cartan basis
{Hi , Eα , E−α} with commutation relations
[Hi, Hj] = 0 , (198)
[Hi, Eα] = αiEα , (199)
[Eα, E−α] = αiHi , (200)
[Eα, Eβ] = Nα,βEα+β . (201)
The operators Hi are diagonal in any unitary irreducible representation Γ
Λ
of G, and Eα are the shift operators. If the representation is Hermitian, we
have H†i = Hi and E
†
α = E−α. The first step in the construction of generalized
coherent states requires choosing an arbitrary normalized reference state |Φ0〉
within the Hilbert space HΛ. This reference state will determine the structure
of the generalized coherent states and of the phase space of the dynamical
system. The maximum stability subgroup D of G is defined as the set of
group elements d that leave invariant the reference state |Φ0〉 (and will thus
depend on the choice of |Φ0〉) up to a phase factor:
d|Φ0〉 = eiφ(d)|Φ0〉 , d ∈ D . (202)
Therefore the group G is uniquely decomposed in the two subgroups D and
G/D such that
g = Ωd , g ∈ G , d ∈ D , Ω ∈ G/D . (203)
Having introduced the complement of G with respect to D, the group defini-
tion of the generalized coherent states |Λ,Ω〉 is
|Λ,Ω〉 .= Ω|Φ0〉 . (204)
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The most useful choice for the reference state |Φ0〉 is an unperturbed physical
ground state. For this choice the Hamiltonian consists of linear terms in terms
of the generators Ti, and the ground state is an extremal state, defined, at
least for Hamiltonians with a discrete spectrum, as the highest-weight state
|Λ,Λ〉 of the irreducible representation ΓΛ of the Lie group G. Consequently,
Eα|Λ,Λ〉 = 0, where α belongs to the positive root set of G. With this choice,
the coset space as well as the generalized coherent states (204) are constructed
by the exponential map of shift operators that do not annihilate the extremal
state, together with their Hermitian-conjugates. Following this procedure, the
generalized coherent states |Λ,Ω〉 can be written in terms of a displacement
operator in one-to-one correspondence to the coset representatives Ω of G/D,
acting on the extremal state |Λ,Λ〉:
Ω = exp

∑
β
ηβEβ − η∗βE−β

 , (205)
where ηβ are complex parameters, and the sum is restricted to those shift
operators which do not annihilate the extremal state. We review the procedure
for the trivial case of the harmonic-oscillator coherent states. We know that a
single-mode coherent state is realized during the time evolution generated by
the one-photon Hamiltonian applied to the initial vacuum:
H(t) = ωa†a + κ(t)a† + κ∗(t)a . (206)
The evolved state is the standard Glauber coherent state (see Section 2). The
Hamiltonian (206) is a linear combination of the harmonic oscillator operators
a, a†, and n, which, together with the identity operator I, span the Lie al-
gebra denoted as h4; the corresponding Lie group, obtained from the algebra
through the operation of exponentiation, is the Heisenberg-Weyl group H4.
We consider as extremal state the vacuum |0〉. The stability subgroup which
leaves |0〉 invariant is U(1)⊗U(1), whose elements take the form d = eiξn+iφI .
A representative of the coset space H(4)/(U(1) ⊗ U(1)) is the Glauber dis-
placement operator D(α) = eαa
†−α∗a. Therefore the Glauber coherent states
can be obtained by the action on the extremal state |0〉 of the element g ∈ H4,
g = D(α)d:
g|0〉 = D(α)d|0〉 = eiφ|α〉 . (207)
Another simple case of generalized coherent state is the single-mode squeezed
state that is generated during the time evolution driven by the positive definite
quadratic Hamiltonian (153) which is a linear combination of the operators
spanning the algebra h6 =
{
n, a, a†, a2, a†2, I
}
, a subalgebra of the symplectic
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algebra sp(4). The evolution operator can be disentangled by using the equiv-
alent matrix representations of the group H6. In analogy with the case of the
Heisenberg-Weyl group, the coherent states of H6 are obtained by choosing
the vacuum state as extremal state, and by considering a representative in the
coset space H6/(U(1)⊗ U(1)), that is the product D(α)S(ε) of the displace-
ment and squeezing operators. The single-mode algebra h6 can be extended to
the n-mode case [325], by considering the subgroup of sp(2n + 2), generated
by the operators
{
a†ia
†
j , a
†
iaj +
1
2
δij , aiaj , a
†
i , aj, I
}
, which are the independent
elements needed to construct the multimode generalization of Hamiltonian
(153):
H =
∑
i
ωi
(
a†iai +
1
2
)
+
∑
ij
(pij a
†
ia
†
j + h.c.)
+
∑
ij
rij
(
a†iaj +
1
2
δij
)
+
∑
i
(sia
†
i + h.c.) . (208)
More recently, the formalism of nonlinear algebras has been applied to multi-
photon optical Hamiltonians associated to symmetries which can be described
by polynomially deformed SU(1, 1) and SU(2) algebras [326]. A general ap-
proach to construct the multiphoton coherent states of such algebras has been
introduced in Ref. [327]. Here we want to briefly recall the basic concepts of
this method. In the Cartan basis, a deformation of a Lie algebra is obtained by
replacing Eq. (200) with [Eα, E−α] = f(Hi), where f(Hi) is a polynomial func-
tion of Hi. In particular, the polynomial deformation of the Jordan-Schwinger
realizations of the SU(2) and SU(1, 1) algebras takes the form
[J0, J±] = ±J± , [J+, J−] = F (J0) =
n∑
i=0
CiJ
i
0 , (209)
where J0 is the diagonal operator, J± are the scaling operators, and the co-
efficients Ci are real constants. Interesting cases are the quadratic algebra
(F (J0) quadratic in J0) and the cubic, or Higgs, algebra (F (J0) cubic in J0).
For example, the coherent states associated with the trilinear Hamiltonian
(124) have been defined by using the generators of the polynomial quadratic
algebra, J0 =
1
2
(a†a − K0), J+ = a†K− = J†− [327]. The spectrum and the
eigenfunctions of the general two-mode multiphoton Hamiltonian
HHig = ω1a
†
1a1 + ω2a
†
2a2 + κa
†2
1 a
2
2 + κ
∗a21a
†2
2 , (210)
can be found [328] by exploiting the Higgs algebra, generated by the operators
J+ = a
†2
1 a
2
2 = J
†
−, and J0 =
1
4
(a†1a1 − a†2a2).
Another class of nonlinear coherent and squeezed states associated with a sim-
ple nonlinear extension of the harmonic-oscillator algebra can be obtained as
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follows. Given a well defined, Hermitian function f(n) of the number operator
n, let us define the pair of lowering and raising operators
A = af(n) , A† = f(n)a† , (211)
which satisfy the following commutation relations
[n,A] = −A , [n,A†] = A† ,
[A,A†] = (n + 1)f(n+ 1)2 − nf(n)2 . (212)
Nonlinear coherent and squeezed states can be constructed either as eigen-
states of the generalized annihilation operator A [329,330], namely
A|γ, f〉 = af(n)|γ, f〉 = γ|γ, f〉 , (213)
or by the action of a displacement-type operator on the vacuum [331,332].
In this case, we first need the definition of a dual algebra by defining the
canonical conjugate B† of A:
B† .=
1
f(n)
a† , [A,B†] = 1 . (214)
Nonlinear coherent and squeezed states are then defined as
|ζ, f〉 = eζA†−ζ∗B|0〉 , |ζ˜, f〉 = eζ˜B†−ζ˜∗A|0〉 , (215)
|ξ, f〉 = e 12 (ξA†2−ξ∗B2)|0〉 , |ξ˜, f〉 = e 12 (ξ˜B†2−ξ˜∗A2)|0〉 . (216)
An extension of this approach that yields a larger class of multiphoton co-
herent state was formulated by Shanta, Chaturvedi, Srinivasan, and Agarwal
[333]. They developed a method to derive the eigenstates of a generalized
(multiphoton) annihilation operator F consisting of products of annihilation
operators and of functions of the number operators. The method is based
on constructing a family of operators {G†i} such that [F,G†i ] = 1. Let |v〉i,
i = 0, 1, ..., denote the states annihilated by F , and let {Si} the collection
of subspaces of states realized by repeated application of the operator F † on
|v〉i. The Fock space is then decomposed into the mutually orthogonal sectors
Si. Let G
†
i be an operator such that [F,G
†
i ] = 1 holds in the sector Si. The
conjugate Gi annihilates the same states as F : Gi|v〉i = 0 ∀ i. The following
states
|f〉i = efG
†
i |v〉i , |g〉i = egF † |v〉i (217)
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are eigenstates of F and Gi, respectively, i.e. F |f〉i = f |f〉i and Gi|g〉i = g|g〉i,
and they satisfy the relation i〈f |g〉k = ef∗gδik. For simplicity, we consider the
single-mode case with F of the form f(a†a)ap (with f(x) 6= 0 at x = 0 and at
positive integer values of x). The vacua |v〉i coincide with the Fock states |i〉,
i = 0, 1, ..., (p− 1), and the sectors Si are built out of these vacua by repeated
applications of F †: Si = {|pn + i〉}, (n = 0, 1, ...). The operators G†i can be
explicitly constructed
G†i =
1
p
[a†a− i]F † 1
FF †
=
1
p
F †
1
FF †
[a†a+ p− i] = G†0
a†a+ p− i
a†a+ p
. (218)
A clarifying example is obtained in the particular case F = a2 (f = 1 , p = 2).
The two vacua of F are the states |0〉 and |1〉 and the corresponding sectors
of the Fock space are S0 = {|2n〉}∞n=0 and S1 = {|2n + 1〉}∞n=0, respectively,
the sets of even and odd number states. The canonical conjugates of F in the
two sectors are
G†0 =
1
2
a†2Ia , G
†
1 =
1
2
a†Iaa† , (219)
where Ia =
1
1+a†a . Consequently, the eigenstates of F are
|f〉0 = e
f
2
a†2Ia|0〉 , |f〉1 = e
f
2
a†Iaa† |1〉 , (220)
namely, linear combinations of the even and odd Fock states, respectively. The
corresponding eigenstates of G0 and G1 are
|g〉0 = ega†2 |0〉 , |g〉1 = ega†2 |1〉 . (221)
The state |g〉0 with |g| ≤ 1 is the squeezed vacuum, while |g〉1 is a squeezed
number state. This scheme allows for a systematic construction of the eigen-
states of products of annihilation operators.
5.2 Hamiltonian models of higher-order nonlinear processes
We will now introduce the study of phenomenological theories of k-photon
parametric amplification, for arbitrary k, based on the quantization of expres-
sion (78) [221,222,223,224,225,226,227,334,335,336,337,338,339].
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5.2.1 Nondegenerate, fully quantized k-photon down conversion
Already in 1984, a dissipative multimode parametric amplifier was studied
by Graham [340] to derive a general relation between the intensity cross-
correlation function and the intensity autocorrelations for any pair of simul-
taneously excited modes. The nondegenerate, k-photon parametric amplifier
is described by the interaction Hamiltonian of the general form
Hndg,kphI = κ
(k)a†1a
†
2 · · ·a†kb + H.c. , (222)
with real κ(k) and under condition of approximate resonance |ωb−∑ki=1 ωi| ≪
ωj, j = 1, . . . , k. In the absence of losses, by using the conserved quantities
Dij = a
†
iai − a†jaj , it can be shown that the intensities of pairs of excited
modes are maximally correlated at all times, namely 〈a†iai〉 = 〈a†jaj〉 and
〈a†ia†jaiaj〉 = 〈a†ia†iaiai〉+ 〈a†iai〉 (i 6= j). If finite losses are considered, solution
of the master equation in the steady state yields
ηi〈a†iai〉 = ηj〈a†jaj〉 (223)
〈a†ia†jaiaj〉 =
ηi
ηi + ηj
〈a†ia†iaiai〉+
ηj
ηi + ηj
〈a†ja†jajaj〉
+
ηi
ηi + ηj
〈a†iai〉 , i 6= j , (224)
where ηi is a phenomenological constant relative to the mode ai. Since the
total power Pi extracted from the mode ai is given by Pi = 2ηiωi〈a†iai〉, Eq.
(223) implies the Manley-Rowe’s relation [162]
P1
ω1
=
P2
ω2
= . . .
Pk
ωk
. (225)
Eqs. (224) show the presence of strong correlations between excited modes
due their joint, simultaneous generation by the same quantum process. It is
quite evident that, for reasons of convenience and practicality, most of the
studies are devoted to the simplest case of complete degeneracy, described by
the Hamiltonian
Hdg,kphI = κ
(k)a†kb + H.c. , (226)
where κ(k) is proportional to the k-th order nonlinearity. After these pre-
liminary considerations on the most general, nondegenerate, fully quantized
k-photon interaction, in the following we will review more in detail the ap-
proaches and the methods used to study the dynamics of the degenerate k-
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photon amplifier, either in the fully quantized version or in the parametric
approximation for the pump mode.
5.2.2 Degenerate k-photon down conversion with classical pump
In 1984, Fisher, Nieto, and Sandberg [221] claimed the impossibility of gener-
alizing the squeezed coherent states by means of generalized k-photon (k > 2),
unitary “squeezing” operators of the form:
Uk = exp{iAk} = exp{zka†k − z∗kak + ihk−1} , k > 2 , (227)
where hq is a Hermitian operator polynomial in a and a
† with degree q. In par-
ticular, they considered the vacuum expectation value of Uk with hq = 0 and
showed that this operator is unbounded. In fact, expanding the exponential
of Eq. (227) in a power series and taking the expectation value in the vacuum
state, it results
〈0|Uk|0〉 = 1− |zk|2k!
2!
+ |zk|4 1
4!
[(k!)2 + (2k)!]
+ ... + (−1)n|zk|2n 1
(2n)!
Cn + ... , (228)
where Cn is formed of positive terms.
The largest one is of order (kn)!, so that limn→∞ |zk|2n 1(2n)!Cn 6= 0 for all
k > 2 and zk 6= 0. The terms of large order 2n in the series with alternating
signs (228) are bounded from below by (kn)!/(2n)!, which has no convergent
limit for n → ∞ when k > 2. In conclusion, the series is divergent, and |0〉
is not an analytic vector of the generator Ak in the Fock space. Therefore, a
”naive” generalization of one-photon coherent states and two-photon squeezed
states to many-photon generalized squeezed and coherent states appears to be
impossible.
The problem raised in Ref. [221] inspired the introduction of new types of gen-
eralized k-photon squeezed coherent states [334,335], whose definition is based
on the generalized multiphoton operators of Brandt and Greenberg [163],
including those defined for Holstein-Primakoff realizations [341] of SU(2),
SU(1, 1) and SU(n) [335].
However, the problem of the divergence of the vacuum to vacuum matrix ele-
ment (228) can be approached by more standard methods, and has in fact been
solved by Braunstein and McLachlan [222]. They studied the matrix element
by numerical techniques and, using Pade´ approximants, obtained good conver-
gence of the asymptotic series. They considered the degenerate multiphoton
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parametric amplifier (226) that, in the Schro¨dinger picture, for k-photon pro-
cesses, and within the parametric approximation takes the form
Hdg,kphP = ωa
†a + i[zk(t)a†k − z∗k(t)ak] , (229)
where zk(t) = |z|ei(φ−kωt). In the interaction picture, the time evolution oper-
ator corresponding to Eq. (229) reads
Uk(z, z
∗; t) = exp{(za†k − z∗ak)t} , (230)
where z = |z|eiφ. The properties of the states generated by the time evolution
Eq. (230) can be studied using the Husimi function Q(α) = Tr[ρ(t)δ(a −
α)δ(a† − α∗)], where ρ(t) = Uk(t)ρ(0)U †k(t). If the initial state is the vacuum
ρ(0) = |0〉〈0|, Q is invariant under a rotation of 2π/k, leading to a k-fold
symmetry in phase space. Assuming a real z, defining a scaled time r =
|z|t, and exploiting the equations of motion for the density operator in the
interaction picture and standard operatorial relations, the evolution equation
for the Q−function reads
∂Q
∂r
= LQ ≡

αk −
(
α +
∂
∂α∗
)k
+ α∗k −
(
α∗ +
∂
∂α
)k
Q , (231)
where L is the Liouvillian operator. The general solution of Eq. (231) is of the
form
Q(r) = exp{rL}Q(0) = Q(0) + LQ(0)r + 1
2
L2Q(0)r2 + ... , (232)
where Q(0) is the initial value of the Q−function. Being that the series (232)
is in fact asymptotic, it can be truncated in order to determine the small-time
behavior. For the initial vacuum state ρ(0) = |0〉〈0|, this truncation yields
Q(r) ∼ e−|α|2[1 + r(αk + α∗k)] + O(r2)
= e−|α|
2
[1 + 2r|α|k cos(kθ)] + O(r2) , (233)
where α = |α|eiθ. For r ≪ 1 the Q−function exhibits k lobes along the di-
rections θ = 0, 2π
k
, ..., 2π(k−1)
k
, showing a strong nonclassical behavior even for
short times. In Fig. (15) we show contour-plots of the Q-function correspond-
ing to U3 and U4, with r = 0.1 and r = 0.025 respectively; the presence of
the arms, revealing the symmetry of the system, can be observed already for
short times. There is no analytic technique to study the full dynamics at all
84
Fig. 15. Contour plots of the Q-function for the initial vacuum state and for (a)
k = 3, r = 0.1; (b) k = 4, r = 0.025.
times; one possible method is to expand the Q-function in a power series in
terms of Fock space matrix elements of the evolution operator:
Q(r) = exp{−|α|2}
∣∣∣∣∣
∞∑
n=0
α∗n√
n!
〈n|Uk(r)|0〉
∣∣∣∣∣
2
. (234)
The problem is then further reduced because the matrix elements are nonva-
nishing only for n multiple of k, n = mk. In this case one has
〈k|Uk(r)|0〉 = 1√
k!
d
dr
〈0|Uk(r)|0〉 ,
〈2k|Uk(r)|0〉 = 1√
(2k)!
(
k! +
d2
dr2
)
〈0|Uk(r)|0〉 , .... . (235)
The divergence of the vacuum-to-vacuum matrix element is due to the sin-
gular behavior on the imaginary time axis, since the Taylor series converges
only up to the nearest pole. An analytic continuation can be obtained using
the Pade´ approximants [342] which reproduce the pole structure that limits
the convergence of the Taylor series. Therefore, one can conclude, following
Braunstein and McLachlan, that the generalization of one-photon coherent
states and two-photon squeezed states to the many-photon case is possible,
and that the resulting non Gaussian states show evident nonclassical features.
Successively, Braunstein and Caves [223] have studied in detail the statistics
of direct, heterodyne and homodyne detection for the generalized squeezed
states associated with the cubic and quartic interaction Hamiltonians
Hdg,3phP = iκ(a
†3 − a3) , (236)
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Hdg,4phP = iκ(a
†4 − a4) , (237)
(κ real), and to the interaction Hamiltonian introduced by Tombesi and Mecozzi
[336]
H
dg,(2−2)ph
P = κ[i(a
†2 − a2)]2 = −κ(a†4 + a4) + κ(a†2a2 + a2a†2) . (238)
The Hamiltonians Hdg,3phP and H
dg,4ph
P can be studied by numerical methods,
while the Hamiltonian H
dg,(2−2)ph
P describes an exactly solvable model [336]
based on both four-photon and Kerr processes in nonlinear crystals without
inversion center. It can be obtained by the model Hamiltonian
HM = ωa
†a + γ(3)(a†2a2 + a2a†2) + γ(4)[E∗(t)a4 + E(t)a†4] , (239)
where γ(3) and γ(4) are proportional, respectively, to the third- and fourth-
order susceptibility tensors, and E(t) = Eeiφ−4ωt is a classical external pump
field. In the interaction picture, setting the phase of the pump φ = π and
choosing the amplitude E such that E = γ(3)/γ(4), the Hamiltonian (239) leads
to Eq. (238), defining κ = γ(4)E. The time evolution operators corresponding
to the Hamiltonians of Eqs. (236), (237) and (238) are respectively
U3(r) = e
r(a†3−a3) , (240)
U4(r) = e
r(a†4−a4) , (241)
U2,2(r) = e
ir(a†2−a2)2 , (242)
where r = κt is a scaled time. The evolution operator U2,2(r) can be written as
a Gaussian average over the analytic continuation of the quadratic evolution
operator [336]
U2,2(r) =
∞∫
−∞
dξ
1√
π
e−ξ
2
e2
√
irξ(a†2−a2) . (243)
In this case, the vacuum-to-number-state matrix elements are given by
〈n|U2,2(r)|0〉 =
π−1/2
√
n![(n/2)!]−12−n/2
∞∫
−∞
dξe−ξ
2 (tanh τ)
n/2(√
cosh τ
) ∣∣∣∣τ=4√irξ n even, (244)
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and 0 for n odd. The statistics of direct, heterodyne, and homodyne detection
correspond, respectively, to determine the photon number distribution, the
Q-function, and the projections of the Wigner function [223]. For the Hamil-
tonian Hdg,3phP , the photon number distribution shows photon triplets, while
for Hdg,4phP and H
dg,(2−2)ph
P it shows photon quadruplets. In the same way, the
Q-function exhibits the characteristic shape with three and four arms (lobes).
Finally, the Wigner function shows interference fringes due to coherent super-
position effects in phase space.
5.2.3 Degenerate k−photon down-conversion with quantized pump
We now turn to the properties of k−photon down-conversion with quantized
pump in a high-Q cavity in the presence of a Kerr-like medium. Among others,
the collapses and revival phenomenon in the energy exchange of two field
modes [225], the statistics of the process [226], the phase properties [227], the
signal-pump entanglement [339], and the limit on the energy transfer between
the modes [339] have been studied. In the rotating wave approximation, the
process of k−photon down conversion, with k ≥ 3, can be described, including
the free parts and the Kerr terms, by the effective total Hamiltonian
Hdg,kphQ = ωaa
†a+ ωbb†b+ λk(akb† + a†kb)
+ gaa
†2a2 + gbb†2b2 + gaba†ab†b , (245)
where exact resonance ωb = kωa is assumed, and λk, ga, and gb are real con-
stants, with λk ∝ χ(k), and the gis ∝ χ(3). The time evolution generated
by Hamiltonian (245) is not plagued by the divergences that appear in the
parametric approximation studied in the previous paragraph. The integral of
motion
N (k) = a†a + kb†b (246)
decomposes the Hilbert space of the whole system H = Ha ⊗ Hb in the di-
rect sum H = ⊕iHi, where each subspace Hi, associated to a fixed, positive
integer value Ni (Ni = 0, ...,∞) of N (k), is defined as the set of all state
vectors that can be expressed as linear combinations of the basis vectors
{|Ni − nk, n〉 , n = 0, ..., [Ni/k]}, where |Ni − nk, n〉 is a compact notation
for the two-mode number state |Ni − nk〉a|n〉b, and [x] stands for the integer
part of x. The dimension of the subspace Hi is [Ni/k]+1. This decomposition
of the Hilbert space enables to diagonalize the Hamiltonian on each subspace
Hi, with eigenvalue equation
Hdg,kphQ |Ψγ,Ni〉 = Eγ,Ni |Ψγ,Ni〉 , (247)
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where γ = 0, ..., [Ni/k]. In terms of the eigenvalues and eigenvectors, the evo-
lution operator of the system can be written in the form
U(t) = e−itH
dg,kph
Q =
∞∑
Ni=0
[Ni/k]∑
γ=0
e−itEγ,Ni |Ψγ,Ni〉〈Ψγ,Ni| , (248)
and the eigenstates |Ψγ,Ni〉 can be expressed in the basis {|Ni − nk, n〉} as
|Ψγ,Ni〉 =
[Ni/k]∑
m=0
〈Ni −mk, n|φγ,Ni〉|Ni −mk, n〉 , (249)
so that, finally, given any initial state |Φ〉0 of the system, it is possible to
reconstruct the density matrix ρ(t) and to analyze the statistical properties
of the field at all times. In the following analysis, all the Kerr terms in the
Hamiltonian (245) will be put to zero for simplicity. On the other hand, this
choice will be physically justified a posteriori in the case k = 3 (possibly
resonant). Moreover, concerning the mathematical analysis of the problem
with generic k, such terms are harmless because they always commute with
the integral of motion N (k). Clearly, a convenient choice for |Φ〉0 is the pure
two-mode Fock state |Ni − kl, l〉; however, a more realistic choice is the state
|0〉a|β〉b. Every initial state |Φ〉0 can be expressed as |Φ〉0 = ∑∞Ni=0 cNi |ΦNi〉0,
where |ΦNi〉0 is the normalized projection of the initial state on the subspace
associated to the value Ni of the integral of motion, and with real weight
factor cNi (
∑∞
Ni=0
c2Ni = 1). It is worth noting that the form of the initial
state will strongly influence the dynamics of the system. As a simple example,
we will study the time evolution driven by the three-photon down conversion
(k = 3) Hamiltonian (245), without Kerr-like terms, of the initial Fock state
|Φ〉0 = |4, 7〉, and thus with a constant of motion Ni = 25. In Fig. (16) we show
the time evolution of the mean intensity Ij(τ) (j = a, b) in the two modes as
a function of the scaled, dimensionless time τ = λ3t. A very sharp sequence of
collapses and revivals in the energy exchange between the field and the pump
modes is clearly observable. The introduction of the Kerr terms can lead to
an enhancement of the phenomenon; on the other hand, for too high values of
the Kerr couplings gi, the collapse-revival behavior is lost and replaced by a
modulated oscillatory behavior. To establish the statistical properties of the
fields, we can evaluate the Mandel’s Q parameter. Fig. (17) (a) shows the
evolution of the Q parameter for the same initial Fock state. We see that
the pump mode b exhibits strong oscillations between the super-Poissonian
(positive Q) and the sub-Poissonian regime (negative Q), while the statistics
of mode a, although presenting fast oscillations, remains almost always super-
Poissonian. However, it can be shown that for small values of Ni the statistics
in both modes remains almost always sub-Poissonian, while for increasing Ni
the statistics tends to lose its sub-Poissonian character in either mode. Another
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Fig. 16. Ij(τ) as a function of the dimensionless time τ for an initial Fock state |4, 7〉,
nonlinearity of order k = 3, and constant of the motion Ni = 25. The upper curve
(full line) corresponds to Ia(τ) in the degenerate mode a; the lower curve (dotted
line) corresponds to Ib(τ) in the quantized pump mode b. The beats’ envelope and
the sequence of collapses and revivals are clearly observable.
Fig. 17. Figure (a): Q parameters of mode a and mode b as functions of the rescaled,
dimensionless time τ for the initial Fock state |4, 7〉, k = 3, and Ni = 25. The upper
curve (full line) corresponds to Qa(τ), the lower (dotted line) to Qb(τ). Strong oscil-
lations between super- and sub-Poissonian statistics in mode b are clearly observable.
Figure (b): Cross-correlation g
(2)
ab as a function of the rescaled, dimensionless time
τ , for the same initial state. Anticorrelation of the modes is observed at all times.
interesting physical feature can be investigated through the time evolution of
the cross-correlation function g
(2)
ab = 〈a†ab†b〉/〈a†a〉〈b†b〉. As shown in Fig. (17)
(b), g
(2)
ab < 1 at all times, indicating a permanent anticorrelation of the field and
pump modes, so that there is a strong tendency for photons in the two different
modes not to be created/detected simultaneously. When |Φ〉0 = |0〉a|β〉b and
the intensity |β| of the initial coherent state for mode b is high enough, the
anticorrelation can be violated [226]. The quantum dynamics realized by the
Hamiltonian (245) is also able to produce strong entangled states of the signal
and pump modes. To quantify quantum correlations in a two-mode pure state
(and, in general, in any bipartite pure state) we can resort to the von Neumann
entropy of the reduced single-mode mixed state of any of the two modes:
S(α) = −Trα[ρα ln ρα], where ρα = Trα′ 6=α[ρ] is the reduced density operator
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for mode α (α = a, b). If the two modes are assumed to be initially in a
pure product state, then S(a)(t = 0) = S(b)(t = 0) = 0. As the evolution
is unitary (Hamiltonian), the total entropy S of the system is a conserved
quantity. From the Araki-Lieb theorem [343], which can be expressed in the
form |S(a)−S(b)| ≤ S ≤ S(a)+S(b), it follows that S(t) = 0 and S(a) = S(b) for
any t > 0. An equivalent measure of entanglement for pure bipartite states is
the reduced linear entropy SL, that, for simplicity, we will use in the following,
defined as:
SL = 1− Tra[ρ2a] = 1− Trb[ρ2b ] , (250)
where Tr[ρ2] measures the purity of a state: Tr[ρ2] ≤ 1, and saturation is
reached only for pure states. The linear entropy is in fact a lower bound to
the von Neumann entropy: SL ≤ S(α), so that the higher SL, the higher is the
entanglement between the pump and the signal mode. In Fig. (18) we plot
the time evolution of the linear entropy SL during the process of three-photon
down conversion, starting from the initial, factorized Fock state |4, 7〉. We see
Fig. 18. Linear entropy SL as a function of the scaled, dimensionless time τ for the
initial factorized two-mode Fock state |4, 7〉, and nonlinearity of order k = 3. The
entanglement is highly oscillatory, but remains finite at all times τ > 0.
that the Hamiltonian (245) has a strong entangling power, and, as long as
the interaction stays on, the entanglement remains nonvanishing at all times,
although exhibiting a fast oscillatory behavior. More generally, for an initial
coherent state of the pump mode, the entanglement is an increasing function
both of the order of the process and of the intensity of the pump [338].
We conclude this short discussion of multiphoton down conversion processes
with fully quantized pump mode, by discussing some general spectral prop-
erties of the interaction Hamiltonians. Following a method similar to that
developed in Ref. [184] to determine eigenvalues and eigenvectors of four-wave
mixing Hamiltonians, the same authors have determined the energy spectra
and the eigenstates for a general class of two-mode multiphoton models [344].
This procedure successfully applies to the Hamiltonian
Hdg,kphQr = ωaa
†a+ ωbb†b+ g(a†kbr + b†rak) = ωN + gHint , (251)
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where r, k are positive integers, ωa = rω, ωb = kω, and N = ra
†a+ kb†b is an
integral of motion. Clearly, for r = 1, Hdg,kphQr reduces to the k-photon down
converter (245), without the Kerr terms. This setting describes the effective
interaction of a k-degenerate signal field with a r-degenerate pump field. We
can impose the following simultaneous eigenvalue equations [344]
na|Ψλ,M〉 = (nk + na0)|Ψλ,M〉 ,
nb|Ψλ,M〉 = [(M − n)r + nb0]|Ψλ,M〉
Hint|Ψλ,M〉 = λ|Ψλ,M〉 ,
M = 0, 1, ..., na0 = 0, 1, ..., (k − 1), nb0 = 0, 1, ..., (r − 1). (252)
Writing the eigenstates |Ψλ,M〉 in the form
|Ψλ,M〉 = S(a†, b†)|0, 0〉 =
M∑
n=0
αn(λ)
a†(nk+na0)b†[(M−n)r+nb0]
(nk + na0)!
|0, 0〉 , (253)
with αn(λ) real parameters, and exploiting the relation [Hint, S]|0, 0〉 = λ|Ψλ,M〉,
all the energy eigenvalues and eigenstates are determined in terms of the real
parameter λ, which in turn can be determined as the root of a simple polyno-
mial. The same approach can be adopted to study the three-mode Hamiltonian
generalization of Hdg,kphQr involving a k-degenerate signal field a and two pump
fields b and c, respectively r-fold and s-fold degenerate (the opposite interpre-
tation obviously holds as well, taking a as the pump field and b, c as the signal
fields) [345]:
Hdg,kphQrs = ωaa
†a+ ωbb†b+ ωcc†c+ g(a†kbrcs + c†sb†rak) , (254)
with kωa = rωb + sωc.
5.3 Fock state generation in multiphoton parametric processes
Number states are the natural basis in separable Hilbert spaces, constitute
the most fundamental instance of multiphoton nonclassical states, and are
in principle crucial in many concrete applications; therefore, they deserve a
particularly detailed study. On the other hand, the experimental production of
number states presents extremely challenging difficulties. In this Subsection we
will discuss the problem of Fock state engineering, reviewing some of the most
important theoretical and experimental proposals. Most of the methods are
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based either on nonlinear interactions, or conditional measurements, or state
preparation in cavity. [346,347,348,349,350,351,352,353,354]. Concerning state
preparation in a high-Q cavity, here we limit ourselves to mention that number
states |n〉 with n up to 2 photons have been unambiguously observed by the
Garching group lead by H. Walther [346]. Rather, following the main line of
this review, we will briefly describe those theoretical proposals that involve
parametric processes in nonlinear media and optical devices [352,353,354].
Intuitively, the simplest method to prepare a generic quantum state |ψ〉 is to
realize a Hamiltonian operator H , which governs the time evolution starting
from an initial vacuum state: |ψ〉 = eitH |0〉. This idea has been applied by
Kilin and Horosko to devise a scheme for Fock state production [352]. These
authors introduce the following Hamiltonian operator
Hn = λa
†a − λ(a
†a)2
n
+
[
a†n√
n!
(
1− a
†a
n
)
+ H.c.
]
, (255)
with λ real and n ≥ 1 positive integer. It is easy to see that
Hn|0〉 = |n〉 , Hn|n〉 = |0〉 , exp{it˜Hn}|0〉 = |n〉 , (256)
with t˜ = π/2 + 2πm, m integer. For λ = 0, the Hamiltonian (255) can be
realized in a nonlinear medium via two phase-matched processes in which a
classical pump at frequency Ω is simultaneously converted in n photons at
frequency ω = Ω/n. This conversion can be realized by either one of the two
processes Ω→ nω and Ω + ω → (n+ 1)ω. In this case Hn takes the form
Hn = χ
(n)a†nE + χ(n+2)a†n+1aE +H.c. , (257)
where the nonlinear susceptibilities are taken to be real (without loss of gen-
erality), the classical pump field impinging on the crystal is E(+) = Ee−iΩt,
and the medium must be manipulated in such a way that the nonlinear sus-
ceptibilities satisfy the constraint χ(n+2) = −χ(n)/n. At times
t˜ =
π
χ(n)|E|√n!
(
m+
1
2
)
,
(m integer) an initial vacuum state evolves in a n-photon Fock state [352].
Another dynamical model [353] for k-photon Fock state generation is related
to the following interaction Hamiltonian [353]:
HI = ε(a
k + a†k) +
δ
2
a†a(a†a− k) , (258)
where the real, classical pump ε and the nonlinear Kerr coupling δ must satisfy
the condition ε≪ δ, so that the model consists of a Kerr term, perturbed by a
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weak parametric process of order k. The time evolution of the system, starting
from an initial vacuum state, can then be studied in perturbation theory. The
unperturbed Kerr Hamiltonian for the Kerr process couples the states |0〉 and
|k〉, providing a kind of resonance between these states. It can be shown that
at some time, the system is in the state |k〉 with probability one [353].
We mention also an optical device [354], whose scheme is based on an avalanche-
triggering photodetector and a ring cavity coupled to an external wave though
a cross-Kerr medium. Such device can synthesize Fock states and their super-
positions.
Finally, it is worth to remark that, following a different line of thought, a pro-
posal of generation of Fock states by linear optics and quantum nondemolition
measurement has been presented in Ref. [355].
5.4 Displaced–squeezed number states
After the introduction of squeezed number states |mg〉 = S(ε)|m〉 originally
defined by Yuen [186], displaced-squeezed number states have received growing
attention, due to their marked nonclassical properties [356,357,358,359,360,361].
These states are defined as
|α, ε,m〉 = D(α)S(ε)|m〉 . (259)
Obvious subclasses of these states are the displaced number states and the
squeezed number states, which are obtained by simply letting ε = 0 or α = 0,
respectively. Relation (259) immediately suggests a possible generation scheme
by successive evolutions of the Fock state |m〉 in quadratic and linear media.
Starting from an initial number state, the generation of displaced–squeezed
number states by the action of a forced time-dependent oscillator has been pro-
posed in Ref. [362]. The coefficients of the expansion of states |α, ε,m〉 in the
number-state basis have been explicitly computed in Ref. [356], while the ker-
nel of their coherent state representation has been obtained in Ref. [358]. Here
we review the main aspects of the particular realization |0, ε,m〉 (i.e. squeezed
number states) with ε real. Fig. (19) (a) shows the continuous-variable ap-
proximation of the photon number distribution P (n) = |〈n|0, ε,m〉|2 for the
state |0, 1.7, 15〉. It is characterized by regular oscillations for high n and it
is nonvanishing only for even values of |n−m|; hence, for the initial number
state |15〉, P (n) 6= 0 for odd n. As usual, we can compute the average num-
ber of photons 〈n〉 = m cosh(2r) + sinh2 r, and the photon number variance
〈∆n2〉 = 1
2
(m2 +m + 1) sinh2(2r), which shows that the number uncertainty
increases linearly with the initial value m of the photon number. Nonclassical
properties of the squeezed number states are witnessed by extended regions
of negativity of the Wigner function, which are clearly visible in Fig. (19) (b),
plotted for the state |0, 1, 15〉. More generally, phase space representations of
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Fig. 19. (a) Photon number distribution in the state |α, ε,m〉 = |0, 1.7, 15〉. A high
value of the squeezing parameter ε is chosen in order to magnify the oscillatory
behavior. (b) Wigner function for the state |0, 1, 15〉.
displaced–squeezed number states and of their superpositions have been exten-
sively investigated in Refs. [363,364,365]. Higher-order squeezing and nonclas-
sical correlation properties, have been discussed in Ref. [359], and it has been
shown that further nonclassical effects arise when displaced–squeezed number
states are sent as inputs in a Kerr medium [366]. Finally, we wish to mention
a recent successful experiment in the production of displaced Fock states of
light [367]; their synthesis has been obtained by overlapping the pulsed optical
single-photon number state with coherent states at a beam splitter with high
reflectivity.
5.5 Displaced and squeezed Kerr states
Another interesting method to realize nonclassical states of light consists in
associating displacement and squeezing with a third-order nonlinear, unitary
Kerr evolution of the form exp{−iχ(3)a†2a2}. In Section 4, we showed that a
typical Kerr state |ψ〉K is generated by applying the Kerr evolution operator
to an initial coherent state: |ψ〉K = exp{−iχ(3)a†2a2}|α〉. On the other hand,
in the same Section, we have seen that the Kerr interaction acts on the initial
coherent state by modifying the phases of the number states, but leaves invari-
ant the Poissonian statistics. To obtain modifications of the photon statistics,
one can apply further interactions; for instance, the Kerr state |ψ〉K can be
displaced, yielding the so called displaced Kerr state |ψ〉DK = D(β)|ψ〉K,
which can be generated by the action of a nonlinear Mach-Zehnder interfer-
ometer. Considering this device, Kitagawa and Yamamoto [234] showed that
the photon number fluctuations 〈∆n2〉 in a displaced Kerr state are lowered
to the value 〈n〉1/3, as compared to the value 〈n〉2/3 obtained in an amplitude-
squeezed state. With some algebra the displaced Kerr states can be expressed
in the Fock basis, |ψ〉DK = ∑n cn|n〉, where the coefficients cn are given, e.
g. in Ref. [368]. This expansion is handy when determining the analytic ex-
pressions of the photon number distribution and of the Husimi Q-function.
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In Fig. (20) (a) and (b) we show the photon number distribution P (n) and
Fig. 20. (a) Photon number distribution in the state
|ψ〉DK = D(β) exp{−iχ(3)a†2a2}|α〉, plotted for α = 3.5, χ = 0.25, and
β = 2. (b) Contour plot of Q(γ) ≡ pi−1|〈γ|ψ〉DK |2 for the same state.
the contour plot of Q, respectively; we see that, for the super-Poissonian case
of Fig. (20) (a), the contour plot of the Q-function tends to become ring-
shaped. It is worth mentioning that the photon statistics of a squeezed Kerr
state |ψ〉SK = S(ε)|ψ〉K is similar to that of the displaced Kerr states |ψ〉DK .
A detailed discussion of the statistical properties of the displaced and of the
squeezed Kerr states can be found in Refs. [368,369,370,371].
A further generalization of Kerr states is achieved by suitably combining
squeezing, Kerr effect, and displacement. In Fig. (21) we represent a general-
ized version of a nonlinear Mach-Zehnder interferometer, obtained by adding
to the standard device a quadrature-squeezed light generator. This configura-
Fig. 21. Schematic diagram of a nonlinear Mach-Zehnder interferometer for the
generation of the displaced-Kerr-squeezed state |ψ〉DKS .
tion has been proposed to produce the displaced-Kerr-squeezed state |ψ〉DKS =
D(β) exp{−iχ(3)a†2a2}|α, ε〉, where |α, ε〉 is a generic two-photon squeezed
state. The displaced-Kerr-squeezed state |ψ〉DKS allows a further reduction
in the photon number uncertainty down to the value 〈n〉1/5 [369].
95
5.6 Intermediate (binomial) states of the radiation field
The examples discussed so far can naturally be generalized to conceive the en-
gineering of states characterized by a specific (a priori assigned) probability
distribution for the number of photons. In previous Sections we have stud-
ied systems associated with various statistical distributions, such as coherent
states (with Poissonian distribution), thermal states (with Bose-Einstein dis-
tribution), squeezed states (with sub- or super-Poissonian distribution), and
Fock states. In 1985, Stoler et al. [372] succeeded in introducing single-mode
quantum states which interpolate between a coherent and a number state.
They, in fact, introduced the binomial states, characterized by a binomial
photon number distribution. The binomial states |p,M〉B can be written as a
finite combination of the first M + 1 number states:
|p,M〉B =
M∑
n=0



M
n

 pn(1− p)M−n


1/2
|n〉 , 0 < p < 1 , (260)
where

M
n

 is the usual binomial coefficient. The state |p,M〉B reduces to the
coherent state in the limit p→ 0, M →∞, pM = const, while it realizes the
number state |M〉 for p→ 1. The properties of the binomial states have been
investigated in Refs. [372,373,374], and the methods for their generation have
been proposed in Refs. [449,372,373,375]. Binomial states appear to be strongly
nonclassical. In fact, they exhibit intense second and fourth order squeezing
(see definition (150)), whose maxima depend onM . Moreover, the statistics of
these states is intrinsically sub-Poissonian, as the Mandel parameter Q = −p
[374], and their Wigner function exhibits a negative region, more and more
pronounced for increasing p. Binomial states can be generated in a process of
emission of M photons, each one emitted with the same probability p ; for
instance, they can be produced from the vibrational relaxation of an excited
molecule [372]. A simple generalization of the class of states (260), which is
more flexible from the point of view of applications, can be obtained in the
form [376]
|p,M, q〉GB =
M∑
n=0



M
n

 p
1 +Mq
(
p+ nq
1 +Mq
)n−1 (
1− p+ nq
1 +Mq
)M−n
1/2
|n〉 , (261)
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where the additional parameter q satisfies the constraint q ≥ max
{
− p
M
,−1−p
M
}
.
The parameter q can be tuned to control the nonclassical behavior and real-
ize , for instance, a stronger sub-Poissonian statistics. Comparing Eqs. (260)
and (261), it is evident that the emission events for different photons happen
with different probabilities, at variance with the case of the standard binomial
states. This implies that, in the process of generation of the generalized bino-
mial state (261), the probability of photon emission cannot be the same for
the different energy levels of an excited molecule [376].
A further typology of intermediate states is constituted by the negative bino-
mial states [377,378,379,380]. These states interpolate between the coherent
and the thermal states, and are characterized by a negative binomial photon
number distribution, which is, in a sense, the inverse of the binomial distri-
bution, as it can be guessed by noting the inverted order of the factors in
the binomial coefficient. In fact, the negative binomial quantum states are
expressed in the form [381]
|α,M〉NB = (1− |α|2)(M+1)/2
∞∑
n=M

 n
M


1/2
αn−M |n〉 , (262)
where α = |α|eiφ, 0 < |α| < 1, and M is a non-negative integer. A summary
of the main properties of negative binomial states, and a comparison of these
states with the binomial states and with other states of light, can be found
in Refs. ([380,382]). The states (262) can be prepared in optical multiphoton
processes, in terms ofM-photon absorptions from a thermal beam of photons,
or by parametric amplification with suitable initial conditions [380]. It is also
possible to conceive generation schemes of their superpositions [383,384].
Finally, we wish to review the class of the reciprocal binomial states |Φ,M〉RB ,
introduced by Barnett and Pegg [385]. These states have been proposed as
fiducial reference for the experimental reconstruction of the quantum optical
phase probability distribution, in a scheme that mixes the signal field and the
reference state |Φ,M〉RB by means of a beam splitter. The reciprocal binomial
state is defined as
|φ,M〉RB = N−1
M∑
n=0

M
n


−1/2
ein(φ−π/2)|n〉 , (263)
where N is a normalization factor. A scheme for the generation of the states
(263), that can be used as well for the production of states (260) and (262), has
been proposed in Ref. [386]; this proposal is related to the one by Vogel et al.
[351]. The proposed experimental setup is shown in Fig. (22); it is composed
by M two-level (Rydberg) atoms, a Ramsey zone (R), a high-Q cavity (C),
and a field ionization detector (D). The atoms are prepared, by a microwave
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Fig. 22. Experimental setup for the generation of the reciprocal binomial states
(263). The M atoms are prepared by a microwave field R; they are injected in the
cavity C; and, finally, they are counted in the ionization detector D.
field R (Ramsey zone), in a superposition of the ground state |g〉 and of the
excited state |e〉 : c(n)g |g〉(n)+ c(n)e |e〉(n) (with n labelling the n-th atom). The
atoms are then injected one-by-one in the cavity. The on-resonant interaction
of each atom with the cavity field is described by the Hamiltonian Honres =
ω1(|e〉〈g|a + |g〉〈e|a†), where we have dropped the index n. When all the M
atoms are detected in the ground state at the output of the cavity, the state
of the cavity field becomes
N−1
M∑
n=0
Λ(M)n e
−inπ/2|n〉 ,
with the coefficients Λ(M)n given by the recurrence formula
Λ(M)n = (1−δn,0)Λ(M−1)n−1 c(M)e sin(
√
nω1τM )+(1−δn,M)Λ(M−1)n c(M)g cos(
√
nω1τM) .
The procedure is concluded by sending an auxiliary atom in the cavity with
an off-resonant interaction of the form Hoffres = ω2a
†a(|e〉〈e| − |g〉〈g|). If the
atom is prepared in the ground state, the off-resonant interaction produces, in
the atomic states, a conditional phase shift φ controlled by the photon number
in the cavity field. The reciprocal binomial state (263) is finally obtained by
imposing a suitable form for the coefficients Λ(M)n , with φ = ω2T (T being the
duration of interaction) [386].
Besides the binomial states and their generalizations, several other classes of
intermediate states of light have been constructed and investigated, such as
logarithmic states [387] and multinomial states [388]. For a complete bibliog-
raphy on this subject we refer to the review article [308].
5.7 Photon-added, photon-subtracted, and vortex states
Nonclassical states with very interesting properties are the so-called photon-
added states |ψ , k〉, that are produced by repeated applications of the photon
creation operator on an arbitrary quantum state |ψ〉:
|ψ , k〉 = Na†k|ψ〉 , (264)
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where N is a normalization factor. Agarwal and Tara introduced a first type
of states (264), the photon-added coherent states, by choosing for |ψ〉 the
coherent state |α〉 [389]:
|α , k〉 = N (α , k)a†k|α〉 , (265)
where the normalization factorN (α , k) = 〈α|aka†k|α〉−1/2 = [Lk(−|α|2)k!]−1/2,
with Lk(x) the Laguerre polynomial of degree k. The photon-added coher-
ent states (265) exhibit squeezing, and their photon number distribution is a
shifted Poisson distribution of the form
P (n) = N (α , k)2n!|α|
2(n−k)
[(n− k)!]2 e
−|α|2 . (266)
In Fig. (23) (a) we have plotted the Mandel Q parameter as a function of
|α| for different choices of the number k of added photons. We see that the
Mandel parameter remains always below one, and decreases with increasing k,
and the photon number distribution (266) describes a growingly stronger sub-
Poissonian statistics [389]. A further signature of nonclassicality is provided
by the fact that the Wigner function for these states
W
(
ξ =
x+ ip√
2
)
=
2(−1)kLk(|2ξ − α|2)
πLk(−|α|2) e
−2|ξ−α|2 , (267)
plotted in Fig. (23) (b), takes negative values due to the weights of the La-
guerre polynomials. Agarwal and Tara have proposed also a scheme for the
Fig. 23. (a) Plot of the Q parameter of the photon-added coherent states (265) as
a function of the coherent amplitude |α|, for k = 5 (full line), k = 15 (dotted line),
k = 25 (dashed line), and k = 35 (dot-dashed line). (b) Plot of the Wigner function
W (x, p) (267) for k = 15 and α = 2.
production of photon-added states, based on nonlinear processes in a cavity.
The interaction Hamiltonian describing the passage of two-level excited atoms
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(k-photon medium) through a cavity can be written in the form
HI = ησ
+ak + η∗σ−a†k , (268)
where a is the cavity field mode, σ+ = |e〉〈g|, σ− = |g〉〈e|, and the notation
σ± refers to the fact that such atomic raising and lowering operators can be
represented by Pauli matrices. If the initial state of the field-atom system
is the factorized state |α〉|e〉, then, for short (reduced, dimensionless) times
|η|t≪ 1 the evolved state can be approximated by
|ψ(t)〉 ≈ |α〉|e〉 − iη∗ta†k|α〉|g〉 . (269)
When the atom is detected in the ground state |g〉, then the photon-added
coherent state will be generated in the process, apart from a normalization
factor. Alternatively, the state |α , k〉 may also be produced by methods based
on state reduction and feedback [390].
Dodonov et al. [391] have studied the dynamics of the states |α , k〉, when the
field mode eigenfrequency ω is time-dependent, and the Hamiltonian ruling
the time evolution is
H =
1
2
[P 2 + ω2(t)Q2] , ω(t) = 1 + 2γ cos 2t , |γ| ≪ 1 . (270)
The action of this Hamiltonian on photon-added coherent states produces new
states that exhibit, under certain conditions, a larger degree of squeezing with
respect to two-photon squeezed states, and a transition from the initial sub-
Poissonian statistics to a super-Poissonian one.
Varying the choices of the reference state |ψ〉, many other types of photon
added states can be obtained, such as the photon-added squeezed states [392],
the even/odd photon-added states [393], and the photon-added thermal states
[394]. Symmetrically to the photon-added states, one can as well define the
class of the photon-subtracted states. The latter can be obtained by simply
replacing the creation operator a† with the annihilation operator a in Eq.
(264) [395,396]. Proposals for the generation of photon-added and photon-
subtracted states, based on conditional measurements, have been discussed in
Refs. [395,397].
A two-mode generalization of the degenerate photon-added states has been
considered in Ref. [398]. Similar to these two-mode photon-added states are
the two-mode vortex states of the radiation field [399], which are characterized
by a wave function, in the two-dimensional configuration representation, of the
form
ψ(m)v (x, y) =
1√
m!πσ2m+2
(x− iy)me− 12σ2 (x2+y2) . (271)
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The vortex structure of these states shows up in the intensity distribution
function |ψ(m)v (x, y)|2, plotted in Fig. (24). In terms of the field mode operators
Fig. 24. Intensity distribution function for the vortex state (271) with σ =
√
2 and
m = 5.
a and b, the vortex state can be recast in the form
|ψ(m)v 〉 = Nv(a† − ib†)mer(a
†2−a2)er(b
†2−b2)|0, 0〉 ,
Nv = 2
−m/2(1 + ξ)m√
m!σm
, ξ =
σ2 − 1
σ2 + 1
, (272)
where σ = e2r. The nonclassical character of the state (272) emerges from
the behavior of the second-order correlation functions. For different choices
of m, we have plotted in Fig. (25) (a) and (b), respectively, the quantities
g
(2)
aa,T (0) = g
(2)
aa (0) − 1 and g(2)ab,T (0) = g(2)ab (0) − 1, where g(2)aa (0) is the auto-
correlation of mode a, and g
(2)
ab (0) is the cross-correlation between modes a and
b. The graphic shows that the field mode a exhibits sub-Poissonian statistics,
and that modes a and b are anticorrelated. A simple scheme to produce the
Fig. 25. (a): plot of g
(2)
aa,T (0). (b): plot of g
(2)
ab,T (0). Both plots are dawn as functions
of σ, and with m = 2 (full line), m = 5 (dotted line), and m = 10 (dashed line).
vortex states, based on a three-level Λ system interacting with two polarized
fields on resonance, has been proposed in Ref. [399].
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5.8 Higher-power coherent and squeezed states
Among the many nonclassical generalizations of Glauber’s coherent states,
the even and odd coherent states are of particular relevance. They are defined
as two particular classes of eigenstates of a2, respectively with even and odd
number of photons. All the remaining eigenstates can then be obtained as
arbitrary linear combinations of even and odd coherent states. These states
were introduced by Dodonov, Malkin, and Man’ko [315], and can be written
in the following form:
|α〉even = (cosh |α|2)−1/2
∞∑
n=0
α2n√
(2n)!
|2n〉 , (273)
|α〉odd = (sinh |α|2)−1/2
∞∑
n=0
α2n+1√
(2n+ 1)!
|2n+ 1〉 . (274)
These two classes of coherent states have been later generalized by introducing
the j-th order coherent states, defined as the eigenstates of aj [400,401,402]:
aj |α; j, k〉 = αj |α; j, k〉 , (275)
where, as will be clarified, the notation j, k indicates that the states |α; j, k〉
can be written as superpositions of the Fock states {|jn + k〉}, with the ad-
ditional integer parameter k restricted to be 0 ≤ k ≤ j − 1. We recall that a
subclass of these states can be generated at suitable times by a Kerr interac-
tion (see Section 4), and that the even and odd coherent states are a particular
realization of the Barut-Girardello coherent states, already introduced in this
Section.
The solution of Eq. (275) is given by the infinite superposition
|α; j, k〉 = S−1/2(j, k, |α|2)
∞∑
n=0
αjn+k√
(jn+ k)!
|jn+ k〉 , (276)
where
S(j, k, z) =
∞∑
n=0
zjn+k
(jn+ k)!
. (277)
To any fixed eigenvalue α in the equation (275) are associated j solutions
for the j-th order coherent states. It can be seen that the standard coherent
states coincide with the unique solution |α; 1, 0〉 for j = 1 and k = 0. Moreover,
the two solutions with j = 2 , k = 0 and j = 2 , k = 1, |α; 2, 0〉 and |α; 2, 1〉,
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coincide, respectively, with the even and odd coherent states. Nieto and Truax
[402] have computed the wave function solution of the equation (275). It can
be expressed in terms of the following generalized generating functions for the
Hermite polynomials
G(j, k, x, z) =
∞∑
n=0
zjn+kHjn+k(x)
(jn+ k)!
, (278)
and, consequently, cast in the form [402]
〈x|α , jk〉 = e
− 1
2
x2G(j, k, x, α/
√
2)
π1/4S1/2(j, k, |α|2) . (279)
Among the main properties of the states |α; j, k〉, the following relations of
orthogonality can be easily verified
〈α; j, k|α; j, k′〉 = 0 , k 6= k′ = 0, 1, ..., j − 1 ,
〈α; j, k|α; j′, k′〉 = δjn+k , j′n′+k′ , j, j′ ≥ 3 ,
k = 0, 1, ..., j − 1 , k′ = 0, 1, ..., j′ − 1 , n, n′ = 0, 1, ... , (280)
while the relation
1
π
∫
d2α
j−1∑
k=0
|α; j, k〉 〈α; j, k| = 1 (281)
gives a complete representation with respect to α. Moreover, for α 6= α′ the
states |α; j, k〉 and |α′; j, k〉 are not orthogonal; therefore, the generalized co-
herent states |α; j, k〉 form an overcomplete set with respect to α. In addition,
any orthonormalized eigenstate of aj can be recast in the form of a superpo-
sition of j coherent states with different phases:
|α; j, k〉 = e
1
2
|α|2
jS1/2(j, k, |α|2)
j−1∑
l=0
ei
2π
j
k(j−l)|αei 2πj l〉 . (282)
The states |α; j, k〉 do not enjoy second-order squeezing, because they are not
minimum uncertainty states of the canonically conjugated quadrature oper-
ators. On the other hand, all the generalized coherent states |α; j, k〉 exhibit
antibunching effects, and satisfy the definition of N -th order squeezing in the
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sense of Zhang et al. [403]. Given the operators
Z1(N) =
1
2
(a†N + aN) , Z2(N) =
i
2
(a†N − aN) , (283)
these authors, at variance with the more common criterion (150), define the
N -th order squeezed states as those which satisfy the relation
〈∆Z2i (N)〉 <
1
4
〈[aN , a†N ]〉 , i = 1, 2 . (284)
J. Sun, J. Wang, and C. Wang have proved that the generalized coherent states
|α; j, k〉 exhibitN -th order squeezing, in the sense of Eq. (284), ifN = (m+ 1
2
)j,
m = 0, 1, ..., and j even. On the contrary, no state |α; j, k〉 with j odd possesses
higher-order squeezing [401]. The same authors have shown that, both for odd
and for even degree j, all the states |α; j, k〉 are minimum uncertainty states for
the pair of operators Z1(N) and Z2(N), with N = mj (m = 1, 2, ...). Finally,
we mention that in Ref. [404], the one-mode j-th order coherent states have
been generalized to the multimode instance through the following definition
of the multimode higher order coherent states |Ψ〉kl...m:
akbl...cm|Ψ〉kl...m = αkβl...γm|Ψ〉kl...m . (285)
Analogous techniques can be exploited to define the j-th order squeezed states
(which must not be confused with the concept of higher order squeezing of a
state), as the solutions of the eigenvalue equation [402]
[
1
2
(1 + λ)aj +
1
2
(1− λ)a†j
]
|β, λ; j, k〉 = βj |β, λ, jk〉 . (286)
When λ → 1, the j-th order squeezed states reduce to j-th order coherent
states, and they reduce to the standard Glauber coherent states for j = λ = 1.
However, they never reduce to the standard two-photon squeezed states. The
second order (j = 2) squeezed states present interesting features [405]. For
instance, the variances of the amplitude-squared operators 〈∆Z2i 〉, and the
second order correlation function at the initial time g(2)(0) for a second order
squeezed state are functions of the mean photon number 〈a†a〉, and take the
forms:
〈∆Z21 〉 = λ
(
〈a†a〉+ 1
2
)
, 〈∆Z22〉 =
1
λ
(
〈a†a〉+ 1
2
)
, (287)
g(2)(0) =
1
〈a†a〉2
{
(λ− 1)2
λ
(
〈a†a〉+ 1
2
)
+Re[β2]2 +
1
λ2
Im[β2]2
}
. (288)
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From the two relations in Eq. (287), it follows that the parameter λ is a squeez-
ing factor, and can be expressed as the square root of the ratio 〈∆Z21〉/〈∆Z22〉.
Finally, in Ref. [406] it has been shown that the orthonormal eigenstates of an
arbitrary power bj of the linear combination b = µa+νa† (with µ, ν satisfying
the Bogoliubov condition of canonicity) can be constructed by applying the
squeezing operator S(ε) to the j-th order coherent states (276)
|β; j, k〉g = S(ε)|β; j, k〉 = {〈β|P jk |β〉}−1/2S(ε)P jk |β〉 ,
k = 0, 1, ..., j − 1 , (289)
where P jk is a generalized projection operator defined by
P jk =
∞∑
n=0
|jn+ k〉〈jn+ k| , k = 0, 1, ..., j − 1 . (290)
For the particular choice j = 2, the operators P jk (k = 0, 1) and S(ε) commute,
and the states (289) become the so-called even and odd two-photon coherent
states, given by
|β; 2, 0〉g = (cosh |β|2)−1/2e
|β|2
2 P 20 |β〉g ,
|β; 2, 1〉g = (sinh |β|2)−1/2e
|β|2
2 P 21 |β〉g , (291)
where |β〉g is a the standard Yuen two-photon coherent state. In Ref. [406], it
is shown that both even and odd two-photon coherent states exhibit squeezing
for suitable choices of the parameters, and that a strong antibunching effect
is exhibited by the odd states, while this antibunching effect, although still
present, is sensibly weaker in the case of even states.
5.9 Cotangent and tangent states of the electromagnetic field
The class of cotangent and tangent states of the electromagnetic field have
been introduced and discussed in Refs. [407]. These states can be generated in
a high-Q micromaser cavity by the evolution of the harmonic oscillator (cavity
mode) coupled to a “quantum current” consisting of a beam of two-level atoms,
whose initial state is given by a superposition of the upper and lower atomic
states. The effective interaction is described, as usual, by a Jaynes-Cummings
Hamiltonian, with exact resonance between the field frequency and the atomic
transition frequency. Moreover, it is assumed that only one atom at a time is
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present inside the resonator, and that the state of the atom is not measured
as it leaves the cavity. However, the passage of each atom induces a nonselec-
tive measurement [408], described by a partial trace operation on the density
matrix of the total system over the atom variables. Cotangent and tangent
states are generated during the time evolution as finite superpositions of the
form:
|Ψ〉c,t =
M∑
n=N
sn|n〉 . (292)
Here N, M are the number indices associated to “trapping states”, and de-
termined by the conditions
κ
√
Nτ = q π , κ
√
M + 1τ = p π , (293)
where, q, p are integer numbers, κ is the Jaynes-Cummings cavity-atom cou-
pling, and τ is the interaction time between a single atom and the cavity. The
coefficients sn in Eq. (292) are given by
sn = Nc(−i)n(α/β)n
n∏
j=1
cot(κ
√
jτ/2) , (294)
for the choice of q even and p odd in Eq. (293) (cotangent states), and by
sn = Nt(i)n(α/β)n
n∏
j=1
tan(κ
√
jτ/2) , (295)
for the choice of q odd and p even in Eq. (293) (tangent states), with Nc, Nt
normalization constants. Cotangent and tangent states, under suitable con-
ditions, can exhibit sub-Poissonian photon statistics or, alternatively, they
resemble macroscopic superpositions [407]; these nonclassical properties are
in principle remarkably robust under the effects of cavity damping [409]. Fi-
nally, in Ref. [410] it has been shown that these states, under a wide range of
conditions, are highly squeezed, and that the phase distribution can exhibit
oscillations resulting from the formation of states that are again reminiscent
of macroscopic superpositions.
5.10 Quantum state engineering
In the previous Subsections we have reviewed several schemes for the gen-
eration of nonclassical multiphoton states of light beyond the standard two-
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photon squeezed states. However, all these schemes are tied to particular con-
texts and specific descriptions. It would be instead desirable to implement a
general procedure which allows, at least in principle, to engineer nonclassical
multiphoton states of generic form. Several attempts in this direction have
resulted in two main approaches. One approach is based on the time evolution
generated by a generic, controlling Hamiltonian which drives an initial state
to the final target state (pure state, unitary evolution). Another approach is
realized in two steps: first, the quantum system of interest is correlated (en-
tangled) with another auxiliary system; next, a measurement is performed on
the auxiliary system, reducing the state of the system of interest to the de-
sired target state. In the following we briefly review some of the most relevant
methods, thus providing a compact introduction to quantum state engineering
in the framework of multiphoton quantum optics.
a) Clearly, the simplest theoretical and experimental ways to produce non-
classical states of light is based on the processes of amplification in χ(2) and
χ(3) media. The signal and the idler beams of the (nonclassical) squeezed light,
generated in nondegenerate parametric down conversion, exhibit strong space-
time correlations. A destructive measurement on the idler output may lead to
the generation and/or manipulation of nonclassical states of light at the signal
output. Many papers have been devoted to various applications of this strat-
egy [411,412,413,414,415,416,417,418,419]; in the following we review some of
the most relevant results. A feedback measurement scheme has been proposed
by Yuen to produce near-photon-number-eigenstate fields [411]. A quantum
nondemolition measurement of the number of photons can be performed to
generate a number-phase squeezed state [236]. In Ref. [390] the outcome of
a homodyne measurement of the idler wave is used to manipulate the signal
wave by means of feed forward, linear attenuators, amplifiers, or phase modu-
lators. A detailed analysis of the effect on the signal output of a measurement
on the idler output, described by a POVM (positive operator-valued mea-
sure or generalized projection) [408], has been performed by Watanabe and
Yamamoto [413]. In particular, these authors have studied the application of
three different state-reduction measurements (expressed in terms of projection
operators) leading to different output signal fields. If the idler photon number
is measured by a photon counter, the signal wave is reduced to a number-phase
squeezed state; if the idler single-quadrature amplitude is measured by homo-
dyne detection, the signal wave is reduced to a quadrature-amplitude squeezed
state; if the idler two-quadrature amplitudes are measured by heterodyne de-
tection, the signal wave is reduced to a coherent state [413]. In Ref. [414],
Ueda et al. have developed a general theory of continuous state reduction,
by substituting the POVM with suitable superoperators. More recently, arbi-
trary generalized measurements have been considered in Ref. [416]. It has been
shown [418] that the action on a twin beam of an avalanche photodetector, de-
scribed by a specific POVM, may lead to a highly nonclassical reduced state,
characterized by a Wigner function with negative regions. The possibility of
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generating nonclassical states with sub-Poissonian photon-number statistics
has been investigated as well. For instance, the experimental generation of
sub-Poissonian light has been obtained by using a negative feedback sent to
the pump from the idler wave of a twin beam [412]. In Ref. [419], a particular
homodyne detection, with randomized phases and in a defined range of the
quadrature eigenvalues, has been proposed to reduce an initial twin beam to
a sub-Poissonian field.
We remark that these methods have recently led to the successful experimen-
tal generation of several nonclassical states of light [420,421,422,423,424,425].
All these eperiments combine parametric amplification and state-reduction
techniques.
As relevant examples we describe in some detail the beautiful and encouraging
experimental observation of single-photon-added states reported by Zavatta,
Viciani, and Bellini [420], and of single-photon-subtracted states reported by
Wenger, Tualle-Brouri, and Grangier [421]. The experimental setup used by
Zavatta et al. is schematically depicted in Fig. (26); the production of the state
|α, 1〉 = (1 + |α|2)−1/2a†|α〉, with |α〉 denoting a coherent state, is obtained
exploiting the process of nondegenerate parametric amplification of the initial
state |α〉s|0〉i, where the subscripts s and i denote the signal and the idler
beam, respectively. By keeping the parametric gain g sufficiently low, the
output state |ψout〉 can be written in the form
|ψout〉 ∝ (1 + ga†sa†i)|α〉s|0〉i = |α〉s|0〉i + ga†s|α〉s|1〉i . (296)
From Eq. (296) it is clear that if the idler field is detected in the state |1〉i,
then the signal output field is just the state |α, 1〉, that is the single-photon-
added state for α 6= 0, and the one-photon number state for α = 0. The
output single-photon-added coherent state is then reconstructed by exploiting
techniques of quantum tomography (homodyne measurements). By gradually
increasing the amplitude α, a spectacular transition occurs from the quantum
one-photon number state |1〉s at α = 0 to a classical (high intensity) coherent
state at sufficiently high values of |α|. The single-photon-added coherent state
describes the continuous and smooth intermediate regimes between these two
extremes.
The experimental realization of one-photon-subtracted states has been re-
cently reported by Wenger et al. [421]. A simplified description of the exper-
imental setup is depicted in Fig. (27). A single-mode squeezed vacuum |sv〉,
with the squeezing parameter fixed at r = 0.43, is sent to a beam splitter
with low reflectivity R≪ 1; the statistics of the transmitted signal wave is re-
constructed by using a balanced homodyne detector (with detection efficiency
η = 0.75), while the small reflected fraction of the squeezed vacuum beam is
detected by an avalanche photodiode. The postselection then provides non-
Gaussian (nonclassical) statistics. The reconstruction of the state is obtained
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Fig. 26. Experimental scheme for the preparation of a single-photon-added coherent
state. It is based on a parametric down conversion process in a type-I beta-barium
borate (BBO) crystal; initially, the signal field is in a coherent state (seed field),
while the idler field is in the vacuum state. The generation of the one-photon-added
coherent state is conditioned to the detection of one photon in the output idler
mode. The output signal state is then characterized and reconstructed by standard
quantum tomographical techniques.
Fig. 27. Experimental scheme for the preparation of a one-photon-subtracted state.
The twin beam, obtained in the process of degenerate parametric amplification in a
crystal of potassium niobate (KNbO3) is sent to a low reflectivity beam splitter. The
reflected wave is detected by a silicon avalanche photodiode, while the transmitted
wave is sent to a homodyne detection. This scheme provides a degaussification
protocol that maps pulses of squeezed light onto non-Gaussian states.
numerically by considering the expansion of the squeezed vacuum state in the
Fock basis {|n〉} up to n = 10. However, for the sake of simplicity and to
illustrate the procedure, the authors report the calculations by truncating at
n = 4:
|sv〉 = γ0|0〉+ γ1|2〉+ γ2|4〉 , (297)
with γ0 = 0.96, γ1 = 0.27, γ2 = 0.10. The passage through the beam splitter
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yields the output state |sv〉BS:
|sv〉BS = (γ0|0〉1 + T 2γ1|2〉1 + T 4γ2|4〉1)|0〉2
+ (
√
2RTγ1|1〉1 + 2RT 3γ2|3〉1)|1〉2 +O(2) , (298)
where T and R denote the transmittance and the reflectivity of the beam split-
ter, respectively; |·〉1 and |·〉2 denote, respectively, the states of the transmitted
and reflected modes; and O(2) represents higher-order terms containing Fock
states |m〉2 with m > 1. Conditional detection of the state |1〉2 leads to the
generation of the non-Gaussian state:
|sv〉cond ∝ γ1|1〉1 +
√
2γ2T
2|3〉1 . (299)
Having started from the truncated superposition that includes |0〉, |2〉, and
|4〉, the above superposition is clearly the associated one-photon-subtracted
state.
Using a postselection scheme similar to that of Ref. [420], Resch et al. have
experimentally engineered a superposition of the form α|0〉+β|1〉 [422]. In Refs.
[423,424], conditional parametric amplification has been used to produce high-
fidelity quantum clones of a single-photon input state. Finally, the conditional
preparation of a bright sub-Poissonian beam (from a twin beam) has been
reported in Ref. [425], and theoretically analyzed in Ref. [426].
b) In Ref. [351] Vogel, Akulin and Schleich have developed the second ap-
proach, and provided a recipe to construct, in principle, a generic quantum
state of the radiation field. Their scheme, already illustrated in Subsection 5.6,
Fig. (22), for the production of the reciprocal binomial states, is based on the
interaction of N two-level atoms with a resonant mode in a cavity. This inter-
action can be typically described by the Jaynes-Cummings Hamiltonian [23].
Initially, the cavity field is prepared in the vacuum state. One atom at a time
is injected in the cavity in a superposition of the excited state |e〉 and of the
ground state |g〉: |e〉+ iǫk|g〉, where ǫk denotes a complex controlling param-
eter associated to the k-th atom. Let us suppose that k − 1 atoms have been
injected in the cavity without performing any measurement; then, the cavity
field will evolve towards a state of the general form |ψ(k−1)〉 = ∑k−1n=0 ψ(k−1)n |n〉,
where the coefficients ψ(k−1)n must be suitably determined recursively, as we
will see later. Let us suppose now that a measurement is performed on the k-th
atom at the output of the cavity. If this atom is detected in the excited state,
the whole procedure must be repeated. If instead the k-th atom is detected in
its ground state, it can be easily proved that the new state of the cavity field
is
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|ψ(k)〉 =
k∑
n=0
ψ(k)n |n〉 , (300)
ψ(k)n = sin(λτk
√
n)ψ
(k−1)
n−1 − ǫk cos(λτk
√
n)ψ(k−1)n , (301)
where λ denotes the atom-field coupling constant, and τk denotes the inter-
action time. Therefore, the passage of each atom increases by one unit the
number of Fock states appearing in the finite superposition. If the target state
to be engineered is of the generic form |ψtar〉 = ∑Nn=0 cn|n〉, where the N + 1
coefficients cn have been fixed a priori, one must send in the cavity N two-
level atoms. Moreover, it can be shown that the initial internal states of the N
atoms can be prepared in such a way that the controlling parameters ǫ1, . . . , ǫN
assure the identification ψ(N)n = cn, ∀ n. This completes the procedure.
c) A scheme similar to that described above, exploiting Jaynes-Cummings
models in high-Q cavities, has been proposed for the generation of super-
positions states, and in particular of macroscopic quantum superpositions
[427,428,429,430]. A nice proposal is due to Meystre, Slosser and Wilkens
[427]. These authors consider, at very low temperature, a micromaser cavity
pumped by a stream of polarized two-level atoms, and show that macroscopic
superpositions are generated in the cavity. Moreover, they show that the on-
set of these superpositions can be interpreted in terms of a first order phase
transition; at variance with the usual bistable systems involving incoherent
mixture of the states localized at the two minima of an effective potential,
this transition is characterized by coherent superpositions of such states.
In Refs. [429,430] it has been introduced a method for the generation of meso-
scopic (macroscopic) superpositions, that is based on a two-photon resonant
Jaynes-Cummings model, in which a cascade of two atomic transitions of the
kind |e〉 → |i〉 → |g〉 is resonant with twice the field frequency ω: ωeg = 2ω.
Here and in the following ωeg, ωig, will denote the transition frequencies from
the excited state |e〉 and the intermediate state |i〉 of an atom to its ground
state |g〉, ωei will denote the transition frequency from the excited state |e〉 to
the intermediate state |i〉, and Ωeg, Ωig, Ωei will denote the Rabi frequencies
associated to the same pairs of states. The intermediate transition frequences
ωig and ωei are assumed strongly detuned from ω by ∆/2 = ω−ωei = ωig−ω.
The dynamic evolution in the two-photon resonant Jaynes-Cummings model
can be obtained in complete analogy to the ordinary one-photon model, by
noting that the intermediate state |i〉 can be eliminated. In fact, by introduc-
ing the effective Rabi frequency [431] Ωn = [(Ω
2
ei + 2Ω
2
ig) + n(Ω
2
ei + Ω
2
ig)]/∆,
corresponding to an n-photon Fock state between |e〉 and |g〉, the state |i〉
remains unpopulated during the atom-fied interaction time t if the condi-
tion Ω2n t/|∆| ≪ π is satisfied [432]. Let us consider the case in which a
single atom is initially in the excited state |e〉, and the cavity field is in
an arbitrary state; the whole atom-field state is then of the factorized form
|Ψ(0)〉 ≡ |e〉|Ψc(0)〉 = |e〉∑∞n=0 c0(n)|n〉. After a time t, in which the atom-field
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state evolves from |Ψ(0)〉 to |Ψ(t)〉, we can perform a conditional measure-
ment on the atom, obtaining as output the excited state with a probability
Pe = |〈e|Ψ(t)〉|2. If state |e〉 is effectively observed, the coefficients c1(n) of the
new state of the field in the cavity, |Ψc(t)〉 = ∑∞n=0 c1(n)|n〉, can be computed
in terms of the initial coefficients {c0(n)}, the effective Rabi frequencies, and
the probability Pe, and they read c1(n) = (Pe)
−1/2c0(n) cos(Ωn+2t/2). At this
stage of the procedure any quantum state can be, in principle, obtained. How-
ever, if an initial coherent state |α〉 is chosen (i.e. if the initial coefficients c0(n)
are the coefficients of the coherent superposition), the state |Ψc(t)〉 describes
a mesoscopic superposition of coherent states. The method can be easily gen-
eralized [430] to conditional excitation measurements on M atoms, leading to
more complex superpositions, and to a better control on the statistics of the
states.
It is to be remarked that decoherence effects make very difficult to implement
the methods to create mesoscopic or macroscopic superpositions of states of
the radiation field. However, exploiting high-Q cavities, in 1996, Brune et al.
have succeeded in obtaining an experimental realization of a mesoscopic su-
perposition of an ”atom + measuring apparatus” (atom + cavity field) of the
form |Ψcat〉 = 2−1/2(|e, αeiφ〉+ |g, αe−iφ〉), and in observing its progressive de-
coherence [433]. Moreover, in 1997, Raimond et al. have prepared a Scho¨dinger
cat made of few photons, and studied the dynamics of its decoherence [434].
Both these experiments constitute a cornerstone in the investigation of the
quantum/classical boundary by quantum optical methods. For a review on
this subject see Ref. [435].
d) An interesting proposal to control quantum states of a cavity field by
a pure unitary evolution is based on a two-channel approach (both classical
and quantum controlling radiation fields) [436]. A two-level atom in the cavity
interacts with an external classical field Eext(t), and is coupled as well with the
quantum cavity field a, with coupling constant g(t). In resonance conditions,
the controlling interaction Hamiltonian is given by [436]
HI(t) = [Eext(t) + λ(t)a]σ
+ + H.c. , (302)
where σ± represent the standard Pauli matrix notation for the atomic tran-
sitions. The controlling interaction can force the initial state |Ψ(0)〉 = |0, g〉
of the system, i.e. the product of the vacuum cavity field state and of the
atomic ground state, to evolve during a time t˜ towards the general (again fac-
torized) final form |Ψ(t˜)〉 = ∑Mn=0 cn|n, g〉. The procedure can be engineered as
follows. The time interval [0, t˜] is divided in the subintervals of equal lengths,
0 < τ < 2τ · · · < jτ < (j + 1)τ · · · < (2M − 1)τ < t˜ , τ = t˜/2M . Fur-
ther, the classical and the quantum channel are led to act alternatively on the
time subintervals, by assuming for the functions Eext(t) and λ(t) the following
step-periodic time modulation:
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

Eext(t) = Ej
λ(t) = 0
, for 2(j − 1)τ < t < (2j − 1)τ (303)


Eext(t) = 0
λ(t) = λj
, for (2j − 1)τ < t < 2jτ , (304)
where Ej and λj (1 ≤ j ≤ M) are complex constants. The time evolution
operator of the system is, thus, given by a product of evolution operators
associated with each time interval, in the form
U(t˜) = QMCMQM−1CM−1 · · ·Q2C2Q1C1 , (305)
where Qj and Cj represent, respectively, the quantum and the classical evolu-
tions in the j-th interval, and can be expressed in the form of 2× 2 matrices
[436]. The controlling values {Ej} and {λj} of the external classical field and
of the quantum coupling can be finally determined by solving the equation of
motion of the time reversed evolution
|0, g〉 = U(−t˜)|Ψ(t˜)〉 = C†1Q†1 · · ·C†MQ†M |Ψ(t˜)〉 , (306)
which, by connecting the desired final state to the given initial state, completes
the procedure. The possible realization of this model in a cavity through a
two-channel Raman interaction has been discussed as well in Ref. [436]. A
further scheme for the engineering of a general field state in a cavity, which,
at variance with the previous case, is not empty but prepared in a coherent
state, has been considered in Ref. [437].
e) Arbitrary multiphoton states of a single-mode electromagnetic field can
be produced as well by exploiting discrete superpositions of coherent states
along a straight line or on a circle in phase space [438,439]. To this aim, let
us consider, for instance, the discrete superposition of n + 1 coherent states
symmetrically positioned on a circle with radius r [438]:
|n, r〉 = N (r)
√
n!er
2/2
(n+ 1)rn
n∑
k=0
e
2πi
n+1
k|re 2πin+1k〉 , (307)
where the coherent amplitude αk of the kth coherent state entering the su-
perposition, reads αk = r exp{(2ikπ)/(n + 1)}, and N (r) is a normalization
constant. It can be shown that limr→0 |n, r〉 = |n〉 and that, in general, the
superposition state |n, r〉 can approximate the number state |n〉 with good
accuracy. Thus it is clear that a general quantum state can be constructed
by suitable superpositions of coherent states, and an experimental scheme has
been proposed in Ref. [439].
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f) Another general method for preparing a quantum state is based on the
use of conditional output measurements on a beam splitter [440,441,442]. This
method can be applied both to cavity-field modes and to traveling-field modes.
For instance, a simple experimental setup for the generation of photon-added
states has been proposed in Ref. [440]. A signal mode, corresponding to a
density matrix ρ(in) =
∑
Φ p˜Φ|Φ〉〈Φ| which describes a general state, pure or
mixed, with
∑
Φ p˜Φ = 1 and 0 ≤ p˜Φ ≤ 1, and a reference mode, prepared in
a number state |n〉, are mixed at the two input ports of a beam splitter. It
can be shown that zero-photon conditional measurement at one output port
of the beam splitter can be used to generate, at the other output port, photon
added-states for a large class of possible initial states of the signal mode:
coherent states, squeezed states, and displaced number states [440]. In fact,
denoting, as usual, by η the transmittance of the beam splitter, if no photons
are detected at one output port, the quantum state ρ(out)(n, 0) of the mode
at the other output port, which depends on the reference mode |n〉, collapses,
with a certain probability, to the photon-added state
ρ(out)(n, 0) =
∑
Φ
p˜Φ|Ψn0〉〈Ψn0| , |Ψn0〉 = N−1/2a†nηa†a|Φ〉 , (308)
whereN−1/2 is the normalization factor. The same scheme can be implemented
to produce photon-subtracted or photon-added Jacobi polynomial states [441].
At variance with the previous scheme, in this case the measurement is con-
ditioned to record m photons at the output channel, and the collapsed state
ρ(out)(n,m) takes the form
ρ(out)(n,m) =
∑
Φ
p˜Φ|Ψnm〉〈Ψnm| ,
|Ψnm〉 = N−1/2
n∑
k=µ
(−|R|2)k
(k − ν)!

n
k

 ak−νa†kηa†a|Φ〉 , (309)
where R is the reflectance of the beam splitter: |R|2 = 1 − |η|2, ν = n −
m, and µ = max{0, ν}. Finally, a generalized procedure [442], based on this
method, has been devised to engineer an arbitrary quantum state, that can
be approximated to any desired degree of accuracy by a finite superposition
|Ψ〉 of number states: |Ψ〉 = ∑Nn=0 ψn|n〉. The state |Ψ〉 can be written in the
form
|Ψ〉 =
N∑
n=0
ψn√
n!
a†n|0〉 = (a† − β∗N )(a† − β∗N−1) · · · (a† − β∗1)|0〉 , (310)
where β∗j (j = 1, . . .N) are the complex roots of the characteristic polynomial∑N
n=0
ψn√
n!
(β∗)n = 0. Using the relation a† − β = D(β)a†D†(β) (where D(β) is
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the Glauber displacement operator), the state (310) can be expressed in the
form
|Ψ〉 = D(βN)a†D†(βN)D(βN−1)a†D†(βN−1) · · ·D(β1)a†D†(β1)|0〉 . (311)
Therefore, the truncated state |Ψ〉 can be obtained from the vacuum by a
sequence of two-step procedures, each one constituted by a state displacement
and a single-photon adding. Such a sequence of operations can be realized, for
instance, according to the following proposed experimental setup [442]. The
scheme is depicted in Fig. (28), and employs an array of 2N+1 beam splitters
and N highly efficient avalanche photodiodes. Each two-step procedure corre-
Fig. 28. Experimental setup for the engineering of arbitrary states of a traveling-field
mode. The array consists of 2N +1 identical beam splitters all characterized by the
same transmittance η. Coherent states |αi〉 and single-photon Fock states |1〉 in
alternate sequence enter one input port of the beam splitters. The desired output
state |Ψ〉 is prepared by a suitable choice of the coherent amplitudes αi.
sponds to the action of a couple of beam splitters, and is repeated N times. If,
for all the two-step blocks, the photodiode detectors do not record photons,
the two-step procedure supplies each block with the operation a†ηa
†aD(αi)
(i = 1, . . . N), while the last (2N + 1)-th beam splitter realizes the final dis-
placement D(αN+1). Thus, with a certain probability, the output state is:
|Ψ〉 ∼ D(αN+1)a†ηa†aD(αN)a†ηa†aD(αN−1) · · ·a†ηa†aD(α1)|0〉 . (312)
Finally, it can be shown that the states (311) and (312) coincide for a suitable
choice of the experimental parameters αi (i = 1, . . . N +1) [442]. This method
has been proposed for the engineering of the reciprocal binomial states and
of the polynomial states of the electromagnetic field [443,444]. Fiura´sˇek et al.
have introduced an interesting variation of the scheme of Ref. [442]. At variance
with the first proposal, in Ref. [445] the engineering of an arbitrary quantum
state is achieved by repeated photon subtractions. This scheme is motivated
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by the fact that photon subtractions are experimentally much more practi-
cable than photon additions. In their scheme the initial vacuum is replaced
by a squeezed vacuum, and photon subtractions are realized by conditioned
photodetections.
g) Here we consider two other methods for the engineering of nonclassical
states by means of multiphoton processes in nonlinear media. A first proposal
is due to Leon´ski [446], and it is based on a set of models leading to the
generation of quantum states that are very close to the coherent states of
finite dimensional Hilbert spaces. The (s + 1)-dimensional coherent states,
finite dimensional approximations to the Glauber coherent states, have been
defined in Refs. [447,448]. They can be expressed in the standard form
|α〉(s) =
s∑
n=0
c(s)n |n〉 , (s)〈α|α〉(s) =
s∑
n=0
|c(s)n |2 = 1 , (313)
where the coefficients c(s)n have been numerically computed by Buzˇek et al.
[447], and later analytically determined by Miranowicz et al. [448]. Leon´ski
has shown that, starting from an initial vacuum state, superpositions very
close to |α〉(s) can be generated by suitable interactions between an external
field and a nonlinear medium in a cavity[446].
The second proposal has been presented in Ref. [449] by A. Vidiella-Barranco
and J. A. Roversi, and it is a generalization of the method introduced in Ref.
[352]. The authors show that an arbitrary pure state |ψ〉, expressed in the
Fock basis: |ψ〉 = ∑Mn=0 cn|n〉, can be obtained as the results of the unitary
evolution generated by the Hamiltonian
HMmph = f0(a
†a) +
M∑
m=1
cm√
m!
[F (a†a)am + a†mF (a†a)] , (314)
where
f0(a
†a) = c0[2(1− a†a)F (a†a)− 1] , F (a†a) =
M∑
l=0
Al (a
†a)l . (315)
The coefficients Al can be determined by the M + 1 conditions A0 = 1 and
1+ pA1+ p
2A2+ ...+ p
MAM = 0, with p = 1, ...,M . As an example, the state
|ψ2〉 = c0|0〉+ c2|2〉 can be generated by the Hamiltonian [449]
H22ph = c0[1− 5a†a+ 4(a†a)2 − (a†a)3] +
c2√
2
[F (a†a)a2 +H.c.] , (316)
F (a†a) = 1− 3
2
a†a +
1
2
(a†a)2 , (317)
116
which, however, would require, to be realized in nonlinear media, contributions
from susceptibilities of very high order.
We conclude this Subsection by briefly mentioning some more recent proposals
of quantum state engineering. A scheme based on the use of conditional mea-
surements on entangled twin-beams to produce and manipulate nonclassical
states of light has been investigated in Ref. [450]. Another proposal has been
presented in Ref. [451] in order to engineer squeezed cavity-field states via
the interaction of the cavity field with a driven three-level atom. Finally, the
high nonlinearities available in the electromagnetically induced transparency
regime offer further possibilities to quantum state engineering. For example,
in Ref. [452] the generation of entangled coherent states via the cross-phase-
modulation effect has been carefully analyzed.
5.11 Nonclassicality of a state: criteria and measures
Although a universal criterion for detecting nonclassicality of a quantum state
is a somewhat elusive concept, in this Subsection we will discuss some inter-
esting proposals aimed at qualifying and quantifying nonclassicality, limiting
our attention to single-mode states of the radiation field. As we have already
seen, the concept of nonclassicality of a state of the radiation field is generally
associated with some emerging physical property with no classical counter-
part. Typically, nonclassicality can be measured in a variety of ways, e.g. by
computing the degree of squeezing [187,215,403,453]; by observing the sub-
Poissonian behavior of the statistics [41,454] or the presence of oscillations in
the photon number distribution [455]; and by investigating the non-existence
or the negativity of the phase-space quasi-probability distributions [15,46].
Besides these traditional and useful tests, many other types of indicators,
conditions, and measures highlighting different nonclassical signatures, have
been introducedin the literature. Among the most interesting, we mention the
distance of a considered state to a set of reference states (e.g. the coherent
states) [456,457,458,459]; some peculiar behaviors of quasi-probability distri-
butions or characteristic functions [46,460,461,462,463,464,465]; the violation
of inequalities involving the moments of the annihilation and creation oper-
ators [273,466,467,468,469,470,471]; and, finally, the violation of inequalities
involving the characteristic functions [472,473].
The definition of a nonclassical distance in the domain of quantum optics has
been introduced by Hillery [456]. Such a distance δH(ρ, ρcl) of a certain state
ρ from a set of reference classical states ρcl is defined as
δH(ρ, ρcl) = inf
ρcl
‖ ρ− ρcl ‖1 , (318)
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where ρcl ranges over all classical density matrices and ‖ · ‖1 denotes the
(trace) norm of an operator:
‖ A ‖1= Tr[|A|] = Tr[(A†A)1/2] , (319)
for a generic operator A. Following the path opened by Hillery, other distances
have been considered to define computable indicators of nonclassicality. For
instance, the Hilbert-Schmidt distance dHS
dHS(ρ, ρcl) =‖ ρ− ρcl ‖2= {Tr[(ρ− ρcl)2]}1/2 , (320)
has been used to define the following measure of nonclassicality [457]:
δHS(ρ, ρcl) = min
ρcl
dHS(ρ, ρcl) . (321)
The Bures distance dB(ρ, ρcl) [474] is defined as
dB(ρ, ρcl) =
{
2− 2
√
F(ρ, ρcl)
}1/2
, (322)
where
F(ρ, ρcl) = {Tr[(√ρ ρcl√ρ)1/2]}2 . (323)
The Bures distance has been exploited in Ref. [458] to introduce a measure of
nonclassicality of the form
δ2B(ρ, ρcl) = minρcl
1
2
d2B(ρ, ρcl) . (324)
The quantity in Eq. (324) is obviously more difficult to compute compared
to measures based on the trace norm of operators. We should finally mention
that in phase space it is possible to define a further distance-based measure of
nonclassicality, the so-called Monge distance between the Husimi distribution
of the chosen state and that of the reference coherent state [459].
A very interesting approach to the detection, and even to the measurement,
of the nonclassicality of a state is based on the behavior of the corresponding
quasi-probability distributions or characteristic functions in phase space. A
nonclassical depth in phase space can be defined by introducing a proper
distribution R interpolating between the P - and the Q- functions [461]
R(α, τ) =
1
πτ
∫
d2w exp
{
−1
τ
|α− w|2
}
P (w) , (325)
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where τ is a continuous parameter (for τ = 0, 1/2, 1 the distribution R reduces
to the P -, W -, and Q- function, respectively). The nonclassical depth τncl is
defined as the lower bound of the set of values of τ that lead to a smoothing
of the P -function of a quantum state. It turns out that τncl = 0 for a coherent
state, τncl = (e
2r − 1)/2e2r for a squeezed state (r being the squeezing pa-
rameter), and τncl = 1 for a number state [461]; this finding gives support to
the validity of τncl as an estimator of nonclassicality. According to Lu¨tkenhaus
and Barnett [462], a quantitative measure of nonclassicality can be associated
with the p parameter of the p-ordered phase-space distributions W (α, p) (see
Eq. (43)). In fact, two quasi-probability distributions for the same state but
different values of p are related by a convolution of the form
W (α, p′) =
∫
d2β W (β, p′′)
2
π(p′′ − p′) exp
{
−2|α− β|
2
p′′ − p′
}
, (326)
with p′′ > p′. Eq. (326) can be viewed as the solution to a sourceless diffusion
equation with p, playing the role of backward time: in factW (α, p) is smoothed
in the direction of decreasing p. The critical value of p for which the boundary
of the well-behaved quasi-probability distributions is reached, can be assumed
as a measure of nonclassicality [462]. Probably the most intuitive indicator of
nonclassicality for a quantum state |ψ〉 is the one based on the volume of the
negative part of the Wigner function [46,460]:
δψ =
∫ ∫
dxθ dpθ |Wψ(xθ, pθ)| − 1 , (327)
where Wψ(xθ, pθ) is the Wigner function corresponding to the state |ψ〉 in the
quadrature representation. A further phase space related criterion has been
introduced by Vogel, who has proposed to define that a quantum state is
nonclassical if the modulus of its characteristic function exceeds that of the
vacuum state at all points in the space of definition [464]. This definition has
been used to verify experimentally, via quantum tomographic reconstruction,
the nonclassical nature of statistical mixtures of the vacuum state |0〉 and of
the single-photon Fock state |1〉 [465]. Unfortunately, it has been shown that
some nonclassical states violate this criterion [475].
Another different typology of criteria is based on hierarchies of inequalities
involving the statistical moments of the annihilation and creation operators
a and a†. Agarwal and Tara have introduced sufficient conditions for non-
classicality based on the moments of the photon number operator [273]. The
starting point is the diagonal coherent state expansion of the density matrix
ρ
ρ =
∫
d2αP (α)|α〉〈α| . (328)
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Recalling the definition given in Section 2, a state ρ is said to be ”classical”
if the P -function is pointwise nonnegative, and nowhere more singular than
a δ-function (that is a classical behavior of the P -function as a probability
density). Let us now consider a Hermitian operatorial function Fˆn(a
†, a) of
normally ordered creation and annihilation operators, i.e. 〈α|Fˆn(a†, a)|α〉 =
Fn(α
∗, α). The quantum mechanical expectation value of Fˆn in the state ρ is
〈Fˆn〉 = Tr[ρFˆn] =
∫
d2αP (α)Fn(z
∗, z) . (329)
The state ρ is then defined to be nonclassical if 〈Fˆn〉 < 0 (”quantum negativ-
ity”) for some Fn(z
∗, z) ≥ 0. Let us choose
Fˆn(a
†, a) =
n−1∑
r,s=0
c∗rcs a
†(r+s)a(r+s) , (330)
with ck arbitrary constants, and let us define m
(k) = 〈a†kak〉. Then, if P (α)
behaves like a classical distribution, the following quadratic form in the con-
stants {ck}:
Fn({ck}) =
n−1∑
r,s=0
c∗rcsm
(r+s) , (331)
should be positive, thus implying the positivity of the matrix
Mn =


1 m(1) m(2) · · · m(n−1)
m(1) m(2) m(3) · · · m(n)
m(2) m(3) m(4) · · · m(n+1)
...
...
...
. . .
...
m(n−1) m(n) m(n+1) · · · m(2n−2)


. (332)
It is easy to check that for n = 2 the conditionM2 > 0 reduces to the condition
of positivity of the Mandel Q parameter Eq. (41). For n > 2 we get conditions
on higher order moments, that are needed for the full characterization of non-
Gaussian states. An example of such states is the photon-added thermal state,
described by the density operator ρadd−th ∝ a†me−βa†aam (β > 0), that exhibits
neither squeezing nor sub-Poissonian statistics in some ranges of the inverse
temperature β. In order to test the nonclassicality of ρadd−th, one can for
instance invoke the negativity of the matrixM3. To this aim one can introduce
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the following numerical form, bounded from below by −1 [273]:
A3 =
detM3
detW3 − detM3 , (333)
where the matrix Wn is constructed as Mn with the replacement m
(n) →
w(n) = 〈(a†a)n〉. The condition A3 < 0 determines the region of nonclassicality,
and it can be shown that for the state ρadd−th there exist ranges of β such that
A3 < 0 even in the absence of squeezing and sub-Poissonian statistics. The
nonclassical nature of a superposition of coherent states can be also tested
in a similar way [273]. Different versions and generalizations of this criterion
have been given in Refs. [466,467].
Among all the possible Hermitian operatorial functions Fˆn(a
†, a) of normally
ordered creation and annihilation operators, one can consider the set of phase
invariant (number conserving) operators, i.e. the ones such that [Fˆn, a
†a] = 0.
Arvind et al. have introduced a phase-averaged P -function [468]
P(I) =
2π∫
0
dθ
2π
P (I1/2eiθ) . (334)
From definition Eq. (334), the quantities 〈Fˆn〉 can be written as
〈Fˆn(a†, a)〉 =
∞∫
0
dI P(I)Fn(I1/2, I1/2) . (335)
By requiring the nonnegativity of the expectations values (335) for a classi-
cal state, then the following finer definition of nonclassicality can be stated
[468]: a quantum state ρ is weakly nonclassical if P(I) ≥ 0, but P (α)  0;
and strongly nonclassical if also the quantity P(I) ceases to be a probability
distribution, that is: P(I)  0, and P (α)  0. D’Ariano et al. have proposed
an experimental test of these conditions by exploiting homodyne tomography
[469], taking into account also imperfect quantum efficiency of the homodyne
detection. Along the same line followed in Refs. [273,468] very recent criteria
of nonclassicality, constructed as an infinite series of inequalities, have been
formulated in terms of normally ordered moments of the annihilation and cre-
ation operators [470,471]. Let us briefly outline the method to derive these
conditions. Let fˆ(a†, a) be an operatorial function whose normally ordered
form exists. The occurrence of negative mean values of the form
〈: fˆ †fˆ :〉 =
∫
d2α |f(α)|2P (α) < 0 (336)
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is a signature of nonclassicality. The condition (336) also implies the violation
of the Bochner theorem for the existence of a classical characteristic function
[476] (a characteristic function χ(z, w), satisfying the condition χ(0, 0) = 1, is
a classical characteristic function if and only if it is positive semidefinite). If
fˆ is chosen as
fˆ(a†, a) =
K∑
k=0
L∑
l=0
ckl a
†kal , (337)
with arbitrary constants ckl, then, for a classical state, the quadratic form
〈: fˆ †fˆ :〉 =
K∑
k,r=0
L∑
l,s=0
c∗rsckl 〈a†l+rak+s〉 , (338)
should be positive. Equivalently, the condition for the classicality of a state is
provided by the positivity of a hierarchy of determinants dN of square matrices
of dimension N ×N (where N = K + L, and K, L arbitrary) of the form:
dN =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 〈a〉 〈a†〉 〈a2〉 〈a†a〉 〈a†2〉 · · ·
〈a†〉 〈a†a〉 〈a†2〉 〈a†a2〉 〈a†2a〉 〈a†3〉 · · ·
〈a〉 〈a2〉 〈a†a〉 〈a3〉 〈a†a2〉 〈a†2a〉 · · ·
〈a†2〉 〈a†2a〉 〈a†3〉 〈a†2a2〉 〈a†3a〉 〈a†4〉 · · ·
〈a†a〉 〈a†a2〉 〈a†2a〉 〈a†a3〉 〈a†2a2〉 〈a†3a〉 · · ·
〈a2〉 〈a3〉 〈a†a2〉 〈a4〉 〈a†a3〉 〈a†2a2〉 · · ·
· · · · · · · · · · · · · · · · · · · · ·
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (339)
By this procedure one can prove that a state is nonclassical if and only if at
least one of the determinants satisfies [471]
dN < 0 , (340)
with N > 2, because d2 represents the incoherent part of the photon number
〈a†a〉 − 〈a†〉〈a〉 which is always nonnegative and thus cannot be used as a
quantifier of nonclassicality. It is possible to provide other sufficient conditions
for nonclassicality by considering subdeterminants of dN obtained by deleting
pairs of lines and columns that cross at a diagonal element of the matrix.
Refs. [471,473] investigate the connection between nonclassicality criteria, the
quantumness of a state, and the 17th Hilbert problem [477]. The latter states
that not every positive semidefinite polynomial must be a sum-of-squares of
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other polynomials.
We finally wish to mention another very interesting approach that relates
the nonclassicality of a single-mode quantum state to the amount of two-
mode entanglement that can be generated by doubling the original field mode
through linear optical elements (beam splitters), auxiliary classical states, and
ideal photodetectors [478].
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6 Canonical multiphoton quantum optics
In Section 5 we have reviewed several interesting approaches sharing a common
goal: the generalization of two-photon interactions to multiphoton processes
associated to higher order nonlinearities, for the engineering of multiphoton
nonclassical states of the electromagnetic field. However relevant in various
aspects, all these methods fail in extending the elegant canonical formalism of
two-photon processes, that, via the linear Bogoliubov transformation (or the
equivalent unitary squeezing operator) determines completely the physical and
mathematical structure of two-photon quantum optics, including the diago-
nalizable two-photon Hamiltonians, the corresponding normal modes, and the
exactly computable two-photon squeezed states. Inspired by its power and gen-
erality, recently a series of papers has appeared, that generalizes the canonical
formalism to multiphoton quantum optics [479,480,481,482,483]. This gener-
alized canonical formalism has been constructed both for one mode [479,481],
and for two modes [480] of the electromagnetic field. For single-mode sys-
tems the canonical structure has been determined by introducing canonical
transformations that depend on generic nonlinear functions of the homodyne
combinations of pairs of canonically conjugated quadratures [479]. This homo-
dyne canonical formalism defines the class of the single–mode, homodyne mul-
tiphoton squeezed states (HOMPSS), which include the single–mode, single–
quadrature multiphoton squeezed states as a particular case [481,482]. The
nonlinear canonical formalism has been extended to define two-mode mul-
tiphoton nonclassical states [480]. This further generalization is achieved by
introducing canonical two-mode transformations that depend on nonlinear
functions of heterodyne variables [57,58]. The corresponding canonical struc-
ture, strictly related to the entangled state representation [484,485,486], de-
fines highly nonclassical, two-mode entangled states, the heterodyne multipho-
ton squeezed states (HEMPSS). A very nice feature of canonical multiphoton
quantum optics is that the canonical transformations depend in general on
tunable physical parameters. In the case of HOMPSS, the adjustable param-
eter is the local-oscillator mixing angle. In the case of HEMPSS, there may
be several adjustable quantities, as will be discussed in detail in the following.
The existence of free parameters allows to arbitrarily vary the statistics of
the states and to interpolate between different Hamiltonian models of multi-
photon processes. Finally, one can envisage relatively simple and in principle
feasible experimental schemes for the production of multiphoton nonclassical
states in nonlinear media by realizing elementary interaction models based on
the nonlinear canonical structure [480].
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6.1 One-mode homodyne multiphoton squeezed states: definitions and statis-
tical properties
In this Subsection we describe the single-mode, nonlinear canonical transfor-
mations [479], introduce the definition of the HOMPSS, and discuss the main
aspects of the formalism. We generalize the one-mode, linear two-photon Bo-
goliubov transformation by defining a quasi-photon operator b of the form
b = µ˜aθ + ν˜a
†
θ + γF (Xθ) , Xθ =
aθ + a
†
θ√
2
, (341)
where µ˜, ν˜, and γ are generic complex parameters, aθ = e
−iθa is the rotated
annihilation operator, and F is an arbitrary hermitian nonlinear function of
the homodyne quadrature observable Xθ = X cos θ + P sin θ (where X and
P are the original quadrature observables). The transformation is canonical,
namely [b, b†] = 1, if the parameters satisfy
|µ˜|2 − |ν˜|2 = 1 , Re[µ˜γ∗ − ν˜∗γ] = 0 . (342)
The first condition in Eq. (342) correctly reproduces the constraint corre-
sponding to the linear Bogoliubov transformation. Remarkably, the additional
condition in Eq. (342) does not depend on the specific choice of the nonlin-
ear function F , but only on its strength γ. The first contraint is automat-
ically satisfied with the standard parametrizations µ˜ ≡ eiθµ = eiθ cosh r,
ν˜ ≡ e−iθν = ei(φ−θ) sinh r. Writing γ = |γ|eiδ, the second constraint in Eq.
(342) is then recast in the two (equivalent) forms
cosh r cos(δ − θ) − sinh r cos(δ + θ − φ) = 0 , (343)
tan
(
δ − φ
2
)
tan
(
θ − φ
2
)
= −e−2r . (344)
The form (343) suggests immediately, by imposing the vanishing of the trigono-
metric functions, one exact solution that preserves the freedom on the choice
of the squeezing parameter r:
δ − θ = ±π
2
, δ + θ − φ = ±π
2
. (345)
Alternatively, the second form (344) allows to determine, in general numeri-
cally, all the possible solutions, either by constraining the squeezing parameter
r alone, or only one of the phases.
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We denote by |β, γ〉b the generalized coherent states associated with the trans-
formation (341), defined as the eigenstates of the transformed annihilation
operator b:
b |β, γ〉b = β |β, γ〉b , (346)
where β is a generic complex number β = |β|eiς . The solutions of Eq. (346)
define, in a sense that will become clear in the following, the (one-mode)
homodyne multiphoton squeezed states, or HOMPSS in short. In the rotated
quadrature representation {|xθ〉}, their wave function reads
ψβ,γ(xθ) = 〈xθ|β, γ〉b =
π−1/4
(
Re
[
µ˜+ ν˜
µ˜− ν˜
])1/4
exp
{
−1
2
|β|2 − 1
2
µ˜∗ − ν˜∗
µ˜− ν˜ β
2
}
× exp
{
−1
2
µ˜+ ν˜
µ˜− ν˜ x
2
θ +
√
2β
µ˜− ν˜ xθ
}
× exp

−
√
2γ
µ˜− ν˜
xθ∫
F (y)dy

 , (347)
where, due to the canonical conditions (342), the coefficient which multiplies
the integral in the last exponential is purely imaginary, thus ensuring normal-
izability. We thus see that the effect of the nonlinearity, namely the presence
of multiphoton interactions, amounts to the appearance of a non Gaussian
phase factor in the wave function.
For the special choices θ = 0 , π
2
the HOMPSS reduce to single-mode, single-
quadrature multiphoton squeezed states [481,482]. Of course, for γ = 0 the
expression (347) reduces to the Gaussian wave function of the two-photon
squeezed states. The HOMPSS can be also obtained from the vacuum state
by applying on it a compound unitary transformation:
|β, γ〉b = Uθ(Xθ)Dθ(αθ)Sθ(ζθ) |0〉 , (348)
where Dθ(αθ) = exp
(
αθa
†
θ − α∗θaθ
)
is the standard Glauber displacement
operator with αθ = µ˜
∗β − ν˜β∗. Next, Sθ(ζθ) = exp
(
− ζθ
2
a†2θ +
ζ∗
θ
2
a2θ
)
is the
squeezing operator with ζθ = re
i(φ−2θ), and, finally,
Uθ(Xθ) = exp

−
√
2γ
µ˜ − ν˜
Xθ∫
dY F (Y )


126
is the unitary, linear operator of “nonlinear mixing”, which is responsible for
the non Gaussian part of the HOMPSS, and is a consequence of the associ-
ated multiphoton nonlinear processes. The expression (348) shows, once more,
that the HOMPSS are a generalization of the two-photon squeezed states for
nonvanishing nonlinear strength γ, and smoothly reduce to them in the limit
γ → 0. The HOMPSS admit resolution of the unity
Ib =
1
π
∫
d2β|β, γ〉b b〈β, γ| , (349)
and are nonorthogonal
b〈β1, γ|β2, γ〉b = exp
{
−1
2
|β1|2 − 1
2
|β2|2 + β∗1β2
}
. (350)
Therefore, they constitute an overcomplete basis.
The nonlinear unitary transformation (341) can be inverted; in fact, by using
conditions (342),
aθ = µ˜
∗b− ν˜b† − (µ˜∗γ − ν˜γ∗)F (Xθ) ,
Xθ =
1√
2
[(µ˜∗ − ν˜∗)b+ (µ˜− ν˜)b†] . (351)
These inversion formulae allow the exact computation of all the physically
important statistical quantities, in particular, the expectation values of all the
operatorial functions of the form
∑
cnma
†nam, for any arbitrary choice of the
coefficients cnm.
For the uncertainties on the conjugate homodyne quadratures Xθ and Pθ =
−i(aθ − a†θ)/
√
2 in a generic HOMPSS, one finds:
〈∆2Xθ〉 = 1
2
|µ˜− ν˜|2 , (352)
〈∆2Pθ〉 = 1
2
|µ˜+ ν˜|2 + 2Im2[µ˜∗γ − ν˜γ∗](〈F 2〉β − 〈F 〉2β)
−2Im[µ˜∗γ − ν˜γ∗]Im[(µ˜+ ν˜)〈[F, b†]〉β] , (353)
where 〈·〉β denotes the expectation value in the HOMPSS |β, γ〉b. From these
expressions one can compute the general form of the uncertainty product for a
generic choice of the nonlinear function F . However, at this point, the explicit
expression for a specific example can be illuminating. As in Ref. [479], we
consider the case of the lowest possible nonlinearity
F (Xθ) = X
2
θ . (354)
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In this case, choosing the optimal solutions of the canonical constraints (345),
and using the expressions (352), (353), we obtain the following explicit form
of the uncertainty product
〈∆2Xθ〉〈∆2Pθ〉 = 1
4
+
1
2
|γ|2e−4r{1 + 4|β|2 + 4|β|2 cos 2[ς − θ]} , (355)
where we recall that ς denotes the phase of β. The r.h.s. in Eq. (355) attains
its minimum value for ς − θ = ±π
2
:
〈∆2Xθ〉〈∆2Pθ〉 = 1
4
+
1
2
|γ|2e−4r . (356)
Therefore, either by assuming a very weak strength |γ| of the nonlinearity,
and/or a sufficiently high squeezing r, we see that the HOMPSS are to all
practical purposes minimum uncertainty states.
In order to analyze the statistical properties of the HOMPSS, we assume
the particular solution (345) for the canonical conditions (343), and adopt
the minimal quadratic form (354) for the nonlinear function F . The average
photon number 〈n〉 = b〈β, γ|n|β, γ〉b, in the original mode variables (n =
a†a), can be easily computed by exploiting the inversion formulae (351). In
Fig. (29) (a) we show 〈n〉 as a function of the homodyne phase θ, with r = 0.5,
β = 3, and for different values of the nonlinear strength |γ|. We see that
Fig. 29. (a) The mean photon number 〈n〉 as a function of the homodyne angle θ,
for a HOMPSS with r = 0.5, β = 3, and nonlinear strengths: |γ| = 0 (full line);
|γ| = 0.1 (dotted line); |γ| = 0.2 (dashed line); and |γ| = 0.4 (dot-dashed line). (b)
The photon number distribution P (n) for a HOMPSS with θ = π6 , and with the
same choices of (a) for r, β, and |γ| (with the same plot styles). In plots (a) and (b)
the HOMPSS are associated to the canonical conditions δ−θ = −π2 , δ+θ−φ = −π2 .
the average photon number is strongly dependent on |γ|; however, it is the
homodyne phase θ that plays the main role in determining the variation of
〈n〉. In Fig. (29) (b) we plot the photon number distribution
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P (n) ≡ |〈n|β, γ〉b|2 =
∣∣∣∣
∫
dxθ〈n|xθ〉〈xθ|β, γ〉b
∣∣∣∣2 =
=
1
2nn!π1/2
∣∣∣∣∣
∫
dxθe
−x
2
θ
2 Hn(xθ)ψβ,γ(xθ)
∣∣∣∣∣
2
, (357)
for θ = π
6
, where Hn(xθ) denotes the Hermite polynomial of degree n. The dis-
tribution P (n) shows an oscillatory behavior, which is more pronounced for
increasing |γ|. In Fig. (30) (a) we plot the second order correlation function
as a function of r, and in Fig. (30) (b) the second order correlation func-
tion as a function of θ, in both cases for different values of the nonlinear
strength |γ|. Fig. (30) (a) shows that the correlation function, at fixed θ, ex-
Fig. 30. (a) Plot of the second order correlation function g(2)(0), as a function of
r, for a HOMPSS with β = 3, θ = π3 , and nonlinear strengths: |γ| = 0.1 (full line);
|γ| = 0.2 (dotted line); |γ| = 0.3 (dashed line); and |γ| = 0.4 (dot-dashed line). (b)
Plot of g(2)(0), as function of θ, for a HOMPSS with β = 3, r = 0.5, and for the
same values of |γ| (with the same plot styles). In plots (a) and (b) the HOMPSS
are associated to the canonical conditions δ − θ = −π2 , δ + θ − φ = π2 .
hibits a typical behavior: as the degree of squeezing r is increased, it tends
to a costant asymptote whose numerical value increases with increasing |γ|.
Fig. (30) (b) shows instead that the dependence of the correlation function
on the homodyne angle θ is so strong that, as the latter is varied, the nature
of the statistics can change, and one can thus select super- or sub-Poissonian
regimes. The strong and flexible nonclassical character of the HOMPSS can
be further verified by determining their Wigner quasi-probability distribution
(45) for the classical phase space variables xθ and pθ corresponding to the
canonically conjugate orthogonal quadrature components Xθ and Pθ. Figures
(31) (a) and (b) show, respectively, a global projection of W (xθ, pθ), and an
orthogonal section W (xθ = x0, pθ) with x0 = 0. The two plots show that the
Wigner function of canonical multiphoton squeezed states exhibits nonclassi-
cal features, beyond a squeezed shape, that are in general much stronger than
those of the corresponding canonical two-photon squeezed states, including
interference fringes and negative values.
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Fig. 31. (a) The Wigner function W (xθ, pθ) for a HOMPSS with r = 1.0, β = 3,
|γ| = 0.5, and θ = π2 . (b) Section of the Wigner function W (xθ = x0, pθ), with
x0 = 0. The canonical conditions δ − θ = −π2 , δ + θ − φ = π2 have been assumed.
6.2 Homodyne multiphoton squeezed states: diagonalizable Hamiltonians and
unitary evolutions
In this Subsection we discuss the multiphoton Hamiltonians and the multi-
photon processes which can be associated to the one-mode nonlinear canonical
transformations that we have introduced. We will then show how to determine
the associated exact, unitary time-evolutions.
The most elementary multiphoton interaction which can be associated with
the nonlinear transformation (341) is defined by the diagonal Hamiltonian
Hdiag1 = b
†b .
The evolved state |ψ(t)〉 = e−itHdiag1 |in〉, generated by the action of Hamilto-
nian Hdiag1 on a generic initial state |in〉, can be easily determined by using the
overcomplete set of states {|β, γ〉b}. In fact, one can insert in the expression
for |ψ(t)〉 the completeness relation (349): |ψ(t)〉 = e−itHdiag1 Ib|in〉, and exploit
the eigenvalue equation (346). For the choice (354), the Hamiltonian Hdiag1 ,
expressed in terms of the original mode operators a and a†, takes the form
H4ph1G = A0 + (A1a
† + A2a†2 + A3a†3 + A4a†4 +H.c.)
+B0a
†a+B1a†2a2 + (Ca†2a+Da†3a+H.c.) . (358)
We see that H4ph1G contains all the n-photon processes up to n = 4. That is,
Eq. (358) contains the one-, two-, three-, and four-photon down conversion
terms a†n (n = 1, ..., 4), the Kerr term a†2a2, and the terms a†2a and a†3a.
The two last terms can be interpreted as higher order one- and two-photon
interactions modulated by the intensity a†a, or, as energy-assisted one-photon
and two-photon hopping terms. Obviously, it would be important that the
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exactly diagonalizable Hamiltonians constructed in terms of the transformed
mode b describe realistically feasible multiphoton processes. To this aim, it is
crucial to have a sufficiently large number of tunable parameters which can
model the multiphoton Hamiltonians. Therefore, one can generalize the “free”
Hamiltonian Hdiag1 by introducing the “displaced-squeezed” Hamiltonian
Hsu111 =
1
2
Ωb†b+
1
2
ηb†2 +
1
2
η∗b2 + ξb† + ξ∗b+
1
4
Ω
= ΩK0 + ηK+ + η
∗K− + ξb† + ξ∗b , (359)
where we have used the generators (129) of the SU(1, 1) algebra. Here, Ω is a
real, and η and ξ are complex time-independent c-numbers. The Hamiltonian
Hsu111 underlies a SU(1, 1) ⊕ h(4) symmetry, and can be reduced to a pure
SU(1, 1) structure by means of the trivial scale transformation
c = b+∆ , c† = b† +∆∗ , ∆ = 2
Ωξ − 2ξ∗η
Ω2 − 4|η|2 . (360)
Of course, the HOMPSS are eigenvectors of the displaced operator c, with
eigenvalue β +∆. The Hamiltonian (359) can be written in the form
Hsu111 = ΩK˜0 + ηK˜+ + η
∗K˜− + Λ , (361)
where the operators K˜0, K˜+ and K˜− are defined in the c basis according to
Eq. (129), and
Λ =
1
2
Ω|∆|2 +Re[η∆∗2]− 2Re[ξ∆∗] . (362)
The unitary evolution generated by Hamiltonian (359) is again exactly com-
putable, as we will show in the final part of this Subsection.
Both the Hamiltonians Hdiag1 and H
su11 are quadratic in b; then, for any finite
N -sum choice of the nonlinearity
F (Xθ) =
N∑
j=1
cjX
j
θ , cj ∈ R , (363)
the highest order nonlinear process entering in both Hamiltonians will be of the
form a2N . On the other hand, the Hamiltonian (359) offers a greater possibility
of selecting the desired multiphoton processes. In fact, writing Hsu111 in terms
of the original modes a and a†
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Hsu111 =
{
1
2
Ω(|µ|2 + |ν|2) + 2Re[ηµ∗ν∗]
}
a†a +
1
4
Ω +
1
2
Ω|ν|2
+Re[ηµ∗ν∗] +
{
(µξ∗ + ν∗ξ)a+
1
2
(Ωµν∗ + η∗µ2 + ην∗2)a2
+
1
2
(Ωγ∗µ+ η∗γµ+ ηγ∗ν∗)Fa+
1
2
(Ωγν∗ + η∗γµ+ ηγ∗ν∗)aF +H.c.
}
+2Re[ξγ∗]F +
(
1
2
Ω|γ|2 +Re[ηγ∗2]
)
F 2 . (364)
Assuming for F the general polynomial form of generic degree N Eq. (363),
the expression (364) will contain the multiphoton terms:
2N∑
n,m=0
cn,ma
†nam , (365)
with cn,m time-independent c-numbers, and (n+m) ≤ 2N . The fast decrease
of the strengths of higher-order processes in nonlinear crystals suggests to
consider interaction Hamiltonians which contain at most up to third- or fourth-
order processes, as in Eq. (358). This goal is achieved in the formalism of
canonical multiphoton quantum optics by considering the form (363), with
N = 3, for the nonlinearity F , and imposing in Eq. (364) the vanishing of the
coefficient of the term F 2:
1
2
Ω|γ|2 +Re[ηγ∗2] = 0 . (366)
The remaining free parameters can be used to reduce Hamiltonian Hsu111 to
even simpler forms. Imposing the conditions c2 = 0 and Re[ξγ
∗] = 0, respec-
tively in Eqs. (363) and (364), the coefficients of the terms a†3 and a†2a vanish,
(A3 = C = 0), and the Hamiltonian H
su11
1 becomes, apart from harmonic or
linear terms, the reduced, interacting four-photon Hamiltonian
H4ph1IR = B1a
†2a2 +
(
A2a
†2 + A4a†4 +Da†3a +H.c.
)
. (367)
Letting, instead, c3 = 0 in Eq. (363), the consequent, simultaneous vanishing
of the coefficients of the powers a†4, a†3a, a†2a2 (A4 = B1 = D = 0) leads,
apart from harmonic or linear terms, to the reduced, interacting three-photon
Hamiltonian:
H3ph1IR = A2a
†2 + A3a†3 + Ca†2a+H.c. . (368)
The degenerate processes described by the Hamiltonians (367) and (368) can
be realized by suitably exploiting the third- and the fourth-order suscepti-
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bilities χ(3) and χ(4). Note that the expressions (367) and (368) still contain
several tunable parameters, which can be exploited to fit the experimental
needs in realistic situations.
We now move to discuss the general forms and properties of the time evolutions
generated by the action of Hamiltonian Hsu111 on the vacuum of the original
mode operator a. In the interaction picture, the evolved state is
|Ψ(t)〉 = Usu111 (t)|0〉 = exp{−itHsu111 }|0〉
= exp{−itΛ} exp{−it[ΩK˜0 + ηK˜+ + η∗K˜−]}|0〉 . (369)
Applying the disentangling formula for the SU(1, 1) group [487,488,489], the
evolution operator Usu111 (t) can be rewritten as
Usu111 (t) = exp{−itΛ} exp{Γ+K˜+} exp{(ln Γ0)K˜0} exp{Γ−K˜−} , (370)
where
Γ0 =
{
cosh(σt) +
iΩ
2σ
sinh(σt)
}−2
,
Γ+ =
−2iη sinh(σt)
2σ cosh(σt) + iΩ sinh(σt)
,
Γ− =
−2iη∗ sinh(σt)
2σ cosh(σt) + iΩ sinh(σt)
,
σ2 =
(
|η|2 − 1
4
Ω2
)
. (371)
The condition (366) implies σ2 = |η|2 sin2(arg η−2δ). Therefore, σ is real, and
1/|σ| defines a characteristic time associated to the system. The disentangled
form (370) of Usu111 (t), and the two resolutions of the unity Ib (given by Eq.
(349)), and Ixθ =
∫
dxθ|xθ〉〈xθ|, allow to express the state |ΨI(t)〉 as
|Ψ(t)〉 = IxθIbUsu111 (t)IbIxθ |0〉 =
= Γ
1/4
0 e
−itΛ
∫ ∫
dx′θdx
′′
θ
1
π2
∫ ∫
d2β1d
2β2 K(β
∗
1 , β2; t)
× |x′θ〉 〈x′θ|β1, γ〉b b〈β1, γ|β2, γ〉b b〈β2, γ|x′′θ〉〈x′′θ |0〉 , (372)
with
133
K(β∗1 , β2; t) = exp
{
Γ+
2
(β∗1 +∆
∗)2
+ (Γ
1/2
0 − 1)(β∗1 +∆∗)(β2 +∆) +
Γ−
2
(β2 +∆)
2
}
. (373)
Defining
I(x′θ, x′′θ ; t) =
1
π2
∫ ∫
d2β1d
2β2 K(β
∗
1 , β2; t)
×〈x′θ|β1, γ〉b b〈β1, γ|β2, γ〉b b〈β2, γ|x′′θ〉 , (374)
Eq. (372) reduces to
|Ψ(t)〉 = Γ1/40 e−itΛ
∫ ∫
dx′θdx
′′
θ |x′θ〉 I(x′θ, x′′θ ; t) 〈x′′θ |0〉 . (375)
In Eqs. (372) and (374), 〈xθ|β, γ〉b is the HOMPSS expressed in the quadrature
representation (347), and the scalar product b〈β1, γ|β2, γ〉b is given by Eq.
(350). Choosing different specific forms of Hsu111 , the integrals in Eq. (372) can
be computed exactly, leading to an explicit expression for the evolved state
Ψ(xθ; t) = 〈xθ|Ψ(t)〉. Moreover, the SU(1, 1) invariance, and the invertibility
of the nonlinear Bogoliubov transformations (341), allow to study analytically
the statistical properties of the evolved states.
6.3 Two-mode heterodyne multiphoton squeezed states: definitions and sta-
tistical properties
The multiphoton canonical formalism, developed for a single mode of the
electromagnetic field, will be extended in this Subsection to bipartite systems
of two correlated modes [480]. This generalization is realized by a proper two-
mode extension of the relation (341), obtained by promoting the argument of
the nonlinear function F to be the heterodyne variable
Z =
e−iθ2a2 + eiθ1a
†
1√
2
≡ aθ2 + a
†
θ1√
2
,
aθi = e
−iθiai , i = 1, 2 , (376)
that can be interpreted as the output photocurrent of an ideal heterodyne
detector [480,57,58]. The two-mode nonlinear canonical transformations read
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b1 = µ
′aθ1 + ν
′′a†θ2 + γ1F

aθ2 + a†θ1√
2

 ,
b2 = µ
′′aθ2 + ν
′a†θ1 + γ2F

aθ1 + a†θ2√
2

 , (377)
with
µ′ = µeiθ1 , ν ′′ = νe−iθ2 , µ′′ = µeiθ2 , ν ′ = νe−iθ1 , (378)
where µ, ν, γ1, γ2 are complex parameters, and θ1, θ2 are heterodyne angles. For
the transformations (377) to be canonical, the nonlinear strenghts γj , (j =
1, 2) must share the same modulus: γj = |γ|eiδj . The bosonic canonical com-
mutation relations [bi , b
†
j ] = δij and [bi , bj ] = 0 impose the futher constraints
|µ|2 − |ν|2 = 1 , (379)
µ γ∗2 e
iθ1 − ν γ∗2 e−iθ2 + µ∗ γ1 e−iθ2 − ν∗ γ1 eiθ1 = 0 . (380)
With the standard parametrization µ = cosh r, ν = eiφ sinh r, the relation
(380) can be recast in the form
tanh r =
cos(θ1 + θ2 − φ) + cos(δ1 + δ2 − φ)
1 + cos(δ1 + δ2 + θ1 + θ2 − 2φ) . (381)
In analogy with the single-mode case, the conditions (381) are independent of
the strength |γ| and the specific form of the nonlinear function F . There are
many possible solutions to the constraints (381), most ones numerical. Here
and in the following, we will make use of the following six exact, analytical
solutions:
δ1 + δ2 − φ = 0, ±π , θ1 + θ2 − φ = ±π, 0 . (382)
We now move to define the (two-mode) heterodyne multiphoton squeezed
states (HEMPSS) associated with the canonical transformations (377). To
this aim, it is convenient to exploit the so-called entangled-state representa-
tion [484,485,486]. This representation is based on the pair of non-Hermitian
operators Z and Pz = i(e
iθ2a†2 − e−iθ1a1)/
√
2, that satisfy the commutation
relations [Z,Z†] = [Pz, P †z ] = 0, and [Z, Pz] = i. The entangled-state represen-
tation of a generic, pure two-mode state |Φ〉 is the representation 〈z|Φ〉 in the
basis {|z〉} of the orthonormal eigenvectors of Z and Z†
Z|z〉 = z |z〉 , Z†|z〉 = z∗ |z〉 . (383)
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Here z denotes an arbitrary complex number: z = z1 + iz2, and the states |z〉
can be expressed in the form [484]
|z〉 = exp
[
−|z|2 +
√
2za†θ2 +
√
2z∗a†θ1 − a†θ1a†θ2
]
|00〉 , (384)
where |00〉 ≡ |0〉 ⊗ |0〉 denotes the two-mode vacuum. Recalling the defini-
tions of the rotated homodyne quadratures Xθ and Pθ, the states (384) satisfy
the eigenvalue equations (Xθ1 +Xθ2)|z〉 = 2z1|z〉 and (Pθ2 − Pθ1)|z〉 = 2z2|z〉.
Therefore, they are common eigenstates of the total “coordinate” and rela-
tive “momentum” for a generic (two-mode) two-component quantum system,
namely the celebrated Einstein-Podolsky-Rosen (EPR) entangled states [490].
They satisfy the orthonormality and completeness relations
〈z′|z〉 = πδ(2)(z′ − z) , 2
π
∫
d2z|z〉〈z| = 1 , (385)
with d2z = dz dz∗. Thanks to the entangled-state representation, it is possible
to recast the canonical transformations (377) in terms of the operators Z,
Z†, Pz, and P †z , and, as a consequence, to compute the eigenstates of the
transformed modes b1 and b2. In fact, the heterodyne multiphoton squeezed
states (HEMPSS) |Ψ〉β, are the common eigenstates of the mode operators b1
and b2, determined by
bi|Ψ〉β = βi|Ψ〉β , i = 1, 2 . (386)
In the entangled-state representation, the solution of Eq. (386) reads
Ψβ(z, z
∗) ≡ 〈z|Ψ〉β = N exp{−A|z|2 +B1z +B2z∗ −F(z, z∗)} . (387)
In Eq. (387), N is a normalization factor, the function F(z, z∗) is defined as
F(z, z∗) = d1
z∫
dξF (ξ) + d2
z∗∫
dξ∗F (ξ∗) , (388)
and the coefficients are
A =
µ′ + ν ′′
µ′ − ν ′′ =
µ′′ + ν ′
µ′′ − ν ′ ,
d1 =
√
2|γ|eiδ1
µ′ − ν ′′ , d2 =
√
2|γ|eiδ2
µ′′ − ν ′ ,
B1 =
√
2β1
µ′ − ν ′′ , B2 =
√
2β2
µ′′ − ν ′ . (389)
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The canonical conditions (381) implyRe[A] > 0, Im[A] = 0 andRe[F(z, z∗)] =
0, thus ensuring the normalizability of the wave function (387). The states
(387) satisfy, moreover, the (over)completeness relation
1
π2
∫
d2β1d
2β2|Ψ〉β β〈Ψ| = 1 . (390)
From their expression in the entangled-state representation, the HEMPSS can
be recast in the heterodyne quadrature representation, in terms of the two
real homodyne variables Xθ1 and Xθ2 [491]. Of course, for γ = 0 the states
(387) reduce to the standard two-mode squeezed states, and for a single-mode
they reduce to the HOMPSS. The HEMPSS can be unitarily generated from
the vacuum:
|Ψ〉β = U(Z,Z†)D1(α1)D2(α2)S12(g)|00〉 , (391)
where Di(αi) i = 1, 2 are the single-mode displacement operators with αi =
µ∗βi − νβ∗j (i 6= j = 1, 2), S12(g) is the two-mode squeezing operator, and
g = ±r, with the choice of the sign depending on the particular choice of the
parameters. The operator U can be cast in the form
U(Z,Z†) = exp{−F(Z,Z†)} , (392)
and the canonical conditions assure that it is unitary. In the case of lowest
nontrivial nonlinearity, F (Z) = Z2, the operator U takes the form
U(Z,Z†) = e−∆
∗Z3+∆Z†3 ,
with ∆ denoting a complex number. As in the one-mode case, the two-mode
nonlinear canonical transformations can be inverted, yielding the following
expressions for the original mode variables aθ1 and aθ2 :
aθ1 = µ
′∗b1 − ν ′b†2 − |γ|(µ′∗eiδ1 − ν ′e−iδ2)F (Z) ,
aθ2 = µ
′′∗b2 − ν ′′b†1 − |γ|(µ′′∗eiδ2 − ν ′′e−iδ1)F (Z†) ,
Z =
1√
2
[(µ′ − ν ′′)b†1 + (µ′′∗ − ν ′∗)b2] . (393)
Relations (393) allow the exact computation of the correlations
β〈Ψ|(a†θi1 )
ni1 (a†θi2 )
ni2 · · · (a†θik )
nik (aθj1 )
nj1 (aθj2 )
nj2 · · · (aθjl )njl |Ψ〉β ,
and of their combinations. The photon statistics of the HEMPSS, for the
lowest nonlinearity F (Z) = Z2, has been analyzed in Ref. [480], and compared
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to that of the two-mode, two-photon squeezed states. The two-mode photon
number distribution P (n1, n2) = |〈n1, n2|Ψ〉β|2 can be computed by exploiting
the completeness relation and the expression
〈n1, n2|z〉 = (−1)m2(M−m)/2 exp{i(n1θ1 + n2θ2)} exp{−|z|2}
×
(
m!
M !
)1/2
z∗n1−mzn2−mL(M−m)m (2|z|2) , (394)
where m = min(n1, n2), M = max(n1, n2) and L
(k)
n (x) are the generalized La-
guerre polynomials of indices n, k. As in the one-mode instance, the additional
parameters associated to the nonlinear part can strongly modify the statistics
compared to the linear case. In Fig. (32) (a) we report the joint probability
P (n1, n2) in a two-mode, two-photon squeezed state (HEMPSS with γ = 0),
for a symmetric choice of the coherent amplitudes at a given squeezing. Vicev-
ersa, in Fig. (32) (b), for the same values of the coherent amplitudes and of the
squeezing parameter, we report the joint probability P (n1, n2) of a HEMPSS
with nonvanishing γ and lowest order nonlinearity F (Z) = Z2, with a set
of phases {φ, δi, θi} satisfying the canonical conditions (382). Comparing the
Fig. 32. (a) Joint probability P (n1, n2) of two-mode, two-photon squeezed states
(|γ| = 0), for the symmetric choice α1 = α2 = 1 of the coherent amplitudes, and
with a squeezing parameter r = 1.5. (b) Joint probability P (n1, n2) of HEMPSS with
lowest order nonlinearities F (Z) = Z2 of equal strength |γ| = 0.3. The canonical
conditions θ1 + θ2 − φ = 0, and δ1 + δ2 − φ = pi have been assumed, with assigned
values δ1 = pi/3, and θ1 = −θ2 = pi/4. Same values of the squeezing parameter and
of the coherent amplitudes as in (a).
two cases, we see that the additional parameters associated to the nonlinear-
ity destroy the symmetry possessed by the joint probability in the absence
of the nonquadratic interaction. In order to recover symmetric forms of the
joint probability P (n1, n2) for HEMPSS, the various phases must be suitably
balanced, as illustrated in Ref. [480]. In general, the many adjustable param-
eters allow to vary the properties of the joint photon number distribution.
In a similar way, we can control and sculpture the mean photon numbers
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〈n1〉 and 〈n2〉, and the second-order correlation functions, in particular, the
cross-correlation function g
(2)
12 (0) = 〈a†1a1a†2a2〉/〈a†1a1〉〈a†2a2〉. In Fig. (33) (a)
and (b) we have plotted the mean photon number 〈n1〉 of the first mode,
and the cross-correlation g
(2)
12 (0), as functions of the two heterodyne phases θ1
and θ2, for fixed values of the other parameters. Once more, one can see that
Fig. 33. (a) Average number of photons 〈n1〉 in the original field mode a1, as a
function of the heterodyne angles θ1, θ2, for a HEMPSS with β1 = β2 = 3, r = 0.5,
|γ| = 0.3, and δ1 = pi. (b) Cross-correlation g(2)(0) as a function of θ1 and θ2, for
the same values of the parameters as in (a). In both cases, the imposed canonical
constraints read θ1 + θ2 − φ = 0 and δ1 + δ2 − φ = pi.
the tuning of the heterodyne phases realizes wild variations of the statistical
properties of the HEMPSS. In particular, Fig. (33) (b) shows that both the
strong suppression (g
(2)
12 (0) > 0) and the strong enhancement (g
(2)
12 (0) < 0) of
the anticorrelations between modes a1 and a2 can be realized as θ1 and θ2 are
varied.
6.4 Heterodyne multiphoton squeezed states: diagonalizable Hamiltonians and
unitary evolutions
The most elementary Hamiltonian that can be associated to the two-mode
nonlinear transformations (377) is the diagonal Hamiltonian of the form
Hdiag2 = b
†
1b1 + b
†
2b2 . (395)
Inserting Eqs. (377) for the transformed variables in this expression, yields
multiphoton Hamiltonians written in terms of the fundamental mode vari-
ables ai and a
†
i , each one characterized by a specific choice of the nonlinear
function F . In analogy with the fully degenerate case, in this two-mode context
one must look again for interactions that may allow particularly interesting
and physically realistic implementations. To this aim, let us consider Hamil-
tonians associated to nonlinear functions F that are simple, positive powers
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of their argument: F (ζ) = ζn. These Hamiltonians describe a combination of
nondegenerate and degenerate multiphoton interaction processes, up to 2n-th
nonlinear order. As usual, we concentrate our attention on the simplest choice
of the lowest nonlinearity F (ζ) = ζ2, describing up to four-photon processes.
In this case, the general four-photons Hamiltonian of the form Hdiag2 becomes
H4ph2G = A0 +B0(a
†
1a1 + a
†
2a2) + C0(a
†2
1 a
2
1 + a
†2
2 a
2
2 + 2a
†
1a1a
†
2a2)
+ [D1a
†
1a
†
2 +D2a
†2
1 a2 +D
′
2a1a
†2
2 +D3a
†3
1 +D
′
3a
†3
2 +D4a
†2
1 a
†2
2
+ D5(a
†2
1 a1a
†
2 + a
†
1a
†2
2 a2) +H.c.] . (396)
This Hamiltonian contains, besides the free harmonic terms, two-mode down
conversion processes, degenerate and semi-degenerate three-photon processes,
all the Kerr processes, two-mode down conversion processes modulated by the
intensities a†iai (i = 1, 2), and semi-degenerate four-photon down conversion
processes.
As in the single-mode formalism, it is possible to reduce the number of simul-
taneously present interactions by suitably tuning the adjustable parameteres
appearing in the Hamiltonian. Again, in analogy to the single-mode case, one
can even increase the number of available free parameters by generalizing the
Hamiltonian Hdiag2 to the form:
Hsu112 =
2∑
i=1
[
Ωib
†
ibi + ξib
†
i + ξ
∗
i bi
]
+ ηb†1b
†
2 + η
∗b1b2 , (397)
that once more underlies a SU(1, 1) symmetry. The freedom in fixing the many
adjustable parameters should allow the reduction of such Hamiltonians to the
simplest possible forms describing realistically implementable two-mode mul-
tiphoton interactions.
Finally, by exploiting the invertible, two-mode nonlinear canonical transforma-
tions (377), the SU(1, 1) invariance of the Hamiltonian (397), the eigenvalue
equations (386), and the completeness relation (390), one can exactly compute
the unitary evolution from the initial vacuum state generated by Hsu112 .
6.5 Experimental realizations: possible schemes and perspectives
In this Subsection, we discuss the possible experimental feasibility of mul-
tiphoton processes described by the one-mode and two-mode Hamiltonians
introduced above, and the corresponding HOMPSS and HEMPSS . As shown
in Section 3, the main difficulties in implementing multiphoton processes in
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nonlinear media are related both to the weakness of the nonlinear suscep-
tibilities, and to the constraints imposed by energy conservation and phase
matching. In the same Section we have seen that success in the fabrication of
new nonlinear materials, and the exploitation of highly nontrivial effects as
coherent population trapping and electromagnetically induced transparency,
have led to a sensible enhancement of the third-order χ(3) nonlinearity, and
to the prospect of enhancing the magnitude of higher-order susceptibilities
by several orders of magnitude. However, even putting aside this problem, it
becomes increasingly difficult to satisfy the energy and phase matching con-
straints with increasing order of the multiphoton process to be implemented.
In order to show the complexity of practical implementations, we consider
now the simple, but relevant, case of collinear multiphoton processes with
nonlinear terms of the general form a†1a
†
2 · · ·a†sas+1 · · ·anE±1 · · ·E±m, where the
{E±i } are classical pumps. A collinear process is defined by the condition that
the fields associated to all the modes share the same direction of propagation
(i.e. the wave vectors are parallel or anti-parallel). We denote by ωi and ki
the frequency and the wave vector associated to the mode ai, and by Ωi and
Ki the frequency and momentum associated to a classical pump Ei. We im-
plicitly include in the frequencies Ωi associated to a classical pump a sign ±
corresponding to a positive or negative frequency choice of the pump itself;
moreover, we include in each momentum Ki associated to a classical pump
a sign which, in a collinear process, discriminates between backward and for-
ward propagation. Energy conservation and phase matching conditions, in this
collinear case, read
s∑
i=1
ωi −
n∑
i=s+1
ωi =
m∑
i=1
Ωi , (398)
s∑
i=1
ki −
n∑
i=s+1
ki =
m∑
i=1
Ki , (399)
Note that the momenta ki and Ki, apart the sign, coincide, respectively, with
n(ωi)ωi and n(Ωi)Ωi, where n(·) denotes the frequency-dependent refractive
index associated to a given frequency. Therefore, the second equation is a
nonlinear equation, with the nonlinearity due to phenomenological quantities
such as the refractive indices. Therefore, the solution of the problem defined
by the set of coupled equations (398) and (399) is highly nontrivial. To try
to solve it, one must choose a suitable number of classical pumps, and a
convenient medium that allows birefringence (i.e. ordinary and extraordinary
refractive indices) or quasi-phase matching (periodic behavior of the refractive
index). However, in arbitrary cases, the equations (398) and (399) may not
have physically meaningful solutions, and must thus be analyzed case by case
in concrete, specific instances. Here then we discuss the possible experimental
realization of the effective interaction described by the specific Hamiltonian
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(368), associated to the single-mode canonical structure.
We consider the collinear processes generated by the lowest possible nonlinear-
ity in a centrosymmetric crystal, namely the one associated to the third-order
susceptibility χ(3), because, in such a material χ(2n) = 0 for all n. The crystal
is illuminated by two highly intense laser pumps, E1, of frequency ω and ordi-
nary polarization, and E2, of frequency 3ω and extraordinary polarization. To
achieve the phase matching condition, in the following we refer to the discus-
sion of Section 3, in particular to Eq. (111) and to the definition of positive
and negative uniaxial crystals. We consider a negative uniaxial crystal, and we
exploit the birefringence to compensate the dispersion effect of the frequency-
dependent refractive indices nω. In particular, a suitable choice of the phase
matching angle θ between the propagation vector and the optic axis can lead
to the equality nordω = n
ext
3ω (θ), needed to realize the three-photon down con-
version processes that we wish to engineer. The combined actions of the two
classical pumps on the crystal generate, besides the free linear and harmonic
terms, the multiphoton processes described in the following, where κlm will
denote the coefficient of the generic interaction term a†lam, responsible for the
creation of l photons and, correspondingly, the simultaneous annihilation of
m photons. As previously remarked, all these processes will be generated only
by the third-order χ(3) susceptibility.
The interaction of the pump at frequency 3ω with the nonlinear crystal gen-
erates the three-photon down conversion process κ30E2a
†3 +H.c. , with κ30 ∝
χ(3)(3ω;−ω,−ω,−ω) . Moreover, the first pump at frequency ω generates the
additional four-wave process κ21E1a
†2a+H.c. , with κ21 ∝ χ(3)(ω;−ω,−ω, ω) .
The Kerr term a†2a2 is obviously generated as well. However, the coupling of
this term does not contain contributions due to the intense classical pumps;
therefore, it can be neglected in comparison to the other, much stronger in-
teractions. Finally, the third-order nonlinearity generates also the two-photon
down conversion process [κ
′
20E
2
1 + κ
′′
20E
∗
1E2]a
†2 +H.c. , where κ
′
20 and κ
′′
20 are
proportional to κ21 and κ30, respectively. The contributions associated to the
couplings κ21 and κ
′
20 are due to the self-phase-modulation mechanism, and
are automatically phase-matched, while the contribution associated to the
coupling κ
′′
20 is generated by the simultaneous interaction of the two external
pumps with the medium. The total effective interaction Hamiltonian is then
finally the experimentally feasible form of the desired reduced three-photon
Hamiltonian (368), and, in more detail, it reads
H3phexp = [κ
′
20E
2
1 + κ
′′
20E
∗
1E2]a
†2 + κ21E1a†2a + κ30E2a†3 + H.c. . (400)
In the interaction picture, the coefficients appearing in Eq. (400) are time-
independent, and thus Hamiltonian H3phexp describes the same processes as does
Hamiltonian (368). The residual freedom (allowed by the canonical condi-
tions) in fixing the parameters of the theoretical Hamiltonian (368), and the
possibility of selecting the desired intensities of the classical pumps in the
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“experimental” Hamiltonian (400), are then sufficient to assure that the two
expressions coincide. As a consequence, at least a particular form of the gen-
eral single-mode Hamiltonian Hsu111 of canonical multiphoton quantum optics
can be experimentally realized. This fact implies that there exist, at least in
principle, physically implementable multiphoton processes that can be asso-
ciated to nonquadratic Hamiltonian evolutions, exactly determined with the
canonical methods described in Subsection 6.2, which generate nonclassical,
non Gaussian, single-mode multiphoton squeezed states of the electromagnetic
field.
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7 Application of multiphoton quantum processes and states to
quantum communication and information
7.1 Introduction and general overview
In the last two decades, systems of quantum optics are progressively emerging
as an important test ground for the study and the experimental realization of
quantum computation protocols and quantum information processes. In this
Section, after a very brief resume of some essential concepts of quantum in-
formation theory, we discuss the role and possible applications of nonlinear
interactions and multiphoton states in this rapidly growing discipline. Clearly,
in this short summary, we will only sketch some guidelines into this very ex-
tended and complex field of research. The main issues to be discussed here
will be the use of multiphoton quantum states as carriers of information, and
the manipulation of the latter by the methods of quantum optics.
Mainstream research directions in the theory of quantum communication and
information include, among others, quantum cryptography, teleportation, quan-
tum error correction, approximate quantum state cloning, entanglement swap-
ping, and, of course, quantum computation [492,493,494,495,496,497,498,499,500,501,502].
The growing interest in quantum information and quantum computation arises
from the fact that the basic aspects of quantum mechanics, the superposition
principle and the Heisenberg uncertainty principle, lead to the existence of non
factorizable (nonseparable) dynamics and states, and their associated peculiar
quantum correlations. In fact, the nonseparable states of quantum mechan-
ics are endowed with a structure of correlations, that by now goes under the
commonplace name of entanglement, allowing, in principle, computational and
informational tasks that are believed to be impossible in the realm of classical
informatics. This peculiar structure of the correlations in nonseparable quan-
tum states, this entanglement, can thus be regarded as true physical resources
for the realization of logical gates, computational protocols, information pro-
cesses. From the specific point of view of quantum optics, quantum compu-
tation and information are becoming very close benchmarks, together with
nanotechnology, because, due the fast and constant trend towards the reduc-
tion in the energy content of optical signals and the miniaturization of optical
components, the consequences of the underlying quantum behaviours begin
to emerge in ways that are progressively more pronounced. In particular, as
one gets closer and closer to the quantum regime, the direct consequences of
the uncertainty principle begin to matter, and the omnipresent fluctuations
of the electromagnetic vacuum constitute a source of noise that affects the
information carried by optical signals from the initial generation during all
its time evolution, and imposes limitations on the fidelity of the transmission.
Fortunately, the progresses in nonlinear optics and cavity quantum electro-
dynamics allow at present several strategies for the control and reduction of
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vacuum fluctuations and quantum noise in computational and informational
processes. This is why quantum optical implementations may turn out to be
of paramount importance in the future of quantum information: as already
seen, the most common and efficient methods for the reduction of quantum
noise are based on squeezed light generation via parametric down conversion,
quantum nondemolition measurements, and confinement of electromagnetic
fields in cavities. For further discussions and bibliographical sources on noise
limitations in optical communication systems, the interested reader may profit
of Ref. [503].
We have already mentioned that quantum information science is rooted in two
key concepts, respectively the quantum superposition principle and quantum
entanglement. Quantum state superpositions allow an enrichment of the infor-
mation content of the signal field, as they can assume different values at the
same time, while the information, through the entanglement effects, becomes a
nonlocal property of the whole system. Finally, the requirements of scalability
and resilience to decoherence, necessary to achieve efficient quantum compu-
tation and secure quantum communication, impose the need for large sets
of macroscopic superpositions sharing degrees of multipartite entanglement
as large as possible. Consequently, in order to implement efficiently quantum
information protocols in a quantum optical setting, it would be of primary
importance to devise methods for the engineering of entangled multiphoton
superposition states, possibly robust against dissipation and environmental
decoherence. Thus motivated, in the following we will review and discuss the
theory and the present status of the experimental realizations of these states,
and assess their relevance and use in view of efficient implementations of quan-
tum information protocols.
7.2 Qualifying and quantifying entanglement
The entanglement of quantum states of bipartite and multipartite systems is
one of the fundamental resources in quantum information. Therefore, in this
Subsection we will give a self-contained review on the most relevant measures
devised to quantify entanglement in a quantum state, and on the most signif-
icant criteria of inseparability.
For bipartite pure quantum states there is a unique measure of entanglement,
named entropy of entanglement, defined by the von Neumann entropy of any
of the reduced states [504]. Let ρ12 ≡ ρP be a pure state of two parties, its
entropy of entanglement E(ρP ) is given by
E(ρP ) = S(ρ1) = S(ρ2) , (401)
where S(σ) = −Tr[σ log2 σ], and ρi = Trj 6=i[ρP ] (i, j = 1, 2). For a system
composed of two N -level subsystems, the quantity E ranges from zero, corre-
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sponding to a product state, to log2N , corresponding to a maximally entan-
gled state. The minimum set of essential properties that should be shared by
any bona fide measure of entanglement are the following: it must be positive
semi-definite, achieving zero only for separable states; it must be additive;
and, finally, it must be conserved under local unitary operations and must be
non-increasing on average under local operations and classical communication
(LOCC). The entropy of entanglement of pure quantum states satisfies all
of the above properties. Under realistic conditions, only partially entangled
mixed states can be generated, rather than fully entangled pure states. Unfor-
tunately, in the case of mixed states the von Neumann entropy of the reduced
states fails to distinguish classical and quantum correlations and is therefore
no longer a good measure of quantum entanglement. Another entropy-based
measure for a state ρ12 is the von Neumann mutual information [504]:
IN(ρ1; ρ2; ρ12) = S(ρ1) + S(ρ2)− S(ρ12) . (402)
However, the mutual information IN can increase under local nonunitary op-
erations, therefore it cannot be a good measure of entanglement.
Although the problem of quantifying the amount of entanglement in mixed
states is still open, several measures have been proposed in the last years
[505,506,507,508,509]. For a mixed state ρ12 ≡ ρM , Bennett et al. have intro-
duced the so called entanglement of formation EF (ρM), defined as the infimum
of the entropy of entanglement of the state ρM computed over all its possible
(in general, infinite) pure state decompositions [505].
The same authors have defined another important measure of mixed-state
entanglement, the entanglement of distillation ED(ρM), defined as the num-
ber of bipartite maximally entangled states (Bell pairs) that can be distilled
(purified) from the state ρM [505]. We recall that the purification or distil-
lation protocol is the procedure of concentrating maximally entangled pure
states from partially entangled mixed states by means of local operations and
classical communication [510,511,512]. Nevertheless, and remarkably, it is not
always possible to distill the entanglement of any inseparable states; in fact
there exist states, the so called bound entangled states, whose entanglement
is not distillable [513,514].
The entanglement of formation and the entanglement of distillation, although
conceptually well defined, are extremely hard to compute due to the infinite
dimension of the minimization procedure they involve. It is thus remarkable
that the entanglement of formation has been computed exactly in the case
of an arbitrary mixed state of two qubits [515], and for an arbitrary mixed
symmetric two-mode Gaussian state of continuous variable systems [516].
Vedral et al. have introduced a further measure of entanglement, the relative
entropy, which is a suitable generalization of the mutual information Eq. (402)
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and is defined as [506]:
Ere(ρ12) = min
σ∈D
S(ρ12 ‖ σ) , (403)
where ρ12 is the state whose entanglement one wishes to compute; S(ρ12 ‖
σ) = Tr[ρ12(ln ρ12− ln σ)] is an entropic measure of distance between the two
density matrices ρ12 and σ; and D is the set of the density matrices correspond-
ing to all disentangled states. Extensions of the relative entropy to quantify
the entanglement of states of systems composed by more than two subsystems
are also possible [506]. From an operational point of view, the entanglement
measured by Eq. (403) can be interpreted as the quantity that determines
“the least number of measurements needed to distinguish a given state from
a disentangled state” [507]. The relative entropy of entanglement Ere inter-
polates between the entanglement of formation EF and the entanglement of
distillation ED, according to hierarchy ED ≤ Ere ≤ EF [517].
An effectively computable measure of entanglement, the negativity, has been
introduced independently by several researchers [509,518,519,520,521,522]. This
measure is based on the Peres-Horodecki criterion of positivity under partial
transposition (PPT criterion) [523,524]. Let us recall that the partial trans-
position corresponds to a partial time reversal transformation or to a partial
mirror reflection in phase space. By definition, a quantum state of a bipartite
system is separable, and we will write it as ρ
(sep)
12 , if and only if it can be
expressed in the form [525]
ρ
(sep)
12 =
∑
i
pi ρi1 ⊗ ρi2 , pi ≥ 0 ,
∑
i
pi = 1 , (404)
that is, as a convex combination of product states of the two subsystems,
where ρi1 and ρi2 are, respectively, the normalized states of the first and of
the second party. The operation of partial transposition Tjρ (j = 1, 2) on a
generic quantum state ρ of a bipartite system with respect to one party is
symmetric under the exchange of the two parties. Then, choosing, say, party
j = 2 this operation is defined as follows: ρ → ρT2 generates the partially
transposed matrix ρT2 , whose elements, expressed in an orthonormal basis
|i1, j2〉, read:
〈i1, j2|ρT2 |k1, l2〉 = 〈i1, l2|ρ|k1, j2〉 .
Let us denote by ρ˜ the partially transposed state ρT2 . Then, if the original
state is separable, partial transposition must yield again a separable state, i.e.
ρ˜
(sep)
12 ≡
(
ρ
(sep)
12
)T2
=
∑
i
pi ρi1 ⊗ ρT2i2 .
Hence, for a generic bipartite state ρ12 a necessary condition of separability is
that the partially transposed matrix ρ˜12 be a bona fide density matrix, i.e. that
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it be positive semidefinite. This is equivalent to require the nonnegativity of all
the eigenvalues of ρ˜12 [523]. Viceversa, the existence of negative eigenvalues
of ρ˜12 is a sufficient condition for entanglement. By exploiting this relevant
result, a natural measure of entanglement for the state ρ12 can be defined as
the sum of the moduli of the negative eigenvalues of ρ˜12. This quantity defines
the negativity, and is denoted by N (ρ12) [509]:
N (ρ12) = ‖ ρ˜12 ‖1 −1
2
. (405)
An alternative definition is the logarithmic negativity EN (ρ12) [509]:
EN (ρ12) = log2 ‖ ρ˜12 ‖1 . (406)
The quantities (405) and (406) are monotone under LOCC and can be easily
computed in general, at least numerically.
Let us consider the important instance of two-mode Gaussian states ρG of
continuous variable (CV) systems, for which the PPT criterion is a necessary
and sufficient condition for separability, as shown by Simon [526]. These states
define the set of two-mode states with Gaussian characteristic functions and
quasi-probability distributions, such as the two-mode squeezed thermal states.
By defining the vector of quadrature operators R = (X1, P1, X2, P2), these
states are completely characterized by the first statistical moments 〈Ri〉 and
by the covariance matrix σ, defined as σij =
1
2
〈RiRj + RjRi〉 − 〈Ri〉〈Rj〉, or
in the convenient block-matrix form
σ =

 A C
CT B

 , (407)
where A, B, and C are 2× 2 submatrices.
Let us recall that, due to Williamson theorem [527], the covariance matrix
of an n-mode Gaussian state can always be written as σ = STνS, where
S ∈ Sp(2n,R) is a symplectic transformation, and ν = diag(ν1, ν1, . . . , νn, νn)
is the covariance matrix of a thermal state written in terms of the symplectic
spectrum of σ whose meaning will be clarified below [528]. Here, the elements
of the (real) symplectic group Sp(2n,R) are the linear transformations S in
phase space with detS = 1 that preserve the symplectic form Ω, i.e. such that
STΩS = Ω, where
Ω =
n⊕
1
J , J =

 0 1
−1 0

 , (408)
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and J is the symplectic matrix. By the Stone-von Neumann theorem, sym-
plectic transformations on quasi-probability distributions in phase space cor-
respond to unitary transformations on state vectors in Hilbert space. The
quantities νi that constitute the symplectic spectrum are the eigenvalues of
the matrix |iΩσ| [528,529]. In order to compute the negativity (405) and
the logarithmic negativity (406) for two-mode Gaussian states, one has to
compute the two symplectic eigenvalues ν˜∓ (with ν˜− < ν˜+) of the matrix
|iΩσ˜|, where σ˜ is the covariance matrix of the partially transposed state ρ˜G.
Given the two Sp(2,R) ⊕ Sp(2,R) symplectic invariants det σ and ∆˜(σ) =
detA+ detB− 2 detC, the two symplectic eigenvalues ν˜∓ read [529,530]:
ν˜∓ =
√
∆˜(σ)∓ (∆˜(σ)2 − 4 detσ)1/2
2
. (409)
Finally, it is easy to show that for any two-mode Gaussian state ρG the nega-
tivity is a simple decreasing function of ν˜− [530,531]:
‖ ρ˜G ‖ 1 =
1
ν˜−
, (410)
N (ρG) = max
[
0,
1− ν˜−
2ν˜−
]
, (411)
EN (ρG) = max[0, − log2 ν˜−] . (412)
As already mentioned before, for two-mode symmetric Gaussian states (i.e.
for two-mode Gaussian states with detA = detB) the entanglement of for-
mation EF (ρG) can be computed as well [516], and coincides in this case with
the logarithmic negativity but for irrelevant scale factors. It is likely that this
equivalence breaks down in more general instances of mixed Gaussian states.
For instance, it has been recently shown that a rigorous bound for the true
entanglement of formation, the so-called Gaussian entanglement of formation
(i.e. the entanglement of formation computed only on pure Gaussian state con-
vex decompositions) [532] does not coincide in general with the logarithmic
negativity for particular classes of mixed nonsymmetric two-mode Gaussian
states [533]. Moreover, for these states the two measures induce different or-
derings, in the sense that, taken a reference state, another state will be more
or less entangled than the reference state depending whether one chooses the
Gaussian entanglement of formation or the logarithmic negativity to quantify
entanglement [533]. Generalizations are straightforward for particular classes
of fully symmetric and bisymmetric multimode Gaussian states. In these in-
stances the negativities are again amenable to a complete analytic computa-
tion, and the entanglement quantified by them possesses interesting properties
of scaling and unitary localization [534,535]. Finally, in order to analyze en-
tanglement in a multipartite system, the different bipartite splittings of the
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whole system can be considered [536]. This procedure can be used to define
multipartite negativities, as shown in Ref. [509].
Besides facing the hard task of quantifying the exact amount of entanglement
in a given quantum state, it is in principle important, and often interesting
for practical purposes, to establish its inseparability properties. To this end, it
is necessary to look for reliable (in)separability criteria, and several ones have
been proposed for bipartite states [523,524,526,537,538,539,540,541,542,543,544,545,546,547,548].
Such criteria often take the form of inequalities and usually provide sufficient
conditions for inseparability. However, in the case of two-mode Gaussian states
and of multimode Gaussian states of 1 × N bipartitions, it is possible to es-
tablish criteria that are necessary and sufficient for inseparability. As already
mentioned, the continuous-variable version of the PPT criterion is a necessary
and sufficient condition for separability of two-mode Gaussian states, as first
proved by Simon [526], and of multimode Gaussian states of 1 × N biparti-
tions, as shown by Werner and Wolf [549]. A further criterion, due to Duan
et al. [539], based on suitably scaled Einstein-Podolski-Rosen (EPR) observ-
ables, turns out to be necessary of sufficient for the separability of two-mode
Gaussian states.
On the other hand, as seen in Sections 4 and 5, the most recent theoretical
and experimental efforts are concerned with the engineering of highly nonclas-
sical, non-Gaussian states of the radiation field, in order to enhance either the
entanglement [550,551], or other useful properties as the quantum robustness
against decoherence [552]. Furthermore, even if at present Gaussian states
continue to play a central role in quantum optics and quantum information, it
has been shown rigorously that some fundamental physical properties, such as
the entanglement and the distillable secret key rate, are minimized by Gaus-
sian states [553]. In a sense, this result is not surprising. Gaussian states are
the most semiclassical among quantum states, and entanglement is a genuine
quantum property that essentially originates from the superposition principle.
The inseparability criteria that have been introduced so far provide only suffi-
cient conditions on the inseparability of non-Gaussian states. Therefore, they
can fail in detecting quantum correlations for some sets of genuinely entangled
states [546].
Before reviewing some of the most significant inseparability criteria, we de-
scribe a sufficiently general approach to their construction for bipartite sys-
tems of continuous variables. A natural starting point to search for a necessary
condition for separability (sufficient condition for entanglement) is the general
definition by Werner of separable states, Eq. (404). One then proceeds to se-
lect a suitable operatorial function f of the annihilation and creation operators
associated to the two subsystems, considers its mean values in a generic, sep-
arable state written in the Werner form Eq. (404), and derives an inequality
150
constraint. Let us consider first the two EPR-like operators of the form
U = |a|X1 + 1
a
X2 , V = |a|P1 − 1
a
P2 , (413)
where Xj and Pj (j = 1, 2) are the position and momentum operators cor-
responding to the mode j, and a is an arbitrary real number. Applying the
Cauchy-Schwartz inequality to the total variance 〈(∆U)2〉ρ + 〈(∆V )2〉ρ, it is
easy to show that for any separable quantum state ρ the following inequality
must hold
∆EPR(a) = 〈(∆U)2〉ρ + 〈(∆V )2〉ρ − a2 − 1
a2
≥ 0 , (414)
for any choice of the constant a [539]. As an immediate consequence, if at least
a value of a exists such that the inequality (414) is violated, i.e. ∆EPR(a) <
0, then ρ is an entangled state. This sufficient condition for inseparability
is precisely the criterion formulated by Duan et al. [539]. The criterion is
optimized by minimizing ∆EPR(a) with respect to a, while keeping the other
variables fixed.
As a second example, let us now consider the criterion due to Simon to obtain
a sufficient condition for inseparability in terms of the second order statistical
moments of the position and momentum operators [526]. Simon defines the
operatorial function
fˆ = c1X1 + c2P1 + c3X2 + c4P2 ,
and observes that the Heisenberg uncertainty principle is equivalent to the
statement
〈fˆ †fˆ〉ρ = Tr[ρfˆ †fˆ ] ≥ 0 .
Finally, by applying the PPT requirement (a separable density operator ρ
must transform into a non-negative, bona fide density operator ρ˜ under partial
transposition), Simon obtains the following necessary condition for separabil-
ity:
Tr[ρ˜fˆ †fˆ ] ≥ 0 . (415)
This condition, in terms of the matrices defined in Eq. (407), reads
detA detB+
(
1
4
− | detC|
)2
− Tr[AJCJBJCTJ]
−1
4
(detA+ detB) ≥ 0 , (416)
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where J is the 2×2 symplectic matrix defined in Eq. (408). Let us recall again
that one can easily show that for all two-mode Gaussian states the Duan and
the Simon criteria are necessary and sufficient for separability, and thus coin-
cide. Moreover, the Simon criterion given by Eq. (415) or (416) reduces to a
simple inequality for the lowest symplectic eigenvalue: ν˜− ≥ 1; or, equivalently,
for the covariance matrix: ∆˜(σ) ≤ det σ + 1 (with σ given by Eq. (407)).
Other interesting criteria include the so-called “product” condition introduced
by Giovannetti et al. [541]. Through a method similar to that of Ref. [539],
thes authors have found a more general inequality condition, containing as a
special case Eq. (414). Man’ko et al. have proposed a generalization of the
PPT criterion based on partial transposition by introducing a scaled partial
transposition [544]. The associated criterion of positivity under scaled partial
transposition (PSPT) might be particularly suitable for the detection of mul-
tipartite entanglement.
The EPR- and PPT-type criteria discussed above, i.e. the EPR and PPT cri-
teria suitably adapted to the case of Gaussian states, naturally involve only
second order statistical moments of the quadratures. Moving to analyze non
Gaussian states, criteria limited to second order moments do not detect entan-
glement efficiently, and inclusion of higher order moments is needed. Inspired
by this motivation, Agarwal and Biswas have proposed new criteria based on
inequalities involving higher order correlations [545]. In particular, these au-
thors have combined the method of partial transposition and the uncertainty
relations for the Schwinger realizations of the SU(2) and SU(1, 1) algebras on
generic states. In a two-mode system, the realization of the SU(1, 1) algebra,
provided by the operators Kx = 2
−1(a†1a
†
2 + a1a2), Ky = (2i)
−1(a†1a
†
2 − a1a2),
Kz = 2
−1(a†1a1 + a
†
2a2 + 1); leads to an uncertainty relation that reads:
〈(∆Kx)2〉ρ〈(∆Ky)2〉ρ ≥ 1
4
|〈Kz〉ρ|2 .
The PPT prescription under partial transposition, e.g.⇔ a2 ↔ a†2, introduced
in the above inequality yields a necessary condition of separability in terms
of fourth order statistical moments. In Ref. [545] this approach has been suc-
cessfully tested on the two-mode non-Gaussian state described by the wave
function
ψ(x1, x2) = (2/π)
1/2(γ1x1 + γ2x2) exp{−(x21 + x22)/2} ,
with |γ1|2+ |γ2|2 = 1. This state is always entangled for all values of γ1 and γ2,
as can be seen as well by direct application of PPT to the associated density
matrix. However, according to the criteria based on second order moments,
like the ones by Duan et al and by Giovannetti et al, this state appears to
be always separable. The inequality based on fourth order moments is instead
sufficient to detect inseparability over the whole range of values of γ1 and γ2.
Clearly, as already suggested by Agarwal and Biswas, it is desirable to develop
criteria based on hierarchies of statistical moments of arbitrary order. Progress
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along this program has been achieved first by Hillery and Zubairy [546], and
later, in much greater generality by Shchukin and Vogel [547]. In Ref. [546],
Hillery and Zubairy have considered moments of arbitrary order of the form
|〈ak1ah2〉ρ| or of the form |〈ak1a†h2 〉ρ|. Then, starting for instance from the first
form, one can prove that a necessary condition for the separability of a generic
two-mode quantum state is the validity of all the infinite inequalities
∆kh = 〈a†k1 ak1〉〈a†h2 ah2〉 − |〈ak1ah2〉|2 ≥ 0 , (417)
where k and h are two arbitrary positive integers. Similar relations cab be ob-
tained by starting from the second form. Obviously, the violation of any one
of these infinite inequalities is then a sufficient condition for inseparability. It
is important to notice that the moments involved in the set of inequalities de-
rived by Hillery and Zubairy do not coincide with the moments involved in the
inequalities derived by Agarwal and Biswas when considering the fourth order.
However a further generalization containing all the cases previously discussed
has been recently introduced by Shchukin and Vogel using an elegant and uni-
fying approach [547]. These authors succeed to express the PPT criterion for
two-mode states of continuous variable systems through an infinite hierarchy
of inequalities involving all moments of arbitrary order. They consider Eq.
(415), with fˆ given by
fˆ =
∞∑
n,m,k,l=0
cnmkl a
†n
1 a
m
1 a
†k
2 a
l
2 , (418)
and prove that the PPT separability condition is equivalent to imposing the
nonnegativity of an infinite hierarchy of suitably chosen determinants [547]
DN =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 〈a1〉 〈a†1〉 〈a†2〉 〈a2〉 · · ·
〈a†1〉 〈a†1a1〉 〈a†21 〉 〈a†1a†2〉 〈a†1a2〉 · · ·
〈a1〉 〈a21〉 〈a1a†1〉 〈a1a†2〉 〈a1a2〉 · · ·
〈a2〉 〈a1a2〉 〈a†1a2〉 〈a†2a2〉 〈a21〉 · · ·
〈a†2〉 〈a1a†2〉 〈a†1a†2〉 〈a†22 〉 〈a2a†2〉 · · ·
· · · · · · · · · · · · · · · · · ·
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (419)
i.e. DN ≥ 0 ∀N . Viceversa, if there exists at least one negative determinant,
i.e. if
∃N : DN < 0 ,
this is a sufficient condition for inseparability of the state [547].
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7.3 Engineering and applications of multiphoton entangled states: theoretical
proposals and experimental realizations
A very nice feature of quantum optics is that it is flexible and versatile enough
to provide the necessary tools for quantum information based either on discrete
or on continuous variables. Discrete-variable quantum information deals with
elaborating, storing, manipulating, and transmitting information encoded in
quantum states with a discrete spectrum of eigenvalues, and thus belonging to
finite-dimensional Hilbert spaces. In the simplest instance of two-dimensional
Hilbert spaces, the elementary units of information are then two-state (two-
level) systems, universally known as qubits in the quantum-informatic jargon.
All the possible superposition states of a two-level system can be expressed in
terms of linear combinations of two-dimensional orthonormal states defining
the standard computational basis. In a quantum optical setting, these ba-
sis states can be realized as the two orthonormal eigenstates of the photon
polarization observable, respectively, the horizontally (H) and vertically (V )
polarized one-photon states
|H〉 =

 1
0

 , |V 〉 =

 0
1

 . (420)
On the other hand, to the electromagnetic field are associated other physical
objects, such as the phase and amplitude quadratures (”position” and ”mo-
mentum”), that are continuous variables, i.e. generalized observables with a
continuous spectrum of eigenvalues. Quantum information based on continu-
ous variables is then characterized by the fact that the information is carried
by quantum states belonging to infinite-dimensional Hilbert spaces. Thus,
quantum optics enables in principle to realize the encoding of quantum in-
formation either with polarization qubits or with continuous quadratures. In
fact, it allows much more. Namely, all intermediate possibilities for encoding
information can be realized by exploiting superpositions of a finite number of
macroscopically distinguishable states [554,555], so that, in a quantum opti-
cal framework, a generic superposition state of a qubit can be constructed, e.
g., as the superposition of two distinguishable continuous variables states, for
example the two coherent states of π-opposite phase |α〉 and |−α〉. Then, the
generic continuous-variable qubit state in this case reads
|ψ〉 = ξ1|α〉+ ξ2| − α〉 , (421)
where the complex coefficients ξi satisfy the normalization condition |ξ1|2 +
|ξ2|2+2Re[ξ∗1ξ2〈α| −α〉] = 1. For large values of |α|2 the two states | ±α〉 will
be approximately orthogonal, and thus they will realistically approximate the
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vectors of the computational basis.
We will now turn to discuss both discrete-variable and continuous-variable
schemes of quantum computation and information. We begin by introducing
the general concept of quantum computer, probably the most fascinating ob-
ject of theoretical investigation in the field of quantum information. In princi-
ple, it is expected that a quantum computer will allow to solve problems expo-
nentially faster than any classical computer [556,557,558,559,560,561]. A sim-
ple prescription for the construction of such a machine was given by Deutsch
[562]: it is a set of n qubits on which unitary operations or quantum logic gates
can be applied. It is well known [492] that a unitary transformation (one-bit
gate) and a two-bit conditional quantum phase gate are sufficient to build a
universal quantum computer. The one-bit gate is the so-called universal quan-
tum gate which by its repeated use can generate all unitary transformations
of the qubits, and it reads
Uθ,φ =

 cos θ −ie−iφ sin θ
−ieiφ sin θ cos θ

 . (422)
The transformation for a two-bit phase gate is instead given by
Q
(2)
φ |ξ, η〉 ≡ eiφδξ,V δη,V |ξ, η〉 , (423)
where |ξ, η〉 = |ξ〉|η〉 and ξ, η = H, V . It is to be noted that the set of the lin-
ear unitary transformations is not sufficient to implement the universal quan-
tum computation; this implies that nonlinear transformations are needed too.
From this point of view, several schemes have been proposed to realize qubit-
based quantum computation [563,564,565]. In particular, Knill, Laflamme, and
Milburn have demonstrated that, in principle, robust and efficient quantum
computing is possible by combining linear optical elements with photodetec-
tors inducing nonlinear transformations [564]. On the other hand, resonantly
enhanced nonlinearities can offer some advantages in the implementation of
quantum computing protocols. Let us consider some examples [113,117] which
refer to recent proposals for the realization of phase gates. The transformation
(423) can be realized by exploiting an enhanced χ(3) cross-Kerr interaction
[113], whose corresponding unitary operator reads Q
(2)
φ = e
iφa†
V
aV b
†
V
bV . The
interaction H5 = κ
(5)a†V aV b
†
V bV c
†
V cV , realizable in an enhanced χ
(5) medium
[117], can be used for the implementation of Grover’s quantum search algo-
rithm [566]. A weak cross-Kerr nonlinearity has also been used to construct a
CNOT gate based on a quantum nondemolition measurement scheme [567].
All the examples that we have just cited, refer to schemes involving multi-
photon processes in nonlinear media for the realization of information pro-
tocols with discrete variables. However, as shown by Lloyd and Braunstein
[568,569,570], a universal quantum computer can be in principle realized over
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continuous variables as well, although limited to the classes of transformations
that are polynomial in those variables. Considering as continuous variables the
quadrature amplitudes {X,P} of the electromagnetic field, these transforma-
tions might be implemented by means of simple optical devices such as beam
splitters, phase shifters, squeezers, and Kerr-effect fibers [570]. Let us consider
the application of a sequence of Hamiltonians Hi, Hj, −Hi, −Hj, each for a
time δt→ 0; in this limit the following relation holds
eiHiδteiHjδte−iHiδte−iHjδt = e(HiHj−HjHi)δt
2
+ O(δt3) . (424)
Relation (424) means that the application of the sequence of Hamiltonians
is equivalent to the application of the Hamiltonian i[Hi, Hj] for a time δt
2.
In general, starting from a set of Hamiltonians {±Hi}, any Hamiltonian of
the form ±i[Hi, Hj], ±[Hi, [Hj, Hk]], etc. can be constructed [570]. That is,
one can construct the Hamiltonians in the algebra generated from the origi-
nal set of operators by repeated commutations. If one chooses as original set
the operators X, P , H0 = X
2 + P 2, and S = (XP + PX)/2, corresponding
to translations, phase shifts, and squeezers, one can construct any Hamil-
tonian quadratic in X and P . Therefore one- and two-photon passive and
active optical transformations are enough to simulate any quadratic Hamil-
tonian associated to second-order (two-photon) processes. In order to obtain
Hamiltonians that are arbitrary-order self-adjoint polynomials of X and P ,
it is instead necessary the exploitation of nonlinear, nonquadratic processes
like the Kerr interaction H2 = (X2 + P 2)2. Alternatively, as for the discrete
variable case, the photon number measurement can be used to induce a non-
linear transformation [571]. For instance, by exploiting squeezing, phase-space
displacement, and photon counting, it is possible to generate the so-called
”cubic-phase state” [571] defined as
|γ〉 =
∫
dxeiγx
3 |x〉 . (425)
One can easily see that these cubic phase states coincide with the homodyne
multiphoton squeezed states (HOMPSS) [479] discussed in Section 6, in the
case of lowest quadratic nonlinearity F (x) = x2, and can thus be realized by
purely Hamiltonian, unitary evolutions, albeit nonlinear.
The realization of quantum gates can be also implemented by means of tele-
portation protocols. Quantum teleportation has been originally proposed by
Bennett et al. [572] for systems of discrete variables, and successively ex-
tended by Vaidman [573] and by Braunstein and Kimble [574] to continuous
variables. It consists in the transmission of unknown quantum states between
distant users exploiting shared entangled states (resources), and with the as-
sistance of classical communication. Quantum teleportation has been exper-
imentally demonstrated by Bouwmeester et al. [575] and Boschi et al. [576]
for the discrete variable case, and by Furusawa et al. [577,578] in the case of
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continuous variables. These are important results per se and from the point of
view of quantum computing as well, because it has been shown that exploiting
quantum teleportation reduces the necessary resources for universal quantum
computation [579]. Actually, single-qubit operations, Bell-basis measurements
and entangled states as the three-photon Greenberger-Horne-Zeilinger (GHZ)
states [580] result to be sufficient for the realization of a universal quantum
computer [579]. However, the fundamental tools for the effective realization
of teleportation remain bipartite entangled states like the so-called Bell states
and devices for Bell-state measurements. Let us first consider the discrete
variable instance. The four two-photon maximally polarization-entangled Bell
states,
|φ±〉 = 1√
2
(|V V 〉 ± |HH〉) , |ψ±〉 = 1√
2
(|V H〉 ± |HV 〉) , (426)
can be experimentally generated by means of type-II parametric down con-
version, as reported by Kwiat et al. [581]. The notation, assumed in Eq. (426)
and in the following relations for the discrete variables polarization states,
refers to the general definition of the N -mode, N -photon state |p1 p2 . . . pN〉 ≡⊗N
k=1 |pk〉, in which each mode k is populated by exactly one photon having
polarization pk = H, V . The possibility to produce such states in nonlinear
photonic crystals has been investigated as well [582]. Very recently, the gener-
ation of Bell states has been obtained experimentally by Li et al. [583] in an
optical fiber in the 1550 nm band of telecommunications. As a complete Bell
measurement is very difficult to achieve by means of linear optics [584,585],
schemes for the discrimination of the Bell states, based on nonlinear effects as
resonant atomic interactions [586] and Kerr interactions [587,588], have been
proposed.
On the other hand, moving to a continuous variable setting, the Bell mea-
surement can be easily performed by homodyne detection, but it is difficult to
generate states with large quadrature entanglement. The continuous variable
state |ΨEPR−B〉 containing the necessary correlations for teleportation can
be obtained by the Einstein-Podolsky-Rosen (EPR) state [490] (already intro-
duced, in a different form, in Section 6), defined as the simultaneous eigenstate
of the two commuting observables, total momentum and relative position, of
a two-mode radiation field. Let us consider the nondegenerate parametric am-
plifier HPA = ir(a
†
1a
†
2−a1a2); the solution of the Heisenberg equations for the
field modes yield the squeezed joint quadratures
X1(t)−X2(t) = (X1 −X2)e−rt , P1(t) + P2(t) = (P1 + P2)e−rt . (427)
In the limit rt → ∞ in which squeezing becomes infinite, or, equivalently,
the waiting time becomes very large, these operators commute and admit the
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common eigenstate
|ΨEPR−B〉 = 1√
2π
∫
dx|x〉1|x〉2 . (428)
These two limits are unrealistic for concrete applications. In a recent paper,
van Enk has proposed a scheme that would allow in principle to produce,
in arbitrarily short time, an arbitrarily large amount of entanglement in a
bipartite system [589]. The scheme is based on the following simple two-step
interaction: in the first step one induces the unitary evolution of an initial
coherent state in a Kerr medium, and subsequently, in the second step, the
output state generated in the first step is feeded to a 50 − 50 beam splitter.
The final state |Ψent(τ)〉 is entangled and reads
|Ψent(τ)〉 = UK,BS|α〉a|0〉b =
exp
{
π
4
(a†b− b†a)
}
exp{−iτa†2a2}|α〉a|0〉b , (429)
where τ is the dimensionless time. Fixing τ ≡ τm = π/m, the final state
|Ψent(τm)〉 is a superposition of m two-mode coherent states of the form
|Ψent(τm)〉 =


∑m−1
q=0 f
(o)
q |αe−
2πiq
m /
√
2〉|αe− 2πiqm /√2〉 m odd ,
∑m−1
q=0 f
(e)
q |αe
iπ
m e−
2πiq
m /
√
2〉|αe iπm e− 2πiqm /√2〉 m even ,
(430)
where the coefficients f (o)q and f
(e)
q coincide with those of Eq. (185). The two-
mode states (430) are entangled with entanglement E(τm) ≃ log2m ebits; thus
the entanglement increases with increasing m or, equivalently, with decreas-
ing interaction time, leading to an arbitrarily large entanglement in arbitrarily
short time. Note that, as mentioned in Section 4, a similar scheme, and the
states (430), have been proposed to produce macroscopic superposition states
in a short interaction time in the presence of small Kerr nonlinearity [279].
Continuous variable entanglement has been experimentally observed in an op-
tical fiber [590] and in the interaction between a linearly polarized coherent
field and cold cesium atoms in a cavity [591].
An exhaustive investigation of continuous variable entanglement of two-mode
Gaussian states has been performed by Laurat et al. [592], who, after reviewing
the general framework for the characterization and quantification of entangle-
ment, have experimentally produced two-mode squeezed states through para-
metric amplification in a type-II OPO, and have showed how to manipulate
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such states to maximize the entanglement. The experimental setup realized in
Ref. [592] is similar to that of the seminal work by Ou et al. [593]; a simplified
scheme of the setup is depicted in Fig. (34). The two-mode squeezed state
Fig. 34. Experimental setup for the production of two-mode squeezed states, and
for the characterization and manipulation of their entanglement. A continuous-wave
frequency-doubled Nd : Y AG laser pumps a type-II OPO (KTP crystal) with a
(quarter) λ/4 waveplate inserted inside a cavity. By suitably inserting the quarter
and half waveplates, the covariance matrix of the two-mode Gaussian state can be
reconstructed, and the entanglement can be optimized.
is produced by a frequency-degenerate type-II OPO below threshold; the in-
sertion of a λ/4 birefringent plate inside the optical cavity allows to produce
symmetric Gaussian states, although not in standard form (for the definition
of a standard form of a covariance matrix see e.g. Refs. [539,526]). Laurat et al.
show how to theoretically compute and experimentally determine the elements
of the matrix (407) through a simultaneous double homodyne detection, and
how to optimize the entanglement by using a phase shifter [592]. An improve-
ment of the above experiment has been recently proposed by D’Auria et al.
[594]. The improvement amounts to exploiting only one homodyne detection,
with the consequent repeated measurements of single-mode quadratures.
In order to implement quantum teleportation by means of linear optics and
squeezed light, multipartite entanglement has been exploited by van Loock
and Braunstein [595]. They have shown that a N -partite, multiphoton en-
tangled state can be generated from N squeezed field modes that are then
combined in a suitable way by N − 1 beam splitters, and that quantum tele-
portation between two of the N parties is possible with the assistance of the
other N − 2. This quantum teleportation network has been recently demon-
strated experimentally for N = 3 modes [596]. Moreover, it has been shown
that the success of a N -user continuous variable teleportation network, quan-
tified by the maximal achievable fidelity between the input and the teleported
state, is qualitatively and quantitatively equivalent to the presence of gen-
uine multipartite quadrature entanglement in the shared resource states [597].
More generally, multipartite entanglement, either of continuous or of discrete
variables, represents a powerful resource to enlarge the field of applications
and possible implementations of quantum information protocols, and its study
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presents very interesting aspects for the understanding of the foundations of
quantum theory [495].
Let us now consider some examples of multipartite entangled states and meth-
ods for their generation in the quantum optical domain. The most represen-
tative multipartite polarization-entangled (discrete variable) states are the
N -photon GHZ states [580]
|GHZN〉 = 1√
2

| V V . . . V︸ ︷︷ ︸
N
〉 + |HH . . .H︸ ︷︷ ︸
N
〉

 , (431)
and the N -photon W states [598]
|WN〉 = 1√
N

|H . . .HV︸ ︷︷ ︸
N
〉 + |H . . .HV H︸ ︷︷ ︸
N
〉 + . . . + | V H . . .H︸ ︷︷ ︸
N
〉

 .(432)
The GHZ and W states are inequivalent as they cannot be converted into
each other under stochastic local operations and classical communications,
and therefore differ greatly in their entanglement properties [598,599]. The
GHZ state possesses maximal N -partite entanglement, i.e. it violates Bell in-
equalities maximally; but its entanglement is fragile, because if one or more
parties are lost due, for instance, to decoherence, then the entanglement is
destroyed. The W state instead possesses less N -partite entanglement but it
is more robust against the loss of one or more parties, in the sense that each
pair of qubits in the reduced state has maximal possible bipartite entangle-
ment. Several successful experiments have been reported on the generation of
multiphoton entangled states, in particular the three-, four-, and five-photon
GHZ states, and the three-photon W state [600,601,602,603,604]. Further-
more, many schemes have been proposed for the generation of the four-photon
W state and of other four-photon entangled states [605,606,607,608,609,610].
We want also to mention the recent observation [611] of the four-photon en-
tangled state
|Ψ(4)〉 = 1√
3
[|HHV V 〉+ |V V HH〉
−1
2
(|HVHV 〉+ |V HVH〉 ± |HV V H〉 ± |V HHV 〉)] , (433)
which can be expressed as a superposition of a four-photon GHZ state and of
a product of two Bell states. The state |Ψ(4)〉 can be generated directly by a
second order parametric down conversion process [608]. In fact, let us consider
the multiple emission events in type II parametric down conversion during a
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single pump pulse, that is
exp{−iκ(a†V b†H + a†Hb†V )}|0〉 . (434)
The second order term of the exponential expansion corresponds to four-
photon effects, and is proportional to
(a†V b
†
H + a
†
Hb
†
V )
2|0〉 =
|2Ha, 2Vb〉+ |2Va, 2Hb〉+ |1Ha, 1Va, 1Hb, 1Vb〉 . (435)
If this state enters two nonpolarizing beam splitters, the output state |Ψ(4)〉
can be obtained [608]. Because it is relatively easy to generate, and shows
interesting correlation properties, this four-photon state has been proposed as
a candidate for the implementation of several communication schemes [611].
A similar four-photon polarization-entangled state, belonging to the class of
so-called cluster states [612], that reads
|Φcluster〉 = 1
2
(|HHHH〉+ |HHV V 〉+ |V V HH〉 − |V V V V 〉) , (436)
has been recently realized experimentally, and exploited for the demonstration
of the Grover algorithm [566] on a 4-photon quantum computer [613]. Other
kinds of four-photon entangled states can be obtained from type I down con-
version in a cascaded two-crystal geometry [609,610], see Fig. (14). In the case
of collinear nondegenerate down conversion [610], the Hamiltonians for the the
two crystals write
H1DC = η1a
†
sHa
†
iH + H.c. , H2DC = η2a
†
sV a
†
iV + H.c. , (437)
where asq and aiq (q = H, V ) represent the signal and the idler modes, and ηi
are the coupling constants depending on the strength of the nonlinearity and
on the intensity of the pump pulse. After a delay line, the information about
the origin (crystal) of the down converted fields is lost, and the state of the
field reads
|Φ(t)〉 = exp{−(iH2DCt+ iH1DCt)}|0〉
≈ [1− iHDCt+ (−iHDCt)2]|0〉 , (438)
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with HDC = H1DC +H2DC . The four-photon contribution to the state (438)
is
1
2
[κ21a
†2
sHa
†2
iH + κ
2
2a
†2
sV a
†2
iV + 2κ1κ2a
†
sHa
†
sV a
†
iHa
†
iV ]|0〉 , (439)
with κi = ηit. In order to separate the signal and idler fields, a dichroic beam
splitter can be used; it directs the signal beam to a mode which we denote by
bsq (q = H, V ), and the idler beam to a mode which we denote by ciq. Each
of the modes bsq and ciq are directed to 50 : 50 nonpolarizing beam splitters,
leading to the transformations bsq =
1√
2
(ksq+lsq) and ciq =
1√
2
(miq+niq), where
{ksq, miq}, and {lsq, niq} are the pairs of transmitted and reflected modes,
respectively. Successively, the modes ksq and lsq pass through a half wave plate,
which rotates their polarization by π/2, leading to the exchange H → V and
V → H . The experimental setup is schematically depicted in Fig. (35). The
resulting four-photon state can be finally written down in the form
|Φ(4)〉 = 1
2
[
κ21k
†
sV l
†
sVm
†
iHn
†
iH + κ
2
2k
†
sH l
†
sHm
†
iV n
†
iV
+
1
2
κ1κ2(k
†
sV l
†
sH + k
†
sH l
†
sV )(m
†
iHn
†
iV +m
†
iV n
†
iH)
]
|0〉 . (440)
If the photon lsq is measured in the computational basis {|H〉, |V 〉} with the
Fig. 35. Scheme for the generation and the detection of the four-photon entangled
state |Φ(4)〉.
result |V 〉, then the entangled state is projected onto the state
1
2
[
κ21k
†
sVm
†
iHn
†
iH +
1
2
κ1κ2k
†
sH(m
†
iHn
†
iV +m
†
iV n
†
iH)
]
|0〉 , (441)
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which, after normalization, and by setting κ2 = 2κ1, reduces to a three-photon
W state. All the multiphoton multipartite entangled states discussed above
have been proposed for various applications in quantum information. In par-
ticular, the GHZ- and W -class states have been proposed for quantum tele-
portation with high nonclassical fidelity [614], dense coding [615], quantum
secret sharing [616], and quantum key distribution [617].
Multipartite entanglement has been experimentally demonstrated also for con-
tinuous variables [618,619]. In fact, tripartite entangled states have been gen-
erated by combining three independent squeezed vacuum states [618], or by
manipulating an EPR state with linear optical devices [619]. In the context of
nonlinear optics, a multistep interaction model has been proposed as source
of three-photon entangled states of the form [620]
|Ψ3ph〉 =
∑
k1,k2,k3
F (k1, k2, k3)a
†
1(k1)a
†
2(k2)a
†
3(k3)|000〉 , (442)
where F is the three-photon spectral function. The state (442) can be gen-
erated through two independent down conversion processes and a subsequent
up conversion process (sum-frequency generation) inside the same crystal il-
luminated by a classical pump. In the down conversion processes two pairs of
photons are created; the up conversion process, responsible for the generation
of a third photon, is originated by the annihilation of a couple of photons each
created by a different down conversion process. The three-photon entangled
state |Ψ3ph〉 can be derived from third order perturbation under conditions of
energy conservation and phase matching [620]. Another possible experimental
scheme for the generation of a three-photon entangled state using multiphoton
processes in nonlinear optical media is based on the four-wave mixing Hamilto-
nian (132), in which one treats the pump mode as a classical pump, describing
a particular form of nondegenerate three-photon down conversion process. In
Ref. [621] the experimental feasibility and the phase matching conditions for
this process are discussed, and some quantitative estimates are presented in
the particular case of a calcite crystal.
Several other proposals based on the exploitation of cascaded nonlineari-
ties have been put forward for the realization of multimode entangled states
[286,622,623,624]. Hamiltonians of the form Eq. (189) have been considered
for the generation of continuous-variable entangled states. In particular, the
realization of multiphoton processes described by Hamiltonian (189), involv-
ing a β − BaB2O4 nonlinear crystal, has been suggested and is supported by
some preliminary experimental results [286,622]. With respect to previous re-
alizations [284], in the above mentioned schemes noncollinear phase matching
conditions are satisfied through suitable choices of frequencies and propagation
angles. The Hamiltonian (189) admits the following constant of the motion:
∆ = N1(t)−N2(t)−Ni(t) , (443)
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where Nj(t) = 〈a†j(t)aj〉. For the initial three-mode vacuum state |0, 0, 0〉,
one has ∆ = 0 and N1(t) = N2(t) + Ni(t) at all times t. By exploiting the
conservation law, the evolved state |ψ2step(t)〉 can be expressed in the form
[286]
|ψ2step(t)〉 = e−itH2stepI |0, 0, 0〉 = 1√
1 +N1
×∑
m,n
(
N2
1 +N1
)m/2 ( Ni
1 +N1
)n/2 [(m+ n)!
m!n!
]1/2
|n+m,m, n〉 . (444)
The three-mode entangled state (444) can be used to achieve optimal tele-
cloning of coherent states [286]. Another cascaded scheme has been investi-
gated in Ref. [623], based on the following symmetrized three-mode interaction
Hamiltonian
H3CV = ir(a
†
1a
†
2 + a
†
2a
†
3 + a
†
3a
†
1) +H.c. . (445)
The Heisenberg equations yield the following relations for the quadrature op-
erators
X1(t)−X2(t) = (X1 −X2)e−rt ,
X1(t)−X3(t) = (X1 −X3)e−rt ,
P1(t) + P2(t) + P3(t) = (P1 + P2 + P3)e
−2rt , (446)
whose common eigenstate, in the limit of infinite squeezing rt → ∞, is the
continuous variable GHZ state
|ΨGHZ3〉 =
1
(2π)3/2
∫
|x〉1|x〉2|x〉3 . (447)
The infinite squeezing limit is of course unrealistic. However, at finite squeez-
ing, the continuous variable infinitely entangled three-mode GHZ state can
be very well approximated by pure symmetric three-mode Gaussian states
with sufficiently high, but finite, degree of squeezing [625]. These states enjoy
several nice properties, as, in particular, the fact of possessing at the same
time maximal genuine tripartite entanglement and maximal bipartite entan-
glement in all possible two-mode reduced states if one of the original three
modes is lost. For this reason, at variance with their three-qubit counterparts,
these continuous variable states allow a promiscuous entanglement sharing,
and have been therefore named continuous-variable GHZ/W states [625].
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The procedure illustrated above for the production of entangled states of three
modes can be easily extended to entangle an arbitrary number of modes [623].
In this general case the entangling Hamiltonian becomes
HNCV = ir
N∑
i=1
N∑
j>1
a†ia
†
j + H.c. , (448)
and the joint operators are given by
N∑
i=1
Pi(t) = e
−(N+1)rt
N∑
i=1
Pi ,
Xi(t)−Xj(t) = e−rt(Xi −Xj) , i 6= j . (449)
The time evolution generated by this Hamiltonian is able to realize for asymp-
totically large times or asymptotically large squeezing the continuous variable
N -mode entangled GHZ state. The effective feasibility of the scheme based
on Hamiltonian HNCV has been investigated for N = 3, 4, by resorting to
quasi-phase matching techniques, and the simultaneous concurrence of dif-
ferent nonlinearities has been experimentally observed in periodically poled
RbT iOAsO4 [623].
7.4 Quantum repeaters and quantum memory of light
The main scope of quantum communication is the transmission of quantum
states between distant sites, a task that is particularly suited for systems of
continuous variables. For instance, it can be in principle easily accomplished
by resorting to photonic channels, the main source of troubles in a realis-
tic application being that the error probability scales with the length l of the
channel. For instance, in an optical fiber the probability for absorption and de-
polarization of a photon grows exponentially with the length of the fiber. The
fidelity F of the transmitted state decays exponentially with l, i.e. F ∝ e−γl,
with γ being the characteristic decoherence rate; in the same way, decoherence
deteriorates entanglement [626]. Hence, long-distance communication appears
to be unrealistic, or at least extremely difficult to achieve. The standard pu-
rification schemes [510,627,628] are not sufficient to circumvent this problem,
because they require a threshold value of the fidelity Fmin to operate, and the
latter is not achievable for increasing l.
However, an interesting strategy to solve this probleme has been recently pro-
posed [629], based on the idea of quantum repeaters [630]. The strategy works
as follows. Given a long channel, connecting two end sites A and B, one can
divide it into N segments, with N such that the length l/N of each segment
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allows to support, between the nodes A and C1, C1 and C2, . . ., CN−1 and B,
EPR pairs with sufficiently high initial fidelity, satisfying Fmin < F ≤ Fmax.
Here, Fmax denotes the maximum attainable fidelity, and the end points of the
intermediate segments Ci (i = 1, . . . , N − 1) are named auxiliary nodes. After
successful purification, all the EPR pairs between A and B are connected by
performing Bell measurements at each node Ci, and the result of this mea-
surement is classically communicated to the next node. At the end, a shared
maximally entangled state between A and B has been obtained. This process
is called entanglement swapping [631]. A quantum repeater is thus based on
a nested purification protocol, combining entanglement swapping and purifi-
cation [630]. It can be shown that the resources necessary for the efficient
functioning of the protocol grow only polynomially with N . This is a crucial
property for the succesfull implementation of the scheme.
In Ref. [632], an interesting proposal has been put forward for the realization
of a quantum repeater by combining linear optical operations and a “double-
photon gun”. The “double-photon gun” is defined as a source of a single
polarization-entangled photon pair at a time, on demand, and with very high
output fidelity. This is a theoretical concept, however proposals for possible
experimental realizations do exist. For instance, an example of this source of
entanglement has been propesed by Benson et al. [633]. It is based on a semi-
conductor quantum dot in which the electron-hole recombination leads to the
production of a single entangled photon pair, with the advantage of vanishing
probability of creating multiple pairs.
In general, the implementation of a quantum repeater, and of other quantum
information devices, such as linear optical elements for quantum computation,
requires suitable quantum memories. A quantum memory is a device that re-
alizes the task of storing an unknown quantum state of light with a fidelity
higher than that of the classical recording. Considering coherent states as the
states to be stored, the classical memorization cannot overcome 50 per cent
fidelity. Examples of classical memories of light have been experimentally real-
ized exploiting the electromagnetically induced transparency [634,635]. Quan-
tum memories should allow a memorization of coherent states of light with
nonclassical fidelity, i.e. above the 50 per cent classical limit. Several designes
of quantum memories have been proposed in Refs. [636,637,638,639]. Exper-
imentally, important progress has been achieved in Refs. [640,641], while the
definitive experimental demonstration of quantum memory of light has been
realized by storing coherent states of light onto quantum states of atomic en-
sembles with 70 per cent fidelity [642].
In the experiments of Refs. [640,641], the quantum correlations of photon
pairs were generated in the collective emission from an atomic ensemble with
a controlled time delay. These experiments have accomplished the task of
controlled entanglement between atoms and light, but are not yet examples
of quantum memory devices obeying the following two fundamental require-
ments: 1) the state of light sent by a third party must be unknown to the
memory (atomic) party; 2) the state of light is transferred in a quantum
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state (atomic state) of the memory device with nonclassical fidelity. From
this point of view, the results reported Ref. [642] are of particular relevance.
In this experiment, satisfying the two above criteria, a coherent state of light
is stored in the superposition of magnetic sublevels of the ground state of an
ensemble of cesium atoms. The experimental setup is schematically depicted
in Fig. (36). The objective of the experiment is the storage of the values
Fig. 36. Experimental setup for the realization of a quantum memory of light. The
electro-optic modulator is used to generate an input field with arbitrary displace-
ments XL and PL. The input field is encoded in the y component of a x−y polariza-
tion-entangled state. The two samples of cesium vapor are placed in paraffin-coated
glass cells; the cells, placed inside magnetic shields, constitute the storage units.
The bias magnetic field H along the x axis allows for encoding the memory at the
Larmor frequency Ω. The canonical quadratures are detected by a polarization state
analyzer and by lock-in detection of the Ω-component of the photocurrent.
of the two quadrature operators XL and PL characterizing an, in principle,
arbitrary input quantum state (a coherent state in the concrete experimen-
tal realization). The y-polarized input quantum field a(t) is generated by an
electro-optic modulator, and, before crossing an array of paraffin-coated cells,
is mixed, on a polarizing beam splitter, with a strong entangling x-polarized
pulse with photon flux n(t). The two samples of cesium atomic vapors are
placed in a bias magnetic field H oriented along the x axis; moreover, the
atomic ensemble is prepared in states that are approximatively coherent spin
states, with the x projection Jx1 = −Jx2 = Jx = F Nat, where F is the
collective magnetic moment, and Nat is the number of atoms. The array
of the two cells allows to introduce the canonical variables for the two en-
sembles XA = (Jy1 − Jy2)/
√
2Jx, and PA = (Jz1 + Jz2)/
√
2Jx. The light is
transmitted through the atomic samples. By considering the evolution of the
Stokes operators, it can be shown that in the presence of H, the memory cou-
ples to the Ω-sidebands of light: XL = T
−1/2 ∫ T
0 dt (a
†(t) + a(t)) cos(Ωt) and
PL = iT
−1/2 ∫ T
0 dt (a
†(t) − a(t)) cos(Ωt), with a(t) normalized to the photon
flux, and T being the pulse duration. XL and PL are detected by a polarization
state analyzer and by lock-in detection of the Ω-component of the photocur-
rent. The polarization measurement of the transmitted light is followed by
the feedback onto atoms by means of a radio-frequency magnetic pulse condi-
tioned on the measurement result. At the end, the desired mapping of the input
quadratures onto the atom-memory canonical variables, i.e. X inL → −PmemA ,
P inL → XmemA , is realized; thus, the quantum storage is achieved [642]. Let
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us note that this result has been obtained utilizing coherent states of light
as input states; however, since any arbitrary quantum state can be written
in terms of a superposition of coherent states, the approach has in principle
a completely general validity. Further proposals for the improvement of the
above protocol have been put forward in Refs. [643,644].
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8 Conclusions and outlook
Quantum optics plays a key role in several branches of modern physics, in-
volving conceptual foundations and applicative fallouts as well, ranging from
fundamental quantum mechanics to lasers and astronomical observation. To
understand the vast and complex structure of quantum optics, it is sufficient to
list the phenomena that heavily involve multiphoton processes: among them,
ionization processes, spontaneous emission, photo-association/dissociation of
molecules, quantum interference, quantum tunneling, quantum diffusion, quan-
tum dissipation, shaping of potentials, heating of plasmas, and parametric
processes in nonlinear media.
In this review, we have chosen to concentrate our attention on those multipho-
ton processes that can be exploited to engineer nonclassical and/or entangled
states of light. We are motivated by the fact that nonclassical states of light
can be considered a fundamental resource in a wide range of applications, from
quantum interferometry to more recent and very promising fields of research
such as quantum information and quantum communication. Besides the Fock
states, the prototypes of nonclassical states of light are the celebrated two-
photon squeezed states, that can be generated, for instance, by two-photon
down-conversion processes. Therefore, we have mainly considered the multi-
photon parametric processes occurring in nonlinear media, that can constitute
a useful device for producing new multiphoton quantum states with appealing
nonclassical properties that can include and extend the ones exhibited by the
two-photon squeezed states.
In the first part of this review we have discussed as well the difficulties in im-
plementing processes associated to susceptibilities of higher nonlinear order,
and the possible remarkable enhancements of these quantities that could be
achieved by exploiting the recent successes in the engineering of new compos-
ite and layered materials. Besides the parametric processes, we have discussed
other methods for the generation of multiphoton quantum states, based on the
combination either of linear optics or of cavity fields with quantum nondemo-
lition (QND) measurements. Furthermore, we have tried to give a sufficiently
broad and fairly complete review of the existing theoretical methods proposed
for the definition of different types and classes of multiphoton nonclassical
states, and we have briefly discussed the production of multiphoton entangled
states and their applications in the rapidly growing research area of quantum
computation and information.
The reader should be aware of the fact that, due to limitations in length and
scopes, we have often discussed effective Hamiltonian models and realization
schemes for multiphoton states under the assumption of devices with ideal
efficiency and/or in the absence of losses and dissipation. However, during the
time evolution of a real quantum system, the unavoidable interaction with
the environment will in general induce loss of phase coherence between the
constituent states of the system itself: this phenomenon is known as phase
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damping, or decoherence [645,646]. In quantum optics, the influence of ampli-
tude damping, dissipation, and quantum noise on the statistical properties of a
quantum open system can be investigated by using different approaches. A first
family includes phenomenological master equations for the density matrix and
classical Fokker-Planck equations for the corresponding quasi-probability dis-
tributions, or Langevin equations. including stochastic forces [20,22,172,647].
Microscopic approaches are also widely used, based on tracing out environ-
mental degrees of freedom in suitable system + bath models [648], and, fi-
nally, many of these different descriptions find often an harmonic merging
in the axiomatic theory based on the mathematical structure of completely
positive dynamical maps and semigroups, and the Lindblad-Skraus superop-
erators [408,649,650,651]. It is important to keep in mind a clear distinction
between decoherence and amplitude damping, especially because the former
may often take place on much shorter time scales than the latter, and more-
over can be realized by interactions with minimal environments. Methods and
schemes to produce multiphoton nonclassical and entangled states via nonlin-
ear interactions in media and cavities are then threatened by the disruptive
effects of decoherence and dissipation. In recent years many strategies have
been devised to protect quantum systems from losses and dissipation. These
strategies, based on quantum control implemented by active feedback mech-
anisms [652], or by passive protections like decoherence-free subspaces [653],
open realistic perspectives, in reasonable times, at least for partial solutions
of the problems related to dissipation and decoherence.
In conclusion, we would like to comment on some possible future directions in
the physics of multiphoton processes and in the applications of multiphoton
states. A first direction will surely concern the theoretical modelling and the
experimental realization of larger, better, and more stable (against noise and
decoherence) quantum superposition states of the radiation field. Multipho-
ton coherent and squeezed states of high nonlinear order would be required
for such a task, and therefore the attempts to obtain strongly enhanced non-
linear susceptibilities of higher order should play an increasingly important
role in this field of research. Another important directions will be along the
route to the understanding of the nature of quantum correlations between
many parties, and a better understanding of the entanglement properties of
multimode multiphoton nonclassical states together with their experimental
realizations would be very important tools in the study of multipartite entan-
glement and, more generally, of fundamental quantum theory. Finally, besides
these important conceptual and foundational aspects, realization of larger and
better multiphoton nonclassical states should allow further, and partly unex-
plored, chances and perspectives to quantum optical realizations of quantum
information and communication processes.
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