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Abstract
In the previous paper [Go6], the notion of an Einstein-Hermitian metric of a generalized holomor-
phic vector bundle over a generalized Ka¨hler manifold of symplectic type was introduced from the
moment map framework. In this paper we establish a Kobayashi-Hitchin correspondence, that is,
the equivalence of the existence of an Einstein-Hermitian metric and ψ-polystability of a generalized
holomorphic vector bundle over a compact generalized Ka¨hler manifold of symplectic type. Poisson
modules provide intriguing generalized holomorphic vector bundles and we obtain ψ-stable Poisson
modules over complex surfaces which are not stable in the ordinary sense.
Contents
1 Introduction 2
2 Generalized complex structures and generalized Ka¨hler structures 4
2.1 Generalized complex structures and nondegenerate, pure spinors . . . . . . . . . . . . . . 4
2.2 Generalized Ka¨hler structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 The stability theorem of generalized Ka¨hler manifolds . . . . . . . . . . . . . . . . . . . . 7
3 Einstein-Hermitian generalized connections 7
3.1 Generalized connections over symplectic manifolds . . . . . . . . . . . . . . . . . . . . . . 7
3.2 Curvature of generalized connections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.3 The first Chern class of E and trFA(ψ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4 Generalized holomorphic vector bundles 13
4.1 The canonical generalized connection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.2 Weak generalized holomorphic subbundles . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
5 Definition of ψ-stability and ψ-polystability 16
6 The second fundamental forms 17
7 From Einstein-Hermitian metrics to ψ-stability 18
8 Variation formula of mean curvature 24
1
9 Construction of Einstein-Hermitian metrics on stable generalized holomorphic bun-
dles 29
9.1 The continuity method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
9.2 Preliminary results for Step 0 and Step 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
9.3 Step 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
9.4 Step 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
9.5 Preliminary results for the Step 2 and Step 3 . . . . . . . . . . . . . . . . . . . . . . . . . 35
9.6 Step 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
9.6.1 Step 2-1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
9.6.2 Step 2-2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
9.6.3 Step 2-3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
9.7 Step 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
9.8 Proof of main theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
10 Einstein-Hermitian metrics and stable Poisson modules 48
10.1 Stable Poisson modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
10.2 Einstein-Hermitian metrics of Poisson modules . . . . . . . . . . . . . . . . . . . . . . . . 50
10.3 D-modules and Poisson modules over complex surfaces . . . . . . . . . . . . . . . . . . . . 52
10.4 The Serre construction of stable and unstable Poisson modules . . . . . . . . . . . . . . . 53
11 Vanishing theorems of generalized holomorphic vector bundles 55
11.1 Vanishing theorem in the case of ψ = e−
√−1ω . . . . . . . . . . . . . . . . . . . . . . . . . 55
11.2 In the general cases of ψ = eb−
√−1ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
1 Introduction
S. Kobayashi [Ko3] and Lu¨bke [Lu] showed that an Einstein-Hermitian vector bundle over a smooth
compact Ka¨hler manifold is polystable. Conversely, Donaldson [Do1], [Do2], [Do3] and Uhlenbeck-Yau
[UY1], [UY2] proved that a polystable holomorphic vector bundle has an Einstein-Hermitian metric. The
equivalence of the existence of an Einstein-Hermitian metric and polystability of a holomorphic vector
bundle is called the Kobayashi-Hitchin correspondence (See also [Hi6] for more details).
Generalized complex geometry and generalized Ka¨hler geometry are introduced by Hitchin [Hi1] and
Gualtieri which are successful generalizations of the ordinary complex geometry and Ka¨hler geometry.
Holomorphic Poisson geometry is closely related to generalized Ka¨hler geometry. In fact, it turns out that
holomorphic Poisson structures on a Ka¨hler manifold produce remarkable generalized Ka¨hler manifolds
of symplectic type [Hi3], [Lin1], [Go1], [Go2], [Go3], [ABD],[Gu1]. Poisson modules also provide typical
and prominent generalized holomorphic vector bundles [Hi4], [Hi5], [Gu1].
Then an inevitable and important problem is to extend the Kobayashi-Hitchin correspondence to
the cases of generalized holomorphic vector bundles over a generalized Ka¨hler manifold. In the paper,
from a view point of moment map framework, we focus on the class of generalized Ka¨hler manifolds of
symplectic type∗1. A generalized Ka¨hler manifold (M,J1,J2) is of symplectic type if one of generalized
complex structures J2 is Jψ which is induced from a d-closed, nondegenerate, pure spinor ψ of type 0,
∗1 Our results can be applied to more general cases that ψ is a d-closed, nondegenerate, pure spinor. In fact, the
existence result as in Section 9 does hold. We also extend our result to the cases H-twisted generalized Ka¨hler structures.
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that is, ψ = eb−
√−1ω, where ω is a symplectic form and b is a real 2-form on M. Let E be a generalized
holomorphic vector bundle and h an Hermitian metric over a generalized Ka¨hler manifold of symplectic
type (M,J ,Jψ). The Einstein-Hermitian condition in [Go6] is given by the following equation:
Kh(ψ) = λψ idE , (1.1)
where Kh(ψ) denotes the mean curvature of the canonical generalized connection (see Definition 3.3 and
Definition 4.1). The degree of E is defined in terms of the first Chern class of a vector bundle E together
with the class [ψ] and then the slope is also given by deg E/rankE . By using the slope inequality, we
have the notions of ψ-stability and ψ-polystability of a generalized holomorphic vector bundle. Then the
following is our main theorem which is proved in Subsection 9.8.
Theorem 1.1. [Kobayashi-Hitchin correspondence] There exists an Einstein-Hermitian metric on a
ψ-polystable generalized holomorphic vector bundle. Conversely, a generalized holomorphic vector bundle
admitting an Einstein-Hermitian metric is ψ-polystable.
It is known that a generalized Ka¨hler structure (J1,J2) gives rise to a bihermitian structure (I+, I−, g, b),
where I± are two ordinary complex structures and a single g is an Hermitian metric with respect to both
I+ and I−, and b is a real 2-form. Then a generalized holomorphic vector bundle provides a holomorphic
vector bundle with respect to both I+ and I−. From the view point of bihermitian geometry, Hitchin [Hi4]
expected in general the following equation describes a stability condition of a generalized holomorphic
vector bundle:
1
2
(
F+ ∧ ωn−1+ + F− ∧ ωn−1−
)
= λ idvolM (1.2)
In [HMS], Hu, Moraru and Reza showed that the equation (1.2) is related with α-stability which is
introduced by using Hermitian forms ω± of the bihermitian structure. However, the ψ-stability in this
paper is topologically defined as in the ordinary Ka¨hler cases, which is different from the α-stability. Our
Einstein-Hermitian equation (1.1) is suitable for the moment map framework, which is also different from
the equation (1.2) in general∗2.
This paper is organized as follows. In Section 2, we shall give a brief review of generalized complex
structures and generalized Ka¨hler structures focusing on nondegenerate, pure spinors. In Subsection 2.3,
we recall the stability theorem of generalized Ka¨hler structures which is applied to construct nontrivial
examples of generalized Ka¨hler manifolds from holomorphic Poisson structures. In Section 3 and 4,
we recall definitions of Einstein-Hermitian metrics and generalized holomorphic vector bundles and the
canonical generalized connections.
In the cases of ordinary holomorphic vector bundles over a Ka¨hler manifold, a weak holomorphic sub-
bundle plays a crucial role to construct an Einstein-Hermitian metric. In Section 4.2, we also introduce the
notion of a weak generalized holomorphic subbundle. Then the notion of ψ-stability and ψ-polystability
are introduced in Section 5. In Section 6, we obtain the formula of the second fundamental form which
measures the difference between the first Chern form of E and the one of a subbundle of E. The formula is
used to show ψ-polystability of a generalized holomorphic vector bundle admitting an Einstein-Hermitian
metric in Section 7. In Section 8, we give variation formulas of the curvature and the mean curvature of
canonical generalized Hermitian connections under deformations of Hermitian metrics on a generalized
∗2We also remark that in the cases of co-Higgs bundles over an ordinary Ka¨hler manifold, our equation (1.1) coincides
with the one as (1.2).
3
holomorphic vector bundle. In Section 9, we construct an Einstein-Hermitian metric on a stable gener-
alized holomorphic vector bundle. We use the continuity method. In Section 10, we construct Poisson
modules by using the Serre construction over complex surfaces and discuss the ψ-stability of them. On
CP 2, by using a certain configuration of points on a line, we obtain a ψ-stabile Poisson module which is
not stable in the ordinary sense. Thus such a Poisson module does have an Einstein-Hermitian metric as
a generalized holomorphic vector bundle, however which does not have any ordinary Einstein-Hermitian
metric. In Section 11, we obtain vanishing theorems of a generalized holomorphic vector bundle with an
Einstein-Hermitian metric over a generalized Ka¨hler manifold of symplectic type, which gives another
proof of ψ-polystability of an Einstein-Hermitian generalized holomorphic vector bundle.
2 Generalized complex structures and generalized Ka¨hler struc-
tures
2.1 Generalized complex structures and nondegenerate, pure spinors
Let M be a differentiable manifold of real dimension 2n. The bilinear form 〈 , 〉T⊕T∗ on the direct sum
TM ⊕ T ∗M over a differentiable manifold M of dim= 2n is defined by
〈v + ξ, u+ η〉T⊕T∗ = 1
2
(ξ(u) + η(v)) , u, v ∈ TM , ξ, η ∈ T ∗M .
Let SO(TM⊕T ∗M) be the fibre bundle overM with fibre SO(2n, 2n) which is a subbundle of End(TM⊕
T ∗M) preserving the bilinear form 〈 , 〉T⊕T∗ An almost generalized complex structure J is a section
of SO(TM ⊕ T ∗M) satisfying J 2 = −id. Then as in the case of almost complex structures, an almost
generalized complex structure J yields the eigenspace decomposition :
(TM ⊕ T ∗M )C = LJ ⊕ LJ , (2.1)
where LJ is −
√−1-eigenspace and LJ is the complex conjugate of LJ . The Courant bracket of TM ⊕
T ∗M is defined by
[u+ ξ, v + η]co = [u, v] + Luη − Lvξ − 1
2
(diuη − divξ),
where u, v ∈ TM and ξ, η is T ∗M . If LJ is involutive with respect to the Courant bracket, then J
is a generalized complex structure, that is, [e1, e2]co ∈ Γ(LJ ) for any two elements e1 = u + ξ, e2 =
v + η ∈ Γ(LJ ). Let CL(TM ⊕ T ∗M ) be the Clifford algebra bundle which is a fibre bundle with fibre
the Clifford algebra CL(2n, 2n) with respect to 〈 , 〉T⊕T∗ on M . Then a vector v acts on the space of
differential forms ⊕2np=0 ∧p T ∗M by the interior product iv and a 1-form θ acts on ⊕2np=0 ∧p T ∗M by
the exterior product θ∧, respectively. Then the space of differential forms gives a representation of the
Clifford algebra CL(TM ⊕ T ∗M) which is the spin representation of CL(TM ⊕ T ∗M). Thus the spin
representation of the Clifford algebra arises as the space of differential forms
∧•T ∗M = ⊕p ∧p T ∗M = ∧evenT ∗M ⊕ ∧oddT ∗M .
The inner product 〈 , 〉s of the spin representation is given by
〈α, β〉s := (α ∧ σβ)[2n],
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where (α ∧ σβ)[2n] is the component of degree 2n of α ∧ σβ ∈ ⊕p ∧p T ∗M and σ denotes the Clifford
involution which is given by
σβ =
 +β deg β ≡ 0, 1 mod 4−β deg β ≡ 2, 3 mod 4
We define kerΦ := {e ∈ (TM ⊕ T ∗M )C | e · Φ = 0 } for a differential form Φ ∈ ∧even/oddT ∗M . If kerΦ is
maximal isotropic, i.e., dimC kerΦ = 2n, then Φ is called a pure spinor of even/odd type. A pure spinor
Φ is nondegenerate if kerΦ∩ kerΦ = {0}, i.e., (TM ⊕ T ∗M )C = kerΦ⊕ kerΦ. Then a nondegenerate, pure
spinor Φ ∈ ∧•T ∗M gives an almost generalized complex structure JΦ which satisfies
JΦe =
 −
√−1e, e ∈ kerΦ
+
√−1e, e ∈ kerΦ
Conversely, an almost generalized complex structure J locally arises as JΦ for a nondegenerate, pure
spinor Φ which is unique up to multiplication by non-zero functions. Thus an almost generalized complex
structure yields the canonical line bundle KJ := C〈Φ〉 which is a complex line bundle locally generated
by a nondegenerate, pure spinor Φ satisfying J = JΦ. An generalized complex structure JΦ is integrable
if and only if dΦ = η ·Φ for a section η ∈ TM ⊕T ∗M . The type number of J = JΦ is defined as the minimal
degree of the differential form Φ. Note that type number Type J is a function on a manifold which is
not a constant in general.
Example 2.1. Let J be a complex structure on a manifold M and J∗ the complex structure on the
dual bundle T ∗M which is given by J∗ξ(v) = ξ(Jv) for v ∈ TM and ξ ∈ T ∗M . Then a generalized
complex structure JJ is given by the following matrix
JJ =
(
J 0
0 −J∗
)
,
Then the canonical line bundle is the ordinary one which is generated by complex forms of type (n, 0).
Thus we have Type JJ = n.
Example 2.2. Let ω be a symplectic structure onM and ωˆ the isomorphism from TM to T ∗M given
by ωˆ(v) := ivω. We denote by ωˆ
−1 the inverse map from T ∗M to TM . Then a generalized complex
structure Jψ is given by the following
Jψ =
(
0 −ωˆ−1
ωˆ 0
)
, Type Jψ = 0
Then the canonical line bundle is given by the differential form ψ = e−
√−1ω. Thus Type Jψ = 0.
Example 2.3 (b-field action). A real d-closed 2-form b acts on a generalized complex structure by the
adjoint action of Spin group eb which provides a generalized complex structure AdebJ = eb ◦ J ◦ e−b.
Example 2.4 (Poisson deformations). Let β be a holomorphic Poisson structure on a complex mani-
fold. Then the adjoint action of Spin group eβ gives deformations of new generalized complex structures
by Jβt := AdβRetJJ . Then Type Jβtx = n − 2 (rank of βx) at x ∈ M , which is called the Jumping
phenomena of type number.
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Let (M,J ) be a generalized complex manifold and LJ the eigenspace of eigenvalue
√−1. Then we
have the Lie algebroid complex ∧•LJ :
0 −→ ∧0LJ ∂J−→ ∧1LJ ∂J−→ ∧2LJ ∂J−→ ∧3LJ −→ · · ·
The Lie algebrid complex is the deformation complex of generalized complex structures. In fact, ε ∈ ∧2LJ
gives deformed isotropic subbundle Eε := {e+[ε, e] | e ∈ LJ }. Then Eε yields deformations of generalized
complex structures if and only if ε satisfies Generalized Mauer-Cartan equation
∂J ε+
1
2
[ε, ε]Sch = 0,
where [ε, ε]Sch denotes the Schouten bracket. The Kuranishi space of generalized complex structures is
constructed. Then the second cohomology group H2(∧•LJ ) of the Lie algebraic complex gives the in-
finitesimal deformations of generalized complex structures and the third one H3(∧•LJ ) is the obstruction
space to deformations of generalized complex structures. Let {ei}ni=1 be a local basis of LJ for an almost
generalized complex structure J , where 〈ei, ej〉T⊕T∗ = δi,j . The the almost generalized complex structure
J is written as an element of Clifford algebra,
J =
√−1
2
∑
i
ei · ei,
where J acts on TM ⊕ T ∗M by the adjoint action [J , ]. Thus we have [J , ei] = −
√−1ei and [J , ei] =√−1ei. An almost generalized complex structure J acts on differential forms by the Spin representation
which gives the decomposition into eigenspaces:
∧•T ∗M = U−n ⊕ U−n+1 ⊕ · · ·Un, (2.2)
where U i(= U iJ ) denotes the i-eigenspace.
2.2 Generalized Ka¨hler structures
Definition 2.5. A generalized Ka¨hler structure is a pair (J1,J2) consisting of two commuting gener-
alized complex structures J1,J2 such that Gˆ := −J1 ◦J2 = −J2 ◦J1 gives a positive definite symmetric
form G := 〈Gˆ , 〉 on TM ⊕ T ∗M , We call G a generalized metric. A generalized Ka¨hler structure of sym-
plectic type is a generalized Ka¨hler structure (J1,J2) such that J2 is the generalized complex structure
Jψ which is induced from a d-closed, nondegenerate, pure spinor ψ := eb−
√−1ω.
Each Ji gives the decomposition (TM ⊕ T ∗M)C = LJi ⊕ LJi for i = 1, 2. Since J1 and J2 are
commutative, we have the simultaneous eigenspace decomposition
(TM ⊕ T ∗M)C = (LJ1 ∩ LJ2 )⊕ (LJ1 ∩ LJ2)⊕ (LJ1 ∩ LJ2)⊕ (LJ1 ∩ LJ2).
Since Gˆ2 = +id, The generalized metric Gˆ also gives the eigenspace decomposition: TM ⊕ T ∗M =
C+ ⊕ C−, where C± denote the eigenspaces of Gˆ of eigenvalues ±1. We denote by L±J1 the intersection
LJ1 ∩ CC±. Then it follows
LJ1 ∩ LJ2 = L+J1 , LJ1 ∩ LJ2 = L
+
J1
LJ1 ∩ LJ2 = L−J1 , LJ1 ∩ LJ2 = L
−
J1
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Example 2.6. Let X = (M,J, ω) be a Ka¨hler manifold. Then the pair (JJ ,Jψ) is a generalized
Ka¨hler where ψ = exp(
√−1ω).
Example 2.7. Let (J1,J2) be a generalized Ka¨hler structure. Then the action of b-fields gives a
generalized Ka¨hler structure (AdebJ1,AdebJ2) for a real d-closed 2-form b.
2.3 The stability theorem of generalized Ka¨hler manifolds
It is known that the stability theorem of ordinary Ka¨hler manifolds holds
Theorem 2.8 (Kodaira-Spencer). Let X = (M,J) be a compact Ka¨hler manifold and Xt small
deformations of X = X0 as complex manifolds. Then Xt inherits a Ka¨hler structure.
The following stability theorem of generalized Ka¨hler structures provides many interesting examples
of generalized Ka¨hler manifolds.
Theorem 2.9. [Go2] Let X = (M,J, ω) be a compact Ka¨hler manifold and (JJ ,Jψ) the induced
Ka¨hler structure, where ψ = e−
√−1ω. If there are analytic deformations {Jt} of J0 = JJ as generalized
complex structures, then there are deformations of d-closed nondegenerate, pure spinors {ψt} such that
pairs (Jt,Jψt) are Ka¨hler structures, where ψ0 = ψ
Then we have the following:
Corollary 2.10. Let X = (M,J, ω) be a compact Ka¨hler manifold with a nontrivial holomor-
phic Poisson structure β. Then there exists a nontrivial deformations of generalized Ka¨hler structures
(Jβt, Jψt) such that {Jβt} is the Poisson deformations given by Example 2.4 and {ψt} is a family of
d-closed nondegenerate, pure spinors and ψ0 = e
−√−1ω.
3 Einstein-Hermitian generalized connections
3.1 Generalized connections over symplectic manifolds
Let M be a compact real manifold of dimension 2n and ω a real symplectic structure on M . We denote
by ψ the exponential of b−√−1ω, that is,
ψ := eb−
√−1ω = 1 + (b −√−1ω) + 1
2!
(b−√−1ω)2 + · · ·+ 1
n!
(b −√−1ω)n,
where b denotes a real d-closed 2-form on M. Then ψ induces a generalized complex structure Jψ which
gives a decomposition
(TM ⊕ T ∗M)C = LJψ ⊕ LJψ
TM ⊕ T ∗M acts on differential forms by the spin representation which is given by the interior product
and the exterior product of TM ⊕T ∗M on differential forms. Then as in (2.2), we have a decomposition
of differential forms on M,
⊕2ni=0 ∧i T ∗M = ⊕2nj=0U−n+jJψ ,
where U−nJψ is a complex line bundle generated by ψ and U
−n+i
Jψ is constructed by the spin action of ∧iLJψ
on U−nJψ . Let E →M be a complex vector bundle of rank r over M and Γ(E) a set of smooth sections of
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E. We denote by Γ(E⊗ (TM ⊕T ∗M)C) the set of smooth sections of E⊗ (TM ⊕T ∗M)C. A generalized
connection DA is a map from Γ(E) to Γ(E ⊗ (TM ⊕ T ∗M)C) such that
DA(fs) = s⊗ df + fDA(s), for s ∈ Γ(E), f ∈ C∞(M).
Let h be an Hermitian metric of E. A generalized Hermitian connection is a generalized connection DA
satisfying
dh(s, s′) = h(DAs, s′) + h(s,DAs′), for s, s′ ∈ Γ(E).
We denote by u(E, h)(:= u(E)) the set of skew-symmetric endomorphisms of E with respect to h. Then
End (E) is decomposed as
End (E) = u(E, h)⊕Herm(E, h), (3.1)
where Herm(E, h) denotes the set of Hermitian endmorphisms of E. Let {Uα} be an open covering of M
which gives local trivializations of E. We take sα := (sα,1, · · · , sα,r) as a local unitary frame of E over
Uα. The set of transition functions is denoted by {gαβ}. Then an Hermitian generalized connection DA
is written as
DA(sα,p) =
r∑
q=1
sα,qAqp,α,
where Aα :=
(Aqp,α) is a section of u(E)⊗R (TM ⊕ T ∗M)|Uα which is denoted as
Aα =
∑
i
Aα,iei,
where ei ∈ (TM ⊕ T ∗M) and Aiα ∈ u(E). Note that each ei is a real element of TM ⊕ T ∗M . Then Aα
is also decomposed into
Aα = Aα + Vα.
Then it turns out that Aα :=
(
Aqp,α
)
is a connection form and Vα :=
(
V qp,α
)
gives a section of u(E)⊗ TM
In fact, by using local trivializations sα, given a generalized connection DA is written as
DA = dα +Aα,
Since DA : Γ(E)→ Γ(E ⊗ (TM ⊕ T ∗M)) is globally defined as a differential operator, we have
Aα =− (dgαβ)g−1αβ + gαβAβg−1αβ (3.2)
Vα =gαβVβg
−1
αβ (3.3)
Thus it follows that Aα is a connection form of a connection D
A and Vα is a u(E)-valued vector field.
As shown in the ordinary connections, a generalized connection DA is extended to be an operator
Γ(End (E))→ Γ(End (E)⊗ (TM ⊕ T ∗M)) by the following:
(DAξ)s := DA(ξs)− ξ(DAs), for ξ ∈ Γ(End (E)), s ∈ Γ(E).
Then the extended operator DA is also written as follows in terms of Aα =
∑
iAα,iei
DAξ = dξ +
∑
i
[Aα,i, ξ]ei. (3.4)
Each ei ∈ TM ⊕ T ∗M acts on ψ which is denoted by ei · ψ ∈ U−n+1Jψ and then each element ξ ⊗ ei of
End (E) ⊗ (TM ⊕ T ∗M) acts on ψ which is denoted by ξ ⊗ (ei · ψ). Then the action on ψ gives the
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map End (E) ⊗ (TM ⊕ T ∗M) → End (E) ⊗ U−n+1Jψ . Thus we obtain DAξ · ψ ∈ End (E) ⊗ U−n+1Jψ for
ξ ∈ End (E) and a generalized connection DA. Thus an operator dA is defined by
dA : Γ(End (E))→ Γ(End (E)⊗ U−n+1Jψ ) (3.5)
ξ 7→ DAξ · ψ (3.6)
We also extend dA to be an operator
dA : Γ(End (E) ⊗ U−n+1Jψ )→ Γ(End (E)⊗ (U−nJψ ⊕ U−n+2Jψ ))
by setting :
dA(ξ ⊗ ei · ψ) = (DAξ) · ei · ψ + ξ ⊗ d(ei · ψ)
Let a =
∑
i aiei be a section of End (E)⊗ (TM ⊕T ∗M), where ai ∈ End (E) and ei ∈ TM ⊕T ∗M . Then
the extended operator dA is written in the following form:
dA(a · ψ) =
∑
i
dA(aiei · ψ) =
∑
i
(dAai)ei · ψ + aid(ei · ψ)
=
∑
i,j
dai · ei · ψ + aid(ei · ψ) + [Aα,j , ai]ej · ei · ψ
=d(a · ψ) + [A · a] · ψ (3.7)
where we are using the following notation: [A ·a] :=∑i,j [Aα,j , ai]ej · ei. By using the local trivialization
and the decomposition Aα = Aα + Vα, the operator dA is described as the following:
dA(a · ψ) = (dα +Aα + Vα)a · ψ = d(a · ψ) + [Vα · a] · ψ + [Aα · a] · ψ,
where [ · ] is the product of End (E)⊗ CL which is defined as
[Vα · a] =
∑
i,j
[Vα,i, aj]ei · ej
[Aα · a] =
∑
i,j
[Aα,i, aj ]ei · ej
Note that our new product [ · ] is the combinations of the bracket of Lie algebra End (E) and the
Clifford multiplications of Clifford algebra CL, so that is,
[(A⊗ s) · (A′ ⊗ s′)] = [A,A′]⊗ s · s′ ∈ End (E) ⊗ CL
for A⊗ e, A′ ⊗ e′, where A,A′ ∈ End (E), s, s′ ∈ CL.
3.2 Curvature of generalized connections
Let DA be a generalized Hermitian connection of an Hermitian vector bundle (E, h) over a manifold
M which consists an ordinary Hermitian connection DA and a section V ∈ Γ(u(E) ⊗ TM ). Then the
ordinary curvature FA is a section End (E) valued 2-from which acts on ψ by the spin representation to
obtain FA · ψ ∈ End (E) ⊗R (U−n ⊕ U−n+2). The ordinary connection is extended to be an operator as
before
dA : End (E)⊗R U−n+1 → End (E)⊗R (U−n ⊕ U−n+2).
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(For simplicity, we denote by Up the eigenspace UpJψ .) By applying d
A to V · ψ ∈ End (E) ⊗R U−n+1,
we have dA(V · ψ) ∈ End (E) ⊗R (U−n ⊕ U−n+2). By the spin representation, [V · V ] ∈ u(E) ⊗R ∧2TM
acts on ψ to obtain [V · V ] · ψ ∈ End (E) ⊗R (U−n ⊕ U−n+2). Then we have the definition of curvature
of generalized connection DA:
Definition 3.1. [curvature of generalized connections] FA(ψ) of a generalized connection DA is
defined by
FA(ψ) := FA · ψ + dA(V · ψ) + 1
2
[V · V ] · ψ (3.8)
F(ψ) is a globally defined section of End (E)⊗ (U−n ⊕ U−n+2) which is called the curvature of DA.
Remark 3.2. The ordinary curvature FA of a connection D
A is defined to be the composition dA◦dA.
However FA(ψ) is different from the composition dA ◦dA which is not a tensor but a differential operator.
In fact, we have
dA ◦ dA =(d+A) ◦ (d+A) = (dA + V ) ◦ (dA + V ) (3.9)
=FA + d
A ◦ V + V ◦ dA + V ◦ V (3.10)
Then we have
(V ◦ V ) · ψ = 1
2
[V · V ] · ψ
However, for f ∈ C∞(M), s ∈ Γ(E), we have
(dA ◦ dA)(fs⊗ ψ) = f(dA ◦ dA)(s⊗ ψ)− 2〈df, V s〉T⊕T∗ · ψ
Thus (dA ◦ dA) is not a tensor but a differential operator.
End (E)⊗ (U−n ⊕ U−n+2) is decomposed as
End (E)⊗ (U−n ⊕ U−n+2) = (End (E)⊗ U−n)⊕ (End (E)⊗ U−n+2)
We denote by piU−n the projection from End (E) ⊗ (U−n ⊕ U−n+2) to the component End (E) ⊗ U−n.
The line bundle U−n becomes the trivial complex line bundle by using the basis ψ ∈ U−n. Then
End (E)⊗C U−n is identified with End (E). Then it follows from (3.1) that we have
End (E)⊗ U−n =u(E)⊕Herm(E, h) (3.11)
We define piHerm to be the projection to the component Herm(E, h) and we denote by pi
Herm
U−n the compo-
sition piHerm ◦ piU−n . Then we define KA(ψ) by
KA(ψ) := piHermU−n FA(ψ) ∈ Herm(E, h)
Definition 3.3. [Einstein-Hermitian condition] A generalized Hermitian connection DA is Einstein-
Hermitian if DA satisfies the following:
KA(ψ) = λ idE , for a real constant λ
Remark 3.4. If DA is an ordinary Hermitian connection DA over a Ka¨hler manifold with a Ka¨hler
form ω, then the Einstein-Hermitian condition in Definition 3.3 coincides with the ordinary Einstein-
Hermitian condition for ψ = e
−√−1
2
ω . In fact, the ordinary connection DA is Einstein-Hermitian connec-
tion if its curvature FA satisfies √−1ΛωFA = +λidE
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or equivalently √−1nFA ∧ ωn−1
ωn
= +λidE ,
where λ is a real constant. The projection piU−n of FA is given by
piU−nFA · ψ =
〈FA · ψ, ψ〉s
〈ψ, ψ〉s
ψ
since ψ = e−
√−1
2
ω, we have
〈FA · ψ, ψ〉s
〈ψ, ψ〉s
=
FA ∧ (−
√−1ω)n−1
(n− 1)!
n!
(−√−1ω)n =
√−1nFA ∧ ω
n−1
ωn
Since FA is in u(E), it follows that
√−1nFA ∧ ω
n−1
ωn
∈ Herm(E, h).
Thus under the identification U−n ∼= Cψ, we have
piHermU−n FA · ψ =
√−1nFA ∧ ω
n−1
ωn
ψ
Hence piHermU−n FA · ψ = λ idE is equivalent to
√−1ΛωFA = +λidE .
The unitary gauge group U(E, h) acts on FA(ψ) by the adjoint action. Thus the Einstein-Hermitian
condition is invariant under the action of the unitary gauge group. Further our Einstein-Hermitian
condition behaves nicely for the action of b-fields. A real d-closed 2-form b acts on ψ by eb · ψ which is
also a d-closed, nondegenerate, pure, spinor.
Definition 3.5 (b-field action of generalized connections). LetDA = d+A be a generalized connection
of vector bundle E over (M,ψ). A d-closed 2-form b acts on a generalized connection DA by ebDAe−b =
d+ ebAe−b, Then ebAe−b is given by
ebAe−b = A+ ebV e−b = A+ adbV + V,
where A+adbV ∈ End (E)⊗T ∗M and d+A+adbV is an ordinary connection of E and V ∈ End (E)⊗TM .
Note that adbV is given by
adbV =
∑
i
Vi ⊗ [b, vi],
for V =
∑
i Vi ⊗ vi, where Vi ∈ u(E) and vi ∈ TM .
Proposition 3.6. Let AdebDA = d+AdebA be a generalized connection which is given by the b-field
action on DA. Then the curvature FAd
eb
A(ψ) is given by
FAd
eb
A(ψ) = ebFA(e−bψ)
Proof. The b-field action is given by AdebDA = d+A+adbV +V, where d+A+adbV is a connection
and its curvature is given by
FA + d
A(adbV ) +
1
2
[adbV, adbV ]
11
Then we have
FAd
eb
A(ψ) =(FA + dA(adbV ) +
1
2
[adbV, adbV ]) · ψ (3.12)
+dA(V · ψ) + [adbV · V ] · ψ + 1
2
[V · V ] · ψ (3.13)
(3.14)
Applying AdebV = V + adbV and e
bFAe
−b = FA and [ebV e−b · ebV e−b] = eb[V · V ]e−b, we have
FAd
eb
A(ψ) =FA · ψ + dA(ebV e−b · ψ) + 1
2
[ebV e−b · ebV e−b] · ψ (3.15)
=ebFA · e−b · ψ + ebdA(V · e−bψ) + 1
2
eb[V · V ] · e−b · ψ (3.16)
=ebFA(e−bψ) (3.17)
Thus our Einstein-Hermitian condition is equivalent under the action of b-field.
Proposition 3.7. Let DA be a generalized Hermitian connection of E over (M,ψ). Then DA is
Einstein-Hermitian over (M,ψ) if and only if AdebDA is an Einstein-Hermitian generalized connection
of E over (M, ebψ).
Proof. We denote by piU−n
ebψ
the projection to the component U−n
ebψ
:= eb · U−nJψ . From Proposition
3.6, we have
piHerm
U−n
ebψ
FAd
ebA(e
bψ) =piHerm
〈FAd
eb
(ebψ), eb · ψ〉s
〈ebψ, ebψ〉s
(3.18)
=piHerm
〈ebFA(ψ), eb · ψ〉s
〈ebψ, ebψ〉s
(3.19)
Since 〈ebψ, ebψ〉s = 〈ψ, ψ〉s, we have
piHerm
U−n
ebψ
FAd
ebA(e
bψ) = piHerm
〈FA(ψ), ·ψ〉s
〈ψ, ψ〉s
= piHerm
U−nJψ
FA(ψ).
Hence KA(ψ) is invariant under the action of b-fields. Thus piHermU−n
ebψ
FAd
ebA(e
bψ) = λidE if and only if
piHerm
U−nJψ
FA(ψ) = λidE . Thus the result follows.
3.3 The first Chern class of E and trFA(ψ)
Theorem 3.8. −1
2pi
√−1 trFA(ψ) is a d-closed differential form on M which is a representative of the
class [c1(detE)] ∪ [ψ] ∈ H•(M).
Proof. As in Definition 3.1, trFA(ψ) is given by
trFA(ψ) := trFA · ψ + trdA(V · ψ) + tr1
2
[V · V ] · ψ
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We have tr[V · V ] · ψ = 0. By using local trivializations of E, we have
trdA(V · ψ) = tr (d(Vα · ψ) + [Aα · Vα]) · ψ = d(trV ) · ψ.
Since trV · ψ is a globally defined form on M, we have
−1
2pi
√−1[trFA(ψ)] =
−1
2pi
√−1[trFA · ψ] = [c1(det(E)] ∪ [ψ].
Proposition 3.9. Let DA be a generalized Einstein-Hermitian connection which satisfies piHermU−n FA(ψ) =
λidE. Then λ is given in terms of the first Chern class c1(E) of E and the class [ψ] by
−λr
2pi
√−1
∫
M
〈ψ, ψ〉s =
∫
M
〈c1(E) ∧ ψ, ψ〉s
Proof. It follows from Theorem 3.8 that we have
−1
2pi
√−1
∫
M
tr〈FA(ψ), ψ〉s =
∫
M
〈c1(E) ∧ ψ, ψ〉s.
The U−n-component of FA(ψ) is written as
FA(ψ) = +λidEψ + ξψ,
where λ ∈ R and ξ ∈ u(E). Then we have
−1
2pi
√−1tr〈FA(ψ), ψ〉s =
−1
2pi
√−1tr〈+λψ, ψ〉s +
−1
2pi
√−1tr〈ξψ, ψ〉s
=
+λr
2pi
√−1〈ψ, ψ〉s +
−1
2pi
√−1(trξ)〈ψ, ψ〉s
We have
〈c1(E) ∧ ψ, ψ〉s
〈ψ, ψ〉s
=
c1(E) ∧ (
√−1ω)n−1
(n− 1)!
n!
(
√−1ω)n =
c1(E) ∧ ωn−1
ωn
n√−1 ∈
√−1R
Since ξ ∈ u(E), trξ is pure imaginary. Thus we have the result.
4 Generalized holomorphic vector bundles
Let E be a complex vector bundle over a generalized complex manifold (M,J ). A generalized holomorphic
structure of E is a differential operator
∂
E
J : E → E ⊗ LJ ,
which satisfies
∂
E
J (fs) = s⊗ (∂J f) + f(∂
E
J s), ∂
E
J ◦ ∂
E
J = 0, for f ∈ C∞(M), s ∈ E.
A complex vector bundle equiped with a generalized holomorphic structure is called as a generalized
holomorphic vector bundle [Gu1]. Then a generalized holomorphic structure ∂
E
J is extended to be an
operator ∂
E
J : E ⊗ ∧iLJ → E ⊗ ∧i+1LJ by
∂
E
J (sα) = (∂
E
J s) ∧ α+ s(∂Jα), for s ∈ E,α ∈ ∧iLJ .
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Then we obtain an elliptic complex which is the Lie algebroid complex.
0→ E → E ⊗ LJ → E ⊗ ∧2LJ → · · · → E ⊗ ∧iLJ → E ⊗ ∧i+1LJ → · · · → 0
We denote by C0,• = {C0,i} the Lie algebroid complex (E ⊗ ∧iLJ , ∂EJ ).
4.1 The canonical generalized connection
Let (E, h) be an Hermitian vector bundle over a generalized complex manifold (M,J ). We assume that E
admits a generalized holomorphic structure ∂
E
J . Then there is a unique generalized Hermitian connection
Dh such that
Dh = D1,0 + ∂J ,
where D1,0 : E → E ⊗ LJ denotes the (1, 0)-component of Dh with respect to J . We call Dh as the
canonical generalized connection of Hermitian vector bundle over a generalized complex manifold. This
is an analogue of the canonical connection of Hermitian vector bundle over a complex manifold. In fact,
Dh is determined by
∂J h(s1, s2) = h(D1,0s1, s2) + h(s1, ∂EJ s2), s1, s2 ∈ E.
We denote by Kh(ψ) the mean curvature of the generalized connection Dh.
Definition 4.1. [Einstein-Hermitian metric] If the canonical generalized connection Dh satisfies the
Einstein-Hermitian condition,
Kh(ψ) = λidEψ,
then h is called an Einstein-Hermitian metric.
4.2 Weak generalized holomorphic subbundles
Let (E, ∂
E
J ) be a generalized holomorphic vector bundle over a generalized complex manifold (M,J ). Let
F is a subbundle of E. If F admits a generalized holomorphic structure ∂
F
J such that j ◦ ∂
F
J = ∂
E
J ◦ j,
where j : F → E denotes the inclusion of F into E, then F is called a generalized holomorphic subbundle,
that is,
F
∂
F
J
//

F ⊗ LJ

E
∂
E
J
// E ⊗ LJ
In order to state the stability of E, we need ”a subbundle with singularities” which is already introduced
in Uhlenbeck-Yau’s paper as ”a weak holomorphic subbundle”. We shall define a weak generalized
holomorphic subbundle:
Definition 4.2. Let E be a complex vector bundle with an Hermitian metric h. An element pi of
L21(End (E)) is called a weak generalized holomorphic subbundle of E if the followings hold in L
1(End (E)):
pi∗ = pi = pi2, (idE − pi) ◦ ∂EJ pi = 0 (4.1)
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We assume that there is another generalized complex structure J2 such that (M,J ,J2) is a generalized
Ka¨hler manifold. From a view point of bihermitian structure I±, a generalized holomorphic vector bundle
(E, ∂
E
J ) is a locally free sheaf with respect to both complex structure I+ and I−. We also have
Proposition 4.3. A weak generalized holomorphic subbundle pi is a weak holomorphic subbundle with
respect to both I+ and I−.
Proof. Let piT : TM⊕T ∗M → TM be the projection from TM⊕T ∗M to TM . Then the complexified
piT gives the identification L+J ∼= T 1,0I+ and L
−
J ∼= T 1,0I− , where T
1,0
I± denotes the (1, 0)-component of T
C
M
with respect to I±, respectively. Thus we have the lift v˜± of v ∈ TCM defined by piT (v˜±) = v, which is
explicitly given by
v˜± =v
1,0
± ± g(v1,0± , ) + b(v1,0± , ) (4.2)
+v0,1± ± g(v0,1± , ) + b(v0,1± , ), (4.3)
where (I±, g, b) denotes the bihermitian structure corresponding to the generalized Ka¨hler structure and
v1,0± ∈ T 1,0I± and v
0,1
I± ∈ T
0,1
I± and
v1,0± ± g(v1,0± , ) + b(v1,0± , ) ∈ L
±
J (4.4)
v0,1± ± g(v0,1± , ) + b(v0,1± , ) ∈ L±J (4.5)
We denote by ∂
±
the ordinary ∂-operators with respect to I±. Since df = ∂J f + ∂J f for a function
f, we have
〈∂J f, v˜±〉T⊕T∗ =〈∂J f,
(
v0,1± ± g(v0,1± , ) + b(v0,1± , )
)
〉T⊕T∗ (4.6)
=〈df,
(
v0,1± ± g(v0,1± , ) + b(v0,1± , )
)
〉T⊕T∗ (4.7)
=〈df, v0,1± 〉T⊕T∗ (4.8)
=∂
±
f(v) (4.9)
Then we have
∂
±
v s = 〈∂
E
J s, v˜±〉T⊕T∗
where v˜± ∈ C± is the lift of v. Thus pi satisfies
(idE − pi) ◦ ∂± ◦ pi = 0
Hence pi is a weak holomorphic subbundle with respect to both I±.
The following result ensures that a weak holomorphic subbundle gives rise to a subsheaf.
Theorem 4.4 (Uhlenbeck-Yau). A weak holomorphic subbundle pi of E represents a coherent subsheaf
F of E. More precisely, there is a coherent subsheaf F of E and an analytic subset S ⊂M such that
1. codim S ≥ 2
2. pi|M\S is C∞ and satisfies (4.1).
3. F|M\S = pi(E|M\S) ⊂ E|M\S is locally free, i.e., a holomorphic subbundle.
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Then from Theorem 4.4, we have
Proposition 4.5. Let E± be a locally free sheaf which are given by a generalized holomorphic vector
bundle (E, ∂
E
J ). Let pi be a weak generalized holomorphic subbundle of (E, ∂
E
J ). Then there is a coherent
subsheaf F± of E± which satisfies
1. codim S ≥ 2
2. pi|M\S is C∞ and satisfies (4.1).
3. F±|M\S = pi(E±|M\S) ⊂ E± is locally free, i.e., a holomorphic subbundle.
5 Definition of ψ-stability and ψ-polystability
Let (E, ∂
E
J ) be a generalized holomorphic vector bundle. Then the degree of E is given by
deg(E) :=
∫
M
in〈c1(E) · ψ, ψ〉s,
where c1(E) denotes a d-closed 2-form representing the first Chern class of E which acts on ψ. Then the
slope µ(E) of E is the ratio
µ(E) :=
degE
rankE
Let h be an Hermitian metric on E. Then we shall define the stability of E by using weak generalized
holomorphic subbundle. A weak generalized holomorphic subbundle pi gives a generalized holomorphic
subbundle F on a complement M\S of codim 2 subset S from Proposition 4.4. Then we define rank(pi)
to be the rank of the generalized subbundle F on the complement. Since F is a generalized holomorphic
subbundle with the induced Hermitian metric h|F , the canonical generalized connectionDF of (F, ∂FJ , h|F )
gives the first Chern form c1(pi, h|F ) on the complement M\S. Then we define
deg(pi) :=
∫
M\S
in〈c1(pi, h|F ) · ψ, ψ〉,
and then
µ(pi) :=
deg(pi)
rank(pi)
.
Remark 5.1. The degree of F is well-defined which is given in terms of the second fundamental form
(c.f. Section 6). It turns out that deg(pi) is finite which coincides with the one given by the first Chern
class of the coherent sheaves F±.
Definition 5.2 (Stability). A generalized holomorphic vector bundle (E, ∂
E
J ) is stable if and only if
for every weak generalized holomorphic subbundle pi satisfying 0 < rankpi < rankE, we have
µ(pi) < µ(E)
If we have
µ(pi) ≤ µ(E),
then E is semistable. If E is decomposed into the direct sum ⊕iEi of generalized holomorphic subbundles
with the same slope µ(E), then E is polystable.
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6 The second fundamental forms
Let E be a generalized holomorphic vector bundle with an Hermitian metric h over a generalized complex
manifold (M,J ). We denote by S a generalized holomorphic subbundle of E. Then we have the short
exact sequence
0→ S → E → Q→ 0,
where the quotient Q is identified with the orthogonal complement S⊥ by using h. Let DE be the
canonical generalized Hermitian connection of E with respect to h. Then we have the decomposition
DEs = DSs+HS(s) for s ∈ Γ(S) where DS(s) ∈ S and HS(s) ∈ S⊥. We also denote by ∂0 the operator
D1,0.
Proposition 6.1. Let hS be the Hermitian metric of S which is the restriction of h to S. We denote
by pis the orthogonal projection from E to F . Then we have
(1) DS is the canonical connection of the generalized holomorphic vector bundle S with respect to hS.
(2) HS is a section ∂0pisof LJ ⊗Hom(S, S⊥), where ∂0 = D1,0 acts on End (E).
Proof. Since S is a generalized holomorphic subbundle, D0,1s = ∂Es ∈ Γ(LJ ⊗ S) for s ∈ Γ(S).
Then (1) follows. Since DEs = DSs + HSs, it follows that (HSs)0,1 = 0. Hence we obtain HS ∈
LJ ⊗Hom(S, S⊥). Then HS is given by
HS =(1 − pis) ◦ DE ◦ pis = (1 − pis) ◦ ∂0 ◦ pis (6.1)
Since (∂0pis)s = ∂0s− pis(∂0s) for s ∈ Γ(S), we see that
HSs− ∂0piss = (1− pis) ◦ ∂0 ◦ piss− (∂0pis)s = ∂0s− pis(∂0s)− ∂0s+ pis(∂0s) = 0
Thus HS = ∂0pis.
We also define DS⊥ and HS⊥ by
DEsQ = HS
⊥
sQ +DS
⊥
sQ,
for sQ ∈ Γ(S⊥), where HS⊥sQ ∈ S, DS⊥sQ ∈ S⊥. Then we also have
Proposition 6.2. (1) HS
⊥
is a section −∂J pi∈ LJ ⊗Hom(S⊥, S).
(2) HS and HS
⊥
satisfy the following
h(HSs, s′) + h(s, HS
⊥
s′) = 0
Proof. The results follows from the similar way as before.
Let {ei} be a local basis of LJ . Then HS and HS⊥ are written as follows
HS =
∑
i
HSi ei, H
S⊥ = −
∑
i
(HS)∗ei, (6.2)
where (HS)∗ denotes the adjoint of HS with respect to h.
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7 From Einstein-Hermitian metrics to ψ-stability
At first, we assume that ψ = e−
√−1ω and then we shall show that Einstein-Hermitian generalized
holomorphic vector bundle is ψ-polystable. Then we shall show the result in general cases of ψ =
eb−
√−1ω by using the invariance under the action of b-field. Let (E, ∂
E
J ) be a generalized holomorphic
bundle with an Hermitian metric h and S a generalized holomorphic subbundle of (E, ∂
E
J ). Let DE be
the canonical generalized connection of (E, ∂
E
J , h) over a generalized Ka¨hler manifold (M,J ,Jψ). A
generalized connection DE is written as
DE = d+A = d+A+ V,
where A ∈ T ∗M⊗End(E) is an ordinary connection form and V ∈ TM⊗End (E).We identify the quotient
bundle Q with the orthogonal complement S⊥. Then the decomposition E = S ⊕ S⊥ gives the following
decomposition of A:
A =
(
Ass Asq
Aqs Aqq
)
where Ass ∈ Hom(S, S), Asq ∈ Hom(Q,S),Aqs ∈ Hom(S,Q) and Aqq ∈ Hom(Q,Q). The connection
form A and the section V are also decomposed
A =
(
Ass Asq
Aqs Aqq
)
V =
(
Vss Vsq
Vqs Vqq ,
)
(7.1)
Then the second fundamental forms are given by
HS = Aqs = Aqs + Vqs, HS
⊥
= Asq = Asq + Vsq (7.2)
Let FA(ψ) = FA · ψ + dA(V · ψ) + V · V · ψ be the generalized curvature of DE of (E, h). If we take
ψ = e
ω√−1 , then we have
KA(ψ) = piHermU−n FA(ψ) = piHermU−n
(
FA · ψ + 1
2
[V · V ] · ψ
)
.
(Note that piHermU−n d
A(V · ψ) = 0.)
Let {ei} be a local basis of LJ which satisfies the following: When we take the decomposition
ei = e
+
i + e
−
i , then {e±i } satisfies
〈e±i , e±i 〉s = ±δi,j (7.3)
Lemma 7.1.
〈ei · ej · ψ, ψ〉s =− 2δi,j〈ψ, ψ〉s (7.4)
〈ei · ej · ψ, ψ〉s =+ 2δi,j〈ψ, ψ〉s (7.5)
Proof. Since ei · ψ = e−i · ψ and e−i · ψ = 0 and (e−i · e−j + e−i · e−j ) = 2〈e−i , e−j 〉T⊕T∗ ,
we have
〈ei · ej · ψ, ψ〉s =〈e−i · e−j · ψ, ψ〉s (7.6)
=〈(e−i · e−j + e−i · e−j ) · ψ, ψ〉s (7.7)
= + 2〈e−i , e−j 〉T⊕T∗〈ψ, ψ〉s (7.8)
=− 2〈ψ, ψ〉s (7.9)
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〈ei · ej · ψ, ψ〉s =〈e+i · e+j · ψ, ψ〉s (7.10)
=〈(e+i · e+j + e+i · e+j ) · ψ, ψ〉s (7.11)
= + 2〈e+i , e+j 〉T⊕T∗〈ψ, ψ〉s (7.12)
= + 2〈ψ, ψ〉s (7.13)
Lemma 7.2. Let α be a differential form which acts on ψ. Then we have
piU−n(α · ψ) =
〈α · ψ, ψ〉s
〈ψ, ψ〉s
ψ
Proof. Let piUp denotes the projection to the component U
p. Then we have
〈piUp(α · ψ), ψ〉s = 0
for p 6= −n. We denote by fψ the component piU−n(α · ψ), where f is a function. Then we have
〈α · ψ, ψ〉s
〈ψ, ψ〉s
ψ =
〈fψ, ψ〉s
〈ψ, ψ〉s
ψ = fψ = piU−n(α · ψ).
The composition HS · HS⊥ between HS ∈ LJ ⊗ Hom(S, S⊥) and HS⊥ ∈ LJ ⊗ Hom(S⊥, S) is a
section of LJ ∧ LJ ⊗ End (S). Then (HS ·HS⊥) · ψ is a section of (U−n ⊕ U−n+1)⊗ End (S). Then the
trace of the projection piHermU−n (H
S⊥ ·HS) · ψ is given by the following:
Lemma 7.3.
tr piHermU−n (H
S⊥ ·HS) · ψ =+ ‖HS‖2ψ (7.14)
tr piHermU−n (H
S ·HS⊥) · ψ =− ‖HS‖2ψ (7.15)
Proof. By using (6.2) and (7.2), we have
HS
⊥ ·HS = Asq · Aqs = −
∑
i,j
(HSi )
∗(HSj )eiej (7.16)
HS ·HS⊥ = Aqs · Asq = −
∑
i,j
(HSi )(H
S
j )
∗eiej (7.17)
From Lemma 7.1, we have
tr〈(HS⊥ ·HS) · ψ, ψ〉s =−
∑
i,j
tr((HSi )
∗(HSj ))〈ei · ej · ψ, ψ〉s (7.18)
= + 2
∑
i
‖HSi ‖2〈ψ, ψ〉s (7.19)
=‖HS‖2〈ψ, ψ〉s, (7.20)
Note that it follows from (7.3) that ei = e
+
i + e
−
i and ‖ei‖2 = 2 and ‖HS‖2 = +2
∑
i ‖HSi ‖2. From
Lemma 7.2, we have
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tr piHermU−n (H
S⊥ ·HS) · ψ =‖HS‖2ψ. (7.21)
We also have
tr〈piHermU−n (HS ·HS
⊥
) · ψ, ψ〉s =−
∑
i,j
tr((HSi )(H
S
j )
∗)〈ei · ej · ψ, ψ〉s (7.22)
=− ‖HS‖2ψ. (7.23)
Thus we have
tr piHermU−n (H
S ·HS⊥) · ψ =− ‖HS‖2ψ. (7.24)
Lemma 7.4. Let P be a skew Hermitian endmorphism. Then we have
piHermU−n P (θ ∧ v) · ψ = 0,
where v ∈ TM and θ ∈ T ∗M are real.
Proof. This is a point-wise calculation. Since ψ = e−
√−1ω, we have v − √−1ivω ∈ LJψ and
θ −√−1ω−1(θ) ∈ LJψ . Then we have
4piU−n(θ ∧ v) · ψ =piU−n(θ −
√−1ω−1(θ)) · (v −√−1ivω) · ψ (7.25)
=2〈(θ −√−1ω−1(θ)), (v −√−1ivω)〉T⊕T∗ψ (7.26)
=2θ(v)ψ, (7.27)
where θ(v) denotes the coupling θ ∈ T ∗M and v ∈ TM . Since θ(v) is real, Pθ(v) is skew-Hermitian. Thus
we have piHermU−n P (θ ∧ v) · ψ = 0.
Let FEA (ψ) be the curvature of E and KEA(ψ) the mean curvature of E. Since 12 [V · V ] · ψ = V · V · ψ
and 12 [A ·A] ·ψ = A ·A ·ψ for V ∈ TM ⊗End (E) and A ∈ T ∗M ⊗End (E), then the component of FEA (ψ)
of End (S) is given by
pis ◦ FA(ψ) ◦ pis =pis ◦ (FA + V · V ) · ψ ◦ pis (7.28)
=FS · ψ + Vss · Vss · ψ +Asq · Aqs · ψ + Vsq · Vqs · ψ, (7.29)
(7.30)
where pis is the orthogonal projection to S and iS : S → E denotes the inclusion and FS denotes the
ordinary curvature of Hermitian connection Ass of the subbundle S. It must be noted that the curvature
of DS of the subbundle S is given by
FSAS (ψ) = FS · ψ + Vss · Vss · ψ.
Hence we obtain
piS ◦ KEA(ψ) ◦ pis = KSAS (ψ) + piHermU−n (Asq ·Aqs · ψ + Vsq · Vqs · ψ)
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Lemma 7.5.
2trpiHermU−n (Asq · Aqs · ψ + Vsq · Vqs · ψ) = tr piHermU−n (HS
⊥ ·HS −HS ·HS⊥) · ψ
Proof. As in (7.2), we have HS
⊥
= Asq, HS = Aqs, where Asq = Asq + Vsq , Aqs = Aqs + Vqs.
Taking a real basis {vi} of TM and the real dual basis {θi} of T ∗M , we obtain the following
Asq =
∑
i
Asq,iθ
i, Aqs =
∑
i
Aqs,iθ
i (7.31)
Vsq =
∑
i
Vsq,ivi, Vqs =
∑
i
Vqs,ivi, (7.32)
where Asq,i = −A∗qs,i, Vsq,i = −V ∗qs,i. Thus we have
HS
⊥ ·HS = Asq · Aqs =(Asq + Vsq) · (Aqs + Vqs) (7.33)
=(Asq ·Aqs + Vsq · Vqs) (7.34)
+(Asq · Vqs + Vsq · Aqs) (7.35)
Then we have
(Asq ·Aqs + Vsq · Vqs) = −
∑
i,j
(A∗qs,iAqs,jθ
i ∧ θj + V ∗qs,iVqs,jvi ∧ vj) (7.36)
From θi · vj + vj · θi = δi,j , we obtain
(Asq · Vqs + Vsq ·Aqs) =−
∑
i,j
(A∗qs,iVqs,jθ
ivj + V
∗
qs,iAqs,jviθ
j) (7.37)
= −
∑
i,j
(A∗qs,iVqs,jθ
ivj + V
∗
qs,jAqs,ivjθ
i) (7.38)
= −
∑
i,j
(A∗qs,iVqs,j − V ∗qs,jAqs,i)θivj −
∑
i
V ∗qs,iAqs,i (7.39)
=−
∑
i,j
Pi,jθ
ivj −
∑
i
V ∗qs,iAqs,i, (7.40)
where Pi,j denotes the skew-Hermitian endmorphism A
∗
qs,iVqs,j − V ∗qs,jAqs,i. We also have
HS ·HS⊥ = Aqs · Asq =(Aqs + Vqs) · (Asq + Vsq) (7.41)
=(Aqs ·Asq + Vqs · Vsq) (7.42)
+(Aqs · Vsq + Vqs · Asq) (7.43)
Then we have
(Aqs ·Asq + Vqs · Vsq) = −
∑
i,j
(Aqs,iA
∗
qs,jθ
i ∧ θj + Vqs,iV ∗qs,jvi ∧ vj) (7.44)
=
∑
i,j
(Aqs,jA
∗
qs,iθ
i ∧ θj + Vqs,jV ∗qs,ivi ∧ vj) (7.45)
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We also calculate (Aqs · Vsq + Vqs ·Asq).
(Aqs · Vsq + Vqs ·Asq) =−
∑
i,j
Aqs,iV
∗
qs,jθ
ivj + Vqs,iA
∗
qs,jviθ
j (7.46)
= −
∑
i,j
Aqs,iV
∗
qs,jθ
ivj + Vqs,jA
∗
qs,ivjθ
i (7.47)
= −
∑
i,j
(Aqs,iV
∗
qs,j − Vqs,jA∗qs,i)θivj −
∑
i
Vqs,iA
∗
qs,i (7.48)
=−
∑
i,j
P ′i,jθ
ivj −
∑
i
Vqs,iA
∗
qs,i, (7.49)
where P ′i,j is a skew-Hermitian endomorphism (Aqs,iV
∗
qs,j − Vqs,jA∗qs,i). From (7.36) and (7.44), we have
tr(Asq ·Aqs + Vsq · Vqs) = −tr(Aqs · Asq + Vqs · Vsq)) (7.50)
From Lemma 7.4, we have piHermU−n Pi,jθ
ivi · ψ = 0 and piHermU−n P ′i,jθivjψ = 0. Thus we obtain
trpiHermU−n (Asq · Vqs + Vsq ·Aqs)− trpiHermU−n (Aqs · Vsq + Vqs · Asq) (7.51)
= −
∑
i
trpiHermU−n
(
V ∗qs,iAqs,i − Vqs,iA∗qs,i
)
ψ (7.52)
= −
∑
i
trpiHermU−n
(
Aqs,iV
∗
qs,i − Vqs,iA∗qs,i
)
ψ = 0 (7.53)
Note that
(
Aqs,iV
∗
qs,i − Vqs,iA∗qs,i
)
is a skew-Hermitian endmorphism. Hence we have
trpiHermU−n (H
S⊥ ·HS −HS ·HS⊥) · ψ =2trpiHermU−n (Asq ·Aqs · ψ + Vsq · Vqs · ψ). (7.54)
Proposition 7.6.
trpiS ◦ KEA(ψ) ◦ piS = trKSAS (ψ) +
1
2
tr piHermU−n (H
S⊥ ·HS −HS ·HS⊥) · ψ
Proof. The result follows from Lemma 7.5.
Proposition 7.7.
tr
(
pis ◦ KEA(ψ) ◦ pis
)
= trKSAS (ψ) + ‖HS‖2ψ
Proof. From Lemma 7.3, we already have
tr piHermU−n (H
S⊥ ·HS) · ψ =+ ‖HS‖2ψ (7.55)
tr piHermU−n (H
S ·HS⊥) · ψ =− ‖HS‖2ψ (7.56)
Then the result follows from Proposition 7.6.
We assume that a generalized holomorphic vector bundle E admits an Einstein-Hermitian metric.
Then we have KEA(ψ) = λidE . The component of KEA(ψ) of End (S) is given by
λidS = KSAS (ψ) + piHermU−n (Asq ·Aqs · ψ + Vsq · Vqs · ψ)
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Let S be a generalized holomorphic subbundle of E with rank S = p. From Proposition 7.7, we have
pλ = trKSAS (ψ) + ‖HS‖2ψ
The degree of E is given by
deg(E) :=
∫
M
in
2pi
tr 〈KEA(ψ), ψ〉s
The slope is given by µ(E) := deg(E)r .Since vol(M) = i
n〈ψ, ψ〉s, we have µ(E) = λ2pivol(M). Then we
obtain the key inequality:
µ(S) =
deg(S)
p
=
1
p
∫
M
in
2pi
tr〈KSAS (ψ), ψ〉s
=µ(E)−
∫
M
1
2pi
‖HS‖2volM ≤ µ(E) (7.57)
Proposition 7.8. Let ψ = e−
√−1ω. If a generalized holomorphic vector bundle E over a generalized
Ka¨hler manifold (M,J ,Jψ) admits an Einstein-Hermitian metric, then for a generalized holomorphic
subbundle S of E, we have
µ(S) ≤ µ(E)
Proof. The inequality follows from (7.57).
We shall extend our result to the general cases of ψ = eb−
√−1ω.
Proposition 7.9. Let ψ = eb−
√−1ω. If a generalized holomorphic vector bundle E over a generalized
Ka¨hler manifold (M,J ,Jψ) admits an Einstein-Hermitian metric, then for a generalized holomorphic
subbundle S of E, we have
µ(S) ≤ µ(E)
Proof. Let DE be the canonical connection of (E, ∂EJ , h) over a (M,J ,Jψ). Since b is a d-closed
form, the action of b-field gives a generalized Ka¨hler manifold (M,Jb,Jψb), where Jb := Ade−bJ and
ψb = e
−bψ = e−
√−1ω. There is also an action of b-field on ∂
E
J by
∂Jb := e
−b ◦ ∂EJ ◦ eb.
Then ∂
E
Jb is a generalized holomorphic structure with respect to Jb. As in Proposition 3.6, the action of b-
filed gives a generalized connectionDEb by DEb = d+Ade−bA = d+A−b(V )+V, where b(V ) ∈ T ∗M⊗End (E)
denotes the contraction of b and V. Then DEb is the canonical connection of a generalized holomorphic
vector bundle (E, ∂
E
Jb , h). From Proposition 3.6, We have FEA (ψ) = Ade−bFEAb . Thus deg(E) is invariant
under the action of b-field. Let S be a generalized holomorphic subbundle. Then b-filed also acts on
(S, ∂
S
J ) to give a generalized holomorphic subbundle (S, ∂
S
Jb) of (E, ∂
E
Jb). Since deg(S) is also invariant
under the action of b-field, we obtain deg(S) ≤ deg(E) from Proposition 7.8.
Proposition 7.10. Let ψ = eb−
√−1ω. If a generalized holomorphic vector bundle E over a gener-
alized Ka¨hler manifold (M,J ,Jψ) admits an Einstein-Hermitian metric, then for a weak generalized
holomorphic subbundle pi of E, we have
µ(pi) ≤ µ(E)
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Proof. Let F be a generalized holomorphic subbundle which is given by pi on the complementM\S,
where S is a subset of M of codim 2. From Proposition 6.1 and Proposition 7.7, on M\S, we have
tr
(
pi ◦ KEA(ψ) ◦ pi
)
= trKFAF (ψ) + ‖∂0pi‖2ψ.
Since pi ∈ L21End (E), ∂0pi is square-integrable. Thus if (E, h) has an Einstein-Hermitian metric, then we
also have
µ(pi) =
deg(S)
p
=
1
p
∫
M
in
2pi
tr〈KSAS (ψ), ψ〉s
=µ(E)−
∫
M
1
2pi
‖∂0pi‖2volM ≤ µ(E) (7.58)
Thus we have µ(pi) ≤ µ(E). Since µ(pi) is also invariant under the action of b-field, we have the result.
Proposition 7.11. If a generalized holomorphic vector bundle E admits an Einstein-Hermitian met-
ric, then E is polystable.
Proof. Let E be an irreducible holomorphic vector bundle with an Einstein-Hermitian metric. Then
it follows from (7.57) that µ(S) ≤ µ(E) for a generalized holomorphic subbundle S. If the second
fundamental form HS vanishes, E is decomposed into S⊕S′. Since E is irreducible, HS does not vanish.
Thus we have the strict inequality µ(S) < µ(E). Hence E is stable. We assume that E is decomposed
into E1 ⊕ · · · ⊕ Em, where each Ei is irreducible. Then each Ei is stable with the same Einstein factor
λ.
Remark 7.12. From Proposition 7.7 and Proposition 6.2, we have
tr
(
piS ◦ KEA(ψ) ◦ pis
)
= trKSAS (ψ) + ‖∂pi‖2ψ
Since the first Chern form of the generalized subbundle is given by trKSAS (ψ) and pi ∈ L21(End (E)), it
turns out that the first Chern form is integrable which coincides with the one given by the first Chern
class of the corresponding sheaves.
8 Variation formula of mean curvature
Let (E, h0) be a complex Hermitian vector bundle over a generalized Ka¨hler manifold (M,J ,Jψ). Let ∂EJ
be a generalized holomorphic structure on E and D0 the canonical connection of (E, h0, ∂EJ ). We denote
by End (E, h0) Hermitian endmorphisms of E with respect to h0 and we also denoted by Herm
+(E, h0)
positive-definite Hermitian endmorphisms with respect to h0. For f ∈ Herm+(E, h0), we define an Her-
mitian metric hf by
hf (e1, e2) := h0(fe1, e2),
for e1, e2 ∈ E. We denote by Df the canonical connection of (E, hf , ∂EJ ) with the connection form Af .
Lemma 8.1. D1,0f = f−1 ◦ D1,00 ◦ f
Proof. From the definition of Dft , we have
∂J hf (e1, e2) = hf (D1,0f e1, e2) + hf (e1, ∂
E
J e2) (8.1)
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We also have
∂J h0(fe1, e2) = h0(D1,00 (fe1), e2) + h0(fe1, ∂
E
J e2)
Since h0(e1, e2) = hf (f
−1e1, e2), we have
∂J hf (e1, e2) = hf (f−1 ◦ D1,00 (fe1), e2) + hf (e1, ∂
E
J e2) (8.2)
Thus from (8.1) and (8.2), we obtain D1,0f = f−1 ◦ D1,00 ◦ f. Hence the result follows.
Then the connection form A1,0f is given by
A1,0f = f−1∂J f + f−1A1,00 f, (8.3)
where A1,00 denotes the (1, 0)-component of the connection form of the connection D0. Let {ft} be a
smooth family of Herm+(E, h0). We denote by Kft(ψ) the mean curvature of the generalized connection
Dft . Then the derivative of variation of the mean curvature Kft(ψ) is given by
Proposition 8.2. For all t0, we have
piHermft
(
d
dt
Kft(ψ)
) ∣∣∣
t=t0
= pi
Hermft
U−n
(
dDft
•
Aft
) ∣∣∣
t=t0
,
where
•
Aft = ddtAft and piHermft denotes the projection from End (E) to the Hermitian endmorphisms
with respect to hft .
We need the following Proposition to show Proposition 8.2 which is already proved in [Go6].
Proposition 8.3. Let h0 be a fixed Hermitian metric on E and {At} a family of Hermitian generalized
connection of (E, h) with the respect to h0. Then the derivative of variation of the mean curvature is given
by
d
dt
KAt(ψ) = piHermh0U−n
(
dAt
•
At · ψ
)
, (8.4)
Proof. For a self-containedness of our paper, we shall give a proof. By using an action of b-field, our
Proposition is reduced to the cases of ψ = e−
√−1ω. Thus it suffices to show our Proposition in the cases
of ψ = e−
√−1ω. Then the curvature FAt(ψ) and the mean curvature KAt(ψ) are respectively given by
FAt(ψ) =FAt · ψ + dAt(Vt · ψ) +
1
2
[Vt · Vt] · ψ (8.5)
KAt(ψ) =piHermh0U−n
(
FAt · ψ +
1
2
[Vt · Vt] · ψ
)
, (8.6)
where At = At + Vt and dA := d + At denotes the ordinary connections and Vt ∈ TM ⊗ su(E). From
Lemma 7.4, we see that pi
Hermh0
U−n d
At(Vt · ψ) = 0 in the cases of ψ = e−
√−1ω. Then we have
d
dt
KAt(ψ) = piHermh0U−n
(
dA(
•
At · ψ) + [
•
Vt · Vt] · ψ
)
(8.7)
Applying Lemma 7.4 again, we obtain pi
Hermh0
U−n
(
dAt(
•
Vt · ψ) + [Vt ·
•
At] · ψ
)
= 0. Then the right hand side
of (8.4) is given by
pi
Hermh0
U−n d
At •At · ψ =piHermh0U−n
(
dAt
•
At · ψ + [
•
Vt · Vt] · ψ
)
. (8.8)
Thus we have the result.
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Proof of Proposition 8.2. There is a square f
1
2 ∈ Herm+(E, h0) such that hf (e1, e2) = h0(f 12 e1, f 12 e2).
Since the relation between piHermf and piHermh0 is given by
Ad
f
1
2
◦ piHermf = piHermh0 , ◦Ad
f
1
2
(8.9)
then f
1
2 ◦ Df ◦ f −12 is an Hermitian generalized connection with respect to h0. In fact, dhf (e1, e2) =
hf (Dfe1, e2) + hf (e1,Dfe2) yields the following:
dh0(e1, e2) =dhf (f
−1
2 e1, f
−1
2 e2) (8.10)
=hf (Df ◦ f
−1
2 e1, f
−1
2 e2) + hf (f
−1
2 e1, Df ◦ f
−1
2 e2) (8.11)
=h0(f
1
2 ◦ Df ◦ f
−1
2 e1, e2) + h0(e1, f
1
2 ◦ Df ◦ f
−1
2 e2) (8.12)
We denote by Dˆf the generalized connection f 12 ◦Df ◦f −12 . Since f 12 acts on the curvature by the Adjoint
action, we also have
FDˆf (ψ) = f
1
2 ◦ FDf (ψ) ◦ f
−1
2 = Ad
f
1
2
(FDf (ψ)) (8.13)
We shall go back to our proof of Proposition 8.2. We shall reduce the cases of Proposition 8.2 to the one
of Proposition 8.3 by using the gauge transformation Ad
f
1
2
.
We define f˜t by f
−1
t0 ft. Then hft = hft0 f˜t. From (8.9) and (8.13), we obtain
Ad
f˜
1
2
t
◦ piHermftU−n
(FDft (ψ)) =piHermft0U−n ◦Ad 12f˜t (FDft (ψ)) (8.14)
=pi
Hermft0
U−n
(
FDˆft (ψ)
)
(8.15)
Since pi
Hermft
U−n FDft (ψ) = Kft(ψ), applying Ad
f˜
−1
2
t
to the both sides and taking the differential at t = t0,
we have
d
dt
KDft (ψ)
∣∣
t=t0
= Ad
f˜
−1
2
t0
(
d
dt
pi
Hermf0
U−n FDˆft (ψ)|t=t0
)
+
d
dt
Ad
f˜
−1
2
t
(KDˆft0 (ψ))
∣∣∣
t=t0
(8.16)
Since f˜t0 = idE , we have (FDˆft0 (ψ)) = (FDft0 (ψ)). Thus we have
d
dt
Ad
f˜
−1
2
t
(KDˆft0 (ψ))
∣∣∣
t=t0
=
[ d
dt
f˜
−1
2
t
∣∣∣
t=t0
, (KDft0 (ψ))
]
(8.17)
Since f˜t and (KDˆft0 (ψ)) are Hermitian with respect to hft0 , the bracket of (8.17) is Skew-Hermitian.
Thus
pi
Hermft0
(
d
dt
Ad
f˜
−1
2
t
(KDˆft0 (ψ))
∣∣∣
t=t0
)
= 0
From (8.16), we have
piHermft0
(
d
dt
KDft (ψ)|t=t0
)
= Ad
f˜
−1
2
t0
(
d
dt
pi
Hermf0
U−n FDˆft (ψ)|t=t0
)
(8.18)
Since Dˆft is an Hermitian generalized connection with respect to the metric hft0 , we can apply our
formula (8.4) in Proposition 8.3 to obtain
pi
Hermft0
(
d
dt
KDˆft (ψ)
∣∣∣
t=t0
)
= Ad
f˜
−1
2
t0
◦ piHermft0U−n
(
dDˆft0
•
Âft0 · ψ
)
(8.19)
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From dDˆft
•
Âft = f
1
2 ◦ (dDft
•
Aft) ◦ f−
1
2 , it follows from (8.9) that we have
pi
Herm
f˜t0
U−n d
Dˆ
f˜t0
•
Âf˜t0 =pi
Herm
f˜t0
U−n f
1
2 ◦ (dDf˜t0
•
Af˜t0 ) ◦ f˜
− 1
2
t0 (8.20)
=Ad
f˜
1
2
t0
(
pi
Herm
f˜t0
U−n (d
D
f˜t0
•
Af˜t0 )
)
(8.21)
From (8.19) we obtain
piHermft0
(
d
dt
Kft(ψ)
) ∣∣∣
t=t0
= pi
Hermft0
U−n
(
dDft
•
Aft · ψ
) ∣∣∣
t=t0
,
Proposition 8.4. For all t = t0, we have
piHermft
(
d
dt
Kft(ψ)
) ∣∣∣
t=t0
= pi
Hermft
U−n
(
∂
E
J
•
Aft
) ∣∣∣
t=t0
,
Proof. Since Dft is a family of canonical connections, D0,1ft = ∂
E
J . Thus
•
Aft =
•
A1,0ft ∈ LJ⊗End (E).
Since we take piU−n , we have
pi
Hermft
U−n
(
dDft
•
Aft
) ∣∣∣
t=t0
= pi
Hermft
U−n
(
∂
E
J
•
Aft
) ∣∣∣
t=t0
Proposition 8.5.
piHermft
(
d
dt
Kft(ψ)
)
= pi
Hermft
U−n
(
∂
E
J ◦ D1,0ft (f−1t
•
ft) · ψ
)
,
Proof. The generalized connection D1,0ft is given by the gauge transformation from Lemma 8.1,
D1,0ft = f−1t ◦ D
1,0
0 ◦ ft
Thus we have
•
Aft = D1,0ft (f−1t
•
ft)
Then the result follows from Proposition 8.2.
Remark 8.6. We also have the following:
(f−1t
•
ft) = h
−1
t
∂
∂t
ht
Taking the trace of the both side of Proposition 8.5, we obtain
Proposition 8.7. (
d
dt
trKft(ψ)
)
= pi
Hermft
U−n
(
∂
E
J ◦ D1,0ft tr (f−1t
•
ft) · ψ
)
Proof. The result follows from Proposition 8.2 and 8.5, since we have
tr
d
dt
Ad
f˜
−1
2
t
(KDˆft0 (ψ))
∣∣∣
t=t0
= tr[
d
dt
f˜
−1
2
t , (FDˆft0 (ψ))] = 0
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Lemma 8.8. Let h0 be an Hermitian metric of E and hf be an Hermitian metric given by f ∈
Herm+(E, h0) as before. Let Tf be a section of Herm(E, h0) satisfying [f, Tf ] = 0. Then for any section
S ∈ End (E), we have
h0
(
pi
Hermhf (S), T
)
= h0(S, T ).
Proof. From (8.9), we have
Ad
f
1
2
◦ piHermf = piHermh0 ◦Ad
f
1
2
Since h0(Ad
f
1
2
A, B) = h0(A, Ad
f
1
2
B) for A,B ∈ End (E) and [f, Tf ] = 0, Tf ∈ Herm(E, h0), we have
h0
(
pi
Hermhf (S), T
)
=h0(pi
Hermh0Ad
f
1
2
S, Ad
f
−1
2
T ) (8.22)
=h0(Ad
f
1
2
S, T ) (8.23)
=h0(S, T ) (8.24)
Proposition 8.9. Let h0 be an Hermitian metric and hf := h0f an Hermitian metric given by
f ∈ Herm(E, h0). Let Tf ∈ Herm(E, h0) be an Hermitian endmorphism satisfying [Tf , f ] = 0. Then we
have
h0(Kf (ψ)−K0(ψ), Tf ) =h0(∂EJ (Af1 −A0) · ψ, Tfψ) (8.25)
=h0(∂
E
J (f
−1∂0f · ψ), Tf · ψ) (8.26)
Proof. Let ξ = log(h−10 hf ). Then we have a family {ft = eξt} of Herm+(E, h0) satisfying f1 = f
and f0 = idE . Since ft = e
ξt commutes with Tf , we have
h0(Kf (ψ), Tf · ψ) = h0(Ad
f
1
2
(Kf (ψ)), Tf · ψ)
Since Ad
f
1
2
(Kf (ψ)) = KDˆf , We have
Ad
f
1
2
(Kf (ψ))−Kf0(ψ) = KDˆf −KDˆ0 .
Then we have
KDˆf (ψ)−KDˆ0(ψ) =
∫ 1
0
d
dt
KDˆft (ψ)dt (8.27)
Since Dˆft is a family of generalized Hermitian connections with respect to the fixed h0, we apply (8.4)
to obtain ∫ 1
0
pi
Hermh0
U−n
d
dt
KDˆft (ψ)ds =
∫ 1
0
pi
Hermh0
U−n d
Aˆft
•
Aˆft · ψ (8.28)
=
∫ 1
0
pi
Hermh0
U−n Adf
1
2
t
(
dAft
•
Aft · ψ
)
(8.29)
(8.30)
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Since Tf ∈ Herm(E, h0), we have
h0(Kf (ψ)−K0(ψ), Tf · ψ) =htop0 (
∫ 1
0
d
dt
KDˆft (ψ)dt, Tf · ψ) (8.31)
=htop0 (
∫ 1
0
piHermh0
d
dt
KDˆft (ψ)dt, Tf · ψ) (8.32)
=
∫ 1
0
htop0 (Ad
f
1
2
t
(
dAft
•
Aft · ψ
)
, Tf · ψ)dt (8.33)
(8.34)
Since [ft, Tf ] = 0, f ∈ Herm(E, hf ) and
•
Aft =
•
A1,0ft , we have
h0(Kf (ψ)−K0(ψ), Tf · ψ) =
∫ 1
0
h0(
(
∂
E
J
•
A1,0ft · ψ
)
, Ad
f
1
2
t
(Tf) · ψ)dt (8.35)
=
∫ 1
0
h0(
(
∂
E
J
•
A1,0ft · ψ
)
, (Tf ) · ψ)dt (8.36)
=h0(∂
E
J (Af1 −A0) · ψ, Tf · ψ) (8.37)
=h0(∂
E
J (f
−1∂0f) · ψ, Tf · ψ) (8.38)
Thus we obtain the result.
Remark 8.10. For instance, we will apply Proposition 8.9 to Tf = log f or f
σ, for 0 ≤ σ ≤ 1.
9 Construction of Einstein-Hermitian metrics on stable gener-
alized holomorphic bundles
9.1 The continuity method
We shall use the continuity method to obtain Einstein-Hermitian metrics on polystable generalized holo-
morphic bundles. We will use the same notations as before. Given an Hermitian metric h0 on a generalized
holomorphic vector bundle E, we denote the canonical generalized connection by D0 = ∂0 + ∂E D0 and
the mean curvature by K0(ψ). An Hermitian metric hf is given by hf (s1, s2) = h0(fs1, s2), where
f ∈ Herm+(E, h0) and s1, s2 ∈ Γ(E). Then we have the canonical generalized connection Df which is
associated with hf and Kf (ψ) is the mean curvature of Df . Then the Einstein-Hermitian condition is
given by
Kf (ψ) = λidEψ,
where λ is the Einstein constant. By using ψ, Herm(E)⊗ U−n is identified with Herm(E). For abuse of
notation, we often consider Kf (ψ) as the Hermitian endmorphism under the identification. For ε ∈ [0, 1],
we introduce the following equation on which the continuity method is applied
Lε(f) := Kf (ψ)− λidE + ε(log f) = 0 (9.1)
Note that the solution of the equation gives an Einstein-Hermitian metric if ε = 0. We define the subset
S ⊂ [0, 1] by
S := { ε ∈ [0, 1] | the equation (9.1) has an solution }
29
Let Kˆf (ψ) := Kf (ψ)− λidE . Our construction of the solution is divided into four steps
Step 0. The subset S contains 1.
Step 1. S ⊂ [0, 1] is a nonempty, open set.
Step 2. (0, 1] ⊂ S
Step 3. S = [0, 1]
We shall show these steps one by one in the following subsections.
9.2 Preliminary results for Step 0 and Step 1
According to the decomposition (TM ⊕T ∗M)C = LJ ⊕LJ , the exterior derivative d is decomposed into
d = ∂ + ∂. In a generalized Ka¨hler manifold, we also use the decomposition LJ = L+J ⊕ L−J to obtain
∂ = δ+ + δ− and ∂ = δ+ + δ−. These four differential operators act on differential forms and we have
the adjoint operators δ∗± and δ
∗
±. We denote by △d the Laplacian of d. We also have the Laplacians △∂J
and △∂J , respectively. Let △δ± be the Laplacians δ±δ∗± + δ∗±δ± which acts on differential forms on M.
Then the following generalized Ka¨hler identity holds δ∗+ = −δ+ and δ∗− = δ−. By the generalized Ka¨hler
identity, we have
△d = 2△∂J = 2△∂J = 4△δ− = 4△δ+ = 4△δ− = 4△δ−
Let h be an Hermitian metric on E and ξ ∈ Herm(E, h). We denote by hs the 1-parameter family of
Hermitian metrics of E which are given by hs(e1, e2) := h(e
ξse1, e2), where s is a parameter and h0 = h.
Let (E, ∂
E
J ) be a generalized holomorphic vector bundle and Ds = d + As the 1-parameter family of
canonical generalized Hermitian connections with respect to hs. Then we have
Lemma 9.1.
•
A = d
ds
As|t=0 = D1,0h ξ
Proof. From Lemma 8.1, the connection form As is given by
As = (e−ξs∂J eξs)s+ e−ξsA1,0h eξs,
where Ah = A0 and Dh = d+Ah. Thus we have
d
ds
As|t=0 = ∂J ξ + [A1,0h , ξ] = D1,0h ξ.
Proposition 9.2.
piHermh
(
d
ds
Khs(ψ)|t=0
)
= △h(ξ · ψ),
where △h is the Laplacian D1,0− (D1,0− )∗ + (D1,0− )∗D1,0− actin on End (E).
Proof. The key point is Proposition 8.5:
piHermh
(
d
ds
Khs(ψ)|s=0
)
= piHermhU−n d
Dh(
•
A · ψ),
where
•
A = ddsAhs |s=0 ∈ End (E)⊗ (TM ⊕ T ∗M). From Lemma 9.1, we have
piHermh
(
d
ds
Khs(ψ)|s=0
)
= piHermdDh(D1,0h ξ · ψ)
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Then we also have
piHermU−n d
Dh(D1,0h ξ · ψ) = piHermU−n D0,1h (D1,0h ξ · ψ)
Since ξ · ψ ∈ U−n, it follows (D1,0h+)(ξ · ψ) = 0. Thus we have
piHermh
(
d
ds
Khs(ψ)|t=0
)
=piHermU−n D0,1h (D1,0h−)(ξ · ψ) (9.2)
=piHermU−n (D0,1h−)(D1,0h−)(ξ · ψ) (9.3)
Applying the following generalized Ka¨hler identity
(D0,1h )− = (D0,1h−)∗, (D0,1h+) = −(D0,1h+)∗,
We obtain
piHermh
(
d
ds
Khs(ψ)|t=0
)
=(D1,0h−)∗(D1,0h−)(ξ · ψ) (9.4)
=
(
(D1,0h−)∗(D1,0h−) + (D1,0h−)(D1,0h−)∗
)
(ξ · ψ) (9.5)
=△h(ξ · ψ), (9.6)
since (D1,0h−)∗(ξψ) = 0 and △h is a real self adjoint operator.
9.3 Step 0
We use the same notations as before. Let Q := Kˆf (ψ)− Kˆf0 (ψ). Then we have
Proposition 9.3.
trQ = △tr log f
Proof. From Proposition 8.7, the trace of Q is given by
trQ =
∫ 1
0
pi
Hermft
U−n
(
∂
E
tr A˙ft · ψ
)
dt
Then we see
trA˙ft = tr
d
dt
f−1t (∂0ft)ψ = ∂(tr log
•
ft)
Then we have
trQ =
∫ 1
0
pi
Hermft
U−n
(
∂∂(tr log
•
ft) · ψ
)
dt
By using the generalized Ka¨hler identity, we have
piU−n∂∂(tr log
•
ft)ψ = △tr log
•
ftψ,
where 4△ is the ordinary Laplacian, which does not depend on h. Since tr log
•
ft is a real function,
piHermft△tr log
•
ftψ = △tr log
•
ftψ. Thus we have
trQ =
∫ 1
0
(△tr log
•
ftψ)dt = △tr log f
Hence we obtain the result.
31
Lemma 9.4. For every Hermitian metric h0, there exists an Hermitian metric hf such that
tr Kˆf (ψ) = 0.
Proof. Since ∫
M
〈trKˆf0(ψ), ψ〉s = 0,
we have a solution f such that
△tr log f + trKf0 (ψ) = 0
Thus we have tr Kˆf (ψ) = 0.
Hence it follows from Lemma 9.4 that we can choose h0 which satisfies trKˆ0(ψ) = 0.
Then the trace of the equation (9.1) is written as
tr (Kf (ψ)− λidE) +△tr log f + εtr log f = 0
Since Kˆf (ψ) := (Kf (ψ)− λidE), then we have the following equation:
tr Kˆf (ψ) +△tr log f + εtr log f = 0 (9.7)
Proposition 9.5. If f satisfies (9.1) for ε > 0, then tr log f = 0, that is, det f = 1.
Proof. Since f satisfies (9.7) and tr Kˆ0(ψ) = 0, we have
△tr log f + εtr log f = 0
Since △+ ε is invertible for ε > 0, it follows tr log f = 0. Then det f = 1.
Proposition 9.6. There exists an Hermitian metric h0 and f1 ∈ Herm+(E, h0) such that f1 satisfies
(9.1) for ε = 1 and tr Kˆ0(ψ) = 0
Proof. From Lemma 9.4, we have an Hermitian metric h such that trKˆh(ψ) = 0. Let Kˆh(ψ) = Kˆhψ,
where Kˆh ∈ Herm(E, h0). Then we define an Hermitian metric h0 by
h0 = h(e
Kˆh , )
Let f1 := e
−Kˆh . Then we have
Kˆh + log f1 = 0
Since h = h0(e
−Kˆh , ) and Kˆh(ψ) = Kˆf1 (ψ), we have a h0 and f satisfying (9.71) for ε = 1. Since
tr log f1 = −tr Kˆh = 0, we have
tr Kˆf1(ψ)− tr Kˆh0(ψ) = △tr log f1 = 0
Thus we see tr Kˆh0(ψ) = 0.
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9.4 Step 1
For a smooth section f ∈ Herm(E, h0) and an integer s ≥ 0, we define the norm ‖s‖2L2s by
‖f‖2L2s :=
s∑
i=0
∫
M
|∇if |2volM ,
where |∇sf | denotes the point-wise norm of the i-th covariant derivative. We denote by Hs the Sobolev
space L2sHerm(E, h0) which is the completion of Herm(E, h0) with respect to the Sobolev norm ‖ ‖L2s.
Let L(f, ε) be the equation (9.1)
L(f, ε) := Kf (ψ)− λ(idE) + (ε log f) = 0
Since L(f, ε) ∈ Herm(E, hf ), it follows from (8.9) that
Ad
f
1
2
L(f, ε) ∈ Herm(E, h0).
Then we define an operator F : Hs+2 × [0, 1]→ Hs by
F (f, ε) := Ad
f
1
2
L(f, ε),
where we identifyHs ·ψ with the Sobolev spaceHs. Let f be a solution of L(f, ε) = 0. Then the differential
DF of F along f -direction at (f, ε) is given by
DF (f, ε)(ξ) =
d
ds
F (feξs, ε)|s=0,
where ξ ∈ Hs+2. Since L(f, ε) = 0 and L(f, ε) ∈ Herm(E, h0), applying (8.9)and Proposition 9.2, we have
DF (f, ε)(ξ) =piHermh0Ad
f
1
2
(
d
ds
Kfs(ψ) + εD(logf)(ξ)
)
+ [f˙
1
2 , L(f, ε)] (9.8)
=Ad
f
1
2
piHermhfs
(
d
ds
Kfs(ψ) + εD(logf)(ξ)
)
(9.9)
=Ad
f
1
2
(△f (ξ · ψ) + εD(logf)(ξ)) , (9.10)
where △f := △hf is the Laplacian as in Proposition 9.2.
In order to show that S is a open set, we shall show that the operator △f + εD(log f) : Hs+2 → Hs is
an isomorphism. At first we need the following Proposition in order to show that the derivative D(log f)
gives an injective map.
Proposition 9.7. If hf (D(log f)(ξ), ξ) = 0, then ξ = 0.
Proof. Let {ft} be a smooth family of Herm(E, h0). We shall diagonalize ft by using a unitary basis
of E on an open dense subset W. It is already know that there exits an open dense set W in M such
that there is a unitary basis of {si(t)}ri=1 of E|W with respect to ht := hft satisfy the followings: si(t)
are smoothly depending on t, and ft is written as
ft =
∑
i
eλi(t)si(t)⊗ si(t)∗,
where {si(t)∗}ni=1 denotes the dual basis of {si(t)}ri=1. (This local diagonalization method is well-explained
in Appendix 7.4 [Lu-Tel]). (see Proposition 9.12).
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Then log ft is given by
log ft =
∑
i
λi(t)si(t)⊗ si(t)∗.
Then D(log f)(ξ) is
D(log f)(ξ) =
d
dt
log ft|t=0,
where ξ = f−1t f˙t. The derivative of {si(t)} is given by ddtsi(t) =
∑
i,j Pi,jsj(t) for P = (Pi,j). Then we
have
D(log f)(ξ) =
∑
i
λ′i(0)si(0)⊗ si(0)∗ + [P, log f ] (9.11)
=
∑
i
λ′i(0)si(0)⊗ si(0)∗ +
∑
i6=j
Pi,j(λj(0)− λi(0))si(0)⊗ sj(0)∗ (9.12)
Since ξ = f−1t
•
ft, ξ is given by
ξ =
∑
i
λ′i(0)si(0)⊗ si(0)∗ +
∑
i6=j
Pi,j(e
λj(0)−λi(0) − 1)si(0)⊗ sj(0)∗
We denote by xi,j the real number (λj(0)− λi(0)). Then we have
hf (D(log f)(ξ), ξ) =
∑
i
|λ′i(0)|2 +
∑
i6=j
|Pi,j |2xi,j(exi,j − 1) (9.13)
Since xi,j(e
xi,j − 1) ≥ 0, hf(D(log f)(ξ), ξ) = 0 implies that ξ = 0.
Then we have
Proposition 9.8. The operator △f + εD(log f) : Hs+2 → Hs is an isomorphism.
Proof. The operator △f + εD(log f) is an elliptic operator of index 0. Thus it suffices to show that
the operator △f + εD(log f) is injective. We have∫
M
hf ((△f + εD(log f))ξψ, ξψ) =
∫
M
hf (△fξψ, ξψ) + εhf(D(logf)(ξ)ψ, ξψ) (9.14)
=
∫
M
hf ((D1,0hf −)ξψ, (D
1,0
hf −)ξψ) + εhf(D(log f)ξψ, ξψ) (9.15)
=‖(D1,0hf −)ξ‖2L2 +
∫
M
εhf (D(log f)ξψ, ξψ). (9.16)
Thus (△f + εD(log f))ξ = 0 implies that hf (D(log f)ξ, ξ) = 0. From Proposition 9.7, we have ξ = 0
Hence △f+εD(log f) : Hs+2 → Hs is injective. Since △f+εD(log f) : Hs+2 → Hs, is an elliptic operator
whose index is 0. Then the result follows.
Proposition 9.9. S ⊂ (0, 1] is an open set.
Proof. From the implicit function theorem, we obtain that the region S is open set in (0, 1].
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9.5 Preliminary results for the Step 2 and Step 3
An Hermitian metric h on E yields a bilinear form h of End (E)⊗ ∧•T ∗M by
h(A⊗ α, B ⊗ β) := inRe{ tr(AB∗h )(α ∧ σβ)} ∈ ∧•T ∗M ,
where A,B ∈ End (E), B∗h is the adjoint of B with respect to h and α, β ∈ ∧•T ∗M and σ is the
Clifford involution. We denote by htop the 2n-component of h, i.e., the form of top degree. Since
(log f)ψ ∈ Hermf ∩ U−n, we have
Lemma 9.10.
htop(pi
Hermft
U−n ∂
E
(A˙fψ), (log f)ψ) = h
top(∂
E
(A˙fψ), (log f)ψ)
Proof. The result follows from Lemma 8.8, applying Tf = log f.
The following three Propositions are important for Step.2 and Step.3. Let α = f volM and β = g volM
be two differential forms of top degree. Then if f > g, we denote it by α > β.
Proposition 9.11. Let ht = hft be a family of Hermitian metrics with f := f1.
We denote by Q the difference Kf (ψ)−Kf0(ψ). Then we have
htop0 (Q, (logf)ψ) ≥
1
2
△| log f |2volM ,
Proof. From Proposition 8.9 and f1 = f , we have
htop(Q, (logf)ψ) =
∫ 1
0
htop(∂
E
(
•
Aftψ)dt, (log f)ψ)dt (9.17)
=htop(∂
E
Af1ψ, (log f)ψ)− htop(∂
E
Af0ψ, (log f)ψ) (9.18)
=htop(∂
E
(f−1(∂0(fψ))), (log f)ψ) (9.19)
Then we have
htop(Q, (logf)ψ) = pitop∂J h((f−1(∂0(fψ))), (log f)ψ) + htop((f−1(∂0(fψ))), ∂
E
(log f)ψ) (9.20)
We shall use the method of ”local diagonalization”[Lu-Tel] again.
Proposition 9.12. Let (E, h) be an Hermitian vector bundle and f an Hermitian endmorphism with
respect to h. Then there exists an open dense subset W ⊂ M such that for every x ∈ W the following
holds: There exists an open neighborhood U of x a unitary basis {si} for E defined over U and functions
λi ∈ C∞(U) such that
f(y) =
r∑
i=1
eλi(y)si(y)⊗ si(y),
where {si(y)} denotes the dual basis and y ∈ U, that is, f is given in the following form of the diagonal
matrix :
f =

eλ1 · · · 0
0 eλ2 · · ·
...
0 · · · eλr
 (9.21)
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Then we have
∂0(fψ)) =∂(fψ) + [A0, fψ] (9.22)
=
∑
i
∂(λiψ)e
λisi ⊗ s∗i +
∑
i,j
Ai,jψ(eλj − eλi)si ⊗ s∗j (9.23)
(9.24)
f−1∂0(fψ)) =
∑
i
∂(λiψ)si ⊗ s∗i +
∑
i,j
Ai,jψ(eλj−λi − 1)si ⊗ s∗j (9.25)
(9.26)
∂0(log fψ) =∂λisi ⊗ s∗i + [A, log f ]ψ (9.27)
Thus we have
h(f−1∂0(fψ), log fψ) =
∑
i
λi(∂λi)ψ ∧ σψ + h(f−1[A1,0, f ]ψ, log fψ) (9.28)
Since tr(f−1[A1,0, f ] log f) = 0, the first term of the right hand side of (9.20) is given by
pitop∂h(f−1∂0(fψ), log fψ) =
∑
i
∂(λi(∂λi))volM =
1
2
△| log f |2volM
We shall show that the second term of the R.H.S of (9.20) h((f−1(∂0(fψ))), ∂
E
(log f)ψ) is greater than
or equal to 0. Applying the local diagonalization, we have
h((f−1(∂0(fψ))), ∂
E
(log f)ψ) =
∑
i
h(∂λiψ, ∂λiψ) + h(f
−1[A1,0, f ]ψ, [A1,0, log f ]ψ) (9.29)
Since h(∂λiψ, ∂λiψ) = 〈∂λiψ, ∂ψ〉s ≥ 0, thus the first therm is non-negative. The last term is also
nonnegative from the following lemma:
Lemma 9.13.
h(f−1[A1,0, f ]ψ, [A1,0, log f ]ψ) ≥ 0
Proof. The result follows from the direct calculation by using the method of local diagonalization.
Then the second term of the R.H.S of (9.20)≥ 0. Thus Proposition 9.11 follows.
Proposition 9.14. For σ > 0, we have
piHermtop ∂J h(f
−1(∂0fψ)), fσψ) =
1
σ
〈△(tr fσψ), ψ〉s,
Where pitop denotes the projection to ∧2nT ∗M . Note that △ := △δ− of (M,J ,Jψ) does not depend on hf .
Proof. By using the generalized Ka¨hler identity, we obtain
1
σ
〈△(trfσψ), ψ〉s = 1
σ
〈∂J ∂J (trfσψ), ψ〉s
We see that
tr fσ−1[A1,0, f ] = tr [A1,0, fσ] = 0
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we have
tr(fσ−1∂0f) = tr(fσ−1∂f) + trfσ−1[A1,0, f ] = tr(fσ−1∂f) = 1
σ
tr(∂0f
σ)
The left hand side is given by
pitop∂J h(f−1(∂0fψ)), fσψ) =pitop∂J h(fσ−1(∂0fψ)), ψ) (9.30)
=pitoph(∂(f
σ−1(∂0fψ))), ψ) (9.31)
=h(piU−n(∂f
σ−1(∂0fψ))), ψ) (9.32)
=tr〈 ∂(fσ−1(∂0fψ))), ψ〉s (9.33)
=
1
σ
tr〈∂∂0fσψ, ψ〉s (9.34)
=
1
σ
〈∂J ∂J trfσψ, ψ〉s (9.35)
Thus we obtain
pitop∂J hˆ(f−1(∂0fψ)), fσψ) =
1
σ
〈△(tr fσψ), ψ〉s,
Proposition 9.15. Let f ∈ Herm(E, h0) and 0 < σ ≤ 1. Then we have the followings:
(1)
htop0 (f
−1(∂0fψ), ∂0(fσψ)) ≥ |f
−σ
2 (∂0f
σψ)|2h0volM
(2) If f satisfies the equation (9.1) for some ε > 0, then we have
1
σ
△(tr fσ)volM + εhtop0 ((log f)ψ, fσψ) + |f
−σ
2 (∂0f
σψ)|2h0volM ≤ −htop0 (Kˆ0(ψ), fσψ)
Proof. (1) We use the same notations as before.
∂0(f
σψ) = ∂(fσψ) + [A1,0, fσ]ψ
Then the left hand side of (1) is given by
htop0 (f
−1(∂0fψ), ∂0(fσψ)) =h
top
0 (f
−1(∂fψ) + f−1[A1,0, f ]ψ, ∂(fσψ) + [A1,0, fσ]ψ) (9.36)
=htop0 (f
−1(∂fψ), ∂(fσψ)) + htop0 (f
−1(∂fψ), [A1,0, fσ]ψ) (9.37)
+htop0 (f
−1[A1,0, f ]ψ, ∂(fσψ)) + htop0 (f−1[A1,0, f ]ψ, [A1,0, fσ]ψ) (9.38)
Then we see
htop0 (f
−1(∂fψ), [A1,0, fσ]ψ) = 0 (9.39)
htop0 (f
−1[A1,0, f ]ψ, ∂(fσψ)) = 0 (9.40)
The right hand side of (1) is given by
|f −σ2 (∂0fσψ)|2h0volM =htop0 (f−σ∂0(fσψ), ∂0(fσψ)) (9.41)
=htop0 (f
−σ∂(fσψ), ∂(fσψ) (9.42)
+htop0 (f
−σ[A1,0, fσ]ψ, [A1,0, fσ]ψ) (9.43)
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The first term of (9.37) and (9.42) are written as
htop0 (f
−1(∂fψ), ∂(fσψ)) = σhtop0 (f
σ−2∂(fψ), ∂(fψ)) (9.44)
htop0 (f
−σ∂0(fσψ), ∂0(fσψ)) = σ2h0(fσ−2∂(fψ), ∂(fψ)) (9.45)
since f ∈ Herm(E). Since 0 ≤ σ ≤ 1, we have
htop0 (f
−1(∂fψ), ∂(fσψ)) ≥ htop0 (f−σ∂0(fσψ), ∂0(fσψ)).
In order to estimate the second term of (9.38) and (9.43), we diagonalize f at each point of M as in
(9.21). Let A1,0 =∑kA1,0(k)ek, where {ek} ∈ LJ denotes the orthonormal basis. Then (i, j)-components
of the matrix [A1,0(k), f ], f−1[A1,0(k), f ] and [A1,0(k), fσ] are given by
[A1,0(k), f ]i,j =ai,j(eλj − eλi) (9.46)
f−1[A1,0(k), f ]i,j =ai,j(eλj−λi − 1) (9.47)
[A1,0(k), fσ]i,j =ai,j(eσλj − eσλi) (9.48)
Since [A1,0(l) , fσ] is Hermitian,
htop0 (f
−1[A1,0, f ]ψ, [A1,0, fσ]ψ) =
∑
k,l
tr(f−1[A1,0(k), f ] [A1,0(l) , fσ])〈ek · ψ, el · ψ〉s (9.49)
=
∑
k
2tr(f−1[A1,0(k), f ] [A1,0(k), fσ])volM , (9.50)
since in〈ek · ψ, el · ψ〉s = 2δk,lvolM . Then we have
htop0 (f
−1[A1,0(k), f ]ψ, [A1,0(k), fσ]ψ) =
∑
i,j
(eλj−λi − 1)(eσλj − eσλi)|ai,j |22volM (9.51)
since ai,j = −a∗j,i. (9.43) is also given by
htop0 (f
−σ[A1,0, fσ]ψ, [A1,0, fσ]ψ) =
∑
k
tr(f−σ[A1,0(k), fσ] [A1,0(k), fσ])2volM (9.52)
We also have∑
k
tr(f−σ[A1,0(k), fσ] [A1,0(k), fσ])2volM =
∑
i,j
(eσλj−σλi − 1)(eσλj − eσλi)|ai,j |22volM (9.53)
Let λ = λj − λi. Since (eλ − 1)(eσλj − eσλi) ≥ (eσλ − 1)(eσλj − eσλi) for 0 ≤ σ ≤ 1, it follows from (9.51
) and (9.53)that,
htop0 (f
−1[A1,0(k), f ]ψ, [A1,0(k), fσ]ψ) ≥ htop0 (f−σ[A1,0, fσ]ψ, [A1,0, fσ]ψ)
Hence we have
htop0 (f
−1(∂0fψ), ∂0(fσψ)) ≥ |f
−σ
2 (∂0f
σψ)|2h0volM
Proof of (2) : Since f satisfies the equation (9.71) for some ε > 0, we have
Kˆf (ψ)− Kˆ0(ψ) + Kˆ0(ψ) + ε(log f)ψ = 0
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Then we have
htop0 (Kˆf (ψ)− Kˆ0(ψ), fσψ) + εhtop0 ((log f)ψ, fσψ) = −htop0 (Kˆ0(ψ), fσψ) (9.54)
From Proposition 8.9, we obtain
htop0 (Kˆf (ψ)− Kˆ0(ψ), fσψ) = htop0 (∂
E
(f−1(∂0(fψ))), fσψ)
From Proposition 9.14 and Proposition 9.15 (1), we obtain
htop0 (∂
E
(f−1(∂0(fψ))), fσψ) =pitop∂J h0(f−1∂0(fψ), fσψ) + h
top
0 (f
−1∂0(fψ), ∂0(fσψ)) (9.55)
≥ 1
σ
〈△(tr fσψ), ψ〉s,+|f
−σ
2 (∂0f
σψ)|2h0volM (9.56)
Hence we obtain
1
σ
〈△(tr fσψ), ψ〉s,+|f
−σ
2 (∂0f
σψ)|2h0volM + εhtop0 ((log f)ψ, fσψ) ≤ −htop0 (Kˆf0(ψ), fσψ)
9.6 Step 2
Step 2 is divided into the following three steps. In Step 2-1, we shall show a C0 estimate of log fε, i.e.,
ε‖ log fε‖C0 < C. In Step 2-2, we shall show a C1-estimate of fε in terms of mε := ‖ log fε‖C0 . In Step
2-3, we shall obtain an Lp2-estimate of fε for all p > 0.
9.6.1 Step 2-1
We need the following well-known result through this section (c.f.[Lu-Tel]).
Lemma 9.16. Let f ∈ C2(M,R) be a function satisfying f ≥ 0 and
△f ≤ λf + µ,
for 0 ≤ λ ∈ R and µ ∈ R. Then there is a positive constant C depending only on (M,J ,Jψ) and λ such
that
‖f‖C0 ≤ C(‖f‖L1 + µ)
Proposition 9.17. Let fε ∈ Herm+(E, h0) be a solution of Lε(f)ψ = 0 for some ε > 0. Then we
have the followings:
(1)
1
2
△(| log fε|2) + ε| log fε|2 ≤ |Kˆ0|| log fε|
(2) Let mε be the C
0-norm of log fε. Then
mε ≤ 1
ε
‖Kˆ0‖C0
(3)
‖fε‖C0 ≤ C(‖ log fε‖L2 + ‖Kˆ0‖C0)
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Proof. Since fε is a solution of Lε(fε) = 0, we have
Kfε(ψ)−K0(ψ) + Kˆ0(ψ) + ε(log fε) = 0
Then by using log fε and h0, we have
h0(Kfε(ψ)−K0(ψ) + ε(log fε), log fε) = −h0(Kˆ0(ψ), log fε)
Then using the Schwartz inequality, we obtain
h0(Kfε(ψ)− K0(ψ), log fε) + ε| log fε|2 ≤ |h0(−Kˆ0, log fε)| ≤ |Kˆ0| | log fε|
From Proposition 9.11, we have
1
2
△(| log fε|2) ≤ h0(Kf (ψ)−K0(ψ), log fε)
Then we obtain (1)
1
2
△(| log fε|2) + ε| log fε|2 ≤ |Kˆ0| | log fε|
(2) follows from (1) by using the Maximum principle. In fact, Let x ∈ M be a point such that | log fε|2
attaints its maximum. Then △(| log fε(x)|2) ≥ 0. It follows from (1) that
ε| log fε(x)|2 ≤ |Kˆ0| | log fε(x)|
Thus we have mε = ‖ log fε‖C0 ≤ ε−1‖Kˆ0‖C0 From (1), we have
△(| log fε|2) ≤ 2|Kˆ0| | log fε| ≤ | log fε|2 + |Kˆ0|2 ≤ | log fε|2 + ‖Kˆ0‖2C0
where ‖Kˆ0‖C0 is a constant. Applying Lemma 9.16, we obtain
‖(log fε)2‖C0 ≤ C(‖ log fε‖2L2 + ‖Kˆ0‖2C0)
Thus we have (3)
‖ log fε‖C0 ≤ C(‖ log fε‖L2 + ‖Kˆ0‖C0)
9.6.2 Step 2-2
We use the following notations :
mε :=‖ log fε‖C0 (9.57)
ζε :=
d
dε
fε (9.58)
ηε :=f
− 1
2
ε ◦ ζε ◦ f− 12 (9.59)
ηˆ :=f−1ε
d
dε
fε (9.60)
Since det fε = 1, we have C ≤ | log fε|, where C are constant depending only on mε. In this section,
C(mε) means a positive constant which depends only on mε. Note that C(mε) may be changed as we
proceed. In order to obtain results of Step 2-2, we need the following inequality :
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Proposition 9.18.
△(|ηε|2) + 2ε|ηε|2 + |dfηε|2 ≤ −2h0(log fε, ηε)
Proof. Since L(fε, ε) = 0, we have
d
dε
L(fε, ε) = 0.
Then as in Section 1 and subsection 2-1, the result follows from calculation.
Lemma 9.19.
tr ηε = 0.
Proof. The result follows from det fε = 1 for all ε since tr ηε = tr f
−1
ε
d
dεfε.
Proposition 9.20. For all ε, it holds
‖ζε‖C0 := ‖
d
dε
fε‖C0 ≤ C(mε)ε−1
Proof. From Proposition 9.18, we have
△(|ηε|2) + 2ε|ηε|2 + |dfηε|2 ≤ −2h0(log fε, ηε) ≤ 2| log fε||ηε|
Thus we have
△(|ηε|2) + 2ε|ηε|2 ≤ −2h0(log fε, ηε) ≤ 2| log fε||ηε|
Integration over M yields
ε
∫
M
|ηε|2 ≤ mε
∫
M
|ηε|
Thus we have
ε‖ηε‖2L2 ≤ mε‖ηε‖L1 ≤ mεVol
1
2
M‖ηε‖L2
Hence we obtain
‖ηε‖L2 ≤ C(mε)ε−1
From Proposition 9.18, we also have
△(|ηε|2) ≤ −2h0(log fε, ηε) ≤ 2| log fε||ηε| ≤ 2mε|ηε| ≤ mε|ηε|2 +mε
Applying Lemma 9.16, we have
‖ηε‖C0 ≤ C(mε)(‖ |ηε|2‖L1 +mε) ≤ C(mε)(‖η‖2L2 +mε)
Since ‖ηε‖L2 < C(mε)ε−1, we have ‖ηε‖C0 < C(mε)ε−1. Since ηε = f
1
2
ε ◦ ζε ◦ f
1
2
ε , we have the result.
9.6.3 Step 2-3
Let ε0 be a constant in (0, 1). We set m :=
‖K0‖C0
ε0
. Then mε := ‖ log fε‖C0 ≤ m for all ε ∈ (ε0, 1]. We
also have C(mε)ε
−1 ≤ C(m), where C(m) is a constant depending only on m. We shall show that the
following Proposition in the section.
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Proposition 9.21. Let fε and ζε :=
d
dεfε be as before.
Then for all p > 0 and ε ∈ (ε0, 1], we have
(1)
‖ζε‖Lp
2
≤ C(m)
(
1 + ‖fε‖Lp
2
)
(2)
‖fε‖Lp
2
≤ eC(m)(1−ε)
(
1 + ‖f1‖Lp
2
)
Proof. (1) From Proposition 9.2, the differential of Kˆfε(ψ) is given by
piHermfε
d
dε
Kˆfε(ψ) = △fε(ξψ),
where ξ = f−1ε ζε. Since piU−n∂
E
J ∂fε = △fε for U−n and ∂fε = f−1ε ◦ ∂0 ◦ fε, from (8.3), we have
△fε(ξεψ) =piU−n∂
E
∂fε(ξψ) = piU−n∂
E ◦ f−1ε ◦ ∂0 ◦ fε(ξεψ) (9.61)
=piU−n∂
E
f−1ε ◦ ∂0(ζεψ)
=piU−nf
−1
ε △0(ζεψ) + piU−n(∂
E
f−1ε )(∂0ζεψ),
where △0 = piU−n∂E∂0 denotes the Laplacian with respect to h0. Since L(fε, ε) = 0, we have
0 =
d
dε
L(fε, ε) =pi
Hermfε
d
dε
Kˆfε(ψ) + ε
d
dε
(log fε)(ψ) + (log fε)(ψ) (9.62)
=f−1ε △0(ζεψ) + piU−n(∂
E
f−1ε )(∂0ζεψ)
+ε
d
dε
(log fε)(ψ) + (log fε)(ψ)
Since the operator f−1△0 + εD(log f) is invertible, we have the estimate
‖ζε‖Lp
2
≤C‖f−1ε △0(ζεψ) + εD(log fε)(ζεψ)‖Lp (9.63)
(9.64)
Since εD(log fε)(ζεψ) = ε
d
dε (log fε)(ψ), it follows from (9.62) that we have
‖ζε‖Lp ≤C‖piU−n(∂Ef−1ε )(∂0ζεψ) + (log fε)(ψ)‖Lp (9.65)
≤C‖piU−n(∂Ef−1ε )(∂0ζεψ)‖Lp2 + ‖(log fε)(ψ)‖Lp (9.66)
(9.67)
Since ‖f−1ε ‖C0 is bounded, using the Ho¨lder inequality, we have
‖ζε‖Lp
2
≤C‖fε‖L2p
1
‖ζε‖L2p
1
+ C (9.68)
Then using the general formula as in the book by Aubin, we have
‖ζε‖Lp
2
≤ C‖fε‖L2p
1
‖ζε‖L2p
1
+ C ≤ C‖fε‖
1
2
Lp
2
‖ζε‖
1
2
Lp
2
+ C
Since Cx
1
2 y
1
2 ≤ 12 (C2x+ y), we have
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‖ζε‖Lp
2
≤ 1
2
C2‖fε‖Lp
2
+
1
2
‖ζε‖Lp
2
+ C
Thus we obtain
‖ζε‖Lp
2
≤ C(m)
(
1 + ‖fε‖Lp
2
)
.
(2) If x(ε) is a smooth function with values in a normed vector space, then we have
d
dε
‖x(ε)‖ ≥ −‖ d
dε
x(ε)‖.
This follows from the triangle inequality. Applying this to x(ε) := fε with the norm ‖ ‖Lp
2
, we have
d
dε
‖fε‖Lp
2
≥ −‖ζε‖Lp
2
≥ −C(m)
(
1 + ‖fε‖Lp
2
)
from (1). Then we have
log(1 + x(1))− log(1 + x(ε)) =
∫ ε
1
1
1 + x(s)
d
ds
x(s)ds (9.69)
≥− C(m)(1 − ε) (9.70)
Hence
1 + x(1)
1 + x(ε)
≥ e−C(m)(1+ε)
Thus ‖fε‖Lp
2
≤ 1 + ‖fε‖Lp
2
≤ eC(m)(1+ε)(1 + ‖f1‖Lp
2
).
Proposition 9.22. We have the followings
(1) The set of solutions S contains (0, 1].
(2) If we have a uniform C0-upper bound ‖fε‖C0 < C for all ε ∈ (0, 1], then there is a solution f0 of
the equation L(f0, 0) = 0, that is, hf0 is an Einstein-Hermitian metric.
Proof. (1) From Proposition 9.21, there is a sequence {εj} such that fεj converges strongly fε0 in
Lp1 for p > 2n, when εj → ε0. Then by using the Stokes theorem, we obtain that
(L(fε0 , ε0), α)L2 = 0
for any smooth section α ∈ Herm(E). Then by using the elliptic regularity, it turns out that fε0 is smooth
which gives rise to an Einstein-Hermitian metric hfε0 . (2) is also shown by the same way as in (1).
9.7 Step 3
Let fε be a solution of the equation for ε > 0.
Kfε(ψ)− λidE + ε log fε = 0 (9.71)
We assume that ‖fε‖C0 → ∞ (ε → 0). Let λε(x) be the largest eigenvalue of log fε(x) at x ∈ M. We
denote by Mε maximum of λε, i.e., Mε := max{λε(x) |x ∈ M }. Set ρε = e−Mε . Since tr log fε = 0, we
see that Mε = O(ε
−1) from Lemma 9.17. We can assume ρε ≤ 1.
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Proposition 9.23. There is a sequence {εi} which goes to 0 (i → ∞) and ρ(εi) also goes to 0 such
that fi := ρ(εi)fεi satisfies the following properties:
(1) When i goes to infinity, the fi converges weekly in L
2
1 to a f∞ 6= 0.
(2) There is a sequence of numbers {σj} which goes to 0 (j →∞) such that the sequence {fσj∞ } converges
weekly in L21 to a f
0
∞, where 0 < σj ≤ 1.
3) pi := idE − f0∞ is a weekly generalized holomorphic subbundle of E.
Proof. (1) Since every eigenvalue of fi is less than or equal to 1, the L
2-norm of fi is bounded by
the volume of M . Thus it suffices to show that the L2-norm of d0fi is bounded from above by a constant
C which does not depend on ε. From Proposition 9.15 (2), we obtain
1
σ
△(tr fσ)volM + εhtop0 ((log f)ψ, fσψ) + |f
−σ
2 (∂0f
σψ)|2h0volM ≤ −htop0 (Kˆ0(ψ), fσψ)
Let σ = 1. Then we have
△(tr fε)volM ≤ −htop0 (Kˆ0(ψ), fεψ)− εhtop0 ((log fε)ψ, fεψ)
Since ε‖ log fε‖ < C , h0(Kˆ0(ψ), fεψ) < C|fε| volM , we have
△(tr fε)volM < C|fε| volM < Ctr fε volM
This means max(fε) ≤ ‖fε‖L1 . Since ρεfε has at least one eigenvalue 1, we have
1 ≤ max
M
(ρε|fε|) < Cρε‖fε‖L1 < CVol(M)
1
2 ρε‖fε‖L2 < C‖ρεfε‖L2 ,
since ρε is a constant and we denotes by C nonzero constants which does not depend on ε. This implies
that
0 <
1
C
≤ ‖ρεfε‖L2
If fi := ρεifεi converges strongly f∞ in L
2, then f∞ 6= 0. Further we see that
‖ρεfε‖L2 ≤ ‖idE‖L2 = C
Next we shall estimate L21-norm of ρεfε. Since fε = f
∗
ε and |∂0(ρεfε)| = |∂(ρεfε)|, we have
|d0(ρεfε)|2 = 2|∂0(ρεfε)|2 ≤ 2|(ρεfε)
−1
2 ∂0(ρεfε)|2,
where |(ρεfε)−12 | ≥ |idE |.
By multiplying ρσεi on the both sides of Proposition 9.15 (2), we obtain
1
σ
△(tr fσi )volM + εhtop0 ((log fεi)ψ, fσi ψ) + |f
−σ
2
i (∂0f
σ
i ψ)|2h0volM ≤ −htop0 (Kˆ0(ψ), fσi ψ),
Note that ρεi is a constant and fi := ρεifεi . Let σ = 1. Applying
∫
M
△(tr fσ)volM = 0, we obtain∫
M
|f
−1
2
i (∂0fiψ)|2h0volM ≤ −
∫
M
εhtop0 ((log fεi)ψ, fiψ)−
∫
M
htop0 (Kˆ0(ψ), fiψ) (9.72)
≤ C‖fi‖L1 < C, (9.73)
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because ε| log fε| < C and max |Kˆ0| < C. Thus we have∫
M
|d0(ρεifεi)|2 < C
Proof of (2) We also apply Proposition 9.15 (2) to fσi . Then we obtain∫
M
|f
−σ
2
i (∂0f
σ
i ψ)|2h0volM < C
where C does not depend on i and σ. Since |(fσi )
−1
2 | ≥ |idE |,
|d0(fσi )|2 = 2|∂0(fσi )|2 ≤ 2|(fσi )
−1
2 ∂0(f
σ
i )|2,
Thus we have
‖fσi ‖L21 < C.
Then we have ‖fσ∞‖L21 < C. f
σj∞ converges to f0∞ weak in L
2
1 when we take a subsequence {σj}
Proof of (3) Since f
σj
i is bounded, f
σj
i converges strongly to f
0
∞ in L
2(we take a subsequence if
necessary). Since M is compact, fσi converges strongly to f
0
∞ in L
1 also. Thus there is a subset W of M
such that the measure of M\W is zero and fσji converges fσj∞ on W . Note that f∞ and f0∞ are defined
on W . Since (f
σj
i )
∗ = fσji , this means that (f
0
∞)
∗ = f0∞. Since pi := idE − f0∞, we have pi∗ = pi. Since
f∞ ∈ Herm(E, h0), we can diagonalize f∞. Then we see
lim
j→∞
fσj∞ = lim
j→∞
f2σj∞ = f
0
∞
Thus we have in L1
pi2 = lim
j→∞
(idE − fσj∞ )2 = lim
j→∞
(
idE − 2fσj∞ + f2σj∞
)
= idE − 2f0∞ + f0∞ = pi
We shall show that (idE − pi) ◦ ∂EJ pi = 0. Since (idE − pi) ◦ pi = 0, we have
∂
E
J ((idE − pi) ◦ pi) =
(
∂
E
J (idE − pi)
)
◦ pi + (idE − pi) ◦ ∂EJ pi = 0
Thus we have
|(∂EJ (idE − pi)) ◦ pi| = |(idE − pi) ◦ ∂
E
J pi|.
Since pi∗ = pi, we have
|(∂EJ (idE − pi)) ◦ pi| =
∣∣∣ ((∂EJ (idE − pi)) ◦ pi)∗ ∣∣∣ = |pi ◦ ∂0(idE − pi)|
Thus it suffices to show that ‖pi ◦ ∂0(idE − pi)‖L2 = 0. Note that L1-norm is bounded from above by
L2-norm.
Lemma 9.24. For 0 ≤ λ ≤ 1 and 0 < s ≤ σ ≤ 1, we have the following inequality:
0 ≤ s+ σ
s
(1− λs) ≤ λ−σ
Proof. This follows from calculation (c.f. [Lu-Tel]).
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Since fi can be diagonalize such that every eigenvalue is positive and less than or equal to 1, applying
Lemma 9.24 for 0 < s ≤ σ2 ≤ 1, we have
0 ≤ (idE − f si ) ≤
s
s+ σ2
f
−σ
2
i (9.74)
Applying (9.74) and Proposition 9.15, we obtain∫
M
|(idE − f si ) ◦ ∂0fσi |2 ≤
s
s+ σ2
∫
M
|f
−σ
2
i ◦ ∂0fσi |2 (9.75)
≤ s
s+ σ2
C, (9.76)
where C does not depend on s, σ and i. When i goes to ∞, we have∫
M
|(idE − f s∞) ◦ ∂0fσ∞|2 ≤
s
s+ σ2
C.
When s goes to 0 , we have ∫
M
|pi ◦ ∂0fσ∞|2 ≤ lim
s→0
s
s+ σ2
C = 0
Then when σ goes to 0, we obtain∫
M
|pi ◦ ∂0f0∞|2 =
∫
M
|pi ◦ ∂0(idE − pi)|2 = 0
Thus we obtain the result.
The pi is a weak generalized holomorphic subbundle of E. We also denote it by Epi. Then pi gives rise
to a coherent subsheaf Epi with respect to both I± of the bihermitian structure
Proposition 9.25. The rank of Epi satisfies
0 < rkEpi < r = rkE.
Proof. Since fi converges to f∞ on almost everywhere, we see that f0∞ 6= 0 and f0∞ 6= idE on almost
everywhere. Thus pi := idE − f0∞ 6= 0 and pi 6= idE on almost everywhere. Thus we have the result.
Proposition 9.26. Let µ(E) be the slope of E and µ(Epi) the slope of Epi. Then we have
µ(Epi) ≥ µ(E).
Proof. As in before, pi gives a holomorphic subbundle Epi|W on an open dense subset W of M .
Applying Proposition 7.7 to pi on W and S := Epi|W , we have
tr
(
pi ◦ KEA(ψ) ◦ pi
)
= trKSAS (ψ) + ‖HS‖2ψ,
where A is the canonical connection with respect to h0 and KEA is the mean curvature of E and KSAS (ψ)
denotes the mean curvature of S := Epi |W and HS is the second fundamental form of S of E|W with
respect to h0. From Proposition 6.1 (2), we obtain
tr
(
pi ◦ KEA(ψ) ◦ pi
)
= trKSAS (ψ) + ‖∂0pi‖2ψ,
46
Recall that the degree of E is defined by
deg(E) :=
1
VolM
∫
M
in
1
2pi
tr 〈KEA(ψ), ψ〉s
Thus the degree of Epi is given by
VolM deg(Epi) =
1
2pi
∫
M
intr 〈KSAS (ψ), ψ〉s =
1
2pi
∫
M
intr 〈pi ◦ KEA(ψ) ◦ pi, ψ〉s −
1
2pi
∫
M
‖∂0pi‖2volM
(9.77)
where volM = i
n〈ψ, ψ〉s. Let r = rkE and r′ := rkEpi. Then the slope is given by
µ(E) =
1
r
deg(E).
Let KˆEA(ψ) = KEA(ψ)− µ(E)ψidE . Then we have
µ(Epi) =
1
r′
deg(Epi) =
1
2pir′VolM
∫
M
intr 〈pi ◦ KˆEA(ψ) ◦ pi, ψ〉s −
1
2pir′VolM
∫
M
‖∂0pi‖2 + µ(E)
Thus the inequality µ(Epi) ≥ µ(E) is equivalent to the following inequality:∫
M
intr 〈KˆEA(ψ) ◦ pi, ψ〉s ≥
∫
M
‖∂0pi‖2volM
since tr (pi ◦ KˆEA(ψ) ◦ pi) = tr(KˆEA(ψ) ◦ pi). Recall that idE − fσi strongly converges in L2,
pi = lim
σ→0
lim
i→∞
(idE − fσi ).
Since tr KˆEA(ψ) = 0, we have∫
M
intr 〈KˆEA(ψ) ◦ pi, ψ〉s = − lim
σ→0
lim
i→∞
∫
M
intr 〈KˆEA(ψ) ◦ fσi , ψ〉s
Since fεi satisfies the equation (9.71) for some εi > 0, then from Proposition 9.15 (2), we have
1
σ
△(tr fσi )volM + εhtop0 ((log fεi)ψ, fσi ψ) + |f
−σ
2
i (∂0f
σ
i ψ)|2h0volM ≤ −htop0 (Kˆ0(ψ), fσi ψ)
since Kˆ0(ψ) = KˆA(ψ).
Lemma 9.27. For real numbers σ ≤ 0 and λi with
∑
i λi = 0, we have∑
i
λie
σλi ≥ 0
Proof. This follows directly from calculation.
We can assume that fεi can be diagonalize with eigenvalues {eλi}. Since tr(log fεi) = 0, applying
Lemma 9.27, we have
εhtop0 ((log fεi)ψ, f
σ
i ψ) ≥ 0
Substituting f = fi into Proposition 9.15 (2), we have∫
M
|f
−σ
2
i (∂0f
σ
i ψ)|2h0volM ≤ −
∫
M
htop0 (Kˆ0(ψ), fσi ψ)
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since
∫
M
△fσi = 0. Thus we have∫
M
|f
−σ
2
i (∂0f
σ
i ψ)|2h0volM ≤ |
∫
M
intr 〈KˆEA(ψ) ◦ fσi , ψ〉s|
Thus we obtain∫
M
|∂0(fσi ψ)|2h0volM =
∫
M
|∂0(idE − fσi )ψ|2h0volM ≤ |
∫
M
intr 〈KˆEA(ψ) ◦ fσi , ψ〉s|,
since fσi ≥ idE for 0 ≤ σ < 1. Since ∂0(idE − fσi ) converges to ∂0pi weak in L2, we obtain
‖∂0pi‖2L2 ≤ (∂0(pi), ∂0(pi))L2 = limσ→0 limi→0(∂0(pi), ∂0(idE − f
σ
i ))L2 (9.78)
≤ lim
σ→0
lim
i→0
‖∂0(pi)‖L2 ‖∂0(idE − fσi )‖L2 (9.79)
≤ lim
σ→0
lim
i→0
|
∫
M
intr 〈KˆEA(ψ) ◦ fσi , ψ〉s| (9.80)
≤ |
∫
M
intr 〈KˆEA(ψ) ◦ pi, ψ〉s|, (9.81)
since tr KˆEA(ψ) = 0. Thus we obtain ‖∂0pi‖2L2 ≤ |
∫
M
intr 〈KˆEA(ψ) ◦ pi, ψ〉s|. Hence we have
µ(Epi) ≥ µ(E).
9.8 Proof of main theorem
Theorem 1.1. [Kobayashi-Hitchin correspondence] There exists an Einstein-Hermitian metric on a ψ-
polystable generalized holomorphic vector bundle. Conversely, a generalized holomorphic vector bundle
admitting an Einstein-Hermitian metric is ψ-polystable.
Proof. Let E be a ψ-polystable generalized holomorphic vector bundle. Then we start the continuity
method by solving the equation (9.1). From Step 2, we already have the set of solutions {fε} for ε ∈ (0, 1].
If we assume that ‖fε‖C0 goes to infinity when ε → 0, then from Step 3, we have a weak generalized
holomorphic subbundle pi such that µ(µ) ≥ µ(E). This is a contradiction since E is ψ-stable. Thus
‖fε‖C0 is bounded and then there exits f0 := limε→0 fε such that hf0 gives an Einstein-Hermitian metric.
Conversely, a generalized holomorphic vector bundle with an Einstein-Hermitian metric is ψ-stable from
Section 7.
10 Einstein-Hermitian metrics and stable Poisson modules
10.1 Stable Poisson modules
Let X := (M,J) be a complex manifold with a holomorphic Poisson structure β. The Poisson bracket
{ , } is given by the contraction by the 2-vector β and df ∧ dg for a holomorphic function f, g,
{f, g} := β(df ∧ dg)
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Let E be a holomorphic vector bundle over X . We denote by E the sheaf O(E) of germs of holomorphic
sections of E. Then a Poisson module structure of E is a map from OX × E to E given by s 7→ {f, s} for
f ∈ OX and s ∈ E which satisfies
{f, gs} ={f, g}s+ g{f, s} (10.1)
{fg, s} =f{g, s}+ g{f, s} (10.2)
{{f, g}, s} ={f, {g, s}}− {g, {f, s}} (10.3)
for f, g ∈ OX and s ∈ E . An OX -module E with a Poisson module structure is called a Poisson module.
We denote by Θ the sheaf of germs of holomorphic vector fields of X . Then β gives a differential
operator δβ : OX → ΘX by
δβf = β(df), f ∈ OX ,
where β(df) ∈ Θ is the contraction of β ∈ ∧2Θ and df ∈ Ω1. Let δEβ be a differential operator whose
principal part is given by δβ , that is,
δEβ : E // E ⊗Θ,
which satisfies
δEβ(fs) = fδ
E
β (s) + (δβf)s, s ∈ E , f ∈ OX
Then a Poisson module structure { , } gives a differential operator δEβ by
{f, s} = −〈δEβ (s), df〉,
where 〈 , 〉 denotes the coupling between Θ and Ω1. Then δEβ gives the the following sequence:
0 // E
δEβ
// E ⊗Θ
δEβ
// E ⊗ ∧2Θ
δEβ
// · · ·
Then the condition (10.3) is equivalent to
δEβ ◦ δEβ = 0.
Thus a Poisson module structure is equivalent to a differential operator δEβ : E → E ⊗ Θ which satisfies
δEβ ◦ δEβ = 0. Let (M,Jβ) be a generalized complex manifold given by Poisson deformation of β as in
Example 2.4. Then it is known that the followings (1) and (2) are equivalent
1. a Poisson module (E , δEβ ) on X
2. a generalized holomorphic vector bundle (E, ∂
E
Jβ ) over (M,Jβ)
In fact, the exterior derivative d is decomposed into d = ∂Jβ + ∂Jβ , where ∂Jβ = e
β ◦ ∂ ◦ e−β − δβ, where
∂ is the ordinary ∂-operator and eβ ◦ ∂ ◦ e−β denotes the Adjoint action of eβ of ∂. Thus a generalized
holomorphic structure ∂
E
Jβ is uniquely decomposed into
∂
E
Jβ = e
β ◦ ∂E ◦ e−β − δEβ ,
where ∂
E
denotes the ordinary holomorphic structure on E. Hence a Poisson structure δEβ on a holomor-
phic vector bundle E gives a generalized holomorphic structure, and vice versa.
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Then the cohomology group of the Lie algebroid complex complex (E ⊗ ∧•LJβ , ∂
E
Jβ ) is given by the
hyper-cohomology of the Poisson complex (E ⊗ ∧•Θ, δEβ). The degree of a Poisson module (E , δEβ ) is the
degree of E and the slope is defined to be the slope of E also. A sub Poisson module (F , δFβ ) is a subsheaf
F of E satisfying
F δ
F
β
//
i

F ⊗Θ

E δ
E
β
// E ⊗Θ
where i : F → E denotes the inclusion. Thus we have the stability of Poisson modules which coincides
with the notion of the stability of generalized holomorphic vector bundles
Definition 10.1. A Poisson module (E , δEβ ) is stable if for every sub Poisson module (F , δFβ ) of (E , δEβ ),
the slope strict inequality holds
µ(F) < µ(E)
We also have the notion of semistability and polystability: If E satisfies µ(F ) ≤ µ(E), then E is semistable.
If E is a direst sum of Poisson modules ⊕i(Ei, δEiβ ) with the same slope µ(E), then E is polystable.
Then we have the following:
Theorem 10.2. Let (E, ∂
E
Jβ ) be a generalized holomorphic vector bundle which is given by a Poisson
module (E , δEβ ). Then the following (1) and (2) are equivalent
(1) (E, ∂
E
Jβ ) admits an Einstein-Hermitian metric
(2) (E , δEβ ) is polystable.
Proof. The result follows from our main theorem.
10.2 Einstein-Hermitian metrics of Poisson modules
Let X = (M,J) be a Poisson manifold with a Poisson structure β and Jβ the induced generalized complex
structure. Then as in (2.1), Jβ gives the eigenspace decomposition (TM ⊕ T ∗M)C = LJβ ⊕ LJβ and
LJβ = ∧1,0β ⊕ T 0,1J and LJβ = ∧1,0β ⊕ T 1,0J , where and ∧1,0β and ∧0,1β are respectively given by
∧1,0β ={θ + [β, θ] | θ ∈ ∧1,0J } (10.4)
∧0,1β ={θ + [β, θ] | θ ∈ ∧0,1J }, (10.5)
where ∧1,0J denotes forms of type (1, 0) with respect to the ordinary complex structure J and ∧0,1J is the
complex conjugate of ∧0,1J and T 1,0J denotes vectors of type (1, 0) and T 0,1J is the complex conjugate of
T 1,0J . The generalized complex structure Jβ gives the decomposition d = ∂β + ∂β . For a function f , ∂βf
and ∂βf are explicitly given by
∂βf =e
β∂fe−β − [β, ∂f ] (10.6)
=
∧1,0
β︷ ︸︸ ︷
∂f + [β, ∂f ]−
T 0,1︷ ︸︸ ︷
[β, ∂f ] ∈ LJβ (10.7)
∂βf =
∧0,1
β︷ ︸︸ ︷
∂f + [β, ∂f ]−
T 1,0︷ ︸︸ ︷
[β, ∂f ] ∈ LJβ , (10.8)
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where df = ∂βf + ∂βf.
Let (E, h) be an Hermitian vector bundle and ∂
E
= ∂+A0,1 a (ordinary) holomorphic structure of E.
Then we denote by dA = ∂E + ∂
E
the canonical connection of (E, h) with a connection form A. Let ∂
E
β
be a generalized holomorphic structure of E with respect to the generalized complex structure Jβ . Then
as in Subsection 10.1, there is a holomorphic structure ∂
E
and a Poisson module structure δEβ such that
∂
E
β = e
β ◦ ∂E ◦ e−β − δEβ .
Then ∂
E
and δEβ are respectively written as
∂
E
=∂ +A0,1 (10.9)
δEβ =[β, ∂
E ] + V 1,0, (10.10)
where ∂E is the (1, 0)-component of the ordinary canonical connection dA and A0,1 ∈ ∧0,1J ⊗ End (E)
denotes the connection form of ∂
E
and V 1,0 ∈ T 1,0J ⊗ End (E). Note that δEβ is a holomorphic operator
but ∂E is not holomorphic. Since ∂
E
β ◦ ∂
E
β = 0 and [e
β , β] = 0, we have
∂
E ◦ ∂E = 0 (10.11)
∂
E
β ◦ δEβ + δEβ ◦ ∂
E
= 0 (10.12)
δEβ ◦ δEβ = 0 (10.13)
For given generalized holomorphic structure ∂
E
β , we have the canonical generalized connection DEβ =
D1,0β + ∂
E
β of (E, h), where D1,0β ∈ LJβ ⊗ End (E). Then we have
Proposition 10.3.
DEβ = dA + V
where V = V 0,1 + V 1,0 and −V 1,0 is the adjoint (V 1,0)∗hof V 1,0 with respect to h.
Proof. The generalized holomorphic structure ∂
E
β is explicitly given by
∂βs =
∧0,1
β︷ ︸︸ ︷
∂
E
s+ [β, ∂
E
s]−
T 1,0︷ ︸︸ ︷
[β, ∂Es] + V 1,0s ∈ LJβ ⊗ End (E) (10.14)
We define the following operator ∂′β by
∂′βs =
∧1,0
β︷ ︸︸ ︷
∂Es+ [β, ∂Es]−
T 0,1︷ ︸︸ ︷
[β, ∂s] + V 0,1s ∈ LJβ ⊗ End (E) (10.15)
Since dA = ∂E + ∂
E
is the ordinary canonical connection of (E, h), we have
∂h(s1, s2) =h(∂
Es1, s2) + h(s1, ∂
E
s2), (10.16)
∂h(s1, s2) =h(∂
E
s1, s2) + h(s1, ∂
Es2), (10.17)
for sections s1, s2 ∈ E. Since h is Hermitian, we also have
[β , ∂h(s1, s2)] =h([β, ∂
Es1], s2) + h(s1, [β, ∂
E
s2]) (10.18)
[β, ∂h(s1, s2)] =h([β, ∂s1], s2) + h(s1, [β, ∂s2]) (10.19)
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Since V 1,0 = −(V 0,1)∗h , we have h(V 1,0s1, s2) + h(s1, V 1,0s2) = 0. From (10.7), we obtain
∂βh(s1, s2) = ∂h(s1, s2) + [β, ∂h(s1, s2)]− [β, ∂h(s1, s2)]
Thus we have
∂βh(s1, s2) = h(∂
′
βs1, s2) + h(s1, ∂
E
s2).
We also have
∂βh(s1, s2) = h(∂
E
β s1, s2) + h(s1, ∂
′
βs2).
Thus DEβ = ∂′β . Hence the canonical connection DE = ∂′β + ∂
E
β is given by
DEβ = dA + V
Proposition 10.4. Let (E, h) be an Hermitian vector bundle over a generalized Ka¨hler manifold
(M,Jβ ,Jψ). We denote by DEβ the canonical connection of (E, h) as in Proposition 10.3. Then the
curvature and the mean curvature of the canonical connection DEb is given by
FDβ (ψ) = FA · ψ + dA(V · ψ) +
1
2
[V · V ] · ψ (10.20)
KDβ = piHermU−n FDβ (ψ) (10.21)
Proof. The result follows from Proposition 10.3.
10.3 D-modules and Poisson modules over complex surfaces
A log Poisson structure is a holomorphic Poisson structure which is the dual of a log symplectic structure.
A log Poisson structure admits remarkable features, that is, the Poisson cohomology is calculated by using
the singular cohomology of the complement of zero divisor of a log Poisson structure coupled with datas
of the Jacobi rings of singularities of the zero divisor. In particular, log Poisson structures on complex
surfaces provide important classes of Poisson structures.
Let X = (M,J) be a complex surface. Then every holomorphic section β of the anti-canonical line
bundle is a holomorphic Poisson structure. If the zero divisor C of β is smooth, β is a log Poisson
structure. Then C is an elliptic curve which is of particular interest.
Proposition 10.5. Let X be a Poisson surface with a simple normal crossing anticanonical divisor
C. A Poisson module on a complex surface X is given by a meromorphic flat connection which admits
single pole along the anti-canonical divisor C. Thus a Poisson module (E , δEβ ) gives a D-module over X
Proof. A Poisson structure β gives a map from the sheaf of germs of holomorphic 1-forms Ω1X to Θ
by the contraction of β and θ ∈ Ω1. Then the map is extended to a map iβ from Ωˆ1 to Θ, where Ωˆ1 is the
sheaf of meromorphic 1-forms with single pole along C. Then it turns out that the map is isomorphism
iβ : Ωˆ
1 ∼= Θ.
The isomorphism iβ is extended to an isomorphism ∧piβ : ∧pΩˆ1 ∼= ∧pΘ by
θ1 ∧ · · · ∧ θp 7→ iβθ1 ∧ · · · ∧ iβθp.
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Let Ωˆp = ∧pΩˆ1. Then it turns out that we have the isomorphism between the complex (Ωˆ•, d) and the
Poisson complex (∧•, δβ) since ∧p+1iβ ◦ d = ±δβ ◦∧piβ . Tensoring E with the both complexes, we obtain
the isomorphism between the complex (E ⊗ ∧•Ωˆ1, dE) the Poisson module complex (E ⊗ ∧•Θ, δEβ ), that
is,
0 // E

dE
// E ⊗ Ωˆ1

dE
// E ⊗ Ωˆ2

dE
// · · ·
0 // E δ
E
β
// E ⊗Θ δ
E
β
// E ⊗ ∧2Θ δ
E
β
// · · ·
Since δEβ ◦ δEβ = 0, we have dE ◦ dE = 0. Thus dE give a flat connection whose connection form allows a
single pole along the anti-canonical divisor C. Then by using a meromorphic flat connection E becomes
a D-modules.
10.4 The Serre construction of stable and unstable Poisson modules
The book [OSS] is a good reference of the Serre construction in this subsection. Let X be a del Pezzo
surface which is a projective complex surface whose anticanonical line bundle K−1X ∼= O(N) for a positive
integer N. We shall construct examples of stable Poisson modules over X . Let JY be the ideal sheaf
which is given by a set of points Y = {p1, · · · , pm} ⊂ X . Then we have a holomorphic vector bundle E
as an extension:
0 // OX // E // OX(k)⊗ JY // 0, (10.22)
where c1(E) = k, c2(E) = m. Let OX(k) ⊗ JY = JY (k). Then an extension is given by an element e of
Ext1(JY (k),OX). The E2-term of the spectral sequence of the global Ext is {Hp(X, Extq(JY (k),OX))},
which degenerate to Ext•(JY (k),OX). Since Hom(JY (k),OX) = Hom(OX(k),OX) = OX(−k), we have
the local and global exact sequence:
0→ H1(X,OX(−k)))→ Ext1(JY (k), OX)→ H0(X, Ext1(JY (k), OX)) d2→ H2(X,O(−k))→ · · ·
Since Ext1(JY (k), OX , ) is the Skyscraper sheaf with support at each point pi ∈ Y, we see
H0(X, Ext1(JY (k), OX)) = ⊕pi∈Y Cpi .
Let epi ∈ Cpi be the image of e ∈ Ext1(JY (k), OX). Then it is known that e gives a holomorphic vector
bundle if and only if each epi does not vanish [GH]. If k 6= 3, we have H2(X,OX(−k)) = 0. Thus we have
an extension e such that epi 6= 0 for all pi ∈ Y . In the case of k = 3, if m ≥ 2, we obtain an extension as
a vector bundle since dimker d2 ≥ 1 (c.f. Global duality in Chapter 5 of [GH]).
Proposition 10.6. Let C be the anti-canonical divisor on X which is the zero set of a Poisson
structure β. We assume that C is a simple normal crossing divisor. A holomorphic vector bundle E as
in (10.22) is a Poisson module if Y is included in the anti-canonical divisor C.
Proof of Proposition 10.6. Let X = ∪αUα be an covering of affine open sets. The zero set of β is given
by {fα = 0} on Uα, where {fα} gives a section of the anti-canonical line bundle. Then it turns out that
d− dfα
fα
is a meromorphic flat connection of K−1X , which has a logarithmic pole along C. Thus it follows from
Proposition 10.5 thatK−1X is a Poisson module. Let Aα := −
dfα
fα
be a connection form of the meromorphic
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connection of K−1X . Since K
−1
X = OX(N), then nNAα gives a meromorphic connection of OX(n) for all
n. Thus OX(n) is also a Poisson module which gives a meromorphic connection having logarithmic pole
along C. Since the complement X\C is Stein, the extension (10.22) restricted to the complement X\C
gives the trivial extension :
0 // OX |X\C // E|X\C // OX(k)|X\C // 0, (10.23)
Thus E|X\C ∼= OX |X\C ⊗OX(k)|X\C has the holomorphic flat connection ∇ which is induced from the
product of flat connections of OX |X\C ⊗OX(k)|X\C . From an extension theorem (c.f. [HTT]), it turns
out that the holomorphic flat connection on X\C can be extended as a meromorphic connection along a
single pole along C. From Proposition 10.5, E becomes a Poisson module.
Remark 10.7. Hitchin already constructed Poisson modules in the cases of k = 3, that is, the anti-
canonical line bundle, by using Dolbeault type formulation of the Serre construction [Hi5].
Let ψ = e−
√−1ω, where ω is a Ka¨hler structure. Then we have the notion of the ordinary stability
with respect to ω and the notion of ψ-stability of generalized holomorphic vector bundles. As in before,
a Poisson module (E , δEβ ) gives the generalized holomorphic vector bundle (E, ∂
E
Jβ ), where E = O(E).
Proposition 10.8. If E as in (10.22) is stable as a holomorphic vector bundle, then E is ψ-stable
as Poisson module (a generalized holomorphic vector bundle).
Proof. Since we have the slope inequality µ(F) < µ(E) for all subsheaves F , we also have the slope
inequality for all Poisson subsheaves.
We shall explain the ψ-stability and ψ-semistability in the case X = CP 2. For k = 2, we have the
following:
0 // OX // E // OX(2)⊗ JY // 0, (10.24)
Then E is stable if and only if Y is not contained in a line l ⊂ CP 2. If Y ⊂ l, then E is semistable and is
not polystable as a holomorphic vector bundle, that is, E does not admit any Einstein-Hermitian metric
in the ordinary sense.
Thus it turns out that the ordinary stability and semistability of E depend on a configuration of
points p1, · · · , pm. However the following shows that ψ-stability of Poisson modules is different from the
ordinary stability:
Proposition 10.9. We assume that C is smooth. A Poisson module E as in (10.24) is always ψ-
stable. Thus E admits an Einstein-Hermitian metric of a generalized holomorphic vector bundle over
generalized Ka¨hler manifold (M,JJβ ,Jψ).
Proof of Proposition 10.9. Tensoring O(−l) with the exact sequence (10.24), we obtain
0 // OX(−l) // E(−l) // JY (2− l) // 0. , (10.25)
where E(−l) := E ⊗ O(−l) and JY (2 − l) := OX(2 − l) ⊗ JY . This sequence is an exact sequence of
Poisson modules, that is, meromorphic flat connections are preserved. Let ∇E(−l) be the meromorphic
flat connection of E(−l). We denote by H0β(X,E(−l)) the space of holomorphic parallel sections of
E(−l), that is, {s ∈ H0(X,E(−l) |,∇E(−l)s = 0 }. We also denote by H0β(X, JY (2 − l)) the space of
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holomorphic parallel sections of JY (2 − l) We have H1(X,O(−l)) = 0 since X = CP 2. Since l ≥ 1, we
have H0(X,OX(−l)) = 0.
Then the long exact sequence gives an exact sequence of holomorphic parallel sections:
0 // 0 // H0β(X,E(−l)) // H0β(X, JY (2 − l)) // 0 , (10.26)
Thus we have the isomorphism H0β(X,E(−l)) ∼= H0β(X, JY (2− l)).
If l > 1, then H0(X, JY (2− l)) = 0. In the case of l = 1, every section of H0(X, JY (1)) has zero along
a line. Since C is smooth, every section of H0(X, JY (1)) has zero on the complement X\C. Since the flat
connection of JY (2− l) is holomorphic on the complement X\C, it implies that H0β(X, JY (2− l)) = 0.
We assume that there exists a destabilizing object, that is, a Poisson subsheaf i : O(l)→ E with l ≥ 1.
Thus the inclusion i gives a nonzero parallel section s of H0β(X,E(−k)). However H0β(X,E(−k)) = 0
and then s = 0. This is a contradiction.
On the other hand, if the anti-canonical divisor admits singularities, then a different aspect of ψ-
stability appears.
Proposition 10.10. Let β be a Poisson structure on X := CP 2 whose zero set consists of three lines
l1, l2 and l3 in a general position (See Figure 2: three points and three lines). We denote by E a Poisson
module which is given by the extension as in (10.24). If the support Y of the ideal JY is included in a
one of lines, then E is not ψ-stable but ψ-semistable. Moreover, E is not ψ-polystable.
Proof. We assume that Y is included in a line l1. Let X = ∪αUα be an open covering as before and
f
(1)
α a defining equation of the line l1 on each Uα. Then as before,
d− df
(1)
α
f
(1)
α
yields a meromorphic flat connection ∇(1) of O(1) and the section s(1) := {f (1)α } is a flat section of O(1),
with respect to ∇(1). Since the zero set of s(1) is l1 and Y ⊂ l1, we see that H0β(X, JY (1)) 6= 0. The
connection ∇(1) gives a meromorphic connection ∇(k) of O(k). Thus E has a Poisson module structure
which is given by ∇(k). Since H0β(X, JY (1)) 6= 0, there is an inclusion i : O(1)→ E which preserves flat
connections. Thus there is a Poisson submodule O(1) of E. Hence E is not ψ-stable but ψ-semistable
since µ(E) = 1. E is irreducible, since c2(E) = m 6= 0. Thus E is not ψ-polystable.
11 Vanishing theorems of generalized holomorphic vector bun-
dles
11.1 Vanishing theorem in the case of ψ = e−
√−1ω
Let (E, h) be an Hermitian vector bundle over a generalized Ka¨hler manifold of symplectic type (M,J ,Jψ).
In this subsection, we assume that ψ = e
√−1ω for simplicity. Let D : Γ(E)→ Γ(E ⊗ (TM ⊕ T ∗M)) be a
generalized connection:
D = d+A+ V = DA + V,
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where DA = d+ A is an ordinary unitary connection and V is a section of End (E) ⊗ TM . We have the
decomposition of (TM ⊕ T ∗M) with respect to J , that is,
(TM ⊕ T ∗M)C = LJ ⊕ LJ
and we also have the another decomposition with respect to Jψ
(TM ⊕ T ∗M)C = Lψ ⊕ Lψ .
Since J and Jψ commute, we have the simultaneous decomposition:
(TM ⊕ T ∗M)C = L+J ⊕ L−J ⊕ L
+
J ⊕ L
−
J ,
where LJ = L+J ⊕ L−J , Lψ = L+J ⊕ L
−
J . Note that Lψ = { e ∈ TM ⊕ T ∗M | e · ψ = 0}. The following
table explains our decomposition:
LJ LJ
Lψ L−J L
+
J
Lψ L+J L
−
J
According to the decomposition, a generalized connection D is decomposed into
D =D1,0 +D0,1, D1,0 ∈ LJ ⊗ End (E), D0,1 ∈ LJ ⊗ End (E) (11.1)
D =D′ +D′′, D′ ∈ Lψ ⊗ End (E), D′′ ∈ Lψ ⊗ End (E) (11.2)
D =D1,0+ +D1,0− +D0,1+ +D0,1− , (11.3)
where D1,0± ∈ L± ⊗ End (E) and D0,1± ∈ L± ⊗ End (E). Then we have
D′ = D1,0+ +D0,1− , D′′ = D1,0− + D0,1+
We shall introduce the following ordinary connections D′ and D′′:
D′ =DA +
√−1ω(V ), (11.4)
D′′ =DA −√−1ω(V ) (11.5)
where ω(V ) ∈ T ∗M ⊗ u(E) is given by the contraction between the real 2-form ω and V ∈u(E) ⊗ TM .
Then we have
Lemma 11.1.
dh(s1, s2) = h(D
′s1, s2) + h(s1, D′′s2)
dh(s1, s2) = h(D
′′s1, s2) + h(s1, D′s2)
Proof. Since DA is a unitary connection, we have
dh(s1, s2) = h(D
As1, s2) + h(s1, D
As2)
Since V is a Skew-Hermitian matrix valued vector field, then the contraction
√−1ω(V ) is an Hermitian
matrix-valued 1-form. Thus we have
0 = h(
√−1ω(V )s1, s2) + h(s1, −
√−1ω(V ))
Thus we have dh(s1, s2) = h(D
′s1, s2) + h(s1, D′′s2).
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As in before, D′, D′′ are extended as the operators dD
′
, dD
′′
of E ⊗ ∧∗T ∗M , respectively. Note that
D′ and D′′ are connections which are different from generalized connections D′ and D′′. The relations
between them are given by
Lemma 11.2. For a section s ∈ E, we have
(D′′s) · ψ = dD′′ (s ψ)
(D′s) · ψ = dD′(s ψ)
Proof. Since D = d+A+ V = D′ +D′′ and ψ = e−
√−1ω, we have
D′ =1
2
(d−√−1ω−1d+A−√−1ω−1(A) + V +√−1ω(V )) (11.6)
D′′ =1
2
(d+
√−1ω−1d+A+√−1ω−1(A) + V −√−1ω(V )) (11.7)
Then we have
(D′s) · ψ = ds · ψ + (As) · ψ +√−1(ω(V )s) · ψ = dD′(sψ)
(D′′s) · ψ = ds · ψ + (As) · ψ −√−1(ω(V )s) · ψ = dD′′(sψ)
For s1 ⊗ α1, s2 ⊗ α2 ∈ E ⊗ ∧•T ∗M , we define
h〈s1 ⊗ α1, s2 ⊗ α2〉 := h(s1, s2)α1 ∧ σ(α2) ∈ ∧•T ∗M . (11.8)
Taking the projection to the top forms, i.e., (2n-forms), we define
h〈s1 ⊗ α1, s2 ⊗ α2〉s := h(s1, s2) (α1 ∧ σ(α2))top ∈ ∧2nT ∗M .
Then we obtain
Lemma 11.3.
dh〈s1 ⊗ α1, s2 ⊗ α2〉 = h〈dD
′
(s1 ⊗ α1), s2 ⊗ α2〉+ (−1)|α1|+|α2|h(s1 ⊗ α1, dD
′′
(s2 ⊗ α2)〉,
dh〈s1 ⊗ α1, s2 ⊗ α2〉 = h〈dD
′′
(s1 ⊗ α1), s2 ⊗ α2〉+ (−1)|α1|+|α2|h(s1 ⊗ α1, dD
′
(s2 ⊗ α2)〉,
where |αi| denotes the degree of differential form αi.
Proof. We have the following:
dσ(α) =
+σ(dα), (|α| = even)−σ(dα), (|α| = odd)
Then the result follows from Lemma 11.1 and (11.8)
Let s ∈ Γ(E). By the action of the exterior derivative d on both differential forms
h〈dD′(sψ), sψ〉 and h〈dD′′(sψ), sψ〉,
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we obtain the following equalities of top forms from Lemma 11.3,(
dh〈dD′ (sψ), sψ〉
)
top
=h〈dD′′dD′(sψ), sψ〉s − h〈dD
′
(sψ), dD
′
(sψ)〉s (11.9)(
d h〈dD′′ (sψ), sψ〉
)
top
=h〈dD′dD′′ (sψ), sψ〉s − h〈dD
′′
(sψ), dD
′′
(sψ)〉s
Since D′ = dA +
√−1ω(V ), D′′ = dA −√−1ω(V ), we have
dD
′
dD
′′
(sψ) =(dA +
√−1ω(V ))(dA −√−1ω(V ))(sψ) (11.10)
=(FA + ω(V ) · ω(V ))(sψ) (11.11)
−√−1dA(ω(V )(sψ)) +√−1ω(V )dA(sψ) (11.12)
(11.13)
dD
′′
dD
′
(sψ) =(FA + ω(V ) · ω(V ))(sψ) (11.14)
+
√−1dA(ω(V )(sψ)) −√−1ω(V )dA(sψ) (11.15)
Hence we have
Lemma 11.4.
(dD
′′
dD
′
+ dD
′
dD
′′
)(sψ) = 2(FA + ω(V ) · ω(V ))(sψ)
Lemma 11.5. Let s be a nonzero section of E satisfying D0,1s = 0. (s 6= 0). We set i+n〈ψ, ψ〉 to be
a volume form on M. Then the following 2n-forms are positive with respect to the volume form,
i+nh〈dD′(sψ), dD′(sψ)〉s > 0, i+nh〈dD
′′
(sψ), dD
′′
(sψ)〉s > 0 (11.16)
In other words, we have
h〈dD′(sψ), dD′(sψ)〉s
〈ψ, ψ〉s
> 0,
h〈dD′′(sψ), dD′′ (sψ)〉s
〈ψ, ψ〉s
> 0 (11.17)
We need the following two lemmas for our proof of Lemma 11.5. Let {e1,0−,i}ni=1 be a unitary basis of L−J
which are locally defined, that is,
〈e1,0−,i, e1,0−,j〉T⊕T∗ = −δi,j
Lemma 11.6.
〈e1,0−,i · ψ, e1,0−,j · ψ〉s = 2δi,j〈ψ, ψ〉s
Proof.
〈e1,0−,i · ψ, e1,0−,j · ψ〉s =− 〈e1,0−,j · e1,0−,i · ψ, ψ〉s (11.18)
− 〈(e1,0−,j · e1,0−,i + e1,0−,j · e1,0−,i) · ψ, ψ〉s (11.19)
=− 2〈e1,0−,i, e1,0−,j〉T⊕T∗〈ψ, ψ〉s (11.20)
=2δi,j〈ψ, ψ〉s (11.21)
Let {e1,0+,i}ni=1 be a unitary basis of L+J , that is,
〈e1,0+,i, e1,0+,j〉T⊕T∗ = +δi,j
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Lemma 11.7.
〈e1,0+,i · ψ, e1,0+,j · ψ〉s = −2δi,j〈ψ, ψ〉s
Proof. The result follows from the same way as before.
Proof of Lemma 11.5. First we shall show
h〈dD′′(sψ), dD′′(sψ)〉s
〈ψ, ψ〉s
> 0.
From Lemma 11.2, we obtain
h〈dD′′ (sψ), dD′′(sψ)〉s =h〈(D′′s) · ψ, (D′′s) · ψ〉s (11.22)
Since D′′ = D1,0− +D0,1+ and D0,1s = 0, we have D0,1+ s = 0. Thus we obtain
h〈dD′′(sψ), dD′′(sψ)〉s =h〈(D1,0− s) · ψ, (D1,0− s) · ψ〉s (11.23)
By using our unitary basis, D1,0− s is written by
(D1,0− s) =
∑
i
sie
1,0
−,i
Applying Lemma 11.6, we obtain
h〈dD′′ (sψ), dD′′(sψ)〉s =
∑
i,j
h〈sie1,0−,i · ψ, sje1,0−,j · ψ〉s (11.24)
=
∑
i,j
h(si, sj)〈e1,0−,i · ψ, e1,0−,j · ψ〉s (11.25)
=2
∑
i
h(si, si)〈ψ, ψ〉s (11.26)
Thus we obtain
h〈dD′′ (sψ), dD′′(sψ)〉s
〈ψ, ψ〉s
=
∑
i
h(si, si) = ‖D′s‖2 ≥ 0
Then it turns out that the equality holds if and only if s = 0.
Secondly, we shall show
h〈dD′(sψ), dD′(sψ)〉s
〈ψ, ψ〉s
> 0.
Taking the complex conjugate, we have
h〈dD′(sψ), dD′(sψ)〉s
〈ψ, ψ〉s
> 0
Lemma 11.8.
h〈dD′(sψ), dD′(sψ)〉s = −h〈dD
′
(sψ), dD
′
(sψ)〉s
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Proof. Let {θi} be a symplectic basis of T ∗M which satisfies ω =
∑
i θ
2i−1 ∧ θ2i. Then D′s is written
as D′s =
∑
i siθ
i. Since 〈θiψ, θiψ〉s = 0, we have
h〈dD′(sψ), dD′(sψ)〉s =
∑
i,j
h(si, sj)〈θiψ, θjψ〉s (11.27)
=
∑
i6=j
h(si, sj)〈θiψ, θjψ〉s (11.28)
= −
∑
i,j
h(sj , si)〈θjψ, θiψ〉s (11.29)
= −
∑
i,j
h〈sjθj · ψ, siθi · ψ〉s (11.30)
= −h〈dD′(sψ), dD′(sψ)〉s (11.31)
Then we obtain
h〈dD′(sψ), dD′(sψ)〉s =h〈(D′s) · ψ, (D′s) · ψ)〉s (11.32)
=h〈(D1,0+ s) · ψ, (D1,0+ s) · ψ〉s (11.33)
By using our local basis, we obtain
(D1,0+ s) =
∑
i
sie
1,0
+,i
Then applying Lemma 11.7, we have
h〈dD′(sψ), dD′(sψ)〉s = −
∑
i,j
h〈sie1,0+,i · ψ, sje1,0+,j · ψ〉s (11.34)
= −
∑
i,j
h(si, sj)〈e1,0+,i · ψ, e1,0+,j · ψ〉s (11.35)
=2
∑
i
h(si, si)〈ψ, ψ〉s (11.36)
Thus we obtain
h〈dD′(sψ), dD′(sψ)〉s
〈ψ, ψ〉s
=
∑
i
h(si, si) = ‖D′′s‖2 > 0
Hence we have the result
h〈dD′(sψ), dD′(sψ)〉s
〈ψ, ψ〉s
> 0
Applying Lemma 11.4 to (11.9), we obtain
d
(
h〈dD′(sψ), sψ〉+ h〈dD′′ (sψ), sψ〉
)
[2n−1]
=h〈(FA + ω(V ) · ω(V ))(sψ), sψ〉s (11.37)
−h〈dD′(sψ), dD′(sψ)〉s (11.38)
−h〈dD′′ (sψ), dD′′(sψ)〉s (11.39)
Then we have
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Theorem 11.9.
0 =
∫
M
i+nh〈(FA + ω(V ) · ω(V ))(sψ), sψ〉s −
∫
M
(‖D′s‖2 + ‖D′′s‖2)volM
A generalized Hermitian connection D satisfies the Einstein-Hermitian condition if and only if
FA + ω(V ) · ω(V ) = −iλωid,
where λ is Einstein constant. This is equivalent to
√−1Λω(FA + ω(V ) ∧ ω(V )) = λ id
Thus we have
in〈(FA + ω(V ) · ω(V ))(sψ), sψ〉s = ninλh(s, s)〈ψ, ψ〉s
Since ψ = e
ω
i , we have
in〈λω
i
∧ ψ, ψ〉s = λinω
i
∧ (ω
i
)n−1
1
(n− 1)! (11.40)
and we have
〈ψ, ψ〉s = 1
n!
(
ω
i
)n
Thus we have the following vanishing theorem:
Theorem 11.10. Let D be a generalized Hermitian connection which satisfies the Einstein-Hermitian
condition for negative Einstein constant λ < 0. Then a generalized holomorphic section s of E which
satisfies D0,1s = 0 is zero. If λ = 0, then a generalized holomorphic section s is parallel.
Proof. We have the following;∫
M
i+nh〈(FA + ω(V ) · ω(V ))(sψ), sψ〉s = λn‖s‖2L2vol(M) = ‖D′s‖2L2 + ‖D′′s‖2L2
If λ < 0, then s = 0. If λ = 0, then D′s = D′′s = 0. Then Ds = 0.
11.2 In the general cases of ψ = eb−
√−1ω
Let (E, h) be an Hermitian vector bundle over (M,J ,Jψ), where ψ = eb−
√−1ω. Then by the action of the
d-closed form b, we have a generalized Ka¨hler structure (Jb,Jψ′), where Jb = ebJ eb and Jψ′ = e−
√−1ω
Let DA = D1,0 +D0,1 be a generalized Hermitian connection satisfying the followings:
D0,1 ◦ D0,1 = 0
KA(ψ) = λidE ,
where KA(ψ) := piHermU0,−nFA(ψ). Since we have
FAd
eb
A(ψ) = ebFA(e−bψ),
it follows that KAd
eb
A(ψ) = KA(ψ). Thus Db := eb ◦ DA ◦ e−b = DAdebA = D1,0b + D0,1b satisfies the
Einstein-Hermitian condition with same constant λ. If s ∈ Γ(E) is a section satisfying D0,1s = 0, Then
D1,0b s = e−bD1,0ebs = 0. Hence s ∈ Γ(E) is a section with D0,1b s = 0 and Db is a generalized connection
over (Jb,Jψ′). Then applying Theorem 11.10, we obtain s = 0. Thus we have
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Theorem 11.11. Let (E, h) be an Hermitian vector bundle over a compact generalized Ka¨hler manifold
(M,J ,Jψ) of symplectic type. We assume that a generalized Hermitian connection DA := D1,0 + D0,1
satisfies D0,1 ◦ D0,1 = 0 and the Einstein-Hermitian condition
KA(ψ) = λidE
If λ is negative, then every section s ∈ Γ(E) satisfying D0,1s = 0 is a zero section. If λ = 0, then every
generalized holomorphic section is parallel.
Proposition 11.12. Let (E, h) be an Hermitian vector bundle over a compact generalized Ka¨hler
manifold (M,J ,Jψ) of symplectic type. We assume that a generalized Hermitian connection DA :=
D1,0 +D0,1 satisfies D0,1 ◦ D0,1 = 0 and the Einstein-Hermitian condition
KA(ψ) = λidE
Then the dual bundle (⊗pE)⊗(⊗qE∗) also satisfies the Einstein-Hermitian condition with factor (p−q)λ.
In particular, ∧pE satisfies the Einstein-Hermitian condition with factor pλ
Proof. The result directly follows from the standard connection theory.
We define the slope of E by the ratio
µ(E) :=
〈c1(M) · ψ, ψ〉s
〈ψ, ψ〉s
Theorem 11.13. Let (E, h) be an Hermitian vector bundle over a compact generalized Ka¨hler manifold
(M,J ,Jψ) of symplectic type. We assume that a generalized Hermitian connection DA := D1,0 + D0,1
satisfies D0,1 ◦ D0,1 = 0 and the Einstein-Hermitian condition
KA(ψ) = λidE
Let E1 be a generalized holomorphic sub bundle of E. Then we have the following inequality
µ(E1) ≤ µ(E)
Proof. Let E1 be a generalized holomorphic subbundle of E of rank p. We denote by j the inclusion
j : E1 → E. Then taking pth skew-Symmetric power of both sides, we have the map ∧p : ∧pE1 → ∧pE.
Thus we have a non zero section s of ∧p ⊗ (∧pE1)∗ which is generalized holomorphic. Every line bundle
admits a generalized Einstein-Hermitian metric and ∧pE also satisfies the Einstein-Hermitian condition.
Thus ∧p ⊗ (∧pE1)∗ also satisfies the Einstein-Hermitian condition with factor −pµ(E1) + pµ(E). Hence
it follows from Theorem 11.11 that we have
0 ≤ −pµ(E1) + pµ(E)
Thus we have the inequality
µ(E1) ≤ µ(E).
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Theorem 11.14. Let (E, h) be an Einstein-Hermitian generalized holomorphic vector bundle over a
compact generali zed Ka¨hler manifold (M,J ,Jψ). Then E is ψ-poly-stable and E is a direct sum
(E, h) =
⊕
i
(Ei, hi)
where each (Ei, hi) is ψ-stable generalized holomorphic vector bundle with the same factor.
Proof. The result follows from Theorem 11.11.
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