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Abstract
We produce two sets of results arising in the analysis of the degree of smoothness of a
function that is known to be smooth along the leaves of one or more foliations. These foliations
might arise from Anosov systems, and while each leaf is smooth, the leaves might vary in a
nonsmooth fashion. One set of results gives microlocal regularity of such a function away from
the conormal bundle of a foliation. The other set of results gives local regularity of solutions to
a class of elliptic systems with fairly rough coefﬁcients. Such a regularity theory is motivated
by one attack on the foliation regularity problem.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Work on dynamical systems, particularly on Anosov systems, gives rise to foliations
whose leaves are individually smooth but which vary in a much less smooth fashion.
Basic constructions produce functions that are smooth along the leaves of one or more
such foliations, and one wants to deduce further regularity properties of such functions.
∗ Corresponding author.
E-mail addresses: rauch@umich.edu (J. Rauch), met@math.unc.edu (M. Taylor).
0022-1236/$ - see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2005.03.018
J. Rauch, M. Taylor / Journal of Functional Analysis 225 (2005) 74–93 75
Notable results on such regularity are given in [7,6,3]. It is our purpose to contribute
further to such regularity results.
We consider the following type of foliation F of a smooth, compact, n-dimensional
manifold M by m-dimensional leaves. We assume that for each p ∈ M there is a
neighborhood O and a homeomorphism
 : U × V −→ O, (1.1)
from a neighborhood U × V ⊂ Rn−m × Rm of 0 ∈ Rn onto O, with p = (0, 0),
such that for each x ∈ U, {(x, y) : y ∈ V } is a leaf of F (restricted to O). As for
regularity of F , we ﬁx r ∈ [0,∞) and k ∈ Z+ ∪ {∞}, k1, and assume
y ∈ Cr(U × V ), ∀ ||k. (1.2)
Here C0(U×V ) denotes the space of continuous functions on U×V . If r ∈ Z+, Cr(U×
V ) denotes the space of functions with continuous derivatives up to order r. If r =
 + s,  ∈ Z+, 0 < s < 1, then Cr(U × V ) denotes the space of functions whose
derivatives of order  are Hölder continuous of exponent s.
We furthermore assume that for each ﬁxed x, the map y → (x, y) is a Ck immersion
of V into O. We also assume that  is absolutely continuous in the sense that for Borel
sets E ⊂ U,E′ ⊂ V , the measure of (E × E′) ⊂ O is given by
∫
E
∫
E′
J (x, y) dy dx, (1.3)
and we assume J > 0 on U × V and
yJ ∈ Cr(U × V ), ∀ ||k. (1.4)
If these conditions hold, we say the foliation F is regular of order (k, r).
The case r = 0 will be the setting for most of our regularity results, as it was for
such results in [6,3]. It is worth mentioning that the stable and the unstable foliation
arising from a Ck+2 Anosov map are foliations that are regular of order (k, r), for
some r > 0. There are corresponding results for the weakly stable and the weakly
unstable foliation arising from an Anosov ﬂow. We refer to the introductory sections of
[6,3] for more on this, including some of the history (proceeding from work of Anosov,
Hirsch and Pugh, and others) and also more precise statements on the regularity of
these foliations, which we do not need here. We do remark that situations arise for
which one cannot take r = 2.
Given a function u on M, regularity along a foliation F can be measured in terms
of regularity of u ◦ . Here is a case of primary interest. Given p ∈ (1,∞), we say
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u ∈ Hk,pF (M) provided M is covered by open sets O and, for  as described above,
y(u ◦ ) ∈ Lp(U × V ), ||k. (1.5)
In terms of this notion, we can state Theorem 3 of [3] as follows.
Theorem 1.1. Let F1, . . . ,FN be foliations of M, regular of order (k, 0), with k1.
Assume that, for each x ∈ M ,
TxM = Span {TxFj : 1jN}. (1.6)
Then, given p ∈ (1,∞),
u ∈ Hk,pFj (M), ∀ j ∈ {1, . . . , N} ⇒ u ∈ Hk,p(M). (1.7)
In (1.7), Hk,p(M) is the standard Lp-Sobolev space of functions in Lp(M) whose
derivatives of order up to k are in Lp(M). Actually, Theorem 1.1 is a slight extension
of Theorem 3 of [3], which required k to be even. In §2 we prove the following
reﬁnement of Theorem 1.1.
Theorem 1.2. Let F be a foliation of M that is regular of order (k, 0), with k1.
If u ∈ Hk,pF (M), p ∈ (1,∞), then u is in Hk,p microlocally on any conic subset of
T ∗M \ 0 disjoint from the conormal bundle (F) to F .
We present an elementary description of the conclusion. Take z0 ∈ M and via a C∞
coordinate chart identify a neighborhood O of z0 with an open set in Rn, which we
also denote O. Pick 0 ∈ Rn \ 0 such that (z0, 0) ∈ T ∗O ≈ O × Rn does not belong
to the conormal bundle (F). The assertion is that if  ∈ C∞0 (O) is supported in a
sufﬁciently small neighborhood of z0 and if  ∈ C∞(Rn) is homogeneous of degree
zero for ||1 and has support in a sufﬁciently small conic neighborhood of 0, then
(D)(u) ∈ Hk,p(Rn), (1.8)
where (D) is the operation of multiplying the Fourier transform of its argument by
(). Further material on this notion is given at the beginning of §2.
Theorem 1.1 follows from Theorem 1.2 because the hypothesis (1.6) is
equivalent to
N⋂
j=1
(Fj ) = 0.
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Hence, under the hypotheses of Theorem 1.1, we have j (D)(u) ∈ Hk,p for a col-
lection j that can be taken to sum to 1, yielding u ∈ Hk,p locally in a neighborhood
of each z0 ∈ M .
As suggested in the previous two paragraphs, the proof of Theorem 1.2 involves
an analysis of the behavior of the Fourier transform ̂u(), for  in a cone. This
argument shares some common points with the proof of Theorem 2.6 in [6], but there
are signiﬁcant differences, particularly in the use here of Calderon–Zygmund theory,
which enables us to obtain a sharp result, without loss of derivatives. We will also give
some extensions of Theorem 1.2 in §2, including a result in the endpoint case p = ∞
and results involving a fractional degree of smoothness along the leaves of F , one of
which has some of the ﬂavor of the Hölder regularity result of [7].
The method of proof of Theorem 1.1 suggested in [3], which had been carried out
more fully on pp. 573–578 of [5], involved the construction of an elliptic operator, of
order k = 2, with rough coefﬁcients, of the following sort. Say p ∈ M is contained
in a neighborhood O and in turn O is contained in ∩Nj=1Oj , on each of which we
have j : Uj × Vj → Oj , as in (1.1), yielding the foliation Fj , satisfying hypotheses
parallel to (1.2)–(1.4). We deﬁne the differential operator Pj by
(Pju) ◦ j =
∑
||=
(−y)(y)(Jj u ◦ j ). (1.9)
For each j ∈ {1, . . . , N}, Pj is a differential operator on O, of order 2 = k. We
identify O with an open subset of Rn and use Lebesgue measure on O. The hypo
thesis (1.6) implies that P = ∑Nj=1 Pj is an elliptic differential operator on O, of
order k = 2. Furthermore, the hypothesis that each Fj is regular of order (k, 0)
implies that P has continuous coefﬁcients, i.e.,
P =
∑
||k
a(x)

, a ∈ C0(O). (1.10)
Now [3] proposed to apply an elliptic regularity result to prove Theorem 1.1 (with
k = 2). Such a result is stated in Theorem 4 of [3], accompanied by a reference to
Chapter V of [1]. However, such a result is not to be found in [1], and indeed [3]’s
Theorem 4 as stated does not seem to be correct. Raphael de la Llave has pointed
out to us that it is possible to adapt an argument presented on pp. 573–578 of [5] to
prove a special case of Theorem 1.3, in which one assumes P = P t and P is strongly
elliptic. Details will appear in a forthcoming note [4]. Theorem 1.3 below is the closest
variant of [3]’s Theorem 4 that seems to work. In this context, this result answers a
question raised on p. 578 of [5].
Theorem 1.3. Let P be an elliptic differential operator of order k on an open set
O ⊂ Rn. Assume
P and P t have continuous coefﬁcients. (1.11)
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Then, given p ∈ (1,∞),
u, Pu ∈ Lploc(O) ⇒ u ∈ Hk,ploc (O). (1.12)
In Theorem 4 of [3] it was only assumed that P had continuous coefﬁcients. The
extra hypothesis in (1.11) serves to make sense of Pu, given the weak hypothesis that
u ∈ Lploc(O). This result is also not contained in [1], and another goal here is to present
a proof of Theorem 1.3. Note that if Pj is given by (1.9), then (with z = (x, y))∫
u (Pjv) dz =
∑
||=
∫
y(J u ◦ ) y(J v ◦ ) dx dy
=
∫
(Pju) v dz, (1.13)
and hence P =∑Pj satisﬁes
P = P t , (1.14)
so (1.11) holds in this setting.
Our treatment of Theorem 1.3 will be given in §3. We consider such an elliptic
regularity result to have its own intrinsic interest, and in this spirit we establish such
a result in a more general context, replacing (1.11) by:
P and P t have coefﬁcients in L∞ ∩ vmo. (1.15)
We also allow P to be an elliptic N × N system. We discuss other variants in §4, in
which the hypothesis (1.15) is strengthened and the result (1.12) is altered.
2. Microlocal regularity
As Theorem 1.2 is a local result, we may assume F is a foliation, regular of order
(k, 0), of an open set O ⊂ Rn, deﬁned by , as in (1.1), and that (1.2)–(1.4) hold. We
assume
u ∈ Hk,pF (O). (2.1)
As indicated in the discussion right below the statement of Theorem 1.2, our goal is
to establish the following. Pick any z0 ∈ O, and pick 0 ∈ Rn \ 0 such that (z0, 0) ∈
T ∗O ≈ O × Rn does not belong to the conormal bundle (F). We claim that if  ∈
C∞0 (O) is supported in a sufﬁciently small neighborhood of z0 and if  ∈ C∞(Rn) is
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homogeneous of degree zero for ||1 and is supported in a sufﬁciently small conic
neighborhood of 0, then
(D)(u) ∈ Hk,p(Rn). (2.2)
It is useful to mention the following equivalent characterization of the assertion that a
function (or distribution) on the manifold M is in Hk,p microlocally on the complement
of (F) in T ∗M \0. Namely, this is also equivalent to the assertion that whenever A is
a classical pseudodifferential operator of order zero on M (we write A ∈ OPS0(M)),
if the complete symbol of A vanishes on a conic neighborhood of (F) in T ∗M \ 0,
then
Au ∈ Hk,p(M). (2.3)
The equivalence of these two notions of being microlocally in Hk,p, given p ∈ (1,∞),
is a consequence of basic properties of pseudodifferential operators acting on Lp-
Sobolev spaces, as discussed, for example, in Chapter 13 of [9]. It is in the latter
characterization that T ∗M \ 0 arises as the natural set on which to describe microlocal
regularity.
To begin the analysis of (D)(u), note that
̂u() =
∫
u((x, y))((x, y))J (x, y)ei(x,y,) dx dy, (2.4)
where
(x, y, ) = −(x, y) · . (2.5)
The hypothesis that (z0, 0) /∈ (F) implies that
dy(x0, y0, 0) = 0, where (x0, y0) = z0. (2.6)
Relabeling the y coordinates, we can assume there is a neighborhood U of z0 and a
conic neighborhood Z of 0, and a  > 0, such that
∣∣∣ 
y1
(x, y, )
∣∣∣||, for ((x, y), ) ∈ U × Z. (2.7)
Let
A(x, y, ) = −
(
i

y1
(x, y, )
)−1
. (2.8)
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Use the identity
A(x, y, )

y1
ei(x,y,) = −ei(x,y,), (2.9)
and integrate by parts to deduce that
̂u() =
∫
ei(x,y,)
( 
y1
◦ A(x, y, )
)k(
u((x, y))((x, y))J (x, y)
)
dx dy, (2.10)
for  ∈ C∞0 (U),  ∈ Z . Expand the differential operator
( 
y1
◦ A(x, y, )
)k = k∑
j=0
akj (x, y, )
j
yj1
. (2.11)
By (2.7), we have akj (x, y, ) continuous in (x, y) ∈ −1(U), smooth in  ∈ Z , and
homogeneous in  of degree −k.
Thus if we set
fj (x, y) = 1
J (x, y)
j
yj1
(
u((x, y))((x, y))J (x, y)
)
, 0jk, (2.12)
we have
̂u() =
k∑
j=0
∫
e−iz·akj (−1(z), )fj (−1(z)) dz, (2.13)
for  ∈ Z . Consequently, given  ∈ C∞(Rn), vanishing near  = 0, homogeneous of
degree zero for ||1, and supported in Z , we have
(D)(u) =
k∑
j=0
Akj (fj ◦ −1), (2.14)
where
Akjf (z) = (2	)−n
∫ ∫
ei(z−z′)·()akj (−1(z′), )f (z′) dz′ d. (2.15)
To be more precise, we take
() = 0()(1− 
()), (2.16)
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where 0 ∈ C∞(Rn \ 0) is homogeneous of degree zero and supported in Z , and

 ∈ C∞0 (Rn) is equal to 1 for ||1/2 and to 0 for ||1.
The hypotheses on a foliation regular of order (k, 0) clearly give
u ∈ Hk,pF (O) ⇒ fj ∈ Lp(U × V )
⇒ fj ◦ −1 ∈ Lp(O), (2.17)
for 0jk. Hence the desired conclusion (2.2) follows from the mapping property
z ◦ Akj : Lp(Rn) −→ Lp(Rn), 0jk, || = k, (2.18)
which we prove as follows. First note that applying z to Akjf in (2.15) is effected
by multiplying the integrand there by (i). Hence we can write
z ◦ Akj = (I − 
(D))Bkj ,
use the elementary fact that 
(D) : Lp(Rn) → Lp(Rn), and note that the following
result applies to Bkj .
Proposition 2.1. Assume b(z, ) is homogeneous of degree zero in  and satisﬁes
|b(z, )|C||−||, ∀ 0. (2.19)
Then the operator B, deﬁned by
Bf (z) = (2	)−n
∫ ∫
ei(z−z′)·b(z′, )f (z′) dz′ d (2.20)
has the mapping property
B : Lp(Rn) −→ Lp(Rn), ∀ p ∈ (1,∞). (2.21)
This is a classical result of Calderon–Zygmund theory. We sketch the proof. The
hypothesis (2.19) guarantees that
b(z′, ) =
∑

b(z
′)Y
( 
||
)
, (2.22)
where {Y} is the orthonormal basis of L2(Sn−1) consisting of spherical harmonics.
The smoothness of b(z, ) in  yields the rapid decay
‖b‖L∞CN(1+ ||)−N, ∀ N ∈ Z+, (2.23)
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while uniform estimates on the functions Y and their derivatives, in concert with the
Calderon–Zygmund estimates give, for
Yf (z) = (2	)−n
∫ ∫
ei(z−z′)·Y
( 
||
)
f (z′) dz′ d, (2.24)
estimates
‖Yf ‖LpCp(1+ ||)M‖f ‖Lp , (2.25)
for p ∈ (1,∞), with ﬁnite Cp and M, independent of . Since
Bf =
∑

Y(bf ), (2.26)
the result (2.21) follows.
At this point, Theorem 1.2 is proven.
Remark. Closely related to (2.17) is the identity
H
0,p
F (M) = Lp(M),
itself a consequence of the absolute continuity hypothesis yielding (1.3), with continu-
ous, positive J (x, y). It is of interest to expand on this a bit.
Suppose  is a (signed) measure on M, and suppose M is covered by open sets
O with the structures (1.1)–(1.4). For each such O, we have a homeomorphism  =
−1 : O → U × V , and  pushes forward to deﬁne a measure ∗ on U × V . It
follows from the hypotheses on J that if ∗ is absolutely continuous with respect to
Lebesgue measure on U × V and deﬁnes a member of Lp, then  ∈ Lploc(O). If this
holds for all such O, then  ∈ Lp(M).
Having proven Theorem 1.2, we take a look at the endpoint case p = ∞. The char-
acterization (1.5) still works to deﬁne Hk,∞F (M). The appropriate microlocal regularity
to deduce for an element of this space involves the bmo-Sobolev space:
hk,∞(M) = {u ∈ bmo(M) : u ∈ bmo(M), ∀ ||k}. (2.27)
The following result complements Theorem 1.2.
Proposition 2.2. In the setting of Theorem 1.2, if u ∈ Hk,∞F (M), then u is in hk,∞
microlocally on any conic subset of T ∗M \ 0 disjoint from (F).
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Here the conclusion is that Au ∈ hk,∞(M) whenever A ∈ OPS0(M) has complete
symbol that vanishes on a conic neighborhood of (F) in T ∗M \ 0. The proof works
as above; we need to complement the mapping property (2.18) with the result
z ◦ Akj : L∞(Rn) −→ bmo(Rn), 0jk, || = k. (2.28)
In turn, the proof of (2.18) given above works here, with the estimate (2.25) replaced
by
‖Y(1− 
(D))f ‖bmoC(1+ ||)M‖f ‖L∞ . (2.29)
This estimate follows from results given in [8, §IV.4.1].
From Proposition 2.2 we immediately get the following complement to Theorem 1.1.
We state it explicitly here since it displays a sharp form of Theorem 2.6 of [6].
Corollary 2.3. In the setting of Theorem 1.1, we have
u ∈ Hk,∞Fj (M), ∀ j ∈ {1, . . . , N} ⇒ u ∈ hk,∞(M). (2.30)
Next we extend Theorem 1.2 to cases involving fractional smoothness along the
leaves of F . To phrase our results, if we have (x, y) ∈ Rn−m × Rm = Rn,
v ∈ Lp(Rn), 1 < p <∞, we say
v ∈ Hs,py (Rn)⇐⇒ (1− y)s/2v ∈ Lp(Rn). (2.31)
Assume F is a foliation regular of order (k, 0) and s ∈ [0, k]. Then we say u ∈ Lp(M)
belongs to Hs,pF (M) provided there is a cover of M by open sets O as considered in(1.1)–(1.4) such that
 (u ◦ ) ∈ Hs,py (Rn), ∀ ∈ C∞0 (U × V ). (2.32)
It is clear that if s = j is an integer in [0, k] then Hs,pF (M) coincides with Hj,pF (M)
as deﬁned before. Also standard techniques in complex interpolation theory give
[Lp(M),Hk,pF (M)] = Hk,pF (M), 01. (2.33)
Using this, we can establish the following.
Proposition 2.4. In the setting of Theorem 1.2, if u ∈ Hs,pF (M) with s ∈ [0, k] and
p ∈ (1,∞), then u is microlocally in Hs,p on any conic subset of T ∗M \ 0 disjoint
from (F).
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Proof. Take A ∈ OPS0(M), having complete symbol vanishing on a conic
neighborhood of (F) in T ∗M \ 0. We have shown that
A : Hk,pF (M) −→ Hk,p(M), (2.34)
and of course
A : Lp(M) −→ Lp(M). (2.35)
It follows from (2.33) and interpolation that
A : Hs,pF (M) −→ Hs,p(M), ∀ s ∈ [0, k], (2.36)
given p ∈ (1,∞), and this proves the proposition. 
Using Proposition 2.4, we can derive some results on Hölder regularity, as follows.
Given a foliation F , regular of order (k, 0), given  ∈ Z+ with 0k − 1 and
r ∈ (0, 1), and given u ∈ C(M), we say u ∈ C,rF (M) provided there is a cover of M
by open sets O as considered in (1.1)–(1.4) such that
|jyu ◦ (x, y1)− jyu ◦ (x, y2)|C|y1 − y2|r , 0j, (x, y) ∈ U × V. (2.37)
It is elementary that
C
,r
F (M) ⊂ H+s,pF (M), ∀ s < r, p <∞. (2.38)
Hence u ∈ C,rF (M) ⇒ Au ∈ H+s,p(M), ∀p < ∞, when A is as in (2.36). Further-
more,
⋂
p<∞
H+s,p(M) ⊂ C+(M), ∀  < s, (2.39)
so we have
A : C,rF (M) −→ C+(M), ∀  < r, (2.40)
when A ∈ OPS0(M) has complete symbol vanishing in a conic neighborhood of (F)
in T ∗M \ 0. This immediately leads to the following result.
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Proposition 2.5. In the setting of Theorem 1.1, given 0k−1, 0 < r < 1, we have
u ∈ C,rFj (M), ∀ j ∈ {1, . . . , N} ⇒ u ∈ C+(M), ∀  < r. (2.41)
(Only the case 1 is nontrivial. When  = 0 one can clearly take  = r .)
This can be compared with the result of [7]. The result of [7] is better in two
respects. First, one can take  = r in the conclusion. Second, and of great interest,
is that [7] does not need the absolute continuity hypothesis (1.3)–(1.4). On the other
hand, [7] works with only two foliations, while Proposition 2.5 works with any number
N of foliations.
3. Elliptic regularity
We prove Theorem 1.3, with the hypothesis (1.11) weakened to (1.15). The proof
involves two steps. The ﬁrst step is a globalization argument, in which we produce an
elliptic operator L on the torus Tn which is shown to be invertible from Hs+k,p(Tn)
to Hs,p(Tn), for −ks0. The second step is a localization argument, obtaining
results of the form (1.12) from the corresponding global results for L, via cutoffs and
commutator estimates. We make use of results on pseudodifferential operators with
rough coefﬁcients, treated in [10].
In order to obtain such L, we make some preliminary transformations of P. Clearly
the local regularity result (1.12) holds for P if it holds for the 2N × 2N system
P2 =
(
0 P t
P 0
)
. (3.1)
We begin to construct an operator on the torus. Without loss of generality, we can
assume O ⊂ Rn is bounded. Put this set in a box and identify opposite edges, to
regard O ⊂ Tn. If we want to establish local regularity on a neighborhood  of
x0 ∈ O, pick  ∈ C∞0 (O), equal to 1 on , satisfying 01, set  = 1 − , and
form
L2u = P2(u)+ i(−)k/2(u), (3.2)
where u takes values in C2N and (−)k/2 acts on u componentwise. This is a
differential operator if k is even, and otherwise not, but in any case
u ∈ Lp(Tn) ⇒ L2u = P2u on . (3.3)
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Hence, to obtain the desired local regularity (1.12), on , it sufﬁces to establish
u, L2u ∈ Lploc() ⇒ u ∈ Hk,ploc (). (3.4)
We note that L2 is a pseudodifferential operator with rough symbol; more precisely,
L2 ∈ OP(L∞ ∩ vmo)Skcl(Tn). (3.5)
The symbol class (L∞∩vmo)Skcl is as described in §11, Chapter I of [10]. Furthermore,
since P2 = P t2 and (−)k/2 is scalar, it is readily established that L2 is elliptic. In
addition, it is important (and easily seen) that we have
Lt2 ∈ OP(L∞ ∩ vmo)Skcl(Tn). (3.6)
We again desire formal self-adjointness, so we form the 4N × 4N system
L1 =
(
0 Lt2
L2 0
)
, (3.7)
and note that it sufﬁces to establish the result (3.4) with L2 replaced by L1, which is
also elliptic in OP(L∞ ∩ vmo)Skcl(Tn). We are ready for some global results, starting
with:
Lemma 3.1. For each p ∈ (1,∞), the map
L1 : Hk,p(Tn, V ) −→ Lp(Tn, V ) (3.8)
is Fredholm, of index zero.
Here Hk,p(Tn, V ) denotes the space of functions on Tn with values in V = C4N ,
having the indicated regularity.
Proof. The Fredholm property is equivalent to the statement that
A = L1(1− )−k/2 ∈ OP(L∞ ∩ vmo)S0cl (3.9)
is Fredholm on Lp(Tn, V ). Results of §11, Chapter I of [10] lead to the construction
of an operator B ∈ OP(L∞∩vmo)S0cl which is a Fredholm inverse of A on Lp(Tn, V )
for each p ∈ (0,∞). The proof that the index is zero then follows from the standard
homotopy argument involving
A = A+ (1− )iI, 01, (3.10)
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which, we note, is elliptic in OP(L∞∩vmo)S0cl for each  ∈ [0, 1], since the principal
symbol of A is self-adjoint and elliptic and the principal symbol of the identity I is
scalar and elliptic. 
Remark. Behind the construction of the Fredholm inverse B mentioned above is a
fairly deep commutator estimate of [2]:
‖Q(f u)− fQu‖LpC‖f ‖bmo‖u‖Lp ,
given a zero-order pseudodifferential operator Q. In the case where one uses the hy-
pothesis (1.11), rather than the weaker hypothesis (1.15), this step is correspondingly
more elementary.
We next give an invertibility result.
Lemma 3.2. There is a discrete set C ⊂ R such that for all  ∈ C \ C we have
isomorphisms
L1 − I : Hk,p(Tn, V ) ≈−→Lp(Tn, V ), (3.11)
for all p ∈ (1,∞).
Proof. In view of Lemma 3.1, isomorphism holds in (3.11) if and only if the null
space of L1 − I in Hk,p(Tn, V ) is zero. We ﬁrst establish this for p = 2, using the
following elementary Hilbert space result. 
Lemma 3.3. Let H0 be a Hilbert space, H1 a dense linear subspace with a Hilbert
space structure such that the injection H1 ↪→ H0 is compact. Let T be a symmetric
operator on H0 with domain D(T ) = H1, and assume
T : H1 −→ H0 (3.12)
is Fredholm, of index zero. Then we have
T − I : H1 ≈−→H0 (3.13)
for all  ∈ C \ R. Hence T is self-adjoint (with domain D(T ) = H1); T has compact
resolvent, and (3.13) holds except for  in a discrete set C ⊂ R.
Proof. Under our hypotheses, we see that (3.13) is an isomorphism if and only if the
null space of T − I in H1 is zero. Given u ∈ H1 with (T − I )u = 0, we have
‖u‖2H0 = (T u, u) = (u, T u) = ‖u‖2H0 ,
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so (3.13) holds whenever  ∈ C\R. The rest of the assertions of the lemma are routine
consequences. 
Applying Lemma 3.3 to H0 = L2(Tn, V ), H1 = Hk,2(Tn, V ), T = L1, we see that
(3.11) holds for p = 2,  ∈ R \ C, where C is a discrete subset of R. At this point we
have a fortiori that the null space of L1− I in Hk,p(Tn, V ) is zero whenever p > 2,
so (3.11) holds for 2p <∞. To proceed, note that when  ∈ R and Lt1 = L1, (3.11)
is equivalent to
L1 − I : Lq(Tn, V ) ≈−→H−k,q(Tn, V ), q = p′. (3.14)
In particular we see that the null space of L1−I in Lq(Tn, V ) is zero for 1 < q2.
This implies the null space of L1 − I in Hk,p(Tn, V ) is zero for 1 < p2, so we
have (3.11) for each p ∈ (1,∞), and Lemma 3.2 is proven.
Note that we also have (3.14) for all q ∈ (1,∞), whenever  ∈ R \ C. At this point,
ﬁx 1 ∈ R \ C and set
L = L1 − 1I. (3.15)
We have
L : Hk,p(Tn, V ) ≈−→Lp(Tn, V ), L : Lp(Tn, V ) ≈−→H−k,p(Tn, V ), (3.16)
whenever p ∈ (1,∞). Consequently we have a two-sided inverse
E = L−1, (3.17)
satisfying
E : Lp(Tn, V )−→Hk,p(Tn, V ),
E : H−k,p(Tn, V )−→Lp(Tn, V ), (3.18)
for 1 < p <∞. To be pedantic, we might label these maps E0p and E1p, respectively,
but in this case it is readily veriﬁed that these various maps coincide on the inter-
sections of their respective domains, so there is no harm in giving them a common
label. Furthermore, by interpolation we have
E : Hs,p(Tn, V ) −→ Hs+k,p(Tn, V ), 1 < p <∞, −ks0. (3.19)
With these global results in hand, we are ready to localize. As noted, it remains to
prove (3.4) with L2 replaced by L1, which in turn can clearly be replaced by L. Thus
the remaining task is to prove the following.
J. Rauch, M. Taylor / Journal of Functional Analysis 225 (2005) 74–93 89
Proposition 3.4. Given  ⊂ Tn as in (3.4), 1 < p <∞,
u,Lu ∈ Lploc() ⇒ u ∈ Hk,ploc (). (3.20)
The key to obtaining the local regularity result (3.20) is to combine (3.16)–(3.19)
with the following commutator estimate.
Lemma 3.5. Let U ⊂ U ⊂  and assume U is smooth. Then, given 
 ∈ C∞0 (U), we
have, for 1 < p <∞,
[L,
] : H,p(U) −→ H−(k−1),p(Tn), 0k − 1. (3.21)
Proof. From (3.2) we have that L coincides with a differential operator on . Hence
[L,
]u =
∑
||k
b(x)[,
]u, b ∈ L∞, (3.22)
which gives (3.21) for  = k − 1. Since L = Lt , we also have
[L,
]u =
∑
||k
[(−),
](b∗u), (3.23)
which gives (3.21) for  = 0. The rest of (3.21) follows by interpolation. 
To begin the proof of Proposition 3.4, assume u,Lu ∈ Lploc(), and pick 
 ∈ C∞0 ().
Pick U ⊂ U ⊂  such that 
 ∈ C∞0 (U). We have
L(
u) = 
Lu+ [L,
]u (3.24)
with

Lu ∈ Lp(Tn), [L,
]u ∈ H−k+1,p(Tn), (3.25)
and hence

u = E(
Lu+ [L,
]u) ∈ H 1,p(Tn). (3.26)
This allows us to replace the hypothesis in (3.20) by
u ∈ H 1,ploc (), Lu ∈ Lploc(). (3.27)
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Now if k2, we see that (3.24) holds with

Lu ∈ Lp(Tn), [L,
]u ∈ H−k+2,p(Tn), (3.28)
and hence

u = E(
Lu+ [L,
]u) ∈ H 2,p(Tn). (3.29)
Thus we can say u ∈ H 2,ploc (). Iterating this argument (if k > 2) we arrive at the
desired result (3.20).
Since the result we have established is stronger than Theorem 1.3, we close this
section with a formal statement of our result, including one further small reﬁnement.
Theorem 3.6. Let P be an elliptic differential operator of order k on an open set
O ⊂ Rn (perhaps an N ×N system). Assume
P and P t have coefﬁcients in L∞ ∩ vmo. (3.30)
Let 1 < q < p <∞. Then
u ∈ Lqloc(O), Pu ∈ Lploc(O) ⇒ u ∈ Hk,ploc (O). (3.31)
The only extra wrinkle here is that the hypothesis u ∈ Lploc has been weakened to
u ∈ Lqloc. But the work already done then yields u ∈ Hk,qloc (O), hence u ∈ Lq1loc(O) for
some q1 > q. Iterating this argument a ﬁnite number of times produces the conclusion
(3.31).
In the next section we discuss relaxing further the hypothesis on u in (3.31).
4. Elliptic regularity with measures u or with Pu in bmo
Here we obtain some variants of Theorem 3.6. In the ﬁrst result, we relax the hypo
thesis in (3.31) that u ∈ Lqloc(O) for some q > 1, to the hypothesis that u is a measure
on O, i.e., u ∈M(O). In return, we require a little more regularity on the coefﬁcients
of P t .
Proposition 4.1. In the setting of Theorem 3.6, add to (3.30) the hypothesis
P t has Hölder continuous coefﬁcients. (4.1)
Then, given p ∈ (1,∞),
u ∈M(O), Pu ∈ Lploc(O) ⇒ u ∈ Hk,ploc (O). (4.2)
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Proof. The hypothesis (4.1) implies that P can be written as follows:
Pu =
∑
||k
(a(x)u), a ∈ Cr, (4.3)
for some r ∈ (0, 1). We next use symbol smoothing, as described in Proposition 9.9,
Chapter 13, of [9], to write
P = P # + Pb, P # ∈ OPSk1,, elliptic,
P b =
∑
||k
Ab, A
b
 ∈ OPCrS−r1, , (4.4)
where  ∈ (0, 1) is selected. The operator P # has a parametrix E# ∈ OPS−k1,, and we
have
u = E#(Pu)− E#(P bu), mod C∞. (4.5)
Now Pu ∈ Lploc ⇒ E#(Pu) ∈ Hk,ploc , while
u ∈M(O) ⇒ Abu ∈ Lqloc(O) (for some q > 1)
⇒ E#Pbu ∈ Lqloc(O). (4.6)
Hence the right side of (4.5) belongs to Lqloc(O) for some q > 1. We are now in
a setting where Theorem 3.6 applies, to yield the implication (4.2) and complete the
proof of Proposition 4.1. 
Here is another variant of Theorem 3.6. Recall that hk,∞ denotes a bmo-Sobolev
space; cf. (2.27).
Proposition 4.2. In the setting of Theorem 3.6, add the hypothesis
P has Hölder continuous coefﬁcients. (4.7)
Then, given p ∈ (1,∞),
u ∈ Lploc(O), Pu ∈ bmo(O) ⇒ u ∈ hk,∞loc (O). (4.8)
Proof. By Theorem 3.6 we have u ∈ Hk,qloc (O) for all q <∞, so it remains to obtain
u ∈ Hk,qloc (O), Pu ∈ bmo(O) ⇒ u ∈ hk,∞loc (O), (4.9)
provided P is elliptic of order k and (4.7) holds.
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This time we have Pu = ∑||k a(x)u with a ∈ Cr for some r ∈ (0, 1). We
use the following result of symbol smoothing:
P = P # + Pb, P # ∈ OPSk1,, elliptic,
P b =
∑
||k
Ab

, Ab ∈ OPCrS−r1, , (4.10)
with  ∈ (0, 1) selected. As above we have a parametrix E# ∈ OPS−k1, for P #, and the
identity (4.5) holds. Now Pu ∈ bmo(O)⇒ E#(Pu) ∈ hk,∞loc , while, given q sufﬁciently
large,
u ∈ Hk,qloc (O) ⇒ Abu ∈ L∞loc(O)
⇒ E#Pbu ∈ hk,∞loc (O). (4.11)
Hence the right side of (4.5) belongs to hk,∞loc (O), and Proposition 4.2 is proven. 
Remark 1. With further effort, it seems, one can relax the Hölder hypothesis in (4.1)
and (4.7) to some Dini-type condition on the coefﬁcients of P t (or P), but the analysis
gets fairly technical and we do not present it here.
Remark 2. To be sure, one can relax the regularity hypotheses on the coefﬁcients of
the lower order derivatives in P and P t , in Theorem 3.6 and in Propositions 4.1 and 4.2,
using familiar techniques. We leave consideration of this matter to the interested reader.
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