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Introduction
De nombreux travaux ont e´te´ re´alise´s sur les algorithmes matriciels et leur complexite´s.
L’objet de cette the`se est de pre´senter une contribution a` l’ame´lioration de certains re´sultats
concernant les algorithmes en Alge`bre line´aire et plus particulie`rement les algorithmes du cal-
cul rapide pour les matrices structure´es de diffe´rents types(matrices syme´triques, matrice de
Hankel, Toeplitz), d’essayer d’ame´liorer ou de ge´ne´raliser les re´sultats existants au cas d’un
corps commutatif arbitraire et d’e´tudier la possibilite´ d’imple´menter des algorithmes ame´liore´s
ou des nouveaux algorithmes dans un syste`me de calcul formel.
Nous pre´sentons un nouvel algorithme de diagonalisation par blocs des matrices de Hankel,
particulie`rement efficace.
Notre travail donne aussi une nouvelle me´thode pour comprendre le the´ore`me de Frobenius,
qui est un re´sultat de´licat concernant la signature des matrices de Hankel. Nous montrons que
la connaissance des mineurs principaux dominants de la matrice permet de pre´voir la forme
que prendra une re´duction de la matrice a` une forme canonique (( diagonale par blocs Hankel-
infe´rieurs )). Nous en de´duisons ainsi une preuve e´le´mentaire purement alge´brique du the´ore`me
de Frobenius dans le cas de matrices de Hankel re´gulie`res.
Cet algorithme fonctionne sur un corps arbitraire et doit permettre de ge´ne´raliser le
the´ore`me de Frobenius a` d’autres corps que le corps des re´els (sur lequel la classe d’e´quivalence
d’une forme quadratique est entie`rement caracte´rise´e par sa signature).
Les matrices de passage dans cet algorithme sont triangulaire supe´rieures et sont fabrique´es
a` partir de matrices du type Toeplitz-supe´rieures. Nous en de´duisons qu’il peut s’interpre´ter
comme une succession de calculs d’inverses de de´veloppements limite´s.
Nous interpre`tons enfin la version simplifie´e de l’algorithme comme un algorithme d’Eu-
clide (( avec troncatures judicieusement controle´es )) si on remplace les de´veloppements limite´s
obtenus par leurs polynoˆmes re´ciproques.
Nous donnons e´galement une e´tude approfondie de l’algorithme d’Euclide signe´ et de ses ver-
sions matricielles pour les matrices de Hankel et de Bezout associe´es a` un couple de polynoˆmes.
Nous expliquons les rapports existant entre diffe´rents algorithmes connus dans la litte´rature.
Dans le cas ou` la matrice de Hankel correspond a` une suite re´currente line´aire, nous trouvons
ainsi l’algorithme de Berlekamp-Massey, mais dans une version modifie´e, et acce´le´re´e par les
troncatures.
Ce re´sultat nous semble particulie`rement significatif. Il donne en effet une fac¸on tre`s simple
et tre`s ge´ome´trique de comprendre l’algorithme de Berlekamp-Massey. Il donne a` notre sens
(( la vraie raison )) pour laquelle l’algorithme de Berlekamp-Massey fait ce qu’il promet de faire.
Enfin, et ce n’est pas rien, il s’agit maintenant d’un algorithme ge´ne´ral qui s’applique a`
toutes les matrices de Hankel, qu’elles correspondent ou non a` une suite re´currente line´aire. Il
permet de calculer avec un petit nombre d’ope´rations arithme´tiques (un peu plus faible que
celui qui intervient dans l’algorithme de Berlekamp-Massey) une forme diagonale par blocs
Hankel-infe´rieurs de la matrice de de´part.
Nous commenc¸ons la The`se par un ”faux” chapitre, consacre´ a` la pre´sentation des diffe´rentes
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notations et terminologies utilise´es dans cette the`se.
Dans le premier chapitre, nous pre´sentons, tout d’abord un algorithme de (( diagonalisation
par blocs )) d’une forme de Hankel arbitraire, dans lequel les blocs seront aussi de type Hankel-
infe´rieures et les matrices de passage successives sont du type Toeplitz-supe´rieure. Ensuite, nous
donnons une version acce´le´re´e de cet algorithme. Enfin, nous donnons une nouvelle preuve du
The´ore`me de Frobenius.
Le deuxie`me chapitre est consacre´ a` l’application de l’algorithme de diagonalisation pre´sente´
dans le premier chapitre sur la matrice de Hankel et de Bezout associe´e a` deux polynoˆmes
premiers entre eux U et V . Cela me`ne a` une meilleure compre´hension du paralle´lisme entre
l’algorithme d’Euclide e´tendu et la diagonalisation par blocs, montre´ dans [7]. Nous montrons
aussi que le nouvel algorithme induit sur la matrice de Bezout calcule la meˆme forme diagonale
que l’algorithme de [7], en s’appuiant sur une factorization bien connue :
Bez (U, V) = Bez (U, 1) H (U, V) Bez (U, 1).
La technique utilise´e pour parvenir a` la mise en oeuvre efficace de l’algorithme du chapitre
1 pour la diagonalisation par blocs d’une matrice de Hankel est utilise´e dans le chapitre 3
pour concevoir une diffe´rente version de l’algorithme de Berlekamp-Massey dans laquelle le
nombre d’ope´rations arithme´tiques est re´duit par un facteur de 3/4. Cette acce´le´ration, bien
que mode´re´, est inte´ressante du point de vue the´orique.
La the`se contient aussi deux annexes avec la mise en oeuvre des codes MAPLE des algo-
rithmes pre´sente´s et quelques exemples concrets.
Si nous avons choisi le logiciel de Calcul Formel MAPLE, c’est a` cause de la simplicite´ et
de la transparence de ses fonctions de base, de sa modularite´, de la richesse de sa bibliothe`que
et de la souplesse du langage de programmation qui lui est rattache´, tre`s proche de tous les
langages classiques, permettant de de´finir et de pre´senter de manie`re lisible et efficace les algo-
rithmes conside´re´s. C’est aussi a` cause de la structure des objets qu’il manipule, bien adapte´e
aux mode`les de calcul utilise´s.
”Celui qui cherche la sagesse est un sage, celui qui croit l’avoir trouve´e est un fou” (Se´ne`que)
Notations et Pre´liminaires
Introduction
Le principal contenu de ce chapitre est la pre´sentation des de´finitions essentielles a` ce travail,
illustre´es par quelques exemples.
Une matrice de Hankel est une matrice (pas ne´cessairement carre´e) H = (vij) dont les
coefficients sont constants sur les diagonales montantes : vij = vpq si i+ j = p+ q.
Les matrices de Hankel fournissent un exemple de matrices structure´es. L’autre exemple le
plus important est celui des matrices de Toeplitz, celles dont les coefficients sont constants sur
les diagonales descendantes : vij = vpq si i− j = p− q.
Remarquons qu’une matrice de Hankel carre´e d’ordre n est une matrice syme´trique et que




0 0 · · · · · · 0 1





... 0 . .
. ...
...
0 1 0 · · · 0 0
1 0 0 · · · 0 0

,
sont des matrices de Toeplitz. Cette matrice de permutation d’ordre n permet de renverser
l’ordre des n colonnes (resp. des n lignes) d’une matrice lorsque celle-ci est multiplie´e a` droite
(resp.a` gauche) par la matrice Jn : c’est pourquoi on l’appelle matrice de renversement ou
encore matrice d’arabisation du fait qu’elle permet d’e´crire de droite a` gauche les colonnes que
l’on lit de gauche a` droite et inversement (voir [1]).
Inversement, les produits TJn et JnT d’une matrice de Toeplitz T carre´e d’ordre n par la
matrice Jn sont des matrices de Hankel .
Une matrice structure´e est de´termine´e par la donne´e de beaucoup moins de coefficients
qu’une matrice ordinaire de meˆme taille. Par exemple une matrice de Hankel (resp. de Toeplitz)
de type (n, p) est de´termine´ par la donne´e de n+ p− 1 coefficients : ceux des premie`re ligne et
dernie`re (resp.premie`re) colonne.
Cela rend ces matrices particulie`rement importantes pour les (( grands calculs )) d’alge`bre
line´aire.
Dans tous ce qui suit nous de´signons par :
• K un corps. Ce sera un corps ordonne´ lorsqu’on traitera des questions de signes et de
signatures.
• Hk(L) la matrice carre´e de Hankel d’ordre n de´finie par la liste L de taille (2n − 1),
c’est-a`-dire la matrice de Hankel dont la premie`re ligne est constitue´e des n premiers
coefficients de L et dont la dernie`re colonne est forme´e par les n derniers coefficients de
4 Notations et Pre´liminaires
L. Par exemple :
Hk(1, 2, 3, 4, 5) =
 1 2 32 3 4
3 4 5

Notons que pour des raisons de simplification on a e´crit Hk(1, 2, 3, 4, 5) au lieu d’e´crire
Hk([1, 2, 3, 4, 5]).
• Hk(L;m;n) la matrice de Hankel de type (m,n) de´finie par la liste L de taille (m+n−1),
c’est-a`-dire la matrice de Hankel dont la premie`re ligne est constitue´e des m premiers
coefficients de L et dont la dernie`re colonne est forme´e par les n derniers coefficients de
L (un exemple est donne´ plus bas).
• Hks(L) la matrice carre´e Hankel-supe´rieure de´finie par la liste L, c’est-a`-dire la ma-
trice de Hankel ayant L pour premie`re ligne et dont la dernie`re colonne est nulle sauf
e´ventuellement le premier coefficient .
• Hki(L) la matrice carre´e Hankel-infe´rieure de´finie par la liste L, c’est-a`-dire la ma-
trice de Hankel ayant L pour dernie`re colonne et dont la premie`re ligne est nulle sauf
e´ventuellement le dernier coefficient (un exemple est donne´ plus bas).
• Jn = Hki(1, 0, . . . , 0︸ ︷︷ ︸
(n−1)
), ∀n ∈ N. Par exemple J3 =
 0 0 10 1 0
1 0 0
.
• P˜ la matrice de type (n,m) de´finie pour toute matrice P de type (m,n) de la manie`re
suivante : P˜ = Jn
tPJm.
• Top(L) la matrice carre´e de Toeplitz d’ordre n de´finie par la liste L de taille (2n − 1),
c’est-a`-dire la matrice de Toeplitz dont la premie`re colonne est constitue´e (dans le sens
ascendant) des n premiers coefficients de L et dont la premie`re ligne est forme´e par les n
derniers coefficients de L. Par exemple :
Top(1, 2, 3, 4, 5) =
 3 4 52 3 4
1 2 3
 .
• Top(L;m;n) la matrice de Toeplitz de type (m,n) de´finie par la liste L de taille (m+n−1),
c’est-a`-dire la matrice de Toeplitz dont la premie`re colonne est constitue´e (en montant)
par les m premiers coefficients de L et dont la premie`re ligne est forme´e par les n derniers
coefficients de L. Par exemple :
Hk(5, 6, 7, 8, 9, 10; 3; 4) =
 5 6 7 86 7 8 9
7 8 9 10
 et Top(5, 6, 7, 8, 9, 10; 3; 4) =
 7 8 9 106 7 8 9
5 6 7 8
 .
On a Top(L;m;n) = JmHk(L;m;n).
• Topi(L) la matrice Toeplitz-infe´rieure (triangulaire infe´rieure de Toeplitz) de´finie par la
liste L, c’est-a`-dire la matrice de Toeplitz ayant L pour premie`re colonne et dont la
premie`re ligne est nulle sauf e´ventuellement le premier coefficient.
• Tops(L) la matrice Toeplitz-supe´rieure (triangulaire superieure de Toeplitz) de´finie par la
liste L, c’est-a`-dire la matrice de Toeplitz ayant L pour premie`re ligne et dont la premie`re
colonne est nulle sauf e´ventuellement le premier coefficient. Par exemple :
Hki(1, 2, 3) =
 0 0 10 1 2
1 2 3
 et Tops(1, 2, 3) =
 1 2 30 1 2
0 0 1
 .
On a Tops(L) = J`Hki(L) ou` ` est la longueur de L.
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• Diag(M1,M2, . . . ,Mn) la matrice diagonale par bloc de matrices carre´es (Mi)1≤i≤n.
• Pour toute matrice N de type (m,n), nous de´signons par Nk la sous matrice (principale)
carre´e d’ordre k (1 ≤ k ≤ inf(m,n)) obtenue a` partir des k premie`res lignes et colonnes
de N .
• ∆k(N) le mineur principal dominant d’ordre k (1 ≤ k ≤ inf(m,n)) de la matrice N de
type (m,n). Par convention ∆0(N) = 1, et ∆`(N) = 0 si ` > inf(m,n).




i ∈ K[X], alors P = (ps, . . . , p0).
• Un polynoˆme formel a` coefficients dans K est un couple (P (X), n) ou` P (X) ∈ K[X] et
n ≥ deg(P (X)), n est alors appele´ le degre´ formel du polynoˆme formel (P (X), n).
• P (X)k est le polynoˆme de degre´ k obtenu a` partir du polynoˆme P (X) en supprimant les
puissances strictement supe´rieures a` k. c’est-a`-dire P (X)k = P (X) mod X
k+1.
• P̂ (X) est le polynoˆme re´ciproque du polynoˆme P (X), de´fini par : P̂ (X) = XdP ( 1
X
) ou` d
est le degre´ formel de P (X).

1. Diagonalisation par blocs des
formes de Hankel
Introduction
Ce chapitre est consacre´ a` la (( diagonalisation par blocs Hankel-infe´rieurs )) d’une forme de
Hankel arbitraire : la matrice h est remplace´e par une matrice Lh tL dans laquelle la matrice
de passage L est triangulaire infe´rieure, la forme re´duite obtenue e´tant une matrice diagonale
par blocs Hankel-infe´rieurs. Dans la litte´rature anglaise, on parlerait plutoˆt de (( block LU-
factorization )), le mot (( block diagonalization )) e´tant re´serve´ a` des calculs de matrices par blocs.
La terminologie (( block LU-factorization )) ne nous semble pas tre`s heureuse dans la mesure ou`
ce qu’on a en vue est une forme re´duite diagonale Lh tL, correspondant a` la diagonalisation
d’une forme quadratique : si L est le L de LU, le U de LU est en fait e´gal a` h tL. Malgre´ le
risque de confusion avec le (( block diagonalization )) de la litte´rature anglaise, et nous nous en
excusons aupre`s des lecteurs, nous utilisons (( diagonalisation par blocs )) tout court lorsque le
contexte montre que ce qui est en vue est une (( diagonalisation par blocs Hankel-infe´rieurs ))
d’une forme de Hankel. Apre`s un rappel (section 1.1) concernant (( la me´thode classique )) nous
pre´sentons (section 1.2) un nouvel algorithme de (( diagonalisation par blocs Hankel-infe´rieurs ))
d’une forme de Hankel arbitraire, dans lequel les matrices de passage successives sont du type
Toeplitz-supe´rieure. Nous donnons ensuite une version simplifie´e et acce´le´re´e de notre algo-
rithme (section 1.3) ainsi qu’une variante (section 1.4) qui donne un calcul d’une suite de restes
(( tronque´s )) tre`s semblable a` l’algorithme d’Euclide (pour le calcul du pgcd de deux polynoˆmes).
La section 1.5 pre´sente brie`vement la comparaison entre notre me´thode et la me´tode classique.
Dans la section 1.6, comme application de la diagonalisation par blocs Hankel-infe´rieurs nous
pre´sentons une preuve alge´brique simple du the´ore`me de Frobenius, qui donne la signature
d’une matrice de Hankel re´elle a` partir des signes des mineurs principaux dominants.
Nous tenons a` signaler enfin qu’une version abre´ge´e en anglais de ce chapitre a fait l’objet de
l’article (( Blok Diagonalization and LU-equivalence of Hankel matrices )) publie´ dans la revue
Linear Algebra and its Applications, (voir [4]).
1.1 Me´thode classique : de´composition LU-e´quivalente
d’une matrice de Hankel
De´finition 1.1.1. Soient A et B deux matrices carre´es d’ordre n. A et B sont dites LU-
e´quivalentes s’il existe deux autres matrices P et Q telles que P unitriangulaire infe´rieure et Q
unitriangulaire supe´rieure, ve´rifiant A = P BQ.
Dans ([3],[7], [8], [9], [22] et [23]), on trouve le re´sultat suivant qui assure qu’une matrice
de Hankel h est LU-e´quivalente a` une matrice diagonale par blocs. Ci-apre`s nous donnons la
version e´crite dans [8].
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The´ore`me 1.1. Soit h = Hk(h1, h2, . . . , h2n−1) une matrice de Hankel, re´gulie`re d’ordre n et
Hp = Hk(h1, h2, . . . , h2p−1), p = 1, . . . , n, la sous-matrice principale dominante d’ordre p de
h. Soit m0 = 0 et 1 ≤ m1 < · · · < mk = n les ordres des mineurs principaux dominants non nuls
de h. Posons ri = mi −mi−1 pour i = 1, . . . , k. Enfin de´signons par Dn la classe des matrices
d’ordre n, diagonales par blocs Diag(D11, D22, . . . , Dkk) ou` chaque Dii est Hankel-infe´rieure.
On a alors les re´sultats suivants :
(1) Il existe une matrice unitriangulaire supe´rieure R telle que :
tRhR = DR ∈ Dn (1.1)
En particulier, on peut choisir
R = Rclass = (q1, Znq1, . . . , Z
r1−1
n q1,q2, Znq2, . . . , Z
r2−1
n q2, . . . ,qk, Znqk, . . . , Z
rk−1
n qk),
ou` Zn est la matrice Toeplitz infe´rieure d’ordre n, Zn = Topi(0, 1, 0, · · · , 0), de de´calage vers le
bas (connu en anglais par ”down-shift matrix”) et







 , si = −H−1mi−1
 hmi−1+1...
h2mi−1
 ∈ Rmi−1 , pour i = 2, . . . , k.
(2) Toute matrice unitriangulaire supe´rieure M = (col1, col2, . . . , coln) telle que
tMhM ∈ Dn
ve´rifie pour i = 0, . . . , k − 1 : le i+ 1-e`me bloc est d’ordre ri+1 et colmi+1 = qi+1.
(3) Soit, Qi(X) = (1, X,X





deg(Qi) = mi, i = 0, . . . , k,
Qi(X) = ci(X)Qi−1(X)− θi−1Qi−2(X), i = 1, . . . , k
Q0(X) = 1, Q−1(X) = 0,
ou` ci(X) est un polynoˆme unitaire de degre´ ri et θi−1 une constante, pour i = 1, . . . , k.
Nous allons pre´senter dans ce chapitre un algorithme permettant d’avoir une autre dia-
gonalisation par blocs d’une matrice de Hankel, dans laquelle chaque bloc diagonal est aussi
Hankel-infe´rieur, sans utiliser aucune multiplication des matrices, mais seulement des ope´rations
sur les polynoˆmes.
Plus pre´cise´ment, on de´crit une me´thode permettant d’obtenir la matrice D pour une dia-
gonalisation par blocs Hankel-infe´rieurs
tAhA = D ∈ Dn.
avec une matrice triangulaire supe´rieure A qu’il n’est pas ne´cessaire de calculer. Ses e´le´ments
diagonaux sont non nuls mais non ne´cessairement e´gaux a` 1.
A` la fin du chapitre et dans la section 1.5, nous donnons un exemple comparatif des deux
me´thodes.
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1.2 Une nouvelle me´thode de re´duction d’une matrice de
Hankel par des matrices triangulaires supe´rieures de
Toeplitz
Dans cette section nous pre´sentons une me´thode de re´duction d’une forme de Hankel en une
matrice diagonale par blocs (( Hankel-infe´rieurs )).
1.2.1 Une e´tape e´le´mentaire de la re´duction
Dans cet exemple, nous montrons la premie`re e´tape d’une (( diagonalisation par blocs )) d’une
forme de Hankel au moyen d’une matrice de changement de base qui est de Toeplitz-supe´rieure.
Exemple 1.2.1.
Sur Zp conside´rons la matrice de Hankel d’ordre 6 suivante :
h = Hk(0, 0, 1, 3, 2, 5, 6, 4, 8, 9, 7) =

0 0 1 3 2 5
0 1 3 2 5 6
1 3 2 5 6 4
3 2 5 6 4 8
2 5 6 4 8 9
















Nous construisons a` partir de h une matrice Toeplitz-supe´rieure t :
t = Tops(1, 3, 2, 5, 6, 4) =

1 3 2 5 6 4
0 1 3 2 5 6
0 0 1 3 2 5
0 0 0 1 3 2
0 0 0 0 1 3
















Et nous calculons son inverse,
t−1 =

1 −3 7 −20 55 −146
0 1 −3 7 −20 55
0 0 1 −3 7 −20
0 0 0 1 −3 7
0 0 0 0 1 −3
















Nous utilisons t−1 comme matrice de changement de base pour h, nous obtenons :
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• le premier bloc diagonal est Hankel-infe´rieur, il n’apparaˆıt pas dans la matrice initiale h
et sa signature est simple a` calculer.
• le deuxie`me bloc diagonal est de nouveau de Hankel
• les coefficients de h′ sont de´termine´s de manie`re exacte si nous inversons la matrice uni-
triangulaire supe´rieure de Toeplitz d’ordre 9 suivante :
T = Tops(1, 3, 2, 5, 6, 4, 8, 9, 7) =

1 3 2 5 6 4 8 9 7
0 1 3 2 5 6 4 8 9
0 0 1 3 2 5 6 4 8
0 0 0 1 3 2 5 6 4
0 0 0 0 1 3 2 5 6
0 0 0 0 0 1 3 2 5
0 0 0 0 0 0 1 3 2
0 0 0 0 0 0 0 1 3







5 6 4 8 9 7
2 5 6 4 8 9







1 3 2 5 6 4
0 1 3 2 5 6
0 0 1 3 2 5
0 0 0 1 3 2
0 0 0 0 1 3









−20 55 −146 390 −1046 2802
7 −20 55 −146 390 −1046







1 −3 7 −20 55 −146
0 1 −3 7 −20 55
0 0 1 −3 7 −20
0 0 0 1 −3 7
0 0 0 0 1 −3
0 0 0 0 0 1

.
Nous voyons donc que les coefficients du deuxie`me bloc Hankel (h′22) sont obtenus a` partir des
5 derniers coefficients de la premie`re ligne de T−1 a` un signe (−) pre`s.
Nous allons voir maintenant que l’exemple pre´ce´dent se ge´ne´ralise.
Soient n ∈ N∗ et 1 ≤ r ≤ n − 1. Soit h = Hk(α1, . . . , α2n−1) une matrice carre´e de Hankel
d’ordre n. Supposons que α1 = . . . = αr−1 = 0 et αr 6= 0, alors h est de la forme :
h = Hk(0, . . . , 0︸ ︷︷ ︸
(r−1)







• h11 est la matrice carre´e Hankel-infe´rieure d’ordre r suivante :
h11 = Hki(αr, . . . , α2r−1).
• h22 est la matrice carre´e de Hankel d’ordre (n− r) suivante :
h22 = Hk(α2r+1, . . . , α2n−1).
• h12 est la matrice de Hankel de type (r, n− r) suivante :
h12 = Hk(αr+1, . . . , αn+r−1; r;n− r).
A` partir de h nous construisons successivement :
1. la matrice carre´e d’ordre n Toeplitz-supe´rieure t,
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• t11 est la matrice carre´e d’ordre r Toeplitz-supe´rieure,
t11 = Tops(αr, . . . , α2r−1) = Jrh11, (1.2)
• t22 est la matrice carre´e d’ordre (n− r) Toeplitz-supe´rieure,
t22 = Tops(αr, . . . , αn−1),
• t12 est la matrice de Toeplitz de type (r, n− r)
t12 = Top(αr+1, . . . , αn+r−1; r;n− r) = Jrh12. (1.3)
Remarquons que t n’est autre que la matrice Toeplitz-supe´rieure ayant comme premie`re ligne
la rie`me ligne de h.
2. La matrice carre´e Hankel-infe´rieure H d’ordre (2n− r) dont la dernie`re colonne est forme´e
de la rie`me ligne de h et des (n− r) derniers coefficients de la dernie`re colonne de h, c’est-a`-dire









H13 = Jn−rt22. (1.4)
3. La matrice carre´e d’ordre (2n− r) Toeplitz-supe´rieure T = J2n−rH, dont les coefficients de
sa premie`re ligne sont ceux de la dernie`re colonne de H,








t˜12 = Jn−r th12, (1.5)
T13 = Jn−rh22. (1.6)
Comme t et T sont Toeplitz-supe´rieures avec un coefficient diagonal non nul, elles sont
re´gulie`res et chacune a pour inverse une matrice de meˆme type. Soit µ1, . . . , µ2n−r tel que
T−1 = Tops(µ1, . . . , µ2n−r). On a alors les de´compositions par blocs suivantes






ou` P est la matrice de Toeplitz de type (r, n− r),
P = Top(µ2, . . . , µn; r;n− r).
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D’apre`s l’inversion des matrices par blocs et les Equations (1.2) et (1.3), on a respectivement :
t11P + t12 t
−1
22 = 0(r,n−r), (1.7)
h11P + h12t
−1
22 = 0(r,n−r), (1.8)
et









P˜ = Jn−r tPJr, (1.9)
t22P˜ + t˜12t
−1
11 = 0(n−r,r), (1.10)
t22(T
−1)13 + t˜12P + T13t
−1
22 = 0(n−r,n−r). (1.11)
Notre premier re´sultat consiste a` dire qu’il est seulement ne´cessaire de calculer T−1 dans le
but d’obtenir les deux premiers blocs de la de´composition. En utilisant t−1 comme matrice de
changement de base pour h, nous allons montrer le the´ore`me suivant
The´ore`me 1.2. Supposons h = Hk(0, . . . , 0︸ ︷︷ ︸
(r−1)
, αr, . . . , α2n−1), avec αr 6= 0, et posons :
t = Tops(αr, . . . , αn+r−1), t−1 = Tops(µ1, . . . , µn),
T = Tops(αr, . . . , α2n−1), T−1 = Tops(µ1, . . . , µ2n−r).
On a alors :







h′11 = Hki(µ1, . . . , µr) = Jh−111 J et h
′
22 = −Hk(µr+2, . . . , µ2n−r).

















































h′ = tt−1ht−1 =
(
t(t−111 )Jr 0
tPJr − t(t−122 )H13P˜ − t(t−122 )H13(T−1)13
)
.
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Mieux encore, comme Jrt
−1




11 ) = Jrt
−1
11 ,
tPJr − t(t−122 )H13P˜
(1.9),(1.4)





Et on a alors













11 Jr = Hki(µ1, . . . , µr) et − Jn−r(T−1)13 = −Hk(µr+2, . . . , µ2n−r),
d’ou`
h′ = tt−1ht−1 =
(
Hki(µ1, . . . , µr) 0








Si nous ite´rons l’e´tape e´le´mentaire prouve´e dans le The´ore´me 1.2, jusqu’au moment
ou` l’on obtient comme matrice de Hankel restant a` traiter une matrice Hankel-infe´rieure
(non ne´cessairement re´gulie`re), nous obtenons ainsi la matrice diagonale par blocs (( Hankel-
infe´rieurs )) D.
Dans la section suivante nous montrons que pour obtenir D, il n’est pas ne´cessaire de faire le
produit des matrices et ceci est duˆ aux proprie´te´s des matrices Toeplitz.
1.2.2 L’algorithme complet de la re´duction : Algorithme 1.1
Dans cet algorithme, malgre´ l’affectation T1 := T
−1 qui pourrait laisser penser qu’on inverse
une matrice Toeplitz-supe´rieure, on ne manipule que des polynoˆmes de K[X], car le calcul de
l’inverse d’une matrice Toeplitz-supe´rieure (infe´rieure) se fait graˆce a` une inversion dans un
anneau de de´veloppements limite´s [8], ce qui revient a` une division de 1 par un autre polynoˆme
selon les puissances croissantes et sans tenir compte des puissances trop grandes. Une telle
inversion dans l’anneau des de´veloppements limite´s est nettement plus rapide qu’une inversion
ge´ne´rale de matrice. Pre´cise´ment :
Lemme 1.2.1. Si T = Tops(α1, . . . , αm) avec α1 6= 0 et T1 = T−1 = Tops(µ1, . . . , µm),












on obtient S(X)Q(X) = 1 mod Xm. Autrement dit Q(X) est le quotient dans la division
suivant les puissances croissantes de 1 par S(X) a` l’ordre (m− 1) : Q = 1/S mod Xm.
On obtient l’algorithme 1.1 page suivante, dans lequel nous notons par L • L′ la
concate´nation des listes L et L′.
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Algorithme 1.1. Algorithme de re´duction d’une matrice de Hankel (1)
Entre´e : Une liste non nulle d’e´le´ments du corps K, S = [α1, α2, . . . , α2n−1], qui code une matrice
carre´e de Hankel h d’ordre n.
Sortie : La liste L des listes des coefficients qui codent les blocs diagonaux (( Hankel-infe´rieurs ))
de la re´duite h′ de h, obtenus au moyen d’une re´duction par des Toeplitz-supe´rieures.
Variables locales : m, r, i : compteurs ; λ1, . . . , λ2m−1 ∈ K ; l : liste d’e´le´ments de K ; T, T1 :
matrices de Toeplitz-supe´rieures.
# m est l’ordre de la matrice de Hankel qui reste a` traiter
# l est la liste d’e´le´ments de K qui code cette matrice de Hankel
De´but
# initialisation
m := n ; λi := αi, i = 1, . . . , 2m − 1 ; l := [λ1, . . . , λ2m−1] ; L := [ ] ; r := l’indice du premier
coefficient non nul de l ;
# boucle
tant que r < m faire
T := Tops([λr, . . . , λ2m−1]) ;
T1 := T
−1 := Tops([µ1, . . . , µ2m−r]) ;
# en fait [µ1, . . . , µ2m−r] n’est pas calcule´e par une inversion de matrice (lemme 1.2.1)
L := L • [[µ1, . . . , µr]] ;
λi := −µr+i+1, i = 1, . . . , 2m− 2r − 1
m := m− r ;
l := [λ1, . . . , λ2m−1] ;
r := l’indice du premier coefficient non nul de l ; # (si l = [0, . . . , 0] alors r := 2m)
fin tant que
# sortie
L := L • [[λm, . . . , λ2m−1]].
# dans la situation ge´ne´rique, r ne prend que la valeur 1 et en fin d’algorithme, L est une
# liste de listes a` un seul e´le´ment, qui repre´sente une matrice diagonale usuelle
Fin.
Complexite´ de l’algorithme 1.1
Nous faisons quelques e´tudes de complexite´ mais nous nous limitons pour faire les calculs
de majoration a` la manie`re usuelle d’exe´cuter les multiplications et divisons de polynoˆmes a`
coefficients dans K.
Le nombre d’ope´ration arithme´tiques dans la re´duction d’une matrice de Hankel d’ordre n,
via l’algorithme 1.1, est maximum lorsque les quotients successifs sont tous de degre´ 1.
Cela donne pour l’e´tape k (2 ≤ k ≤ n) le calcul de majoration suivant :
• 1 divisions,
• 2k2 − k multiplications,
• 2k2 − 5k + 3 soustractions.
Proposition 1.1. Le nombre d’ope´rations arithme´tiques, lors de l’exe´cution de l’algorithme
1.1, est majore´ par 4/3n3 − n2 + 5/3n− 2.
Ainsi la (( complexite´ alge´brique de l’algorithme 1.1 )), mesure´e par le nombre d’ope´rations
arithme´tiques dans K effectue´es durant son exe´cution sur une matrice de Hankel d’ordre n, est
un O(n3), car une inversion dans l’anneau des de´veloppements limite´s a` l’ordre m couˆte O(m2)
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ope´rations arithme´tiques. Dans la version acce´le´re´e, l’algorithme 1.2 aura une complexite´ bien
meilleure, en O(n2).
1.3 Simplification de l’algorithme 1.1
On pre´sente un algorithme optimise´ pour la re´duction des matrices de Hankel qui de´bouche
sur une ame´lioration de l’algorithme de Berlekamp-Massey (Chapitre 3). Dans la sous-section
suivante nous donnons deux exemples de re´duction de formes de Hankel, pour chacun desquels
nous montrons comment l’algorithme 1.1 peut eˆtre acce´le´re´ en e´vitant de calculer en entier les
inverses des matrices triangulaires supe´rieures de Toeplitz successives. La division est arreˆte´e
de`s qu’on a obtenu le nouveau bloc Hankel-infe´rieur. En pratique le nouvel algorithme rem-
place les inversions successives (dans des anneaux de de´veloppements limite´s) par un calcul
du type (( suite des quotients et des restes dans l’algorithme d’Euclide )) (dans des anneaux de
de´veloppements limite´s).
1.3.1 Exemples
Dans le but de ne pas avoir des coefficients de grande taille, tout le calcul (dans les exemples
ci-dessous) se fait modulo un nombre premier.
Exemple 1.3.1.
Ce premier exemple consiste a` re´duire (modulo le nombre premier 101) une matrice de Hankel
d’ordre 5, h = Hk(S) ou` S est la liste suivante, dans laquelle le dernier coefficient est une
inde´termine´e :
S = [1, 3, 2, 5, 6, 4, 8, 9, b]
Les blocs diagonaux dans la re´duite sont tous d’ordre 1, nous sommes dans la situation
ge´ne´rique. Nous suivons l’algorithme 1.1 et nous indiquons au fur et a` mesure comment le
transformer. Le processus de la re´duction se fait en plusieures e´tapes :
◦ Premie`re e´tape
On doit inverser une matrice Toeplitz-supe´rieure d’ordre 9. Pour cela et d’apre`s le lemme 1.2.1
on doit effectuer la division suivant les puissances croissantes de 1 par
S(X) = 1 + 3X + 2X2 + 5X3 + 6X4 + 4X5 + 8X6 + 9X7 + bX8
a` l’ordre 8, ce qui donne modulo X9 :
1− 3X︸ ︷︷ ︸
Q1(X)
+7X2 − 20X3 − 46X4 − 45X5 − 14X6 − 36X7 − (b+ 19)X8︸ ︷︷ ︸
X2B1(X)
.
Remarquons que si on arreˆte la division au moment ou` on a calcule´ Q1(X), on obtient :
1 S = 1 + 3X + 2X2 + 5X3 + 6X4 + 4X5 + 8X6 + 9X7 + bX8
. . . . . . . . . . . . . . . 1− 3X︸ ︷︷ ︸
Q1(X)
7X2 +X3 + 9X4 + 14X5 + 4X6 + 15X7 + (27− b)X8︸ ︷︷ ︸
X2R1(X)
ce qui correspond a` l’e´galite´
1 = S(X)Q1(X) +X
2R1(X) mod X
9
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avec degR1 = 6. Ceci implique que B1(X) peut eˆtre calcule´ en effectuant la division suivant





Mais a` l’e´tape suivante on doit calculer : − 1
B1(X)
mod X7.
Il est donc inutile de calculer B1 pour l’inverser ensuite modulo X













dans laquelle la division R1(X)
S(X)6
doit eˆtre effectue´e seulement modulo X7.
◦ Deuxie`me e´tape
On doit inverser la matrice Toeplitz-supe´rieure d’ordre 7, correspondant au developpement
limite´ −B1(X) a` l’ordre 6, pour cela nous effectuons la division suivant les puissances croissantes
de S(X)6 par −R1(X) a` l’ordre 6, ce qui donne modulo X7 :
−29 + 47X︸ ︷︷ ︸
Q2(X)
−13X2 + 42X3 + 19X4 + 4X5 − (33b+ 5)X6︸ ︷︷ ︸
X2B2(X)
.
De meˆme, nous remarquons que si on arreˆte la division au moment ou` on a calcule´ Q2(X), on
obtient
S(X)6 = 1 + 3X + 2X2 + 5X3 + 6X4 + 4X5 + 8X6 −R1 = −7−X − 9X2 − 14X3 − 4X4 − 15X5 − (27− b)X6
. . . . . . . . . . . . . . . −29 + 47X︸ ︷︷ ︸
Q2(X)
−10X2 + 22X3 + 43X4 − 41X5 + (31 + 29b)X6︸ ︷︷ ︸
X2R2(X)
ce qui correspond a` une e´galite´
S(X)6 = −R1(X)Q2(X) +X2R2(X) mod X7
avec degR2 = 4. Ceci implique que B2(X) peut eˆtre calcule´ en effectuant la division suivant
les puissances croissantes de R2(X) par −R1(X)4. Autrement dit
B2(X) = − R2(X)
R1(X)4
mod X5
Ce qui nous permet d’e´crire :
S(X)6




dans laquelle la division
R2(X)
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◦ Troisie`me e´tape
On doit inverser la matrice Toeplitz-supe´rieure d’ordre 5, correspondant au developpement
limite´ −B2(X) a` l’ordre 4, pour cela nous effectuons la division suivant les puissances croissantes
de −R1(X)4 par −R2(X) a` l’ordre 4, ce qui donne modulo X5 :
−31− 38X︸ ︷︷ ︸
Q3(X)
−36X2 − 26X3 + (b+ 19)X4︸ ︷︷ ︸
X2B3(X)
.
Si on arreˆte la division au moment ou` on a calcule´ Q3(X), on obtient
−R1(X)4 = −7−X − 9X2 − 14X3 − 4X4 −R2(X) = 10− 22X − 43X2 + 41X3 − (31 + 29b)X4
. . . . . . . . . . . . . . . −31− 38X︸ ︷︷ ︸
Q3(X)
44X2 + 27X3 + (10b− 13)X4︸ ︷︷ ︸
X2R3(X)
ce qui correspond a` une e´galite´
−R1(X)4 = −R2(X)Q3(X) +X2R3(X) mod X5
avec degR3 = 2. Ceci implique que B3(X) peut eˆtre calcule´ en effectuant la division suivant
les puissances croissantes de R3(X) par −R2(X)2. Autrement dit
B3(X) = − R3(X)
R2(X)2
mod X3









dans laquelle la division
R3(X)
−R2(X)2 doit eˆtre effectue´e seulement modulo X
3.
◦ Quatrie`me e´tape
On doit inverser la matrice Toeplitz-supe´rieure d’ordre 3, correspondant au developpement
limite´ −B3(X) a` l’ordre 2, pour cela nous effectuons la division suivant les puissances croissantes
de −R2(X)2 par −R3(X) a` l’ordre 2, ce qui donne modulo X3 :
−14− 46X︸ ︷︷ ︸
Q4(X)
+ (9− 6b)X2︸ ︷︷ ︸
X2B4(X)
.
Si on arreˆte la division au moment ou` on a calcule´ Q4(X), on obtient
−R2(X)2 = 10− 22X − 43X2 −R3(X) = −44− 27X − (10b− 13)X2
. . . . . . . . . . . . . . . −14− 46X︸ ︷︷ ︸
Q4(X)
(8− 39b)X2︸ ︷︷ ︸
X2R4(X)
ce qui correspond a` une e´galite´
−R2(X)2 = −R3(X)Q4(X) +X2R4(X) mod X3
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avec degR4 = 0. Ceci implique que B4(X) peut eˆtre calcule´ en effectuant la division suivant
les puissances croissantes de R4(X) par −R3(X)0. Autrement dit











dans laquelle la division
R4(X)
−R3(X)0 doit eˆtre effectue´e seulement modulo X.
◦ Dernie`re e´tape
On doit calculer le dernier coefficient de la re´duite, ce qui correspond a` la division suivant les
puissances croissante de −R4(X) par −R3(X)0 a` l’ordre 0, ce qui donne le coefficient 6b− 9.
◦ Conclusion
On vient dans cet exemple de calculer une suite de quotients
Q1 = 1− 3X, Q2 = −29 + 47X, Q3 = −31− 38X, Q4 = −14− 46X
et le dernier coefficient R = 6b − 9. Dans cet exemple, la re´duite D de h est donne´e par les
monoˆmes constants de chaque Qi et R. Ainsi D est de la forme :













−(−29 + 47X) + X
2
(−31− 38X) + X
2














avec d1 + d2 + d3 + d4 + dR = n = 5, deg(X
µR) + d1 + 2d2 + 2d3 + d4 = N − 1, N = 2n− 1.
Ici di = degQi, mais dans l’exemple suivant nous verrons qu’il faut prendre pour di le degre´
formel de Qi.
Exemple 1.3.2.
Ce deuxie`me exemple consiste a` re´duire (modulo le nombre premier 101), via l’algorithme
pre´ce´dent, une matrice de Hankel d’ordre n = m1 = 9, h = Hk(S) ou` S est la liste suivante :
S := [0,−50, 0,−26, 0, 34, 0, 8, 1, 20,−9, 40, 19, 8,−7, a, b]
1.3. Simplification de l’algorithme 1.1 19
Cette fois-ci, les blocs diagonaux dans la re´duite sont de tailles variables, ce qui correspond au
fait qu’il y a des chutes de degre´s irre´gulie`res dans la suite des restes. Comme les quotients
n’ont pas toujours le degre´ attendu nous utilisons la notion de quotient formel (avec un degre´
formel qui peut eˆtre plus grand que le degre´ effectif). Nous avons cette fois-ci pris pour les deux
derniers coefficients une inde´termine´e.
Le processus de la re´duction se fait en plusieures e´tapes :
• Premie`re e´tape
Comme r1 = 2 < 9 = m1, il ne s’agit pas d’une matrice Hankel-infe´rieure et on doit faire
une premie`re re´duction. Pour cela et the´oriquement on doit inverser une matrice Toeplitz-
supe´rieure d’ordre 16 afin d’obtenir le premier bloc diagonal Hankel-infe´rieur D11 d’ordre 2.
D’apre`s le lemme 1.2.1 on doit effectuer la division suivant les puissances croissantes de 1 par
S(X) = −50−26X2+34X4+8X6+X7+20X8−9X9+40X10+19X11+8X12−7X13+aX14+bX15,
a` l’ordre 15, avec un quotient formel de degre´ d1 = r = 2, ce qui donne modulo X
16 :
2 + 3X2︸ ︷︷ ︸
Q1(X)




D11 = Hki(µ1, µr1) = Hki(µ1, µ2) = Hki(2, 0),
le polynoˆme
Q1(X) = µ1 + µ2X + µ3X
2
de´finit le premier bloc diagonal Hankel-infe´rieur D11. De plus, comme µr1+2 = µ4 = 0, µr1+3 =
µ5 6= 0 et r1 + 3 < m1 + 1, alors on aura une autre e´tape de re´duction et le bloc diagonal
Hankel-infe´rieur D22 de l’e´tape suivante sera d’ordre 2. Remarquons que si on arreˆte la division
au moment ou` on a calcule´ Q1(X), on obtient l’e´galite´ :





Ceci implique que B1(X) pourrait eˆtre calcule´ en effectuant la division suivant les puissances





Mais a` l’e´tape suivante on doit calculer : − 1
B1(X)
mod X12 pour avoir le deuxie`me bloc
diagonal Hankel-infe´rieur.
Il est donc inutile de calculer B1 pour l’inverser ensuite modulo X






Ainsi, le calcul de Q1(X) et de R1(X) de´termine les donne´es de l’e´tape suivante, en effet :
• l’ordre de la nouvelle matrice de Hankel a` re´duire (h := h′22) sera e´gal a` l’ordre de la
matrice de Hankel de cette e´tape moins l’ordre de ce premier bloc diagonal Hankel-
infe´rieur D11 de´finit par Q1(X), c’est-a`-dire la matrice de Hankel de l’e´tape suivante sera
d’ordre 7 = 9− 2 ce qui permet d’e´crire l’affectation m2 := m1 − r1.
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• La diffe´rence entre la valuation de R1(X) (s1 = 4) et le degre´ formel de Q1(X) de´termine
le nombre de ze´ros au de´but de la liste qui de´finit la nouvelle matrice de Hankel et
par conse´quent l’ordre du nouveau bloc diagonal Hankel-infe´rieur D22 s’il existe ! (si la
nouvelle matrice de Hankel n’est pas Hankel-infe´rieure), ce qui permet d’e´crire l’affectation
r2 := s1 − r1.
Ainsi, a` la suite de cette premie`re e´tape on a une deuxie`me e´tape de re´duction car (r2 = 2 <







dans laquelle Q1(X) de´finit le premier bloc diagonal Hankel-infe´rieur D11 et la division
R1(X)
S(X)11
doit eˆtre effectue´e seulement modulo X12.
• Deuxie`me e´tape
Le calcul de la premie`re e´tape donne r2 = 2 < 7 = m2 et il ne s’agit pas d’une matrice
Hankel-infe´rieure, d’ou` on doit faire une deuxie`me re´duction. Pour cela et the´oriquement on
doit inverser une matrice Toeplitz-supe´rieure d’ordre 12, correspondant au developpement limite´
−B1(X) a` l’ordre 11 afin d’obtenir le deuxie`me bloc diagonal Hankel-infe´rieur D22 d’ordre 2,
pour cela nous effectuons la division suivant les puissances croissantes de S(X)11 par −R1(X)
a` l’ordre 11, avec un quotient formel de degre´ d2 = r2 = 2, ce qui donne modulo X
12 :
5 +X2︸ ︷︷ ︸
Q2(X)
+ X3 − 46X5 − 5X6 + 23X7 − 20X8 − 37X9 + aX10 + (25 + b)X11︸ ︷︷ ︸
X3B2(X)
.
Comme dans l’e´tape pre´ce´dente, et puisque
D22 = Hki(µ1, µr2) = Hki(µ1, µ2) = Hki(5, 0),
le polynoˆme
Q2(X) = µ1 + µ2X + µ3X
2
de´finit le deuxie`me bloc diagonal Hankel-infe´rieur D22. De plus, comme on a ici µr2+2 = µ4 =
1 6= 0 et r2 + 2 < m2 + 1, alors on aura une autre e´tape de re´duction et le bloc diagonal
Hankel-infe´rieur D33 de l’e´tape suivante sera d’ordre 1. Remarquons que si on arreˆte la division
au moment ou` on a calcule´ Q2(X), on obtient l’e´galite´ :
S(X)11 = −R1(X)Q2(X) +X3R2(X) mod X12,
ou`
R2(X) = −10− 28X2 − 49X3 − 39X4 + 8X5 − 33X6 − (14 + 10a)X7 − (20 + 10b)X8.
Ceci implique que B2(X) pourrait eˆtre calcule´ en effectuant la division suivant les puissances
croissantes de R2(X) par −R1(X)8. Autrement dit
B2(X) = − R2(X)
R1(X)8
mod X9
Mais a` l’e´tape suivante on doit calculer − 1
B2(X)
mod X9, pour avoir le troisie`me bloc
diagonal Hankel-infe´rieur. Il est donc inutile de calculer B2 pour l’inverser ensuite modulo X
9.
Ainsi, le calcul de Q2(X) et de R2(X) de´termine les donne´es de l’e´tape suivante, en effet :
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• l’ordre de la nouvelle matrice de Hankel a` re´duire sera e´gal a` l’ordre de la matrice de
Hankel de cette e´tape moins l’ordre de ce deuxie`me bloc diagonal Hankel-infe´rieur D22
de´finit par Q2(X), c’est-a`-dire la matrice de Hankel de l’e´tape suivante sera d’ordre 5 =
7− 2 ce qui permet d’e´crire l’affectation m3 := m2 − r2.
• La diffe´rence entre la valuation de R2(X) (s2 = 3) et le degre´ formel de Q2(X) de´termine
le nombre de ze´ros au de´but de la liste qui de´finit la nouvelle matrice de Hankel et par
conse´quent l’ordre du nouveau bloc diagonal Hankel-infe´rieur D33 (si la nouvelle matrice
de Hankel n’est pas Hankel-infe´rieure), ce qui permet d’e´crire l’affectation r3 := s2 − r2.
Ainsi, a` la suite de cette deuxie`me e´tape on a une troisie`me e´tape de re´duction car (r3 = 1 <












doit eˆtre effectue´e seulement modulo X9.
• Troisie`me e´tape
Comme r3 = 1 < 5 = m3, il ne s’agit pas d’une matrice Hankel-infe´rieure, d’ou` on doit faire
une troisie`me re´duction. Pour cela et the´oriquement on doit inverser une matrice Toeplitz-
supe´rieure d’ordre 9, correspondant au developpement limite´ −B2(X) a` l’ordre 8, pour cela
nous effectuons la division suivant les puissances croissantes de −R1(X)8 par −R2(X) a` l’ordre




−46X2 − 5X3 + 28X4 + 25X5 − 39X6 − (20− a)X7 − (50− b)X8︸ ︷︷ ︸
X2B3(X)
Comme dans l’e´tape pre´ce´dente, et puisque
D33 = Hki(µr3) = Hki(µ1) = Hki(−1),
le polynoˆme
Q3(X) = µ1
de´finit le troisie`me bloc diagonal Hankel-infe´rieur D33. Remarquons que degQ3(X) = 0 < 1 =
ordre de D33. De plus on a ici µr3+2 = µ3 = −46 6= 0 et r3 + 2 < m3 + 1, par conse´quent on
aura une autre e´tape de re´duction et le bloc diagonal Hankel-infe´rieur D44 de l’e´tape suivante
sera d’ordre 1.
Si on arreˆte la division au moment ou` on a calcule´ Q3(X), on obtient
−R1(X)8 = −R2(X)Q3(X) +X2R3(X) mod X9
ou`
R3(X) = 45− 50X + 2X2 − 23X3 − 29X4 + (25 + 10a)X5 − (46− 10b)X6.
Ceci implique que B3(X) pourrait eˆtre calcule´ en effectuant la division suivant les puissances
croissantes de R3(X) par −R2(X)6. Autrement dit
B3(X) = − R3(X)
R2(X)6
mod X7
Ainsi, le calcul de Q3(X) et de R3(X) de´termine les donne´es de l’e´tape suivante, en effet :
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• la nouvelle matrice de Hankel a` re´duire sera d’ordre m4 := m3 − r3, c’est-a`-dire a` l’e´tape
suivante on aura une matrice de Hankel d’ordre 4 = 5− 1.
• la diffe´rence entre la valuation de R3(X) (s3 = 2) et le degre´ formel de Q3(X) de´termine
l’ordre du nouveau bloc diagonal Hankel-infe´rieur D44 (si la nouvelle matrice de Hankel
n’est pas Hankel-infe´rieure), ce qui permet d’e´crire l’affectation r4 := s3 − r3.
Ainsi, a` la suite de cette troisie`me e´tape on a une quatrie`me e´tape de re´duction car (r4 = 1 <











dans laquelle Q1(X), Q2(X) et Q3(X) de´finissent respectivement le premier, le deuxie`me et le
troisie`me bloc de D et la division
R3(X)
−R2(X)6 doit eˆtre effectue´e seulement modulo X
7.
• Quatrie`me e´tape
Comme r4 = 1 < 4 = m4, il ne s’agit pas d’une matrice Hankel-infe´rieure, d’ou` on doit faire une
quatrie`me re´duction. Pour cela et the´oriquement on doit inverser la matrice Toeplitz-supe´rieure
d’ordre 7, correspondant au developpement limite´ −B3(X) a` l’ordre 6, pour cela nous effectuons
la division suivant les puissances croissantes de −R2(X)6 par −R3(X) a` l’ordre 6, avec pour
quotient un polynoˆme formel de degre´ d4 = r4 = 1 ce qui donne modulo X
7 :
11 +X︸ ︷︷ ︸
Q4(X)
+(20a− 21)X5 + (36 + 22a+ 20b)X6︸ ︷︷ ︸
X5B4(X)
Comme dans les e´tapes pre´ce´dentes, et puisque
D44 = Hki(µr4) = Hki(µ1) = Hki(11),
le polynoˆme
Q4(X) = µ1 + µ2X
de´finit le quatrie`me bloc diagonal Hankel-infe´rieur D44. De plus, on a ici µr4+2 = µ3 = µ4 =
µ5 = 0, µ6 = µr4+5 = 20a − 21 6= 0 et r4 + 5 > m4 + 1, ce qui correspond bien a` une matrice
Hankel-infe´rieur d’ordre 3 et on peut conclure qu’on est a` la dernie`re e´tape.
Si on arreˆte la division au moment ou` on a calcule´ Q4(X), on obtient
−R2(X)6 = −R3(X)Q4(X) +X5R4(X) mod X7
ou` R4(X) = 36 + 9a− (44− 10a− 9b)X.
Ainsi, le calcul de Q4(X) et de R4(X) de´termine les donne´es de l’e´tape suivante, en effet :
• la nouvelle matrice de Hankel a` re´duire serait d’ordre m5 := m4−r4, c’est-a`-dire a` l’e´tape
suivante on aura une matrice de Hankel d’ordre 3 = 4− 1,
• La diffe´rence entre la valuation de R4(X) (s4 = 5) et le degre´ formel de Q4(X) de´termine
le nombre de ze´ros au de´but de la liste qui de´finit cette nouvelle matrice de Hankel et par
conse´quent l’ordre du nouveau bloc diagonal Hankel-infe´rieur D55 (si la matrice en cours
n’est pas Hankel-infe´rieure) qui serait e´gal a` 4 = 5− 1 strictement plus grand que l’ordre
de la matrice de Hankel a` re´duire, ce qui signifie qu’en fait que la nouvelle matrice est
Hankel-infe´rieure.
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Signalons que dans les e´tapes pe´ce´dentes, il est inutile de calculer les polynoˆmes Bi(X), i =
1, 2, 3, alors que dans cette e´tape on doit calculer B4(X) afin d’avoir les coefficients du dernier
bloc (d’ordre 3) de D. C’est ce qu’on va de´crire dans la dernie`re e´tape.
• Dernie`re e´tape
On a ici une matrice Hankel-infe´rieure (dernier bloc de D) d’ordre 3 et the´oriquement ces coef-
ficients sont a` un signe (−) pre`s ceux de B4(X). Le calcul de la quatrie`me e´tape implique que
−B4(X) peut eˆtre calcule´ en effectuant la division suivant les puissances croissantes de −R4(X)







ce qui donne modulo X2 le quotient :
−B4(X) = R(X) = 21− 20a− (36 + 22a+ 20b)X.












On vient dans cet exemple de calculer une suite de quotients, qui sont les polynoˆmes formels
suivants :
(Q1, d1) = (2 + 3X
2, 2), (Q2, d2) = (5 +X
2, 2), (Q3, d3) = (−1, 1)
(Q4, d4) = (11 +X, 1), (R, dR) = (21− 20a− (36 + 22a+ 20b)X, 3);
dR = 3 pour avoir d1 + d2 + d3 + d4 + dR = n = 9
Ainsi, pour 1 ≤ i ≤ 4, si Qi(X) = c0 + . . .+ cdiXdi , ou` di de´signe le degre´ formel de Qi (di = r
a` la ie`me e´tape), alors on a :
Dii = Hki(c0, . . . , cdi−1),
et pour R(X) = 21− 20a− (36 + 22a+ 20b)X + 0X2 + 0X3, le dernier bloc Hankel-infe´rieur
D55, est donne´ par :
D55 = Hki(0, 21− 20a,−36− 22a− 20b).












(11)  0 0 00 0 21− 20a
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Rappelons que le calcul qui a e´te´ fait correspond a` la formule ci-dessous, dans laquelle on
de´signe par di le degre´ formel de Qi (1 ≤ i ≤ 4) :
1
S(X)
= (2 + 3X2) +
X4




−(11 +X) + (21− 20a− (36 + 22a+ 20b)X)X5
mod X16,
(1.16)










mod XN , (1.17)
Remarquons que :
• si (modulo 101), 21 − 20a 6= 0 et −36 − 22a − 20b 6= 0 (c’est-a`-dire a 6= −4 et b 6= 43)
alors : d1+d2+d3+d4+dR = n, deg(X
µR)+d1+2d2+2d3+d4 = N−1 et par conse´quent
µ = 5.
• si (modulo 101), 21 − 20a = 0 et −36 − 22a − 20b 6= 0 (c’est-a`-dire a = −4 et b 6= 43) ,
























et comme pre´ce´dement d1+d2+d3+d4+dR = n, deg(X
µR)+d1+2d2+2d3+d4 = N−1
et alors µ = 6.











mod XN . (1.20)
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1.3.2 Le re´sultat ge´ne´ral
On vient de voir dans les Exemples 1.3.1 et 1.3.2 qu’a` chaque e´tape i de la re´duction, on peut
e´viter de calculer Bi en entier, en effet on arreˆte la division suivant les puissances croissantes
au moment ou` on a calcule´ Qi, le quotient formel ne´cessaire.
Ainsi, a` la matrice carre´e de Hankel, h = Hk(α1, . . . , α2n−1) avec α1 = . . . = αr−1 = 0,




i−r et on suit la proce´dure




di + dR = n. On a alors le re´sultat suivant :
Proposition 1.2. Chaque polynoˆme formel (Qi, di), Qi(X) = c0,i + . . .+ cdi,iX
di, code le ie`me
bloc Hankel-infe´rieur Dii d’ordre di de la manie`re suivante :
Dii = Hki(c0,i, . . . , cdi−1,i).
Et en ce qui concerne le dernier bloc Dk+1,k+1, si R(X) = r0 + . . .+ rtX
t + . . .+ rdRX
dR avec
rt 6= 0 et ri = 0 pour i > t, alors :
Dk+1,k+1 =

Hki(r0, . . . , rdR−1) si t = dR
Hki(0, . . . , 0︸ ︷︷ ︸
dR−t−1
, r0, . . . , rt) si t < dR














avec N = 2n− r, et si R 6= 0 alors deg(XµR) + d1 + 2d2 + · · ·+ 2dk−1 + dk = N − 1.
Comme conse´quence on obtient l’algorithme 1.2.
1.3.3 Algorithme 1.2
Dans l’algorithme simplifie´ on utilise la proce´dure QuoResCroiss(R0, R1, r, p). Elle prend en
entre´e deux polynoˆmes formels R0 et R1 (suppose´s avoir leur coefficient constant non nul et eˆtre
de meˆme degre´ formel p) modulo Xp+1. La proce´dure retourne [Q,R2] ou` Q est le quotient de
degre´ formel r (r < p) et R2 est le reste, lorsqu’on effectue la division en puissances croissantes
de R0 par R1 modulo X
p+1.
Autrement dit on a dans l’anneau des de´veloppements limite´s a` l’ordre p : R0 = Q ·R1+R2
avec degQ ≤ r et valR2 > r. On obtient alors l’algorithme 1.2 page suivante dont la sortie est
une liste Stu = [Stu[1], Stu[2], . . . , Stu[j]], chacun des Stu[i] est un polynoˆme formel sur K[X],
qui code le ie`me bloc diagonal (( Hankel-infe´rieur )) Dii, de la re´duite D de h.
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Algorithme 1.2. Algorithme de re´duction d’une matrice de Hankel(2)
Entre´e : Une liste non nulle d’e´le´ments du corps K, S = [α1, α2, . . . , α2n−1], qui code une matrice
carre´e de Hankel h.
Sortie : Une liste Stu des polynoˆmes formels correspondants (formule 1.21).
Variables locales : m, r, p, s : compteurs ; R0, R1, R2, Q,R : polynoˆmes a` coefficients dans K.
De´but
# initialisation
Stu := [ ] ;
r := l’indice du premier coefficient non nul de S ; m := n ; p := 2n− r − 1 ;







tant que r < m faire
[Q,R2] :=QuoResCroiss(R0, R1, r, p) ;
Stu := Stu • [[Q, r]] ;
s := valuation de R2 ;
# si R2 = 0, on prend s := p+ 1 car R2 est un de´veloppement limite´ a` l’ordre p
p := p− s ; m := m− r ; r := s− r ;
R0 := R1 mod X
p+1 ;
R1 := −R2/Xs ;
fin tant que ;
si p >= 0 alors
[R,R2] :=QuoResCroiss(R1, R0, p, p) ;
sinon
R := 0 ;
fin si ;
# sortie
Stu := Stu • [[R,m]]
Fin.
Preuve de la correction de l’algorithme 1.2
On peut se re´fe´rer dans la preuve de la proposition 1.2 et de l’algorithme 1.2, a` l’Exemple
1.3.2 qui est en fait un exemple suffisamment ge´ne´ral dans lequel les degre´s des quotients suc-
cessifs sont irre´guliers. Le lecteur pourra constater que nous reprenons la discussion exactement
comme celle d’une e´tape quelconque de cet exemple, en donnant des noms aux exposants.
On suppose qu’on est a` une e´tape k (1 ≤ k), avec deux polynoˆmes Rk0(X) et Rk1(X) obtenus
a` partir de l’e´tape k − 1 et une matrice de Hankel d’ordre mk de´finie par une liste, dont le
premier e´le´ment non nul est d’indice rk. Pour la re´duire via l’algorithme 1.1, on doit inverser
une matrice Toeplitz-supe´rieure d’ordre 2mk − rk. Pour cela (lemme 1.2.1) on doit effectuer la
division suivant les puissances croissantes de Rk0(X) par R
k
1(X) a` l’ordre pk = 2mk − rk − 1, ce
qui donne le polynoˆme :
qk0 + q
k







sk+1 + . . .+ ckpk−skX
pk︸ ︷︷ ︸
XskTk(X)
avec ck0 6= 0.
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. . . . . . . . . . . . . . . qk0 + q
k













avec degRk = pk − sk = pk+1. Ceci implique que Tk(X) peut eˆtre calcule´ en effectuant la
division suivant les puissances croissantes de Rk(X) par R
k






Mais a` l’e´tape suivante (k + 1), on doit calculer : − 1
Tk(X)
mod Xpk+1+1.
Il est donc inutile de calculer Tk pour l’inverser ensuite modulo X




















dans laquelle la division
Rk1(X)pk+1
Rk(X)
doit eˆtre effectue´e seulement modulo Xpk+1+1. Donc a`
l’e´tape k+1 on a a` faire les affectations suivantes afin de re´duire une matrice de Hankel d’ordre
mk+1 := mk − rk
de´finie par une liste, dont le premier e´le´ment non nul est d’indice
rk+1 := sk − rk
Pour cela on doit effectuer la division suivant les puissances croissantes a` l’ordre
pk+1 := pk − sk
de







Rk+11 (X) := −Rk(X) = −
Rk2(X)
Xsk
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Complexite´ de l’algorithme 1.2
Le nombre d’ope´ration arithme´tiques dans la re´duction d’une matrice de Hankel d’ordre n,
via l’algorithme 1.2, est maximum lorsque les quotients successifs sont tous de degre´ 1. Cela
donne le calcul de majoration suivant :
• A l’e´tape 1 on a a` faire 1 division, 4(n− 1) multiplications et 2n− 3 soustractions.
• A l’e´tape k (2 ≤ k ≤ n − 1) on a a` faire 1 division, 4(n − k) + 1 multiplications et
4(n− k)− 3 soustractions.
• A l’e´tape n on a a` faire seulement 1 division.
Ce qui donne n divisions, 2n2 − n− 2 multiplications et 2n2 − 7n+ 7 soustractions.
Proposition 1.3. Le nombre d’ope´rations arithme´tiques, lors de l’exe´cution de l’algorithme
1.2, est majore´ par 4n2 − 7n+ 5.
E´tant donne´ que certains logiciels de calcul formel n’ont pas pre´vu de primitive pour la
division des polynoˆmes par puissances croissantes, et que dans le cas d’une matrice de Hankel
associe´e a` une suite re´currente line´aire (chapitre 3) la comparaison entre l’algorithme 1.2 et
l’algorithme de Berlekamp-Massey n’est plus imme´diate, on est amene´ a` pre´senter une version
(le´ge`rement moins performante) de l’algorithme 1.2 dans lequel les divisions en puissances
croissantes ont e´te´ remplace´es par des divisions en puissances de´croissantes sur des polynoˆmes
re´ciproques.
1.4 Une variante de l’algorithme 1.2
Il s’agit d’une constatation simple qui relie les calculs de l’algorithme 1.2 au de´veloppement
en fraction continue d’une fraction rationnelle.
Par exemple si on a un de´veloppement en fraction continue usuel
N(X)
D(X)
= 3X2 + 1 +
1




alors N et D sont premiers entre eux, deg(N) = 2 + 3 + 1 = 6, deg(D) = 3 + 1 = 4,
N(X) = 3X6 +27X5 +43X4 +9X3 +17X2 +X +8 et D(X) = X4 +9X3 +14X2 +1 et si on









= 3 +X2 +
X2
Y 3 + 2Y 2 +
1
Y + 7
= 3 +X2 +
X5
1 + 2X +
X3
Y + 7
= 3 +X2 +
X5
1 + 2X +
X4
1 + 7X
ce qui donne une formule analogue a` la formule 1.21 (ici il faut prendre (Q1, d1) = (3 +X
2, 2),
(Q2, d2) = (−(1 + 2X), 3) et (Q3, d3) = (1 + 7X, 1). Plus ge´ne´ralement, on a le lemme utile
suivant.
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Lemme 1.4.1. Soit la fraction rationnelle irre´ductible
N(X)
D(X)
, qui admet la de´composition en







. . . qj−1(X) +
1
qj(X)
Alors en notant dk = deg qk et q̂k(X) = X























k=1 deg qk et degD =
∑j
k=2 deg qk. Par passage aux polynoˆmes re´ciproques et





















. . . qj−1(Y ) +
1
qj(Y )
et de proche en proche jusqu’a` obtenir la Formule 1.22.
Nous reprenons tout d’abord le deuxie`me exemple (exemple 1.3.2) donne´ dans la section 1.3
pour voir comment l’algorithme 1.2 page 26 doit eˆtre re´e´crit en l’algorithme 1.3 page 32, dans
lequel on utilise les fonctions Tronk et Tronq de´finies comme suit.
De´finition 1.4.2. Soit P un polynoˆme de K[X] de degre´ n : P (X) = pnXn+pn−1Xn−1+...+p0.
Pour tout m ∈ N on de´finit :
• Tronk(P,X,m) : le quotient de la division (euclidienne) de P (X) moins les monoˆmes de




n−m + pn−m−1Xn−m−1 + ...+ pm si m ≤ n
0 sinon
• Tronq(P,X,m) : le quotient de la division (euclidienne) de P (X) moins les monoˆmes de




n−1 + pn−2Xn−m−1 + ...+ pm+1Xm si m < n
0 sinon
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on a alors : Tronq(P,X,m) = XmTronk(P,X,m+ 1).
Par exemple, si P = 5X5 + 6X4 + 4X3 + 8X2 + 9X + 7, alors
Tronk(P,X, 0) = P Tronq(P,X, 0) = 5X4 + 6X3 + 4X2 + 8X + 9
Tronk(P,X, 1) = 5X4 + 6X3 + 4X2 + 8X + 9 Tronq(P,X, 1) = 5X4 + 6X3 + 4X2 + 8X
Tronk(P,X, 2) = 5X3 + 6X2 + 4X + 8 Tronq(P,X, 2) = 5X4 + 6X3 + 4X2
1.4.1 Exemple
Exemple 1.3.2bis (Cet exemple reprend l’exemple 1.3.2)
• Premie`re e´tape
On effectue la division suivant les puissances de´croissantes de X17 par
Ŝ(X) = −50X15−26X13+34X11+8X9+X8+20X7−9X6+40X5+19X4+8X3−7X2+aX+b
ce qui donne X17 = Ŝ(X) Q̂1(X) + Rest1(X), avec :
X2R̂1(X)︷ ︸︸ ︷
10X13 − 17X11 − 2X10 + 37X9 + 15X8 − 39X7 − 11X6 − 35X5 − 43X4 − (24 + 2a)X3 + (21− 2b)X2 − 3aX − 3b︸ ︷︷ ︸
Rest1(X)
(le calcul des deux derniers coefficients de Rest1(X) est en fait inutile).
Avec les notations pre´ce´dentes on a : R̂1(X) = Tronq(Tronk(Rest1, X, 1), X, 0), ce qui cor-
respond bien a` 12 coefficients ne´cessaires pour le calcul de l’inverse de la Toeplitz-supe´rieure
d’ordre 7 de l’e´tape suivante.
• Deuxie`me e´tape
On effectue la division suivant les puissances de´croissantes de
Tronq(Tronk(Ŝ, X, 1), X, 2) = −50X13−26X11+34X9+8X7+X6+20X5−9X4+40X3+19X2,
par −R̂1(X), ce qui donne le quotient Q̂2(X) et le reste :
X2R̂2(X)︷ ︸︸ ︷
−10X10 − 28X8 − 49X7 − 39X6 + 8X5 − 33X4 − (14 + 10a)X3 − (20 + 10b)X2 −(24 + 2a)X + 21− 2b︸ ︷︷ ︸
Rest2(X)
On a ici
R̂2(X) = Tronq(Tronk(Rest2, X, 1), X, 0),
ce qui correspond bien a` 9 coefficients ne´cessaires pour le calcul de l’inverse de la Toeplitz-
supe´rieure d’ordre 5 de l’e´tape suivante.
• Troisie`me e´tape
On effectue la division suivant les puissances de´croissantes de
Tronq(Tronk(−R̂1, X, 1), X, 1)− 10X9 + 17X7 + 2X6 − 37X5 − 15X4 + 39X3 + 11X2 + 35X
par −R̂2(X) , ce qui donne le quotient Q̂3(X) = −X et le reste :
45X7 − 50X6 + 2X5 − 23X4 − 29X3 + (25 + 10a)X2 + (10b− 46)X︸ ︷︷ ︸
Rest3(X) = X R̂3(X)
On a ici
R̂3(X) = Tronq(Tronk(Rest3, X, 0), X, 0) = Tronq(Rest3, X, 0),
ce qui correspond bien a` 7 coefficients ne´cessaires pour le calcul de l’inverse de la Toeplitz-
supe´rieure d’ordre 4 de l’e´tape suivante.
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• Quatrie`me e´tape
On effectue la division suivant les puissances de´croissantes de
Tronq(Tronk(−R̂2, X, 0), X, 1) = Tronq(−R̂2, X, 1) = 10X7+28X5+49X4+39X3−8X2+33X
par −R̂3(X) , ce qui donne le quotient Q̂4(X) et le reste :
XR̂4(X)︷ ︸︸ ︷
(36 + 9a)X2 − (44− 10a− 9b)X −46 + 10b︸ ︷︷ ︸
Rest4(X)
On a ici
R̂4(X) = Tronq(Tronk(Rest4, X, 0), X, 0) = Tronq(Rest4, X, 0),
ce qui correspond bien a` un polynoˆme de degre´ 1 ne´cessaire pour la dernie`re e´tape.
• Dernie`re e´tape
Les derniers coefficients de notre re´duite sont obtenus en effectuant la division de −XR̂4(X) =
−(36+9a)X2+(44−10a−9b)X par Tronk(Tronq(Tronk(−R̂3, X, 0), X, 4), X, 4) = −45X+50
qui donne un quotient e´gal a` (21− 20a)X − (36 + 22a+ 20b) = XR( 1
X
).
Ainsi on obtient l’algorithme 1.3 page suivante.
1.4.2 Algorithme 1.3
La sortie de l’algorithme 1.3 est une suite de quotients, note´e Stu =




), dR)], dans un algorithme d’Euclide (( tronque´ )). On notera que :
• les Q̂i(X) dans l’algorithme 1.3 sont les polynoˆmes re´ciproques de ceux calcule´s par l’algo-
rithme 1.2.
• dans l’algorithme 1.2 il e´tait ne´cessaire que les quotients soient des polynoˆmes formels
tandis que dans l’algorithme 1.3 les polynoˆmes re´ciproques sont des polynoˆmes usuels (cf.
la formule 1.22).
Dans cette variante, si Q̂i(X) = c0,iX
di + . . . + cdi,i, alors le i
e`me bloc Dii de D est d’ordre
deg Q̂i(X) et est donne´ par :
Dii = Hki(c0,i, . . . , cdi−1,i).





t + . . .+ rt alors :
Dk+1,k+1 = Hki(0, . . . , 0︸ ︷︷ ︸
dR−t−1
, r0, . . . , rt).
La correction de l’algorithme 1.3 de´coule imme´diatement de celle de l’algorithme 1.2.
Complexite´ de l’algorithme 1.3
Le nombre d’ope´ration arithme´tiques dans la re´duction d’une matrice de Hankel d’ordre n,
via l’algorithme 1.3, est maximum lorsque les quotients successifs sont tous de degre´ 1. Cela
donne le calcul de majoration suivant :
• A l’e´tape 1 on a a` faire 1 division, 4(n− 1) multiplications et 2n− 3 soustractions.
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Algorithme 1.3. Algorithme de re´duction d’une matrice de Hankel (3)
Entre´e : Une liste non nulle d’e´le´ments du corps K, S = [α1, α2, . . . , α2n−1], qui code une matrice
carre´e de Hankel h.
Sortie : Une liste Stu de polynoˆmes, qui codent les blocs diagonaux (( Hankel-infe´rieurs )).
Variables locales : m, r, d0, d1, d2, dd1, dd2 : compteurs ; R0, R1, R2, Q,R : polynoˆmes.
De´but
# initialisation
m := n ;R0 := X




2n−2−k ; Stu := [ ] ;
d0 := degR0 ; d1 := degR1 ;
# boucle
tant que 2d1 − d0 > 0 faire
dd1 := d0 − d1 − 1 ;
Q := le quotient de la division de R0 par R1 ;
R2 := le reste de la division de R0 par R1 ;
R1 := Tronk(R1, X, dd1) ;
# pour Tronk et Tronq voir De´finition 1.4.2 page 29.
R2 := Tronk(−R2, X, dd1) ;
d1 := degR1 ; d2 := degR2 ; dd2 := d1 − d2 ;
R0 := Tronq(R1, X, dd2) ;
R1 := Tronq(R2, X, 0) ;
Stu := Stu • [Q] ;
r := degQ ; m := m− r ;
d0 := degR0 ; d1 := degR1 ;
fin tant que
si d1 >= 0 alors
R1 := X
d1R1 ; R0 := Tronk(R0, X, d0 − d1) ; R := le quotient de la division de R1 par R0 ;
sinon
R := 0 ;
fin si ;
# sortie
Return Stu := Stu • [[R,m]] ;
Fin.
• A l’e´tape k (2 ≤ k ≤ n − 1) on a a` faire 1 division, 4(n − k) + 1 multiplications et
4(n− k)− 1 soustractions.
• A l’e´tape n on a a` faire seulement 1 division.
Ce qui donne n divisions, 2n2 − n− 2 multiplications et 2n2 − 5n+ 3 soustractions.
Proposition 1.4. Le nombre d’ope´rations arithme´tiques, lors de l’exe´cution de l’algorithme
1.3, est majore´ par 4n2 − 5n+ 1.
Le le´ger exce´dent par rapport a` l’algorithme 1.2 est duˆ au fait qu’on a calcule´ des coefficients
constants inutiles dans les restes.
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1.5 Comparaison avec l’algorithme classique
Dans [9] et [22], on peut trouver le re´sultat classique de diagonalisation par blocs d’une
matrice de Hankel (proposition 1.1 Equation (1.1)) et un algorithme qui a comme outil le
de´veloppement en fraction continue de −1/∑αix−i.
Par ailleurs, il est utile de clarifier la diffe´rence entre la diagonalisation par blocs obtenue
avec l’algorithme classique et celle obtenue par l’algorithme 1.2.
Etant donne´ une matrice de Hankel h = Hk(α1, . . . , α2n−1). Nous de´signons par Dclass =
tRclasshRclass (resp. D =
tAhA) la re´duite diagonale par blocs de h via l’algorithme classique
(resp. l’algorithme 1.2).
Pour la comparaison nous nous reportons a` l’exemple qui vient.
Exemple 1.5.1.
Soit h la matrice de Hankel d’ordre 15 de´finie par la liste :
S = [34,−12, 28, 2,−16, 41, 18,−41,−40,−23, 32, 6,−15, 2,−22,−21,−45, 11, 50,−15,−32,−5, 30, 18,−9, 40, 35, 1,−31],
Les mineurs principaux dominants de h (modulo 101) sont
{34, 0, 0,−26, 21, 0,−24, 0, 0,−49,−18, 0, 0, 0,−29} ,
par conse´quent les blocs de la re´duite seront d’ordre respectif : 1, 3, 1, 2, 3, 1, 4.
• Avec l’algorithme 1.2 on a :
la matrice de passage,
A =

3 −7 21 14 46 20 46 −48 0 0 −43 12 0 0 0
0 −3 2 27 −38 24−46 30−48 0 −48 0 12 0 0
0 0−3 2 −47 34−19 5 30−48 28 −24 0 12 0
0 0 0−3 4 14 46 −33 5 30 40 11−24 0 12
0 0 0 0 −6 5−25 5−33 5 −19 −37 11−24 0
0 0 0 0 0 35 35 −23 5−33 47 12−37 11−24
0 0 0 0 0 0 35 39−23 5 −44 12 12−37 11
0 0 0 0 0 0 0 39 39−23 20 22 12 12−37
0 0 0 0 0 0 0 0 39 39 41 20 22 12 12
0 0 0 0 0 0 0 0 0 39 −30 41 20 22 12
0 0 0 0 0 0 0 0 0 0 −30 −30 41 20 22
0 0 0 0 0 0 0 0 0 0 0 −30−30 41 20
0 0 0 0 0 0 0 0 0 0 0 0−30−30 41
0 0 0 0 0 0 0 0 0 0 0 0 0−30−30
0 0 0 0 0 0 0 0 0 0 0 0 0 0−30

,
34 1. Diagonalisation par blocs des formes de Hankel
et la re´duite diagonale par blocs,
D =












0 0 0 20






• Avec l’algorithme classique on a :
la matrice de passage classique,
Rclass =

1 36 0 0 26 15 0 −9 0 0 25 40 0 0 0
0 1 36 0 40 18 15 −7 −9 0 42 0 40 0 0
0 0 1 36 −9 −25 18 −18 −7 −9 26 21 0 40 0
0 0 0 1 33 −40−25 38−18 −7 −35 3 21 0 40
0 0 0 0 1 29−40 −18 38−18 4 45 3 21 0
0 0 0 0 0 1 29 2−18 38 22 40 45 3 21
0 0 0 0 0 0 1 1 2−18 −12 40 40 45 3
0 0 0 0 0 0 0 1 1 2 33 6 40 40 45
0 0 0 0 0 0 0 0 1 1 2 33 6 40 40
0 0 0 0 0 0 0 0 0 1 1 2 33 6 40
0 0 0 0 0 0 0 0 0 0 1 1 2 33 6
0 0 0 0 0 0 0 0 0 0 0 1 1 2 33
0 0 0 0 0 0 0 0 0 0 0 0 1 1 2
0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

,
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ou encore avec les notations de la proposition 1.1
Rclass = ( q0︸︷︷︸
Bloc1






, q3, J15q3︸ ︷︷ ︸
Bloc4













et la re´duite diagonale par blocs,
Dclass =












0 0 0 9
0 0 9 44





(h est bien LU-e´quivalente a` Dclass). Pour faire la comparaison entre les deux me´thodes, on doit
rendre A = (ai,j) unitriangulaire supe´rieure, d’ou` une nouvelle matrice de passage Aun de´finie
par :
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Ce qui donne pour notre exemple :
Aun =

1 36−7 29 26 15−16 −9 0 0 25 40 0 0 0
0 1 33−9 40 18 16 −7 −9 0 42 0 40 0 0
0 0 1 33 −9 −25 11 −18 −7 −9 26 21 0 40 0
0 0 0 1 33 −40−16 38−18 −7 −35 3 21 0 40
0 0 0 0 1 29−44 −18 38−18 4 45 3 21 0
0 0 0 0 0 1 1 2−18 38 22 40 45 3 21
0 0 0 0 0 0 1 1 2−18 −12 40 40 45 3
0 0 0 0 0 0 0 1 1 2 33 6 40 40 45
0 0 0 0 0 0 0 0 1 1 2 33 6 40 40
0 0 0 0 0 0 0 0 0 1 1 2 33 6 40
0 0 0 0 0 0 0 0 0 0 1 1 2 33 6
0 0 0 0 0 0 0 0 0 0 0 1 1 2 33
0 0 0 0 0 0 0 0 0 0 0 0 1 1 2
0 0 0 0 0 0 0 0 0 0 0 0 0 1 1










, col5, col6︸ ︷︷ ︸
Bloc4
, col7, col8, col9︸ ︷︷ ︸
Bloc5
, col10︸ ︷︷ ︸
Bloc6
, col11, col12, col13, col14︸ ︷︷ ︸
Bloc7
),















0 0 0 9
0 0 9 44
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(et h est aussi LU-e´quivalente a` Dun).
On a alors les diffe´rences et les ressemblances suivantes :
• On a bien le deuxie`me re´sultat de la proposition 1.1 : colmi = qi, i = 0, . . . , 6.
• Les matrices de passage A et Aun ne sont pas ne´cessairement Toeplitz par blocs alors que
Rclass est Toeplitz par blocs.
Pour avoir Rclass, il suffit donc de de´terminer la premie`re colonne de chacun de ses blocs,
c’est-a`-dire les qi qui sont entie`rement de´terminer par les colki .
Ainsi, la matrice de passage de l’algorithme 1.2 (rendue unitriangulaire supe´rieure) permet
de retrouver facilement la matrice de passage de la me´thode classique.
• Dans Dclass, le premier bloc est inchange´ (c’est celui de h), alors que dans D c’est l’inverse
de celui de h.
• Avec l’algorithme 1.2, il n’est pas ne´cessaire de calculer A pour obtenir D.
Remarque 1.1. On sait que la LU-de´composition d’une matrice carre´e re´gulie`re h dont tous
les mineurs principaux dominants sont non nuls, existe et est unique. Si en outre h est une
matrice de Hankel cette LU-de´composition est la meˆme chose que la de´composition obtenue
ci-dessus par la me´thode classique (introduite dans la section 1.1), chaque bloc diagonal Hankel
infe´rieur e´tant de taille 1.
1.6 Application : Preuve e´le´mentaire du The´ore`me de
Frobenius
Soit K un corps ordonne´. Nous donnons ici, une preuve simple, plus directe que celle donne´e
par Gantmacher (voir [17] chap. 10) et purement alge´brique et diffe´rente a` celle donne´e par
Fuhrmann (voir [16] chap. 8) du the´ore`me de Frobenius, qui calcule la signature d’une matrice
de Hankel re´elle a` partir des signes de ces mineurs principaux dominants.
Dans la suite on aura besoin de la notion de signe d’un ’e´le´ment de K et d’une proprie´te´ de la
signature d’une matrice diagonale par bloc.
De´finition 1.6.1. Soit a ∈ K, le signe de l’e´le´ment a est de´fini par :
sig(a) =

0 si a = 0
+1 si a > 0
−1 si a < 0
Proprie´te´
SoitM une matrice syme´trique a` coefficient dans K. la signature deM note´ par Sig(M), ve´rifie :
Sig(M) =
sig(a) si M = [a]n∑
i=1
Sig(Mi) si M = Diag(M1,M2, . . . ,Mn)
Le lemme suivant montre qu’on ne change pas le signe des mineurs principaux dominants
d’une matrice syme´trique lorsqu’on utilise pour changement de base une matrice triangulaire
supe´rieure.
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Lemme 1.6.2. Soient M une matrice syme´trique et N une matrice re´gulie`re de meˆme ordre



















ou` : X = tEAF + tEBG,
Y = tFAF + tGCG+ tG tBF + tFBG.
Enfin : sig(det( tEAE)) = sig(det(A)) et Sig( tEAE) = Sig(A).
Lemme 1.6.3. Soit h une matrice de Hankel et D sa re´duite donne´e par l’algorithme 1.1.
Alors leurs mineurs principaux dominants respectifs sont e`gaux (( a` la multiplication par des
carre´s non nuls pre`s )), en particulier les mineurs correspondants sont de meˆmes signes :
sig(∆k(h)) = sig(∆k(D)) pour k = 1, . . . , n.
Dans cette section nous conside´rons une matrice carre´e d’ordre n, re´gulie`re et de Hankel h.
Sa re´duite diagonale par blocs Hankel-infe´rieurs, D, code´e par la liste L que calcule l’algorithme
1.1 est donc de la forme :
D = Diag(D11, D22, . . . , Dkk)
ou` k est la longueur de L et Dii = Hki(L[i]) pour 1 ≤ i ≤ k. De´signons par ri la longueur de
L[i] et notons pour i = 1, . . . , k, mi =
∑i
j=1(rj), en particulier m0 = 0. Puisque D est diagonale
par blocs, le signe du de´terminant de chaque bloc Dii est donne´ par :
sig(det(Dii)) = sig(∆mi(D)∆mi−1(D)).
Pour achever l’ide´e de la de´monstration du the´ore`me de Frobenius, nous avons besoin d’un
calcul qui donne la signature d’une matrice Hankel-infe´rieure. Pour cela nous nous re´fe´rons a`
l’exemple suivant.
Exemple 1.6.4. Conside´rons la matrice Hankel-infe´rieure,
H1 =

0 0 0 0 0 1
0 0 0 0 1 a
0 0 0 1 a b
0 0 1 a b c
0 1 a b c d







0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

.
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Si nous utilisons P1 comme matrice de changement de base pour H1 on aura :
tP1H1 P1 =

0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 a 0
0 0 1 a b 0
0 1 a b c 0
1 0 0 0 0 0

.
Par conse´quent, si nous posons
P = P1

1 0 0 0 0 0
0 1−a−b−c/2 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1−a/2 0 0
0 0 0 1 0 0
0 0 0 0 1 0




tP H1 P =

0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0

,
qui est trivialement diagonalisable en la matrice Diag(1, 1, 1,−1,−1,−1).
Remarque 1.2. Signalons que la me´thode de´crite dans l’exemple 1.6.4 est vraie pour tout
ordre.
Ainsi, le lemme suivant nous semble eˆtre imme´diat.
Lemme 1.6.5. Soient K un corps ordonne´, (a1, a2, . . . , an) ∈ Kn avec a1 6= 0 et M =
Hki(a1, a2, . . . , an). On a alors :
Sig(M) =
{
0 si n est pair
sig(a1) = (−1)n−12 sig(det(M)) si n est impair
Toutes ces observations, le lemme 1.6.3 et le lemme 1.6.5 donnent donc le the´ore`me suivant :
The´ore`me 1.3. (Frobenius)
Soit h une matrice de Hankel re´gulie`re, d’ordre n. Soit m0 = 0 et 1 ≤ m1 < · · · < mk = n
les ordres des mineurs principaux dominants non nuls de h. Posons ri = mi − mi−1 pour
i = 1, . . . , k.





0, si ri est pair
(−1) ri−12 sig(∆mi(h)∆mi−1(h)), si ri est impair

2. Algorithme d’Euclide signe´ et
diagonalisation par blocs des formes
de Hankel et de Bezout
Introduction
Ce chapitre est consacre´ a` l’analyse de la (( diagonalisation par blocs )) des matrices de
Hankel et de Bezout associe´es a` deux polynoˆmes.
Plus pre´cisement, soit U(X) et V (X) deux polynoˆmes sur K[X] telle que n = deg(U(X)) >
deg(V (X)). Soit H(U, V ) (respectivement Bez(U, V )) la matrice de Hankel (respectivement
de Bezout) associe´e a` U(X) et V (X). Dans [8] et [7], les auteurs introduisent un algorithme
paralle`le pour la diagonalisation par blocs de JBez(U, V )J et expliquent comment obtenir la
suite des restes apparue dans l’Algorithme d’Euclide signe´ applique´ a` U(X) et V (X) durant
l’exe´cution de l’algorithme.
En outre, comme
Bez(U, V ) = Bez(U, 1)H(U, V ) Bez(U, 1) (2.1)
(pour la preuve, voir [26], page 475) la diagonalisation par blocs de JBez(U, V )J peut eˆtre
obtenue a` partir de la diagonalisation par blocs de H(U, V ) et vice versa.
Ici nous montrons que l’application de notre algorithme (introduit dans le Chap 1) a` H(U, V )
rapporte une preuve plus simple et plus belle du paralle´lisme entre l’Algorithme d’Euclide signe´
applique´ a` U(X) et V (X) et la diagonalisation par blocs de la matrice de Hankel ssocie´e H(U, V ).
De plus, nous devons comparer nos re´sultats et la version se´quentielle de l’algorithme pre´sente´
dans [7] pour des matrices de Bezout. Nous montrons que les deux algorithmes donnent la
meˆme matrice diagonale par blocs, ce qui est diffe´rent de la me´thode classique.
Apre`s un rappel (section 2.1) concernant les matrices de Hankel et de Bezout associe´es a`
deux polynoˆmes nous pre´sentons (section 2.2 la diagonalisation par blocs de H(U, V ). Nous
analysons ensuite la diagonalisation par blocs des matrices de Bezout.
2.1 Matrices de Hankel et de Bezout associe´es a` deux
polynoˆmes
Dans K[X] nous conside´rons deux polynoˆmes :
U(X) = unX
n + un−1Xn−1 + . . .+ u1X + u0 et V (X) = vmXm + vm−1Xm−1 + . . .+ v1X + v0,
de degre` respectif n et m telle que : n > m > 0.
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Rappelons que l’Algorithme d’Euclide signe´, applique´ a` U(X) et V (X) ge´ne`re une suite des
quotients {qi(X)} et des restes {ri(X)} de la manie`re suivante :{
r−1(X) := U(X), r0(X) := V (X)
ri−2(X) := ri−1(X)qi(X)− ri(X); deg(ri(X)) < deg(ri−1(X)), 1 ≤ i ≤ L
(2.2)
ou` −ri(X) est le reste de la division de ri−2(X) par ri−1 et rL = pgcd(U(X), V (X)).
Dans cette section, on aura besoin (en plus de la base standard BSt = {1, . . . , Xn−1}) de la
notion de base de Horner de Kn−1[X], de´finie par les polynoˆmes de Horner.
De´finition 2.1.1. On appelle polynoˆmes de Horner associe´s a` un polynoˆme U(X) = unX
n +
un−1Xn−1+ . . .+u1X+u0 de degre´ n, les polynoˆmes {Hor1(X),Hor2(X), . . . ,Horn(X)}, de´finis
par :
Hori(X) = unX
n−i + un−1Xn−i−1 + . . .+ ui+1X + ui, i = 1, . . . , n.
D’une manie`re re´cursive on a :
Horn(X) = 1,
Horn−k(X) = XHorn−k+1(X) + un−k, k = 1, . . . , n− 1.
Remarque 2.1. Remarquons que la famille {Hor1(X),Hor2(X), . . . ,Horn(X)} est libre et
maximale dans Kn−1[X], elle forme donc une base : la base de Horner (appele´e e´galement
base de controle dans [16] page 98) de Kn−1[X] associe´e au polynoˆme U(X), note´e BHo. Ainsi
la matrice de changement de base de BHo a` BSt est :
HS =

u1 u2 · · · un−1 un
u2 u3 · · · un 0
...
... . .
. . . .
...
un−1 un . .
. ...
un 0 · · · · · · 0

= Hks(u1, · · · , un−1, un).
Soit ϕU l’application line´aire correspondante a` la multiplication par X modulo U(X) sur
Kn−1[X] :
ϕU :Kn−1[X]−→ Kn−1[X]
P (X) 7−→ rest(XP (X), U(X))
De´finition 2.1.2. On appelle matrice Compagnon de U(X), la matrice CompU de l’application
line´aire ϕU relativement a` la base standard, suivante :
CompU =M(ϕU ,BSt,BSt) =

0 0 · · · 0 −u0/un
1 0 · · · 0 −u1/un






0 0 · · · 1 −un−1/un
 .
Plus ge´ne´ralement, conside´rons l’application line´aire ΦVU correspondante a` la multiplication par
V (X) modulo U(X) sur Kn−1[X] :
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ΦVU :Kn−1[X]−→ Kn−1[X]
P (X) 7−→ rest(V (X)P (X), U(X))
Alors on a :





2. Si V (X) = 1 alors Φ1U = idKn−1[X] et par conse´quent :
M(Φ1U ,BHo,BSt) = HS.
2.1.1 La matrice H(U,V)
Nous de´signons par S(X) la se´rie formelle associe´e a` la fonction V (X)
U(X)
:






−i ∈ K[[ 1
X
]].
De´finition 2.1.3. On appelle matrice de Hankel associe´e a` U(X) et V (X), la matrice carre´e
d’ordre n, de´finie par Hk(h1, h2, · · · , h2n−1) et note´e par H(U, V ). C’est-a`-dire, H(U, V ) =
(hi+j−1)1≤i,j≤n :
H(U, V ) =

h1 h2 · · · hn−1 hn





hn−1 hn · · · h2n−3 h2n−2
hn hn+1 · · · h2n−2 h2n−1
 .
Pour plus de de´tailles concernant ces matrices et leurs proprie´te´s on peut consulter, par exemple,
[24](1989), [8](1994), [12](2002), [3](2003) et [13](2004).
Mais comme premier re´sultat, on peut dire que la matrice H(U, V ) n’est autre que la matrice
de l’application line´aire ΦVU de la base standard a` la base de Horner, qu’on peut l’e´crire par :
H(U, V ) =M(ΦVU ,BSt,BHo)
Exemple 2.1.1.
Dans Q[X] on conside`re les polynoˆmes :
U(X) = X5 − 2X4 + 6X3 −X + 5, V (X) = −7X4 +X3 + 2X2 − 5X − 6,
la matrice de Hankel, associe´e a` U(X) et V (X) est alors :
H(U, V ) =

−7 −13 18 109 97
−13 18 109 97 −438
18 109 97 −438−1375
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Re´ciproquement, toute matrice de Hankel re´gulie`re peut eˆtre conside´re´e comme e´tant la matrice
de Hankel associe´e a` deux polynoˆmes premiers entre eux. Ci-apre`s nous pre´sentons la version
donne´e dans [8].
Proposition 2.1. Pour toute matrice de Hankel h = Hk(h1, . . . , h2n−1) d’ordre n, re´gulie`re, il
existe deux polynoˆmes U(X) et V (X) premiers entre eux, de degre´ respectif n > m, tels que :
h = H(U, V ).
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ou` h2n est a` fixe´ dans K .
Pour la preuve on peut consulter [7, 15].
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ainsi V (X) est une constante de K. Si on prend V (X) = v0 = 1 alors un = 1/hn et h = H(U, 1).
Nous utiliserons cette remarque apre`s dans la section 2.3.1.
Dans la litte´rature on trouve que les matrices de Hankel sont e´troitement lie´es aux matrices
de Bezout. Pour cela, on donne la de´finitions suivantes :
2.1.2 La matrice Bez(U,V)
De´finition 2.1.4. On appelle matrice de Bezout associe´e aux polynoˆmes U(X) et V (X), la
matrice syme´trique
Bez(U, V ) =
 c0,0 · · · c0,n−1... ...
cn−1,0 · · · cn−1,n−1
 ,
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ou` les ci,j sont de´finis par l’expression de Cayley :
U(X)V (Y )− U(Y )V (X)





Comme dans le cas des matrices de Hankel associe´es a` deux polynoˆmes, on peut dire que la
matrice Bez(U, V ) n’est autre que la matrice de l’application line´aire ΦVU de la base de Horner
a` la base standard , qu’on peut e´galement l’e´crire par :
Bez(U, V ) =M(ΦVU ,BHo,BSt)
Remarque 2.4. Si V (X) = 1 alors d’apre`s la remarque 2.2,
Bez(U, 1) = HS = Hks(u1, · · · , un−1, un),
d’ou` :
Bez(U, 1)Jn = Tops(1, un−1, · · ·u1). (2.3)
Comme les matrices Bez(U, V ) et H(U, V ) repre´sentent la meˆme application line´aire, on a alors




x y y Bez(U, 1)
BHo −→ BSt
Bez(U, V )
d’ou la formule qui relie les matrices de Bezout et de Hankel :
Bez(U, V ) = Bez(U, 1)H(U, V ) Bez(U, 1). (2.4)
Puisque Bez(U, V ) et H(U, V ) sont deux matrices congruente et syme´triques, on a (dans
[2, 29]) les proprie´te´s suivantes :
Proprie´te´s
1. rang(Bez(U, V ))= rang(H(U, V ))
2. Sig Bez(U, V )=Sig H(U, V )
3. deg(pgcd(U, V ))= i⇐⇒ rang(H(U, V ))=n− i.
4. Bez(U, 1)−1=H(U, 1).
5. H(U, V ) · Bez(U,K) = I ou` V (X) ·K(X) = 1 mod U(X).
Dans tous ce qui suit, nous de´signerons par U(X) et V (X) deux polynoˆmes premiers
entre eux de K[X]. Dans la section suivante on va voir comment on peut obtenir la liste des
quotients et des restes de U(X) et V (X) a` partir de la diagonalisation par bloc de H(U, V ) et
inversement.
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2.2 Diagonalisation par bloc de H(U, V ) et algorithme
d’Euclide signe´
On a vu dans le chapitre 1 que si nous ite´rons l’e´tape e´le´mentaire prouve´e dans le The´ore´me
1.2, jusqu’au moment ou` l’on obtient comme matrice de Hankel restant a` traiter une matrice
Hankel-infe´rieure , nous obtenons ainsi une matrice diagonale par blocs (( Hankel-infe´rieurs ))
D et une matrice triangulaire supe´rieure A telles que :
tAhA = D ∈ Dn. (2.5)
Cependant, on a prouve´ que la de´termination de A n’est pas exige´ pour obtenir la matrice
D, il suit du fait que les coefficients des quotients de la division X2n−1 par α1X2n−2+. . .+α2n−1
dfinissent les blocs diagonaux.
2.2.1 Re´duite diagonale par bloc de H(U,V) et suite des quotients
La matrice de Hankel h, associe´e a` U(X) et V (X) est dans ce cas re´gulie`re et est de´finie par
les 2n− 1 premiers coefficients de :







autrement dit h = H(U, V ) = Hk(0, . . . , 0, hn−m, . . . , h2n−1).
Si on applique le The´ore`me 1.2 a` H(U, V ), on obtient la de´composition suivante :
tt
−1









U(X) = V (X)q1(X)− r1(X)(deg(r1(X)) < deg(V (X))) et t1 = Tops(hn−m, . . . , h2n−m−1).
En effet, pour avoir les coefficients des deux premiers blocs diagonaux de la re´duite h′ de h via
le The´ore`me 1.2, on doit calculer les coefficients de la matrice inverse de Tops(hn−m, . . . , h2n−1)












De plus, d’apre`s les e´quations 1.12 et 2.3 on peut ecrire :









h′11 = D11 = Hki(q1,n−m, . . . , q1,1) = Jn−mBez(q1, 1)Jn−m,
h′22 = −Hk(α1, . . . , µm) = H(V, r1).
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D’ou` la preuve de l’e´quation 2.6.
A ce stade, remarquons le paralle´lisme entre cette premie`re e´tape de re´duction et celle de
l’algorithme d’Euclide signe´, en effet :
• Si on a la de´composition 2.6 de H(U, V ), alors on a
n−m = d1 = deg(q1(X)),
q1X = q1,n−mXn−m + q1,n−m−1Xn−m−1 + . . .+ q1,1X + q1,0
et puisque on a H(V, r1) on peut de´duire r1(X) en appliquant la Proposition 2.1 et enfin
on peut re´cupe´rer la constante q1,0 de q1(X).
• Inversement, si on a U(X) = V (X)q1(X)− r1(X) on peut alors calculer :
- Bez(q1, 1) qui sera le premier bloc Hankel-infe´rieur de la re´duite,
- H(V, r1) qui sera le deuxie`me bloc,
- t−11 = Tops(q1,n−m, . . . , q1,0, α1, . . . , αm−1),
d’ou` la formule 2.6 de de´composition de H(U, V ).
Avec les notations de l’e´quation 2.2, l’Algorithme d’Euclide signe´, applique´ a` U(X) et V (X)
ge´ne`re la suite des quotients {qi(X)} et des restes {ri(X)} suivante :{
r−1(X) := U(X), r0(X) := V (X)
ri−2(X) := ri−1(X)qi(X)− ri(X); deg(ri(X)) < deg(ri−1(X)), rk+1(X) = 0; 1 ≤ i ≤ k + 1
(2.7)
Alors, si on ite´re l’e´tape pre´ce´dente jusqu’au moment ou` l’on obtient comme matrice de Hankel
restant a` traiter une matrice Hankel-infe´rieure, on aura la re´duite diagonale par blocs (( Hankel-
infe´rieurs )) D = Diag(D11, . . . , Dk+1,k+1) de la Proposition 1.2, par conse´quent on a :
Dii = JdiBez(qi, 1)Jdi ; di = deg(qi(X)) = deg(ri−2(X))− deg(ri−1(X)) : i = 1, . . . , k;
Dk+1,k+1 = H(rk−1, rk) ou` rk(X) ∈ K comme pgcd(U, V ) = 1 : i = k + 1;
Ainsi, la suite des quotients ge´ne´re´e par l’Algorithme d’Euclide signe´ applique´ a` U(X) et
V (X), fournit tous les blocs diagonaux (( Hankel-infe´rieurs )) de la re´duite D et par conse´quent
il est inutile de calculer la matrice A pour obtenir D.
Remarque 2.5. Remarquons que les matrices principales dominantes de H(U, V ) sont
Hm1 , Hm2 , ..., Hmk+1 = H, d’ordre respectif mi, avec :
m1 = d1 = n− deg(r0(X)), m2 = d1 + d2 = n− deg(r1(X)), . . . , (2.8)
mi = d1 + · · ·+ di = n− deg(ri−1(X)), . . . , mk+1 = n.
Et graˆce a` l’e´quation 2.4, cette proprie´te´ est e´galement ve´rifie´e par la matrice JBez(U, V ) J.
2.2.2 Exemple
Soit
U(X) = 6X9 + 24X8 + 44X7 + 162X6 + 60X5 + 273X4 + 32X3 + 193X2 − 70X − 10,
V (X)= 2x7 + 6x6 + 6x5 + 40x4 − 28x3 + 65x2 − 19x− 2.
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On a alors,




















































Dans la suite, nous donnons le tableau (2.1) dans lequel nous faisons apparaˆıtre le paralle´lisme
entre l’algorithme d’Euclide signe´ applique´ a` U(X) et V (X) et notre me´thode de diagonalisation
par bloc applique´e a` H(U, V ).
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Premie`re e´tape : Diagonalisation en deux blocs de H(U, V ) :






0 0 −1 0 5 −1 −25
0 −1 0 5 −1 −25 21/2
−1 0 5 −1 −25 21/2 124
0 5 −1 −25 21/2 124 −81
5 −1 −25 21/2 124 −81 −609
−1 −25 21/2 124 −81 −609 545







L’algorithme d’Euclide signe´ applique´ a` U(X) et V (X)
r−1(X) = r0(X)q1(X)− r1(X)
= r0(X)(3X2 + 3X + 4)− (−2X4 − 6X3 + 4X2 − 12X + 2)








0 1/2 0 −1
1/2 0 −1 0
0 −1 0 −3/2







L’algorithme d’Euclide signe´ applique´ a` r0(X) et r1(X)
r0(X) = r1(X)q2(X)− r2(X)
= r1(X)(−X3 − 5X + 1)− (−X2 − 3X + 4)














L’algorithme d’Euclide signe´ applique´ a` r1(X) et r2(X)
r1(X) = r2(X)q3(X)− r3(X)
= r2(X)(2X2 + 4)− 14
Tableau 2.1 – Paralle´lisme entre algorithme d’Euclide signe´ et
diagonalisation par bloc de H(U,V).































; t−11 = Tops(3, 3, 4, 0, 0, 1, 0,−5, 1, );
t2 = Tops(−1, 0, 5,−1,−25, 21/2, 124); t−12 = Tops(−1, 0,−5, 1, 0,−1/2, 0, );
t3 = Tops(1/2, 0,−1, 0); t−13 = Tops(2, 0, 4, 0).
Si on pose






3 3 −4 0−20 6 0 8 0
0 3 −3−4−15 −34 6 −71 8
0 0 −3−3−19 −24−34 −45 −71
0 0 0−3 −3 −38−24 −110 −45
0 0 0 0 −3 −6−38 −36−110
0 0 0 0 0 −6 −6 −50 −36
0 0 0 0 0 0 −6 −6 −50
0 0 0 0 0 0 0 −6 −6
0 0 0 0 0 0 0 0 −6

,
alors, la re´duite diagonale par bloc de h = H(U, V ) est :



















2.2.3 Matrice de passage et suite des restes
On a vu dans la section 2.2.1 qu’e´tant donne´e la suite des quotients, il est inutile de calculer
la matrice A pour obtenir D telle que D = tAH(U, V )A. La question naturelle qui se pose
maintenant est : est-il aussi possible d’obtenir A a` partir de la division de polynoˆmes ? et la
re´ponse est oui, en effet :
d’apre`s l’exemple 2.2.2 pre´ce´dent, on constate que la suite des restes de U(X) et V (X)
apparaˆıt dans la matrice :
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A−1Bez(U, 1)J =

2 6 6 40−28 65−19 −2 0
0 2 6 6 40−28 65−19−2
0 0−2−6 4−12 2 0 0
0 0 0−2 −6 4−12 2 0
0 0 0 0 −2 −6 4−12 2
0 0 0 0 0 −1 −3 4 0
0 0 0 0 0 0 −1 −3 4
0 0 0 0 0 0 0 −1−3










A−1Bez(U, 1)J =Diag(I5, t3)Diag(I2, t2)t1 Bez(U, 1)J︸ ︷︷ ︸
(2.4)
= Diag(I5, t3)Diag(I2, t2)t1Tops(u9, · · · , u1)
.
Comme la multiplication des matrices Toeplitz-supe´rieures repre´sente une multiplication de
polynoˆmes et comme la matrice
t1 est
– une matrice Toeplitz-supe´rieure d’ordre 9 ou` 9 = deg(U(X)).
– de´finie par les 9 premiers e´le´ments a` compter a` partir du premier e´le´ment non nuls dans
la liste qui code H(U, V ) ' V (X)/U(X)
on a alors l’identite´ suivante :
t1Tops(u9, . . . , u1) = Tops(XV).
De meˆme, comme la matrice
t2 est
– une matrice Toeplitz-supe´rieure d’ordre 7 ou` 7 = deg(U(X))− d1, d1 = deg(q1(X)).
– de´finie par les 7 premiers e´le´ments a` compter a` partir du premier e´le´ment non nuls dans
la liste qui code H(V, r1) ' r1(X)/V (X)











d1 = 2 d2 = 3
De meˆme, comme la matrice
t3 est
– une matrice Toeplitz-supe´rieure d’ordre 4 ou` 4 = deg(U(X))−(d1+d2), d2 = deg(q2(X)).
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– de´finie par les 4 premiers e´le´ments a` compter a` partir du premier e´le´ment non nul dans
la liste qui code H(r1, r2) ' r2(X)/r1(X)
on a alors l’identite´ suivante :
















Reprenons les notations de la section 2.2.1 et supposons que la re´duite D de H(U, V ) aura k+1
blocs diagonal Hankel-infe´rieurs, D = tAH(U, V )A = diag(D11, D22, . . . , Dkk, Dk+1,k+1), ou`
A = t−11 Diag(Im1 , t
−1





– une matrice Toeplitz-supe´rieure d’ordre n = deg(U(X)),
– de´finie par les n premiers e´le´ments a` compter a` partir du premier e´le´ment non nuls de la
liste qui code H(U, V ), c’est-a`-dire les n premier coefficients de la se´rie V (X)/U(X).
t2 est
– une matrice Toeplitz-supe´rieure d’ordre n−d1 = n−m1 = deg(V (X)) ou` d1 = deg(q1(X)),
– de´finie par les m premiers e´le´ments a` compter a` partir du premier e´le´ment non nuls de la
liste qui code H(V, r1), c’est-a`-dire les m premier coefficients de la se´rie r1(X)/V (X).
et ainsi de suite jusqu’au dernie`re matrice tk.
plus ge´ne´ralement, si on pose m0 = 0 on a pour tout i = 1, ..., k la matrice :
ti est
– une matrice Toeplitz-supe´rieure d’ordre n− (d1 + . . .+ di−1) = n−mi−1 = deg(ri−2(X))
ou` di−1 = deg(qi−1(X)),
– de´finie par les n−mi−1 premiers e´le´ments a` compter a` partir du premier e´le´ment non nul
dans la liste qui code H(ri−2, ri−1) ' ri−1(X)/ri−2(X).
Le lemme suivant montre que A−1Bez(U, 1)J est une matrice triangulaire supe´rieure dont les
lignes sont donne´es par la liste des restes {r0(X), . . . , rk−1(X)} donne´e par l’algorithme d’Euc-
lide signe´ applique´ a` U(X) et V (X).
Lemme 2.2.1. Supposons que chaque reste ri(X) est e´crit comme suis :
ri(X) = ri,n−mi+1X
n−mi+1 + · · ·+ ri,0
.
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Alors la matrice A−1Bez(U, 1)J est donne´e par :
vm . . . . . . . . . . . . . . . . . . . . . v0
. . . . . .
vm . . . . . . . . . . . . . . . . . . v0
r1,n−m2 . . . . . . . . . r1,0
. . . . . .
r1,n−m2 . . . . . . r1,0
. . .
rk−3,n−mk−2 . . . rk−3,0
. . . . . .




A = t−11 Diag(Im1 , t
−1




A−1Bez(U, 1)J =Diag(Imk−1 , tk) . . .Diag(Im1 , t2)t1 Bez(U, 1)J︸ ︷︷ ︸
(2.4)
= Diag(Imk−1 , tk) . . .Diag(Im1 , t2)t1Tops(un, · · · , u1)
.
Comme la multiplication des matrices Toeplitz-supe´rieures repre´sente une multiplication de
polynoˆmes et comme la matrice t1 est une matrice Toeplitz-supe´rieure d’ordre n, de´finie par les
n premiers e´le´ments de la se´rie formelle V (X)/U(X) ; on a alors l’identite´ suivante :
t1Tops(un, . . . , u1) = Tops(X
n−m−1V).
De meˆme, la matrice t2 est une matrice Toeplitz-supe´rieure d’ordre n − m1, de´finie par les
n−m1 premiers e´le´ments de la se´rie formelle r1(X)/V (X) ; on a alors
Diag(Im1 , t2) Tops(X
n−m−1V) =

vm . . . v0
. . . . . .
vm . . . v0
Tops(Xd2−1r1)
 .
Finalement, puisque chaque matrice ti est une matrice Toeplitz-supe´rieure d’ordre n−mi−1,
de´finie par les n − mi−1 premiers termes de la se´rie formelle ri−1(X)/ri−2(X), nous pouvons
suivre le meˆme raisonnement avec les autres produits, d’ou`
A−1Bez(U, 1)J
(2.4)
= Diag(Imk−1 , tk) . . .Diag(Im2 , t3)Diag(Im1 , t2) t1Tops(un, · · · , u1)︸ ︷︷ ︸
=Diag(Imk−1 , tk) . . .Diag(Im2 , t3)Diag(Im1 , t2) Tops(X
d1−1V)︸ ︷︷ ︸
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= Diag(Imk−1 , tk) . . .Diag(Im2 , t3)Diag(Im1 , t2))

vm . . . . . . v0
. . . . . .
vm . . . . . . v0








 d1Tops(vm, . . . , v1)
= Diag(Imk−1 , tk) . . .Diag(Im2 , t3)

vm . . . . . . . . . v0
. . . . . .





= Diag(Imk−1 , tk) . . .

vm . . . . . . . . . . . . . . . v0
. . . . . .
vm . . . . . . . . . . . . . . . v0
r1,n−m2 . . . . . . r1,0
. . . . . .







vm . . . . . . . . . . . . . . . . . . . . . v0
. . . . . .
vm . . . . . . . . . . . . . . . . . . v0
r1,n−m2 . . . . . . . . . r1,0
. . . . . .
r1,n−m2 . . . . . . r1,0
. . .
rk−3,n−mk−2 . . . rk−3,0
. . . . . .
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Remarque 2.6. Dans cette section on a conside´re´ deux polynoˆmes U(X) et V (X) premiers
entre eux. Ci c’est pas le cas, la seule diffe´rence est que H(U, V ) n’est pas re´gulie`re. Donc,
on obtient par le meˆme raisonnement qu’auparavant, la re´duite diagonale par blocs (( Hankel-
infe´rieurs )) D = Diag(D11, . . . , Dk+1,k+1) tels que :
Dii = JBez(qi, 1) J, i = 1, . . . , k;
Dk+1,k+1 = bloc nul , i = k + 1.
2.3 Diagonalisation par bloc de JBez(U, V ) J
Dans cette section nous pre´sentons la me´thode de diagonalisation par blocs de la matrice
JBez(U, V ) J, de´crite dans [7]. Dans cette diagonalisation les auteurs utilisent la notion de
comple´ment de Schur d’une matrice.
De´finition 2.3.1. Soient A,B,C et D quatre matrices d’ordre respectif p× p, p× q, q × p et







alors M est une matrice carre´e d’ordre (p+ q)× (p+ q).
On appelle comple´ment de Schur du bloc A dans M , la matrice carre´e d’ordre p× p :
S = D − C A−1B.
2.3.1 Re´duite diagonale par bloc de JBez(U, V ) J
E´tant donne´ mi (voir l’e´quation (2.8)), le mineur (JBez(U, V ) J)mi est non nul, comme nous
l’avons dit dans la remarque 2.5. Ci-apre`s nous pre´sentons l’algorithme paralle`le de´crit dans
[7]), pour la diagonalisation par blocs de JBez(U, V )J.
Proposition 2.2.









M(JBez(U, V )J)−1miT I
)(
JBez(U (i), V (i))J O
O JBez(ri−1, ri)J
)(







T = Topi(un, . . . , un−m1+1)Bez(U
(i), 1)−1J,
les polynoˆmes U (i)(X), V (i)(X) ve´rifient
H(U, V )mi = H(U
(i), V (i))
et
JBez(ri−1, ri)J = N −M(JBez(U, V )J)−1mi tM
qui est e´gal au complement de Schur de (JBez(U, V )J)mi dans (JBez(U, V )J).
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Nous avons se´quentiellement applique´ l’identite´ (2.9) dans le but de la comparer avec la
noˆtre. Nous commenc¸ons a` calculer le premier bloc diagonal.
De´signons par Db la matrice diagonale par bloc LU-quivalente a` la matrice JBez(U, V )J, et
par Db11 son premier bloc. Alors
m1 = n−m, h11 = H(U, V )n−m = Hki(hn−m, . . . , h2n−2m−1)
et via la remarque 2.3, on peux choisir V (1)(X) = 1 de telle sorte que
h11 = H(U, V )n−m = H(U (1), 1).
Comme
H(U (1), 1)−1 = Bez(U (1), 1),
on a
Jh−111 J = JH(U
(1), 1)−1J = JBez(U (1), 1)J.
De plus, l’e´quation (2.6) nous donne
Jh−111 J = JBez(q1, 1)J.
Alors
Db11 = JBez(U
(1), 1)J = JBez(q1, 1)J.
De cette fac¸on nous obtenons re´cursivement une matrice supe´rieure Ab et une matrice diagonale
par blocs Db telle que :
tAb JBez(U, V )JAb = Db (2.10)
Pour conclure, nous pouvons affirmer que les blocs de D et Db sont les meˆmes a` l’exception
du dernier,
Dkk = H(rk−2, rk−1), Dbkk = JBez(rk−2, rk−1) J.
2.3.2 La matrice Ab
E´tant donne´ la suite des quotients signe´s {qi(X)} de U(X) et V (X), il est donc inutile de
calculer la matrice Ab afin d’obtenir Db.
Comme nous l’avons expliquer dans la section 2.2.3, il est aussi possible d’obtenir directe-
ment A−1b a` partir de la suite des restes signe´s {ri(X)} de U(X) et V (X). En effet, il suit du
lemme 2.2.1 et de l’e´quation (2.1) que :
A−1b =

vm . . . . . . . . . . . . . . . . . . v0
. . . . . .
vm . . . . . . . . . . . . . . . v0
r1,n−m2 . . . . . . . . . r1,0
. . . . . .
r1,n−m2 . . . . . . r1,0
. . .
rk−2,n−mk−1 . . .rk−2,0
. . . . . .
rk−2,n−mk−1 . . . rk−2,0
Idk

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Remarque 2.7. Si H(U, V ) est singulie`re alors D = Db.
Remarque 2.8. Les re´sultats susdites de´crivent des algorithmes de diagonalisation par blocs
des matrices de Hankel et Bezout, associe´es a` deux polynoˆmes. Cependant une telle diagonali-
sation n’est pas unique. Par exemple, observons comment est-il possible d’obtenir une diagona-
lisation par blocs de H(U, V ) a` partir de celle de JBez(U, V )J et vice versa.
Si




H(U, V ) (Bez(U, 1)JAb) = Db.
Et si









De toute fac¸on, si nous avons plusieurs matrices supe´rieures ve´rifiant l’e´quation 2.5 (respecti-
vement l’e´quation 2.10) et si nous faisons la diagonale principale e´gale a` 1 alors nous devons
trouver la meˆme me`mei colonne dans toutes ces matrices (voir le The´ore`me 1.1).
Remarque 2.9. Notons que dans l’algorithme d’Euclide, qk+1(X) =
rk−1(X)
rk(X)
, par conse´quent la
suite des quotients signe´s {qi(X) = qi,diXdi + qi,di−1Xdi−1 + . . . + qi,1X + qi,0; i = 1, . . . , k}
fournit l’expression de la signature,




0, si di = deg(qi(X)) est pair;
sig(qi,di), si di = deg(qi(X)) est impair.
(2.11)
Ainsi, nos conclusions peuvent eˆtre utilise´es pour simplifier beaucoup de preuves de re´sultats
concernant la signature d’une matrice de Hankel :
• par exemple, dans [20], l’auteur prouve l’identite´ (2.11) d’une manie`re de´taille´e et non
pas d’une fac¸on directe de la diagonalisation par blocs.
• Dans [27], le The´ore`me 3.4 se trouve eˆtre un corollaire de The´ore`me 1.2.
• Dans [4], nous pre´sentons une preuve simple pour le The´ore`me de Frobenius qui ca-
racte´rise la signature d’une matrice Hankel par le signe de ses mineurs principaux domi-
nants.
D’autre part, il y a d’autres applications inte´ressantes lie´es au domaine de la Ge´ome´trie
Alge´brique Re´elle, comme le calcul des racines re´elles d’un polynoˆme re´el ou le proble`me Routh-
Hurwitz pour des polynoˆmes re´els (voir [3] et [26]).
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2.3.3 Exemple
Nous reprenons ici l’exemple 2.2.2. On a alors,
J Bez(u, v) J =

0 12 36 36 240 −168 390 −114 −12
12 84 180 384 792 −282 1446 −468 −48
36 180 324 936 932 150 2006 −744 −68
36 384 936 1544 4992 −2722 8628 −2726−264
240 792 932 4992 −1960 6756 16 −984 −60
−168−282 150 −2722 6756 −8908 9041 −2447−146
390 1446 2006 8628 16 9041 5037 −2714−344
−114−468−744−2726 −984 −2447−2714 539 264
−12 −48 −68 −264 −60 −146 −344 264 −50

.
Dans le tableau (2.2) nous faisons apparaˆıtre le paralle´lisme entre l’algorithme d’Euclide signe´
applique´ a` U(X) et V (X) et la diagonalisation par bloc de JBez(U, V )J, dans lequel les matrices
bi sont calcule´es re´cursivement via l’identite´ 2.9 :
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Premie`re e´tape : Diagonalisation en deux blocs de JBez(U, V )J :






0 0 −4 −12 8 −24 4
0 −4 −24 −28 0 −68 12
−4 −24−40 −36 −44 −60 12
−12−28−36−340 230 −506 76
8 0 −44 230 −228 298 −68
−24−68−60−506 298 −772 138







L’algorithme d’Euclide signe´ applique´ a` U(X) et V (X)
r−1(X) = r0(X)q1(X)− r1(X)
= r0(X)(3X2 + 3X + 4)− (−2X4 − 6X3 + 4X2 − 12X + 2)








0 2 6 −8
2 12 10 −24








L’algorithme d’Euclide signe´ applique´ a` r0(X) et r1(X)
r0(X) = r1(X)q2(X)− r2(X)
= r1(X)(−X3 − 5X + 1)− (−X2 − 3X + 4)














L’algorithme d’Euclide signe´ applique´ a` r1(X) et r2(X)
r1(X) = r2(X)q3(X)− r3(X)
= r2(X)(2X2 + 4)− 14
Tableau 2.2 – Paralle´lisme entre algorithme d’Euclide signe´ et
diagonalisation par bloc de Bez(U,V).




2 6 6 40−28 65−19 −2 0
0 2 6 6 40−28 65−19−2
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0





−1/2 3/2−11/2−45 41−69 11
0−1/2 3/2 11−12 19−3
0 0 −1/2 −3 2 −6 1
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0






0 0 1 0
0 0 0 1
 .











































−11 45 198 −183
0 0 0 0
−1
2
3 −11 −51 45
0 0 0 0 0 −1 3 13 −12
0 0 0 0 0 0 −1 −3 4
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1

;
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on aura alors
Db =
tAb JBez(U, V ) JAb =

0 3 0 0 0 0 0 0 0
3 3 0 0 0 0 0 0 0
0 0 0 0−1 0 0 0 0
0 0 0−1 0 0 0 0 0
0 0−1 0−5 0 0 0 0
0 0 0 0 0 0 2 0 0
0 0 0 0 0 2 0 0 0
0 0 0 0 0 0 0 0−14
0 0 0 0 0 0 0−14−42

.
De plus comme nous l’avons dit dans la section 2.3.2, remarquons que les restes apparaissent
dans la matrice suivante :
A−1b =

2 6 6 40−28 65−19 −2 0
0 2 6 6 40−28 65−19−2
0 0−2−6 4−12 2 0 0
0 0 0−2 −6 4−12 2 0
0 0 0 0 −2 −6 4−12 2
0 0 0 0 0 −1 −3 4 0
0 0 0 0 0 0 −1 −3 4
0 0 0 0 0 0 0 1 0




3. Variantes de l’algorithme de
Berlekamp–Massey
Introduction
Nous revisitons dans ce chapitre l’algorithme de Berlekamp-Massey , qui calcule le polynoˆme
ge´ne´rateur d’une suite re´currente line´aire a` partir des premiers termes de la suite.
L’algorithme classique est pre´sente´ dans la section 3.1. Une variante, le´ge`rement plus simple
est donne´e dans la section 3.2. L’explication de l’algorithme est e´galement plus facile. En outre
cette nouvelle version autorise une approche (( dynamique )) utile dans certaines situations,
explique´e dans la section 3.4.
La variante expose´e dans la section 3.2 a directement e´te´ inspire´e par l’algorithme de dia-
gonalisation que nous avons pre´sente´ au chapitre 1. Profitant de l’acce´le´ration des calculs que
nous avons e´tablie pour les algorithmes les plus sophistique´s du chapitre 1 nous en de´duisons
un algorithme (( a` la Berlekamp-Massey )) un peu plus rapide que l’algorithme usuel. Le couˆt
en nombre d’ope´rations arithme´tiques pour la suite des quotients est ainsi diminue´ d’un tiers
environ. Pour le couˆt total il est diminue´ d’un quart.
Les re´sultats de ce chapitre sont en partie expose´s en anglais dans l’article [5].
3.1 L’algorithme de Berlekamp-Massey usuel
3.1.1 Suites re´currentes line´aires
On conside`re une suite a = (ak)k∈N d’e´le´ments de K et un entier n ∈ N.
Une relation re´currente line´aire d’ordre n pour cette suite est de´finie par la donne´e de n+1
e´le´ments c0, c1, . . . , cn (cn 6= 0) de K ve´rifiant :
∀k ≥ 0 c0ak + c1ak+1 + · · ·+ cnak+n = 0 (3.1)
Le polynoˆme G(X) =
∑n
i=0 ciX
i est alors appele´ un polynoˆme ge´ne´rateur de la suite a.
De´finition 3.1.1. On appelle suite re´currente line´aire, toute suite a pour laquelle il existe un
polynoˆme ge´ne´rateur G(X).
Les polynoˆmes ge´ne´rateurs pour une suite re´currente line´aire donne´e a forment un ide´al
de K[X] dont le ge´ne´rateur unitaire P = Pa est appele´ le polynoˆme ge´ne´rateur minimal de la
suite a.
Si on note d le degre´ de Pa (d ≤ n) et S(X) = ∑∞i=0 aiX i, on obtient dans l’anneau des
se´ries formelles K[[X]] les deux e´galite´s :
S(X) Ĝ(X)=F (X) avec F ∈ K[X] et degF < n .
S(X) P̂ (X)=N(X) avec N ∈ K[X] et degN < d .








avec degN < d := degP .
Pour calculer Pa a` partir des 2n premiers termes de la suite re´currente line´aire (sachant
qu’il existe un polynoˆme ge´ne´rateur de degre´ n) l’ide´e directrice est qu’on peut calculer le
de´veloppement en fraction continue de 1/S(X) dans K[X]. En effet ce de´veloppemnt est le
meˆme que celui de P̂ (X)
N(X)










q3(X) + · · ·
. (3.2)
Mais on peut faire les calculs seulement moduloX2n, a` condition de bien controˆler le moment
ou` on s’arreˆte.
3.1.2 L’algorithme de Berlekamp-Massey
Rappelons brie`vement l’algorithme de Berlekamp-Massey.
On donne dans un corps K les 2n premiers e´le´ments d’une suite re´currente line´aire a =
(ak)k∈N pour laquelle on sait qu’il existe un polynoˆme ge´ne´rateur de degre´ n. Le proble`me est
de calculer son polynoˆme ge´ne´rateur minimal Pa.
Une telle solution est donne´e par l’algorithme de Berlekamp-Massey qui donne en sortie le
degre´ d ainsi que les coefficients d’un polynoˆme f = cd P
a associe´ au polynoˆme Pa. Ce polynoˆme
Pa est alors obtenu en divisant f par cd.
Cet algorithme a e´te´ invente´ par Berlekamp en 1968 [6] dans le but de de´coder les codes
BCH [21], mais sous une forme ou` la relation avec l’algorithme d’Euclide e´tendu e´tait invisible.
L’algorithme a e´te´ (( explique´ )) une anne´e plus tard par Massey [28] et Dornstetter [14] qui ont
montre´ qu’on pouvait le voir comme une variante de l’algorithme d’Euclide e´tendu. Voici ce
que cela donne.
L’algorithme utilise les proprie´te´s de la suite des triplets (Ri, Ui, Vi) forme´e des restes et
des multiplicateurs de Be´zout successifs dans l’algorithme d’Euclide e´tendu pour le couple de




Posant V−1 = U0 = 0 et U−1 = V0 = 1, ces triplets ve´rifient, pour tout i ≥ 0, les relations :
Ri−1 =RiQi +Ri+1 ou` degRi+1 < degRi
Ui+1 = Ui−1 −Qi Ui,
Vi+1 = Vi−1 −Qi Vi,
d’ou` : Ri = UiR−1 + ViR0 .
De plus :Ui Vi−1 − Vi Ui−1 = (−1)i+1
et : degRi < 2n− deg Vi .
Les deux dernie`res relations se ve´rifient facilement par re´currence sur i.
On arreˆte le processus au premier reste, disons Rm, de degre´ plus bas que n, pour obtenir :
UmX
2n + VmR0 = Rm avec degRm < n.
Posons d = sup(degVm, 1+degRm) et P = X
dVm(1/X). Alors on peut montrer que P divise´
par son coefficient dominant est le polynoˆme ge´ne´rateur minimal de la suite (ak) (voir [19] et
[14]). Par exemple dans le cas ou` deg Vm = n et Vm(0) 6= 0, en e´crivant que les termes de degre´
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compris entre n et 2n− 1 du polynoˆme Vm(X)R0(X) sont nuls, on constate que P (X) est bien
un polynoˆme ge´ne´rateur de la suite (ak).
Ceci donne pre´cise´ment l’algorithme 3.1 (dans lequel cd(P ) de´signe le coefficient dominant
de P ).
Algorithme 3.1. Algorithme de Berlekamp-Massey usuel
Entre´e : Un entier n ≥ 1. Une liste non nulle d’e´le´ments du corps K, [a0, a1, . . . , a2n−1] : les
2n premiers termes d’une suite re´currente line´aire a, sous l’hypothe`se qu’elle admet un polynoˆme
ge´ne´rateur de degre´ ≤ n.
Sortie : Le polynoˆme ge´ne´rateur minimal Pa de la suite re´currente line´aire.
De´but
Variables locales : R,R0, R1, V, V0, V1, Q, P : polynoˆmes en X
# initialisation
R0 := X
2n ; R1 :=
∑2n−1
i=0 aiX
i ; V0 = 0 ; V1 = 1 ;
# boucle
tant que deg(R1) ≥ n faire
(Q,R) := quotient et reste de la division de R0 par R1 ;
V := V0 −QV1 ;
V0 := V1 ; V1 := V ; R0 := R1 ; R1 := R ;
fin tant que
# sortie de la boucle
d := sup(deg(V1), 1 + deg(R1)) ; P := X
dV1(1/X) ; Retourner P
a = P/cd(P ).
Fin.
Bien que tre`s simple cet algorithme a toujours semble´ un peu trop difficile a` justifier. Une
litte´rature conside´rable a e´te´ de´veloppe´e a` son sujet, citons par exemple [10, 14, 25, 30, 31, 33,
34].
Nous proposons ici d’expliquer cet algorithme de manie`re vraiment simple et convaincante,
mais pour cela nous avons besoin d’introduire une le´ge`re variation, tre`s naturelle, dont, de
manie`re e´trange, nous n’avons pas trouve´ trace dans la litte´rature.
Notons que cette explication et cette variante ont e´te´ publie´es en anglais dans l’article [5].
Signalons aussi qu’apre`s la soumission de cet article est paru le livre de Shoup [32] dans lequel
cette variante apparaˆıt sans aucune re´fe´rence.
Complexite´ de l’algorithme de Berlekamp-Massey
Nous commenc¸ons par le calcul de la suite des quotients. Le nombre d’ope´rations
arithme´tiques est maximum lorsque les degre´s des restes successifs diminuent de 1 en 1. Cela
donne le calcul suivant :
• A` l’e´tape 1 on fait 1 division, 4n− 1 multiplications et 2n− 2 soustractions.
• A` l’e´tape k (2 ≤ k ≤ n) on fait 1 division, 2(2n − k + 1) multiplications et 2(2n − k)
soustractions/additions.
• A` la sortie de la boucle on a fait n divisions.
En tout cela fait 2n divisions, 3n2 + n− 1 multiplications et 3n2 − 3n soustractions/additions.
Concernant l’e´valuation successive des V a` partir de la suite des restes, on obtient
• A` l’e´tape 1 la complexite´ est nulle (multiplication de deux coefficients par −1).
• A` l’e´tape k (2 ≤ k ≤ n) on fait 2k multiplications et 2(k − 1) soustractions/additions.
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Cela fait en tout n(n+ 1)− 2 multiplications et n(n− 1) soustractions/additions.
Proposition 3.1. Le nombre d’ope´rations arithme´tiques, pour le calcul des quotients et des
restes, lorsqu’on exe´cute l’algorithme de Berlekamp-Massey, est majore´ par 6n2 − 1. Le calcul
de P a` partir de la suite des quotients couˆte 2n2 − 2 ope´rations arithme´tiques.
3.2 La variante et sa justification
La variation que nous introduisons est base´e sur l’ide´e suivante. Puisqu’a` la fin de l’algo-
rithme, le polynoˆme V doit eˆtre renverse´ selon une proce´dure difficile a` expliquer (pourquoi
doit-on prendre le polynoˆme re´ciproque pre`cise´ment en degre´ d = sup(deg(V1), 1+deg(R1)) ?),
le mieux ne serait-il pas de traiter directement la suite re´currente line´aire (( dans le bon sens ))




Naturellement l’appre´ciation selon laquelle la suite re´currente line´aire a e´te´ renverse´e au
de´part lorsqu’on a e´crit R1 :=
∑2n−1
i=0 aiX
i est assez subjective. Elle est en fait renforce´e par la
remarque suivante. Si le polynoˆme ge´ne´rateur minimal est de degre´ d nettement plus petit que
n les calculs dans l’algorithme ne devraient pas eˆtre sensiblement diffe´rents lorsqu’on travaille
avec les 2d premiers termes de la suite ou lorsqu’on travaille avec les 2n premiers termes. Or
le renversement effectue´ au de´but de l’algorithme change comple`tement le calcul qui est fait.
Tandis qu’en l’absence de renversement, avec notre variante, le calcul sur la suite courte peut
facilement eˆtre regarde´ comme le calcul sur la suite longue, tronque´ de manie`re convenable.
Une autre confirmation est le caracte`re plus simple, et plus facile a` justifier, de l’affectation
finale.
3.2.1 Une variante de l’algorithme de Berlekamp-Massey : Algo-
rithme 3.2
Algorithme 3.2. Algorithme de Berlekamp-Massey, variante
Entre´e : n entier n ≥ 1. Une liste non nulle d’e´le´ments du corps K, [a0, a1, . . . , a2n−1] : les 2n
premiers termes d’une suite re´currente line´aire a, sous l’hypothe`se qu’elle admet un polynoˆme ge´ne´-
rateur de degre´ ≤ n.
Sortie : Le polynoˆme ge´ne´rateur minimal Pa de la suite re´currente line´aire.
De´but
Variables locales : R,R0, R1, V, V0, V1, Q : polynoˆmes en X ; n′ : entier.
# initialisation
n′ := 2n− 1 ; R0 := X2n ; R1 :=
∑n′
i=0 an′−iX
i ; V0 = 0 ; V1 = 1 ;
# boucle
tant que deg(R1) ≥ n faire
(Q,R) := quotient et reste de la division de R0 par R1 ;
V := V0 −QV1 ;
V0 := V1 ; V1 := V ; R0 := R1 ; R1 := R ;
fin tant que
# sortie de la boucle
Retourner Pa := V1/cd(V1).
Fin.
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3.2.2 Preuve de correction de l’algorithme 3.2
La preuve de correction de l’algorithme 3.2, ne´cessite les de´finitions et les re´sultats suivants.
Si a = (an)n∈N est une suite (infinie) arbitraire et si i, r, p ∈ N nous noterons :
Hai,r,p = Hk(ai, ai+1, . . . , ai+r+p−2; r; p)






ai+r−1 ai+r . . . . . . ai+r+p−2
 .
La proposition suivante est classique (voir par exemple [1]).
Proposition 3.2. Soit a une suite re´currente line´aire qui admet un polynoˆme ge´ne´rateur de
degre´ ≤ n. On a alors : d = deg(Pa) = rang(Ha0,n,n) ou`
Ha0,n,n

a0 a1 a2 · · · an−1




. . . .
...
... . .
. . . .
...
an−1 an · · · · · · a2n−2

.




c’est-a`-dire encore l’unique solution du syste`me line´aire
a0 a1 a2 · · · ad−1




. . . .
...
... . .
. . . .
...
















On en de´duit facilement la pre´cision suivante.
Proposition 3.3. En outre pour qu’un vecteur Y = (p0, . . . , pn) soit solution de l’e´quation
Ha0,n,n+1 Y = 0
c’est-a`-dire 
a0 a1 a2 · · · an−1 an








. . . .
...
...



















il faut et il suffit que le polynoˆme P (X) =
∑n
i=0 piX
i ∈ K[X] soit multiple de Pa(X).
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De´monstration. Puisque la matrice est de rang d son noyau est de rang n + 1 − d. Puisque
la suite est une suite re´currente line´aire ayant Pa pour polynoˆme ge´ne´rateur, les polynoˆmes
Pa, XPa, . . . , Xn−dPa correspondent a` des vecteurs du noyau line´airement inde´pendants. Donc
tout e´le´ment du noyau est une combinaison line´aire de ces vecteurs colonnes.
Par ailleurs, nous faisons la constatation suivante.
Fait 3.2.1. En posant n′ := 2n − 1 et Ŝ(X) :=∑n′i=0 an′−iX i, l’e´quation (3.4) est e´quivalente
a` l’affirmation suivante :
• Le polynoˆme P est de degre´ ≤ n et on a :
∃R ∈ K[X] tel que deg(R) < n et P (X)Ŝ(X) ≡ R(X) mod X2n.
Autrement dit donner une solution de (3.4) revient a` trouver des polynoˆmes P , R, U tels que :
deg(R) < n, deg(P ) ≤ n et P (X)Ŝ(X) + U(X)X2n = R(X) (3.5)
Le proble`me de trouver le polynoˆme ge´ne´rateur minimal de a est donc ramene´ au proble`me
de re´aliser les conditions (3.5) avec le degre´ de P minimum.
Nous avons par ailleurs le fait suivant (( bien connu )) concernant l’algorithme d’Euclide
e´tendu.
Fait 3.2.2. Soient R0 et R1 de degre´s p et q ≤ p, et un entier n < q. Supposons que le degre´ du
pgcd de R0 et R1 est < n. Notons R0, R1, . . . , Rs la suite des restes dans l’algorithme d’Euclide.
1. L’algorithme d’Euclide e´tendu de´marrant avec R0 et R1 re´alise des e´quations (du meˆme
type que (3.5))
Vk(X)R1(X) + Uk(X)R0 = Rk(X)
Lorsque le premier reste Rk de degre´ < n est atteint, on a deg(Vk) ≤ p− n et deg(Uk) ≤
q − n.
2. Il n’est pas possible d’obtenir une e´quation du meˆme type
V (X)R1(X) + U(X)R0 = R(X)
avec deg(R) < deg(Rk−1) et deg(V ) < deg(Vk).
De´monstration. Pour ` fixe´ on conside`re l’espace vectoriel E` forme´ par les polynoˆmes
V (X)R1(X) + U(X)R0 avec deg(U) ≤ ` et deg(V ) ≤ ` + p − q. On a E`+1 = E` + XE`,
avec 1 + dim(E`) ≤ dim(E`+1) ≤ 2 + dim(E`). Disons que (( le degre´ k est pre´sent dans E` ))
s’il y a dans E` un polynoˆme de degre´ k. Notons ∆` l’ensemble des degre´s pre´sents dans E`. Le
cardinal de ∆` est e´gal a` la dimension de E`. On a aussi ∆` ∪ (1 + ∆`) ⊆ ∆`+1, avec e´galite´ si
le cardinal augmente de 2 entre ∆` et ∆` ∪ (1+∆`). Comme #(∆`+1) ≤ 2+#(∆`), l’ensemble
∆` range´ en ordre croissant ne peut pas contenir plus qu’un trou.
Prenons un exemple (voir le tableau 3.1 page suivante). Supposons que p = 12, q = 10 et que
les degre´s dans la suite des restes soient 7, 6, 2, 1 (avec le pgcd de degre´ 1). Alors les relations
pre´ce´demment e´tablies entre ∆`+1 et ∆` impliquent que les ∆` successifs sont les suivants (on
a rendu le trou e´ventuel visible par un blanc) :
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∆0= 7, 10, 11, 12,
∆1= 7, 8, 10, 11, 12, 13,
∆2= 7, 8, 9, 10, 11, 12, 13, 14,
∆3= 6, 7, 8, 9, 10, 11, 12, 13, 14, 15,
∆4= 2, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16,
∆5= 2, 3, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17,
∆6= 2, 3, 4, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18,
∆7= 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19,
∆8=1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20,
∆9=1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21
etc . . .
Tableau 3.1 – Degre´s pre´sents dans les E` successifs
Notons δk le plus petit e´le´ment de ∆k. On voit alors que tout δk est un degre´ dans la suite
des restes. En outre si le degre´ du pgcd est < q − k, on a toujours δk < q − k. Enfin si le degre´
` est atteint la premie`re fois avec δk, on a k ≤ q− `, et aucun degre´ < δk−1 n’est atteint par un
Eh ou` h < k. Ceci prouve les affirmations 1 et 2.
En appliquant le fait 3.2.2 avec R0 = X
2n, n′ = 2n−1, R1 = Ŝ =
∑n′
i=0 an′−iX
i et q = degR1
on obtient donc :
• l’algorithme d’Euclide e´tendu de´marrant avec R0 = X2n et R1 = Ŝ re´alise une e´quation
telle que (3.5) avec R = Rk lorsque le premier reste Rk de degre´ < n est atteint,
• quand une e´quation telle que (3.5) est re´alise´e par l’algorithme d’Euclide e´tendu, il n’est
pas possible d’obtenir une e´quation du meˆme type P ′(X)Ŝ(X) + U ′(X)X2nR′(X) avec
deg(R′) < deg(Rk−1) et deg(P ′) < deg(P ).
Ceci termine la preuve de correction de l’algorithme 3.2.
3.3 Application des algorithmes de diagonalisation aux
suites re´currentes line´aires
L’algorithme 3.2 a manifestement la meˆme complexite´ que l’algorithme de Berlekamp-
Massey usuel. Cependant nous avons vu dans les chapitres pre´ce´dents le lien tre`s e´troit entre
l’algorithme de diagonalisation d’une matrice de Hankel et l’algorithme d’Euclide e´tendu, in-
terrompu en son milieu, qui est utilise´ dans l’algorithme 3.2, et nous avons remarque´ qu’on
pouvait ame´liorer le´ge`rement ses performances en ne calculant que la partie utile des restes
successifs. Ceci de´bouche sur deux variantes 3.3 et 3.4 des algorithmes de diagonalisation 1.2
et 1.3, qui donnent une acce´le´ration de l’algorithme 3.2.
3.3.1 Algorithme 3.3
Avant de donner l’algorithme 3.3, nous rappelons les re´sultats du the´oreme 9.17 (page 334)
du livre [3], qui relient les suites re´currentes line´aires et les matrices de Hankel.
The´ore`me 3.1. Soit K un corps. Soit a = (ak)k∈N une suite infinie d’e´le´ments de K et n ∈ N.
Les conditions suivantes sont e´quivalentes :
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(a) La suite a ve´rifie une relation re´currente line´aire d’ordre n a` coefficients dans K :
cnap = −cn−1ap−1 − · · · − c0ap−n,
ou` cn 6= 0 et p ≥ n.
(b) Il existe un polynoˆme P ∈ K[X] de degre´ n et une forme line´aire λ sur K[X]/(P ) tel
que λ(X i) = ai pour tout i ≥ 0.








(d) Il existe r ≤ n pour lequel on a :




0,r+2,r+2) = · · ·
(e) Il existe r ≤ n pour lequel on a :
• det(Ha0,r,r) 6= 0,
• det(Ha0,p,p) = 0; p > r.
Vues la proposition 1.2 et le lemme 1.4.1, l’algorithme 1.2 calcule, dans le cas ou` le dernier
bloc de la re´duite est nul, les quotients et restes successifs pour le de´veloppement en fraction
continue de 1/S(X) dans l’anneau des de´veloppements limite´s a` l’ordre 2n. Il permet donc
de re´cupe´rer le polynoˆme ge´ne´rateur minimal de la suite re´currente line´aire. Si on part d’une
matrice de Hankel arbitraire, elle ne correspondra pas en ge´ne´ral a` une suite re´currente line´-
aire parce que sa re´duite diagonale ne sera pas de la forme voulue : le dernier bloc de Hankel
infe´rieur ne sera pas identiquement nul.
Maintenant si on conside`re seulement les 2n premiers termes de la suite re´currente line´aire
on peut prendre le (2n+1)e`me terme comme une inde´termine´e (comme dans les exemples 1.3.1
et 1.3.2). Cette inde´termine´e n’intervient a` chaque fois que dans le dernier terme (celui du degre´
formel dominant) du de´veloppement limite´. On peut ne pas faire les calculs correspondants, et
la structure meˆme du calcul nous montre que le dernier terme en question est toujours du type
λb+µ avec λ 6= 0 et il pourra toujours eˆtre rendu nul par le choix convenable de la valeur de b.
Corollaire 3.3.1. Soit K un corps et a = (ak)k∈N une suite infinie d’e´le´ments de K. Alors,
a est une suite re´currente line´aire d’ordre n si est seulement si pour tout m ≥ n, la re´duite
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Algorithme 3.3. Algorithme de type Berlekamp-Massey, variante ame´liore´e (1)
(en fait une variante de l’algorithme 1.2)
Entre´e : Une liste non nulle d’e´le´ments du corps K, H = [α1, α2, . . . , α2n], sauf exception ce sont
les 2n premiers termes d’une suite re´currente line´aire.
Sortie : Stu : une liste de quotients formels. P : le polynoˆme ge´ne´rateur minimal.
Variables locales : m, r, p, s : compteurs ; R0, R1, R2, Q : polynoˆmes a` coefficients dans K.
De´but
# initialisation
Stu := [ ] ; r := l’indice du premier coefficient non nul de H ; m := n ; p := 2n− r ; R0 := 1 ;







tant que r < p faire
[Q,R2] :=QuoResCroiss(R0, R1, r, p) ;
Stu := Stu • [[Q, r]] ;
s := valuation de R2 ;
p := p− s ; m := m− r ; r := s− r ;
R0 := R1 mod X
p+1 ;
R1 := −R2/Xs ;
fin tant que ;
# sortie
si p < 0 alors
Calculer le polynoˆme ge´ne´rateur minimal P a` partir de la suite Stu ;
# cf. formule 1.21
Retourner [Stu, P ]
sinon




Donc dans le tout dernier bloc Hankel-infe´rieur fourni par la re´duction, ou bien tous les
termes effectivement calcule´s sont nuls (c’est par exemple le cas si le dernier bloc de Hankel
est d’ordre 1 car seul subsiste le terme non calcule´ qui peut eˆtre rendu nul), et les 2n termes
de la suite correspondent bien a` une suite re´currente line´aire ayant un polynoˆme ge´ne´rateur
minimal de degre´ ≤ n, ou bien ce n’est pas le cas, et notre algorithme nous donne l’information
correspondante.
Ceci donne l’algorithme 3.3, variante de l’algorithme 1.2.
Complexite´ de l’algorithme 3.3
Le calcul de la suite Stu des quotients partiels est du meˆme ordre que l’algorithme 1.2
pour une matrice de Hankel d’ordre n + 1. Donc le nombre total d’ope´rations arithme´tiques
est asymptotiquement de l’ordre de 4n2. Puisque le calcul du polynoˆme minimal a` partir de la
suite des quotients couˆte asymptotiquement 2n2, le couˆt total est asymptotiquement 6n2.
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3.3.2 Algorithme 3.4
De meˆme que l’algorithme 3.3 est obtenu a` partir de l’algorithme 1.2, l’algorithme suivant
3.4 est obtenu a` partir de l’algorithme 1.3.
Algorithme 3.4. Algorithme de type Berlekamp-Massey, variante ame´liore´e (2)
(en fait une variante de l’algorithme 3.3)
Entre´e : Une liste non nulle d’e´le´ments du corps K, H = [α1, α2, . . . , α2n], sauf exception ce sont
les 2n premiers termes d’une suite re´currente line´aire.
Sortie : Stu : la liste des quotients partiels. P : le polynoˆme ge´ne´rateur minimal.
Variables locales : m, r, d0, d1, d2, dd1, dd2 : compteurs ; V, V0, V1, R0, R1, R2, Q, : polynoˆmes.
De´but
# initialisation
m := n ; R0 := X
2n ; R1 :=
∑2n−1
k=0 αk+1X
2n−1−k ; Stu := [ ] ;
d0 := degR0 ; d1 := degR1 ; V0 = 0 ; V1 = 1 ;
# boucle
tant que 2d1 − d0 + 1 > 0 faire
dd1 := d0 − d1 − 1 ;
Q := le quotient de la division de R0 par R1 ;
V := V0 −QV1 ; V0 := V1 ; V1 := V ;
R2 := le reste de la division de R0 par R1 ;
R1 := Tronk(R1, X, dd1) ;
R2 := Tronk(−R2, X, dd1) ;
d1 := degR1 ; d2 := degR2 ; dd2 := d1 − d2 ;
R0 := Tronq(R1, X, dd2) ;
R1 := Tronq(R2, X, 0) ;
Stu := Stu • [Q] ;
r := degQ ; m := m− r ;
d0 := degR0 ; d1 := degR1 ;
fin tant que ;
# sortie
si d1 < 0 alors
P := V1/cd(V1) ;
Retourner [Stu, P ] ;
sinon




La sortie de l’algorithme est une suite de quotients, note´e Stu, dans un algorithme d’Euclide
(( tronque´ )). Le quotient Qi code la matrice Hankel-infe´rieure d’ordre degQi, dont la dernie`re
colonne est donne´e par les coefficients de Qi, range´s par degre´ de´croissants (en omettant le
coefficient constant). Le polynoˆme ge´ne´rateur minimal est re´cupe´re´ a` partir de la suite Stu
comme dans l’algorithme 3.3.
On notera que les Qi dans l’algorithme 3.4 sont les polynoˆmes re´ciproques de ceux calcule´s
par l’algorithme 3.3. Dans l’algorithme 3.3 il e´tait ne´cessaire que les quotients soient des poly-
noˆmes formels tandis que dans l’algorithme 3.4 les polynoˆmes re´ciproques sont des polynoˆmes
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usuels (cf. la formule 1.22). Par ailleurs l’algorithme 3.4 est aussi une variante de l’algorithme
3.2 pre´sente´ dans la section 3.2.
Enfin la correction de l’algorithme 3.4 de´coule imme´diatement de celle de l’algorithme 3.3
qui est elle meˆme conse´quence de celle de l’algorithme 1.2. Quant a` la complexite´ elle est
asymptotiquement 6n2 : la meˆme que celle de l’algorithme 3.3.
3.3.3 Comparaison entre l’algorithme de Berlekamp-Massey et
l’algorithme 3.4
Dans l’algorithme de Berlekamp-Massey 3.1 ou sa variante 3.2 on suppose qu’on a bien en
entre´e les 2n premiers termes d’une suite re´currente line´aire ayant un polynoˆme ge´ne´rateur
minimal de degre´ ≤ n. Par ailleurs l’algorithme des quotients et restes est effectue´ sans tron-
catures.
Dans l’algorithme 3.3 ou sa variante 3.4 on ne fait aucune hypothe`se sur l’entre´e. L’algo-
rithme teste si l’entre´e est correcte et fournit la suite des quotients, sans jamais effectuer aucun
calcul inutile graˆce aux troncatures bien controˆle´es.
Ces algorithmes sont de complexite´ asymptotique 6n2 et e´conomisent le quart du temps de
calcul de l’algorithme de Berlekamp-Massey usuel 3.1 (ou de sa variante 3.2).
3.4 Variante (( dynamique )) de l’algorithme 3.2
Notre algorithme de Berlekamp-Massey modifie´ permet une e´valuation paresseuse (on dit
aussi e´valuation dynamique, dans l’esprit de D5 [11]) que nous illustrons sur le proble`me suivant.
Soit f(x) ∈ K[x] un polynoˆme se´parable de degre´ δ. Soit B l’alge`bre de de´composition
universelle de f , A une alge`bre quotient de B et a ∈ A. Ainsi A est une alge`bre ze´ro-dimen-
sionnelle qu’on de´crit sous la forme
A ' K[X1, . . . , Xδ]/ 〈f1, . . . , fs〉 ,
ou` f1, . . . , fs de´finit une base de Gro¨bner pour un ordre monomial convenable.
Notre but est de calculer le polynoˆme minimal de a, ou, au moins, l’un de ses facteurs.
Cependant la dimension de A comme K-espace vectoriel, note´e m, est en ge´ne´ral trop grande
pour pouvoir manipuler des matrices d’ordre m. On applique donc l’ide´e de l’algorithme de
Wiedeman, qui est de calculer les 2m premiers termes de la suite re´currente line´aire ak = φ(a
k),
ou` φ est une forme line´aire sur A. Le polynoˆme ge´ne´rateur minimal de cette suite re´currente
line´aire est un facteur du polynoˆme minimal de a. Il est e´gal au polynoˆme minimal de a avec
une grande probabilite´.
Comme le calcul de ak pour k grand est en ge´ne´ral tre`s cher et comme on espe`re que le
polynoˆme minimal a un degre´ d nettement plus petit que m, on est inte´resse´ a` essayer de faire
le calcul avec seulement un nombre 2d < 2m de termes de la suite re´currente line´aire.
Le proble`me est qu’on ne connaˆıt pas d par avance. Par contre on dispose souvent d’une
majoration n pour d, avec n < m. Ne´anmoins, on veut e´viter autant que possible de calculer
les 2n premie`res puissances de a.
En conse´quence on choisit un ` < n. On fait tourner l’algorithme 3.2 avec ` and
[φ(a0), . . . , φ(a2`−1)] comme entre´e. Si P est le polynoˆme obtenu (de degre´ ≤ `), on peut tester
si P (a) = 0, auquel cas P est le polynoˆme minimal recherche´.
Sinon on choisit un `′, ` < `′ = `+ r ≤ n, et on re´pe`te le calcul.
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Algorithme 3.5. Algorithme de Berlekamp-Massey paresseux
(dans un contexte particulier)
Entre´e : n, r, l ∈ N, G : base de Gro¨bner, a ∈ A, phi : A→ K programme qui e´value φ(y).
# Le polynoˆme minimal de a a son degre´ majore´ par n.
Sortie : Le polynoˆme minimal P de a, ou, a` de´faut, un facteur de ce polynoˆme minimal.
De´but
Variables locales : m, l, i : entiers, R,R−1, R0, R1, V, V−1, V0, V1, U, U−1, U0, U1, S0, S1, Q : poly-
noˆmes dans K[x], L : liste dans A, W : liste dans K, val ∈ A ;
# initialisation
L := [1, a] ; W := [phi(1), phi(a)] ; S0 := x
2l ; S1 = W [1]x
2l−1 +W [2]x2l−2 ;
# boucle
pour i de 3 a` 2l faire
L[i] := normalf(L[i− 1]× a,G); W [i] := phi(L[i]); S1 = S1 +W [i]x2l−i;
fin pour ;
R0 := S0 ; R1 := S1 ; V0 = 0 ; V1 = 1 ; U0 = 1 ; V1 = 0 ;
# boucle
tant que l ≤ deg(R1) faire
(Q,R) := quotient et reste de la division de R0 par R1 ;
V := V0 −QV1 ; U := U0 −QU1 ; U−1 := U0 ; V−1 := V0 ;
V0 := V1 ; V1 := V ; U0 := U1 ; U1 := U ; R0 := R1 ; R1 := R ;
fin tant que ;
val := Subs(x = a, V1) ;
# boucle
tant que val 6= 0 et l < n faire
l := l + r;
# boucle
pour i de 2(l − r) + 1 a` 2 · inf(l, n) faire
L[i] := normalf(L[i− 1]× a,G) ; W [i] := phi(L[i]) ;
fin pour ;
S0 = x
2S0 ; S1 = x
2S1 +W [2l − 1]x+W [2l];
R0 := U−1S0 + V−1S1 ; R1 := U0S0 + V0S1 ;
U1 := U0;V1 := V0;U0 := U−1;V0 := V−1;
# boucle
tant que inf(l, n) ≤ deg(R1) faire
(Q,R) := quotient et reste de la division de R0 par R1 ;
V := V0 −QV1 ; U := U0 −QU1 ; U−1 := U0 ; V−1 := V0 ;
V0 := V1 ; V1 := V ;U0 := U1 ; U1 := U ; R0 := R1 ; R1 := R ;
fin tant que ;
val := Subs(x = a, V1) ;
fin tant que ; # sortie
Return P := V1/cd(P ).
Fin.
Dans cette nouvelle e´tape, il est possible de tirer avantage du calcul des quotients partiels
effectue´ dans la premie`re e´tape (a` l’exception du dernier) de sorte que l’algorithme d’Euclide
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ou` U0, V0, U1 et V1 sont les coefficients de Bezout calcule´s a` la premie`re e´tape.
L’algorithme 3.5 constitue une premie`re tentative, qui a pu donner des essais concluants.
Naturellement le choix de ` et r n’est pas unique. Nous proposons ` = n/4, r = sup(2, n/16).
En pratique les caracte´ristiques particulie`res du proble`me conside´re´ peuvent aider a` choisir un
` et un r convenables.
Enfin, la simplification de l’algorithme d’Euclide pre´sente´e dans [14] peut eˆtre prise en
compte pour optimiser la proce´dure.

Conclusion
La the`se est consacre´e a` montrer comment traiter de fac¸on efficace les matrices de Hankel,
type particulier et tre`s important des matrices structure´es.
Dans cette the`se nous avons montre´ que plusieurs algorithmes sont se´rieusement ame´liore´s. Ceci
est prouve´ the´oriquement et aussi valide´ par la mise en oeuvre expe´rimentale.
Plus pre´cise´ment, la the`se contient :
1. Un nouveau algorithme, simple et rapide, de diagonalisation par blocs Hankel-infe´rieurs
d’une Hankel.
2. Une nouvelle preuve algorithmique, du The´ore`me de Frobenius concernant la signature
d’une matrice de Hankel au moyen des signes de ces mineurs principaux dominants.
3. Une nouvelle version de l’algorithme de Berlekamp-Massey qui sert a` calculer le polynoˆme
minimal d’une suite re´currente line´aire avec des e´le´ments dans un corps arbitraire.
Nous concluons alors que la richesse de la diagonalisation par blocs des matrices structure´es tels
que les matrices de Hankel et l’aspect intuitive que posse`de cette me´thode en calcul formel, nous
encourage vivement a` perse´ve´rer dans cette voie de recherche. Nous pouvons de´gager diverses
perspectives, dont les plus imme´diates sont :
– donner une version du type (( algorithme des sous-re´sultants )) pour notre algorithme, ce
qui nous permettra de mieux controler la taille des objets interme´diaires lorsqu’on se situe
sur un corps infini,
– aussi e´lucider quelles re´ductions de la matrice peuvent eˆtre obtenues a` partir de cette
variante,
– calculer pre´cise´ment les complexite´s des diverses variantes, tant du point de vue
arithme´tique que du point de vue binaire,
– obtenir une diagonalisation par blocs d’une Hankel, dans laquelle les blocs diagonaux
seront de la forme ±J ,
– est-ce que la diagonalisation pre´-cite´e est unique ?
– y a t-il un algorithme facile pour la calculer ?
”Celui qui se perd dans sa passion a moins perdu que celui qui perd sa passion”

Annexe A. Codes Maple
Introduction
La pre´sente annexe a pour objet de rassembler les proce´dures (e´critent enMaple), utilise´es
dans les programmes exe´cutables qui mettent en e´vidence les algorithmes pre´sente´s et e´tudie´s
dans cet ouvrage, quelques unes d’elles e´tant suivie d’une bre`ve description.
A.1 Les proce´dures communes aux autres programmes
CB : = proc(A,P,p) ;
if nargs=3 then EVM(transpose(P)*A*P,p)
else EVM(transpose(P)*A*P) fi ;
end proc ;
description “Changement de base pour la forme quadratique A
via la matrice P e´ventuellement modulo p”
CoeDiag : = proc(A)
local i,ta ;
ta : = rowdim(A) ;
[seq(A[i,i], i= 1..ta)] ;
end proc ;
description “Les coefficients diagonaux de la matrice sont ranges dans une liste”
CoeHK : = proc(A)
local i,n ;
n : = rowdim(A) ;
[seq(A[1,i], i= 1..n), seq(A[n,i], i= 2..n)] ;
end proc ;
description “Liste des coefficients de la matrice de Hankel”
CoeTo : = proc(A)
local i,n ;
n : = rowdim(A) ;
[seq(A[n-i+1,1], i= 1..n), seq(A[1,i], i= 2..n)] ;
end proc ;
description “Liste des coefficients d’une matrice Toeplitz carre´e”
CoeToS : = proc(A)
local i,n ;
n : = rowdim(A) ;
[seq(A[1,i], i= 1..n)] ;
end proc ;
description “Liste des coefficients inte´ressants d’une matrice Toeplitz supe´rieure carre´e”
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EVL : = proc(L,p)
local j,n,L1 ;
n : = nops(L) ; L1 : = copy(L) ;
if nargs= 2 and p<> 0 then
for j to n do L1[j] : = simplify(normal(L1[j]) mod p) od
else




EVM : = proc(A,p : : nonnegint)
local i,j,nl,nc,B ;
B : = evalm(A) ;
nl : = rowdim(A) ; nc : = coldim(A) ;
if nargs = 2 and p<> 0 then
for i to nl do
for j to nc do




for i to nl do
for j to nc do




matrix(nl,nc,[seq([seq(B[i,j], j= 1..nc)], i= 1..nl)])
end proc ;
description “Evalue une matrice de polynoˆmes ou fractions rationnelles,
e´ventuellement modulo p”
EVMS : = proc(A,p : : nonnegint)
local i,j,nl,nc,p1,B ;
nl : = rowdim(A) ; nc : = coldim(A) ;
if nargs= 1 then p1 : = 0 else p1 : = p fi ;
B : = EVM(A,p1) ;
matrix(nl,nc,[seq([seq(sort(expand(B[i,j])), j= 1..nc)], i= 1..nl)]) ;
end proc ;
description “Comme la pre´ce´dente mais avec les entrees de la matrice
trie´es par le sort de Maple”
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InvToS : = proc(S,p)
local B, A, X, Q, i, n ;
B : = LiPo2(S,X) ; n : = nops(S)-1 ; A : = X^(2*n) ;
if nargs= 1 or p= 0 then
Q : = evala(Quo(A,B,X))
else Q : = Quo(A,B,X) mod p fi ;
[seq(coeff(Q,X,n-i),i= 0..n)] ;
end proc ;
description “Inversion d’une Toeplitz supe´rieure, on ne voit que la liste des coefficients utiles,
le calcul utilise une division de polynomes, nettement plus rapide qu’une inversion de
matrice generale”
IsDiag : = proc(A)
local n,i,j,b ;
n : = rowdim(A) ; b : = true ;
for i to n while b do
for j to n do





description “La matrice (carre´e) est elle diagonale ? ”
IsEqm : = proc(A,B)
local i,j,b ; b : = true ;
for i to rowdim(A) while b do
for j to coldim(A) while b do





description “Teste si les deux matrices sont e´gales ”
IsHank : = proc(A,n)
local ish,p,q,k,k0,xk,j ;
ish : = true ; k0 : = NULL ;
for k from 3 to 2*n-1 do
p : = min(n,k-1) ; q : = k-p ; xk : = A[p,q] ;
for j from p-1 to max(1,q) by -1 do
ish : = ish and (normal(xk-A[j,k-j])= 0) ;





description “Teste si la matrice A est de Hankel.
Si la matrice n’est pas de Hankel, cela donne la liste des endroits ou cela ne va pas”
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IsHanK : = proc(A)
local n ;
n : = rowdim(A) ;
IsHank(A,n) ;
end proc ;
description “La matrice (carre´e) est elle Hankel ?”
IsTop : = proc(A)
local i,n,B ;
n : = rowdim(A) ;
B : = EVM(Ara(n)*A) ;
IsHanK(B) ;
end proc ;
description “Teste si une matrice (suppose´e carre´e) est Toeplitz”
LiPo : = proc(L,X : : name) local i, n ;
n : = nops(L) ;
sum(L[n-i+1]*X^(n-i),i= 1..n) ;
end proc ;
description “Transformation d’une liste en un polynoˆme”
LiPo2 : = proc(L,X : : name)
local i, n ;
n : = nops(L) ;
sum(L[n-i]*X^(i),i= 0..n-1) ;
end proc ;
description “Transformation d’une liste en un polynoˆme, dans l’autre sens”
LisCoef : = proc(P,X : : name)
local i,p ;
p : = degree(P,X) ;
[seq(coeff(P,X,p-i),i= 0..p)] ;
end proc ;
description “Donne la liste des coeffs d’un polynoˆme par degre´s de´croissants, il faut indiquer la
variable”
LisCoeSer : = proc(S,X : : name) local P ;
P : = convert(S,polynom) ;
LisCoef(P,X) ;
end proc ;
description “Donne la liste des coefficients de la ”se´rie”
pre´alablement convertie en polynoˆme ”
ProToS : = proc (S1,S2,p) ;
if nargs= 3 and p<> 0 then EVM(LiMa(S1)*VoirToS(S2,p),p)
else EVM(LiMa(S1)*VoirToS(S2)) fi ;
end proc ;
description “Produit de deux Toplitz supe´rieures, on ne voit que la liste des coefficients.
On a fait le produit de la premie`re ligne de la premie`re Toeptlitz par la seconde Toeplitz,
cela pourrait eˆtre acce´le´re´ a` la Karatsuba ou a` la FFT”
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QuoRem : = proc(A,B,X : : name,p1)
local Q,R,b ;
b : = evalb(nargs=4 and p1<> 0) ;
R : = ’R’ ;
if b then Q : = Quo(A,B,X,’R’) mod p1
else Q : = evala(Quo(A,B,X,’R’))
[Q,R] ;
end proc ;
description “On retourne le quotient et le reste (e´ventuellement modulo p) de la division
de A par B”
ReDL : = proc(A,X : : name,q) ;
sum(coeff(A,X,i)*X^i,i= 0..q) ;
end proc ;
description “De´veloppement limite´ a` l’ordre q du polynoˆme A en X”
SumDL : = proc(A,B,X : : name,q,p)
local M ;
if nargs= 4 or p= 0 then
M : = expand(A+B) ;
else M : = expand(A+B) mod p ; fi ;
ReDL(M,X,q) ;
end proc ;
description “Somme de deux de´veloppements limite´s”
Taille : = proc(H)
local n ;
n : = nops(H) ;
if irem(n,2)<> 1 then
print(‘ erreur dans Taille, la liste a un nb pair d’elts ‘)
else (n+1)/2 fi ;
end proc ;
description “Taille d’une Hankel code´e par une liste”
ValDL : = proc(P,X : : name,q)
local j ;
j : = 0 ;
while coeff(P,X,j)= 0 and j<= q do j : = j+1 od ;
j ;
end proc ;
description “Valuation du polynoˆme P e´ventuellement majore´e par q
(par ex si le polynoˆme est nul)”
voirHK : = proc(L,m,n,p)
local i,j, L1 ;
L1 : = [seq(expand(L[i]), i= 1..n+m-1)] ;
if nargs= 4 and <> p then
L1 : = [seq(normal(L1[i] mod p), i= 1..n+m-1)]
else L1 : = [seq(normal(L1[i]), i= 1..n+m-1)] fi ;
matrix(m,n,[seq([seq( L1[i+j+1], j= 0..n-1)],i= 0..m-1)]) ;
end proc ;
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description “Creation d’une matrice de Hankel avec m lignes et n colonnes :
L est une liste de taille au moins m+ n− 1 le tout e´ventuellement modulo premier”
VoirHK : = proc(H,p)
local ta ;
ta : = Taille(H) ;
if nargs=1 then
voirHK(H,ta,ta)
else voirHK(H,ta,ta,p) fi ;
end proc ;
description “Creation d’une matrice de Hankel de taille n code´e par une liste
de taille exactement 2n− 1”
VoirTo : = (L,p) -> evalm(Ara(Taille(L))*VoirHK(args)) ;
end proc ;
description “Creation d’une matrice de Toeplitz de taille n code´e
par une liste de taille exactement 2n-1”
VoirToS : = proc(L,p)
local i,n,LT ;
n : = nops(L) ;
LT : = [seq(0,i= 1..n-1),seq(L[i],i= 1..n)] ;
if nargs= 1 then VoirTo(LT)
else VoirTo(LT,p) fi ;
end proc ;
description “Creation d’une Toeplitz supe´rieure, e´ventuellement modulo p”
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A.2 Les proce´dures de diagonalisation par inversion
de matrices Toeplitz supe´rieures
QuoResCroiss : = proc(R0,R1,X : : name,r,q,p)
local L0,L1,LQ,i,j,k,b,c ;
L0 : = [seq(coeff(R0,X,i),i= 0..q)] ;
L1 : = [seq(coeff(R1,X,i),i= 0..q)] ;
LQ : = [seq(0,i= 0..r)] ;
if nargs= 5 or p= 0 then
b : = 1/L1[1] ;
for i from 1 to r+1 do
c : = b*L0[i] ;
LQ[i] : = c ;
for j from i+1 to q+1 do




b : = 1/L1[1] mod p ;
for i from 1 to r+1 do
c : = b*L0[i] mod p ;
LQ[i] : = c ;
for j from i+1 to q+1 do




[LiPo(LQ,X),sum(L0[k]*X^ (k-1),k= r+2..q+1)] ;
end proc ;
description “Quotient et Reste dans une division en puissance croissantes pour deux polynoˆmes
R0 et R1, le quotient Q sera de degre´ r les calculs sont effectue´s modulo X(q+1),
R1 est suppose´ eˆtre de valuation 1, les calculs sont faits e´ventuellement modulo p,
la sortie est [Q,R] avec Q le quotient et R le reste”
RMHCroiss : = proc(L,X : : name,p)
local S,i,m,n,r,s,q,R0,R1,R2,Q,QR,Stu ;
Stu : = NULL ;S : = LiPo(L,X) ; n : = nops(L) ;
if (nargs=3) and (p<> 0) then S : = S mod p fi ;
r : = 1+ValDL(S,X,n) ;q : = n-r ; m : = iquo(n+1,2) ;
R0 : = 1 ;
R1 : = sum(coeff(S,X,i+r-1)*X^(i),i= 0..q) ;
while r <q to q/2 do
QR : = QuoResCroiss(R0,R1,X,r,q,p) ;
Q : = QR[1] ;
R2 : = QR[2] ;
Stu : = Stu,[Q,r] ;
s : = ValDL(R2,X,q) ;
q : = q-s ;
86 Annexe A. Codes Maple
R0 : = ReDL(R1,X,q) ;
R1 : = sum(-coeff(R2,X,i+s)*X^i,i= 0..q) ;
m : = m-r ; r : = s-r ;
od ;
if q> = 0 then
QR : = QuoResCroiss(R1,R0,X,q,q,p) ; Q : = QR[1] ;
Stu : = Stu,[Q,m]
else Stu : = Stu,[0,m] fi ;
[Stu] ;
end proc ;
description “Re´duction par division en puissances croissantes”
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A.3 Les proce´dures de diagonalisation avec les divisions
en puissances de´croissantes
RedH : = proc(H1,p)
local i,n,ta,r,T,S,b1,H,b ;
b : = evalb(nargs= 2 and p<> 0) ;
if b then H : = EVL(H1,p) else H : = H1 fi ;
n : = nops(H) ; ta : = Taille(H) ; b1 : = false ;
if n= 1 then RETURN([H,true])
else
r : = 0 ; while H[r+1]= 0 and (r<ta) do r : = r+1 od ;
if r> = ta-1 then b1 : = true ; T : = H
else
S : = [seq(H[i], i= r+1..n)] ;
if b then T : = InvToS(S,p) else T : = InvToS(S) fi ;





description “On calcule les coefficients du deuxie`me bloc Hankel dans la re´duite de la
matrice de Hankel ayant pour coefficients H, on indique s’il n’y avait rien a` re´duire
dans le boole´en b1 qui est la deuxie`me composante de la sortie”
RedHQuo : = proc (H1,p)
local i,n,ta,r,T,S,b1,H,Quo,b ;
b : = evalb(nargs= 2 and p<> 0) ;
if b then H : = EVL(H1,p) else H : = H1 fi ;
n : = nops(H) ; ta : = Taille(H) ; b1 : = false ;
if n= 1 then RETURN([[H],true])
else
r : = 0 ; while H[r+1]= 0 and (r<ta) do r : = r+1 od ;
if r>= ta-1 then b1 : = true ; T : = H
else
S : = [seq(H[i], i= r+1..n)] ;
if b then T : = InvToS(S,p) else T : = InvToS(S) fi ;
Quo : = DebutListe(T,r+2) ;





description “Comme le pre´ce´dent mais on donne aussi le quotient en plus du reste”
PassRedH : = proc(H1,p)
local i,n,ta,r,T,S,b1,H,Quo,b ;
b : = evalb(nargs= 2 and p<> 0) ;
if b then H : = EVL(H1,p) else H : = H1 fi ;
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n : = nops(H) ; ta : = Taille(H) ; b1 : = false ;
if n= 1 then RETURN([[H],true])
else
r : = 0 ; while H[r+1]= 0 and (r<ta) do r : = r+1 od ;
if r > = ta-1 then b1 : = true ; T : = H
else
S : = [seq(H[i], i= r+1..n)] ;





description “Comme le pre´ce´dent mais donne juste la matrice de passage”
IteRHQuo : = proc(H,p)
local C,b,SH,H1,b1,i,n ;
b : = evalb(nargs=2 and p<> 0) ; n : = nops(H) ;
if b then H1 : = [seq(H[i] mod p, i= 1..n)]
else H1 : = H
fi ;
SH : = NULL ; b1 : = false ;
C : = [[H1],b1] ;
to n while not b1 do
SH : = SH,C[1] ;
if b then C : = RedHQuo(C[1,1],p)
else C : = RedHQuo(C[1,1])
fi ;




description “On ite`re RedHQuo, on retourne la liste des quotients et restes
sous forme de listes”
IRHQ : = proc(H,p)
local i,n,SH ;
SH : = IteRHQuo(args) ; n : = nops(SH) ;
[seq(LiPo2(SH[i,2],X),i=2..n)],SH[n,1]
end proc ;
description “on itere RedHQuo, on retourne la liste des quotients sous forme de polynomes”





description “on itere RedHQuo, on retourne la liste des restes sous forme de listes”
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A.4 Les proce´dures de diagonalisation avec les divisions
en puissances de´croissantes avec troncature
Tronk : = proc(P,X : : name,k) ;
expand(evala(Quo(P,X^(k),X))) ;
end proc ;
description“on retourne le quotient de la division de (P (X)-monoˆmes de degre´ < k) par Xk ”
Tronq : = proc(P,X : : name,k) ;
expand(X^(k) evala(Quo(P,X^(k+1),X))) ;
end proc ;
description “on retourne le quotient de la division de (P (X)-monoˆmes de degre´ ≤ k) par X ”
QuoRemTron : = proc(P,Q,X,p1)
local m, p, R0,R1,R2,QR1 ;
if nargs= 3 then p : = 0 else p : = p1 fi ;
R0 : = P ; R1 : = Q ;
m : = degre(R0,X)-degre(R1,X)-1 ;
QR1 : = QuoRem(R0,R1,X,p) ; R2 : = -QR1[2] ;
R1 : = Tronk(R1,X,m) ;
R2 : = Tronk(R2,X,m) ;
[QR1[1],R1,R2] ;
end proc ;
description “On retourne le quotient et le reste tronque´s
(e´ventuellement modulo p) de la division de A par B”
RMHDecTronq : = proc(P,Q,X : : name,p1)
local dR1,R0,R1,R2,QR,Stu,test,m,p,trestant,dR2,dR0,R3 ;
if nargs= 3 then p : = 0 else p : = p1 fi ;
R0 : = P ; R1 : = Q ; Stu : = NULL ;
dR0 : = r(R0,X) ; dR1 : = r(R1,X) ; test : = 2*dR1-dR0 ;
trestant : = (dR0+1)/2 ;
to degree(P,X) while test > 0 do
QR : = QuoRemTron(R0,R1,X,p) ;
R1 : = QR[2] ; R2 : = QR[3] ; dR1 : = r(R1,X) ; dR2 : = r(R2,X) ;
m : = dR1-dR2 ; trestant : = trestant-degree(QR[1],X) ;
R0 : = Tronq(R1,X,m) ;
R1 : = Tronq(R2,X,0) ; dR0 : = r(R0,X) ; dR1 : = r(R1,X) ;
test : = 2*dR1-dR0 ;
Stu : = Stu,sort(QR[1],X) ;
od ;
if dR1> = 0 then
R1 : = X^(dR1)*R1 ;
R0 : = Tronk(R0,X,dR0-dR1) ;
QR : = QuoRem(R1,R0,X,p) ;
Stu : = Stu,sort(QR[1],X),[trestant] ;
else
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description “Dans cette proce´dure P := X2n−1, Q := sort(LiPo2(S,X)) ou` S est la liste de
taille 2n− 1 qui code la matrice de Hankel d’ordre n.”
Annexe B. Quelques capture e´cran
Il s’agit dans ce chapitre de mettre en œuvre les proce´dures correspondantes
au chapitre pre´ce´dent.
Pour cela conside´rons la liste :
H := [34,−12, 28, 2,−16, 41, 18,−41,−40,−23, 32, 6,−15, 2,−22,−21,−45, 11, 50,−15,−32,−5,
30, 18,−9, 40, 35, 1,−31],
Sans perte de ge´ne´ralite´ tous les calcul ci-apre`s ce fait modulo le nombre
premier p = 101.
Avec RMHCroiss(H,X, p) :
On retourne la liste des quotients qui codent les blocs diagonaux
Hankel-infe´rieurs (et leurs ordres respectifs) de la re´duite (Fig.B.1) :
Figure B.1 – divisions en puissances croissantes de polynoˆmes
Avec IRHQ(H, p) :
On retourne la liste des quotients qui codent les blocs diagonaux
Hankel-infe´rieurs de la re´duite (Fig.B.2) : :
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Figure B.2 – divisions en puissances de´croissantes de polynoˆmes
Avec RMHDecTronq(P,Q,X, p) :
Ici on a :
Q(X) = 34X28 − 12X27 + 28X26 + 2X25 − 16X24 + 41X23 + 18X22 − 41X21 − 40X20 − 23X19 + 32X18+
6X17 − 15X16 + 2X15 − 22X14 − 21X13 − 45X12 + 11X11 + 50X10 − 15X9 − 32X8 − 5X7 + 30X6+
18X5 − 9X4 + 40X3 + 35X2 +X − 31,
et P (X) = X29.
On retourne la liste des quotients qui codent les blocs diagonaux Hankel-infe´rieurs (et
leurs ordres respectifs) (Fig.B.3) :
Figure B.3 – divisions en puissances de´croissantes de polynoˆmes avec troncature
Remarquons que ces quotients sont les re´ciproques de ceux retourne´s par RMHCroiss.
Comparaison avec la me´thode classique : avec RedComHNed(H, p)
Avec la proce´dure RedComHNed qui prend en entre´e la liste H qui code la matrice de Hankel h
et qui donne en sortie la matrice de passage A et la re´duite diagonale par bloc Hankel-infe´rieurs





34−12 28 2−16 41 18−41−40−23 32 6−15 2−22
−12 28 2−16 41 18−41−40−23 32 6−15 2−22−21
28 2−16 41 18−41−40−23 32 6−15 2−22−21−45
2−16 41 18−41−40−23 32 6−15 2−22−21−45 11
−16 41 18−41−40−23 32 6−15 2−22−21−45 11 50
41 18−41−40−23 32 6−15 2−22−21−45 11 50−15
18−41−40−23 32 6−15 2−22−21−45 11 50−15−32
−41−40−23 32 6−15 2−22−21−45 11 50−15−32 −5
−40−23 32 6−15 2−22−21−45 11 50−15−32 −5 30
−23 32 6−15 2−22−21−45 11 50−15−32 −5 30 18
32 6−15 2−22−21−45 11 50−15−32 −5 30 18 −9
6−15 2−22−21−45 11 50−15−32 −5 30 18 −9 40
−15 2−22−21−45 11 50−15−32 −5 30 18 −9 40 35
2−22−21−45 11 50−15−32 −5 30 18 −9 40 35 1
−22−21−45 11 50−15−32 −5 30 18 −9 40 35 1−31

dont les mineurs principaux dominants : [34, 0, 0, −26, 21, 0, −24, 0, 0, −49, −18, 0, 0, 0, −29]
Les blocs seront d ′ordre respectif : [1, 3, 1, 2, 3, 1, 4]
Notre matrice de PASSAGE est :
A =

3−7 21 14 46 20 46−48 0 0−43 12 0 0 0
0−3 2 27−38 24−46 30−48 0−48 0 12 0 0
0 0−3 2−47 34−19 5 30−48 28−24 0 12 0
0 0 0−3 4 14 46−33 5 30 40 11−24 0 12
0 0 0 0 −6 5−25 5−33 5−19−37 11−24 0
0 0 0 0 0 35 35−23 5−33 47 12−37 11−24
0 0 0 0 0 0 35 39−23 5−44 12 12−37 11
0 0 0 0 0 0 0 39 39−23 20 22 12 12−37
0 0 0 0 0 0 0 0 39 39 41 20 22 12 12
0 0 0 0 0 0 0 0 0 39−30 41 20 22 12
0 0 0 0 0 0 0 0 0 0−30−30 41 20 22
0 0 0 0 0 0 0 0 0 0 0−30−30 41 20
0 0 0 0 0 0 0 0 0 0 0 0−30−30 41
0 0 0 0 0 0 0 0 0 0 0 0 0−30−30
0 0 0 0 0 0 0 0 0 0 0 0 0 0−30

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et notre RE´DUITE diagonale par bloc Hankel-infe´rieurs est :
D = tAh A =

3 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0−1 0 0 0 0 0 0 0 0 0 0 0
0 0−1 3 0 0 0 0 0 0 0 0 0 0 0
0−1 3 2 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 11 0 0 0 0 0 0 0 0
0 0 0 0 0 11−5 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 4 0 0 0 0 0
0 0 0 0 0 0 0 0 4 0 0 0 0 0 0
0 0 0 0 0 0 0 4 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 7 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 20
0 0 0 0 0 0 0 0 0 0 0 0 0 20 8
0 0 0 0 0 0 0 0 0 0 0 0 20 8−17
0 0 0 0 0 0 0 0 0 0 0 20 8−17−15





1 36−7 29 26 15−16 −9 0 0 25 40 0 0 0
0 1 33−9 40 18 16 −7 −9 0 42 0 40 0 0
0 0 1 33−9−25 11−18 −7 −9 26 21 0 40 0
0 0 0 1 33−40−16 38−18 −7−35 3 21 0 40
0 0 0 0 1 29−44−18 38−18 4 45 3 21 0
0 0 0 0 0 1 1 2−18 38 22 40 45 3 21
0 0 0 0 0 0 1 1 2−18−12 40 40 45 3
0 0 0 0 0 0 0 1 1 2 33 6 40 40 45
0 0 0 0 0 0 0 0 1 1 2 33 6 40 40
0 0 0 0 0 0 0 0 0 1 1 2 33 6 40
0 0 0 0 0 0 0 0 0 0 1 1 2 33 6
0 0 0 0 0 0 0 0 0 0 0 1 1 2 33
0 0 0 0 0 0 0 0 0 0 0 0 1 1 2
0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

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34 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0−45 0 0 0 0 0 0 0 0 0 0 0
0 0−45 34 0 0 0 0 0 0 0 0 0 0 0
0−45 34−11 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0−28 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0−38 0 0 0 0 0 0 0 0
0 0 0 0 0−38−47 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0−33 0 0 0 0 0
0 0 0 0 0 0 0 0−33 0 0 0 0 0 0
0 0 0 0 0 0 0−33 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0−12 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 9
0 0 0 0 0 0 0 0 0 0 0 0 0 9 44
0 0 0 0 0 0 0 0 0 0 0 0 9 44−43
0 0 0 0 0 0 0 0 0 0 0 9 44−43−32

Matrice de PASSAGE CLASSIQUE
R =

1 36 0 0 26 15 0 −9 0 0 25 40 0 0 0
0 1 36 0 40 18 15 −7 −9 0 42 0 40 0 0
0 0 1 36−9−25 18−18 −7 −9 26 21 0 40 0
0 0 0 1 33−40−25 38−18 −7−35 3 21 0 40
0 0 0 0 1 29−40−18 38−18 4 45 3 21 0
0 0 0 0 0 1 29 2−18 38 22 40 45 3 21
0 0 0 0 0 0 1 1 2−18−12 40 40 45 3
0 0 0 0 0 0 0 1 1 2 33 6 40 40 45
0 0 0 0 0 0 0 0 1 1 2 33 6 40 40
0 0 0 0 0 0 0 0 0 1 1 2 33 6 40
0 0 0 0 0 0 0 0 0 0 1 1 2 33 6
0 0 0 0 0 0 0 0 0 0 0 1 1 2 33
0 0 0 0 0 0 0 0 0 0 0 0 1 1 2
0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1






34 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0−45 0 0 0 0 0 0 0 0 0 0 0
0 0−45−34 0 0 0 0 0 0 0 0 0 0 0
0−45−34 10 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0−28 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0−38 0 0 0 0 0 0 0 0
0 0 0 0 0−38 47 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0−33 0 0 0 0 0
0 0 0 0 0 0 0 0−33 0 0 0 0 0 0
0 0 0 0 0 0 0−33 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0−12 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 9
0 0 0 0 0 0 0 0 0 0 0 0 0 9 44
0 0 0 0 0 0 0 0 0 0 0 0 9 44−43
0 0 0 0 0 0 0 0 0 0 0 9 44−43−32

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RE´SUME´
Cette the`se pre´sente une contribution a` l’ame´lioration de certains re´sultats concer-
nant les algorithmes en Alge`bre line´aire et plus particulie`rement les algorithmes sur
les matrices structure´es.
Nous pre´sentons un nouvel algorithme de diagonalisation par blocs des matrices de
Hankel, particulie`rement efficace.
Dans le cas ou` la matrice de Hankel correspond a` une suite re´currente line´aire, nous
retrouvons ainsi l’algorithme de Berlekamp-Massey, mais dans une version simplifie´e
(plus facile a` expliquer et a` programmer) et acce´le´re´e par des troncatures.
En outre notre version permet une gestion dynamique des donne´es.
Notre diagonalisation par blocs, qui s’applique sur un corps arbitraire, nous permet
de donner une de´monstration purement alge´brique simple d’un de´licat the´ore`me de
Frobenius pour la signature d’une forme de Hankel re´elle.
Nous donnons e´galement une e´tude approfondie de l’algorithme d’Euclide signe´ et
de ses versions matricielles pour les matrices de Hankel et de Bezout associe´es a` un
couple de polynoˆmes. Nous expliquons les rapports existants entre diffe´rents algo-
rithmes connus dans la litte´rature.
MOTS CLE´S :matrice de Bezout, matrice de Hankel, matrice de Toeplitz, suite re´currente
line´aire, diagonalisation par blocs, Algorithme d’Euclide signe´, Algorithme de Berlekamp-
Massey.
AMS classification : 15A03 ; 15A15 ; 15A23 ; 15A24 ; 15A63 ; 47B35 ; 65F30 ; 68W30.
ABSTRACT
We give a new algorithm for the blocs diagonalization of Hankel matrices.
When the matrix corresponds to a linear recurrent sequence we obtain a simplified
version of Berlekamp-Massey’s algorithm, more easy to implement and to understand
than the usual one. Also our version is slightly faster and allows us to use lazzy
techniques.
We give a very simple and purely algebraic proof of the frobenius’s theorem for the
signature of real Hankel matrices.
We give a study of the Extended Euclidean Algorithm and of his matricial versions
using Hankel or Bezout matrices. We explain the links between all these versions.
KEY WORDS : Bezout matrix, Hankel matrix, Toeplitz matrix, Linearly recurrent se-
quences, Block LU factorization, Euclidean algorithm, Berlekamp-Massey Algorithm.
