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TRILINEAR MAPS FOR CRYPTOGRAPHY II
MING-DEH A. HUANG (USC, MDHUANG@USC.EDU)
Abstract. We continue to study the construction of cryptographic trilinear maps involving
abelian varieties over finite fields. We introduce Weil descent as a tool to strengthen the security
of a trilinear map. We form the trilinear map on the descent variety of an abelian variety of
small dimension defined over a finite field of a large extension degree over a ground field. The
descent bases, with respect to which the descents are performed, are trapdoor secrets for efficient
construction of the trilinear map which pairs three trapdoor DDH-groups. The trilinear map also
provides efficient public identity testing for the third group. We present a concrete construction
involving the jacobian varieties of hyperelliptic curves.
1. Introduction
Cryptographic applications of multilinear maps were first proposed in the work of Boneh and
Silverberg [2]. However the existence of cryptographically interesting n-linear maps for n > 2
remains an open problem. The problem has attracted much attention more recently as multi-
linear maps and their variations have become a useful tool for indistinguishability obfuscation.
Very recently Lin and Tessaro [8] showed that trilinear maps are sufficient for the purpose of
achieving indistinguishability obfuscation (see [8] for references to related works along several
lines of investigation).
In this paper we continue to study cryptographic trilinear maps involving abelian varieties
over finite fields along the line of investigation started in [7]. This line of investigation was moti-
vated by an observation of Chinburg (at the AIM workshop on cryptographic multilinear maps
(2017)) that the following map from e´tale cohomology may serve as the basis of constructing a
cryptographically interesting trilinear map:
H1(A,µℓ)×H
1(A,µℓ)×H
2(A,µℓ)→ H
4(A,µ⊗ℓ 3)
∼= µℓ
where A is an abelian surface over a finite field F and the prime ℓ 6= char(F). This trilinear map
is the starting point of the following more concrete construction.
Suppose A is a principally polarized abelian variety over a finite field F. Let A∗ denote the
dual abelian variety. Consider A as a variety over F¯, the algebraic closure of F. Let eℓ be the
pairing between A[ℓ] and A∗[ℓ] ([11] § 16).
In [7] we consider the trilinear map (α, β,L) → eℓ(α,ϕL(β)), where α, β ∈ A[ℓ], L is an
invertible sheaf, and ϕL be the map A→ A
∗ = Pic0(A) so that
ϕL(a) = t
∗
aL ⊗ L
−1 ∈ Pic0(A)
for a ∈ A(F¯) where ta is the translation map defined by by a ([11] § 1 and § 6).
Note that in the map just described we no longer need to assume that A is of dimension 2.
2. General construction
We describe the general idea of constructing a cryptographic trilinear map motivated by the
above discussion.
1
2We assume that A is a simple and principally polarized abelian variety defined over a finite
field. Let e : A[ℓ] × A[ℓ] → µℓ be a non-degenerate skew-symmetric pairing. An important
example is the pairing defined by a polarization of A and the canonical pairing between ℓ-power
torsion points of A and the dual abelian variety. We refer to [7] for a description in the context
of constructing trilinear maps.
To construct a trilinear map we find α, β ∈ A[ℓ] such that e(α, β) 6= 1.
We form a nontrivial submodule U of the module W = {λ ∈ End(A[ℓ]) : e(α, λ(β)) = 1}, and
let U1 be the module generated by 1 and elements of U .
Let G1 and G2 be respectively the cyclic groups generated by α and β, and G3 = U1/U with
1+U as the generator, we consider the trilinear map G1×G2×G3 → µℓ sending (xα, yβ, z+U)
to ζxyz where ζ = e(α, β). The map is well defined since for λ ∈ U , e(α, λ(β)) = 1.
For the trilinear map to be cryptographically interesting we need the map to be efficiently
computable on the one hand, and the discrete logarithm problems on Gi, i = 1, 2, 3, should be
hard to solve on the other hand. For the trilinear map to be efficiently computable, we need the
pairing e to be efficiently computable, we also need a representative of z + U to be efficiently
specified and efficiently executable when applied to the group G2.
The pairing computation in general takes time at least exponential in the dimension of A.
Therefore in our earlier construction in [7], we assume that the dimension of A small. In [7], U1
is formed from the endomorphism ring of A. In this situation the discrete logarithm problem
on G3 is potentially vulnerable to a line of attack using trace pairing. The trace pairing can in
principle be reduced to intersection product, assuming the polarization divisor can be efficiently
presented. These computations may be considered efficient when dimA is fixed, even though
they can be exponential in (dimA)2, or even worse.
To strengthen the trilinear map we apply Weil descent [1, 6] to effectively raise a barrier of
dimension. We form the trilinear map on the descent variety Aˆ of an abelian variety A of small
dimension. If dimA = g and A is defined over a field K of extension degree d over k, then Aˆ
is defined over k of dimension dg. The descent bases, with respect to which the descents are
performed, are trapdoor secrets for efficient construction of the trilinear map which pairs three
trapdoor DDH-groups. Different descent bases are used for the first group and the second group,
so as to prevent the DDH problem from an attack that utilizes the published pairing to induce
self-pairing. The trilinear map also provides efficient public identity testing for the third group.
Frey [5] introduced Weil descent as a constructive tool in cryptography to disguise elliptic
curves. In [4] Dent and Galbraith applied the idea to construct hidden pairings based on which
trapdoor DDH groups can be constructed. The construction in [4] that involves Weil descent
is vulnerable to the attacks described in [13]. Those attacks depend critically on the addition
map of interest being given in the projective model by homogeneous polynomials. The attacks
do not extend to constructions involving Weil descent where the abelian varieties and maps are
given strictly by affine models in affine pieces, such as ours. In our framework, a construction
similar to that in [4] but more restrictive would be to select a secret descent basis of a finite field
K of a large extension degree over a smaller finite field k, and an elliptic curve E defined over
K, then make public the descent of a K-rational point of E, together with the descent maps for
addition morphism and doubling morphism. In this case it follows directly from Theorem 5.1 in
§ 5 that the descent basis can be uncovered from the published maps, hence the scheme is not
secure. The analysis in § 5.3 also provides other reasons why in our framework constructions
based on elliptic curves are not secure.
After a brief discussion of Weil descent in the next section we will proceed to the trilinear map
construction involving Weil descent in § 4. We study the security issues in specifying descent
maps in § 5, and in § 6 we present a concrete trilinear map construction using the jacobian
varieties of hyperelliptic curves.
33. Weil descent
Let k be a finite field and let K be an extension of degree d over k. Let u1, . . . , ud be a basis
of K over k. Then
uiuj =
d∑
i=1
δijkuk
with δijk ∈ k for 1 ≤ i, j, k ≤ d. The indexed set δijk, denoted ∆, is called the descent table
with respect to the basis u1, . . . , ud. More generally, for k ≥ 2,
ui1 . . . uik =
d∑
j=1
δi1,...,ik,juj
with δi1,...,ik,j ∈ k, and 1 ≤ i1, . . . , ik ≤ d. The indexed set δi1,...,ik,j, denoted ∆
(k), is called the
k-th descent table with respect to the basis u1, . . . , ud. The table ∆
(k) can be easily derived
from the ∆ and ∆(k−1). For example δijks =
∑
r δijrδrks
Let R = K[x1, . . . , xn]. Suppose F ∈ R. Consider the substitution of variables xi =∑d
j=1 yijuj, for i = 1, . . . , d. Let Rˆ = k[y11, . . . , ynd]. Denote by F˜ the polynomial in Rˆ obtained
from F by substituting xi with
∑
j yijuj. Thus
F˜ (xˆ1, . . . , xˆn) := F (x˜1, . . . , x˜n) =
d∑
i=1
fiui
where xˆi = (yij)
d
j=1, x˜i =
∑d
j=1 yijuj, and fi(xˆ1, . . . , xˆn) ∈ k[xˆ1, . . . , xˆn] = k[y11, . . . , ynd].
We call (fi)
d
i=1 the descent of F with respect to the basis u1, . . . , ud, denoted as Fˆ . They are
easy to construct with the help of the descent table.
We also refer to Fˆ as the global descent of the polynomial F .
Write F =
∑
i ti where ti is a term, that is a constant times a monomial. Then Fˆ contains
the descent of tˆi for all i. In terms of vector summation we may write Fˆ =
∑
i tˆi.
For this section we fix a basis u1, . . . , ud and we will omit the phrase ”with respect to the
basis u1, . . . , ud” when defining descent objects.
Let δ denote the linear map k¯d → k¯ such that if we put x = (xi)
d
i=1, δ(x) =
∑d
i=1 xiui.
Let σ be a generator of G(K/k) (for example the Frobenius automorphism over k), the Galois
group of K/k. Then δσ
j
(x) =
∑d
i=1 xiu
σj
i for j = 0, . . . , d− 1.
Let ρ denote the bijective linear map k¯d → k¯d such that ρ(x) = (δσ
i
(x))d−1i=0 for x = (xi)
d
i=1 ∈
k¯d.
Let xˆi = (xij)
d
j=1, for i = 1, . . . , n. Then
F (δ(xˆ1), . . . , δ(xˆn)) =
d∑
i=1
fi(xˆ1, . . . , xˆn)ui.
In fact, for j = 0, . . . , d− 1,
F σ
j
(δσ
j
(xˆ1), . . . , δ
σj (xˆn)) =
d∑
i=1
fi(xˆ1, . . . , xˆn)u
σj
i .
If we identify k¯dn as the n-fold product k¯d × . . . × k¯d, and by abuse of notation denote δ as
the map k¯dn → k¯n such that δ(β1, . . . , βn) = (δ(β1), . . . , δ(βn)) where β1, . . . , βn ∈ k¯
d. Then we
may write F ◦ δ = δ ◦ Fˆ . In fact, F σ
j
◦ δσ
j
= δσ
j
◦ Fˆ for j = 0, . . . , d− 1.
4Let ι : k¯ → k¯d be such that ι(α) = (σi(α))d−1i=0 for α ∈ k¯. For α ∈ k¯, we define the descent of
α to be the unique β ∈ k¯d, such that ρ(β) = ι(α). We have σj(α) = δσ
j
(β) for j = 0, . . . , d− 1.
In particular α = δ(β). If α ∈ K, then α =
∑d
i=1 aiui with ai ∈ k. In this case αˆ = (ai)
d
i=1.
Hence there is a bijection between K → kd sending α ∈ K to αˆ.
More generally if α = (αi)
n
i=1 ∈ k¯
n, then its descent, αˆ, is (αˆi)
n
i=1, which we consider an
element in k¯nd.
If V = Z(F ), the algebraic set defined by the zeroes of some F ∈ R, then its descent is
Vˆ := Z(f1, . . . , fd) where Fˆ = (fi)
d
i=1. From the discussion above we see that if α ∈ Vˆ (k¯) then
F σ
j
(δσ
j
(α)) = 0, so δσ
j
(α) ∈ V σ
j
(k¯). This shows that ρ(Vˆ (k¯)) ⊂
∏d−1
i=0 V
σj (k¯). Conversely
if α = (α)d−1i=0 ∈
∏d−1
i=0 V
σj (k¯), let β ∈ k¯d such that ρ(β) = α. Then for i = 0, . . . , d − 1,
δσ
i
(β) = αi ∈ V
σi(k¯), so F σ
i
(αi) = 0, so δ
σi (Fˆ (β)) = F σ
i
(δσ
i
(β)) = 0. We have ρ(Fˆ (β)) = 0,
so Fˆ (β) = 0, so β ∈ Vˆ (k¯). It follows that ρ restricts to a linear bijection between Vˆ (k¯) and∏d−1
i=1 V
σj (k¯).
For α ∈ Kn, F̂ (α) = Fˆ (αˆ), it follows that there is a bijection between V (K) and Vˆ (k) sending
a K-point in V to its descent, which is in Vˆ (k).
More generally suppose V = Z(F1, . . . , Fm), the algebraic set defined by the zeroes of F1, . . . , Fm ∈
R. Suppose Fˆi = (fij)
d
j=1 for i = 1, . . . , d. Then the descent of V is Vˆ = Z(f11, . . . , fmd). Sim-
ilarly ρ restricts to a linear bijection between Vˆ (k¯) and
∏d−1
i=1 V
σj (k¯), and there is a bijection
from V (K) to Vˆ (k).
Let the natural extension of ι to k¯n → k¯nd be denoted by ι as well. Consider the restrictions
of maps δ : Vˆ → V , ι : V →
∏d−1
i=1 V
σi and ρ : Vˆ →
∏d−1
i=1 V
σi . We have ι ◦ δ = ρ. For α ∈ V (k¯),
αˆ is the unique β ∈ Vˆ (k¯) such that ρ(β) = α. In particular, δ(β) = α.
Suppose ϕ is an algebraic map from V (k¯) to k¯ defined over K. The descent of ϕ, denoted ϕˆ,
is the map Vˆ (k¯)→ k¯d defined over k such that δ ◦ ϕˆ = ϕ◦ δ. Since ϕˆ is defined over k, it follows
that δσ
i
◦ ϕˆ = ϕσ
i
◦ δσ
i
for i = 0, . . . , d− 1. We have ρ ◦ ϕˆ = (
∏d−1
i=0 ϕ
σi) ◦ ρ. This also justifies
the uniqueness of ϕˆ.
So for (β1, . . . , βn) ∈ Vˆ (k¯) with β1, . . . , βn ∈ k¯
d,
δσ
i
(ϕˆ(β1, . . . , βn)) = ϕ
σi(δσ
i
(β1), . . . , δ
σi(βn)).
The descent function of ϕ, denoted ϕ˜, is the map (function) δ ◦ ϕˆ : Vˆ (k¯)→ k¯.
More generally if ϕ is a map V (k¯) → k¯r with ϕi as the i-th coordinate map so that ϕ(α) =
(ϕ(α))
r
i=1. The descent of ϕ, denoted ϕˆ, is the map Vˆ (k¯) → k¯
rd = k¯d × . . . × k¯d such that
δϕˆ = ϕδ. We have ρ ◦ ϕˆ = (
∏d−1
i=0 ϕ
σi) ◦ ρ.
4. Trilinear maps involving Weil descent
4.1. Constructing the trilinear map. Starting with an abelian variety A of dimension g
defined over a finite field K of extension degree d over a finite field k, we consider the descent
Aˆ of A with respect to a basis u1, . . . , ud of K over k.
For simplicity assume log ℓ, d and log |k| are linear in the security parameter n, whereas
g = O(log1−ǫ n). We use the descent basis to construct and specify a trilinear map efficiently.
However the abelian variety A as well as the descent basis will be kept secret.
Let δ and ρ be the maps defined in § 3, which are determined by the descent basis. So ρ
induces an isomorphism ρ : Aˆ→
∏d−1
i=0 A
σi defined over K where σ is a generator of the Galois
group of K over k.
5We have Aˆ[ℓ]
ρ
∼=
∏
iA
σi [ℓ] and
∏
iA
σi [ℓ] ∼= A[ℓ]d. With the identification of Aˆ[ℓ] and A[ℓ]d, a
d× d matrix M = (aij) with aij ∈ Fℓ defines an element ϕM ∈ End(Aˆ[ℓ]), so that if D ∈ Aˆ[ℓ] is
identified with (Di)
d−1
i=0 with Di ∈ A[ℓ], then ϕM (D) is identified with M(Di)
d−1
i=0 .
Aˆ[ℓ]
ρ
→
∏
iA
σi [ℓ] ∼= A[ℓ]d
↓ ϕM ↓M
Aˆ[ℓ]
ρ
→
∏
iA
σi [ℓ] ∼= A[ℓ]d
To construct a trilinear map, we form a a set of N1 = d
O(1) maps ϕi where ϕi = ϕMi for some
d× d, (0,1)-matrix such that (1) there are exactly two nonzero entries (i, i1) and (i, i2) for row
i, for i = 0, . . . , d − 1; (2) for each i there is some j 6= i such that if the j-th row has nonzero
entries at (j, j1) and (j, j2) then i− i1 = j− j1, i− i2 = j − j2. The reason for imposing the two
conditions will be made clear later on.
We find Dα,Dβ ∈ Aˆ[ℓ] along with nontrivial λ, µ ∈ End(Aˆ[ℓ]) such that λ(Dβ) = Dα, and
µ(Dβ) = 0 on Aˆ and eˆ(Dα,Dβ) 6= 1.
Moreover λ and µ can be specified as a linear sum over ϕi. So, λ = a0 +
∑
i aiϕi and
µ = b0 +
∑
i biϕi with ai, bi ∈ Fℓ.
Using the descent basis and the maps ρ defined by the basis and the matrices Mi’s, we can
construct the two points together with λ and µ from points on A[ℓ]. One way to do this is as
follows.
Without loss of generality assume µℓ ⊂ K. Find a, b ∈ A(K)[ℓ] such that eℓ(a, b) 6= 1. Choose
random xi, yi ∈ Fℓ and let Dβ ∈ Aˆ[ℓ] such that Dβ corresponds to V = (xia+ yib)
d−1
i=0 ∈ A[ℓ]
d.
Let v1 = (xi)
d−1
i=0 and v2 = (yi)
d−1
i=0 .
Let zi ∈ Fℓ for i = 0, . . . , N1. Then
∑
i ziϕi(Dβ) = 0 if and only if
∑
i ziMiV = 0 if∑
i ziMiv1 = 0 mod ℓ and
∑
i ziMiv2 = 0 mod ℓ.
This leads to 2d linear equations over Fℓ in d
O(1) variables. We expect there to be many
solutions. Choose one such solution and set µ =
∑
i ziϕi. Then µ(Dβ) = 0.
Choose random ci ∈ Fℓ such that let
∑
i ciMi(V ) = (x
′
ia+ y
′
ib)
d−1
i=0 then∏
i
eℓ((x
′
ia+ y
′
ib), (xia+ yib)) 6= 1.
Set λ =
∑
i ciϕi.
Set Dα = λ(Dβ). Then Dα corresponds to (D
′
i) ∈ A[ℓ]
d where D′i = x
′
ia+ y
′
ib, and
eˆ(Dα,Dβ) =
∏
i
eℓ((x
′
ia+ y
′
ib), (xia+ yib)) 6= 1.
Let G1 and G2 be respectively the cyclic groups generated by Dα and Dβ.
Let Λ be the Fℓ associative non-commutative algebra generated by a set Σ of N1 variables
z1, . . . , zN1 .
Let φ be the morphism of algebra from Λ to End(Aˆ[ℓ]) such that φ(zi) = ϕi for all i. Then φ
defines an action of Λ on Aˆ[ℓ].
Let fλ = a0 +
∑
i aizi and fµ = b0 +
∑
i bizi, so that φ(fλ) = λ and φ(fµ) = µ.
For n ∈ Z≥0, let Λn denote the submodule of Λ spanned by monomials over Σ of degree no
greater than n.
Set a bound N = O(d) and let S = {fλ} ∪ {wfµ : w is a monomial over Σ of degree less than
N}.
Let U be the submodule of Λ spanned by S. Let G3 = U1/U with 1 + U as the generator.
6For z ∈ Fℓ, z + U ∈ G3 is encoded by a sparse random representative γ ∈ z + U ⊂ U1 ⊂ ΛN .
More precisely, we randomly select t = dO(1) elements wi ∈ S and random ai ∈ Fℓ, then compute
γ = z +
∑
i aiwi as an element in ΛN . Then γ ∈ ΛN is an encoding of z + U ∈ G3.
The trilinear map G1×G2 ×G3 → µℓ sends (xDα, yDβ , z+U) to ζ
xyz where ζ = eˆ(Dα,Dβ).
Suppose z + U is represented by γ ∈ z + U . Then
eˆ(xDα, φ(γ)(yDβ)) = eˆ(xDα, zyDβ) = ζ
xyz.
The sparsity constraint is to make sure that the map γ can be efficiently executed,so that the
trilinear map can be efficiently computed.
4.2. Specifying the trilinear map. Fix a public basis θ1, . . . , θd of K/k, a private basis
u1, . . . , ud of K/k, and another private basis u
′
1, . . . , u
′
d of K/k. The private basis u1, . . . , ud
and the associated descent table (which is the multiplication table for the basis) as well as the
conversion table (cij), so that ui =
∑d
j=1 cijθj, with cij ∈ k for 1 ≤ i, j ≤ d, are all hidden. The
second private basis and the associated descent table and conversion table are hidden likewise.
We keep A secret as well.
Let δ denote the basic descent map k¯d → k¯ with respect to u1, . . . , ud, and ρ the bijective linear
map k¯d → k¯d determined by δ. So δ(x) =
∑d
i=1 xiui and ρ(x) = (δ
σi(x))d−1i=0 for x = (xi)
d
i=1 ∈ k¯
d.
Let δ′ denote the basic descent map k¯d → k¯ with respect to u′1, . . . , u
′
d, and ρ
′ the bijective
linear map k¯d → k¯d determined by δ′.
Let Aˆ denote the descent of A with respect to the basis u1, . . . , ud.
Let Aˆ′ denote the descent of A with respect to the basis u′1, . . . , u
′
d.
We publish the following
(1) D′α and Dβ where D
′
α is the image of Dα under the natural isomorphism between Aˆ and
Aˆ′ determined by ρ′−1ρ,
(2) the program for computing the descent mˆ of the addition m on Aˆ, the program for
computing the descent mˆ′ of the addition m on Aˆ′,
(3) the programs for computing ϕi, i = 1, . . . , N1,
(4) fλ and fµ,
(5) the program for computing eˆ : Aˆ′[ℓ] × Aˆ[ℓ] → µℓ, including additional programs for
efficient computation of eˆ.
The points D′α and Dβ, maps ϕi, i = 1, . . . , N1, and additional programs mentioned above
are defined over K. The polynomials that we use to specify these programs have coefficients in
K written out in the public basis θ1, . . . , θd.
In specifying programs for the descent addition morphism mˆ, mˆ′ and ϕi’s, we want to make
sure that the descent basis remain secret. We will discuss how this can be done for maps on
descent varieties in general in the next section.
The encoding of x ∈ Fℓ and y ∈ Fℓ by xD
′
α (resp. yDβ) requires O(log ℓ) applications of mˆ
′
(resp. mˆ).
The encoding of z ∈ Fℓ by a t = d
O(1) sparse element γ ∈ U1 ⊂ ΛN is of length d
O(1). the
computation of φ(γ)(yDβ) requires d
O(1) applications of ϕi’s and mˆ.
The cyclic groups Gi, i = 1, 2, 3, are DDH-groups constructed with the two secret descent
bases as trapdoor. The reason for using a different descent basis in constructing G1 is so that
the efficient pairing G1 × G2 → µℓ cannot be used to define a self pairing on G1 or G2. We
note that if the two secret descent bases were identical then the published pairing eˆ together
with some ϕi can be used to induce self pairing on G1. Namely if eˆ(Dα, ϕi(Dα)) 6= 1, then
we have an efficiently computable pairing G1 × G1 → µℓ, hence G1 would not satisfy DDH
7assumption. Similar observation applies to G2. As for G3, neither the pairing eˆ nor the trilinear
map naturally induce a self pairing on the group.
4.3. The discrete logarithm problem on G3. One way to think about the discrete logarithm
problem on G3, in the setting described above, is that it is a discrete logarithm problem with
a trapdoor and efficient public zero (identity) testing. The trapdoor is the secret descent basis,
and public zero testing can be efficiently done through the specified trilinear map.
First let us consider the generic discrete logarithm problem, where the specification of G1,
G2 and the program for computing the trilinear map is removed. The Fℓ-dimension of U is
exponential in d given that the cardinality of S is exponential in d. A linear attack would
naturally require generating exponentially many random elements of U in order to construct a
basis for U and solve the discrete logarithm problem on U1/U by reduction to linear algebra in
Λ.
We note that even checking whether an element of U is in U , that is to say zero testing on
elements of G3, already seems difficult.
Next consider U as constructed before, except that fλ and fµ are more generally random low
degree elements in Λ. Let Matd(Fℓ) denote the algebra of d by d matrices over Fℓ, and consider
the morphism ψ : Λ→Matd(Fℓ) determined by ψ(zi) =Mi for i = 1, . . . , N1.
The map ψ can be regarded as a trapdoor for solving the discrete logarithm problem on G3.
If we know ψ, then Mi = ψ(zi) can be determined, and the discrete logarithm problem on U1/U
is reduced to linear algebra in Matd(Fℓ), an Fℓ vector space of dimension d
O(1).
Therefore, if we consider fλ and fµ as the public key, and ψ as the secret key, and consider
the encoding of z ∈ Fℓ is by a t = d
O(1) sparse element γ ∈ U1 ⊂ ΛN , then we have a public key
encryption scheme. Decoding is easy if we have the secret key ψ, otherwise we are faced with
the generic discrete logarithm problem on G3 = U1/U .
However we do not have efficient zero testing on G3 yet.
In the trilinear map setting involving the descent abelian variety Aˆ, additional information is
provided, such as programs specified for computing ϕi’s. If the descent basis is known then ρ is
known, and Mi can be determined(see the diagram below)
Aˆ[ℓ]
ρ
→
∏
σ A
σ[ℓ] ∼= A[ℓ]d
↓ ϕi ↓Mi
Aˆ[ℓ]
ρ
→
∏
σ A
σ[ℓ] ∼= A[ℓ]d
as we consider the action of ϕi on Dα or Dβ . Consequently the map ψ is determined. Moreover
with the efficient program for the trilinear map, efficient public zero testing in G3 can be done.
We also note that the discrete logarithm problem on Gi for i = 1, 2, 3 is reduced to the discrete
logarithm problem on µℓ ⊂ k(µℓ).
We can modify U and U1 to make the discrete logarithm problem on U1/U potentially more
difficult. For example, we determine for each i, j pair with i 6= j a relation MiMj = rijMjMi +∑
k aijkMk, with rij , aijk ∈ Fℓ. Then publish the equality ϕiϕj = rijϕjϕi + Lij, where Lij =∑
k aijkϕk. The element Rij = ϕiϕj − rijϕjϕi − Lij will be included in U , as well as w1Rijw2
for any monomials w1, w2 over Σ such that w1w2 is of degree O(d).
Let w be a monomial of degree O(d) over Σ containing ϕiϕj so that w = w1ϕiϕjw2 where w1
and w2 are monomials over Σ. Then w ≡ w1(rijϕjϕi+Lij)w2 mod U . Suppose f = aw+f2 ∈ U1
with a ∈ Fℓ. Then modifying f to f
′ = aw1(rijϕjϕi + Lij)w2 + f2 is called a switch.
Now to encode z by a random element γ ∈ z+U , first choose as before a random sparse linear
expression γ′ over S, where the number of nonzero terms is dO(1), then randomly perform dO(1)
switches on γ′ to obtain γ.
8Below we discuss how ϕi can be specified algebraically and why the following two conditions
are imposed in choosing Mi’s: (1) there are exactly two nonzero entries (i, i1) and (i, i2) for row
i, for i = 0, . . . , d − 1; (2) for each i there is some j 6= i such that if the j-th row has nonzero
entries at (j, j1) and (j, j2) then i− i1 = j − j1, i− i2 = j − j2..
Recall that through the isomorphism A[ℓ] → Ai[ℓ] : α → σ
i(α), we have an isomorphism
∆ between Aˆ[ℓ] and d-fold product of A[ℓ] identifying D ∈ Aˆ[ℓ] with (Di)
d−1
i=0 where Di =
σ−i(δσ
i
D) = δσ−iD. With the identification a d × d matrix M = (aij) with aij ∈ Fℓ define an
element φM ∈ End(Aˆ[ℓ]), so that if D ∈ Aˆ[ℓ] is identified with α = (Di)
d−1
i=0 through ∆ then
φM (D) is identified with Mα.
Consider a matrix M in the set. We have ϕM (D) = ρ
−1v where v = (vi)
d−1
i=0 with vi =
σim(δσ−i1D, δσ−i2D). If D ∈ k¯n then v can be regarded as a d by n matrix where the i-th row
is vi.
More precisely, let F (X,Y ) be the n-vector of polynomials such that F (D1,D2) = m(δD1, δD2)
on an affine piece of Aˆ contained in k¯n. Note that F (D1,D2) = m˜(D1,D2). Let F
′
i (X,Y ) =
F σ
i
(Xq
d−i1+i , Y q
d−i2+i), which is obtained by substituting in F σ
i
(X,Y ) each variable x in the
X part by xq
d−i1+i and each variable y in the Y part by yq
d−i2+i . Then vi = F
′
i (D,D) =
σim(δσ−i1D, δσ−i2D) for D ∈ Aˆ(K).
We see that for D ∈ Aˆ(K), ϕM (D) = (gj(D))
d−1
j=0 where gj(D) =
∑
i αjiF
′
i (D,D) and ρ
−1 =
(αji) with 0 ≤ j, i ≤ d− 1. So the map ϕM can be specified by polynomials in q
j-th powers of
variables for various j.
Below we argue heuristically that from the specification of ϕM , it is hard to extract information
on either ρ or M .
The value of i1 and i2 for i can be read off from the i-th entry of v. However v is not
revealed, but u is where u = ρ−1v. Consider the j-th entry of u for example, which is gj(D) =∑
i αjiF
′
i (D,D). The terms in the specified polynomial gj appear according to a monomial
ordering. The set of (a, b), where a = d− i1 + i and b = d− i2 + i for some row i, may still be
recognized from the exponents of variables in gj . However from each (a, b) one cannot determine
i, i1 and i2 such that a = d− i1 + i and b = d− i2 + i.
We see that, at least heuristically, it is difficult to determine the matrixM from the exponents
of the polynomials in the product u = ρ−1v that gives the specification of ϕM .
Write ϕM (D) = ρ
−1v = (ρ−1v(j))nj=1 where v
(j) is the j-th column of v. Let uj = ρ
−1v(j). We
can write uj =
∑
α ναtα where tα is a monomial and να ∈ k¯
d is its coefficient vector. Suppose
that a monomial tα appears in the i-th entry of v
(j) with coefficient ai for i = 0, . . . , d−1. Then
the coefficient vector of tα in uj is
∑
i aiCi where Ci is the i-th column of ρ
−1. In particular if
there is a monomial tα that appears only in the i-th entry of v
(j), then the coefficient vector of
tα in uj is Ci, the i-th column of ρ
−1, up to a scalar multiple. However this situation does not
arise since we require that there is some other row i′ of the matrix M such that if the i′-th row
has nonzero entries at (i′, i′1) and (i
′, i′2) then i − i1 = i
′ − i′1, i − i2 = i
′ − i′2. This means that
the same monomial appears in the i′-th entry of v(j) as well.
We see that, at least heuristically, it is difficult to extract information on ρ−1 from the product
u = ρ−1v that gives the specification of ϕM .
In § 6 we present a concrete construction of trilinear maps involving the jacobians of hyper-
elliptic curves.
95. Weil descent for secrecy
In specifying programs for the descent addition morphism mˆ, we want to make sure that the
descent basis remain secret. In this section we discuss how this can be done for descent maps
on descent varieties in general.
When we refer to Weil descent we mean descent with respect to the private basis u1, . . . , ud.
5.1. Global descent. A term T with coefficient a is of the form am where a is a constant and
m is a monomial. Call a term T vital if it is of degree greater than 1 or of the form axi where
K = k(a).
The support of a polynomial is the set of monomials that appear in the polynomial with
nonzero coefficient.
For a ∈ K, let Γa = (γij) be the d by d matrix in Gld(k) such that aui =
∑d
j=1 γijuj . Note
that the fraction of Γ ∈ Gld(k) such that Γ = Γ
t
a for some a ∈ K is in roughly
|k|d
|k|d2
, which is
negligible.
Theorem 5.1. (1) Suppose F ∈ R contains a vital term. Then given Fˆ one can efficiently
uncover the descent basis.
(2) Given (fi)
d
i=1 with fi ∈ Rˆ and the descent basis, one can efficiently check if there is some
F ∈ R such that Fˆ = (fi)
d
i=1.
(3) Suppose F ∈ R and Γ ∈ Gld(k). If ΓFˆ contains the global descent of a nonconstant
term, then Γ = Γa for some a ∈ K. If ΓFˆ = Gˆ for some G ∈ R. Then G = aF for some
a ∈ K and Γ = Γta. Consequently, the fraction of Γ ∈ Gld(k) such that ΓFˆ contains a
global descent of a nonconstant term is negligible.
Proof (1) Write F as the sum of terms F =
∑
Ti. Then Fˆ =
∑
i Tˆi. From Fˆ we can read
off Tˆi easily since Tˆi have disjoint supports, each determined completely by the corresponding
monomial in Ti. So it is enough to consider the case where F is a vital term T .
Suppose F = T is a vital term and for simplicity suppose T = ax1 . . . xr for some r ≥ 1,
where either r > 1 or r = 1 and K = k(a). Below we discuss how u1, . . . , ud can be uncovered
from Tˆ .
Suppose T˜ =
∑d
i=1 hiui. Set b = au2 . . . ur if r > 1. Then
b˜x1 =
d∑
i=1
hi(xˆ1, uˆ2, . . . , uˆr)ui.
So b̂x1 can be obtained from Tˆ . It is likely that b generates K over k, in which case from
b̂uj , j = 1, . . . , d, we compute the irreducible polynomial for b, and determine b up to Galois
conjugates.
Evaluating b̂x1 at xˆ1 = b̂uj we obtain b̂2uj . Iterating we obtain b̂iuj for i = 1, . . . , d−1. From
these and the irreducible polynomial of b we can determine uj as a polynomial expression in b.
In this fashion the basis u1, . . . , ud can be uncovered.
(2) Given a d-tuple of polynomials (fi)
d
i=1 with fi ∈ Rˆ, we can verify whether the tuple contains
the descent of some polynomial with the help of descent tables. From the terms of the d
polynomials we can determine a set of monomials m1, . . . ,mt in R so that the support of each fi
is contained in the union of the supports of mˆ1, . . . , mˆt. Write fi =
∑t
j=1 f
(j)
i where the support
of f
(j)
i is contained in the support of mˆj, so that (fi)
d
i=1 =
∑t
j=1(f
(j)
i )
d
i=1. If (fi)
d
i=1 contains
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the descent of some nonconstant term, then
(f
(j)
i )
d
i=1 = âjmj
for some aj ∈ K.
We are reduced to checking if a d-tuple is âm for some a ∈ K, given the tuple and monomial
m.
Suppose m = xe11 . . . x
en
n and a =
∑d
i=1 aiui. Suppose m is of degree dm. Then
a˜m = (
d∑
i=1
aiui)(
d∑
i=1
x1iui)
e1 . . . (
d∑
i=1
xniui)
en
=
∑
1≤i0,i1,...,in≤d
ai0x1i1 . . . xnidmui0ui1 . . . uidm
=
∑
j
∑
i1,...,idm
∑
i0
ai0δi0,i1,...,idm ,jx1i1 . . . xnidmuj
By comparing coefficients with the d polynomials we get a system of d linear equations in
the unknown ai, i = 1, . . . , d. The d polynomials form a descent if and only if the system has a
solution.
(3) Consider a non-constant term T ∈ R. Suppose T˜ =
∑d
i=1 fiui. Then for a ∈ K,
a˜T =
d∑
i=1
fiaui =
∑
j
∑
i
fiγijuj.
Hence
âT = ΓtaTˆ .
It is easy to see that {Tˆ (αˆ) : α ∈ Kn} contains d linearly independent vectors since T̂ (α) =
Tˆ (αˆ). Hence for Γ ∈ Gld(k), ΓTˆ = Tˆ if and only if Γ is the identity matrix. It follows that
ΓTˆ = âT if and only if Γ = Γta.
Now let F =
∑
i Ti where Ti is a term. Let Γ ∈ Gld(k). Then Fˆ =
∑
i Tˆi and ΓFˆ =
∑
i ΓTˆi.
If ΓFˆ contains a nontrivial global descent, then ΓTˆi is a global descent for some i where Ti is a
non-constant term. This implies ΓTˆi = âT for some a ∈ K. It follows that Γ = Γ
t
a.
In particular if ΓFˆ = Gˆ then G = aF for some a ∈ K and Γ = Γa.
5.2. Specifying maps on descent varieties. Suppose V = Z(F1, . . . , Fm), the algebraic set
defined by the zeroes of F1, . . . , Fm ∈ R. We consider the problem of specifying maps on Vˆ in
such a way that the descent basis remains secret.
Suppose a map ϕ : V (k¯) → k¯ can be defined by the restriction of a polynomial H ∈ R to
V . Then ϕˆ can be defined by the restriction of Hˆ = (hi)
d
i=1 to Vˆ , with hi ∈ Rˆ with coefficients
in k. However as discussed above the global descent (hi)
d
i=1 can likely be used to uncover the
descent basis. Therefore we cannot specify ϕˆ by (Hi)
d
i=1. Instead we will specify ϕˆ by some
(h′i)
d
i=1 where h
′
i = hi + gi with gi ∈ Rˆ and gi vanishes on Vˆ , so that (h
′
i)
d
i=1 contains no global
descent. Simply put we want h′i = hi mod I(Vˆ ) such that (h
′
i)
d
i=1 contains no global descent.
Similarly if ϕ˜ can be defined by the restriction of
∑d
i=1 fiθi with fi ∈ Rˆ, we would like to
make sure that (fi)
d
i=1 does not contain any global descent.
More generally we consider the following problem. Given (fi)
d
i=1 with fi ∈ Rˆ, we want to
construct f ′i , i = 1, . . . , d, such that f
′
i = fi mod I(Vˆ ) and (f
′
i)
d
i=1 contains no global descent.
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From the terms of the d polynomials we can determine a set of monomials m1, . . . ,mt in R
so that the support of each fi is contained in the union of the supports of mˆ1, . . . , mˆt. We can
rewrite (fi)
d
i=1 as
∑t
i=1Hi with Hi ∈ Rˆ
d and the support of Hi ∈ Rˆ
d is a subset of the support
of mˆi. For each i if Hi is not a global descent, put H
′
i = Hi. If Hi is a global descent, then
Hi = Tˆ where T = ami for some a ∈ K. We choose a polynomial F that vanishes on V such
that mi appears in F with nonzero constant. (For example if F1 has a nonzero constant term,
then we can take F = bmiF1 with random nonzero b ∈ K.)
Let Γ be randomly chosen from Gld(k). Then by Theorem 5.1, ΓFˆ is most likely not a global
descent. In that case Tˆ+ΓFˆ does not contain a global descent either. Otherwise Tˆ+Γb̂mi = ĉmi
for some c ∈ K, but then Γb̂m = ĉmi − âmi = ̂(c− a)mi, and we have a contradiction.
Put H ′i = Hi + ΓFˆ . If we write
∑
iH
′
i = (gi)
d
i=1 with gi ∈ Rˆ, then gi = fi mod I(Vˆ ).
Suppose a map ϕ : V (k¯) → k¯ can be defined by the restriction of a polynomial H ∈ R to
V . Then ϕˆ can be defined by the restriction of Hˆ ∈ Rˆd to Vˆ . Let H =
∑
i aimi where ai ∈ K
and mi is a monomial. Then Hˆ =
∑
iHi where Hi = âimi. Let Hˆ = (hi)
d
i=1 with hi ∈ Rˆ.
After the above procedure is applied to all Hi, we obtain some (h
′
i)
d
i=1 with h
′
i ∈ Rˆ and h
′
i = hi
mod I(Vˆ ). Moreover if we write (h′i)
d
i=1 =
∑
iH
′
i where H
′
i ∈ Rˆ
d. Then each H ′i is of the form
H ′i =
∑
j Γij)mˆi where mi is a monomial and Γij ∈ Gld(k) and all but at most one Γij are
random elements in Gld(k). It is unlikely that
∑
j Γij = Γ
t
a for some a ∈ K. Consequently it is
unlikely that H ′i = âmi for some a ∈ K. That is, (h
′
i)
d
i=1 is unlikely to contain a global descent.
Now consider the map ϕ˜. Since
ϕ˜(αˆ) =
d∑
i=1
ϕˆi(αˆ)ui =
d∑
i=1
ψi(αˆ)θi
where ψi(αˆ) =
∑d
j=1 ϕˆj(αˆ)cji, ui =
∑d
j=1 cijθj, with cij ∈ k for 1 ≤ i, j ≤ d. Let Γ = (cij). Then
Γ ∈ Gld(k). If ϕ can be defined as the restriction of H ∈ R to V , then ϕ˜ can be defined as the
restriction of ΓHˆ to Vˆ . We can make sure that there is no a ∈ K such that a(ui)
d
i=1 = (θi)
d
i=1,
hence Γ 6= Γta for any a ∈ K, so by Theorem 5.1, ΓHˆ contains no global descent.
In the same way we can specify the descent of a map V (k¯) → V (k¯) to Vˆ (k¯) → Vˆ (k¯) such
that the specification does not contain the global descent of any nontrivial term.
5.3. Linear-term attack. Suppose the descent ϕˆ of a map ϕ : V → V defined over K is
specified properly so that the description of ϕˆ contains no global descent. Suppose one point
on Vˆ is given. Then starting with the given point, one can repeatedly apply the descent map
ϕˆ to obtain more points on Vˆ . Heuristically speaking we may consider these points as random
sampling of Vˆ (k¯). An interesting question from the attacker’s perspective is: can V be efficiently
uncovered after sampling polynomially many points of Vˆ ?
Most points on Vˆ are not descent points. If a descent point αˆ of some α ∈ V (k¯) is known and
α is not K-rational, then a lot of information can be revealed about the descent basis from αˆ.
To see this let αˆ = (βi)
d
i=1. Then α
σi =
∑d
j=1 βju
σi
j , for i = 0, . . . , d − 1. So α =
∑d
j=1 β
σ−i
j uj .
Since α =
∑d
j=1 βjuj , we have
∑d
j=1(β
σ−i
j − βj)uj = 0. When α is not K-rational, βj may not
be fixed by σ, and we have a non-trivial linear condition on u1, . . . , ud.
In our situation we can assume that only descent points of K-rational points are revealed
through computation.
Suppose neither global descents nor descent points (embedded image of points on V ) is re-
vealed. It is still an interesting question to come up with a strategy to uncover the descent basis
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from the sampled points on Vˆ . Once the basis is uncovered, we can map the sampled points
back to obtain points on V . Thus we can likely recover V .
To uncover the descent basis, one strategy is to form a linear space of polynomials with
bounded support that vanish at all the sampled points, and try to find from the linear space a
global descent. As discussed before, once we have a global descent we are likely to uncover the
descent basis.
In general suppose S is a finite set of monomials. Let LS be the linear space of polynomials
in the ideal of V with support bounded by S. Let L
Sˆ
be the linear space of polynomials in the
ideal of Vˆ with support bounded by Sˆ. If F ∈ LS, then LSˆ contains all d polynomials in Fˆ .
In addition for every Γ ∈ Gld(k), the d-tuple of polynomials in ΓFˆ are all in LSˆ as well. By
Lemma 5.1 we know that the fraction of Γ ∈ Gld(k) such that Γ = Γ
t
a for some a ∈ K is in
roughly |k|
d
|k|d2
, which is negligible. Therefore, to dig out a d-tuple of polynomials that form a
global descent a very targeted search is required. We assume heuristically that after sufficiently
many points are sampled L
Sˆ
is the linear space of polynomials in Rˆ with support bounded by
Sˆ that vanishes at all the sample points.
One special case where this is possible is when there is some linear F that vanishes on all α
such that αˆ is a sampled point. In this case we may as well consider the minimal linear variety
that contains all such α and its descent. For simplicity assume the minimal linear variety is
defined by one linear polynomial F . Then V = Z(F ) is of dimension m − 1 and Vˆ is a linear
variety of dimension (m − 1)d defined by the d linear polynomials in Fˆ . Assume without loss
of generality that the coefficient of x1 in F is 1. Let Fˆ = (fi)
d
i=1. Then the coefficient of y1j
in fi is all 0 except for j = i. Hence a targeted search for fi is possible. More exactly we set
S = {x1, . . . , xm} and correspondingly Sˆ = {yij : 1 ≤ i ≤ m, 1 ≤ j ≤ d}. We see that LSˆ is
of dimension d with Fˆ as a special basis that is easy to identify: fi can be obtained by further
restrictions that the coefficients for y1j is 0 for j 6= i. These d − 1 additional linear conditions
likely allows us to extract fi.
The linear case is special in that the conditions for the desired descent can be described
without reference to the descent table. The above attack can extend to the case when V is
defined by a polynomial F that contains a linear term, if L
Sˆ
is of dimension d where S is the
support of F (in general dimL
Sˆ
≥ d). We may again assume without loss of generality that
the coefficient of x1 in F is 1, then LSˆ has Fˆ as a special basis that is easy to identify. We call
this the linear term attack. This analysis suggests that the case where V is a hypersurface is a
relatively weak case.
Suppose V ⊂ k¯n is a variety of dimension n− g defined by g polynomials in R. Let S be the
support of the defining set of polynomials. As before assume that random sampling of points on
Vˆ is available, then the linear term attack may be extended to extract a global descent, hence
V can be uncovered, if the following special conditions are satisfied: dimLS = g, dimLSˆ = dg
and the linear part of the defining set of g polynomials are linearly independent. The idea is
by Gaussian elimination we may assume that one of the defining polynomial F has the linear
part with coefficient 0 in g − 1 variables. Setting the descents of the g − 1 variables to 0 leads
to d(g − 1) linear conditions. This implies the polynomials in Fˆ are likely in a subspace of L
Sˆ
of dimension dg − d(g − 1) = d. Hence Fˆ can be extracted just like the linear case discussed
before.
In general dimLS ≥ g. When dimLS > g, the attack does not work even if the linear part of
the g defining polynomials are linearly independent. We say that LS is tight if dimLS = g.
More generally the linear-term attack works when a support set S′ can be identified together
with a variable xi ∈ S
′ such that dimLS′ = 1, dimLS′−{xi} = 0 and dimLSˆ′ = d. Then there is
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some F ∈ LS′ of the form xi+F
′ with F ′ ∈ LS′−{xi}. Let xˆi = (yij)
d
j=1. Then the d polynomials
in Fˆ are all in L
Sˆ′
. They are clearly linearly independent and can be extracted one by one by
setting d− 1 variables to 0 as discussed before.
It is interesting to consider the linear-term attack on a map ϕ : V → k¯ that can be defined
by a polynomial F . In this situation ϕ is hidden in a specification of ϕˆ as discussed before.
Consider the graph V ′ of ϕ, that is V ′ = {(x, y) : y = ϕ(x), x ∈ V (k¯)}. If the support of F can
be bounded by some S then let S′ = S ∪ {y} where y is a new variable. Consider LS′ , LS′−{y}
in reference to the ideal of V ′, and L
Sˆ′
in reference to Vˆ ′.
Let D be the degree of the defining set of polynomials for V . The analysis below shows that
linear-term attack cannot apply when degF is substantially larger than D. The attack may
apply when degF is smaller than D.
Any polynomial F ′ such that F ′ − F is in the ideal of V defines the same map ϕ on V , and
y − F ′ is in the ideal of V ′. If degF < D then S can be chosen to be smaller than the support
of the defining set. If there is no polynomial in the ideal of V with support bounded by S, then
F is the only polynomial of support bounded by S that can define the map ϕ on V . In this case
dimLS′ = 1, dimLS′−{xi} = 0, so if in addition dimLSˆ′ = d then linear-term attack applies.
If degF ≥ D and S contains the support of the defining set of polynomials for V , then there
are other polynomials F ′ supported by S such that y − F ′ ∈ LS′ , hence dimLS′ > 1. In this
case linear-term attack cannot apply.
We now describe an attack which shows that polynomial number of sampled points on the
descent variety may contain enough information for us to determine the descent table. However
the attack is practical only when the degree d of extension of K over k is constant.
If F ∈ R is supported by S and for all α such that αˆ is a sampled point, Fˆ (αˆ) = 0. Then the
d polynomials in Fˆ are all in L
Sˆ
. To find a Fˆ ∈ L
Sˆ
, write F =
∑t
i=1 aimi with ai ∈ K treated
as unknown and mi ∈ S. Then we can express each polynomial in Fˆ in terms of the unknown
γijk in the descent table and the dt unknown aij with aˆi = (aij)
d
j=1 for i = 1, . . . , t.
For all α such that αˆ is a sampled point, Fˆ (αˆ) = 0. Each point αˆ gives us d polynomial
conditions, if we have N sampled points where dN > d3+ dt we may have enough conditions to
define a zero-dimensional polynomial system, solving which gives us a finite number of possible
choices for the descent table. However this attack is not practical in our situation where d is
large.
6. A concrete construction
We apply the general idea to a more concrete setting where we take A to be the jacobian
variety of a hyperelliptic curve C of genus g with an affine model y2 = f(x) where f ∈ K[x] of
degree 2g + 1 where g > 1. Again let d = [K : k].
We do not consider the case g = 1 since in this case A has an affine model defined by a cubic
polynomial with a linear term, hence a relatively weak case in light of the analysis in § 5.3.
We follow [3] and consider the birational model for representing points of A by reduced divisors
on C. Following [3], a semireduced divisor is of the form
∑r
i=1 Pi − r∞, where if Pi = (xi, yi)
then Pj 6= (xi,−yi) for j 6= i. A semireduced divisor D can be uniquely represented by a pair of
polynomials (a, b) such that a(x) =
∏r
i=1(x−xi), deg(b) < deg(a) , and b
2 ≡ f mod a. We write
D = div(a,b). The divisor D is K-rational if a, b ∈ K[x]. A reduced divisor is a semireduced
divisor D with r ≤ g, represented by a pair of polynomials (a, b) where deg b < deg a ≤ g and a
is monic. If D is K-rational then a, b ∈ K[x], and (a, b) can be naturally identified with a point
in K2g.
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The addition law can be described in terms of two algorithms: composition of semireduced
divisors and reduction of a semireduced divisor to a reduced divisor [3].
SupposeD1 = div(a1,b1) and D2 = div(a2,b2) are two semireduced divisors. ThenD1+D2 =
D+(h) whereD = div(a,b) is semireduced and h(x) is a function, and a, b and h can be computed
by a composition algorithm. We have
h = gcd(a1, a2, b1 + b2) = h1a1 + h2a2 + h3(b1 + b2)
where h1, h2 and h3 are polynomials.
a =
a1a2
h2
b =
h1a1b2 + h2a2b1 + h3(b1b2 + f)
h
mod a
Suppose D = div(a,b) is a semireduced divisor with deg a > g. Then D + (y − b) = E =
div(a′,b′) where deg a′ ≤ deg a− 2 and E is semireduced. We have
a′ =
f − b2
a
b′ = −b mod a′.
If D1 and D2 are two reduced divisors then after a composition we get a semireduced divisor
of degree at most 2g. So in O(g) iterations of reductions we eventually obtained a reduced
divisor D3 and a function h so that D1+D2 = D3+(h). We call this computation addition: on
input reduced divisors D1 = div(a1,b1) and D2 = div(a2,b2), a reduced divisor D3 = div(a3,b3)
together with a function h are constructed, so that D1 +D2 = D3 + (h).
Note that the function h is of the form h1
h2
where h1(x) is a polynomial of degree less than 2g
and h2 is the product of O(g) functions of the form y−β(x) where the degree of β(x) is less than
2g. We observe that the basic operations in composition and reduction are polynomial addition,
multiplication and division (to obtain quotient and remainder). Addition and multiplication
are linear and quadratic in the coefficients of the input polynomials respectively. Consider
polynomial division. Let f and g be polynomials of degrees n andm respectively. Then f = qg+r
where deg q = n−m and deg r ≤ m−1. Let (fi)
n
i=0, (gi)
m
i=0, (qi)
n−m
i=0 and (ri)
m−1
i=0 be the coefficient
vectors of f, g, q, r respectively. Assume without loss of generality g is monic so that gm = 1.
Then qn−m−i can be expressed as a polynomial in fi’s and gi’s of degree i+1, for i = 0, . . . , n−m;
and ri can be expressed as a polynomial of degree n−m+ 2 for i = 0, . . . ,m− 1.
A point on the jacobian of C is represented by a reduced divisor div(a,b) where a is monic,
deg a ≤ g and deg b < deg a, satisfying f ≡ b2 mod a. The last condition can be expressed by
demanding the remainder of the division of f − b2 by a to be 0. From the discussion above this
translates into deg a polynomial conditions of degree O(g), namely by setting the deg a many
remainder polynomials to zero. We have O(g2) affine pieces depending on deg a and deg b. It
can be shown that for most cases of f , LS is not tight where S is the support of the remainder
polynomials. Hence the linear-term attack does not apply in our setting as we consider the
descent variety of A.
The addition of two reduced divisors involves O(g) polynomial divisions. Each division leads
to O(g) branches of computation depending on the degree of the remainder. The degrees of the
coefficients of quotient and remainder polynomials as polynomials in the coefficients of a1, b1,
a2 and b2 increase by a factor of O(g) with each division. A routine analysis shows that the
addition of reduced divisors can be divided into gO(g) cases. Each case is a morphism defined by
O(g) polynomials of degree gO(g) on an algebraic set, and the algebraic set is defined by gO(1)
polynomials of degree gO(g). In each case the function h is the product of O(g) functions, each
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with coefficients expressed as polynomials of degrees gO(g) in the coefficients of a1, b1, a2 and b2.
More precisely, as mentioned before, h is of the form h1
h2
where h1(x) is a polynomial of degree
less than 2g and h2 is the product of O(g) functions of the form y − β(x) where the degree of
β(x) is less than 2g. In this form it is suitable for evaluation at points but not reduced divisors
of the form div(a,b), which is needed for pairing computation. Hence more work on h is needed.
From the discussion above we know that the component functions hi in constructing f is
built from polynomials in x of degree less than 2g and polynomials of the form y − b(x) where
deg b < 2g. We need to process these polynomials so that we can evaluate h at reduced divisors
in the computation of the pairing e.
Let ν∞ denote the valuation on the function field of C at infinity. Then ν∞(x) = −2 and
ν∞(y) = −(2g + 1), and x
gy−1 is a local uniformizing parameter for ν∞.
For functions f and g we write f ∼∞ g if
f
g
(∞) = 1.
For f ∈ K[x] let f∞ denote the leading coefficient of f . Then ν∞(f) = −2 deg f and f ∼∞
f∞x
deg f .
Consider the function y− b where b ∈ K[x]. If deg b ≤ g then ν∞(y− b) = ν∞(y) = −(2g+1),
and ν∞(y
−1b) > 0. We have y−b
y
(∞) = (1− y−1b)(∞) = 1, so y ∼∞ y − b.
If deg b > g then ν∞(b
−1y) > 0. We have y−b
b
(∞) = (b−1y − 1)(∞) = −1, so y − b ∼∞ −b.
Recall in adding two reduced divisors D1 = div(a1,b1) and D2 = div(a2,b2), we have D1 +
D2 = (h) +D3 with D3 reduced and h is of the form
h1
h2
where h1 ∈ K[x] is of degree less than
2g and h2 =
∏
i y − βi(x) where deg βi and the number of i are both less than 2g. Let
h∞ =
(h1)∞∏
i,deg βi>g
−(βi)∞
.
Then
h ∼∞ h∞y
−axc
where a is the number of i such that deg βi ≤ g and c = degh1 −
∑
i,deg βi>g
deg βi. Recall from
earlier discussion that (h1)∞ and (βi)∞ can be expressed as polynomials in the coefficients of
a1, a2, b1 and b2 of degree g
O(g).
Consider now the evaluation of h at the affine part of a reduced divisor.
Let
D = div(a′,b′) =
∑
i
Pi − r∞
be a reduced divisor. Then y(Pi) = b
′(Pi), so
(y − b)(
∑
i
Pi) = (b
′ − b)(
∑
i
Pi) =
∏
i
(b′ − b)(αi)
where a′(x) =
∏
i(x− αi).
Let Φ(x) =
∑2g−1
i=0 uix
i ∈ A[x] where A = K[u0, . . . , u2g−1] and the ui are variables. We can
construct by the fundamental theorem of symmetric polynomials a polynomialG(u0, . . . , u2g−1, t1, . . . , tg)
such that
G(u0, . . . , u2g−1, s1, . . . , sg) =
g∏
i=1
Φ(zi)
where si is the i-th symmetric expression in z1, . . . , zg (s1 = z1 + . . . + zg for example). The
polynomial G has degree O(g) in u0, . . . , u2g−1 and degree O(g) in t1, . . . , tg.
If f =
∑m
i=0 aix
i ∈ K[x] of degree m < 2g. Denote by Gf the polynomial obtained by
specializing G at ui = ai for i = 0, . . . ,m and ui = 0 for i > m. Thus
Gf (s1, . . . , sg) = G(a0, . . . , am, 0, . . . , 0, s1, . . . , sg).
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If
ρ(x) =
r∏
i=1
(x− γi) = x
r +
r∑
i=1
(−1)icix
r−i
with ci ∈ K and r ≤ g, then ci = si(γ1, . . . , γg),and
r∏
i=1
f(γi) = Gf (c1, . . . , cr, 0 . . . , 0).
If D = div(a,b) is a reduced divisor then D = D+ − r∞ for some r ≤ g. Write a(x) =
xr +
∑r
i=1 aix
r−i and b(x) =
∑r−1
i=0 bix
i.
If f ∈ K[x] is of degree less than 2g, then
f(D+) = Gf (c1, . . . , cr, 0, . . . , 0)
where ci = (−1)
iai.
For function y − β(x) where deg β < 2g, then
(y − β)(D+) = G′β(c1, . . . , cr, 0, . . . , 0, b0, . . . , br, 0, . . . , 0)
where G′β(u1, . . . , ug, b0, . . . , bg−1) = Gb−β(u1, . . . , ug) is G specialized at b−β while treating the
coefficients of b as unknown.
Recall again in adding two reduced divisors D1 = div(a1,b1) and D2 = div(a2,b2), we have
D1 + D2 = (h) + D3 with D3 reduced and h is of the form
h1
h2
where h1 ∈ K[x] is of degree
less than 2g and h2 =
∏
i y − βi(x) where deg βi and the number of i are both less than 2g.
Therefore by specializing G to h1 and to b− βi and taking product we can form A(u1, . . . , ug)
and B(u1, . . . , ug, v0, . . . , vg−1) of degree O(g
2), and each coefficient of A and B is a polynomial
in the coefficients of a1, a2, b1 and b2 of degree g
O(g), such that if D = div(a,b) is a reduced
divisor and D = D+ − r∞ with D+ positive, then h(D+) can be computed by evaluating A
and B with u1, ..., ug being the coefficients of a padded with 0 if necessary, and v0,...,vg−1 the
coefficients of b, padded with 0 if necessary.
In summary, the algebraic program for the addition computes a morphism m : A(k¯)×A(k¯)→
A(k¯), a function G : A(k¯)×A(k¯)×A(k¯)×A(k¯)→ k¯, and another function G∞ : A(k¯)×A(k¯)→ k¯.
On input reduced divisors D1 = div(a1,b1) and D2 = div(a2,b2), if D1 +D2 = (h) +D3 where
D3 is reduced. Then m(D1,D2) = D3, G(D1,D2,D) = h(D
+) where D+ is the positive part of
the reduced divisor D, and G∞(D1,D2) = h∞. The program can be divided into g
O(g) cases.
In each case each coefficient of a3, b3 in the resulting reduced divisor D3 = div(a3,b3) can be
expressed as a polynomial of degree gO(g) in the coefficients of a1, b1, a2 and b2. Let h be such
that D1 +D2 = (h) +D3. Then h∞, A(u1, . . . , ug) and B(u1, . . . , ug, v0, . . . , vg−1) as discussed
above can be formed so that we can evaluate h at reduced divisors. The polynomials A and B
are of degree O(g2), with each coefficient being a polynomial in the coefficients of a1, a2, b1 and
b2 of degree g
O(g), and h∞ can be expressed as a fraction of two polynomials of degree g
O(g) in
the coefficients of a1, a2, b1 and b2.
The pairing defined by Weil reciprocity is suitable for our application. We describe its com-
putation below. If a reduced divisor D represents an ℓ-torsion point, then ℓD is the divisor of a
function f . Given two reduced divisors D1 and D2 that represent two ℓ-torsion points, we define
the pairing to be
e(D1,D2) =
f1(D2)
f2(D1)
where ℓDi = (fi) for i = 1, 2.
Suppose D is a ℓ-torsion reduced divisor. We recall how to efficiently construct f such that
ℓD = (f) through the squaring trick [9, 10].
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Apply addition to double D, and get
2D = (h1) +D1
where D1 is reduced. Inductively, we have Hi such that
2iD = (Hi) +Di
with Di reduced. Apply addition to double Di and get
2Di = (hi+1) +Di+1
with Di+1 reduced. Then
2i+1D = (Hi+1) +Di+1
where Hi+1 = H
2
i hi+1.
Write ℓ =
∑
i ai2
i with ai ∈ {0, 1}. There are O(log ℓ) non-zero ai. So apply O(log ℓ) many
more additions and we can construct h such that ℓD = (h). From the construction of h we see
that f ∼∞ f∞y
rxs for some integers r, s and f∞ can be calculated from (hi)∞ easily. Given a
reduced divisor D = D+−r∞, h(D+) can be evaluated efficiently using the pairs of polynomials
associated with the hi’s.
Given reduced ℓ-torsion divisors D1 and D2, we construct f1 and f2 such that (f1) = ℓD1 and
(f2) = ℓD2. Then e(D1,D2) = f1(D2)/f2(D1). Write D1 = D
+
1 − r1∞ and D2 = D
+
2 − r2∞.
Then ν∞fi = −ℓri for i = 1, 2. So ν∞(f
−r2
1 f
r1
2 ) = 0. We see that
f1(−r2∞)
f2(−r1∞)
= α−r2βr1
where α = (f1)∞ and β = (f2)∞.
As discussed above f1(D
+
2 ) and f2(D
+
1 ) can be evaluated efficiently. Hence e(D1,D2) can be
computed efficiently.
We now describe how the pairing can be extended to Aˆ′[ℓ]× Aˆ[ℓ].
Let Ai = A
σi for i = 0, . . . , d − 1. Then e can be naturally extended to ei : Ai[ℓ] × Ai[ℓ]
through the natural map A→ Ai : α→ α
σi , so that ei(D1,D2) = e(D
σ−i
1 ,D
σ−i
2 ).
Define E : Aˆ′[ℓ]× Aˆ[ℓ] such that for D1 ∈ Aˆ
′[ℓ] , D2 ∈ Aˆ[ℓ],
E(D1,D2) =
∏
0≤i≤d−1
ei(δ
′σi(D1), δ
σi (D2)) =
∏
0≤i≤d−1
e(δ′(Dσ
−i
1 ), δ(D
σ−i
2 )).
One can verify that E is bilinear and skew-symmetric using the fact that e is.
In order to compute e(δ′D′σ
−i
1 , δD
σ−i
2 ) on input D
′
1 and D2, we need a corresponding twisted
version of the descent of G and G∞. They are defined in the following.
For D1,D2 ∈ Aˆ[ℓ] and D
′ ∈ Aˆ′[ℓ], G(i)(D1,D2,D
′) = G(δDσ
−i
1 , δD
σ−i
2 , δ
′D′σ
−i
).
For D1,D2 ∈ Aˆ[ℓ], G
(i)
∞ (D1,D2) = G∞(δD
σ−i
1 , δD
σ−i
2 ).
Similarly where D′1,D
′
2 ∈ Aˆ
′[ℓ] and D ∈ Aˆ[ℓ], G′(i)(D′1,D
′
2,D) = G(δ
′D′σ
−i
1 , δ
′D′σ
−i
2 , δD
σ−i).
For D′1,D
′
2 ∈ Aˆ
′[ℓ], G
′(i)
∞ (D′1,D
′
2) = G∞(δ
′D′σ
−i
1 , δ
′D′σ
−i
2 ).
Let m be the addition morphism on A and mˆ its descent on Aˆ. Suppose D1,D2 ∈ Aˆ(k¯) and
D3 = mˆ(D1,D2). So δD
σ−i
1 + δD
σ−i
2 = (hi) + δD
σ−i
3 on A for some function hi. Then (hi)∞ =
G∞(δD
σ−i
1 , δD
σ−i
2 ) = G
(i)
∞ (D1,D2). For D
′ ∈ Aˆ′(k¯), hi(δ
′D′σ
−i
) = G(δDσ
−i
1 , δD
σ−i
2 , δ
′D′σ
−i
) =
G(i)(D1,D2,D
′).
Let m be the addition morphism on A and mˆ′ its descent on Aˆ′. Suppose D′1,D
′
2 ∈ Aˆ
′(k¯) and
D′3 = mˆ
′(D′1,D
′
2). So δ
′D′σ
−i
1 +δ
′D′σ
−i
2 = (hi)+δ
′D′σ
−i
3 on A for some function hi. Then (hi)∞ =
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G∞(δ
′D′σ
−i
1 , δ
′D′σ
−i
2 ) = G
′(i)
∞ (D′1,D
′
2). For D ∈ Aˆ(k¯), hi(δD
σ−i) = G(δ′D′σ
−i
1 , δ
′D′σ
−i
2 , δD
σ−i ) =
G′(i)(D′1,D
′
2,D).
From this and the discussion before we see that on input D′1 ∈ Aˆ
′[ℓ] and D2 in Aˆ[ℓ], E(D
′
1,D2)
can be computed with O(log ℓ) application of mˆ, mˆ′, G(i), G
(i)
∞ , G′(i), G
′(i)
∞ , i = 0, . . . , d− 1.
To construct a trilinear map, we find ℓ-torsion reduced divisors Dα and Dβ on Aˆ along with
nontrivial λ, µ ∈ End(Aˆ[ℓ]) such that λ(Dβ) = Dα, and µ(Dβ) = 0 on Aˆ and e(Dα,Dβ) 6= 1.
We make sure that Dα and Dβ are not the descents of points on A[ℓ].
Specify a set Σ of dO(1) maps ϕi where ϕi = ϕMi for some d × d, (0,1)-matrix where each
row has at most 2 nonzero entries, so that λ and µ can be specified as a linear sum over ϕi. So,
λ = a0 +
∑
i aiϕi and µ = b0 +
∑
i biϕi with ai, bi ∈ Fℓ
The two points together with λ and µ can be constructed from points on A[ℓ] and the matrices
Mi’s with the help of map ρ, as explained in § 4.
Let D′α be the point in Aˆ
′[ℓ] corresponding to Dα.
As in § 4, let G1 the cyclic group generated by D
′
α with group morphism determined by mˆ
′.
Let G2 the cyclic group generated by Dβ with group morphism determined by mˆ.
Let Λ be the Fℓ associative non-commutative algebra generated by a set Σ of N1 variables
z1, . . . , zN1 .
Let φ be the morphism of algebra from Λ to End(Aˆ[ℓ]) such that φ(zi) = ϕi for all i. Then φ
defines an action of Λ on Aˆ[ℓ].
Let fλ = a0 +
∑
i aizi and fµ = b0 +
∑
i bizi, so that φ(fλ) = λ and φ(fµ) = µ.
For n ∈ Z≥0, let Λn denote the submodule of Λ spanned by monomials over Σ of degree no
greater than n.
Set a bound N = O(d) and let S = {fλ} ∪ {wfµ : w is a monomial over Σ of degree less than
N}.
Let U be the submodule of Λ spanned by S. Let G3 = U1/U with 1 + U as the generator.
For z ∈ Fℓ, z + U ∈ G3 is encoded by a sparse random representative γ ∈ z + U ⊂ U1 ⊂ ΛN .
More precisely, we randomly select t = dO(1) elements wi ∈ S and random ai ∈ Fℓ, then compute
γ = z +
∑
i aiwi as an element in ΛN . Then γ ∈ ΛN is an encoding of z + U ∈ G3.
The trilinear map G1×G2×G3 → µℓ sends (xD
′
α, yDβ , z+U) to ζ
xyz where ζ = E(D′α,Dβ).
Suppose z + U is represented by γ ∈ z + U . Then
E(xD′α, φ(γ)(yDβ)) = E(xD
′
α, zyDβ) = ζ
xyz.
The sparsity constraint is to make sure that the map γ can be efficiently executed,so that the
trilinear map can be efficiently computed.
Fix a public basis θ1, . . . , θd of K/k.
The points D′α and Dβ, maps ϕi, i = 1, . . . , N1, and additional programs mentioned above
are defined over K, published using the public basis θ1, . . . , θd.
Publish the descents mˆ and mˆ′ of the addition m. Each can be published in gO(g) affine pieces,
and we make sure that the algebraic description does not contain any global descent. Publish
the twisted descent functions G(i), G
(i)
∞ , G′(i) and G
′(i)
∞ for i = 0, . . . , d− 1. Again, we make sure
that the algebraic descriptions do not contain any global descent.
Publish D′α and Dβ as well as the specification of ϕi. Publish λ and µ as linear expressions
in ϕi.
The discrete logarithm problem on G3 as defined in the setting of the published trilinear map
is a discrete logarithm problem with the descent basis as the secret trapdoor, and the trilinear
map for efficient public identity testing. From the published trilinear map can the descent basis
be determined? The security of the trilinear map depends on the hardness of this question.
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By applying mˆ and ϕi’s to Dβ one can generate many other points in Aˆ(K)[ℓ]. Can Aˆ
be efficiently determined from the sampled points? If so, can Aˆ be efficiently decomposed as
the product of conjugate abelian varieties over K? From such decomposition one can likely
determine the descent basis efficiently. This raise the question: from the published trilinear map
can Aˆ be determined efficiently as the product of conjugate abelian varieties?
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