We consider the so-called Poisson Boolean model of continuum percolation. At each point of an homogeneous Poisson point process on the Euclidean space R d , we center a ball with random radius. We assume that the radii of the balls are independent, identically distributed and independent of the point process. We denote by Σ the union of the balls and by S the connected component of Σ that contains the origin.
Introduction
We consider the so-called Poisson Boolean model of continuum percolation. At each point of an homogeneous Poisson point process on the Euclidean space R d , we center a ball of random radius. We assume that the radii of the balls are independent, identically distributed and independent of the point process. We denote by Σ the union of the balls and by S the connected component of Σ that contains the origin. In this paper, we are interested in some properties of S when the density λ of the Poisson point process is small.
Let R be one of the random radii. In [2] (see also [3] and [5] ), Hall proved that if E(R 2d−1 ) is finite, then the set S is almost surely bounded for small enough λ. If E(R d ) is infinite, then such a behaviour does not happen. Actually, in that case, whatever the value of the density λ, the set Σ is almost surely the whole space. In this paper, we prove that the set S is almost surely bounded for small enough λ if and only if E(R d ) is finite. Let us denote by N the number of balls whose union is S. In [2] (see also [3] and [5] ), Hall also proved that N is integrable for small enough λ if and only if E(R 2d ) is finite. More generally, in [1] , B laszczyszyn, Rau and Schmidt proved, among other things, that, for all integer k ≥ 1, N k is integrable for small enough λ if and only if the moment E(R d(1+k) ) is finite. In this paper, we prove a related result. Let us denote by D the Euclidean diameter of S. We prove that, for all real s > 0, D s is integrable for small enough λ if and only if the moment E(R d+s ) is finite. In all these results, the main difficulty lies in proving that S is small for small enough λ when R is integrable enough. (Proving that this behaviour does not happen when R is not integrable enough is easy). The proofs of [1] and [2] both rely on the introduction of a multitype branching process that dominates the percolation process. Roughly speaking, the branching process is defined so that the size of the first generation dominates the number of balls that contain the origin, the size of the second generation dominates the number of balls that intersect the previous balls and so on. In this paper, the proof relies on an estimate that can be roughly described as follows (see Proposition 3.1 or Lemma 3.3 for a more precise statement): the probability of D being greater than a real α is bounded above by the square of the probability of D being greater than α/10, up to error terms that are due to the existence of large balls.
Notations and statement of the main results
For all this paper, we fix an integer d ≥ 1. Let | · | be the canonical Lebesgue measure on R d . We denote by · the canonical Euclidean norm on R d and by B(x, r) the open Euclidean ball centered at x ∈ R d with radius r ≥ 0. If ν is a probability measure on ]0, +∞[ and λ > 0 is a positive real, we define random variables on a probability space (Ω λ,ν , F λ,ν , P λ,ν ) as follows. The measure ν will be the law of the radii of the balls and the real λ > 0 will be the density of the set of centers of the balls. Let ξ be a Poisson point process on R d ×]0, +∞[ whose intensity measure is the product of λ| · | and ν. Almost surely, distinct points of ξ have distinct coordinates on R d . We work on this event. We denote by χ the projection of ξ on R d . Notice that χ is a Poisson point process on R d whose intensity is λ| · |. If c belongs to χ, we denote by r(c) the unique positive real such that (c, r(c)) belongs to ξ. We refer to [4, 6, 7] for background on point processes and to [3, 5] for Boolean processes.
We are interested in some properties of the following random set:
Let S denote the connected component of Σ which contains 0. (We let S = ∅ if 0 does not belong to Σ.) We say that percolation occurs if the set S is unbounded. We prove the following result: 
Let D denote the Euclidean diameter of S:
(We let D = 0 if S is empty.) We prove the following result: 
.
Proofs
In order to simplify some notations, in all this section, once a probability measure ν on ]0, +∞[ is given, we will denote by R a random variable whose law is ν.
Proof of some inequalities
In all this subsection, we fix a probability measure ν on ]0, +∞[ and a positive real λ. In order to simplify notations, we drop the subscript {λ, ν} of the probability measure P and of the expectation symbol E. For all Borel subsets A ⊂ R d , we define a set Σ(A) as follows:
We will study percolation through a family of events defined as follows. If α > 0 is a real and x is a point of R d , we say that G(x, α) occurs if the connected component of
containing x is not included in B(x, 8α). By stationarity, the probability of these event does not depend on x. We denote it by π(α):
To deal with large radii, we introduce two other families of events as follows. For all real α > 0, we define an event H(α) by:
and an event H(α) by:
Finally, we define a random variable M as follows:
(We let M = 0 if S is empty.) Our aim in this subsection is to prove the following proposition:
Proposition 3.1 There exists a constant C, that depend only on the dimension d, such that the following assertions hold for all α > 0:
and
In the following lemma, we give a link between the percolation event and the families of events G(0, ·) and H(·). This will partly give (6).
Lemma 3.2 For all real number α > 0, the following inclusion holds:
Proof. Let α > 0 be a real. We assume that M is greater or equal to 9α and that H(α) does not occur. Recall Definitions (1) and (3). Let S be the connected component of Σ(B(0, 10α)) that contains 0. (We let S = ∅ if Σ(B(0, 10α)) does not contain 0.) As H(α) does not occurs, the set Σ(B(0, 10α) c ) is included in B(0, 9α) c . Therefore, S can not be included in B(0, 8α), because otherwise S would be the connected component of Σ containing 0 and one would have M ≤ 8α. Therefore, the connected component of Σ(B(0, 10α)) ∪ B(0, α) that contains 0 is not included in B(0, 8α). In other words, the event G(0, α) occurs.
In the following lemma, we give a way to control the probabilities π(α)'s. This will partly give (5). 
Proof.
• Let S 10 and S 80 denote the Euclidean spheres centered at the origin with radii 10 and 80. Fix K and L, two subsets of R d such that the following properties hold:
3. S 10 ⊂ K + B(0, 1) and S 80 ⊂ L + B(0, 1).
We define C 1 as the product of the cardinals of the sets K and L.
• Let α > 0 be a real. In this step, we prove the following inclusion:
We assume that the event G(0, 10α) occurs but that the event H(α) does not occur. Σ(B(0, 100α) ) ∪ B(0, 10α). As φ(r) is greater than 10α for all real r ∈]0, 1], we get that φ(]0, a]) is included in Σ(B(0, 100α)). As φ(0) belongs to B(αk, α), we then get that φ([0, a]) is included in Σ(B(0, 100α))∪B(αk, α). As H(α) does not occur and as φ([0, a]) is included in B(αk, 9α) (by definition of a and k), we get that φ([0, a]) is included in Σ(B(αk, 10α)) ∪ B(αk, α). As, moreover, φ(0) belongs to B(αk, α), the set φ([0, a]) ∪ B(αk, α) is a connected subset of Σ(B(αk, 10α)) ∪ B(αk, α) containing αk. As φ(a) does not belong to B(αk, 8α), we finally deduce that the event G(αk, α) occurs.
We have proved that the event ∪ k∈K G(αk, α) occurs. We can prove in a similar way that the event ∪ l∈L G(αl, α) occurs. Therefore the inclusion (8) is proved.
• The left-hand side of (8) c . These two events are therefore independent. We can then conclude from relation (8).
In the following two lemmas, we give a way to bound the probabilies of the events P (H(α))'s and P ( H(α))'s. This will enable us to conclude the proof of (5) and (6).
Lemma 3.4 There exists a constant C 2 , that only depends on the dimension d, such that
for all real α > 0, the following inequality holds:
Proof. Let α be a positive real. We have:
The inequality stated in the lemma is therefore fulfilled with C 2 = |B(0, 10)|.
Lemma 3.5
There exists a constant C 3 , that only depends on the dimension d, such that for all real α > 0, the following inequality holds:
The inequality stated in the lemma is therefore fulfilled with C 3 = |B(0, 100)|.
The following lemma will enable us to make sure that π is small enough on a sufficiently large set. This will give (7). Lemma 3.6 There exists a constant C 4 , that only depends on the dimension d, such that for all real α > 0, the following inequality holds:
Proof. Let α > 0. Notice that, if B(0, 10α) ∩ χ is empty, then Σ(B(0, 10α)) is empty and therefore the event G(0, α) can not occur. As a consequence:
The inequality stated in the lemma is therefore satisfied with C 4 = |B(0, 10)|.
Proof of Proposition 3.1. It is a consequence of Lemmas 3.2, 3.3, 3.4 and 3.5 and 3.6.
Proof of the existence of subcritical behaviours
We need the following lemma: 
Under those conditions, if g(α) converges to 0 as α tends to infinity, then f (α) converges to 0 as α tends to infinity. If, moreover, a real number s is such that the integral
• We assume that g converges to 0. As f is bounded by 1/2 on [1, 10] and g is bounded by 1/4 on [1, +∞], we get by (9) that f is bounded by 1/2 on [1, +∞]. Therefore, for all real α ≥ 10, we have:
As a consequence, for all real α ∈ [1, 10] and all integer n ≥ 1, the following inequality holds:
As g is bounded and converges to 0, we get that f converges to 0.
• Let s be a real number. We furthermore assume that the integral
dα is finite. By the first step, we know that f converges to 0. There therefore exists a real A ≥ 10, that we fix, such that f (α) is bounded by 10 −s−1 /2 on [A/10, +∞[. For all real r ≥ A, we get, by (9):
A/10
We therefore get:
As a consequence, the integral
The following result gives one direction in the equivalences stated in the theorems.
Lemma 3.8 There exists a positive constant C, that depend only on the dimension d, such that the following assertions hold for all probability measure ν on ]0, +∞[:
For all positive real number
Proof. Let C be the constant given by Proposition 3.1. We define a constant C by:
• Let ν be a probability measure on ]0, +∞[. In all the proof we assume that E(R d ) is finite. We set:
Let λ be a positive real such that λ < λ 0 . Let us define a positive real number A by:
Let f : [1, +∞[ be the function defined by:
and g : [1, +∞[ be the function defined by:
As λ < λ 0 , we get, by (7) , that f is bounded by 1/2 on [1, 10]. As λ < λ 0 , we get that g is bounded by 1/4 on [1, +∞[. As E(R d ) is finite, the function g converges to 0. By (5), we get that (9) holds for all α ≥ 10. By Lemma 3.7 we therefore get that f , and then π converges to 0. By (6), we then get that M is almost surely finite. Therefore, almost surely, percolation does not occur.
• Let s > 0. In this step, we assume furthermore that E(R d+s ) is finite. The integral
dα is therefore finite. By Lemma 3.7, we get that the integral +∞ 1 α s−1 f (α)dα is also finite. By (6), we then get that the integral
)dα is also finite. As a consequence, the moment E λ,ν (M s ) is finite.
Proof of non-existence of subcritical behaviours
In the following lemma, we give the other direction of the equivalences stated in the theorems. Recall that Σ is defined by (1) and that M is defined by (4).
Lemma 3.9 Let ν be a probability measure on ]0, +∞[.
Proof. Let ν be a probability measure on ]0, +∞[ and λ a positive real.
• We first prove that, for all real r > 0, the following inequality holds:
Let r > 0. We have: The relation (10) is proved.
• If E(R d ) is infinite then, by (10), we get, for all r > 0:
P λ,ν ∃c ∈ χ : B(0, r) ⊂ B(c, r(c)) = 1.
Therefore, almost surely, we have Σ = R d .
• Let s > 0. We assume now that E(R d+s ) is infinite. If E(R d ) is infinite, the desired result is a consequence of what we have proved in the previous step. We assume henceforth that E(R d ) is finite. Let C be defined by:
This constant is finite. By (10) we get, for all r > 0, the following inequality: 
Proof of the theorems
Proof of Theorems 2.1 and 2.2. This is a consequence of Lemmas 3.8 and 3.9.
Remark. With Lemma 3.8 and with the proof of Lemma 3.9 we could also give characterizations of the integrability of the volume of S or of the radius of the largest ball centered at the origin and included in S.
