Abstract-We consider the framework of learning over decentralized networks, where nodes observe unique, possibly correlated, observation streams. We focus on the case where agents learn a regression function that belongs to a reproducing kernel Hilbert space (RKHS). In this setting, a decentralized network aims to learn nonlinear statistical models that are optimal in terms of a global stochastic convex functional that aggregates data across the network, with only access to a local data stream. We incentivize coordination while respecting network heterogeneity through the introduction of nonlinear proximity constraints. To solve it, we propose applying a functional variant of stochastic primal-dual (Arrow-Hurwicz) method which yields a decentralized algorithm. To handle the fact that the RKHS parameterization has complexity proportionate with the iteration index, we project the primal iterates onto Hilbert subspaces that are greedily constructed from the observation sequence of each node. The resulting proximal stochastic variant of ArrowHurwicz, dubbed Heterogeneous Adaptive Learning with Kernels (HALK), is shown to converge in expectation, both in terms of primal sub-optimality and constraint violation to a neighborhood that depends on a given constant step-size selection. Simulations on a correlated spatio-temporal random field estimation problem validate our theoretical results, which are born out in practice for networked oceanic sensing buoys estimating temperature and salinity from depth measurements.
I. INTRODUCTION
In decentralized optimization, each agent i ∈ V in a network G = (V, E) has a local objective but seek to cooperate with other agents to minimize the global network objective. The agents communicate only with their neighbors for solving the global objective. This global objective is sum of local convex objectives available at different nodes of the network and depends upon the locally observed information. This framework has yielded, for instance, networked controllers [2] , [3] , distributed signal processing [4] , and federated machine learning [5] , which have been successfully applied in robotics [6] , and communications [7] , and social media [8] .
As compared to the existing classical distributed settings, where the agents agree to a common decision, i.e., consensus, we consider the setting where the neighboring agents decision are not necessarily equal but close to each other. In specific, when the observations of each agent are independent but not identically distributed then assuming consensus among agents observation may yield a sub-optimal solution. These type of heterogeneous networks are widely seen in robotic H. Pradhan applications [6] where there are multiple number of aerial and ground robots gathering some local information where the decisions of neighboring robots will be close but need not be necessarily equal. Similarly, in case of wireless channel estimation problem, the channels estimated by neighboring nodes are supposed to be close but not equal to the channels estimated by every other node. By forcing all nodes decision to be equal to one another, we may degrade the local predictive performance [9] , [10] by ignoring the diversity, whereas neglecting the behavior of neighbors would fail to utilize the relevant information overlap. This phenomenon may be mathematically encapsulated as convex non-linear proximity constraints. We focus on the case where each agent's objective depends on a data stream, i.e., the online case [11] , and the observations provided to the network are heterogeneous [9] , [10] , when agents decisions are defined not by a standard parameter vector but instead a nonlinear regression function that belongs to a reproducing kernel Hilbert space (RKHS).
Setting aside the constraints, the solution of stochastic programs, assuming no closed form exists, necessitates iterative tools. The simplest, gradient descent, requires evaluating an expectation which depends on infinitely many data realizations. This issue may be overcome through stochastic gradient descent (SGD) [12] . SGD is widely used in largescale learning problems for this reason [11] , but its limiting properties are intrinsically tied to the parameterization of the statistical model (decision variable) one chooses. For vectorvalued parameterizations, i.e., linear statistical models, the convergence of SGD is well-understood [13] via convexity.
However, the optimization problems induced by nonlinear statistical models, which have much richer descriptive capability (owing to universal approximation [14] ), are more challenging. Dictionary learning [15] and deep networks [16] lose convexity in pursuit of descriptive richness, which has led to a flurry of interest in non-convex stochastic optimization [17] . Generally, overcoming non-convexity requires adding noise that degrades parameter estimates [18] , [19] .
Alternatively, one may preserve convexity while obtaining nonlinearity (universality) through the "kernel trick," a quirk of RKHS [20] . This fact motivates our focus on RKHS. Owing to the Representer Theorem [21] , we may transform the function variable to an inner product of weights and kernel evaluations at samples. Unfortunately, the representational complexity is proportional with the sample size N [21] , which for online settings N → ∞. To address this issue, we apply hardthresholding projections that project functions onto subspaces extracted from the history of data observations, as in [22] , which nearly preserves global convergence. Now, we shift focus to multi-agent optimization. Typically, the global cost is additive across agents' individual costs. Thus decentralized schemes may be derived by constraining agents' decisions to be equal. One may solve such problems via primal-only schemes via penalty method [3] , [23] , reformulating the consensus constraint in the dual domain [24] , [25] , and primal-dual approaches [26] , [27] which alternate primal/dual descent/ascent steps on the Lagrangian. Approximate dual methods, i.e., ADMM, have also been used [28] . Beyond linear equality constraints, motivated by heterogeneous networks, only primal methods and exact primal-dual approaches are viable, since dual methods/ADMM require solving a nonlinear argmin in the inner-loop which is prohibitively costly. Hence, we adopt a primal-dual approach to solving the proximityconstrained problem [10] . This problem has been solved for parametric settings in [10] , [29] , [30] , and in the RKHS setting for consensus [31] . Here we generalize RKHS primal-dual method [32] to multi-agent optimization (Sec II), and obtain a new collaborative learning systems methodology (Sec III).
Next, we highlight the major contributions of this work. We formalize collaborative learning among heterogeneous agents as a constrained function-valued optimization problem in Sec II, and derive a functional variant of stochastic saddle point algorithm in Sec III. To address the problem of memory growth in online function learning framework, we combine the alternating primal/dual stochastic gradient descent/ascent on the augmented Lagrangian method with compressive projections. The image of these projections are lower dimensional subspaces constructed greedily from past samples via matching pursuit [33] .
Our main technical contribution of Sec. IV is to show that the proposed algorithm with constant step size converges to O( √ T ) neighborhood of the global optima with finite model order. Further, we establish mean convergence of the constraint violation with O(T 3/4 ). These results are in accordance with the existing vector-valued stochastic primal-dual method with non-linear constraints [34] .
In Sec. V we demonstrate the algorithm's effectiveness for spatio-temporal correlated Gaussian random field estimation (Sec. V-A). Moreover, we experimentally test it on a real ocean data set for monitoring ocean salinity and temperature on buoys at various depths, key metrics in climate science (Sec. V-B). We then conclude in Sec. VI.
II. PROBLEM FORMULATION
In this work, we focus on expected risk minimization where one seeks to compute the minimizer of a loss quantifying the merit of a statistical model f averaged over data. In supervised learning, data takes the form of input-output examples, (x, y), which are i.i.d. realizations from a stationary distribution of the random pair (x, y) ∈ X × Y. Here X ⊂ R p and Y ⊂ R. In classification, Y = {1, . . . , C}, whereas in regression Y is a subset of the reals.
We address the case where the hypothesized function class H to which f belongs permits learning nonlinear statistical models, motivated by their performance gains relative to generalized linear models (GLMs). Setting aside the choice of H for now, the merit of estimatorf is quantified by the convex loss function : H × X × Y → R which is small when estimatorf (x) evaluated at feature vectorx is close to target variable y. This loss is averaged over training examples to define the statistical lossL(f ) := E x,y [ (f (x), y)]. To thẽ L(f ), we add a Tikhonov regularizer, yielding the regularized lossR(f ) := argminf ∈HL (f ) + (λ/2) f 2 H . The optimal (centralized) function is then defined as
In this work, we focus on extensions of the formulation in (1) to the case where data is scattered across an interconnected network that represents, for instance, robotic teams, communication systems, or sensor networks. To do so, we define a symmetric, connected, and directed network G = (V, E) with |V| = V nodes and |E| = M edges and denote as n i := {j : (i, j) ∈ E} the neighborhood of agent i. Each agent i ∈ V observes a local data sequence as realizations (x i,t , y i,t ) from random pair (x i , y i ) ∈ X × Y and seeks to learn a optimal regression function f i . This setting may be encoded by associating to each node i a convex loss functional i : H × X × Y → R that quantifies the merit of the estimator f i (x i ) evaluated at feature vector x i , and defining the goal for each node as the minimization of the common global loss
Observe that for a connected network, the solution nodestacking of V equivalent problems (2) is equivalent to (1) if nodes' distinct functions are constrained to be equal f i = f j for j ∈ n i , as is standard in consensus -see, for instance, [3] . However, as has been recently shown [10] , [30] , compelling all nodes to make common decisions may ignore local differences in their data streams, and in particular, yields a suboptimal solution with respect to their distinct data. Motivated by this fact, as well as the fact that information exchange with neighbors can boost the statistical accuracy of local estimates, we propose to solve a problem where agents are incentivized to coordinate without enforcing their estimators to coincide.
To this end, we consider a convex local proximity constraint with real valued range of the form h ij (f i , f j ) with tolerance γ ij ≥ 0. Here, we implicitly assume the proximity constraints to be symmetric, i.e., h ij (f i , f j ) = h ji (f j , f i ). Thus, our focus is the stochastic program:
Subsequently, define the space H V of functions aggregated over the network whose elements are stacked functions
V that represents V labels or physical measurements, for instance.
) and γ ij = 0, the problem (3) specializes to online consensus optimization in RKHS, which has recently been solved in an approximate manner using penalty methods in [31] . Here, we seek to obtain exact optimal solutions to (3), where exactness refers to constraint satisfaction. In the subsequent section, we shift focus to doing so based upon Lagrange duality [35] . We specifically focus on distributed online settings where nodes do not know the distribution of the random pair (x i , y i ) but observe local independent samples (x i,n , y i,n ) sequentially. In the following subsection, we detail the technical specifications of our choice of function space H.
A. Function Estimation in Reproducing Kernel Hilbert Spaces
The optimization problem in (1), and hence (3), is intractable in general, since it defines a variational inference problem integrated over the unknown joint distribution P(x, y). However, when H is equipped with a reproducing kernel κ : X × X → R (see [36] , [37] ), a function estimation problem of the form (1) may be reduced to a parametric form via the Representer Theorem [38] , [39] . Thus, we restrict the Hilbert space to be reproducing Kernel Hilbert Space (RKHS), i.e., forf : X → R in H, it holds that
for all x i ∈ X . Here ·, · H denotes the Hilbert inner product for H. Further assume that the kernel is positive semidefinite, i.e. κ(
For kernelized and regularized empirical risk minimization (ERM), the Representer Theorem [21] , [40] establishes that the optimalf in hypothesized function class H admits an expansion in terms of kernel evaluations only over training examplesf
where
T ∈ R N denotes a set of weights. Here N in (5) is referred to as the model order. For ERM the model order and sample size are equal.
Suppose, for the moment, that we have access to N i.i.d. realizations of the random pairs (x i , y i ) for each agent i such that the expectation in (3) is computable, and we further ignore the proximity constraint. Then the objective in (3) becomes:
From the Representer Theorem [cf. (5) ], it follows that (6) can be written as
where we have defined the Gram (or kernel) matrix K Xi,Xi ∈ R N ×N , with entries given by the kernel evaluations between x i,m and
T related to the kernel matrix as
, whose dictionary of associated training points is defined as
The Representer Theorem allows us to transform a nonparametric infinite dimensional optimization problem in H V (6) into a finite N V -dimensional parametric problem (7) . Thus, for ERM, the RKHS permits solving nonparametric regression problems as a search over R V N for a set of coefficients. However, to solve problems of the form (6) when training examples (x i,k , y i,k ) become sequentially available or their total number N is not finite, the objective in (6) becomes an expectation over random pairs (x i , y i ) as [20] f = argmin
The Representer Theorem is generalized for the case of the infinite sample-size in [39] , and involves a countably infinite index set I. That is, as the data sample size N → ∞, the representation of f i becomes infinite as well. Our goal is to solve (8) in an approximate manner such that each f i admits a finite representation near f i , while satisfying the proximity constraints
omitted for the sake of discussion between (6) - (8).
One wrinkle in the story is that the Representer Theorem in its vanilla form [21] , [40] does not apply to constrained problems (3). However, recently, it has been generalized to the Lagrangian of constrained problems in RKHS [32] [Theorem 1]. To this end, some preliminaries are required, let us define the Lagrangian relaxation of (3)
T with each µ i associated with ith nodes constraints. The µ i is defined as
T , where |n i | is the number of neighbors of node i. Each µ ij ∈ R + is the nonnegative Lagrange multiplier associated with constraint
Throughout, we assume Slater's condition, implying strong duality [41] . Hence the optimal of (3) is identical to that of the primal-dual optimal pair (f , µ ) of the saddle-point problem
Function Representation Now, we shift to establishing the Representer Theorem applied to a version of the Lagrangian defined in (10) . Consider the empirical approximation of (9) where the training set of node i is defined as
The empirical version of (10) over samples S := {S 1 , . . . , S V } is given by
where L e (f , µ) the empirical form of the Lagrangian:
Now, with this empirical formulation, we generalize the Representer Theorem for constrained settings to the multi-agent problem (12) as a corollary of [32] [Theorem 1] with the proof provided in Appendix B of the supplementary material.
Corollary 1 Let H be a RKHS equipped with kernel κ and S be the training data of the network. Each function i that is a primal minimizer of (12) takes the form
where w i,k ∈ R are coefficients, and hence (13) applies to (11).
Next, we shift to solving (3) in distributed online settings where nodes do not know the distribution of the random pair (x i , y i ) but observe local samples (x i,k , y i,k ) sequentially, through use of the Representer Theorem as stated in Corollary 1 that makes the function parameterization computable.
III. ALGORITHM DEVELOPMENT This section develops an online and decentralized algorithm for solving (3) when the functions {f i } i∈V are elements of a RKHS. To do so, define the augmented Lagrangian relaxation of (3) as
, where δ, η > 0 for the dual variable µ ij and we use the compact notation
The regularization term in (14) is included in the design to control the violation of non-negative constraints on the dual variable over time t. We consider the stochastic estimate of the augmented Lagrangian evaluated at sample (x i,t , y i,t ),
With this definition, we propose applying Arrow-Hurwicz to (15) -see [42] . To do so, we first require the functional stochastic gradient of (15) evaluated at a sample point (x t , y t ).
Begin by considering the local loss term in (15) :
where we have applied the chain rule. Now, define the short-
for the derivative of i (f (x i,t ), y i,t ) with respect to its first scalar argument f i (x i,t ) evaluated at x i,t .
To evaluate the second term on the right-hand side of (16), differentiate both sides of the expression and use the reproducing property of the kernel with respect to f i to obtain
Now, we substitute the kernel at x i,t on the right-hand side of (17) into the first term in (16) to obtain
where we apply analogous logic as that which yields (16) to (18) . To simplify, define the V -fold stacking of (18) as
With these definitions, saddle point method on the augmented Lagrangian (14) , which operates by alternating primal/dual stochastic gradient descent/ascent steps, is given as [42] :
Moreover, we require the step-size η < 1/λ for regularization parameter λ > 0 in (1) . Observe that (20) decouples along each agent i ∈ V:
Moreover, the dual update in (21) is vector-valued, and defined for each edge (i, j) ∈ E. Since the constraints involve only pairwise interactions between nodes i and neighbors j ∈ n i , the dual update separates along each edge (i, j):
The update of µ t is carried out by substituting (23) in (21) and using the fact that vector-wise projection is applied entrywise thereby separating the vector of dual variables into local updates µ ij as
The sequence of (f t , µ t ) is initialized by f 0 = 0 ∈ H V and µ = 0 ∈ R M + . Then the Representer theorem implies function f i,t admits an expansion in terms of kernel evaluations at past observations x i,t
We define
T , and w i,t = [w i,1 , . . . w i,t−1 ] ∈ R t−1 on the right-hand side of (25) . Combining the update in (22) along with the kernel expansion in (25) , implies that the primal functional stochastic descent step in H V results in the following V parallel parametric updates on both kernel dictionaries X i and w i :
From (26) we note that each time one more column gets added to the columns in X i,t , an instance of the curse of kernelization [43] . We define the number of data points, i.e., the number of columns of X i,t at time t as the model order.
We note that for the update in (22) , the model order is t − 1 and it grows unbounded with iteration index t. This challenge often appears in connecting nonparametric statistics and optimization methods [20] . Next, motivated by [22] , we subsequently define compressive subspace projections of the function sequence defined by (20) 
, and K D,D as the resulting kernel matrix from this dictionary. In a similar manner, we define dictinaries D i,t and subspace H Di,t for each agent at time t. Similarly, the model order (i.e., the number of columns) of the dictionary D i,t is denoted by M i,t . We enforce function parsimony by selecting dictionaries D i with M i,t << O(t) for each i [22] . Now, we propose projecting the update in (22) to a lower dimensional subspace
where we define the projection operator P Di,t+1 onto subspace H Di,t+1 ⊂ H by the update (27) .
Algorithm 1 Heterogeneous Adaptive Learning with Kernels (HALK)
Require: {x t , y t , t } t=0,1,2,... , η and δ
i.e. initial dictionary, coefficients are empty for each i ∈ V for t = 0, 1, 2, . . . do loop in parallel for agent i ∈ V Observe local training example realization (x i,t , y i,t ) Send x i,t to neighbors j ∈ n i and receive f j,t (x i,t ) Receive x j,t from neighbors, j ∈ n i and send f i,t (x j,t )
Compute unconstrained stochastic grad. step using (22) Update dual variables for j ∈ n i using (24) Update params:
Greedily compress function using matching pursuit
end loop end for 2) Coefficient update: The update (27) , is equivalent to finding coefficients of kernels evaluated at points of fixed dictionary D i,t+1 ∈ R p×Mt+1 . To notice this fact, we first form the original dictionarỹ D i,t+1 and coefficient vectorw i,t+1
from the un-projected functional update step in (22) . We denote the un-projected functional functional update as
The stacked functional update of (29) using the stacked functional stochastic gradient given in (19) can be written as
The number of columns of dictionaryD i,t+1 is M i,t +1, which is also the length ofw i,t+1 . For now, to simplify notation, we denoteM i,t+1 := M i,t + 1. For a given dictionary D i,t+1 , projectingf i,t+1 onto the subspace H Di,t+1 is equivalent to finding the coefficients w i,t+1 associated with dictionary D i,t+1 which are given as
where we define the cross-kernel matrix K Di,t+1,Di,t+1 whose (n, m) th entry is given by κ(d i,n ,d i,m ). The other kernel matrices KD i,t+1,Di,t+1
and K Di,t+1,Di,t+1 are defined similarly. The number of columns in D i,t+1 is M i,t+1 , while the number of columns inD t+1 [cf. (28) ] isM i,t+1 = M i,t + 1. Next we see, how the kernel dictionary D i,t+1 is obtained from the kernel dictionaryD i,t+1 .
3) Dictionary Update: The kernel dictionary D i,t+1 is selected based upon a greedy compression technique [44] . The kernel dictionary D i,t+1 is formed fromD i,t+1 by selecting a subset of M i,t+1 columns fromM i,t+1 number of columns ofD i,t+1 that best approximatef i,t+1 in terms of Hilbert norm error, i.e., f i,t+1 −f i,t+1 H ≤ t , where t is the error tolerance. This can be done by kernel orthogonal matching pursuit (KOMP) [45] , [46] 
We use a destructive variant of KOMP with pre-fitting as done in [22] . This algorithm starts with the full dictionaryD i,t+1 and sequentially removes the dictionary elements till the condition f i,t+1 −f i,t+1 H ≤ t is violated. In order to ensure the boundedness of the primal iterates in the subsequent section, we consider a variant of KOMP that explicitly enforces the projection to be contained within a finite Hilbert norm ball, which has the practical effect of thresholding the coefficient vector if it climbs above a certain large but finite constant. Next we analyze the theoretical performance of updates (27) and (24), summarized as Algorithm 1.
IV. CONVERGENCE ANALYSIS
In this section, we establish the convergence of Algorithm 1 by characterizing both objective sub-optimality and constraint violation in expectation. Before doing so, we define terms to clarify the analysis. Specifically, the projected functional stochastic gradient associated with (27) is defined as
Using (33), the update (27) can be rewritten as f i,t+1 = f i,t − η∇ fiLt (f t , µ t ). We stack the projected stochastic functional gradient∇ fiLt (f t , µ t ) and define the stacked versioñ
Using this stacked gradient, the overall functional update (27) takes the form
Next, we state the assumptions required for the convergence.
Assumption 1
The feature space X ⊂ R p and target domain Y ⊂ R are compact, and the kernel map may be bounded as
The local losses i (f i (x), y) are convex and differentiable with respect to the first (scalar) argument f i (x) on R for all x ∈ X and y ∈ Y. Moreover, the instantaneous losses i : H × X × Y → R are C i -Lipschitz continuous
Further define C := max i C i as the largest modulus of continuity.
Assumption 3
The constraint functions h ij for all (i, j) ∈ E are all uniformly L h -Lipschitz continuous in its first (scalar)
and is also convex w.r.t the first argument z.
Assumption 4 There exists strictly feasible local functions
f i , f j ∈ H s.t. E xi h ij (f i (x i ), f j (x i )) < γ ij , for all j ∈ n i .
Assumption 5
The functions f i,t+1 output from KOMP have Hilbert norm bounded by R B ≤ ∞. Also, the optimal f i lies in the ball B with radius R B .
Often, Assumption 1 holds by data domain itself. Assumptions 2 and 3 ensure that the constrained stochastic optimization problem is convex and smooth, which are typical of first-order methods. Assumption 4, i.e., Slater's condition, ensures the feasible set of (3) is non-empty, and is standard in primal-dual methods [41] . Assumption 5 ensures that the algorithm iterates and the optimizer are finite, and their domains overlap. Under these conditions, the following bounds on the primal and dual stochastic gradients used for (27) and (24), respectively, hold.
Lemma 1 Using Assumptions 1-4, the mean-squaremagnitude of the primal and dual gradients of the stochastic augmented LagrangianL t (f , µ) defined in (15) are upperbounded as
The proof of Lemma 1 is provided in Appendix A. Now with these primal and dual variable gradient bound, we move to analyze the convergence of objective function error and accumulation of constraint violation in expectation. First, the following lemma bounds the difference of projected stochastic functional gradient and un-projected stochastic functional gradient (proof in Appendix C in the supplementary material).
Lemma 2
The difference between the stochastic functional gradient defined by ∇ fLt (f t , µ t ) and projected stochastic functional gradient∇ fLt (f t , µ t ), is bounded as
for all t > 0. Here, η > 0 is the algorithm step-size and t > 0 is the error tolerance parameter of the KOMP.
Next, Lemma 3 (proof in Appendix D in the supplementary material) characterizes the instantaneous Lagrangian differ-
Lemma 3 If the Assumptions 1-4 hold and we have primal and dual update generated from Algorithm 1, then the instantaneous Lagrangian difference satisfies the following decrement propertŷ
Based upon these lemmas, we may establish our central result, which is the mean convergence of Algorithm 1 in terms of sub-optimality and feasibility.
Theorem 1 Suppose Assumptions 1-4 hold, and denote as (f t , µ t ) the primal-dual sequence of Algorithm 1 under constant step-size η = T −1/2 and compression budget = P η 2 . Here the scalar P > 0 is defined as the parsimony constant.
i The time-aggregation of the expected sub-optimality grows sub-linearly with horizon T as
where S(f t ) :
H and f is defined by (3) . ii Moreover, the average time-aggregation of constraint violation grows sub-linearly with horizon T as
Proof: The proof depends on the result of Lemma 3 defined in (41) . We expand the left-hand side of (41) using (15) and use the definition of S(f t ) stated in the Theorem 1 and obtain the following expression,
Before discussing the analysis, we introduce the following compant notations to make the analysis clear and compact. We will denote the expressions involving g ij (·, ·) as
Next, we compute the expectation not only on the random pair (x, y) but also on the entire algorithm history, i.e., on sigma algebra F t which measures the algorithm history for times u ≤ t, i.e., F t ⊇ {x u , y u , f u , µ u } t−1 u=0 on both sides of (44) . The left hand side of (44) becomes
where we utilize the notation defined in (45) . Further, by substituting the bounds of
given in (69) and (73) to (44), the right hand side of (44) can be written as
Since each individual f i,t and f i for ∈ {i, . . . , V } in the ball B have finite Hilbert norm and is bounded by R B , the term f t − f H can be upper bounded by 2 √ V R B . Next, we define
. Now using the the bound of f t − f H and the definition of K, we can upper bound the expression in (47) , and then collectively writing the left and right hand side terms together, we get
Next, we select the constant parameter δ such that C(δ) ≤ 0, which then allows us to drop the term involving µ t 2 from the second expected term of right-hand side of (48) . Further, we set the approximation budget t = , take the sum of the expression in (48) over times t = 1, . . . , T , assume the initialization
where we drop the negative terms remaining after the telescopic sum since f T +1 − f 2 H and µ T +1 − µ 2 are always positive. It can be observed from (49) that the right-hand side of this inequality is deterministic. We now take f to be the solution f of (3), which in turn implies f must satisfy the inequality constraint of (3). This means that f is a feasible point, such that T t=1
Thus we can simply drop this term and collecting the terms containing µ 2 together, we further obtain
where z(η, T ) :
. Next, we maximize the left-hand side of (50) over µ to obtain the optimal Lagrange multiplier which controls the growth of the long-term constraint violation. Specifically, the function of µ has a minimizerμ ∈ R M + . Thus for any i = 1, . . . , V and j = 1, . . . , M , the optimal value of µ ij is given bȳ
Now, substitutingμ in place of µ in the left hand side of (50), it becomes
The first term in (51) denotes the primal optimality gap and the second term denotes the commutative constraint violation. We consider step-size η = 1/ √ T and approximation budget = P η 2 = P/T , where P > 0 is a fixed constant. Substituting these in (51) and then considering the upper bound in (50), we get
T +K . The expression in (52) serves as the basis which allows us to derive convergence result of both the objective function and the feasibility of the proposed iterates. Considering first the objective error sequence E S(f t ) − S(f ) , we observe from (52) that the second term present on the left-side of the inequality can be dropped without affecting the inequality owing to the fact that it is positive. So we obtain
which is as stated in (42) of Theorem 1. Next, we establish the sublinear growth of the constraint violation in T . For this consider the objective error sequence,
Next, we bound the objective error sequence as
where using triangle inequality we write the first inequality and then using Assumption (2) of Lipschitz-continuity condition we write the second inequality. Further, using reproducing property of κ and Cauchy-Schwartz inequality, we simplify
where the last inequality comes from Assumption 1 and 4. Now, we consider the | f t,i 2 H − f i 2 H | present in the righthand side of (55),
(57) Substituting (56) and (57) in (55), we obtain
Substituting this lower bound in (52), we get
where K 3 := 2V R B (CX + λR B ). After re-arranging (59), we get
Since the square of individual proximity constraint violation is a positive term thus it is upper bounded by the square of the network in-aggregate constraint violation and we can write
Thus by using (61) in (60) we can write,
Taking square root of both the sides of (62) and summing over all the edges, we get the desired result in (43) . Theorem 1 establishes that the time-aggregation of the suboptimality sequence associated of Algorithm 1 when run with fixed algorithm step-size η = 1/ √ T is bounded by constant less than T , i.e., O( √ T ). Moreover, the constraint violation decays at a O(T 3/4 ) rate. Thus both the sub-optimality and constraint violation vanish on average when time T is large.
These results match standard constrained stochastic approximation rates for unconstrained settings [47] and constrained settings [10] . The radius of these error neighborhood may be reduced by appropriately adjusting the step-size η = 1/
√
T . We present these results in this form so the link between mean convergence behavior of stochastic methods and regret analysis of online learning [34] is clear. Thus in this paper we generalize the result of sublinear convergence of objective error sequence and constraint violation in [32] to multiagent settings with proximity constraints. We next move to numerically evaluate our proposed Algorithm 1 in the next section for solving proximity constrained function learning problems in RKHS on synthetic data set and real data set.
V. NUMERICAL RESULTS
In this section, we apply the proposed algorithm to solve a spatial temporal random field estimation problem and an another problem of inferring from oceanographic data.
A. Spatio-temporal Random Field Estimation
The estimation of a spatio-temporal field using a set of sensors spread across a region with required level of accuracy is an important challenge in wireless sensor networks (WSNs) [48] , [49] . Various phenomena exhibit spatial temporal variation, as in environmental, biological and geophysical processes. The variation of spatio-temporal field over space and time can be modelled by its correlation [50] .
Consider the problem of estimating a temporally varying spatial planar correlated Gaussian random field in a given region G ⊂ R 2 space. A spatial temporal random field is a random function of the spatial components u (for x-axis) and z (for y-axis) across a region G and time. Moreover, random field is parameterized by the correlation matrix R s , which depends on the location of the sensors. Each element of [R s ] ij is assumed to have a structure of the form Ω(l i , l j ) = e − li−lj , where l i and l j are the respective locations of sensor i and j in region G [51] . From this correlation, note that the nodes close to each other have high correlation whereas nodes located far away are less correlated. This captures the fact that the observations collected from the nearby nodes are more relevant than observations from distant nodes.
We considered a sensor network with V nodes where each node i collects the observation y i,t at time instant t. In the collected data, y i,t denotes the noisy version of the original field s i,t at node i for time instant t. The observation model is given by y i,t = s i,t + n i,t , where n i,t ∼ N (0, 0.5) is i.i.d. The objective of each node is to sequentially minimize its own local loss i.e., (y i,t −ŝ i,t ) 2 , whereŝ i,t is the estimated value of actual field s i,t .
For simulation, we considered a network of randomly connected 40 nodes which are spatially distributed in a 100 × 100 meter square area. The instantaneous observation s t across the network is given by s t = π + C T 1 sin(ωt) + v t , where 1 is a vector of ones of length V , sin(ωt) is a sinusoidal with angular frequency ω = 2, π = {1/V, 2/V, . . . , 1} is a fixed mean vector of length V , C is the Cholesky factorization of the correlation matrix R s , and v t ∼ N (0, 0.1I), where I denotes an identity matrix of dimension 40 by 40. We select tolerance parameter to be γ ij = Ω(l i , l j ). The observations s t denote the physical quantity such as temperature or height of tides. For instance, the temperature would rise during day time and fall during night time. Hence, the the angular frequency denotes the rate of temperature variation over time.
We solve the problem (3) of minimizing the regularized loss function over f i where we learn the function f i (t), which is the function approximation to the actual field, s i,t , i.e., we solve a curve fitting problem. We use our proposed Algorithm 1 to minimize the loss between f i (t) and y i,t using (22) and (24) and do compression using KOMP with parsimony constant, P set at 8 [Theorem 1]. The Gaussian kernel is used to do the function approximation with a bandwidth parameter σ = 0.05. The bandwidth parameter of the Gaussian kernel is taken 0.05 such that we capture the variation of sinusoidal function with angular frequency of 2. The primal and dual regularizer parameter, λ and δ are set at 10 −5 . We run the algorithm for 1500 iterations with a constant step size of η = 0.01.
For comparison purposes, we consider two other techniques to solve the same problem namely; consensus with kernels via penalty method [31] and proximity-constrained linear decentralized statistical models, which we call linear method [10] . For comparison with the penalty method, the penalty coefficient is 0.08 which is tuned for the best performance while all the other simulation parameters are same as that of the proposed algorithm. For linear method, we consider three parametric models: (a) Quadratic polynomial; (b) Cubic polynomial and (c) Sine polynomial (i.e., of the form at + bsin(ζt) where a and b are the model parameters and ζ is the angular frequency taken to be 1 in the simulations). All the three linear methods are linear with respect to the parameters of the polynomial. proximity-constrained method (Algorithm 1) improves upon penalty method. Fig. 1b demonstrates that Algorithm 1 also performs better in terms of constraint violation relative to penalty method, and is comparable to the linear method. Doing so allows nodes estimates to be close to neighbors, and the level of closeness is encoded through proximity tolerances. Fig. 1c plots the model order for primal-dual method and penalty method, which omits linear method plots because its a parametric method with fixed complexity equal to the parameter dimension p. Early on, primal-dual method (being an exact method) has higher complexity than penalty method. In steady state, Algorithm 1 and penalty method have comparable complexity. With a similar model complexity, we attain near-exact constraint satisfaction via primal-dual method as compared to penalty method. Overall, the model complexity of 30 is orders of magnitude smaller than sample size 1500.
B. Inferring Oceanographic Data
Wireless sensor networks may also be used to monitor various environmental parameters, especially in oceanic settings. To this end, we associate each node in the network to an oceanic buoy tasked with estimating salinity and temperature when deployed at standard depths. Decentralization is advantageous here due to the fact that server stations are impractical at sea, and centralization may exceed the cost of computation per node [52] . Thus, we run Algorithm 1 on the World Oceanic Database [53] , obtained from multiple underwater sensors in the Gulf of Mexico. In this Gulf of Mexico Regional Climatology data set, temperature, salinity, oxygen, phosphate, silicate, and nitrate are recorded at various depth levels.
We restrict focus to temperature and salinity parameters at different locations with varying depths, during the winter time-period. The readings of the climatological fields are obtained for a particular latitude and longitude at standard depths starting from 0 meters to 5000 meters. The latitude and longitude specifies the node (sensor) location. Similar readings are obtained for various locations spanning the water body. The experiment is carried out considering 50 nodes, where edges are determined by measuring the distance between two nodes, and drawing an edge to a particular node if its distance is less than 1000 kilometers away. The proximity parameter γ ij between two nodes is obtained by evaluating exp(−dist(i, j)/1000), where dist(i, j) measures the distance between two nodes in kilometers.
We use Algorithm 1 to learnŷ i = f i (d) which gives the value of climatological field y i at a depth d i such as salinity or temperature at each node i. We solve problem (3) by minimizing the regularized quadratic loss between estimated climatological field f i (d i ) and observed climatological field y i over function f i using Algorithm 1. A key benefit of doing so is the ability to interpolate missing measurements which are a rampant issue due to, e.g., limited battery life or bandwidth availability. Next, we discuss the specific implementation details and compare the performance to a centralized approach where all data is shipped to a single location.
1) Temperature: Here we use the Algorithm 1 for predicting the statistical mean of the temperature field of different nodes at varying depths. The real data obtained from the World Oceanic database has statistical mean of the temperature field.
We run the the algorithm for 2430 iterations with constant step-size η = 0.01 and regularizers λ, δ set to 10 −5 . The Gaussian kernel is used for the function learning with a bandwidth parameter σ = 50, and parsimony constant is fixed at two values, P = 0.4 and P = 40. The parsimony constant for learning a single function f for all the data obtained across different locations is set at P = 0.001 to ensure a fair comparison of comparably sized models between the decentralized and centralized methods. Fig. 2 shows the numerical experiment results for the ocean data. Fig. 2a demonstrates that the prediction error for test cases reduces with increasing samples, a consequence of stochastic descent behavior. In Fig. 2a , the centralized function (denoted as "Single") for all the data obtained across different locations gives a poor fit resulting in high loss relative to the distributed case (denoted as "Distributed"). Fig. 2a shows the model order for the distributed case with parsimony constant 0.4 for all the 50 nodes is 34 times 50, i.e., 1700, less compared to the complexity of the centralized case, i.e., 2223. Thus, the centralized function fails to fit the data with higher number of points in the dictionary compared to the distributed case. Moreover, increasing the parsimony constant from 0.4 to 40, i.e., increasing the error tolerance reduces model complexity at the cost of degrading model fitness.
In Fig. 2b , we display the constraint violation over time (for decentralized case only). Note that it approaches null across choice of parsimony constant. Moreover, Fig. 2a demonstrates that the complexity of nodes' functions does not grow, but rather remains stable even in the face of experimental oceanic data, settling to M i,t = 34 compared to sample size 2430.
2) Salinity: We now implement Algorithm 1 for predicting the mean salinity from various oceanic locations and depths. Again, we set the primal and dual regularizer λ and δ to 10 −5 , and run it for T = 2500 iterations with constant step-size of 0.01. We select two values of the parsimony constant P ∈ {0.4, 40}. For the centralized case, we fix P = 0.001 so that its complexity is comparable to the decentralized approach to ensure a fair comparison. Across the settings, the bandwidth of the Gaussian kernel is fixed as 50 for the simulation.
We display these results in Fig. 3 . Fig. 3a demonstrates that learning a single function to fit all data is unable to filter out correlation effects and hence gives poor model fitness, as compared to fitting multiple f i 's to different nodes considering proximity constraints. Moreover, the average model order for a single node for the distributed case is 39 for P = 0.4, thus giving an aggregate complexity of 1950 for 50 nodes. This is less than the centralized model order of 2372 for a single function. Thus the decentralized approach yields improved accuracy with reduced complexity. We note that increasing the parsimony constant results in worse model fit but saves complexity, yielding a tunable tradeoff between fitness and complexity. In Fig. 3b we may observe that Algorithm 1 incurs attenuating constraint violation for both values of parsimony constant. Overall, complexity settles to around 39, which is orders of magnitude smaller than the 2500 sample size.
VI. CONCLUSION
We propose learning in heterogeneous networks via constrained functional stochastic programming. We model heterogeneity using proximity constraints, which allows agents to make decisions which are close but not necessarily equal. To solve this problem, we formulated the augmented Lagrangian, and proposed a stochastic saddle point method to solve it. The Lagrangian is node/edge separable along the primal/dual, permitting the algorithm to be decentralized. However, due to the fact we focus on cases where decision variables are functions belonging to RKHS, not parameters, we required generalizing the Representer Theorem to this setting, and further projecting the primal iterates onto subspaces greedily constructed from subsets of past observations. The overall result we call Heterogeneous Adaptive Learning with Kernels (HALK). The end result is an algorithm which is provably convergent in terms of primal sub-optimality and constraint violation, and attains a controllable trade-off between global convergence and model complexity.
We validated the proposed approach for estimating a spatial temporal Gaussian random field in a heterogeneous sensor network. Experimentally, we observed performance gains in a decentralized scheme for predicting oceanic temperature and salinity from depth. In future work, we hope to relax communications requirements, enforce privacy, and control the spread of learning rates of agents across the network. 
Let the subspace of functions spanned by the kernel function κ(x i,t , .) for x i,k ∈ S i be denoted as F κ,Si , i.e.,
We denote the projection of f i on the subspace F κ,Si as f ip and the component perpendicular to the subspace as f i⊥ , which can be written as f i⊥ = f i − f ip . Now we can write
Thus the evaluation of f i at any arbitrary training point x ik is independent of f i⊥ . Using this fact, we can now write (74) as,
