In this paper, we examine the fundamental performance limitations of online machine learning, by viewing the online learning problem as a prediction problem with causal side information. Towards this end, we combine the entropic analysis from information theory and the innovations approach from prediction theory to derive generic lower bounds on the prediction errors as well as the conditions (in terms of, e.g., directed information) to achieve the bounds. It is seen in general that no specific restrictions have to be imposed on the learning algorithms or the distributions of the data points for the performance bounds to be valid. In addition, the cases of supervised learning, semisupervised learning, as well as unsupervised learning can all be analyzed accordingly. We also investigate the implications of the results in analyzing the fundamental limits of generalization.
I. INTRODUCTION
Online learning (online machine learning, also known as, e.g., sequential learning, or learning over streaming data) [1] - [5] is a branch of machine learning in which the data points become available sequentially to train the learning algorithms and then to make predictions at each time step, in contrast to batch learning where the training data are available altogether in batches while the learning algorithms are trained (and then the predictions, or generalizations [6] - [8] , are made) using the entire data set. In this paper, we investigate the online learning problems from the perspective of prediction theory [9] - [13] , and we may in fact view online learning as prediction with causal side information, in which the output process is predicted sequentially with the input process being the (causal) side information; see Section III of this paper for a more detailed discussion.
Information theory [14] was originally developed to analyze the fundamental limits of communication, which may represent any processes that involve information transmission from one point to another (see, e.g., [15] and the references therein). In a broad sense, the online learning algorithms may be viewed as sequential information transmission processes (cf. discussions in, e.g., [16] - [18] ), as if extracting as much "information" as possible out of all the input and output data points available when making the prediction at each time step, and then transmitting the information to the prediction, so as to reduce as much as possible the "uncertainty/randomness" contained in the latter. By virtue of this analogy in terms of "information transmission", in this paper we examine the generic bounds on prediction errors of online learning via an information-theoretic approach.
In prediction theory [9] - [13] , the Kolmogorov-Szegö formula [12] , [19] , [20] provides a fundamental bound on the variance of prediction error for the linear prediction (without side information) of Gaussian processes. In our previous works [21] , [22] , we went beyond the linear Gaussian case and considered the prediction problem (with no side information) in which the process to be predicted can be with arbitrary distributions while the predictor can be any arbitrarily causal. In this paper, we proceed to consider more broadly the L p bounds (of which the results in [21] , [22] are special cases). In addition and maybe more importantly, we consider the more general setting of prediction with causal side information, capturing the essence of the online prediction problem. In particular, we analyze the fundamental limitations of online learning by investigating the underlying entropic relationships of the input and output data points in a sequential manner, and accordingly obtain generic L p bounds on the prediction errors that are valid for any learning algorithms, while the input and output data points can be with arbitrary distributions.
The derived bounds can be characterized explicitly by the conditional entropy of the output data point to be predicted given the all the data points (including those from the input process as well as the output process) available when the prediction is made. We also examine the conditions for achieving the lower bounds from an entropic-innovations perspective, particularly, in terms of the mutual information between the current innovation [23] and the previous innovations, as well as the transfer entropy [24] and/or directed information [25] - [27] from the input process to the innovations process. Accordingly, it is seen in general that one necessary condition to achieve the bounds is that all the usable information from the innovations process as well as the input process has been extracted; note that the information contained in the innovations process is equivalent to that of the output process [23] . Additionally, we consider further the cases of semi-supervised learning [28] and unsupervised learning [29] in light of the case of supervised learning [6] , [7] . On the other hand, the implications of the generic bounds presented in this paper go beyond online learning; in particular, we may derive some preliminary results concerning the fundamental limits on the generalization errors [6] - [8] of batch learning, which again are valid for all possible learning algorithms.
The remainder of the paper is organized as follows. Section II introduces the technical preliminaries. In Section III, we introduce the main results. Concluding remarks are given in Section IV.
II. PRELIMINARIES
In this paper, we consider real-valued continuous random variables and vectors, as well as discrete-time stochastic processes they compose. All random variables, random vectors, and stochastic processes are assumed to be zero-mean for simplicity and without loss of generality. We represent random variables and vectors using boldface letters. Given a stochastic process {x k }, we denote the sequence x 0 , . . . , x k by the random vector x 0,...,k = x T 0 · · · x T k T . The logarithm is defined with base 2. All functions are assumed to be measurable. A stochastic process {x k } is said to be asymptotically stationary if it is stationary as k → ∞, and herein stationarity means strict stationarity unless otherwise specified [19] . In addition, a process being asymptotically stationary implies that it is asymptotically mean stationary [30] .
Definitions and properties of the information-theoretic notions that will be used in this paper, including differential entropy h (x), conditional entropy h (x|y), and mutual information I (x; y), can be found in, e.g., [14] . On the other hand, we refer the notions of transfer entropy T (x → y), directed information rate I ∞ (x → y), and causally conditional entropy rate h ∞ (y x) to [24] - [27] . In particular, the next lemma [31] presents the maximum-entropy probability distributions under L p -norm constraints for random variables.
where equality holds if and only if x is with probability density
Herein, Γ (·) denotes the Gamma function. On the other hand, an alternative form of Lemma 1 is presented as follows.
Proposition 1: Consider a random variable x ∈ R with entropy h (x). Then,
where equality holds if and only if the probability density of x belongs to the following class:
Herein, µ is a normalizing factor. In fact, when equality is achieved in (1), it may be verified that
In particular, when p → ∞, (1) reduces to
while
that is to say, if and only if x is uniform.
Suppose that at time k, the trained learning algorithm (based upon all the previous input/output pairs (x i , y i ), i = 0, . . . , k− 1), as a mapping from input to output, is denoted as g k (·); in other words, at time k, g k (·) will be employed to give a "prediction" of y k (the true value of which is not known until time k + 1) using x k (the true value of which is known at time k), and this prediction will be denoted as
In this section, we will derive generic bounds on the L p norm of the prediction error y k − y k , which are valid for all possible learning algorithms g k (·). Towards this end, we shall first present the following observation.
Observation 1: Note that the parameters of g k (·) are trained using (x i , y i ) , i = 0, . . . , k − 1, and hence eventually
meaning that y k is ultimately a function, denoted herein as g k (·), of x k , y 0,...,k−1 , x 0,...,k−1 , or equivalently, y 0,...,k−1 , x 0,...,k , representing all the data that is available at time k.
As such, (8) features essentially a prediction problem to predict y k based on y 0,...,k−1 with causal side information x 0,...,k . This is a key observation that enables obtaining the subsequent result.
Theorem 1: For any learning algorithm g k (·), it holds that
where equality holds if and only if y k − y k is with probability density
and I (y k − y k ; y 0,...,k−1 , x 0,...,k ) = 0. Proof: It is known from Lemma 1 that
where equality holds if and only if y k − y k is with probability density (10) . Meanwhile,
As a result,
where equality holds if and only if I (y k − y k ; y 0,...,k−1 , x 0,...,k ) = 0. Therefore, (9) follows, where equality holds if and only if y k − y k is with probability density (10) and I (y k − y k ; y 0,...,k−1 , x 0,...,k ) = 0.
Note that hereinafter, µ is a normalizing factor; in fact, when equality is achieved in (9) , it can be verified that
In general, it is seen that the lower bound in (9) depends only on the conditional entropy (the amount of "randomness") of the output y k to be predicted given the corresponding input x k as well as all the previous inputs x 0,...,k−1 and outputs y 0,...,k−1 . Accordingly, if y 0,...,k−1 , x 0,...,k provide more/less information of y k , then the lower bound becomes smaller/larger.
On the other hand, equality in (9) holds if and only if the prediction error y k − y k is with probability (10), and contains no information of y 0,...,k−1 , x 0,...,k ; it is as if all the "information" (from all the data available when making the prediction) that may be utilized to reduce the L p norm of the prediction error has been extracted. This is more clearly seen from the viewpoint of "entropic innovations", as will be discussed subsequently. 
Proof: Since y k−1 = g k−1 (y 0,...,k−2 , x 0,...,k−1 ), we have (by the data processing inequality [14] ) I (y k − y k ; y 0,...,k−1 , x 0,...,k ) = I (y k − y k ; y 0,...,k−2 , y k−1 − y k−1 , x 0,...,k ) .
As such, by invoking the data processing inequality repeatedly, it follows that
Eventually, this leads to
On the other hand,
This completes the proof. On the right-hand side of (12), the first term I (y k − y k ; y 0 − y 0 , . . . , y k−1 − y k−1 ) denotes the mutual information between the current innovation [23] y k − y k and the past innovations y 0 − y 0 , . . . , y k−1 − y k−1 . Meanwhile, the second term I (x 0,...,k ; y k − y k |y 0 − y 0 , . . . , y k−1 − y k−1 ) represents the transfer entropy [24] from the input process x 0,...,k to the innovations process (y 0 − y 0 , . . . , y k − y k ) from time 0 to k, which is denoted as T (x 0,...,k → (y 0 − y 0 , . . . , y k − y k )) = I (x 0,...,k ; y k − y k |y 0 − y 0 , . . . , y k−1 − y k−1 ) . (13) As such, the necessary and sufficient condition for I (y k − y k ; y 0,...,k−1 , x 0,...,k ) = 0
is that
while simultaneously
T (x 0,...,k → (y 0 − y 0 , . . . , y k − y k )) = 0.
Note that (15) implies that the current innovation contains no information of the previous innovations, meaning that the information that can be utilized has been extracted from the innovations process, or equivalently, from the output process [23] . Meanwhile, (16) mandates that no information is being (directedly) transferred from the input process to the innovation process [24] , implicating that all the usable information from the input process has been squeezed out. As such, (14) indicates that all the information from the input and the output processes, which are the two and only two ultimate sources of information, has been made use of. This is a key link that facilitates the subsequent analysis in the asymptotic case.
Corollary 1: For any learning algorithm g k (·), it holds that
where equality holds if {y k − y k } is asymptotically independent over time and with probability density
while the directed information transfer from {x k } to {y k − y k } is asymptotically zero. Proof: As in the proof of Theorem 1, it can be shown that
where equality holds if and only if y k − y k is with probability density (10) and I (y k − y k ; y 0,...,k−1 , x 0,...,k ) = 0. This, by taking lim inf k→∞ on both sides, then leads to
Herein, equality holds if {y k − y k } is asymptotically with probability density (18) and In what follows, we consider the special case of asymptotically stationary processes. We shall first show the following result. 
Herein, I ∞ (x → (y − y)) denotes the directed information rate [25] - [27] from the input process {x k } to the innovations process {y k − y k }.
As a consequence, we may arrive at the following result. Corollary 2: Assume that {x k } and {y k } are asymptotically stationary. Then, it holds for any learning algorithm g k (·) that
where h ∞ (y x) = lim k→∞ h (y k |y 0,...,k−1 , x 0,...,k )
denotes the causally conditional entropy rate [26] of {y k } given {x k }. Herein, equality holds if {y k − y k } asymptotically independent over time and with probability density (18) while the directed information rate (representing the information flow [25] - [27] ) from {x k } to {y k − y k } is zero, i.e., I ∞ (x → (y − y)) = 0. Proof: Corollary 2 follows directly from Corollary 1 by noting that for asymptotically stationary processes {x k } and {y k }, we have [14] lim inf On the other hand, when {y k − y k } is asymptotically with probability density (18) , (19) follows. In addition, if {y k − y k } is asymptotically independent over time and with probability density (18) while I ∞ (x → (y − y)) = 0, then, noting also that {x k } and {y k } are asymptotically stationary, it holds that
In fact, we can show that (22) holds if and only if {y k − y k } is asymptotically independent over time and with probability density (18) while I ∞ (x → (y − y)) = 0.
A. Special Cases
As a matter of fact, Theorem 1 corresponds to the case of supervised learning [6] , [7] . We next consider the cases of semi-supervised learning [28] as well as unsupervised learning [29] based upon Theorem 1.
Corollary 3: We now consider the cases of semi-supervised learning and unsupervised learning.
• For semi-supervised learning, i.e., when y i are missing for, say, i = i 1 , . . . , i n , it holds for any learning algorithm g k (·) that 
and I (y k − y k ; y 0,...,i1−1,i1+1,...,k−1 , x 0,...,k ) = 0. • For unsupervised learning, i.e., when y 0,...,k−1 are absent, it holds for any learning algorithm g k (·) that
and I (y k − y k ; x 0,...,k ) = 0. Note that it may be verified that h (y k |x 0,...,k ) ≥ h (y k |y 0,...,i1−1,i1+1,...,k−1 , x 0,...,k )
≥ h (y k |y 0,...,k−1 , x 0,...,k ) .
On the other hand, we may examine in further details the cases of when p is assigned with particular values.
Corollary 4: We now consider the special cases of Theorem 1 for when p = 1, p = 2, and p = ∞, respectively.
• When p = 1, it holds for any learning algorithm g k (·) that E |y k − y k | ≥ 2 h(y k |y 0,...,k−1 ,x 0,...,k ) 2e ,
that is to say, if and only if y k − y k is Laplace, and I (y k − y k ; y 0,...,k−1 , x 0,...,k ) = 0. • When p = 2, it holds for any learning algorithm g k (·) that
that is to say, if and only if y k − y k is Gaussian, and I (y k − y k ; y 0,...,k−1 , x 0,...,k ) = 0. • When p = ∞, it holds for any learning algorithm g k (·) that ess sup
that is to say, if and only if y k − y k is uniform, and I (y k − y k ; y 0,...,k−1 , x 0,...,k ) = 0.
It is worth pointing out that in the cases of, e.g., p = 1, 2, it is possible that the probability of having an arbitrary large prediction error is non-zero, considering that the distributions (Laplace or Gaussian) of the optimal innovations are with infinite support sets. This could cause severe consequences in safety-critical systems, especially in scenarios where worstcase performance guarantees are required. Instead, we may directly consider the worst-case scenario by minimizing the maximum (supremum) prediction error in the first place; in such a case, (32) provides a generic lower bound for the least maximum prediction error learning. On the other hand, it is also implicated that the error should be made as close to being with a uniform distribution as possible so as to make the maximum prediction error as small as possible.
B. Fundamental Limits of Generalization
In light of Theorem 1 and by noting that the i = 0, . . . , k therein do not necessarily denote time instants but may more generally denote the indices of the data points, we next study the fundamental limitations on generalization errors [6] - [8] in fitting problems (batch learning).
In particular, consider the training data as input/output pairs (x i , y i ), i = 1, . . . , k, where x i ∈ R n denotes the input while y i ∈ R denotes the output. Let the test data be denoted input/output data pair (x test , y test ). Suppose that the trained learning algorithm (based upon all the training input/output pairs (x i , y i ), i = 1, . . . , k), as a mapping from input to output, is denoted as g (·). Subsequently, g (·) will be utilized to predict y test using x test , and this prediction will be denoted as
Observe that the parameters of g (·) are trained using (x i , y i ) , i = 1, . . . , k, and hence eventually
meaning that y test is ultimately a function, denoted herein as g (·), of x test , y 1,...,k , x 1,...,k , representing all the "information sources". Then, we can derive generic bounds on the L p norm of the generalization error y test − y test , which are valid for all possible learning algorithms g (·). In addition, we may as well consider the cases of semisupervised learning and unsupervised learning based on Theorem 2.
C. Generality of the Bounds
Note that for the prediction and generalization bounds obtained in this paper, the classes of learning algorithms that can be applied are not restricted in general. This means that the bounds are valid for arbitrary learning algorithms in practical use, from classical regression methods to deep learning. On the other hand, in general no specific restrictions have been imposed on the distributions of the data points either.
The fundamental performance bounds may feature baselines for performance assessment and evaluation for various machine learning algorithms, by providing theoretical bounds that are to be compared with the true performances. Such baselines may function as fundamental benchmarks that separate what is possible and what is impossible, and can thus be applied to indicate how much room is left for performance improvement, or to avoid infeasible performance specifications in the first place, saving time to be spent on unnecessary parameter tuning work that is destined to be futile. On the other hand, the function of machine learning baselines goes beyond analysis (e.g., performance evaluation); they may also inspire machine learning algorithm design and even the propositions of new machine learning methods. This is enabled by further examining the necessary and/or sufficient conditions for achieving the performance bounds (e.g., the necessary and sufficient condition for achieving (22) ), so as to turn them into optimality conditions and even objective functions for the optimization problems formulated accordingly. We will, however, leave the detailed discussions on such topics to future research.
IV. CONCLUSION
In this paper, we have examined the fundamental limits of online learning (as a prediction problem with causal side information) from an entropic-innovations viewpoint. The obtained fundamental L p bounds on prediction errors are seen to be valid for any learning algorithms, while the input and output data points can be with arbitrary distributions. We have also derived some preliminary results on the fundamental limits of generalization. Possible future research include investigating further implications of the bounds as well as the conditions to achieve them. It might also be interesting to study the fundamental limits of generalization in more details.
