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Abstract
We prove various results on the complexity of MCSP (Minimum Circuit Size Problem) and the
related MKTP (Minimum Kolmogorov Time-Bounded Complexity Problem):
We observe that under standard cryptographic assumptions, MCSP has a pseudorandom self-
reduction. This is a new notion we define by relaxing the notion of a random self-reduction to
allow queries to be pseudorandom rather than uniformly random. As a consequence we derive
a weak form of a worst-case to average-case reduction for (a promise version of) MCSP. Our
result also distinguishes MCSP from natural NP-complete problems, which are not known to
have worst-case to average-case reductions. Indeed, it is known that strong forms of worst-
case to average-case reductions for NP-complete problems collapse the Polynomial Hierarchy.
We prove the first non-trivial formula size lower bounds for MCSP by showing that MCSP
requires nearly quadratic-size De Morgan formulas.
We show average-case superpolynomial size lower bounds for MKTP against AC0[p] for any
prime p.
We show the hardness of MKTP on average under assumptions that have been used in much
recent work, such as Feige’s assumptions, Alekhnovich’s assumption and the Planted Clique
conjecture. In addition, MCSP is hard under Alekhnovich’s assumption. Using a version of
Feige’s assumption against co-nondeterministic algorithms that has been conjectured recently,
we provide evidence for the first time that MKTP is not in coNP. Our results suggest
that it might worthwhile to focus on the average-case hardness of MKTP and MCSP when
approaching the question of whether these problems are NP-hard.
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1 Introduction
Progress in complexity theory is often correlated with an improved understanding of meta-
computational problems, i.e., problems that themselves encode questions about circuits or
algorithms. Consider the canonical meta-computational problem Circuit-SAT, which asks
whether a given circuit has a satisfying assignment. Results on the complexity of the
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Circuit-SAT problem and its instantiations for restricted classes of circuits such as CNFs
have had a major impact on complexity theory. These include the Cook-Levin theorem
showing that CNF-SAT is NP-complete, the PCP theorem showing that CNF-SAT is hard to
approximate, and more recently the connection established by Ryan Williams [35] between
“non-trivial” algorithms for Circuit-SAT and circuit lower bounds, which has led to a new
algorithmic paradigm for proving new circuit lower bounds.
A meta-computational problem that is in a sense dual to Circuit-SAT is MCSP: given
the truth table of a Boolean function f and a parameter s, determine if f has circuits of
size at most s. While Circuit-SAT asks about a property of the Boolean function encoded
by a given circuit, MCSP asks about whether an explicitly given Boolean function can be
encoded by a small circuit. It is easy to see that MCSP, like Circuit-SAT, is in NP; however,
its precise complexity is much less well understood. This is despite the fact that MCSP was
recognized as fundamental by theoretical computer scientists in the Soviet Union as early
as the 1950s, as discussed in a fascinating survey by Trakhtenbrot [34]. In the more recent
past, interest in MCSP was reawakened by a paper of Kabanets and Cai [24], building on
the “Natural Proofs” work of Razborov and Rudich [30], and there have been several papers
[5, 7, 10, 6, 9, 3, 27, 19, 18, 8] since on the complexity of the problem.
We do not have clear answers even to some basic questions about the complexity of
MCSP. These questions include: Is MCSP NP-complete? Does the MCSP problem have
similar structural properties to Circuit-SAT and other standard NP-complete problems, such
as paddability and downward self-reducibility, or does it have properties such as random
self-reducibility which are characteristic of problems such as Factoring and DiscreteLogarithm
which are used in cryptography? What is the strongest evidence we can provide that MCSP
is not in polynomial time? Are there formal connections between variants of MCSP which
arise from using different circuit classes or fixing the parameter s in advance? Can we show
unconditional complexity lower bounds for MCSP, for restricted classes of circuits such as
sub-quadratic size formulas and sub-exponential size constant depth circuits with prime
modular gates?
Our main argument in this paper is that it is valuable to look at MCSP through the lens
of average-case complexity. By adopting this perspective, we are able to make progress on all
of the questions above. We must first explain, however, what we mean by the average-case
complexity of MCSP. Rather than studying MCSP itself, we study its parameterized version
MCSP[s], where the size function s is given in advance. We consider the complexity of this
problem under the uniform distribution on inputs to the problem. Note that an input to the
problem is simply the truth table of a Boolean function, so the distribution on inputs we
consider corresponds to the uniform distribution on n-bit Boolean functions, which is fairly
natural in this context. When the size function s(n) = o(2n/n), most Boolean functions do
not have circuits of size s, and hence most inputs to the problem MCSP[s] are NO inputs.
Thus the problem is highly biased, and the algorithm just outputting NO on all instances
has a very high probability of success. This means that it is uninteresting to consider a
version of average-case complexity where the algorithm is allowed to make errors. Instead,
we consider the standard zero-error notion, where the algorithm never outputs an incorrect
answer, but is allowed to output ’?’ when it doesn’t know the answer for an input.
Why do we believe studying the average-case complexity is more fruitful than studying
the worst-case complexity? For one thing, it makes the theory cleaner. Let C1 and C2 be
classes of circuits such that C1 ⊆ C2, and for a size function s = o(2n/n), let MCSP-C1[s] and
MCSP-C2[s] be the variants of MCSP corresponding to the classes C1 and C2 respectively.
Intuitively, it seems that MCSP-C2[s] must be at least as hard a problem as MCSP-C1[s]
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given that it concerns a more general class of circuits; however, in the setting of worst-case
complexity, no formal connection between the two problems is known. In the setting of
average-case complexity, in contrast, it is quite easy to show that the identity function is a
reduction from the latter to the former. Similarly, given size functions s1 and s2 such that
s1 ≤ s2, it seems that MCSP[s2] should be at least as hard as MCSP[s1]. Again, no formal
reduction is known in the worst-case setting, but the identity function works as a reduction
in the average-case setting. Thus the average-case setting seems to correspond more closely
to our intuitions about the complexity of the problem.
A second point is that current techniques for proving results about the complexity of
MCSP almost invariably yield results also on the average-case complexity. Most techniques
we know go through some notion of pseudorandomness, and pseudorandomness is intrinsically
an average-case notion. Thus, if we aim to prove results on the hardness of MCSP using
current techniques, we should first aim for average-case hardness rather than worst-case
hardness.
We now proceed to give a more detailed description of our results. In some cases, our
results are not about MCSP but about a surrogate of it called MKTP. Rather than asking if
the input has small circuits when interpreted as the truth table of a Boolean function, the
MKTP problem asks if the input is compressible by a program from which individual bits of
the input can be efficiently computed. Thus, while MCSP is a question about compression
by circuits, MKTP is a question about compression by programs. For a formal definition,
we refer to Section 2. Using known strong relationships between uniform and non-uniform
complexity, MCSP and MKTP are closely related, and until recently all known results about
one problem also applied to the other. A recent exception is [3], and our paper is another
exception - it seems that hardness results are occasionally easier to show for MKTP because
it corresponds to a more fine-grained notion of compressibility than MCSP.
1.1 Our Results
We first investigate the possibility of worst-case to average-case connections for MCSP. It is
known that nonadaptive worst-case to average-case connections for NP-complete problems
collapse the Polynomial Hierarchy [12]. Hence, if we could show a worst-case to average-case
connection for MCSP, it would give strong evidence against the NP-hardness of MCSP. We
are not able to do this; however, under standard cryptographic assumptions, we give a
pseudorandom self-reduction for a promise version of MCSP. Recall that a random self-
reduction is a reduction from a computational problem to itself where the queries are
uniformly distributed and of the same length as the input. A random self-reduction gives a
strong worst-case to average-case connection for a problem. Our notion of pseudorandom self-
reduction relaxes the original notion by allowing the queries to be pseudorandomly distributed
rather than randomly distributed. While our result does not give evidence that MCSP is not
NP-complete, it does distinguish the MCSP problem from natural NP-complete problems,
for which pseudorandom self-reductions are unknown even under standard cryptographic
assumptions, to the best of our knowledge.
I Theorem 1 (Pseudorandom self-reductions: Informal Version). Suppose exponentially hard
one-way functions exist. Let s be a size function such that s(n) = nω(1) and s(n) = o(2n/n).
There is a constant c such that there is a pseudorandom self-reduction for the promise version
of MCSP, where the YES instances are truth tables of Boolean functions of circuit complexity
at most s(n) − nc and the NO instances are truth tables of Boolean functions of circuit
complexity at least s(n) + nc.
CCC 2017
7:4 On the Average-Case Complexity of MCSP and Its Variants
Though pseudorandom self-reductions do not give worst-case to average-case reductions
in full generality as random self-reductions, they do give a weak version of such reductions,
as described in more detail in Section 3. The proof idea we use to establish Theorem 1 is a
twist on the idea used by [30] to rule out natural proofs under cryptographic assumptions.
Next we attempt to prove unconditional lower bounds for MCSP, and MKTP. We show
such lower bounds in two settings where lower bounds were unknown. The first is a lower
bound for MCSP against subquadratic De Morgan formulae, and the second is an average-case
lower bound for MKTP against polynomial-size constant depth circuits with Mod p gates, for
prime p. Both proofs exploit connections with pseudorandom generators, in the first case the
pseudorandom generators of [20] against formulas, and in the second case the pseudorandom
generators of [14] against AC0[p] using resamplability. Note that in both settings traditional
lower bound techniques such as the method of random restrictions, the Neciporuk technique
and the polynomial method do not appear to be directly applicable.
I Theorem 2 (Unconditional lower bounds: Informal Version). There are size functions s and
s′ such that MCSP[s] does not have De Morgan formulae of size N2−Ω(1), and MKTP[s′]
cannot be decided with Ω(1) success on average by polynomial-size constant-depth circuits
with Mod p gates, where p is any prime.
Finally, and perhaps most strikingly, we show the hardness of MKTP on average under
various assumptions that have been intensively studied recently, such as Feige’s hypothesis
[15], Alekhnovich’s hypothesis [2] and the Planted Clique conjecture [23, 26]. These are
the first hardness results for MCSP or MKTP under assumptions for problems that are not
known to be in SZK. The fact that MKTP is hard on average under average-case hardness
assumptions about NP-complete problems such as SAT and Clique might be taken as providing
mild evidence in favour of the problem being NP-hard. Also, it has been conjectured by
Ryan O’Donnell (personal communication) that Feige’s hypothesis holds even with respect to
co-nondeterministic polynomial time algorithms, and under this conjecture MKTP is not in
coNP. We note that [5] observe that MKTP is not in coNP under a conjecture of Rudich [31],
but the conjecture of O’Donnell is in our opinion more natural and plausible, relating as it
does to Random Satisfiability, which is a problem that has been well studied algorithmically.
I Theorem 3 (Hardness on Average under Popular Conjectures, Informal Version). MKTP is
hard on average assuming Feige’s hypothesis, Alekhnovich’s hypothesis or the Planted Clique
conjecture. MCSP is hard on average assuming Alekhnovich’s hypothesis.
2 Preliminaries and Notation
2.1 Boolean Function Complexity
We use Fm to denote the set of all Boolean functions f : {0, 1}m → {0, 1}. If W is a
probability distribution, we use w ∼ W to denote an element sampled according to W .
Similarly, for a finite set A, we use a ∼ A to denote that a is selected uniformly at random
from A. Under this notation, f ∈ Fm represents a fixed function, while f ∼ Fm is a
uniformly random function. For convenience, we let Un def= {0, 1}n. Following standard
notation, X ≡ Y denotes that random variables X and Y have the same distribution. We
use standard asymptotic notation such as o(·) and O(·), and it always refer to a parameter
n→∞, unless stated otherwise.
We say that f, g ∈ Fn are ε-close if Prx∼Un [f(x) = g(x)] ≥ 1− ε. We say that h ∈ Fn
computes f with advantage δ if Prx∼Un [f(x) = h(x)] ≥ 1/2 + δ. It will sometimes be
convenient to view a Boolean function f ∈ Fm as a subset of {0, 1}m in the natural way.
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We often represent Boolean functions as strings via the truth table mapping. Given a
Boolean function f ∈ Fn, tt(f) is the 2n-bit string which represents the truth table of f in
the standard way, and conversely, given a string y ∈ {0, 1}2n , fn(y) is the Boolean function
in Fn whose truth table is represented by y.
We identify each Boolean function f : {0, 1}∗ → {0, 1} with a language L ⊆ {0, 1}∗,
where for any x ∈ {0, 1}∗, x ∈ L iff f(x) = 1. A promise problem is a pair (ΠY ES ,ΠNO)
of languages over {0, 1}, such that ΠY ES ∩ ΠNO = ∅. We say a language L ⊆ {0, 1}∗ is
consistent with a promise problem (ΠY ES ,ΠNO) if ΠY ES ⊆ L and ΠNO ⊆ L¯.
Let C = {Cn}n∈N be a class of Boolean functions, where each Cn ⊆ Fn. Given a language
L ⊆ {0, 1}∗, we write L ∈ C if for every large enough n we have that Ln def= {0, 1}n ∩ L is in
Cn. Often we will abuse notation and view C as a class of Boolean circuits. For convenience,
we use number of wires to measure circuit size. We denote by C[s(n)] the set of n-variable
C-circuits of size at most s(n). As usual, we say that a uniform complexity class Γ is contained
in C[poly(n)] if for every L ∈ Γ there exists k ≥ 1 such that L ∈ C[nk].
Given a sequence of Boolean functions {fn}n∈N with fn : {0, 1}n → {0, 1}, we let Cf
denote the extension of C that allows Cn-circuits to have oracle gates computing fn.
We will use a few other standard notions, and we refer to standard textbooks in compu-
tational complexity and circuit complexity for more details.
2.2 Natural Proofs and the Minimum Circuit Size Problem
We say that R = {Rn}n∈N is a combinatorial property (of Boolean functions) if Rn ⊆ Fn
for all n. We use LR to denote the language of truth-tables of functions in R. Formally,
LR = {y | y = tt(f) for some f ∈ Rn and n ∈ N}.
I Definition 4 (Natural Properties [30]). Let R = {Rn} be a combinatorial property, C
a circuit class, and D a (uniform or non-uniform) complexity class. We say that R is a
D-natural property useful against C[s(n)] if there is n0 ∈ N such that the following holds:
(i) Constructivity. LR ∈ D.
(ii) Density. For every n ≥ n0, Prf∼Fn [f ∈ Rn] ≥ 1/2O(n).
(iii) Usefulness. For every n ≥ n0, we have Rn ∩ Cn[s(n)] = ∅.
I Definition 5 (Minimum Circuit Size Problem). Let C be a circuit class. The Minimum
Circuit Size Problem for C, abbreviated as MCSP-C, is defined as follows:
Input. A pair (y, s), where y ∈ {0, 1}2n for some n ∈ N, and 1 ≤ s ≤ 2n is an integer
(inputs not of this form are rejected).
Question. Does fn(y) have C-circuits of size at most s?
We also define variants of this problem, where the circuit size is not part of the input.
I Definition 6 (Parameterized Minimum Circuit Size Problem). Let C be a circuit class, and
s : N → N be a function. The Minimum Circuit Size Problem for C with parameter s,
abbreviated as MCSP-C[s], is defined as follows:
Input. A string y ∈ {0, 1}2n , where n ∈ N (inputs not of this form are rejected).
Question. Does fn(y) have C-circuits of size at most s(n)?
I Definition 7 (Parameterized Minimum Circuit Size Gap Problem). Let C be a circuit class,
and let c, s : N→ N be functions such that c(n) ≥ s(n) for all n ∈ N. The Minimum Circuit
Size Gap Problem for C with parameters c and s, abbreviated as MCSP-C[c, s] is a promise
problem defined as follows:
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YES Instance. Any string y ∈ {0, 1}2n , where n ∈ N, such that fn(y) has C-circuits of
size at most s(n).
NO Instance. Any string y ∈ {0, 1}2n , where n ∈ N, such that fn(y) has no C-circuits of
size at most c(n).
When C is not explicitly specified, we take C to be the class of Boolean circuits.
Note that a dense property useful against C[s(n)] is a dense subset of the complement of
MCSP-C[s].
2.3 Time-Bounded Kolmogorov Complexity and MKTP
KT-complexity was proposed in [5] in order to model circuit complexity in terms of time-
bounded Kolmogorov complexity: it is known that KT(tt(f)) and the minimum circuit
size of f are polynomially-related to each other. As usual, we fix a universal random-access
Turing machine U that simulates all Turing machines efficiently. The KT-complexity of a
string x is the minimum of |d|+ t, where d is a string for describing x implicitly and t is the
time it takes to output x. More formally, we have the definition below, where Ud denotes
the Turing machine U with random access to the string d:
I Definition 8 (KT-complexity [5]). Let x = x1 · · ·xn ∈ {0, 1}n. The KT-complexity of x is
defined as follows.
KT(x) := min{|d|+ t | Ud(i) = xi in t steps for any 1 ≤ i ≤ n+ 1 }.
Here, xn+1 is defined as ⊥ (a stop symbol).
For this complexity measure, a problem related to MCSP is defined as follows.
I Definition 9 (Minimum Kolmogorov Time-bounded Complexity Problem). The Minimum
Kolmogorov Time-bounded Complexity Problem, abbreviated as MKTP, is defined as follows:
Input. A pair (y, s), where y ∈ {0, 1}∗ and s ∈ N (inputs not of this form are rejected).
Question. KT(y) ≤ s ?
I Definition 10 (Parameterized Minimum Kolmogorov Time-bounded Complexity Problem).
Let s : N→ N be a function. The Minimum Kolmogorov Time-bounded Complexity Problem
with parameter s, abbreviated as MKTP[s], is defined as follows:
Input. A string y ∈ {0, 1}∗.
Question. KT(y) ≤ s(|y|) ?
2.4 Average-Case Complexity
We require various notions of easiness on average. Let D = {Dn}, n ∈ N, be a sequence
of distributions, where each Dn has support in {0, 1}n. A distributional problem is a pair
(L,D), where L ⊆ {0, 1}∗ and D is a sequence of distributions.
I Definition 11 (Easiness on Average). Let C be a (uniform or non-uniform) complexity
class, and let ε : N→ [0, 1] be a success parameter. We say a distributional problem (L,D)
is solvable in C on average with success ε if there is a C-algorithm A such that for each
x ∈ {0, 1}∗, A(x) = L(x) or A(x) =′?′, and for each n ∈ N, with probability at least ε(n)
over x ∼ Dn, A(x) = L(x). We say that a language L is in C on average with success ε if
(L,Un) is in C on average with success ε.
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We observe that the easiness on average of certain variants of MCSP is equivalent to
natural proofs, and moreover that the easiness on average is robust with regard to the success
parameter.
I Proposition 12 (Natural Proofs and Easiness of MCSP on Average). Let s : N → N be a
size function such that s(n) = 2n/nω(1). The following are equivalent:
1. For all c > 0 there are P-natural (resp. SIZE(poly)-natural) properties useful against
SIZE(s(cn)).
2. For all c > 0 MCSP[s(cn)] is solvable in P (resp. SIZE(poly)) on average with success
1/ poly(N), where N = 2n is the input size for the MCSP problem.
3. For all c > 0 MCSP[s(cn)] is solvable in P (resp. SIZE(poly)) on average with success
probability 1− 1/poly(N).
Proof. We provide just a sketch. Let C be P or SIZE(poly). The proof is based on two
observations. The first is that a C-natural property of density ε useful against s(n)-size
Boolean circuits immediately yields that MCSP[s] is in C on average with success ε, simply
by using the constructivity of the property and answering ’?’ on any input truth table that
does not satisfy the property. Conversely, if MCSP[s] is in C on average with success ε, this
implies a C-natural property with density ε− 1/Nω(1), where a truth table is in the property
iff the average-case algorithm answers 0 on the truth table. Since s(n) = 2n/nω(1), the
algorithm can only answer 1 on a 1/Nω(1) fraction of inputs, and hence the density of inputs
on which the algorithm answers 0 is at least ε− 1/Nω(1).
The second observation is that the density for natural properties can be amplified, with
some cost to the usefulness. Given a natural property R, we define a property R′ by splitting
up the input truth table for R′ into independent blocks, and accepting iff at least one of the
blocks satisfies R. A simple calculation shows that by choosing the block size appropriately,
a property with density 1/ poly(N) can be transformed into one with density 1− 1/ poly(N),
with the new property being useful against circuits of size s(cn) for some c > 0 if the original
property is useful against circuits of size s(n). J
We also introduce and use a more refined definition of easiness on average, where we
separate the complexity of the algorithm solving the problem on average from the complexity
of the error set (or more precisely a not too large superset of the error set).
I Definition 13 (Easiness on Average with Bounded Complexity Error Set). Let B and C be
(uniform or non-uniform) complexity classes, and let ε : N→ [0, 1] be a success parameter.
We say a distributional problem (L,D) is solvable in C on average with B-bounded success ε
if there is a C-algorithm A and a B-algorithm A′ such that for each x ∈ {0, 1}∗, A(x) = L(x)
or A(x) =′?′, A(x) =′?′ implies A′(x) = 1, and for each n ∈ N, with probability at least
ε(n) over x ∼ Dn, A′(x) = 0. We say that a language L is in C on average with B-bounded
success ε if (L,Un) is in C on average with B-bounded success ε. We say that a language L
is feasibly in C on average with success ε if L is in C on average with SIZE(poly)-bounded
success ε.
We observe that the above notion is equivalent to the notion in Definition 11 when B = C
and C is a standard complexity class such as P or SIZE(poly).
I Proposition 14 (Specialization of the Refined Notion of Average-Case Easiness to the Standard
Notion). Let C = P or SIZE(poly), and ε : N→ [0, 1] be a success parameter. L is in C on
average with C-bounded success ε iff L is in C on average with success ε.
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Proof. The forward direction is immediate. For the backward direction, let A be a C-
algorithm solving L on average with success ε. We define a C-algorithm A′ as follows:
A′(x) = 1 iff A(x) =′?′. It is easy to see that A and A′ satisfy the conditions in Definition 13,
showing that L is in C on average with C-bounded success ε. J
2.5 Randomness and Pseudorandomness
I Definition 15 (Indistinguishability). Let C be a (uniform or non-uniform) complexity class,
and {Dn}, {D′n}, n ∈ N be sequences of distributions such that for each n, Dn and D′n are
supported on {0, 1}n. Let ε : N→ [0, 1] be an error parameter. We say {Dn} and {D′n} are
ε-indistinguishable by C if for all L ∈ C and all large enough n,∣∣∣∣ Prw∼Dn[L(w) = 1]− Prw∼D′n[L(w) = 1]
∣∣∣∣ ≤ ε(n).
By default, the parameter ε(n) in the above definition is taken to be 1/n.
I Definition 16 (Pseudorandom Generators). Let ` : N → N, h : N → N and ε : N → [0, 1]
be functions, and let C be a circuit class. A sequence {Gn} of functions Gn : {0, 1}`(n) →
{0, 1}n is an (`, ε) pseudorandom generator (PRG) against C if {Gn(U`(n))} and {Un} are ε-
indistinguishable by C. The pseudorandom generator is called quick if its range is computable
in time 2O(`(n)).
We define random reducibility between languages, and random self-reducibility.
I Definition 17 (Random Self-Reducibility). Let L,L′ ⊆ {0, 1}∗ be languages. L is said to
be randomly reducible to L′ if there are constants k, ` and polynomial-time computable
functions g : {0, 1}∗ → {0, 1}∗ and h : {0, 1}∗ → {0, 1} satisfying the following conditions:
1. For large enough n, for every x ∈ {0, 1}n and for each i ∈ N such that 1 ≤ i ≤ nk,
g(i, x, r) ∼ Un when r ∼ Un` .
2. For large enough n and for every x ∈ {0, 1}n:
L(x) = h(x, r, L′(g(1, x, r)), L′(g(2, x, r)), . . . , L′(g(nk, x, r)))
with probability ≥ 1− 2−n when r ∼ Un` .
We say L is randomly self-reducible if L is randomly reducible to L. Also, given a promise
problem Q = (ΠY ES ,ΠNO) and a language L, we say Q is randomly reducible to L if the first
condition above holds for all large enough strings but the second condition is only required
to hold for strings x ∈ ΠY ES ∪ΠNO.
We also define a new notion of pseudorandom reducibility by relaxing the first condition
in the above definition.
I Definition 18 (Pseudorandom Self-Reducibility). Let C be a complexity class. Let Q =
(ΠY ES ,ΠNO) be a promise problem, where ΠY ES ,ΠNO ⊆ {0, 1}∗, and let L ⊆ {0, 1}∗ be
a language. Q is said to be pseudorandomly reducible to L with respect to C if there
are constants k, ` and polynomial-time computable functions g : {0, 1}∗ → {0, 1}∗ and
h : {0, 1}∗ → {0, 1} satisfying the following conditions:
1. For every sequence {(xn, in)}, n ∈ N where xn ∈ {0, 1}n and 1 ≤ in ≤ nk for all n ∈ N,
{g(in, xn, Un`)} and {Un} are indistinguishable by C.
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2. For large enough n and for every x ∈ (ΠY ES ∪ΠNO) ∩ {0, 1}n:
L(x) = h(x, r, L(g(1, x, r)), L(g(2, x, r)), . . . , L(g(nk, x, r)))
with probability ≥ 1− 2−n when r ∼ Un` .
Q is said to be pseudorandomly self-reducible with respect to C if there is a language L
consistent with Q such that Q is pseudorandomly reducible to L with respect to C.
I Definition 19 (Pseudorandom Functions). Let s : N→ N be a size function, and let C be a
complexity class. A pseudo-random function generator (PRFG) with seed length ` against
C is a sequence of functions {Fn}, Fn : {0, 1}`(n) → {0, 1}2n such that the function Gn(z, i)
giving the i’th bit of Fn(z) is computable in time poly(n), and the distributions Fn(U`(n))
and U2n are 1/2n -indistinguishable by C.
We note that the definition of pseudorandom functions given here is somewhat different
from the standard notion [16], where the distinguisher circuit only gets oracle access to the
function it is trying to distinguish from random. Our notion is stronger, and more relevant to
the current setting. As shown by [30], the construction of [16] gives pseudorandom functions
according to Definition 19, under the assumption that exponentially hard one-way functions
exist. We now define this concept.
I Definition 20 (Exponentially Hard One-way Functions). A sequence {fn}, n ∈ N of functions,
where fn : {0, 1}n → {0, 1}n is said to be a exponentially hard one-way function if {fn}
is polynomial-time computable, and there is a constant ε > 0 such that for any sequence
{Cn} of circuits, where Cn has size at most 2nε for large enough n, Pry∼Un(fn(Cn(fn(y))) =
fn(y)) < 1/2n
ε .
I Theorem 21 (PRFG from One-Way Functions; Goldwasser-Goldreich-Micali [16]). If expo-
nentially hard one-way functions exist, then there is a PRFG with seed length poly(n) against
SIZE(poly).
In a seminal result with significant implications for the provability of circuit lower
bounds, Razborov and Rudich [30] showed that the existence of pseudorandom functions is
incompatible with the existence of natural properties.
I Theorem 22 (Ruling out Natural Properties using Pseudorandom Function [30]). If exponen-
tially hard one-way functions exist, then there are no SIZE(poly)-natural properties useful
against SIZE(poly).
3 Pseudorandom Self-Reducibility for MCSP
I Theorem 23. Suppose exponentially hard one-way functions exist. Let s : N→ N be a size
bound such that s(n) = nω(1). Then there is a constant c > 0 such that MCSP[s+ nc, s− nc]
is pseudorandomly self-reducible with respect to SIZE(poly).
Proof. Suppose that exponentially hard one-way functions exist. By Theorem 21, there
is a PRFG {Fn} with seed length poly(n) against SIZE(poly). Let c be a constant such
that the function Gn corresponding to Fn in Definition 19 is computable in time nd for
some constant d < c, and hence by Boolean circuits of size < nc, using the standard
simulation of deterministic time by circuit size. We show that there is a pseudorandom
reduction from MCSP[s + nc, s − nc] to MCSP[s]. As the language MCSP[s] is consistent
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with the promise problem MCSP[s+ nc, s− nc], this yields a pseudorandom self-reduction
for MCSP[s+ nc, s− nc].
The idea is that the pseudorandom self-reduction is a 1-query reduction which uses its
randomness to generate a function pseudorandomly and then XORs the pseudorandom
function with the input truth table. It is not hard to see that the output of this process is
still pseudorandom; however, the circuit size of the Boolean function corresponding to the
output differs from the circuit size of the function corresponding to the input by at most nc.
We define functions g and h which define a pseudorandom reduction by Definition 18. We
choose the constant k to be 0, i.e., this is a pseudorandom reduction which makes just 1 query.
Hence we can assume that g has just 2 parameters y and r. Let y ∈ {0, 1}N be an input,
where N = 2n. This is the only case we need to argue about – when N is not a power of 2,
we can define g(y, r) to be a uniformly random string of length N , and h(y, r, b) = b for any y
of length N , random string r and bit b; then, the conditions of Definition 18 are satisfied, as
no strings of length N are YES instances of either the promise problem MCSP[s+ nc, s− nc]
or the language MCSP[s]. In what follows, we assume N = 2n.
The pseudorandom reduction uses a random string r of length `(n), where ` is the seed
length for the PRFG given by Theorem 21 against SIZE(poly). We define g(y, r) = y⊕Fn(r).
As in the previous paragraph, we define h(y, r, b) = b for any y of length N , random string r
of length `(n) and bit b.
We argue that this is indeed a valid pseudorandom reduction from MCSP[s+nc, s−nc] to
MCSP[s] for any size function s(n) = nω(1). First we need to show that for any sequence {yN}
of inputs, where |yN | = N , g(yN , U`(n)) and UN are 1/N -indistinguishable by SIZE(poly).
Suppose, to the contrary, that there is a sequence of circuits {CN} 1/N -distinguishing the
two distributions, where the size of CN is poly(n). Consider the sequence of circuits {C ′N},
where C ′N (z) = CN (z ⊕ yN ) for any input z of length N . The circuits {C ′N} are also of size
poly(N), and it is easy to see that they 1/2n-distinguish the distributions Fn(U`(n)) and UN ,
using the fact that N = 2n. But this is a contradiction to the assumption that {Fn} is a
PRFG against SIZE(poly).
Next, we need to show that for any y of length N , if y is a YES instance ofMCSP[s+nc, s−
nc], then h(y, r,MCSP[s](g(y, r))) = 1 with probability at least 1− 2−n over the choice of r,
and similarly, if y is a NO instance of MCSP[s+nc, s−nc], then h(y, r,MCSP[s](g(y, r))) = 0
with probability at least 1−2−n over the choice of r. In the former case, we have that fn(y) has
circuit complexity at most s−nc, as y is a YES instance. Hence for any r, f ′ = fn(y⊕Fn(r))
has circuit complexity at most s, since the function Gn corresponding to Fn is computable
by circuits of size less than nc by assumption, for any r. Therefore MCSP[s](g(y, r) =
MCSP[s](tt(f ′)) = 1 with probability 1 over r, and hence h(y, r,MCSP[s](g(y, r))) = 1 with
probability 1 over r, as h just outputs its last parameter. A completely analogous argument
establishes the claim for an arbitrary NO instance. J
I Theorem 24. Let B and C be complexity classes such that C contains BPP and is closed
under probabilistic polynomial-time disjunctive truth-table reductions, and let s : N→ N be a
size function. Let ε : N→ [0, 1] be a success parameter such that ε ≥ 2/N . Suppose there is a
pseudorandom function generator against B. There is a constant c > 0 such that if MCSP[s]
is in C on average with B-bounded success ε, then MCSP[s+ nc, s− nc] is in C.
Proof. By assumption, there is a pseudorandom function generator {Fn} against B; without
loss of generality, the sequence of functions {Gn} corresponding to this generator is computable
in size < nc for some constant c. Let A be the C-algorithm solving MCSP[s] on average, and
let A′ be the B-algorithm bounding the error set of A. As in the proof of Theorem 23, there is
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a pseudorandom reduction from MCSP[s+nc, s−nc] to MCSP[s] given by g(y, r) = y⊕Fn(r)
and h(y, r, b) = b, where |y| = 2n. The key idea is that because {Fn} is pseudorandom against
B, A′ cannot distinguish the output of the pseudorandom reduction from a purely random
string of the same length, and this means that with noticeable probability, the output of the
reduction must fall outside the error set. More precisely, let SN be the set of N -bit inputs
on which A′ outputs 0, i.e., SN does not intersect the error set. The density of SN is at least
ε, and this means that the probability that the output of the pseudorandom reduction is
in SN is at least ε − 1/N ≥ 1/N by assumption on ε, for if not, D(z) = A′(y ⊕ z) would
1/N -distinguish UN from the distribution given by the pseudorandom function generator.
By running the reduction O(N) times independently, and each time simulating A on the
output and outputting the answer if it is not ’?’, we get a C-algorithm for MCSP, using the
assumed closure properties of C. J
I Corollary 25. Suppose exponentially hard one-way functions exist. Let s : N→ N be a size
function such that s(n) = nω(1). There is a constant c such that if MCSP[s] is feasibly on
average in SZK, then MCSP[s+ nc, s− nc] is in SZK.
Corollary 25 follows from Theorem 24 by using Theorem 21 and the fact that SZK is
known to be closed under disjunctive truth-table reductions.
4 De Morgan Formula Lower Bounds for MCSP
In this section, we will prove an unconditional formula lower bound for computing MCSP.
I Theorem 26. MCSP[s] requires a de Morgan formula of size n2−O(1/
√
logn) for s(n) =
n1/2
√
logn.
Throughout this section, Γ denotes the shrinkage exponent (i.e. Γ = 2 [17]). For a Boolean
function f , L(f) denotes the minimum size of a de Morgan formula that computes f . We say
that a random restriction ρ : [n]→ {0, 1, ∗} is p-regular if Pr[ρ(xi) = ∗] = p for any i ∈ [n].
4.1 A Review of Impagliazzo, Meka and Zuckerman [20]
The proof is based on the results by Impagliazzo, Meka and Zuckerman [20], which show
that a pseudorandom restriction is enough to shrink de Morgan formulas:
I Lemma 27 (Impagliazzo, Meka and Zuckerman [20]). Let f : {0, 1}n → {0, 1} and pΓL(f) ≥
1. Let Rp,l be a distribution of p-regular l-wise random restrictions. Then, Eρ∼Rp,l [L(f)] ≤
O(pΓL(f)) for l := p−Γ.
Proof Sketch (based on [25]). The idea is to decompose the formula of size L(f) into the
small subformulas of size at most l := p−Γ, which enables us to argue that each subformula
shrinks under l-wise random restriction. Specifically, by using the fact that a tree of leaf size
s can be decomposed into two trees each of which is of size between s/3 and 2s/3 (as in the
proof of Spira’s theorem [33]), we can decompose a de Morgan formula computing f into
subformulas g1, . . . gm such that l/6 ≤ L(gi) ≤ l for each i ∈ [m]. Note that m ≤ 6L(f)/l.
The variables of these subformulas consist of, in addition to the original variables of f , special
variables1 which refer to the other subtrees. Thus, we have L(f |ρ) ≤
∑m
i=1 L(gi|ρ′) for any
1 In this proof, we do not count the number of special variables in the size L(gi) of subformulas.
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restriction ρ, where ρ′ denotes the restriction such that ρ′(xi) = ∗ if xi is a special variable
and ρ′(xi) = ρ(xi) otherwise. Furthermore, by some appropriate conversion, we may assume
that each gi has at most two special variables.
From now on the goal is, instead of upper bounding Eρ∼Rp,l [L(f |ρ)], to bound
Eρ∼Rp,l [L(gi|ρ′)]. By using a formula for computing the addressing function, we have
L(gi|ρ′) ≤
∑
σ∈{0,1}S (L(gi|σρ′) + |S|), where S denotes the set of special variables in gi and
σ denotes an arbitrary assignment to special variables. Once the special variables are removed
from gi by applying a restriction σ, it holds that
E
ρ∼Rp,l
[L(gi|σρ′)] = E
ρ∼Rp,∞
[L(gi|σρ′)] ≤ pΓL(gi),
where the first equality holds because gi|σ depends on at most l variables and the second
equality holds because of the definition of the shrinkage exponent. To summarize,
E
ρ∼Rp,l
[L(f |ρ)] ≤
m∑
i=1
E
ρ∼Rp,l
[L(gi|ρ′)]
≤
m∑
i=1
∑
σ∈{0,1}S
(
E
ρ
[L(gi|σρ′)] + |S|
)
≤
m∑
i=1
4
(
pΓL(gi) + 2
)
≤ m · 4(pΓl + 2)
≤ m · 4(pΓl + 2pΓl) (since l ≥ p−Γ)
= 12pΓml
≤ 72pΓL(f) (since m ≤ 6L(f)/l) . J
In the standard situation, we set p = n−Ω(1), and hence we require as large independence
as nΩ(1)-wise in the previous lemma. However, we can significantly reduce the number of
random bits needed to generate pseudorandom restrictions by composing l = 2O(
√
logn)-wise
independent random restriction r = O(
√
logn) times:
I Theorem 28 (Impagliazzo, Meka and Zuckerman [20]). Let f : {0, 1}n → {0, 1} and
pΓL(f) ≥ 1. Let q = p1/r for some nonnegative integer r ≥ 1. Let Rrp,l be a distribu-
tion of the composition of r independent q-regular l-wise random restrictions. (Hence, the
composed random restriction is p-regular.) Then, Eρ∼Rr
p,l
[L(f)] ≤ crpΓL(f) for l := q−Γ and
for some constant c.
Proof. By induction on r ≥ 1. Let c = 72 be the universal constant in Lemma 27. The
base case is exactly the same with Lemma 27. Now let us assume r > 1. Fix a composition
ρ0 ∈ supp(Rr−1p,l ) of r − 1 restrictions. We pick a l-wise independent random restriction
ρ1 ∼ Rp,l. By applying Lemma 27 for f |ρ0 , we obtain
E
ρ1∼Rp,l
[L(f |ρ0ρ1)] ≤ cqΓL(f |ρ0).
By averaging this inequality under distribution ρ0 ∼ Rr−1p,l , it holds that
E
ρ∼Rr
p,l
[L(f)] ≤ cqΓ E
ρ0∼Rr−1p,l
[L(f |ρ0)]
≤ cqΓ · cr−1qΓ(r−1)L(f) (by the induction hypothesis)
= crpΓL(f). J
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4.2 Proof of Theorem 26
Now we are ready to prove the unconditional formula lower bound for MCSP. First, note
that a q-regular l-wise independent random restriction can be sampled by using random
O(l logn log 1q ) bits, and that each coordinate of a random restriction can be computed in
time a polynomial in the number of random bits (see [11]). Hence, the output of a composition
of r q-regular l-wise independent random restrictions has circuit complexity at most s :=
poly(r, l, logn, log 1q ) when regarded as a truth table. The circuit complexity s is significantly
smaller than the expected number pn of the unrestricted inputs under p-regular random
restrictions, for some appropriate parameters. Specifically, let p := 2
√
logn/n, q := p1/r,
l := q−Γ and r := C
√
logn for some large constant C so that s = poly(r, p−Γ/r, logn, log 1p ) ≤
2 12
√
logn  pn.
By Theorem 28, we have Eρ∼Rr
p,l
[L(f |ρ)] ≤ crpΓL(f). Hence, the goal is to obtain a lower
bound on Eρ∼Rr
p,l
[L(f |ρ)]. We claim that a pseudorandom restriction does not shrink the
formula for computing MCSP:
I Lemma 29. Let ρ : [n]→ {0, 1, ∗} be a restriction such that ρ can be computed by a circuit
of size s, and let V := ρ−1(∗). Then, for f = MCSP[s], we have L(f |ρ) ≥ |V | −O(s log s).
Proof. Let V0 ⊂ V be the set of variables on which f |ρ does not depend. It suffices to claim
that |V0| = O(s log s) because L(f |ρ) ≥ |V | − |V0|.
Indeed, let σ : V → {0, 1} denote an assignment for variables in V . For σ ≡ 0, the circuit
size of the truth table ρ◦σ ∈ {0, 1}n is at most s. Hence, ρ◦σ is an YES instance of MCSP[s].
Since f |ρ does not depend on V0, any assignment σ such that V \ V0 ⊂ σ−1(0) is also an
YES instance of MCSP[s]. The number of such assignments is 2|V0|, whereas the number of
circuits of size at most s is sO(s). Therefore, we have 2|V0| ≤ 2O(s log s). J
We can easily show that |ρ−1(∗)| ≥ pn/2 with probability at least 12 by using pairwise
independence of ρ and Chebyshev’s inequality. Therefore,
E
ρ∼Rr
p,l
[L(f |ρ)] ≥ Pr
ρ
[
|ρ−1(∗)| ≥ pn2
]
· E
ρ∼Rr
p,l
[
L(f |ρ)
∣∣∣ |ρ−1(∗)| ≥ pn2 ]
≥ 12 · (
pn
2 −O(s log s)) ≥
pn
8 ,
where the last inequality holds since O(s log s)  pn. Thus, pn8 ≤ Eρ [L(f |ρ)] ≤ crpΓL(f)
and hence L(f) ≥ np−Γ+1/8c−r = n2 · 2−O(
√
logn).
5 Average-case AC0[p] Lower Bound of MKTP
In this section, we show an unconditional average-case AC0[p] circuit lower bound of MKTP.
Our result improves a previous result [8] showing a worst-case AC0[p] circuit lower bound of
MKTP. The whole section is devoted to proving the following result:
I Theorem 30. There exists some function s(n) such that MKTP[s] is not in AC0[p] on
average with error , for any prime p and any constant  ∈ (0, 1).
Our proof is based on the techniques of Fefferman, Shaltiel, Umans and Viola [14] They
gave a pseudorandom generator against AC0[p] that is implicitly computable (i.e. each output
bit of the pseudorandom generator is easy to compute, or in other words, the KT-complexity
is small). We first focus on the case when p 6= 2. In this case, we use the following
pseudorandom generator G based on PARITY.
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I Definition 31 ([14]). Define G : ({0, 1}n)k → {0, 1}nk+k as
G(x1, . . . , xk) := x1 · · ·xk · PARITY(x1) · · ·PARITY(xk)
for (x1, . . . , xk) ∈ ({0, 1}n)k.
I Lemma 32 (implicit in [14]). If there is an oracle A that distinguishes G from the uniform
distribution with advantage a constant  > 0, then there is an AC0 circuit C with A-oracle
gates such that CA(x) = PARITY(x) for any x ∈ {0, 1}n.
Proof Sketch. For completeness, we include a brief proof sketch. They showed that, by
using resamplability of PARITY, there is an NC0 circuit C0 with one A-oracle gate such that
Prx∼Un [CA0 (x) = PARITY(x)] ≥ 1+2 ([14, Lemma 4.5]). By using resamplability again for
t independent choices of randomness (for some appropriately chosen t), we obtain circuits
CA1 , . . . , C
A
t each of which approximates PARITY. Now taking the majority vote of these
circuits, we can compute PARITY on all inputs. Here, the majority can be implemented by
using Approximate Majority [1] in AC0, because the advantage of approximating PARITY is
at least a constant . As a result, we obtain an AC0 circuit with A-oracle gates that computes
PARITY on all inputs ([14, Proposition 4.21]). J
Therefore, it is sufficient to claim that an average-case easiness of MKTP[s] implies that
the pseudorandom generator G can be broken. We first claim that the KT-complexity of any
output of the pseudorandom generator G in Lemma 32 is small.
I Claim 33. KT(G(x1, . . . , xk)) ≤ nk + n · polylog(n) for any seed (x1, . . . , xk) ∈ ({0, 1}n)k.
Proof. We use a description d := (x1, . . . , xk). Given an index i ∈ {1, . . . nk + k} of
G(x1, . . . , xk), if i ≤ nk then output the ith bit of the description d; if i > nk then compute
and output PARITY(xi−nk), which takes O(n) steps. A universal machine simulates this
computation in time n · polylog(n). J
Therefore, for k := n3, it holds that KT(G(x1, . . . , xk)) ≤ nk + o(k) (and thus an MKTP
oracle distinguishes G from the uniform distribution).
Now let us assume, towards a contradiction, that there is an AC0[p] circuit A0 that
computes MKTP[s] all but an  fraction of inputs with zero-sided error. We define another
circuit A as A(x) := 1 if A0(x) = 1 or ?; otherwise A(x) := 0. Note that A does not err on
yes instances of MKTP[s]. We claim that that A breaks G.
I Claim 34. Let s(n) := n−√n. The following holds.
1. Pr[A(G(Un, . . . ,Un)) = 1] = 1.
2. Pr[A(Unk+k) = 1] ≤ + o(1).
Proof.
1. By Claim 33, for any y = G(x1, . . . , xk) ∈ {0, 1}nk+k, we have KT(y) = nk + O˜(n) 
n4 + n3 −√n4 + n3 = s(nk + k); hence, y is an yes instance of MKTP[s] and A(y) = 1.
2. The point is that, under the uniform distribution, there are few yes instances in MKTP[s].
Hence, the algorithm A that solves MKTP[s] on a 1−  fraction of instances must have a
substantial fractions of no instances on which A succeeds. Formally,
Pr
x∼Unk+k
[A(x) = 0] = Pr
x
[A0(x) = 0]
= Pr
x
[A0(x) 6=? ∧ x 6∈ MKTP[s]]
≥ Pr
x
[A0(x) 6=?]− Pr
x
[x ∈ MKTP[s]]
≥ 1− − 2−
√
nk+k. J
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In particular, A distinguishes the output ofG from the uniform distribution with advantage
1− −o(1) ≥ 1−2 . Now we apply Lemma 32 to obtain an AC0 circuit CA with A-oracle gates
that solves PARITY. Since A ∈ AC0[p], it shows that PARITY ∈ AC0[p], which contradicts
the lower bounds of Razborov-Smolensky [29, 32] for odd prime p.
When p = 2, we use a pseudorandom generator GCMD based on a problem called CMD
(connectivity matrix determinant), which was introduced by Ishai and Kushilevitz [21, 22].
For the exact definition of GCMD, the reader is referred to [14]. Here we only need the
following property, which easily follows from the fact that CMD is computable in polynomial
time.
I Fact 35 (Revised Claim 33). KT(GCMD(x1, . . . , xk)) ≤ nk+nO(1) for any seed (x1, . . . , xk) ∈
({0, 1}n)k.
I Lemma 36 ([14]). If there is an oracle A that distinguishes GCMD from the uniform
distribution with advantage a constant  > 0, then there is an AC0[2] circuit C with A-oracle
gates such that CA(x) = MAJORITY(x) for any x ∈ {0, 1}n.
Proof Sketch. The problem CMD is resamplable in AC0[2] ([14]), and hence as in Lemma 32,
CMD can be solved by an AC0[2] circuit with A-oracle gates. Since CMD is ⊕L-complete
under NC0 reductions ([22]), MAJORITY can be also solved by an AC0[2] circuit with A-oracle
gates. J
Combining Fact 35 and Lemma 36, we obtain an AC0[2] circuit that solves MAJORITY,
which contradicts the lower bound of [29, 32] for the majority function. This completes the
proof of Theorem 30.
6 MKTP and Average-case Hardness Conjectures
In this section, we show hardness of MKTP and MCSP under popular hypotheses on average-
case hardness of various problems.
6.1 Random 3SAT Hardness of MKTP
Let us consider the distribution of a random 3CNF formula on n variables such that the
formula is the conjunction of m = ∆n clauses sampled from all the possible 23
(
n
3
)
3-literal
clauses independently and uniformly at random. Given such a formula, Feige’s hypothesis
states that there is no polynomial-time algorithm that (1) accepts every formula for which
all but m clauses are satisfiable (henceforth, call such a formula -almost satisfiable), and
(2) rejects most formulas (i.e. with probability 12 over the choice of a random 3CNF formula).
I Hypothesis 37 (Feige [15]). For every fixed  > 0 and sufficiently large constant ∆ (which
are independent of n), there is no polynomial time algorithm that accepts every -almost
satisfiable formula, and rejects most formulas.
Note that there is a variant of the hypothesis stating that there is no polynomial time
algorithm that accepts every satisfiable formula and rejects most formulas. This variant is
stronger than Hypothesis 37 and may be sensitive to minor model changes (see [15] for more
details). Here we refute the weaker hypothesis under MKTP oracle, and hence our result is
stronger.
I Theorem 38. MKTP is random 3SAT-hard in the sense of [15]. That is, there is a
polynomial-time algorithm with oracle access to MKTP that refutes Hypothesis 37.
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Proof. We construct a many-one reduction from random 3SAT to MKTP. The reduction is
simple: given a formula ϕ, map it to (ϕ, θ) for some threshold θ chosen later. The idea is
that any -almost satisfiable formula is atypical, and hence it can be described efficiently
given an almost satisfying assignment (i.e. the KT-complexity of any -almost satisfiable
formula is small). More specifically, given an assignment x that satisfies all but m clauses of
the formula ϕ, each clause of ϕ that is satisfied by x has (23− 1)(n3) possibilities; hence, each
clause of ϕ (except for m clauses) is of description length at most log 7
(
n
3
)
. On the other
hand, random 3SAT instance are chosen from the space of cardinality [23
(
n
3
)
]m, and thus
it has KT-complexity roughly m log 8
(
n
3
)
with high probability. Hence, the MKTP oracle
enables us to distinguish -almost satisfiable formulas from random formulas, by exploiting
the difference m log 8
(
n
3
)−m log 7(n3) in KT-complexity. Details follow.
Define θ := m log 8
(
n
3
) −m/20. We first claim that a random 3SAT formula has KT-
complexity at least θ with high probability. Indeed, the number of strings with KT-complexity
less than θ is at most 2θ by simple counting. Thus, since a random 3SAT formula ϕ is chosen
uniformly at random out of the space of cardinarity [23
(
n
3
)
]m = 2θ+m/20, the probability that
KT(ϕ) < θ is at most 2−m/20.
The rest of the proof is devoted to proving -almost satisfiable formula is of low KT-
complexity:
I Claim 39. For sufficiently small  > 0 and any -almost satisfiable formula ϕ, KT(ϕ) < θ.
In order to claim that the KT-complexity of ϕ is small, we need to implement an efficient
procedure that, given an index, outputs the clause of ϕ specified by the index, with random
access to a description of ϕ. We will describe ϕ by using an -almost satisfying assignment
x ∈ {0, 1}n, a subset S ∈ ( [m]≤m) of clauses not satisfied by x, (1−)m log 7(n3) bits to describe
clauses satisfied by x, and m log
(
n
3
)
bits to describe clauses not satisfied by x.
In order to describe each clause of ϕ efficiently (i.e. in time polylog(m)), there are two issues
for which we need ideas from succinct data structures. One is an efficient representation of S.
Information theoretically, S can be described in log
(
m
m
) ≤ m log(em/m) = m log(e/) <
m/100 bits for sufficiently small  > 0. However, a naive representation of S may not enable
us to answer a query i
?∈ S efficiently; thus, we need the following result.
I Lemma 40 (Brodnik and Munro [13]). There exists a string dS of length log
(
m
m
)
+o(log
(
m
m
)
)
and an algorithm that, given random access to dS and index i, answers a query i
?∈ S in time
polylog(m).
The other issue is the use of the ceiling function (c.f. [28, 3]). For each clause satisfied by
x, we need dlog 7(n3)e bits (if we represent each clause separately), which is not necessarily
smaller than log 8
(
n
3
)
bits. We thus group consecutive b := 11 clauses of ϕ into one block so
that each block encodes b clauses by using at most db log 7(n3)e bits. Since ( 78 )b ≤ 14 , we have
db log 7(n3)e ≤ b log 8(n3)− 1; thus, we can dispense with 1 bit for each block.
Hence, the KT-complexity of ϕ is
KT(ϕ) ≤ n+ log
(
m
m
)
+ o
(
log
(
m
m
))
+
⌈m
b
⌉
·
⌈
b log 7
(
n
3
)⌉
+ polylog(m)
≤ m∆ +
m
100 +m log 8
(
n
3
)
− m
b
+ o(m)
≤ m log 8
(
n
3
)
− m20 = θ
for sufficiently large ∆ and m. J
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Recently Ryan O’Donnell (personal communication) conjectured a co-nondeterministic
version of Feige’s hypothesis, i.e., that Hypothesis 37 holds even with respect to co-
nondeterministic polynomial-time algorithms. It follows from the proof of Theorem 38
that MKTP is not in coNP under O’Donnell’s conjecture. This is the first evidence of any
kind that MCSP or MKTP is not in coNP. There has been some speculation about whether
MCSP ∈ SZK, for example this is posed as an open problem in Allender’s recent survey [4].
Under a standard derandomization hypothesis, SZK ⊆ NP ∩ coNP, hence if MKTP ∈ SZK,
either this hypothesis fails or O’Donnell’s conjecture fails.
It should be noted that our proof does not seem to carry over to the case of MCSP.
The gap between the KT-complexity of almost satisfiable formulas and random formulas is
smaller than m = o(|ϕ|), and it is not clear how to construct a small circuit which simulates
the random access machine with additive overhead smaller than m. We leave as an open
question to extend Theorem 38 to the case of MCSP.
6.2 Hardness of MCSP under Alekhnovich’s hypothesis
While we were not able to prove that MCSP is random 3SAT-hard, we can refute a strong
hypothesis about average-case complexity proposed by Alekhnovich [2] under MCSP oracle.
He considered a problem of solving linear equations under a certain noise e. Let A be an
m× n matrix over GF(2). Let Dk(A) be the distribution of a random vector Av + e, where
v is a uniform sample from GF(2)n and e ∈ GF(2)n is a uniform sample from the vectors of
Hamming weight k (i.e. the number of ones in e is k). Alekhnovich conjectured that there is
a matrix such that it is infeasible to distinguish Dk(A) from Dk+1(A) efficiently.
I Hypothesis 41 (Alekhnovich [2, Conjecture 4.5]). For every m(n) = Θ(n), there exists
a family of m(n) × n matrices {An}n∈N such that, for every function k(n) which satisfies
n < k(n) < n1− for some constant  > 0, for every efficient algorithm M , the success
probability
|Pr [M(Dk(An)) = 1]− Pr [M(Dk+1(An)) = 1] |
is negligible.
I Theorem 42. There is a polynomial-time algorithm with oracle access to MCSP that
refutes Hypothesis 41.
Proof Sketch. Alekhnovich showed that Hypothesis 41 implies the existence of a crypto-
graphic pseudorandom generator ([2, Lemma 4.14]). Now we can construct a pseudorandom
function generator as in [16], based on Hypothesis 41. On the other hand, an MCSP oracle can
distinguish the output distribution of the pseudorandom function generator from the uniform
distribution (see, e.g., [5]). Hence, there is an efficient algorithm that refutes Hypothesis 41
with oracle access to MCSP. J
6.3 Planted Clique Hardness of MKTP
Now we move on to planted clique conjectures [23, 26].
Let G(n, 12 ) denote the distribution of an n-vertex graph whose edges are placed with
probability 12 independently (i.e. an Erdős-Rényi random graph). Let G(n,
1
2 , k) be the
distribution of a random graph such that a graph is chosen from G(n, 12 ) and then a clique
of size k is randomly placed in the graph. The decision version of planted clique conjectures
states that there is no polynomial time algorithm that distinguishes G(n, 12 , k) from G(n,
1
2 ).
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On average, there is a clique of size 2 logn on G(n, 12 ), and thus there is a quasipolynomial-
time algorithm for solving the planted clique problem by a brute force search. We show that
there is a polynomial-time algorithm with oracle access to MKTP that solves the planted
clique problem.
I Theorem 43. For any k ≥ polylog(n), there is a polynomial-time algorithm with oracle
access to MKTP that accepts every graph chosen from G(n, 12 , k), and rejects most random
graphs chosen from G(n, 12 ).
Proof. The idea is the same with the proof of random 3SAT-hardness. As a many-one
reduction from the planted clique problem to MKTP, given a random graph G, we map G to
(G, θ) for a certain parameter θ.
We first claim that the KT-complexity of most random graphs G chosen from G(n, 12 ) is
large. Indeed, the graph is chosen uniformly at random from the space of cardinarity 2(
n
2);
thus, the probability that KT(G) is less than
(
n
2
) − k is at most 2−k = 1/nω(1), which is
negligible. Define θ :=
(
n
2
)− k.
Next, we claim that the KT-complexity of any graph G with k-clique is less than θ. For
this purpose, we present an efficient algorithm that, on input a pair (v, w) of vertices and
random access to a description, outputs whether G has an edge between v and w. Let S be a
k-clique of G. The description for G consists of the clique S (which is encoded in k logn bits
as the sorted list of vertices in S), and the adjacency matrix of G except for edges connecting
vertices in S (which can be encoded in
(
n
2
)− (k2) bits). The algorithm for describing G is as
follows: Given the description and a pair (v, w), we first check whether v ∈ S and w ∈ S by
a binary search. If v and w are in S, then we claim that there is an edge (since S is a clique).
Otherwise, we compute an index of the description of an adjacency matrix to which (v, w)
corresponds (which can be done in polylog(n) time), and then output the corresponding bit
of the description.
The length of the description is roughly k logn+
(
n
2
)− (k2) θ, and the time it takes to
describe each bit of G is at most polylog(n). Hence, KT(G) < θ for any G with a k-clique. J
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