Observers completed perceptual categorization tasks in which base rates and payoffs were manipulated separately or simultaneously across a range of category discriminabilities. Decision criterion estimates from the simultaneous base-rate/payoff conditions were closer to optimal than those predicted from the independence assumption, in line with predictions from the flat-maxima hypothesis. A hybrid model that instantiated the flat-maxima and competition between reward and accuracy maximization hypotheses was applied to the data as well as used in a reanalysis of C. J. Bohil and W. J. study. The hybrid model was superior to a model that incorporated the independence assumption, suggesting that violations of the independence assumption are to be expected and are well captured by the flat-maxima hypothesis, without requiring any additional assumptions.
Each day people are faced with situations in which they must choose a course of action based on uncertain information. For example, the student must decide whether to bring or not bring an umbrella to class on the basis of a quick look at the darkness of the cloud cover. Similarly, the expedition doctor camped out near the summit of Denali must decide whether a climber's complaint of difficulty breathing is a sign of pulmonary edema or exhaustion, with a pulmonary edema diagnosis leading to immediate retreat. These are both categorization problems because in each case, there are many possible information states (e.g., darkness of the cloud cover or degrees of difficulty breathing) but only two potential decisions (bring or do not bring an umbrella or diagnose or do not diagnose edema).
Optimal categorization performance that maximizes long-run reward often requires the placement of a decision criterion along some relevant dimension. For example, a criterion must be set on the climber's breathing difficulty, with breathing levels below the criterion leading to an exhaustion diagnosis and levels above the criterion leading to an edema diagnosis. The location of the optimal decision criterion is affected by the category base rates (i.e., the prior probability of each category) and the entries in the category payoff matrix (i.e., the costs and benefits associated with correct and incorrect categorization responses). Category base rates often differ across categorization situations. For example, at low altitudes, edema has a low base-rate probability, but as the climber gains altitude, the probability that edema will develop increases, and so the expedition doctor might lower the breathing criterion associated with an edema diagnosis. The costs and benefits associated with each categorization decision might also differ. We generally benefit when we make the correct decision, but the benefit of a correct edema diagnosis will be greater than the benefit of a correct exhaustion diagnosis, especially at high altitude. Similarly, there is often a cost associated with an incorrect decision; a more severe cost would be incurred for an incorrect exhaustion diagnosis than for an incorrect edema diagnosis. Under these conditions, the expedition doctor would be wise to lower the breathing criterion associated with an edema diagnosis to increase the number of correct edema diagnoses, even though this would adversely affect the accuracy of exhaustion diagnoses.
Base rates and payoffs vary widely in real-world categories, and in many (likely most) cases, both differ simultaneously within the same categorization problem. Despite this fact, few empirical studies of decision criterion learning under simultaneous base-rate/payoff conditions have been undertaken, and even fewer psychologically motivated theories have been proposed. The overriding goal of this study is twofold. First, we examine human decision criterion learning when base rates and payoffs are manipulated separately and compare performance with cases in which base rates and payoffs are manipulated simultaneously. Second, we generate and test predictions from Maddox and Dodd's (2001) hybrid model of decision criterion placement for the separate and simultaneous base-rate/payoff conditions under investigation. Throughout this article, we use the behavior of the optimal classifier as a benchmark against which to compare human performance. Although human decision criterion learning rarely matches that of the optimal classifier, this benchmark provides a foundation for our investigation.
The Optimal Classifier and Decision Bound Theory

Optimal Classifier
The optimal classifier is a hypothetical device that maximizes long-run expected reward. Consider the situation facing a medical doctor who must classify a patient into one of two disease categories, A or B. Suppose the patient is given medical test X whose outcomes for Diseases A and B are normally distributed as depicted in Figure 1A . The optimal classifier has perfect knowledge of the form and parameters of each category distribution and records perfectly the test result, denoted as x. This information is used to construct the optimal decision function, which is the likelihood ratio of the two category distributions,
where f(x͉i) denotes the likelihood of test result x given disease category i. Test results more likely to come from Disease B will yield a likelihood ratio greater than 1, and test results more likely to come from Disease A will yield a likelihood ratio less than 1. The optimal classifier has perfect knowledge of the category base rates and the payoffs associated with correct diagnoses. This information is used to construct the optimal decision criterion,
where P(A) and P(B) are the base-rate probabilities for Categories A and B, V aA and V bB denote the payoffs associated with correct diagnoses, and V bA and V aB denote the costs associated with incorrect diagnoses. 1 (In the experiment outlined below, the cost of an incorrect response was set at zero, and so these terms were excluded from Equation 2.) The optimal classifier (e.g., Green & Swets, 1966) uses l o (x) and ␤ o to construct the optimal decision rule:
If l o ͑x͒ Ͼ ␤ o , then respond "B"; otherwise respond "A." (3)
Three points are in order. First, if P(A)V aA ϭ P(B)V bB , then ␤ o ϭ 1, and the optimal classifier assigns the stimulus to the category with the highest likelihood. Second, base-rate and payoff manipulations have the same effect on the optimal decision criterion. For example, if Disease A is three times as common as Disease B, a 3:1 base-rate condition, or the payoff for Disease A is three times the payoff for Disease B, a 3:1 payoff condition [i.e., if P(A) ϭ 3P(B) or V aA ϭ 3V bB ], then ␤ o ϭ 3.0 (see Figure 1) . In this case, the optimal classifier will generate a Disease A diagnosis unless the likelihood of Disease B is at least three times greater than the likelihood of Disease A. Third, when base rates and payoffs are manipulated simultaneously, the optimal decision criterion can be derived from an independent combination of the separate base-rate and payoff decision criteria. This is seen more clearly if we use the alternative (but mathematically equivalent) formulation of Equation 2, in which we apply the natural log to both sides, yielding
Notice that ln␤ o is determined completely by the sum of an independent base-rate and payoff term. This is referred to as the independence assumption of the optimal classifier (Stevenson, Busemeyer, & Naylor, 1991) .
Decision Bound Theory
The optimal classifier decision rule (Equation 3) has been rejected as a model of human performance, but in many cases, performance approaches that of the optimal classifier as the observer gains experience with the task. Ashby and colleagues (Ashby, 1992a; Ashby & Lee, 1993; Ashby & Townsend, 1986; argued that the observer attempts to respond using a strategy similar to that of the optimal classifier but fails because of various suboptimalities in perceptual and cognitive processing. They proposed a series of decision bound models to test specific hypotheses about the locus of performance suboptimalities. Two suboptimalities inherent in humans and other organisms are perceptual and criterial noise. Perceptual noise exists because there is trial-by-trial variability in the perceptual information associated with each stimulus. Assuming a single perceptual dimension is relevant, the observer's percept of stimulus i, on any trial, is x pi , which is equal 1 The optimal decision criterion is constructed from the objective payoff information, whereas people base their decisions on subjective values that are directly related to the objective values (e.g., Kahneman & Tversky, 1979; Stevenson, Busemeyer, & Naylor, 1991; Tversky & Kahneman, 1974 , 1980 Yates, 1990) . Within the framework of decision theory, each of our V iJ terms should be converted into a subjective use, denoted as u(V iJ ), where u describes the functional relationship between the subjective and objective values. In the case of points converted to money, it is reasonable to assume that increasing value is approximately linearly associated with increasing use. Hypothetical distributions for Categories A and B when category discriminability (dЈ) is equal to 1.0 (A), 2.2 (B), and 3.2 (C). The ␤ o ϭ 1.0 decision criterion denotes the criterion that is optimal when the base rates are equal and the payoff matrix is symmetric. This is also referred to as the equal likelihood decision criterion. The ␤ o ϭ 3.0 decision criterion denotes the criterion that is optimal when there is a 3:1 base-rate ratio or when the payoff matrix is asymmetric with a 3:1 payoff ratio. to x i ϩ e p , where x i is the observer's mean percept and e p is a random variable that represents the effect of perceptual noise. (We assume that e p is normally distributed and that pi ϭ p .) At the cognitive level, there is trial-by-trial variability in the placement of the decision criterion (termed criterial noise). Because of criterial noise, the decision criterion used on any trial is ␤ c , which is equal to ␤ ϩ e c , where ␤ is the observer's average decision criterion and e c is a random variable that represents the effects of criterial noise. (We assume that e c is normally distributed with a standard deviation c .) Because perceptual and criterial noise exist, the observer cannot attain the level of performance reached by the optimal classifier (i.e., cannot maximize the expected reward). Even so, decision bound theory assumes that the observer attempts to use the same strategy as the optimal classifier but with less success, because of the effects of perceptual and criterial noise. Hence, the simplest decision bound model is the optimal decision bound model. The optimal decision bound model is identical to the optimal classifier (Equation 3) except that perceptual and criterial noise are incorporated into the decision rule. That is, if l o ͑x pi ͒ Ͼ ␤ o ϩ e c , then respond "B"; otherwise respond "A." (5) A Theory of Decision Criterion Learning and a Hybrid Model Framework
In several early applications of decision bound theory to data collected from unequal base-rate and unequal payoff conditions, the optimal decision bound model (Equation 5), which assumed that the observer used the optimal decision criterion (␤ o ), was compared with a suboptimal model that assumed that the observer used a suboptimal decision criterion (␤) that was freely estimated from the data (Bohil & Maddox, 2001; Maddox, 1995; Maddox & Bohil, 1998a , 1998b Maddox & Bohil, 2000) . Two findings emerged from this work that were observed in numerous earlier studies (e.g., Green & Swets, 1966; Healy & Kubovy, 1981; Kubovy & Healy, 1977; Lee & Janke, 1964 , 1965 Lee & Zentall, 1966) . First, observers tended to use a decision criterion that was more conservative than the optimal decision criterion. For example, if the base rates or payoffs were such that ␤ o ϭ 3, then observers tended to use a ␤ between 1 and 3. This was termed conservative cutoff placement, because the decision criterion was not shifted far enough toward the optimal value. Second, observers' decision criterion estimates were closer to the optimal value when base rates as opposed to payoffs were manipulated, even when the optimal decision criterion was identical across base-rate and payoff conditions. Although fruitful, one weakness of the decision bound theoretic approach to decision criterion learning is that no mechanism was postulated or formalized to guide decision criterion placement. Rather, the decision criterion, ␤, was freely estimated from the data. As a step toward alleviating this problem, Maddox and Dodd (2001) offered a formal theory of decision criterion learning. The idea was to use decision bound theory as the basic modeling framework but to supplement the model by postulating psychologically meaningful mechanisms that would guide decision criterion placement. In other words, instead of simply estimating the decision criterion value directly from the data, Maddox and Dodd outlined and formalized processes that might determine the decision criterion value. Maddox and Dodd used the two findings outlined above as a starting point and offered a theory of decision criterion learning and a model-based instantiation that predicts these two results. The theory proposes two mechanisms that determine decision criterion placement.
Flat-Maxima Hypothesis
The first mechanism is based on the flat-maxima hypothesis (Busemeyer & Myung, 1992; von Winterfeldt & Edwards, 1982) and was developed to account for the finding that observers tend to use a criterion that is more conservative than the optimal decision criterion when base rates or payoffs are manipulated (i.e., conservative cutoff placement). Suppose that the observer adjusts the decision criterion on the basis of (at least in part) the change in the rate of reward, with larger changes in rate being associated with faster, more nearly optimal decision criterion learning (e.g., Busemeyer & Myung, 1992; Dusoir, 1980; Erev, 1998; Erev, Gopher, Itkin, & Greenshpan, 1995; Kubovy & Healy, 1977; Roth & Erev, 1995; Thomas, 1975; Thomas & Legge, 1970) . To formalize this hypothesis, one can construct the objective reward function. The objective reward function plots objective expected reward on the y-axis and the decision criterion value on the x-axis (e.g., Busemeyer & Myung, 1992; Stevenson et al., 1991; von Winterfeldt & Edwards, 1982) . To generate an objective reward function, one chooses a value for the decision criterion and computes the expected reward for that criterion value. This process is repeated over a range of criterion values. The expected reward is then plotted as a function of the decision criterion value. Figure 2A displays the objective reward function for a case in which category discriminability or dЈ is equal to 1.0 (where dЈ is defined as the standardized distance between the category means) and ␤ o ϭ 1. That is, Figure 2A plots expected reward as a function of the deviation between a hypothetical observer's decision criterion (␤) and the optimal decision criterion (␤ o ) standardized by category dЈ. This is denoted as k Ϫ k o , which is equal to ln(␤)/dЈ Ϫ ln(␤ o )/dЈ.
The derivative of the objective reward function at a specific k Ϫ k o value determines the change in the rate of expected reward for that k Ϫ k o value; the larger the change in the rate, the steeper the objective reward function at that point. Derivatives for three k Ϫ k o values are denoted by the three tangent lines labeled as a, b, and c in Figure 2A . Notice that the slope of each tangent line, which corresponds to the derivative of the objective reward function at that point, decreases as the deviation from the optimal decision criterion decreases (i.e., as we go from point a to point b to point c). In other words, the steepness declines as the decision criterion approaches the optimal decision criterion. Figure 2B plots the relationship between the steepness of the objective reward function (i.e., the derivative at several k Ϫ k o values) and k Ϫ k o . The three derivatives denoted in Figure 2A are highlighted in Figure 2B . If the observer adjusts the decision criterion on the basis of the change in the rate of reward (or steepness of the objective reward function), then steeper objective reward functions should be associated with more nearly optimal decision criterion values, because only a small range of decision criterion values around the optimal value have nearly zero derivatives (or small steepness values). Flat objective reward functions, on the other hand, will lead to less optimal decision criterion placement, because a larger range of decision criterion values around the optimal value have derivatives near zero.
Category discriminability predictions. Maddox and Dodd (2001; see also Bohil & Maddox, 2001 ) provided a test of the flat-maxima hypothesis as it applies to category discriminability by examining human decision criterion placement for category dЈ ϭ 1.0, 2.2, and 3.2 (see Figure 1) . Figure 3A displays the objective reward functions for these three dЈ values for a 3:1 base-rate or 3:1 payoff condition, and Figure 3B displays the associated steepness functions. The tangent lines in Figure 3A labeled 1, 2, and 3 correspond to the k Ϫ k o values associated with the same steepness value for dЈ ϭ 1.0, 2.2, and 3.2, respectively. The horizontal line in Figure 3B denotes the associated steepness value, and the vertical lines denote the associated k Ϫ k o values for each category dЈ. Notice that for this fixed steepness, the deviation between the decision criterion and the optimal value, k Ϫ k o , differs systematically across category dЈ conditions in such a way that the decision criterion (k) is closest to the optimal value (k o ) when category dЈ ϭ 2.2, is farthest from optimal when dЈ ϭ 1.0, and is intermediate when dЈ ϭ 3.2. Thus, the flat-maxima hypothesis predicts that performance should be closest to optimal when category dЈ ϭ 2.2, farthest from optimal when category dЈ ϭ 1.0, and intermediate when category dЈ ϭ 3.2. Maddox and Dodd's (2001) data supported this prediction.
Separate and simultaneous base-rate/payoff manipulation predictions. Only a few studies have examined decision criterion learning when base rates and payoffs are manipulated simultaneously within the same experimental context (Healy & Kubovy, 1981; Maddox & Bohil, 1998a ; see also Stevenson et al., 1991) , and only one of these has used more than one level of category discriminability (Bohil & Maddox, 2001 ). For example, Healy and Kubovy (1981) had observers complete several numerical decision tasks with dЈ ϭ 1.0 in which base rates and payoffs were manipulated separately and simultaneously within observers. Stevenson et al. (1991) reanalyzed these data and compared human decision criterion learning with predictions from the optimal classifier. Recall from Equation 4 that ln␤ o is determined completely by the sum of an independent base-rate and payoff term. In analysis of variance (ANOVA) terms, if this independence assumption of the optimal classifier holds in human decision criterion learning, then the interaction of base rates and payoffs should be nonsignificant, and a line plot should be characterized by parallel, linear trends. Stevenson et al. did not have the raw data to submit to an ANOVA, but they did generate the relevant plots (Stevenson et al., 1991, Figure 12 ) and found approximate linearity, in support of the independence hypothesis. Unfortunately, this approach is based on aggregate data, thus ignoring the possibility that individual differences might exist (Maddox, 1999) . More important, support for the independence assumption relies on the dangerous proposition of accepting the null hypothesis. Finally, no theoretically motivated alternatives to the independence assumption were offered or tested.
In this section we derive predictions from the flat-maxima hypothesis for situations in which base rates and payoffs are manipulated separately or simultaneously. Figure 4A displays the objective reward functions for the three base-rate/payoff conditions examined in the experiment below with dЈ ϭ 1.0: a 3:1 base-rate condition (hereafter referred to as the 3:1B condition) in which one category is presented three times as often as the other category; a 3:1 payoff condition (hereafter referred to as the 3:1P condition) in which the benefit of a correct response for one category is three times the benefit of a correct response for the other category (the cost of an incorrect response for both categories is zero); and a 3:1 base-rate/3:1 payoff condition (i.e., high base-rate/high payoff; hereafter referred to as the HH condition) in which the benefit of a correct response for the high base-rate category is three times the benefit of a correct response for the low base-rate category. It is important to notice that the objective reward functions for the 3:1B and 3:1P conditions are identical. Figure 4B displays the associated steepness functions. The tangent lines in Figure 4A labeled BP and HH correspond to the k Ϫ k o values associated with the same steepness value for the 3:1B and 3:1P conditions and the HH condition, respectively. The horizontal line in Figure 4B denotes the associated steepness value, and the vertical lines denote the associated k Ϫ k o values for each condition.
Of more central interest is a comparison of the flat-maxima hypothesis prediction for the HH condition with the associated prediction from the independence assumption of the optimal classifier. Notice that k Ϫ k o ϭ Ϫ0.50 in the 3:1B and 3:1P condition. Because dЈ ϭ 1.0, k o ϭ ln(3), and thus k ϭ 0.60. In deriving the independence assumption prediction, we assumed that the flatmaxima hypothesis determined the decision criterion for the 3:1B and 3:1P conditions but that the flat-maxima hypothesis was not used directly to determine the HH decision criterion. Instead, we combined the 3:1B and 3:1P decision criteria (derived from the flat-maxima hypothesis) using the independence assumption outlined in Equation 4 to derive the HH decision criterion and completely ignored the objective reward function for the HH condition. Applying Equation 4, the HH decision criterion predicted from the independence assumption equals 0.60 ϩ 0.60 or 1.20. Converted to k Ϫ k o , this equals 1.20 Ϫ ln(9) or Ϫ1.0. This k Ϫ k o value is denoted by the asterisk on the x-axis in Figures 4A and 4B. Notice that the k Ϫ k o value for the HH condition predicted directly from the flat-maxima hypothesis is Ϫ0.60, which is closer to optimal than that predicted from the independence assumption.
To determine whether the flat-maxima hypothesis always predicts more nearly optimal decision criterion placement in the HH condition than does the independence assumption, we repeated this process across a large number of steepness values [i.e., steepness values ranging from the optimal value of 0 to the steepness associated with ␤ ϭ 1 or equivalently ln(␤) ϭ 0] and across the three relevant dЈ conditions. The results are plotted (in the natural log-natural log space) in Figures 5A , 5B, and 5C for dЈ ϭ 1, 2.2, and 3.2, respectively. If the independence assumption and the flat-maxima hypothesis make the same prediction, then the solid line should fall on top of the dashed line. The results are clear. In every case, except for a small range of dЈ ϭ 1.0 criterion values that are close to optimal (and were rarely observed in the empirical data), the solid line falls above the broken line, suggesting that the HH decision criterion predicted from the flat-maxima hypothesis is more nearly optimal than the HH decision criterion predicted from the independence assumption. [Of course, the predictions converge Figure 4 . A: Expected reward as a function of the decision criterion (relative to the optimal decision criterion; i.e., k Ϫ k o ), called the objective reward function, for a 3:1 base-rate (3:1B), a 3:1 payoff (3:1P), and a high base-rate, high payoff (HH) condition assuming dЈ ϭ 1.0. The tangent lines, one for the 3:1B and 3:1P conditions and the other for the HH condition, have the same slope and thus reflect the same derivative or steepness. B: Steepness of the objective reward functions from A along with the two points highlighted in A. The two points have identical steepness as denoted by the horizontal line; the vertical lines denote the associated k Ϫ k o values for each condition. The decision criterion (k Ϫ k o ) predicted from the independence assumption is denoted by the asterisk on the x-axis. Notice that the independence assumption predicts greater suboptimality in decision criterion placement in the HH condition than is predicted from the flat-maxima hypothesis. I ϭ independence.
at ln(␤ o ).] We test this prediction through a series of model-based analyses and through an examination of decision criterion estimates derived from signal detection theory. As described later, the results provide strong support for the flat-maxima hypothesis over the independence assumption.
Because the flat-maxima hypothesis is based on the objective reward function, it applies only to learning of the rewardmaximizing decision criterion. As outlined shortly, the observed decision criterion is assumed to be a weighted average of the reward-maximizing and accuracy-maximizing decision criteria. Although the flat-maxima hypothesis offers an explanation for the prevalence of conservative cutoff placement in base-rate and payoff conditions, it does not offer an explanation for the robust finding that the observed decision criterion is closer to optimal in unequal base-rate, as compared with unequal payoff, conditions.
Competition Between Reward and Accuracy (COBRA) Maximization Hypothesis
The second mechanism assumed to influence decision criterion placement is based on Maddox and Bohil's (1998a) COBRA maximization hypothesis and was developed to account for the finding that observers show more nearly optimal decision criterion placement in unequal base-rate than in unequal payoff conditions. The COBRA maximization hypothesis postulates that observers attempt to maximize expected reward (consistent with instructions and monetary compensation contingencies), but they also place importance on accuracy maximization. Consider the univariate categorization problems depicted in Figure 6 : A displays a 3:1B condition and B displays a 3:1P condition. As suggested by Equation 2, expected reward is maximized in both cases by using the optimal reward-maximizing decision criterion, k ro ϭ ln(3)/dЈ. Thus, an observer who attempts to maximize expected reward should use the same decision criterion in both conditions. In the 3:1B condition, the decision criterion that maximizes reward also maximizes accuracy, so k ao ϭ k ro . Thus, there is effectively no competition between reward and accuracy because a single decision criterion maximizes both simultaneously. However, in the 3:1P condition the accuracy-maximizing decision criterion is different from the reward-maximizing decision criterion. In particular, in the 3:1P condition, k ao ϭ ln(1)/dЈ. (When base rates are equal, it is always the case that the accuracy-maximizing decision criterion, ␤ ao , is equal to 1.) Thus, when payoffs are manipulated, reward and accuracy maximization cannot be achieved simultaneously because k ro does not equal k ao . An observer who places importance (or weight) on both goals will use a decision criterion intermediate between the accuracy-and reward-maximizing decision criteria in the 3:1P condition and thus will show more conservative cutoff placement in the 3:1P condition than in the 3:1B condition. To instantiate this hypothesis, we assume a simple weighting function, k ϭ wk a ϩ (1 Ϫ w)k r , where w (0 Յ w Յ 1) denotes the weight placed on expected accuracy maximization.
2 In the 3:1B condition, this weighting function is essentially irrelevant because k a ϭ k r , and so all values of w will yield the same value for k. In the 3:1P condition, on the other hand, this weighting function results in a single decision criterion that is intermediate between that for accuracy maximization and that for reward maximization. For example, in Figure 6B , k 1 denotes a case in which w is less than .5, whereas k 2 denotes a case in which w is greater than .5. Maddox and Dodd (2001) developed a hybrid model of decision criterion learning that incorporated both the flat-maxima and CO-BRA hypotheses. In particular, the model assumes that the deci-2 Other weighting schemes are possible. For example, instead of generating an intermediate decision criterion, the two decision criteria could compete on each trial for the opportunity to generate the categorization response (for related proposals, see Ashby, Alfonso-Reese, Turken, & Waldron, 1998; Maddox & Estes, 1996) . The current approach is simple to instantiate and has met with reasonable success (Maddox & Dodd, 2001 ). sion criterion used by the observer to maximize expected reward (k r ) is determined by the steepness of the objective reward function (see Figures 2-4) . A single steepness parameter is estimated from the data that determines a distinct decision criterion in every condition that has a unique objective reward function. The COBRA hypothesis is instantiated in the hybrid model by estimating the accuracy weight, w, from the data. A way to facilitate the development of each model is to consider the following equation, which determines the decision criterion used by the observer on condition i trials (k i ):
Framework for a Hybrid Model
It is important to note that when base rates are manipulated, the observer's estimate of the reward-maximizing decision criterion, derived from the flat-maxima hypothesis, is also the best estimate of the accuracy-maximizing decision criterion; so k i ϭ k ri , with no need to apply the accuracy weight, w. When payoffs are manipulated, on the other hand, the reward-and accuracy-maximizing decision criteria differ from one another. Fortunately, by pretraining each observer on the category structures in the baseline condition (described shortly in the Method section), we essentially pretrain the accuracy-maximizing decision criterion. This criterion is then entered into the weighting function along with the observer's estimate of the reward-maximizing decision criterion to determine the criterion used on each trial. All of the models developed in this article are based on the decision bound model outlined in Equation 5. In particular, each model includes a separate noise parameter for each level of dЈ that represents the sum of perceptual and criterial noise (assumed to be normally distributed; Ashby, 1992a; . Each model assumes that the observer has accurate knowledge of the category structures [i.e., l o (x pi )]. To ensure that this was a reasonable assumption, we had each observer complete a number of baseline trials and we required that they meet a stringent performance criterion (see the Method section). Finally, each model allows for suboptimal decision criterion placement in that the decision criterion is determined from the flat-maxima hypothesis, the COBRA hypothesis, or both.
To determine whether the flat-maxima and COBRA hypotheses are important in accounting for each observer's data, we developed four models. Each model makes different assumptions about the k r and w values. The nested structure of the models is presented in Figure 7 , with the arrows pointing to a more general model and with models at the same level having the same number of free parameters. The number of free parameters (in addition to the noise parameters described above) is presented in parentheses and Figure 6 . Schematic illustration of the competition between reward and accuracy (COBRA) maximization hypothesis. Solid vertical lines denote the reward-or accuracy-maximizing decision criteria. Dashed vertical lines denote decision criteria that might result when some weight is placed on reward-and accuracymaximization.
will be discussed, along with the details of the model fitting procedure, in the Theoretical Analysis section.
The optimal model instantiates neither the flat-maxima nor the COBRA hypotheses by assuming that the decision criterion used by the observer to maximize expected reward is the optimal decision criterion (i.e., k r ϭ k o ) and that there is no competition between reward and accuracy maximization (i.e., w ϭ 0). The flat-maxima model instantiates the flat-maxima hypothesis but not the COBRA hypothesis by assuming that the decision criterion used by the observer to maximize expected reward (k r ) is determined by the steepness of the objective reward function and that there is no competition between reward and accuracy maximization (i.e., w ϭ 0). A single steepness parameter is estimated from the data and determines six distinct decision criterion values, two for each of the three category dЈ conditions. One determines the decision criterion in the 3:1B and 3:1P conditions (which are the same) and the other determines the decision criterion in the HH condition, as depicted in Figure 4 . Because the decision criterion values are determined from the objective reward function, this model is constrained to predict that the decision criterion will be closest to optimal in the category dЈ ϭ 2.2 condition, farthest from optimal in the category dЈ ϭ 1.0 condition, and intermediate in the category dЈ ϭ 3.2 condition, as depicted in Figure 3 . It is also constrained to predict an HH decision criterion that is closer to optimal than that predicted from the independence assumption, as depicted in Figures 4 and 5 . This model contains the optimal model as a special case. The COBRA model instantiates the COBRA hypothesis but not the flat-maxima hypothesis by assuming that k r ϭ k o , while allowing for a competition between reward and accuracy maximization by estimating the Equation 6 w parameter from the data. This model contains the optimal model as a special case. The hybrid model instantiates both the flat-maxima and the COBRA hypotheses by assuming that k r is determined by the steepness of the objective reward function and that there is a competition between accuracy and reward maximization. This model contains the other three models as special cases. A more general version of the hybrid model was applied to the data that assumed one accuracy weight, w, for the HH conditions and a second accuracy weight for the 3:1P conditions. This model performed poorly and is not discussed further.
Experiment
This article reports the results of a categorization experiment in which three category discriminabilities (dЈ ϭ 1.0, 2.2, and 3.2) were combined factorially with three base-rate/payoff conditions (3:1B, 3:1P, and HH), for a total of nine experimental conditions. Every observer completed three 60-trial blocks of training followed by a 60-trial transfer block in which trial-by-trial feedback was withheld in each of the nine experimental conditions. The goals of this study were many. First and foremost, we wanted to examine decision criterion learning in separate and simultaneous base-rate/payoff conditions across a wide range of category discriminabilities. To achieve this goal, we had each of 12 observers participate in all nine categorization conditions outlined above. Second, we used these data to determine whether predictions from the flat-maxima hypothesis (Figures 4 and 5) were supported in the data from simultaneous base-rate/payoff conditions across levels of category discriminability. The focus of the data analysis was on performance of a series of quantitative models applied simultaneously to the data from all nine experimental conditions, separately for each observer and for each block of trials. Each model instantiated a different set of hypotheses about the effects of category discriminability, base-rate/payoff condition, and the validity of the flat-maxima hypothesis or the independence assumption on decision criterion placement. All analyses were performed at the individual observer level because of concerns with modeling aggregate data (e.g., Ashby, Maddox, & Lee, 1994; Estes, 1956; Maddox, 1999; Maddox & Ashby, 1998; Smith & Minda, 1998) .
Method
Observers. Twelve observers were solicited from the University of Texas at Austin community. All observers claimed to have 20/20 vision or vision corrected to 20/20. Each observer completed three approximately 60-min sessions. In each session the observer completed all three baserate/payoff conditions for a single level of category discriminability. Observers were paid based on their performance in the task.
Stimuli and stimulus generation. The stimulus was a filled, white rectangular bar that varied in height from trial to trial (40 pixels wide) and was set flush upon a stationary base (60 pixels wide). There were two categories of bar heights, A and B, each defined by a specific univariate normal distribution (Ashby & Gott, 1988) . The separation between the Category A and B means were 21, 45, and 67 pixels for category dЈ ϭ 1.0, 2.2, and 3.2, respectively. The standard deviation for Categories A and B was 21 pixels for all three category dЈ levels.
For the category dЈ ϭ 1.0 condition, two sets of 60 stimuli were generated. One set was used in all cases for which the base rates were equal-that is, in the baseline conditions (to be described shortly) and in the 3:1P conditions-and the other was used in the 3:1B and HH conditions. Each set was generated by taking numerous random samples of size 60 from the population and by selecting the sample that best matched the population objective reward function. Stimuli for the category dЈ ϭ 2.2 and category dЈ ϭ 3.2 conditions were generated from the category dЈ ϭ 1.0 samples by applying the appropriate transformation. Two measures were taken to discourage information transfer across category dЈ conditions. First and most important, before the observer was allowed to begin each of the nine experimental conditions, the observer completed a minimum of 60 baseline trials in which the base rates were equal and the payoffs were equal. If the observer reached an accuracy-based performance criterion (no more than 2% below optimal), then two decision bound models were fit to the 60 trials of data (see Maddox & Bohil, 1998a , for details). The optimal decision criterion model assumed that the observer used the optimal decision criterion (i.e., ␤ ϭ 1) in the presence of Figure 7 . Nested relationship among the decision bound models applied simultaneously to the data from all experimental conditions and four blocks of trials. The number in parentheses denotes the number of free parameters in addition to the noise parameters. The arrows point to a more general model. COBRA ϭ competition between reward and accuracy. perceptual and criterial noise, whereas the free decision criterion model estimated the observer's decision criterion from the data. Because the optimal decision criterion model is a special case of the free decision criterion model, likelihood ratio tests were used to determine whether the extra flexibility of the free decision criterion model provided a significant improvement in fit. If the free decision criterion model did not provide a significant improvement in fit over the optimal decision criterion model, then the observer was allowed to begin the experimental condition. If the free decision criterion model did provide a significant improvement in fit, then the observer completed 10 additional trials, and the same accuracybased and model-based criteria were applied to the most recent 60 trials (i.e., Trials 11-70). This procedure continued until the observer reached the appropriate criterion. Including these baseline trials and this fairly conservative accuracy-based and model-based performance criterion ensured that each observer had accurate knowledge of the category structures before exposure to the base-rate or payoff manipulation and minimized the possibility of within-observer carryover effects from one experimental condition to the next. As an additional safeguard, different category labels were used (e.g., burlosis and namitis in one condition and coralgia and terragitis in another condition) across the nine experimental conditions.
Each experimental condition consisted of three 60-trial training blocks, followed by a 60-trial transfer block. During training, corrective feedback was provided on each trial (see details below). During transfer, no feedback was provided. The same 60 stimuli were presented (in random order) once in each training and transfer block. Table 1 displays the base rates and payoffs for the 3:1B, 3:1P, and HH conditions. Table 2 displays the point totals, accuracy rates, and ␤ values for the optimal classifier separately for each condition. In the baseline condition, ␤ o ϭ 1; in the 3:1B and 3:1P conditions, ␤ o ϭ 3; and in the HH condition, ␤ o ϭ 9.
Procedure. Observers were told that perfect performance was impossible. However, an optimal level of performance was specified as a goal (in the form of desired point totals) in each condition. Observers were told that they were participating in several hypothetical medical diagnosis tasks and that the length of the bar represented the results of a particular medical test. The test was designed to distinguish between two diseases, such as burlosis and namitis, hereafter referred to as simply A and B. Observers were informed that they would receive the medical test result for a new patient on each trial and that their goal was to maximize points in each condition. They were informed that these point totals would be converted into monetary values that they would receive at the end of the experiment. Observers were instructed to maximize points and not to worry about speed of responding. A typical trial proceeded as follows. A stimulus was presented on the screen and remained until a response was made. The observer's task was to classify the presented stimulus as a member of Category A or Category B by pressing the appropriate button. During the training phase, the observer's response was followed by 750 ms of feedback. Three lines of feedback were presented. The top line indicated the number of points the observer earned for the response. The next line indicated the potential point earnings for a correct response on each trial (i.e., if an observer responded incorrectly, this line indicated the amount that could have been earned had they chosen the correct response). The third line indicated the number of points that the observer had accumulated up to that point in the session. The feedback was followed by a 125-ms intertrial interval during which the screen was blank. In the transfer phase, the observer's response was followed by a 875-ms intertrial interval during which the screen was blank. Observers were given a break after each block of trials. At each break, the observer's accumulated point total was displayed.
Theoretical Analysis
Each of the models in Figure 7 was applied simultaneously to the data from all nine experimental conditions and four blocks but was applied separately to the data from each of the 12 observers. All models contained 12 noise parameters: one for each of the three dЈ levels in each of the four blocks. Besides the noise parameters, the optimal model contained zero parameters, the flat-maxima and COBRA models contained four parameters (one steepness or one accuracy weight for each block), and the hybrid model contained eight parameters (one steepness and one accuracy weight for each block). Each block consisted of 60 experimental trials, and the observer was required to respond A or B for each stimulus. Thus, each model was fit to a total of 4,320 estimated response probabilities from each block [60 trials ϫ 2 response types (A or B) ϫ 9 conditions ϫ 4 blocks]. Because the predicted probability of responding B, P(B), is equal to 1 Ϫ P(A), there were 2,160 degrees of freedom in each block. Maximum likelihood procedures (Ashby, 1992b; Wickens, 1982) were used to estimate the model parameters, with the aim being to minimize ϪlnL. The most parsimonious model was defined as the model with the fewest free parameters for which a more general model did not provide a statistically significant improvement in fit on the basis of likelihood ratio (G 2 ) tests with ␣ equal to .05 (for a discussion of the complexities of model comparison, see Myung, 2000; Pitt, Myung, & Zhang, 2002) .
To determine the most parsimonious model, we took the following steps. First, we compared the maximum likelihood values for the flat-maxima and COBRA models directly to determine which provided the superior account of the data. For 5 of 12 observers, the flat-maxima model provided the better fit; for the remaining 7 observers, the COBRA model provided the better fit. Second, we conducted likelihood ratio tests comparing the fit of the optimal model to the fit of either the flat-maxima model or the COBRA model depending on which of the two provided the better fit for a particular observer. The G 2 values ranged from 10.84 to 287.75. Because the critical value based on ␣ ϭ .05 with four degrees of freedom is equal to 9.49, the flat-maxima and COBRA models provided a significant improvement in fit over the optimal model for every observer. Third, we conducted likelihood ratio tests comparing the fit of either the flat-maxima or COBRA model (whichever fit better) to the fit of the hybrid model. The G 2 values ranged from 0.08 to 120.30, with 9 of the 12 G 2 values falling above the critical value of 9.49, again assuming ␣ ϭ .05 with four degrees of freedom. Thus, the hybrid model provided the most parsimonious account of the data for 9 of the 12 observers. For the remaining 3 observers, the flat-maxima model was superior in two cases, and the COBRA model was superior in one case. Table 3 displays the maximum-likelihood fit values (the smaller the value the better the fit) along with the percentages of responses accounted for (averaged across observers) for the four models in Note. P(A) and P(B) denote the base-rate probabilities for hypothetical disease categories A and B. V aA and V bB denote the payoffs associated with correct diagnoses of hypothetical diseases. 3:1B ϭ 3:1 base-rate condition; 3:1P ϭ 3:1 payoff condition; HH ϭ high base-rate, high payoff condition. Figure 7 , as well as for three additional models that will be described shortly. Notice that the performance of the hybrid model was quite good, accounting for over 90% of the responses in the data. This finding suggests that both hypotheses incorporated into the hybrid model-the flat-maxima and COBRA hypotheses-are necessary to provide an adequate account of human decision criterion learning when base rates and payoffs are manipulated separately and simultaneously across a range of category discriminabilities.
To determine how an observer's estimate of the rewardmaximizing decision criterion changed across blocks, and to determine the magnitude of the weight placed on accuracy and how it changed across blocks, we examined the steepness and accuracy weight (w) parameters from the hybrid model. These values for the three training blocks and the transfer block averaged across observers are displayed in Figures 8A and 8B along with standard error bars. Several results stand out. First, a one-way ANOVA on the steepness values suggested a significant effect of block, F(3, 33) ϭ 5.12, p Ͻ .01, which was characterized by a marginally significant decline from Training Block 1 to Training Block 2 ( p ϭ .09), a significant decline from Training Block 2 to Training Block 3 ( p Ͻ .05), and a significant increase from Training Block 3 to the transfer block ( p Ͻ .05). A focus on the training data suggests that the observer's reward-maximizing decision criterion approached the optimal value across the three training blocks. The increase from the Training Block 3 to the transfer block was unexpected. Maddox and Dodd (2001) did not find an increase in the steepness parameter from Training Block 3 to the transfer block, but their study included six 60-trial training blocks instead of three as in the current study. Perhaps the additional training in Maddox and Dodd's study led to a more stable representation of the decision criterion that was less affected by the removal of trial-by-trial feedback during the transfer trials. Second, a one-way ANOVA on the accuracy weight (w) values suggests no effect of training on the weight placed on accuracy. Instead, the weight placed on accuracy remained fairly constant, generally falling in the .40 -.50 range. These values closely approximate those of Maddox and Dodd's, which ranged from .40 -.60.
With no additional post hoc mechanisms, the hybrid model captures performance in all the conditions, including the simultaneous base-rate/payoff conditions. Recall that the flat-maxima hypothesis predicts that the decision criterion in the simultaneous base-rate/payoff condition will be closer to optimal than that predicted from the independence assumption (see Figure 5 ). Although the good fits of the hybrid model provide initial support for Note. 3:1B ϭ 3:1 base-rate condition; 3:1P ϭ 3:1 payoff condition; HH ϭ high base-rate, high payoff condition. Note. COBRA ϭ competition between reward and accuracy; DB ϭ decision bound. this prediction, a more rigorous test requires a direct comparison of the hybrid model with a model that assumes an independent combination of base-rate and payoff information in the HH condition. To achieve this goal, we developed a new model called the hybrid-independence model. Like the hybrid model, the hybridindependence model assumes that the reward-maximizing decision criterion in the 3:1B and 3:1P conditions is derived directly from the flat-maxima hypothesis. However, unlike the hybrid model, which assumes that the HH decision criterion is also derived directly from the flat-maxima hypothesis, the hybrid-independence model computes the HH decision criterion from an independent combination of the 3:1B and 3:1P criterion values (Equations 2 and 4). Fortunately, by assuming an independent combination of the 3:1B and 3:1P decision criteria determines the HH decision criterion, no additional parameters are needed; the hybrid model and the hybrid-independence model have the same number of free parameters and their fit values can be compared directly. (The fit value (ϪlnL) and the percentage of variance accounted for from the hybrid-independence model [averaged across observers] are displayed in Table 3 .) The results were clear. For 10 of the 12 observers, the hybrid model provided a better account of the data than did the hybrid-independence model. This effect is significant on the basis of a sign test with a null hypothesis probability of .50 ( p Ͻ .05).
As a second test of the independence assumption, we abandoned the hybrid model framework and went back to the original decision bound model approach. We constructed two nested models. The simpler decision bound independence (DB independence) model freely estimated three 3:1B decision criteria (one for each of the three dЈ levels) and three 3:1P decision criteria (one for each of the three dЈ levels), then combined these independently to derive the three HH decision criteria (one for each of the three dЈ levels). The more general decision bound nonindependence (DB nonindependence) model generalized the DB independence model by freely estimating the three HH decision criteria. Because these models were nested, we performed G 2 tests. The G 2 values ranged from 13.65 to 153.72, with 9 of the 12 G 2 values falling above the critical value of 21.03, assuming ␣ ϭ .05 with 12 degrees of freedom. Thus, the DB nonindependence model provided a more parsimonious account of the data for 9 of the 12 observers. In addition, 71% of the time (out of 144 cases; 3 dЈ ϫ 4 blocks ϫ 12 observers) the freely estimated decision criterion in the HH condition was closer to the optimal decision criterion than that predicted from an independent combination of the freely estimated 3:1B and 3:1P decision criteria, in support of the flat-maxima hypothesis.
As one final test of the flat-maxima prediction, that the decision criterion in the HH condition will be closer to the optimal value than that predicted from the independence assumption, we examined decision criterion estimates derived from signal detection theory. In particular, we computed the decision criterion for all nine experimental conditions separately for each of the four training blocks and 12 observers from the hit rate (defined as a correct high base-rate or high payoff category response) and false alarm rate (defined as an incorrect high base-rate or high payoff category response). We then counted the number of times that the observed HH decision criterion was larger than the HH decision criterion predicted from an independent combination of the observed 3:1B and 3:1P decision criteria. These data are summarized in Table 4 , along with sign tests that were conducted assuming a null hypothesis probability of .50.
3 Despite the low power of this test with the relatively small sample size, in 5 of the 12 cases (3 dЈ ϫ 4 blocks) the null hypothesis was rejected on the basis of a liberal significance level of ␣ ϭ .10, and in one additional case the null hypothesis was rejected on the basis of the more traditional significance level of ␣ ϭ .05. Perhaps more important, in each of the 12 cases the flat-maxima hypothesis prediction was supported more often than not. Along with the model-based analyses presented above, these data provide strong support for the flatmaxima hypothesis over the independence assumption of the optimal classifier and suggest a theoretically motivated explanation for decision criterion placement in simultaneous base-rate/payoff conditions.
As a further test of the hybrid model framework as it applies to separate and simultaneous base-rate/payoff decision criterion learning, in the next section we undertake a brief reanalysis of data collected by Bohil and Maddox (2001) . Bohil and Maddox (2001) had 8 observers participate in each of 10 categorization conditions constructed from the factorial combination of five base-rate/payoff conditions with two levels of category dЈ (1.0 and 2.2). Each observer participated in all experimental conditions and completed four 120-trial blocks of training followed by a single 120-trial block of transfer (in which no feedback was provided). Most relevant to the current analyses are the following six conditions: 3:1B, 3:1P, and HH conditions (analogous to the three conditions of the present study), each conducted at dЈ ϭ 1.0 and 2.2. The four models in Figure 7 were applied simultaneously to the data from all six conditions and five blocks 3 In the 3:1B and HH conditions, there were only 20 low base-rate category stimuli presented in each block, and so there was the possibility that no false alarms would be observed. In these cases we arbitrarily assumed that the false alarm rate was 1 ⁄20 or 5%. This occurred only in three cases: twice for dЈ ϭ 3.2 in Training Block 3 and once for dЈ ϭ 3.2 during the transfer block. In all three of these cases, we found support for the flat-maxima hypothesis over the independence assumption. With these cases excluded, we still found support for the flat-maxima hypothesis for 5 of 10 observers in Training Block 3 with dЈ ϭ 3.2 and for 8 of 11 observers in the transfer block with dЈ ϭ 3.2. of trials but were applied separately to the data from each of the 8 observers. Following the approach outlined above, first we compared the maximum likelihood values for the flat-maxima and COBRA models directly to determine which provided the superior account of the data. For 5 of 8 observers, the flat-maxima model provided the better fit; for the remaining 3 observers, the COBRA model provided the better fit. Second, we conducted likelihood ratio tests comparing the fit of the optimal model to the fit of either the flat-maxima model or the COBRA model, depending on which of the two provided the better fit for a particular observer. The G 2 values ranged from 107.79 to 753.36. Because the critical value on the basis of ␣ ϭ .05 with five degrees of freedom is equal to 11.07, the flat-maxima and COBRA models provided a significant improvement in fit over the optimal model for all 8 observers. Third, we conducted likelihood ratio tests comparing the fit of either the flat-maxima or COBRA model (whichever fit better) to the fit of the hybrid model. The G 2 values ranged from 9.03 to 68.81, with six of the eight G 2 values falling above the critical value of 11.07 (assuming ␣ ϭ .05 with five degrees of freedom). Thus, the hybrid model provided the most parsimonious account of the data for 6 of the 8 observers, and the COBRA model provided the most parsimonious account of the data for the remaining 2 observers. Table  5 displays the maximum likelihood fit values along with the percentages of responses accounted for (averaged across observers) for the four models in Figure 7 . Notice that the performance of the hybrid model was quite good, accounting for over 92% of the responses in the data. The dominance and good fit of the hybrid model mirrors that from the experiment reported above.
Bohil and Maddox (2001): A Reanalysis and Application of the Hybrid Model Framework
Following the approach outlined above, we examined the parameter values from the hybrid model to determine how they changed as the observers gained experience with the task. The steepness values (averaged across observers) were 5.67, 3.28, 0.95, 1.92, and 2.15 for Training Blocks 1-4 and the transfer block, respectively. A one-way ANOVA was conducted on the steepness values, revealing a significant effect of block, F(4, 28) ϭ 5.83, p Ͻ .01, which was characterized by significant declines in the steepness values from Training Blocks 1 to 2 and 2 to 3 that stabilized from Training Blocks 3 to 4 and from Training Block 4 to the transfer block. As in the experiment outlined above, this suggests that the observers' reward-maximizing decision criterion approached the optimal value across the first 200 or 300 training trials. It is interesting that during the transfer block, the steepness was very close to that observed in the Training Block 4. Bohil and Maddox's (2001) observers completed four 120-trial blocks before transfer as compared with the three 60-trial blocks in the experiment described above. These results suggest that additional training makes the decision criterion more stable and thus less affected by the removal of trial-by-trial feedback. The accuracy weights (averaged across observers) were .37, .40, .55, .54, and .48 for Training Blocks 1-4 and the transfer block, respectively. A oneway ANOVA revealed a nonsignificant block effect. In line with the results from the experiment outlined above, the accuracy weights fell within an approximate .40 -.50 range. Finally, and again in line with the results from the experiment outlined above, the fit of the hybrid model was quite good, accounting for 92.7% of the responses in the data averaged across the 8 observers.
Next we compared the hybrid and hybrid-independence models. Again, the models contained the same number of parameters and thus the fit values can be compared directly. The maximum likelihood fit value and percentage of variance accounted for are displayed in Table 5 . In line with the results outlined above, the hybrid model was consistently superior to the hybrid-independence model, providing a better account of the data for 7 of 8 observers. We also applied the DB independence and DB nonindependence models to the data from each observer. Because these models were nested, we performed G 2 tests. The G 2 values ranged from 15.59 to 135.19, with seven of the eight G 2 values falling above the critical value of 18.31, assuming ␣ ϭ .05 with 10 degrees of freedom. Thus, the DB nonindependence model provided a more parsimonious account of the data for 7 of the 8 observers. In addition, 59% of the time (out of 80 cases; 2 dЈ ϫ 5 blocks ϫ 8 observers) the freely estimated decision criterion in the HH condition was closer to the optimal decision criterion than that predicted from an independent combination of the freely estimated 3:1B and 3:1P decision criteria, in support of the flat-maxima hypothesis.
Finally, we examined the decision criterion estimates derived from signal detection theory and counted the number of observers for which the observed HH decision criterion was larger than the HH decision criterion derived from an independent combination of the 3:1B and 3:1P decision criteria. (It is worth mentioning that we did not observe any cases in which the false alarm rate was zero.) These data are presented in Table 6 . Because of the small sample size, we do not include sign test results. Even so, there is strong support for the flat-maxima hypothesis over the independence assumption, especially for dЈ ϭ 1.0.
General Discussion
The present study extends our understanding of decision criterion learning across a range of category discriminabilities to situations in which base rates and payoffs are manipulated separately or simultaneously within a condition. Strong support for the flatmaxima and COBRA hypotheses was obtained through modelbased analyses of individual observer performance. In addition, a flat-maxima interpretation of decision criterion learning in simultaneous base-rate/payoff conditions, which predicts that decision criterion learning will be more nearly optimal than predicted from the independence assumption of the optimal classifier, provided a consistently better account of the data than an interpretation based on the independence assumption. This superiority held in applica- Note. COBRA ϭ competition between reward and accuracy; DB ϭ decision bound.
tions to the current data and in a reanalysis of data collected by Bohil and Maddox (2001) . These results suggest that the flat-maxima hypothesis, which has successfully accounted for category discriminability effects, might provide a straightforward account of decision criterion placement when base rates and payoffs are manipulated simultaneously. Although promising, more work is clearly needed. For example, the current study examined only situations in which the base-rate and payoff biases were in the same direction. In other words, both the base-rate ratio and the payoff ratio biased the observer toward the same categorization response. It will be important to examine situations in which the base rates bias the observer toward one categorization response whereas the payoffs bias the observer toward another categorization response. In addition, base-rate and payoff ratios other than 3:1 need to be examined. Bohil and Maddox (2002) have begun to examine these issues by including 2:1 and 3:1 ratios and by comparing corresponding base-rate/ payoff conditions, in which the base rates and payoffs bias the observer toward the same response, with conflicting base-rate/ payoff conditions, in which the base rates and payoffs bias the observer toward different responses.
Comparisons with extant decision criterion learning models are also in order. Two popular and successful models of decision criterion learning are Busemeyer and Myung's (1992) hillclimbing model (HC) and Erev's (1998) criterion reinforcement learning model (CRL; see also Wallsten & Gonzalez-Vallejo's 1994 stochastic judgment model). As an initial test of these models, we generated predicted decision criterion values from each model in the 3:1B, 3:1P, and HH conditions using the parameter values outlined in the original articles (i.e., Busemeyer & Myung, 1992; Erev, 1998) . Both models predict better decision criterion learning in the 3:1B condition than in the 3:1P condition, in line with the large body of empirical data. In addition, both models predict that the HH decision criterion will be farther from optimal (i.e., more suboptimal) than the HH decision criterion predicted from the independence assumption. Recall that the flat-maxima hypothesis predicts that the HH decision criterion will be closer to optimal (i.e., less suboptimal) than the HH decision criterion predicted from the independence assumption, and the empirical data support this prediction. Although these results support the flat-maxima hypothesis over the HC and CRL models, it is important to note that the simulations were run using the base version of the HC and CRL models and the original parameter settings. It is likely that the assumptions made in those original articles, although reasonable for those applications, may not be reasonable for the current application. Clearly more work is needed to provide a rigorous comparison of the various models.
In summary, the present study suggests that decision criterion placement in simultaneous base-rate/payoff conditions is more nearly optimal than that predicted from the independence assumption of the optimal classifier. This pattern of results is predicted from the flat-maxima hypothesis, and a model-based instantiation of the flat-maxima hypothesis provides a good account of the data, consistently outperforming model-based instantiations of the independence assumption. Note. HH ϭ high base-rate, high payoff condition; 3:1B ϭ 3:1 base-rate condition; 3:1P ϭ 3:1 payoff condition.
