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ABSTRACT
Practical Issues in Formation Control of Multi-Robot Systems. (May 2010)
Junjie Zhang, B.S., Dalian University of Technology;
M.S., University of Michigan-Ann Arbor
Chair of Advisory Committee: Dr. Suhada Jayasuriya
Considered in this research is a framework for effective formation control of multi-
robot systems in dynamic environments. The basic formation control involves two impor-
tant considerations: (1) Real-time trajectory generation algorithms for distributed control
based on nominal agent models, and (2) robust tracking of reference trajectories under
model uncertainties.
Proposed is a two-layer hierarchical architecture for collective motion control of multi-
robot nonholonomic systems. It endows robotic systems with the ability to simultaneously
deal with multiple tasks and achieve typical complex formation missions, such as collision-
free maneuvers in dynamic environments, tracking certain desired trajectories, forming
suitable patterns or geometrical shapes, and/or varying the pattern when necessary.
The study also addresses real-time formation tracking of reference trajectories under
the presence of model uncertainties and proposes robust control laws such that over each
time interval any tracking errors due to system uncertainties are driven down to zero prior to
the commencement of the subsequent computation segment. By considering a class of non-
linear systems with favorable finite-time convergence characteristics, sufficient conditions
for exponential finite-time stability are established and then applied to distributed formation
tracking controls. This manifests in the settling time of the controlled system being finite
and no longer than the predefined reference trajectory segment computing time interval,
thus making tracking errors go to zero by the end of the time horizon over which a segment
of the reference trajectory is generated. This way the next segment of the reference trajec-
iv
tory is properly initialized to go into the trajectory computation algorithm. Consequently
this could lead to a guarantee of desired multi-robot motion evolution in spite of system
uncertainties.
To facilitate practical implementation, communication among multi-agent systems is
considered to enable the construction of distributed formation control. Instead of requiring
global communication among all robots, a distributed communication algorithm is em-
ployed to eliminate redundant data propagation, thus reducing energy consumption and
improving network efficiency while maintaining connectivity to ensure the convergence of
formation control.
vACKNOWLEDGMENTS
The following is my heartfelt appreciation to all those who gave me inspiration, in-
sight, advice and direction to begin, conduct and complete this dissertation.
First of all, my greatest appreciation goes to my academic advisor and also my mentor,
Dr. Suhada Jayasuriya, for his motivation, guidance, support and patience, without which
these pages would not have been written. I am blessed and honored to be his student. As
a Chinese proverb says: Even if someone is your teacher for only one day, you should
regard him as your father for the rest of your life. From him I not only learned how to do
academic research but also how to be a good man, which will definitely continue being of
great benefit to me for the years to come...
I would specially thank Dr. Jingang Yi at Rutgeers. It was a great experience to work
closely with him. I very much appreciate his advice, support and also personal help.
With great pleasure, I extend my gratitude to Dr. Alan Palazzolo, Dr. Won-Jong Kim
and Dr. Dezhen Song, who willingly agreed to serve on my Ph.D. committee and sit at
the preliminary and final examination in spite of their very busy schedules. Particularly I
would like to thank Dr. Dezhen Song for the opportunity to work in his NetBot Laboratory
at Texas A&M University.
I would like to extend my deepest gratitude and appreciation to my parents and my
elder brother for their relentless encouragement, unselfish support and love. I owe special
thanks to Mei for accompanying me on this journey. I also would like to take this oppor-
tunity to thank all of my friends here at Texas A&M University and back home for their
support all these years. Thanks especially to my buddy, Asanka, for the many enlightening
discussions and for being my role model, and also Xiaolong for his kind ”c++ support”.
vi
NOMENCLATURE
OXY inertial coordinate system (−→IE ,−→JE,−→KE)
oxbyb body-fixed coordinate system (−→ib ,−→jb ,−→kb )
mi mass of the robot platform (i = r) and driving wheel (i = w)
di diameter of the circular robot platform (i = r) and driving wheel (i = w)
l distance between platform geometric center and center of mass
Ir moment of inertia of the robot platform about the
−→
kb axis
Ip polar moment of inertia about the wheel axis
Id diametral moment of inertia about diameter of the driving wheel
Xg/Yg X/Y coordinate of center of mass in frame OXY
ψ orientation angle of the platform in frame OXY
θi/θ˙i angle/angular velocity of the right and left (i = R,L) driving wheels
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1CHAPTER I
INTRODUCTION
Cooperating multi-robot systems have received considerable attention in recent years
due to technological advancements, and a wide range of potential applications. For ex-
ample, as claimed by Technology Development Committee on Army Unmanned Ground
Vehicles (UGVs), National Research Council: The urgent need to transform the current
heavy armor and firepower army into a lighter, more responsive objective force both to in-
crease combat effectiveness and to reduce the number of soldiers placed in danger has made
development of practical UGV systems a necessity for future. Moreover, both the air force
and NASA have identified autonomous formations of Unmanned Air Vehicles (UAVs) as
key technological milestones for the 21st century [1, 2]. Not limited to military field, the
applications of multi-robotic systems can be expanded to include housework assistance,
patient rehabilitation, industrial automation, automated highways, geophysical mapping,
facility monitoring and detection, disaster relief, and space exploration.
In all the aforementioned applications, multiple robots are expected to work coopera-
tively. Hence, establishing methodologies that can fully integrate and effectively organize
many possible behaviors is imperative. In this regard formation keeping and formation
reconfiguration become vitally important. Moreover, the degree of errors in formation de-
pends not only on the accuracy of the reference trajectory calculations that are based on
nominal models, but also on the realization of effective tracking controllers. In [3], a dis-
tributed and scalable algorithm proposed for real-time computation of individual agent ref-
erence trajectories for formation tracking under realistic dynamic and actuator constraints
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2shows remarkable formation keeping and formation reconfiguration capability. In that ap-
proach the ultimate zero formation errors were achieved by assuming no model uncertain-
ties. However, there always exist uncertainties in postulated models of actual physical
systems, and it is likely that during each time step of a local path planning for cooperative
motion control, the online incrementally generated reference motion trajectories may not
be exactly tracked in real time. If not carefully done tracking errors can accumulate over
each time segment over which reference trajectories are computed leading to the ultimate
formation to be significantly different from the desired one. Thus to guarantee desired for-
mation control goals in spite of the ever present uncertainties, it is desirable and almost
necessary to achieve zero tracking errors by the end of the time interval.
Furthermore, besides the indispensable plant model uncertainties, in practice it is al-
most impossible to have noise and latency free data channels. For instance, it is probable
that data transmission between agents could be delayed one or more sampling periods,
interrupted for extended intervals, or even randomized. In addition, in many works on
formation control, synchronized and global communication is required for practical im-
plementation. Therefore in essence each robot needs to communicate with all the others
in a multi-robot system. From an energy consumption viewpoint, global communication
schemes are not cost-effective since they use the maximal transmission power at all times.
It can interfere and reduce the communication capacity and efficiency of the communica-
tion network. It is also observed that more communication does not necessarily lead to
faster formation control convergence and may in fact even result in loss of convergence [4].
A. Review of the State of the Art
Because multi-robot systems have many issues that must be overcome over a single robot,
such as scalability, flexibility, fault-tolerance and cost-effectiveness, we have witnessed a
3significant growth in research on formation control or cooperative control. One fundamen-
tal question in formation control is how to prescribe desired global behaviors for a multi-
agent system using only local interactions [5–7]. The major ideas in the state of the art of
formation control are outlined as follows. There is a considerable amount of literature that
addresses the formation control problem by utilizing the leader-follower idea, for exam-
ple, [8, 9]. In such an approach, a group leader is designated in advance with a prescribed
reference trajectory to achieve desired behaviors. The leader-follower method however has
a pitfall that if the leader fails, then the entire robot network is paralyzed instantaneously.
Another widely used approach is the real-time reactive concept, such as the artificial po-
tential method, wherein a robot’s motion is controlled by an artificial force resulting from
virtual potential profiles [10,11]. Since the artificial potential technique is easy to realize, it
has been often applied to robot navigation. One drawback there is that local potential min-
ima may result in the inability to conduct expected tasks. In [12], the authors considered a
strategy through which formation behavior is integrated with other navigational behaviors
for various types of formations. There the relative importance of each behavior has to be
weighted in advance to get the final control. In [13] the authors presented an algorithm for
geometric pattern formation of multiple autonomous robots and characterized the class of
geometric patterns that the robots can form in terms of their initial configurations. Issues
on controller development and stability analysis were discussed in [14–17]. Among them
in [14, 15] proposed was a method that used feedback linearization techniques for con-
troller design to exponentially stabilize the inter-agent distances. Similar results were also
obtained in [17], where formation constraints and control Lyapunov functions were em-
ployed to develop formation control strategies and stability of the formation was discussed
as well. Recently, dynamic model-based formation control has been studied by integrat-
ing backstepping control system design for asymptotic tracking with the potential function
approach for collision avoidance [18].
4It is well-known that in addition to performance degradation, the manifestation of
time-delays in a system can also cause extra disturbances and even deteriorate the stability
of the closed-loop control systems. In the problem of formation control the occurrence of
control time-delays is primarily due to inherent information flow delays when robots are
sensing and/or communicating with spatially separated neighboring robots. Sufficient and
necessary conditions were given in [19] for reaching an average-consensus in presence of
communication time-delays. By using delayed output feedback, Qu and Wang et al. in
[20] proposed a sampled-data predictive cooperative control strategy for a general class of
dynamic systems that can be input-output feedback linearizable to a given canonical form.
Formation control of multi-vehicle systems under intermittent and delayed state data was
demonstrated in [21] by utilizing an abbreviated zero order hold scheme in conjunction with
the potential function method. However, it targeted only linear and holonomic systems.
In [22,23] the problem of finite-time consensus control of multi-agent networks was studied
based on a finite-time Lyapunov stability theorem in [24].
Not until recently have communication issues of wireless sensor networks attracted
much attention, especially in the computer science community. Its key idea is that, in-
stead of transmitting at maximal power, agents collaboratively construct a communication
network topology by forming proper neighborhood relations under certain criteria to re-
duce energy consumption and improve network efficiency while preserving network con-
nectivity [25, 26]. Several connectivity-preserving communication algorithms have been
proposed in formation control [27–30].
B. Problem Statement
As discussed above, without addressing the key practically meaningful issues, it is incon-
ceivable that theoretical developments in formation control can be satisfactorily imple-
5mented and executed on real robotic systems. Consequently, this research is focused on
the key issues alluded to earlier that must be addressed in the study of formation control.
Namely,
(i) To develop a framework for formation control of multi-robot nonholonomic systems
capable of handling multiple tasks
(ii) To construct decentralized real-time robust controllers to ensure satisfactory collec-
tive motion of multiple robots subject to inevitable system uncertainties
(iii) To relieve global communication requirement in formation control with a local dy-
namic communication algorithm
C. Dissertation Outline
The rest of the dissertation is organized as follows. Chapter II presents a framework for
multi-task formation control of nonholonomic robotic systems. The problem of stabilizing
uncertain time-delay multi-robot systems with saturated actuators is investigated in Chap-
ter III. Finite-time settling real-time formation tracking controls under uncertainties are
considered in Chapter IV. In Chapter V by incorporating a local dynamic communication
algorithm, formation control of multi-robot systems subject to interconnection time-delays
is discussed. Chapter VI concludes the work with a summary of contributions and a dis-
cussion of future work.
6CHAPTER II
A FRAMEWORK FOR MULTI-TASK FORMATION CONTROL OF MULTI-ROBOT
SYSTEMS
In this chapter, a formation control methodology for a class of nonholonomic dynamic sys-
tems is presented. First, the nonholonomic system is transformed into a non-constrained
format that is favorable for control design. Tracking control is then realized by employing
input-output feedback linearization. Additionally, the integration of a two-stage formation
control framework is proposed to simultaneously deal with several tasks, such as collision
prevention, obstacle avoidance, trajectory tracking and pattern formation. The trajectory
planner at the top layer generates desired trajectories for the tracking controller at the bot-
tom layer. The trajectory planner is based on defined task objective functions and a null-
space-based multi-task fusion methodology [31, 32]. An optimization method is employed
for each decomposed task. The effectiveness of the proposed two-layer framework is il-
lustrated and validated through the successful fulfillment of a series of desired multi-robot
behaviors.
A. Dynamic Model-based Tracking Control
1. Dynamic Model
Figure 1 is a schematic of the robot platform considered, which has two differentially driven
wheels powered by DC motors and one caster wheel (not shown in the figure). The kine-
7matics for this system can be expressed as:
X˙gcosψ + Y˙gsinψ + ψ˙
dr
2
− θ˙r dw
2
= VG, (2.1)
X˙gcosψ + Y˙gsinψ − ψ˙ dr
2
− θ˙ldw
2
= VH , (2.2)
Y˙gcosψ − X˙gsinψ − ψ˙l − P˙g · −→jb = 0, (2.3)
where Pg is the position vector of the center of mass Pg , [Xg Yg]T , and VG and VH are
the velocities of the contact points of the right and left wheels, respectively.
v
X
xb
G
Y
yb
R0
l
o
O
g
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g
d
r
H
Fig. 1. Sketch of the robot platform
Unlike skid-steered mobile robots [33], nonholonomic constraint of zero lateral veloc-
ity is normally considered for differentially driven mobile robots. Thus for this two-wheel
robot prototype, we assume it has negligible lateral velocity (or lateral skid) and longi-
tudinal slip, and obtain the following nonholonomic kinematic constraints in the matrix
8form:
C(q)q˙ = 0, (2.4)
where q , [Xg Yg ψ θR θL]T and
C(q) ,


cosψ sinψ dr
2
−dw
2
0
cosψ sinψ −dr
2
0 −dw
2
−sinψ cosψ −l 0 0

 .
The kinetic energy is derived as
T =
mr
2
|R˙0|2 +mrR˙0 · (ω × bog) + 1
2
ωT Iˆω
=
mr
2
(X˙g
2
+ Y˙g
2
) +mrψ˙l(Y˙gcosψ − X˙gsinψ)
+
1
2
(Ipθ˙
2
R + Ipθ˙
2
L) +
[
Id +mw
(dr
2
)2
+
Ir
2
]
ψ˙2, (2.5)
where
R˙0 = X˙g
−→
IE + Y˙g
−→
JE
= X˙g(cosψ
−→
ib − sinψ−→jb ) + Y˙g(sinψ−→ib + cosψ−→jb )
= (X˙gcosψ + Y˙gsinψ)
−→
ib + (Y˙gcosψ − X˙gsinψ)−→jb ,
ω = (θ˙R + θ˙L)
−→
jb + ψ˙
−→
kb , bog = l
−→
ib and
Iˆ = 2


Id +mw
(
dr
2
)2
0 0
0 Ip 0
0 0 Id +mw
(
dr
2
)2
+ Ir
2

 .
Then Lagrangian Principle yields the following dynamic equations of motion for this type
of wheeled mobile robotic system:
M(q)q¨ + A(q, q˙) = C(q)Tλ+Bτ, (2.6)
9where
M(q) ,


mr 0 −mwlsinψ 0 0
0 mr mwlcosψ 0 0
−mwlsinψ mwlcosψ 2
[
Id +mw
(
dr
2
)2
+ Ir
2
]
0 0
0 0 0 Ip 0
0 0 0 0 Ip


,
A(q, q˙) ,


−mwlψ˙2cosψ
−mwlψ˙2sinψ
0
0
0


, B ,

O3×2
I2×2

 ,
τ denotes the control input torques, λ is the Lagrange Multiplier, and O, I denotes zero
and identity matrix, respectively.
In [34], quasi-velocities ϑ , [θ˙R θ˙L] are introduced and its differentials are Pfaffian
forms in terms of q and t:
q˙ = E(q)ϑ⇒ q¨ = E˙(q)ϑ+ E(q)ϑ˙. (2.7)
As shown in [35], it is always possible to find a matrix E(q) ∈ Rn×(n−m) in the null space
of C(q), namely,
C(q)E(q) = 0. (2.8)
One way to construct this E(q) matrix is
E(q) ,

−C1
−1(q)C2(q)
I(n−m)×(n−m)

 , (2.9)
where C1(q) ∈ Rm×m and C2(q) ∈ Rm×(n−m) are sub-matrices of C(q), that is, C(q) =
10
[C1(q) C2(q)]. Note that the existence of C1−1(q) is guaranteed by the fact that C(q) is
full rank: r(C(q)) = 3. Therefore, for this type of robotic system,
E(q) =


dw
(
cosψ
4
− lsinψ
2dr
)
dw
(
cosψ
4
+ lsinψ
2dr
)
dw
(
sinψ
4
+ lcosψ
2dr
)
dw
(
sinψ
4
− lcosψ
2dr
)
dw
2dr
− dw
2dr
1 0
0 1


. (2.10)
By augmenting the generalized coordinates q into x , [q ϑ]T , and using the following
input transformation
u , −[ET (q)M(q)E(q)]−1[ET (q)M(q)E˙(q)ϑ+ ET (q)A(q, q˙)−ET (q)Bτ], (2.11)
the nonholonomic system (2.6) can be put into a state space format [36]:
x˙ = f(x) + g(x)u, (2.12)
y = h(x), (2.13)
where x ∈ D ⊂ R7, the mappings f : D → R7 and g : D → R7 are vector fields on D,
and
f(x) ,

E(q)ϑ
O2×1

 and g(x) ,

O5×2
I2×2

 .
2. Tracking Controller
Similar to [37], input-output linearization is applied to design controls for this class of
mobile robots with nonholonomic constraints. With output h(x) , [Xg Yg]T used for
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trajectory, the decoupling matrix Ξ(q) becomes
Ξ(q) , LEh(q) =

dw
(
cosψ
4
− lsinψ
2dr
)
dw
(
cosψ
4
+ lsinψ
2dr
)
dw
(
sinψ
4
+ lcosψ
2dr
)
dw
(
sinψ
4
− lcosψ
2dr
)

 , (2.14)
whereL(.) is the Lie Derivative along (.). From [38] a necessary and sufficient condition for
input-output linearization is that the decoupling matrix must be full rank, which is satisfied
in this case, since rank (Ξ) = 2.
The nonlinear system (2.12)-(2.13) is transferred into a normal form via the new state
transformation:
T (x) ,


s1(x)
s2(x)
s3(x)
−−−
h(x)
Lfh(x)


,


η
−−−
ζ

 =


η
−−−
Pg
Ξϑ


, (2.15)
where ρ = 2 is the relative degree of the nonlinear system (2.12)-(2.13); see Appendix A
for calculation. si(x), i = 1, 2, 3, are chosen such that T (x) is a diffeomorphism∗ on a
domain D0 ⊂ D and ∂si(x)∂x g(x) = 0, ∀ x ∈ D0. The existence (at least locally) of si(x)
is captured by Theorem 13.1 in [39]. Using the above state transformation, the following
normal form can be obtained
η˙ =f0(η, ζ), (2.16)
ζ˙ =Aˆζ + Bˆβ(x)[u− α(x)], (2.17)
y =Cˆζ, (2.18)
∗Namely, both T (.) and T−1(.) are continuously differentiable.
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where ζ ∈ R4, η ∈ R3, and α(x) and β(x) are independent of the choice of si(x):
β(x) =LgL
ρ−1
f h(x) = LgLfh(x) = Ξ, (2.19)
α(x) =− β−1(x)Lρfh(x) = −Ξ−1Lf (Ξϑ) = −Ξ−1Ξ˙ϑ, (2.20)
where in the last step, we use a calculation similar to what is shown in Appendix A. Ma-
trices (Aˆ, Bˆ, Cˆ) are in canonical forms given by Aˆ ,

O2×2 I2×2
O2×2 O2×2

, Bˆ ,

O2×2
I2×2

 and
Cˆ ,
[
I2×2 O2×2
]
.
To achieve trajectory tracking, a state feedback control law is designed such that the
output y asymptotically tracks a reference signal r(t). The reference signal r(t) with its
higher derivatives is generated by the trajectory planner that will be discussed in the next
section. Let
R ,

r
r˙

 ,

P
d
g
P˙ dg

 and e , ζ −R ,

Pg − P
d
g
Ξϑ− P˙ dg


and we obtain
η˙ =f0(η, e+R), (2.21)
e˙ =Aˆe+ Bˆ{β(x)[u− α(x)]− r(ρ)}. (2.22)
The choice of state feedback control
u , α(x) + β−1(x)(v + r(ρ)) (2.23)
reduces the above normal form into the cascade system:
η˙ =f0(η, e+R), (2.24)
e˙ =Aˆe+ Bˆv. (2.25)
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With control v = −Ke, where the gain K ∈ R2×4 is selected such that Aˆ−BˆK is Hurwitz,
the control of (2.23) becomes
u = −Ξ−1Ξ˙ϑ+ Ξ−1

P¨g −K

Pg − P
d
g
Ξϑ− P˙ dg



 . (2.26)
Substituting into Eq. (2.11) and noticing that ET (q)B = I2×2, the driving torque is then
obtained as
τ =
[
ET (q)M(q)E(q)
]
u+ ET (q)M(q)E˙(q)ϑ+ ET (q)A(q, q˙). (2.27)
Besides, the internal dynamics is
η˙ =
∂η(x)
∂x
f(x) = FEϑ = FEΞ−1ζ2, (2.28)
where F , ∂η(x)
∂x

 I5×5
O2×5

. Therefore, the zero dynamics
η˙ , f0(η, 0) = 0 (2.29)
indicates that the internal dynamics is bounded for all t > 0.
B. Trajectory Planner
In this section, to accomplish desired behaviors of multi-robot systems, a null-space-based
methodology [32,40] is first summarized and then utilized to integrate and prioritize multi-
ple specific tasks. These tasks are accounted for by defining a series of objective functions
along with the desired behaviors in the task space. Note that in the rest of the chapter n
denotes the number of robots in the multi-robot system.
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1. Null-space Method
The objective function for a given task a is denoted as
Ja(t) , f(P1(t), . . . Pi(t), . . . Pn(t)), (2.30)
where Pi(t) is the position vector of robot i, defined as Pi(t) , [Xi(t) Yi(t) Zi(t)]T ∈ R3.
Taking the derivative of Eq. (2.30) with respective to time t, we obtain
J˙a(t) =
n∑
i=1
∂Ja(t)
∂Pi(t)
P˙i(t).
The desired velocity vector for task a can be obtained through
V da (t) , P˙
d
a (t) = Φ
†
a(t)J˙
d
a (t) , Φ
T
a (t)
[
Φa(t)Φ
T
a (t)
]−1
J˙da (t),
where the superscript † denotes pseudo-inverse and Φa(t) ,
[
∂Ja(t)
∂P1(t)
. . . ∂Ja(t)
∂Pi(t)
. . . ∂Ja(t)
∂Pn(t)
]
.
Then the desired position vector P da (t) can be acquired by numerically integrating V da (t).
To avoid numerical drift, J˙da (t) is replaced by shifting with position error. This leads to the
following discrete time version:
V da (k + 1) = Φ
T
a (k + 1)
[
Φa(k + 1)Φ
T
a (k + 1)
]−1[
J˙da (k + 1) + ΛaJa,e (k + 1)
]
,
where position error Ja,e (k+1) , Jda (k+1)− Ja(k+1) and Λa is a gain matrix with ap-
propriate dimension. This in turn leads to the desired velocity vector for multiple different
tasks a, b, c, etc.†:
V d(k + 1) = V da (k + 1) +
[
I − Φ†a(k + 1)Φa(k + 1)
]
×
{
V db (k + 1) +
[
I − Φ†b(k + 1)Φb(k + 1)
][
V dc (k + 1) + . . .
]}
. (2.31)
†Task priorities are a-priori. Task a is assumed to have the highest priority, then comes
task b, which is followed by task c, etc.
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Using Simpson’s rule for smoother trajectory,
P d(k) =
1
3
∆t
[
V d(k − 1) + 4V d(k) + V d(k + 1)]+ P d(k − 1), (2.32)
where ∆t is the integration time step.
The idea here is that the desired velocity vector for a lower priority task is projected
onto the null space of the desired velocity of the immediately higher one to eliminate its
interference with the higher priority task; see Appendix B for derivation. In this way,
the highest priority task is always fully accomplished, while the immediately lower one is
partially completed by keeping its velocity component perpendicular to the velocity of the
highest priority one, instead of being completely shut down. If there are more tasks, then a
hierarchical structure is enforced based on priorities.
2. Objective Functions
How expected tasks may be integrated and prioritized by the null-space-based approach are
described through a series of objective functions that correspond to the desired behaviors
in the task space in what follows. Some typical formation missions are highlighted.
a. Collision Prevention
In most work on rigid formation keeping, such as [41], a key point is that random ini-
tial conditions do not guarantee the avoidance of inter-agent collision during the transient
phase before stabilizing into a formation pattern. A new collision prevention mechanism is
introduced here to resolve this issue.
Define the following objective function of collision avoidance for robot i
Jcp =
n∑
j=1
j 6=i
ln(µ||Pj − Pi||2), (2.33)
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where || || denotes Euclidean norm, and µ ∈ R+ is used to adjust the internal distances
between robots for a given desired objective function value Jdcp , dcp ∈ R+. We obtain
Φcp =
[
∂Jcp
∂X1
∂Jcp
∂Y1
. . . ∂Jcp
∂Xi
∂Jcp
∂Yi
. . . ∂Jcp
∂Xn
∂Jcp
∂Yn
]
,
where
∂Jcp
∂Xj
=


2(Xj−Xi)
||Pj−Pi||2
if j 6= i,
−2∑nk 6=i
k=1
Xk−Xi
||Pk−Pi||2
otherwise,
and
∂Jcp
∂Yj
=


2(Yj−Yi)
||Pj−Pi||2
if j 6= i,
−2∑nk 6=i
k=1
Yk−Yi
||Pk−Pi||2
otherwise.
The above proposed objective function is inspired by the logarithmic barrier approach,
which was first proposed in [42] and further developed in [43,44]. This method transforms
the nonlinearly constrained optimization problem into an unconstrained one by construct-
ing a sequence of logarithmic barrier functions. Notice here that the objective function,
which one may label the logarithmic two-body potential, is built with regard to each robot
by adding up all the distances between it and the other robots rather than distinguishing the
internal distances between two robots one pair at a time. We know if any two robots occupy
the same spot at the same time, then collision would occur and the objective function of
collision avoidance Jcp, defined in (2.33), would go infinity. As illustrated in Section C as
follows, a proper control gain for collision prevention, Λcp, can drive and confine Jcp to a
given desired finite value dcp. Thus this prevents robots from colliding each other. This
treatment can also tremendously lower the computational burden, especially with a very
large number of robots, and is favorable for real-time implementation. In most practical
circumstances, the ultimate internal distances between each pair of robots are not required
to be accurately constrained to be at certain fixed values to achieve rigid formation. The
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above objective function secures the in-between distances to be non-zero and within a cer-
tain range to ensure that collisions would not happen. Meanwhile, the proposed objective
function also guarantees that no robot would escape from the team so that they can work
cooperatively as a whole to conduct given tasks effectively and efficiently.
b. Obstacle Avoidance
The objective function of robot i for obstacle avoidance is defined as the distance between
it and the obstacle
Ji,oa= ||Pi − Po||, (2.34)
where Po is the position vector of the obstacle. Then Φoa = eiT and Φ†oa = ei, where
ei ,
Pi−Po
Ji,oa
. The desired objective function value is specified as Jdi ,oa , do ∈ R+, which
is both the desired objective function value and the threshold to activate the task to achieve
obstacle avoidance.
Note that the objective function for obstacle avoidance is built individually for each
robot and is not an objective function for the whole multi-robot system, and it is activated
solely in the bounded sensing region of each individual robot. One of the attractive features
of the above obstacle avoidance scheme is its ability to sufficiently avoid obstacles, as long
as the obstacle is detected by any one of the robots.
c. Mean of Formation
The overall multi-robot system is taken into consideration here by defining the following
mean of formation function
Jcm = P¯ , [X¯ Y¯ Z¯]
T ,
1
n
n∑
i=1
Pi. (2.35)
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Accordingly, Φcm = 1n [I1 . . . Ii . . . In]3×3n where Φ
†
cm = nΦ
T
cm and Ii denotes identity
matrix. Jdcm , P¯ d , [X¯d Y¯ d Z¯d]T is the desired objective function value.
By defining the above objective function as the center of mass, the whole multi-robot
system can be regulated to a target position or made to track a predefined trajectory. In
other words, it lends itself to local control of the multi-robot system.
d. Variance of Formation
Define variance objective function, Jv, as
Jv =
1
n
n∑
i=1
(Pi − P¯ )2. (2.36)
Then, Φv = 2n
[
S1 . . . Si . . . Sn
]
,
where Si ,

Xi − X¯ 0
0 Yi − Y¯

 .
Also Φ†v = 2n
[
N1 . . . Ni . . . Nn
]T
,
where Ni ,


Xi−X¯∑n
i=1(Xi−X¯)
2 0
0 Yi−Y¯∑n
i=1(Yi−Y¯ )
2

 .
By changing the desired objective function, Jdv ∈ R2×1, the diffusion of the multi-
robot system will vary accordingly, namely, how big is the formation or to what extent to
deploy the multi-robot system.
e. Rigid Formation
Denote Pr , [r1 . . . ri . . . rn]T , where ri is the position vector of robot i with respect to the
center of mass of the multi-robot system. Then define the following objective function for
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rigid formation task,
Jr , (Pr


1
0
0

)⊗


1
0
0

+ (Pr


0
1
0

)⊗


0
1
0

+ (Pr


0
0
1

)⊗


0
0
1

− P¯ ⊗ U3n×1, (2.37)
where ⊗ denotes Kronecker product and U is unit matrix.
In this case,
Φr =


Mn×n On×n On×n
On×n Mn×n On×n
On×n On×n Mn×n

 , where M , In×n −
1
n
Un×n.
The desired objective function is specified as Jdr ∈ R3n×1. Then it is said that the multi-
robot system converges to formation Jdr (t)⊗

1
0

, if Jr(t)⊗

1
0

+ ddt
{
Jr(t)⊗

0
1


}
−
Jdr (t)⊗

1
0

→ 0, as t→∞.
Additionally, through varying the desired objective function, formation reconfigura-
tion can be thus accomplished.
f. Chasing
Chasing can be achieved by combining the following two sub-tasks.
(a) Circle Formation Define this objective function as an n× 1 vector,
Jc =
[
. . . , 1
2
(Pi − Pc)T (Pi − Pc), . . .
]T
, (2.38)
where Pc is the position vector of the center of the circle. Then, Φc = blockdiag(. . . , (Pi−
Pc)
T , . . .) and Φ†c = blockdiag(. . . , Pi−Pc(Pi−Pc)T (Pi−Pc) , . . .), which is n× 2n and 2n× n diag-
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onal matrix, respectively. The desired objective function is Jdc , rˆ22 Un×1, where rˆ ∈ R+ is
the desired circle radius.
(b) Regular Polygon Formation Similarly, define the objective function as
Jrp = ||Pn − P1||2 +
n−1∑
i=1
||Pi+1 − Pi||2. (2.39)
Accordingly, Φrp is a 1× 2n row vector,
Φrp = 2


(P1 − P2)T + (P1 − Pn)T
(P2 − P1)T + (P2 − P3)T
.
.
.
(Pi − Pi−1)T + (Pi − Pi+1)T
.
.
.
(Pn−1 − Pn−2)T + (Pn−1 − Pn)T
(Pn − Pn−1)T + (Pn − P1)T


T
.
The desired objective function is defined as Jdrp , n
[
2Rsin(π
n
)
]2
, where R ∈ R+ is the
circumradius.
Consequently, by incorporating the above defined objective function, mean of forma-
tion, a moving target can be successfully chased and caught.
For formation control purposes, a two-layer hierarchical architecture is proposed; see
Fig. 2. The tracking controller is the bottom layer, whereas the trajectory planner is the
top layer. Based on the defined task objective functions and the multi-task fusion scheme,
the trajectory planner generates motion reference inputs for the tracking controller. Thus,
complex missions of a team of robots may be successfully achieved.
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Fig. 2. A framework for formation control
C. Case Studies
In this section, as an immediate illustration and application of the proposed methodology,
a series of realistic case studies are presented to verify the effectiveness of the introduced
framework for formation control and also the incorporated dynamics modeling and tracking
control design strategies. The parameters of the nonholonomic robotic system and also the
selected control gains are listed in Tables I and II, respectively.
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Table I. Parameters of the robotic system
mr 32 kg
mw 1 kg
dr 1.5 m
dw 0.3 m
l 0.6 m
Ir 15.625 kgm2
Ip 0.005 kgm2
Id 0.0025 kgm2
Case 1:
In this case study, from any initial distribution, multiple robots are required to arrange them-
selves into a desired regular polygon pattern and track a circular trajectory while avoiding
both inter-agent collisions and obstacles in the environment.
Figure 3 shows three robots that are randomly posed around origin area (plus sign)
successfully accomplish the tracking circle task (dashdot line) without any inter-agent col-
lision, even during the transient phase before stabilizing into formation. Furthermore, an
external obstacle (solidline) is avoided when it is present, and trajectory tracking is lowered
from the 2nd to the 3rd priority. Collision avoidance is always assigned the highest prior-
ity. Figure 4 shows the internal distances between robots, which illustrates that the three
robots, while tracking the circular reference trajectory, approximately form an equilateral
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Table II. Selected control gains
K

810 0 12.6 0
0 810 0 12.6


Collision Prevention, Λcp 10
Obstacle Avoidance, Λoa 10
Mean of Formation, Λcm I2×2
Variance of Formation, Λv 0.2I2×2
Rigid Formation, Λr 0.1I10×10
Circle Formation, Λc I3×3
Regular Polygon Formation, Λrp 1
triangle. Note that even when avoiding the obstacle the internal distances are bounded
within a certain range: The lower bound prevents collision, and the upper bound constrains
the formation to be in cohesion and guarantees no robot would escape from the team.
This result demonstrates the effectiveness of the proposed collision-prevention approach.
Smooth curves in Fig. 5 are the transients of the right and left control inputs of each robot.
This satisfactory performance demonstrates the effectiveness of the above tracking control
design.
The proposed framework is scalable. One simulation with ten robots in an obstacle-
free environment is shown in Fig. 6. A change in the tasks gives a more interesting ob-
servation as shown in Fig. 7, where each robot travels along its own circle while simul-
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Fig. 3. Three robots track a circle avoiding inter-agent collision and external obstacle.
taneously forming a rigid circle formation (dashed line) whose center tracks the desired
circular trajectory (dashdot line). Although it is desirable that multi-robot systems should
self-organize themselves into fixed patterns, it is practically more beneficial to accommo-
date scenarios that some robots can loiter around their equilibrium states to acquire more
sensor readings. Such enhanced sensor network capability can be achieved by averaging
the measured data as they cover their local neighborhood multiple times.
Case 2:
Two snapshots (Fig. 8) give an appealing and practically meaningful case–chase a moving
target. Three robots (solid circles) cooperatively and approvingly steer themselves such
that their center of mass always falls onto the moving quarry (plus sign). At the same time
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Fig. 4. Internal distances between robots
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Fig. 5. Control input torques
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Fig. 6. Ten robots track a circle avoiding inter-agent collision (dcp = 10 and µ = 0.1).
the ”net”, the circle on which the three robots uniformly distribute, is gradually drawn in
until the prey is captured.
In this case study, three of the above defined objective functions are applied: mean of
formation, circle formation and regular polygon formation. The priorities are also assigned
in this order.
Case 3:
In dynamic environments, especially when passing through certain areas, members of the
robot team may need to change their relative positions in formation in order to avoid haz-
ards, subsequently resuming the deployment pattern as needed. Such a scenario is illus-
trated in Fig. 9. A team of robots adaptively congregate themselves to tunnel through when
27
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Fig. 7. Ten robots track a circle forming a rigid circle formation (dcp = 100 and µ = 1).
moving forward. Figure 10 shows the smooth gradual transient response of the objective
function, Jv, relative to the desired one (solid line).
Case 4:
In this simulation, multiple robots are required to track pre-specified spatial paths while
both reconfiguring inter-robot formation patterns and avoiding obstacles. Formation re-
configuration is demonstrated in the snapshots of five robots’ motion evolvement (Fig. 11-
Fig. 15). While their center of mass tracks a sinusoid curve, they start from point formation,
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Fig. 8. Chasing a moving target: (a) t=5.15 sec, and (b) t=15.84 sec.
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Fig. 9. Six robots pass a tunnel.
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Fig. 10. Objective function of variance of formation
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then change to wedge, followed by line and pentagon patterns‡. Furthermore, obstacles are
properly avoided. In terms of task priority, obstacle avoidance is assigned the highest, then
tracking, which is followed by formation reconfiguration.
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Fig. 11. Point formation (t=6 sec).
‡The desired formation pattern is predefined by expressing each robot’s position vector
relative to the center of mass.
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Fig. 12. Wedge formation (t=18 sec).
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Fig. 13. Line formation before colliding with obstacle (t=26.57 sec).
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Fig. 14. Line formation after avoiding obstacle (t=27.76 sec).
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Fig. 15. Pentagon formation (t=37.4 sec).
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CHAPTER III
MULTI-TASK FORMATION CONTROL OF MULTI-ROBOT SYSTEMS WITH
DYNAMICS UNCERTAINTIES AND CONTROL TIME-DELAYS
For practical implementation of the formation control framework developed in the previous
chapter, we propose in this chapter a systematic and provable design procedure for control-
ling collective motion of multi-robotic systems subject to dynamics modeling uncertainties
and control input time-delays. First, modeling uncertainties and input time-delays are intro-
duced into this class of time-varying nonlinear systems (2.12)-(2.13). After transforming
into a perturbed system, a robust compensation tracking controller is proposed and justi-
fied based on Lyapunov stability theorem. The compensated system effectively suppresses
the perturbation effects to guarantee robust stability with tracking errors exponentially con-
verging to a bounded residual set.
A. Robust Tracking Control
To make the problem more realistic, during the following remodeling and robust control de-
sign, modeling uncertainties and control time-delays are brought into the previously treated
nominal system (2.12)-(2.13):
x˙(t) =
[
f(x(t))+ △ f(x(t))
]
+
[
g(x(t))+ △ g(x(t))
]
u(t− τ)
, f(x(t)) + g(x(t))u(t− τ) + Σ(x(t), u(t− τ)), (3.1)
y(t) = h(x(t)), (3.2)
where Σ(x(t), u(t − τ)) ,△ f(x(t))+ △ g(x(t))u(t − τ) and τ is time constant. This is
similar in spirit to early work in [45], which investigated output tracking control of this
class of nonlinear systems with mismatched uncertainties. But it did not consider input
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time-delays.
First, the external dynamics are obtained as
ζ˙1(t) =
∂δ1
∂x
dx
dt
=
∂h
∂x
dx
dt
=Lfh(x(t)) = δ2(x(t)) = ζ2(t), (3.3)
.
.
.
ζ˙ρ−1(t) =
∂δρ−1
∂x
dx
dt
=
∂Lρ−2f h
∂x
dx
dt
=Lρ−1f h(x(t)) = δρ(x(t)) = ζρ(t), (3.4)
ζ˙ρ(t) =
∂δρ
∂x
dx
dt
=
∂Lρ−1f h
∂x
dx
dt
=Lρfh(x(t)) + LgL
ρ−1
f h(x(t))u(t). (3.5)
The internal dynamics are as the following:
η˙j(t) =
∂δk
∂x
(f(x(t)) + g(x(t))u(t))
=Lfδj(x(t)) + Lgδj(x(t))u(t)
=Lfδj(x(t)), j = ρ+ 1, ρ+ 2, · · · , n. (3.6)
Thus, the transformed nominal system has the following state space representation: Thus,
combining equations (3.3)-(3.6) the transformed nominal system has the following state
space representation:
ζ˙i(t) =ζi+1(t), i = 1, 2, · · · , ρ− 1 (3.7)
ζ˙ρ(t) =L
ρ
fh(x(t)) + LgL
ρ−1
f h(x(t))u(t), (3.8)
η˙j(t) =Lfδj(x(t)), j = ρ+ 1, ρ+ 2, · · · , n (3.9)
y(t) =ζ1(t), (3.10)
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where ζ(t) ∈ Rmρ and η(t) ∈ Rn−mρ. Note that m is the dimension of output y(t).
Accordingly, the linearized nonlinear state feedback control law can be derived as
u(t) =
[
LgL
ρ−1
f h(x(t))
]−1[− Lρfh(x(t)) + vˆ(t)], (3.11)
where vˆ(t) is the newly introduced control to be designed for signal tracking. Applying the
above transformation and control design to the perturbed system (3.1)-(3.2) yields
ζ˙1(t) =ζ2(t) +
∂h(x(t))
∂x(t)
(Σ(x(t), u(t− τ))) (3.12)
.
.
.
ζ˙ρ−1(t) =ζρ(t) +
∂Lρ−2f h(x(t))
∂x(t)
(Σ(x(t), u(t− τ))) (3.13)
ζ˙ρ(t) =vˆ(t) +
∂Lρ−1f h(x(t))
∂x(t)
[
Σ(x(t), u(t− τ))
+ g(x(t))(u(t− τ)− u(t))] (3.14)
η˙1(t) =Lfδ1(x(t)) +
∂δρ+1
∂x(t)
(Σ(x(t), u(t− τ)))
,p1(ζ(t), η(t)) +
∂δρ+1
∂x(t)
(Σ(x(t), u(t− τ))) (3.15)
.
.
.
η˙n−ρ(t) =Lfδn−ρ(x(t)) +
∂δn
∂x(t)
(Σ(x(t), u(t− τ)))
,pn−ρ(ζ(t), η(t)) +
∂δn
∂x(t)
(Σ(x(t), u(t− τ))) (3.16)
Namely,
ζ˙ = A¯ζ + B¯v+ △ Ω(x, u, u(t− τ)), (3.17)
η˙ = p(ζ, η)+ △ Ψ(x, u(t− τ)), (3.18)
y = C¯ζ, (3.19)
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where B¯ =
[
0 0 · · ·1
]T
∈ Rρ×1, C¯ =
[
1 0 · · ·0
]
∈ R1×ρ,
A¯ =


0 1 0 · · · 0
0 0 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · 1
0 0 0 · · · 0


∈ Rρ×ρ, △ Ψ =


∂δρ+1
∂x
Σ(x, u(t− τ))
.
.
.
∂δn
∂x
Σ(x, u(t− τ))

 ,
△ Ω =


∂h(x)
∂x
Σ(x, u(t− τ))
.
.
.
∂L
ρ−2
f
h(x)
∂x
Σ(x, u(t− τ))
∂L
ρ−1
f
h(x)
∂x
[
Σ(x, u(t− τ)) + g(x)(u(t− τ)− u(t))]


.
Note that △ Ψ ∈ R(n−ρ)×1 and △ Ω ∈ Rρ×1.
For tracking control purpose, we define tracking errors as ei , ζi−r(i−1) ∈ Rm where
r is reference trajectory and i = 1, 2, · · · , ρ. Then
e˙ = A¯e + B¯(vˆ − r(ρ))+ △ Ω, (3.20)
η˙ = p(ζ, η)+ △ Ψ. (3.21)
Control vˆ(t) was postulated as follows
vˆ = r(ρ) − c1e1 − c2e2 − · · · − cρeρ + ua, (3.22)
where c1, · · · , cρ are chosen such that sρ + cρsρ−1 + · · · + c2s + c1 is a Hurwitz polyno-
mial with the resulting closed system (A¯c, B¯) controllable. Here s is the Laplace operator.
Notice that in order to compensate perturbations, an additional robust control term ua(t) is
brought in.
37
Hence, we obtain the closed-loop system as follows:
e˙ = A¯ce+ B¯ua+ △ Ω(x, u, u(t− τ)), (3.23)
η˙ = p(ζ, η)+ △ Ψ(x, u(t− τ)), (3.24)
where
A¯c ,


0 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 1
−c1 −c2 · · · −cρ


∈ Rρ×ρ.
The robust control objective is to design a robust feedback control law such that despite
the effects of perturbations resulting from system uncertainties and input time-delays, the
desired output trajectories of the closed-loop system are still achieved while maintaining
the boundedness of all signals. To this end, it is known that if (A¯c, B¯) given in system
(3.23) is controllable, then for any symmetric positive definite matrix (spdm) Q ∈ Rmρ×mρ
the algebraic Riccati equation
A¯Tc P + PA¯c +Q− γP B¯B¯TP = 0 (3.25)
has a solution P ∈ Rmρ×mρ, which is also a spdm. Then this particular matrix is utilized to
propose the following local state feedback controller:
ua = −k¯γB¯TPe, (3.26)
where the decentralized control gain k¯ satisfies
k¯ =
1
2
+
3∑
i=1
κi (3.27)
and depends on dynamics uncertainties, which will be addressed in the following.
Before stating the main theorem, the following conditions are given.
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(C1): The trajectory planner guarantees the reference signal r(t) and its first ρ deriva-
tives are all uniformly bounded by Br ∈ R+, namely, ||r(i)(t)|| 6 Br, for i = 0, 1, · · · , ρ.
Then
||ζi|| 6 ||ei||+Br. (3.28)
(C2): As discussed above, the internal dynamics η(t) in nominal system (2.12) is
stable. Moreover, by Lyapunov converse theorem [39], assume there exists a Lyapunov
function Vi(t) : Rn−ρ → R+ that for some χi > 0 (i = 1, ..., 4) satisfies
χ1||η(t)||2 6 Vi(η(t)) 6 χ2||η(t)||2, (3.29)
Vi(η(t))
η(t)
p(0, η(t)) 6 χ3||η(t)||2, (3.30)
||Vi(η(t))
η(t)
|| 6 χ4||η(t)||2. (3.31)
(C3): For uncertainty terms △ Ω and △ Ψ, unlike most work on control of time-delay
systems where matched conditions are a prerequisite, here we only assume less conserva-
tive mismatched conditions. Suppose there exist κi, ǫi ∈ R+(i = 1, 2, 3) such that
||2P △ Ω(x, u, u(t− τ))|| 6 κ1||ζ ||+ κ2||η||+ κ3, (3.32)
|| △ Ψ(x, u(t− τ))|| 6 ǫ1||ζ ||+ ǫ2||η||+ ǫ3, (3.33)
where P is defined in (3.25). Moreover, if p(ζ(t), η(t)) is Lipschitz in ζ(t), then it is known
that the following holds:
||p(ζ(t), η(t))− p(0, η(t))|| 6 L||ζ(t)||, ∀ η(t) ∈ Rn−ρ, (3.34)
where L ∈ R+, a Lipschitz constant of p(ζ(t), η(t)) with respective to ζ(t).
Theorem A.1. For the uncertain nonlinear system (3.1)-(3.2) with control input time-
delays satisfying conditions (C1)-(C3), under control law (3.22) and (3.25)-(3.27) there
exist ς∗ and ǫ∗ for all 0 < 1
2
+ κ1 6 min(
λmin(Q)
2
, ς), κ2 ∈ (0, ς∗] and ǫ2 ∈ (0, ǫ∗2] such that
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the states of the closed loop system (3.23)-(3.24) are uniformly bounded. Furthermore, the
output tracking error e(t) converges to a residual set
Γe , {e(t) ∈ Rmρ|V (e(t)) 6 k−1e be}
where ke ,
λmin(Q)− κ1 − 12
λmax(P )
and be , (κ2Bi)2 + (κ1Br + κ3)2.
Proof. See Appendix C.
As a demonstration and verification of the presented remodeling and robust control
schemes for the perturbed nonholonomic robotic system, the problem of coordinated tra-
jectory tracking is reconsidered. We employ the previously developed two-stage hierarchi-
cal architecture for formation control and incorporate the above dynamics remodeling and
robust tracking control design into the bottom tracking controller layer.
B. Case Study
The lumped nonlinear perturbation in system (3.1) is modeled as
Σ(x(t), u(t− τ)) ,


̟1
̟1
̟2|1− sinψ|
̟2(θ˙R + θ˙L)
̟2(cosψθ˙R + sinψθ˙L)
uR(t− τ)̟2
uL(t− τ)|cosψ|


,
where ̟1 and ̟2 are uncertain parameters that randomly lie within [-0.03 0.03] and [-0.1
0.1], respectively. Sampling period is △ t = 0.1 sec and τ = 6∆t. The selected control
gains are listed in Table III.
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Fig. 16. Three robots track a circle avoiding inter-agent collision and external obstacle
(dcp = 10 and µ = 1): (a) without robust control ua, and (b) with ua.
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Table III. Selected control gains with time-delays
Q 500I4×4
γ 1000
c1 2025
c2 63
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d ij
 
(m
)
t (sec)
d12
d13
d23
Fig. 17. Internal distances between robots
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Fig. 18. Delayed control inputs
As indicated in Fig. 16(a), without augmented robust control ua, the desired forma-
tion mission cannot be achieved. However, by including ua, similar with the scenario of
Case 1 in pervious chapter, figure 16(b) shows that in spite of the appearance of pertur-
bations three robots that are randomly posed around origin area (plus sign) successfully
accomplish the tracking circle task (dashdot line) without any inter-agent collision, even
during the transient phase before stabilizing into formation. Furthermore, an external ob-
stacle (solid line) is avoided when it is present, and trajectory tracking is lowered from the
2nd to the 3rd priority. Collision avoidance is always assigned the highest priority. Fig-
ure 17 shows the internal distances between robots, which illustrates that the three robots,
while tracking the circular reference trajectory, approximately form an equilateral triangle,
though the multi-robotic system is subject to dynamics modeling uncertainties and control
input time-delays. Note that even when avoiding the obstacle the internal distances are
bounded within a certain range: The lower bound prevents collision, and the upper bound
constrains the formation to be in cohesion and guarantees no robot would escape from the
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team. This result demonstrates the effectiveness of the proposed collision-prevention ap-
proach. Smooth curves in Fig. 18 are the transients of the right and left delayed control
inputs of each robot. This satisfactory performance demonstrates the effectiveness of the
Lyapunov-based local robust tracking control design.
C. An Afterthought: Actuator Saturation
Another issue possibly encountered when implementing the formation control algorithm on
real robotic systems is control input saturation. Consequently, this research also considers
an investigation of robust stabilization of a class of large-scale networked robotic systems
subject to multiple time-varying state delays in the interconnections, parameter perturba-
tion uncertainties and also saturated actuators. Decentralized memoryless state feedback
control is studied mainly via the Lyapunov-Krasovskii functional concept. By checking the
Hamiltonian matrix and solving an algebraic Riccati equation, control gain matrix can be
obtained to achieve global asymptotical stability of this class of large-scale interconnected
dynamical systems.
1. Problem Formulation
Consider a class of large-scale multi-robot systems S composed of N robotic subsystems
Si, i = 1, · · · , N , described by the following perturbed linear differential-difference dy-
namic equations with saturated control inputs:
x˙i(t) =Aixi(t)+ △ fi(xi(t), t) +
∑
j∈Ni
Aijxj(t− τij(t))
+Bisat(ui(t))+ △ gi(sat(ui(t)), t), (3.35)
where xi(t) , [PiX PiY P˙iX P˙iY ]T ∈ R4; ui(t) , [ui1(t) ui2(t)]T ∈ R2; △ fi(·) : R4 ×
R→ R4 represents unknown parameter perturbation uncertainties, which can be constant,
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linear, nonlinear, and/or time-varying, but is bounded as || △ fi(xi(t), t)|| 6 αi||xi(t)||,
where αi ∈ R+; τij(t) ∈ R+ is unknown inconsistent state time-delays, occurring while
robot i sensing or communicating with neighboring robot j in order to achieve desired
formation; set Ni refers to the neighboring robots of robot i; sat(ui(t)) ∈ R2 symbolizes
actuator saturation and △ gi(·) : R2 × R → R2 represents perturbed control inputs, which
is bounded as || △ gi(sat(ui(t)), t)|| 6 βi||sat(ui(t))||, where βi ∈ R+;
Ai ,


0 1 0 0
0 a 0 0
0 0 0 1
0 0 0 b


and Bi ,

0 1 0 0
0 0 0 1


T
,
where a, b ∈ R∗; Aij are constant matrices with appropriate dimensions.
Note that in the following analysis, the arguments of functions may be omitted when
no confusion arises.
2. Control Design
The saturation function is defined as follows:
sat(ui(t)) ,


us if us < ui(t) 6 umax,
ui(t) if −us 6 ui(t) 6 us,
−us if −umax 6 ui(t) < −us.
(3.36)
Most of the work considering saturated actuators in the literature simply assumes the non-
linear saturation is inside the sector [0, 1], which leads to conservative results. Here we
consider only a finite part of the actual system operation, i.e., inside the sector [a, 1], where
∗Without loss of generality, here choose a=b=0 to have typical double integrators.
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0 6 a 6 1, as illustrated in Fig. 19. Moreover , this implies
||sat(ui(t))− a + 1
2
ui(t)|| 6 ||a− 1
2
ui(t)||. (3.37)
sat(ui(t))
ui(t)us
-us
-us
us
umax=us/a
arctan(a)-umax=-us/a
sector [a, 1]
sector [0, 1]
Fig. 19. Saturation function sat(ui(t))
For this class of large-scale systems S including delayed states in the interconnections,
the objective is to introduce a decentralized local memoryless state feedback controller
ui = −Kixi for each subsystem Si such that the overall system with parameter pertur-
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bation uncertainties and saturated controls is globally stabilized. Note that the feedback
controller only intends to utilize local delay-free states and does not include any delayed
state information of neighboring robots, thus the requirement of the knowledge of time-
delays is certainly released. Hence, we have the following closed-loop system:
x˙i(t) =(Ai − a+ 1
2
BiKi)xi(t)+ △ fi(xi(t), t)
+
∑
j∈Ni
Aijxj(t− τij(t)) +Bi
[
sat(ui(t))
− a+ 1
2
ui(t)
]
+ △ gi(sat(ui(t)), t). (3.38)
The above equation can be further formulated into
x˙i(t) =(Ai − a + 1
2
BiKi)xi(t)+ △ fi(xi(t), t) +
∑
j∈Ni
Aijxj(t)
−
∑
j∈Ni
Aij
∫ t
t−τij (t)
x˙j(s)ds+Bi
[
sat(ui(t))− a+ 1
2
ui(t)
]
+ △ gi(sat(ui(t)), t)
=(Ai − a + 1
2
BiKi)xi(t)+ △ fi(xi(t), t) +
∑
j∈Ni
Aijxj(t)
−
∑
j∈Ni
Aij
∫ t
t−τij (t)
{
(Aj − a + 1
2
BjKj)xj(s)
+ △ fj(xj(s), s) +
∑
k∈Nj
Ajkxk(s− τjk(s)) +Bj
[
sat(uj(s))
− a + 1
2
uj(s)
]
+ △ gj(sat(uj(s)), s)
}
ds+Bi
[
sat(ui(t))
− a + 1
2
ui(t)
]
+ △ gi(sat(ui(t)), t). (3.39)
Before giving the main theorem, we need the following lemma.
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Lemma [46]: Given the Hamiltonian matrix defined as
H ,

 A BB
T
−γI −AT

 ,where γ > 0.
If
(i) A is Hurwitz, and
(ii) H has no purely imaginary eigenvalues,
then the algebraic Riccati equation
ATP + PAT + PBBTP = −γI (3.40)
always has a symmetric positive definite solution P , where I denotes identity matrix.
Theorem C.1. If the local state feedback gain matrix Ki is selected such that the above
Lemma is satisfied, where
A , [Ai − a + 1
2
BiKi] (3.41)
and
BBT ,
∑
j∈Ni
[
Aij [Aj − a+ 1
2
BjKj] αjAij
√
|Nj|Aij
1− a√
2
||Kj||AijBj βi||Kj||Aij
√
|Ni|In×n
]
, (3.42)
and
γ > 2αi||P ||+ (1− a)||PBi||||Ki||+ 2βi||P ||||Ki||
+
∑
j∈Ni
[
(4τ 2ij + ||Aij||2)pj +
∑
k∈Nj
τ 2ijpj||Ajk||2pk
]
, (3.43)
then the class of large-scale multi-robot systems S, consisting of N subsystems (3.35), is
globally asymptotically stable.
Before proceeding to give the proof of the above theorem, the following conditions
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are needed.
(C1): According to the well-known Razumikhin Theorem [47], defineW (·) , (·)TP (·),
where P is the solution to the algebraic Riccati equation (3.40), and the assumption that
W (xj(t− τij(t))) < q2W (xj(t)),
where q > 1, we obtain
||xj(t− τij(t))|| < qρ||xj(t)||, (3.44)
where ρ ,
√
λmax(P )
λmin(P )
(See Appendix D for derivation). The above condition claims that if
delay-free states are bounded, then the corresponding delayed ones are also bounded.
(C2): ∃ pj , pk > 1, where j ∈ Ni and k ∈ Nj , such that
||xj(t)|| 6pj||xi(t)||, (3.45)
||xk(t)|| 6pk||xj(t)|| 6 pkpj ||xi(t)||. (3.46)
Namely, neighboring robots perform similarly as a whole and do not have great disparity
in motion behaviors.
Proof. To investigate the stability of each closed loop subsystem Si, which contains mul-
tiple state time-delays in the interconnections, introduce a Lyapunov-Krasovskii function
vi(t) of the form:
vi(t) ,x
T
i (t)Pxi(t) + 4
∑
j∈Ni
τij
∫ 0
−τij
∫ t
t+r
xTj (s)xj(s)dsdr
+
∑
j∈Ni
∑
k∈Nj
τij ||Ajk||2
∫ −τjk
−τij−τjk
∫ t
t+r
xTk (s)xk(s)dsdr, (3.47)
where P satisfies equation (3.40) and r < 0.
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With the aid of formula
d
dt
( ∫ b(t)
a(t)
f(z, t)dz
)
=
∫ b(t)
a(t)
∂f(z, t)
∂t
dz + f(b(t), t)
db(t)
dt
− f(a(t), t)da(t)
dt
, (3.48)
differentiating vi along the trajectory of closed system (3.39) yields
v˙i =x˙
T
i (t)Pxi(t) + xi(t)P x˙
T
i (t) + 4
∑
j∈Ni
τij
[
τijx
T
j (t)xj(t)−
∫ t
t−τij
xTj (s)xj(s)ds
]
+
∑
j∈Ni
∑
k∈Nj
τij ||Ajk||2
[
τijx
T
k (t)xk(t)−
∫ t−τjk
t−τij−τjk
xTk (s)xk(s)ds
]
, (3.49)
in which
x˙Ti (t)Pxi(t) + xi(t)P x˙
T
i (t)
=xTi
{[
Ai − (a + 1)BiKi
2
]T
P + P
[
Ai − (a+ 1)BiKi
2
]}
xi
− 2
∑
j∈Ni
xTi PAij
∫ t
t−τij
{
(Aj − a+ 1
2
BjKj)xj(s)
+ △ fj(xj(s), s) +
∑
k∈Nj
Ajkxk(s− τjk(s)) +Bj
[
sat(uj(s))
− a+ 1
2
uj(s)
]
+ △ gj(sat(uj(s)), s)
}
ds+ 2
∑
j∈Ni
xTi PAijxj(t)
+ 2xTi P △ fi + 2x
T
i PBi
[
sat(ui)− a+ 1
2
ui
]
+ 2xTi P △ gi. (3.50)
Moreover, under assumptions || △ fi(xi(t), t)|| 6 αi||xi(t)|| and || △ gi(sat(ui(t)), t)|| 6
βi||sat(ui(t))||, inequality (3.37), and also the inequality, 2ab 6 a2c + cb2, for any a, b ∈ R
50
and c > 0, one obtains
2xTi PAij
∫ t
t−τij
(Aj − a+ 1
2
BjKj)xj(s)ds
6 2
∫ t
t−τij
||xTi PAij(Aj −
a + 1
2
BjKj)||||xj(s)||ds
6 xTi PAij
[
Aj − (a+ 1)BjKj
2
][
Aj − (a+ 1)BjKj
2
]T
ATijPxi
+ τij
∫ t
t−τij
xTj (s)xj(s)ds, (3.51)
2xTi PAij
∫ t
t−τij
△ fj(xj(s), s)ds
6 2
∫ t
t−τij
αj ||xTi PAij||||xj(s)||ds
6 α2jx
T
i PAijA
T
ijPxi + τij
∫ t
t−τij
xTj (s)xj(s)ds, (3.52)
2xTi PAij
∫ t
t−τij
∑
k∈Nj
Ajkxk(s− τjk(s))ds
6 2
∑
k∈Nj
||xTi PAij||
∫ t
t−τij
||Ajk||||xk(s− τjk(s))||ds
6
∑
k∈Nj
[
xTi PAijA
T
ijPxi + τij||Ajk||2
∫ t−τjk
t−τij−τjk
xTk (s)xk(s)ds
]
6 |Nj |xTi PAijATijPxi +
∑
k∈Nj
τij ||Ajk||2
∫ t−τjk
t−τij−τjk
xTk (s)xk(s)ds, (3.53)
where |Nj| denotes the cardinality of the neighboring set Nj of robot j, i.e., the number of
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members of Nj , and the same goes for Ni, which will appear subsequently.
2xTi PAij
∫ t
t−τij
Bj
[
sat(uj(s))− a+ 1
2
uj(s)
]
ds
6 2
∫ t
t−τij
1− a
2
||Kj||||xTi PAijBj ||||xj(s)||ds
6
(1− a
2
)2||Kj||2xTi PAijBjBTj ATijPxi + τij
∫ t
t−τij
xTj (s)xj(s)ds, (3.54)
2xTi PAij
∫ t
t−τij
△ gj(sat(uj(s)), s)ds
6 2xTi PAij
∫ t
t−τij
βi||uj(s)||ds
6 2
∫ t
t−τij
βi||Kj||||xTi PAij||||xj(s)||ds
6 β2i ||Kj||2xTi PAijATijPxi + τij
∫ t
t−τij
xTj (s)xj(s)ds, (3.55)
2
∑
j∈Ni
xTi PAijxj(t)
6 2
∑
j∈Ni
||xTi PAij||||xj(t)||
6
∑
j∈Ni
(
xTi PPxi + ||Aij||2||xj(t)||2
)
= |Ni|xTi PPxi +
∑
j∈Ni
||Aij||2||xj(t)||2, (3.56)
2xTi P △ fi 6 2αi||xTi P ||||xi|| 6 2αi||P ||||xi||2, (3.57)
2xTi PBi
[
sat(ui)− a+ 1
2
ui
]
6 (1− a)||xTi PBi||||Kixi|| 6 (1− a)||PBi||||Ki||||xi||2, (3.58)
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2xTi P △ gi 6 2βi||xTi P ||||Kixi|| 6 2βi||P ||||Ki||||xi||2. (3.59)
Then,
v˙i 6x
T
i
{[
Ai − (a+ 1)BiKi
2
]T
P + P
[
Ai − (a + 1)BiKi
2
]}
xi
+
∑
j∈Ni
{
xTi PAij
[
Aj − (a+ 1)BjKj
2
][
Aj − (a + 1)BjKj
2
]T
× ATijPxi + α2jxTi PAijATijPxi + |Nj|xTi PAijATijPxi
+
(1− a
2
)2||Kj||2xTi PAijBjBTj ATijPxi
+ β2i ||Kj||2xTi PAijATijPxi + (4τ 2ij + ||Aij||2)||xj(t)||2
+
∑
k∈Nj
τ 2ij ||Ajk||2||xk||2
}
+ |Ni|xTi PPxi
+
[
2αi||P ||+ (1− a)||PBi||||Ki||+ 2βi||P ||||Ki||
]||xi||2. (3.60)
Based on equations (3.40)-(3.42), it follows that
v˙i 6
∑
j∈Ni
[
(4τ 2ij + ||Aij||2)||xj||2 +
∑
k∈Nj
τ 2ij ||Ajk||2||xk||2
]
+
[− γ + 2αi||P ||+ (1− a)||PBi||||Ki||+ 2βi||P ||||Ki||]||xi||2. (3.61)
(C2) implies
v˙i 6 −w||xi||2, (3.62)
where
w ,γ − 2αi||P || − (1− a)||PBi||||Ki|| − 2βi||P ||||Ki||
−
∑
j∈Ni
[
(4τ 2ij + ||Aij||2)pj +
∑
k∈Nj
τ 2ijpj||Ajk||2pk
]
. (3.63)
Accordingly, in light of Razumikhin Theorem [47], if (3.43) holds, then the global asymp-
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totical stability of this class of large-scale dynamical systems S can be immediately follows
from defining Lyapunov function V (x, t) ,
∑N
i=1 vi. This completes the proof.
Feedback linearization techniques generally require accurate plant models to achieve
exact linearization. However, there inevitably exist uncertainties in the constructed models
of physical systems. Furthermore, in practice it is almost impossible to have noise and
latency free data channels. To this end, as a further development of the previous chapter, a
methodology for a class of nonholonomic nonlinear systems subject to dynamics modeling
uncertainties and control input time-delays is presented. A robust compensation tracking
controller is then developed and justified based on Lyapunov stability theorem. The com-
pensated system effectively suppresses the perturbation effects to guarantee robust stability
with tracking errors exponentially converging to a bounded residual set. The problem of
robust stabilization of large-scale networked multi-robot systems subject to multiple state
time-varying delays in the interconnections, saturated actuators and also parameter pertur-
bation uncertainties is also investigated. Decentralized memoryless state feedback control
is studied mainly via the Lyapunov-Krasovskii functional concept. By checking the Hamil-
tonian matrix and solving an algebraic Riccati equation, the control gain matrix can be
obtained to achieve global asymptotical stability of this class of large-scale interconnected
dynamical systems.
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CHAPTER IV
FINITE-TIME SETTLING REAL-TIME FORMATION CONTROL OF MULTI-ROBOT
SYSTEMS
Considered is the problem of formation keeping and reconfiguration under individual agent
constraints and formation requirements. A motion planning algorithm which takes into ac-
count all constraints in real time computes appropriate reference trajectories to be followed
by each agent over a small time interval. Piecing together such reference trajectory seg-
ments defines the trajectories over the entire time horizon. The accuracy of the reference
trajectories computed in this manner depends on the requirement that the state of the sys-
tem is accurately known at the beginning of each time step. Consequently, if such reference
trajectory computations are to be utilized in real-time tracking then it is imperative that the
tracking errors be zero at the end of the computation time segment. Since such compu-
tation time intervals are small the system controls should be such that the tracking errors
are driven to zero within that short time interval. This necessarily calls for a very short
settling time. This in turn calls for finite-time settling controllers which necessarily means
that the control strategies must have nonlinear features. This requirement is fairly obvious
because it is well-known that systems under linear control converge asymptotically∗, that
is, the closer to the target, the slower the convergence, and reach equilibria in infinite time.
Thus when high precision (namely, system performance at equilibria) and stringent settling
time are required, controllers enabling asymptotic stability may not perform adequately.
Some nonlinear controls, e.g., sliding mode control as the main mode of variable structure
control resorting to discontinuous control laws have the ability to drive systems to steady
state in finite time [48]. But one of the weaknesses of sliding mode control is the chatter-
∗This also applies even for some nonlinear controls, e.g., the tracking controller de-
signed in Chapter II.
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ing that occurs with the control input switching at high frequency when imperfections are
present, and in certain applications this can be very detrimental [49]. Researchers in the
control community have already realized these issues and have studied finite-time control,
e.g., [24, 50]. Very recently Nersesov, Haddad and Hui provided a general framework for
finite-time stability analysis based on vector Lyapunov functions [51].
In Chapter II the tracking control design did not take the ever present model uncer-
tainties into consideration. Thus, as alluded to above this chapter focuses on the problem
of real-time formation tracking controls in a receding horizon setting for multiple robots
under uncertainties and entails the study of designing robust control laws such that, over
each time interval tracking errors are driven down to zero adequately fast in the presence of
uncertainties. The key idea here is that if at the beginning of each time step the reference
and actual trajectories are aligned, at the end of the time step they are again aligned. Even
if they diverge in between, convergence to a desired formation can be anticipated. Conse-
quently, we strive to make the settling time of the controlled system finite and not longer
than the predefined reference trajectory segment computing time interval, while making
tracking errors go to zero by the end of the segment. This way the next segment of the
reference trajectory can be properly initialized to go into the trajectory computation algo-
rithm. As a result, the desired motion evolution of multi-robot systems can still be ensured
in spite of the ever present system uncertainties.
A. Preliminaries
In this section, inspired by work [52] finite-time settling control strategies are introduced
to achieve zero formation tracking errors over each time interval for multi-robot systems
under uncertainties by employing effective control laws with fractional powers as discussed
below.
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Consider the class of nonlinear systems,
x˙ = −αsgn(x)|x| pq , x ∈ R, (4.1)
where α > 0, sgn(.) denotes signum function, and p, q are rational numbers of the form
2m+ 1
2n+ 1
, m < n and m,n ∈ Z+ ∪ {0}. (4.2)
It is apparent that, if x(t0) > 0, x(t) monotonically decreases until it becomes zero when
time t reaches a certain value and remains zero value thereafter. On the other hand, if
x(t0) < 0, x(t) monotonically increases until it settles at zero equilibrium after the same
finite time. Obviously this is better than asymptotic behavior, which would never die out
until infinite time. So we say that system (4.1) is finite-time stable, which is defined as
follows [24, 53].
Definition 1. Consider the system
x˙ = f(x), with f(0) = 0, x ∈ Rn, (4.3)
where f : D → Rn is continuous with respect to x in an open neighborhood D ⊆ Rn of
origin. x(x0, t) is a solution of system (4.3) with initial condition x0 ∈ R at t = t0. It is
said that system (4.3) is finite-time stable if there exists a nonempty neighborhood of origin
N ⊆ D in Rn such that:
(i) there exists a function T (x) : N\{0} → R > 0 such that if x0 ∈ N\{0} then x(x0, t)
is defined (and particularly unique) on [t0 T (x0)]. Moreover, x(x0, t) ∈ N\{0} for
all t ∈ [t0 T (x0)], limt→T (x0) x(x0, t) = 0, and x(x0, t) = 0 for all t > T (x0). Thus
T is called the settling-time function of system (4.3);
(ii) denote Bn as the open unit ball in Rn, ∀ ǫ > 0, there exists δ(ǫ) > 0, for every
x0 ∈ [δ(ǫ)Bn\{0}] ∩ D, x(x0, t) ∈ ǫBn for all t ∈ [t0 T (x0)]. In addition, the
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system is said to be globally finite-time stable at origin if it is finite-time stable with
N = D = Rn.
Actually given every initial condition R\{0}, as shown in [50] nonlinear systems (4.1)
has a unique solution and can be analytically solved as:
x(t) =


sgn(x(t0))[x(t0)
q−p
q − α(1− p
q
)(t− t0)]
q
q−p if t0 6 t 6 t0 + qx(t0)
q−p
q
α(q−p)
,
0 if t > t0 + qx(t0)
q−p
q
α(q−p)
.
(4.4)
It is clear that according to the above definition system (4.1) is globally finite-time stable
at the origin and the settling-time function is determined by
T (x) = t0 +
qx(t0)
q−p
q
α(q − p) . (4.5)
0 2 4 6 8 10
−8
−7
−6
−5
−4
−3
−2
−1
0
1
2
t (sec)
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xdot(numerical solution)
analytical solution
Fig. 20. Simulation of x˙ = −sgn(x)|x| 13 with initial condition x(0) = −8
Figure 20 shows a typical example of this class of nonlinear system and further verifies
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this observation. One can see that the system is ”locked” to zero at T = 6 sec and thereafter.
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xdoubledot
Fig. 21. Simulation of x¨ = −x˙ 13 − x 35 with initial conditions x(0) = 3 and x˙(0) = −10
For a second order system, for example,
x¨ = −x˙ 13 − x 35 , (4.6)
indeed as shown in Fig. 21 it also settles down in finite time.
Furthermore, according to Theorem 4.2 of [24], it can also be asserted that this one
dimensional system is finite-time stable through using Lyapunov function V (x) = x2
2
.
Indeed, we have for all x ∈ R,
V˙ (x) = xx˙ = −αsgn(x)x|x| pq = −α|x| q+pq = −α2 q+p2q V (x) q+p2q , with q + p
2q
∈ [0 1].
It should be noted that there is a close relationship between finite-time settling system
(4.1) and time optimal control. As in [54] it is well established that the time optimal control
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for the double integrator system
x˙1 = x2, x˙2 = u, |u| 6 1
can be designed as
u = sgn(Ξ(x))
where x , [x1 x2]T and
Ξ(x) =


ζ(x) = x1 +
1
2
x2|x2| if ζ(x) 6= 0,
x2 otherwise,
where function ζ(x) = 0 describes the arc on which the system trajectory will reach zero.
If odd numbers p and q in (4.1) are very large such that p
q
≈ 1
2
and β = 2
p
q , replacing x
with x1 yields
x˙1 + 2
p
qx1
p
q = 0,
which is equivalent to
x2 + 2
p
qx1
p
q = 0⇒ x1 + 1
2
x2
q
p ≈ x1 + 1
2
x2|x2| = ζ(x) = 0.
Hence, the finite-time settling system (4.1) can be used to approximate the time optimal arc
for the double integrator system with any accuracy regardless of the sign of x2.
Note that for p and q satisfying (4.2) and x < 0, sgn(x)|x| pq is different from x pq . This
is because the fractional power p
q
may lead to the term x
p
q /∈ R, which results in x˙ /∈ R.
However, sgn(x)|x| pq does not have this issue.
Consider the Jacobian of system (4.1) around the equilibrium x = 0, i.e.,
J =
∂x˙
∂x
= −αp
q
1
|x| q−pq
→ −∞,when x→ 0,
which indicates that with such an infinitely large negative ”slope” at origin the system tra-
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dx/dt
0
γ>1
γ<1
γ=1
x
Fig. 22. Phase flows in the neighborhood of equilibrium for x˙ = −αsgn(x)|x|γ
jectory will converge to the equilibrium with an infinitely large speed. Namely, the closer
to the equilibrium, the faster the convergence rate. The introduction of the nonlinear term
sgn(x)|x| pq improves the convergence toward the equilibrium and leads to finite-time con-
vergence. As illustrated in Fig. 22 it can be observed that when x is at a threshold distance
away from the equilibrium, system (4.1) does not prevail over its linear counterpart (setting
p = q), since the term sgn(x)|x| pq tends to reduce the magnitude of convergence rate before
reaching the threshold distance from origin. One immediate solution is to introduce
x˙ = −αx− βsgn(x)|x| pq , α, β > 0. (4.7)
When x is far away from the equilibrium zero, system (4.7) can be approximated with
x˙ = −αx, whose exponential convergence when far away from zero is well understood.
When close to the origin, the dominant dynamics turns into x˙ = −βsgn(x)|x| pq , which has
finite-time settling robustness as discussed above.
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More precisely, one can solve (4.7) analytically. The exact time to reach origin, T , is
determined by
T (x) = t0 +
q
α(q − p) ln
αx(t0)
q−p
q + β
β
. (4.8)
Hence, the appealing finite-time convergence characteristic features of this class of
nonlinear systems (4.7) are incorporated into the formation control design under uncertain-
ties to enable reference tracking with the requirement that tracking errors be zero by the
end of each time horizon over which a segment of reference trajectory is generated.
Based on the analysis in [55], the following lemma is used for the subsequent expo-
nential finite-time stability analysis.
Lemma A.1. Suppose there exists a continuous function W (x(t), t) on an open connected
set, namely, W (x(t), t) : D ∈ R2 → Y ∈ R. Assume that given an initial value x(t0) = x0,
the scalar equation
x˙(t) =W (x(t), t)
has a unique solution x(x0, t) on t ∈ [t0, t1). Continuous function V (t) is a solution to the
according differential inequality
V˙ (t) = W (V (t), t), V (t0) = V0
for t ∈ [t0 t1). If V0 6 x0, then V (t) 6 x(t) for all t ∈ [t0 t1).
It is well-known that the classical Lyapunov stability theory is only applicable to a
system whose solution from any initial condition is unique. A sufficient condition for the
existence of a unique solution to the nonlinear differential equation x˙ = f(x) is that the
function f(x) is locally Lipschitz continuous. Such a nonlinear system can at best have
asymptotic convergence behavior. Based on the above discussion, we present the following
theorem that states the sufficient conditions for exponential finite-time stability.
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Theorem A.2. Suppose there exist C1 positive definite Lyapunov function V : D → R > 0,
real constants α, β > 0 and γ ∈ [0 1], and an open neighborhood V ⊆ D of origin, such
that for all t > t0
V˙ (x(t)) 6 −αV (x(t))− βV γ(x(t)), x(t) ∈ V\{0}. (4.9)
Then it is said that system (4.3) is exponentially finite-time stable at origin. If N is defined
as in Definition 1 and T is the settling-time function, then
T (x) = t0 +
1
α(1− γ) ln
αV (x(t0))
1−γ + β
β
, x(t) ∈ N\{0}. (4.10)
Proof. Consider the following ordinary differential equation with α, β > 0 and γ satisfying
(4.2)
x˙(t) = −αx(t)− βxγ(t), x(t0) , V (t0).
Although it does not satisfy the global Lipschitz condition, the unique solution to this equa-
tion can be found as shown in the following.
x(t) =


sgn(x(t0))
{
1
α
[(αx(t0)
1−γ
+β)e−α(1−γ)(t−t0) − β]} 11−γ if t0 6 t 6 t0 + 1α(1−γ) ln αx(t0)1−γ+ββ ,
0 if t > t0 + 1α(1−γ) ln
αx(t0)1−γ+β
β
.
According to Lemma A.1 and with (4.9), one obtains V (t) 6 x(t). Because as given above
x(t) exponentially converges to zero in finite time
T = t0 +
1
α(1− γ) ln
αx(t0)
1−γ + β
β
,
positive definite V (t) will also exponentially reach origin no later than T .
Clearly the reaching time T depends on parameters α, β and initial value x(t0). Given
x(t0) 6= 0, one can tune α and β such that T is as small as needed and systems settle down
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adequately fast. It is finite-time stable, thus robust.
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Fig. 23. Sketch of car-like robot platform
B. Finite-time Formation Control
In this section, to design formation tracking controls for multi-robot systems subject to
uncertainties, the development in Section A is applied to identify a control law that is
exponentially finite-time stable and is suitable for practical implementation.
1. Kinematic Control
Figure 23 is a schematic of a front-wheel drive car-like robot. The kinematic behavior of
point R, the center of rear axis, can be described through the well-known unicycle model:
x˙R = vRcosθ, (4.11)
y˙R = vRsinθ, (4.12)
θ˙ = ω. (4.13)
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For the kinematic control design of (vR, ω), the following nonholonomic system, also
called nonholonomic integrator, is first investigated. Namely,
x˙1 = u1, (4.14)
x˙2 = u2, (4.15)
x˙3 = x1u2 − x2u1, (4.16)
where states x1, x2 and x3 ∈ R, and u1, u2 are control inputs. The following stabilization
control law is postulated for the above system:
u1 = x2(αx3 + βsgn(x3)|x3|
p
q )− κx1, (4.17)
u2 = −x1(αx3 + βsgn(x3)|x3|
p
q )− κx2, (4.18)
where α, β and κ ∈ R+, and p, q are defined as in (4.2).
Proof. Define the following Lyapunov function:
V (t) =
1
2
(x21 + x
2
2).
Differentiating it along the trajectories of system (4.14)-(4.16) and substituting u1 and u2
with (4.17)-(4.18) yield
V˙ (t) =x1x˙1 + x2x˙2
=x1x2(αx3 + βsgn(x3)|x3|
p
q )− κx21
− x1x2(αx3 + βsgn(x3)|x3|
p
q )− κx22
=− κ(x21 + x22) < 0.
Therefore, control law (4.17)-(4.18) stabilizes states x1 and x2.
For state x3, combining (4.16) with (4.17)-(4.18) yields the nonlinear system discussed
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above:
x˙3 =x1u2 − x2u1
=− x21(αx3 + βsgn(x3)|x3|
p
q )− κx1x2
− [x22(αx3 + βsgn(x3)|x3|
p
q )− κx1x2]
=− (x21 + x22)(αx3 + βsgn(x3)|x3|
p
q )
=− 2V (αx3 + βsgn(x3)|x3|
p
q ).
Here it is necessary to point out that control parameters α and β need to be tuned large
enough to regulate variable x3 to the origin in finite time before x1 and x2 are stabilized,
otherwise it will converge to a nonzero constant. Namely, x3 must converge faster than x1
and x2. This completes the proof.
We know that the problem of trajectory tracking, x1 → xr1, x2 → xr2 and x3 → xr3, is
equivalent to stabilizing x¯1 , x1 − xr1, x¯2 , x2 − xr2 and x¯3 , x3 − xr3. Through this new
state transformation, one obtains
˙¯x1 = u¯1, (4.19)
˙¯x2 = u¯2, (4.20)
˙¯x3 = x¯1u¯2 − x¯2u¯1 + h¯, (4.21)
where h¯ , h − x˙r3, and h , −xr2x˙1 − (x2 − xr2)x˙r1 + xr1x˙2 + (x1 − xr1)x˙r2. Likewise, the
stabilization control law for the above new system is written as
u¯1 = x¯2(αx¯3 + βsgn(x¯3)|x¯3|
p
q )− κx¯1, (4.22)
u¯2 = −x¯1(αx¯3 + βsgn(x¯3)|x¯3|
p
q )− κx¯2, (4.23)
66
where
κ =


κ¯ if 1
2
(x¯21 + x¯
2
2) > ǫ
2,
0 otherwise,
(4.24)
κ¯ ∈ R+, and ǫ can be chosen arbitrarily small and it denotes the neighborhood of desired
reference trajectories, i.e.,
||(xr1, xr2, xr3)− (x1, x2, x3)|| = ||(x¯1, x¯2, x¯3)|| 6 ǫ. (4.25)
Then tracking control law for the original nonholonomic system (4.14)-(4.16) is obtained
as
u1 = u¯1 + x˙
r
1, (4.26)
u2 = u¯2 + x˙
r
2. (4.27)
Proof. Similarly introduce Lyapunov function V (t) = 1
2
(x¯21 + x¯
2
2). Then take its derivative
along the trajectories of system (4.19)-(4.21) and also with the aid of (4.22) and (4.23),
V˙ (t) = −κ(x¯21 + x¯22) = −2κV (t). Its solution can be solved as
V (t) = V (0)e−2κt =
1
2
(x¯21(0) + x¯
2
2(0))e
−2κt. (4.28)
Hence, if 1
2
(x¯21 + x¯
2
2) = V > ǫ
2
, then because κ = κ¯ > 0, V will decrease until it reaches
the ǫ-neighborhood of the origin in x¯1, x¯2 subspace and the trajectories are confined to this
manifold. At this time, as for x¯3, ˙¯x3 = −2ǫ2(αx¯3 + βsgn(x¯3)|x¯3|
p
q ) + h¯, where α and β
are chosen to be large enough such that x¯3 is stabilized no later than
T = t0 +
q
2αǫ2(q − p) ln
αx¯3(t0)
q−p
q + β
β
. (4.29)
At this moment and hereafter, ||(x¯1, x¯2, x¯3)|| = ||(x¯1, x¯2)||. Accordingly (4.25) becomes
||(x¯1, x¯2, x¯3)|| = 12(x¯21 + x¯22) = V 6 ǫ2. Then combine with (4.28) and replace t with T
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from (4.29),
1
2
(x¯21(0) + x¯
2
2(0))e
−2κ{t0+
q
2αǫ2(q−p)
ln
αx3(t0)
q−p
q +β
β
}
6 ǫ. (4.30)
Namely, to regulate |(x¯1, x¯2, x¯3) into an ǫ-neighborhood of the origin of its according sub-
space in finite time T , the weighting gains need to further satisfy
(α
β
x¯3(t0)
q−p
q + 1
) q
2αǫ2(q−p) >
1
et0
( x¯21(0) + x¯22(0)
2ǫ
) 1
2κ . (4.31)
Then, to bring forth kinematic tracking control possessing finite-time settling robust-
ness over each time step, define the state variables and controls of system (4.11)-(4.13)
as:
xR ,
1
2
(2x1cosx2 + (x1x2 + x3)sinx2), (4.32)
yR ,
1
2
(2x1sinx2 − (x1x2 + x3)cosx2), (4.33)
θ , x2, (4.34)
and
vR , u1 +
u2
2
(x1x2 + x3), (4.35)
ω , u2, (4.36)
then the unicycle model (4.11)-(4.13) can be transformed to the nonholonomic integrator
system (4.14)-(4.16).
Substitute (4.26)-(4.27), (4.22)-(4.23) and (4.24) into (4.35)-(4.36), we got the ulti-
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mate finite-time tracking control law for the unicycle model:
ω =− (x1 − xr1)[α(x3 − xr3) + βsgn(x3 − xr3)|x3 − xr3|
p
q ]
− κ(x2 − xr2) + x˙r2, (4.37)
vR =(x2 − xr2)[α(x3 − xr3) + βsgn(x3 − xr3)|x3 − xr3|
p
q ]
− κ(x1 − xr1) + x˙r1 +
ω
2
(x1x2 + x3), (4.38)
where x1(xr1), x2(xr2) and x3(xr3) can be solved through (4.32)-(4.34),
x1 = xRcosθ + yRsinθ, (4.39)
x2 = θ, (4.40)
x3 = xR(2sinθ − θcosθ)− yR(2cosθ + θsinθ), (4.41)
and
xr1 = x
r
Rcosθ
r + yrRsinθ
r, (4.42)
xr2 = θ
r, (4.43)
xr3 = x
r
R(2sinθ
r − θrcosθr)− yrR(2cosθr + θrsinθr). (4.44)
For continuously differentiable reference trajectories, the continuity of the resulting
finite-time kinematic control allows the extension of the robot control at the dynamic level
by having the dynamic subsystem outputs track the desired kinematic control inputs of
the kinematic subsystem. Accordingly the overall control structure for the car-like robotic
systems can be described as in Fig. 24. Thus the finite-time settling robustness at both the
kinematic and dynamic levels ensures zero tracking errors by the end of reference trajectory
segment computing time interval. The dynamic subsystem and its finite-time dynamic
control design in this control structure are summarized as follows.
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Fig. 24. Control structure for car-like robot platform
2. Dynamic Control
Assuming no lateral skid and no longitudinal slip, using Lagrangian Principle, the dynam-
ics of steering at point F , the center of front axis, can be derived as [56]
v˙F =
FF − sin2φ(M∗ − I∗l∗2 )vFΩ
M∗cos2φ+ I
∗
l∗2
sin2φ
+ w, φ˙ = Ω, (4.45)
where vF is the velocity at point F , FF is the component of driving force along the direction
of vF , φ is steering angle, M is robot mass, and I is moment of inertial of the robot around
the vertical axis passing through R. (.)∗ represent unknown constant parameters with w
denoting noise signal.
To ultimately achieve zero errors in formation tracking, propose the following control
design for the above dynamic subsystem: Control law
FF =(Mcos
2φ+
I
l2
sin2φ)(−µve − νsgn(ve)|ve|γ + v˙rF )
+ sin2φ(M − I
l2
)vFΩ, (4.46)
Ω =− µφe − νsgn(φe)|φe|γ + φ˙r, (4.47)
where µ, ν > 0 and γ satisfies (4.2), drives dynamic system (4.45) to exponentially con-
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verge to origin in finite time.
Proof. Choose V = 1
2
φ2e +
1
2
v2e =
1
2
(φ − φr)2 + 1
2
(v − vr)2. Then its derivative along the
trajectories of system (4.45) is derived as
V˙ = ve
FF − sin2φ(M − Il2 )vFΩ
Mcos2φ+ I
l2
sin2φ
+ φeΩ− vev˙rF − φeφ˙r.
Substitute the above dynamic control law (4.46)-(4.47)
V˙ = −µφ2e − νsgn(φe)φe|φe|γ − µv2e − νsgn(ve)ve|ve|γ
= −2µV − ν(|φe|1+γ + |ve|1+γ).
Since for a > 0, b > 0 and 0 < c < 1, (a + b)c 6 ac + bc, one obtains
V˙ 6 −2µV − ν(|φe|+ |ve|)1+γ
6 −2µV − ν(|φe|2 + |ve|2)
1+γ
2
= −2µV − ν2 1+γ2 V 1+γ2 ,
with 1+γ
2
∈ [0 1]. Then according to Theorem A.2, under control law (4.46)-(4.47), system
(4.45) exponentially converges to zero no later than
T = t0 +
1
µ(1− γ) ln
µ[1
2
(φ2e(t0) + v
2
e(t0))]
1−γ + ν
ν
. (4.48)
This completes the proof.
The connection between the kinematic subsystem (4.11)-(4.13) and dynamic subsys-
tem (4.45) can be obtained as
vR = vF cosφ, ω =
vF
l
sinφ, (4.49)
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or
φ = arctan
ωl
vR
, vF =
vR
cosφ
. (4.50)
Accordingly,
v˙F =
v˙Rcosφ+ vRφ˙sinφ
cos2φ
, φ˙ =
(ω˙vR − ωv˙R)l
v2R + (ωl)
2
, (4.51)
where v˙R can be calculated through taking derivative of
vR = x˙Rcosθ + y˙Rsinθ. (4.52)
Therefore, the control structure that embeds finite-time settling robust controls guar-
antees that the settling time of the controlled robotic system is finite and not longer than the
preassigned reference trajectory segment computing time interval, while making tracking
errors go to zero by the end of the segment. Thus convergence to the desired formation can
still be accomplished even if in the presence of parametric uncertainties and noise distur-
bances as verified in the following section.
C. Case Study
As alluded to previously, the proposed finite-time settling control is integrated into an exist-
ing motion planning algorithm to further verify its feasibility and effectiveness. In particu-
lar, the real-time algorithm proposed and developed by Maithripala and Jayasuriya [3] that
explicitly takes dynamic feasibility into account is used to test out these finite-time settling
controllers. The approach to this algorithm is to embed both robot nonholonomic con-
straints and formation constraints into the generation of reference trajectories to be used
simultaneously by the decentralized tracking controllers of individual robots. The algo-
rithms computation time step is chosen as δt = 1 sec. Then, over each time interval each
robot needs to converge to the incrementally generated reference trajectories in less than 1
sec to eliminate the accumulating errors.
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Fig. 25. Formation keeping and formation reconfiguration for three car-like mobile robots
In this case study the above motion planning algorithm generates the following sce-
nario: As illustrated in the form of a series of snapshots of three robots’ motion evolution
(Fig. 25), a team of three mobile robots are required to move through a given set of way-
points (marked as solid circles) while maintaining and reconfiguring predetermined inter-
robot formation patterns. While their center of mass tracks the trajectory generated from
the algorithm, they start from a triangular formation, then transition to a column formation,
followed by triangle pattern again.
The finite-time settling control structure is implemented in a decentralized manner
on each individual robot. In addition to adding random noise, unknown system parame-
ters M∗, I∗ and l∗ in the dynamic subsystem are bounded by (.)∗ ∈ [(.)min (.)max] and
0 < (.)min < (.)max < ∞, respectively. Figure 26 shows the tracking errors of formation
center. By comparing Fig. 26(a) with 26(b), it can be observed that these finite-time settling
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Fig. 26. A comparison of tracking errors of control design under uncertainties: (a) linear
feedback control, and (b) the proposed nonlinear finite-time settling control.
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controllers substantially reduce the errors from conventional linear control (setting both β
in kinematic control (4.37)-(4.38) and ν in dynamic control (4.46)-(4.47) to zero). Except
for the unaligned initial condition for the first time interval, this class of novel finite-time
settling controllers effectively suppresses uncertainties and disturbances, keeps ”locking”
formation tracking errors to zero, and precisely aligns the reference and actual trajectories
by the end of each time step, though at times it diverges from the reference trajectories
inside the time step. The minimum, maximum and average time it takes to converge within
a time segment are 0.87 sec, 0.96 sec and 0.92 sec, respectively, which are all less than
the algorithms preassigned computation time step 1 sec. Thus the ultimate formation con-
trol goals can still be guaranteed despite noise disturbances and parametric uncertainties.
Moreover it is practically implementable in real time in the sense that simulation time,
14.69 sec, is shorter than the actual time, 23 sec.
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CHAPTER V
COMMUNICATION ISSUE IN FORMATION CONTROL OF MULTI-ROBOT
SYSTEMS
Inspired from recent development in topology control and through applying graph theory
[26, 57, 58], a Local Minimum Spanning Tree (LMST)-based communication algorithm is
presented in this chapter to relax the global communication needs in formation control.
Namely, no central command is required, and robots individually perceive neighborhood
relations. A communication topology is constructed by having each robot independently
build its own minimum spanning tree merely based on local information and keep only
one-hop on-tree agents as its neighbors. Accordingly, it avoids superfluous information
exchange, reduces energy consumption, and improves network efficiency while still pre-
serving network connectivity ensuring convergence into a desired formation.
As an application example, based on graph Laplacian and feedback control theory a
desired rigid formation acquisition is accomplished by incorporating the developed LMST-
based dynamic communication algorithm. Emphasis is placed upon the time-delay influ-
ence on the acquired formation in the situation where interconnection time-delays occur in
certain information flow channels while robots are communicating with spatially separated
neighboring robots. A robust stabilization scheme is presented to improve or even recover
from a destroyed formation pattern.
A. LMST-based Dynamic Communication Algorithm
Before discussing this communication algorithm, the following graph theory preliminaries
are needed [57, 58].
Definition A.1 (Cycle/Tree). A cycle is a close path (that is, a path from vertex vi to itself),
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in which the intermediate edges are all distinct. A connected graph without cycles is defined
as a tree.
The following two lemmas are fundamental.
Lemma A.1. Every connected graph contains a spanning tree.
Lemma A.2. The number of edges in a tree with n vertices is n−1. Conversely, a connected
graph with n vertices and n− 1 edges is a tree.
Next we define physical neighbors and logical/physical agent degree.
Definition A.2 (Physical Neighbors). For a team of robots R, the physical neighbors for
robot Ri are a subset Ni ⊂ R defined as Ni , {Rj ∈ R| ||rj − ri|| 6 di}, where r(.) are
position vectors for robot R(.) and di > 0 is the communication range of robot Ri.
Definition A.3 (Logical/Physical Agent Degree). Logical agent degree means the number
of logical neighbors, derived from LMST-based topology. However, physical degree of an
agent refers to the number of agents within its communication range. A smaller average
agent degree usually implies less contention and interference, and better spatial reuse.
Through communication, the robotic team forms an undirected simple graph G =
(V,E), where V is the set of robots, and E is the edge set defined by the physical neighbors
Ni of each robot Ri, namely, E = {(Ri, Rj)|Rj ∈ Ni}. We denote by Gi = (Vi, Ei) the
induced subgraph of G such that Vi = Ni. A unique id is assigned to each robot Ri, for
example, id(Ri) = i.
The communication algorithm consists of the following two phases: information col-
lection and topology construction. First, each agent periodically broadcasts a hello mes-
sage through applying its maximal transmission power to obtain the attention of its physi-
cal neighbors Ni. Based on Ni, agent Ri constructs an LMST Ti = (V (Ti), E(Ti)) of Gi
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which spans all its neighboring agents in Ni. The generation of LMST can be formed by
utilizing existing algorithms, such as Prim’s algorithm [59]. Here a unique weight function
has been defined on the edge of (Ri, Rj) in terms of ||ri − rj||, max(id(Ri), id(Rj)) and
min(id(Ri), id(Rj)) such that the constructed LMST is unique [26]. Then topology derived
from LMST has all robots as its agent set V and their individually perceived neighborhood
relations. Note that the derived topology is not a simple superposition of all local MSTs.
Definition A.4 (Topology by LMST, G0). LMST-based topology is a directed graph G0 =
(V0, E0), where V0 = V and E0 = {(Ri, Rj)|Ri → Rj ,whereRi, Rj ∈ V (G)}.
With generated LMST, a logical neighboring relationship and logical neighbor set can
be defined as follows.
Definition A.5 (Logical Neighbors). Robot Rj is a logical neighbor of robotRi, denoted as
Ri → Rj , if and only if (Ri, Rj) ∈ E(Ti). Ri ↔ Rj if and only if Ri → Rj and Rj → Ri.
The logical neighbor set LNi of robot Ri is defined as LNi = {Rj ∈ V (Gi)|Ri → Rj}.
Connectivity can then be formally defined as follows.
Definition A.6 (Network Connectivity). For any two agents Ri, Rj ∈ V (G0), agent Ri is
said to be connected to agent Rj , denoted as Ri ⇔ Rj , if there exist agents Ak ∈ V (G0)
where k = 0, 1, · · · , m forming a path A0 = Ri, A1, · · · , Am−1, Am = Rj such that
Aj ↔ Aj+1 where j = 0, 1, · · · , m− 1.
The above topology may be further simplified as follows.
Definition A.7 (Topology by LMST with Link Removal, G−0 ). The topology, G−0 , is a
undirected graph G−0 = (V −0 , E−0 ), where V −0 = V0 and E−0 = {(Ri, Rj)|(Ri, Rj) ∈
E(G0) and (Rj, Ri) ∈ E(G0)}.
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The main reason for employing LMST-generated topology as the communication al-
gorithm among multi-robot systems is because it possesses the following favorable proper-
ties [26].
Proposition 1. The network topology G0 under LMST preserves the connectivity of G, i.e.,
G0 is connected as long as G is connected.
Proposition 2. The degree of any agent in G0 is bounded by 6, i.e., deg(Ri) 6 6, ∀Ri ∈
V (G0).
Proposition 1 implies that the connectivity of the mobile robotic network is always
guaranteed by the LMST topology G0. This property is extremely important, if not imper-
ative, as explicitly pointed out in [60]: ”Shared information is a necessary condition for
coordination”. It is known that connectivity of the associated information graphs among
networked robots is one of the fundamental requirements to ensure convergence of forma-
tion control [61].
Proposition 2 says no robot has more than 6 logical neighbors. Compared with uti-
lizing maximum transmission power, this would eliminate a significant number of those
redundant topology links and results in more cost-effective and efficient communication.
As a demonstration of the proposed LMST-based communication algorithm, the fol-
lowing scenario is considered here: 100 agents are randomly deployed in a 1000×1000m2
region with communication range di = 250m. Intuitively from Fig. 27 it is observed that
the algorithm largely simplifies the much denser topology derived from using maximum
transmission power. Furthermore, no agent is isolated or disconnected from the network
and connectivity is preserved as well. In addition, Compared with the average logical
agent degree of one-to-all communication among neighbor set Ni, 15.06, LMST achieves
the much smaller value, 2.08. This is very close to the theoretical bound: It is known
that among all the spanning graphs, global spanning tree has the least average logical agent
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Fig. 27. Communication topology: (a) by maximal transmission power, and (b) by LMST.
degree: 2−( 2
n
)→ 2, as n→∞ [62]. Therefore, the LMST-constructed communication al-
gorithm seems to reduce superfluous information exchange, leading itself to a cost-effective
communication strategy.
It should be noted that the topology derived from LMST is not fixed or time-invariant.
It evolves dynamically depending on several factors, for instance, time period of broadcast-
ing, current motion conditions of each robot, and its mobility and communication range.
Hence, the LMST-based communication algorithm not only eliminates the global
communication requirement, but also favorably guarantees the uninterrupted information
propagation among multi-robot systems and greatly improves energy consumption and
communication quality, efficiency and capacity. Moreover, the algorithm is localized and
distributed, because no central authority is required and each robot dynamically constructs
its own local topology solely relying on locally gathered information. So this LMST-
based algorithm realistically models less required communication among robots, and is
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very amenable to practical implementation on formation control. Hence, in the follow-
ing section through incorporating the presented LMST-based dynamic communication al-
gorithm, a desired rigid formation pattern is achieved by utilizing graph Laplacian and
feedback control theory.
B. Laplacian Formation Control
1. Without Interconnection Time-delays
The following model is an idealization of the real world, but the analysis can provide guid-
ing principles for actual implementations of decentralized control laws. The simplest model
involves what we call holonomic point robots or point robots for short. Each robot is mod-
eled as a point which undergoes holonomic motion.
For robot i, consider the following dynamic model,
x˙i(t) = Axi(t) +Bui(t), (5.1)
where xi(t) , [Pix P˙ix Piy P˙iy]T , ui(t) , [ui1(t) ui2(t)]T , i = 1, 2, ..., N ,A ,


0 1 0 0
0 a 0 0
0 0 0 1
0 0 0 b


,
and B ,

0 1 0 0
0 0 0 1


T
, where a, b ∈ R. Without loss of generality, in this chapter also
choose a=b=0 to have typical double integrator model.
The above dynamics is utilized throughout this work for the sake of presenting the
main formation control design for multi-robot systems subject to interconnection time-
delays rather than getting involved in the technical details of dealing with nonlinear control
of nonholonomic mechanical systems, which was studied elsewhere [63, 64].
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Then for N robots,
x˙(t) = Aˆx(t) + Bˆu(t), (5.2)
where x(t) , [x1(t) ...xi(t)... xN (t)]T , u(t) , [u1(t) ...ui(t)... uN(t)]T . Aˆ , IN ⊗ A, and
Bˆ , IN ⊗ B. Here IN is an N ×N identity matrix.
Consider the coordination system with dynamics (5.1), assume each robot has ac-
cess to its own state and exchanges information with some of the neighboring robots, as
determined by the constraints of the underlying communication network defined by the
Laplacian matrix L [65, 66]. This also facilitates considering time-delay issues in the in-
terconnection states. Similar to [66], define the following output function,
y(t) = L(x(t)− r(t)), (5.3)
where r(t) , [r1(t) ...ri(t)... rN(t)]T , ri(t) , rdi (t)⊗ [1 0]T , rdi (t) , [P dix(t) P diy(t)]T , and
L , LG ⊗ I4. Here LG is the Laplacian of the corresponding communication topology
graph and rdi (t) is the desired final position vector for robot i.
To achieve a certain formation configuration, design the following output feedback
controller,
u(t) = Kˆy(t), (5.4)
where Kˆ , IN ⊗K and the feedback gain matrix has the format K ,

k1 k2 0 0
0 0 k1 k2

.
Then we have the following closed loop system,
x˙(t) =Aˆx(t) + Bˆu(t) = Aˆx(t) + BˆKˆy(t) = Aˆx(t) + BˆKˆL(x(t)− r(t))
=Aˆx(t) + BˆKˆ(LG ⊗ I4)(x(t)− r(t)) = (IN ⊗ A)x(t) + (LG ⊗ (BK))(x(t)− r(t))
,A¯x(t)− B¯r(t), (5.5)
where A¯ , IN ⊗A + LG ⊗ (BK) and B¯ , LG ⊗ (BK).
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Moreover, we know the following statements are equivalent: converge to desired
formation ⇐⇒ G is a rooted directed tree ⇐⇒ LG has only one zero eigenvalue ⇐⇒
A + λiBK is Hurwitz for every nonzero eigenvalue λi of LG. So control gains k1 and k2
are chosen such that the above is satisfied.
2. With Interconnection Time-delays
If time-delays come into the system, then the above equation (5.5) becomes
x˙(t) = A0x(t) + Aτx(t− τ)− B¯r(t), (5.6)
with x(t− τ) , x(0), when t ∈ [0, τ), τ ∈ R+ and τ˙ = 0.
Illuminated by Razumikhin Theorem, for this time-delay system, state feedback sta-
bilization design is more convenient to increase the delay margin or even make the system
stable independent of delay. For the above system, (5.6), as a departure from most of the
memoryless state feedback control in the literature, here a Delay Proportional (DP) two-
term memory state feedback controller is proposed,
uτ (t) = G0x(t) +Gτx(t− τ), (5.7)
where G0 , g0A
′
0 and Gτ , gτA
′
τ .
Note due to the information flow topology constraint for this distributed system (rel-
ative to lumped system), A′0 and A′τ are analogous to A0 and Aτ , respectively. In other
words, the zero entries in A0 and Aτ should still remain zero in A
′
0 and A
′
τ . By choosing
A
′
0 , A0 and A
′
τ , Aτ , then the new closed loop system has the following format,
x˙(t) =A0x(t) + Aτx(t− τ) + uτ − B¯r(t)
= (1 + g0)A0x(t) + (1 + gτ )Aτx(t− τ)− B¯r(t). (5.8)
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C. Case Study
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Fig. 28. Delay-free case: (a) hexagon formation under random initial position conditions,
and (b) corresponding controls [ui1(t) ui2(t)]T .
In the delay-free case, namely, data propagation delays do not occur when robots
are sensing and/or communicating with spatially separated neighbors. Figure 28 shows
validating simulation results of hexagon formation acquisition in the case of six robots and
validates the Laplacian-based control design (5.4). Here both k0 and k1 are chosen as −3.
Then assume robotR2 for some reason receives delayed data from neighboring robots.
That is, delays occur in the unidirectional channels of E = {(Ri, R2)|Ri ∈ N2}. By
comparing with Fig. 29(a) and 29(b), it can be clearly seen that the two-term memory
state feedback controller uτ successfully recovers the hexagon formation acquisition when
delays exist in the unidirectional channels of robot R2 and its neighboring robots. This
satisfactory performance demonstrates the effectiveness of the robust control design in the
appearance of interconnection time-delays. The parameters are selected as di = 22m, τ =
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Fig. 29. Hexagon formation with interconnection time-delays: (a) without robust control
uτ , and (b) with uτ .
2sec, and g0 = gτ = 0.5.
Figure 30 shows a few snapshots of the LMST topology of the robot team during the
simulation period. These snapshots illustrate that the topology of the LMST dynamically
varies with robots’ motion. Since the LMSTs are always connected, the convergence results
are obtained. These simple simulation results demonstrate the proposed algorithms.
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(c) (d)
Fig. 30. Snapshots of the LMST topology: (a) t = 0sec, (b) t = 2sec, (c) t = 3sec, and (d)
t = 5sec.
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CHAPTER VI
CONCLUSION AND FUTURE WORK
A. Conclusion
There always exist uncertainties in postulated models of actual physical systems, and it is
likely that during each time step of local path following in cooperative motion control, the
online incrementally generated reference motion trajectories may not be exactly tracked
in real time. If not carefully done tracking errors due to the ever present uncertainties can
accumulate over each time segment over which reference trajectories are computed moving
the ultimate formation to be significantly different from the desired one. Thus, one goal
of this research was to guarantee incrementally calculated online reference motion trajec-
tories are exactly tracked in real time, and tracking errors are not accumulated over each
time segment to influence the next piecewise control computation. Thus the desired forma-
tion can still be fulfilled despite the presence of uncertainties. By virtue of the finite-time
convergence behaviors of a class of nonlinear systems, a provable control methodology to
accomplish exponential finite-time stability was presented. It was then employed for de-
centralized control of car-like mobile robots to enable the robotic systems with the ability
to react rapidly enough to ensure time constrained convergence, and provide robustness
to parametric uncertainties in the dynamic model. Stability analysis showed guaranteed
control precision and a straightforward way to get the control parameters. Simulations
verified the satisfactory multi-robot motion evolution and improved formation control per-
formances.
A two-stage framework for multi-task formation control of a class of nonholonomic
dynamic systems was also presented. The trajectory planner is at the top layer, while track-
ing controller sits at the bottom layer. In the trajectory planner, tasks are accounted for by
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specifying a series of objective functions along with the desired behaviors in the task space.
The motion planner for each robot integrates and prioritizes these tasks of the robot team
in a systematic and dynamic fashion by dynamically exchanging information with the rest
of the team to generate motion reference for trajectory tracking, whereby the assigned task
evolution is ensured by proper local robust dynamic tracking control strategies. The pro-
posed methodology enables a robotic team to intelligently handle multiple tasks for a wide
range of complex practical applications as long as these desired behaviors are appropriately
described, such as reaching a navigational goal, avoiding hazards and inter-robot collision,
while simultaneously maintaining or reconfiguring formations.
B. Summary of Contributions
As discussed in previous chapters, this research addressed some key issues that must be
considered in formation control.
(i) We achieved decentralized real-time robust tracking of reference trajectories for sat-
isfactory collective motion of multi-robot systems under indispensable model uncer-
tainties. It is well-known that systems under linear control converge asymptotically
and can only settle in infinite time. In this research control strategies with nonlinear
features were developed to guarantee high precision and time-constrained conver-
gence by employing a novel class of real-time controllers at both the kinematic and
dynamic levels of the robotic systems. This manifested in the settling time of the
controlled system being finite and no longer than the predefined reference trajectory
segment computing time interval, thus making tracking errors go to zero by the end
of the time interval. This led to a guarantee of zero errors in formation over the entire
time horizon and ensured desired multi-robot motion evolution in spite of uncertain-
ties.
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(ii) To meet the challenge of the increasingly wide range of potential applications of
multi-robot systems, we developed a systematic and provable design framework for
effective multi-task formation control. The proposed framework endows multi-robot
nonholonomic systems with the ability to simultaneously deal with multiple tasks in
dynamic environments. The established methodologies fully integrate and effectively
organize many possible behaviors in a systematic and dynamic fashion. Including a
proposed novel collision prevention scheme, tasks are accounted for by specifying a
series of objective functions along with the desired behaviors in the task space. These
prioritized tasks are then taken into consideration by each robot through dynamically
exchanging information with other robots to generate motion reference for trajectory
tracking. The assigned task evolution is ensured by the proper local robust dynamic
tracking control strategies. This enables a robotic team to intelligently deal with mul-
tiple tasks for a wide range of complex practical applications as long as these desired
formation missions are appropriately described, such as reaching a navigational goal,
avoiding hazards and inter-robot collision, while simultaneously either maintaining
or reconfiguring formations. Although we targeted differentially driven two-wheel
mobile robots for this study, through proper modeling and design of appropriate con-
trollers the presented formation control architecture and algorithms are immediately
applicable more generally to different mobility platforms, such as Unmanned Air
Vehicles (UAVs) and Unmanned Underwater Vehicles (UUVs).
(iii) We studied the inherent time-delay influence on the acquired formation in situations
where delayed data propagation occur in certain information flow channels while
robots are communicating with spatially separated neighboring robots. A robust sta-
bilization scheme was proposed to improve or even recover the destroyed formation
pattern. The formation as a whole still manages to steer itself reasonably well along
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sufficiently smooth time-varying spatial reference trajectories, despite the effects of
perturbations resulting from interconnection time-delays.
(iv) To facilitate practical implementation, communication at the inner-loop control level
was also investigated. An LMST-based distributed communication algorithm was
presented to relax the global communication needs among all robots. Instead of trans-
mitting at maximal power, robots can individually perceive neighborhood relations
and a communication topology is dynamically constructed. This was done by hav-
ing each agent independently build its own local topology solely relying on locally
gathered information and by keeping only one-hop on-tree agents as its neighbors.
Hence, the proposed communication algorithm mitigates superfluous information ex-
change and unnecessary data propagation. Thus it reduces energy consumption, ac-
cordingly, extending battery life, a critical resource in many mobile applications, and
also improves communication quality, efficiency and capacity while still maintaining
connectivity for ensuring formation control convergence.
C. Future Work
There is still some work yet to be done. A rigorous proof of Theorem A.2 proposed in
Chapter IV needs to be studied and also it would be interesting to investigate how the con-
trol performances are affected if the fractional power terms in the controllers change in
real time. Moreover, it needs pointing out that the trajectory planner of the framework
proposed in Chapter II does not embed robot nonholonomic constraints into the generation
of reference trajectories. Namely, dynamic infeasibility needs to considered. Also it will
be worthwhile to replace the global communication needs among all robots in the frame-
work with the developed LMST-based dynamic communication algorithm to see whether a
desired collective motion of multiple robots is still maintained. Additionally, in this study
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constant time-delays are assumed. However, it is probable that in practice data transmis-
sion between spatially separated agents could be delayed one or more sampling periods,
interrupted for extended intervals, or even randomized. In other words, it is likely that
time-delays are inconsistent and unknown, which would much more jeopardize both the
two important considerations in formation control as summarized in the abstract. Hence,
further investigation along this direction is of necessity, for example, design time-advanced
nonlinear state predictor to estimate future states for better real-time trajectory generation
and also robust tracking. All these issues need to be further addressed before implementing
the developed formation control approaches on real robotic systems.
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APPENDIX A
RELATIVE DEGREE OF THE NONLINEAR SYSTEM (2.12)-(2.13)
The nominal system (2.12)-(2.13), is said to have a constant relative degree ρ, if there exists
a positive integer 1 6 ρ 6∞, such that
LgL
i
fh(x) = 0, i = 0, 1, · · · , ρ− 2
and
LgL
ρ−1
f h(x) 6= 0
for all x ∈ Rn and t ∈ [0,∞).
It is straightforward to calculate
LgL
0
fh(x) = Lgh(x) =
∂h
∂x
g(x) = [I2×2 O2×5]

O5×2
I2×2

 = 0,
and
LgLfh(x) = Lg
[
∂h
∂x
f(x)
]
=
∂
[
∂h
∂x
f(x)
]
∂x
g(x) =
∂(Ξϑ)
∂x
g(x)
=
[
O2×2 W2×1 O2×2 Ξ
]O5×2
I2×2

 = Ξ 6= 0,
where W2×1 is a certain vector. Then ρ = 2 in the region D0 ⊂ R7, that is, the relative
degree of the nonlinear system (2.12)-(2.13) is 2.
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APPENDIX B
VERIFICATION OF NULL-SPACE METHOD
(I − Φ†aΦa)V db · V da
=(I − Φ†aΦa)Φ†b(J˙db + ΛbJb,e ) · Φ†a(J˙da + ΛaJa,e )
=Φ†b(J˙
d
b + ΛbJb,e ) · Φ†a(J˙da + ΛaJa,e )
− Φ†aΦaΦ†b(J˙db + ΛbJb,e ) · Φ†a(J˙da + ΛaJa,e )
=Φ†b(J˙
d
b + ΛbJb,e ) · Φ†a(J˙da + ΛaJa,e )
− ΦTa (ΦaΦTa )−1ΦaΦ†b(J˙db + ΛbJb,e ) · Φ†a(J˙da + ΛaJa,e )
=Φ†b(J˙
d
b + ΛbJb,e ) · Φ†a(J˙da + ΛaJa,e )
− (ΦTa (ΦTa )−1)(Φ−1a Φa)Φ†b(J˙db + ΛbJb,e ) · Φ†a(J˙da + ΛaJa,e )
=Φ†b(J˙
d
b + ΛbJb,e ) · Φ†a(J˙da + ΛaJa,e )
− IΦ†b(J˙db + ΛbJb,e ) · Φ†a(J˙da + ΛaJa,e )
=0.
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APPENDIX C
PROOF OF THEOREM A.1 IN CHAPTER III
Proof. To investigate the boundedness, define the following Lyapunov function
V (e(t), η(t)) = Ve(e(t)) + ςVi(η(t)) , e
T (t)Pe(t) + ςVi(η(t)), (C.1)
where P satisfies (3.25) and ς ∈ R+. Notice function Vi(η(t)) is added to ensure the
stability of internal dynamics.
Differentiating V (t) along the trajectory of closed system (3.23)-(3.24) yields
V˙ =e˙TPe+ eP e˙T + ςV˙i
=(Ace+ B¯ua+ △ Ω)
TPe+ eTP (Ace+ B¯ua+ △ Ω)
+ ς
Vi
η
[
p(ζ, η)+ △ Ψ
]
. (C.2)
With the aid of (3.25),
V˙ =eT (−Q + γP B¯B¯TP )e+ 2eTPB¯ua + 2eTP △ Ω
+ ς
Vi
η
[
p(ζ, η)+ △ Ψ
]
=− eTQe + γ(1− 2k¯)||eTPB¯||2 + 2eTP △ Ω
+ ς
Vi
η
[
p(0, η) + p(ζ, η)− p(0, η)+ △ Ψ]. (C.3)
Under (3.27), it follows that
V˙ 6− eTQe + 2eTP △ Ω+ ς Vi
η
[
p(0, η) + p(ζ, η)
− p(0, η)+ △ Ψ]. (C.4)
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Based on Rayleigh Principle∗, (C2) and (C3),
V˙ 6− λmin(Q)||e||2 + ||e||(κ1||ζ ||+ κ2||η||+ κ3)− ςχ3||η||2
+ ςχ4L||η||||ζ(t)||+ ςχ4||η||(ǫ1||ζ ||+ ǫ2||η||+ ǫ3). (C.5)
Under the constraint of external dynamics (3.28), (C.5) can be further formulated into
V˙ 6(κ1 − λmin(Q))||e||2 + (κ1Br + κ3)||e||+
[
κ2 + ςχ4(ǫ1 + L)
]
× ||e||||η||+ ς(ǫ2χ4 − χ3)||η||2 + ςχ4
[
ǫ3 +Br(ǫ1 + L)
]||η||. (C.6)
Since
(κ1Br + κ3)||e|| 6 1
4
||e||2 + (κ1Br + κ3)2
[
κ2 + ςχ4(ǫ1 + L)
]||e||||η|| 6 1
4
||e||2 + [κ2 + ςχ4(ǫ1 + L)]2||η||2
ςχ4
[
ǫ3 +Br(ǫ1 + L)
]||η|| 6 ς{χ3||η||2
4
+
χ24
[
ǫ3 +Br(ǫ1 + L)
]2
χ3
}
,
V˙ 6− (λmin(Q)− κ1 − 1
2
)||e||2 − ||η||2
{
ς(
3
4
χ3 − χ4ǫ2)
− [κ2 + ςχ4(ǫ1 + L)]2
}
+ (κ1Br + κ3)
2 +
ςχ24
[
ǫ3 +Br(ǫ1 + L)
]2
χ3
. (C.7)
Let ς∗ , χ3
12
[
1+χ4(ǫ1+L)
]2 and ǫ∗2 , χ3χ4 , then the hypotheses of the Theorem A.1 imply
V˙ 6 −λmin(Q)
2
||e||2 − ς
∗χ3
2
||η||2 + d0, (C.8)
where d0 , (κ1Br + κ3)2 +
ςχ24
[
ǫ3 +Br(ǫ1 + L)
]2
χ3
.
If k0 , min(λmin(Q)2 ,
ς∗χ3
2
), then V˙ 6 −k0(||e||2 + ||η||2) + d0, which says for sufficiently
large ||e(t)|| or ||η(t)||, the states of closed system (3.23)-(3.24) are uniformly bounded for
∗λmin(Q)||e||2 6 eTQe 6 λmax(Q)||e||2
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all t 6 0.
To investigate the ultimate bound of tracking error, inequality (C.7) yields:
V˙e 6 −(λmin(Q)− κ1 − 1
2
)||e||2 + κ2||η||2 + (κ1Br + κ3)2. (C.9)
Suppose internal dynamics are constrained as ∃ Bi ∈ R+, such that ||η|| 6 Bi,then
V˙e 6 −
(λmin(Q)− κ1 − 12)
λmax(P )
V + (κ2Bi)
2 + (κ1Br + κ3)
2
6 −keV + be, (C.10)
which implies Ve(e(t)) 6 Ve(e(t0))e(−ket) + (1− e(−ket))k−1e be.
Hence, the output tracking error e(t) will eventually converge to the residual set Γe,
Γe , {e(t) ∈ Rmρ|V (e(t)) 6 k−1e be}.
Clearly, the size of the compact set relies on the system uncertainties and design parameters.
This completes the proof.
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APPENDIX D
DERIVATION OF ρ
Applying Rayleigh Principle to this particular problem, λmin(P )||(·)||2 6 (·)TP (·) 6
λmax(P )||(·)||2, and defining W (·) , (·)TP (·), it can be directly obtained that
W (xj(t)) 6 λmax(P )||xj(t)||2
and
λmin(P )||xj(t− τij)||2 6W (xj(t− τij)).
Combining with the following equation from (C1)
W (xj(t− τij(t))) < q2W (xj(t))
yields
λmin(P )||xj(t− τij)||2 6W (xj(t− τij)) < q2W (xj(t))
6 q2λmax(P )||xj(t)||2.
Hence,
||xj(t− τij)|| < qρ||xj(t)||,
where ρ ,
√
λmax(P )
λmin(P )
.
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