Itô type measure-valued stochastic differential equations  by Wang, Feng-Yu
J. Math. Anal. Appl. 329 (2007) 1102–1117
www.elsevier.com/locate/jmaa
Itô type measure-valued stochastic differential
equations ✩
Feng-Yu Wang
School of Mathematical Sciences, Beijing Normal University, Beijing 100875, China
Received 30 January 2005
Available online 10 August 2006
Submitted by J. Glaz
Abstract
A class of Itô type measure-valued stochastic differential equations is studied on a locally compact Polish
space. The SDEs are driven by countably many Brownian motions with interactions caused by the diffusion
and the drift coefficients through countably many continuous functions. Explicit conditions are presented
for the existence, uniqueness and ergodicity of the solution.
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1. Introduction
Let E be a locally compact Polish space with Borel σ -field F . Let M (respectively Ms ) be
the set of all finite (respectively finite signed) measures on E equipped with the σ -field induced
by γ → γ (f ) := ∫
E
f dγ for all f ∈ Cb(E), the set of bounded continuous real functions on E.
Let {Bkt : k  1} be a sequence of independent one-dimensional Brownian motions on a complete
filtered probability space. Let σk, b :M → Ms be measurable, k  1. We consider the following
stochastic differential equation (SDE for short):
dXt =
∞∑
k=1
σk(Xt )dBkt + b(Xt )dt, X0 ∈ M. (1.1)
✩ Supported in part by NNSFC (10121101) and RFDP (20040027009).
E-mail address: wangfy@bnu.edu.cn.
URL: http://math.bnu.edu.cn/~wangfy.0022-247X/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2006.07.029
F.-Y. Wang / J. Math. Anal. Appl. 329 (2007) 1102–1117 1103Obviously, this SDE is driven by countably many Brownian motions with interactions contained
in σk (the diffusion coefficient) and b (the drift coefficient).
To understand this SDE, let us look at the simplest case where E is a singleton so that M = R+
and Ms = R. Let σ1 = σ and σk = 0 for k  2. Then (1.1) reduces to the following standard Itô
SDE on R+:
dXt = σ(Xt )dBt + b(Xt )dt, X0 ∈ R+. (1.2)
To ensure that the solution is nonexplosive on R+, it is convenient to assume σ(0) = 0, b(0) 0
and some kind of growth condition (e.g. the linear growth) of |σ | and |b|. Moreover, it is well
known that the local Lipschitz property of σ and b implies the existence and the uniqueness of
the solution to (1.2), see e.g. [8].
Therefore, to study the existence and uniqueness of the solution to (1.1), it is natural to assume
the following conditions, where (ii) means that σk and b are locally Lipschitzian w.r.t. a metric
inducing the weak convergence topology. Thus, the interaction is caused by σ and b through
some countably many bounded continuous functions.
(i) (Conservation) For any γ ∈ M and any Λ ∈ F with γ (Λ) = 0, one has σk(γ )(Λ) = 0 and
b(γ )(Λ) 0, k  1.
(ii) (Local Lipschitz continuity) There exist a sequence {qk > 0: k  1} with ∑k qk = 1 and
a sequence {fk: k  1} ⊂ B1 := {f ∈ Cb(E): ‖f ‖u  1}, for any R > 0 there exists
C(R) > 0 such that
∞∑
k=1
∣∣(σk(γ )− σk(η))(f )∣∣2 + ∣∣(b(γ )− b(η))(f )∣∣2
 C(R)
(∣∣(γ − η)(f )∣∣2 + ∞∑
k=1
qk
∣∣(γ − η)(fk)∣∣2
)
holds for all f ∈ B1 and γ,η ∈ M with γ (E), η(E)R.
(iii) (Linear growth) There exist C > 0 and a sequence {Cn > 0} with Cn ↓ 0 as n ↑ ∞ such that∑
k>n
∣∣σk(γ )∣∣(E)2  Cn(1 + γ (E)2), ∣∣b(γ )∣∣(E)2  C(1 + γ (E)2),
γ ∈ M, n 0,
where | · | is the total variation for signed measures.
Under the above assumptions, we are able to solve (1.1) in the following sense.
Definition 1.1. An M-valued continuous adapted process Xt is called a solution to (1.1), if for
any f ∈ Cb(E) and any k  1, ∑∞k=1 ∫ ·0 σk(Xt )(f )dBkt is a square-integrable martingale such
that
Xt(f ) = X0(f )+
∞∑
k=1
t∫
0
σk(Xs)(f )dBks +
t∫
0
b(Xs)(f )ds, t  0.
Before stating our main results, let us recall some progress in the study of measure-valued
process using SDEs. Known results in this direction mainly focus on the measure-valued
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and the purely atomic case. In the first case, the process has density function w.r.t. the Lebesgue
measure and people turn to solve SDEs for the density function, see e.g. [3–6,11,13] and ref-
erences therein. In particular, since the density function is in L1(dx), such superprocesses are
related to the SDEs on Banach spaces (cf. [2] and references therein). In the purely atomic case,
a superprocess can be written as Xt :=∑i ξi(t)δxi (t), so that one only needs to solve SDEs for
the support process {xi(t)} on RN and the weight process {ξi(t)} on RN+, respectively, where δx
is the Dirac measure at x, see [4,14,15] and references therein.
Obviously, (1.1) is quite different from the SDEs studied in the above mentioned references:
the based space is now an abstract Polish space and the solution is normally no longer branch-
ing. Indeed, (1.1) is a natural extension of the standard Itô’s SDE to the measure-valued setting.
Although assumption (ii) looks technical as it implies that σk and b depend only on some se-
quence {fk: k  1} ⊂ B1, it is somehow reasonable since when σk and b are continuous in the
weak convergence topology, they are indeed determined by f ≡ 1 and any sequence {fk} dense
in B1 ∩C0(E), where C0(E) is the set of elements in Cb(E) with compact supports.
Theorem 1.1. Assume (i)–(iii). For any X0 ∈ M there exists a unique solution to (1.1) and the
solution satisfies EXt(E)2 < ∞ for any t > 0. Moreover, PtF (γ ) := EF(Xt (γ )) provides a
Feller semigroup, where Xt(γ ) is the solution with X0 = γ .
For any F(γ ) := ϕ(γ (h1), . . . , γ (hn)), where h1, . . . , hn ∈ Cb(E) and ϕ ∈ C2b(Rn), define
LF(γ ) := 1
2
n∑
i,j=1
(∂i∂jϕ)
(
γ (h1), . . . , γ (hn)
) ∞∑
k=1
σk(γ )(hj )σk(γ )(hi)
+
n∑
i=1
(∂iϕ)
(
γ (h1), . . . , γ (hn)
)
b(γ )(hi).
By Itô’s formula, if Xt solves (1.1) then
F(Xt )−
t∫
0
LF(Xs)ds
is a martingale. Therefore, under (i)–(iii), Xt(γ ) is an L-diffusion process on M starting from γ .
To study the ergodicity of the diffusion process, we look at
Γ Pt :=
∫
M
(δγ Pt )Γ (dγ ), Γ ∈P(M),
where P(M) is the set of all probability measures on M and (δγ Pt )(A) := P(Xt (γ ) ∈ A),A ∈
B(M). By Theorem 1.1, if (i)–(iii) hold then Γ Pt ∈ P(M) is well defined for any Γ ∈ P(M)
and any t  0.
Definition 1.2. We call Pt ergodic if there exists π ∈ P(M) such that Γ Pt → π (as t → ∞)
weakly for any Γ ∈P(M).
To deduce the ergodicity, we assume that there exist δ,β  0 such that
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k=1
∣∣(σk(γ )− σk(η))(f )∣∣2 + 2[(b(γ )− b(η))(f )](γ − η)(f )
−δ∣∣(γ − η)(f )∣∣2 + β ∞∑
k=1
qk
∣∣(γ − η)(fk)∣∣2, γ, η ∈ M, f ∈ B1. (1.3)
Theorem 1.2. Assume (i)–(iii). If (1.3) holds for some δ > β then Pt is ergodic.
The above two theorems will be proved in the next two sections, respectively. To conclude this
section, we present below three examples to illustrate our main results, where in the first and the
third examples E is countable so that (1.1) reduces to the SDE for unbounded continuous spin
systems on RS+ for a countable set S (in references σk is usually assumed to be constant, see e.g.
[7,12]); while the second example is an (although not exact) extension of the first to general E.
Example 1.1. Let E = S be countable so that M = {γ ∈ RS+:
∑
i∈S γi < ∞}. Let σ˜k, b˜ :RS+ → R
be uniformly bounded such that
∑
k∈S ‖σ˜k‖2u < ∞ and
∞∑
k∈S
∣∣σ˜k(γ )− σ˜k(η)∣∣2 + ∣∣b˜(γ )− b˜(η)∣∣2 ∑
k∈S
kCk|γk − ηk|2, γ, η ∈ RS+, (1.4)
for some Ck  0 with
∑
k∈S Ck < ∞. Let μ ∈ M be fixed and define
σk(γ ) := σ˜k(γ )γkδk, b(γ ) := b˜(γ )γ +μ, k ∈ S, γ ∈ M,
where δk is the Dirac measure at k. Then Eq. (1.1) has a unique solution. If moreover (1.3) holds
for some δ > β then Pt is ergodic. It is in particular the case if σ˜k and b˜ are constants such that
2b˜ < −∑∞k=1 |σ˜k|2.
Proof. (i) is obvious and (iii) follows immediately from the uniform boundedness of σ˜k and b˜.
To verify (ii), let C :=∑∞k=1(‖σ˜k‖2u + Ck) and qk := (‖σ˜k‖2u + Ck)/C (if C = 0 we simply take
qk = 2−k). Then for any f ∈ B1,∑
k∈S
∣∣(σk(γ )− σk(η))(f )∣∣2 + ∣∣(b(γ )− b(η))(f )∣∣2
 2
∑
k∈S
{∣∣σ˜k(γ )− σ˜k(η)∣∣2γ 2k f (k)2 + σ˜k(η)2(γk − ηk)2f (k)2}
+ 2(b˜(γ )− b˜(η))2∣∣γ (f )∣∣2 + 2b˜(η)2∣∣(γ − η)(f )∣∣2
 2C
(
1 +
∑
i∈S
γi
)2∑
k∈S
qk|γk − ηk|2 + 2‖b˜‖2u
∣∣(γ − η)(f )∣∣2.
Thus, (ii) holds for fk := 1{k}, k ∈ S. So, by Theorem 1.1, the solution to (1.1) exists uniquely.
Next, if σ˜k and b˜ are constant such that 2b˜ < −∑k∈S |σ˜k|2, then we may take Ck = 0 so that
(1.3) holds for δ = −2b˜ and β =∑k∈S |σ˜k|2. By Theorem 1.2, Pt is ergodic. 
Similarly, we have the following extensions of Example 1.1.
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∑
k ‖σ˜k‖2u + ‖b˜‖2u < ∞. For a given
sequence {fk: k  1} ⊂ B1, define
σk(γ ) := σ˜k
(
γ (f1), . . . , γ (fk), . . .
)
γ, k  1,
b(γ ) := b˜(γ (f1), . . . , γ (fk), . . .)γ + μ,
where μ ∈ M is fixed. Then (1.1) has a unique solution. If moreover (1.3) holds for some
δ > β , then Pt is ergodic. It is in particular the case if σ˜k and b˜ are constants such that
2b˜ < −∑∞k=1 |σ˜k|2.
Proof. Since (i), (iii) are obvious, we only verify (ii). Let C :=∑k Ck and qk := Ck/C (if C = 0
then simply take qk = 2−k). By (1.4) we have
∞∑
k=1
∣∣(σk(γ )− σk(η))(f )∣∣2 + ∣∣(b(γ )− b(η))(f )∣∣2
 2
∞∑
k=1
{(
σ˜k
(
γ (f1), γ (f2), . . .
)− σ˜k(η(f1), η(f2), . . .))2γ (f )2
+ σ˜k
(
η(f1), η(f2), . . .
)2∣∣(γ − η)(f )∣∣2}
+ 2(b˜(γ (f1), γ (f2), . . .)− b˜(η(f1), η(f2), . . .))2γ (f )2
+ 2b˜(η(f1), η(f2), . . .)2∣∣(γ − η)(f )∣∣2
 2
∥∥∥∥∥
∞∑
k=1
|σ˜k|2 + |b˜|2
∥∥∥∥∥
u
∣∣(γ − η)(f )∣∣2 + 2Cγ (E)2 ∞∑
k=1
qk
∣∣(γ − η)(fk)∣∣2.
Therefore (ii) holds. Finally, when σ˜k and b˜ are constants such that 2b˜ < −∑∞k=1 |σ˜k|2, (1.3)
holds for δ = −2b˜ −∑k |σ˜k|2 and β = 0. Hence Pt is ergodic. 
Finally, to see that our results can be applied to the study of specific models from statistical
physics, we recall the following continuous spin system. Let e.g. {Mk,gk}k∈Zd be a family com-
plete connected Riemannian manifold and {HΛ}ΛZd a family of functions with finite range, i.e.
there exists R > 0 such that HΛ = 0 if the diameter of Λ is larger than R. Assume that
(a) for every Λ Zd , HΛ ∈ C2(MΛ);
(b) for every Λ Zd and z ∈ MΛc ,
μΛ|z(dxΛ) :=
exp[∑Λ′∩Λ =∅ HΛ′ ]λΛ(dxΛ)∫
MΛ
exp[∑Λ′∩Λ =∅ HΛ′ ]λΛ(dxΛ)
is a well-defined probability measure on MΛ, where λΛ is the product Riemannian volume
measure on MΛ :=∏k∈Λ Mk .
Then {HΛ}ΛZd is called a specification and μΛ|z the corresponding conditional Gibbs measure
on MΛ given z ∈ MΛc . A probability measure μ on MZd is called a Gibbs measure, if for every
Λ Zd and z ∈ MΛc , its regular conditional distribution on MΛ given z ∈ MΛ coincides with
μΛ|z. We refer to [7] and references therein for Mk independent of k, and to e.g. [1] for the
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probability measures of the operator
L :=
∑
k∈Zd
(
k + ∇k
∑
kΛ
HΛ
)
corresponding to the class of smooth cylindrical functions with compact supports, where k and
∇k are the Laplace operator and the gradient operator on the kth manifold (cf. [1]). The following
example shows that our result provides a way to describe Gibbs measures.
Example 1.3. Simply consider Mk = (0,∞) with metric gk(∂x, ∂x) := ckx−2, where ck > 0
such that
∑
k∈Zd c
−2
k < ∞. We have
gk = c−2k x2
d2
dx2
+ c−2k x
d
dx
and ∇gkf = c−2k x2f ′(x)
d
dx
.
For simplicity, we assume further that HΛ is shift-invariant, i.e. HΛ(γ ) = HΛ+k(γ·−k), k ∈ Zd ,
Λ Zd , γ ∈ MZd . If there exists a constant C > 0 such that
γ 20
∑
Λ0
∣∣∣∣ ∂∂γ0 HΛ(γ )
∣∣∣∣ C(1 + γ (E)), γ ∈ MZd , (1.5)
then the L-diffusion process uniquely exists. If moreover (1.3) holds for some δ > β , σk = 0 and
b(γ ) :=
∑
k∈Zd
δk
c2k
(∑
Λk
γ 2k
∂
∂γk
HΛ(r) − γk
)
, γ ∈ MZd ,
where δk is the Dirac measure at k, then there exits a unique Gibbs measure.
Proof. It is easy to see that in the present case
L = 2
∑
k∈Zd
(
c−2k γ
2
k
∂2
∂γ 2k
+ b(r)(1{k}) ∂
∂γk
)
so that by Itô’s formula, the L-diffusion process is given by the solution of (1.1) with
σk(γ ) :=
√
2c−1k γkδk, k ∈ Zd , γ ∈ MZ
d
.
By Theorems 1.1 and 1.2, it suffices to verify conditions (i)–(iii). (i) is obvious. Since(
b(γ )− b(η))(f ) = ∑
k∈Zd
c−2k fk
(
γ 2k
∂
∂γk
HΛ(γ )− γk − ηk2 ∂
∂ηk
HΛ(η)+ ηk
)
,
then (ii) follows immediately for qk := c−2k by using the Schwarz inequality, the shift-invariance
and smoothness of HΛ. Finally, (iii) follows from the shift-invariance and (1.5). 
2. Proof of Theorem 1.1
To construct the solution of (1.1), one may try to adopt the standard successive approximation;
that is, let X(0)t := X0 and X(n+1)t (n 0) solve the equation
dX(n+1)t :=
∞∑
σk
(
X
(n)
t
)
dBkt + b
(
X
(n)
t
)
dtk=1
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solving (1.1). This procedure is unfortunately invalid in the present case: since σ(X0) is normally
not zero, X(1)t (f ) (even exists) might be negative for a positive function f ∈ Cb(E), so that X(1)t
is normally explosive as a process on M. Moreover, since for each f ∈ Cb(E), X(1)t (f ) will
be merely determined almost surely, it is even hard to realize X(1)t as a process on Ms ! So, in
this paper, we adopt a finite-dimensional approximation: to approximate the solution by using
purely atomic processes which solve some finite-dimensional SDEs. This is analogous to the
well-known fact that a branching measure-valued process is the high density limit of particle
systems [9,16].
Without loss of generality, we assume that {fk: k  1} contains f ≡ 1 and a dense subset of
B1 ∩C0(E) (note that Cb(E) is normally inseparable for noncompact E). Otherwise, let g1 ≡ 1,
{gk: k  2} be dense in B1 ∩ C0(E), and define {f˜k: k  1} and {q˜k: k  1} by
f˜2k := fk, f˜2k+1 := gk, q˜2k := (1 − ε)qk, q˜2k−1 := ε2−k, k  1, (2.1)
where ε ∈ (0,1) is a constant. Then {f˜k: k  1} is dense in B1 and (ii) with a larger C(R) holds
for {f˜k} and {q˜k} in place of {fk} and {qk}, respectively. In particular, we may and will take
f1 ≡ 1.
Let {Kn} be a sequence of compact sets such that Kn ↑ E as n ↑ ∞. For any n  1, let
Cn := {Λ(n)1 , . . . ,Λ(n)l(n)} be a measurable partition of Kn such that
sup
1kn
sup
1il(n)
sup
x,y∈Λ(n)i
∣∣fk(x) − fk(y)∣∣ 1
n
. (2.2)
This partition exists since Kn is compact and {fk: 1 k  n} are uniformly continuous in Kn.
Let us fix a point x(n)i ∈ Λ(n)i for each 1 i  l(n). Consider the following SDE on Rl(n)+ :
dr(n)i (t) =
n∑
k=1
σk
(
l(n)∑
j=1
r
(n)
j (t)δx(n)j
)(
Λ
(n)
i
)
dBkt
+ b
(
l(n)∑
j=1
r
(n)
j (t)δx(n)j
)(
Λ
(n)
i
)
dt, r(n)i (0) = X0
(
Λ
(n)
i
)
, 1 i  l(n). (2.3)
Let X(n)t :=
∑l(n)
j=1 r
(n)
j (t)δx(n)j
, we shall prove that X(n)t converges to a solution of (1.1). To this
end, we first present some lemmas.
Lemma 2.1. Assume (i)–(iii). The solution to (2.3) uniquely exists on Rl(n)+ and is nonexplosive.
Proof. To verify the existence and uniqueness of the solution, it suffices to show that for any i
and k, the functions
σi,k(r) := σk
(
l(n)∑
j=1
rj δx(n)j
)(
Λ
(n)
i
)
and bi(r) := b
(
l(n)∑
j=1
rj δx(n)j
)(
Λ
(n)
i
)
are locally Lipschitzian in r ∈ Rl(n)+ . Without loss of generality, we only consider the func-
tion σi,k . Since for any closed set D ⊂ E, the indicator function 1D can be approximated
point-wisely by functions in B1, (ii) implies
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C(R)
{∣∣(γ − η)(D)∣∣2 + ∞∑
j=1
qj
∣∣(γ − η)(fj )∣∣2
}
, γ (E), η(E)R. (2.4)
For any r, r ′ ∈ Rl(n)+ with
∑
i ri ,
∑
i r
′
i R, the measures
γ :=
l(n)∑
j=1
rj δx(n)j
and η :=
l(n)∑
j=1
r ′j δx(n)j
satisfy γ (E), η(E) R. Without loss of generality, we assume that (σk(γ ) − σk(η))(Λ(n)i ) 0
so that∣∣σi,k(r) − σi,k(r ′)∣∣ := ∣∣(σk(γ )− σk(η))(Λ(n)i )∣∣ (σk(γ )− σk(η))+(Λ(n)i ). (2.5)
Since by the Hahn decomposition, there exists B ∈ F such that (σk(γ ) − σk(η))+ = (σk(γ ) −
σk(η))(· ∩B). By the regularity of finite measures, we obtain from (2.5) that∣∣σi,k(r) − σi,k(r ′)∣∣ sup{(σk(γ )− σk(η))(D): D ⊂ Λ(n)i ∩B is closed}
C(R)1/2
{∣∣ri − r ′i ∣∣2 +
∞∑
k=1
qk
(
l(n)∑
j=1
∣∣rj − r ′j ∣∣
)2}1/2
,
where the second step follows from (2.4), ‖fk‖u  1 and the fact that (γ − η)(D) =
(ri − r ′i )1D(x(n)i ) for any D ⊂ Λ(n)i . Thus, σi,k is locally Lipschitz continuous. Since by (i)
σi,k(r) = 0 and bi(r) 0 for ri = 0, we have r(n)i (t) 0 for all t  0. Finally, since (iii) implies
that
∑
i
(∣∣σi,k(r)∣∣+ ∣∣bi(r)∣∣) c
(
1 +
l(n)∑
i
ri
)
,
it is well known that the solution is nonexplosive. 
Lemma 2.2. In the situation of Lemma 2.1, let X(n)t :=
∑l(n)
i=1 r
(n)
i (t)δx(n)i
, n 1. Then there exists
a constant c > 0 such that
E sup
t∈[0,T ]
X
(n)
t (E)
2  c
(
1 + X0(E)2
)
ecT
2
, n 1, T > 0.
Proof. By the definition of X(n)t we have
X
(n)
t (E) = X0(E)+
t∫
0
n∑
k=1
σk
(
X(n)s
)
(Kn)dBks +
t∫
0
b
(
X(n)s
)
(Kn)ds
=: I1 + I2(t)+ I3(t).
Since I2(t) is a martingale, by Doob’s inequality we have
E sup
t∈[0,T ]
I2(t)
2  4EI2(T )2  4E
T∫ n∑
k=1
(∣∣σk(X(n)t )∣∣(E))2 dt.
0
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E sup
t∈[0,T ]
I3(t)
2  TE
T∫
0
(∣∣b(X(n)t )∣∣(E))2 dt.
Then it follows from (iii) that
E sup
t∈[0,T ]
X
(n)
t (E)
2  3X0(E)2 + c1(1 + T )
T∫
0
(
1 + EX(n)s (E)2
)
ds
for some constant c1 > 0 and all T > 0. Thus, the desired assertion follows from the Gronwall
lemma. 
Lemma 2.3. Assume that (i)–(iii) hold with C(R) in (ii) independent of R. Let
ρ(γ,η) :=
( ∞∑
k=1
qk
∣∣(γ − η)(fk)∣∣2
) 1
2
, γ, η ∈ M.
Then there exist c > 0 and εn ↓ 0 as n ↑ ∞ such that
E sup
t∈[0,T ]
ρ
(
X
(n)
t ,X
(m)
t
)2  εnecT 2, T > 0, m n 1.
Proof. By the definition of X(n)t , for any f ∈ Cb(E) we have
X
(n)
t (f ) −X(m)t (f )
= (X(n)0 (f )−X(m)0 (f ))
+
t∫
0
m∑
k=1
(
l(n)∑
i=1
σk
(
X(n)s
)(
Λ
(n)
i
)
f
(
x
(n)
i
)
1{kn} −
l(m)∑
i=1
σk
(
X(m)s
)(
Λ
(m)
i
)
f
(
x
(m)
i
))
dBks
+
t∫
0
(
l(n)∑
i=1
b
(
X(n)s
)(
Λ
(n)
i
)
f
(
x
(n)
i
)− l(m)∑
i=1
b
(
X(m)s
)(
Λ
(m)
i
)
f
(
x
(m)
i
))
ds
=: I (f )+Mt(f )+Lt(f ).
Since Mt(f ) is a martingale, by Doob’s inequality we have
E sup
t∈[0,T ]
∣∣Mt(f )∣∣2
 4E
∣∣MT (f )∣∣2
= 4E
T∫
0
n∑
k=1
(
l(n)∑
i=1
σk
(
X(n)s
)(
Λ
(n)
i
)
f
(
x
(n)
i
)− l(m)∑
i=1
σk
(
X(m)s
)(
Λ
(m)
i
)
f
(
x
(m)
i
))2
ds
+ 4
∑
k>n
T∫
E
∣∣σk(X(m)s )∣∣(E)2 ds. (2.6)0
F.-Y. Wang / J. Math. Anal. Appl. 329 (2007) 1102–1117 1111By (2.2) we have
l(n)∑
i=1
∣∣σk(X(n)s )(fk1Λ(n)i )− σk(X(n)s )(Λ(n)i )fk(x(n)i )
∣∣ 1
n
∣∣σk(X(n)s )∣∣(Kn),
1 k  n, k  1.
Then it follows from (2.6) that for any 1 i  nm,
E sup
t∈[0,T ]
∣∣Mt(fi)∣∣2  12E
T∫
0
n∑
k=1
((
σk
(
X(n)s
))
(fk)− σk
(
X(m)s
)
(fk)
)2 ds
+ 24
n2
E
T∫
0
n∑
k=1
(∣∣σk(X(n)s )∣∣(E)2 + ∣∣σk(X(m)s )∣∣(E)2)ds
+ 4
∑
k>n
T∫
0
E
∣∣σk(X(m)s )∣∣(E)2 ds. (2.7)
By (iii) and Lemma 2.2 we have
sup
m>n
∞∑
k>n
T∫
0
E
∣∣σk(X(m)s )∣∣(E)2 ds  δn(1 + X0(E)2)ecT 2 , T > 0,
for some c > 0 and some {δn > 0} with δn ↓ 0 as n ↑ ∞. Therefore, by (iii) and (ii) for C(R) = C
independent of R, we obtain from (2.7) that
E sup
t∈[0,T ]
∣∣Mt(fi)∣∣2 C1E
T∫
0
(∣∣(X(m)s −X(n)s )(fk)∣∣2 + 1n2
(
X(n)s (E)
2 +X(m)s (E)2 + 1
)
+
∞∑
i=1
qi
∣∣(X(n)s −X(m)s )(fi)∣∣2
)
ds + δnecT 2
for some C1 > 0 and all 1 k  nm. Similarly, we have
E sup
t∈[0,T ]
∣∣Lt(fk)∣∣2  C2(1 + T )E
T∫
0
(∣∣(X(n)s −X(m)s )(fk)∣∣2
+ 1
n2
(
X(n)s (E)
2 +X(m)s (E)2 + 1
)+ ∞∑
i=1
qi
∣∣(X(n)s −X(m)s )(fi)∣∣2
)
ds.
Combining these with (2.6), we arrive at
E sup
t∈[0,T ]
ρ
(
X
(n)
t ,X
(m)
t
)2
 ρ
(
X
(n)
0 ,X
(m)
0
)2 + δnecT 2
+ c(1 + T )E
T∫ (
ρ
(
X(n)s ,X
(m)
s
)2 + 1
n2
(
X(n)s (E)
2 +X(m)s (E)2 + 1
))
ds (2.8)
0
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h(t) := E sup
s∈[0,t]
ρ
((
X(n)s ,X
(m)
s
))2
, t  0,
we obtain from (2.8) and Lemma 2.2 that
h(T ) ρ
(
X
(n)
0 ,X
(m)
0
)2 + δnecT 2 + c(1 + T )
T∫
0
(
h(s) + 1
n2
ecs
2
)
ds, m n,
for some c > 0 and all T > 0. Since supmn ρ(X
(n)
0 ,X
(m)
0 )
2 → 0 as n → ∞, the proof is finished
by the Gronwall lemma. 
Proof of Theorem 1.1. (a) We first assume that C(R) in (ii) is independent of R. As explained
around (2.1), we assumed that {fk} contains f ≡ 1 and a dense subset of B1 ∩ C0(E) so that
(M, ρ) is a complete metric space compatible with the weak topology. Indeed, by [10, Theo-
rem A2.3], any ρ-Cauchy sequence {γn} in M converges vaguely to a locally finite measure γ .
Since {fk} contains f ≡ 1, one has γ ∈ M and the convergence is true also in the weak topology.
For any α > 0, let
ρ˜α(γ·, η·) := sup
t0
e−αt2
(
ρ(γt , ηt )∧ 1
)
, γ·, η· ∈ C
([0,∞),M),
where C([0,∞),M) is the set of all continuous paths on M. Then C([0,∞),M) is a com-
plete metric space under ρ˜α which induces the topology of locally uniform convergence.
Next, by Lemma 2.3, there exists α > 0 such that {X(n)· }n1 is a Cauchy sequence in
L2(C([0,∞),M), ρ˜α;P). Thus, there exists an adapted continuous process Xt on M such that
lim
n→∞Eρ˜α
(
X(n)· ,X·
)2 = 0. (2.9)
Hence, for any f ∈ B1 one has X(n)t (f ) → Xt(f ) in L2. Moreover, (2.9) and Lemma 2.3 imply
that
lim
n→∞E sups∈[0,T ]
ρ
(
X(n)s ,Xs
)2 = lim
n→∞E limm→∞ sups∈[0,T ]
ρ
(
X(n)s ,X
(m)
s
)2
 lim
n→∞ limm→∞
E sup
s∈[0,T ]
ρ
(
X(n)s ,X
(m)
s
)2 = 0. (2.10)
Since (ii) holds for C(R) independent of R, for any f ∈ B1 we obtain from (2.10) that
lim
n→∞E
{( t∫
0
∞∑
k=1
(
σk
(
X(n)s
)− σk(Xs))(f )dBks
)2
+
t∫
0
∣∣(b(X(n)s )− b(Xs))(f )∣∣2 ds
}
= 0. (2.11)
Finally, by the definition of X(n)t ,
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(n)
t (f ) = X(n)0 (f )+
n∑
k=1
l(n)∑
i=1
t∫
0
σk
(
X(n)s
)(
Λ
(n)
i
)
f
(
x
(n)
i
)
dBks
+
l(n)∑
i=1
t∫
0
b
(
X(n)s
)(
Λ
(n)
i
)
f
(
x
(n)
i
)
ds. (2.12)
Let δn(f ) := sup1il(n) supx,y∈Λ(n)i |f (x) − f (y)|. By (2.2) we have δn(f ) → 0 as n → ∞
since {fk} is dense in B1. Then (2.12) implies that
E
∣∣∣∣∣X(n)t (f )−X(n)0 (f )−
t∫
0
∞∑
k=1
σk
(
X(n)s
)
(f )dBks −
t∫
0
b
(
X(n)s
)
(f )ds
∣∣∣∣∣
2
 2δn(f )(1 + t)E
t∫
0
(
n∑
k=1
∣∣σk(X(n)s )∣∣(E)2 + ∣∣b(X(n)s )∣∣(E)2
)
ds
+ E
t∫
0
∞∑
k=n+1
∣∣σk(X(n)s )∣∣(E)2 ds.
Combining this with (2.11), (iii), Lemma 2.2 and letting n ↑ ∞, we arrive at
Xt(f ) = X0(f )+
t∫
0
∞∑
k=1
σk(Xs)(f )dBks +
t∫
0
b(Xs)(f )ds a.s.
and Mt(f ) :=∑∞k=1 ∫ ·0 σk(Xt )(f )dBkt is a square-integrable martingale.
To verify the uniqueness, let Yt be another solution to (1.1). By the definition of the solution,
for any f ∈ B1 we have
d
∣∣(Xt − Yt )(f )∣∣2 = dMt +
{ ∞∑
k=1
∣∣(σk(Xt )− σk(Yt ))(f )∣∣2
+ 2[(b(Xt )− b(Yt ))(f )](Xt − Yt )(f )
}
dt,
where Mt is a local martingale. Then it is standard that
E
∣∣(Xt − Yt )(f )∣∣2  ∞∑
k=1
t∫
0
E
[∣∣(σk(Xs)− σk(Ys))(f )∣∣2
+ 2∣∣(b(Xs)− b(Ys))(f )∣∣ · ∣∣(Xs − Ys)(f )∣∣]ds.
Since (ii) holds for C(R) independent of R, this implies that
Eρ(Xt ,Yt )
2  c
t∫
0
Eρ(Xs,Ys)
2 ds (2.13)
for some c > 0 and all t > 0. Therefore, Eρ(Xt ,Yt )2 = 0 and hence Xt = Yt .
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0 h 1, h(r) = 1 for r  n and h(r) = 0 for r  n+ 1. Let
σ
(n)
k (γ ) := h
(
γ (E)
)
σk(γ ), b
(n)(γ ) := h(γ (E))b(γ ), γ ∈ M, k  1.
Then σ (n)k and b(n) satisfy (i)–(iii) with C(R) in (ii) independent of R (note that we have assumed
that 1 ∈ {fk}). Thus, by (a) there exists a unique solution X(n)t solving (1.1) for σ (n)k and b(n) in
place of σk and b, respectively. Let
τn := inf
{
t  0: X(n)t (E) n
}
, n 1.
By the uniqueness of the solution, we have X(n)t = X(n+1)t for t  τn. Define
Xt :=
∞∑
n=1
X
(n)
t 1[τn−1,τn)(t), τ0 := 0.
Then Xt solves (1.1) up to the time τ∞ := limn→∞ τn. We shall prove that τ∞ = ∞. It is easy to
see that (iii) implies
n2P(τn  t) EXt∧τn(E)2 = EX(n)t∧τn(E)2  c
(
1 +X0(E)2
)
ect (2.14)
for some c > 0 and all t > 0. Then τ∞ = ∞ and ∑∞k=1 ∫ ·0 σk(Xt )(f )dBkt is a square-integrable
martingale for any f ∈ Cb(E). Moreover, since any solution to (1.1) also solves the SDE for σ (n)k
and b(n) up to time τn, by the uniqueness of the solution corresponding to σ (n)k and b(n), (1.1)
has a unique solution too. Moreover, (2.14) implies that EXt(E)2 < ∞, t > 0.
(c) Since the semigroup property of P (n)t f := Ef (X(n)t ) and the convergence of X(n)t to Xt
imply the semigroup property of Pt , it remains to prove the Feller property. Let Xt(γ ) solve (1.1)
with X0 = γ , γ ∈ M. If (ii) holds with C(R) independent of R, then instead of (2.13),
Eρ
(
Xt(γ ),Xt (η)
)2  ρ(γ,η)2 + c
t∫
0
Eρ
(
Xs(γ ),Xs(η)
)2 ds, t  0,
for some constant c > 0. Thus,
Eρ
(
Xt(γ ),Xt (η)
)2  ρ(γ,η)2ect , t  0. (2.15)
Therefore Pt is a Feller semigroup. In general, let X(n)t (γ ) be the solution with X0 = γ for σ (n)k
and b(n) in place of σk and b, respectively. By (2.14) and (2.15) we obtain
lim
η→γ Eρ
(
Xt(γ ),Xt (η)
)2 ∧ 1 lim
η→γ Eρ
(
X
(n)
t (γ ),X
(n)
t (η)
)2 + c
n2
(
1 + γ (E)2)ect2
= c
n2
(
1 + γ (E)2)ect2
for some c > 0 and all n 1. Therefore Eρ(Xt (γ ),Xt (η))2 ∧1 → 0 as η → γ . This implies that
Pt is Feller continuous. 
3. Proof of Theorem 1.2
As explained around (2.1), we assumed that {fk} contains f ≡ 1 and a dense subset of B1 ∩
C0(E). Indeed, if (1.3) holds for some δ > β , then for f˜k , q˜k given in (2.1) with small enough
ε > 0, (1.3) holds for f˜k , q˜k and some δ˜ > β˜ > 0 in place of fk , qk and δ, β , respectively.
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Eρ
(
Xt(γ ),Xt (η)
)2  e−(δ−β)tρ(γ, η)2, t  0,
and supt0 EXt(γ )(E)2 < ∞ for any γ ∈ M.
Proof. By Itô’s formula, for any f ∈ B1 we have
d
∣∣(Xt(γ )−Xt(η))(f )∣∣2
= dMt +
{ ∞∑
k=1
∣∣(σk(Xt(γ ))− σk(Xt(η)))(f )∣∣2
+ 2[(b(Xt(γ ))− b(Xt(η)))(f )](Xt(γ )−Xt(η))(f )
}
dt
 dMt − δ
∣∣(Xt(γ )− Xt(η))(f )∣∣2 dt + βρ(Xt(γ ),Xt (η))2 dt,
where Mt is a martingale due to (iii) and Lemma 2.2. Then
Eρ
(
Xt(γ ),Xt (η)
)2  ρ(γ,η)2 − (δ − β)
t∫
0
Eρ
(
Xs(γ ),Xs(η)
)2 ds.
Therefore, the first assertion follows from the Gronwall lemma.
Next, by (iii) and (1.3) with f ≡ 1 we obtain
∞∑
k=1
∣∣σk(γ )(E)∣∣2 + 2b(γ )(E)γ (E)
=
∞∑
k=1
∣∣(σk(γ )− σk(0))(E)∣∣2 + 2(b(γ )(E)− b(0)(E))γ (E)
+ 2
∞∑
k=1
σk(γ )(E)σk(0)(E) −
∞∑
k=1
σk(0)(E)2 + 2b(0)(E)γ (E)
−δγ (E)2 + βγ (E)2 + c(γ (E)+ 1)
for some c > 0 and all γ ∈ M. Since δ > β , there exist α > 0 and C(α) > 0 such that
d
(
Xt(γ )(E)
)2  dMt − α(Xt(γ )(E))2 dt + C(α)dt,
where Mt is a martingale. This implies the second assertion. 
Proof of Theorem 1.2. Let δ0 be the Dirac measure on M at the zero measure 0, and define
πn := 1
n
n∫
0
δ0Pt dt, n 1.
We intend to show that πn has a convergent subsequence whose limit gives rise to the unique
invariant probability measure of Pt .
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W(Γ1,Γ2)
2 := inf
Γ˜ ∈C (Γ1,Γ2)
∫
M×M
ρ(γ,η)2Γ˜ (dγ,dη),
where C (Γ1,Γ2) is the set of all couplings of Γ1 and Γ2. Then by Lemma 3.1, one has
W(δγ Pt , δηPt )
2  e−(δ−β)tρ(γ, η)2, γ, η ∈ M, t > 0.
Consequently,
W(Γ1Pt ,Γ2Pt)
2  e−(δ−β)tW(Γ1,Γ2)2, Γ1,Γ2 ∈P(M). (3.1)
Since
πm = 1
n
n∫
0
δ0Pmt
n
dt,
it follows from (3.1) that for any m n 1,
W(πn,πm)
2  1
n
n∫
0
W(δ0Pt , δ0Pmt
n
)2 dt  1
n
n∫
0
e−(δ−β)tW(δ0, δ0Pmt
n
−t )2 dt
= 1
n
n∫
0
e−(δ−β)tEρ
(
0,Xmt
n
−t (0)
)2 dt  1
n
n∫
0
e−(δ−β)tE
(
Xmt
n
−t (0)(E)
)2 dt,
(3.2)
where Xt(0) solves (1.1) with X0 = 0. Moreover, by Lemma 3.1, there exists C1 > 0 such that
EXt(0)(E)2  C1 for all t > 0. Then (3.2) implies that
lim
n→∞ supmn
W(πn,πm) = 0. (3.3)
(b) For any compact set K ⊂ M and any ε > 0, let Kε := {γ ∈ M: ρ(γ,K) ε}. We have
πm
(
Kcε
)− πn(Kc) inf
Γ˜ ∈C (πn,πm)
1
ε2
∫
K×Kcε
ρ(γ, η)2Γ˜ (dγ,dη) 1
ε2
W(πn,πm)
2.
Thus, by (3.3), for any ε > 0 there exists n 1 such that πm(Kcε )− πn(Kc) ε/2 for all m n
and all compact set K . Next, take compact set K ⊂ M such that πk(Kc) ε/2 for all 1 k  n.
Therefore, we have πk(Kcε )  ε for all k  1. By Prohorov’s principle, we conclude that {πn}
is tight so that there exist π ∈ P(M) and a subsequence {πnk } such that πnk → π weakly as
k → ∞. It is now standard to show that π is an invariant probability measure of Pt .
Finally, for any γ ∈ M and any bounded ρ-Lipschitz function F , we obtain from (3.1) that
∣∣PtF (γ )− π(F)∣∣ inf
Γ˜ ∈C (δγPt ,π)
∫ ∣∣F(γ )− F(η)∣∣Γ˜ (dγ,dη) ce−λtW(δγ ,π)
for some c,λ > 0. Since Lemma 3.1 implies
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2 =
∫
M
ρ(γ,η)2π(dη) = lim
N→∞ limk→∞
∫
M
(
ρ(γ,η)2 ∧N)πnk (dη)
 2ρ(γ,0)2 + 2 lim
k→∞
∫
M
ρ(η,0)2πnk (dη)
 2ρ(γ,0)2 + 2 sup
t
EXt(0)(E)2 < ∞,
we obtain PtF (γ ) → π(F) as t → ∞ for any γ ∈ M. Therefore, Γ Pt → π weakly for any
Γ ∈P(M). 
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