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Abstract. We study restriction and extension theory for semibounded Her-
mitian operators in the Hardy space H2 of analytic functions on the disk D.
Starting with the operator z
d
dz
, we show that, for every choice of a closed
subset F ⊂ T = ∂D of measure zero, there is a densely defined Hermitian
restriction of z
d
dz
corresponding to boundary functions vanishing on F . For
every such restriction operator, we classify all its selfadjoint extension, and for
each we present a complete spectral picture.
We prove that different sets F with the same cardinality can lead to quite
different boundary-value problems, inequivalent selfadjoint extension opera-
tors, and quite different spectral configurations. As a tool in our analysis,
we prove that the von Neumann deficiency spaces, for a fixed set F , have
a natural presentation as reproducing kernel Hilbert spaces, with a Hurwitz
zeta-function, restricted to F × F , as reproducing kernel.
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1. Introduction
In this paper, we study a model for families of semibounded but unbounded
selfadjoint operators in Hilbert space. It is of interest in our understanding of
the spectral theory of selfadjoint operators arising from extension of a single semi-
bounded Hermitian operator with dense domain. Up to unitary equivalence, the
model represents a variety of spectral configurations of interest in the study of spe-
cial functions, in the theory of Toeplitz operators, and in applications to quantum
mechanics, and to signal processing.
We study a duality between restrictions and extensions of semibounded (un-
bounded) operators. Since the spectrum of a selfadjoint semibounded operator is
contained in a half-line, it is useful to work with spaces of analytic functions. To
narrow the field down to a manageable scope, we pick as Hilbert space the familiar
Hardy spaceH2 of analytic functions on the complex disk D with square-summable
coefficients. (As a Hilbert space, of course H2 is a copy of l2(N0), but l2 does not
capture all the harmonic analysis of the Hardy space H2.)
Traditionally, the study of semibounded operators is viewed merely as a special
case of the wider context of Hermitian, or selfadjoint operators. But semibounded
does suggest that some measure (in this case, a spectral resolution) is supported
in a halfline, say [0,∞), and thus, this in turn suggests analytic continuation, and
Hilbert spaces of analytic functions (see, e.g., [ABK02]). In this paper, we take
seriously this idea.
Now the operator H := z
d
dz
is selfadjoint on its natural domain in H2 with
spectrum N0 (the natural numbers including 0). We show (section 6) that, for
every measure-zero closed subset F of the circle T = ∂D, H (= z
d
dz
) in H2 has a
well defined and densely defined Hermitian restriction operator LF , and we find its
selfadjoint extensions. They are indexed by the unitary operators in a reproducing
kernel Hilbert space (RKHS) of functions on F , where the reproducing kernel in
turn is a restriction of Hurwitz’s zeta-function.
This RKHS-feature in the boundary analysis is one way that the boundary-
value problems in Hilbert spaces of analytic functions are different from more tra-
ditional two sided boundary-value problems; see e.g., [JPT11a, JPT11b]. Two-
sided boundary-value problems may be attacked with an integration by parts, or,
in higher real dimensions, with Greens-Gauss-Stokes. By contrast, boundary-value
theory is Hilbert spaces of analytic functions must be studied with the use of dif-
ferent tools.
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While it is possible, for every subset F of T (closed, measure zero), to write down
parameters for all the selfadjoint extensions of LF , to find more explicit formulas,
and to compute spectra, it is helpful to first analyze the special case when the set
F is finite. Even the special case when F is a singleton is of interest. We begin
with a study of this in sections 3 and 4 below.
More generally, we show in section 6 that, when F is finite, that then the cor-
responding Hermitian restriction operator LF has deficiency indices (m,m) where
m is the cardinality of F . Moreover we prove that the variety of all selfadjoint
extensions of LF will then be indexed (bijectively) by a compact Lie group G(F )
depending on F .
There is a number of differences between boundary value problems in L2-spaces
of functions in real domains, and in Hilbert spaces of analytic functions.
Our present study is confined here to one complex variable, and to the Hardy-
space H2 on the disk D in the complex plane. The occurrence of the above men-
tioned family of compact Lie groups is one way our analysis of extensions and
restrictions of operators is different in the complex domain.
There are others (see section 6 for details). Here we outline one such striking
difference:
Recall that for a Hermitian partial differential operators P acting on test func-
tions in bounded open domains Ω ⊂ Rn, the adjoint operators will again act as
PDOs.
Specifically, in studying boundary value problems in the Hilbert space L2(Ω),
initially one takes a given Hermitian P to be defined on a Schwartz space of func-
tions on Ω, vanishing with all their derivatives on ∂Ω. This realization of P is
called the minimal operator, Pmin for specificity, and it is L2-Hermitian with dense
domain in L2(Ω).
The adjoint of Pmin is denoted P ∗ and it is defined relative to the inner product
in the Hilbert space L2(Ω). And this adjoint is the maximal operator Pmax. The
crucial fact is that Pmax is again a (partial) differential operator. Indeed it is the
operator P acting on the domain of functions f ∈ L2(Ω) such that Pf is again in
L2(Ω), where the meaning of Pf in the weak sense of distributions. This follows
conventions of L. Schwartz, and K. O. Friedrichs; see e.g., [DS88b, Gru09, AB09].
Turning now to the complex case, we study here the operator Q := z
d
dz
in the
Hardy-space H2 on the disk D, and its realization as a Hermitian operator with
domain equal to one in a family of suitable dense linear subspaces inH2. These Her-
mitian operators will have equal deficiency spaces (in the sense of von Neumann),
and they will depend on conditions assigned on chosen closed subsets F ⊂ ∂D), of
(angular) measure 0.
When such a subset F is given, let QF be the corresponding restriction operator.
But now the adjoint operators Q∗F , defined relative to the inner product inH2, turn
out no longer to be differential operators; they are different operators. The nature
of these operators Q∗F is studied in sect 6.5.
In section 6, we study the operator z
d
dz
in the Hardy space H2 of the disk D,
one such Hermitian operator LF for each closed subset F ⊂ ∂D of zero angular
measure. For functions f ∈ D(L∗F ) we have boundary values f˜ , i.e., extensions
from D to D (= closure). But then the function z
d
dz
f may have simple poles at
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the points ζ ∈ F . We show (Corollary 6.33) that the contribution to BF (f, f) (see
(1.6)) is
BF (f, f)ζ = =
(
Cζ(f)f˜(ζ)
)
(1.1)
where = stands for imaginary part, and Cζ(f) is the residue of the meromorphic
function z 7→ z
(
d
dz
f
)
(z) at the pole z = ζ (∈ F ⊂ ∂D.)
Note that (1.1), for the boundary form in the study of deficiency indices in the
Hardy space H2, contrasts sharply with the more familiar analogous formula for
the boundary value problems in the real case, i.e., on an interval.
In section 8, we consider a higher dimensional version of the Hardy-Hilbert space
H2, the Arveson-Drury space H
(AD)
d , d > 1. While the case d > 1 does have a
number of striking parallels with d = 1, there are some key differences. The reason
for the parallels is that the reproducing kernel, the Szegö kernel for H2 extends
from one complex dimension to d > 1 almost verbatim, [Arv98, Dru78].
A central theme in our paper (d = 1) is showing that the study of von Neumann
boundary theory for Hermitian operators translates into a geometric analysis on
the boundary of the disk D in one complex dimension, so on the circle ∂D.
We point out in sect 8 that multivariable operator theory is more subtle. Indeed,
Arveson proved [Arv98, Coroll 2] that the Hilbert norm in H (AD)d , d > 1, cannot
be represented by a Borel measure on Cd. So, in higher dimension, the question of
"geometric boundary" is much more subtle.
1.1. Unbounded Operators
Before passing to the main theorems in the paper, we recall a classification
theorem of von Neumann which will be used. Starting with a fixed Hermitian
operator with dense domain in Hilbert space, and equal indices, von Neumann’s
classification ([vN32b, vN32a, AG93, DS88b, Kat95]) shows that the variety of all
selfadjoint extensions, and their spectral theory, can be understood and classified
in the language of an associated boundary form, and the set of all partial isometries
between a pair of deficiency-spaces. It has numerous applications. One significance
of the result lies in the fact that the two deficiency-spaces typically have a small
dimension, or allow for a reduction, reflect an underlying geometry, and they are
computable.
Lemma 1.1 (see e.g. [DS88b]). Let L be a closed Hermitian operator with dense
domain D0 in a Hilbert space. Set
D± = {ψ± ∈ dom(L∗) |L∗ψ± = ±iψ±}
C (L) = {U : D+ → D− |U∗U = PD+ , UU∗ = PD−} (1.2)
where PD± denote the respective projections. Set
E (L) = {S |L ⊆ S, S∗ = S}.
Then there is a bijective correspondence between C (L) and E (L), given as follows:
If U ∈ C (L), and let LU be the restriction of L∗ to
{ϕ0 + f+ + Uf+ |ϕ0 ∈ D0, f+ ∈ D+}. (1.3)
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Then LU ∈ E (L), and conversely every S ∈ E (L) has the form LU for some
U ∈ C (L). With S ∈ E (L), take
U := (S − iI)(S + iI)−1 |D+ (1.4)
and note that
(1) U ∈ C (L), and
(2) S = LU .
Vectors f ∈ dom(L∗) admit a unique decomposition
f = ϕ0 + f+ + f− (1.5)
where ϕ0 ∈ dom(L), and f± ∈ D±. For the boundary-form B(·, ·), we have
B(f, f) =
1
2i
(〈L∗f, f〉 − 〈f, L∗f〉)
= ‖f+‖2 − ‖f−‖2 . (1.6)
Note, the sesquilinear form B in (1.6) is the boundary form referenced in (1.1)
above.
Proof sketch (Lemma 1.1). We refer to the cited references for details. The key step
in the verification of formula (1.6) for the boundary form B(f, f), f ∈ dom(L∗), is
as follows: Let f = ϕ0 +f+ +f−. After each of the two terms 〈L∗f, f〉 and 〈f, L∗f〉
are computed, we find cancellation upon subtraction, and only the two ‖f±‖2 terms
survive; specifically:
〈L∗f, f〉 − 〈f, L∗f〉
= i
(
‖f+‖2 − ‖f−‖2
)
− (−i)
(
‖f+‖2 − ‖f−‖2
)
= 2i
(
‖f+‖2 − ‖f−‖2
)
.

While there are earlier studies of boundary forms (in the sense of (1.6)) in the
context of Sturm-Liouville operators, and Hermitian PDOs in bounded domains in
Rn, e.g., [BMT11, BL10], there appear not to be prior analogues of this in Hilbert
spaces of analytic functions in bounded complex domains.
Terminology. We shall refer to eq. (1.5) as the von Neumann decomposition;
and to the classification of the family of all selfadjoint extensions (see (1.3) & (1.4))
as the von Neumann classification.
Lemma 1.2.
(1) Consider the von Neumann decomposition
D(L∗) = D(L) +D+ +D− (1.7)
in (1.5); then the boundary form B(f, g) vanishes if one of the vectors f
or g from D(L∗) is in D(L).
(2) Every subspace S ⊂ D(L∗) such that B(f, f) = 0, ∀f ∈ S, is the graph of
a partial isometry from D+ into D−.
(3) Introducing the inner product
〈f, g〉∗ = 〈f, g〉+ 〈L∗f, L∗g〉 (1.8)
f, g ∈ D(L∗), we note that the three terms in the decomposition (1.7) are
mutually orthogonal w.r.t. the inner product 〈·, ·〉∗ in (1.8).
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Proof. All assertions (1)-(3) follow from a direct computation, and use of the defi-
nitions.
It follows from (2) in Lemma 1.2, that the boundary form B(·, ·) passes to the
quotient (D(L∗)/D(L))× (D(L∗)/D(L)). 
1.2. Graphs of Partial Isometries D+ −→ D−
In section 6, we will compute the partial isometries between defect spaces in
a Hardy space H2 in terms of boundary values and residues. But we begin with
axioms of the underlying geometry in Hilbert space.
Lemma 1.3. Let L be a Hermitian symmetric operator with dense domain in a
Hilbert space H , and let x± ∈ D± be a pair of vectors in the respective deficiency-
spaces. Suppose
‖x+‖ = ‖x−‖ > 0. (1.9)
Then the system 
y2 :=
1
2i
(x+ − x−)
y3 :=
1
2
(x+ + x−)
(1.10)
satisfy yi ∈ D(L∗), i = 2, 3, and
L∗y2 = y3, and L∗y3 = −y2. (1.11)
Conversely, if {y2, y3} is a pair of non-zero vectors in D(L∗) such that (1.11) holds;
then {
x+ = y3 + iy2 ∈ D+ and
x− = y3 − iy2 ∈ D−,
(1.12)
and (1.9) holds.
Proof. The result follows from Lemmas 1.1 and 1.2 together with a simple compu-
tation. 
Corollary 1.4. Let L and D± (deficiency-spaces) be as in the lemma. Let U :
D+ −→ D− be a partial isometry, and let x+ be in the initial space of U . Then the
Hermitian extension H of L given by
H (x+ + Ux+) = i (x+ − Ux+) (1.13)
is specified equivalently by the two vectors y2 and y3 as follows:
y2 ∈ D(H) and Hy2 = y3; or y3 ∈ D(H) and Hy3 = −y2 (1.14)
where 
y2 =
1
2i
(x+ − Ux+), and
y3 =
1
2
(x+ + Ux+).
(1.15)
In particular, for the boundary formB(·, ·) on D(L∗) from (1.6), we haveB(yi, yi) =
0 for i = 2, 3.
Proof. This follows from the lemma since a pair of vectors x± ∈ D± is in the graph
of a partial isometry D+ −→ D− if and only if (1.9) holds. 
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1.3. Prior Literature
There are related investigations in the literature on spectrum and deficiency
indices. For the case of indices (1, 1), see for example [ST10, Mar11]. For a study
of odd-order operators, see [BH08]. Operators of even order in a single interval
are studied in [Oro05]. The paper [BV05] studies matching interface conditions in
connection with deficiency indices (m,m). Dirac operators are studied in [Sak97].
For the theory of selfadjoint extensions operators, and their spectra, see [Šmu74,
Gil72], for the theory; and [Naz08, VGT08, Vas07, Sad06, Mik04, Min04] for recent
papers with applications. For applications to other problems in physics, see e.g.,
[AHM11, PR76, Bar49, MK08]. And [Chu11] on the double-slit experiment. For
related problems regarding spectral resolutions, but for fractal measures, see e.g.,
[DJ07, DHJ09, DJ11].
The study of deficiency indices (n, n) has a number of additional ramifications
in analysis: Included in this framework is Krein’s analysis of Voltera operators and
strings; and the determination of the spectrum of inhomogenous strings; see e.g.,
[DS01, KN89, Kre70, Kre55].
Also included is their use in the study of de Branges spaces, see e.g., [Mar11],
where it is shown that any regular simple symmetric operator with deficiency indices
(1, 1) is unitarily equivalent to the operator of multiplication in a reproducing ker-
nel Hilbert space of functions on the real line with a sampling property). Further
applications include signal processing, and de Branges-Rovnyak spaces: Charac-
teristic functions of Hermitian symmetric operators apply to the cases unitarily
equivalent to multiplication by the independent variable in a de Branges space of
entire functions.
1.4. Organization of the Paper
The central themes in our paper are presented, in their most general form, in
sections 6 and 7. However, in sections 2 through 5, we are preparing the ground
leading up to section 6, beginning with some lemmas on unbounded operators in
section 2.
Further in sections 3 and 4 (before introducing harmonic analysis in the Hardy
spaceH2), we begin with an analysis of model operators in the Hilbert space l2(N0).
In sections 3 and 4, it will be helpful to restrict our analysis to the case of deficiency
indices (1, 1).
The reason for beginning with the Hilbert space l2(N0) is that some computations
are presented more clearly there. But they will then be used in section 6 where
we introduce operators in the Hardy space H2 (of analytic functions on the disk D
with l2-coefficients.)
It is only with the use of kernel theory forH2, and its subspaces, that we are able
to make precise our results for the case of deficiency indices (m,m) where m can
be any number in N ∪ {∞}. For the case when our operators have indices (m,m),
m > 1, the possibilities encompass a rich variety. Indeed, there is a boundary
value problem for every choice of a closed subset F ⊂ T = ∂D of measure zero.
In fact we prove that even different sets F with the same cardinality can lead
to quite different boundary-value problems, inequivalent extension operators, and
quite different spectral configurations for the selfadjoint extensions.
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2. Restrictions of Selfadjoint Operators
The general setting here is as sketched above; see especially Lemma 1.1, a state-
ment of von Neumann’s theorem yielding a classification of the selfadjoint extensions
of a fixed Hermitian operator L with dense domain in a given Hilbert space H ,
and L having equal deficiency indices.
Below we will be concerned with the converse question: Given an unbounded
selfadjoint operator inH ; what are the parameters for the variety of all closed Her-
mitian restrictions having dense domain in H . The answer is given below, where
we further introduce the restriction on the possibilities by the added requirement
of semi-boundedness.
Our main reference regarding unbounded operators in Hilbert space will be
[DS88b], but we will be relying too on results from [AG93] on spectral theory
in the case of indices (m,m) with m finite, [Kat95] on closed quadratic forms, and
[Gru09] for distribution theory and semibounded operators.
2.1. Conventions and Notation.
• H - a complex Hilbert space;
• H - selfadjoint operator in H ;
• D(H) - domain of H, dense in H ;
• For ξ ∈ C, =(ξ) 6= 0, the resolvent operator
R(ξ) = (ξI −H)−1
is well defined; it is bounded, i.e.,
‖R(ξ)‖H→H ≤ |=(ξ)|−1 , and (2.1)
R(ξ)∗ = R(ξ) (2.2)
• ⊥ - orthogonal complement.
Question: What are the closed restriction operators L for H, such that D(L) is
dense, where D(L) is the domain of L?
The answer is given in the following lemma:
Lemma 2.1. Let H , H, and ξ, be as above, in particular, =(ξ) 6= 0 is fixed. Then
there is a bijective correspondence between (1) and (2) as follows:
(1) L is a closed restriction of H with dense domain D(L) in H ; and
(2) M is a closed subspace in H such that
M ∩D(H) = 0; (2.3)
where the correspondence L to M is
M = {ψ ∈H ∣∣ ψ ∈ D(L∗), L∗ψ = ξψ}; (2.4)
while, from M to L, it is:
D(L) =
(
R(ξ)M
)⊥
. (2.5)
Proof. From (1) to (2). Let L be a restriction operator as in (1), i.e., with D(L)
dense in H . Then L is Hermitian, and therefore,
L ⊂ L∗. (2.6)
It follows in particular that D(L∗) is also dense.
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By von Neumann’s theory, [DS88b], we conclude that, for every ξ ∈ C s.t.
=(ξ) 6= 0, the subspacesMξ in (2.4) have the same dimension. In particular, L has
deficiency indices (n, n) where n = dim M. We pick a fixed ξ ∈ C, =(ξ) 6= 0. It
further follows from [DS88a] that M is closed.
We now prove that M satisfies (2.3). If M = 0, there is nothing to prove. Now
suppose ψ ∈M and ψ 6= 0. Since L ⊆ H, from (2.6) we get
L ⊂ H ⊂ L∗, (2.7)
and therefore if ψ ∈ D(H), it follows that
〈ψ,L∗ψ〉 = 〈ψ,Hψ〉 ∈ R.
But (2.4) implies:
〈ψ,L∗ψ〉 = ξ 〈ψ,ψ〉 = ξ ‖ψ‖2 . (2.8)
Since =(ξ) 6= 0, we have a contradiction. Hence (2.3) must hold.
From (2) to (1). LetM be a closed subspace satisfying (2.3). Then define the
subspace D(L) as in (2.5). Let L := H
∣∣
D(L)
, i.e., defined to be the restriction of H
to this subspace.
The key step in the argument is the assertion that D(L), so defined, is dense in
H . We will prove the implication:
ψ ∈ D(L)⊥ =⇒ ψ = 0 (2.9)
By (2.5), we have
D(L) =
(
R(ξ)M
)⊥
= R(ξ)
(
M⊥
)
.
Hence, ψ ∈ D(L)⊥ ⇐⇒〈
R(ξ)ψ,m⊥
〉
=
〈
ψ,R(ξ)m⊥︸ ︷︷ ︸
∈D(L)
〉
= 0, ∀m⊥ ∈M⊥.
But M = M⊥⊥, since M is closed. Hence R(ξ)ψ ∈ M ∩ D(H) = 0; and therefore
ψ = 0; which proves (2.9). 
2.2. The Case When H is Semibounded
There is an extensive general theory of semibounded Hermitian operators with
dense domain in Hilbert space, [AG93, DS88b, Kat95]. One starts with a fixed
semibounded Hermitian operator L, and then passes to a corresponding quadratic
form qL [Kat95]. The lower bound for L is defined from qL.
Now, the initial operator L will automatically have equal deficiency indices, and,
in the general case (Lemma 2.1), there is therefore a rich variety of possibilities for
the selfadjoint extensions of L . In this paper, we will be concerned with particular
model examples of semibounded operators, typically have much more restricted
parameters for their selfadjoint extensions than what is possible for more general
semibounded operators. Nonetheless, there are many instances of operators arising
in applications which are unitarily equivalent to the “simple” model. Some will be
discussed in detail in sections 5 and 6 below.
Definition 2.2. We say that a Hermitian operator L with dense domain D(L) in
a fixed Hilbert space H is semibounded if there is a number b > −∞ such that
〈x, Lx〉 ≥ b ‖x‖2 , for all x ∈ D(L). (2.10)
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Then the best constant b, valid for all x in (2.10), will be called the greatest lower
bound (GLB.)
Lemma 2.3. Suppose a selfadjoint operator H has a lower bound b. If c ∈ R
satisfies −∞ < c < b, then, in the parameterization from Lemma 2.1, we may take
M = {ψ ∈H ∣∣ ψ ∈ D(L∗), L∗ψ = c ψ}, (2.11)
and, in the reverse direction,
D(L) =
(
(H − cI)−1M)⊥ . (2.12)
This will again be a bijective correspondence between:
(1) all the closed and densely defined restrictions L of H, and
(2) all the closed subspaces M in H satisfying
M ∩D(H) = {0}. (2.13)
Proof. The argument is the same as that used in the proof of Lemma 2.1, mutatis
mutandis. 
3. Semibounded Operators
Below we consider the particular semibounded Hermitian operator L with its
dense domain in the Hilbert space l2(N0) of square-summable one-sided sequences.
(Our justification for beginning with l2 is the natural and known isometric iso-
morphism l2 ' H2 (with the Hardy space); see [Rud87] and section 6 below for
details.) It is specified by a single linear condition, see (3.3) below, and is obtained
as a restriction of a selfadjoint operator H in l2(N0) having spectrum N0. While
0 is in the bottom of the spectrum of H, it is not a priori clear that the greatest
lower bound for its restriction L will also be 0, (see sect. 5 for details.) After all,
finding the lower bound for L is a quadratic optimization problem with constraints.
Nonetheless we prove (Lemma 5.1) that L also has 0 as its lower bound.
For p > 0, let `p be the set of complex sequence x = (xk)∞k=0 such that
∑
|xk|p <
∞. The operator H (xk) = (kxk) with domain
D(H) = {x ∈ `2 : Hx ∈ `2} (3.1)
is selfadjoint in the Hilbert space l2.
Lemma 3.1. D (H) is a subspace of `1. In particular,
∑
xk is absolutely convergent
for all x in D (H). More generally, for m ∈ N0, we have:
D(Hm) ⊂ lp if p > 2
2m+ 1
. (3.2)
Proof. By Cauchy-Schwarz, we have∑
|xk| =
∑ 1
k
|kxk| ≤
(∑ 1
k2
)1/2 (∑
|kxk|2
)1/2
.
The second part (3.2) follows from an application of Hölder’s inequality. 
Remark 3.2. The proof shows that φ : (xk) →
∑
xk is a continuous functional
D(H)→ C, when D(H) is equipped with the graph norm.
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Consider the operator L on `2 determined by (Lx)k = k xk with domain
D(L) = D0 =
{
x ∈ D (H) :
∑
xk = 0
}
. (3.3)
Note D(L) has co-dimension one as a subspace of D(H).
Lemma 3.3. D0 is dense in `2.
Proof. The assertion follows from Lemma 2.3 above, but we include a direct proof
as well, as this argument will be used later.
The set of sequences `fin with only a finite number of non-zero terms is dense in
`2. Suppose x = (xk) , xk = 0 for k > n, and A =
∑
xk. Let ym = (ym,k)
∞
k=0 in `fin
be determined by
ym,k =
{
xk if k < n
−Am if mn ≤ k < m(n+ 1)
.
Then
‖x− ym‖2 =
∞∑
k=0
|xk − ym,k|2 =
m(n+1)−1∑
k=mn
|A|2
m2
=
|A|2
m
→ 0
as m→∞. 
Since φ is continuous L is a closed operator. Furthermore,
L ⊂ H ⊂ L∗ (3.4)
since L ⊂ H and H is selfadjoint.
Here, containment in (3.4) for pairs of operators means containment of the re-
spective graphs.
Lemma 3.4. Every complex number is an eigenvalue of L∗ of multiplicity one.
Proof. The case when ξ has non-zero imaginary part is covered by Lemma 2.1.
Since D(L) is dense in `2 we have
L∗y = ξy ⇐⇒ 〈(L∗ − ξ) y, x〉 = 0,∀x ∈ D(L)
⇐⇒ 〈y, (L− ξ)x〉 = 0,∀x ∈ D(L)
⇐⇒
∞∑
0
yk(k − ξ)xk = 0,∀x ∈ D(L).
Considering xk = −xk+1 = 1 and xj = 0 for all j 6= k, k + 1 we conclude
y0ξ = y1
(
1− ξ) = y2 (2− ξ) = · · · = yk (k − ξ) = · · ·
Hence, if k − ξ 6= 0 for all k, then
yk =
y0 ξ
k − ξ ,∀k ≥ 1.
And, if k0 − ξ = 0, then yk = 0 for all k 6= k0. 
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3.1. Selfadjoint Extensions
As a consequence of the lemma, L has deficiency indices (1, 1) and the corre-
sponding defect spaces are
D± = Cx±
where
(x±)k =
1
k ∓ i , k ≥ 0. (3.5)
In particular, we have the von Neumann formula (eq. (1.7) in Lemma 1.2; and also
see [DS88b, pg 1227, Lemma 10])
D(L∗) = D(L)⊕ Cx+ ⊕ Cx−. (3.6)
By von Neumann (Lemma 1.1), any selfadjoint extension of L is of the form
D(Lθ) = D(L) + C (x+ + e(θ)x−)
Lθ (x+ ax+ + a e(θ)x−) = Lx+ aix+ − a e(θ)ix−, x ∈ D(L), a ∈ C.
Alternatively, if ζ = e(θ) = ei2piθ, let
(y2)k =
1
1 + k2
(3.7)
and
(y3)k =
k
1 + k2
(3.8)
where L∗y2 = y3, and L∗y3 = −y2. This is an application of Lemma 1.3.
Then
1
k − i +
ζ
k + i
= (1 + ζ)
k
1 + k2
+ i(1− ζ) 1
1 + k2
.
Hence
x+ + ζx− = (1 + ζ)y3 + i(1− ζ)y2.
Similarly, the selfadjoint extension operators Lθ = He(θ) satisfies
Lθ(x+ + ζx−) = −(1 + ζ)y2 + i(1− ζ)y3.
Consequently, if Hζ = Lθ, then
D(Hζ) = D(L) + C(1 + ζ)y3 + i(1− ζ)y2 (3.9)
and
Hζ(x+ a((1 + ζ)y3 + i(1− ζ)y2)) = Lx+ a (−(1 + ζ)y2 + i(1− ζ)y3) . (3.10)
Remark 3.5. y2 is in D(H) and not in D(L), hence D(H) = D (H−1) . Since both
H and H−1 are restrictions of L∗ we conclude that H = H−1 = L1/2.
We say an operator has discrete spectrum if it has empty essential spectrum.
Theorem 3.6. Every selfadjoint extention of L has discrete spectrum of uniform
multiplicity one.
Proof. Since L has finite deficiency indices and one of its selfadjoint extentions has
discrete spectrum, so does every selfadjoint extension of L, see e.g. [dO09, Section
11.6].
Consider some selfadjoint extension Hζ of L. If λ is an eigenvalue for Hζ and x
is a corresponding eigenvector, then
L∗x = Hζx = λx
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since Hζ is a restriction of L∗. Hence the multiplicity claim follows from Lemma
3.4. 
In conclusion, we add that an application of Lemma 2.1 to H = l2(N0) and the
above results (sect 3) yield the following:
Corollary 3.7. Any bounded sequence α = (an) /∈ l2 induces a densely defined
restriction operator Lα with domain{
x = (xn) ∈ D(H) s.t. the boundary condition
∑
n∈N0
anxn = 0 holds
}
. (3.11)
Proof. One uses the arguments from Lemmas 3.4 and 2.1, mutatis mutandis. 
Remark 3.8. There are densely defined (1, 1) restrictions for H not accounted for
in Corollary 3.7.
To see this, recall (Lemma 2.1) that all the (1, 1) restrictions Lα of H are defined
from a boundary condition ∑
k∈N0
(1 + k)ykxk = 0, (3.12)
where y ∈ l2\D(H). So that α = ((1 + k) yk)k as in (3.11). If every one of these
((1 + k) yk)k were in l
∞, (by the uniform boundedness principle) we would get{
y ∈ l2 ∣∣ ‖y‖2 ≤ 1} contained in the Hilbert cube, which is a contradiction. (Life
outside the Hilbert cube.)
4. The Spectrum of Hζ .
In this section we analyze the spectrum of each of the selfadjoint extensions
of the basic Hermitian operator L from section 3. Since L has deficiency indices
(1, 1), it follows from Lemma 2.1 that the selfadjoint extensions are parameterized
bijectively by the circle group T = {z ∈ C | |z| = 1}.
While the case of indices (1, 1) may seem overly special, we show in section 6
below that our detailed analysis of the (1, 1) case has direct implication for the
general configuration of deficiency indices (m,m), even including m =∞.
For the (1, 1) case, we have a one-parameter family of selfadjoint extensions of
the initial Hermitian operator L. These are indexed by ζ ∈ T, or equivalently by
R/Z via the rule ζ = e(t) = ei2pit, t ∈ R/Z.
Now fix t ∈ R/Z, say − 12 < t ≤ 12 ; let K := (1 + pi coth(pi))/2; let γ be the
Euler’s constant; set
ψ(z) := −γ + (z − 1)
∞∑
k=0
1
(k + 1) (k + z)
; (4.1)
and set
G(z) := <{ψ(i)} − ψ(−z), z ∈ C. (4.2)
We will use < and = to denote real part, and imaginary part, respectively. The
function ψ in (4.1) is the digamma function; see e.g., [AS92, CSLM11].
For fixed t, we then show that the spectrum of the selfadjoint extension Lt := Hζ ,
ζ = e(t), is the set of solutions λ = λn(t) ∈ R to the equation
G(λ) = K tan(pit). (4.3)
See Figure 4.3. We prove in Lemma 4.10 that K = =(ψ(i)).
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Theorem 4.1. Let Hζ be the selfadjoint extension in (3.10) with domain D(Hζ)
in (3.9). Let λ ∈ R be an eigenvalue of Hζ with the corresponding eigenfunction
x ∈ D(Hζ), i.e.,
Hζx = λx, x ∈ D(Hζ).
Then λ is a zero of the function
F (λ) :=
∞∑
k=0
λ(1 + ζ)k + iλ(1− ζ) + (1 + ζ)− i(1− ζ)k
(k − λ) (1 + k2) . (4.4)
Conversely, every eigenvalue of Hζ arises this way.
Proof. Suppose Hζx = λx, i.e.,
Lx+ a (−(1 + ζ)y2 + i(1− ζ)y3) = λx+ λa((1 + ζ)y3 + i(1− ζ)y2)
in term of coordinates
kxk + a
−(1 + ζ) + i(1− ζ)k
1 + k2
= λxk + λa
(1 + ζ)k + i(1− ζ)
1 + k2
.
Solving for xk we get
(k − λ)xk = aλ ((1 + ζ)k + i(1− ζ)) + (1 + ζ)− i(1− ζ)k
1 + k2
hence
xk = a
λ(1 + ζ)k + iλ(1− ζ) + (1 + ζ)− i(1− ζ)k
(k − λ) (1 + k2) .
Hence λ is an eigenvalue for Hζ iff F (λ) = 0, where F (λ) is given in (4.4). 
Remark 4.2. Considering now a 2pi-periodic interval, and setting ζ = cos(t)+i sin(t)
we see that
F (λ) = (1 + cos(t))
∞∑
k=0
1 + λk
(k − λ) (1 + k2) − sin(t)
∞∑
k=0
1
1 + k2
+ i
(
(cos(t)− 1)
∞∑
k=0
1
(1 + k2)
+ sin(t)
∞∑
k=0
1 + λk
(k − λ) (1 + k2)
)
(4.5)
Note if cos(t) = −1, then Lt = H is selfadjoint with spec(H) = N0; see eq. (3.1).
If cos(t) 6= −1, then λ is an eigenvalue iff
∞∑
k=0
1 + λk
(k − λ) (1 + k2) =
sin(t)
1 + cos(t)
∞∑
k=0
1
1 + k2
(4.6)
Remark 4.3. In fact,
∞∑
k=1
cos(k x)
k2 + a2
=
pi
2a
cosh(a(pi − x))
sinh(api)
− 1
2a2
, 0 ≤ x ≤ 2pi.
Hence
K :=
∞∑
k=0
1
1 + k2
=
pi
2
cosh(pi)
sinh(pi)
+
1
2
=
pi
2
coth(pi) +
1
2
' 18.708598. (4.7)
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Theorem 4.4. If cos(t) 6= −1, then the selfadjoint operator Lt = He(t) correspond-
ing to ζ = e(t) via von Neumann’s formula (3.6) has pure point spectrum of the
following form
spectrum(Lt) = {λn(t)}n∈N0 where (4.8)
λ0(t) < 0, and n− 1 < λn(t) < n, for n ∈ N; (4.9)
see Figure 4.3.
Proof. To begin with, we take a closer look at formula (4.6). Set
G(λ) =
∞∑
k=0
1 + λ k
(k − λ) (1 + k2)
and note that
sin (t)
1 + cos (t)
= tan (t/2). We see that (4.6) is equivalent to the following
equation
G(λ) = tan
(
t
2
)
K (4.10)
(using now a 2pi-periodic-interval), where K =
∞∑
k=0
1
1 + k2
, see Remark 4.3 and
(4.7).
To solve (4.10), note that ddλG(λ) may be computed via a differentiation under
the
∑
k∈N0 - summation. We then get
G′(λ) =
∞∑
k=0
1
(k − λ)2 , and G
′′(λ) =
∞∑
k=0
2
(k − λ)3 . (4.11)
In particular, G′(λ) > 0 when λ /∈ N0 and G′′(λ) > 0 when λ < 0.
Let k0 ≥ 0 be an integer. Write
G(λ) =
1 + λ k0
(k0 − λ) (1 + k20)
+
∞∑
k = 0
k 6= k0
1 + λ k
(k − λ) (1 + k2) .
By the Weierstrass M -test, the sum
h(λ) =
∞∑
k = 0
k 6= k0
1 + λ k
(k − λ) (1 + k2)
is absolutely convergent on any compact set not containing k0. In particular, h(λ)
is bounded on any compact set not containing k0. On the other hand
lim
λ↘k0
1 + λ k0
(k0 − λ) (1 + k20)
= −∞ and lim
λ↗k0
1 + λ k0
(k0 − λ) (1 + k20)
=∞.
We have verified that the graph of g roughly looks like Figure 4.1.
To finish verifying rigorously that this figure illustrates the behavior of G, it
remains to show that there is a negative root; and to show G(λ)→ −∞ as λ→ −∞.
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Figure 4.1. Graph of G(λ), and a root between −2 and −1.
To see that there is root between −1 and −2 we calculate as follows:
G(−1) =
∞∑
k=0
1− k
(1 + k) (1 + k2)
= 1−
∞∑
k=2
k − 1
(1 + k) (1 + k2)
G(−2) =
∞∑
k=0
1− 2k
(2 + k) (1 + k2)
=
1
2
−
∞∑
k=1
2k − 1
(2 + k) (1 + k2)
hence
G(−1) > 1−
∞∑
k=2
k − 1
(1 + k) (1 + k2)
= 2− pi coth(pi)
2
≈ 0.423326
G(−2) < 1
2
−
(
1
3 · 2 +
3
4 · 5 +
5
5 · 10 +
7
6 · 17 +
9
7 · 26
)
= − 215
6188
.
Hence there is a root between −2 and −1, by the intermediate value theorem.
Finally, it remains to show that G(λ)→ −∞ as λ→ −∞.
Write
G(−λ) =
∞∑
k=0
1− λ k
(k + λ) (1 + k2)
for λ > 0. Since
0 ≤
∞∑
k=0
1
(k + λ) (1 + k2)
≤
∞∑
k=0
1
k (1 + k2)
<∞,
we need to show
∞∑
k=0
λ k
(k + λ) (1 + k2)
→∞
as λ→∞. Observe that
d
dλ
λ k
(k + λ) (1 + k2)
=
k2
(k + λ)2 (1 + k2)
> 0.
RESTRICTIONS AND EXTENSIONS OF SEMIBOUNDED OPERATORS 17
-1´ 10100 -8´ 1099 -6´ 1099 -4´ 1099 -2´ 1099
-230.0
-229.5
-229.0
-228.5
-228.0
-227.5
-227.0
-226.5
Figure 4.2. lim
λ→−∞
G(λ) = −∞
Hence by Monotone Convergence Theorem
lim
λ→∞
∞∑
k=0
λ k
(k + λ) (1 + k2)
=
∞∑
k=0
lim
λ→∞
λ k
(k + λ) (1 + k2)
=
∞∑
k=0
k
1 + k2
=∞.
The convergence is logarithmic as illustrated by Figure 4.2.
Now fix t such that cos(t) 6= −1. The intersection points in (4.10) can be con-
structed as follows:
The first coordinates of the intersection points of the horizontal line y = tan (t/2)
and the curve y = G(λ) are points
S(t) := {λn(t)}n∈N0 . (4.12)
Each of the intervals (−∞, 0), and (n, n + 1), n = 0, 1, 2, . . . contains precisely
one point from S(t). Hence, the numbers in S(t) from (4.12) can be assigned an
indexing such that the monotone order relations in (4.9) are satisfied. 
Corollary 4.5. For every b < 0, there is a unique selfadjoint extension Hb of L
such that b is the bottom of the spectrum of Hb.
Corollary 4.6. If ζ = e(t) 6= −1, λn(t), n = 0, 1, 2, . . . are the eigenvalues of Lt,
and
yn,k(t) =
λn(t)
k − λn(t) ,∀k ≥ 0, (4.13)
then yn(t) = (yn,k(t))
∞
k=0 , n = 0, 1, 2, . . . is an orthogonal basis for `
2; in particular,∑
k∈N0
1
(k − λn(t)) (k − λm(t)) = 0, n 6= m.
Proof. By Theorem 3.6 the spectrum of Lt is discrete and has multiplicity one. By
Theorem 4.4 no eigenvalue λn(t) is an integer. By, the proof of, Lemma 3.4 the
yn(t) are the eigenvectors for Lt. 
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Figure 4.3. The set S(t) of intersection points.
Remark 4.7. The norm of yn(t) can be evaluated in terms of gamma functions
∞∑
k=0
(
λn(t)
k − λn(t)
)2
= λn(t)
2ψ′ (−λn(t))
where ψ, known as the ψ function, is the logarithmic derivative
ψ(t) =
Γ′(t)
Γ(t)
of the gamma function Γ(t) =
´∞
0
e−xxt−1dx. The derivatives of the ψ function are
called polygamma functions [ŞB11].
Theorem 4.8. Let t be fixed such that cos(t) 6= −1. Let λn(t), n ∈ N0, be the
eigenvalues of Lt enumerated as in Theorem 4.4, then
n− λn(t)→ 0
as n→∞.
Proof. The ψ function has the series expansion [AS92],
ψ(z) = −γ +
∞∑
k=0
(
1
k + 1
− 1
k + z
)
, (4.14)
where γ is the Euler constant. Consequently, a computation shows that
G(λ) =
∑
k∈N0
1 + λk
(k − λ) (1 + k2)
=
1
2
(ψ(i) + ψ(−i)− 2ψ(−λ))
= < (ψ(i))− ψ(−λ). (4.15)
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Using this identity and (4.14) we find
G(λ)−G(λ− 1) = G(1
2
)−G(−1
2
) +
ˆ λ
1
2
d
dx
(G(x)−G(x− 1)) dx
=
∑
k∈N0
1 + 12k(
k − 12
)
(1 + k2)
−
∑
k∈N0
1− 12k(
k + 12
)
(1 + k2)
+
ˆ λ
1
2
(∑
k∈N0
1
(k − x)2 −
∑
k∈N0
1
(k + 1− x)2
)
dx
=
∑
k∈N0
4
4k2 − 1 +
ˆ λ
1
2
1
x2
dx
= −2 + (2− λ−1) = −λ−1. (4.16)
Caution. Note that in equating the two sides, it is understood that the common
poles on the LHS have been cancelled, so only one contribution from a pole remains,
from the pole at λ = 0. While cancellation of poles is ∞ −∞, nonetheless, our
assertion is precise because we verify agreement of the residues at the poles that
are subtracted.
With this caution, we note that (4.15) and (4.16) extend to C, i.e., that both
equations now will be valid for all complex values of λ.
Hence, if λ = n+ ε with n ≥ 0 and 0 < ε < 1, then
G(λ) = G(n+ ε) = G(ε)− 1
1 + ε
− 1
2 + ε
− · · · − 1
n+ ε
< G(ε)− 1
2
− 1
3
− · · · − 1
n+ 1
.
Since
∑∞
k=2 1/k is divergent the result follows. 
Remark 4.9. The proof of Theorem 4.8 shows, the graph of G(λ), n < λ < n+ 1, is
obtained from the graph ofG(λ), n−1 < λ < n, by shifting the point (λ−1, G(λ−1))
to the point
(
λ,G(λ− 1)− 1λ
)
.
Lemma 4.10. The function C 3 z 7→ ψ(z) in (4.14) in Theorem 4.8 is mero-
morphic with simple poles at z ∈ −N0, all residues are −1; and ψ(·) is reflection
symmetric, i.e., ψ(z) = ψ(z), z ∈ C.
Moreover, for the two functions <{ψ} and ={ψ}, we have the following formulas
<{ψ(x+ iy)} = −γ +
∑
k∈N0
(x− 1)(x+ k) + y2
(k + 1) ((x+ k)
2
+ y2)
(4.17)
={ψ(x+ iy)} =
∑
k∈N0
y
(x+ k)
2
+ y2
(4.18)
for all x+ iy ∈ C; where γ is the Euler–Mascheroni constant. (Note the occurrence
of the kernels of Poisson and of the Hilbert transform. Indeed, the formula (4.18)
for ={ψ(z)} is a sampling of the Poisson kernel for the upper half plane, sampled
on the x-axis with points from N0 as sample points.)
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In particular the numbers
<{ψ(i)} = −γ +
∑
k∈N0
1− k
(k + 1) (k2 + 1)
≈ 0.0946503 (4.19)
={ψ(i)} =
∑
k∈N0
1
k2 + 1
=
1
2
(1 + pi coth(pi)) = K; (4.20)
see (4.3).
Proof. The first assertion in the lemma follows from (4.14) and the following re-
duction:
ψ(z) = −γ + (z − 1)
∑
k∈N0
1
(k + z) (k + 1)
. (4.21)
Fix n ∈ N0; then
lim
z→−n(z + n)ψ(z) = −1.
From (4.14), we see that
ψ(x+ iy) = −γ +
∑
k∈N0
(
1
k + 1
− 1
(x+ k) + iy
)
= −γ +
∑
k∈N0
(
1
k + 1
− x+ k
(x+ k)
2
+ y2
)
+ i
∑
k∈N0
y
(x+ k)
2
+ y2
= −γ +
∑
k∈N0
(x− 1)(x+ k) + y2
(k + 1) ((x+ k)
2
+ y2)
+ i
∑
k∈N0
y
(x+ k)
2
+ y2
.
The desired results follow from this. 
Remark 4.11. As a consequence of the Lemma 4.10, we get the following:
For every
v := K tan(pit) ∈ R, (see (4.3)) (4.22)
and every n ∈ N, let
Dv,n :=
{
z ∈ C :
∣∣∣∣z − (n− 12)
∣∣∣∣ < rn}
where rn ∈ ( 12 , 1), and such that G(z)− v has only one zero in Dv,n. Then, by the
argument principle,
1
2pii
˛
∂Dv,n
zG′(z)
G(z)− v dz =
∑
(zeros)−
∑
(poles) (4.23)
= λn(t)− (2n− 1) . (4.24)
See Figure 4.3. Therefore,
λn(t) = (2n− 1) + 1
2pii
˛
∂Dv,n
zG′(z)
G(z)− v dz, n ∈ N. (4.25)
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The proof of Theorem 4.4 shows that for each n, t → λn(t) is a continuous
function λn : (−pi, pi)→ R, when n ≥ 1 and λ0 : (−∞, 0)→ R, such that
λn(t)↗ n as t↗ pi for all n ≥ 0
λn(t)↘ n− 1 as t↘ −pi for all n ≥ 1, and (4.26)
λ0(t)↘ −∞ as t↘ −pi.
The case t = ±pi has spectrum N0. In particular,⋃
ζ∈T
spectrum (Hζ) =
⋃
t∈(−pi,pi]
spectrum (Lt) = R
and the unions are disjoint.
In the proof of Theorem 4.8 we saw that the λ0(t) ↘ −∞ as t ↘ −pi is loga-
rithmic. The purpose of the next result is to establish rates of convergence for the
remaining limits in (4.26).
Theorem 4.12. Let λn(t), n ∈ N0, be the eigenvalues of Lt enumerated as in
Theorem 4.4 and let γ0 = 2γ + ψ(i) + ψ(−i), where γ is the Euler constant and ψ
is the digamma function, then γ0 ≈ −1.34373 and for −pi < t < pi we have
λ0(t) ≈ −pi − t
2K
− γ0
2
(
pi − t
2K
)2
, when t ≈ pi
λn(t) ≈ n− pi − t
2K
+
(
−γ0 + 2
n∑
k=1
1
k
)(
pi − t
2K
)2
, when t ≈ pi
λn+1(t) ≈ n+ pi + t
2K
+
(
−γ0 + 2
n∑
k=1
1
k
)(
pi + t
2K
)2
, when t ≈ −pi
for all n ≥ 1. Here K = 12 (1 + pi coth(pi)) ≈ 2.07667.
Proof. Recall, see Figure 4, when−pi < t < pi, the eigenvalues of Lt are the solutions
−∞ < λ0(t) < 0, and for n ≥ 1, n− 1 < λn(t) < n to
G (λn(t)) = K tan(t/2) (4.27)
and
G(λ) =
∞∑
k=0
1 + λk
(k − λ) (1 + k2) =
1
2
(ψ(i) + ψ(−i)− 2ψ(−λ))
= <{ψ(i)} − ψ(−λ). (4.28)
Here
ψ(z) = −γ +
∞∑
k=0
z − 1
(k + 1)(k + z)
(4.29)
is the digamma function and γ is the Euler constant.
Since we would like to find the asymptotics of t→ λn(t) at the asymptotes, it is
convenient to rewrite (4.27) as
g(λ) = cot(t/2)/K, (4.30)
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Figure 4.4. G(λ),K tan(t/2) = 6
where g(λ) = 1/G(λ) when λ /∈ N0 and g(λ) = 0 when λ ∈ N0. Then g is analytic
in a neighborhood of n for all n ∈ N0. Note cot(t/2)→ 0 as t→ ±pi. Let In be the
open interval containing n whose endpoints are roots of G(λ) and let
hn(x) = (g |In)−1 (x).
For each n ≥ 0, hn is the inverse of a restriction of g satisfying hn(0) = n.
By construction of hn we can rewrite (4.30) as
hn (cot(t/2)/K) =
{
λn+1(t), when 0 < t < pi
λn(t), when − pi < t < 0
,
for n = 0, 1, 2, . . .Hence, to investigate the asymptotics of λn(t) as t ↗ pi and as
t ↘ −pi, we need to investigate the asymptotics of hn (cot(t/2)/K) as t ↗ pi and
as t ↘ −pi. We will do this by writing down a few terms of the Taylor series at 0
of hn for each n.
As noted above hn(0) = n. It is easy to see that
h′n(x) =
1
g′ (hn(x))
and
h′′n(x) = −
g′′ (hn(x))
(g′ (hn(x)))
3 .
Hence, using that hn(0) = n, we see that to calculate the derivatives of hn(x), at
x = 0, it is sufficient to calculate the derivatives
g′(n), g′′(n), . . . .
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Figure 4.5. g(λ) = 1/G(λ), cot(t/2) = K
Using (4.28) and g(x) = 1/G(x), we get g(x) = 2/ (ψ(i) + ψ(−i)− 2ψ(−x)) , so
g′(x) =
−4ψ′(−x)
(ψ(i) + ψ(−i)− 2ψ(−x))2
=
−ψ′(x)
(<{ψ(i)} − ψ(−x))2 , (4.31)
and
g′′(x) =
4ψ′′(−x) (ψ(i) + ψ(−i)− 2ψ(−x)) + 16 (ψ′(−x))2
(ψ(i) + ψ(−i)− 2ψ(−x))3 .
=
ψ′′(−x) (<{ψ(i)} − ψ(−x)) + 2 (ψ′(−x))2
(<{ψ(i)} − ψ(−x))3 . (4.32)
To calculate ψ′′(n) we need some more information of ψ(x). By (4.14)
ψ(−x) = −γ + 1
x
+
∞∑
k=1
(
1
k
− 1
k − x
)
. (4.33)
Hence
ψ′(−x) =
∞∑
k=0
1
(k − x)2 and ψ
′′(−x) = −2
∞∑
k=0
1
(k − x)3 . (4.34)
Plugging (4.33) and (4.34) into (4.31) we see that the numerator and denominator
are meromorphic functions with poles of the same order at x = n. It follows that
g′(n) = −1, for all n ≥ 0.
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Similarly, it follows from (4.33), (4.34), and (4.32) that
g′′(0) = −2γ − ψ(i)− ψ(−i) = −γ0
g′′(n) = −γ0 + 2
n∑
k=1
1
k
, for all n ≥ 1.
So that h′n(0) = −1 for all n ≥ 0, h′′0(0) = −γ0, and h′′n(0) = −γ0 + 2
∑n
k=1
1
k .
Hence,
λ0(t) ≈ −cot(t/2)
K
− γ0
2
(
cot(t/2)
K
)2
, when t ≈ pi
and for all n ≥ 1,
λn(t) ≈ n− cot(t/2)
K
+
(
−γ0 + 2
n∑
k=1
1
k
)(
cot(t/2)
K
)2
, when t ≈ pi
λn+1(t) ≈ n− cot(t/2)
K
+
(
−γ0 + 2
n∑
k=1
1
k
)(
cot(t/2)
K
)2
when t ≈ −pi.
Using
cot(t/2) =
pi − t
2
+
(pi − t)3
24
+
(pi − t)7
240
+O
(
(pi − t)7)
= −pi + t
2
+
(pi + t)
3
24
+
(pi + t)
7
240
+O
(
(pi + t)7
)
,
completes the proof. 
5. Quadratic Forms
In this section we show that the basic Hermitian operator L from section 3 has
zero as its lower bound, i.e., that no positive number is a lower bound for L.
Let
QL(x) = 〈x, Lx〉 =
∑
k∈N0
k |xk|2 , x ∈ D0.
Lemma 5.1. The quadratic form QL has greatest lower bound zero.
Proof. Clearly, QL(x) ≥ 0 for all x ∈ D(L). What is the largest constant c such
that
QL(x) ≥ c 〈x, x〉 , x ∈ D(L) ?
Clearly, c ≥ 0.
Next we will minimize ∑
k∈N0
k |xk|2
subject to the constraints∑
k∈N0
|xk|2 = 1 and
∑
k∈N0
xk = 0. (5.1)
Indeed, we prove GLB(L) = 0.
RESTRICTIONS AND EXTENSIONS OF SEMIBOUNDED OPERATORS 25
To do this, set sn =
n∑
i=1
1
i
, n = 1, 2, . . . . , and
x
(n)
j =

−sn if j = 0
1
j if 1 ≤ j ≤ n
0 if j > n.
Note (x(n)) ∈ D0 = D(L), for all n. Then
QL(x
(n))∥∥x(n)∥∥2
2
=
∑n
i=1 i
(
x
(n)
i
)2
(∑n
i=1 x
(n)
i
)2
+
∑n
i=1
(
x
(n)
i
)2
=
∑n
i=1
1
i(∑n
i=1
1
i
)2
+
∑n
i=1
1
i2
=
sn
(sn)
2
+
∑n
i=1
1
i2
∼ 1
sn
→ 0.
Recall that
lim
n→∞
n∑
i=1
1
i
= lim
n→∞ sn =∞ and
lim
n→∞
n∑
i=1
1
i2
=
pi2
6
.

5.1. Lower Bounds for Restrictions
The result from Lemma 5.1 in the present section, while dealing with an example,
illustrates a more general question: Consider a selfadjoint operator H in a Hilbert
space H having its spectrum spec(H) contained in the halfline [0,∞), and with
0 ∈ spec(H). Then every densely defined Hermitian restriction L of H will define
a quadratic form QL also having 0 as a lower bound. But, in general, the greatest
lower bound (GLB) for such a restriction may well be strictly positive.
The particular restriction L in Lemma 5.1 does have GLB(QL) = 0; and this
coincidence of lower bounds will persist for a general family of cases to be considered
in section 6.
Nonetheless, as we show below, there are other related semibounded selfadjoint
operators H with 0 in the bottom of spec(H), and having densely defined restric-
tions L such that GLB(QL) is strictly positive. We now outline such a class of
examples. The deficiency indices will be (2, 2).
We begin by specifying the selfadjoint operator H and then identifying its re-
striction L. We do this by identifying D(L) as a subspace in D(H), still with D(L)
dense in the ambient Hilbert space H . But to analyze the operators we will have
occasion to switch between two different ONBs. To do this, it will be convenient to
realize vectors in H in cosine and sine-Fourier bases for L2(0, pi). In this form, our
operators may be specified as −(d/dx)2 with suitable boundary conditions. The
reason for the minus-sign is to make the operators semibounded.
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But establishing the stated bounds is subtle, and inside the arguments, we will
need to alternate between the two Fourier bases in L2(0, pi). Indeed, inside the
proof we switch between the two ONBs. This allows us to prove GLB(QL) = 1,
i.e., establishing the best lower bound for the restriction L; strictly larger than the
bound for H.
Hence vectors in our Hilbert space H will have equivalent presentations both
the form of l2 (square-summable sequences, one of each of the two orthogonal bases)
and of L2(0, pi). To get a cosine-Fourier representation for a function f ∈ L2(0, pi),
make an even extension Fev of f , i.e., extending f to (−pi, pi), then make a cosine-
Fourier series for Fev, and restrict it back to (0, pi). To get a sine-Fourier series for
f , do the same but now using instead an odd extension Fodd of f to (−pi, pi).
Let H (s) := l2(N0), with the standard basis
ek = (0, . . . , 0, 1
kth
, 0, . . .), k ∈ N0. (5.2)
Let H be the selfadjoint operator in H (s) specified by
D (s)(H) =
{
α = (an) ∈ l2
∣∣ (n2an) ∈ l2, n ∈ N0} (5.3)
(Hα)n = n
2an, ∀α ∈ D(H). (5.4)
In particular, He0 = 0, and so inf{spec(H)} = 0.
Consider the restriction
L ⊂ H (5.5)
with domain
D
(s)
1 :=
{
(an) ∈ D(H)
∣∣∣ ∞∑
n=0
a2n =
∞∑
n=0
a2n+1 = 0
}
(5.6)
Let H (c) := L2(0, pi). Using Fourier series, there is a natural isometric isomor-
phism
H (s) 'H (c), (5.7)
corresponding to the two orthogonal bases in L2(0, pi). Recall that, for all f ∈
L2(0, pi),
f(x) =
∞∑
n=0
an cos(nx) (5.8)
=
∞∑
n=1
bn sin(nx). (5.9)
Note that the two right-hand sides in (5.8) and (5.9) correspond to even and odd
2pi-periodic extensions of f(x).
Remark 5.2. In (5.6), e0 ∈ D(H)\D (s)1 . To see this, note that while the constant
function f0 ≡ 1/
√
pi on (0, pi) has e0 as its cos-representation via (5.8), its sin-
representation (bn) via (5.9) is as follows:
bn =
{√
3
pi
1
1+2k if n = 1 + 2k, odd, and
0 if n = 2k, even.
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Lemma 5.3. Let f ∈ L2(0, pi), and assume that f ′ and f ′′ ∈ L2(0, pi); then the
combined boundary conditions
f = f ′ = 0 at the two endpoints x = 0 and x = pi (5.10)
take the form
∞∑
n=0
a2n =
∞∑
n=0
a1+2n = 0 (5.11)
using the cos-representation (5.8), while in the sin-representation (5.9) for f , the
same conditions (5.10) take the equivalent form:
∞∑
n=1
n b2n =
∞∑
n=0
(1 + 2n)b1+2n = 0. (5.12)
Proof. Direct substitution of (5.8) into (5.10) yields∑
n∈N0
an =
∑
n∈N0
(−1)nan = 0
which simplifies to (5.11). If instead we substitute (5.9) into (5.10), we get∑
n∈N
n bn =
∑
n∈N
(−1)nn bn = 0
which simplifies into (5.12). 
Definition 5.4. We set D ⊂ L2(0, pi) to be the dense subspace given by any one
of the three equivalent systems of conditions (5.10), (5.11), and (5.12).
Lemma 5.5. Let H = L2(0, pi) be as above, and let D be the dense subspace
specified in Definition 5.4. We set
H = −
(
d
dx
)2 ∣∣∣∣{
f
∣∣ f=∑n∈N0 an cos(nx), (n2an)∈l2} (5.13)
i.e., restriction. (This is the Neumann-operator.)
It follows that H is selfadjoint with spectrum spec(H) =
{
n2
∣∣ n ∈ N0}, and we
set
L := H
∣∣
D
. (5.14)
Then L is a densely defined restriction of H and its deficiency indices are (2, 2).
Proof. See Lemma 2.3 and the discussion above. Note that D arises from D(H)
by imposition of the two additional linear conditions (5.11). Hence the deficiency
indices are (2, 2).
Under (5.7), we have the following correspondence:
D (s) ←→ D (c) :=
{
f, f ′′ ∈H (c)
}
;
D
(s)
1 ←→ D (c)1 :=
{
f ∈H (c) ∣∣ f(0) = f(pi) = 0} (Dirichlet)
D
(s)
2 ←→ D (c)2 :=
{
f ∈H (c) ∣∣ f ′(0) = f ′(pi) = 0} (Neumann)
Moreover,
(H,D (s))←→
(
− (d/dx)2 ,D (c)
)
selfadjoint
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and for the restriction operator,
(L,D)←→ (− (d/dx)2 ,D)
where D is the dense subspace in Definition 5.4. 
Lemma 5.6. Let (L,D) be the restriction of H to D . Then
inf
{
〈α,Lα〉2
‖α‖22
∣∣∣ α ∈ D} = 1. (5.15)
Proof. For all α = (an) ∈ D (s), let
fα(x) :=
∞∑
n=0
an cos(nx) =
∞∑
n=1
bn sin(nx)
where we have switched in H (c) = L2(0, pi) from the cosine basis to sine basis,
(an) 7→ (bn). Then, for all α ∈ D , we have:
〈α,Lα〉l2 =
〈
fα,− (d/dx)2 fα
〉
H (c)
=
∞∑
n=1
n2 |bn|2 ≥
∞∑
n=1
|bn|2 = ‖α‖2l2 . (5.16)
The desired result follows. 
Remark 5.7. Note that (5.16) may be restated as a Poincaré inequality [AB09,
YL11] as follows:
Let f ∈ L2(0, pi) be such that f ′ and f ′′ are in L2, and f = f ′ = 0 at the
endpoints x = 0, and x = pi; thenˆ pi
0
|f ′(x)|2 dx ≥
ˆ pi
0
|f(x)|2 dx. (5.17)
6. The Hardy space H2.
It is well known that there are two mirror-image versions of the basic l2-Hilbert
space l2(N0) of one-sided square-summable sequences: On one side of the mirror
we have plain l2(N0), the discrete version; and on the other, there is the Hardy
space H2 of functions f(z), analytic in the open disk D in the complex plane,
and represented with coefficients from l2(N0). (See (6.1)-(6.2) below.) By “mirror-
image” we are here referring to a familiar unitary equivalence between the two sides,
see [Rud87]. This other viewpoint, involving complex power series, further makes
useful connections to special function theory. In this connection, the following
monographs [AS92, EMOT81] are especially relevant to our discussion below.
Introducing the analytic version H2 further allows us to bring to bear on our
problem powerful tools from reproducing kernel theory, from harmonic analysis and
analytic function theory (see e.g., [Rud87]). The reproducing kernel for H2 is the
familiar Szegö kernel. This then further allows us to assign a geometric meaning to
our boundary value problems, formulated initially in the language of von Neumann
deficiency spaces. In the context of geometric measure theory, the reproducing
kernel approach was used in [DJ11] in a related but different context.
Under the natural isometric isomorphism of l2 onto H2, the domain D(H) in
l2(N0) is mapped into a subalgebra A (H2) in H2, a Banach algebra, consisting of
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functions on the complex disk having continuous extensions to the closure of the
disk D, and with absolutely convergent power series.
Lemma 6.1. Under the isomorphism l2 'H2, the selfadjoint operator H becomes
z
d
dz
, and the domain of its restriction L consists of continuous functions f on D,
analytic in D, f ∈ A (H2), such that f(1) = 0.
6.1. Domain Analysis
There is a natural isometric isomorphism l2(N0) ' H2 where H2 is the Hardy
space of all analytic functions f on D := {z ∈ C ∣∣ |z| < 1}, with coefficients
(xk) ∈ l2(N0),
f(z) =
∑
k=N0
xkz
k, (6.1)
and where
‖f‖2H2 = sup
r<1
{ˆ 1
0
|f(r e(t))|2 dt
}
; (6.2)
see [Rud87]. (In (6.2), we used e(t) := ei2pit, t ∈ R.)
Lemma 6.2. Under the unitary isomorphism l2(N0) ' H2 : x = (xk) 7→ f(z) =∑
k∈N0 xkz
k, the selfadjoint operator H : x 7→ (k xk) becomes f 7→ z ddz , and
D(H)→ A (H2) (6.3)
where A (H2) is the Banach algebra of functions f ∈H2 with continuous extension
f˜ to D.
The unitary one-parameter group {U(t)}t∈R generated by H = z ddz in H2 is
(U(t)f) (z) = f (e(t)z) , (6.4)
for all f ∈H2, t ∈ R, and all z ∈ D (= the disk) where e(t) = ei2pit.
Proof. Since D(H) ⊂ l1(N), the power series f˜(z) =
∑
k∈N
xkz
k is absolutely con-
vergent for all z ∈ D when x ∈ D(H) ⊂ l1(N0), but f 7→ f˜ does not map onto
A (H2). 
Corollary 6.3. The operators {U(t)}t∈R in (6.4) extend to a contraction semigroup
{U(t) ; t ∈ C, t = s+ iσ, σ > 0}, i.e., analytic continuation in t to the upper half-
place C+, and
‖U(s+ iσ)f‖H2 ≤ ‖f‖H2 , f ∈H2,
holds for all s+ iσ ∈ C+.
Proof. Follows from Lemma 6.1, and a substitution of e(s+ iσ)z into eq. (6.1) and
(6.4). 
Lemma 6.4. Under the isomorphism x→ f(z) =
∑
k∈N0
xkz
k, the defect vector y =(
1
1+k
)
k∈N0
is mapped into
y(z) = −1
z
log (1− z) , z ∈ D\{0}. (6.5)
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Under the isomorphism x→ fx(z) =
∑
k∈N0
xkz
k, the domain D(L) of the restriction
L is {
f ∈H2
∣∣ 〈y,(I + z d
dz
)
f
〉
H2
= 0
}
=
{
f˜ ∈ D (˜H) ∣∣ f˜(1) = 0} . (6.6)
Proof. Immediate. 
Theorem 6.5. Let Φ be the Lerch’s transcendent [EMOT81, AS92],
Φ(z, s, v) =
∑
k∈N0
zk
(k + v)
s . (6.7)
(Recall that Φ converges absolutely for all v 6= 0,−1,−2, . . ., with either z ∈ D, or
z ∈ ∂D = T and <(s) > 1. )
Under the isomorphism l2(N0) ' H2, the defect vectors
(
1
k ∓ i
)
k∈N0
in (3.5)
are mapped to
x˜±(z) = Φ(z, 1,∓i); (6.8)
and eq. (6.5) can be written as
y(z) = Φ(z, 1, 1). (6.9)
Moreover, the eigenvectors
(
λn(t)
k−λn(t)
)
k∈N0
in (4.13) are mapped to
y˜n,t(z) = λn(t) Φ(z, 1,−λn(t)).
Hence, for all t ∈ R, the set {y˜n,t}n∈N0 forms an orthogonal basis for H2.
Proof. Follows from Lemma 6.1, Theorems 4.1 and 4.4. 
6.2. The Szegö Kernel
In understanding the defect spaces D±, and the partial isometries between them,
we will be making use of the Szegö kernel. It is the reproducing kernel for the Hardy
space H2, i.e., a function K on D× D such K(·, z) ∈H2, z ∈ D; and
f(z) = 〈K(·, z), f〉H2 , f ∈H2. (6.10)
(Note our inner product is linear in the second variable.)
The following formula is known
K(w, z) =
1
1− zw . (6.11)
Our main concern is properties of functions f ∈H2 on the boundary ∂D.
Lemma 6.6. The following offers a correspondence between the two representations
l2(N0) and H2, see (6.1)-(6.2). Consider the two operators L and H from sections
3-4. In the H2 model, we have H = z ddz , L = H
∣∣
D(L)
, and
D(L) = {f ∈H2
∣∣ f˜(1) = 0}
where f˜ is the boundary function (see [Rud87, ch11]), i.e., for e(x) ∈ T = ∂D, a.a.
x ∈ R/Z ' [0, 1), setting e(x) := ei2pix, Fatou’s theorem states existence a.e. of the
function f˜ as follows:
f˜(x) = lim
z→e(x)
f(z). (non-tangentially) (6.12)
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We make the identification f˜(e(x)) ' f˜(x) with f˜ Z-periodic. Under the correspon-
dence: f ←→ f˜ , we have
f(z) =
ˆ 1
0
f˜(x)
1− e(x)z dx (6.13)
where the RHS in (6.13) is a Szegö -kernel integral. Moreover,
z
d
dz
f ←→ 1
2pii
d
dx
f˜ . (6.14)
As a result, for the vectors in the two defect-spaces D± in Lemma 1.1, we have
f+(z) =
ˆ 1
0
e−2pix
1− e(x)z dx
=
1− e−2pi
2pii
∞∑
n=0
zn
n− i , and
f−(z) =
ˆ 1
0
e2pix
1− e(x)z dx
= −e
2pi − 1
2pii
∞∑
n=0
zn
n+ i
.
Proof. The key ingredient in the proof is the representation of f(z) ∈H2 as kernel
integrals arising from the corresponding boundary versions f˜(x) ' f˜(e(x)) where
e(x) = ei2pix, and f˜ is as in (6.12). The kernel integral in (6.13) is a reproducing
property for the Szegö-kernel, see [Rud87].
To show that the transform f(z) ←→ f˜(x) (Fatou a.e. extension to ∂D) is a
norm-preserving isomorphism ofH2 onto a closed subspace in L2(of a periodic interval),
we check that
f(z) =
∞∑
n=0
cnz
n (6.15)
where the coefficients (cn) in (6.19) are also the Fourier-coefficients of the function
f˜ in (6.12). But for z ∈ D, i.e., |z| < 1, we may expand the RHS in (6.13) as follows
f(z) =
∞∑
n=0
zn
ˆ 1
0
e(−nx)f˜(x)dx.
But
cn =
ˆ 1
0
e(nx)f˜(x)dx (6.16)
are the f˜ -Fourier coefficients over the period interval [0, 1). The result follows from
this as follows
‖f‖2H2 =
∞∑
n=0
|cn|2 (by Lemma 6.2)
=
ˆ 1
0
∣∣∣f˜(x)∣∣∣2 dx (by (6.16) and Parseval applied to f˜)
=
∥∥∥f˜∥∥∥2
L2(0,1)
.

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Let H = z
d
dz
be the selfadjoint operator in Lemma 6.1.
Corollary 6.7. Under the boundary correspondence (6.12)-(6.13) in Lemma 6.6,
if f ∈ D(H) ⊂ H2; then the boundary function f˜ is a well-defined and continuous
function on T ' [0, 1) ' R/Z. If further f ∈ D(H2), then f˜ (= the boundary
function) is Lipschitz, i.e.,∣∣∣f˜(x)− f˜(y)∣∣∣ ≤ Const · |x− y| . (6.17)
Proof. By Lemma 6.6 and Conclusions 6.11, the operator
H2 3 f 7→ f˜ ∈ L+ ⊂ L2(T) (6.18)
is an isometric isomorphism of H2 onto L+. Moreover, see the proof of Lemma
6.6, if f ∈ D(H), then
f˜(e(x)) =
∑
n∈N0
cne(nx), x ∈ R/Z (6.19)
with (cn) ∈ l2 and (ncn) ∈ l2, see eq. (6.15)-(6.16). Hence (cn) in (6.19) is in l1, by
Cauchy-Schwarz, see Lemma 3.1. Therefore, by domination, the boundary function
f˜ in (6.19) is uniformly continuous on T.
Assume now that f ∈ D(H2); then (n2cn) ∈ l2, and therefore:∣∣∣f˜(x)− f˜(y)∣∣∣ ≤ |x− y| 2pi ∞∑
n=1
|n cn|
≤ |x− y| 2pi
(
pi2
6
)1/2( ∞∑
n=1
n4 |cn|2
)1/2
≤ |x− y| 2pi
2
√
6
∥∥H2f∥∥
H2
,
which is the desired Lipschitz estimate (6.17). 
Corollary 6.8. Consider the selfadjoint operator H = z ddz in H2 (as in Lemma
6.2). For f ∈ D(H2), consider the boundary function f˜ as in Lemma 6.6, and set
D{±1} :=
{
f ∈ D(H2) ∣∣ f˜(1) = f˜(−1) = 0} (6.20)
and set
L2 := H
2
∣∣∣∣
D{±1}
, (6.21)
then L2 is a densely defined restriction of H2, and
GLB(QL2) = 1. (6.22)
Proof. An inspection shows that this example is unitarily equivalent to the one
considered in Lemmas 5.3 and 5.5. Indeed, if f ∈ D(H2) has the representation
f(z) =
∑
n∈N0 anz
n, then the two conditions in (6.20) translate into∑
n∈N0
an =
∑
n∈N0
(−1)nan = 0;
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or equivalently, ∑
n∈N0
a2n =
∑
n∈N0
a1+2n = 0;
compare with (5.11). Hence the result follows from Lemma 5.5. 
Remark 6.9. In using the unit-interval I = [0, 1] as range of the independent variable
x in the representation H2 3 f(z)←→ f˜(x) via (6.12) we use the parameterization
I 3 x 7→ e(x) = ei2pix ∈ T = ∂D. (6.23)
To justify the correspondence f˜(x) ←→ f˜(e(x)) for a function f˜ on R, as in f˜ =
e−2pix, or e2pix, it is understood that we use 1-periodic versions of these functions,
see Figure 6.1 and 6.2 below
-4 -3 -2 -1 0 1 2 3 4
x
Figure 6.1. Periodic version of e−2pix
-4 -3 -2 -1 0 1 2 3 4
x
Figure 6.2. Periodic version of e2pix
WARNING The role of the periodization (illustrated in Figures 6.1-6.2, and in
(6.23)) is important. Indeed, if the period-interval used in Figs 1-2 is changed from
[0, 1) into [− 12 , 12 ), we get the following related function y˜2(x) = e−2pi|x|; see also
Figure 6.3 below:
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x
Figure 6.3. Periodic version of e−2pi|x|, periodic-interval [− 12 , 12 )
and
y2(z) =
ˆ 1
2
− 12
e−2pi|x|
1− e(x)z dx
=
1
(2pi)
2
∞∑
n=0
zn
1 + n2
; (6.24)
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and we recovers the l2(N0)-sequence (y2)n :=
1
1 + n2
used in sections 3-4 above.
Remark 6.10. In the isometric realization from Lemma 6.6 of the Hardy space
H2 as a closed subspace inside L2(I) we are selecting a specific a period interval
I. Avoiding a choice, an alternative to L2(I) is the Hilbert space L2(R/Z) where
the quotient group R/Z is given its invariant quotient measure on R/Z. With the
identification of R/Z with T = ∂D, this is Haar measure on the one-torus T. Of
these three equivalent versions of Hilbert space, perhaps L2(R/Z) is more natural
as it doesn’t presuppose a choice of period interval.
The closed subspaceL+ in L2(R/Z) corresponding toH2 under (6.12) in Lemma
6.6 is of course the subspace of L2 functions that have their Fourier coefficients
vanish on the negative part of Z. This subspace L+ in L2(R/Z) is invariant under
periodic translation (U(t)f)(x) = f(x + t). Indeed this unitary one-parameter
group U(t), acting in L+, has as its infinitesimal generator our standard selfadjoint
operator H from Lemmas 3.1 and 6.6. Note that the spectrum of H is N0 when
H is realized as a selfadjoint operator in L+; not in L2(R/Z). One can adapt this
approach in order to get realizations of the other selfadjoint extensions of L, and
their associated unitary one-parameter groups.
Remark 6.11. Conclusions (Toeplitz operators). In our study of selfadjoint ex-
tensions, we are making use of three (unitarily equivalent) realizations of Toeplitz
operators; taking here “Toeplitz operator” to mean “matrix corner” of an operator
in an ambient L2 space, i.e., restriction of an operator T in ambient L2, followed
by the projection P onto the subspace; in short, PTP .
But it is helpful to realize these “matrix corners” in any one of three equivalent
ways; hence three equivalent ways of realizing operators T in the ambient Hilbert
space and PTP in its closed subspace:
(1) realize the subspace as L+ inside L2(R/Z), where L+ is the subspace of
L2-functions with vanishing negative Fourier coefficients;
(2) or we may take the subspace to be the Hardy space H2 inside L2(T). Or
equivalently,
(3) we can work with the subspace of one-sided l2 sequences inside two-sided;
so the subspace l2(N0) inside l2(Z).
So there are these three different but unitarily equivalent formulations; each one
brings to light useful properties of the operators under consideration.
One detail which makes the analysis more difficult here as compared with the
more classical case of L2 is the study of unitary one-parameter groups: for example,
periodic translation, U(t) : f 7→ f(x + t), leaves invariant the subspace; but the
related quasi-periodic translation does not.
Remark 6.12. In our model, we have L ⊂ H ⊂ L∗ (see (3.4)). As a result of (3.7),
(3.8) and Remark 3.5, we see that
dimD(H)/D(L) = dimD(L∗)/D(H) = 1 (6.25)
(the two quotients are both one-dimensional); hence
D(L∗) = D(H) + CPL+ψ. (6.26)
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ambient
Hilbert
space
closed subspace D(H) D(L) D(L∗)
case 1
l2(Z)
l2(N0)
x ∈ l2(N0)
s.t.
(k xk) ∈ l2
x ∈ D(H)
s.t.∑
k xk = 0
D(H) + Cy3
case 2
L2(T)
H2(D)
(Hardy space)
f ∈H2
s.t.
z ddz f ∈H2
f ∈ D(H)
s.t.
f˜(1) = 0
D(H) + Cy˜3
case 3
L2(R/Z)
'
L2(I)
I = [0, 1)
L+ = {f ∈
L2
∣∣ fˆ(n) =
0, n ∈ Z−}
f ∈ L+
s.t.
d
dxf ∈ L2
f ∈ D(H)
s.t. f(0) =
f(1) = 0
D(H)+CPL+ψ,
ψ(x) ={
1 0 ≤ x < 12
−1 12 ≤ x < 1
Table 1. Three models of Toeplitz operator analysis.
The choice of the generating vector ψ is not unique. For example, let T be the
triangular wave, i.e.,
T (x) =
1
2
− |x| , x ∈ [−1
2
,
1
2
]; (6.27)
which has Fourier series
T (x) =
1
4
+
2
pi2
∞∑
n=1
1
(2n− 1)2 cos(2pi(2n− 1)x), x ∈ [−
1
2
,
1
2
]. (6.28)
Differentiating (6.27), we get the Haar wavelet ψ as in Table 1; and where
ψ(x) = − 4
pi
∞∑
n=1
1
2n− 1 sin(2pi(2n− 1)x), x ∈ (−
1
2
,
1
2
). (6.29)
It follows that (
PL+ψ
)
(x) =
2i
pi
∞∑
n=1
1
2n− 1 e2n−1(x). (6.30)
Note the Fourier coefficients satisfy((
PL+ψ
)∧
(n)
)
∈ l2(N0)
but (
n
(
PL+ψ
)∧
(n)
)
/∈ l2(N0).
6.3. D±(LF ) as RKHSs
For a fixed closed subset F of ∂D of zero angular measure, we identified in
Corollary 6.14 an associated Hermitian operator LF with dense domain in the
Hardy space H2, see (6.33) and (6.34). Below we compute the corresponding pair
of deficiency subspaces (see Lemma 1.2). While they are closed subspaces in H2, it
turns out that they can be computed with reference to only the given closed set F .
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To this end we show in Theorem 6.18 that each deficiency subspace is a reproducing
kernel Hilbert space (RKHS) with a positive definite kernel function on F ×F . The
kernel is not the Szegö kernel, but rather the Hurwitz zeta function computed on
differences of points in F (angular variables), see (6.47) below. From this we show
that the partial isometries between the two deficiency spaces "is" a compact group
G(F ), a Lie group if F is finite. With this, we prove in Corollary 6.26 a formula
for the spectrum of each of the selfadjoint extensions of LF .
Corollary 6.13. Let z1, z2, . . . , zn be a finite set of distinct points ∈ C s.t. |zi| = 1,
1 ≤ i ≤ n; and set
D{zi} = {f ∈ D (˜H)
∣∣ f˜(zi) = 0, 1 ≤ i ≤ n}; (6.31)
then
Ln := z
d
dz
∣∣
D{zi}
(6.32)
is Hermitian with dense domain in H2, and with deficiency indices (n, n).
Proof. This is an application of Lemma 2.3. 
Corollary 6.14. Let F ⊂ T = {z ∈ C ∣∣ |z| = 1} = ∂D be a closed subset of zero
Haar measure, e.g., some fixed Cantor subset of T; and set
DF := {f ∈ DH2(z
d
dz
)
∣∣ f = 0 on F}, (6.33)
then
LF := z
d
dz
∣∣
D(F )
(6.34)
is Hermitian with dense domain in the Hardy space H2, and with deficiency indices
(∞,∞).
Proof. Follows again from the general result in Lemma 2.3. Since F has Haar
measure 0, one verifies that the closed subspace M in H2 defined for DF in (6.33)
(via Lemma 2.3) is closed in H2 and satisfies
M ∩D(z d
dz
) = 0. (6.35)

Remark 6.15. Let A (H2) be the Banach algebra introduced in Lemma 6.2, and let
F ⊂ T be a closed subset specified as in Corollary 6.14. Let LF be the Hermitian
restriction operator in (6.34), and L∗F its adjoint operator. Then both domains
D(LF ) and D(L∗F ) are invariant under pointwise multiplication by functions a from
A (H2), i.e.,
(af) (z) = a(z)f(z), a ∈ A (H2), f ∈H2, and z ∈ D. (6.36)
Hence this action of A (H2) passes to the quotient
D(L∗F )/D(LF ) ' D+(LF ) +D−(LF ). (6.37)
Corollary 6.16. Let F ⊂ T be a closed subset of zero measure, see Corollary 6.14
and (6.33). Let x± ∈ l2(N0) be the sequences from (3.5), i.e., x±(k) = (k ∓ i)−1,
k ∈ N0. Then the two deficiency subspaces in H2 derived from (6.34)
D±(LF ) = {f± ∈ D(L∗F )
∣∣ L∗F f± = ±if±} (6.38)
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are as follows: For θ ∈ F , set
f
(θ)
± (z) :=
∞∑
n=0
e(−n θ)
n∓ i z
n; (6.39)
i.e., the expansion coefficients for f (θ)± are
f̂
(θ)
± (n) = e(n θ)x±(n), n ∈ N0. (6.40)
Then D±(LF ) is the closed span in H2 of the functions in (6.39), as θ ranges over
F .
Proof. We will do the detailed steps for any {f (θ)+ (·)
∣∣ θ ∈ F} ⊂ D+(LF ), as the
other case for D−(LF ) is the same argument, mutatis mutandis.
Note that functions ϕ ∈ D(LF ) are given by the condition
ϕ(θ) ' ϕ(e(θ)) = 0, ∀θ ∈ F (6.41)
where we use the usual identification θ ←→ e(θ) = ei2piθ with points in a period
interval ' points in T. For ϕ ∈ D(LF ), set xn = ϕˆ(n), i.e., ϕ(z) =
∑
n∈N0
xnz
n. Then
for θ ∈ F , we have; (nxn) ∈ l2(N0), and:
0 = ϕ(θ) =
∞∑
n=0
xne(n θ)
=
〈
e(n θ)
n− i , (n+ i)xn
〉
l2(N0)
=
〈
f
(θ)
+ , (LF + iI)ϕ
〉
H2
(6.42)
where, in the last step, we used the isomorphism l2(N0) 'H2 of Lemma 6.2. The
respective subscripts 〈·, ·〉l2(N0) and 〈·, ·〉H2 indicates the reference Hilbert space
used.
Since (6.42) holds for all θ ∈ F , it follows that each f (θ)+ ∈ D(LF ), so the asserted
“=” in the Corollary follows. 
Remark 6.17. If θ and ρ ∈ I (= the period interval), then the H2-inner product of
the two functions f (θ)+ and f
(θ)
− is as follows:〈
f
(θ)
+ , f
(ρ)
+
〉
H2
=
∞∑
n=0
e(n(θ − ρ))
1 + n2
= Z(θ − ρ, 1, 2) (6.43)
where Z is the Hurwitz-zeta function.
Theorem 6.18. Let the closed subset F ⊂ T be as in Corollary 6.16 and let LF be
the corresponding Hermitian unbounded and densely defined operator in the Hardy
space H2. Then each of the two defect spaces D±(LF ) in (6.38) is a reproducing
kernel Hilbert space (RKHS) with RK equal to the Hurwitz zeta function (6.43).
Proof. For the theory of RKHS, see for example [Nel57, Alp92, ABK02]. In sum-
mary, given a set F and a positive definite kernel {K(α, β)}(α,β)∈F×F then the
RKHS, H (K) is the completion of finitely supported functions ϕ on F , i.e.,
ϕ : F → C (6.44)
RESTRICTIONS AND EXTENSIONS OF SEMIBOUNDED OPERATORS 38
in the pre-Hilbert inner product:
〈ϕ,ψ〉H (K) :=
∑
α
∑
β
ϕ(α)ψ(β)K(α, β). (6.45)
The positive definite property in (6.45) is the assertion that
〈ϕ,ϕ〉H (K) =
∑∑
F×F
ϕ(α)ϕ(β)K(α, β) ≥ 0 (6.46)
for all finitely supported functions ϕ, see (6.44).
To establish the theorem, take
K(α, β) =
∞∑
n=0
e(n(α− β))
1 + n2
= Z(α− β, 1, 2) (6.47)
where the expression in (6.47) is the Hurwitz zeta function.
We will denote the Hurwitz zeta-function simply
Z(x) :=
∞∑
n=0
e(nx)
1 + n2
. (6.48)
Continue the proof now for D+(LF ) (the other case is by the same argument),
recall from Corollary 6.16 that if ϕ is a finitely supported function on F (see (6.44)
and (6.39)) then
(Tϕ) (z) =
∑
α∈F
ϕ(α)f
(α)
+ (z). (6.49)
By (6.49) and (6.45), we conclude that
‖Tϕ‖2H2 = ‖ϕ‖
2
H (KHurwitz)
.
But this means that T in (6.49) extends by closure and completion to become an
isometric isomorphism of the RKHS H (K) onto D+(LF ) ⊂H2. 
Lemma 6.19. Let Z be as in (6.43), and write
Z(x) =
∞∑
n=0
e(nx)
1 + n2
=
∞∑
n=0
cos(2pinx)
1 + n2
+ i
∞∑
n=1
sin(2pinx)
1 + n2
= f(x) + ig(x) (6.50)
where f := <(Z), and g := =(Z). Then
f(x) =
pi
2
∑
n∈Z
e−2pi|x+n| +
1
2
. (6.51)
Moreover, (
f
∣∣
[0,1]
)
(x) =
pi
2
cosh(2pi(x− 12 ))
sinh(pi)
+
1
2
. (6.52)
Therefore, f is the 1-periodic extension of the RHS in (6.52).
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Proof. From Remark 4.3, we see that
f(x) =
∞∑
n=0
cos(2pinx)
1 + n2
=
pi
2
cosh(2pi(x− 12 ))
sinh(pi)
+
1
2
, x ∈ [0, 1]. (6.53)
It is well-known that for causal sequences in l2(N0) 'H2, the real and imaginary
parts of the corresponding Fourier transform are related via the Hilbert transform.
Thus, we have
g(θ) = p.v.
ˆ 1
0
f(t) cot (pi(θ − t)) dt (6.54)
where cot(pi(θ − x)) is the Hilbert-kernel. See Figure 6.4 below.
ReHZL
ImHZL
-2 -1 1 2
x
-0.5
0.5
1.0
1.5
2.0
Figure 6.4. The real and imaginary parts of the Hurwitz zeta-
function Z(x). Note that Z(x) is real-valued at Z/2.
Let ψ(x) := e−2pi|x|, so that
ψˆ(λ) =
ˆ ∞
−∞
ψ(x)e−i2piλxdx =
1
pi
1
1 + λ2
.
For any function f on R, define
(PERf) (x) :=
∑
n∈Z
f(x+ n).
It follows that (see [BJ02])
(PERψ) (x) =
∑
n∈Z
ψˆ(n)e(nx)
=
1
pi
∑
n∈Z
e(nx)
1 + n2
=
1
pi
+
2
pi
∞∑
n=1
cos(2pinx)
1 + n2
. (6.55)
Eq. (6.51) follows from this.
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For x ∈ [0, 1], we also have
(PERψ) (x) =
∑
n∈Z
e−2pi|x+n|
= e−2pix
∞∑
n=0
e−2pin + e2pix
∞∑
n=1
e−2pin
=
cosh(2pi(x− 12 ))
sinh(pi)
. (6.56)
Combine (6.51) and (6.56), we get the desired result in (6.52). 
Lemma 6.20. The following Fourier integral identities hold:ˆ ∞
0
cos(2piλx)
1 + λ2
dλ = pie−2pi|x| (6.57)
ˆ ∞
0
sin(2piλ)
1 + λ2
dλ =
1
2
(
e−2pixli
(
e2pix
)− e2pixli (e−2pix)) (6.58)
where li(x) is the logarithmic integral
li(x) =
ˆ x
0
dt
ln t
, x > 0; (6.59)
and for 0 < x < 1, the RHS in (6.59) denotes Cauchy principal value.
Proof. Eq. (6.57) can be verified directly. For (6.58), see [Boc59, page 67]. 
Corollary 6.21. Let Z be the Hurwitz zeta-function in (6.43), and let g = =(Z).
Set
ϕ(x) :=
1
2
(
e−2pixli
(
e2pix
)− e2pixli (e−2pix)) ; (6.60)
then
g(x) = (PER ϕ) (x) =
∑
n∈N
ϕ(x+ n). (6.61)
Proof. See [BJ02]. Figure 6.5 below illustrates the approximation
lim
N→∞
N∑
n=−N
ϕ(x+ n) = g(x) (= =Z) .

Lemma 6.22. Hurwitz zeta-function is positive definite on R, i.e., if ϕ : R→ C is
any finitely supported function on R, then∑
x
∑
y
ϕ(x)ϕ(y)Z(x− y) ≥ 0. (6.62)
Proof. Computation of the double-sum in (6.62) yields
∞∑
n=0
1
1 + n2
∣∣∣∣∣∑
x
ϕ(x) e(nx)
∣∣∣∣∣
2
≥ 0. (6.63)

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Figure 6.5. g(x) = (PERϕ) (x). The dashed line on the diagonal
denotes the approximation error.
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The next results yield a representation of all the partial isometries between the
two defect spaces determined by some chosen and fixed finite subset F of T, as
in Corollary 6.13. But, by von Neumann’s classification (Lemma 1.1), this will
then also be a representation of all the selfadjoint extensions of the basic Hermitian
operator LF in (6.32) determined by the set F . If the cardinality of F ism, then the
operator LF has deficiency indices (m,m), and the partial isometries map between
m-dimensional deficiency-spaces.
Corollary 6.23. Let Z be the Hurwitz zeta function from (6.50), and let F ⊂ T
be a finite subset. Let
LF := H{f∈H2
∣∣ z ddz f∈H2, f=0 on F}. (6.64)
Then the partial isometries UF between the two deficiency spaces D±(LF ) from the
von Neumann decomposition (1.3) in Lemma 1.1 are in bijective correspondence
with #F ×#F complex matrices (Mα,β)(α,β)∈F×F satisfying∑∑
(γ,ξ)∈F×F
Mγ,αZ(γ − ξ)Mξ,β = Z(α− β) (6.65)
for all (α, β) ∈ F × F .
Proof. In Theorem 6.18, we showed that each of the two deficiency spaces D±(LF )
is an isomorphic image of the same RKHS, the one from the kernel
KZ(α, β) = Z(α− β) (6.66)
where Z = ZHurwitz is the Hurwitz zeta-function. Hence a partial isometry UF :
D+(LF )→ D−(LF ), onto, will be acting on functions ϕ on F via the representation
(6.49)
UF (
∑
α∈F
ϕ(α)f
(α)
+ ) =
∑
α∈F
(Mϕ) (α)f
(α)
− (6.67)
where Mϕ on the RHS in (6.67) has the following matrix-representation:
(Mϕ) (α) =
∑
β∈F
Mα,βϕ(β). (6.68)
But we are also viewingM as an operator in l2(F ) which is finite-dimensional since
F is assumed finite.
Substituting (6.68) into (6.67), and unravelling the isometric property of UF , the
desired conclusion (6.65) follows. To see this, notice (from Theorem 6.18) that∥∥∥∥∥∑
α∈F
ϕ(α)f
(α)
+
∥∥∥∥∥
2
H2
=
∑∑
(α,β)∈F×F
ϕ(α)ϕ(β)Z(α− β). (6.69)

Corollary 6.24. Let F ⊂ T be a finite subset (of distinct points), #F = m, and
let
KF (α, β) := Z(α− β) , (α, β) ∈ F × F (6.70)
be the corresponding kernel defined from restricting the Hurwitz zeta-funciton Z.
(1) Then KF (·, ·) is (strictly) positive definite on the vector space VF = CF =
all complex-valued functions on F , i.e., KF (·, ·) has rank #F .
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(2) The (#F ) × (#F ) complex matrices M satisfying (6.65) form a compact
Lie group G(F ) of transformations in VF = CF .
Proof. Setm := #F . The key step in the proof is the assertion that the sesquilinear
form KF (·, ·) in (6.70) has full rank, i.e., that its eigenvalues are all strictly positive.
Then it follows from Lie theory (see e.g., [Hel08]) that
G(F ) = {M ∣∣m×m complex matrix s.t. (6.65) holds} (6.71)
is a compact Lie group as stated.
It follows from (6.62) and (6.69) that KF (·, ·) is positive semi-definite. To show
that it has full rank = m, we must check that if ϕ ∈ VF = CF satisfying∑
β∈F
KF (α, β)ϕ(β) = 0, ∀α ∈ F (6.72)
then ϕ = 0.
Let ϕ ∈ VF satisfying (6.72). Using (6.69), note that (6.72) implies∑
β∈F
Z(α− β)ϕ(β) = 0, ∀α ∈ F, (6.73)
and therefore, by (6.63) ∑
β∈F
ϕ(β)e(nβ) = 0, ∀n ∈ N0. (6.74)
Now index the points {β} in F as follows β1, . . . , βm, with corresponding ζj :=
e(βj) = e
i2piβj ,1 ≤ j ≤ m; and set Nm := {0, 1, 2, . . . ,m − 1}; then the matrix
(e(nβj)) 1≤j≤m, n∈Nm is a Vandermonde matrix
1 1 · · · · · · 1
ζ1 ζ2 · · · · · · ζm
ζ21 ζ
2
2 · · · · · · ζ2m
...
...
...
...
...
ζm−11 ζ
m−1
2 · · · · · · ζm−1m
 (6.75)
with determinant ∏
1≤j<k≤m
(ζk − ζj) 6= 0.
Hence, translating back to the sesquilinear form KF , we conclude that KF is
strictly positive definite, and that, therefore G(F ) is a compact Lie group of m×m
complex matrices. 
We proved that whenever a finite subset F ⊂ T is chosen as above, and if M is
an element in the corresponding Lie group G(F ), then there is a unique selfadjoint
extension HM corresponding to the partial isometry induced by M , acting between
the two deficiency spaces for LF . In the next result we compute the spectrum of
HM . Each HM has pure point spectrum as LF has finite deficiency indices (m,m)
where m = (#F ). Since for finite index all selfadjoint extensions have the same
essential spectrum [AG93]; and as a result we have pure point-spectrum.
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Example 6.25. Let the closed subset F of ∂D consist of the two points z± = ±1.
Then the compact group G(F ) from Corollary 6.24 is (up to conjugacy) the group
of 2× 2 complex matrices preserving the quadratic form
C2 3 (z1, z2) 7→ Kev |z1|2 +Kodd |z2|2 (6.76)
where 
Kev :=
∞∑
n=0
1
1 + (2n)2
, and
Kodd :=
∞∑
n=0
1
1 + (1 + 2n)2
;
(6.77)
i.e., the splitting of the summation
∑
k∈N0
=
1
2
(1 + pi coth(pi)) into even and odd
parts.
Proof. Computation of the Hurwitz zeta-function at the two points F = {±1}
yields the two numbers Kev and Kodd in (6.77).
Note 0 < Kodd < Kev. Hence when the matrix KZF in (6.47) is computed for
F = {±1}, we get for eigenvalues the two numbers in (6.77). The corresponding
system of normalized eigenvectors in C2 is{
1√
2
(
1
1
)
,
1√
2
(
1
−1
)}
.
The assertion in (6.77) follows from this. 
Corollary 6.26. Let F ⊂ T be finite, and let M ∈ G(F ) where G(F ) is the
Lie group from Corollary 6.24. Then λ ∈ R is in the spectrum of the selfadjoint
extension HM if and only if there is some ψ ∈ CF (a complex valued function on
F ) such that λ is a root in the following function
FM (λ) :=
∑
k∈N0
∑
α∈F
e(kα)
ψ(α)(λ− i)(k + i) + (Mψ) (α)(λ+ i)(k − i)
(k − λ) (k2 + 1) . (6.78)
Moreover, we have
dFM
dλ
(λ) =
∑
k∈N0
∑
α∈F
e(kα)
ψ(α) + (Mψ) (α)
(k − λ)2 . (6.79)
It follows that the selfadjoint extension HM has the same qualitative spectral
configuration as we described in our results from section 4, which deal only with the
special case of deficiency indices (1, 1). From our spectral generating function FM
and its derivative, given above, it follows that the spectral picture in the (m,m) case
is qualitatively the same, now for m > 1, as we found in section 4 in the special case
of m = 1 : Only point-spectrum: and when one of the selfadjoint extensions HM is
fixed, we get eigenvalues distributed in each of the intervals (−∞, 0), and [n, n+ 1)
for n ∈ N0. But excluding (−∞, 0) for the case of the Friedrichs extension.
Proof. Now the partial isometries UM : D+(LF ) → D−(LF ) from Lemma 1.1 are
given by CF 3 ϕ 7→ Mϕ ∈ CF via the formula (6.65) from Corollary 6.24, where
RESTRICTIONS AND EXTENSIONS OF SEMIBOUNDED OPERATORS 45
M ∈ G(F ). For ψ ∈ CF , set
f+(ψ) =
∑
α∈F
ψ(α)f
(α)
+ =
∑
α∈F
(∑
k∈N0
ψ(α)e(kα)
k − i z
k
)
∈ D+(LF ); (6.80)
and
f−(ψ) =
∑
α∈F
ψ(α)f
(α)
− =
∑
α∈F
(∑
k∈N0
ψ(α)e(kα)
k + i
zk
)
∈ D−(LF ). (6.81)
Using now the characterization of the selfadjoint extensions HM (M ∈ G(F )) of
the initial operator LF , we get:
HM (g + f+(ψ) + f−(Mψ)) = Lg + i (f+(ψ)− f−(Mψ)) (6.82)
valid for all g ∈ D(LF ), and all ψ ∈ CF . Indeed by Lemma 1.2 the vectors f in
D(HM ) must have the form
f = g + f+(ψ) + f−(Mψ) (6.83)
where g ∈ D(LF ), i.e., g(α) = 0, ∀α ∈ F , and where ψ ∈ CF . But (6.83) has an
l2(N0)-representation as follows (k ∈ N0):
fk = gk +
∑
α∈F
ψ(α)
e(kα)
k − i +
∑
α∈F
(Mψ) (α)
e(kα)
k + i
. (6.84)
For details on (Mψ)(α), see (6.67).
Hence, the eigenvalue problem (for λ ∈ R)
HMf = λf, f ∈ D(HM ) (6.85)
takes the following form:
kgk + i
∑
α∈F
e(kα)
(
ψ(α)
k − i −
(Mψ) (α)
k + i
)
= λgk + λ
∑
α∈F
e(kα)
(
ψ(α)
k − i +
(Mψ) (α)
k + i
)
; (6.86)
which in turn simplifies as follows: The function
FM (λ) =
∑
k∈N0
∑
α∈F
e(kα)
(k − λ)
[
λ
(
ψ(α)
k − i +
(Mψ) (α)
k + i
)
− i
(
ψ(α)
k − i −
(Mψ) (α)
k + i
)]
=
∑
k∈N0
∑
α∈F
e(kα)
ψ(α)(λ− i)(k + i) + (Mψ) (α)(λ+ i)(k − i)
(k − λ) (k2 + 1) .
So ψ ∈ CF must be such that the function
F
(ψ)
M (λ) =
∑
k∈N0
∑
α∈F
e(kα)
ψ(α)(λ− i)(k + i) + (Mψ) (α)(λ+ i)(k − i)
(k − λ) (k2 + 1) (6.87)
has λ as a root, i.e., FM (λ) = 0 must hold for points λ ∈ spect(HM ); and conversely
if FM (λ) = 0, then the vector f in (6.84) will be an eigenvector, note∑
k∈N0
gk e(kα) = 0, ∀α ∈ F.
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We proceed to verify (6.79). Setting
A := ψ(α) (k + i)
B := (Mψ) (α) (k − i)
and
gk,α(λ) :=
A(λ− i) +B(λ+ i)
(k − λ) (k2 + 1) ;
then from (6.78), we have
FM (λ) =
∑
k∈N0
∑
α∈F
e(kα)gk,α(λ).
Note that
g′k,α(λ) =
(A+B) k − i(A−B)
(k − λ)2 (k2 + 1) , (6.88)
and the numerator in (6.88) is given by
(A+B) k − i(A−B)
= k (ψ(α) (k + i) + (Mψ) (α) (k − i))− i (ψ(α) (k + i)− (Mψ) (α) (k − i))
= ψ(α) (k(k + i)− i(k + i)) + (Mψ) (α) (k(k − i) + i(k − i))
= (ψ(α) + (Mψ) (α))
(
k2 + 1
)
.
Substitute the above equation into (6.88), we get
g′k,α(λ) =
(ψ(α) + (Mψ) (α))
(
k2 + 1
)
(k − λ)2 (k2 + 1)
=
ψ(α) + (Mψ) (α)
(k − λ)2 .
It follows that
dFM
dλ
=
∑
k∈N0
∑
α∈F
g′k,α(λ)
=
∑
k∈N0
∑
α∈F
e(kα)
ψ(α) + (Mψ) (α)
(k − λ)2
which is eq. (6.79).
Note in the computation of the derivative we get cancellation of the factor (k2+1)
in numerator and denominator. 
6.4. A Comparison
Below we offer a comparison of the extension theory in the subspace L+ and in
the ambient Hilbert space L2(R/Z) ' L2(I), where we are using the usual identifi-
cation between the quotient R/Z and a choice of a period interval I. There is a slight
notational ambiguity, as L may be understood as refer to a Hermitian operator with
dense domain, referring each of the two Hilbert spaces L+ and L2(R/Z) ' L2(I),
where I = [0, 1); see Table 1. But the boundary conditions f(0) = f(1) = 0 make
sense in both cases; and in both cases, it is understood that f and ddxf are in L
2.
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Lemma 6.27. Let L be the above mentioned Hermitian operator with dense domain
D(L) in L2(R/Z). For ζ = e(θ) ∈ T, let Hθ(= Hζ) be the corresponding selfadjoint
extension; see the von Neumann classification, Lemma 1.1, and let H (θ) be the
Hilbert space:
f : R→ C measurable, and in L2loc; (6.89)
f(x+ n) = e(nθ)f(x), ∀x ∈ R,∀n ∈ Z; and (6.90)
‖f‖2H (θ) =
ˆ
R/Z
|f(x)|2 dx <∞ (6.91)
(Note that the integral in (6.91) makes sense on account of (6.90), i.e., |f |2 is a
1-periodic function on R. )
(1) Then for every θ, the restriction mapping H (θ) Tθ→ L2(I) is a unitary
isometric isomorphism, and
Uθ(t) = TθU(t)T
∗
θ , t ∈ R, on L2(I) (6.92)
yields all the unitary one-parameter groups {Uθ(t)} corresponding to the
selfadjoint extensions of L. In (6.90) RHS, {U(t)}t∈R is the periodic trans-
lation f 7→ f(x+ t) acting in the Hilbert space H (θ).
(2) If θ ∈ [0, 1) is the parameter of the von Neumann classification, then
{Uθ(t)}t∈R in (6.90) leaves invariant the subspace L+ if and only if θ = 0.
Proof. See the discussion above. The construction in (6.90) is an example of an
induced representation; induction from Z up to R; see [Mac88].
It follows from (6.92) that for fixed θ ∈ [0, 1) the spectrum of the unitary one-
parameter group {Uθ(t)}t∈R and its selfadjoint generator Hθ in L2(I) ' L2(R/Z)
is {eθ+n
∣∣n ∈ Z}, where eϕ(x) = e(ϕx) = ei2piϕx. Now let PL+ be the projection of
L2(I) onto L+, then a computation yields∥∥PL+eϕ∥∥2 = 1− sin2(piϕ)pi2 ζ1(ϕ).
see Lemma 6.28 and Figure 6.6 below. Apply this to ϕ = θ + n, and the last
conclusion in the lemma follows from this. 
Lemma 6.28. Let
ζ1(ϕ) =
∞∑
n=1
1
(ϕ+ n)2
(6.93)
be the Hurwitz zeta function. (Note, the summation in (6.93) begins at n = 1.)
Then ∥∥PL+eϕ∥∥2 = 1− sin2(piϕ)pi2 ζ1(ϕ). (6.94)
Proof. In the verification of (6.94), it is convenient to choose I = [− 12 , 12 ) as period
interval in the duality of Lemma 6.2. For PL+eϕ we get
PL+eϕ =
∞∑
n=0
〈en, eϕ〉L2(I) en
=
∞∑
n=0
sinpi(ϕ− n)
pi(ϕ− n) en; and
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Figure 6.6. The function sin
2(piϕ)
pi2 ζ1(ϕ)
therefore ∥∥PL+eϕ∥∥2 = ∞∑
n=0
sin2(pi(ϕ− n))
(pi(ϕ− n))2 (by Parseval)
=
sin2(piϕ)
pi2
∞∑
n=0
1
(ϕ− n)2 .
Now compare this to
1 = ‖eϕ‖2L2(I) =
sin2(piϕ)
pi2
∑
n∈Z
1
(ϕ− n)2 ;
also by Parseval. Subtraction yields
1− ∥∥PL+eϕ∥∥2 = sin2(piϕ)pi2 ζ1(ϕ). (6.95)
To get this, change variable in the summation range −∞ < n ≤ −1. The desired
conclusion (6.94) is now immediate from (6.95). 
6.5. The Operator L∗
We now turn to von Neumann’s boundary theory for the Hermitian operators
LF in the complex case (see Corollary 6.14), so the case when the Hilbert space
is H2 (= the Hardy space). We already proved that the deficiency subspaces (in
the sense of von Neumann), are different from their analogues for boundary value
problems in the real case, see e.g., Theorem 6.18. The two deficiency spaces are
RKHSs, and they depend on conditions assigned on the prescribed closed subset
F ⊂ ∂D, of (angular) measure 0.
When such a subset F is fixed, let LF be the corresponding Hermitian operator.
But now the adjoint operators L∗F , defined relative to the inner product in H2,
turns out no longer to be differential operators. The nature of these operators L∗F
depends on use of analytic function theory in an essential way, and it is studied
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below. By analogy to the real case, one might guess that L∗F is again a differential
operator acting on a suitable domain inH2, but it is not; – not even in the simplest
case when the set F is a singleton.
Lemma 6.29. Let L be the Hermitian operator as before, i.e., L is the restriction
of H = z
d
dz
on the dense domain D(L) in H2, consisting of functions f ∈ D(H)
s.t. f˜(1) = 0. On meromorphic functions f , set
(CP1f) (z) :=
(
lim
w→1
(w − 1)f(w)
) 1
z − 1 (6.96)
=
1
z − 1
1
2pii
˛
γ at z=1
f(w)dw (6.97)
where the contour is chosen as a circle centered at z = 1. Then on its domain, as
an operator, L∗ acts as follows:
L∗ = (1− CP1) z d
dz
. (6.98)
Proof. Recall that in our model in the Hardy space, we have L ⊂ H ⊂ L∗ (see
(3.4)), and
dimD(H)/D(L) = dimD(L∗)/D(H) = 1.
In particular, the two defect vectors (3.7) and (3.8) have the following representa-
tion:
y2 =
(
1
1 + n2
)
n∈N0
7→ ρ2(z) :=
∞∑
n=0
zn
1 + n2
(6.99)
y3 =
(
n
1 + n2
)
n∈N0
7→ ρ3(z) :=
∞∑
n=0
n zn
1 + n2
. (6.100)
By von Neumann’s theory, the domain of L∗ is characterized by
D(L∗) =
{
ϕ(z) + aρ2(z) + bρ3(z)
∣∣ ϕ ∈ D(L), and a, b ∈ C} ; (6.101)
and
L∗ (ϕ(z) + aρ2(z) + bρ3(z)) = Lϕ(z) + aρ2(z) + bρ3(z)
= z
d
dz
ϕ(z) + aρ3(z)− bρ2(z). (6.102)
Note for all z ∈ D, we have
z
d
dz
ρ2(z) =
∞∑
n=0
n zn
1 + n2
= ρ3(z);
and
z
d
dz
ρ3(z) =
∞∑
n=0
n2 zn
1 + n2
= −
∞∑
n=0
zn
1 + n2
+
∞∑
n=0
zn
= −ρ2(z) + 1
1− z .
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As a result, for all f(z) = ϕ(z) + aρ2(z) + bρ3(z) ∈ D(L∗), we see that(
z
d
dz
f
)
(z) = z
d
dz
ϕ(z) + aρ3(z)− bρ2(z) + b
1− z
= (L∗f) (z) +
b
1− z . (6.103)
Now, the last term in the above equation has a simple pole at z = 1, and it is
extracted by the map CP1 in (6.97) as follows:
b
1− z = CP1z
d
dz
f. (6.104)
Hence (6.103) and (6.104) together yield
(L∗f) (z) =
(
z
d
dz
f
)
(z)− CP1z d
dz
f
= (1− CP1) z d
dz
f(z)
which is (6.98). 
Corollary 6.30. If g ∈ D(L∗) is such that z d
dz
g ∈H2, then
L∗g = z
d
dz
g. (6.105)
Lemma 6.29 generalizes naturally to the operator LF , where the boundary con-
ditions are specified by a finite subset F ⊂ T; see Corollaries 6.13 and 6.14.
Theorem 6.31. Let F = {ζj}mj=1 be a finite subset of T = ∂D. Let LF with domain
D(LF ) be as Corollary 6.14. Specifically,
D(LF ) =
{
f ∈H2
∣∣ z d
dz
f ∈H2, f˜ = 0 on F
}
. (6.106)
Recall LF has deficiency-indices (m,m). Set
(CPF (f)) (z) :=
m∑
j=1
(
lim
w→ζj
(w − ζj) f(w)
)
1
z − ζj . (6.107)
Then L∗ acts on D(L∗) as follows:
L∗ = (1− CPF ) z d
dz
. (6.108)
In justifying formula (6.108) we need the following
Lemma 6.32. Let F = {ζj}mj=1 ⊂ ∂D be as above, and let D(L∗F ) be the domain
of the adjoint operator (LF )
∗ acting in H2.
Then the functions in the subspace
GF :=
{
z
d
dz
f
∣∣ f ∈ D(L∗F )} (6.109)
have the following properties:
(1) Every g ∈ GF is analytic in D;
(2) But not every g ∈ GF is in H2;
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(3) The functions g ∈ GF are meromorphic with possible poles of order at most
one, and the poles are contained in F .
Proof. The justification of conclusions (1)-(3) in the lemma will follow from the
computations below, but we already saw that
g(z) := z
d
dz
ρ3(z) = −ρ2(z) + 1
1− z
holds, where ρ2 and ρ3 are the functions in (6.99)-(6.100). Note that g = z
d
dz
ρ3 ∈ GF
where F = {1} is the singleton. 
Proof of Theorem 6.31. See the proof of Lemma 6.29. In detail:
The system of vectors
f
(j)
± (z) =
∞∑
n=0
ζ
n
j
n∓ iz
n =
∞∑
n=0
1
n∓ i
(
ζjz
)n
(6.110)
is a generating system of vectors for the two deficiency spaces D (F )± for LF .
Introducing, R2(w, z) = ρ2(wz), and R3(w, z) = ρ3(wz) for z ∈ D, and w ∈ ∂D,
we conclude that D+ +D− is spanned by the 2m functions
z 7→ R2(ζj , z) and z 7→ R3(ζj , z). (6.111)
Moreover,{
z ddzR3(ζj , z) = −R2(ζj , z) + 11−ζjz
z ddzR2(ζj , z) = R3(ζj , z), z ∈ D, i ≤ j ≤ m,
(6.112)
where we recall that the second term of the RHS in (6.112) is the Szegö-kernel,
KSz (ζj , z) =
(
1− ζjz
)−1
= − ζj
z − ζj , z ∈ D, 1 ≤ j ≤ m. (6.113)
Hence, application of CPF (in (6.107)) to KSz (ζj , ·) yields
CPFKSz (ζj , z) = KSz (ζj , z), z ∈ D. (6.114)
Combining this with the arguments from the proof of Lemma 6.29, we now
conclude that the desired formula (6.108) holds on D(L∗F ) = D(LF ) + D+ + D−,
where we used (6.110) and Corollary 6.16 in the last step. 
Corollary 6.33. Let F = {ζj}mj=1 ⊂ T and LF be as in Theorem 6.31. Then the
boundary form in (1.6) is given by
B(f, f) = =

m∑
j=1
Cj(f)f˜(ζj)
 (6.115)
for all f ∈ D(L∗), where
Cj(f) := lim
w→ζj
(w − ζj)
(
w
d
dw
f(w)
)
, j = 1, 2, . . . ,m; (6.116)
and f˜ is the continuous extension of f onto the boundary ∂D. Note that Cj(f) is
the residue of z
d
dz
f at the simple pole z = ζj, j = 1, 2, . . . ,m.
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Proof. By eq. (6.108), we have
〈L∗f, f〉 =
〈
z
d
dz
f, f
〉
−
〈
CPF z
d
dz
f, f
〉
〈f, L∗f〉 =
〈
f, z
d
dz
f
〉
−
〈
f, CPF z
d
dz
f
〉
.
Note by (6.107) and (6.116), we see that
CPF z
d
dz
f(z) =
m∑
j=1
Cj(f)KSz (ζj , z)
where KSz (ζj , z) is the Szegö-kernel (6.113).
Hence
2iB(f, f) = 〈L∗f, f〉 − 〈f, L∗f〉
= 2i=
{〈
f, CPF z
d
dz
f
〉}
= 2i=

m∑
j=1
〈f, Cj(f)KSz (ζj , z)〉

= 2i=

m∑
j=1
Cj(f)f˜(ζj)

and (6.115) follows from this. 
7. The Friedrichs Extension
In sections 3 and 4 we introduced a particular semibounded operator L, and we
proved that its deficiency indices are (1, 1). In section 6 we explored its relevance
for the study of an harmonic analysis in the Hardy space H2 of the complex disk
D. We further proved that 0 is an effective lower bound for L (Lemma 5.1.) We
further proved that every selfadjoint extension of L has pure point-spectrum, uni-
form multiplicity one. Moreover (Corollary 4.5), for every b < 0, we showed that
there is a unique selfadjoint extension Hb of L such that b is the smallest eigenvalue
of Hb.
Now, in general, for a semibounded Hermitian operator L, there are two distin-
guished selfadjoint extensions with the same lower bound, the Friedrichs extension,
and the Krein extension; and in general they are quite different. For example, in
boundary-value problems, these two selfadjoint extensions correspond to Dirichlet
vs Neumann boundary conditions, respectively.
But for our particular operator L from sections 3 and 4, we show that the two the
Friedrichs extension, and the Krein extension, must coincide. While this may be
obtained from abstract arguments, nonetheless, it is of interest to compute explic-
itly this unique extension. Indeed, the abstract characterizations in the literature
([DS88b, Kre55, AG93, Gru09]) of the two, the Friedrichs extension and the Krein
extension, are given only in very abstract terms.
Moreover, in general, it is not true that when a semibounded selfadjoint operator
H is restricted, that its Friedrichs extension will coincide with H. But it is true for
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our particular model operator H. We now turn to the details of the study of the
selfadjoint extensions of L.
Let H = l2(N0), and define the selfadjoint operator H as in section 3,
(Hx)k = k xk, k ∈ N0 (7.1)
and
D(H) = {x ∈ l2 ∣∣ k xk ∈ l2}. (7.2)
On the dense domain
D0 := D(L) = {x ∈ D(H)
∣∣ ∑
k∈N0
xk = 0}, (7.3)
set
L := H
∣∣
D0 , (7.4)
i.e., L is the restriction of H to the dense domain D0 specified in (7.3).
Lemma 7.1. For the domain of L∗ (the adjoint operator), we have
D(L∗) = D0 + Cy2 + Cy3 (7.5)
as a direct sum, where
(y2)k =
1
1 + k2
, k ∈ N0 (7.6)
and
(y3)k =
k
1 + k2
, k ∈ N0, (7.7)
see sect. 3.
Proof. The details for this formula (7.5) are contained in section 3. 
Theorem 7.2. The operator H from (7.1)-(7.2) is the Friedrichs extension of L.
Proof. We denote the Friedrichs extension by HFriedrichs. On D0 from (7.3), we
define the quadratic form
Q(x) := QL(x) = 〈x, Lx〉l2 + ‖x‖22 =
∑
k∈N0
k |xk|2 + ‖x‖22 , x ∈ D0. (7.8)
Hence
Q(x) ≥ ‖x‖22 , for all x ∈ D0. (7.9)
LetHQ be the Hilbert completion of the pre-Hilbert space (D0, Q). Then from (7.9),
we see that HQ is naturally contained in l2, i.e., containment with a contractive
embedding mapping HQ ↪→ l2, and bounded by 1; and moreover that (
√
k xk) ∈ l2
holds for x ∈HQ. From [DS88a, p. 1240], we infer that
D(HFriedrichs) = D(L
∗) ∩HQ. (7.10)
In addition to (7.10), we shall also need the following lemma.
Lemma 7.3. The selfadjoint operator H in (7.1) has as domain
D(H) = D0 + Cy2. (7.11)
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Proof. ( ⊆ ) Let x ∈ l2 satisfy (7.2), and set
t :=
∑
k∈N0
1
1 + k2
=
1
2
(1 + pi coth(pi)) , and (7.12)
s :=
∑
k∈N0
xk; then (7.13)
z := x−
(s
t
)
y2 (7.14)
satisfies
∑
k∈N0
zk = 0.
Consequently, z ∈ D0, and therefore x ∈ RHS(7.11). Since y2 ∈ D(H), the other
inclusion “⊇” in (7.11) is clear. 
We now continue with the proof of Theorem 7.2. We claim that the intersection
in (7.10) coincides with (7.11). Indeed, by (7.5), every x ∈ D(L∗) has the form
x = z + a y2 + b y3 (7.15)
where z ∈ D0, and a, b ∈ C. This decomposition is unique. If x is also in HQ, it
follows from (7.8)-(7.9) that x ∈ l2, and
(√
k xk
)
∈ l2. Since both terms z and a y2
satisfy the last condition, we conclude that the last term b y3 in (7.15) will as well.
But since
√
k (y3)k =
k3/2
1 + k2
/∈ l2, we conclude that b = 0. Hence (7.15) reduces to
x = z + a y2; and this is in D(H) by Lemma 3.1. We proved that
D(H) = D(HFriedrichs)
and therefore H = HFriedrichs.

Corollary 7.4. Let the Hermitian operator L and its domain D(L) = D0 be as in
Theorem 7.2, see also eq (3.3); then the Friedrichs and the Krein extensions of L
coincide as selfadjoint operators in l2(N0).
Proof. For the definition of the Krein extension, see e.g., [AG93, sect. 107, p 367-8].
To understand it, it is useful to introduce the following inner product on D(L∗) in
the general case of the von Neumann decomposition (1.5). For f, g ∈ D(L∗) set
〈f, g〉∗ = 〈f, g〉+ 〈L∗f, L∗g〉 . (7.16)
In this inner product 〈·, ·〉∗, the three subspaces D(L), and D± in (1.5) are mutually
orthogonal, and, for f± ∈ D±, we have
‖f±‖2∗ = 〈f±, f±〉∗ = 2 ‖f±‖2 . (7.17)
Return now to the particular example with L in l2(N0) as described in the
corollary, and in Theorem 7.2, we introduce the standard ONB in l2(N0), {en
∣∣ n ∈
N0} where en(k) = δn,k for all n, k ∈ N0, and δn,k denoting the Kronecker-delta.
A computation shows that e0 ∈ D(L∗), and L∗e0 = 0.
Clearly, e0 /∈ D(L). Moreover,
〈e0, x±〉∗ = ±i (7.18)
where (x±)n =
1
n∓ i are the defect-vectors from (3.5).
RESTRICTIONS AND EXTENSIONS OF SEMIBOUNDED OPERATORS 55
We now define a selfadjoint extension K of L as follows
D(K) = D(L) + C e0 (7.19)
and
K(ϕ+ c e0) = Lϕ (7.20)
for all ϕ ∈ D(L) and all c ∈ C.
We see from (1.8), (7.17), and (7.18) that the co-dimension of D(L) in D(K) is
one. From (7.20), we get
〈ϕ+ c e0,K(ϕ+ c e0)〉 = 〈ϕ+ c e0, Lϕ〉
= 〈ϕ,Lϕ〉+ c 〈e0, Lϕ〉
= 〈ϕ,Lϕ〉+ c 〈L∗e0, ϕ〉
= 〈ϕ,Lϕ〉 ≥ 0.
Since L has indices (1, 1), we conclude that the operator Kdefined in (7.19)-(7.20)
is selfadjoint and semibounded, K ≥ 0; moreover Ke0 = 0, from (7.20).
We claim that
Ken = n en, ∀n ∈ N0. (7.21)
This holds for n = 0. If n > 0, then en − e0 ∈ D(L), and
L(en − e0) = n en. (7.22)
Hence
Ken = K(en − e0 + e0)
= L(en − e0) by (7.20)
= n en by (7.22)
which is the desired conclusion (7.21). 
Corollary 7.5. Among all the selfadjoint extensions of L in (7.3) and (7.4), the
Friedrichs extension is the only one having its spectrum contained in [0,∞).
Proof. First note from Theorem 7.2 that spectrum(HFridrichs) = N0. But if Hθ is
one of the other (different) selfadjoint extension of L in the von Neumann classifi-
cation, we found in Theorem 4.4 that the spectrum has the form
λ0 < 0, n− 1 < λn < n, n = 1, 2, . . . (7.23)
with λn = λn(θ) depending on θ in the von Neumann classification. The conclusion
follows. 
Corollary 7.6. Let L be the semibounded operator in (7.3) and (7.4) with defi-
ciency indices (1, 1). Then for every selfadjoint extension Hθ in the von Neumann
classification we have resolvent operator
R(ξ,Hθ) = (ξI −Hθ)−1 , =ξ 6= 0 (7.24)
in the Hilbert-Schmidt class.
Proof. From the eigenvalue list in (7.23) we note that∑
n
∣∣∣(ξ − λn)−1∣∣∣2 <∞.

RESTRICTIONS AND EXTENSIONS OF SEMIBOUNDED OPERATORS 56
7.1. The Domain of the Adjoint Operator
In Lemma 7.1 and Theorem 7.2, we considered H = l2(N0), and a Hermitian
symmetric operator L with dense domain
D(L) =
{
x = (xk)k∈N0 ∈ l2
∣∣∣ (kxk) ∈ l2, and ∑
k∈N0
xk = 0
}
. (7.25)
In consideration of the selfadjoint extensions of L, we used the domain D(L∗) and
the two vectors x± (see (3.5)), and the pair y2, y3 (see (7.6) & (7.7)), and
z = (zk)k∈N0 , zk =
1
1 + k
. (7.26)
These vectors all lie in D(L∗)\D(L); i.e., they are in the domain of the larger of
the two operators, L ⊂ L∗. Recall
D(L∗)/D(L) = 2. (7.27)
The fact that special choices are needed results from the following:
Proposition 7.7. Let n ∈ N0, then the basis vectors en (en = (δn,k), k ∈ N0) are
in D(L∗); and
L∗en = n en.
Moreover, the Friedrichs extension H of L is the unique selfadjoint extension s.t.{
en
∣∣ n ∈ N0} ⊆ D(H). (7.28)
Proof. Let y2, y3, and t :=
∑
k∈N0
1
1+k2 be as in (7.6), (7.7), and (7.12). Then set
en =
(
en − 1
t
y2
)
︸ ︷︷ ︸
∈D(L)
+
1
t
y2︸︷︷︸
∈D(L∗)
(7.29)
Since D(L) ⊂ D(L∗), it follows that en ∈ D(L∗).
Fix n. Since ϕ = en − 1
t
y2 satisfies
ϕk =

− 1
t (1 + k2)
if k 6= n
1− 1
t (1 + n2)
if k = n,
(7.30)
it follows that
∑
k∈N0
ϕk = 0, and so ϕ ∈ D(L). As a result, using L ⊂ L∗, we obtain
the following:
L∗en = Lϕ+
1
t
L∗y2. (7.31)
Now use L∗y2 = y3 (see section 3) in eq. (7.31) to compute L∗en as follows:
If n, k ∈ N0, from (7.30) we obtain:
(L∗en) (k) =

− k
t(1 + k2)
+
k
t(1 + k2)
= 0 if k 6= n
n
(
1− 1
t(1 + n2)
)
+
n
t(1 + n2)
= n if k = n.
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Hence, (L∗en) (k) = nδn,k = nen(k); or L∗en = n en as asserted. 
In Lemma 1.2 and (7.16), we introduced the graph-norm on D(L∗), i.e.,
‖f‖2∗ = ‖L∗f‖2 + ‖f‖2 , f ∈ D(L∗). (7.32)
The selfadjoint extensions H of L satisfy
L ⊆ H ⊆ L∗. (7.33)
Set
‖f‖2H := ‖Hf‖2 + ‖f‖2 , f ∈ D(H). (7.34)
We now have the following result:
Proposition 7.8. Let L and H be as in (7.1) and (7.4). Then span{en}n∈N is
dense in D(H) w.r.t. the graph-norm ‖·‖H , but not dense in D(L∗) w.r.t. the other
graph-norm ‖·‖∗.
Proof. The first assertion in the proposition is clear (we say that span{en} is a
core for H.).
We now show that ρ3 ∼ y3 and ρ2 ∼ y2 are mutually orthogonal in D(L∗)
relative to the inner product 〈·, ·〉∗ from (7.16) and (7.32).
Indeed, ρ3 ∈ D(L∗), and L∗ρ3 = −ρ2 (see (6.99) & (6.100)). Hence
〈ρ2, ρ3〉∗ = 〈ρ2, ρ3〉+ 〈L∗ρ2, L∗ρ3〉
= 〈ρ2, ρ3〉+ 〈ρ3,−ρ2〉 = 0.
Using the details from the proof of Corollary 7.4, we conclude that
ρ3 ∈ D(L∗)	D(H) (7.35)
where 	 in (7.35) refers to 〈·, ·〉∗. 
Corollary 7.9. In the computation of L∗F in sect. 6, we must have a term not like
z
d
dz
; see Theorem 6.31.
8. Higher Dimensions
Now there is a higher dimensional version of our analysis in section 6 above (for
the Hardy-Hilbert space H2). This is the Arveson-Drury space H
(AD)
d , d > 1.
While the case d > 1 does have a number of striking parallels with d = 1 from
section 6, there are some key differences as well.
The reason for the parallels is that the reproducing kernel, the Szegö kernel
(6.11), extends from one complex dimension to d > 1 almost verbatim. This is a
key point of the Arveson-Drury analysis [Arv98, Dru78].
In section 6, for d = 1, we showed that the study of von Neumann boundary
theory for Hermitian operators translates into a geometric analysis on the boundary
of the disk D in one complex dimension, so on the circle ∂D.
It is the purpose of this section to show that multivariable operator theory is
more subtle. A main reason for this is a negative result by Arveson [Arv98, Coroll
2] stating that the Hilbert norm inH (AD)d , d > 1, cannot be represented by a Borel
measure on Cd. So, in higher dimension, the question of “geometric boundary” is
much more subtle. Contrast this with eq (6.2) and Lemma 6.2 above.
The Szegö kernel Kw(z) = (1− wz)−1 (see (6.11)) in higher dimensions, i.e., Cd
is called the Arveson-Drury kernel, see [Arv00, Arv98, Dru78].
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Let z = (z1, . . . . , zd) ∈ Cd, α = (α1, . . . , αd) ∈ Nd0, i.e., αi ∈ N0; and set
〈w, z〉 = ∑dj=1 wjzj ,
‖z‖2 = ∑dj=1 |zj |2 , (8.1)
and
K(AD)w (z) :=
1
1− 〈w, z〉 . (8.2)
Then the corresponding reproducing kernel Hilbert space (RKHS) is called the
Arveson-Drury Hilbert space. It is a Hilbert space of analytic functions in
z = (z1, . . . . , zd) ∈ Bd =
{
z ∈ Cd ∣∣ ‖z‖ < 1} , (8.3)
(see (8.1).)
Since, for d = 1,
z
d
dz
Kw(z) =
wz
(1− wz)2 = wzKw(z)
2,
zj
∂
∂zj
Kw(z) = wjzjKw(z)
2; and
in higher dimensions,
d∑
j=1
zj
∂
∂zj
Kw(z) = 〈w, z〉Kw(z)2
= = −Kw(z) +Kw(z)2; (8.4)
it is natural to view H (AD)d as a direct extension of the Hardy space H2 from
section 6 above.
But H (AD)d is also a symmetric Fock space over the Hilbert space Cd, i.e.,
H
(AD)
d = Focksymm(C
d), see (8.1) and [Arv98].
Set Hj := zj
∂
∂zj
, and H :=
d∑
j=1
Hj =
d∑
j=1
zj
∂
∂zj
= the Arveson-Dirac operator,
and
D(H) =
{
f ∈H (AD)d
∣∣Hf ∈H (AD)d } . (8.5)
We know [Arv00] that {Hj} is a commuting family of selfadjoint operators in
H
(AD)
d .
For α = (α1, . . . , αd) ∈ Nd0, set n = |α| =
d∑
j=1
αj ; then
(
n
α
)
=
n!
α1!α2! · · ·αd! are
the multinomial coefficients. It follows that
‖zα11 · · · zαdd ‖2H (AD)d =
(
n
α
)−1
. (8.6)
Hence, if
f(z) =
∑
α∈Nd0
c(α)zα, (8.7)
RESTRICTIONS AND EXTENSIONS OF SEMIBOUNDED OPERATORS 59
zα := zα11 z
α2
2 · · · zαdd , is in H (AD)d , then
‖f‖2
H
(AD)
d
=
∞∑
n=0
∑
|α|=n
(
n
α
)−1
|c(α)|2 . (8.8)
In H (AD)d , d > 1, the analogue of D(L) = D0, in Lemma 6.6, and Lemma 3.3, is
D0 =
f = fc ∈ D(H) ∣∣ ∑
α∈Nd0
c(α) = 0
 . (8.9)
It is a dense linear subspace in H (AD)d .
Theorem 8.1. The operator family
{
Hj
∣∣ 1 ≤ j ≤ d} is a commuting family and
each Hj is essentially selfadjoint on D0.
Remark 8.2. Comparing the theorem with Lemma 6.6, and Corollary 6.13, we note
that the unitary one-parameter groups acting on H (AD)d , d > 1, are more stable
than is the case for d = 1, (where the unitary one-parameter groups are acting in
H2.) In short, “unitary motion” in Cd for d > 1 does not get trapped at “points.”
Proof of Theorem 8.1. To prove the theorem, we may use a result of Nelson [Nel59]
showing now instead that
d∑
j=1
H2j (8.10)
is essentially selfadjoint on D0.
We must therefore show that, if g ∈H (AD)d , and〈
g,
I + d∑
j=1
H2j
 fc〉
H
(AD)
d
= 0 (8.11)
for all fc ∈ D0, then it follows that g = 0.
Hence, suppose (8.11) holds for some g ∈H (AD)d , g(z) =
∑
α∈N0
b(α)zα, then
∑
α∈Nd0
(|α|
α
)−1
b(α)
1 + d∑
j=1
α2j
 c(α) = 0 (8.12)
for all fc ∈ D0.
Consider α ∈ Nd0\(0) fixed, and set:
c(β) =

−1 β = (0, 0, . . . , 0)
1 β = α
0 β ∈ Nd0\{0, α},
(8.13)
and set n = |α|. Then, by (8.12), we have
b(α) = b(0)
(
n
α
)
1 +
d∑
j=1
α2j
, (8.14)
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and therefore (by (8.6) & (8.8)), that
‖g‖2
H
(AD)
d
= |b(0)|2
∑
α∈Nd0
(|α|
α
)
1 + d∑
j=1
α2j
2
. (8.15)
Since
∑
|α|=n
(
n
α
)
= dn, we conclude from (8.14) & (8.15) that b(0) = 0, and therefore
that g = 0 in H (AD)d .
Nelson’s theorem implies that
∑d
j=1H
2
j is essentially selfadjoint on D0 (in (8.9)),
and the desired conclusion follows. 
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