Abstract. This paper proposes the combination of the THESEUS multi-criteria sorting method with an evolutionary optimization-based preference-disaggregation analysis. The main features of the combined method are studied by performing an extensive computer experiment that explores many models of preferences and sizes of problems as well as different degrees of decision-maker involvement. As a result of the experiment, the effectiveness of the combined framework and the importance of the decision-maker's involvement are characterized.
Introduction
Multi-criteria sorting (or multi-criteria ordinal classification) is a particular case of classification problems that has received increasing interest in recent years. Unlike nominal classification, sorting refers to problems in which the categories have been defined in an ordinal way.
Multi-criteria methods entail a decision-maker (DM) reflecting his/her preferences in a pre-specified mathematical structure. Hence, obtaining preference information from the DM and formalizing this information by using preferential parameters is a crucial aspect in building a multi-criteria decision model ( [5] ). The development of these models can be based on direct or indirect elicitation procedures. In the first case, the DM must specify preferential parameters through an interactive process guided by a decision analyst in which the cognitive difficulties are an important concern. On the other hand, indirect procedures, which use the so-called preference-disaggregation analysis (PDA), use regression-like methods for inferring the set of parameters from a battery of decision examples ( [6] ).
In the framework of Multiple Criteria Decision Aid (MCDA), Jacquet-Lagreze and Siskos pioneered the UTA method in the early 1980's ( [14] ). Indirect elicitation methods still capture the interest of the research field community (e.g. [23] ). According to [13] , MCDA approaches based on disaggregation paradigms are of increasing interest because they require relatively less cognitive effort from the DM. The direct eliciting method has been criticized by (among others) Marchant (Communication in 71st Meeting of the Euro Working Group on Multiple Criteria Decision Aiding, Turin 2010) and Pirlot (Communication in 71st Meeting of the Euro Working Group on Multiple Criteria Decision Aiding, Turin 2010). Marchant stated that the only valid preferential input-information is that arising from the DM's preferential judgments about actions or pairs of actions. These criticisms are even more important in the frame of outranking methods, because the DM must set parameters that are very unfamiliar to him/her (e.g. veto thresholds).
Although several authors (e.g. [6] ) emphasize the importance of a co-constructive process between the DM and the decision-analyst to obtain a final parameter setting, to the best of our knowledge there is no published study that addresses this issue in a systematic and quantitative fashion.
The multiplicity of solutions is an important concern for PDA methods. These use an error optimization model for fitting the preference parameters that reproduce the reference set. When the reference information is relatively scarce, many sets of preference parameters may correspond to the same minimal error ( [24] ). This makes it necessary to study the severity of the problem of the multiplicity of preference parameters, and how this problem is influenced by the characteristics of the data.
Here, we are interested in combining a disaggregation approach based on evolutionary multi-objective optimization with the THESEUS multi-criteria sorting method proposed in [9] . THESEUS uses a set T of training examples (reference actions) that contains implicit information about the assignment policy from the DM. His/her preferences are represented by an index of credibility of the outranking σ that models the degree of credibility of the outranking. As in [15] and [19] , given a certain credibility threshold λ, the general approach of THESEUS is based on the fulfilment of the implications ∀ ∈ ( , ) ≥ λ ⇒ ( ) ≿ ( ) (1.a) ( , ) ≥ λ ⇒ ( ) ≿ ( ) (1.b) (where C(b) denotes the category to which the object b was assigned; C(x) is the most appropriate assignment of x; and ≿ denotes the statement "at least as good as" on the set of categories, which is related to the decision-aiding context).
σ may be built as in ELECTRE III, ELECTRE TRI, PROMETHEE and other outranking methods (e.g. [20] ); its parameters may be set directly or indirectly. However, THESEUS requires one to work with a pair (σ,λ) that is as consistent as possible with Eqs.
(1). This claim for consistency requires the use of indirect elicitation methods in the first step of THESEUS, prior to the assignment decisions.
In the present paper, THESEUS is extended in order to become a multi-criteria PDAsorting method. We are interested in handling the multiplicity of parameter settings that are compatible with the preference information provided by the DM. We use an evolutionary multi-objective approach to find a set of Pareto optimal points that are potential solutions to the inference problem. The analyst-DM couple could test the alternative settings by using assignments not belonging to the original reference set, but this process could be very demanding. As alternative, we propose to consider a particular Pareto optimal setting that can be detected automatically; no effort from the DM is needed in order to identify this point. Then, we perform an extensive experiment in which the classification accuracy associated with that point is compared with the closest points to the parameter values assumed in the simulation study. Some answers are obtained to the following questions:
1. To what extent is the quality of solutions affected by the number of categories and criteria? 2. To what extent is the quality influenced by the cardinality of the reference set? 3. To what extent is the quality influenced by the DM's agreement to express his/her preferences and beliefs, participating in a co-constructive process with the decisionanalyst? 4. How far can the quality of the final solution be improved by a comparison process between different potential solutions? The first two questions have recently been addressed in [7] and [24] in the frame of value functions, and in [6] for ELECTRE TRI. To the best of our knowledge, there is no published paper that expressly approaches the last two questions concerning PDA in outranking methods.
The paper is structured as follows. The background is presented in Section 2. This section includes several premises, some notation and some definitions; the THESEUS method and the evolutionary approaches to PDA are briefly outlined in this section. Our proposal is introduced in Section 3. Section 4 presents the experiment in which the proposal is explored for a very wide range of simulated decision-maker preferences, categories, criteria, and reference set cardinalities. Some conclusions are given in Section 5.
Background

Basic premises and definitions
Following [11] and [12] , let us propose some premises and definitions:
i) There is a finite set of ordered categories Ct= {C1, …CM}, (M ≥ 2); CM is assumed to be the preferred category. The term 'preferred' is related to each particular sorting problem (for instance, 'higher quality', 'more consensual', 'less risky') ii) Let U be the universe of objects (actions) x described by a coherent set of N criteria, denoted G= {g1, g2, . . . ,gj, . . . , gN}, with N ≥ 3. iii) There is a DM who has (or agrees with) a certain decision policy defined on a subset U' of the universe. iv) There is a set of reference actions or training examples T, which is composed of elements bkj∈U' assigned to category Ck, (k= 1,...M) (the second subindex (j) denotes the j-th object in the corresponding category denoted by the first subindex).
T is created or approved by the DM.
v) There is an index of credibility of outranking σ(x,y) defined on U×U. Its value can be interpreted as the degree of credibility of the statement 'x is at least as good as y' from the DM's perspective in each particular sorting problem (for instance, 'x is at least as consensual as y', or 'x is at most as risky as y'). vi) The DM agrees with certain indifference, strict preference, weak preference and outranking relations on subsets of U denoted by I, P, Q, and S, respectively. These were defined in [21] as follows: -Indifference corresponds to the existence of clear and positive reasons that justify equivalence between the two actions. Notation: xIy. -Strict preference corresponds to the existence of clear and positive reasons that justify a significant preference in favour of one (identified) of the two actions. The statement 'x is strictly preferred to y' is denoted by xPy. -Weak preference corresponds to the existence of clear and positive reasons in favour of x over y, but these reasons are not sufficient to justify strict preference. Indifference and strict preference cannot be distinguished appropriately. This is denoted by xQy. A consistent DM should make consistent assignments in the sense of Definition 1. Nevertheless, inconsistent assignments may be a consequence of inadequate assignments of some reference objects and the non-transitivity of the DM's outranking relation.
Let us consider a real value λ> 0.5.
Definition 2:
Given σ(x, y), the following crisp binary relations are defined on the universe:
Definition 3:
The assignment of x is said to be (T, σ,λ)-consistent if ∀bkj ∈T 
x S(λ) bkj⇒ C(x) is at least as good as Ck
Definition 4:
A reference set T will be called (σ,λ)-consistent if
Some essential aspects of the THESEUS method
Let us recall from [9] , [11] and [12] a brief description of the THESEUS method. THESEUS is based on comparing a new object to be assigned with the objects in T through P(λ), Q(λ), I(λ). Suppose that C(x) denotes a potential assignment of the object x. According to THESEUS, C(x) should satisfy: such that (4.c) is FALSE}. The above inconsistencies are grouped in different levels of importance. In order to clarify this issue, let us suppose that C(x) = Ck and consider bmj∈ T. Cases in which xI(λ)bmj∧k-m=1 can be consequences of a certain 'discontinuity' of the description; x may be close to the upper (lower) boundary of Ck and bmj may be close to the lower (upper) boundary of Cj. These are called second-order I(λ)-inconsistencies and grouped in the set A2I. The set A1I = AI -A2I contains the so-called first-order I(λ)-inconsistencies, which are not consequences of the discontinuity effect described. Let nP, nQ, n1I, n2I be the cardinality of the above-defined inconsistency sets, and N1= nP+ nQ+ n1I , N2= n2I.
The THESEUS' assignment minimizes the above inconsistencies with lexicographic priority favouring N1, which is considered the most important criterion. The THESEUS assignment rule follows:
For each x ∈U and given λ>0. The suggestion may be a single category or a set of categories. The first case is called a well-defined assignment; otherwise, the solution obtained highlights the highest category (CH) and the lowest category (CL) that are appropriate for assigning the object, but fails in determining the most appropriate ( [9] ). Such solution is called 'a vague assignment'. In order to characterize well-defined assignments, the following Uniqueness Theorem is important:
Theorem: A THESEUS solution Ck* is unique only if one of the following conditions holds:
i) there is (l,m) such that xS(λ)bk*l and also bk*mS(λ)x; ii) there is a bML such that xS(λ)bML; iii) there is a b1j such that b1jS(λ)x.
(See the proof in [9] ). In a simple interpretation of the above theorem, in order to be unique the THESEUS assignment should be 'bounded' by two objects in the same category, or be 'bounded' by objects belonging to extreme categories. Thus, if no condition of the Uniqueness Theorem is satisfied by x, then its assignment is vague or ill-defined. As stated in [12] , a pair (bkl, bkm) with xS(λ)bkl and bkmS(λ)x is an information element that supports the assignment of x to Ck. In the same way, reference actions fulfilling Conditions ii) or iii) are also information elements that support the assignment of x to CM or C1.
Evolutionary-based PDA approaches
According to Premise v) in Section 2.1, our interest here is restricted to PDA in ELECTRE methods, which are among the most popular multi-criteria decision tools. In ELECTREbased models, inferring all the parameters simultaneously requires one to solve a non-linear programming problem with non-convex constraints, which is usually difficult (cf. [17] ). According to [6] , the relational form of these models and the veto conditions may make it impossible to infer the model parameters in real-size data sets. Otherwise, in small data sets the non-linear problem may be ill-determined; there are many different parameter settings that are compatible with the preference information, but no mathematical programming technique is able to describe the whole set of compatible parameter settings. The problem is particularly difficult when considering the effects of reinforced preference on the credibility of outranking as in [22] .
In recent years, evolutionary algorithms have rendered powerful tools for solving difficult problems in a variety of fields and, in particular, for the treatment of non-linearity and global optimization in polynomial time ( [2] ). Three papers have examined the problem of inferring outranking model parameters by evolutionary techniques. In [6] , Doumpos et al. used a differential evolution algorithm for inferring parameter values in the ELECTRE TRI method. In [8] , Fernandez et al. proposed an evolutionary multi-objective algorithm for inferring the parameters of a fuzzy indifference relation model for multi-criteria sorting purposes. This method was extended in [10] in order to handle scarce preference information and the effect of reinforced preference in a more general decision context. The multi-objective approach, (though more complex), is more flexible than single-objective optimization because it allows a richer modelling of preferences. The solution to the parameter inference problem must satisfy several constraints in the parameter space. The DM may be unable to make a direct elicitation of the model parameters, but (s)he may provide subjective information about criterion importance and parameter value ranges. As constraints, these judgments can reduce the search space and help to produce more acceptable solutions. As an additional advantage, an evolutionary multi-objective algorithm is capable of generating many good compromise solutions in the associated parameter space. As a result of the evolutionary exploration process, a characterization of the complete set of different model parameter settings is achieved. This information may be used to obtain a final parameter setting.
In [8] and [10] , the objective functions measure the number of inconsistencies with preference relations in a similar way to Eqs. (4) and Section 2.2. Hence, in order to create a unified PDA-THESEUS framework for multi-criteria sorting, this approach seems to be desirable.
A combined PDA-THESEUS framework
Finding potential parameter settings via multi-objective evolutionary optimization
Let us denote by η the set of the σ-model's parameters and by λ the credibility threshold.
Consider the following logical implications: There is an inconsistency when for a pair (bkh, bji) one of the above implications is false. The number of inconsistencies with Eqs. (5) is obviously a function of (η,λ).
In According to [10] the model's parameters should be inferred by solving the multiobjective optimization problem that follows:
where fR denotes a feasible set. This set is determined by constraints that the DM may impose on the model's parameters.
If σ were calculated as in ELECTRE III or ELECTRE TRI (cf. [20] ), with the simplification suggested in [18] , the parameters in η would be i) the vector of weights wi; ii) the vector of indifference thresholds qi; iii) the vector of preference thresholds pi; iv) the vector of veto thresholds vi; v) the vector of discordance thresholds ui .
The minimal set of constraints is:
Suppose that there is a parameter setting (η0,λ0) satisfying NP (η0,λ0) = NQ (η0,λ0) = NI (η0,λ0) = 0, and make (η,λ) = (η0,λ0) in Eqs. (5) . Upon comparing Eqs. (5) with Definition 4, we conclude that the set T is (σ, λ)-consistent. That is, each b∈ T is (T-{b},σ, λ)-consistently assigned according to Definition 3. So, the larger T, the more likely it is that x∈ U-T may be (T,σ, λ)-consistently assigned. The pair (σ(η0), λ0) represents a decision policy that is consistent in the sense of Definition 1.
The following proposition is obvious:
Proposition 1: A set T is (σ, λ)-consistent for any pair (η0,λ0) that fulfills NP (η0,λ0) = NQ (η0,λ0) = NI (η0,λ0) = 0. Reciprocally, the condition NP (η0,λ0) = NQ (η0,λ0) = NI (η0,λ0) = 0 is necessary for (σ, λ)-consistency.
Definition 5:
Under the above notation a (σ, λ)-consistent solution to Problem (6) on a set T is defined as a pair (η0,λ0) for which NP (η0,λ0) = NQ (η0,λ0) = NI (η0,λ0) = 0. Equation (5.d) claims for consistency with S(η,λ). However, false values of the implication in Equation (5.d) do not necessarily come from inconsistent preferences from the DM; rather, these inconsistencies come from incomparability or from a poor model of intensity of preference. Consequently, NS seems to be the less important objective in Problem (6). However, if NS were not appropriately controlled within acceptably low values, the credibility threshold would reach high values and the inconsistencies with Equations (5.a), (5.b) and (5.c) would tend to disappear; then (σ,λ)-consistency would be a consequence of a high level of incomparability.
NP seems to be the most important objective, followed by NQ. However, a Pinconsistency that comes from j-k= 1 in Eq. (5.a) may not be more significant than a Qinconsistency coming from j-k=2 in Eq. (5.b), or than an I-inconsistency with j-k=3 in Eq. (5.c). Such effects of 'intensity of inconsistency' are not modelled by a simple count of NP, NQ or NI . Indeed, for this reason the THESEUS method adds inconsistencies only in two classes, N1 and N2. Hence, in order to increase the compatibility between the disaggregation analysis and THESEUS, instead of Problem (6) we suggest finding a best compromise of Minimize (Nstrong, N2I, NS) (7) (η,λ) ∈ fR with Nstrong being the most important objective. where: Nstrong= NP+ NQ+ N1I; N1I , N2I count the first-order and second-order I(η,λ)-inconsistencies, respectively. In case of several optimal solutions (in the objective space) for the first objective of Problem (7), all the solutions sharing that optimal value are compared by considering the other objective values (the second and third objective in Problem (7)). In this way, a best compromise may be identified.
A solution (0,0, *) to Problem (7) corresponds to a (σ,λ)-consistent solution. If there is a Pareto solution (0,0, NS*) with an acceptably low value for NS*, such a solution would be the best compromise solution of Problem (7). If there is no solution with these features, the DM and the analyst should jointly explore the Pareto frontier of Problem (7), looking for an acceptable compromise solution even though this solution is not (σ,λ)-consistent.
Perhaps the easiest way of finding a compromise solution to Problem (7) consists in giving preemptive priority to Nstrong, and assigning the same importance to the remaining two objectives. This is equivalent to solving the problem Minimize (Nstrong, N2I +NS) (8) (η,λ) ∈ fR with lexicographic priority favouring Nstrong. As above, if there are several optimal solutions (in the objective space) for the first objective of Problem (8), all the solutions sharing that optimal value are compared by considering the second objective. So, the solution which reaches its minimum value is chosen. Problem (8) is a particular case of Problem (7) and it is not solved independently. Note that the solution to Problem (8) is a non-dominated solution of Problem (7) for which the sum N2I +NS is minimal. Once the Pareto frontier of Problem (7) has been obtained, the solution to Problem (8) is straightforward. Obtaining this solution does not require the DM to express his/her preferences on the non-dominated solutions of Problem (7).
For solving Problem (7) and following [10] , we use the Non-dominated Sorting Genetic Algorithm-II (NSGA-II) (e.g. [4] ). In [10] , Fernandez et al. solved Problem (6) with good results. Problem (7) is easier and basically the same algorithmic procedure can be used, probably with more effectiveness because only three objective functions need to be considered. In problems with two or three objective functions NSGA-II is one of the most efficient approaches in the literature on evolutionary multi-objective optimization (cf. [2] ). This method ranks every member of a K'-size population according to individual nondomination levels, applies evolutionary operators to build an offspring population, and combines parent and offspring populations in a new pool of size 2K'. This combined population is sorted into non-dominated classes. The next K'-size population is obtained by selecting the best individuals of the parent-offspring combined pool. In order to keep diversity, a crowding distance (a density estimator) is associated with every individual.
For the selection of 'parents', NSGA-II uses a special kind of binary tournament called the 'crowded tournament selection operator' ( [4] ). It works as follows: let i, j be two randomly selected solutions from the parent population. Solution i wins the tournament over j whenever one of the following conditions is true: 1) if solution i has a better rank than j; 2) if solutions i and j have the same rank but solution i has a better crowding distance than j (that is, the crowding distance associated with i is greater than that associated with j).
Point 1 ensures that the winner lies on a better non-dominated front. Point 2 solves possible ties between solutions on the same front by making a decision according to crowding distances. In this case, the winner resides in a less crowded region.
Individuals are represented by a string composed of 5n + 1 positions as shown in Figure  1 . For the weights, we use the approach in [1] . n-1 uniform random numbers are generated in (0;1); further, these are ranked 0< a1 < a2…<an-1 <1, and the weights are calculated as wi = ai -ai-1. Thus, the normalization condition (w1 + w2 + ... + wn = 1) is satisfied and the random weights are uniformly distributed.
One-point crossover is used (cf. [16] ). 2n+1 possible crossover points are defined on the individual (see Figure 2) . Given the two parents, the specific crossover point is randomly generated. A repair process is used to keep the individual within the feasible region. The Uniform mutation is used here as in [16] . The parameters of the evolutionary search are set to: Number of generations= 1000, Population size= 100, Crossover probability= 0.8, Mutation probability= 0.05. More details can be found in [10] .
Finding the best parameter setting in a THESEUS frame
Let us denote by {P*}z* the set of points (η,λ) in the parameter space that are the pre-image of a known Pareto solution z* in the objective space of Problem (7). The following steps are necessary to set THESEUS:
Step 1: Set the constraints fR;
Step 2: Given a reference set T, apply the evolutionary algorithm described in Section 3.1 to find an approximation to the Pareto frontier of Problem (7); let us denote such a set by Z (the known Pareto frontier).
Step 3: If there is a (σ, λ)-consistent solution with an acceptable low value of NS, then choose this as the best compromise zbest; obtain the most central point (η,λ)best in the set {p*}zbest if there is more than one. Else:
Look in Z for a good compromise solution zgood. If the DM is not available or if (s)he is averse to comparing solutions in Z, then choose the solution to Problem (8) as the compromise solution zeasy. Obtain the most central point (η,λ)easy in the set {p*}zeasy if there is more than one.
Remarks:
a) The most central points (η,λ)best and (η,λ)easy are the nearest points (in the sense of a normalized Euclidean distance) to the centroids of the sets {p*}zbest and {p*}zeasy. The exploration in Z may use a set B ⊂ U, B ∩T = Φ of objects whose assignments are known; those assignments may be compared with the assignments suggested by points in {p*}z*, helping to reach the best compromise setting. Once this setting has been found, THESEUS is ready to suggest sorting decisions. between different potential solutions? A formal theoretical answer to the above questions is impossible. Therefore, we choose to perform an experimental analysis in which a great diversity of decision-maker preferences is simulated and many reference sets are randomly built. The influence of imposing constraints on the model's parameters is examined. The quality of the solution to Problem (8) (a solution that is independent of the decision-maker's preferences) is compared with that of other solutions that require the DM to express preferences on Z. Thus, the combined PDA-THESEUS performance is explored for a wide range of simulated decision-maker preferences (expressed by the model's parameters), and different levels of involvement from the decision-maker, numbers of categories, numbers of criteria, and cardinalities of the reference set.
Extensive computer experimentation
We shall analyse the performance of three solutions in the parameter space: (η,λ)easy: the point corresponding to the solution to Problem (8); this point can be detected automatically, being independent of the DM's preferences on Z. No effort from the DM is therefore needed in order to identify this point. (η,λ)Eucl : the nearest point (in the sense of a normalized Euclidean distance) to the parameter setting used in the simulation study; (η,λ)Tche : the nearest point (in the sense of a normalized Tchebychev distance) to the parameter setting used in the simulation study. (η,λ)Eucl and (η,λ)Tche belong to the pre-image of the known Pareto frontier of Problem (7) .
The main design factors of the experiment are shown in Table 1 . The experiment involves the following steps: -Generate the outranking model's parameter set. This set of parameter values, which is used in the simulation study, is denoted by (η,λ)sim.
-Construct a (σ,λ)-consistent reference set T (Def. 4) with the desired cardinality; σ is calculated as in ELECTRE III with the simplification of the discordance index proposed in [18] . -Once T has been built, solve Problems (7) and (8) 
Remarks:
1. In solving Problems (7) and (8) the constraints are set in two different and independent ways: i) under a minimal set of constraints that concern the natural values of the model's parameters; and ii) by imposing constraints that can reflect certain beliefs from the DM related to acceptable parameter values. 2. Since the model's parameters have a specific interpretation, the random generation is performed in a way that keeps their relationships and their semantic meaning ( [12] ). Veto power is not conceded to criteria having weights clearly lower than the average. As the i-th criterion has veto capacity, its pre-veto threshold ui is generated from a normal distribution centred in the middle value of the interval [pi, vi] . …N) are imposed. This setting is called 'minimal constraints'. 3. DM beliefs on acceptable parameter values are simulated by restricting them to (η,λ)sim-1/3(η,λ)sim ≤ (η,λ) ≤ (η,λ)sim + 1/3(η,λ)sim. This setting is called 'additional constraints'. 4. For achieving coincidence with the assignments from (η,λ)*, it would be sufficient that S(η,λ)sim = S(η,λ)*. The closer S(η,λ)* is to S(η,λ)sim, the higher should be the number of coincidences. So, the more similar (η,λ) is to (η,λ)sim, the more [CL, CH] ηλ there will be. Thus, the number of coincidences is a measure of the quality of the solutions of Problems (7) and (8). 5. The prior probability of a random coincidence is 2/(M. (M-1)+2M) .
Some results are shown in Figures 3-8 in terms of the average rate of coincidences rc when (η,λ)=(η,λ)easy. The closer rc is to 1, better (η,λ)easy reflects the simulated DM with parameters (η,λ)sim. Figures 3-5 correspond to the case in which no constraints of the type described in the third remark are imposed (the DM is not involved in setting the feasible region of Problems (7) and (8)). Figures 6-8 provide some results obtained under the constraints expressed in the third remark above. The detailed results are provided in Tables 3 and 4 (see the Appendix) in terms of the average number of coincidences with (η,λ)sim. This number is counted on a validation sample with 1000 elements. Since (η,λ)easy can be automatically detected, no involvement of the DM is reflected in Figures 3-5 and the column 'Average coincidences with (η,λ)easy' of Table 3 (see the Appendix) . Besides, Figures 6-8 and the column 'Average coincidences with (η,λ)easy' of Table 4 (see the Appendix) correspond to the case in which the DM is able to express his/her beliefs and setting some constraints on the parameter values, but (s)he is not willing to compare points on the Pareto frontier of Problem (7). Table 2 shows a comparison between two levels of DM involvement. Its column 'DM is not involved' coincides with the column 'Average coincidences with (η,λ)easy' in Table 3 (see the Appendix). The column 'DM is involved' in Table 2 contains the best values of the coincidences that an involved DM could identify with a deep analysis and comparison of points on the Pareto frontier of Problem (7) (see Table 4 in the Appendix). Normality of the data was checked by the Anderson-Darling test, and statistical significance was analysed by using a two sample t-test. Let µni be the population mean of coincidences without DM involvement. Let µi denote the population mean with involvement. The null hypothesis was µi≤µni. The alternative hypothesis was µi-µni > 0. The significance level was set to 0.05. Table 2 only points out the experimental points for which the null hypothesis was rejected. Remarks:
1. The quality of solutions (measured by the number of coincidences with (η,λ)sim) is better when additional constraints are imposed (compare Figures 6-8 with Figures 3-5 ). This suggests that the PDA-THESEUS combined proposal may be improved when the DM is willing to provide his/her beliefs on acceptable parameter values.
2. Fifteen times under the minimal constraints (see the column 'Better than (η,λ)easy', Table 3 in the Appendix) and twenty times under the additional constraints (see the column 'Better than (η,λ)easy', Table 4 in the Appendix), there is at least one point in Z for which the number of coincidences with (η,λ)sim is significantly greater than the one obtained by (η,λ)easy. This underlines the importance of the DM's active participation in exploring the set Z in a co-constructive process with the decision analyst.
3. (η,λ)Eucl and (η,λ)Tche cannot be used in practice because the analyst-DM couple do not know the true parameter values. But when we proved that (η,λ)Eucl and/or (η,λ)Tche are significantly better than (η,λ)easy, one thing is clear: there is at least one parameter setting as the Pareto optimal point of Problem (7) that outperforms (η,λ)easy. This is an indication for the analyst-DM couple. Comparing the results shown in columns 4-7 (Tables 3 and 4 in the Appendix), the analyst-DM can choose between accepting (η,λ)easy and finding a better solution by exploring other Pareto optimal points in the parameter space. Note that the best result between (η,λ)Eucl and (η,λ)Tche may be outperformed by other Pareto optimal points. Therefore, the values obtained from (η,λ)Eucl and (η,λ)Tche are the lower bounds of others that can be found in the pre-image of Z. The exploration of the Pareto set may be performed by testing different potential settings with assignments not belonging to the original reference set.
4. Generalizing the above remarks, Table 2 shows the importance of the DM's active role in a co-constructive process with the decision analyst.
5. Comparing the first and second halves of Tables 3 and 4 (see the Appendix), (η,λ)easy provides good results in sorting problems with few categories; with an increase in M up to five, (η,λ)Eucl and (η,λ)Tche tend to perform better.
6. In general, the quality of the solutions is degraded by the increment in M and N (see, for instance, Figures 4, 5, 7, and 8) . However, values of 60% of coincidences with (η,λ)sim should not be judged as bad if we consider that with M=9 the prior probability of a random coincidence with Csim(x) or [CL, CH]sim is 1/45.
7. The quality of solutions seems to be improved by the increments in the cardinality of the reference set (see, for instance, Figures 3 and 6) ; such dependence is very often statistically significant when card (T) = 200 is compared with card (T) = 50.
The last remarks could be explained by the following arguments:
The assignment of x to Csim(x) = Ck* has to be supported by reference objects bk*l fulfilling conditions of the THESEUS Uniqueness Theorem in Section 2. The assignment of x to [CL, CH]sim should be supported by reference objects bLn and bHj such that xS(η,λ)simbLn and bHjS(η,λ)simx. Reference actions fulfilling those conditions are pieces of information that support assignments. The cardinalities of S(η,λ)sim and S(η,λ)* are reduced when N increases because of incomparability effects. Also, when M increases and card (T) decreases, the number of pieces of information that support particular assignments reduces too. With very few pieces of information supporting Csim or [CL, CH]sim, a slight difference between (η,λ)* and (η,λ)sim may provoke non-coincident assignments.
Concluding remarks
The THESEUS multi-criteria sorting method suggests assignments that are as compatible as possible with the previous assignments in the reference set and the fuzzy outranking model σ. Consistency requires that the assignments of the reference actions should be compatible with σ-values. The model of the crisp outranking relation derived from σ should be as close as possible to the DM's preference relation 'at least as good as'.
THESEUS does not perform well if the σ-model's parameters are directly set by the DM. Hence, we have proposed here a combined approach, in which the preferencedisaggregation evolutionary method in [10] is adapted to the THESEUS framework. That evolutionary multi-objective-based method works by minimizing certain counts of inconsistencies, which is similar to the way in which THESEUS makes assignment decisions.
The evolutionary algorithm is (in structure) not essentially different from those described by our previous paper (cf. [10] ). Here, the novelty consists in:
First: THESEUS is extended in order to become a multi-criteria PDA-sorting method. We propose a framework with the conjoint use of the evolutionary multi-objective optimization based on PDA and THESEUS. The concept of (σ, λ)-consistency is introduced and the multi-objective problem is adapted to THESEUS (see discussion in Sections 3.1 and 3.2).
Second and more important: to a certain extent, this paper finds answers to the fundamental questions about the quality of solutions, and finds how this quality is influenced by the characteristics of the data and by the level of involvement of the DM.
From an extensive experiment (during which many models of preferences and sizes of problems, and different degrees of decision maker involvement were explored), we have obtained the following conclusions:
I. The PDA-THESEUS combined proposal performs very well in sorting problems with few categories and criteria; although acceptable, its performance is degraded by the increments in the number of categories and criteria; it tends to improve when the cardinality of the reference set increases. II. The proposal may perform better if the DM is willing to provide his/her beliefs on acceptable parameter values. III. When the number of categories (M) is less than five, the DM may accept (η,λ)easy (the set of parameters generated automatically by our proposal) as the best setting. If M ≥ 5 the quality of solutions improves when the DM is involved in the process of comparing and evaluating different solutions on the known Pareto frontier of the multi-objective parameter elicitation problem. Analysing the results shown in columns 4-7 of Tables 3 and 4 in the Appendix, the analyst-DM can choose between accepting (η,λ)easy and finding a better solution by exploring other Pareto optimal points in the parameter space. The exploration of the Pareto set may be performed by testing different potential settings with assignments not belonging to the original reference set. IV. The greater the number of categories, the more important the involvement of the DM in relation to the above points. Our results have proved the importance of the DM's role in comparing different points on the approximated Pareto frontier of Problem (7). Analyses of the ways in which the DM's involvement might take place will be the topic of future research. It is interesting to examine which constraints on the parameters add most to the improvement of the results. Also, a study of the effect of noisy information that the DM may provide would be welcome.
APPENDIX
The results are shown in Tables 3 and 4 . The column 'Better than (η,λ)easy' takes into account statistical significance.
This analysis was performed by using paired sample t-tests. The null hypotheses were µ(Eucl-easy) ≤0 and µ(Tche-easy) ≤0. The alternative hypotheses were µ(Eucl-easy) >0 and µ(Tche-easy) >0, respectively. 
