Abstract. By making use of asymptotic properties of nonoscillatory solutions the oscillation behavior of solutions for the integro-dynamic equation
Introduction
The research on oscillation theory for integro-dynamic equations and integral equations is limited due to lack of techniques available on time scales. In the present work we introduce a method that could stimulate further research on both integro-dynamic equations and integral equations.
Recall that a time scale T is a nonempty closed subset of the real numbers R. For a general background on time scale calculus we refer the reader to the seminal book [1] . Let sup T = ∞ and denote by [a, ∞) T a time scale interval, i.e., [a, ∞) T = [a, ∞) ∩ T. By t ≥ a we mean t ∈ [a, ∞) T . For simplicity, assume that 0 ∈ T.
We consider the oscillation problem for Volterra integro-dynamic equation
and Volterra integral equation
where e : [0, ∞) T → R is a rd-continuous, k(t, ·) :
Equations of type (1) and (2) arise in many problems of science and engineering such as mathematical models in ecology, population dynamics, spread of epidemics, electric-circuit analysis, semi-conductor devices, mechanics, and plasma physics.
We only consider those solutions of equations (1) and (2) which are nontrivial in the neighborhood of infinity. The term solution henceforth applies to such solutions. As usual, a solution is said to be oscillatory if it is neither eventually positive nor eventually negative. The related equation is called oscillatory if all its solutions are oscillatory.
Although some oscillation theorems for Volterra integro-differential and integral equations in the continuous case can be found in [2] [3] [4] [5] [6] [7] , the oscillation problem for integral and integro-dynamic equations on time-scales is a fairly new topic. To the best of our knowledge the only study regarding the integrodynamic equation (1) has been recently carried out in [8] . Therefore, our objective in this paper is to make a further contribution to the subject by studying the oscillation problem for equations of the form (1) and (2) .
It is worth mentioning that the results obtained in the present work are new for the continuous case (T = R), discrete case (T = Z), q-calculus case (T = q Z ), etc. For instance, if T = Z, then equations (1) and (2) become
and
respectively. Obviously, the results of this study are readily available for equations (3) and (4) as special cases
The main results
We will employ the following lemma given in [9, Theorem 3.2.1].
Lemma 1. If X and Y are nonnegative real numbers, then
The equality holds if and only if X = Y .
Throughout this work we assume that hypothesis (H) holds: (H) There exist rd-continuous functions a, q, m
In what follows we denote
where
is a given rd-continuous function.
2.1.
Integro-dynamic equations. We first give sufficient conditions under which every nonoscillatory solution of Eq. (1) satisfies
Theorem 1. Let 0 < λ < 1 and (H) hold, and h ± be as defined by (5) . Assume that
and ∞ 0 sp(s)∆s < ∞.
If lim sup
then every nonoscillatory solution x(t) of Eq. (1) satisfies
Proof. Let x(t) be solution of Eq. (1). We may assume that x(t) > 0 for all t ≥ t 1 for some t 1 > 0. Following [8] , let
In view of (H) we may then write that
we have
Thus,
Integrating (11) from t 1 to t and using (6) and the fact that a(t) is bounded, say by c 1 , we get
If we now employ [10, Lemma 3] to interchange the order of integration, then it follows that
and so
where in view of (6) and (8), c 2 > 0 is an upper bound for
a(s)∆s.
Applying Gronwall inequality [1, Corollary 6.7 ] to inequality (13) and then using (7), we have lim sup
If x(t) is eventually negative, we can set y = −x to see that y satisfies Eq. (1) with e(t) replaced by −e(t) and f (t, x) by −f (t, −y). It follows in a similar manner that
We conclude from (14) and (15) that (9) holds.
By making use of Theorem 1, we now obtain the following oscillation theorem.
Theorem 2. Let 0 < λ < 1 and (H) hold, and h ± be as defined by (5) . Assume that (6) and ( 
then Eq. (1) is oscillatory.
Proof. Suppose on the contrary that there is a nonoscillatory solution x(t) of Eq. (1), which is eventually positive, say x(t) > 0 for ≥ t 1 for some t 1 > 0. The proof when x(t) is eventually negative is similar. Proceeding as in the proof of Theorem 1 we arrive at (12). Therefore,
On the other hand, (16) implies (7) and so the conclusion of Theorem 1 holds. This together with (6) show that the last two integrals in (18) are bounded. Finally, taking liminf as t → ∞ and using (17) in (18) result in a contradiction with the fact x(t) is eventually positive. 
then every nonoscillatory solution of Eq. (1) satisfies (9). 
Integral equations.
In this section we use our technique to study the Volterra integral equation (2) . We start with a theorem analogous to Theorem 1.
Theorem 6. Let 0 < λ < 1, (H) and (7) hold, and h ± be as defined by (5) . If
then every nonoscillatory solution x(t) of Eq. (2) satisfies (9).
Proof. Let x(t) be an eventually positive solution of Eq. (2), say x(t) > 0 for ≥ t 1 for some t 1 > 0. Proceeding as in the proof of Theorem 1, similarly to (11) we arrive at
and hence,
where, in view of (25), k 3 and k 4 are respectively upper bounds for h + (t)/t and a(t)/t. An application of the Gronwall inequality to (26) gives (9) . The proof is similar when x(t) is eventually negative.
The following oscillation theorems are now possible.
Theorem 7. Let 0 < λ < 1, (H) and (7) hold, and h ± be as defined by (5) . Assume that
then Eq. (2) is oscillatory.
Proof. Suppose on the contrary that there is a nonoscillatory solution x(t) of Eq. (2), which is eventually positive, say x(t) > 0 for ≥ t 1 for some t 1 > 0. As in the proof of Theorem 6 we have
Note that since a(t) is bounded, the condition (27) implies (25) and hence the conclusion of Theorem 6 holds. In view of (5) and the fact that x(t)/t is bounded, by taking liminf on both sides of (26) as t → ∞, we obtain a contradiction with x(t) being eventually positive. The proof is similar when x(t) is eventually negative. on an arbitrary time-scale T.
We have e(t) = t sin t, f (t, x) = x 3 /(1 + x 2 ), and k(t, s) = (t − s)/(1 + s 4 ). Taking m(t) = 1, a(t) = t, and q(s) = 1/(1 + s 4 ), we see that all the conditions of Theorem 10 are satisfied. Therefore, Eq. (35) is oscillatory.
As a future direction on the problem we may ask for weakening the condition (H). It should also be noted that the problem is open in the superlinear case λ > 1.
