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1. Introduction
Comprehensive two-dimensional gas chromatography 
(GC×GC) is a powerful technology for separating and analyzing 
compounds in complex samples. GC×GC data is processed to de-
tect peaks and identify the associated compounds present in a 
sample. Typically, the goal of peak detection is to separately ag-
gregate the data points belonging to each analyte peak. GC×GC 
peak detection popularly is performed by one of two approaches: 
the two-step algorithm [1] and the watershed algorithm [2,3]. In 
the two-step algorithm, traditional one-dimensional (1D) peak 
detection is employed on each secondary chromatogram, then 
detected 1D peaks are merged to form two-dimensional (2D) 
peaks. The watershed algorithm performs peak detection by op-
erating on 2D neighborhoods, i.e., in both retention-time dimen-
sions simultaneously.
A recent study by Vivó-Truyols and Janssen [4] analyzed the 
effects of second-column retention-time shifts on the perfor-
mance of 2D peak-detection techniques. Retention-time shift 
in consecutive secondary chromatograms in GC×GC may occur 
due to factors such as rapid temperature or pressure changes 
[5]. Rapid chromatographic changes can induce shifts that com-
plicate data processing because all chromatographic peaks of a 
compound are expected to have the same retention-time. If the 
chromatography is rapidly varying (and cannot be improved to 
yield data without rapid peak shifts), then data processing and 
peak detection should account for retention-time shifts. Skov et 
al. [6] examined the nature and theory of retention-time shifts 
in GC×GC and described a method for shift correction based 
on cross-correlation for individual mass channels in adjacent 
secondary chromatograms. In the two-step algorithm, 1D peak 
merging typically accounts for retention-time shifts. For the 
watershed algorithm, retention-time shifts can be determined 
(e.g., with cross-correlation [6]) and then corrected either by 
aligning the data before peak detection or equivalently by ad-
justing the 2D neighborhoods of the watershed algorithm to ac-
count for shifts.
In their analysis, Vivó-Truyols and Janssen [4] compared the 
effects of retention-time shifts on both the two-step and water-
shed peak-detection algorithms. For the two-step approach, 1D 
peak merging accounted for retention-time shifts, whereas no 
shift corrections were made with the watershed algorithm. Their 
results indicated that watershed algorithm failed at a higher rate 
due to uncorrected second-dimension retention-time shifts. How-
ever, their comparison of peak-detection performance was con-
founded by accounting for retention-time shift in the two-step 
algorithm but not accounting for retention-time shift in the wa-
tershed algorithm.  
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Abstract
Comprehensive two-dimensional gas chromatography (GC×GC) is a powerful technology for separating complex samples. The typ-
ical goal of GC×GC peak detection is to aggregate data points of analyte peaks based on their retention times and intensities. Two 
techniques commonly used for two-dimensional peak detection are the two-step algorithm and the watershed algorithm. A recent 
study [4] compared the performance of the two-step and watershed algorithms for GC×GC data with retention-time shifts in the 
second-column separations. In that analysis, the peak retention-time shifts were corrected while applying the two-step algorithm 
but the watershed algorithm was applied without shift correction. The results indicated that the watershed algorithm has a higher 
probability of erroneously splitting a single twodimensional peak than the two-step approach. This paper reconsiders the analysis 
by comparing peakdetection performance for resolved peaks after correcting retention-time shifts for both the two-step and water-
shed algorithms. Simulations with wide-ranging conditions indicate that when shift correction is employed with both algorithms, 
the watershed algorithm detects resolved peaks with greater accuracy than the two-step method.
Keywords: Two-dimensional chromatography, Comprehensive two-dimensional gas chromatography (GC×GC), Chemometrics,  Peak detection, 
Watershed algorithm, Two-step peak detection
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This paper re-evaluates the performance of the two-step and 
watershed algorithms for retention-time shifts in the secondcol-
umn separations when both employ shift correction. Simulated 
data is used to rigorously evaluate the peak-detection algorithms 
under controlled conditions with different levels of noise, re-
tention-time shifts, and peak widths. The retention-time shifts 
in each simulated peak are corrected prior to both peak-detec-
tion algorithms for an unbiased comparison. These experiments 
demonstrate that when retention-time shift is corrected for both 
algorithms, the watershed algorithm detects peaks more accu-
rately, over a wide range of conditions.
2. Peak detection in comprehensive two-dimensional 
chromatography
2.1. Two-step peak detection algorithm
The two-step algorithm builds on peak-detection methods 
used in traditional gas chromatography. In the first step, 1D peaks 
in each secondary chromatogram are detected by a 1D peak-de-
tection algorithm. In the second step, a peak merging algorithm 
determines which of the detected 1D peaks should be merged to 
form 2D peaks [7].
The two-step algorithm typically uses two criteria to deter-
mine which 1D peaks should be merged: the overlap and uni-
modality criteria. The overlap criterion compares two adjacent 
1D peaks in consecutive second-dimension chromatograms and 
determines if the peaks can be merged based on their retention-
time overlap. Vivó-Truyols and Janssen [4] check the difference 
in seconddimension retention-time of two candidate 1D peaks 
and merge them if the difference is smaller than a predetermined 
threshold [8]. Setting that threshold allows the overlap criterion 
to account for retention-time shifts between secondary chromato-
grams. The unimodality criterion ensures that 2D peaks have 
only one local maximum. Initially, a single 1D peak in a second-
ary chromatogram is made part of a 2D peak. Then, 1D peaks 
in adjacent seconddimension chromatograms are added to the 
2D peak if they satisfy the overlap and unimodality criteria [7].
2.2. Watershed algorithm
The watershed algorithm, originally used in image segmen-
tation [9], was adapted for 2D chromatographic peak detection 
by Reichenbach et al. [2,3]. Conceptually, the algorithm initiates 
detection at the apex of a peak and iteratively adds all smaller 
neighbors until no more smaller points border the peak [10]. The 
watershed algorithm can be implemented with a priority queue 
to sort all data points. The largest data point is extracted and la-
beled first. This is followed by the next largest point in the queue. 
Each point drawn out of the queue is compared with its neigh-
bors. If the neighbors are of equal or larger value, the extracted 
point is given the same label as its largest neighbor. However, if 
the data point is larger than its neighbors, it is given a new label 
to indicate that it is part of another peak. This procedure is re-
peated until the queue is empty.
Retention-time shifts can be corrected either prior to peak 
detection or in the watershed algorithm itself. For example, be-
fore peak detection, cross-correlation can be used to determine 
the alignment for shifted second-dimension chromatograms [6]. 
Crosscorrelation measures the similarity between 1D chromato-
grams for possible shifts (within a specified range) and indicates 
the required shift correction. Then, prior to peak detection, shift 
correction can be applied to the data to align the secondary chro-
matograms. Alternatively, shifts can be corrected as a part of the 
watershed algorithm by using the shift correction (e.g., as iden-
tified by cross-correlation) to adjust the 2D neighborhood for a 
point. Figure 1(a) shows the standard 3 × 3 neighborhood (dark 
 
 
 
 
 
 
 
 
 
 
background) around a data point with value 1306 (gray back-
ground) at the center of a peak that has a skew of −1. In Fig-
ure 1(b), the retention-time skew is corrected by shifting the 2D 
neighborhood by −1.
3. Simulation experiments
3.1. Overview of simulation
In the experiments described here, simulated 2D chromato-
graphic peaks are used to rigorously compare both peak-detec-
tion algorithms under controlled conditions for different levels of 
noise, retention-time shifts, and peak widths. A single, resolved 
peak is simulated by interval sampling a 2D Gaussian function 
with parametric retention-time peak widths. Figure 2(a) displays 
an example 2D peak as a series of 1D peaks. Each 1D second-col-
umn peak models a 1D chromatogram at a characteristic reten-
tion-time for the first chromatographic column.
To experimentally evaluate the effects of retention-time shifts 
in the secondary chromatograms, a skew is introduced in the 2D 
peak that shifts each 1D chromatogram as shown in Figure 2(b). 
The skew reduces the overlap of peak regions belonging to two 
consecutive 1D peaks in the 2D chromatogram. This simulates 
second-column retention-time shifts in comprehensive 2D chro-
matography, for instance, retention-time shifts due to an extreme 
thermal gradient that induces rapid chromatographic changes. 
The expression for parametric skew is:
γ(i) = (i −µx)s                                           (1)
where γ(i) is the shift introduced in each secondary chromato-
gram, i is the position of each data point along the x-dimension 
(the firstcolumn separation), µx is the peak apex in the x-dimen-
sion, and s is the skew parameter that controls the shift.
The peak model is a Gaussian function (normalized to have 
unit integrated volume) subject to second-dimension skew:
(2)
where f [i, j] is the measured signal intensity of the chromato-
graphic peak at position [i, j], i and j are the retention-time in-
dices of the data array along the x and y dimensions respec-
tively, µx and µy represent the peak’s retention-time apex in the 
x and y dimensions respectively, γ(i) is the shift in each second-
ary chromatogram, and σx and σy parameterize the width of the 
peak along the x and y dimensions respectively. The units for 
skew and peak widths are the data array index intervals (i.e., the 
data sampling intervals of retention times).
The array size that is required to contain the simulated peak 
is determined by the peak-width standard deviations, σx and σy, 
and the skew parameter, s:
M = [9 σx + 2]                                           (3)
Figure 1. Retention-time shift correction of −1 applied to a 2D neigh-
borhood (indicated by dark gray background) in the watershed algo-
rithm: (a) unshifted and (b) shifted.
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N = [9 σy + s(M − 1) + 2]                           (4)
where M is the number of columns in the array or the array size 
along the x-dimension and N is the number of rows in the array or 
the array size along the y-dimension. The size of the array along 
the y-dimension is a function of s, M, and δy, to accommodate 
the retention-time shifts in the secondary chromatograms. The 
peak is centered in the array by setting (σx, σy) to (M/2, N/2). 
For computational convenience, the array is padded with zeros 
along its boundary.
Normally distributed random noise with parametric standard 
deviation is added to generate 2D data as shown in Figure 2(c):
g[i, j] = f [i, j] + σnGi, j                             (5)
where g[i, j] is the intensity of the noisy chromatographic data at 
position [i, j], f[i, j] is the shifted peak given by  Equation (2), σn is 
the parametric standard deviation of noise, and Gi, j is a random 
number from a normal distribution. The unit for noise is the to-
tal response (i.e., volume) of the two-dimensional Gaussian peak.
3.2. Peak detection
Peak detection is performed on the noisy 2D chromatographic 
peak given by  Equation (5). In the analysis, cross-correlation 
and shift correction are performed prior to peak detection by 
both methods. Cross-correlation identifies the shift correction 
required to align the 1D columns by comparing the 1D chromato-
grams for each relative retention-time shift within the prescribed 
range. The shift correction is determined by the maximum cross-
correlation between 1D chromatograms. A sampled 2D peak af-
ter shift correction is shown in Figure 2(d).
The simulation involves only one peak, so the peak-detection 
algorithms are configured to use two labels indicating if a data 
point is or is not in the analyte peak:
                                                      1      if in peak
l [i, j]   =  {   0      otherwise                             (6)
where, l[i, j] is the label assigned for the data point at [i, j].
Figure 2. Simulation of the input signal: (a) slices of a sampled 2D peak displaying each secondary 1D peak, (b) shifted slices incorporating a skew 
in the 2D peak, (c) slices of the skewed 2D peak with random Gaussian noise, (d) slices of the skewed 2D peak with noise after skew correction. The 
standard deviation of noise is σn, the peak-width standard deviation in the x-dimension is σx , and the peak-width standard deviation in the y-di-
mension is σy : (a) 2D peak, (b) 2D peak with skew, (c) 2D peak with skew and noise and (d) 2D peak with skew and noise, after skew correction.
Peak-detection techniques for comprehensive two-dimensional chromatography   6795
3.2.1. Two-step algorithm
The two-step algorithm, as outlined by Peters et al. [7], is per-
formed on the shift-corrected 2D peak, e.g., as shown in Figure 
2(d). In the first step, 1D peak detection is performed on each 
secondary chromatogram. With reference to [7], Thr0 = 0 and 
Thr1 = 0 so that every 1D peak is detected minima to minima. 
Next, the largest peak apex in the 2D chromatogram is identi-
fied. In the other secondary chromatograms (which have been 
shift-corrected), the overlap criterion selects the peak that over-
laps (in the secondcolumn retention time) the apex of the larg-
est 2D peak. In any secondary chromatogram that a minimum 
point between two 1D peaks coincides (in the second-column re-
tention time) with the apex of the largest 2D peak, the 1D peak 
with its apex closer to the largest 2D peak apex is selected and if 
the two 1D peaks are at the same distance from the largest peak 
apex, the peak with the largest apex is selected. With reference 
to [7], Thr0V = 0, so at least one data point must overlap. (These 
parametric settings for the two-step algorithm are the least re-
strictive and so maximize performance in the simulation exper-
iments.) The unimodality criterion compares the 1D peak apex 
of consecutive 1D peaks to ensure the presence of a single peak 
maximum in the 2D peak. An example of a 2D peak detected by 
the two-step algorithm is shown in Figure 3. The filled circles 
indicate the data points of the peak detected by the two-step 
method (i.e., labeled ‘1’) and the open circles are data points 
that are not part of the detected peak (i.e., labeled ‘0’). The de-
tected peak satisfies both the overlap and unimodality criteria.
3.2.2. Watershed algorithm
The watershed algorithm also is performed on the same shift-
corrected 2D peak, e.g., as shown in Figure 2(d). The algorithm 
starts at the peak apex. The largest data point in the peak is iden-
tified and labeled. Then, in order by intensity, each successive 
point in the 2D matrix is given the label of its largest neighbor. 
Figure 4 shows the peak detected by the watershed algorithm 
for the example 2D peak, with data points in the detected peak 
marked by filled circles and data points not in the detected peak 
marked with open circles.
3.3. Experimental setup
Four parameters are varied in the simulation experiments: 
(a) noise standard deviation, σn, from 0.0001 to 0.01; (b) peak-
width standard deviation along the x-dimension, σx, from 0.25 
Figure 4. The watershed algorithm applied to 2D data for peak detection. The detected peak is marked by filled circles. (a) Input to watershed al-
gorithm. (b) Peak detection by watershed algorithm.
Figure 3. Two-step peak detection applied to each 1D slice of the 2D signal followed by peak merging. The detected peak is marked by filled circles. 
(a) Input to two-step peak detection algorithm. (b) Peak detection by two-step algorithm.
6796 Latha,  Reichenbach,  & Tao in  Journal of  Chromatography A  1218 (2011) 
to 2; (c) peak-width standard deviation along the y-dimension, 
σy, from 1 to 8; and (d) skew, s, from −8 to −1. (The differing 
ranges for the peak widths in the two dimensions reflect the typ-
ical practice that peaks are more highly sampled in the second-
column separation than the first.) For each value assigned to σn, 
σx, σy, and s, the experiment is conducted T = 1000 times to ob-
serve the performance of the peakdetection algorithms for dif-
ferent input signals. The simulated 2D peak volume mean and 
standard deviation are calculated as:
SignalMean,  µs =  
1 ∑ ∑ gt [i, j]                            (7)
                                                      
T
   t     i, j
SignalStandardDeviation, σs  = √  1 ∑ ∑ gt [i, j]2 – µs2    (8)
                                                                  
T
  t      i, j
where T is the number of test cases executed for each algorithm 
and gt[i, j] is the data point at [i, j] in test case t.  
Table 1. Results for the watershed (WS) and two-step (2-step) peak-detection algorithms for peaks with various x-dimension peak-width stan-
dard deviation, δx; y-dimension peak-width standard deviation, δy; and noise standard deviation, δn. In each case, the expected mean is 1.000. 
For each algorithm, each test with different parameter values was repeated 1000 times with random noise.
Skew  Peak   Noise  Array size  Signal   WS     2-Step     Signif.
s  σx  σy  σn   Mean  S.D.  Mean  S.D.  Error  Failed  Mean  S.D.  Error  Failed  (1 − p)
−1 1.00 1 0.0001 11×21 1.0000 0.0013 0.9997 0.0010 −0.0003 0 0.9995 0.0009 −0.0005 0 1.0000
−1 1.00 1 0.0005 11×21 0.9999 0.0061 0.9984 0.0045 −0.0015 0 0.9974 0.0040 −0.0024 0 1.0000
−1 1.00 1 0.0010 11×21 1.0006 0.0124 0.9974 0.0082 −0.0032 0 0.9949 0.0073 −0.0057 0 1.0000
−1 1.00 1 0.0050 11×21 1.0021 0.0597 0.9846 0.0368 −0.0174 0 0.9761 0.0328 −0.0260 0 1.0000
−1 1.00 1 0.0100 11×21 1.0063 0.1227 0.9649 0.0706 −0.0415 0 0.9451 0.0598 −0.0612 0 1.0000
−1 0.25 1 0.0001 5×15 1.0000 0.0006 0.9999 0.0006 −0.0001 0 0.9999 0.0005 −0.0001 0 0.0000
−1 0.50 1 0.0001 7×17 1.0000 0.0008 0.9998 0.0007 −0.0001 0 0.9997 0.0007 −0.0003 0 0.9986
−1 1.00 1 0.0001 11×21 1.0000 0.0013 0.9997 0.0010 −0.0003 0 0.9995 0.0009 −0.0005 0 1.0000
−1 2.00 1 0.0001 20×30 1.0000 0.0020 0.9994 0.0012 −0.0006 0 0.9989 0.0011 −0.0011 0 1.0000
−1 1.00 1 0.0001 11×21 1.0000 0.0013 0.9997 0.0010 −0.0003 0 0.9995 0.0009 −0.0005 0 1.0000
−1 1.00 2 0.0001 11×30 1.0000 0.0015 0.9996 0.0012 −0.0003 0 0.9987 0.0013 −0.0013 0 1.0000
−1 1.00 4 0.0001 11×48 1.0000 0.0019 0.9990 0.0015 −0.0010 0 0.9904 0.0045 −0.0096 0 1.0000
−1 1.00 8 0.0001 11×84 1.0000 0.0028 0.9951 0.0028 −0.0048 39 0.9093 0.0182 −0.0906 341 1.0000
Figure 5. Comparison of the peak volume means and standard devi-
ations for the input signal, watershed, and two-step method as a func-
tion of the noise standard deviation, σn . Performance of peak detection 
algorithms as a function of noise.
Figure 7. Comparison of the peak volume mean and standard devia-
tion for the input signal, watershed, and two-step method as a function 
of second-column peak width, σy . Performance of peak detection algo-
rithms as a function of peak width, σy .
Figure 6. Comparison of the peak volume mean and standard devia-
tion for the input signal, watershed, and two-step method as a function 
of first-column peak width, σx. Performance of peak detection algo-
rithms as a function of peak width, σx.
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For the two-step and watershed algorithms, the detected peak 
volume mean and standard deviation are computed as:
Mean,  µ =  1 ∑ ∑ (gt [i, j] lt [i, j])                      (9)
                                             
T
   t     i, j
StandardDeviation, σ = √ 1 ∑ ∑ (gt [i, j] lt [i, j])2 – µ2     (10)
                                                  
T
  t      i, j
where lt[i, j] is the label assigned for the data point gt[i, j].
4. Results
Table 1 compares results of both peak-detection algorithms 
for various parameter values, with 1000 test cases for each set 
of parameter values. In all cases shown in Table 1, the skew was 
−1, but, with skew correction, results for other levels of skew are 
not materially different. (Complete experimental test results for 
the simulations are reported as Supplementary Data.)
Table 1 lists the volume means and standard deviations for 
the signal and both peak-detection algorithms with different 
noise levels and peak widths. Table 1 also shows the mean er-
rors for both peak-detection algorithms, i.e., the difference be-
tween the mean volume computed for the signal and the mean 
volume of the detected peak, and the number of failed test cases 
for the watershed and two-step algorithms. If the detected peak 
does not include all data points within one standard deviation 
from the peak apex in both dimensions, then the detection for 
the test case is counted as a failure and is not included in com-
puting the peak volume mean and standard deviation. Table 1 
displays only one such case. In that case, the two-step algorithm 
has a larger number of failures than the watershed algorithm. 
The errors for the two peak-detection methods are compared in 
the following paragraphs and the accompanying figures.
Table 1 also reports tests of statistical significance. The peak 
volumes for the two peak-detection methods in each test case 
were compared using independent-samples t-tests. As seen in 
Table 1, which reports one minus the p-values computed from 
the Student’s t-distribution rounded to the nearest one-thou-
sandth, the difference in detected peak volume by the two meth-
ods is statistically significant in most cases. In only one case, in 
which the firstdimension peak-width is narrow (σx = 0.25) and 
there is little noise (σx = 0.0001), is the difference not significant. 
These tests suggest that the better results of the watershed al-
gorithm are significant and almost certainly would be observed 
in repeated experiments.
Table 1 and Figure 5 show the means and standard deviations 
of the peak volume for the input signal, watershed, and two-step 
algorithm for various noise levels (and unit peak-width standard 
deviations). As indicated by the difference between the mean sig-
nal and the means of the peak-detection methods (shown with 
points in Figure 5), the watershed algorithm performs peak de-
tection with greater accuracy and the difference in performance 
increases with increasing noise. Both methods underestimate 
peak volume and the underestimation increases with increas-
ing noise. The underestimation is due to over-segmentation (dis-
cussed after these results), where a single chromatographic peak 
is detected as multiple peaks. As indicated by the standard de-
viations (shown with error bars in Figure 5), the two-step algo-
rithm has greater precision; however, it is notable that peak vol-
umes for both methods have smaller standard deviations than 
the signal. The reduced standard deviations are related to the 
underestimation, e.g., always detecting the peak volume to be 
zero would have zero standard deviation.
Table 1 and Figure 6 compare the means and standard devia-
tions of the detected peak volume for various x-dimension peak 
widths (with constant noise and unit peak-width standard devi-
ation σy). Both algorithms perform peak detection with similar 
accuracy and precision for narrow peaks, but as the peak width 
increases, the watershed algorithm has better accuracy.
Similar but more dramatic results are seen in Table 1 and Fig-
ure 7 when the peak width along the y-dimension increases (with 
constant noise and unit peak-width standard deviation σx). The 
watershed algorithm has much better accuracy and precision than 
the two-step algorithm for the widest peaks. Also, for the widest 
peaks, the two-step algorithm had many more failed detections 
(341/1000) compared to the watershed algorithm (39/1000).
In the simulation, as the peak width along either or both di-
mensions increases, the signal-to-noise ratio (SNR), i.e., the 
ratio of the mean to the standard deviation of the signal, de-
creases due to the larger number of data points, fixed noise level, 
and constant volume under the peak. Decreased SNR increases 
Figure 8. In two-step peak detection, each column is a secondary chromatogram that undergoes 1D peak detection. Points included in the main peak 
are shown in dark gray and points not included are shown in light gray. The order that points are detected is shown in sequence from left to right.
Figure 9. The watershed algorithm labels data points (shown in dark gray) in intensity-order in the 2D chromatogram. The order that points are 
detected is shown in sequence from left to right.
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over-segmentation (i.e., peak splits) with both peak-detection 
algorithms. In the two-step algorithm, each point is compared 
only to its two neighbors in the 1D chromatogram for the pres-
ence in a peak. If noise changes either neighbor sufficiently, the 
peak is over-segmented. In the experiments, the watershed al-
gorithm performs better than the two-step approach because it 
considers the 2D neighborhood of each data point to identify the 
data points in a 2D peak, thereby, reducing the effect of noise.
Figures 8 and 9 illustrate peak detection for the two-step and 
the watershed algorithms, respectively, with a simulated peak af-
ter skew correction. The effect of noise on the signal can be ob-
served at the circled data points, which have slightly larger val-
ues than their neighbors in the secondary chromatogram.
Figure 8 illustrates the two-step peak-detection process in 
three 1D chromatograms. Initially, the largest data point in each 
secondary chromatogram is labeled. This is followed by label-
ing adjacent points in the 1D chromatograms and then merging 
the 1D peaks as described in Section 2.1. The circled data points 
are larger than their neighbors in the secondary chromatogram, 
hence they are not included in the 1D peaks. So, the chromato-
gram is split into multiple peaks even though there is only one 
peak in the 2D chromatogram.
Figure 9 illustrates the watershed detection process on the 
2D matrix. In each step, data points are evaluated in intensity-
order to determine the peak label. Initially, the largest point is 
labeled. Then, the next largest data point in the 2D matrix is la-
beled and the process continues until all points in the matrix 
are labeled. For the circled data points, there is a neighbor in 
the peak with a larger value. The circled points adopt the label 
of their largest neighbor and thus all data points are labeled cor-
rectly as a single peak.
The simulation experiments demonstrate that with shift cor-
rection applied for both peak-detection algorithms, the water-
shed algorithm achieves more accurate peak detection than the 
twostep approach for varying noise levels, peak widths, and shifts. 
And, as both noise and peak widths increase, the two-step algo-
rithm has more failed detections than the watershed algorithm. 
Varying the second-column retention-time shift did not mate-
rially impact these results because shift correction is performed 
for both algorithms. Detailed simulation results, including ex-
perimental results for larger retention-time shifts, are provided 
as Supplementary Data.
5. Conclusion
A study by Vivó-Truyols and Janssen [4] discussed the proba-
bility of failure of the watershed algorithm for GC×GC data with 
varying second-dimension retention-time shifts. Their analysis 
compared the two-step and watershed peak-detection algorithms 
without accounting for the retention-time shifts in the water-
shed algorithm, whereas the shift was accounted for in the two-
step algorithm. This caused the watershed algorithm to have a 
larger probability of failure than the two-step approach. This pa-
per analyzes the performance of the two algorithms when correc-
tion for retention-time shifts is performed for both algorithms.
A series of simulation experiments evaluated both peakde-
tection techniques for varying levels of noise, peak widths, and 
retention-time shifts. The watershed algorithm performed bet-
ter than the two-step approach when skew correction is applied 
for both the methods. Neither the two-step algorithm nor the 
watershed algorithm ensures successful peak detection under 
all conditions. As the peak width and noise increase, both tech-
niques detect peaks less accurately, even with shift correction.
The performance of both the two-step and watershed algo-
rithms could be improved by noise suppression, e.g., smoothing 
before peak detection. Various noise suppression techniques can 
be used with both peak-detection techniques. Noise suppression 
was not used in these experiments because the method(s) for do-
ing so would be a confounding variable in comparing the perfor-
mance of the peak detection methods. And, although noise sup-
pression can attenuate the effect of noise, the progressive effect 
of increasing noise on the performance of peak-detection algo-
rithms cannot be eliminated. Similarly, the issue of coelutions, al-
though important for peak detection, was not considered herein, 
as neither the two-step nor watershed algorithm incorporates a 
solution for coelution. Other techniques have been developed 
for unmixing coeluted peaks, e.g., [11–21].
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Table1. Results for the Watershed (WS) and Two-Step (2-Step) peak detection algorithms for peaks with parametric skew (s); first-column (x-dimension)
peak-width standard deviation, σx; second-column (y-dimension) peak-width standard deviation, σy; and noise standard deviation, σn. Units for skew
and peak widths are the data array index intervals (i.e., the data sampling intervals of retention times). The noise unit is the total response (i.e., volume)
of the two-dimensional Gaussian peak. Each parametric experiment for each algorithm was performed 1000 times with random noise. The “∗∗” indicates
that in all 1000 test cases peak detection was unsuccessful. See the accompanying paper for a detailed description of the experiments and results.
Skew Peak Peak Noise Array Signal Signal WS WS WS WS 2-Step 2-Step 2-Step 2-Step Signif.
s σx σy σn Size Mean Stdv Mean Stdv Error Failed Mean Stdv Error Failed (1 − p)
-1 0.25 1 0.0001 5×15 1.0000 0.0006 0.9999 0.0006 -0.0001 0 0.9999 0.0005 -0.0001 0 0.0000
-1 0.25 1 0.0005 5×15 1.0001 0.0032 0.9997 0.0028 -0.0005 0 0.9993 0.0025 -0.0008 0 0.9992
-1 0.25 1 0.0010 5×15 0.9997 0.0062 0.9989 0.0054 -0.0008 0 0.9980 0.0049 -0.0017 0 0.9999
-1 0.25 1 0.0050 5×15 0.9989 0.0288 0.9945 0.0235 -0.0043 0 0.9864 0.0186 -0.0124 0 1.0000
-1 0.25 1 0.0100 5×15 0.9993 0.0629 0.9904 0.0490 -0.0089 0 0.9831 0.0383 -0.0162 0 0.9998
-1 0.25 2 0.0001 5×24 1.0000 0.0008 0.9998 0.0007 -0.0001 0 0.9997 0.0007 -0.0003 0 0.9986
-1 0.25 2 0.0005 5×24 0.9999 0.0041 0.9993 0.0036 -0.0006 0 0.9943 0.0054 -0.0056 0 1.0000
-1 0.25 2 0.0010 5×24 0.9998 0.0080 0.9987 0.0068 -0.0012 0 0.9857 0.0078 -0.0142 0 1.0000
-1 0.25 2 0.0050 5×24 1.0013 0.0415 0.9934 0.0318 -0.0079 0 0.9750 0.0224 -0.0263 0 1.0000
-1 0.25 2 0.0100 5×24 1.0001 0.0808 0.9826 0.0600 -0.0175 6 0.9683 0.0426 -0.0318 6 1.0000
-1 0.25 4 0.0001 5×42 0.9999 0.0011 0.9997 0.0010 -0.0002 0 0.9913 0.0065 -0.0086 0 1.0000
-1 0.25 4 0.0005 5×42 1.0002 0.0053 0.9986 0.0045 -0.0016 0 0.9706 0.0054 -0.0296 0 1.0000
-1 0.25 4 0.0010 5×42 1.0000 0.0107 0.9956 0.0089 -0.0044 0 0.9660 0.0071 -0.0339 0 1.0000
-1 0.25 4 0.0050 5×42 1.0004 0.0525 0.9488 0.0555 -0.0516 462 0.9235 0.0487 -0.0769 462 1.0000
-1 0.25 4 0.0100 5×42 0.9969 0.1063 0.8413 0.0869 -0.1555 857 0.8213 0.0781 -0.1756 857 0.9584
-1 0.25 8 0.0001 5×78 0.9999 0.0015 0.9986 0.0014 -0.0013 0 0.9626 0.0031 -0.0373 0 1.0000
-1 0.25 8 0.0005 5×78 1.0001 0.0074 0.9883 0.0084 -0.0117 271 0.9511 0.0071 -0.0489 271 1.0000
-1 0.25 8 0.0010 5×78 1.0002 0.0158 0.9564 0.0384 -0.0439 721 0.9207 0.0349 -0.0796 721 1.0000
-1 0.25 8 0.0050 5×78 0.9998 0.0764 ** ** ** 1000 ** ** ** 1000 **
-1 0.25 8 0.0100 5×78 1.0012 0.1440 ** ** ** 1000 ** ** ** 1000 **
-1 0.50 1 0.0001 7×17 1.0000 0.0008 0.9998 0.0007 -0.0001 0 0.9997 0.0007 -0.0003 0 0.9986
-1 0.50 1 0.0005 7×17 1.0000 0.0042 0.9991 0.0034 -0.0008 0 0.9984 0.0029 -0.0016 0 1.0000
-1 0.50 1 0.0010 7×17 1.0001 0.0083 0.9986 0.0067 -0.0015 0 0.9977 0.0058 -0.0024 0 0.9987
-1 0.50 1 0.0050 7×17 1.0008 0.0414 0.9922 0.0313 -0.0087 0 0.9902 0.0264 -0.0107 0 0.8774
-1 0.50 1 0.0100 7×17 0.9979 0.0858 0.9823 0.0607 -0.0157 0 0.9763 0.0518 -0.0216 0 0.9825
-1 0.50 2 0.0001 7×26 1.0000 0.0010 0.9998 0.0009 -0.0002 0 0.9987 0.0008 -0.0013 0 1.0000
-1 0.50 2 0.0005 7×26 0.9999 0.0054 0.9988 0.0044 -0.0011 0 0.9971 0.0035 -0.0028 0 1.0000
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Table 1 – continued from previous page
Peak Peak Noise Array Signal Signal WS WS WS WS 2-Step 2-Step 2-Step 2-Step Signif.
Skew σx σy σn Size Mean Stdv Mean Stdv Error Failed Mean Stdv Error Failed (1 − p)
-1 0.50 2 0.0010 7×26 1.0002 0.0104 0.9976 0.0081 -0.0026 0 0.9954 0.0067 -0.0047 0 1.0000
-1 0.50 2 0.0050 7×26 0.9972 0.0544 0.9841 0.0380 -0.0130 0 0.9281 0.0469 -0.0690 0 1.0000
-1 0.50 2 0.0100 7×26 1.0013 0.1081 0.9595 0.0743 -0.0418 43 0.8668 0.0666 -0.1345 43 1.0000
-1 0.50 4 0.0001 7×44 1.0000 0.0014 0.9995 0.0012 -0.0005 0 0.9973 0.0010 -0.0027 0 1.0000
-1 0.50 4 0.0005 7×44 1.0003 0.0073 0.9972 0.0058 -0.0031 0 0.9677 0.0348 -0.0326 0 1.0000
-1 0.50 4 0.0010 7×44 0.9999 0.0145 0.9931 0.0113 -0.0068 3 0.8968 0.0488 -0.1031 3 1.0000
-1 0.50 4 0.0050 7×44 1.0025 0.0722 0.8984 0.0743 -0.1041 706 0.7255 0.0585 -0.2770 706 1.0000
-1 0.50 4 0.0100 7×44 0.9974 0.1415 0.7565 0.0805 -0.2409 941 0.6266 0.0648 -0.3708 941 1.0000
-1 0.50 8 0.0001 7×80 1.0000 0.0019 0.9979 0.0018 -0.0021 0 0.9325 0.0516 -0.0676 0 1.0000
-1 0.50 8 0.0005 7×80 0.9994 0.0097 0.9796 0.0124 -0.0198 480 0.7417 0.0268 -0.2578 480 1.0000
-1 0.50 8 0.0010 7×80 1.0002 0.0195 0.9145 0.0536 -0.0857 904 0.6802 0.0404 -0.3201 904 1.0000
-1 0.50 8 0.0050 7×80 1.0006 0.0992 ** ** ** 1000 ** ** ** 1000 **
-1 0.50 8 0.0100 7×80 0.9932 0.1857 ** ** ** 1000 ** ** ** 1000 **
-1 1.00 1 0.0001 11×21 1.0000 0.0013 0.9997 0.0010 -0.0003 0 0.9995 0.0009 -0.0005 0 1.0000
-1 1.00 1 0.0005 11×21 0.9999 0.0061 0.9984 0.0045 -0.0015 0 0.9974 0.0040 -0.0024 0 1.0000
-1 1.00 1 0.0010 11×21 1.0006 0.0124 0.9974 0.0082 -0.0032 0 0.9949 0.0073 -0.0057 0 1.0000
-1 1.00 1 0.0050 11×21 1.0021 0.0597 0.9846 0.0368 -0.0174 0 0.9761 0.0328 -0.0260 0 1.0000
-1 1.00 1 0.0100 11×21 1.0063 0.1227 0.9649 0.0706 -0.0415 0 0.9451 0.0598 -0.0612 0 1.0000
-1 1.00 2 0.0001 11×30 1.0000 0.0015 0.9996 0.0012 -0.0003 0 0.9987 0.0013 -0.0013 0 1.0000
-1 1.00 2 0.0005 11×30 0.9998 0.0076 0.9972 0.0053 -0.0025 0 0.9921 0.0047 -0.0076 0 1.0000
-1 1.00 2 0.0010 11×30 1.0006 0.0150 0.9943 0.0099 -0.0063 0 0.9843 0.0114 -0.0163 0 1.0000
-1 1.00 2 0.0050 11×30 1.0026 0.0749 0.9651 0.0455 -0.0375 22 0.9111 0.0420 -0.0915 256 1.0000
-1 1.00 2 0.0100 11×30 0.9989 0.1522 0.8930 0.0937 -0.1060 225 0.8235 0.0745 -0.1754 732 1.0000
-1 1.00 4 0.0001 11×48 1.0000 0.0019 0.9990 0.0015 -0.0010 0 0.9904 0.0045 -0.0096 0 1.0000
-1 1.00 4 0.0005 11×48 0.9990 0.0101 0.9915 0.0074 -0.0075 0 0.9345 0.0184 -0.0644 68 1.0000
-1 1.00 4 0.0010 11×48 0.9992 0.0201 0.9813 0.0146 -0.0179 117 0.9011 0.0185 -0.0981 586 1.0000
-1 1.00 4 0.0050 11×48 0.9975 0.1030 0.8003 0.0795 -0.1972 920 ** ** ** 1000 **
-1 1.00 4 0.0100 11×48 0.9926 0.2038 0.6040 0.0826 -0.3886 991 ** ** ** 1000 **
-1 1.00 8 0.0001 11×84 1.0000 0.0028 0.9951 0.0028 -0.0048 39 0.9093 0.0182 -0.0906 341 1.0000
-1 1.00 8 0.0005 11×84 0.9995 0.0134 0.9273 0.0464 -0.0723 861 ** ** ** 1000 **
-1 1.00 8 0.0010 11×84 0.9998 0.0256 0.8177 0.0468 -0.1821 995 ** ** ** 1000 **
-1 1.00 8 0.0050 11×84 1.0056 0.1382 ** ** ** 1000 ** ** ** 1000 **
-1 1.00 8 0.0100 11×84 0.9980 0.2732 ** ** ** 1000 ** ** ** 1000 **
-1 2.00 1 0.0001 20×30 1.0000 0.0020 0.9994 0.0012 -0.0006 0 0.9989 0.0011 -0.0011 0 1.0000
-1 2.00 1 0.0005 20×30 0.9993 0.0099 0.9966 0.0052 -0.0027 0 0.9941 0.0050 -0.0052 0 1.0000
-1 2.00 1 0.0010 20×30 0.9996 0.0205 0.9937 0.0101 -0.0060 0 0.9889 0.0095 -0.0107 0 1.0000
-1 2.00 1 0.0050 20×30 1.0029 0.1026 0.9678 0.0436 -0.0351 21 0.9418 0.0416 -0.0611 21 1.0000
-1 2.00 1 0.0100 20×30 1.0036 0.2065 0.9095 0.0907 -0.0942 190 0.8627 0.0867 -0.1409 207 1.0000
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Table 1 – continued from previous page
Peak Peak Noise Array Signal Signal WS WS WS WS 2-Step 2-Step 2-Step 2-Step Signif.
Skew σx σy σn Size Mean Stdv Mean Stdv Error Failed Mean Stdv Error Failed (1 − p)
-1 2.00 2 0.0001 20×39 1.0000 0.0024 0.9989 0.0015 -0.0011 0 0.9969 0.0017 -0.0031 0 1.0000
-1 2.00 2 0.0005 20×39 1.0002 0.0117 0.9944 0.0064 -0.0058 0 0.9821 0.0081 -0.0181 0 1.0000
-1 2.00 2 0.0010 20×39 1.0000 0.0240 0.9883 0.0123 -0.0116 0 0.9620 0.0158 -0.0380 1 1.0000
-1 2.00 2 0.0050 20×39 0.9964 0.1207 0.8808 0.0778 -0.1156 319 0.7656 0.0712 -0.2307 736 1.0000
-1 2.00 2 0.0100 20×39 1.0048 0.2434 0.6894 0.1275 -0.3155 771 0.6090 0.1026 -0.3958 972 0.9985
-1 2.00 4 0.0001 20×57 1.0000 0.0030 0.9973 0.0020 -0.0027 0 0.9766 0.0103 -0.0234 0 1.0000
-1 2.00 4 0.0005 20×57 1.0005 0.0148 0.9828 0.0092 -0.0177 71 0.8663 0.0321 -0.1342 500 1.0000
-1 2.00 4 0.0010 20×57 0.9999 0.0308 0.9518 0.0291 -0.0481 348 0.7809 0.0370 -0.2190 962 1.0000
-1 2.00 4 0.0050 20×57 0.9965 0.1515 0.7703 0.0000 -0.2262 999 ** ** ** 1000 **
-1 2.00 4 0.0100 20×57 1.0077 0.3077 ** ** ** 1000 ** ** ** 1000 **
-1 2.00 8 0.0001 20×93 0.9998 0.0041 0.9887 0.0043 -0.0111 183 0.8122 0.0313 -0.1877 843 1.0000
-1 2.00 8 0.0005 20×93 1.0007 0.0197 0.8246 0.0735 -0.1761 991 ** ** ** 1000 **
-1 2.00 8 0.0010 20×93 0.9977 0.0381 ** ** ** 1000 ** ** ** 1000 **
-1 2.00 8 0.0050 20×93 0.9934 0.1944 ** ** ** 1000 ** ** ** 1000 **
-1 2.00 8 0.0100 20×93 0.9976 0.3987 ** ** ** 1000 ** ** ** 1000 **
-2 0.25 1 0.0001 5×19 1.0000 0.0007 0.9999 0.0006 -0.0001 0 0.9999 0.0005 -0.0001 0 0.0000
-2 0.25 1 0.0005 5×19 1.0000 0.0034 0.9996 0.0027 -0.0004 0 0.9991 0.0025 -0.0009 0 1.0000
-2 0.25 1 0.0010 5×19 0.9998 0.0067 0.9990 0.0052 -0.0008 0 0.9979 0.0046 -0.0019 0 1.0000
-2 0.25 1 0.0050 5×19 1.0000 0.0330 0.9967 0.0243 -0.0033 0 0.9870 0.0205 -0.0129 0 1.0000
-2 0.25 1 0.0100 5×19 1.0016 0.0721 0.9914 0.0485 -0.0102 0 0.9828 0.0381 -0.0187 0 1.0000
-2 0.25 2 0.0001 5×28 1.0000 0.0008 0.9998 0.0007 -0.0001 0 0.9997 0.0006 -0.0003 0 0.9994
-2 0.25 2 0.0005 5×28 1.0000 0.0045 0.9993 0.0035 -0.0007 0 0.9945 0.0052 -0.0055 0 1.0000
-2 0.25 2 0.0010 5×28 1.0002 0.0084 0.9989 0.0065 -0.0013 0 0.9861 0.0076 -0.0141 0 1.0000
-2 0.25 2 0.0050 5×28 0.9990 0.0426 0.9926 0.0309 -0.0064 0 0.9728 0.0225 -0.0262 0 1.0000
-2 0.25 2 0.0100 5×28 1.0006 0.0869 0.9838 0.0596 -0.0167 1 0.9678 0.0418 -0.0327 1 1.0000
-2 0.25 4 0.0001 5×46 1.0000 0.0011 0.9998 0.0010 -0.0002 0 0.9917 0.0064 -0.0083 0 1.0000
-2 0.25 4 0.0005 5×46 1.0000 0.0056 0.9982 0.0045 -0.0019 0 0.9703 0.0054 -0.0298 0 1.0000
-2 0.25 4 0.0010 5×46 1.0005 0.0110 0.9962 0.0087 -0.0043 0 0.9667 0.0069 -0.0338 0 1.0000
-2 0.25 4 0.0050 5×46 0.9963 0.0563 0.9414 0.0577 -0.0548 497 0.9171 0.0511 -0.0792 497 1.0000
-2 0.25 4 0.0100 5×46 0.9987 0.1100 0.8438 0.0937 -0.1549 868 0.8222 0.0819 -0.1765 868 0.9528
-2 0.25 8 0.0001 5×82 1.0000 0.0015 0.9987 0.0014 -0.0013 0 0.9624 0.0030 -0.0376 0 1.0000
-2 0.25 8 0.0005 5×82 0.9999 0.0077 0.9879 0.0082 -0.0120 284 0.9509 0.0072 -0.0491 284 1.0000
-2 0.25 8 0.0010 5×82 1.0005 0.0153 0.9607 0.0258 -0.0398 745 0.9248 0.0243 -0.0756 745 1.0000
-2 0.25 8 0.0050 5×82 1.0028 0.0784 ** ** ** 1000 ** ** ** 1000 **
-2 0.25 8 0.0100 5×82 0.9961 0.1575 ** ** ** 1000 ** ** ** 1000 **
-2 0.50 1 0.0001 7×23 1.0001 0.0010 0.9999 0.0007 -0.0002 0 0.9997 0.0006 -0.0004 0 1.0000
-2 0.50 1 0.0005 7×23 1.0000 0.0049 0.9992 0.0034 -0.0008 0 0.9983 0.0030 -0.0017 0 1.0000
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Table 1 – continued from previous page
Peak Peak Noise Array Signal Signal WS WS WS WS 2-Step 2-Step 2-Step 2-Step Signif.
Skew σx σy σn Size Mean Stdv Mean Stdv Error Failed Mean Stdv Error Failed (1 − p)
-2 0.50 1 0.0010 7×23 0.9999 0.0097 0.9985 0.0064 -0.0014 0 0.9975 0.0055 -0.0024 0 0.9998
-2 0.50 1 0.0050 7×23 1.0013 0.0483 0.9930 0.0312 -0.0083 0 0.9915 0.0264 -0.0098 0 0.7541
-2 0.50 1 0.0100 7×23 1.0088 0.0932 0.9857 0.0582 -0.0231 0 0.9781 0.0502 -0.0307 0 0.9982
-2 0.50 2 0.0001 7×32 0.9999 0.0011 0.9997 0.0009 -0.0002 0 0.9987 0.0008 -0.0013 0 1.0000
-2 0.50 2 0.0005 7×32 0.9999 0.0058 0.9990 0.0043 -0.0009 0 0.9971 0.0034 -0.0027 0 1.0000
-2 0.50 2 0.0010 7×32 1.0004 0.0122 0.9982 0.0086 -0.0022 0 0.9960 0.0067 -0.0044 0 1.0000
-2 0.50 2 0.0050 7×32 1.0032 0.0581 0.9872 0.0382 -0.0160 0 0.9314 0.0469 -0.0718 0 1.0000
-2 0.50 2 0.0100 7×32 1.0021 0.1149 0.9606 0.0732 -0.0415 40 0.8673 0.0663 -0.1348 40 1.0000
-2 0.50 4 0.0001 7×50 0.9999 0.0015 0.9995 0.0012 -0.0005 0 0.9973 0.0010 -0.0027 0 1.0000
-2 0.50 4 0.0005 7×50 0.9997 0.0078 0.9968 0.0057 -0.0029 0 0.9680 0.0362 -0.0318 0 1.0000
-2 0.50 4 0.0010 7×50 1.0002 0.0152 0.9924 0.0113 -0.0079 2 0.8952 0.0488 -0.1050 2 1.0000
-2 0.50 4 0.0050 7×50 0.9959 0.0773 0.8977 0.0819 -0.0981 701 0.7280 0.0632 -0.2679 701 1.0000
-2 0.50 4 0.0100 7×50 1.0009 0.1519 0.7805 0.0943 -0.2204 932 0.6487 0.0743 -0.3522 932 1.0000
-2 0.50 8 0.0001 7×86 1.0000 0.0021 0.9978 0.0019 -0.0022 0 0.9348 0.0513 -0.0652 0 1.0000
-2 0.50 8 0.0005 7×86 0.9996 0.0100 0.9784 0.0155 -0.0212 476 0.7409 0.0254 -0.2587 476 1.0000
-2 0.50 8 0.0010 7×86 1.0003 0.0196 0.9161 0.0503 -0.0842 913 0.6820 0.0369 -0.3183 913 1.0000
-2 0.50 8 0.0050 7×86 0.9974 0.1035 ** ** ** 1000 ** ** ** 1000 **
-2 0.50 8 0.0100 7×86 0.9987 0.2039 ** ** ** 1000 ** ** ** 1000 **
-2 1.00 1 0.0001 11×31 1.0000 0.0015 0.9997 0.0009 -0.0003 0 0.9995 0.0008 -0.0005 0 1.0000
-2 1.00 1 0.0005 11×31 0.9999 0.0073 0.9985 0.0043 -0.0014 0 0.9974 0.0040 -0.0025 0 1.0000
-2 1.00 1 0.0010 11×31 1.0000 0.0148 0.9969 0.0081 -0.0031 0 0.9942 0.0072 -0.0058 0 1.0000
-2 1.00 1 0.0050 11×31 0.9995 0.0718 0.9827 0.0365 -0.0169 0 0.9743 0.0334 -0.0252 0 1.0000
-2 1.00 1 0.0100 11×31 0.9991 0.1503 0.9611 0.0671 -0.0380 0 0.9409 0.0598 -0.0581 0 1.0000
-2 1.00 2 0.0001 11×40 1.0000 0.0018 0.9996 0.0012 -0.0004 0 0.9988 0.0012 -0.0013 0 1.0000
-2 1.00 2 0.0005 11×40 0.9998 0.0086 0.9973 0.0054 -0.0025 0 0.9921 0.0046 -0.0077 0 1.0000
-2 1.00 2 0.0010 11×40 0.9996 0.0169 0.9942 0.0104 -0.0054 0 0.9838 0.0119 -0.0158 0 1.0000
-2 1.00 2 0.0050 11×40 1.0031 0.0883 0.9648 0.0454 -0.0383 28 0.9108 0.0409 -0.0923 272 1.0000
-2 1.00 2 0.0100 11×40 1.0023 0.1749 0.9009 0.0923 -0.1014 222 0.8241 0.0734 -0.1782 713 1.0000
-2 1.00 4 0.0001 11×58 1.0000 0.0022 0.9990 0.0016 -0.0011 0 0.9906 0.0038 -0.0095 0 1.0000
-2 1.00 4 0.0005 11×58 0.9999 0.0111 0.9923 0.0073 -0.0076 3 0.9356 0.0188 -0.0643 106 1.0000
-2 1.00 4 0.0010 11×58 1.0001 0.0212 0.9817 0.0145 -0.0184 96 0.9019 0.0193 -0.0982 578 1.0000
-2 1.00 4 0.0050 11×58 0.9994 0.1111 0.8109 0.0834 -0.1885 896 ** ** ** 1000 **
-2 1.00 4 0.0100 11×58 0.9921 0.2205 0.6360 0.0775 -0.3560 988 ** ** ** 1000 **
-2 1.00 8 0.0001 11×94 1.0001 0.0028 0.9953 0.0027 -0.0048 28 0.9096 0.0182 -0.0905 321 1.0000
-2 1.00 8 0.0005 11×94 0.9998 0.0143 0.9214 0.0465 -0.0783 880 ** ** ** 1000 **
-2 1.00 8 0.0010 11×94 1.0003 0.0279 0.7867 0.0476 -0.2136 996 ** ** ** 1000 **
-2 1.00 8 0.0050 11×94 0.9889 0.1461 ** ** ** 1000 ** ** ** 1000 **
-2 1.00 8 0.0100 11×94 0.9990 0.2755 ** ** ** 1000 ** ** ** 1000 **
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Table 1 – continued from previous page
Peak Peak Noise Array Signal Signal WS WS WS WS 2-Step 2-Step 2-Step 2-Step Signif.
Skew σx σy σn Size Mean Stdv Mean Stdv Error Failed Mean Stdv Error Failed (1 − p)
-2 2.00 1 0.0001 20×49 0.9999 0.0027 0.9994 0.0012 -0.0006 0 0.9989 0.0011 -0.0011 0 1.0000
-2 2.00 1 0.0005 20×49 1.0001 0.0129 0.9968 0.0052 -0.0034 0 0.9944 0.0050 -0.0057 0 1.0000
-2 2.00 1 0.0010 20×49 1.0013 0.0267 0.9941 0.0098 -0.0071 0 0.9893 0.0093 -0.0120 0 1.0000
-2 2.00 1 0.0050 20×49 0.9981 0.1311 0.9655 0.0418 -0.0326 6 0.9405 0.0406 -0.0577 6 1.0000
-2 2.00 1 0.0100 20×49 0.9888 0.2573 0.9000 0.0911 -0.0888 204 0.8550 0.0848 -0.1339 216 1.0000
-2 2.00 2 0.0001 20×58 1.0000 0.0030 0.9990 0.0015 -0.0010 0 0.9969 0.0017 -0.0031 0 1.0000
-2 2.00 2 0.0005 20×58 0.9999 0.0148 0.9940 0.0063 -0.0059 0 0.9820 0.0073 -0.0179 0 1.0000
-2 2.00 2 0.0010 20×58 1.0013 0.0285 0.9886 0.0128 -0.0127 0 0.9625 0.0155 -0.0388 0 1.0000
-2 2.00 2 0.0050 20×58 1.0065 0.1411 0.8914 0.0767 -0.1151 303 0.7777 0.0654 -0.2288 746 1.0000
-2 2.00 2 0.0100 20×58 1.0055 0.3072 0.6914 0.1376 -0.3141 752 0.6692 0.0962 -0.3363 975 0.5680
-2 2.00 4 0.0001 20×76 1.0000 0.0034 0.9972 0.0019 -0.0028 0 0.9776 0.0079 -0.0224 0 1.0000
-2 2.00 4 0.0005 20×76 1.0003 0.0171 0.9825 0.0091 -0.0179 47 0.8663 0.0304 -0.1341 452 1.0000
-2 2.00 4 0.0010 20×76 0.9995 0.0343 0.9523 0.0260 -0.0472 337 0.7817 0.0358 -0.2178 957 1.0000
-2 2.00 4 0.0050 20×76 0.9993 0.1698 0.6536 0.0201 -0.3458 997 ** ** ** 1000 **
-2 2.00 4 0.0100 20×76 0.9864 0.3572 ** ** ** 1000 ** ** ** 1000 **
-2 2.00 8 0.0001 20×112 1.0001 0.0042 0.9887 0.0040 -0.0115 186 0.8183 0.0344 -0.1818 823 1.0000
-2 2.00 8 0.0005 20×112 1.0007 0.0219 0.8510 0.0651 -0.1498 984 ** ** ** 1000 **
-2 2.00 8 0.0010 20×112 1.0019 0.0428 ** ** ** 1000 ** ** ** 1000 **
-2 2.00 8 0.0050 20×112 0.9971 0.2130 ** ** ** 1000 ** ** ** 1000 **
-2 2.00 8 0.0100 20×112 1.0233 0.4249 ** ** ** 1000 ** ** ** 1000 **
-4 0.25 1 0.0001 5×27 0.9999 0.0008 0.9999 0.0006 0.0000 0 0.9998 0.0005 -0.0001 0 0.9999
-4 0.25 1 0.0005 5×27 1.0001 0.0042 0.9997 0.0028 -0.0004 0 0.9992 0.0025 -0.0009 0 1.0000
-4 0.25 1 0.0010 5×27 0.9998 0.0082 0.9991 0.0053 -0.0007 0 0.9979 0.0048 -0.0019 0 1.0000
-4 0.25 1 0.0050 5×27 0.9981 0.0412 0.9949 0.0249 -0.0032 0 0.9859 0.0205 -0.0122 0 1.0000
-4 0.25 1 0.0100 5×27 0.9982 0.0839 0.9914 0.0476 -0.0068 0 0.9833 0.0377 -0.0149 0 1.0000
-4 0.25 2 0.0001 5×36 1.0000 0.0010 0.9999 0.0007 -0.0001 0 0.9997 0.0007 -0.0003 0 1.0000
-4 0.25 2 0.0005 5×36 1.0002 0.0048 0.9995 0.0035 -0.0007 0 0.9948 0.0053 -0.0055 0 1.0000
-4 0.25 2 0.0010 5×36 0.9997 0.0099 0.9986 0.0066 -0.0011 0 0.9859 0.0078 -0.0138 0 1.0000
-4 0.25 2 0.0050 5×36 1.0016 0.0480 0.9922 0.0319 -0.0094 0 0.9733 0.0226 -0.0284 0 1.0000
-4 0.25 2 0.0100 5×36 0.9952 0.0961 0.9822 0.0576 -0.0130 4 0.9680 0.0408 -0.0272 4 1.0000
-4 0.25 4 0.0001 5×54 0.9999 0.0012 0.9997 0.0010 -0.0002 0 0.9917 0.0064 -0.0082 0 1.0000
-4 0.25 4 0.0005 5×54 1.0001 0.0060 0.9984 0.0047 -0.0016 0 0.9704 0.0052 -0.0297 0 1.0000
-4 0.25 4 0.0010 5×54 0.9993 0.0117 0.9953 0.0087 -0.0040 0 0.9658 0.0071 -0.0335 0 1.0000
-4 0.25 4 0.0050 5×54 0.9995 0.0613 0.9439 0.0582 -0.0556 448 0.9182 0.0510 -0.0813 448 1.0000
-4 0.25 4 0.0100 5×54 1.0009 0.1219 0.8515 0.0951 -0.1494 883 0.8322 0.0854 -0.1687 883 0.8962
-4 0.25 8 0.0001 5×90 0.9999 0.0016 0.9986 0.0014 -0.0013 0 0.9623 0.0031 -0.0376 0 1.0000
-4 0.25 8 0.0005 5×90 1.0001 0.0077 0.9881 0.0089 -0.0120 282 0.9508 0.0077 -0.0493 282 1.0000
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Table 1 – continued from previous page
Peak Peak Noise Array Signal Signal WS WS WS WS 2-Step 2-Step 2-Step 2-Step Signif.
Skew σx σy σn Size Mean Stdv Mean Stdv Error Failed Mean Stdv Error Failed (1 − p)
-4 0.25 8 0.0010 5×90 1.0002 0.0161 0.9580 0.0314 -0.0422 744 0.9224 0.0288 -0.0778 744 1.0000
-4 0.25 8 0.0050 5×90 0.9998 0.0817 ** ** ** 1000 ** ** ** 1000 **
-4 0.25 8 0.0100 5×90 1.0031 0.1614 ** ** ** 1000 ** ** ** 1000 **
-4 0.50 1 0.0001 7×35 1.0000 0.0012 0.9999 0.0007 -0.0001 0 0.9997 0.0006 -0.0003 0 1.0000
-4 0.50 1 0.0005 7×35 0.9995 0.0058 0.9990 0.0033 -0.0005 0 0.9982 0.0029 -0.0013 0 1.0000
-4 0.50 1 0.0010 7×35 1.0001 0.0120 0.9987 0.0070 -0.0014 0 0.9976 0.0057 -0.0025 0 0.9999
-4 0.50 1 0.0050 7×35 1.0025 0.0590 0.9928 0.0296 -0.0097 0 0.9904 0.0251 -0.0121 0 0.9493
-4 0.50 1 0.0100 7×35 0.9934 0.1155 0.9811 0.0601 -0.0123 0 0.9750 0.0509 -0.0184 0 0.9856
-4 0.50 2 0.0001 7×44 1.0000 0.0014 0.9998 0.0009 -0.0002 0 0.9986 0.0008 -0.0014 0 1.0000
-4 0.50 2 0.0005 7×44 1.0002 0.0070 0.9990 0.0044 -0.0012 0 0.9973 0.0036 -0.0029 0 1.0000
-4 0.50 2 0.0010 7×44 1.0000 0.0138 0.9977 0.0082 -0.0024 0 0.9953 0.0066 -0.0048 0 1.0000
-4 0.50 2 0.0050 7×44 0.9952 0.0691 0.9818 0.0389 -0.0133 0 0.9262 0.0459 -0.0690 0 1.0000
-4 0.50 2 0.0100 7×44 0.9949 0.1378 0.9601 0.0744 -0.0348 36 0.8646 0.0674 -0.1303 36 1.0000
-4 0.50 4 0.0001 7×62 1.0000 0.0017 0.9995 0.0013 -0.0005 0 0.9973 0.0010 -0.0027 0 1.0000
-4 0.50 4 0.0005 7×62 1.0003 0.0084 0.9969 0.0057 -0.0033 0 0.9687 0.0347 -0.0316 0 1.0000
-4 0.50 4 0.0010 7×62 1.0003 0.0170 0.9930 0.0114 -0.0073 4 0.8958 0.0497 -0.1045 4 1.0000
-4 0.50 4 0.0050 7×62 0.9945 0.0854 0.9010 0.0736 -0.0935 674 0.7282 0.0572 -0.2663 674 1.0000
-4 0.50 4 0.0100 7×62 0.9994 0.1666 0.7917 0.1110 -0.2078 940 0.6437 0.0781 -0.3558 940 1.0000
-4 0.50 8 0.0001 7×98 1.0000 0.0022 0.9978 0.0019 -0.0022 0 0.9316 0.0527 -0.0684 0 1.0000
-4 0.50 8 0.0005 7×98 1.0001 0.0105 0.9800 0.0141 -0.0201 506 0.7418 0.0283 -0.2583 506 1.0000
-4 0.50 8 0.0010 7×98 0.9999 0.0205 0.8993 0.0589 -0.1007 915 0.6729 0.0448 -0.3270 915 1.0000
-4 0.50 8 0.0050 7×98 0.9993 0.1081 ** ** ** 1000 ** ** ** 1000 **
-4 0.50 8 0.0100 7×98 0.9940 0.2170 ** ** ** 1000 ** ** ** 1000 **
-4 1.00 1 0.0001 11×51 0.9999 0.0020 0.9997 0.0009 -0.0003 0 0.9994 0.0009 -0.0005 0 1.0000
-4 1.00 1 0.0005 11×51 0.9998 0.0096 0.9984 0.0044 -0.0014 0 0.9973 0.0040 -0.0025 0 1.0000
-4 1.00 1 0.0010 11×51 1.0006 0.0199 0.9972 0.0084 -0.0034 0 0.9948 0.0074 -0.0058 0 1.0000
-4 1.00 1 0.0050 11×51 0.9990 0.0921 0.9825 0.0378 -0.0165 0 0.9744 0.0342 -0.0246 0 1.0000
-4 1.00 1 0.0100 11×51 0.9977 0.1904 0.9595 0.0676 -0.0382 0 0.9419 0.0616 -0.0558 0 1.0000
-4 1.00 2 0.0001 11×60 0.9999 0.0021 0.9996 0.0012 -0.0004 0 0.9986 0.0014 -0.0013 0 1.0000
-4 1.00 2 0.0005 11×60 0.9996 0.0103 0.9972 0.0054 -0.0024 0 0.9918 0.0047 -0.0078 0 1.0000
-4 1.00 2 0.0010 11×60 0.9992 0.0209 0.9934 0.0100 -0.0057 0 0.9839 0.0110 -0.0152 0 1.0000
-4 1.00 2 0.0050 11×60 0.9976 0.1047 0.9623 0.0447 -0.0353 13 0.9111 0.0436 -0.0865 266 1.0000
-4 1.00 2 0.0100 11×60 1.0000 0.2073 0.8944 0.0949 -0.1056 201 0.8239 0.0734 -0.1761 708 1.0000
-4 1.00 4 0.0001 11×78 1.0001 0.0024 0.9990 0.0016 -0.0011 0 0.9906 0.0039 -0.0095 0 1.0000
-4 1.00 4 0.0005 11×78 0.9998 0.0123 0.9923 0.0071 -0.0075 2 0.9351 0.0185 -0.0647 67 1.0000
-4 1.00 4 0.0010 11×78 1.0005 0.0241 0.9809 0.0148 -0.0196 99 0.9000 0.0198 -0.1005 578 1.0000
-4 1.00 4 0.0050 11×78 0.9999 0.1221 0.8076 0.0937 -0.1922 920 ** ** ** 1000 **
-4 1.00 4 0.0100 11×78 0.9886 0.2509 0.6761 0.1154 -0.3125 986 ** ** ** 1000 **
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Table 1 – continued from previous page
Peak Peak Noise Array Signal Signal WS WS WS WS 2-Step 2-Step 2-Step 2-Step Signif.
Skew σx σy σn Size Mean Stdv Mean Stdv Error Failed Mean Stdv Error Failed (1 − p)
-4 1.00 8 0.0001 11×114 0.9999 0.0031 0.9950 0.0028 -0.0050 27 0.9094 0.0175 -0.0906 309 1.0000
-4 1.00 8 0.0005 11×114 1.0006 0.0151 0.9309 0.0426 -0.0697 868 ** ** ** 1000 **
-4 1.00 8 0.0010 11×114 1.0003 0.0309 0.7661 0.0721 -0.2342 996 ** ** ** 1000 **
-4 1.00 8 0.0050 11×114 1.0057 0.1519 ** ** ** 1000 ** ** ** 1000 **
-4 1.00 8 0.0100 11×114 0.9606 0.3147 ** ** ** 1000 ** ** ** 1000 **
-4 2.00 1 0.0001 20×87 0.9999 0.0035 0.9993 0.0012 -0.0005 0 0.9989 0.0011 -0.0010 0 1.0000
-4 2.00 1 0.0005 20×87 1.0005 0.0176 0.9971 0.0057 -0.0034 0 0.9946 0.0053 -0.0059 0 1.0000
-4 2.00 1 0.0010 20×87 1.0011 0.0349 0.9937 0.0101 -0.0074 0 0.9891 0.0097 -0.0120 0 1.0000
-4 2.00 1 0.0050 20×87 0.9996 0.1660 0.9661 0.0425 -0.0335 30 0.9417 0.0411 -0.0579 30 1.0000
-4 2.00 1 0.0100 20×87 0.9829 0.3518 0.8984 0.0940 -0.0844 216 0.8570 0.0864 -0.1258 284 1.0000
-4 2.00 2 0.0001 20×96 1.0000 0.0037 0.9988 0.0015 -0.0012 0 0.9968 0.0017 -0.0032 0 1.0000
-4 2.00 2 0.0005 20×96 0.9997 0.0183 0.9944 0.0064 -0.0053 0 0.9829 0.0074 -0.0168 0 1.0000
-4 2.00 2 0.0010 20×96 1.0001 0.0358 0.9875 0.0120 -0.0126 0 0.9615 0.0149 -0.0386 0 1.0000
-4 2.00 2 0.0050 20×96 1.0091 0.1871 0.8801 0.0893 -0.1290 320 0.7782 0.0706 -0.2309 771 1.0000
-4 2.00 2 0.0100 20×96 0.9993 0.3850 0.6812 0.1404 -0.3181 784 0.6380 0.0604 -0.3613 980 0.8256
-4 2.00 4 0.0001 20×114 0.9999 0.0043 0.9971 0.0020 -0.0028 0 0.9773 0.0082 -0.0226 0 1.0000
-4 2.00 4 0.0005 20×114 1.0008 0.0211 0.9823 0.0090 -0.0184 41 0.8673 0.0315 -0.1335 461 1.0000
-4 2.00 4 0.0010 20×114 1.0018 0.0423 0.9538 0.0273 -0.0480 351 0.7657 0.0346 -0.2361 961 1.0000
-4 2.00 4 0.0050 20×114 0.9932 0.2141 0.6280 0.0450 -0.3652 994 ** ** ** 1000 **
-4 2.00 4 0.0100 20×114 0.9901 0.4275 ** ** ** 1000 ** ** ** 1000 **
-4 2.00 8 0.0001 20×150 1.0002 0.0046 0.9887 0.0039 -0.0115 192 0.8130 0.0358 -0.1872 842 1.0000
-4 2.00 8 0.0005 20×150 1.0009 0.0247 0.8086 0.0556 -0.1923 990 ** ** ** 1000 **
-4 2.00 8 0.0010 20×150 0.9994 0.0475 ** ** ** 1000 ** ** ** 1000 **
-4 2.00 8 0.0050 20×150 1.0030 0.2415 ** ** ** 1000 ** ** ** 1000 **
-4 2.00 8 0.0100 20×150 0.9998 0.4974 ** ** ** 1000 ** ** ** 1000 **
-8 0.25 1 0.0001 5×43 1.0000 0.0010 0.9999 0.0006 -0.0001 0 0.9998 0.0005 -0.0001 0 0.9999
-8 0.25 1 0.0005 5×43 1.0000 0.0051 0.9997 0.0027 -0.0003 0 0.9992 0.0025 -0.0008 0 1.0000
-8 0.25 1 0.0010 5×43 1.0001 0.0104 0.9995 0.0052 -0.0006 0 0.9983 0.0046 -0.0018 0 1.0000
-8 0.25 1 0.0050 5×43 0.9994 0.0520 0.9954 0.0249 -0.0040 0 0.9864 0.0195 -0.0130 0 1.0000
-8 0.25 1 0.0100 5×43 1.0030 0.0998 0.9974 0.0452 -0.0056 0 0.9874 0.0353 -0.0156 0 1.0000
-8 0.25 2 0.0001 5×52 1.0000 0.0011 0.9999 0.0007 -0.0001 0 0.9997 0.0006 -0.0003 0 1.0000
-8 0.25 2 0.0005 5×52 0.9999 0.0060 0.9994 0.0036 -0.0005 0 0.9946 0.0052 -0.0053 0 1.0000
-8 0.25 2 0.0010 5×52 0.9999 0.0120 0.9989 0.0067 -0.0010 0 0.9857 0.0079 -0.0142 0 1.0000
-8 0.25 2 0.0050 5×52 1.0014 0.0569 0.9927 0.0300 -0.0086 0 0.9741 0.0216 -0.0272 0 1.0000
-8 0.25 2 0.0100 5×52 0.9974 0.1198 0.9897 0.0548 -0.0077 4 0.9735 0.0411 -0.0239 4 1.0000
-8 0.25 4 0.0001 5×70 1.0000 0.0014 0.9998 0.0010 -0.0003 0 0.9919 0.0065 -0.0081 0 1.0000
-8 0.25 4 0.0005 5×70 0.9998 0.0067 0.9983 0.0045 -0.0016 0 0.9704 0.0056 -0.0294 0 1.0000
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Table 1 – continued from previous page
Peak Peak Noise Array Signal Signal WS WS WS WS 2-Step 2-Step 2-Step 2-Step Signif.
Skew σx σy σn Size Mean Stdv Mean Stdv Error Failed Mean Stdv Error Failed (1 − p)
-8 0.25 4 0.0010 5×70 0.9998 0.0137 0.9955 0.0086 -0.0043 0 0.9661 0.0074 -0.0337 0 1.0000
-8 0.25 4 0.0050 5×70 0.9999 0.0687 0.9500 0.0568 -0.0500 466 0.9232 0.0483 -0.0767 466 1.0000
-8 0.25 4 0.0100 5×70 1.0035 0.1379 0.8508 0.0906 -0.1527 859 0.8257 0.0840 -0.1778 859 0.9835
-8 0.25 8 0.0001 5×106 1.0000 0.0017 0.9987 0.0014 -0.0013 0 0.9625 0.0030 -0.0374 0 1.0000
-8 0.25 8 0.0005 5×106 1.0001 0.0088 0.9881 0.0083 -0.0121 278 0.9508 0.0071 -0.0493 278 1.0000
-8 0.25 8 0.0010 5×106 0.9994 0.0172 0.9534 0.0368 -0.0460 749 0.9176 0.0339 -0.0818 749 1.0000
-8 0.25 8 0.0050 5×106 1.0001 0.0872 ** ** ** 1000 ** ** ** 1000 **
-8 0.25 8 0.0100 5×106 1.0038 0.1769 ** ** ** 1000 ** ** ** 1000 **
-8 0.50 1 0.0001 7×59 1.0000 0.0015 0.9998 0.0007 -0.0001 0 0.9997 0.0007 -0.0003 0 0.9986
-8 0.50 1 0.0005 7×59 1.0001 0.0074 0.9993 0.0033 -0.0009 0 0.9983 0.0028 -0.0018 0 1.0000
-8 0.50 1 0.0010 7×59 1.0004 0.0156 0.9987 0.0068 -0.0017 0 0.9976 0.0056 -0.0028 0 0.9999
-8 0.50 1 0.0050 7×59 1.0033 0.0791 0.9919 0.0311 -0.0115 0 0.9891 0.0258 -0.0142 0 0.9714
-8 0.50 1 0.0100 7×59 1.0032 0.1564 0.9875 0.0578 -0.0157 0 0.9789 0.0497 -0.0244 0 0.9996
-8 0.50 2 0.0001 7×68 1.0000 0.0016 0.9998 0.0009 -0.0002 0 0.9987 0.0008 -0.0013 0 1.0000
-8 0.50 2 0.0005 7×68 1.0002 0.0084 0.9989 0.0043 -0.0013 0 0.9973 0.0035 -0.0029 0 1.0000
-8 0.50 2 0.0010 7×68 1.0007 0.0161 0.9977 0.0083 -0.0030 0 0.9951 0.0069 -0.0056 0 1.0000
-8 0.50 2 0.0050 7×68 1.0031 0.0857 0.9860 0.0401 -0.0170 0 0.9297 0.0487 -0.0734 0 1.0000
-8 0.50 2 0.0100 7×68 0.9910 0.1729 0.9602 0.0731 -0.0309 39 0.8669 0.0675 -0.1241 39 1.0000
-8 0.50 4 0.0001 7×86 1.0001 0.0019 0.9996 0.0012 -0.0005 0 0.9973 0.0010 -0.0027 0 1.0000
-8 0.50 4 0.0005 7×86 0.9997 0.0096 0.9970 0.0058 -0.0028 0 0.9687 0.0347 -0.0310 0 1.0000
-8 0.50 4 0.0010 7×86 0.9996 0.0194 0.9928 0.0113 -0.0068 4 0.8960 0.0477 -0.1036 4 1.0000
-8 0.50 4 0.0050 7×86 1.0054 0.0954 0.8957 0.0788 -0.1097 701 0.7220 0.0626 -0.2834 701 1.0000
-8 0.50 4 0.0100 7×86 0.9903 0.1973 0.7906 0.1039 -0.1997 943 0.6433 0.0774 -0.3470 943 1.0000
-8 0.50 8 0.0001 7×122 1.0001 0.0024 0.9980 0.0018 -0.0021 0 0.9329 0.0525 -0.0672 0 1.0000
-8 0.50 8 0.0005 7×122 1.0007 0.0121 0.9797 0.0161 -0.0209 481 0.7422 0.0258 -0.2585 481 1.0000
-8 0.50 8 0.0010 7×122 1.0001 0.0238 0.9121 0.0581 -0.0880 923 0.6821 0.0458 -0.3180 923 1.0000
-8 0.50 8 0.0050 7×122 1.0085 0.1159 ** ** ** 1000 ** ** ** 1000 **
-8 0.50 8 0.0100 7×122 0.9940 0.2444 ** ** ** 1000 ** ** ** 1000 **
-8 1.00 1 0.0001 11×91 1.0000 0.0025 0.9998 0.0009 -0.0002 0 0.9995 0.0008 -0.0005 0 1.0000
-8 1.00 1 0.0005 11×91 0.9999 0.0129 0.9985 0.0044 -0.0014 0 0.9972 0.0041 -0.0027 0 1.0000
-8 1.00 1 0.0010 11×91 0.9995 0.0262 0.9968 0.0084 -0.0027 0 0.9944 0.0076 -0.0051 0 1.0000
-8 1.00 1 0.0050 11×91 0.9986 0.1287 0.9840 0.0369 -0.0146 0 0.9760 0.0326 -0.0226 0 1.0000
-8 1.00 1 0.0100 11×91 0.9990 0.2589 0.9631 0.0696 -0.0359 0 0.9470 0.0603 -0.0520 1 1.0000
-8 1.00 2 0.0001 11×100 0.9999 0.0026 0.9996 0.0011 -0.0003 0 0.9987 0.0013 -0.0012 0 1.0000
-8 1.00 2 0.0005 11×100 1.0005 0.0138 0.9976 0.0052 -0.0029 0 0.9924 0.0046 -0.0081 0 1.0000
-8 1.00 2 0.0010 11×100 0.9996 0.0271 0.9940 0.0102 -0.0057 0 0.9836 0.0124 -0.0160 0 1.0000
-8 1.00 2 0.0050 11×100 0.9985 0.1405 0.9599 0.0442 -0.0385 14 0.9080 0.0405 -0.0905 238 1.0000
-8 1.00 2 0.0100 11×100 0.9985 0.2718 0.8924 0.0936 -0.1061 241 0.8139 0.0695 -0.1846 721 1.0000
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Table 1 – continued from previous page
Peak Peak Noise Array Signal Signal WS WS WS WS 2-Step 2-Step 2-Step 2-Step Signif.
Skew σx σy σn Size Mean Stdv Mean Stdv Error Failed Mean Stdv Error Failed (1 − p)
-8 1.00 4 0.0001 11×118 1.0000 0.0030 0.9990 0.0015 -0.0011 0 0.9904 0.0043 -0.0096 0 1.0000
-8 1.00 4 0.0005 11×118 1.0002 0.0150 0.9929 0.0073 -0.0072 1 0.9353 0.0189 -0.0649 67 1.0000
-8 1.00 4 0.0010 11×118 0.9982 0.0303 0.9810 0.0146 -0.0172 104 0.9002 0.0192 -0.0981 584 1.0000
-8 1.00 4 0.0050 11×118 0.9982 0.1470 0.7908 0.0908 -0.2074 925 ** ** ** 1000 **
-8 1.00 4 0.0100 11×118 1.0032 0.3017 0.6649 0.0784 -0.3383 987 ** ** ** 1000 **
-8 1.00 8 0.0001 11×154 1.0000 0.0035 0.9951 0.0028 -0.0049 33 0.9084 0.0176 -0.0916 310 1.0000
-8 1.00 8 0.0005 11×154 1.0000 0.0169 0.9298 0.0507 -0.0702 842 ** ** ** 1000 **
-8 1.00 8 0.0010 11×154 0.9998 0.0342 0.8158 0.0398 -0.1841 996 ** ** ** 1000 **
-8 1.00 8 0.0050 11×154 1.0018 0.1770 ** ** ** 1000 ** ** ** 1000 **
-8 1.00 8 0.0100 11×154 1.0045 0.3562 ** ** ** 1000 ** ** ** 1000 **
-8 2.00 1 0.0001 20×163 1.0000 0.0046 0.9994 0.0012 -0.0006 0 0.9990 0.0011 -0.0010 0 1.0000
-8 2.00 1 0.0005 20×163 1.0001 0.0238 0.9970 0.0055 -0.0031 0 0.9944 0.0053 -0.0057 0 1.0000
-8 2.00 1 0.0010 20×163 0.9997 0.0466 0.9939 0.0102 -0.0059 0 0.9891 0.0096 -0.0107 0 1.0000
-8 2.00 1 0.0050 20×163 1.0043 0.2405 0.9664 0.0460 -0.0379 20 0.9419 0.0438 -0.0624 21 1.0000
-8 2.00 1 0.0100 20×163 1.0197 0.4778 0.8992 0.0996 -0.1205 205 0.8526 0.0943 -0.1671 293 1.0000
-8 2.00 2 0.0001 20×172 1.0000 0.0048 0.9989 0.0015 -0.0011 0 0.9969 0.0016 -0.0032 0 1.0000
-8 2.00 2 0.0005 20×172 0.9986 0.0235 0.9940 0.0068 -0.0046 0 0.9822 0.0073 -0.0164 0 1.0000
-8 2.00 2 0.0010 20×172 0.9980 0.0509 0.9878 0.0122 -0.0102 0 0.9618 0.0150 -0.0361 0 1.0000
-8 2.00 2 0.0050 20×172 0.9998 0.2402 0.8790 0.0895 -0.1208 319 0.7736 0.0709 -0.2262 737 1.0000
-8 2.00 2 0.0100 20×172 1.0038 0.5041 0.6610 0.1434 -0.3428 785 0.6324 0.1068 -0.3714 971 0.6984
-8 2.00 4 0.0001 20×190 1.0001 0.0053 0.9973 0.0019 -0.0029 0 0.9775 0.0081 -0.0226 0 1.0000
-8 2.00 4 0.0005 20×190 1.0000 0.0264 0.9825 0.0088 -0.0175 36 0.8681 0.0297 -0.1319 489 1.0000
-8 2.00 4 0.0010 20×190 1.0014 0.0535 0.9530 0.0252 -0.0484 367 0.7667 0.0342 -0.2347 963 1.0000
-8 2.00 4 0.0050 20×190 1.0000 0.2645 0.6317 0.0658 -0.3683 997 ** ** ** 1000 **
-8 2.00 4 0.0100 20×190 0.9960 0.5387 ** ** ** 1000 ** ** ** 1000 **
-8 2.00 8 0.0001 20×226 1.0000 0.0060 0.9887 0.0043 -0.0113 179 0.8123 0.0337 -0.1877 844 1.0000
-8 2.00 8 0.0005 20×226 0.9982 0.0286 0.8199 0.0625 -0.1782 992 ** ** ** 1000 **
-8 2.00 8 0.0010 20×226 1.0013 0.0592 0.6958 0.0000 -0.3054 999 ** ** ** 1000 **
-8 2.00 8 0.0050 20×226 0.9891 0.2973 ** ** ** 1000 ** ** ** 1000 **
-8 2.00 8 0.0100 20×226 0.9883 0.5946 ** ** ** 1000 ** ** ** 1000 **
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