We present a powerful procedure for determining both the dominant dynamics of the inputoutput transfer and the corresponding most influential circuit parameters of a linear(ized) circuit. The procedure consists of several steps in which a specific (sub)problem is solved and its solution is used in the next step. We combine regression tools techniques and trade off analysis with recent techniques from Model Order Reduction.
Introduction
In nowadays circuit designs knowledge of both the dominant dynamics of the input-output transfer and the corresponding most influential circuit parameters are crucial. We present a procedure that consists of a specific sequence of several steps. In each step we use a method or algorithm known from literature, or a commercially available software tool or a circuit simulator. Part of the algorithms has been developed at NXP Semiconductors. A key ingredient is the use of the Dominant Pole Algorithm, developed as Model Order Reduction technique [7, 8] . A regression technique is used to be able to to decide for a trade-off between complexity and accuracy between approximating models. We demonstrate the approach for a specifc Low Pass Filter circuit.
Problem description
A crucial step in modern circuit design is in depth investigation of the stability and oscillatory behavior of electronic circuits. It is well-known that these items are determined by the poles of the transfer function of the (linearized) circuit model. The poles are characterized by the majority of the circuit components. For real-life circuits the poles have to be computed numerically.
Hence, the designer does not know a relationship between the computed poles and the circuit components. In this paper we describe a procedure how to find an explicit formula for the dominant poles in terms of the relevant circuit parameters.
Procedure to solve the problem
The key of our solution is that we solve the problem by a unique combination of dedicated steps which solve a few underlaying subproblems. The overall problem is solved by applying the appropriate tools and methods in the specific order as indicated in the flow depicted below. More details of the flow are given in Section 5. Firstly, we notice that a circuit simulator package is needed that can perform all kind of classic circuit analyses and that includes the so-called 'Dominant Pole Algorithm' (DPA) [7, 8] . The benefit of this DPA algorithm is that it computes only the 'dominant' poles (instead of all). Secondly, a software tool is needed that can generate mathematical regression (or symbolic) models given a set of input data. These tools mostly use a so-called genetic algorithm [3, 4, 5, 11] .
Flow chart of the overall procedure
Given: A circuit design with the set P of all circuit parameters and a circuit simulator including the Dominant Pole Algorithm.
Step 1: Select a subset {P 1 , P 2 , . . . , P k } of most influential parameters out of P.
Step 2: Set up a Design of Experiments (DOE, [6] ) for {P 1 , P 2 , . . . , P k } Design of Experiments that defines n specific simulation runs with settings p
Step 3: Run the circuit simulations according to the DOE-table to compute the dominant poles and amplitudes, using the Dominant Pole Algorithm Set of dominant poles {λ
Step 4: Use the Symbolic Regression tool to generate several mathematical models F i, j for each λ i and A i .
Tables with mathematical models F i, j for each λ i and A i , including a complexity and error measure for each F i, j .
Step 5: Choose the 'best' or 'most appropriate' model for each λ i and A i .
'best' models for λ i and A i :
).
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Step 6:
Decide: repeat procedure (yes/no). If No then Go to Step 7 else Go to Step 1
Step 7: Postprocessing
Step 8: Stop
Details of the individual steps
Given: Dominant Pole Algorithm [7] The dynamical behavior of a circuit can be studied via the transfer function H(s)
where λ 1 , λ 2 , . . . , λ N ∈ C denote the poles of the circuits. The key concept of the Dominant Pole Algorithm is that H(s) is written as a sum instead of a product of rational functions, i.e.,
where the sum
contains all dominant terms that (almost) fully determine the circuit dynamics and in general L N. Thus,
Hence, only these L dominant terms need to be computed and this is precisely what the DPA does. Roughly speaking, a 'dominant' term has a pole λ i with Re(λ i ) Re(λ k ), k i, and an amplitude A i with
Step 1: Selection Select a subset {P 1 , P 2 , . . . , P k } of k (say 5 ≤ k ≤ 60) circuit parameters being the most influential to the dominant poles. ) . This can cause severe problems when generating models using the Symbolic Regression tool. To avoid this, scaled variations (in %) of the nominal circuit parameter should be used in the Design of Experiment.
Step 2 Given the subset {P 1 , P 2 , . . . , P k }, construct a Design Of Experiments (DOE) as indicated in [1, 2] . Such a DOE has the following important characteristics:
• requires a relatively small number n of simulation runs
• ensures good (but not necessarily optimal) space filling
• is an (almost) orthogonal design • can handle up to 67 parameters (see [1, 2] , being far better than elsewhere)
Step 3 Let λ 1 , λ 2 , . . . , λ m , (m ≤ n) be the dominant poles of the circuit. Carry out n circuit simulations with the parameter settings as specified by the DOE to compute the dominant poles (and their amplitudes) numerically, using DPA. Let {p
k } be the parameter settings and let λ i is an approximation of λ i . Thus, the DOE can be visualized by a table consisting of two parts, the first one specifying the parameter settings p Table 1. input parameters output parameters run Step 4 Supply the Design of Experiments to the commercial Symbolic Regression software package 'DataModeler' [4] . This tool constructs mathematical models using a genetic algorithm [5] . The main output of this tool is a list of mathematical models that (approximately) describe the dominant poles in terms of the most influential circuit parameters out of the set {P 1 , P 2 , . . . , P k }. The full output consists of
• For each pole λ i : a number of mathematical models F i, j , j = 1, . . . , n i , each being an expression for the pole as an explicit function of the most influential circuit parameters, i.e., λ i ≈ F i, j (P 1 , . . . ,P t i, j ) where {P 1 , . . . ,P t i, j } is a subset of {P 1 , P 2 , . . . , P k }. The number t i, j of circuit parameters in the j th model F i, j for λ i depends on i and on j and t i, j ≤ k. Furthermore, each parameterP l is equal to a P-parameter, sayP l = P ν l , for some index ν l with 1 ≤ ν l ≤ k. In general, the parameters in the various models F i, j can be different per model, i.e., the index ν l depends on i and j. We will explicitly indicate this by writing ν
See Table 2 for an illustrative example.
• A table showing the complexity and accuracy per model F i, j . See Table 2 below.
• A diagram which shows the so-called Pareto front of the complexity versus accuracy of the models. See Fig. 1 .
Step 5 Choose the 'best' or 'most appropriate' model for each λ i and A i by a trade-off analysis using the Pareto front diagram.
Step 6 If necessary, repeat the Steps 1-5 for another set of circuit parameters. Otherwise, go to
Step 7. Step 7 Proceed with post processing, including stability and sensitivity analysis, tuning of oscillators, parameter optimization and robust design.
Remark Let F i, j * denote the 'best' or 'most appropriate' model out of all F i, j . Analogously, G i, j * * for A i . For notational simplicity, we will writeF i ,Ĝ i for F i, j * , G i, j * * , i.e., we have
Consequently, (recall (3)) the transfer function H(s) can be expressed as follows:
In words, the transfer function is given as an explicit mathematical expression in terms of a small number of most influential circuit parameters. Recall that in general L N, t i n and r i ≤ n. Thus, our approach is a very efficient way to compute the transfer function as an explicit mathematical function of the most influential circuit parameters.
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Details of the output of the Symbolic Regression Tool
The main part of the output of the Symbolic Regression Tool is a table with mathematical models for the dominant poles. We give the following example in Table 2 . Suppose we have 10 influential parameters {P 1 , . . . , P k } (so, k = 10). For simplicity, we assume there is one dominant pole λ 1 and 3 models for λ 1 (so, n 1 = 3).
Remarks
• The complexity is a measure for how complicated the generated model is, see [4, 11] . The larger the number is, the more complex the model is. See column Compl. in Table 2 .
• The quality of the symbolic models F i, j can be measured by the Fitness metric 1 − R 2 (R 2 is the coefficient of multiple determination). We have [6]
where y (s) = y (s) (χ), (s = 1, . . . , n) are the numerical values of the output variable χ as obtained in run s of the DOE (the output variable χ is λ i or A i as used in Table 1 ). These values are input for the symbolic regression tool.ȳ is the mean of y (s) .ŷ (s) is the value of the function F i, j evaluated with the parameter settings of run s. y (s) depends on i, but not on j, whereasŷ (s) depends on both i and j.
Application to a fourth order Low Pass Filter

Introduction to Circuit and Transfer Function
Consider a circuit consisting of two Low Pass Filters [9] , as shown in Figure 2 . The nominal values of the components are given in Table 3 . The transfer functions of the subcircuits are given by
The transfer function of the whole circuit is then given by H(s) = H 1 (s)H 2 (s). The largest pole λ 1 corresponding to (8) is given by
Components and Modeling Parameters
Due to the orders of difference in the ranges of the nominal values for R i and C j (recall detailed description of Step 1 above) we cannot use the components themselves as the modeling parameters. Therefore, we start with introducing normalized resistor J i = R i /R k , and capacitor I j = C j /C q values and relaxation times τ i = R i C i /(R k C q ), where R k and C q are the reference components. Next, consider variations to the components R i and C j , i.e., let R i = R 0i (1 + ∆R i ) (i = 1, . . . , 6) and C j = C 0 j (1 + ∆C j ) ( j = 1, 2, 3). Then we have
Write each parameter P in (11) in the form P 0i (1 + ∆P i ). We easily find
When taking R 4 and C 1 as reference components (implying ∆R 4 = 0 and ∆C 1 = 0) and choosing ∆τ 4 , ∆I 2 , ∆I 3 , ∆J 1 , ∆J 2 , ∆J 5 , ∆J 6 as modeling parameters, we have the following relationship between modeling parameters and variations:
We choose 5 levels of variation ∆P i for the modeling parameters P i (where P = R, C or τ), i.e., ∆P i ∈ {−α, −α/2, 0, α/2, α}. In the example below we will use α = 0.2 (or 20%).
Symbolic Regression Setups
The creation of analytic models for λ 1 is done using the symbolic regression tool [4] . For simplicity, we choose the tool settings such that only simple arithmetic operators (+,-,* and /) are used and only polynomial models for λ 1 are created. Since we have 7 modeling parameters, each with 5 levels, we need in theory 5 7 = 78125 simulation runs. However, we can apply the specific design O 
1 , λ
1 , and for the Taylor expansion λ Model λ 1 (1) is a simple linear model that fulfills 1 − R 2 < 10 −1 . The models λ 1 (2) and λ 1 (3) have additional second order terms to improve the model Fitness.
Just for comparison reasons, we also determine the Taylor series of λ 1 using the nominal values in Table 3 , and leave out all terms of order ∆ 3 and higher. We find 
We can compare the models λ T 1 and λ 1 (i) by looking at their coefficients in Table 5 . The Table  also gives the relative deviation of the coeeficients of the constant and the linear terms when compared to the corresponding one for λ T 1 . Figure 3 shows a comparison between the models. Table 6 : Validation test data for the chosen models for pole λ 1 , when α = 0.2.
The next step is to validate the chosen models using a different data set than in Table 4 . The validation test data are shown in Table 6 . In this way, we can check how well the chosen models represent the operating region for this case. Using formula (7) we can compute the Fitness of each model based on the design test data (Table 4 ) and the validation test data (Table 6 ), respectively: λ 1 (1) : 1.7 * 10 −2 vs 4.6 * 10 −2 ; λ 1 (2) : 1.3 * 10 −2 vs 2.3 * 10 −2 ; λ 1 (3) : 0.9 * 10 −2 vs 1.4 * 10 −2 . Note that model λ 1
(1) has comparable Fitness as λ 1 (2) and λ 1 (3) . Clearly, the the second order terms in λ 1 (2) and λ 1 (3) do not significantly improve the Fitness. When balancing between the fitness and complexity, we judge model λ 1
(1) to be favorite.
Conclusions
In this paper we presented a powerful and general procedure for explicit modeling the dominant characteristics of the transfer function of an electric circuit in terms of the most influential circuit parameters. The procedure consists of several steps including setting-up a special Design of Experiment, circuit simulations, computing the dominant circuit poles, and generating mathematical models using symbolic regression techniques. The procedure was applied to a Low Pass Filter circuit. Our first numerical experiments indicate that the procedure gives promising results. Further research on more complicated circuits has still to be carried out. This will include comparison to outcomes by state-of-the-art software like Analog Insydes [3] (symbolic circuit simulator) and the SUMO Matlab toolbox [10] (behavioural modeler).
