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ДИСКРЕТИЗАЦИЯ АБСТРАКТНОГО ГИПЕРБОЛИЧЕСКОГО УРАВНЕНИЯ 
С. Пискарев 
Тартуский государственный университет 
В данной работе рассмотрена общая теория аппроксимации 
для дифференциального уравнения второго порядка в банаховом 
пространстве. Несколько отступая от традиционных методов 
теории разностных схем, исследование аппроксимации уравнения 
гиперболического типа сводится к изучению 
аппроксимации ко­
синус и синуофункций. Как показано в [_ 14-16, 23] в случае 
корректно поставленной задачи для дифференциального уравне­
ния второго порядка косинус-функция играет ту же роль, что и 
С
с
-гп0лугруппа е*А для задачи Коши u/(t)= Au-C-Ь), ui(c)-ис. Сле­
дуя взглядам работы [в], § 2 посвящен полудискретной аппрок­
симации (здесь доказана теорема, аналогичная теореме Тротте-
ра—Като для полугрупп), когда уравнения рассматриваются в 
разных пространствах;а § 3, 4 - полной дискретзаци задачи. 
Используя введенный в § 3 дискретный косинус, удалось поду­
чить оценки скорости сходимости, не предполагая дополни­
тельной гладкости решения по времени. Устанавливаются усло­
вия устойчивости методов. 
Пусть Ь и Eh. - банаховы пространства.Всщцу далее мы 
предполагаем, что заданы линейные непрерывные отображения 
рк : Е -*• Е 
к 
. причем 
Ир**!—HI *11 , **Е. 
На простяжении всей работы используется терминология и поня­
тия дискретной сходимости (S3-сходимость); подробные сведе­
ния о ней имеются в [l-2, 2'/]. Через <)£(Е) обозначается мно­
жество непрерывных линейных отображений из Е в Е . Положим 
также R+- [о, °о) и К А) = (л - резольвента оператора А . 
§ 1. Косинус и синус-функции 
В банаховом пространстве Е рассмотрим задачу Коши 
7PLU(-t) = Au.(t), u(o)=u° ufCo) = u\ (1) 
где А - замкнутый линейный оператор в Е с непустым резоль­
вентным множеством  ^(А ) ф $. Решением задачи (1) называют 
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дважды непрерывно дифференцируемую функцию u(i) такую, что 
a(-fr)fc<®(A)y"fc€[o,Tj и выполняется (1). 
Говорят, что задача Коши (1) равномерно-корректно по­
ставлена, если 
i° Найдется плотное подмножество <2)СЕ такое, что для лю­
бых а'иЧЯ) существует решение и. Gfc) задачи (1) со свой -
ством 
U,W(o) - Ямт, tctK)(4r) = LCk , K=0,i 
i-*0+ 
2° В случае и?—*О и иЛ-»0 имеем и.(.-Ь)—* 0 равномерно 
по tetp/Г]. 
Также как с решением корректной задачи Коши для уравне­
ния первого порядка связано семейство полугрупп операторов 
(экспоненциальная оператор-функция), с решением задачи (1) 
мояно связать косинус-функцию (косинус оператор-функцию). 
Однопараметрическое семейство C(fc)> t 6 R линейных ог­
раниченных отображений C(fc) •' Е —» Е называется косинус-
функцией, если 
4° CM)4--C(fc-ft) = *C(-fc)C(i) (2) 
2° С (о) = I (единичный оператор) > 
3° С Gt)x сильно непрерывна по -fc € R для любого Е . 
Следуя [24-25, 1 5] мы ассоциируем с косинус-функцией си­
нус-функцию по формуле i 
S&)- I , ie R. (3) 
о 
Инфинитезимальный оператор (производящий оператор, генера­
тор) косинус-функции определяется как 
A-3ptc(°) (4) 
Известно, что А - замкнутый оператор с областью определения 
«ž)(A)={*tE : СС"Ь) * дважды непрерывно дифференцируема 
по t€Rj. Как показано в [-14-15, 23J задача Коши (1) равно­
мерно-корректна тогда и только тогда, когда А является ин-
финитезимальным оператором косинус-функции. Определим также 
множество 
,2)4 = |убБ •' C(t)x непрерывно дифференцируема not}. 
Решение равномерно-корректной задачи (1) при U.0 6 2(A) и 
дается по формуле (ЛGfc) = C(fc)u.° + S(fc) U.*• Если 
a°^ S(A) или и1 # 2>1 , то выражение C(fc)u.°-h £(fc)u.1 
будем называть обобщение решением., задаче (1). 
Укажем некоторые необходюше в -дальнейшем свойства косш-
нус-функцнн. 
Предложение \ (см. [5, 23 , 25]). Цусть CCt) - косинус-
функция и S("fc) - ассоцжнрованная с ней синус-функция, тогда 
!(COt)ii — -fceR, (5) 
sO+£) + S(*-H) = SL S(t)C(i); (6) 
если X 6 2)(A), то CCt)x € 2>(A) и. 
C//(t)x = ACCi)x = C(t)A* > t€R; (?) 
(8) 
>R(x2;A)y = $e"AtCtfcW* ,*eE> ^ x>t^ / <9) 
oa о 
 A)x= $ <Txi , xeE, £СА>аэ; (Ю) 
о 
Наконец, укажем аналогичный теореме Хшле—Иосжды—Филлжпса-
Миядеры результат, полученный в работах Сова [23], Да Прато 
н Дяусти [14] и Фатторинн [1 б]. 
Теорема 1. Замкнутый, плотно определенный оператор А в 
Е является ннфннитезимальным генератором косинус-функции 
C(-t)) i £ R тогда и только тогда, когда резольвента 
Я (Xz/ А) существует при Х> со и 
II -^ (>^ >1;А))||^  ... (Л) 
Замечание 1 . Как показано в [15, 16, 21] из (11) следует, 
что оператор А генерирует аналитическую полугруппу е . 
В тоже время, как видно из примеров [18, 21}, обратное ут­
верждение не верно. 
§ 2. Подудискретная аппроксимация 
Рассмотрим в банаховых пространствах Е*. задачи Коши 
-A— lU(i) = ; Lu(o)= и.* , u^(o)= ui , (12) 
где операторы А
к 
аналогичны по свойствам оператору А , а 
именно, А к. - операторы, генерирующие косинус-функции. 
Определение 1 . Говорят, что C*(i)—» C£fc) равномер­
но на Чг € L°/T ] , если 
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tn** , II G. (-t-K-]>„<:(>)* jj—»o 
beL°,Tj J 
как только xh —•» X. 
Введен следующие условия: 
(A) Существует число си такое, что 
Ал)—» 31 (*;А) при £е л > и>; 
(B) Существуют константы АЛ и со такие, что 
II С*Ci) II ^  ЛЛ е"* , -fc е Й+ / 
(C) Для любого конечного Т > о имеем 
СкШ -> С Ci) равномерно на t е [о,ТJ, 
(А') Существует X6 Л ^ (An)П ^  (А) такое, что 
3Ž С?4/ Ah)- ^ 91 С*-/ А) / 
(В') Существуют константы М и w такие, что 
(х(й(л?>'А«)) || Z , >>£U т-о/,.-.; йз) 
(С') Дня любого конечного Т » О имеем 
Sh(t)—» $ Gt) равномерно по ic [о,Т] , 
Замечание 2. Условия (В) и (В7) эквивалентны. 
Действительно, импликация (ß) —>(ßz) следует из соот­
ношений 
II (>* *•') I = 1 £.] 1=|||еЧ«"й0)Л| 
< uTp-^^Ji - Jin' /-J—— + _J ) 
Для доказательства обратного утверждения воспользуемся форму­
лой обращения Ужддера—Поста (см. [4 2], стр. 241). А именно, 
пусть оо 
F (^)М = $ ,вих>и/ 
где о» - тип оператор-функции , тогда 
(ir) F({r(T)s-fW (Ш 
равномерно на каадом компакте it|ХД], 0<ST<T, учитывая 
(9), и воспользовавшись выражением (44), находим 
(fГ1 И^ ;Ак))|>=^  (is) 
равномерно по компакту Т ] . Записав (hv/-fc )m*1 -
= (\-ыЬ/т.) (ht/t - оз)"-1*', мы можем правую часть в (15) 
переписать в виде 
м ~  & h - 4 ? "  ,  |А->оо пг- > 
ГДе 
, . 
х
тн j)1»- • 
CO -_С"Уь-ц) 4_ (> ») 
J4m> FCT * 'л*W-t' 
Из оценок (11) следует, что Ф,
Л/»д ограничена компакте 
[S)Tj. В силу равномерной сходимости (l- u>t/m.) ** *-* е.^  
на L^T] устанавливаем теперь, что Ц С* (j:) |[ 4 М при it 
€ L^T]. Распространение последней оценки на |_о/Т j легко 
получить, положив в уравнении Даламбера (2) L—»-fc, где i £ 
£ [5";Т] и t+lt € [S> Т1 Доказательство справедливости ут­
верждения (В) можно завершить, например, так. Пусть М и v 
такие константы, что 
|( GX-HIUjU ew* и IЛ Си (о || е'"+ е'2" f при feto, 41. 
Предположим, что (В) имеет место срв г £ £, тогда 
i|a&tOII4illc.W«[c.(<)ll+l|c.ttH)l|Ä 
* Л(ЦяМ1 Де^ + леывг',} < vU-e^  *и • 
Итак, оценка в утверждении (В) справедлива при i fr R + • Сле­
дующий результат аналогичен теореме Троттера—Като для полу­
групп 
операторов. 
Теорема (ABC). Условия (А) и (В) эквивалентны условию (С). 
Доказательство.. Справедливость импликации (С)=>(А)
у
(В) 
устанавливается с учетом выражения типа (9) и теоремы Лебега 
о мажорантной сходимости. Для доказательства обратного утвер­
ждения 
воспользуемся представлением (V> м) ju>ioo . ' 
Cti)x=^r S е ^^-AxiA + Ix Мб) 
/А,-1 09 
справедливым, когда X £ 2->(А). Используя эквивалентность ут­
верждений (В) и (В'), а также выражения типа (9), находим, 
что %(*г;Ап)—» R(xl; А) для каждого > из контура инте­
грирования в (16). Условие (А) позволяет для люоого х (• Я)(А) 
выбрать х„ € 2)(Ah) со свойством —»X и А*х„—#Дх, по­
этому С*(±)х*—> CGU* для люоого t ё [о,Т] , где Т > о -
произвольное фиксированное число. Пусть теперь наддутся та­
кие Xfe Е и последовательности {t-Лс [у,Т] Дул1, En , 
что Хп ? X, но К cn(t J хп - рп С (i»1 х jj > £ > оу п^ ^. (17) 
К противоречию с «7) приходи» из следующей цепочки нера­
венств 
|c.(-U*,-jh.C(K)x II4- ЦС,(1.)(а-^") ||+||С,С-ЮЧ«- |1+ 
+|a(Uj»-(b.c(^ I+||jv(eW-eft.)^ i+lif.(ctt.^ Wx)ll/«) 
где tjeib(A) f {jj*}/ 4h£&(An) со свойством uk—^  и А»^ г» 
—» 7Uf , а -tu—»to. Выбрав величину |[^ -хII достаточно 
малой, получим, начиная с некоторого К , что правая часть в 
(18) меньше £ . Теорема доказана. 
Теорема ABC в случае Е = Е
к 
и |>«- I другими методами 
доказана в [19, 2о]. 
Замечание 3. Условие (А) в теореме ABC можно заменить на 
(А'). Действительно, представление (9) позволяет установить 
ограниченность £(\г;Ап) при А , изменяющемся по контуру 
интегрирования в (16). Условие (А) теперь следует из соотно­
шений %(>z;An)|H,X - ^£/л2; А) X = ЯСл2; А - А * j>n]$fo- А)х= 
= А)(|м - Ап^п)+* (*} Л
п
)(А^ь-Ак|»,^ ), 
где £|h £ En - элементы из условия согласованности tjK—-
Замечание 4. При выполнении условия (В) условие (А) мож­
но заменить на условие согласованности: для любого х & £)(А) 
существуют Х„ е 2>(Ак) такие, что Хн—»X и А«**—»Ах (Ср. 
[19], теорема 2.) 
Замечание 5. Очевидно, что из (С) вытекает равномерная 
СХОДИМОСТЬ S^Gr) * S Ot) , + ^ tPzTj . 
В силу теоремы ABC из условий (А) и (В) следует, что об­
ойденные решения задачи (12) будут сходится к обобщенно^  ре­
шению задачи (4), если ц.£ —* ц.' и Uj—> иЛ Для получения 
оценок сходимости предположим гладкость начальных условий. 
Для элементов хе-2>(А) и Хп&ЯСА») определим величи­
ны 
е1(Г;^ ,у
в/х) - /><*|) ЦяСт;2; А*)А..х» -jihS^ AlAyfl 1^ 1,(19) 
е:(Г,х.,х) - И«(^ ;А«)АьХ,-J4^ ',A)AX К, (2°> 
где Г- : *5 =/*--*'*/ -»*»* V<oo,y*><«jn с с ^   ^
- с -
Предложение 2. Цусть выполнены условия (А) и (В). Пусть 
для х е j0('A ) и х„ G JD( А») выполняется Л,—»X и 
АъХь —?Ах, тогда е»(Г)Х
л
,х)-*о,еь(Г;*.;х*,х)-*о при 
любом о<чС-<4, 
Доказательство проведен от противного. Цусть 
в£(Г;е()Х
п
,Х)} £>о при некотором Л . Тогда из опре­
деления (49) следует, что найдется такая последовательность 
{$*3,что 
К $ ( 3 ^ / А > . )Ау, Хи г > о  . (21) 
Предположим, что тогда для получения противоречия 
воспользуемся неравенством 
(|$(^ 'А»)А*х*-|)Л(^ ;А )A*lUR«(&A»)A»*.,-*(^ AOj>.Axll 
+||«^ Ап)|ыАХ-$^ /А»)^ АХ ||+l|5l(^ A»)|h.Ax-j»,$(5l;A)Ax II > 
+ II |ь (fc(^ ;A)Ax -%(^ ;А)А^ || 
и для второго и четвертого члена справа тождеством Гильбер­
та. Цусть теперь —» oo, в этом случае, используя оценку 
типа (9), приходим к противоречию с (21). Первое утверждение 
доказывается аналогично. Предложение доказано. 
Обозначим 
— , 
= #<-j>Äu"|l+-bllui-j>.a,l|4- С,е" et (Г;Л;и£У )+сге: е£(Г) ui,и1) 
Теорема 2. Цусть 2(A) и е£{Ак). Тогда 
для разности точных решений задач (4) и (12) справедливы 
следующие оценки: 
[Iiu(.£)-j>»u6r) I ^ £к, (22) 
Доказательство. Используя для (40) формулу обращения, 
находим аналогично (16), что 
SOH* - ~~гг \ Ч^(>г;А)хА = 
y.-iCO 
М*>°° : * U-H-У) , . 
»sr S + 
при X е- S(A). Последний интеграл легко вычисляется и равен 
ilзс.Учитывая последнее выражение, а также (16), получим 
j>rUtt)= -|>«и°+-Ь(иЛ-fs.lv) 4-
I * A^*gfo*JA.ui-b.gfoAlAu' ^  
•hri, J X * 
^L-iO0 
4- -L-^J *ex"t( /u)A»ul - jUttö A)Au4) t£>. 
°2*1 /t-ioo 
Отсвда легко установить оценку (22). Теорема доказана. 
§ 3. Дискретная косинус и синус-функция 
и полная дискретизация задачи 
А. Решение задач (12) можно проводить, дискретизируя 
временную переменную, в этом случае говорят о полной дискре­
тизации задачи (1). 
Определение 2. Множество ограниченных операторов 
{К (*-)Jw- в пространстве Е называют дискретной косинус-
функцией, если выполняются следующие условия 
К(>»ч-п)+ £H(m)W(k)^ k(o)=I , hW-^V • . (2.3) 
Оператор W(l) назовем ведущим оператором дискретной коси­
нус-функции. 
Как и в случае дискретных полугрупп (см. [б], стр. 
629) с величиной К (4) мы связываем шаг по времени т ; пи­
шем Н(А )= £(т) и Н(т)~ !§(мт). Примером дискретный ко­
синус-функции является сужение косинус-функции на сетку (кг] 
Замечание 7. Цусть задан произвольный ограниченный опе­
ратор И = %(
х
) в Е . Вычислим ß(h.r) по рекуррентному 
соотношению 
$((п+0т)-£ ё(пх)6(г)- %((»-От), (24) 
Оказывается, что тогда { £(ь.т)/ - дискретная косинус-функ­
ция. ... 
Определение 3. Оператор 
(25) 
называется производящим оператором (генератором) дискретной 
косинус-функции. 
Соотношение (25) позволяет по оператору ОС строить ве­
дущий оператор Ig(-c)- дискретной косинус-функ-
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цни, а следовательно и дискретную косинус-функцию. 
Можно рассматривать целое семейство днскретных косинус-
функций {Екбан)], Bh(kxh): —>£,. с шагами по времени 
г>,—t о и производящими операторами 0С
к
, Для удобства опре­
делим )§*.fr) = &
п
([+/ть]т
л
), t - любое вещественное число, 
Ц] - целая часть числа -к . 
Определение 4. Говорят, что последовательность {j 
аппроксимирует косинус-функцию С Ci) в точке /о , если 
СОЬ) (26) 
для любой последовательности целых чисел со свойством 
ктк—*4*. Если (26) имеет место для любого -te[?,т!, то бу­
дем говорить, что В*(-6) аппроксимирует С fr) на отрезке 
hr]. 
Лемма \ . Если {$„(£)] аппроксимирует С  f r )  на каком-
либо отрезке [о, Т], то {Qr)J аппрокимирует С fr) и на 
С- 
00 / 00 ); пишем (&)—* С&-). 
Доказательство. Для произвольного & 6 [о,Т] имеем 
С(т), g„(T-t)->C(T-t), 8ь{1)-*Ш, по­
тому в силу соотношений (2) и (23) получим )Sh(TH)—* 
-» С(Тfi), Тем самым сходимость доказана на [о,2Т] и т.д. 
Лемма доказана. 
Лемма 2. Пусть 8hfr)—* С fr), тогда 
II (27) 
Доказательство. Во-первых, из условия леммы следует, что 
ii &.(*•) £ Lo, Л . Действительно, пусть || &,(!„)Х„|Н «*> 
при ||v„Hr К / 6 [о, А ] , Тогда на сходящихся последователь­
ностях -tn—и и
н 
- Xn/i>Sn(irn)/n 11-^ 0 имеем 
—> С(4»)6 = 6. 
в противоречии с | ЁьСЫу» |( = /1, Во-вторых, пусть со такое 
число, что ^  || $
К
1*)^ ё~и>+ JLe~iwž Н. Тогда 
II £|| Ii|(^ )|| + II iU+-<)|| ^  
Утверждение леммы для Ь>,0 теперь следует но индукции; для 
-fcCO следует из равенства 6* (-"к). Лемма доказана. 
Лемма 3. Для того, чтобы (-fr)—* C(t) неооходимо, что-
-  11 -
бы 8» (t)—*С (jt) равномерно на любом конечном отрезке 
[о,Т] и достаточно, чтобы это имело место для какого-нибудь 
отрезка 
Доказательство. Необходимость доказывается от противно­
го с помощью неравенства 
I & (ьк- J ИШ«. f сМ f lj,, (с(ы •- с(ы)х II. 
Достаточность установливается с использованием леммы 4 . Лем­
ма доказана. 
Ввиду (6) заданной дискретной косинус-функции { R(vn)} 
естественно сопоставить дискретную синус-функцию по формуле 
S(»n-Hv)+ S(w-n) = ÄS(rvv)K(h.),, S(p) = 0, (28) 
Оператор SÕ) назовем ведущим оператором дискретной си-
нус-функции. Как и выше будем писать S(4)= ¥(г) и S(m) -
«У (**т), 
Замечание 8. Пусть задана дискретная косинус-функция 
{£(/**)]• Взяв ведущий оператор У (г) произвольным, вычислим 
r)j по рекуррентному соотношению 
jUffinrJ&fr-)-<y{fa-ijr), У(о)=(?. (29) 
Можно доказать, что построенное множество операторов {^ f(nvr)] 
удовлетворяет, соотношению (28), т.е. является дискретной 
синус-функцией. В этом случае будем говорить, что дискретная 
синус-функция 
{^(ги.т)} ассоцирована с дискретной косинуо-
функцией {g(*ix)J. 
Замечание 9. В формулировки лемм \ - 3 можно добавить со­
ответствующее утверждения о сходимости и ограниченности, 
дискретных синус-функции. 
Решение рекуррентного соотношения (24), соответственно 
(29), имеет вид (см. [1 3], стр. 37) 
8(кг)= «Г žVTz-yv- (30) 
<f(кг)- f гУ(т)'+у Vtt.)*, oi) 
где ЪГ(т)= , Vfr)* а 
коэффициенты oi/Л,^  и » выбираются из условий <**-(* -1, f + 
+ >1=0, «uTcbp Vfc) = gfr), Г iJTr) у- ? lTfr)= У (г). Учи­
тывая определение производящего оператора дискретной косинус-
функции, находим 
&(tcr) = "> W)/Z, (32) 
Же)(Mr)*-*&)*)/L2WT)* </*]. (33) 
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Замечание j 0. Величины i0~(r) и 1Г(т) имеют смысл, ког­
да существует оператор (ß(т)'2~-1 )>/l: В рассматриваемой далее 
ситуации, указанный оператор, как легко видеть, определен. 
Замечание \\ . В силу (8) и представления (33), если су-
ществует естественно положить У(т)=(ё{т) -/ 
= (т2-* )'/л. На протяжении следующего пункта считаем, что 
сделан именно такой выбор ведущего оператора для дискретной 
синус-функции. 
Корень (ХЛ можно, например, определить по формуле 0&= 
= L (- (X)V% гДе (- Qt)V2~ определен естественным образом, ес­
ли 01 генерирует аналитическую полугруппу. (См. замечание 1 
и [4, 6]). 
2. Понятие дискретной косинус и синус-функций тесно свя­
зано с задачей 
К*.(кА^ Гп) - 514(кГп)+ ^(кТн-Ъ.) = т£ AntL^ T».), 
ги(о)= Он° , 4Цтп)= ХЫи.1/34) 
аппроксимирующей задачу (12). В самом деле, в силу линей­
ности задачи (34), ее решение дается формулой 
1ЦкТч)= &v(kt»)IC+ X(KTh)U.k , K = 0,±V--
До конца параграфа предполагаем, что спектры операторов 
А и Ак лежат в левой полуплоскости, так что в (11) можно 
считать со < 0, Более того, будем предполагать, что Е- и Еи, 
- гильбертовы пространства, а операторы -А и -А*, самосоп­
ряженные положительно определенные. Считаем также, что А
к 
ограниченный оператор при каждом h, . Для удобства записи 
введем обозначения 
i +• vi*/!+ Щ > > ) - ^  
Жп(т») = Gi6r«)+•< )^ ; 7tH(rh) = (X(xn)-(c»(xni-1 )Vi. 
Теорема 3. Цусть || т£ А*.1| 4^  < 4 # тогда для дискретной 
синус-функции и косинус-функции с генератором А
к 
имеют мес­
то оценки: 
II 1дк(кгь), II У
А
(кт*)||4 4/lwl^. (35) 
Доказательство использует хорошо известный факт о сов­
падении нормы и спектрального радиуса для самосопряженного 
оператора (см. (32), (33)) 
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|6к(ктн)|| = mw j- I и(т
п> )К+ Ufa1, 
л 6 o(An) 
I Х(кгп)|| = rno  ^  ^дкг  ^I %:*>*)*- ^ ьЛ) I 
и условие d'(An)c (-oo,u>), Теорема доказана. 
Дянннй результат устанавливает устойчивость метода (34). 
Напомним, что в случае ограниченного оператора А к., косинус 
и синус-функции задаются по формулам 
с?о 
п 
. , оо 
Cn(i)= x-t2"а£/&«)!. H t Al/ö**«)!.(36) 
Предложение 3. Цусть выполнено условие устойчивости 
|таАк||^ Ц , 
причем ill е 2) (At), Uh €• Я (An) , тогда 
| | ( С к Ы -  g k ( T n ) ) u h 6  h  C i V  I I A k ^ H  ,  ( 3 7 ) .  
II (5кЫ-£Ы)ин II 4 СгГн3 II AnUi II, 
Если же начальное условие & £|(Ан3/а ) , то 
ll(ChW- &(x«))u£ К Ž СТн j! Ah^ U* II. (38) 
Доказательство. Утверждения (37) доказываются с ис­
пользованием (36), а именно 
11(СгЫ-6кЫ)^|| =||(Ет^Ап/(2к;!-1-"#к| ŽC.TZIIA^UUI, 
IKsnW-X(in))ui||=>r^ |^^  ^-
* j Anal 14 I x(x T^jf +-)" X ('lf )| II A^U-H II4 
4 с4т£||АкаЦ. 
Предложение доказано. 
Теорема 4. Цусть выполнено условие устойчивости 
IItk Ан || £ 5*< */ , ' 
причем Uh fc &(Ап*), ui^ £(А
Л
), тогда для разности реше­
ний задач (12) и (34) справедливы оценки 
II КнЫ- и„(лъО lUcr^t-(||AnV|| 1-II An ui 10^=1^.(39) 
Доказательство. В силу того, что (',.(+) и S,,(t ),сужен-
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ные на сетку-[кг* удовлетворяют соответственно урав­
нениям (24) и (29), можно подучить следующие выражения: 
C„(kiTn) = ( Ж
Л
(тп) +'Ж*(т«) )/£ ; 
Sn(krn)=А">(К,Ы-MCufVi. (40) 
Учитывая (32) и (33), находим 
1С(кт
Л
)-а«(кт„)= j {уТ
п
(т
л
)К+ 
- t(VLbf+ UJU - itC/x{Юkf-%WV. 
Тан как Т^Цт*)- Wi.(T»f = [йГ*(т,)- Жп(тп)] И Жп(т») , 
< Ш- иоЧш-ад] t кыш*»)*'1, 
< , ( I—О 
а степени -If*,'IlT* , ^ограничены, то достаточно оце­
нить разности 
гГ
п
Ы-Ж„Ы, кы-Шт.), А?(-ж^ )"Ш), Д^ О.Ы-^ 4 
Имеем 
'№(тп)-Жп(т«)= S„(x»)+(l^n(rnf- l) - С„(Тл) -(Спбтл)2"- 4 )''i = 
= 1§кЫ- Cn(rn)+ А^.9,л(тп). 
Аналогично расписываются и другие разности. Оценки (39) сле­
дуют теперь из предложения 3. Теорема доказана. 
Замечание 1 2. Практически вычисление по рекуррентным со-
отножениям типа (24) и (29) проводится приближенно, а именно, 
например, дискретная косинус-функция {К^(ктп)} вычисляется 
по формуле 
kL (кть ьтп) = £ И^(т,к) &„(tJ - kk(k-u-Th) + % 
л к f (41) 
где tn,к - ошибка вычислений на шаге к+1 для операторов в 
пространстве Е 
п
. Решение (41) записывается в виде (см. [alj, 
стр. 60) 
K,o».)*i(«bf*r*.f) + £' T-Lx-r:'U• 
с - о  1 А »  
Преобразуя Ь\ы()/(^(гп)-г^(Ы ) = 
I I 
= 5Z ''-""(tn.) П(т„) " и, учитывая ограниченность степеней 
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Wrfc.)" И находим 
II R„(kt„) IU U И и. 
«— Ü4 kt R 
Ведя вычисление, например, с точностью j| ^  - |(- 0(тн )» полу-
^ llto)!Ul-hc~x-t> = Hr'n, 
и аналогично || Ви(-Ь)Ц4 Vico|Vi 4- CtH, i = ют*. 
Теорема 5. Цусть выполнено условие 
!1т,-А.||*Г<А 
тогда при и.» fr Ä)(A^ ), ttif u.*eУ/AJ, uVz/A^ cnpEt-
ведливы оценки 
Ii Ith [Ь) - |)п иШ lj £ с Та i (| И +1| Arul Ц) t fcV, i: = Kt«. 
Доказательство следует из теоремы 2 и 4. 
Фундаментальные исследования по устойчивости и сходи­
мости разностных схем приведены в [V, 9, 1 о]. .Цяктшй подход 
использует метод теории полугрупп операторов. 
§ 4. Другие схемы полной дискретизации задачи (4) 
Будем говорить, что косинус-функция С i t )  с инфинитези-
мальным оператором А удовлетворяет в банаховом пространстве 
Е условию С F ),если 
jO Существует замкнутый оператор ß в t такой, что ß"=A и 
В коммутирует с любым оператором из <5С (Е) коммутирующим 
с А ; 
2° SCt) отображает £ в «S(ß) при любом t fc R / 
3° BS(.fc)x непрерывна по tC:R для любого хС Е. 
Справедливо следующее 
Предложение 4 (см. [24], стр. 12). Цусть А и ß линей­
ные операторы в Е и - А , причем В коммутирует с каждым 
оператором из <%(Е),коммутирующим с А • Пусть О С- ^(R). Тог­
да указанные ниже условия 1° и 2° эквивалентны. 
1° Оператор А является инфинитезимальным генератором коси-
нус-функции С(Л),1 е R, удовлетворяющей условию (F), 
2° Оператор В является инфинитезимальным генератором не­
прерывной группы £tß, teß. 
Фатторини [-1 б] доказал, что при подходящем сдвиге А+ с I 
оператора А , каждая косинус-функция в банаховом пространст­
ве -
ве Lp, /</ < »» удовлетворяет условию ( F ). Как показывают 
контрпримеры [24, 22], в произвольном банаховом пространст­
ве условие (F) может не иметь места. 
Замечание \ 3• Цусть - А - положительно определенный са­
мосопряженный оператор в гильбертовом пространстве, тогда 
А является производящим оператором косинус-функции, удов­
летворяющей условию (F), 
До конца параграфа предполагаем, что косинус-функции 
C(-t) и Cnl-fc) удовлетворяют условию (F) и, более того, су­
ществуют такие константы М, и V , что (ср. [з], стр. 
669) , 
||(л-6)"К|и > И^Ьч), 
!| ß,V II * Со>*Л± . (42) 
Как уже отмечалось операторы А
к 
генерируют аналитиче­
ские полугруппы, поэтому сделав соответствующий сдвиг Ам+с\ 
можно определить корень (А„+ с L)Vt = I (- (А
Л 
f с IJ )Уг-; при­
чем (см. [б], стр. 144, 446) справедлива оценка 
|jrr(/WfcI^) ^ И 4 . 
Замечание 44. Условие (42) можно заменить на следующее 
эквивалентное: существует константа L такая, что 
II ßnS„tir)jl 4 L , tfc U/4], (43) 
Доказательство эквивалентности (42) и (43) почти дословно 
повторяет рассувдения на стр. 97-98 в [4 5], и здесь не при­
водится. 
Рассмотрим следующую схему аппроксимации уравнения О 2): 
(wVr."Cn) ~ Zn An (кСп-hTn), 
U„,d(c) = ai, /1Х^ Кт«У=(4-ГлА*) (u.h+Th u-t)- <44) 
Решение (44) дается по формуле Ц^ЯТп) = &„,г(к!т..) + 
4 (ktn) U-J , где и удовлетворяют рекуррентным 
соотношениям 
(К"С«^Тг) = <('] - Тк An) ljn,t (Tn)- ('i-Tn Ан) (i£th—"Си), 
(?.„<;G?) -1«. / -(4-гп Ah) , С45) 
&,i (ktr+th) = <2 ('I - Tn A») Xx (Kt")_ (I-T^ Ak) (.krh-TK), 
X,c(o)=0 /  Sh,6  (tn) — Th l^ — Th Am^  (46; 
Теорема 6. Существуют константы M>0 и г|>о такие, что 
IIMtiU Mel*, |(Xd(i)lKvLte^ , btft*. (47) 
Доказательство. Решение рекуррентных уравнений (45) и 
(46) можно записать в виде 
6«,й (kTh) = j [(1 -hTh6„) V (-1 - T« ß„ )~k] , (48) 
<^h,ž (kt«) - j Вн [(-1 — т» ßn) k- (<1 +т* Rn) k J (49) 
Утверждение теоремы вытекает из того факта, что оператор В* 
генерирует группу. Теорема доказана. 
Наконец, цусть уравнение (12) аппроксимируется схемой 
Uh(| (у.ъл 4- г*) - 3L j (kt„) + UKf. (ктп-тн)= An.-1th^(KTh-Tn)/ 
'K,|(o)-uS, Uh,.( (тл) - (<i +xiAn)(ц.° + Т„ui). (50) 
Соответствующие рекуррентные соотношения имеют вид 
£„,|(ктк<-тк)~ ^ (d-T^A")б^С^Ть-Тл), 
gh,.f(0)TIh, (51) 
а также 
Ун,( (къ.+т
Л
) =• £ (üTn) - (н -xl An) ^  (кТп-Тп), 
£,((?)= О, ^ Ыг -Гп(и-аАи). (52) 
Как и в предыдущем случае решение (50) дается по формуле 
Uh,| (K'th)- g„,^ (^ )Uh 4- ,>fn,jf(kfrn) Ui . 
Теорема 7. Цусть выполнено условие устойчивости 
Thli А» Ik / (53^ 
тогда с некоторыми константами A4 > о и у^ > о слраведжвы 
оценки 
II II £ vU el'7, II ^ (ктО II А Д f . b - Irtn . (54) 
3T 1 - 18 -
Доказательство. Аналогично теореме 5 для (51) и (52) 
имеем 
- jr LO ß,.) f (-l-Thßh^  J f (55) 
= (56) 
Учитывая тождества \ i г„ В 
Л 
- (f- т* А *)/(\ Т т>В*) , не­
равенства i|(l -т£К)К Ц £ (<| +xl||/Ull)H^  ev"KT""А"" и рассуж­
дения, проведенные в доказательстве теоремы 5, устанавли­
ваем нужные оценки. Теорема доказана. 
Теоремы 5 и 7 дают устойчивость методов (44) и (50). В 
гильбертовом пространстве для самосопряженных положитель­
но-определенных операторов для схемы (50) условие устойчи­
вости (53) без оценок скорости сходимости получено другим 
методом в работе [2б]. Отметим также, что ДАННЫЙ подход по­
зволяет получить аналог дискретного варианта ABC теоремы 
(см. [ 2б], стр. 193) т.е. доказать сходимость обобщенных 
решений задач (44) и (50) к обобщенному решению задачи (1). 
Лемма 4. Цусть и* € £i(Aa), тогда 
![ (OiTnß.)"1- || 4 CT£ IIAkU-H II. (57) 
Если же дополнительно выполнено условие устойчивости (53), 
то 
KötT.ß,)- е±т"6п)иД II < ctkZ||A.U; 1. (58) 
Доказательство. Воспользуется равенством 
(4 ±ТпВ
н
)' -(1 + т^Вп.)/(1-т^Ап) 
Имеем 
[(1 tT.ßn)"- е*т"8л]и: = (<--й?Ак)и[(1 ^ „Rn)-(j-dAn)/T"ßju:r 
= (1-тн2А
п
)'1[т?е71:,,в"А»икс + (4 тт„б
п
- e?r"ß")u^]. 
Доказательство (57) завершается использованием тождества 
(см. [б], стр. 630)  ^
(-1 t"ußn.— etTn6")ul =- $ (т,-/>) е1/,6"Ани.® . 
О j Q 
Для установления (58) достаточно разложить г в ряд ж 
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воспользоваться неравенством ||тн8п|1<= ЦтнА»х|||(В*1 || 4 сжЛ. 
Лемма доказана. 
Напомним, что в наших условиях (см. предложение 4) 
5ь(*)-1&:(е№-е*М. (59) 
Теорема 8. Цусть u,n&<ž>(Ah) и и.«6$(6и). Тогда дая 
разности решений задач (12) и (44), а в случае выполнения 
условия устойчивости (53) и дая разности решений задач (12) 
и (50), справедливы оценки 
IKf (fc)-u^ ) II ix Jr Me^ dlAnit: 11 + Il II), Wt*; (60) 
I\K,i Ш- ur(ti II * xni M (IАЖII4- II W II) > = ktk . (61) 
Доказательство. Используя выражения (59) и (48), (49) 
соответственно (55), (56), находим (-{; = кт*.) 
1/Ц (ктг) - и* (кг.) = |[(ur.6„)"% 0-г„В„ук]м.п + jr [fr-Vi»Bh) -
- (UT„BJKJB;V: -^(ЕЛ6"+ ET6")U° -^(Etßh-e"TßN)B"HVL, 
'Uh.iti) " Ul>(ir) - Jr [(-1+TnBin) -fr-tnß,,) 
-(H^An)0-Tnßh)k]ß;Vl- j (e"{4eÄ)i4 - fV6"- e"tßh)u2. 
Выпишем равенства для выражений, к оценке которых сводится 
доказательство (60) и (61) 
(itткВ
п
)"к- е'^кВк=[0*т
п
в.)"-с4^ ]£ 
L-o 
OtT.ßnf- еп"кВ* = [(v.T,ßb)-etT-4 £ (ltT„B T^flt 
+ TK(UtkBH)K 
Учитывая экспоненциальную ограниченность степеней операто-
508 frtThB»)±l и , а также лещу 4, получаем до­
казываемые неравенства. Теорема доказана. 
Схема типа (44) с начальными условиями Ип(р)~ иЛ , 
Щт„) = + И оператором Aw(t) » зависящим от вре­
мени, подробно изучена в [Л а]. 
Замечание \ 5. Рассуждения замечания 2 можно провести ж 
~  '  -  2 0  -
дая схем (55), (56). Здесь точность вычислений должна быть 
порядка 0(т£], 
+ II4- И А», И.11(). 
Приведем резюмирующую теорему, вытекающую из теорем 2 
и 8. 
Теорема 9. Цусть выполнены условия (В), (F), а также 
предположения (42). Цусть и.»,и.» 6- £(А*)> U.e,U.4 ё В(А). 
Тогда справедливы оценки 
Il Их* с+) - |)и u. (ir) II £ £h/j , 
а при условии т*ЦА«|| ^ o>vvt имеем также 
||Kh{(ti-|)hU-Cti|| ^  £
И(1, 
Автор признателен проф. Г.М.Вайникко за помощь и по­
стоянное внимание к работе. 
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DISCRETIZATION OP ABSTRACT HYPERBOLIC EQUATION 
S. Piskarjov 
Summary 
Let Ё and Ew be Banach spaces such that there are con­
tinuous linear naps рц : E —9 E и, with the property 
II pbX II—»II* II. 
In this paper the problem of discretization to the second 
order differential equations (l) is considered. 
Some time ago Sova [23], Da Prato—Guisti [14] and Fat­
torlni [l6] showed that the Cauchy problem for this equation 
is uniformly well-posed if and only if A generates a cosine 
function. As a continuation of oue previous work [ 8J the 
present paper is a study of semi and full discretization of 
(l) from the viewpoint of the operator theory. The theorem 
is proved which is the cosine function analog of the Trot­
ter—Kato theorem if operators A^ and A are definedin dif­
ferent spaces En. and E • As for the full discrete approxi­
mation where the time variable is also discretisized we 
shall deal with a notion of discrete cosine function and two 
other discretization schemes. Stability condition and error 
estimates for explicit and implicit methods, are given. 
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РЕШЕНИЕ НЕОДНОРОДНОГО АБСТРАКТНОГО 
ЛИНЕЙНОГО 1ШЖРБ0ЛИЧЕСК0Г0 УРАВНЕНИЯ 
С. Пискарев 
Тартуский государственный университет 
Введение 
Настоящая работа посвящена аппроксимации неоднородного 
дифференциального уравнения второго порядка. Приводятся 
оценки сходимости в случаях, когда свободный член один и два 
раза непрерывно дифференцируем. В § 5 изучается вопрос ком­
пактной сходимости синус-функций. 
Детальное обсуждение понятий при дискретной сходимости 
можно найти в [4]. 
§1. Основная задача 
В банаховом пространстве Е рассмотрим задачу Коши 
jfcUli) - А ьф) 4- {(+)
у 
U(o) = u°z и (о) = и\ (1) 
где А является инфинитезимальным генератором косинус-функ­
ции , а (^4г) - некоторая непрерывная функция со значениями 
в пространстве Е . Как обычно сильным решением задачи (4) на­
зовем функцию u(_-t) такую, что она дважды непрерывно диффе­
ренцируема и удовлетворяет (4). Известно (см. [6], стр.560), 
что если функция является сильным решением, то 
ali)' C(i)a' + s (tiu*4- | s t t « >  
где S(t) = <£> - синус-функция, ассоциированная с коси­
ну с-функцией С (jt) . Обратное вообще говоря неверно. Поэтому 
функцию, определенную по (2), будем называть слабым решением 
задачи (4). Обозначим 
,$4 = {х.еЕ • С(-Ь)х-сщин раз непрерывно дифференци -
руемая } 
Укажем для информации 
Предложение4 . (см. [2], стр. 30 , [б], стр. 563-564). 
Цусть А - инфинитезимадьный генератор косинус-функции С(+) и 
uee£>(A), » тогда следующие условия эквивалентны: 
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{0 ll(t) - является сильным решением задачи (Л; 
2° функция дважды непрерывно диффе­
ренцируема по -fc ; 
3° функция »(-Ufcje(A) * Ä4(i) непрерывна по i . 
коя» же тсосинуофункцня Ctt) удовлетворяет условию (F) 
(см. [4], стр. 16 ) и 0£ 9(B), то для существования сильно­
го решения задачи (1) достаточно, чтобы функция (^i) обла­
дала ^ ТГНТШ да свойств: 
\) функция непрерывно дифференцируема; 
2) функция B^ (t) определена и непрерывна not . 
Существование сильных и слабых решений уравнения (2) в 
случае, когда = F(fc, U-(-fc),iV(t)), рассматрено в [?]. 
Вежду далее будем предполагать, что спектр оператора А 
лежит в левой полуплоскости и существует ограниченный обрат­
ный А"4. 
§ 2. Додудискретная аппроксимация 
В банаховых пространствах Еи. рассмотрим задачи 
AKw.h('t')+<^ „(t)^ Un(o) = u.H; Ч ^ [ о ) -  u t ,  ,  (3) 
где An - являются инфинитезимальным генераторами косинус-
функций, а «£h(ir) - непрерывные функции. Будем предполагать 
как и в §1 , что существуют операторы А к , причем ||Ак 1=0^) 
Введем следующие условия: 
(A) Существует такое число хе Л $>(А„) Л р (А), что 
!R(>; Ah)—>32(>/A)) 
(B) Существуют такие константы М и о> # что 
|| jfcm (>^ 0^ / An)) I 4- — . 
Известно (см. £4], теорема ABC), что при выполнении усло­
вий (А) и (В) имеют место сходимости Cw(-fc)—*C0t) * Sh(-fc)-
-» SC-fc) равномерно по любому компакту [о, т]. Итек, спра­
ведливо 
Предложение4 . Цусть выполнены условия (А) и (В), а фунх-
ции таковы, что ^ (t)-^ XGfc) , -К [о,Т] и 
II £>„(h-/>)-j*(а)IN 1 (t,а)у $
с 
Ц4:,л)с1> < сю ,-fct [о,т] 
тогда, если u.„ —» llc И ui —> а.1 - то слабые решения задачи 
(3) сходятся к слабому решению задачи (4), а именно: 
U-h(4:)-* u.(fc) равномерно по t б[оут] 
Как и в случае однородной задачи (1) для получения оценок 
сходимости будем предполагать гладкость начальных условий и 
свободного члена. 
Обозначим 
^ im*, 
kvt (Г; f, f) ^ nuvXj auj» ||$(^;An)|>tir) - j)« )|(t) II, 
L,i (f»,| ) = ы\р*] " ^  f71 ^ ~ I > 
К (Г; f, f) - h(>; A*)f W - |».®f';A)^ (e) ||, 
где Г = {"$ : ^  =yU.+ t>) 
Предложение 2. Цусть выполнены условия (А) и (В), а функ­
ции И =j-(t) - непрерывно дифференцируемы на [о/т] .при­
чем £(+) —>-£'(4-) равномерно по t fc [о;Т], тогда 
Х|.,в(г;^ ;^ п,-()-»о, jih,< 
•^м({*,{)~>0 Дьа (о 0 при любом 
Доказательство опирается на равенство 
Я (& A»)f Ы- ()„$ (а£; А)| (L)= $(А'Аь)-(ь Ы"£(>-*/А*)|^ + 
+ Я« A.)f Ы -<R (4, Ah)|n (•(:„) + ^(xz0;An)^N-^$(xi,A)-|(4o) + 
+ А)- *6&;А)){ Ы 4- pn («(xii,- А) (| (-Ь) - |(+«))) 
и проводится от противного, аналогично £ 4J, предложение 2. 
Предложение доказано. 
Для удобства записи положим 
ч. - UHUMUMMU&4')+tUr* Y 
Предложение 3. Цусть выполнено условие (В), а функции 
G^k) и непрерывно дифференцируемы. Цусть U-i - u.« = 6 
ж U-°- u.' = б . Тогда 
Ца
ь
(-Ь)-hnU-(b) И 4 е
и<6 . (4) 
1  
-  2 6  -
Доказательство. Справедливо тождество 
= С(tiA'*f(.)-4-S*Cб-4 )Л (6) 
Учитывая (2), для доказательства предложения достаточно оце­
нить -fc -t 
А
к
,о- 5 \ 5йг-л)|(л)/>. 
Используя выражение (5) и утверждение из [4], теорема 2, на­
ходим ||Д
И<6 (| ž £h/0 . Предложение доказано. 
Для сокращения запнск считаем, что 
f Предложение 4. Цусть выполнено условие (В), а функции 
(^-Ь) и |(i) дважды непрерывно да|ференцируемы.Цусть иД =i4=e 
и.
в = ич=е. Тогда 
|lLLh(i)-J)»u(+) II £ £h<1. 
Доказательство проводится аналогично предложению 3 с 
учетом тождества  ^
Замечание 1 . Оценки сходимости для полудискретной ап­
проксимации с ненулевыми начальными условиями и нулевой пра­
вой частью указаны в [4] и здесь не приводятся. 
§ 3. Полная дискретизация задачи (4) 
В этом параграфе дополнительно предположим, что операто­
ры Aw удовлетворяют условию (F), причем 
||(л-В„Г|иЛ/(41ел-м)^  |31гЛ1>Ы * llß~H = (#l), (6) 
где L - некоторая константа, не зависящая от п. Точное рее-
шение задачи (3) (сильное или слабое) выражается в виде: 
LlH(4) = C.(tiuh°+S„(-tiu: + (7) 
Для аппроксимации выражения в (7) мы определим следующие се­
мейства операторов: 
t-rv,)= ^(готъ.)), б".,* 
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б^(кх,+т».)=2. &,,|(КТП) - ^-TŽA») 8
Ь) ( (юк-г.), r^-)=L, &,££Е"М+Т*А, 
С1({(№4-гк)=Ж/{(^ )-(<-^ Аь),а>,л(кт:.-г„),^ (о):Оу(5'и^ п)гг^ (>|4^ А.) 
Построим функции 
1^ Ыг (^ктпк+бг^ бгт,)^  +Ž©^ (Cky)Th)^ hgr„)Tn, (8) 
ii^ (Kth)r ^ t(yCt*)uZ+<3*,š()CZ«)uU if (jT,)-rA. (9) 
Нам понадобятся оледущве обозначения: 
F, (t,f)=If (4)«, F.O.f») = F< (t, Вн^к), 
Fsfe-f»)=F<ft,M.), <$-fcfn)= Г Fifcp. 
Предложение 5. Цусть выполнено условие (В), и°-и^ = 9 , 
и.
0 
= и,
1 
= 6 и |п непрерывно дифференцируемая функция, при­
чем -|»(/>)££) (В„) при . Тогда существуют константы М 
и такие, что 
ИК^ Ю-Онб:) IUrh-tMe^ (F,(i,^ ) -h^ . &{,.)), 
а при выполнении условия 
Тк || Atv И ^  Coyvyt (11) 
имеем также 
liiц№-u.ti-) II  ^Tvt Me*1*( Ft (ij jt,) + (4>-fn)), i = kT*. 
Доказательство. Докажем, например, оценку (40). Рассмот­
рим равенство 
K_4ti+i)T. 
ŽZ J — 5Z J Gt-i-Tn)-i>.(LT») JA -
V i T h  '  I T K  '  
•- ii-<  ^(l-И Ни — 
=[z 1 S,(i-4)Z(4)<l»-i: s 5»(4:-лШ;т,)Д7 + 
ir« ix» ' It, < -1 
[K_(lLti)T„ K-l ^ "Уг* -51 S Sn(t-*)Z>fc-C")i£>~ 21 ^  s„(*-VT
 
)Z>G-t»>)<^ J + 
iao it. " iso L-Cr 
Ч5Г S S*(t-i-Tn)f„(lH.)A- 1 i(JT-i-TV.) £, (iT>) JA J . 
!** tr. 'Гк I 
Первая квадратная скобка справа оценивается в силу 
представления 
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<f«k)-|«(LTvO= 
Джя второй используем тождество 
s,6~»)-5,6-1т.)=Г C„(t). 11« 
Г 1 
Доказательство завершается пршаененшем результата [4J, тео­
рема 8. Предложение доказано. 
Сформулируем общий результат. 
Teopewa 1. Цусть выполнены условие (В) ж предиоложвме 
(6). Цусть ui - и.,? = 9 ж LL°=u>- в , а функции не­
прерывно дифференцирует, причем ,|.t, с Я>(В»). Тогда 
а в случае выполнения условия (11). 
Пф)-^ик) S ^  £,,0+тЛ/ие^(р4, 4:=krn.04) 
Доказательство вытекает из предложений 3 и 5. 
§ 4. Аппроксимация с помощью дискретной сннуо-фунюдж 
До конца параграфа предполагаем, что Е и Е
ь 
- гежьоер-
товы пространства, а операторы -А н - А
н 
самосооряжбнняб 
положительно определенные, причем спектры ef(А») отделены 
от нуля расстоянием V>о. Дискретные синус и косжнус-фунжг-
цин определим рекурентно по формулам 
5w(»Ä,+T).)-i &(o^ L,5»6c»)= 4*-т£А>,/£ > 
©(.(кг»+Т>)-2. <äh(kTh) &,(?„),С5к(о): 0;(3»(r.)= (г^ +Т^ АпАУ^ . 
Выражение (7) аппрокстофуем следующим образом: 
'Щкг,)- ^(KT.)U^ + 0„(хъ,)и1, + )+Ž(5,. (45! 
С—-О 
Предложение 6. Цусть шподнены условия (В) ж 
xii/Afc||^  
Цусть, далее* u* = ui = G ж u° = u.1=9 , а функции 
дважды непрерывно дифференцируе», причем £(<>)£ »(А*), 
Af[o^ ], Тогда 
Ш*т)-иЛ) \ £т*Ч/Ие^ (рД,-р + F$(-t^ )) У 4= KT.. (16 
Доказательство. Рассмотрим равенство 
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j J(5к(4-)|*(о) - X (3„6r-а>) -jL (i.Tn)-TH = 
=| I ch - ^  S„(fc)|»(o)- X S>h(-Ь-1тп)-^ (;т.>г^ 4. 
+{i Sh(t)f (o)+Z 
Учитывая, что 
(sft(t-*)^))  ^ Snfr-4)A»f б»), 
первую фигурную скобку справа в предыдущем равенстве легко 
оценить по формуле трапеций (см. [5], стр. 245). Для оценки 
второй фигурной скобки достаточно воспользоваться в [4] тео­
ремой 4. Предложение доказано. 
Укажем резюмирующую теорему, вытекающую из предложений 
4 и 6. 
Теорема 2. Цусть выполнены условия (В) и 
Цусть U-ь = - 6 И u.e=uNe . а функции дважды 
нецрернвно дифференцируемы, причем 1(а ) е Д(А); (*) е и), 
при л t [о, -к ]. Тогда (t = кт„) 
IIU,H)-^H)li(v+rHNe1l(F,(bpi-F5 (фу <"> 
§ 5. Компактная сходимость синус-функций 
Напомним следующее 
Предложение (см. [б], стр. 557). Синус-Пункция Биком­
пактна тогда и только тогда, когда 5? (л, А) компактна хоть 
для одного, а следовательно любого X е 9(A). 
Здесь будет доказан результат, аналогичный утверждению, 
справедливому для полугрупп (см. [3], стр. 73). Определение 
компактной сходимости можно найти в[1]. 
Теорема 3. Цусть выполнены условия (А) и (В), тогда ком­
пактная сходимость 
A*)-—>#6vA) 
имеет место тогда и только тогда, когда 
S„(t)—>£Gr) коешактно щм -be C-®<v>o). 
Доказательство. Цусть S„(-t)—>S(-fc) комюктно, тогда 
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учитывая выражение  ^
£б^ А*)= S е ShGt)<<jt, 
о 
легко пожучить, что yu.(($(x*A>,)Xh)) = о для любой ограни­
ченной последовательности {*„}. Здесь д - дискретная пера 
некомпактности (см. [1] , стр. И 7). 
Обратно, пусть £(х;Ап)—>$£х;А) компактно. Доста­
точно доказать, что д((5п(-1-)Уп))= о лишь только -{х*} 
ограничена. Рассмотри оператор-функции §>(>)= 
(до конца доказательства переменную f фиксируем). В силу 
ограниченности {sk(-t-)xh ) последовательность |grh (>,) 
компактна. Имеем 
/*.([&•("ИХк)) ^  /с([1^ п(х)-5ьЫ)х>)) . 
Первый член справа равен нулю и мы завершим доказательство 
теоремы, показав* что 
Il S*(-ir) -Ч£ь(\) II-> о при 
Доказательство последнего утверждения повторяет рассуждения 
в работе [б], приведем его. Так как ||С*(±) d- Де"* , то 
Il S,.(fc) II ^  ^С/о))е"*. Вычислим 
*5^ (х)-S n("t) = \ 7>е С»М 5>лШ db — — 
oti 0 
=  ^хеЛ / 4  (5*(++л)-Sv(t-/>))/£tta — S„(-t) -
=о° 
= S ^  е Л4 />)-2ShQr)+ S»(i-s>))ctb. 
Последний интеграл разбивается на два: = $*(>/£) g"M (s^ -to) 
-4 ShQr)+ S„ (+-/>)) Л и 1г= $ хе"м (^ ,(4м) 
_ , 
За счет выбора £>
к 
, в ему непрерывности по норме Sh(4r) см. 
(12), величину К Х41| можно сделать сколь угодно малой, на­
пример, меньше произвольного t>0. Выбрав х = xn(5\v) доста­
точно большим, сделаем HIx.il также меньше £ . Теорема дока -
зава. 
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Summary 
The purpose of the present paper is to obtain some esti­
mates of the semi-discrete as well as full disorete approxi­
mation of abstract second order differential inhomogeneous 
equation. In 5 5 we establish that sine functions converge 
compactly Sn(^)—* SQt) and only if the resolvents 
&An) A) converge compactly. 
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КУСОЧНО-ЛИНЕЙНАЯ АППРОКСИМАЦИЯ РЕШЕНИЯ ИНТЕГРАЛЬНОГО 
УРАВНЕНИЯ С ЛОГАРИФМИЧЕСКОЙ ОСОБЕННОСТЬЮ В ЯДРЕ 
А.Педас 
Тартуский государственный университет 
§1 . Введете 
В данной работе рассматривается линейное интегральное 
уравнение 
x(jr) = ^ эе1к-л>1)х(л)^ + |уг) (pthii) (1.1) 
с непрерывно дифференцируемым ^ при 0 ^ ядром эе(т), 
имеющим при т -=-0 логарифмическую особенность: 
Iэе(т)| £ & (jlt-vT I + 1) 1 = ; (I-2) 
!aez(v)| 4 ^ /-с ( о < - с И ;  (1.3) 
Приближенное решение уравнения (1.1) ищется в виде кусочно-
линейной функции 
11
-
4) 
где ^j,rv (j = °/1 у - • z к) - непрерывные на [», 11 функции, 
линейные на каждом интервале к&] , к = 1,£,h-, 
А, - и такие, что ipJ-n(KR-) ,^кг о, I,..., h. 
( S",',л - символ Кронекера). Неизвестные коэффициенты Т „ 
<> ч У' 
(j = о,л / - - / ft-) определяются методом коллокации, т.е. из 
условий 
1 
х.Л&) - $ * (l <-£-л J) х„(л) Sa — с Л , 
или, что то же самое, из системы линейных алгебраических 
уравнений 
л 
(1.5) 
^ Здесь и всюду в дальнейшем эс'(±) ^  dx/dt х''(Ь)-
= dx/dt z. ' 
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Цусть X* - точное решение уравнения (1.1), ?^ . 
Ч 3 vyrl J 5 1^«l / 
..., 1^ «,) - точное решение системы (4.5), ос* - црийлж-
женное решение уравнения (1.1), получаемое из (4.4) при fJA = 
= I j,* . В [в] показано, что в случае & С2[о,-(] (точнее 
в условиях приведенной ниже теоремы 1 ) справедлива оценка 
погрешности 
Дмг | x(t)- э£ь)ис£ым1<>^1, «•« 
где постоянная С( = не зависит от h, (от 4 ). 
Ввиду малой гладкости решения ее* уравнения (1.1) оценка 
(1.6) близка к точной. Она согласуется с результатами чис­
ленного экспериментирования, однако, в случае интегральных 
уравнений типа Милна [11] , в узлах коллокации наблюдалась бо­
лее быстрая сходимость. Анализ погрешности подтвердил эти 
наблюдение [41: 
m<vx I x*(il) - U if , (1.7) 
OiUh, v y 7 
где постоянная Ci не зависит от h, (от ft ). 
Целью настоящей статьи является обобщение оценки (1.7) 
на класс интегральных уравнений с логарифмической особен­
ностью в ядре (которому принадлежит и интегральное уравне­
ние Милна). 
§ 2. Теорема сходимости 
Относительно вычислительной схемы (•MMl.ö) справед­
лива следующая 
Теорема 1 . Пусть ядро эе(т) интегрального уравнения 
(4.1) непрерывно дифференцируемо при О £ 1 , удовлетворяет 
оценкам (1.2) и (1.3), и пусть существуют конечные пределы 
Lm, ae£r)/&vc • lim т э<'(т). (2.1) 
т -»0+ т-»0*-
Пусть свободный член j-(t) уравнения (1.1) дважды непрерывно 
дифференцируем при о 1. Цусть, наконец, уравнение (1.1) 
имеет единственное решение x*(i). 
Тогда при достаточно больших И, система уравнений (1.5) 
имеет единственное решение Cf ¥*" ... t "5*«. ). При 
этом приближенные решения cc* (Jt),Получаемые из (4.4) при 
"5- - ; сходятся равномерно на [v,l] к точному реша­
ет 
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шло х*(-Ь) уравнения (1.1). Справедливы оценки погрешности 
(1.6) и (1.7). 
Ввиду [8] в доказательстве нуждается лишь оценка (1.7); 
её доказательство будет приведено в последующих параграфах. 
Замечание 1 . Из непрерывности ядра эе(т) при 0<т< 1 и 
неравенства (1.2) вытекает, что интегральный оператор урав­
нения (1.1) (оператор Т в формуле (3.4)) вполне непрерывен 
в пространстве С [о, -1J. Поэтому предположение о существова­
нии решения уравнения (1.1) равносильно тому, что соответст­
вующее однородное уравнение (т.е. уравнение х =Тх) имеет 
лишь нулевое решение. 
Замечание 2. В условиях теоремы 1 решение £*(t) уравне­
ния (1.1) негладко. Точнее [в, ю], х* € С У>, 1 ] П СЧ?, ^.при­
чем
2 
I 0C*'(i) | ^ 1/ Ci-cefti^ )/(2.2) 
Gl-ty1) (2l3) 
Если О, x*(<)^  о , то эти оценки не могут быть улуч­
шены в смысле порядка. Поэтому добится высокого порядка точ­
ности приближенных методов для решения уравнения (-М) в 
условиях теоремы 1 довольно сложно. Для сравнения напомним, 
что в случае применения метода механических квадратур с фор­
мулой средних 
прямоугольников непосредственно к уравнению 
(1.4) получается лишь оценка [31 порядка A- I -fovk I ) > а 
в случае применения этого метода вместе со способом уничто­
жения особенности в ядре при совпадении аргументов ([б],стр. 
115) получается оценка [б] порядка Щ1). 
Замечание 3. Теорема 4 допускает обобщение на случай ин­
тегральных уравнений со степенной и степенно-^ логарифнической 
особенностью в ядре [9, IOj. 
Замечание 4. В вычислительной схеме (1.4)-(1.5) был рас­
смотрен случай равноотстоящих узлов. Однако теорема 4 остает­
ся справедливой и в случае системы узлов 
О - "to,П. ^  ^1,П. " ^ "th,«. - ^ , 
2 В [81 вместо (2.3) установлена более грубая оценка. 
если только 
'М 4^ JfK при h.-» °о. 
(В этом случае в схеме (1.4)-(1.5) и в оценках (4.6)-(1.7) 
шаг дискретизации А. следует заменить на Л.ц и узлы iß. на 
§ 3 . Выбор пространств и вспомогательные результаты 
Интегральное уравнение (1.1) рассмотрим как операторное 
уравнение 
зс = ~Г эс + ^  (3.1) 
в банаховом пространстве В - С = С (?,i] непрерывных на \о, 1] 
функций с обычной гплх-нормой, а систему уравнений (1.5) как 
операторное уравнение 
 ^h. — + (3.2) 
в банаховом пространстве Е
к 
- mk4i1 векторов вида  ^„ — 
= 1<,кг <,W) с нормой 
Ц^ | • (3*3) 
Здесь Т и Т
к
- линейные вполне непрерывные операторы соот­
ветственно в пространствах С[0/О и го hM,задаваемые фор­
мулами 
1 
(Тх)(±) = S 3t(j±-A\)xC*)& , (3.4) 
О 
rv Г ! 
= Ü[ \ эе(| 
\ =  0  /  0  \  (3.5) 
а - линейные непрерывные операторы из С [о,-/ ] в пгщ-i 
(связывающие отображения), задаваемые формулами 
б|,
и
х = (x(5),x(t),..- (3.6) 
Напомним некоторые понятия и результаты из [2]. Цусть Б 
и Ел, (k-i,z, - ) - произвольные банаховы пространства, а 
/_(Е
У 
Eh,) ~ линейные непрерывные операторы3. 
5
Через /.(Бур) обозначается пространство линейных не­
прерывных операторов из Е в F (определенных на всем Е )• 
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Определение 4 . Последовательность вполне непрерывных 
операторов Тк£ ^ (Eh,Eh)компактно аппроксимирует вполне 
непрерывный оператор f* £ /. (Е ,Е) по отношению к связываю­
щим отображениям t L (Е,Еп), если выполнены следу таре 
два условия: 
1) ||^ *Тх-Тк^ тЗС Но при К,—» ОО для VaceE > 
2) для любой последовательности / E«. 
(tx = 2., ... ), существуют такие ; что = 
= Тк^ к (h = 1,2,... ) И последовательностьui компактна 
в Е . 
Теорема 2. Цусть выполнены следующие условия: 
4) последовательность вполне непрерывных операторов {Тк^  
Тп,€ L (Е„, Ек) компактно аппроксимирует вполне непрерывный 
опеатор е L (Е,Е)по отношению к связывающим отображе­
ниям (г L[E,EJ; 
2) уравнение (3.1) имеет единственное решение х 6Е / 
3) операторы о,
к
е1(Е,Е
к
) (h.= i,X, -- ) удовлетворяют 
условиям 
(j,h.E = Ек (h.= 1vz,.- ) / 
II  üh. М CL ( tv-  , а = ) / 
I l  I  к Hp Vh£  l i a c i i  да 
II<^ h  ^llE —> l|x ttE при a-» »о для V-otfe E. 
Тогда уравнение (3.2) имеет при достаточно больших И-
единственное решение f* е En. и [j о^ х*- *1* Ц -»-О при 
h,-> <х>. Справедлива оценка 
di £к(х*) 4 II £~(х*) , (3.7) 
где - некоторые положительные постоянные, 
£»vO*)-=. l lEiv  . <3.8) 
Заметим, что условие 3) теоремы 2 в нашем случае 
(Е = C[o,i]/ Б*. - m.K*<, fyn. определены в (3.6)) выполнено, 
причем а - <£ = 1 Так как в теореме \ предполагается существо­
вание решения интегрального урашения (1.1) (уравнения 
(3.1)), то для применения теоремы 2 остается провести про­
верку условия 1) теоремы 2. 
§ 4. Доказательство оценки (1.7) 
Мы установим, что ддя операторов Т и Т*. , определен -
ных соответственно формулами (3.4) и (3.5), выполняются ус­
ловия 1 ) и 2) определения 1 . Рассуждения проводятся в усло­
виях теоремы 1 , и тем самым мы получим доказательство оцен­
ки (1.7) из утверждений теоремы 2 о существовании единствен­
ного решения 1 * и оценки (3.7). 
Цусть х 6 C[o,l] . Тогда 
6к(эс.) — Jj X —  ТK.(^it3C II ~ 
- I \ ае(к^.-л| )[Х(А)-(ФПХ)(Л)]eL\, (4.1) 
О iv 4 к Q 
где 
(Qnx)(*)= 21 (хбС[о,-Ü). (4.2) 
Легко показать, что 
llx-QnxHc—> о при к-» бо ддя ¥хеС[о,О- (4.3) 
Так как в силу (1.2) 
Ггхмс $ |эе(К£-л| ) db 4 с (_C=C*wytV 
О Iv о 
то из (4.3) и (4.1) вытекает, что условие 1) определения 1 
выполняется: 
£
к
(у)--» о при п.—> для V ос. е С [p/l] . 
Далее, так как оператор Т £ L ( С )  С  )  вполне непрерывен, то 
для любой последовательности {}*} (W, 
е hvn4., , II 5 "I = ) , существуют функции 
к^СЬ)= Z I i эеО^ -лО^ кСл)^ ]^  
такие, что 6 Cl°, О, (к=1,Д.,-- ) и по­
следовательность } компактна в С [с, 1 ]. Другими слова­
ми, выполняется и условие 2) определения 1 и, следовательно, 
Тч. аппроксимируют *Т компактно. 
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Итак теорема 2 применима. По этой теореме получаем, что 
при достаточно больших h- существует единственное решение 
Л * к )  с и с т е м н  ( > | - 5 >  и  
tu I < 4 (A;*+ Bl,K), (4-4) 
где 
Al,к - I эе(1^ -А|)[!х%)- (Q,,x *)(-»)]{<&>, 
&:,Л =
-HIL) Ix0^ -aI)[x*(4)- (ftx*)^ )] I eU, 
U :  C D  =  [ ( i - i ) L ,  G + * ) U n  M ,  1П  (t) = L»,1]\ U i t k ) .  
в сал
у 
(4
-
2> a«)i 
mtvy: Aj,
л 
^ i Hx^-QbX* ! ! '  i m a #  §  (Htvllb-tl |-n)i 
oiuh. с 0,uk ml 
^№Л-кг)Цх*-<?..х*11
с
, 
(4
-
5) 
a 4 
ftuK $ lx*W-(QhX*)(4)|^ .(4.6) 
Из (4.2) и (2.2) вытекает, что 
J|ас*- Q„x*  ^с к |{кЛ I (c=conv6). (4.7) 
Оценим разность х
#
- Q»x* в норме пространства /.' = L1[o, t] 
Мы имеем  ^ L 4 
II XЕ"- Ф
ЦЭ
С* II М = ( S + S +• П I х%) -(QhX%) I Ж 4 
о Л. . 
k-i. CJ4"°«-
4 ЛЦа^ -О*-*. IL+ 51 S | х*0>)-$..х*)(4) I els 4 
^Д11!зс*-6>
Ь
«*11
С
+ I1 21 ( 4- + ) . (4.8) 
На последнем шаге мы воспользовались оценками 
5 1«-*^ )-(9ьХ*)СА)(^  4 \ |х#%) | 
jR. 
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я (2.3). Ввиду неравенств (4.7) и 
— 
> Vi * 'Uvfl + 4 
j-I <3 
жз (4.8) вытекает, что 
I I x%4) — ((?hX*)(A) j  ^Сi1!Avil = (4.9) 
О 
Оценка (4.7) теперь вытекает из (4.9), (4.7), (4.6), (4.5) и 
(4.4). 
Тем самым завершено доказательство теоремы 4 . 
§ 5. Численные результаты 
Как известно (см., например, [11] ), задача переноса из­
лучения в плоско-параллельной среде со сферической индикат­
рисой рассеивания эквивалентна интегральному уравнению Милна 
Н 
Х(*)= f $ Ел(|-ь-*1 )*Сл)<и*чЬе*-, о*^ и,(5.1) 
где х - неизвестная фушсция (источников), - вероят­
ность выживания кванта в акте столкновения, 
оо * , 
Ei(T)- 5 (х >о) (5.2) 
- интегральная экспонента, Н>о ; / - некоторые по­
стоянные. Для уравнения (5.1) выполняются все условия теоре­
мы 1 и, следовательно, метод онлайновой коллокации первого 
порядка (I .4)-(-1.5), является сходящимся. Алгоритмическая 
эффективность метода (1.4)-(1.5) в случае уравнения (5.1) 
обуславливается тем, что вычисление встречающиеся здесь (в 
(1.5)) интегралов сводится к вычислению интеральной показа­
тельной функции (5.2) в узлах iX, t- *,2., h.. Пусть 
1-1=0,3, еч^ С-ол); с1
г 
= 2. (5-3) 
При указанных значениях параметров уравнение (5.1) реша­
лось численно методом (1.4)-(1.5) при различных h, . Расчеты 
проводились в Щ Тартуского госуниверситета на ЭВМ "EC-I022". 
Некоторые из результатов вычислений приведены в таблице 1 . 
Для сравнения в первых двух строках таолицы приведены и 
результаты численного решения указанного уравнения, получен­
ные В.Соболевым и И.Мининым, а также результаты, полученные 
Дж. Касти и Р. Калабой по методу инвариантного погружения 
для этой же задачи (см. L7], стр. 93-94). В графах 2-5 таб-
- до -
лвцы И даются значения приближенного решения Х*(-Ь) инте­
грального уравнения (5.1) в условиях (5.3) соответственно 
при "t = 0; "t = 0,1 j -fc-= 0,2; -fc = 0,3. 
Таблица 1 
цриилижгниое решение уравнения w• >) 
В условиях (5.3) 
t 0 0,1 0,2 0,3 
Решение 
Соболева и 
Минина 
0,083 0,103 0,123 0,141 
Инвариантное 
0,082 559 0,102 958 0,122 851 0,140 966 погружение 
, Метод 
х (1.4)—(1.5) 
iv = 3 0,082 523 0,102 920 0,122 789 0,140 914 
Iv = 6 0,082 548 0,102 951 0,122 826 0,140 948 
h, = 12 0,082 558 0,102 960 0,122 837 0,140 962 
24 0,082 561 0,102 963 0,122 841 0,140 967 
Н = 48 0,082 561 0,102 963 0,122 841 0,140 968 
Заметим, что численные результаты согласуются с соответ­
ствующими теоретическими оценками погрешности теоремы \ .Кро­
ме того, проведенные расчеты показывают высокую точность ме­
тода (4.4)-(1.5) при малых значениях 1г . При /г = 12 получа­
ется почти полное совпадение с результатами счета по методу 
инвариантного погружения, однако, вполне удовлетворительное 
приближение имеем и при К- 3. 
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ОБ ОДНОЙ ВОЗМОЖНОСТИ ЙОСТРОЕНИЯ ИТЕРАЦИОННЫХ МЕТОДОВ 
И. Саарнийт 
Тартуский государственный университет 
1. Введение. В процессе приближенного решения задач ви­
да 
Ах - j И) 
(интегральных уравнений, краевых задач и т.д.) можно выде­
лить два этапа. На первом этапе строится последовательность 
(как правило, конечномерных) задач 
АкХп = WV , (2) 
> О , 
решения X* которых при rv-^-oo (при увеличении размерности 
задачи) сходятся в каком-то смысле к решению ос?задачи И). 
Второй этап состоит в решении одной (или нескольких) задач 
(2) достаточно большой размерности. Часто для этого исполь­
зуется итерационный метод вида 
: = 0 , ( 3 )  
В данной статье рассматривается итерационный метод, в 
котором оба этих этапа в некотором смысле соединены, а имен­
но, в ходе итерационного процесса размерность задачи увели­
чивается. Рассматриваемый метод является обобщением итера­
ционного метода, рассмотренного в [?]. В статье уточняются 
результаты, сформулированные ранее в [3]. 
2. Описание аппроксимационно-итерационного метода.Цусть 
даны метрические пространства Е и с мет­
риками I* > • J и I• ? * I п, соответственно, а также система91 = 
= {%п}, h = о, 1,.-» ; связывающих отображений Е—»E
к
.Ду-
дем говорить, что последовательность { Л - °< V" ' с 
Е
п 
92 -сходится к хь Е ? если /U/m | ас Oy обо­
значаем это &--1ип xnr х (подробнее см. t_2]). 
Пусть Т
к 
• Еп^ Е„. , nro, 1, - , - некоторые отображе­
ния метрических пространств Ей. в себя, а Ек
м
—> Е„, 
П= 1,2, • • « - отображения перехода из пространств Е. 
к
-< в 
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пространстве En • Цусть в пространстве Е 0 задано начальное 
приближение х° . Итерационный метод 
— С"0°<*Э
к
,
Хн-4 
у 
; '9о= ос„°6 Ео, (4) 
где - целые числа, будем называть аппроксимационно-
итерационным методом (АИМ). 
Частным случаем АИМ является проекцонно-итерационный 
метод (Eh-iс Е
к 
с 
Е, I - единичное отображение в Е , 
К=л,г,.-. , см. напр. [_4] , L 6]). Если кроме даны ото­
бражения ph.: Eh—> Е , то можно определить 5*.= fcKfo„_v Такой 
АИМ рассматривался в [7]. 
3. Сходимость АИМ. Опишем условия, налагаемые на ото-
бражения Т
п 
и -0
к 
.Предположим, что 
существуют xŽ ^Tw х* , Л = xt Е, (5} 
|ТкХк,Х-х?1*.^  <А)п(|Л./ХЯ
п
)для ^ x».eEivi 10-^ 1^ ,(6) 
где оо„(_л) - определенные на интервале 1_с>, §
Л
) функции, 
О ^ и>ь.Сл)< 0<q*4 оо. Пусть 
функции ооъСл) - неубывающие на [0,5«); (7) 
Jtim. u>Z(^ )-0 при (8) 
Здесь 60Л (Л) — 1-  итерация функции <~ч в точке А : со"(л)-л, 
tVit(А)= if )), 1 >о.В частности, - тоже неубы­
вающие на [о, ?*) функции. Заметим, что условия (7),(8) га­
рантируют сходимость итерационного процесса (3), если 
|x,°,^ ih<5>h.(cM. напр., [5]). Пусть 
k,*sv (9) 
Об отображениях предположим, что 
I 5кд«.-4 Jn. ^  К
п 
I Xn-t, y*-i I h-< } (Ю) 
ЭСк-1,^ и-< ^  Eh-„ Wr. = Cwvyt" # 
| xf, Л..<$>h , 1>1, (11) 
Какие требования на отображения налагает последнее ус­
ловие, видно подроонее из неравенства 
l-xf'Ax*, \Ki К, гкХ*!к4- |3r„x* 2) 
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Теорема\ . Цусть выполняются условия (5)'-(Ш. Тогда су­
ществует последовательность {ok.} такая, что 
АИМ (4) сходится, т.е. 
е
Ц- Пит. 2п - эс* . 
Более того, для любой последовательности {£*3 ,£
п
,
>0, и,-о,ч,..., 
XMTV£»,= O найдется такой АИМ (4) (т.е. последовательность 
{обкЗ), что 
|2n,^x"|ll4 | X*, <их*|Л+е» , пъо. 
Доказательство. Ввиду неравенства 
12к, к* I к Ž 12к, ас* | 
п 
4-1 ои, tn эе*| ^  
нам достаточно доказать существование такой последовательно­
сти {оСп} , что 
\2к, Х^ |
Л 
 ^ , п=о,Ь~'. (43) 
Выберем последовательность i tj } так, чтобы 
, „ 9hM <Lli*| . ,, , , 
< —5 —, tjw - (14) 
Ввиду условия (9) и сходимости (8) существует и0 такое, что 
lb, A = l(T.r<,x;,cr.)S>|. 4 ы?Ч|*.', *?!.)< 
^ СО?* (do) ± Ь-
Пусть теперь | %
л
,
л
, хЛч (
н-1 i Тогда 
|2k,X*L=| (Т
К
)*Л ft Z„„, wZfk(|&,2»-„x*L) 
~ <A3Kh(H^ iZ.-., 3U-iL-i4-| 0KX^ 1,-X^ [h) ^ 
^ ( K* + d к). 
Согласно неравенству (44) Н
П
У|
К
-, + £*< и поэтому сущест­
вует с<к такое, что >jK-Неравенство (13) следует 
теперь из второго неравенства в (44). Теорема доказана. 
Следствие 4 . Доказательство теоремы дает нам рекуррент­
ную оценку погрешности АИМ: 
I Ž« , 5л X I 
к 
ž I Хн ) tn х*| 
п 
4- Ък ^ И. - о, iу 
где 
So= v £^ -°)) +- <^ n), fi> 1. 
При этом надо иметь ввиду, что числа 5"*должны удовлетворять 
неравенствам  ^< (. - eU + i )/Ннч . 
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2. Если АИМ (4) сходится при последовательности {<**}, то 
он с х о д и т с я  и при последовательности 
у  
о ^ г - o C ^  }  п - о .  
4. Сходимость АИМ с постоянным числом итерации в каждом 
пространстве Ек • Рассмотрим АИМ 
2 к  =  п = о / ,  &>2-, = <бЕ0, (15) 
где oi = не зависит от It. 
Усилим требования, налагаемые на Т
к 
и г7
к 
. Пусть 
] Т „ х „ , Т н j t v d | J  д л я  V x , e E h :  | х » , : х £ 1 и < ? ,  (6»)  
где ооСл) - определенная на ]_о, ) функция , о ^ соСл)< у , 
0< 9 ^+ 00 , удовлетворяющая условиям (V) и (8). Кроме того, 
пусть 
оо(/>) непрерывна справа на [о, ^  ). (16) 
Заметим (напр., [4], [б]), что в этом случае условие (8) 
равносильно условию 
м(/>)</> , если /)£ (0/ £). 
Заменим неравенство WO) тоже более сильным 
I I 
л 
Š К I | k_, , (Ю') 
6 Е
к
.|;к-с^ "4?|" не зависит от п. . 
Теорема 2. Пусть выполняются условия (5), (6*), (7)-(9), 
(10'), (11) и (16). Цусть, кроме того, 
farm dh-0 (17) 
и существуют числа и такие, что 
K c j (^a)^ A при />e(o,<f). (18) 
Тогда существует число oL z-p, , при котором АИМ (15) сходит­
ся. При достаточно больших а АИМ (15) будет сходится с оС-
= f3-
Замечание А • Неравенство (12) дает нам следующее доста­
точное условие для сходимости (17): 
| X 9 iK = 0. 
Доказательство теоремы 2. Рассмотрим сперва АИМ вида 
(4). Введем обозначения 
& =со^ (с£0), cV (йlSh-4+cfn), Л> 1. (19) 
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Согласно следствию 1 теоремы 1 АИМ (4) будет сходится, если 
S"vx < , то, (20) 
и twn "5* = О . 
Зафиксируем число t5z/< б- и обозначим 
5 = б"-К co?((f')>ö. (2-I) 
Из сходимости (17) следует существование такого числа m = 
= О , что 
 ^ при h->m.. (22) 
Выберем л.
а
,-так, чтобы выполнялись неравенства 
(20). Число oCwi определим исходя из неравенства 
Xl ^ - (23) 
Заметим, что ввиду выбора числа d-' и неравенства (22) ве­
личина 5"^  будет тоже удовлетворять соотношению (20). При 
п> га положим aCn-(i. Докажем, что неравенство (23) (а тем 
самым и (20)) распространится и на эти rt , т.е. 
Sk (d1 - ^ )/R , n>m, (24) 
Действительно, при rv-h\ неравенство (24) выполняется. Ес­
ли же (24) выполняется при каком-нибудь п , то ввиду (22) мы 
имеем, что 
5"п>1 = +• ct*+i) 4 co^cS"'), 
откуда согласно равенству (21) следует, что неравенство (24) 
выполняется и при Цл 1. 
Покажем теперь, что v^m.Srt = o. Для этого выберем под­
последовательность { 5 сходящуюся к конечному верхнему 
пределу с) * последовательности \ 'S" к \ . Этот предел будет 
удовлетворяем условию 
(^б^ УК < d/K 
Предположим, что последовательность {"b«. ^ не сходится к 
нулю, т.е. 5"*>О. Применив в точке />=KS*<d неравенство 
(1 В), мы получаем, что 
К5*, (25) 
откуда следует, что при достаточно больших^  
КЪу = (Н^-
Тах как функция ооР(л ) не убывает на [о, ^ ) , то последнее 
неравенство возможно лишь при 
- 47 -
K$vj_, +- > KS*. 
Огсвда следует, что последовательность {Н 5*^ -4} * 
сходятся к предел? причем последняя по­
следовательность стремится к этому пределу справа. Ввиду не­
прерывности справа функции oot (л) огсвда следует, что 
К5* = Ьл», H'b)^  = lim(КSi^ -1 + dti|) = Кьо%5$ 
Мы получили противоречие с неравенством (25), а тем самым и 
с предположением, что £Г*> о. Таким образом построенный вяшг 
АИМ сходится. Ввиду следствия 2 теоремы 4 сходиться будет и 
AM (45), если положить 
оС= rrux/x {oCi) ••• . 
Теорема доказана. 
5. Скорость сходимости АИМ. Цусть нам известна оценка 
|а£ЛнХ*1
к
< Bh., П > о ,  
где /Ivnv о. Изучим, когда погрешность АИМ (45) имеет та­
кой же порядок, т.е. 
I 5S,v,«nX*|K=ü(g»i). 
Теорема 3. Цусть выполняются условия (5), (6»), (7)-(9), 
(10»), (16) а также условие (11) с 
tiin = <£• 1 , d - свпЖ . (26) 
Цусть далее 
В * >ij . (27) 
и существуют числа <fz< ^  , fiž О и К^ 'К/и такие, что 
К,6зР(а)4 Ь , если . (28) 
Тогда существуют оО р> и е = cowyt,4TO 
|2n,^ X*lh< с £* , rv>0. (29) 
Замечание 2. Из неравенства (12) следует, что достаточ­
ным условием для (26) будет 
|thx*7 üxQVtX'X < , h>4,tf-=covxjr. 
Доказательство теореш 3. Зафиксируем число d"'-< 6 и по­
строим такой же АИМ вида (4), как в доказательстве теоремы 
2. Ввиду неравенства (28) выполняется условие (18) теоремы 
2 и АИМ сходится, причем для определенных равенствами (19J 
величин ŽÜ выполняются неравенства (24). 
Введем последовательность {с*} , п.=о, \,.• •, 
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Sk/£n. при n.4 m,, 
С к = 
. Щ Ъ - М )  °РИ ^>rYl-
Покажем, что С*.£«.,rv»o. Действительно, при rtžm это 
неравенство выполняется. Если же "ö«. i cu £
к 
при некотором 
n-^ m,то согласно условиям (29) и (28) такое неравенство бу­
дет выполняется и при П.+ 1 
'Sn-ri — V^ (KSH + tiivu) ^  ( К 'Ьн + ti h4- 4 )/К 1 ^  
* ~ ( И Си £п.+ ($. £щ-1 )/Н 1 ^  Ch+1 £к-М « 
Для завершения доказательства теоремы нам достаточно до­
казать, что последовательность равномерно ограниче­
на. Предположим обратное. Тогда найдутся CV и Ск+л , п.» m 
такие, что 
Сп*>Ск> О. 
Но из Сч-н > С
н 
следует, что 
õ«.(A- К/О]^ )) < т.е. C«. < <£tj/(K,rj-K). 
Таким образом для построенного нами АИМ (4) справедлива 
оценка (29). Такая же оценка будет справедлива и для АИМ (15X 
если положить 
оС - т<х/х \о£<
г
.., j -
Теорема доказана.. 
Следствия i. Пусть % = оо. Тогда АИМ (15) будет сходится 
при и-(У, где (S определяется из условия (18). Если же опре­
делить и- р из условия (28), то АИМ (15) будет сходится со 
скоростью (%£*). 
2. Пусть функция соР(л) удовлетворяет добавочно условию: 
для любых о и тг£ V) 03 неравенства яг (ae -
некоторая постоянная) следует эе б А при всех л е [o,rJ . 
Тогда существует «: , при котором для АИМ (15) имеет место 
оценка (29). 
3. Пусть функция а>Л(л) при некотором ß* # удовлетворяет 
условию: для любой постоянной х >о существует Т>о - такое, 
что 
ае бо^ (л) ž А при о i л 4, т. 
7 
- 49 -
Тогда, начиная с достаточно большого tl , АИМ (4) с бу­
дет сходится со скоростью порядка d (£*.), 
6. Пример. Рассмотрим интегральное уравнение 
x(fc) = £/>эф)Л> 4- e^ -i: 
с точным решением х*(£-) =еЧ Построим АИМ на базе метода ме­
ханических квадратур, например, используя формулу трапеций. 
Приближенное решение уравнения будем искать в пространстве 
Eh. сеточных функций i eHh= {l^ n) с £o, О, где 
h . М е т р и к у  в  En. определим равенством 
1 з с"»^1к= I Ci)-ун(-Ь)| . 
Неравенство (6*) будет тогда выполняться с функцией ь>(л) = 
=Vi. а § = со. Цусть Е = СL°, О , а (ъ,х)(-Ь)= € 
6 _£2
П
, Известно (напр., U2]), что погрешность метода механи­
ческих квадратур | х*, tnoc* U в данном примере будет иметь 
порядок 0(_ki). 
Для перехода из пространств En-i в пространства Е к ис­
пользуем два различных оператора: 
xÄ-,(-b), i е , 
[xh.tti- -L)+ 
Yt)= I * e  D" H" 1' 
^ 1 x^Gr-U, te ИЛ Xl,-,. 
Оператор гГ
к 
удовлетворяет условию (10') с К = >1, а расстоя­
ние |fcKx*, к оценивается величиной ). Согласно 
вышеизложенному АИМ (15) будет сходится при <х> \ . При с<ч.з> 
скорость сходимости будет порядка С?(А*)> Расстояние 
| ЪьХ*, л}*<1*.,з?|
к
оценивается величиной порядка Oi.hu). Такой же 
порядок будет шеть согласно теореме 3 и скорость сходимости 
АИМ. 
Результаты вычислений приводятся в таблице. Начальным 
приближением Хс выбирался нулевой вектор. 
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h. 
Ж* 
Погрешность |2„, АИМ (15) 
lk 
-К 
oL = 4 <^-5 
о
 
U x=3 Я II о
 
0 0.2 1.00000 0.09581 0.02232 0.09581 0.02232 
0.1 0.32882 0.00202 0.00555 0.00733 0.00556 
2 0.05 0.10820 0.00148 0.00138 0.00309 0.00139 
3 0.025 0.03569 0.00040 0.00034 0.00190 0.00034 
4 0.0125 0.01181 0.00009 0.00008 0.00085 0.00008 
Результаты вычислений согласуются с теоретическими 
выкладками. Пример показывает, что скорость сходимости АИМ 
довольно существенно зависит от выбора оператора 5^ . Эта за­
висимость исчезает лишь при достаточно больших <х , т.е.тог­
д а ,  к о г д а  п р а к т и ч е с к и  с о в п а д а е т  с  х *  (п р и  a i  = 1 0 ) .  
В заключение отметим, что для достижения итерационным 
методом (3) такой же точности как АИМ (15) при Ы. = 3 (по­
грешность полученного приближения практически совпадает с 
погрешностью квадратурного метода) потребовалось при том же 
начальном приближении в три раза больше арифметических опе­
раций. 
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ÜBBB ВИВ KOBSTRUKTIONSMÖGLICHKBIT 
BBS ITERATIONSVERFAHRENS 
I. Saarniit 
ZqannnfHiiauiitt 
Im Artikel wird das sogenannte Approximatione-Itera-
tionsverfahren untersucht. Bei diesem Verfahren ist das 
Iterieren mit dem Übergang aus einem metrischen Kaum in den 
anderen verbunden (die Dimension des Raumes wächst dabei). 
Im Artikel wird die Konvergenz des Verfahrens bewiesen und 
die Konvergenzgeschwindigkeit abgeschätzt. 
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МЕТОД ЖЩОШСТЕЙ да ПЕРИОДИЧЕСКОЙ ЗАДАЧИ 
Р. Керге 
Тартуский государственный унжверсжтет 
Сходимость метода подобластей для обыкновенных диффе­
ренциальных уравнений исследована в [l3j и [l4, а обык­
новенных интегроднфференциальннх уравнений - [6] и [li]. 
В [8] уточнялись оценки быстроты сходмюсти в случае узлов 
Чебышева 1 рода и результаты были перенесены на нелинейные 
задачи. Метод подобластей в проблеме собственных значений 
был исследован в [9], а устойчивость метода подобластей бы­
ла рассмотрена в [1 0]. 
В настоящей статье изучается метод подобластей в слу­
чае периодической задачи, притом рассматриваются такие 
проблема собственных значений и вопрос устойчивости. 
§ £. Сходаюсть метода подобластей для 
линейного периодического ™даряитртжт.ипгг> уравнения 
Обозначм через , р> 1, пространство Зг-периодв-
ческих функций, через & -пространство 2Г-периодических не­
прерывных функций. 
Рассмотрен линейное уравнение 
L.OC. Е OC.Cm'(jt) + ßx. (1) 
где u(-tr)fc Хь,р>1 , а В - ди|*еренц*аяыш* оператор 
Вас. ^  Г fob)*®#) 
с коэффициентами Jjj €-*о£р,р>4 Q -су<ли И—втси 
2г-перисдическое решение, т.е. удовиетворяшее краев* уело-
тшаы 
зсХо)- xibd, х"(о)= СО 
ДриДам—ое ренете задачи (1), (2) будем искать в не-
де тригонометрического полинома 
осД£)= а» 4- CD 
и-* 
причем коэффициенты CLc- Ct£', определим по методу 
подобластей, т.е. из системы уравнений 
5 (1=а
у
..
у
2к), (4) 
Узлы "fe; = ЛЯг/Сг**-«), 1-0,-^ .h^ i здесь и далее предпола­
гаются равноотстоящими. 
Справедлива следующая теорема. 
Теорема4 . Цусть однородная задача Lx.-о имеет в 
р>4;лишь нулевое ранение. Тогда задача М), (2) имеет 
единственное решение эь*Ci) » причем х*б б™"1, у>\ 
а задача (3), (4) имеет при п>П.0 единственное решение 
х£ (i). Последовательность решений x£"Ci) стремитря к x^ -fc) 
со скоростью 
|*.*-х*|1М4 С (U А П.) 6,(1«-"). (5) 
Еелн u(-t), (j=o/.то 5 и спра-
ведагаШ оценка " 
1|х£-х*|| * < <6) 
Здесь  ^
е»(х)= ln4 Il2(i)-a»- 51 
CUY-.JOW. К-1 G 
Доказательство теоремы опирается на проверку условий 
обвей теоремы (см. \_2~\, стр. 47), которую приводим лишь с 
нужной нам степенью общности. 
Теорема 2. Пусть А я А к (tv=4y2,... ) - линейные не­
прерывные операторы из банахова пространства Е в банахово 
пространство F , причем уравнение А эе = О имеет лишь нуле­
вое решение, а операторы Ак фредгольмовы с нулевым индек­
сом. Цусть |( Aw х-Ах Ц->0 при п.—»»о для любого х.€ Е и 
пусть выполнено следующее условие регулярности: 
fix.{АнХп} компактна в F =^ > <х*}компактва вЕ. 
Тогда операторы А, А* (ю rt,) обратимы, и,если lirh-ir||-#o 
при П.—> оо, то решения х,* уравнений АцХ* =• Vk сходятся 
к решению уравнения А х = iг со скоростью 
С, II АпХ*- 1Г„ || F  ^I х~ - х* || Е 4 Сг ЛА„ эс< 1ГИ IIF. 
Дадим задачам (4), (2) и (3), (4) операторный вид.Дусть 
функционал 0. сопоставляет каждой S 6 число = 
=(5ir)1 $ 2(л)Л>> и пусть оператор Q таков, что 
О ' 
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Цусть) ( t )  =  ^ ,  Л е г к о  п р о в е р и т ь ,  ч т о  будет 
периодической функцией ж что - непрерывный оператор *8 
£?* 8^. ^  = 1-Уг 
Задача (-1), (2) эквивалентна операторному уравнению 
Ам. - 1Г , (7) 
где 
А  = (ЖлВ), 
Оператор L действует из g*"1 в g &>"{ 26 51 й(о)=о£ 
а функционал <^ .В действует из g*"' в R. 
Покажем, что задача (3) и (4) эквивалента операторно­
му уравнению 
Ah.ОСн - 1/W , 
А*. - (sÄ*, ß ), 
<Г„ = (Рь^ ,<у). 
Здесь Рк. проектор, сопоставляющий каждой функции Qi её 
тригонометрический интерполяционный цолинсы степени не вы­
ше К , построенный по значениям (.QjSK+i.) в узлах ti 
(l-o,ir.. ,2h.), а оператор действует также из б"*"1 в 
I?» по форщуле 
s*K**= -*£•*%>•(-(9) 
Дяя доказательства этой равносильности заметим, чтс 
суммируя условия (4), получаем 
т.е. ) so и, так как t^ x04 =<?, будет <^ Bxh-au, 
Следовательно, для вторых компонент (8) справедливо. 
Ввиду того, что Q±<^ ~I (I- единичный оператор), ус­
ловия (4) можем переписать в виде 
S  ) ( / - * « ) М  ( с  =  о , <
г
-  , 2 к )  
и, следовательно, так как (j, [LXn-^ ) — <?, то 
<& = О (L~-o r . . ,Z*)  НО) 
- 55 -
Введем теперь оператор '4f* , который каждой функции QicXp 
относит тригонометрический полином степени š h,, так что 
Оператор связан с проектором Р*. следуищш соотношением: 
Vh,Q = ^  • (11) 
Действительно 
I" ЧЛгк -- = (P.^ ž)ft.'„)4.jf6žXti 
='ф9*)(*:„)-ф8г)<>1>= $£" Gz* 0==,-^ ), 
что и доказывает равенство (41). Оператор является проек­
тором на подпространстве Q<SCj> : 
V*<?1 -  £ 1 Р -У i l  Р- ? <5 г - ж ? i Р^Яг,  = VK<? г. 
Итак, вместо (10) можем написать 
W*Q(L3U-^ )cLb=0 (£*p,..v2n), 
откуда следует, что (/. ас* -U)ŠO.Поскольку VKQ 
= Т^ зс.0*1 = tx,"*1 имеем О 
w^) + vKQj, 
откуда, проинтегрировав, получим 
х£"'(*> - »."-'(о)+(рл» (»)= 
Из этого уравнения ввиду того, что о -"ir0 является узлом 
интерполяции и (С| X )(о)=О
у 
получаем 
ос£—'0:)- я^ "(о)+ Р„9<?Вх, = P»5f%. 
Сравнивая это уравнение с (8) и (9), видим, что уравнение 
(8) справедливо и для первых компонент. 
Покахем теперь, что операторы Д
п 
фредгольмовы с нулевым 
индексом. Дяя этого запишем А»эс в следующем вице 
А^ тс - Sac + ТкХ , 
где 
S=c = у), 
Xx=(P4Q6x,^Btt). 
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Эти операторы действуют также из 5м"1 в <§Lx ß. Посколь­
ку сумма фредгольмова оператора и вполне непрерывного 
оператора Fj, является также фредгольмовым оператором, и 
Iru? (Fvt-Fi)-ini F-t (см. L?], стр. 300), то ввиду полной 
непрерывности Тц, . нам придется исследовать лишь оператор 
S' Ясно, что область значений оператора S замкнута: 
S 6""'= £о*0 и in!  S - Ь\Л Av. -о.  
Переходим к' установлению регулярной сходимости последо­
вательности операторов А
ь 
к А . Поскольку вторые компо­
ненты операторов совпадают, покажем лишь, что s h^x-> 'JQLx-
при каждом х € ё™'1. Имеем ' 
М*х- 5fQiLx|[e = || Рл IУ ßx Q (/+ &*-) II-
= II PJ}Q ßx -  В- Hg л (j+ II P„ И) l  tfQ ßx Д.), 
где cl(2/JK) - расстояние в g от Я до подаространства 
тригонометрических полиномов степени ^ п.. Поскольку для 
порядка роста нормы проектора Р
к 
справедливо || р„ II g  ^-
= D"(Ai к) (см. L3J, стр. 3d), то, продолжая с помощью тео­
ремы Джексона, выводим 
Мнх- Hg, i  —-» о (;h_o-), 
Рассмотрим условие регулярности. Пусть || х
п  
Ц ^  ^  
О 
{ А
м
х„1; компактна в £ . Требуется установить компактность 
последовательности j *„3 в . Последовательности 
(j-о
у 
I,.--, m-z) компактны по теореме Арцела,Далее, 
оператор ß ограничен как оператор из g в £г> по пред­
положению, а оператор ограничен из Xj, в ё^~ , ,y--i-i/p-
Следовательно, последовательность -(.MQg, 
Хп^
 ограничена в 
, вместе с тем она компактна в 8?, o<fi< (см. НЗ. 
стр. 202). Далее, из теоремы Джексона вытекает, что 
H2-P*3tHö дет любой ž е- б''9. Но тогда и ||^2к-РЛь,|^>< 
для каждой ограниченной в Qjfp последовательности {2*} 
Отсвда следует, что последовательность •{_ р„У-Qßx*] ком­
пактна. Из (9) теперь видно, что { xV"" > j компактна в £ 
и, в итоге, { компактна в g m"1 f что нам и требова­
лось доказать. 
Ещё требуется проверить сходимость своодных членов 
Л. - (PnsjQjj, ^  ) к V-- Gf 'tj fJ К т.е. сходимость 
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Dh^ t|K3(?4- H"eeM 
«ъщ-Ш % 
так как ^QLJ (- ßfr 
Итак, все условия теоремы 2 выполнены. 
Оценим скорость сходимости: 
х? - х* il *?»-4 -ž 
€ 
4 ^II A,^ - v, ИgoXR-cL||(sti.Xе;ß^ )-(p^  
Поскольку ^ , то эта скорость зависит только от пер-' 
вых компонент в паре 
еж 
|хГ-х*||6~-< * 
* Cxi  М-Р
п
Щ ||g - СЛ Js*w+f3#<?&**-Р^ *1| = 
-С
г 
Ц^ Х*("Ч рфъ**- РЛО^  - P„^ ßx*l| g -
= С
А 
i|^ X*(w'- phy?x>^ ||^  - cJ^ L-V 
£ C* (4 + ßh-lV) l£ X'^ Tn ) ^ с &vh.) вк(^  C£*(w0)> 
Оценка (5) установлена. 
Установим оценку (6). Скорость !| x*twl-x*^j| также за­
висит только от первых компонент в паре. Пишем 
|| 
Х
*Н„ xK«H|-z ЦХ*Ы- ¥nx*( )|lt II x*fM|l (12) 
и оценим оба слагаемых отдельно. 
Поскольку (ß± о ) х*^  -($НКу ~ , ö/x!f("'l= о и 
£х*)-0, то 1 с= V„ Q \Ч -&ху) и для первого 
слагаемого получим: 
II хГ,м- V^ +UQi^ llg 
ž!l^ll^g i|i?l|^6 llB>il6u--)Z? llxžf-xHI^-« ^ 
 ^Со>*л4 lj II Il — X l| . 
Ддя второго слагаемого в (12) имеем 
II - Tfc II 4 c^ JrLU II ¥J^ M(x*(*\CTn ). 
Для Vk получим из VM), что || 4ч. II = У(к bvn,), так как 
имеет имеет порядок роста 1г) для производной тригоно­
метрического полинома Т„ (t) порядка 1г справедлива оценка 
HT*(i)||g^ 1г нТп(Ь) II , а оператор как оператор из £? в 
ограничен. В итоге можем для (12), учитывая (5), нали-
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сать: 
I! эс*(и) II ^ е(4+ лIn)€ V V ( j +  в ь б с ^ Д ^  
4 С'(>|+liitri) е
л
(х*(м) , 
так как ^ с eh(x*Ch,>)/n (см. [12], стр. т19) и 
первое слагаемое является малым относительно второго сла­
гаемого. Оценка (6) установлена. Теорема доказана. 
Следствие j . Если ос* t =*^о, г+*>о, то 
по теореме Джексона из оценок (5) и (6) получим 
ол^
и„*%-^ сн|=0(^ -,). 
Заметим, что х* £r ^ если коэффициенты j> Q-(?,/, • 
и свободный член Ч L-Ь) , например, принадлежат 'к 
классу *^о, -U<*>ü. 
Следствие 2. Поскольку последовательность операторов А *. 
сходится к А регулярно, Я(А)~ \ о  ^ и операторы А*, фред-
гсльмовы с нулевым индексом, то (см. [2], стр. 35) можно вы­
вести, что операторы Д
Л 
сходятся к А и устойчиво, т.е. су­
ществуют обратные А"*' ri») , причём 
!1 к~1 II 4 <*wfr -
Следовательно справедливо неравенство 
Hig-. - с|1(р4^.^)iU(4ift.^0- «а» 
§ 2. Случай нелинейной задачи 
Рассмотрим нел!шейное периодическое дщреренциальное 
уравнение 
z.x= х«"'а)+ (i4) 
которое решается методом подобластей (3), (4). 
На основе общей теоремы из |_2^, стр. 54, справедлив сле­
дующей результат, доказательство которого мы опусхаеи ввиду 
аналогии с доказательством теоремы \ . 
Теорема 3. Цусть 
-1) существует решение задачи (44), (2); 
2) свободный член ч Ci) & 
у 
j >1, 
3) функции =f (•+,>4 -V , ^AXli й«5
у
4,..-Л-1^  
определены и непрерывны при л ^  Л 
lUj-x^'GHUS" Ci = о, f, ^>о
у 
4) линеаризованная задача 
i™ + 2 ^ ш £%)- о 
у«»,., 
•имеет лишь нулевое периодическое решение ^(i)В О. 
Тогда найдется такое число tf0 , о < "5а tS, что метод под­
областей (3), (4) дает при h.>ru в шаре I зс - х.* 6 g«-i 
единственное решение х£ Ci). Цри этом быстрота сходимости 
х? к х? имеет оценку 
Il XÜT - х* К у».-, 4 e(n-&vh.)en(x*^ -°), 
а в случае и б 5 (тогда х*е g*) 
Il х £ - х * | £ *< С (<1 + h, W) е 
Л 
( х* 
§ 3. Проблема собственных значений 
Рассмотрим проблему собственных значений для периодиче­
ской задачи с нелинейным вхождением параметра: 
L(*)х  — x ( "Yi)  +  l i  p .=  о,  
41 
решение которой шцем в виде (3), причем коэффициенты опреде­
ляем из системы 
Z.(>)orHC^)<£.i = 0  , (16) 
Задача (15), (2) равносильна операторному уравнению 
А (>)х = 0, (17) 
где 
a m «  q q u * h f ü ( * ) ) .  
Оператор А(>) действует при фиксированном > из Ё"1"1 в G*:R. 
Задача (3), (16) равносильна операторному уравнению (ср. (8)) 
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A „(*)*.= о,. <«> 
где An (а) действует также при фиксированном X хз в 
х R по формуле 
А^ (х) = (^ LCx), а Ш) 
Пусть jV С С некоторая область комплексной плоскости. 
Обозначим через S^ A) спектр задачи И 5), (2) (ж, следова­
тельно, задачи (17)) в А ж через s(A>) спектр задачи (3), 
(16) (и равносильной задачи (18)) в X. 
Справедлив следующий результат: 
Теорема 4. Цусть 
1) существует * 6 jl с С , при котором задача (15), (2) 
имеет лишь нулевое решение; 
2) коэффициенты (4,а) : R Х,Д_—* С ^ = голо­
морфны по Л при каждом £ , (i,>) /'Dpj(4yA)/t» непре­
рывны по совокупности переменных (+,х; е Rx„A- (^=о
у
~7пм) 
Тогда для каждого Л„ £ S(A) существует последовательность™ 
{л*], Лг,еS(A»), ^ п„где из достаточно 
малого круга | а„ - > | 4 и справедливы оценки 
I Лп — Ло I z с &Vae # 
I — I  ^С £-п. , 
Дх^ .ЛГОО.)))^  С £н/х, 
где 
С = сб>)г cwit, е^ с 
ae - наибольшая длина корневых цепочек задачи (15), (2), со­
ответствующих Ло , 1аГ - соответствующее корневое подпрост­
ранство, А„ - взвешенное арифметическое среднее собствен­
ных значений , 
жайчхбв"-1 i а(>о)х=<?5. 
Доказательство этой теоремы ошфается на проверку усло­
вий теорем из [2], стр. 69, 72,и [5]. 
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§ 4. Об устойчивости метода подобластей 
Устойчивость т.н. прямых методов характеризуется двумя 
факторами. Она зависит, во первых, от влияния неточностей 
составления системы для определения коэффициентов, а во вто­
рых 
- от распространения ошибок округления при практическом 
решении системы. Характеривтикой первого фактора является 
устойчивость в смысле С.Г.Михлина, а второй фактор характе­
ризуется числом обусловленности системы. 
Перепишем условия (4) относительно коэффициентов at, 
..., Получаем систему линейных уравнений 
-ti. ] к= 1 <] '0 ' (49) 
+ X I  лмЗ^ЩМ^к.  - S ч(4г)di  
к-1 к у-о J tv<l 
Однозначная разрешимость этой системы вытекает из результа­
тов §1 . Однако, в вычислительной практике система (4 9) со­
ставляется с некоторыми погрешностями, в результате чего мы 
решаем не систему (-19), а систему с некоторыми возмущениями: 
(£ 4- ± { 
X U =  ^-о,4*:*,2.К '(20) 
и получаем не приближенное решение (3), а "неточное" 
5ск.(4:) = a„ + 51 (ЕкО»4 (21) 
«=< 
Изучим вопрос устойчивости метода подобластей в смысле 
С.Г.Михлина, т.е. нас будет интересовать влияние возмущении 
f lrL= ^ к1"1 и ^ ^  (h) 113 частности, во­
зникает вопрос о допустимых возмущениях, не портящих разре­
шимость системы (2ü). 
Введем следующие обозначения: 
=  ( а ^ а ^ , ,  ( Х
п
I R Z h M  ,  
а!м - (а0/о.1; , а* ) <^ Я'г,х*л, 
А
к 
= (а.
г
Г^ : ß2""1 , 
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Л* Ц < 
lj.. 
L^ W и + г к=^ , *=2^  
при ic^o, 
тм 
v. "ti 
2л M 
/У/Ч. l«> t  
m-f 
^ ' К~'Н 
Г.: Rin"'—* (R2"1"1 составленная из погрешностей , 
6"a = (%»)& =(CгшА fr, 
Теперь можем выразить системы (19) и (20) соответственно 
в следующих видах: 
А
л
О ( 2 2 )  
CAn+r.)afh,= ß^ + Fw. (23) 
Наша последовательность координатных функций wdt, 
..., CWKI, Avn-Ht,... j ортогональная. Обозначим через Ц' гиль 
бертово пространство периодических функций с нормой 
и ортонормируем систему jl,... ; e»ki, Ммкк; -•} в Н .Имеем 
Н Свяс£||ц1 - i^nHt = (-or i: dl , 
IM (lH? = X^5r =• . 
Следовательно система функций \ - {</*£=., • } 
ортонормальная в М
г
" . Обозначим через $
Л/{ диагональную 
матрицу, переобразующую систему функций c^ ict, 
/>1АХ ... J в систем Об : 
-
VtL 
'4L 
у 
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ясно, что* |2)n,e|l= 4L- VV55-. 
Справедлива следующая теорема. 
Теорема 5. Найдется такая постоянная С0 , что при 
|| Гк IN С
с 
viS/(\frv Iftn.) 
возмущенная система (21) однозначно разрешима и 
IX»- х„ II Ht i (II Г. *>.,< IIIIX, II Н( 4fžT(l" 
где Z может меть значения от до m.-i, а 
квадратные скобки означают целую часть. 
Доказательство. Цусть ^  = 8)*,l dh), i'"'- S)n,e й-с*\ Тогда 
нетрудно проверить, что 
|*Л
Н
(= КГ'Ц, _ <24) 
IU.-S.l„( НГ-б'"'!. (25) 
о  ^  
Перепишем теперь системы (22) и (23) относительно 6 : 
Ак , - (26) 
(Ак^ -Гп)§bh,e Г'er <2^  4- F(h', (27) 
откуда получим соотношение 
(АН&,£ + ГАе )УЛ("% ГнЯ),,
е 
£ы- S*h). (28) 
Нам надо установить обратимость оператора A.,Ž)h,(; -<TnJZ/h,f 
и найти оценку его нормы. Для этого сперва оценим норгду 
||(АЛ)«,г)"' 1| (обратимость оператора А-пЗ)п,е вытекает из од­
нозначной разрешимости системы (19)). Из (26), (24) и (13) 
находим 
II (Ah2)v У G>th^  II - il ßc' Il = II x« К ц( -ž. с flх*Ц£p 4 
^ |Xnl|gW.4 ^ Cdl^^lly-hl^i). 
Оценим по частям: 
ip^Qle i HPJIg.,e T.fy,.iq(?)ft-)l «• 
 ^Все нормы матриц и векторов берутся по евклидовой мет­
рике. 
(29) 
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 ^С fti H I 1 I -
 ^с 4. h. ( I S <j Лл I +- t $ *<эд <L I ), 
далее, с помощью неравенства Ковш-Буняковского: 
-tl. . . 2=Г j., 
I  § u i - t - j 1  -  i T ^  н  , 5  r ^ ^ & i i ^ i .  
Из последней цепочки видно также, что | au | 5(Ят)-,\Ем7||£,tk|u|(. 
В итоге мы можем продолжить цепочку (29) ^ 
lj(AhÄh,e) II - c4i к- £• \jä^ vH Иб^ Н + Ц^ Ц^. 
Следовательно, 
I (Ah Äse У1 II ё CffC Uin. 
Выберем такое с0 , что || (А„2)не) ' \Tti и пусть для 
возмущений Хч* справедливо предположение теоремы. Тогда по 
теореме о возмущениях обратимого оператора (см., например,[4], 
стр. 212), заключаем, что оператор А •,£>•./ +Г* 2)h|t также обра­
тим, причем для интересущей нас нормы получаем 
im^r^nu. Ш^11— о« 
>i-||(An2>h,e) Ukselt с° 
Ввиду обратимости оператора АА,е +- уравнение (27) (а 
следовательно и (23), и система (20) однозначно разрешимы. На 
основе (25), (28), (30) и (24) выводим, что 
II *h - X Л н/ - II f-š(1l ^ II (Ак®,е f üA,ty1|| (ГХе II IIll% 
4- j|S*0*'|\)4 (||Г,2)
че 
\НЫ\
н
( 4-H^ Ml). 
Теорема доказана. 
В доказательстве теоремы 5 существенно использована схо­
димость приближенных решений в пространстве у Цусть те­
перь коэффициенты ^ 1+) (j = °/ т-л) и свободный член 
bj(4) непрерывны. Для m-ой производной оценка погрешности по 
порядку хуже, чем для младших производных. Возникает вопрос, 
какими могут быть возмущения, чтобы всё же (+) остался 
близким к olL"1 (i). Приведем соответствующую теорему без до­
казательства. 
9 
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Теорема 6. Найдется такое О*, , что при 
li Гц II Ž Си {Ш /(ns/<- SJ£ h.) 
справедлива оценка 
11 -^*д
н
* * -^^ (lin:a„,e|(ix>uk»-ni3-mii). 
Следствие 3. Из теоремы 5 видно, что элементы <X L K _ мат­
рицы Ак Щ® больших И можно считать с меньшей точностью, 
чем при малых К , - нужно заботиться лишь о малости матри­
цы fhZ)h,t • 
Следствие 4. Даш обеспечения близости решений и 5с* 
в И' (оТГГт-1 ) следует проводить вычисления с точно­
стью || R2)k,t |= <r(h:yVA,ii), i5"(h|| = a{h:V^ th.)» а в 
И 
к 
требуются точности |( Г* $ н, /ц I = <г(к%кЧ), || || 
Замечание *1 . Цусть координатная система ортонормальная 
в {о iii •*>--i ), т.е. приближенное решение ишется в виде 
cch(i)- 4- ZI (dr 5Г k^ ) ^(сис^ к^ т-н £
К 
Тогда число обусловленности V и. системы определения коэффи­
циентов (X0ja.vg,;..йк,6п по методу подобластей оцени­
вается 
. , 0 m-t-rVjL  
\) 
л 
 ^А*1 h. • rv 
Следовательно, при £- m--i будет число обусловленности наи--
меныиее, а именно 
V«. ^  -&V h. • rvVt 
и координатную последовательность целесообразно ортонорми-
Н
Ы-4 
_ 
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TEIIGBBIBTSVERFAHREli FÖR PERIODISCHE AUFGABE 
R. Kerge 
Zusammenfassung 
Die Konvergenz des Teilgebietsverfahrens ist in |_1з] und 
£14} für gewöhnliche Differentialgleichungen und in [б] und 
\_ll3 für gewöhnliche Integrodifferentialgleichungen unter­
sucht worden. In [8] sind die Schätzungen der Konvergenz-
gesohwindigkeit im Fall der Tschebyscheffsehen Knoten präzi­
siert worden. Dem Eigenwertproblem ist [9] gewidmet, und in 
[lO] ifet die Stabilität des Teilgebietsverfahrens im Fall des 
polynomischen Koordinatensystems beobachtet worden.In diesem 
Artikel ist das Teilgebietsverfahren für periodische Aufga­
be untersucht worden. 
Im 5 1 wird die lineare periodische Aufgabe (l), (2) mit 
Hilfe des TeilgebietsVerfahrens gelöst. Die Näherungslösung 
findet man im Form (3)^ und die Koeffizienten bestimmt man aus 
dem System (4), die Knoten "t •, liegen auf dem Intervall 
[oy29r] gleichmäßig. Im Theorem 1 ist die eindeutige Lösbar­
keit des Systems (4) und die Konvergenzgeschwindigkeiten (5) 
und (6) begründet. Der Beweis des Theorems 1 stützt sich auf 
das allgemeine Theorem 2 aus [2}. In der Folgerung 1 sind die 
Schätzungen für eine glatte Lösung gebracht. 
Im. § 2 ist die niohtlineare periodische Aufgabe betrach­
tet worden.Die Ergebnisse sind im Theorem 3 zusammengefaßt. 
Im § 3 ist das Eigenwertproblem betrachtet und das ent­
sprechende Theorem 4 gebracht worden. 
Der § 4 ist dem Stabilitätsproblem gewidmet. In der Rech-
nenpraktik löst man statt des Systems (19) ein gestörtes Sy­
stem (20), und statt der Lösung (3) bekommt man eine gestörte 
Lösung (21V Der Einfluß der Störungen auf X - ОС*, ist in den 
Räumen |-j^ (0 £ I? 4 im.) betrachtet worden. Die Stabilitätsbedin­
gungen sind in den Theoremen 5 und 6 dargestellt worden. Zu­
sätzlich ist die Wahl des Koordinatensystems betrachtet und 
die Stabilitätszahl eingeschätzt worden. 
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ИССЛЕДОВАНИЕ СХОДИМОСТИ МЕТОДА ИТЕРАЦИИ ДЛЯ 
РЕШЕНИЯ НЕЛИНЕЙНОЙ РАЗНОСТНОЙ КРАЕВОЙ ЗАДАЧИ 
М. Фишер 
Тартуский государственный университет 
В статье [_1 ] была построена разностная схема для квази­
линейной краевой задачи четвёртого порядка и показано,что 
эта схема сходится со скоростью 0 (tv1). В этой статье рассма­
тривается решение разностной схемы методом итерации. 
Рассмотрим краевую задачу 
Lu = Е- (-1 -|(*), *е£1,1^ 142,(1 > 
_
п  
1ги \ 
"V (2) 
где Г - xl \ -О- граница b -мерного единичного куба £1 = 
{о<х;< Г -^ - производная по внешней нормали 
к границе' Г / а = (х:,,.. )
у 
£>* = 
-ж" 
Будем предполагать, что имеют место следующие предполо­
жения: 
I. Условие эллиптичности 
г Ы* > с, 5: tl, с
л 
соЛ > о. 
ТЯ- У KU 2. Х J '
II. В некоторой окрестности гиперкуба XL 
A) существует решение краевой задачи (4), (2) .при­
чём оно в ней достаточно гладкое; 
B) функции рдО достаточно раз непрерывно 
дифференцируемы и 
I I - / C1=T(^i>0-
Построим сетку 
53 - {х : 1 ;--1,0,...>+-1], 4 = V/V -
и обозначим со - £3 Л -Cl ; .53 О Г. Аппроксимируем крае­
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вую задачу (1), (2) разностной краевой задачей 
Е хеы't3) 
»^=ол^1 °^'1"',"'Г' 141 
где Aet(x,|>y)= ШОору) в точках сетки. 
Определим скалярные произведения и нормы на множестве 
и на его частях 
(и,1Г) = 5Z uGOVÖO /I и, (j2- 
= 
/ u у,) , 
эс&со у х 
(u.,V-)4 . = X UU>lKx) , 
II'111«V= i ,$2[ * С ], 
где 
сО+аС ={зс : X;-=k!;R , 
W _ ^ = { o c :  K i  =  4 - c i i y . . , Ä f - i  } .  
Для рассмотрения итерационных методов при решении задачи 
(3), (4) введём на основе результатов статьи [ 2 ] следующие 
условия. 
III. Условие 1R. -монотонности 
(A^-Av, уг)>Со Ич-1Г|£, c = c*vJ:>0. 
IV. Условие Липшица 
II A^-Av-|_R^C, II^-itHr, 
где Я, - самосопряженный положительно определённый ограничен­
ный оператор и 
^^ )r = Nü-R'p • 
Для отыскания решения задачи (3), (4) используем ите­
рационный метод 
t"b(yn>,-jn)+a^=4' (5) 
где ß = Е + ~<$R+x L r f z Q(x)  ,Т>О-итерационный параметр, 
ö - Comit > о, Q(x ) - самосопряжённый неотрицательный опе­
ратор. 
На основе статьи [23 имеет место следующая теорема 
Теорема А . Если условия III, U выполнены, то задача (3), 
(4) однозначно разрешима при любой правой части. Решение за-
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дачи (3), (4) может быть найдено с помощью итерационного 
процесса (5), сходящегося при любом начальном при&гижещв, 
если 
Т > О , б' ^  cf/(2Cc) . 
Можно указать некоторые конкретные итерационные методы, 
проверив в каждом случае выполняемоеть условий III, JJ. 
4° Схема типа метода переменных направлений. В этом слу­
чае возьмем 
, ß = П (Е+т<$ß;) = Е4-тб-R . 
Учитывая доказательство теоремы в статье [1], можно на­
писать 
(Л^- Air, ^ -\г)>сП1^ 
Но так как нормы \\ц ИL и ilu||^  эквивалентны (см. доказатель­
ство леммы 6 из С4])» то 
(Л^-Лг^-1г)>с„ ly-ir|lß, 
Итак имеет место условие III. Ссылаясь ещё раз на доказа­
тельство теоремы из Li ] получим 
|(А^ -Л1Г,г«г)!  ž  С jUj-VÜj.  Ц 1лТ" И а.  ,  г д е  С -  toyJik>0.  
и на основе эквивалентности норм получим 
I (А^-Лу-,1аг)1 ll^- irUR liurllp, -
Но это соотношение и есть условие Липшица ЗУ. Так как опера­
торы R; положительно определены, самосопряжёны и попарно 
перестановочны, то оператор Q неотрицателен. 
2° Итерационные схемы бегущего счета. Цри таких схемах 
в предыдущем пункте рассмотренный оператор R представим в 
виде R =Ri+R2_/R*^ ='R2 , где 
R, = £ ), £ 2^). 
t- ~4 i-i 
Из статьи [3] для схемы типа переменных направлений исте­
кает еще следующий результат „ 
Теорема 2. При оптимальных значениях параметров т =То= 
= (^ \j Ш ) б" = \[(\ + с/д) нужное для оценки 
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число итерации является величиной Iß ff (Д/5") би. £"'/ при "b/h^o, 
где *b"E 
В данной случае постоянные 5 и А легко вычисляются 1> = 
= ^  W(x£ ), Л = ^  Cei*( ) . Следовательно число итера­
ции, нужное для получения погрешности £. , имеет порядок 
(№у£). 
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UNTERSUCHUNG DEH KONVERGENZ DBS ITERATIONSVERFAHRENS 
BEI DER AUFLÖSUNG DER RANDWERTAUFGABE DER NICHTLINEAREN 
DIFFERENZENGLEICHUNG 
M. Fischer 
Zusammenfassung 
In diesem Artikel untersucht man zwei verschiedene Ite­
ra t i onsverfahren: die Methode der veränderlichen Rich­
tungen und die abwechselnde dreieckige Methode. Man zeigt, 
daß mit der Hilfe dieser beiden Verfahren die Folge der er­
haltenen NSherungen zur Lösung der Randwertaufgabe der nicht­
linearen Differenzengleichung konvergiert. 
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СТРУКТУРА РЕШЕНИЙ НЕКОТОРЫХ, СИСТЕМ ИНТЕГРАЛЬНЫХ 
УРАВНЕНИЙ, СВЯЗАННЫХ С ПРИБЛИЖЕННЫМ РЕШЕНИЕМ 
ЗАДАЧ ПЕРЕНОСА ИЗЛУЧЕНИЯ 
Ю. Князихин. 
Тартуский государственный университет 
Введение 
В данной статье изучается вид решения системы интеграль­
ных уравнений (03 - общая задача) вида 
t н 
x(t) = [ Ate*p(-ß4:-4))х(ъ)1л + \ Аг(йг6"л))х(л>А+ 
+ t J «) 
где
1 (Bot) , 
А^=(ац)у , 6w = (^' )- , & j > 0 ,  
a \ есть вектор-столбец,составленный из единиц. Сформули­
рованы условия, при которых 03 имеет единственное решение и 
имеет вид 
x(t)= <Sie*j>((|rt:)ft +- г 
где <=>w некоторые матрицы, (}х диагональные матрицы, ^со 
вектора. 
К 03 можно прийти, решая методом дискретных ординат од­
но из основных уравнений переноса излучения 
+ $ \\ +• (21 
4- 1 . 
1 
Во всей статье, если не оговорено специально, подразу­
мевается следующее изменение индексов: к,Л х±4,±2,-~,*п; иг, 
I - -1,2, • , р; а? - 1
у
2/ - о, I, z. Остальные индексы 
пробегают значения от 1 до Кь . Символы (ау)у и (CU): озна­
чают матрицу и вектор-столбец соответственно; 57 i - сим­
вол Кронекера. 
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Функия ф) характеризует излучающую способность среды 
и является экспонентой относительно-fc- . Функция 
называется индикатрисой рассеяния и удовлетворяет следующим 
соотношениям i яг 
-1 --Иг» (3) 
( 5 )  
Для того, чтобы привести уравнение (2) в виду 03, заме­
ним интегралы по Ц/ и Ц в уравнении переноса излучения ка­
кими-нибудь квадратурными формулами (метод дискретных орди­
нат) 
Т^ (у)<£у я 51 0-^  ! (V«,>o, ^  -2.7Г, 
$ A(ij)dll| » TILoCi IloCyi. 
Тогда, учитывая последнее, получим дискретную задачу для 
уравнения переноса (ДЗУП) 
f Ьц1.т&х£(-<к&-т))^(х)<Ь + 
+  ^ \ 4:-ie~4®*r+ U,AWi(4-) , (6) 
где * 
b = $кглЛ 
t^nv>e = (>10<'е|рт/йт^ |1<|)^ к^ г, uAm(-t)= U.(+,^ ,VT«) . 
Учитывая равенства (3) - (5) и делая в случае необходи­
мости перенормировку, положим 
2Z 4gr, (?) 
Цусть I нхп. есть единичная матрица размерности Itхп, ; 
символ е. j означает вектор-столбец длины ft , у которого на 
j-том месте стоит единица, а на остальных местах нули, а ® 
есть знак кронекеровского произведения матриц (см. 1/11, стр. 
256). Положим 
еГг.«(><)/(2ц0 ,у*^ т/2<г, )-, Г= (Swt £
с
) 
П 
г •^2*^  ® ^  ® Г/ ic««t)h,,e, fj T j ):,j , r } 
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Vt о 
fjuD 
1лГ? - 0 < 
О 1Г4 
, A ae ~ l^ acfl , 
'  - '
6
'  
I » ' e 6 a r r f  • g f t ) - ( < j j ! ) e ,  
x(jb)- Г (e2"'®Lj- + e2n;w^.;), |&) = Z^eui+e^eu.) 
Учитывая введенше обозначения, ДЗУП (6) примет вид 
•Ь Н . 
X-GB- SAi6»^(-ß6t-A))x(»)(tA + \ Ai6*j-(ß(-t-л))ae<4)<L + . (8) 
Но так как функция U-tiy^tp) в уравнении (2) является экспо-
нентой относительно t , то свободный член j-(b) в ДЗУП можно 
записать в виде j-(j-) = (ß^ir) 4 , где До некоторая мат­
рица, В» диагональная матрица (В„= (Vfr) Ггнвх^кв )• Подроб­
но ДЗУП будет изучаться в §§ 7-8. * ' 
§ 1 . Существование и единственность решения 03 и ДЗУП 
Для матрицы А - (di;) у положим 
Ц А Ц ^ Т У Х ^  ^ Z i a i p ,  l A N ( l a y i ) ^ .  
Рассмотрим пространство непрерывных вектор-функций с нормой 
ll^llr — VYX(X<x ma/X I X; (t) |. 
Тогда норма оператора К такого, что К* есть сумма интеграль­
ных членов в выражении (4 ) есть (см. [ü], стр. 476) 
II кll c^c - ( J ^ 1  (" 6i(±'^ +  
+ S I a^j I exj> (t-1)) Д ). 
Пусть максимум no t" достигается в точке [.0, Hj, Делая за­
мену ц, -1'- а в первом интеграле и и.-л—Ь* во втором, полу­
чим 
Ü К IL 
с  
= mayx (х \ I ü-ij I e-Xh(-6; a)c£u4-
rt-t* L Л ° <} » . d 
+ Š I Cu| I e-x|> (- ^  u.)cL< ) < 
°° oo 
< mw [ 53 ^ I 1вх|>(-^ и)с(и+ \ |a|j 1 e*|>(-g?u) Ли) -
= IIIA,l6;4|A2|Briv 
Отсвда, учитывая теорему Банаха о единственности решения опе­
раторных уравнений в банаховых пространствах, находим, что 
справедлива 
Теорема 4 . Пусть выполнено условие 
II 1А<|&Г'НАг|бД 4 4. (9) 
Тогда 03 имеет единственное решение при любом свободном чле­
не. 
Если уравнение М) есть ДЗУП, то, учитывая равенство (7) 
и (4), получим 
-1 
1АПВ, +|Az|&i И — гп&х 
л,tn 
С/С 
Следовательно, ДЗУП имеет решение при любом л%(р/1]. 
§ 2. Некоторые определения и леммы 
Обозначим через d* (А) множество диагональных элементов 
матрицы А • Определим операцию, которая каадой тройке вида 
(£»> В) - ( > 
при условии cL[f t)П В) =• 0 ставит в соответствие матрицу 
Очевидны следующие утверждения: 
Лемма \ . Для диагональных матриц ^  и таких, что 
им
еет 
место равенство 
 ^ в Cftr)6)§,ßW/p 
Лемма 2. Для матриц А , В . С и диагональных матриц £), 
Е таких, что et (Ю)П ) = ft имеют место эквивалентности 
а) А е^ |(М)т + ße*|>(Ör)u = О Ае«|>(2)-|г) х = о^  &e^ (£4:)kj = Oy 
б) Ae^ <j>(C-fc)xSО ^  АСх = о, к =о, 1 , - . .  зс е П IQa  (АС*4) • 
эквивалентность б) вытекает из аналитичности вектор-функ-
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Ции Ae*j>(c±). 
Лемма 3. Цусть для заданной пары(X,А) » где X есть 
функция от матрицы и А некоторая матрица, существуют такие 
матрица &\ и обратимая диагональная матрица 2 , что 
xfeb а». 
Тогда имеет место тождество 
X(Gi)M|i(ß+)^  = -Ae*|>(frfc))|, 
где В есть диагональная матрица, а  •= . 
При доказательстве этой леммы надо учесть коммутатив­
ность 2) и е*|>(В+). 
Лемма 4. Для любого V е R2* и диагональных матриц В , 
С , 2) таких, что ((- 6) U et (С)) П <( ф)=существует мат­
рица S , что 
sfc,2)M)+ et <8> (s[-C,2i]exj ,(»H)'Ü ) • (10) 
Доказательство. Цусть S = и Лц= О при^ *3. За­
писывая выражение (ИО) в координатном виде, получим 
f +- - Vi1; 
I (л>;4 e*j>(<f«H))/(-a+<i<)-f (А12.6<х|<4н))/(-С;*^ )= V~iz, 
где 
Определители этих систем порядка 2X2 отличны от нуля. Это 
дает нам возможность определения />;, и ,biL . Лемма доказа­
на. 
Определение А . Мы говорим, что пара матриц (О-,6,) при­
надлежит классу t(a1;AI,6II^ ) и будем писать 
f T(Ai; А1; ßi,ß>2) , 
если матрица  ^= (S-Apij такова, что 
А(т(^ )-1н>п)= О, 
а j-тый столбец матрицы С\ удовлетворяет 
(т(^-п3го, 
где ~Г (л) = Ач[у>1> ßi]-A2Ul;-ßz]. 
Цусть Т (Aa,Ai/Bv 6>2.) = Т (Ai,Azi ßijBi.) (Ai, Аг, Bv ßi) . 
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Для кавдого £ =((.^1,6н)Ж,£и)) такого, что £ £Tz(AiAAM 
определим множество 
ZL, (£•) = {^  € ß J г^у^ асб'й", 
и целочисленную функцию = S(£). 
§ 3. Получение некоторых тождеств 
Будем искать решение 03 в виде 
0c.(i)= Gi\ £ae<x|> 2>6|еех|>(6б"Ь) |о> (И) 
где векторы ^  матрицы <S^= ОГуЛл и Cf-X = 
=(0уХ^)Ц пока неопределены. Подставим $1) в уравнение 
(И). Если мы потребуем выполнение условий 
(<*(-Bi)Ue£(Bz))n<£(&) = frf, (12) 
= & о6(Вz)n(6ty)Ü<£($))=#,  ИЗ) 
то, используя лемму \ , мы сможем избавиться от интегральных 
членов. Из полученного после этого выражения можно увидеть, 
что (11) будет удовлетворять уравнение (1), если при любом 
t € to Hj будут одновременно выполнены равенства 
(Ai<2l3eLßt,1|3e]- А2^ х[~8з.^ эе.]~£зе) ~ ^^ ) 
(Ai£>"lßi,бе] - Az6|e[-6>z6о]-^о)eo<|>(ß»4r)-Ao r^M4,(15) 
А1ех|)(-В<+)б,е[В|/в,]^ 0+ A<e*|(-e<t)(Z6*fo,!)*]£^ = О, 
(ßlft" 6*|> СбьН)^ " (16) 
+ Ai««|i(R2ä:-H)) Т.  ftxL-ßz,^ ] Н)\*=0.  
§ 4. Исследование равенств (>f4) и (15) 
Теорема 2. Цусть ((^i,<=n),(^i,Cn))f"T1(Ai,A2;ßi,ß2) 
и пусть выложено условие 
^еоСШОсСС^ЮМ) =*  U2 I+* f  + Р) =о , И?) 
где F= (Аа-АШгВг)«. Р=А,В1гА18г-616г,Тогда имеют место 
условия (13) и пары и обращают М4) в тож­
дество. 
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Доказательство. Заметим, что 
ТОЫ = - (аЧ + aF+Р)(л14-ВЛ" (а1-ад1. 
Пусть Тогда при выпаа-
нении условия (47) будет выполнено условие (13). 
Тождества (14) будут выполнены, если найдутся такие диа­
гональные матрицы и матрицы &
ж
,что 
Ai£)x[&v^-ac]  —  Az<=iat[-ß>r/^hel _  &
ж  
-  О .  
Пусть /\* и есть^  -тый элемент диагонали матрицы и 
j-тый столбец матрицы . Тогда последнее равенство можно 
записать 
(Т(хр-1_)3'-о. 
Значит, если ,tyi,Gn))€ Т (А,,А
г
,то тождества 
И 4) будут выполнены. Теорема доказана. 
Теорема 3. Цусть выполнено условие (12) и (17).Тогда су­
ществуют такие матрица £»<> и вектор "g 0 , что имеет место 
тождество (45). 
Доказательство. По лемме 3 имеем, что тождество (15) бу­
дет выполнено, если мы подберем матрицу <9\
а 
и диагональную 
матрицу 2) , что 
Ai£iot&i,Bo] — А 2.610^ 62, В«] — G\o — Ao 
или, обозначив^ -тый столбец матриц £1 и А„2) через о"? и 
соответственно, получим 
(Тф-1к,а)^ = ,  4* е H(ß„). (18) 
Условия (12) и (17) гарантируют невырожденность матриц 
(Т(6р-1). Значит из условий (48) можно определить матрицу 
6,». В качестве обратимой диагональной матрицы берем 1
Лви
,, 
Отсвда = Теорема доказана. 
§ 5. Исследование тождества (46) 
Цусть Рде есть ортопроекторы в RH , проектирующие на 
Л/эе = £}. KJM. (АЗС6>5). 
Тогда,учитывая лемму 2, тождество (46) будет выполнено тогда 
и только тогда, когда имеет решение система 
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(1-Рл)(Г бЛфЗТ* 4- £,.[ßi,ßo] $/) = 0, 
(19)  
п*[-В
г
,^ -
х
1в*|' (!^ И)^ х+^ e[-6i,8»]®^ (ß.H)|( 
Подсади 
р_||г-р1 о II р  _ с-нЕв^ О 
II О Г-Pi II ; " еи[-в4,]ех^Н) c-ut&.^yo 
е(б. [Bi,ß.] 1) -h ei ® (бю Ев„ 6.1 ОьнУИ), 
тогда система (49) примет вид 
PF I  = Р)| , (20) 
где Р-. R2h->(I-P,)R"x (I-P^ R*. 
Система (20) разрешима для любого ^ fß2n тогда и толь­
ко тогда, когда 
ctan V&i (PF)-dthn. Ы1 + d£tVvv t^2.. (21) 
Лемма 5. Цусть выполнены условия (9), (12), (4 7) и 
£ = ((^ ,GM>,fy,,c-,t)) eT2(A,,At.,Bi,ßz). 
Тогда имеет место равенство 
2(В)= &л (PF). 
Доказательство. Отметим, что условие (9) гарантирует 
однозначность 03, а условия (42) и (47) корректность соот­
ношений (16). Цусть 1еНел.(РР) иди, что тоже самое, PF|= 
=0. Рассмотрим соответствующее 03 однородное уравнение 
X(je)- I A<e*J> (-B„Cfc-A))%(-s)dX+ \ Az-exj) (ßzCt-/))x(4)<^s. 
Решение этого уравнения есть 
*-&)= 6ix e*j>(f i t )Xx­
ii силу единственности 03 получим, что х(£) = О, а это зна­
чит, что 
 ^= е* ® f, + 6 Н(а) 
Отсюда имеем, что с 2(£-)> 
Покажем теперь включение в другую сторону 
IGvlpf о 3(£). 
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Предположим обратное: существует такой вектор < £ 5(0, что 
(J tiotPF, т.е. 
PF(l)=5Vo ,Ъ€*г\ 
Пусть ^ е R.2K таков, что Р<^ = 5". Согласно лемме 4, можно 
подобрать такую матрицу S = (/>у ) у , что 
vf - et<8 (S[В,,ВсИ)+€ie(Š[rВ*,6 J e*p (B.H)1). 
Образуем матрицу Ao , у которой^ -тый столбец выра­
жается через j -тый столбец матрицы S по формуле 
а^(т(£р-1*
кг
0л; 
В силу невырожденности матриц (T(6j) — I ji матрица Ao от­
лична от нулевой. Полученная таким образом матрица А' тако­
ва, что выполнено тождество (-15), где вместе А0 стоит А< , 
а вместо <=>о стоит S . Таким образом, у нас имеется, что 
матрицы Д-эе и G\x удовлетворяют тождества И4), по теореме 
2; матрица S удовлетворяет тождество (zl5), где вместо А
с 
стоит Aj' ,HO построению; вектор J удовлетворяет систему 
(19), где вместо !| стоит хр , по предположению. Отсюда 
x(-t) - +• G)i.e*|>(уzf) х-|-C-ioe*j?• 
будет удовлетворять уравнение 
CC0r) = l^Ai e*j> (-Bi Gfc ~/>))х.(л)£,•>+• \ А
г
е^(В,(и))^У|1л +- f\/K± (22) 
Учитывая, что ^  £ H(t) получим, что решение уравнения (22) 
ocGir)-
Подставляя его в (22) и учитывая условия (11) и (16), лем­
му 1 , получим, что необходимо должно выполняться тождество 
(S-A„ — А^ S[B, Bc1 +- A2.SL~B>2,,B (Byt)lL4-
x £ [ß,, 6.Л + Ая ex|, И)) S[- B2, ßJ exj, (g,, H) 1} =. о. 
Учитывая лещу 2,имеем, что последнее тоадество будет вы­
полнено тогда и только тогда, когда 
(S - Aj-At + &2.Ч-&М)еУ£ (6^)1 — о , 
 ^Подобрать такой вектор всегда можно. Можно взять, на­
пример, 
1 
р —"5 
II 
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A<e*j>(B{fc)£[B,,ß,]l = 0, Aa.exj> (ß^(i- H)) S[-ß,iygjätyо(23) 
Тождества (23) будут выполнены тогда и только тогда, когда 
S[M.HenK»(AtB?), Si-6„ß,]exP(ß.H)iё Л*K^ (A2ßD , |С=0 I К=о 
а это противоречит тому, что г \$ - Q, Дяммп доказана. 
Следствие. Цусть выполнены условия (8), (41), (16) и 
пусть уравнение имеет хотя бы одно 
решение £ = ((6нф),$,*,^ i)) £TZ(A„A2, &1Л2). Тогда реше­
ние 03 единственно и имеет вид 
xCi) - 611 1 + (ruL^ xji f 1+ <S«e-*^ (ßo-t)^ o . 
Доказательство вытекает из условия (21) и леммы 5. 
§ 6. Некоторые свойства функция ^-(£.) 
Цусть S есть некоторое конечное множество. Через 
V(£) обозначим множество, состоящее из попарно различных 
элементов множества S . Цусть Л. есть множество всех кор­
ней уравнения 
сШт(б)-Гк**)-с. 
Положим 
[V\U)={j I ) ) } ,  i  =  \ A ,  -  > ° y  ,  
Q.UHj I ^it,ßjeoLCh),eV/G )j, 
Цусть A iw есть матрица вида 
(ß-pio^ü-pU)О-р(к)  , 
где 0-j есть j -тый столбец матрицы Д , а 
р6)е McHV-jh-i , 
Теорема 4. Имеет место равенство 
tru-rv{ fit) I IGT^ AiA^ lUj -2n-JZ (24) 
Доказательство. Возьме^  £ eT^ AvA^ ß^ ß*) и (&). 
Тогда, по определению множества 2(c) имеем 
£y ex ]• (^ ) Š I +" (л 2 «*j> Qjztyz Е О . 
3 
Здесь и далее £-=((^ 1уй|); (^ ,£и)) 
-  8 2  -
Запишем это тоадество в координатном виде. Приравнивая к 
нулю коэффициенты при разных получим 
„ S 1 2 5 1  
где о
к 
есть столбец матрицы <=it или , а координата 
вектора | ч- е % в> , 
=*1, Xj £ ci  ^ 0(Л#'|г)) 1,1 'V - л. 
Из системы (25) можно определить вектор 1 , причем значе -
ние cLtn S СО совпадает с размерностью ядра системы (25). 
Учитывая, что <^ к удовлетворяет системе (по определению 1 ) 
Aw={j 
Ct(>)-I)qk -о, Л £• (JL(^ л) ÜcL(£jr) , 
A(i)n.A•(£)- Ф при V > получим, 1 и что Л .1)Л.Л-ф <р I что максималь­
ный ранг матрицы системы (25) не может превышать 
х ih*vKw. 2(c). 
»•sevU) 
Учитывая, что <Um. 2 (£) совпадает с ядром системы (25). 
получим формулу (24). Теорема доказана. 
Теорема_5. Для любого £6 Ti(Ai/A2.yß^ ßi) имеет 
место неравенство 
cLmJVt •+-ctihrv^ fj.. 
Доказательство. Из очевидного неравенства 
"revue Pt- 4 Xtm. PR 4 , 
d 
следует 
iLirH Ki/i PF ^  cf On jvit 4- cttXrv^ fi. 
Отсвда, по леше 5, следует 
:6i-ri I +• • 
Теорема доказана. 
IjoajsJ. It« «сто ршмотва 
tLvw Идл. (A I ) 
i-I 
JlLWV ATJ. - X- J-ctn Kl l (AiQb. 
i - 4 
Доказательство аналогично доказательству теоремы 4. 
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Из теорем 3-6 следует 
Теорема 7. Цусть выполнены условия (9), (12), (17) и 
t 
'žti.twj (Aim(u) "t" Ž X c£ii*i Kjw (Т(л)~I) . (26) 
i-1 4 i-i <1 
Тогда решение 03 единственно и имеет вид (11). 
§ 7. Некоторые особенности ДЗУП 
В этом параграфе мы займемся применением теоремы 7 для 
изучения решения ДЗУП. Сформулируем ее в "развернутом" виде. 
Теорема 8. Цусть выполнены условия 
1. i |а,|в;ч 1АП6ГИ, 41, 
5- V<T€ oL(-ßi)Ud(&z)VMßo)=^^> dd(&zI ftflf p)yu , 
F - AfA,*Ь,- Ба. Pr Aißt + A>.ßi - E>1 ßz / 
'j- „ It 
Ч. Х- (Aiw(u) + (Ai »(и) ~ 
Д
5Г, cttm föfc(T(o)-l) 
Тогда решение 03 единственно и имеет ввд 
х(+) = £ve*j4Cf,i-)^ + 6i*xj + (?|o»xj>(ß8t)^ e, 
где матрицы 6^ , и вектора \ , и ^  2 определяются по 
следующим правилам: 
а) j -тый элемент диагональной матрицы 
ляется корнем уравнения (по теореме 2) 
)~0, (27) 
б) d (^ i) U d (^ 2.) - Jt , где А есть множество всех корней 
уравнения (27); 
в) каждый элемент базиса пространства |0л (т( ) -1) 
есть столбец матрицы или G,t; 
Замечание \ . Правило б) и в) вытекает из следствия лем­
мы 5 и теорем 4-6; 
г) j -тый столбец о°* матрицы удовлетворяет уравнению 
(по теореме 2) 
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д) векторы  ^и удовлетворяют систему (18); 
е)j -тый столбец с j матрицы удовлетворяет (по теоре­
ме 3)  ^
(Т(6])-1 о С = а; ; a' "z3<i ""а 
Ж) 
Далее мы будем использовать обозначения, которые были 
принята во введении. 
Замечание 2. В §1 было показано, что условие 1 теоремы 
7 для ДЗУП выполнено всегда. 
Замечание 3. Учитывая, что ß, - ß условие 2 можно 
переписать в виде 
(V (-6л)иоШ))л d СВь) = ^ 
7.1. Рассмотрим условие 3. Пусть матрицы Е и to" есть 
Б -
I j>n <-|>т\ О 
О "Т^ р» 
'"W — 1"3"~I +• 1*5*2: . 
Тогда, учитывая ввд матриц Ai и А г. для ДЗУП, получим 
Т(л) -1 = -(л1 - ((А1-А1)-ВЕ))(Л+ВЕТ< -
Но 
Al- Аг -wn г («ч-won = to+^ ED -writ. 
Отсюда Т(л)-Т =-(л1 ~ (WTIЕ -6Б )0sl+- ^^ 8^  
Учитывая это, условие (16) примет вид 
(Be) =?> Ы (Л - (М"П Е - й Е)) у о, (29) 
7.2. Исследование условия 3. Цусть ^  - (>г- ) 
и 
= et® + ei® jlj, = ei о (Lj + e£® 
Тогда, учитывая ввд матрицы Р> , получим 
-5- + Х- Axätb) ~ -53 К; + ) -
= £ 4; =,£51 
Так как матрицы Д.* имеют размерности 2«ji«- р , получим 
51 А,,*(.,+ 51 A2<3U) 4 Zrvp . (30) 
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Нам понадобятся следующие леммы. 
Лемма 6. Пусть А есть симметричная, положительно опре­
деленная и С симметричная матрицы в некотором гильбертовом 
пространстве со скалярнда произведением Тогда АС 
будет симметрична в пространстве со скалярным произведением 
V ~ (А X, Lj ) , , 
а CA симметрична в пространстве со скалярным произведением 
НИЕМ / X /А \ 0,^  Vs = . 
Доказательство леммы очевидно. 
Лемма 7. Имеет место неравенство 
((iUrß''n-r)x,%) ^  (х,х)
у 
где X есть параметр, входящий в уравнение (2). 
Доказательство. Имеем 
А = ((1ЭДчП~Г)х,х)= (W'n х,х) - Ох,*) z (ii-wb'n (|
г
-1 )(х
у
х)> 
где Ц . tl 2. есть норма, определяемая скалярным произведением 
(.,•). Известно 
где Q есть максимальное по абсолютной величине собственное 
значение матрицы ъгеГ'П . Отсюда 
Учитывая равенства (4)-(6), получаем 6 4 х. Значит 
Д 4 (livrirn VI ) ^ б*-^  Ы,к). 
Лемма доказана. 
Пусть х<4, Ввиду равенств (4)-(5) матрицы гС симме­
трична. На основании леи« 6 и 7 заключаем, что матрица 
(>5"П& - R Е ^ будет симгетрична в пространстве со скаляр­
ным произведением 
= - (6 'n ivts1 П - Г У'х ,cj ) . 
Отсюда 
dfЮг КхЛ (Л1— К)-ünp , ß - ('10 8> л-1 )В>Ь 
Цусть выполнено условие (27).Используя, что ранг произ­
ведения вырожденной и невырожденной матрицы равен рангу вы-
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рожденной матрицы, получим 
cti-m Ki/г Г) = X (Ол (л1-R.). 
otv(A) 
Отсюда, учитывая (30) и теорему 5, получаем, что условие 4 
теоремы 7 для ДЗУП выполнено, если о< >< 1. 
стеме 
§ 8. Вид решения ДЗУП 
В этом параграфе мы, на основе правил а) - к), построим 
решение ДЗУП. 
8.аб. Уравнение (27) имеет не более 2пр корней.Поэто­
му, согласно.правилам а) и б), можем положить 
мф-Л.. 
8.вг. Применяя правила в) и г) получим, что <с, 
Учитывая 8.аб и 8.вг, получим, что решение ДЗУП имеет ввд 
(^i) - <S| C^ "b)l + Gice^  (Bot)Iо -  ^
8.гд. Вектор j , участвующий в (31), удовлетворяет си-
(l"P1)x-0? х - &\I 4- (^ [В, В=](-1), 
(ьPxVj = о7^  - ei[-1Ц]ех|(^ н+<^ ß>ßJc^ (63HX-!)(32) 
Пусть /V есть j -тый элемент диагоналы матрицы 0- , а 
есть ' -тый столбец матрицы £i и 2; есть собственный век­
тор матрицы (lü*ß"'ri- I)ßfc , соответствующий собственному 
значению . Тогда, ввиду (28), имеет место 
Ь 
= 
У<1 ^ ВЕ  ^* 
или, обозначая через 2 матрицу, составленную из 2: , по­
лучим 
G = 2^ + BE2. (33) 
Пусть ß = §<8 Inj, р • Разобьем матрицы G, , 2: на рав­
ные блоки ' ' 
ч - , Z± 
2« 2 ii /Л
 
О
 
Gu i 
) (I 
0 A1 
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G) о 
r "  ^О 1=111 
Во -
в: о 
о в? 
Леша 8 . Система (32) имеет вид 
*|о- (б\п^ Л1 l+6iat(S,E2..])ji 
= V|H-с^ гж1-(^ Л<1ех (^В*^ )И , 
где е?®5,+е£в£*«$, 5*екТ 
Доказательство. Имеют место эквивалентности 
" ÜÖ м 
(Г~ P.,)ac г о ~ X t Км (,AiB1 ) ~ Ai»X;J> (6it)?0 
Записывая последнее тоадество в координатном виде, получим 
ŽL ü^ e.x|)(_^ t)ocj =0, L =1
у
2,...,2К^ . 
Учитывая, что для ДЗУП (К--о, если i > кр, получим 
he. 1 t <l oi 
XI 2 о, с = 4,z, - - , 2.и|>. 
Приравнивая к нулю коэффициенты при разных e*j> t), получим 
I.V..,«. 
Из равенства (26) следует, что матрица A1 M(/S) имеет свой 
максимальный ранг |з . Отсвда следует, что ^  -о при = 
= iv-..,hp , или, учитывая ввд вектора х , получим 
Gl 11[(>^  1Л1 2.1^ J-] 5 г — (б,Г,^ 8Г ' f-b 17.1^ ,6^ 1)11. 
Аналогично доказывается вторая строка системы (34). Лемма 
доказана. 
Учитывая равенство (33), имеем 
Аналогично можно показать справедливость равенств 
= 2(2 , 6)Ц L'~р> ф] - , &1J.J. 1-Л ^2.1 - Äa.2. 
Отсвда, система (34) примет ввд 
+ Žzz =V|H (35) 
8.е. Столбцы <?^  матрицы удовлетворяют уравнениям 
' T(Sf) -I) -v. 
- 
а1 'Л 
- -1, 
- ' 
где <х\ есть ^-тый столбец матрицы А
с 
• Цусть > есть ма-
1 
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трнца, столбцы которой удовлетворяют уравнению 
(4]1- Ю/Ь^  - ^  
Введу того, что имеет место (28), получим 
(36) 
i 
- Л; pi j =1,2,. . . , 2*4 
Г '<14 r Dtztl' 
, что тоже самое, 
= SBo +- RES. 
Отсюда 
- (Su •4- Su)l, fjЦ = exj>(6, H) + S22e*|> (б-1н)) i , 
(37) 
(38) 
где Sv, и B^ e. таковы, что 
£>H S-12. 
41 
S = 
S21 SZZ 
Б; О 
о в: 
а вектор-функции ^ »6Х1)(В
В
4:)Л примет вид (SB0+BES)e^ i. 
Цусть ß0-=<fl Матрицы такого вида возникают в случае, 
если функция 
в 
уравнении (2) описывает излучаю­
щую способность среды. Учитывая (36) и (37), получим 
S = (öT-RfAo, Cno^-(6-J+BE)S; 
а из (38) имеем, что вектор б -€t®rj0 + е|® И|н удовлетво­
ряет б = -££>$, 
где 
I hj)x n.|i О 
О H)Lr 
Последнее уравнение можно записать в виде 
(<$,I-R)e'1G=-Ael. <»> 
gx л 
В рассматривав** случае вектор-функция 6к>е ° 1 будет иметь 
' вид где вектор ip удовлетворяет равенству 
(<fI-R)4>=-Aol. (40) 
Так как матрица Ž составлена из собственных векторов 
матрицы R =(и"В"'П-Г)ВЕ)то 
ь 
Отсюда 
12 
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х(+> + C-ioe (^Boir)(-i) = + 
+ ei.€*| (6ot)(-l) = (R+BE )e*|> (Rt)2| + (^ eexj>(g0-b)(-]l)-= 
- WT1Ee«|> (Rt)2:£ + Go ^(Вв+)(-1). 
Положим TKi:) = eR*ž|. Тогда t удовлетворяет уравнению 
ir' = £ir. 
Цусть -UUt) и 1?2.(-t) есть вектор-функции длины rip, такие 
что 
1Г (-И = ei 91A (f)+el ® чг
г 
Ct). 
Тогда, учитывая определение вектрр-функции V и (35), полу­
чим 
tTHoHCjc , 'VjlCH) ~ f|H • 
Итогом последних двух параграфов является 
Теорема 9 • Цусть о -с > < А , где > есть параметр, входя­
щий в уравнение (2), и пусть выполнены условия (42) и (29). 
Тогда решение ДЗУП существует, единственно и имеет ввд 
* (t) = гЗТ\ Е VOr) + (SB0+ BES)e*j|) (ß,t)l, 
где столбцы матрицы S удовлетворяют (36), a V"Cfc) находит­
ся из задачи 
1Г'=£тГ, 
•V5(o)-rjo, /1Гг(И)=^ )н> е^ ®1Г4+ В^ ®1Га.= 1Г, 
векторы Ц0 и пн определяются равенством (38). Бели Ви - 61, 
то вектора Г| 
с 
и г|
н 
определяются из (39) и решение имеет вид 
x(t)= 1ГПЕ Ш)- ^ (^ Ж^ Г + ВЕ^ Ф, 
где вектор ^  удовлетворяет системе (40). 
Автор выражает благодарность профессору Г.М.Вайникко за 
оказание неоценимой помощи и внимание при написании данной 
статьи. 
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STRUCTURE OP THE SOLUTION OP SYSTEMS OP INTEGRAL 
EQUATIONS CONNECTED WITH APPEOXIMATE SOLUTION 
OP THE RADIATIVE TRANSFER PROBLEM 
J. Knyazikhin 
Summary 
In the present paper the class of integral equation (8) 
which oan be obtained by solving approximately equation (2) 
is given. The conditions are given under which equation 
(1) can be solved exactly and has the form (11). Equation 
(8) is considered in detail. The main result is presented 
by theorem 7. 
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0 БЫСТРОТЕ СХОДИМОСТИ МЕТОДА ДИСКРЕТНЫХ 
ОРДИНАТ В СЛУЧАЕ КВАДРАТУР ГАУССА 
А. Маршак 
Тартуский государственный университет 
Введение 
Метод дискретных орцинат решения интегро-дифференциаль-
ного уравнения переноса основывается на замене интеграла ка­
кой-то квадратурой и решении получаемой системы обыкновенны:' 
дифференциальных уравнении. Этот метод хорошо зарекомендовал 
себя в вычислительной практике и широко используется в атмо­
сферной оптике (см. [4, б]). 
В работе ^ 2^ | была подробно изучена быстрота сходимости 
метода дискретных ординат в случае квадратурной формулы пря­
моугольников, указана удобная численная характеристика для 
сравнения различных квадратурных формул, работающих в этом 
методе, и приведены численные результаты. В настоящей ста­
тье по подходу, разработанному в [2] , изучается быстрота 
сходимости в случае квадратур Гаусса (отличных от рекомендо­
ванных в [6}) и приводятся оценки, согласующиеся с числен­
ными результатами работы [ 2]. 
§ 1. Решаемая задача 
Рассмотрим одно из основных уравнений теории переноса 
излучения в однородной плоско-параллельной среде - уравне­
ние Мидна (см. [4, б])^  
U.(T)=-J- SeE(k-Al)u(4)&+ |(Т), Cl) 
где * 
E(t) - \ e«f (Ь>о) . <2) 
- интегральная экспонента. Задача (4), (2) j описывает пе­
ренос излучения в цдоско-параддельЬой однородной среде оп­
тическое толщины Н со сферической индикатрисой рассеяния и 
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с вероятностью X (о 4 л 11) выживания кванта в акте столкно­
вения с частицей среды. 
Напомним некоторые свойства интегральной экспоненты (см. 
[4]). Функция Е (jr) бесконечно раз дифференцируема ирж -Ь>о 
и имеет логарифмическую особенность при Ь-о 
Е("Ь)>о,  ^Е(jt)dbt = Ч . 
Последнее соотношение гарантирует однозначную разреши­
мость в С [о, Н ] уравнения (1) при любом i-£ С [Р/Н];ибо для 
оператора ц 
(TILXT)= ^  Е (IT — A J)И(Л) <%Л 
иыеем 
0 
ц 
"
т
"с->с ~ TorttH 
Если £ С1 [о, н], то решение и, интегрального уравнения (1) не­
прерывно на Co,HJ непрерывно дифференцируемо в промежутке 
Со,Н) и удовлетворяет неравенству 
|и.'Ы| <  с(|Х«хт|+|МН-т)| ) /0 < т <  Н . (3) 
Метод дискретных ординат решения уравнения (I) основы­
вается (см. [l, 6, 9)) на замене интеграла (ÜJ какой-то 
квадратурой ( 
« >  
где <* • > о, jUy Ь (.0,0 (j = *, —, h.). Будем дополнительно 
предполагать, что она точна дая постоянной функции, т.е. 
ДГ оС; - \ (n=1,z, ... ) . (5) 
j = 4 d 
Таким образом, 
Е. (-Ь)» Е.(-Ь) = I ^  (-t/yij) //ij , 
и уравнение (I) заменяется на уравнение 
1^к("с)= ^ ^ Eh(l*c-yi))u»(A)c& 4- %-(т). (6^ 
Обозначим через Ти. интегральный оператор уравненжя (6) 
(TKU.)(T)= \ Eh(lr-Al)«.(»)</» . 
В случае сходящегося квадратурного процесса (4) легко уста­
новить сходимость (см. [8]J 
- 93 -
. н 
||Тк-Т 1
С^
,
С 
< л \ lEh(-c)- E(r)|ic-»o при п-»°о. 
Поэтому решения и* интегральных уравнений (6) при К—> «о 
равномерно сходятся к решению интегрального уравнения (1). 
Целью данной работы является изучение быстроты сходимо­
сти uu—> U. в случае квадратуры Гаусса (4). 
Замечание 4 . В работе [2.1 были подучены оценки скорости 
сходимости UK—> и. в случае квадратурной формулы прямоуголь­
ников, а именно: 
сД ^  II u.w-u- |1
с 
 ^сД , 
Illi-h-U. liL 4 
I LuCt)-U.(t)I ^ C, hrun ЛУгЧ R$n tl, ] ( С H ). 
В работе [2] показано, что для решений lv и Uh. уравне­
ний (1) и (6) имеет место равенство 
Hh-U, = (I-T*) '(TnU-Tu.) , (7) 
причем при достаточно больших h. оператор 1-~Г
Л 
обратимы и 
И(1-Т0 ^ с-»с ~ ll(l~~Гк) - с~ , hviio, 
и вывод оценок погрешности сводится к изучению малости 
функции Т
п
а -Та . Цри этом, с учетом (5), 
(TwU-Tа)(т) - \ {и.(о)1^ °(тУ<- u(h)V"k(t)+ 1&Чт)+1£"Д(т)} , (8) 
где  ^  ^
<(т)= \ etfi-Ъ/р)if.- (~T (У) 
1С(т) = f W=-^ V-n(f--c)a'((S)d<f. 
» "C 
Из (8) - (10) видно, что точность приближения зависит от то­
го, насколько точно квадратурная формула (4) аппроксимирует 
интегралы от функций 
(^/0* (-т/yt) (о 4X4 И ). 
Заметим, что £ C^ Vü, Vr'^ >)= 0 » однако, производ­
ные возле уии =о не ограничены в совокупности, причем 
I I ^  frcT™* ( 0 i f H , 0 L - c i H ,  к * о , < ,  ), (10 
I /*-"* , otTi Н^ -ОЛ ) С12) 
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с некоторыми постоянными ^  и Х>-
Ням понадобятся известные выражения для остаточного 
члена формулы прямоугольников: 
] | ( х ) Л , = ( 6 - a . ) 4 - t t o ' f ( f ) ,  t ^ b « , ( , 3 )  
•?(*-# )+Ч «и 
причем g 
У (Vt) = (r'C/f ) - е*|>(-г/аЛ ё \ (о &т4 н). 
Цусть Со +--•+ Cmyu."1 - многочлен степез 
ни не выше, чем пг , наименее уклоняющийся от функции 
на отрезке ЬэИ 3 » тогда 
Е^ (%г) - II Ute - Р
м 
II 
с ^
0 { у  )|^ -P  llCfA>|j . 
- есть наилучшее приближение порядка т. функции . Имеет 
место неравенство (см. [б]) 
Е (Vt ) ^ М
к 
(4/т)* Оз (1^4К|у Vm.), K-0,41 • • • > (-15) 
где М к - константа, зависящая только от к , а 
со (|, е) = Л<-др ||£(х,)- |(у2) 1: 1У1-А14Р, [p,i]J 
- модуль непрерывности. 
§ 2. Замечания о формуле Гаусса 
Пусть в процессе (4) квадратурой является формула Гаус­
са с постоянным весом на [о, И J , причем yiij = (<-др/£ , а 
< =°$jVž (j = 4,.",и-) , где {о£ J / - соответст­
венно веса (коэффициенты Кристофеля) и узлы (корни полинома 
Лежандра степени 1г на [-4,1J). Очевидно, что условие (5) в 
этом случае выполнено. Известно (см. [з]), что узлы полино­
ма Лежандра лежат между соответствующей сушои коэффициен­
тов Кристофелн, т.е. 
^  § » v • h ) > 
что наводит на мысль представить формулу Гаусса на каждом 
отрезке Uj-, ,Cu] (aj 
г 
«*,+.-.+ et.> :» ^ Jz/•,n. , а„- о) как 
формулу средних прямоугольников, для которой остаточные 
члены определяются из (43) и (44). 
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В [з] даны асимптотики узлов и весов формулы Гаусса^  
^ ^ с^ .|' = |д%е;; fi\~ay> 9i, 
- — < 0 ' < Ь f _ а 5 
и M-VA 1 fw-Va. > - - -1/2., -.,». „ 
Отсвда 
(^ -^лл^ еьо));16) 
а 
Л-
aj = £-, < s*^ ŠS§'4*3b53r (j-<,-,«^ бМ). «?> 
Выражение (17) вытекает из цепочки равенств** 
 ^ » /1  ^ 4 . \ tS 
Z _  W l a =  — — 2 ^ 2 ^ c u , ^ - L - ^  Z(c < l - t > -
1= 1 «/ «--* i=< 
Ле*веЛ_. Цусть ytLj - узлы квадратурной формулы Гаусса, а 
и,- - узлы формулы прямоугольников на каадом отрезке 
[aj-<,Oj] (jг 1,--,ni
л
а«, = о).Тогда, начиная с некоторого 
Ки1' & = «8) 
Доказательство. Здесь везде По условию лем­
мы имеем 
/f'/iS 'WIK* - Ä''4^ "V "3/х' 
Но кз (-16) и (17) следует, что 
v / a s  =  я ( ^ >  
и 
U-- — CL: — ' ДД " ^  ^Х~</2- <-Д-— (j f с.' Ч 
MCh+i/z) * ^  2Ы4/1) 
* Запись £. Scok означает, что 9ь./ын—» 4 при п.—?°° 
 ^На возможность сушшрования асимптотических равенств в 
данном случае указывает тот факт, что 
* VJ_ 
&* = T-oii»- X. + 0-(Уаг) , где <*inQ£fcn. 
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причем 
%%. ä%£r'>-a(o'o>-
Одна»?, для любого £/ е (о, -t) о' Дкмее* 
4 sfc)w 
ж для любого £jze(oz/|) имеем 
сс(б/.о) ^-2L— /xžw. t\^ "fAgTr . 
о , М 0»+Vi) n-M/z ,« 
Отсюда для любых 6:^ 4(о/), £!С(-Уз.,о) и е^ е(о,4) начи­
ная с некоторого 1т> п-6 , справедливо неравенство 
£j£t-<A."A3. 
Далее, вычитая половину J -го веса из Мб), приходим к оцен­
ке (48). Леша доказана. 
Нам также понадобится следующий вспомогательный резуль­
тат. Сформулируем его в виде леммы. 
Леша 2. Если-{cgi* соответственно веса и 
узды квадратурной форцулы Гаусса, определенные в И 6), то 
для любого к = ot\)2)--• имеют место равенства 
J. z(i + Vau+•&?)+ с* , к=-° 
с o(^ >)b-w-v 
где ^  - постоянная Эйлера, ((2Ar)2*, l), к-*,zr~, 
(£—>£*<**/ С* —> с" < 00 у к - о, i, - - • t причем 
(°° -с. 
С
К 
=
l ^  1(:+£0 ' £1€(-1Д,о)
у 
I 00 >t 
> £te(-Vz,o), км,*,... 
Доказательство. Из (46) вытекает 
(19) 
%i^h- \h ^ ;^K"°' -'ä$ = S^ y$r ' £Je^^ >o)-
Раскладывая etc u в ряд и представляя как 
g2lt(>ww /^^ 2ic)d, получим  ^
|v/f •**$г >(20> 
.2к 
,>) - _äi 
<äi 
13 
**• A^ "'"Ä
97 -
причем 
К A(^ <(9T/Z)zk ф^^ -С21) 
Здесь £>. (l--1,2^...) - числа Бернудли, кото$ше выражаются 
через дзета-функцию Римана с. (см. [?]) как 
В, = -0г 'S Ui) (^ 1,2,...) (22) 
Обозначим через - сумму отрицательных членов асимпто­
тического равенства (20), а за ^  - сумму положительных . 
Тогда, с учетом (22), можно записать 
По формуле суммы бесконечно-убываодей геометрической про­
грессии получим 
V" Г 'S*tK —l2*"2*'* .1 02К*1Г ft.+ 4/2. 1-2И-1 , \ 
L 2(h.+Vz) J з L i-i-ž,- J (д-V k-oyi, .. J, 
у d 
Теперь, учитывая неравенство (см. С?]) 
(^2L)< ^(2)=9гУб (t«4,2v - ) 
и неравенства (21), приходим к оценке 
fc* < |ЭГ2(1 +Vnl)(K+yzfk"2 Ž [ J~T j2"'1 - X 
w  ^ С) 
Применяя также неравенства (21), легко уввдетъ, что 
ъ! = £(4 + Уем.) £te,Öi+Vä)C*, K-O,I,2,-., 
где ((IM)2*,А ) / а 
С*—> X [V(^£j)r+1 (к-о
уЪ
... ) 
Далее, сравнивая неравенство для 1*. и равенство для &1 , с 
учетом того, что 
j-t-% ™ ^  ^™ ^7 15%)~ ^ГХ-П-",'^ ","С  ^(h = 1/Z' 
где - постоянная Эйлера, а <Х—* С° < со, приходим для 
любого 4 = 0,1,2.,-- • к формуле (19). Лемма доказана. 
Сцрвводдиш 
Лемма 3. Для квадратурного процесса Гаусса имеет место 
неравенство 
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I  ^ л 
1 lfy.)i/L-Z. *j}fc)l </&.,•,), (23) 
где Мк и сохл ,^6)определенны неравенством MS). 
Доказательство следует из точности квадратур Гаусса для 
полиномов степени 2н-А и неравенства (45). 
§ 3. Точность аппроксимации (4) в случае квадратур 
Гаусса 
Представим квадратурный процесс Гаусса (4), (5) в виде 
где и Oj (j = 1
у 
2,. - vn.) определенны соответственно 
равенствам (46) и (47). Первый интеграл оценивается на ос­
новании (44) как cV" (с-о*vk Д=Уц,); а остальные п.--( 
интегралов представим в виде: 
Ž  S  [ ¥ с ( ^ ) - ^ ) ] ^ = | С ^ 4 )  
'где ytcj* - середины отрезков '[aj -
Ъ
(Х|] (j=£, з, • v п.). Инте­
грал в (24) оценивается на основании (13) как аО31^ )С% )/2^ , 
j";h" Пвосуммировав это выражение от 
2 до iv , учитывая (42) при 1с=2. и (49) при к.-с, получим 
I г
к 
fj jt^ /aj = žc£l UJ,С 
Сумма в(24)оценивается аналогично,1' с учетом (48), (12) при 
К = 1 и (49) при к=о. 
Таким образом 
I l/j -fUVrv. (25) 
Теперь мы в состоянии доказать следующий результат. 
Демма 4. Для определенных в (9), (40) функций V", 
КГ°, WH В случае квадратурной формулы Гаусса j(4},(5) спра­
ведливы оценки: 
I W t  ^ 1 C ^ I - C k R - I ,  ( o 5 f ^ H )  (2 6 )  
S I C(-c) I cb - S 11hn (T) Ictr = ati1), (27) 
1 vrnc(-) I = v*"(i2), I(т) I = oil.*-), (28) 
C4-C*K Oi-C*l-l 
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5 I с1т = tr(4f) , ^  I Wn (т) I dtr = . (29) 
о о 
Доказательство. Оценки (26) немедленно следуют из (25). 
Дан получения оценки (27) оценим^ в равенстве 
IIС |ц0(н] = ! КЫ |Лт 4- ^  1 кх-г) Ut (|»1) 
первый интеграл на основании (26), а второй на основании 
(23) и (11). Тогда при br/\+£ (t>o) получим 
11 ^  км * ki u z^twlmi 1,(зо) 
где Мк, J^ ic. - константы неравенств (23) и (11), зависящие 
только от к • Отсвда вытекает оценка (27) дня V-n°; для -
она получается аналогично. 
При 0 t (|»i ) на основании (3) и (26) находим 
I v:tc) U S7' 11 u'fd-)/<£<f 6 сГ* >6кЧ. . 
При т > разобьем интеграл на три части от о до (ü/fr, от 
1<У1Г дот-^ Vf и от т- Vft дот , затем оценим первый 
и третий - на основании (3) и (26), а второй - на основании 
(27). В результате получим оценку (28) для vr° , для w« 
она устанавливается аналогично. Оценки (29) очевидны. Лемма 
доказана. 
Замечание 2. Из неравенства (30) следует, что интеграль­
ная оценка (27), а следовательно и оценки (28) - (29), могут 
иметь порядок близкий к третьему, т.е. ЛЛ~
Е (о*£.«1) • Но 
при этом необходимо использовать большие значения к » а кон­
станты у-к. (к г о, 1,...) неравенства (11) имеют вид 
f r  ~ * * f (-,/&)£ cf-yjfi, 
где С j* - константы, зависящие от к , а есть наимень­
ший корень уравнения 
j . • ±Ci""4=0, ; о о 
жто указывает на быстрое возрастание ^  по мере увеличения 
< (к=0,4, ). Например, для 1Г
К
° имеют место интегральные 
»*•- #Шн1 4 аЛ Г* . «"-"«И,,«] 6 56'9 • 
- 100 -
§ 4. Оценки сходшост» 
В этом параграфе ш сформулируем ж докажем освошой ре­
зультат быстроты сходавюстж U,K—* u. (h-»o») прж прееене-
нжж квадратурной формулы Гаусса. 
Теорема. Если С
4[о,н] ж процесс (4), (5) есть квадра­
тура Гаусса, тогда при выполнении хотя бы одного жз нера­
венств 
u-(e)^ 0, ll(H) / О (31) 
справедливы ^ ЦЙШГИ # 
сЛ
1
- ^ iiu*- u ickH] * Ct ичии. (38) 
(Оценка сверху верна ж без предложения (31), с- по­
стоянные.) 
Доказательство. Сценка сверху немедленно следует жз (7)> 
с учетом равномерной ограниченности операторов, обратных к 
I-TK ; пг-fio равенства (8) ж оценок (26)* (28). Для дока­
зательства нижней оценки (32) обозначим 
(^т)= WfC-т/уо^ , ^ст)- ž ii ^ г(-т/Л))-
Поскольку 4(о)=-| , о'Ст) = -Е(т), то, используя известное 
разложениеЯ[см. \_4]f 
Е(т)=-&гт ~£+т - + ТЗГ ("С>о) 
( у- = 0,5572 - постоянная Эйлера), получаем для малых т 
<jtc)-|(p) + S ^ (x)d~c = 4 + х(bnre-i-£) +- ü(г1). 
С другой стороны, восподьзуясь соотношением (5)* получим 
+ j. 
Теперь, обозначив л = х (к+ Vt)4 > учитывая соотношение (19) 
и соотношение 4 + yz+.•• + */п. - -6к п. + ^  » о , имеем 
г^(т)= <(- r {Z(l> yzn)[(Xnn-t-£ 4- Г. ™ j) ^ с - si х 
y^ö(^ 4-frW>'r(J. ^  
™ 4-т{2(1-«-У2п)[<НП.4-^  + ^нЙ}' 
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причем при И.-» «о имеет место сходимость 
где ь е 1ЛЧгл) , 1 J . Сопостовляя асимптотические разложения 
j и cj*. , получаем 
3Kfenž)1)™ {*^А><-{^ г Л~2М~^ W(at+vrf)> 
где 
<L(A)= <2(4 +1/2П)<£,Ы -£&v(t 4- 1Дн)4-^- + = 2 (* i-Vzn) <$.»(*)+ 
Зафиксируем Ле(о
У
0 , так, что Jkib-fr-l-zJ-C^ ŽO. На 
возможность этого шага указывает то, что функция 
t(/>)= >1 - 2 Jt (л) 
суть аналитическая, неравная тождествешю нулю. Тогда 
I ^  (скйл)1) М3 ~ 5h (Ыл£>*) I ^  а -^1 
Поскольку на основании (28) 
I f-lsSy.) I- Kl1), I«"-(ойзуи) I=rtW, 
а ЧГкЧт) при малых т есть величина, заведомо меньшая, чем 
oi*, то из (8) в случае и.(р)# о получаем 
1 (T|,U.-TU.)( (^ *^.) 1 ^  0»^ - (л^ о , 0-0-C»tvvt.>o) 
и по (7) для rii-ai имеем 
Цон-О-К^н] > <+||Тц !lTnU-TuHckrtj> сД , 
C1-=Cet^ t>0. 
Мы установили ч*""""*» оценку (32) в случае и.(р)^  о , случай 
ц(И) о аналогичен. Доказательство теоремы завершено. 
Замечание 3. Согласно неравенству (30) и замечанию 2 для 
интегральной оценки скорости сходимости и.»—* и. (к-»«) имеет 
место неравенство аналогичное (30). 
Замечаний 4. Оценки (32) удачно согласуются с численными 
результатами статьи [2] для формулы Гаусса с постоянным ве­
сом на {о, -(3. 
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§ 5. Связь с интеградийференцвадьшш даваанюи 
переноса 
Рассмотрим следующую краевую задачу атмосферной оптики 
(см. [4], [б])  ^
Д + Ч> (т,^) = I (т) (33) 
(o<-cžH,-i*yiži, хеlo,-Л) 
Ц>(о,д)=0 при /а.>о , хр(и,^ и.)- О при f*.<0. 
С помощью замены ^ 
VtGr)= $ Ч>(г,уи.')4*Х%|б:) (34) 
краевая задача (33) легко сводится (см. [i]) к интеграль­
ному уравнению Ш. Решив уравнение (34), решение краевой 
задачи востанавливается по формуле 
С JL \ иЛтО 6*J>(-(T-T')//A) l-z' при fl>0, 
vp(x;|L)= < U.(t) , при ^ =0,(35) 
[_ ij[[( S U-(r')0*|>(-(k-i:'l)>^ )rf.T' при Д<0. 
Решая задачу (33) методом дискретных ординат, мы получим, 
что решения соответствующего дискретного аналога уравне­
ния (33) iph равномерно сходятся к if - решению краевой 
задачи (33), причем из' (35) и его дискретного аналога сле­
дует, что (см. [2]) 
I yfo/*-) I  ^|tu.h-ullctoH:] (о ittH ,-ир.и) 
Отсвда следует равномерная оценка 
е <  V - I i  v f „ -  V f  | | C L o  
н ]  6  1  -
Замечание 5. Аналогично замечанию I в работе [2] были 
полученны оценки скорости сходимости vf*-» xf (*->«>) в слу­
чае квадратурной формулы прямоугольников, а именно: 
tl^-vfllU0|H3 
" Ч* ~ ^  «С кн! * » 
i^ fc^ -vfCT^ U nu.n.{Cik,Ct-jTJ } (04т* -l). 
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01Г THE СОШГВНОЕЯСЕ SPBEB OF THE DISCHETBORDIMÄTES 
METHOD IS THE САЗЕ OP GAUSSIAN QUADRATURE-
A .  Marsha* 
Summary 
In the present paper the convergence speed of the dis­
crete ordinatee method for the radiation transfer in the 
case of Gaussian quadrature formula normalized to the in­
terval (О,lj is considered. % the method elaborated in \2~\ 
uniform estimations (31) are derived. These estimations 
agree with the numerical results obtained in [2]. 
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ОБ ОПВДВЛКНИИ ВЕЗЕДИН ТРАНСПОРТНЫХ МНОГОГРАННИКОВ 
К. Рийвес 
Лаборатория математического программирования 
30 ЦЭМИ АН СССР 
В работах [ и-5, 7-10, 1 2] изучаются транспортные много­
гранники, т.е. такие выпуклые многогранники, которые за­
даются ограничениями транспортной задачи линейного про­
граммирования. В них подучены оценки для минимального и 
максимального числа вершин и ппипянн некоторые специаль­
ные классы этих многогранников. Настоящая работа посвящена 
исследованию произвольных транспортных многогранников.Имен­
но, в ней предлагается методика нахождения полного множе­
ства вершин любого транспортного многогранника, исхода из 
системы ограничений, задапцих его, причем указывается спо­
соб вычисления координат его вериин. С этой целью в п. 2 
даны аналитические признаки вершины транспортного многогран­
ника (каждая вершина определяется подмножеством множества 
ограничений, задающих многогранник). Эти признаки вытекают 
из аналитических признаков вершины общего выпуклого много­
гранника [41] с учетом специфики исследуемого класса много­
гранников. В п. 3 указывается более узкий класс подмножеств 
множества ограничений, для которых нужно проверять призна­
ки вершины. Дана оценка числа подмножеств из этого класса. 
Перебрав все подмножества из данного класса и проверив для 
ник выполнение признака вершины, мы получим все вершины 
транспортного многогранника. 
4. Вводные замечания. Назовем выпуклым многогранником 1  
в -мерном евклидовом пространстве 52^  пересечение конеч­
ного числа замкнутых полупространств = М) про­
странства . Заметим, что в литературе такое пересечение 
часто называется многогранным множеством. Если в простран­
стве Rfj фиксирована некоторая система координат, то любое 
замкнутое полупространство Н; задается в 5?^  некоторым ли­
нейным неравенством. Поэтому выпуклый многогранник Щ в дро-
14 
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странстве задается конечной системой линейных неравенств 
5Z aLv3cv< (1) 
v = 1  
0 которой предполагается, что ни один из векторов А .О 
не является нулевым. Цусть ^  = гало|cuvЦ.Тогда 1 £ д< т^.(М,Ы) 
Цусть во множестве индексов J системы (4) фикси­
ровано подмножество ji. (-1X—, I (V- if)} так, чтобы ранг матрицы 
коэффициентов системы уравнений 
ti 
ZJ ctivx*«au,U{.,i(Af-tf)}, (2) 
равнялся V-<f. Каждое из этих уравнений определяет граничную 
гиперплоскость Гi замкнутого полупространства Ht (1 = 1(4), 
!.(*/-б)) и, в ему сделанного предположения, эти ГL пе­
ресекаются по <f-мерной плоскости (см.[4] , стр.360). 
Непустое пересечение многогранника U- с этой плоскостью £ß< 
называется б" -мерной гранью многогранника 1  .Грани размер­
ности <Г= 0 называются вершинами многогранника К/ . Так как 
1 §, то = о возможно только при ^  -л/ . Предположим, 
что последнее равенство выполняется. Тогда множество вершин 
непустого многогранника *Ц- - непустое. Определим понятия, с 
помощью которых задаются аналитические признаки вершины мно­
гогранника (1) при предположении 9 = >/ (см. [цЗ • стр. 4 99). 
Рассмотрим векторы АL-(ü^ ,и 'Ai= (üLu..., 
(X[a//CL[d) - строчные векторы матрицы ОС=II cuv il и расширен­
ной матрицы 
/0t= IlCLivO-icM коэффициентов системы (4), соответ­
ственно. Цусть во множестве индексов {4,М ] неравенств 
этой системы произвольным образом фиксированы непустые неупо­
рядоченные подмножества £Г=^Д«),-- лОО} и СГ&)=-tl W3=-U> 
L(i); ./(а/^ Обозначим через с£3 определитель (Mxfil )-матрицы, 
составленной из строчных векторов 
и 
черёз 
®Zf(.L) * соответственно» определитель матрицы, составленной 
из строчных векторов 'А;/Ац|),-../А;(л). 
Определенней . Неупорядоченная последовательность [L(о,---, 
с(>/)) называется b-вырожденной относительно множества ..
у 
, если ctg F о и во множестве 0'= /И^ ХЗсуществует 
точно индексов t таких, что ÄOCLJ— О. Число р , которое мо­
ют принимать значения О,.. , М-//, называется порядком вырож­
денности последовательности (L(4i(jJ) ) и обозначается 
герез pg . Если М-у/, то для единственной соответствующей по­
следовательности (I (4),--., I (V)) считается р3 = О. 
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Цусть последовательность ([(*),-.•, l ( ß ) )  фиксирована 
так, что a^ tO и пусть 
*3 = {иь...,мз 1*^ -03. (3j 
Очевидно, 0>
а 
О rJ И |Cp3l = >/'+J?g. 
Определение 2. Цусть неупорядоченная последовательность 
(£(л), ••)'<- )) является р-вырожденной относительно множества 
{lj -., М j - Такая последовательность ) назы­
вается -допустимой относительно множества {>ь М } , если 
во множестве 3 {l,. .;М существует точно индексов i 
таких, что 
Л^п. £-<. (4) 
Число ^  , которое может принимать значения о,».<, 
называется порядком допустимости последовательности (1(1),..., 
) ) и обозначается через й
э 
. При Ь
э 
= М-л/ считает­
ся <^о=0- Г 
Пусть для фиксированной последовательности (> 
W4)) справедливо / о. Тогда для соответствующей 
системы (2) имеет место <? = о и она определяет однозначно 
точку 3£j пересечения гиперплоскостей Коор­
динаты этой точки можно вычислить по формуле 
V = <,-"X (5) 
где 
v2>3 обозначает определитель (Хх>/ )-матрицы, состав­
ленной из строчных векторов 'А<
м 
/А lo/) с опущенным V -ым 
столбцом. Тогда при любом I « i.„_. М имеет место 
A. v j. 
2- Q-iv эс з - du = (и Г Я jtt, /<*а - <6> 
Если <Э£3 € И, то из системы (1) следует 
(-1 )V"1 %t)/4 ^О
у 
L = Ъ--у м . (7) 
Из определения вершин и из геометрического истолкования оп­
ределений 1 и 2 (см.[11] , стр. 196-198), а также из условий 
(7) вытекает следующее утверждение. 
Предложение 1 . Точка ЭЕ
э 
с координатами (5) будет верши­
ной многогранника Ц, , заданного системой (1) при §> =>/ тог­
да и только тогда, когда порядок вырожденности р
д 
и порядок 
допустимости (j,rj последовательности (Iii),-- , i (.N)) удовлет­
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воряют условию 
1^ 0 + <^ з = М -Л/. (81 
Предложение 2. Цусть различные последовательности 
(i-COr-v t(*D), j(*/)) определяют вершины 3?
э 
, 
OGg-ДЛя многогранника 1  .Если при этом <?
э 
= , то %3-ЭЕд. 
Это утверждение следует по определению вершины из предло­
жений >1.3 и 4.5 работы LKL 
Перейдем к исследованию транспортных многогранников, мо­
дифицируя сперва подходящим образом условия (8).Этим мы полу­
чим аналитические 
признаки вершин для рассматриваемого спе­
циального класса многогранников. 
2. Аналитические признаки вершины транспортного много-
1&сть векторы А = (о,,-,си), В= 4
п
) со 
строго положительными координатами (а
Л)в^ >о/ км,-.,и*.) 
I- 1,..., (г) даны так, что выполняется равенство 
nrv П 
53 Q.k - vp . (9) 
К-А 1--1 
Тогда система линейных неравенств 
п 
~ 
х
ке ^  О/ 
ОС
к
£  ^О.к, k: П-V, 
?-1 m 
Il ёе у!г
у 
(10) 
Л. ki1 
-ŽZ xKt žr -aK y ic r 
"
1 m. 
-H £•= v-.. n 
задает непустой транспортный многогранник M(A,ß) порядка 
fnx и. Пере обозначим переменные xkg , записанные с помощью 
двух нижних индексов к = -!>-••, т.; 1=л
г
../п , используя один 
верхний индекс V = 1,- w по формуле 
0CvE Х
ке 
, где V =(к--ОИ>£ - (И1) 
Тогда очевидно, что в данном случае М - mn.+ 2(m+n); /\/^ т<пи 
М>V. Так как матрица ОС =llcttv il Ц',^ 1Я) коэффи­
циентов системы (10) содержит матрицу - Е , где Е - единич­
ная матрица порядка bl , то у rtawb (X - ./V\ Следовательно, 
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по п.4 множество вершин многогранника м(а,в) - непустое. 
По предложению4 любая вершина дня М (А,В) определяется 
некоторой -^элементной последовательностью индексов (СОО,--
--vt(//)) при 3 = >L(n)5c 
удовлетворяющей условию (8). Благодаря специфике доследуе­
мых многогранников при определении полного тожества их 
вершин не надо проверять условия (8) для всевозможных 
последовательностей, а число проверяемых последовательно­
стей будет гораздо меньше. Для установления этого заметим , 
что строки расширенной матрицы 
Z(7C коэффициентов системы (40) 
линейно зависимы. Если обозначить, как и раньше, I-ыйстроч­
ный вектор матрицы 
/00 через 'A i , можно проверить, что кро­
ме векторов 'А А ми. и векторы'А ,.--/Ai»n*m*h-i 
медду собой линейно независимы, фи этом справедливы сле­
дующие соотношения 
'А —'А 0 - .  *  ( < 2 а )  
"mn.+ 2hrui-(ntC)— "h>
1л "V hH 
rif"k+m+rv ~ 5— Atwrv+tt- E^L AlKÄ>K+(. (4jüB) 
*=< e»< 
В дальнейшем нам удобно пользоваться следующим разбие­
нием множества = {ч,- строчных и»-
дексов матрицы 'ОС 
: 
Що)={1 /U - = 
Ж 0 )  =  { / I  U = i , . . . , r n $ ,  
Ж.(2)- {i =mn+ry\+{ / {-1, ,nj} (43) 
7ft(z)=lt-mn+(m+nyt-n IК-tn]
А 
Ж(4)-{l-rr,n+2т£) //=/,. . y n.J,  
Из условий (42А) получается следующее утверждение, доказа­
тельство которого опускается для краткости изложения. 
Предложение 3. фи нахождении всех вершин транспортного 
многогранника М (A,ß) порядка m*il можно ограничиться рас­
смотрением лишь таких последовательностей Q(4 К -- •/ !(#)), 
элементы которых принадлежат множеству $С(о,{,2) — Ж(о)0 
иЯ0)С>Ж(2), 
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Будем в дальнейшем рассматривать только последователь-
ностж с -[i (tХ-, 10/)j с ЭДр,#4 не оговари­
вая это специально. Введен для любой "фиксированной (i(i 
,t(fV)) обозначения 
j(«i)= Ж(оЩ a£u)= ж(и)пз, 
№,г)=ЩоШ)> 3'(о)=ЖСо)\1(о),1Ха)= т 1)\Жг\ 
X^o>oh{Uf(c)I 2)3t)-0^  = зГо)ЧП/(р;о) (И) 
Мр>= 13(o)j; m(l,Z) = lö(4,2.)I,m'(„) = |Df(o)|,= 
4з'(1Д)|, m.'(o;o)= i:f(b;o)|, т'(оИ)ЧЗ'(о,0|- «5) 
Кроне того, пусть для фиксированных L и С7 при 
определены множества Э(i;о) = {i $0 3(о) > если I € Ж Со) и 
0(1; 1,2.) = 3(1/2)/ если I е . Упорядочим элементы 
последовательности (1(0,- ICtJ)) так, чтобы введу hv(o) + 
+ rn.(<,2.) = imix= имело место 
Ö (о) = {L(lL(m(o)) ^, 3 ОЛ)={L(>rv(o)H )
Л
../4 
и кроме того, виполялиоь неравенства 
. 1(4)4. ...^iCmCo)). Мб) 
Так как по определению т(4,2) £гн+н-<А/,то т.(о)=л/-тСи)#0 
Т 3(о)*0. 
Из первой группы неравенств системы (10) в обозначениях 
(41) видно, что у строчных векторов иат~ 
рщц "С7С имеется единственная отличная от нуля координата 
-4 . Она будет, соответственно 1(4)-ой, --- ,i64o)j-ой. Поэто­
му легко разложить определитель порядка /V по первым 
иг (о) строкам, определители S>0^ )V^  7ft С°)) порядка >/+1 
по первым hi(о)-М строкам, а определители ЯэауО-е lKG,z)) 
порядка /У-М по строкам с номерами .2,...,т(с)-Н. для это­
го предположим, что 1)"={1^ ,--,сЖ(р) и <W= (го;, --, 
wt3t *?1(4,2).0бозвачим через определитель матрицы, со­
ставленной из 1-1| -ой, -ой строк матрицы Õt с опущен­
ными А -^ым,1Г
Л 
-ым столбцами и через 
г£)м- - определи­
тель матрицы, составленной таким же образом по матрице 
/0(_, 
Введем для фиксированной последовательности (Ki), - ;c(>v)) 
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с определенным по (45) значением Yw(p\ функцию 
" ,етаое ™*°' <«> 
и пусть прж каждом IQ Ж[О) 
I { Кт) € а(о) I l(E)< 1} j четное чюло. 
|*ппшт тпппал. \л «i>/ 
М; если в противном случае. 
Тогда имеют место равенства 
ifrtjtvX) = б"1 )*Л0И- 0(4Д) > 
^Я
зй1ч-^ЗЫ»Э(.,1), и *(.). май 
*3" »3ü)K-«f*g« 
где 
г*{о) 
X = m.(o)+-0,5 m(o)(tn(o)+ 4) 4- 51 ь£с) > 
Ч ~ O.S' т(о)(>*(о)-и)+51. t(r)4-l+ (48Б) 
у w£>) 1 
2 ~0.5т(о)Ыо>и) +• 5Г ибг). 
T-4 
Здесь знак л» меаду целыми числами означает, что втж чис­
ла имеют одинаковую четность. Из соотношений (48) следует 
также, что соответствующие определителя обращаются одновре­
менно в нуль. 
Предложение 4. Цусть последовательность (1(0,—>100) 
с Л = 3(o)UDGzj) фиксирована так, что О ж 
<1(ул(о)). Определенная однозначно этой последовательностью 
точка $з пересечения гиперплоскостей Г£(<),-— , Г бу­
дет вершиной транспортного многогранника М( А, В), заданно­
го системой (40), тогда н только тогда, когда при всех it 
€ Э'(ои) имеет место 
где 
ЖО = L 4-^ (1) + &(frx(o)), (4ЭБ) 
и для всех I е 3'(4,2.) справедливо 
3(о)ох _ 
Л 
"°заи,2.)- • (20) 
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Доказательство. Достаточность, Докажем, что при усло­
виях (19) в (20) выполняются условия (8) предложения4 , не­
обходимо и достаточные для того, чтобы точка 9Ё 3 являлась 
верейной шогогрвншша М (АЛ). Для этого вычислим порядок 
вырожденности ?>3, и порядок допустимости rj,j рассматривае­
мой последовательности (l(<)r - , I Or)) ,если условия (-#9) и 
(20) выполнены. По определениям 4 и 2 нам надо знать зна­
чения всех определителей Я>з(;\ при всевозможных 
i 6 3(o)U 3(-1,2)U З'(о;о)U 3'foi)U 3'(i,2) U )U ^0). 
Если 16- 3(о) U 3(1, 2) , то определитель Я) имеет две 
одинаковые строки и поэтому равен нулю. Если I ё з'(Ь; о), то 
по формуле (44), определяющей множественно; о) , также 
5) 3^ .j = 0. В случае t € Sf(4,2) по условию (20) справедливо 
2_)= 0 и одновременно с ним обращается в нуль так­
же соответствующий определитель Sb^ Cs.)- Если 16 1б- ЖЬ>)иЖ()() 
то L-(hx-nx.)€ 'KC'l/2)=aCi/2-)UJ/0/2.), и поэтому S3(L^ ,*K| 
= 0 . В силу (42А), справедливо ZA Uow,) =-zA j. , а тогда 
#3(1)-°- определению множества 3'(<з; f) (см. формулу 
(14)), имеем 5Ь3(:)¥с> при t е О'(ои)> следовательно, 
|)3 = М - (А/-илп.'(О-4)). 
Чтобы определить значение <^ ,
а 
, заметим, что в силу (18А) 
и (19А) при всех L е 0'(о, i) справедлива цепочка равенств 
- , л- dU-o)- , 3(0)# 
r^v.2)3tt) - у40п  ^ ~ 
где с учетом (48Б), (19В) и <IVA) имеет место 
ГАСО) Q 
Ч -1-jV (<•)+* — О-? Ти (о)(ки(о) + Н) + 21 L 6c)4-L + 4-(i.)-<-J\f4 
Ч Ц X — < ш%(о) 1 
+ i+ +(0 + Цп(о))4-*и(р)-ь0.9т(о)(т(о>+4)Ц-^ _ t(v)~Af, 
х--! 
т.е. Ml К 2)g(^ -6-ifA§^ (fq.flo условию (4) определения 2 по­
следние равенства являются условиями допустимости для всех 
индексов [ с 3'(о;4). Поэтому 
<^ 3 = т.'(о; О 
и, таким образом, 
f э ^  , 
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»то и будет аналитическим признаком вершины из предложения 
Необходимость доказывается рассуждениями, проведенными в 
обратном порядке. Для краткости изложения мы их опустим, и 
закончим на этом доказательство. 
Следует отметить, что для каждой фиксированной последо­
вательности (vM,(>0) при проверке аналитических при­
знаков (49) и (20) вершины транспортного многогранника нужно 
кроме 
а
Ч у ,
л 
 ^вычислить не более. hx'(o)->f-rn(o)<A/ опре-
делителей*-^) дйл") П0РЯДка fn£i, 2.)=tf-rn&0=W(o)H не бо­
лее hv(i,2.)= rrvt-n.-m.(i,2.>=m4-iv~ivx/(o) определителей 
порядка Tn.6i,z)-M< (здесь учтены определе­
ния (14)). Так как т'Со)+тЬл)- **+ п., то число вычисляемых 
определителей не превышает т+ к-М . 
3. Последовательности, определяющие вершины транспортных 
многогранников» Как уже отмечалось, число последовательно­
стей, перебираемых в ходе определения полного множества вер­
шин транспортного многогранника М (А)В),сильно сокращается 
в силу некоторых общих соображений. Мы опишем класс последо­
вательностей, который определяет все вершины многогранника 
М(А;В), и укажем также некоторые подклассы таких последо­
вательностей» которым никогда не соответствуют вершины мно­
гогранника М(А,ß). Основные результаты формулируются в ви­
де предложений, подробные доказательства которых опускаются 
или описываются лишь в общих чертах. 
Известно (см. [6], стр. 334-335), что матрица транспорт­
ной задачи унимодулярна, т.е. если cL^ -фО, то | |•= \. Рас­
смотрим последовательность (_[(>(t (л/)) с |<£3 \1 та­
кую, что 3 г 3 (о) U Л (-1,2.) при условии (16). Тогда в силу 
применяемых обозначений имеют место равенства 
1«Л£о). 
Поэтому из соотношений (5) получается следующее утверждение. 
Предложение 5. Если для последовательности CiO), . 
выполняются условия (-19) и (20), то координаты х j ž О 
( I б- Ж.(о) ) соответствующей вершины многогранника M(A,g) 
вычисляются по формуле 
х
: 
_ J I & ,X1Z)I. если I е 
1 С .если I € 3(O)U3'(Ü;U). 
15 
- in -
Отсвда следует, что координаты вершины транспорт­
ного многогранника М(А,&) отличны от нуля только при 
I е 3;(о; 1),Если учесть обозначения (14), (15), из системы 
(10) и соотношения (42Б), очевидно, вытекает следующий ре­
зультат. 
Предложение 6. Фиксированная последовательность -• 
, l(>V)  может определять вершину для М(А, £>) только тог­
да, когда имеют место неравенства 
Пго/х (м,п.) ^ tnz(0; 0^  у^п+ 1г-1. 
Определение 3. Вершина 3£у транспортного многогранника 
М (А, ß) порядка mx п., определенная последовательностью 
(}(*),-••) <00 ) ; называется невырожденной, если Гп'(о;i) -
= h-vt-w-4 и вырожденной в противном случае [2]. 
Цусть последовательность (£ (i),..,; L Сы)) определяет 
некоторую вершину для многогранника М (А, Р>)- Рассмотрим по­
следовательность (j(i),--- CN)) такую, что iOO,-.. 
О и определим аналогично формулам (>14), (15) 
множества Cl(o) - Л^  , с}(\,2)~'^ 1{.\2.)г\'у' , и обозначим 
!£(o)Hto),|Jt1,2)|= £0,2) и т.д. 
Предложение 7. Любая вершина транспортного много­
гранника Л1 (А, В) порядка mx и. определяется кроме 
L Ы) ) также некоторой такой последовательностью QCO.,--
- - 00 ), Для которой (^о)с • О) и g-Ol,Z) = ЗТб,2.)Ч<1»т-н>^  
( в  ч а с т н о с т и ,  о н а  м о ж е т  с о в п а с т ь  с  С Е с л и  
при этом £'(р;°)~о , то вершина ЗЕ3 является невырожденной; 
если же 1'(о ;о) У О то она - вырождена. 
Для доказательства предложения предположим, что после-
довательность (lk)r~с 3 = Ö(O)U 3(ЛД) удовлет­
воряет условиям предложения 4, т.е. определяет вершину ЭЕ ^ • 
Если при этом 3(4/2) = "3rt(ly2.)\{iv>nt-irvx-ni} ,то рассматривае­
мая последовательность (v(лl (N)) уже имеет описанную 
в предложении структуру. В противном случае следует пока­
зать, что последовательности Uk), -, 1(H)) можно всегда 
сопоставить отличную от нее последовательность (,{(*)/--• > 
ДА/)), имеющую описанную в формулировке предложения 
структуру и определявшую ту же вершину. Для этого сперва 
фиксируем П*(Л, 2) = (WoH а)
г 
.. Щ) j D D (Ч, 2.) так, что 
£*(•(,z) = п.-Л . Оказывается, что во множестве D(o) 
всегда найдется по крайней мере одно /(о) -элементное (С(о) = 
г iwn-M-w-n.) подмножество  ^(о)г(с))^  так, 
чтобы для соответствующей матрицы Если mn + m + 
-«-п. е^ *(4,1);то с учетом (42Б) можно перейти от к 
2(4,2.) = Щ4/2)\{»пщ-»н-пЗ и при этом также &у-о.Для по­
строенной таким образом последовательности (j(чj (Ы)) 
получается равенство Срп - Ф
э 7 которое по предложению 2 
означает совпадение точек и . Тем самымЛЕо. являет­
ся вершиной для М(А, Б) , которая определяется уже последо­
вательностью специальной структуры. 
Второе утверждение предложения следует из соотношения 
l'(o;i)- Ki 2.) -C/,(o;o) = m.4-h.-l -l'(o,o) И предложе­
ния 5 с учетом определения 3. 
Цредложение 7 дает описание специального класса после­
довательностей, определяющих полное множество вершин транс­
портных многогранников. Все последовательности этого 
клас­
са содержат однозначно определенное -элементное 
множество 0 (4,2.) и поэтому число последовательностей,под­
лежащих исследованию при нахождении полного множества вер­
шин для М(А,В) , зависит только от возможностей выбора 
множества 0-(о). Число последних не превышает С^ о)= 
= с:Г"#- Нижеследующее предложение дает возможность ис­
ключить из рассмотрения еще некоторые классы последователь­
ностей со специальными множествами 
Цусть при фиксированном {. е {А, • -, h.^  через обозна­
чено Ьг —элементное множество = {£,ш-£,.„ 1сЖ°)к 
при фжсированном И £ {4,---,ha] - через соответственно, 
Поэлементное множество %fc--[(>_„)к+ -i £.-
л 
)yvt-z• vKh]СТЩ 
Предложение 8. Если последовательность (со­
держит по крайней мере одно из множеств<*0* (£ = 4,..., п.) или 
одно из множеств ^  к (-К- V - • >Гп-), то она не определяет 
вершины для транспортного многогранника д\(Ау 6> ) порядка 
rnxtt. 
Для доказательства можно отметить, что до предложению 5 
при сделанных предположениях — о для всех i € (иди 
&*), которые с учетом обозначений (41) приводят к противо­
речивым равенствам О (или а^ .=о) в системе (-10). 
Определение 4. Последовательность (ц(4 <(/V)) с "3= 
= 1(Ы)\ называется допустимой, если J(o)-$(a)flJ 
не содержит ни одного из множеств н S1*, 
Основные результаты статьи подытожены в следующем ут-
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верддении. 
Предложение 9. Все вершины транспортного многогранника 
14 (А, Ь) порядка тх К определяются такими допустимыми 
//-элементными (Я- mn) последовательностями индексов 
~,М)) j что 
4. D = 3(o)UJ(ly2)C?lt(o,1,z)\{irn.n.-nr>t+n.l и т((Д)-к*М 
2. при 3(о) = { t(l),... ;;(Ыо))1, L(i)< — < выпол­
няются условия (-19) и (20). 
Для любой вершины множество Л (o)UJ'(o; о) определено од­
нозначно. Если ö (o',o)-f6;io вершина не вырождена, в про­
тивном случае она вырождена. 
Если обозначить через Р число допустимых последова­
тельностей и принять S = [ит^ О/П-ХТ =Ы(.о)/гпЗ>то, в силу 
rrv^ -xf-MxC^ z) <л/=тп. , справедливы 5<>ту,оя>ки мож­
но показать, что Р б Pz, где 
j-.' т(е) —^1 Г -^-с _ ГН(е)-Т**\ , \tf rC h>(o)-<fK 
Р=сГ + HC-OCnO-xm + :>_(-< е
ы
.^ . 
<S-\ 
По предложению 9 для определения полного множества вершин 
транспортного многогранника М (А, 6) надо перебрать не бо­
лее Р' последовательностей (LOO,- - , КлО). Эта оценка яв­
ляется в общем случае более грубой, чем 
М(А,В) ^  гп.А"2 rV"M (21) 
полученная Лихачевым [9]. Например, в случае гс. = 2. ,гь - б 
имеет место Цо^ '-iO,Поэтому при нахождении пол­
ного множества вершин транспортного многогранника M(A, 15) 
подходяще упорядоченным перебором всевозможных р допусти­
мых последовательностей 3(о) целесообразно пользоваться 
оценкой (21) с тем, чтобы кончить перебор сразу после на­
хождения максимального числа вершин. Если число вершин 
меньше максимального, то надо провести полный перебор. 
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A METHOD OP COMPUTING THE VERTICES OP TRANSPORTPOLYTOPES 
K. Biives 
Summary 
In the paper convex transportpolytopes are considered. 
A method for determining all vertices „ of transportpolytopes 
using their analytic character is described. For the special 
class of polytopes discussed here the characters follow from 
the results of [jllj (see Proposition 4). Each vertex of a 
transportpolytope is given by a subset of constraints pre­
senting the polytope.A complete characterization of the sub­
sets determining all vertices of transportpolytopes is pre­
sented in Proposition 9. 
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ВЫРАЗИМОСТЬ В ЭЛЕМЕНТАРНОЙ ТЕОРИИ РЕКУРСИВНЫХ МНОЖЕСТВ 
С Л01МК0Й РЕАЛИЗУЕМОСТИ 
Р. Лранк 
Московский государственный университет 
§1 . Введение 
Обозначим через 51 булеву алгебру рекурсивных подмно­
жеств множества натуральных чисел >/ . 
Определение 1.1. Называем языком dC(ß) язык первого по­
рядка с переменными 3=<;36Lr-. для рекурсивных множеств, 
с константными символами ф и Н и функциональными символа­
ми U , П и > . 
Цусть - геделева нумерация частично-рекурсивных 
функций (ЧР$) одной переменной. Будем считать, что функция 
„^вычисляется машиной Тьюринга Р
х 
и проводить доказатель­
ства подобно [21 в терминах шагов работы Р
х 
.Через 1М| обо­
значим мощность множества М , а через ЦМ|| - пару д/V , где 
= IМI и V = |М'|. Ясно, что всегда ||М II €{о/<у п»/ 
/из,..., и/),... ,w/n.,... ,u/i, cv/o}. Через j L (х ) обозначим 
функцию, значением которой является степень t -того просто­
го числа в разложении х на простые множители. 
Если является характеристической функцией (ХФ) не­
которого подмножества множества Ы , то обозначим это под­
множество через jit , т.е. для таких I имеет место 32; = 
= {х.| vp- (х) = 4 J . Для остальных i символы 5В: не вводят­
ся. 
Определим понятие реализуемости по Клини для замкнутых 
формул языка с£(&), расширенного константными символами $;. 
Определение 4 .2. S . Если S и Т - постоянные термы 
расширенного языка, то 
£ © ( S =T)^e = C <& (S = Т) истинно. 
2. Для пропозициональных связок повторяется определение 
Клини (Lil) для арифметических формул. 
3. Цусть А(Х) - формула расширенного языка с одной сво­
бодной переменной ЗЕ . Тогда 
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а) г @ ЗХАОЕ)^  е-2а зё^^ -хф4<х <š Ate*), 
г) e © V3£ AC$M (V^ )[vfx - ХФ =ž> kpe(y) @ A(32X)J, 
Называем формулу А реализуемой и пишем © А , если су­
ществует число, реализующее А. Теорией $г называем мно­
жество всех реализуемых формул языка <»£($-). Ясно, что в ко­
нечном итоге формулы с вхождениями символов 321 особого ин­
тереса не представляют. Они описывают не рекурсивно инвари­
антные понятия, осмысленность символа 321 зависит от выбора 
нумерации } и не является эффективной и т. д. 
Из определения видно, что реализуемость формулы расши­
ренного языка, полученной из А($<,.•< > Э£ц) подстановкой 
£<_, ; •" , & I* вместо переменных, зависит только от выбора 
множеств , а не от выбора их характеристических ин­
дексов. Точнее, имеет место следующая 
Леша \ .1. Пусть А (ЗЕл, -, 3£
п
) - формула расширенного 
языка, а =£j, ; Тогда 
*©A(1^>:-.,£u)«=S> e©A(^,, 
В частности это означает, что в теории 52t формулы вы­
ражают свойства множеств, а не свойства их индексов. 
Определение i .3. Называем предикат Р ( X, 
у
..., ЭЕ ^ ) опре­
деленный на рекурсивных множествах, выразимым в теории 
если существует такая формула А (ЗЕ1у) - > 3Eh) языка что 
© A(ä^ ...,£U)<=> = t. 
Иногда в дальнейшем пишем в простых случаях в формулах 
вместо подформул выражаемые ими предикаты, например 36/У 
вместо формулы ""I (Э£ = У), Э£ £ У вместо формулы Э£ Л У - ф. 
В настоящей статье дается описание выразимых в теории^  
предикатов. Для сравнения приводим сначала описание вырази­
мых в классической элементарной теории 2 предикатов. 
§ 2. Выразимость в классической элементарной теории^  
Рассмотрим сначала формулы с одним параметром. 
Теорема 2.1. Пусть А (.ТЕ) - формула языка 3t(%) , а мно­
жества ГИл и Mi оба 
а) конечные множества мощности и,:? о, 
в) бесконечные кобесконечные рекурсивные множества. 
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Тогда A (Mi) - £ <=> A(Mz)=-fc . 
Доказательство. Можно построить автоморфизм булевой ал­
гебры Ü , отображающий М, на Mi. 
Из теореш 2.1. следует, что формула может характеризо­
вать множество Ж только с точностью до |(ЭЕ У и имеет смысл 
выражение А (II JE II). 
Цусть У
л
, - - /  У  к .  - попарно различные переменные. Упоря-
дочш совершенные элементарные пересечения вида У * С \  —  Л у £ ,  
где У * означает или S/l' некоторда фиксированным спо­
собом и обозначим их через 
hcHO, что для любых множеств Mi,*-, М* при I 
Определение 2И. Обозначим через [|ЗЕ 1 = о] формулу 
$ = ф, а д ля К>1 и г14"1 < п.< через [ 1361 =. п,] формулу 
(3^  ... УДЗЕПЗГ4(У, 
... &зт%,,
Л
(у<;._.ди^ ] (1) 
Следующая теорема очевидна. 
Теорема 2.2. Для любого ri>zo формула [|Эё 1= KL] выражает 
гфедижат "l$l=rL". 
Оказывается, что пропозициональные комбинации из пре­
дикатов типа "|Э9| = rv " и "IX'I = rv " являются единственными 
вцрааюеши предикатами, а .их бесконечные комбинации не вы­
разимы. 
Теорема 2.3. Цусть В(2)= ... QH3£KA (3EV... ,3E„,Z) 
- формула языка Х(<Л) в предваренной форме, где А не содер­
жит кванторов, а IМ 41,1М, I , I М* | ,I | >, . 
Тогда В(МО= Ь Ф=> B(Mz) = t. 
Для доказательства теоремы достаточно показать, как по­
лучить из функций Скодема для В СМ 0 функции Сколема для 
B(Wz). Перестройка функций определяется индукцией по 3 -
Группам кванторов, но из-за аналогичности случаю 5) в дока­
зательстве теоремы 3.4 мы ее здесь не приводим. 
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Следствие 2.3. . Предикат ' 24 - конечно" не выразим в 
классической элементарной теории Л . 
Следствие 2.3.2. Каждая формула А (Ж) с одним пара­
метром имеет в классической элементарной теории 91 среди воз­
можных \\ ЭЕ И конечную или коконечную область истинности,при­
чем область истинности А бесконечна<^ > A(to/w) = i. 
Аналогично можно доказать, что формула параметрами 
Х,
к
-, может выразить только предикат, являющийся буле­
вой комбинацией предикатов от мощности термов из , Э£
л
, 
удовлетворяющих условию следствия 2.3.2. Это дает процедуру 
элиминирования кванторов для классической элементарной тео­
рии Я (разрешимость этой теории следует из доказательства 
разрешимости элементарной теории булевых алгебр в [з]). 
§ 3. Выразимость в теории 
Изучение выразимости начинаем опять с однопараметрическж 
форцул. Теореш 3.1 и 3.2 являются аналогами теорем 2.1 и2.2. 
Теорема 3.i. Ддя каждой формулы А (ЭЕ) можно эффективно 
найти такую ОРФ ), что если и 3^  
а) конечные множества одинаковой мощности, 
в) бесконечные кобесконечные рекурсивные множества, то 
€©а($Х)<=> © А(д^ ). 
Доказательство. Равномерно по х и и можно построить 
следующую ЧР6 g-: 
й (%) - элементу множества 3^  (32у) с номером п в поряд-
 ^ ке возрастания, если такой элемент существует и 2 
является элементом с номером h, в множестве $
х 
($*.') 
Ясно, что для и ßj удовлетворяющих условию а) или в), 
2 - рекурсивная перестановка и о (91*)=• Функция й инду­
цирует автоморфизм алгебры £ , отображающий в $5, и дает 
нужные соответствия реализаций. Теорема доказана. 
В следующей теореме [1X1= п-З - формула из опр. 2.4. 
Теорема 3.2. (t). IH*. I ^  Vv форцула[|£*1=а] не реа­
лизуема. ' 
(II). Существует такая ЧРФ 1 , что для любых ас и иимеет 
место: 151*1 = rv TD [|Я*|-1г]. 
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(ILL). Сущестд?ет такая 4P® с , что для любых х. , П ж 
имеет место: 6. © [ xl = rv] (*,*) = $*.• 
Доказательство. Утверждение (ъ) очевидно. 
(LI). Зная rv , можно по ж перебором натуральных чисел 
найти И элементов множества $* > а по НЕМ построить мно­
жества У,,-.., У к. из первой части формулы (О. 
(IU)..По реализующему числу е можно аффективно найти 
число конъюнктивных членов rv в первой части формулы (1). По 
(L) тогда истинно |£*Д= »г. Элементы можно найти перебо­
ром. Теорема доказана. 
Обозначим через Чпл (ЭЕ) форцулу (Vü)[3E с у V1 (%£ У)] 
Теорема 3.3. (L). Если множество - бесконечно, тс 
формула ($х) не реализуема. 
(U). Существует такая ОРФ f , что ддн любых х и и/ 
= Д
и 
=> f(u) ($*>. 
(i-U). Существует такая ЧРФ , что для любых х и € 
е © <3^ v(%x)= Л|
№)=!ЕХ. 
Утверждения (LI.) и (UL) теоремы показывают, что по ка­
ноническому индексу множества $
х 
можно эффективно вычислить 
реализацию формулы Sin. (£*) и наоборот. 
Доказательство. (L). Цусть множество 32 
х 
бесконечно, а 
К = {а ! ! Ч1! (Ä)j . Сопоставим каждому 2ел/ рекурсивное 
множество 31 , где 
М если х£
х
(ч)= 1 и машина Тьюринга Р2 рабо-
тает над г больше чем ij шагов, 
[О иначе. 
Имеем и отношение , у не может 
быть разрешимы*. 
(U). Пои. можно найти Сч,--., а
к> где 32х = 
Тогда $30$, = ifu(cuM. 
UU). Цусть е ©<У:и.($х),т.е. е <S Vl&c9j] 
Цусть а. - ОРФ, вычисляющая по каноническому индексу конеч­
ного множества его характеристический индекс, т.е. 3Ž.^ U) = ßu 
для любого и.. Тогда для каждого и, имеем 
vfeC<£(u>) ©[Ж,с9.^  V 1 («хСЗ^ ,)]. 
Определим cj (е) = (дч)[^ 0 vfe (<f(u.)) = О J. Покажем, что 
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щж наежх предположениях ( с(е) ж Dgce) = $
х
. По утверждэ-
нжю (L) £
х
- конечное множество. Тогда жз определения, ка­
нонического индекса видно, что 32
х
= Dr, me tr= (yK-u.)[$*c2lj 
так как жз Du 5- £)v следует ц. < V- Во такое значение гГ ж 
вычисляется функцией j . Теорема доказана. 
Следствие 3.3.1. Предикаты * $ - конечное множество" и 
"Х - бесконечное множество" выразимы в теории . 
В § 2 мы показали, что в классической элементарной тео­
рии £ эти предккаты не выразимы (сл. 2.3.1). 
Следствия 3.3.2. Теорема Райса не верна для рекурсивных 
шоаеств при кодировке их характеристическими индексами» 
Называем квантодаой глубиной формулы А максимальное 
число кванторов с упорядоченными линейно по включению об­
ластями действия. Следующая теорема соответствует теореме 
2.3 джя классической элементарной теории Л . 
Теорема 3.4. По любой однопараметрической формуле В 
языка £($1) можно эффективно найти ЧВ& |6(e,u.,ir) со сле­
дующим свойством: 
если В имеет кванториую глубину к и конечные множест­
ва Яд = Du и 9l6= Dv обладают мощностями > 2к, то для лю­
бого е выполняется 
€ ® B(%j) => «|6(е,и.,гг) ©ß(£*). 
Доказательство. Не ограничивая общности можем предпола­
гать, что в формулу В входят связанно только переменные 
, х*. Цусть ) - подформула формулы ß, 
не содержащая других параметров, кроме явно указанных, и 
требуется построить функцию 
со сле
ДУ
ищш 
сойст-
если 5^  = Du и - Dv обладают мощностями г 2 и если 
&т4,- • ,£«v-. - такие рекурсивные множества, 
что для любого совершенного элементарного пересечения 
9r(cg,,.-.,3Eg) н»ет место 
|^ ,П#(ет1,-,*«е)1в1*/л9г(*-ч,-Л|ч>и (2) 
то дхя всякого е яиеен 
е ® A 
rae FlU) означает >*ч,—,т
е
; £**(*) означает 
ж аналогично для (г вместо nt. 
Отметим, что задача построения 4-& имеет указанный вид, 
причем 1-0. Покажем, как построенже каждой сводится к 
построению £ для подформул Д , причем вид задачи сохра­
няется. Рассмотри» главную связку формулы А . 
4) Цусть А (ЗЕ,Же) з= С (Э£, Э£0-~ , ) & 
& D(3E,3E„...,3EeJ,a функции  ^ и уже построены. Бели 
е © [С{^ Дк
а
>) & Ä(t))],T0 
JO(e) © С (5^ ,« Й;^ ! и J,fe) © JD(^ , ÄÄ(O). 
Тогда @ С (£i,£*(*)), 
I д ( j i ( e X @  j D ( $ 4 , $ ( v t t ) )  
и можно взять 1
Д 
(e,u, v, m,,.. •, m-e, п.
ч
,..и* )•= 
_ . j 4o(jt(e),u,v, ffL(e),Kfc)) 
2) Случай дизыикции аналогичен. 
3) Црсть A(3E,3£1,...,9et)=5C(3E#X„...,9£t)DßC$,3E„".y^ ) 
• e © Lc(& Дйг (е>) 3   . . 
(у-х)[зс © С(5^Д«оу) => \Pe(x) © X) -
Цусть x, @ c(^ $R(e) . Тогда 
Xi.= -fcC^ vS«.,£(£),*(£)) @ C(^ ,^ Ä(e))# 
f^e (xi) © Л(^ Л^ е))# 
-fß (^eu.,v-, №(И,к(е)) © £>(%гА*&)) • 
Положим (ac 1 ;u,v, fc(e), к(£) ) = 
= -ffl(vPe(fc Ox,,u(\r(£(e>,ft(£i),u,u-/ 
4) Случай отрицания следует из 3). 
5) Цусть АXt) =* 3 ^CCx.Y.r--,^ ) и 
б (D ЗЗЕсн СС^ Д»,,,.. Л^ .ЗЕе^ ), т.е. 
Ji(e) © c ,^«-.„-,®i-e^ .w)-a «™*еств 
I *Я 4 , *йкс(е) , 9L «(с) (5) 
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17 
выполняются условия (2)-(4). Покажем, как найти эффективно 
такое натуральное число W , что для множеств 
> 52кг (6) 
выполняются условия (2)-(4) с 1+1 вместо I . Для этого 
пусть Q (х) - ЧРФ, отображающая каждое элементарное пересе­
чение Хз/ Л gr (£K/i £ht) взаимно-однозначно на 
55j;n,gr($.m<r.v<Rwe)n не определенная на£г . Введу выполне­
ния (2) для множеств (5) такая функция существует и ее мож­
но построить аналогично функции ^  из доказательства тео­
ремы 3.1 равномерно noj , Ъ (или u.,v), гчСО и К.(е). 
Если *Р
а
(х) = 0, то положим vftr(x) = ц^ 1(е)^ х)).Этим га­
рантируется выполнение (2) для множеств (6). Остается дооп­
ределить vp^  на конечном множестве 32 j.. Элементы из каждого 
пересечения 51
г
Пv $.he ) делятся между %гг и 
именно так, чтобы выполнялись (3) и (4) для (6). 
Следовательно, по индуктивному предположение!), при 
et = 4e(jc(e),u,v-, vr) 
в, @ и 
6) Цусть А(ЗЕ,ЗЕ
Ъ
.-,ЗЕe)= V3E,*, C(3E,3E.r..,Xfc„)u 
e © VSEe+t СС^ ),$п1;...,92^ е,$е*ч),  . . 
(У«-)[1р„- Хф =• © С(З Д^а6,)^ )](7) 
Покажем, как по х найти число, реализующее формулу 
C(£i,5Tit<ö;$x), если множества Дй£) Удовле­
творяют условиям (2)-(4). Для этого строится подобно кон­
струкции случая 5) множество $vr так, что условия (2)-(4) 
выполняются (с i-H вместо i ) для 
,£ht ,Ä*. 
Учитывая, что по (7) имеем 
Фе «г) © С (_5^ j, $ «(у, ^njr) 7 
получим по индуктивному предположению 
Gft.H.u.'V, Же),иг, К(£),<х) @ С ®-х), 
что и требовалось. 
Остается еще рассмотреть построение функции |.
А 
для эле-
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ментарной формулы А . Можем предполагать, что А имеет вид 
Т -фу так как равенство вида S = Т можно заменить на 
S'OTU 5ПТ'=0.ЕСЛИ подформула А находится в области 
действия L кванторов, например по , то функция 
должна иметь вид •^ A(e/uiV-,vn«,.../m(_;Hi,-./n.e) 
и терм Т не может содерхить переменных, кроме ,Э£
г
. 
Равенство Т выполняется тогда и только 
тогда, когда все элементарные пересечения (Э£, ЭЕ,, -. , 96е) 
из совершенной дизъюнктивной нормальной формы терма Т . Но 
из (2) и (4) получим, что для каждого такого пересечения 
имеет место 
Эч ($з Л т. ,  - ^ )  =  ф  < * = >  ч г :  ( » *  , £  h 4 , . . .  , 2 ^ )  *  ф .  
Следовательно, 
Т ($tj - - • , Vig) —ф T'Öi» Ф 
и для единственного возможного реализующего элементарную 
формулу числа 0 имеем 
О  ® А[^ ,ЯО  ®  А ( Я >
г / $ щ ) .  
Можем выбрать тождественно (е, u.,c, т(г); FC(t)) = О 
Теорема доказана. 
Из доказательства теоремы 3.4 видно, что для формул с 
параметрами имеет место следующая 
Теорема 3.5. По любой h-параметрической форадуле В язы­
ка <še[H) для любого собственного подмножества Ic{v-^ j 
л(2м+ S) / ~ \ 
можно эффективно найти ЧВ$ ± ^ - (е, u, vr,и oo f ъЫ\) со сле­
дующим свойством: 
если ß имеет кванторную глубину к и для множеств 
*3«Дг- Удовлетворены условия 
1) при у Г 
2) при lei эти пересечения конечны и 
К($£(*))Ь2к4=> ££<*,)(> 2м 
IgritÄ^ M) t< 2* =Ф |0Г-C^ 3^ )> I = i, 
то для любого е и для канонических индексов и. и 1" мно­
жеств U и U (<В ) выполняется 
£ © 6(£jj<W) => ^ /I(e,u,tr,g(4 2(a)) @ 
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Следствие 3.5/1. Предикат "||5еЦ = |(У|Г не выразим в тео­
рии $t. 
Доказательство. Допустим от противного, что этот преди­
кат выразим формулой В (</,, У
г
) кванторной глубины К . Цусть 
f$9J=l$gJ=l$21| = 2*, iJ=2^  u, 
= £ г., П t = 0,cu I с{4,1,Ъ,1<} -множество номеров 
для bi П У 2., У1ПУ2 и. 'У,' Л yzB нумерации элементарных пере­
сечений из § 2. Цусть £jj,Uß|j2.= Лц. и $.U£it= Л у-. 
Тогда по теореме 3.5 имеем 
е © =>-f6,l 
Теоремы 3. -3.5 дают следующее описание щразимых в тео­
рии 51ч предикатов. 
Теорема 3.6. Определенный на рекурсивных множествах пре­
дикат Р (ЭЁ(,--, Э£
к
) выразим в теории тогда и только тог­
да, когда Р является булевой комбинацией предикатов 
Р:(Т;(ЗЕ,,...;9£Н)); где Т; - термы, а истинность Р; СУ) зави­
сит только от мощности У , причем каждый из предикатов Р^  
имеет среди возможных | У| конечную или коконечную область 
истинности. 
Результаты §§ 2 и 3 показывают, что по сравнению с клас­
сической теорией в теории 32 
г 
класс выразимых предикатов 
расширился по существу только предикатом конечно". Но это 
не означает, что теория & ъ равносильна классической теории 
с добавленным предикатным символом. Формулу теории $.*. харак­
теризует кроме области реализуемости еще необходимая инфор­
мация, содержащаяся в реализации. И в этом смысле формулы, 
выражающие один и тот же "классический предикат", могут ока­
заться неравносильными. 
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BXTKBSSIBIMT ET KLBMKNTAJB7 TEBCBY 
OP MC0BSI7B SB TS WITH: HEALIZABILITT LOGIC 
B.Prank 
Summary 
Let R be the Boolean algebra of recursive seta, and 
ct (51) denote the first order language in signature 
' У We define the nonclaseieal elementary 
theory £(£ consist lag of all recursively realisable (def. 
1.2) formulas of £(&). We write ЦЖ|| = Д/V (M,V €>/U{w3) 
if|3El=/L and 
The predicates P(3£) defined on 3Ž , and expressible in 
the classical elementary theory of ji are characterized as 
predicates depending only on |l2E(l,&Bd being true on the in­
finite (if P(t^/w)- ) or coinfinite (if P(co/w)="fc )set 
of IXII. 
The predicate *36 is finite* is expressible in 521 but 
not in classical theory. The predicates P(3£) expressible 
In 31/L are those being true on the finite or cofinlte set 
of |i 3E 11 in both typed yUu/tu and w/-0. 
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