Abstract-Main goal of this work is to show the improvement of using a textual pre-filtering combined with an image re-ranking in a Multimedia Information Retrieval task. The defined three stepbased retrieval processes and a well-selected combination of visual and textual techniques help the developed Multimedia Information Retrieval System to overcome the semantic gap in a given query. In the paper, five different late semantic fusion approaches are discussed and experimented in a realistic scenario for multimedia retrieval like the one provided by the publicly available ImageCLEF Wikipedia Collection.
I. INTRODUCTION
A S a result of the different information sources present in a multimedia resource (video, image, audio and text), multimedia fusion has become in a very interesting field of research in recent times for Information Retrieval (IR) and search in Multimedia Databases or on the Web. In the particular case of image retrieval, both textual and visual features are usually provided: annotations or metadata as textual information, and low level features (color, texture, etc.) as visual information.
The idea behind multimedia fusion is to exploit the individual advantages of each mode, and use the different sources as complementary information to accomplish a particular search task. In an image retrieval task, multimedia fusion tries to help in solving the semantic gap problem while obtaining accurate results.
Main proposal of this paper is to present several late semantic fusion experiments that combine textual pre-filtering with visual re-ranking in order to solve the semantic gap in a Multimedia In-formation Retrieval (MIR) setting. The experiments have been carried out using the Wikipedia collection at ImageCLEF 2011 (http://www.imageclef.org) that contains almost 240 thousand socially annotated images in their Wikipedia articles (also provided), 50 multimedia topics and the related relevance judgments [23] .
In a human search, there is an important gap between the low-level features that search engines use and the human perception (semantic gap) [22] . In queries with a great "semantic meaning" such us the ImageCLEF 2011 Wikipedia retrieval task topics [23] , the TBIR (text-based image retrieval) systems can better capture the conceptual meaning of the question than CBIR (content-based image retrieval) systems [5] , [13] . We use this assumption by applying a textual pre-filtering approach. Then, the CBIR system better succeeds in this semantically reduced collection avoiding false positives, that is, images visually similar from the low-level visual features but with different concept meaning. Furthermore, CBIR process will be significantly reduced, both in terms of time and computation. These textual pre-filtering techniques have been successfully used in ImageCLEF 2011 International Contest reaching the second position at the global ranking, and briefly reported in [13] .
Most of the fusion techniques in image retrieval are based on combining monomodal (textual and visual) results following symmetric schemas. These strategies combine decisions coming from text and visual-based systems by mean of aggregation functions or classical combinations algorithms, which don't take into account the different semantic level of each modality. At best, some of them just use weighted factors to assign different levels of confidence to each mode. Our proposal is an asymmetric multimedia fusion strategy, which exploits the complementarity of each mode. The schema consists in a prefiltering textual step, which semantically reduces the collection for the visual retrieval, followed by a monomodal results fusion phase. Results will show how retrieval performance is improved, while the task is made scalable thanks to the significant reduction of the collection.
The experimentation performed in this paper includes the comparison of five different late fusion algorithms (Product, OWA operators, Enrich, MaxMerge and FilterN), in our case, implemented with and without the proposed pre-filtering. In the present paper current state of the art late fusion algorithms are presented under a common framework, giving a much more deep understanding of the fusion information problem.
Section II will show a brief introduction to multimedia/multimodal fusion as well as the motivation for this work and its main objectives. Section III will review the main late fusion algorithms used in image retrieval tasks. The ImageCLEF Wikipedia collection will be described in Section IV. In Section V, the system architecture and its subsystems are presented. Section VI will describe the fusion algorithms implemented and analyzed in this work. A detailed description of the experiments carried out and their results are given in Section VII. Finally, conclusions will be presented in Section VIII.
II. MULTIMEDIA INFORMATION RETRIEVAL
Multimedia Information Retrieval is usually addressed from a textual point of view in most of the existing commercial tools, using annotations or metadata information associated with images or videos. In this work we deal with both textual and visual information, carrying out both monomodal and multimodal experiments using different multimedia fusion techniques and algorithms.
Multimedia fusion tries to use the different media sources as complementary information to increase the accuracy of the retrieved results [15] , in order to help in solving the semantic gap problem, referred to the difficulty in understanding the information that the user perceives from the low level characteristics of the multimedia data. Specifically, in the case of Image Retrieval, the semantic gap is the lack of correspondence between the information from visual features (e.g., histograms) and the interpretation of these data by a user in a certain situation (visually similar images to the query in terms of low level features can be very different in terms of meaning).
The benefits of multimedia fusion come from approaches that improve the results of the monomodal search, balancing the cost and complexity of the implementation and deployment and providing correct and complementary information to the monomodal results. When multimedia approaches are used [2] , several aspects have to be taken into account in order to select the most appropriate. The complexity arises from:
1) The asynchrony in available information of resources from different media, as well as different information format that has to be considered. 2) Correlated modalities can appear in extracted low-level features (early fusion) as well as in semantic-level decisions (late fusion). Correlation may be used to reinforce a particular decision when it has been achieved from different sources. Independent modalities could be also very fruitful, as they may provide additional information when obtaining a decision. 3) According to the task to be performed, the confidence in the different media may vary. 4) The fusion process can be highly influenced by the cost and availability of the media process. In any scenario a balance has to be taken into account when defining the fusion approach to be used. Even if we can enumerate all possible combinations of modalities, some of them are not presented in this work, so in the following we focus only on those related to the textual and visual information of the images.
A second series of important decisions when designing a multimodal fusion algorithm or technique is related to the different existing levels of fusion: early fusion (features), late fusion (decisions) or hybrid.
The early fusion approach is based on the extracted features (visual, text, audio, motion, metadata, etc.) from the different information sources, and their combination at this level. The main advantages of this level of fusion are the possibility of using the correlation between the multiple features, and that only one learning phase in the combined feature vector is required. Difficulties are related to the synchronization between the features, and with the need to represent all features in the same format before fusion.
Fusion at the decision level, or late fusion, consists in combining the individual decisions obtained based on each of the monomodal features. Simplicity, scalability and flexibility are the main advantages of this approach, which has been widely used for combining visual and textual information for image search processes [9] . Drawbacks are related to the failure to use correlation, and with the need for a classifier for each modality.
This work will focus its research on several late fusion algorithms, and in the way they can be used in order to exploit the combination of textual and visual information in the context of image retrieval.
III. LATE FUSION IN IMAGE RETRIEVAL
In any Image Retrieval task it is well known that text-based search is usually more efficient than visual-based one [5] . However, it is also known that when it is possible to combine textual and visual information in the correct way, taking advantage of each one of the modalities, the combination will be beneficial to multimedia retrieval [4] . Because of the problem of the semantic gap, the obtaining of good results is very difficult for CBIR systems, but "content-based methods can potentially improve retrieval accuracy even when text annotations are present by giving additional insight into the media collections" [17] .
Within the task of Image Retrieval, where both visual and textual information are available, late multimedia fusion approaches are based on combining the evidence from both the TBIR and CBIR subsystems. These decisions will be in the form of numerical similarities (scores). Most basic fusion techniques use these scores (denoted hereinafter as St from textual-based retrieval and Si from the visual-based) and merge them by means of aggregation functions. Late fusion algorithms between text and visual modalities are known to perform better than those of early fusion [7] .
Some late fusion strategies have been proposed in the literature [26] . For example, combination rules such as combMAX (maximum combination), combSUM (sum combination) and combMNZ (product of maximum and non-zero numbers) were first proposed in [10] . combMAX computes the fused score as the maximum value obtained from all of the results lists to be combined. In the case of textual and visual subsystems it will be the maximum between St and Si. combSUM computes the combined score as the sum of all the monomodal scores . Finally, combMNZ was built to give more importance to the objects retrieved by several subsystems.
Other kind of late fusion algorithm was inspired by voting systems. For example, the Borda-fuse [1] idea consists in voting with a linear penalization based on the rank, assigning a point to the last ranked object from each modality, two points to the penultimate, and so on, generating the final fused list. Another example is Condorcet-fuse [19] , which is based on a pair-wise comparison that compares each object with all the rest and assigns a point for each win. Adding up these points will generate the ranking for the fused list.
A widely used combination technique is the so called image re-ranking, consisting of an initial step where the textual subsystem retrieves a set of ranked objects, followed by a reorder step of these objects according to the visual score (Si). In this work the reorder step is carried out by the CBIR subsystem, which computes the visual scores (Si) working only over the subset of selected objects by the TBIR subsystem. This idea was first used by our group at the ImageCLEF 2010 edition [3] , and we call it a textual pre-filter to constrain the whole image collection by cutting out those images with no textual similarity with the queries. The combination of this textual pre-filtering and late fusion algorithms was also used at the same time at the ImageCLEF 2011 edition by the Xerox group who called it Late Semantic Combination [6] .
Another important issue to take into account, when fusing together different ranked results lists, is the normalization of the scores from each modality [24] . The performance using normalized scores for fusion depends highly on the score definition of each run [26] . The normalization has also been analyzed for our scenario, and our proposal is to use an independent normalization for each modality in order to rely on their own confidence, although keeping the same value range for the different modalities.
IV. IMAGECLEF WIKIPEDIA COLLECTION
The collection used for the experiments included in this paper 1 [20] , were built using the traditional TREC-style methodology 2 to ensure representation, quantity, visual quality (high resolution, clarity and contrast) and semantically rich image annotations.
The Wikipedia image database [21] is annotated with user-generated textual descriptions of variable quality and length, and will be used under copyright. The database consists of 237,434 images and their associated user-supplied annotations. Images are associated with unstructured and noisy textual information in English, German and French [23] . The collection is completed with a set of topics and its corresponding relevance judgments (ground truth).
The Wikipedia task organizers define a topic as the description of multimedia information needs that contain textual and visual hints [21] . Each topic has a textual description of the query in three languages (English, French and German) and four or five image examples, chosen so as to illustrate the visual diversity of the topic. Fig. 2 illustrates a topic from the collection. Participants in ImageCLEF should address a query-based retrieval, in order to obtain relevant images from the collection. Fig. 1 shows an image example from the collection, along with its metadata. Textual information includes several fields that describe the given image. The name of the image, as found in the Wikipedia Commons repository, is given in the field <name>. When the language of the annotations is identified, <description>, <comment> and <caption> are provided for that language. The caption is the text that accompanies the image in Wikipedia articles, which are provided and linked inside the <caption> element. Another <comment> element, in this case language independent, is provided within metadata, giving a raw annotation of the image. This text can be in one or more languages, not necessarily English, German or French.
The benefits of the collections provided by ImageCLEF are also based on the difficulty in creating realistic and effective queries that fit with user's information needs as well as with evaluation purposes. TREC (http://trec.nist.gov) and ImageCLEF (among others) mostly use a pooling approach to assess relevance. ImageCLEF topics [14] are created mainly by focusing on (a) formulating information needs in different media such as image and text and (b) trying to fit some of the following goals: correspondence with a specific user model (a searcher in a given context), correspondence to real needs of IR systems, diverse results, and solvable with the given database. A set of 50 topics was developed in order to respond to diverse multimedia information needs at the ImageCLEF 2011 Wikipedia image retrieval task edition.
A set of relevant judgments for every topic is also given for the accuracy of the evaluation results of the experiments. The relevant judgments for these topics were created by assuming binary relevance (relevant vs. non relevant) and by assessing only the images in the pools created by the retrieved images contained in the runs submitted by the participants with a pool depth of 100.
V. DESCRIPTION OF THE DEVELOPED ENVIRONMENT

A. Architecture Description
To carry out the experiments, a three-subsystem architecture was developed ( Fig. 3 ): TBIR (Text-Based Image Retrieval), CBIR (Content-Based Image Retrieval), and Fusion subsystem. A simple interface was also developed to perform these experiments.
Both the textual (TBIR) and the visual subsystem (CBIR) obtain a ranked list of images based on a similarity scores (St and Si) for a given query. Firstly, TBIR uses the textual information from the annotations (metadata and articles) to obtain these scores (St). This textual pre-filtered list is then used by the CBIR sub-system. It extracts the visual information from the given example images of the topic and generates a similarity score (Si). The fusion sub-system is in charge of merging these two lists of results, taking into account the scores and rankings, in order to obtain the final result list. The TBIR subsystem is based on the well-known Vector Space Model 3 and TF-IDF measurement 4 . The IDRA tool [11] is used for preprocessing the textual information associated with the images in the collection. Lucene 5 is used to index a basic configuration. To configure, implement and compare textual results, the IDRA tool and the trec_eval tool 6 are also used.
The CBIR subsystem uses the CEDD 7 low-level features together with its own logistic regression relevance feedback algorithm to get the score (Si) for each image.
B. Text-Based Information Retrieval (TBIR) Sub-System
This sub-system (Fig. 4) is in charge of retrieving relevant images for a given query taking into account the textual information available in the collection. Different steps are required in order to accomplish this task: information extraction, textual preprocessing, indexation and retrieval. A text-based ranked results list of images will be obtained, containing the relevance or score (St) of the retrieved images for the concrete query.
Textual Information Extraction: Two different textual information sources can be used in the collection: the metadata and the articles files. The metadata XML tags extracted in the experiments presented are: the <name> and the general <com-ment> for all languages, and <description>, <comment> and <caption> for each particular language (English, French and Dutch). The <caption> tag may include a link to the article/s from Wikipedia in which the images appear. Based on an analysis of the Wikipedia articles structure, only <title> and <cate-gories> fields from these articles will be extracted and included as part of the image textual description. Using all the textual information available in Wikipedia articles will introduce noise in the TBIR system, since these may be related with a more general concept that the one in a particular image. The <title> field is selected because it contains the name of the article and it can be considered as useful general information. The <categories> fields are intended to group together pages on similar subjects, so we thought that its textual information will be somehow related with the image. Several experiments confirm this idea, obtaining a relative improvement of 10-20 % for all the three languages in the collection when adding this textual information from Wikipedia articles where images appear in.
The final output of this component is the selected textual information describing the images, coming from both the metadata and the articles, or the text corresponding to the topics. In both cases it will be separated by language: English French or Dutch.
Textual Preprocessing: This component (included in the IDRA tool) processes the selected text in three steps: 1) characters with no statistical meaning, like punctuation marks or accents, are eliminated; 2) exclusion of semantic empty words (stopwords) from specifics lists for each language; and 3) stemming or derived words to their stem. Experiments evaluating the benefits of applying stemming to the extracted text were developed, and the obtained results recommend its use for the three languages (not only English). The extracted textual information associated with the topics is also preprocessed.
Indexation: Once the extracted textual information is preprocessed, it is indexed using Lucene, following a basic implementation that uses the WhiteSpaceAnalyzer, which just separates tokens and does not apply any other linguistic preprocess to the text. Monolingual indexations are carried out for each of the languages (English, French and Dutch). A fourth multilingual index is also created by indexation together the text from all the three languages.
Search: Preprocessed topic texts are launched against the index, obtaining the textual (TXT) results list with the retrieved images ranked by their similarity score (St). Queries could be launched separated by language as monolingual queries, or all together as multilingual ones. Depending on this, we will obtain a monolingual or a multilingual result list of images. In the case of monolingual experiments, a second type of multilingual (ML) result list is obtained by merging the three monolingual results (from English, French and Dutch), following a late fusion algorithm (MaxMerge). This algorithm will be also used in another multimedia fusion experiment, so it will be described in depth later in the corresponding section.
C. Content-Based Information Retrieval (CBIR) Sub-System
The CBIR sub-system (Fig. 5 ) is in charge of retrieving a list of relevant images taking into account the image examples given by the topic. At the ImageCLEFwiki2011 five example images are given for each topic (see Fig. 2 ). The two main steps of the CBIR sub-system are: the feature extraction and the similarity module. The CBIR sub-system ranks an image result list based on the image score (Si) for each given query.
Feature Extraction: The visual low-level features for all the images in the database for the example images for each topic are extracted using the CEDD [4] given by the ImageCLEF2011 organization. The CEDD descriptors, which include more than one feature in a compact histogram (color and texture information), belong to the family of Compact Composite Descriptors. The structure of CEDD consists of 6 texture areas. In particular, each texture area is separated into 24 sub-regions, with each sub-region describing a color. The CEDD color information comes from 2 fuzzy systems that map the colors of the image in a 24-color custom palette. To extract texture information, the CEDD uses a fuzzy version of the five digital filters proposed by the MPEG-7 EHD. The histogram is normalized within the interval [0,1] and for binary representation in a three bits per bin quantization. The most important attribute of CEDDs is the achievement of very good results with better performance than the similarly-sized MPEG-7 descriptors [4] . The evaluation of the CEDD descriptors performance has been tested at different image databases (WANG's, MPEG-7 CCD, UCID43, img(Rummager) and Nister database) [4] .
The CBIR subsystem could also work with any other kind of low-level features at the state of the art [8] , such as Tamura, Gabor, global color histogram, MPEG global features. These global features have a similar performance to the CEDDs features [4] . Also, local features as SIFT [18] within the bag-ofwords model could also be used. These approaches are more oriented to object recognition, and are complicated models from a large set of training data. They require an enormous amount of training data and lead to tremendous computing times to create these models. These reasons make them almost impracticable for general CBIR systems, although CBIR community is very interested in them.
Similarity module: The similarity module uses our own logistic regression relevance feedback algorithm [16] to calculate the Similarity (Si) of each of the images of the collection to the query.
The algorithm calculates the probability of an image belonging to a set of those images sought by the query, and models the logit of this probability as the output of a generalized linear model whose inputs are the visual low-level image features. The algorithm needs examples and counter-examples (positive and negative images). The positive images are the example images of the topic given by the organization (five at the Wikipedia2011 edition). As ImageCLEF does not provide any set of non-relevant images, the M counter-examples are obtained by applying a procedure, which chooses J random images from the whole database. The Euclidean distance ranks these J images, and the latest M images are taken as negative examples. For the pre-filtering approaches, the M counter-examples set is composed by those images filter out by the textual approach.
We will explain the way the logistic regression relevance feedback algorithm works. Let us consider the (random) variable Y giving the user evaluation where means that the image is positively evaluated and means a negative evaluation. Each image in the database has been previously described by using low-level features in such a way that the image has the -dimensional feature vector associated. Our data will consist of , with , where is the total number of images, is the feature vector and the image evaluation ( and ). The image feature vector is known for any image and we try to predict the associated value of Y. In this work we have used a logistic regression where ) i.e. the probability that (the image is positively evaluated) given that the feature vector is related to the systematic part of the model (a linear combination of the feature vector) by means of the logit function. For a binary response variable Y and p explanatory variables the model for ) at values of predictors is logit . Where logit . The model parameters are obtained by maximizing the likelihood function given by:
The maximum likelihood estimator (MLE) of the parameter vector is calculated by using an iterative method.
We have a major difficulty when having to adjust an overall regression model in which we take the whole set of variables into account because the number of selected images (the number of positive plus negative images, k) is typically smaller than the number of characteristics . In this case the adjusted regression model has as many parameters as the amount of data and many relevant variables could be not considered. In order to solve this problem our proposal is to adjust different smaller regression models: each model considers only a subset of variables consisting of semantically related characteristics of the image. Consequently each sub-model will associate a different relevance probability to a given image and we face the question of how to combine them in order to rank the database according to the user's preferences.
This problem has been solved by means of an ordered averaged weighted operator (OWA) [25] . The general procedure is described in detail in the following:
INPUTS:
• Let be the set of images in the DB, . for do
• Build the matrix of data with positive and negative examples for each group of characteristics:
• Estimate the parameters for data by MLE estimator that implies compute the maximum of this expression:
• Predict the probability for each image in the database with the estimated parameters .
• Update:
• An OWA operator is used to fusion the probability vector in an unique score:
D. Multimodal Late Fusion Sub-System
The five different late fusion algorithms evaluated in this paper will fuse together two ranked results lists of relevant images (with respect to a topic or query) into a final one. They can be classified into two classes: 1) Fusion based on the generation of a new relevance score from initial scores (St or Si) of the retrieved images for each query in the different results lists taking into account (textual, visual or multimodal retrieval), and 2) Fusion based only in the position of the results, acting as a merging technique and re-ranking. In the first class, four algorithms are evaluated: the Product, the OWA Operator, the Enrich and the MaxMerge. For the second class the FilterN is presented.
The first set of experiments uses late fusion algorithms without textual pre-filtering for the CBIR sub-system. It means that the CBIR sub-system is based on the pure visual baseline. Meanwhile, the second set uses the pre-filtered or reduced image database of the collection. It also means that the CBIR sub-system uses the textual pre-filtered list to obtain the image scores (it is the so-called re-ranking). The filtering step consists of delimiting the full images database to those images which obtain , that is, the filter eliminates those images with no relevance according to the TBIR subsystem. That means that only images with some probability of being relevant for a specific query will be taken into account by the CBIR subsystem. One of the main goals of this paper is to prove the initial assumption that the use of this filter is based on the fact that textual subsystem initially captures the conceptual meaning of a topic in a better way than the visual one. Text and pure visual-based experiments corroborate this.
VI. LATE FUSION ALGORITHMS
In the following, some details about the five fusion algorithms selected, implemented and experimented are given and organized in two categories, one for those based on the relevance score obtained and other for the ones based on re-ranking. A third subsection it is included in order to show the relevant details about score normalization in the experiments.
A. Late Fusion Based on Relevance Scores
Product
: two results lists are fused together to combine the relevance scores of both textual and visual retrieved images (St and Si). Both subsystems will have the same importance for the resulting list: the final relevance of the images will be calculated using the Product. Notice that the Product simulates the filtering when St is 0 (no relevant image for the query), so the image will never appear in the fused list ( is 0). OWA Operators: The Ordered Mathematical Aggregation operator [25] OWA transforms a finite number of inputs into a single output.With the OWA operator no weight is associated with any particular input; instead, the relative magnitude of the input decides which weight corresponds to each input. In our application, the inputs are the textual and image scores (St and Si), and this property is very interesting because we do not know, a priori, which subsystem will provide us the best information.
As OWA operators are bounded by the max (an OR operator), and the min operators (the AND operator), Yager [25] introduced a measure called orness to characterize the degree to which the aggregation is like an or (max) operation: (2) Notice that OWA operators with many of the weights close to their highest values will be or-like operators , while those operators with most of the weights close to their lowest values will be and-like operators . The aggregation weights used for the experiments cover all the range weight values from the minimum to the maximum with the different Orness weights used (Table I) . For example, an Orness(0.3) means that a weight of 0.3 is given to the higher probability value and a weight of 0.7 to the lower probability of the inputs (St,Si).
Enrich: this strategy uses two results lists, a main list (from the textual module) and a support list (from the visual one). If a certain result appears in both lists for the same query, the relevance of this result in the fused list will be increased in the following way: (3) where newRel is the relevance value in the fused list, supRel is the relevance value in the support list (Si), mainRel is the relevance value in the main list (St) and posRel is the position in the support list. Relevance values will be normalized from 0 to 1. Every result appearing in the support list but not in the main one (for each query) will be added at the end of the mixed list. In this case, the relevance values will be normalized according to the lower value in the main list.
MaxMerge: this algorithm selects from the lists to merge those retrieved images with a higher relevance or score for a specific query, independently of the subsystem (textual or visual) they belongs to.
B. Late Fusion Based on Ranking
FilterN: this algorithm is used to remove from the textual results list those images not appearing in the first N results of the visual list. The idea is to eliminate the images that the visual module is not very sure of; those with a low score Si. This technique will try to clean the textual results based on the visual ones.
C. Normalization of the Scores (St, Si)
As it has been described at related work the normalization is an important issue [24] . We propose that different value modalities be within the same range of between 0 and 1, but the normalization will be independent for each one. The idea is that each module obtains its score between the predefined ranges in order not to normalize to the maximum for each independent query. The objective of this idea is that each module relies on its own confidence.
The score obtained from the CBIR subsystem (Si) is the probability that a given image belongs to a certain set of images. The probability value is between 0 and 1, so that it does not need to be normalized. A Si score would be 1 if the CBIR sub-system were completely sure that the image belongs to the set, so that the probabilities obtained by the CBIR system are close to 1 if they are very similar to the given examples.
To obtain the TBIR similarity score (St) of a document for a specific query, Lucene does not exactly calculate the cosine measure (as supposed in the VSM approach) for reasons of usability [2] . With and representing the weighted vectors of the textual query q and a concrete document , the original cosine function normalizes the dot product of these vectors by dividing it by the Euclidean norm of these vectors ( and ), normalizing them to a unit vector. But Lucene uses a different document length normalization for , which normalizes it to a vector equal to or larger than the unit vector. Instead of calculating the Euclidean norm for each document, which would have a very high computational cost, Lucene uses the document length, which is computed when the document is added to the index in accordance with the number of tokens in the document. Also for efficient score computation, query Euclidean norm is computed when search starts, as it is independent of the document being scored. Normalizing the query vector provides comparability (to a certain extent) of two or more queries. We have analyzed two kinds of normalization one based on the highest St for each query, and the other on the St obtained by an artificially constructed "perfect" document with the same text as the query.
VII. EXPERIMENTS CARRIED OUT AND THEIR RESULTS
Several experiments (the so-called runs) were defined (Table II) with the aim of firstly evaluating the improvement of using the textual pre-filtering step combined with the visual re-ranking, and secondly the performance of five late fusion algorithms. The first block experiments (green background) in Table II are the monomodal runs, the second block (white background) are the mixed runs without textual pre-filtering, and the last block (pink background) are the mixed runs with textual pre-filtering.
Textual and visual baselines are initially established, showing how the TBIR and CBIR systems work separately (runs 1, 2) and run3 is CBIR after textual pre-filtering, the so-called image re-ranking. Then, the five described late fusion algorithms are used to fuse these monomodal decisions. The first set of experiments (runs 4 to 18) combine the results lists of the two baseline modalities that are without textual pre-filtering. Meanwhile the second set (runs 19 to 33) uses the image re-ranking (run 3), that is with textual pre-filtering. We will show that the pre-filter step combined with image re-ranking helps to improve the fusion result, confirming the fact that the conceptual meaning of a topic is initially better captured by the textual subsystem and the fusion of the image re-ranking and the textual pre-filtered lists achieves better results than normal late fusion strategies.
The evaluation of the experiments is carried out following the TREC methodology, taking into account the first 1,000 retrieved images for each topic. The results of each of the experiments will be shown in terms of MAP (mean average precision), and precisions at different levels, P@5, P@10 and P@20. 1-3) , along with the best experiment presented to the competition and the average computed over all the TABLE II  EXPERIMENTS DESCRIPTION   TABLE III  MONOMODAL RESULTS IN IMAGECLEF 2011 participating groups, for both the textual (Txt) and visual (Img) modalities [23] .
A. Monomodal Results
The first column shows the position obtained for the runs submitted to the same Wikipedia retrieval task [23] and the position for the runs not submitted, which they would have got if submitted. In total, at the Wikipedia retrieval task 2011 edition there were 51 textual, 2 visual and 57 mixed runs submitted.
The textual baseline (run 1) is generated from monolingual retrieval for the three languages using the MaxMerge algorithm to obtain the final multilingual result list of images. Our textual run is in the 14th position of all runs (at 15% of the first total runs), and in the 3rd position for textual modality runs in terms of MAP. Early precisions (P@5, P@10 and P@20) also show how our text-based approach ( , , ) performance is similar to the best experiment presented ( , ). Early precision measures are considered with special interest, due to the fact that most of the users using a search system will take into account only the images retrieved in the top positions. These results reinforce our assumption that textual approach initially better captures the meaning of the query.
The visual baseline (run 2) is generated using the whole database collection while in the image re-ranking (run 3) only those images filtered by the textual subsystem was used. Table III shows that visual monomodal approaches have lower MAP values than textual monomodal results, being 0.2160 for the average textual monomodal approaches of the runs submitted at Wikipedia2011 while 0.0039 for the visual monomodal approaches. This is due to the fact that Wikipedia topics are very "semantic" questions allowing better performance to the TBIR systems than to the CBIR ones, as it is already known at literature [23] . It is important to highlight that when using the textual pre-filter: the image re-ranking, the CBIR sub-system obtains better results than when using a pure visual baseline (0.0614 MAP against 0.0014 MAP). At image re-ranking, false positives images from the visual low-level point of view have been removed from the collection by the textual pre-filter.
B. Multimodal Results Without Textual Pre-Filtering
Results for mixed or multimodal runs without pre-filtering are shown at Table IV , and those with pre-filtering at Table V. The late fusion experiments which outcome the textual baseline are highlighted in bold.
By comparing Tables IV and V it can be observed that better results are obtained using the textual pre-filtering than when not. This is mainly for two reasons: firstly, those images that are visually similar to the query example images in terms of color or texture, but do not contain semantic related information are filtered out by the textual pre-filter (see Fig. 8 and Fig. 9) . Secondly, the regression relevance algorithm of the CBIR sub-system calculates more accurate image scores when working with the reduced collection than when not. The reason of this better CBIR performance is that the textual pre-filter helps to select better the inputs for the relevance algorithm (set of relevant and non-relevant images). While the relevant images are the same for the two fusion techniques, with and without textual pre-filter, the counter-examples images for the relevance algorithm are taken from the non textual pre-filtered set of images meanwhile at the non textual pre-filtering are taken by the whole collection.
It is important to notice that from a collection of 237,434 images, where just 3,440 are relevant, the textual pre-filter significantly reduces the number of images that CBIR will need to manage (5,490 images on average for each topic, which implies a reduction of 97.69% of the whole collection). This will make the work of the CBIR subsystem quicker in terms of time and computing.
The potential drawback of the use of the pre-filtering technique is that the visual and fusion subsystems depend on the good work of the textual subsystem. So that if the textual module does not retrieve certain relevant images in a given query these images are out of the scope. The recall for the textual pre-filtered baseline is 0.8597, which means that almost the 86% of the relevant images in the collection were selected by the textual pre-filter.
C. Multimodal Results With Textual Pre-Filtering
The best semantic late fusion algorithm amongst the different experiments carried out at this scope is the Product of the two modality scores with a MAP of 0.3404 (see Table V ). Scores from both modalities are taken into account with the same importance. This run was submitted at the Wikipedia2011 edition, it being the second best group in the task, in the eighth position of the overall ranking, and it being the first position with a MAP of 0.3880 for the Xerox group.
The FilterN and the Enrich algorithms do not outperform the textual baseline (see Table V ). It can be inferred that algorithms that calculate the new score based on the value score modalities get better fusion results (Product, OWA) than those based on rank position information (FilterN and Enrich). The other semantic multimedia late fusion algorithms that outperform the textual baseline in all evaluation measurements are the ones based on the OWA operator (with different values, from the Orness01 to the Orness05). These are the more and-like operators (Fig. 2) . Images with a green frame are relevant images and images with a red frame are not relevant. so that they are more restrictive. It means that for an image to get a high final score it needs to get higher scores for the two modalities information. The OWA operators, that do not outperform the textual baseline, are the minimum, the maximum, and the Orness06 to Orness09. As the OWA operator is less restricted, the performance declines: the minimum is the worst OWA operator because it is the least restrictive thus that it gets the lower score. The MaxMerge is like a maximum OWA so it does not outperform the textual baseline because is too restrictive. Fig. 6 shows graphically the performance, in terms of MAP, of the different late fusion algorithms when using the textual Prefilter (red bars at the right) and when not (blue bars at the left). The green bar represents the monomodal textual approach. It can be used as a reference baseline to compare which late fusion algorithms outcome the textual baseline.
Table VI summarises the monomodal runs performance and the best multimedia late fusion algorithm: Product. The improvement achieved by the Product Late Fusion approach over the textual baseline is also calculated. Table VI shows that our proposed late semantic fusion Product algorithm overcomes the textual monomodal ones, improving MAP (11%) and precisions at the first retrieved images (11% for P@5, 8% for P@10 and 11% for P@20). (Fig. 2) : by the textual baseline (run1, Fig. 7) , by the pure visual baseline (run 2, Fig. 8 ), by the image re-ranking (run3, Fig. 9 ), and by the Product multimedia fusion with textual pre-filtering (run19, Fig. 10 ) respectively. Images with a green frame are relevant images according to the relevance judgements, images with a red frame are not relevant and those with no frame are out of the pool.
For topic 114 (Fig. 2) , which textual query information is "diver underwater", the textual baseline (see Fig. 7 ) retrieves those images with words annotations related to "diver" and/or "underwater". Some of the retrieved images do not refer to "diving underwater" meaning being this fact immediately seen by a human user (e.g. the first top retrieved image at Fig. 7 is an insignia for divers: or the fifth top retrieved image is a diving emperor penguin). The "insignia for divers" image is removed from the top retrieved images by using the Product multimedia late fusion algorithm (see Fig. 10 ). Fig. 8 shows that all top images retrieved by the pure visual approach are false positive images from the visual low-level features point of view (e.g. the fifth image retrieved is a fish under the water similar to a diver under water taking into account color and texture information). The textual pre-filter algorithm elimi- (Fig. 2) . Images with bordered not highlighted were out of the pool in the evaluation process, so they are not relevant. Fig. 9 . Top retrieved results by image re-ranking approach (run3) for topic 114 (Fig. 2) . nates these false positives images so that they not appear at the image re-ranking approach (Fig. 9) .
At Fig. 9 (run 3, image re-ranking), we can see that the image re-ranking captures images similar to the given examples query which mean images with a blue background (colour features), and images with only one big object on the background (texture features). These visual features can be extracted from a diver underwater (see images with a green frame in Fig. 9) ; or, from other visually but not semantic images as a ship on the sea (second top retrieved image), or a girl diving underwater but without a diving mask (seventh top retrieved image). This semantic information will be inferred with the Product semantic late fusion algorithm.
These improvements point out the good performance of combining the textual pre-filter with the image re-ranking. Firstly, the textual pre-filter helps visual sub-system to get rid of the images that do not contain semantic information, but can be visually similar. Later, the visual sub-system helps the textual one to better score the images, which are visually not related to that which the semantic user, seeks. Results of the Product late fusion algorithm could also be improved if the monomodal, textual and image results were improved. The Product multimedia late fusion algorithm overcomes the textual baseline, improving P@5 from 0.4 to 1.0, P@10 from 0.4 to 0.9 and P@15 from 0.47 to 0.67. This can be checked comparing Fig. 7 and Fig. 10 . The visual information makes images with annotated information related to "diving" or "underwater" terms, but that do not refer to (Fig. 2) .
the "diving underwater" concept, listed down in the fusion results list. For example, image in the first top retrieved position is an insignia for divers; images in the 5th and 6th top retrieved positions are a diving emperor penguin (see Fig. 7 ). In a good performance, these non-relevant images are listed down from the top 15 as occurs in the Product multimedia late fusion algorithm results (see Fig. 10 ).
VIII. CONCLUSIONS
In the present paper a detailed description and analysis of textual pre-filtering techniques are given. These textual pre-filtering techniques reduce in a suitable way the size of the multimedia database improving the final fused retrieval results. Experiments show that the combination of textual pre-filtering and image re-ranking lists in a late fusion algorithm outperforms those without pre-filtering. It seems that textual information better captures the semantic meaning of a topic and that the image re-ranking fused with the textual score helps to overcome the semantic gap. Notice that all this performance improvement is carried out while significantly reducing the complexity of the CBIR process, in terms of both time and computation.
With respect to the late fusion algorithms analyzed, better results are obtained with those that work only with the value scores than others, which rely on the ranked positions. The best performance has been obtained with the Product algorithm that means that both modality scores are taken into account with the same importance. OWA restricted operators (and-like ones) also achieve well results according to the performed retrieval experiments.
