Roughly speaking, the compositional semantics analysis of natural language consists in mapping a sentence to a logical formula which depicts its meaning. To do so, a lexicon endow each word with a partial formula (a λ-term over the base type t for propositions and e for individuals), and the (binary) parse tree of the sentence specifies for each node which subtree is the function and which one is the argument. Hence a λ-term corresponding to the whole parse tree, and by reduction one obtains a λ-term of type t which corresponds to a formula of higher order logic.
semantics. Our meta logic (a.k.a. glue logic) is system F with many base types t, e i (instead of simply typed λ-calculus with t, and e) Our logic for semantic representations is many-sorted higher-order logic (e i instead of a single sort e). For representing quantification, we actually prefer to use Hilbert's ǫ and τ -terms constructed with two constants ǫ, τ : Λα. (α → t) → α and one for generic elements [8] . An important but rather easy property holds: if the constants define an n-order q-sorted logic, any (η-long) normal λ-term of type t does actually correspond to a formula of n-order q-sorted logic (possibly n = ω).
We preferred system F to modern type theories (MTT) used by Luo [5] or to the categorical logic of Asher [1] because of its formal simplicity and absence of variants -as the terms are issued from the lexicon by means of syntactic rules, F terms with a problematic complexity are avoided. There are two properties of Luo's approach [5] that would be welcome: a proper notion of subtyping, mathematically safe and linguistically relevant, and predefined inductive types with specific reduction rules. Subtyping is most welcome in particular to represent ontological inclusion (a "human being" is an "animal", thus predicates that apply to "animals" also apply to "human beings"). Coercive subtyping as developed by Luo and Soloviev [10] sounds promising for F (and other notions as well [4] ). The key property of coercive subtyping is that there is at most one subtyping map between any two complex types, provided that there is at most one subtyping map between any two base types. Predefined types, inductive types would be most welcome in our setting, e.g. integers as in Gödel's system T and finite sets of α-objects. Of course, F can encode such types, but such encodings are far from natural. Reduction in such a setting is related to the work of Soloviev and Chemouil [9] The key point is to show that normalisation and confluence are preserved and that there is no constant-free and closed term of a false type. We shall also illustrate the linguistic relevance of these extensions, which are already included in Moot's semantical and semantical parser for French. [6] 
