Boundary value problems for scalar linear elliptic partial differential equations or elliptic systems, such as the Stokes problem modelling the flow of a viscous incompressible fluid in a bounded open set Ω ⊂ R n , naturally fit into this abstract variational framework.
In engineering and scientific applications it is frequently the case that, instead of the field u itself, the quantity of interest is a certain output functional u → J(u); typical examples include the weighted integral-mean-value of u, a point-value of u, the normal flux of u through (part of) the boundary ∂Ω of Ω, or, in problems that arise from fluid mechanics, the lift and the drag exerted on a body that is immersed into a viscous or inviscid fluid.
The finite element approximation of the variational problem (P) consists of selecting a finite dimensional space V h (of dimension N = N (h, p)) of the space V consisting of a piecewise polynomial function of a certain degree p on a triangulation T h of granularity h of the computational domain Ω, and seeking u h ∈ V h such that
Adaptive finite element methods, driven by a posteriori error bounds, aim to automatically adapt the local mesh-size h or the local polynomial degree p,o rb o t hh and p, so as to accurately capture the analytical solution u, or a certain functional u → J(u)o ft h es o l u t i o n . It is this topic that forms the subject of the book by Bangerth and Rannacher under review. The book grew out of a lecture series given by the second author during the summer of 2002 at the Department of Mathematics of the ETH in Zürich. It comprises a brief Preface, followed by twelve chapters, a 24-page Appendix, a Bibliography with 138 entries, and a 5-page Index of terms; each chapter is about 15 pages long and is supplemented by computational examples as well as exercises whose model solutions are supplied in the Appendix.
As is highlighted by the authors in Chapter 1 of the book, the goal of adaptivity is the "optimal" use of computing resources according to either one of the following principles:
• Minimal work N subject to a prescribed positive tolerance TOL: N → min, TOL given; or, • Maximal accuracy subject to prescribed work: TOL → min, N given.
These goals are, traditionally, approached by mesh adaptivity driven by "local refinement indicators" based on the computed solution u h . The process of adaptivity has three main ingredients:
• a rigorous a posteriori bound on the error in the quantity of interest in terms of the data and the computed solution;
• a local refinement indicator extracted from the a posteriori error bound;
• automatic mesh adaptation (in the form of local h-refinement, or local prefinement, or their combination referred to as hp-refinement) according to certain refinement strategies based on the local refinement indicators.
The idea of a posteriori error estimation stems from the early work of Babuška and Rheinboldt [2, 3] ; see also the monographs of Ainsworth and Oden [1] , Babuška and Strouboulis [4] , and Verfürth [21] for further detail on the subject of a posteriori error analysis of the finite element method. The focus of this book by Bangerth and Rannacher is a general technique for goal-oriented a posteriori error estimation for finite element approximations of differential equations, called the dual-weightedresidual (DWR) method, and the implementation of this technique into adaptive finite element algorithms.
To give a brief sketch of the DWR method, consider the variational problem (P) and its finite element approximation (P h ) and suppose that the goal of the computation is to find an accurate approximation to the real number J(u)w h e r e J : V → R is (for the sake of simplicity of presentation) a linear functional and u is the solution to problem (P).
The derivation of an a posteriori bound by means of the DWR method on the error J(u) − J(u h ) between the unknown value J(u) and its known finite element approximation J(u h ) rests on considering the associated dual problem:
for all v h ∈ V h , where, in the transition to the last line, we made use of the Galerkin orthogonality property:
Proceeding then, using (P), we obtain
Thus we have eliminated the analytical solution u, at the expense of involving the dual solution z. The last identity can be written in a more compact form on introducing the linear functional R(u h ):V → R, defined by
referred to as the finite element residual ,or,simply ,residual ; it measures the extent to which the numerical solution u h fails to satisfy the equation (P). Hence,
where ·, · denotes the duality pairing between the dual space V ′ of V and V .T h i s error representation formula is at the heart of the DWR method, highlighting the fact that the error in the approximation of the value J(u) depends on the interplay between the finite element residual R(u h ) and the error z − v h ,w i t hv h ∈ V h ,i n the approximation of the dual solution z, which acts as a weight function for the residual. Hence the terminology dual-weighted-residual method. In particular, the last identity implies that
In earlier incarnations of duality-based error estimation-particularly in the pioneering research pursued by the Gothenburg school (see, for example, the articles by Johnson [16] , Eriksson and Johnson [13, 14] , and the illuminating survey paper by Eriksson, Estep, Hansbo, and Johnson [12] )-the objective was to eliminate the explicit appearance of the dual solution z from the right-hand side of (1) through a succession of upper bounds. The first of these upper bounds involved making a particular choice of v h such as the finite element interpolant or quasi-interpolant P h z of z; this step was followed by localizing the expression | R(u h ),z− P h z | through decomposing it, as a sum of analogous terms defined locally, over the elements T in the triangulation; the next step was to apply the Cauchy-Schwarz inequality to each of these local terms in tandem with an interpolation-error bound such as
,w h e r eh T =d i a m ( T ), with T ∈T h ,a n dC int is an interpolation constant; and, finally, to exploit the strong stability of the dual problem to bound the Sobolev norm z H s (Ω) in terms of the data of the dual problem and the stability constant C stab of the dual problem, resulting in an a posteriori error bound of the form
with no explicit dependence on the dual solution. While such an a posteriori error bound is reliable in the sense that the right-hand side of the inequality is a guaranteed upper bound on the left-hand side, numerical experiments will quickly reveal that, typically, the right-hand side will overestimate the left-hand side-sometimes by orders of magnitude-even if the sharpest available values of the constants C int and C stab are used. A further observation in connection with the last bound is that the original feature of (1), namely that it is the interplay between R(u h )andz − v h , with v h ∈ V h , that governs the error J(u) − J(u h ), rather than the size of R(u h ) alone, is completely lost through successive applications of the Cauchy-Schwarz inequality aimed at eliminating the presence of the dual solution z.T h ei m p o r t a n c e of preserving the dual solution z as a locally varying weight to the residual is particularly important in instances when the dual solution exhibits complex behavior over the computational domain Ω. Whether or not this is so, of course, depends entirely on the nature of the problem (P) and the choice of the output functional J. For example, when (P) is the weak formulation of an elliptic convection-dominated diffusion equation and J(u)=u(x 0 ), x 0 ∈ Ω, the dual solution z will contain a thin internal layer which will be aligned with the subcharacteristic curve passing through x 0 . It would be unreasonable to expect that the presence of such a localized and anisotropic structure in the dual solution could be represented by, or encoded into, a single constant, C stab , the stability constant of the dual problem featuring in the last a posteriori error bound.
These recognitions motivated, in the mid-1990s, the work of Becker and Rannacher [7] where the dual-weighted-residual method was first introduced (see also [8] and the survey articles [8] and [15] ). At about the same time, other researchers have also embarked on closely related investigations (see, for example, [17] , [19] and [20] ).
In particular, in order to derive a sharp a posteriori error bound from the error representation formula (1) while retaining the presence of the dual solution in the bound as a local weight to the finite element residual, it was recognized in [7] that the number of applications of the Cauchy-Schwarz inequality in the derivation of the bound has to be kept to the minimum. An a posteriori error bound based on the DWR method which meets these objectives can be inferred from (1); it has the form
where ·, · T is a localized counterpart of the duality pairing ·, · , R(u h )| T is the restriction of the (global) finite element residual R(u h )t oe l e m e n tT ∈T h ,a n d P h z ∈ V h is the finite element interpolant or quasi-interpolant of z. Chapters 2-4 of the book are devoted to explaining the application of the DWR method to an ODE model problem (Chapter 2) and a PDE model problem (Chapter 3), and to discussing practical aspects of the method (Chapter 4), including the evaluation of the DWR error bound (2) and other DWR error bounds akin to (2) . For, strictly speaking, inequality (2), as it stands, is not an a posteriori error bound in the classical sense of the word, given that it involves the unknown analytical solution z to the dual problem (D). Clearly, z has to be computed numerically; in particular, if a finite element method is used to compute an approximation to z, then a finite element space different from V h must be used for this purpose; once such an approximation to z is available, it has to be projected onto V h to obtain z h ∈ V h which can be used in lieu of P h z in (2). The additional errors incurred through the numerical approximation of the dual solution are difficult to quantify unless one embarks on reliable a posteriori error estimation for the dual problem; for reasons of economy, this is rarely attempted in practice. Indeed, there is very little in the current literature in the way of rigorous analytical quantification of the impact of replacing the exact dual solution z in the DWR error bound by its numerical approximation; see, however, the recent analytical work of Carstensen [5] on the estimation of higher Sobolev norm from lower order approximation, and the application of this in the context of the DWR method. A second issue is that the necessity to compute a "reasonably" accurate approximation to the dual solution results in added computational work. The authors of the book provide a convincing computational demonstration through a wide range of model problems that, except on very coarse meshes, a posteriori error bounds obtained by the DWR method remain reliable and very sharp even on replacement of z by its numerical approximation. In addition, when implemented into adaptive finite element algorithms, error bounds derived by the DWR method lead to economical computational meshes.
An analysis aimed at gaining further theoretical insight into the performance of the DWR method is performed in Chapter 5 of the book. The chapter also discusses the current limits of theoretical analysis of the method focusing, in particular, on convergence under mesh refinement of the finite element residual and of the weights which incorporate the numerical approximation to the dual solution z.A s is noted by the authors at the end of Section 5.3, further challenges include the convergence analysis of the method on locally refined meshes, particularly in the presence of singularities in the solutions to the primal problem (P) and/or the dual problem (D). Indeed, the convergence analysis of adaptive algorithms has been the subject of active research in recent years (see, for example, the papers of Morin, Nochetto, and Siebert [18] , Cohen, Dahmen, and DeVore [11] , and Binev, Dahmen, and DeVore [10] in this direction in the context of energy-norm-based a posteriori error estimation and adaptivity for elliptic problems).
Chapter 6 is concerned with the extension of the DWR method to nonlinear variational problems. A particularly appealing feature of the DWR method from the practical point of view is that, when applied to nonlinear PDEs, the dual problem, which is simply the adjoint of the linearization of the primal problem, is still a linear problem. Hence the computational overhead of obtaining an approximate dual solution is merely a fraction of the computational complexity of solving the primal nonlinear problem itself.
Chapters 7 to 11 discuss the application of the DWR method to, respectively, eigenvalue problems, optimization problems, time-dependent problems, linear and nonlinear problems in structural mechanics, and problems in fluid dynamics including the computation of drag and lift coefficients in a viscous incompressible flow.
The book closes, in Chapter 12, with an overview of miscellaneous and open problems, including historical remarks and a survey of current developments. Some of the open problems identified by the authors include the use of the DWR method for multidimensional time-dependent problems, its application in the context of the hp-version finite element method, the organization of anisotropic mesh refinement, the effective control of variational crimes, the control of the error incurred in the solution of algebraic equations which result from finite element discretizations of differential equations, the application of the DWR method to nonvariational problems, and, finally, the solution of the theoretical problems raised in Chapter 5 so as to provide complete theoretical underpinning of the DWR method. Some of these are already the subject of ongoing research.
This well-written book is highly suitable as supporting text for an advanced undergraduate or a basic graduate course on adaptive finite element methods for partial differential equations. The material is clearly structured and well organized, and the numerous computational examples and exercises induce the reader to further explore the subject. The discussions of open or incompletely understood problems are particularly stimulating and raise the understanding of the reader to the forefront of current research in the field. I warmly recommend this book to anyone with interest in the analysis of finite element methods and their application to partial differential equations.
