We will demonstrate various implementation techniques in the language GCLA. First an introduction to GCLA is given, followed by some examples of program developments, to demonstrate the development methodology. Other examples are also given to show various implementation techniques and properties of the system.
Introduction
The programming system GCLA has been developed for some years at SICS. It is a logical programming language, and has similar syntax as Prolog, while the declarative semantics is completely different. While Prolog is based on first order logic, GCLA is based on Partial inductive definition (PID), a framework developed by Lars Halln~is [Hal91, HS-H88].
During the time there have been several versions. Two main versions can be discerned. One older version interpreting a GCLA program, having some inference rules given beforehand, called GCLA I [Aro90]. GCLA I had a very restricted set of control primitives, which led to a large search space for larger programs. From the GCLA I system the GCLA II system was developed. GCLA II generalizes GCLA I in the sense that the inference rules that interpreted the GCLA I program can be defined by the user. The search order among the inference rules can also be freely defined by the user. By this generalization GCLA II consists of two parts; the GCLA I program, which we hereafter will refer to as the definition or the object level, and the code which implements the inference rules and search strategies which we will call the rule definition or the meta level. The rule definition is a restricted form of a GCLA I program with some primitives for accessing the definition, so the two parts share the same theoretical basis. For a more complete presentation of GCLA II's theoretical properties and its relation to PID see [Kre91] , this volume.
The definition is intended to define the declarative knowledge of a domain while the rule definition is intended to define how the declarative knowledge is to be used. The development methodology we think of is a stepwise refinement scheme: first the programmer writes a declarative program, the definition, and starts with a set of general search strategies and inference rules. This general set implements the behaviour of GCLA I. Then, as the programmer gains more experience of how the declarative knowledge is to be utilized, other search strategies and restrictions on rules are implemented in the rule definition. Specialized rules can be implemented, and ultimately the "declarative content" of the definition has been efficiently implemented by the definition and a set of specialized rules and search strategies, performing the inferences that one wants to perform, and nothing more. This development procedure gives as a result that the declarative program has been proceduralized, without changing the de~laraitve part, and the same definition can be used by several different sets of rules and strategies, depending on what one wants to achieve.
GCLA should not be seen as a programming language for a final implementation, but as a programming environment, where the programmer has a lot of freedom to test different ideas and techniques. When the GCLA programmer is finished, the result is a specification of the behaviour and declarative content the application should have.
We will in this text refer to GCLA II as GCLA, or the GCLA system. We will give a short presentation of GCLA II, then give a small programming example to show the programming methodology, and then give some further examples to show different programming techniques.
GCLAII
The GCLA system is divided into two parts, one declarative part, called the definition or the object level, and one procedural part, called the rule definition or the meta level.
The procedural part performs inferences and draws conclusions from the declarative part, but the procedural part is not a meta interpreter, even though it has the same theoretical basis as the declarative part. The rule definition is a subset of the language used at the declarative level, together with some predefined primitives that acts as an interface between the two.
Since the two levels are separated, the symbols and variables are also separated. This means that the variables are of different kinds. For example, a meta level variable can be bound to an object level variable but not the other way around, and an object level variable cannot be bound to a meta level structure, just to object level terms. Object level variables are treated as constants at the meta level.
For a more comprehensive description of GCLAII and its theoretical properties the reader is referred to [Kre91], this volume.
