Mississippi State University

Scholars Junction
Theses and Dissertations

Theses and Dissertations

12-13-2014

Computational Methods for Solving Next Generation Sequencing
Challenges
Tamer Ali Aldwairi

Follow this and additional works at: https://scholarsjunction.msstate.edu/td

Recommended Citation
Aldwairi, Tamer Ali, "Computational Methods for Solving Next Generation Sequencing Challenges" (2014).
Theses and Dissertations. 1140.
https://scholarsjunction.msstate.edu/td/1140

This Dissertation - Open Access is brought to you for free and open access by the Theses and Dissertations at
Scholars Junction. It has been accepted for inclusion in Theses and Dissertations by an authorized administrator of
Scholars Junction. For more information, please contact scholcomm@msstate.libanswers.com.

Automated Template C: Created by James Nail 2013V2.1

Computational methods for solving next generation sequencing challenges

By
Tamer Aldwairi

A Dissertation
Submitted to the Faculty of
Mississippi State University
in Partial Fulfillment of the Requirements
for the Degree of Doctor of Philosophy
in Computational Engineering
in the Department of Computational Engineering
Mississippi State, Mississippi
December 2014

Copyright by
Tamer Aldwairi
2014

Computational methods for solving next generation sequencing challenges
By
Tamer Aldwairi
Approved:
____________________________________
Andy D. Perkins
(Major Professor)
____________________________________
Federico G. Hoffmann
(Committee Member)
____________________________________
Janice DuBien
(Committee Member)
____________________________________
Xiu-Feng (Henry) Wan
(Committee Member)
____________________________________
Pasquale Cinnella
(Graduate Coordinator)
____________________________________
Jason M. Keith
Interim Dean
Bagley College of Engineering

Name: Tamer Aldwairi
Date of Degree: December 13, 2014
Institution: Mississippi State University
Major Field: Computational Engineering
Major Professor: Andy Perkins
Title of Study:

Computational methods for solving next generation sequencing
challenges

Pages in Study: 89
Candidate for Degree of Doctor of Philosophy
In this study we build solutions to three common challenges in the fields of
bioinformatics through utilizing statistical methods and developing computational
approaches. First, we address a common problem in genome wide association studies,
which is linking genotype features within organisms of the same species to their
phenotype characteristics. We specifically studied FHA domain genes in Arabidopsis
thaliana distributed within Eurasian regions by clustering those plants that share similar
genotype characteristics and comparing that to the regions from which they were taken.
Second, we also developed a tool for calculating transposable element density within
different regions of a genome. The tool is built to utilize the information provided by
other transposable element annotation tools and to provide the user with a number of
options for calculating the density for various genomic elements such as genes, piRNA
and miRNA or for the whole genome. It also provides a detailed calculation of densities
for each family and sub-family of the transposable elements. Finally, we address the
problem of mapping multi reads in the genome and their effects on gene expression. To
accomplish this, we implemented methods to determine the statistical significance of

expression values within the genes utilizing both a unique and multi-read weighting
scheme. We believe this approach provides a much more accurate measure of gene
expression than existing methods such as discarding multi reads completely or assigning
them randomly to a set of best assignments, while also providing a better estimation of
the proper mapping locations of ambiguous reads. Overall, the solutions we built in these
studies provide researchers with tools and approaches that aid in solving some of the
common challenges that arise in the analysis of high throughput sequence data.
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CHAPTER I
INTRODUCTION AND BACKGROUND

1.1

DNA Sequencing
DNA sequencing is the process of finding the exact order of nucleotides within a

strand of DNA. Sequencing methods are used to find the sequences of certain genes,
single chromosome or the entire genome for any organism that contains genetic
information. The advancement of sequencing technologies in the past couple of decades,
and especially in recent years, has influenced and affected the scientific and industrial
communities in an unexpected and unprecedented manner.
Major landmarks for DNA/RNA sequencing started in the 1970’s with the
complete sequencing of the Bacteriophage MS2 [1, 2]. In 1977, Frederick Sanger
developed DNA sequencing with chain-termination inhibitors [3] and Gilbert and Maxam
developed DNA sequencing by chemical degradation [4, 5]. In 2000 the first
commercially-available next generation method called massively parallel signature
sequencing (MPSS) was published and marketed by Lynx Therapeutics [6]. MPSS is an
approach based on adapter ligation and then it follows that with adapter decoding reading
four nucleotides in each increment. The approach was complex and was later substituted
by a similar but a much simpler approach called sequencing by synthesis. Another
technology used for sequencing is the polony sequencing developed at Harvard Medical
School. This method displayed a very high accuracy and a cost much less than traditional
1

Sanger sequencing. This revolutionarily advancement in sequencing technologies
continued to evolve over time and produced a variety of new methods.
The continuous demand for quick and cheap sequencing technologies resulted in
the production of a number of high-throughput sequencing technologies currently known
as next-generation sequencing (NGS). NGS revolutionized the study of genomics and
molecular biology in many ways and helped in understanding the functionality of genes
and proteins at a much deeper level. One of the major implications of the advancement of
NGS is the study of disease. To be able to know the causes of diseases and develop
methodologies for their treatment, we need to have a better understanding of the effects
of polymorphisms, small RNAs (sRNAs) and gene expression.
1.2

Single nucleotide polymorphisms
When considering the genomic sequence of individuals, a certain mutation is

called a polymorphism if its alleles appear at a frequency of less than 0.99 in the
population [28]. Polymorphisms may be several hundreds of base pairs in some cases, but
may also be a single base pair. Among the most common type of polymorphism is the
single base change, a single nucleotide polymorphism (SNP) [15]. SNPs can have an
effect on both the phenotype (outside characteristic and traits) and the genotype (the
inherited genetic instruction) of an organism. Variation caused by SNPs could be used as
markers in gene mapping.
The analysis of SNPs has many applications in understanding the genetic modules
determining an organism’s traits or those leading to certain diseases. Depending on the
SNP location, different kinds of results could be expected, ranging from having an impact
on the production of proteins or influencing splicing or gene expression [15].
2

SNPs may be found in both coding and non-coding regions in a genome. When a
SNP results in a change in the polypeptide sequence, it is called a non-synonymous
polymorphism, otherwise it is called a synonymous polymorphism. There are various
databases that are available to obtain publicly-available SNP data such as dbSNP [8]
which is developed and hosted by NCBI [7] and SNPedia [9], in addition to tools like
SNPper [10], polyphen2 [11] and others.
Variation in DNA due to SNPs can influence the development of a certain disease
in an organism or affect how a certain drug or chemical affects that individual. In fact,
many SNPs have no effect on the organism’s health and development. SNPs that could
cause identifiable health-related mutations are important as they aid in biomedical
research findings in order to improve medical diagnosis and develop pharmaceutical
products that can defend against such diseases. Not all SNPs cause disease or observable
variation in species.
1.3

Transposable elements
Transposable elements are mobile genetic elements that jump from one place to

another within the genome. They are usually not harmful due to a silencing mechanism
within the genome, but they represent a threat in the case in which they are not silenced,
and if they happen to be inserted into a gene, that could result in making the gene
nonfunctional.
There are various tools available for annotating and finding the locations of
transposable elements within different organisms and even for specific families of
transposable elements. A review of the tools can be found in chapter 4. What these tool
share is that they provide the user with the information regarding locations of
3

transposable elements within the genome but they do not provide the user with an
efficient computational way to compare or find densities of transposable elements with
certain regions as well as within the whole genome.
We designed a tool to calculate transposable elements densities for specific
families and sub-families of transposable elements throughout the whole genome and
within specific locations within the genome. We used Piwi-interacting RNA (piRNA)
clusters as our regions of interest in validating the tool. PiRNAs are a specific type of
small non-coding RNA. They are distinct from miRNA in size as well as other
characteristics, such as the lack of sequence conservation and increased complexity when
compared to their miRNA counterparts. PiRNA is considered the largest class of sRNA
that is expressed especially in animal cells [16, 17]. They are normally 26 to 31
nucleotides in length and they usually have a 5’ uridine biasness [18]. Unlike miRNAs,
piRNAs are usually located in clusters of various sizes and contain 10s to 1000s of
piRNAs within them [19].
PiRNAs are derived from long single stranded RNAs, which are transcribed from
genomic clusters, in contrast to other small silencing RNAs. It has been speculated that
one locus could generate more than one piRNA. This statement was supported by the fact
that there are many piRNAs that could be mapped to a smaller number of genomic loci.
PiRNA corresponding to repetitive elements are fewer in mammals than in other species
like Drosophila and Danio rerio, which signifies that piRNA might have possessed or
gained some additional functionality in mammals [19].
While the functionality of piRNAs may not be fully understood, piRNAsare
believed to be involved in gene silencing [16] which is similar to other small RNAs
4

functionality. Many piRNAs are antisense to the transposon sequences, which suggest
that transposons are piRNA targets and that piRNA could act as silencers of the
transposons. Several studies have suggested that piRNA is involved in defending the
genome against transposable elements [20- 22].
1.4

Mapping RNA-Seq data
An organism’s transcriptome is the set of all transcripts within a cell at a certain

time. We often analyze the transcriptome by quantifying gene expression and performing
subsequent analyses such as differential expression or network analysis. Such analysis
helps us in understanding and interpreting the functional elements of the genome. There
are a number of technologies that have been developed to analyze and measure
transcriptomic data, among the most important ones are hybridization based approaches
and sequence based approaches. Hybridization based approaches like microarrays employ
artificial grids of DNA spots attached to a solid surface. Each element within the grid
holds a certain DNA sequence that is the reverse complement of a specific target RNA
sequence, called probes [29, 12]. During hybridization DNA diffuses across the glass
surface and the sequences complementary to the probe will anneal and form a DNA
duplex. The sequences that did not bind will be washed away so we will be left with the
strongly hybridized base sequences.
Sequence based approaches like RNA-Seq are used to study the trancriptome at
the nucleotide level. RNA-Seq emerged as a popular alternative to microarrays due to the
numerous advantages that RNA-Seq provides over microarrays. RNA-Seq is based upon
ultra-high throughput sequencing of cDNA and has the advantage that it does not require
bacterial cloning of the cDNA as input [25]. One of RNA-Seq’s promising applications is
5

its quantitative nature, providing the ability to determine RNA expression more
accurately than microarrays [23-27, 13, 14]. RNA-Seq measures gene expression within a
genome through trying to map RNA-Seq reads back to their original locations within a
genome and finding the levels at which genes are expressed. There are many challenges
that limit the accuracy and ability to map all the RNA-Seq correctly into its genome
sequence. Some of these challenges are mapping sequences falling at exon junctions,
sequences containing polymorphisms, multiple insertions or deletions, and reads falling
partially or wholly within introns. One of the most significant problems is the loss of data
occurring from the inability to map sequences when they align to multiple genomic
locations, sometimes called ambiguous sequence mappings.
1.5

Dissertation Organization
In this dissertation, we illustrate a number of novel approaches to the analysis of

high throughput sequence data and how it is used to study polymorphisms within the
genome in the context of genome wide association studies. We have developed a tool to
analyze the density of transposable elements within different regions of a genome, as well
as across the whole genome. This makes comparing and analyzing transposable element
densities within the same genome or across different genomes a much easier task.
Furthermore, we find accurate gene expression measures through improved recognition
of significantly expressed genes and mapping of sequence reads to their appropriate
location within the genome. One main limitation that arises when dealing with
ambiguous reads is trying to enumerate all the ambiguous reads in order to map them to
their most appropriate location. This require storing the information in a file and sorting
the reads in ascending order to be able to quantify them. We addressed this problem by
6

choosing organisms with smaller genome size in order to prove the validity of our
approach.
In chapter 2 we will discuss how climatic effects such as weather, precipitation
and temperature can correlate with the SNP distribution in FHA domain genes within
certain species like Arabidopsis thaliana.
In chapter 3 we will discuss how we developed a tool called RepCalc to measure
transposable element density in certain regions within the genome. We demonstrate how
the tool can be used to calculate transposable element densities within different piRNA
cluster locations extracted from piRNA databases and for different organisms.
In chapter 4 we will discuss a novel method to increase the accuracy of gene
expression estimation though using a statistical approach to increase the accuracy of
mapping the ambiguous reads to their proper locations within the genome.

7

1.6

References
1. W. M. Jou, G. Haegeman, M. Ysebaert, and W. Fiers, “Nucleotide Sequence of
the Gene Coding for the Bacteriophage MS2 Coat Protein,” Nature, vol. 237, no.
5350, pp. 82–88, May 1972.
2. W. Fiers, R. Contreras, F. Duerinck, G. Haegeman, D. Iserentant, J. Merregaert,
W. Min Jou, F. Molemans, A. Raeymaekers, A. Van den Berghe, G. Volckaert,
and M. Ysebaert, “Complete nucleotide sequence of bacteriophage MS2 RNA:
primary and secondary structure of the replicase gene,” Nature, vol. 260, no.
5551, pp. 500–507, Apr. 1976.
3. F. Sanger, S. Nicklen, and A. R. Coulson, “DNA sequencing with chainterminating inhibitors,” Proc Natl Acad Sci U S A, vol. 74, no. 12, pp. 5463–
5467, Dec. 1977.
4. A. M. Maxam and W. Gilbert, “A new method for sequencing DNA,” PNAS, vol.
74, no. 2, pp. 560–564, Feb. 1977.
5.

W. Gilbert, “DNA sequencing and gene structure Nobel lecture, 8 December
1980,” Biosci. Rep., vol. 1, no. 5, pp. 353–375, May 1981.

6. S. Brenner, M. Johnson, J. Bridgham, G. Golda, D. H. Lloyd, D. Johnson, S. Luo,
S. McCurdy, M. Foy, M. Ewan, R. Roth, D. George, S. Eletr, G. Albrecht, E.
Vermaas, S. R. Williams, K. Moon, T. Burcham, M. Pallas, R. B. DuBridge, J.
Kirchner, K. Fearon, J. Mao, and K. Corcoran, “Gene expression analysis by
massively parallel signature sequencing (MPSS) on microbead arrays,” Nat.
Biotechnol., vol. 18, no. 6, pp. 630–634, Jun. 2000.
7.

“National Center for Biotechnology Information.” [Online]. Available:
http://www.ncbi.nlm.nih.gov/. [Accessed: 09-Jun-2014].

8.

“Home - SNP - NCBI.” [Online]. Available: http://www.ncbi.nlm.nih.gov/snp.
[Accessed: 09-Jun-2014].

9.

“SNPedia.” [Online]. Available: http://www.snpedia.com/index.php/SNPedia.
[Accessed: 09-Jun-2014].

10. “CHIP Bioinformatics Tools.” [Online]. Available: http://snpper.chip.org/.
[Accessed: 09-Jun-2014].
11. “PolyPhen-2: prediction of functional effects of human nsSNPs.” [Online].
Available: http://genetics.bwh.harvard.edu/pph2/. [Accessed: 09-Jun-2014].
12. A. Butte, “The use and analysis of microarray data,” Nat Rev Drug Discov, vol. 1,
no. 12, pp. 951–960, Dec. 2002.
8

13. B. J. Blencowe, S. Ahmad, and L. J. Lee, “Current-generation high-throughput
sequencing: deepening insights into mammalian transcriptomes,” Genes Dev.,
vol. 23, no. 12, pp. 1379–1386, Jun. 2009.
14. S. Pepke, B. Wold, and A. Mortazavi, “Computation for ChIP-seq and RNA-seq
studies,” Nat. Methods, vol. 6, no. 11 Suppl, pp. S22–32, Nov. 2009.
15. N. J. Schork, D. Fallin, and J. S. Lanchbury, “Single nucleotide polymorphisms
and the future of genetic epidemiology,” Clin. Genet., vol. 58, no. 4, pp. 250–264,
Oct. 2000.
16. “Molecular Biology Select,” Cell, vol. 126, no. 2, pp. 223–225, Jul. 2006.
17. A. G. Seto, R. E. Kingston, and N. C. Lau, “The Coming of Age for Piwi
Proteins,” Molecular Cell, vol. 26, no. 5, pp. 603–609, Aug. 2007.
18. C. D. Malone and G. J. Hannon, “Small RNAs as Guardians of the Genome,”
Cell, vol. 136, no. 4, pp. 656–668, Feb. 2009.
19. K. A. O’Donnell and J. D. Boeke, “Mighty Piwis Defend the Germline against
Genome Intruders,” Cell, vol. 129, no. 1, pp. 37–44, Jun. 2007.
20. C. D. Malone and G. J. Hannon, “Molecular Evolution of piRNA and Transposon
Control Pathways in Drosophila,” Cold Spring Harb Symp Quant Biol, vol. 74,
pp. 225–234, 2009.
21. A. A. Aravin, G. J. Hannon, and J. Brennecke, “The Piwi-piRNA Pathway
Provides an Adaptive Defense in the Transposon Arms Race,” Science, vol. 318,
no. 5851, pp. 761–764, Nov. 2007.
22. V. V. Vagin, A. Sigova, C. Li, H. Seitz, V. Gvozdev, and P. D. Zamore, “A
distinct small RNA pathway silences selfish genetic elements in the germline,”
Science, vol. 313, no. 5785, pp. 320–324, Jul. 2006.
23. E. T. Wang, R. Sandberg, S. Luo, I. Khrebtukova, L. Zhang, C. Mayr, S. F.
Kingsmore, G. P. Schroth, and C. B. Burge, “Alternative isoform regulation in
human tissue transcriptomes,” Nature, vol. 456, no. 7221, pp. 470–476, Nov.
2008.
24. N. Cloonan, A. R. R. Forrest, G. Kolle, B. B. A. Gardiner, G. J. Faulkner, M. K.
Brown, D. F. Taylor, A. L. Steptoe, S. Wani, G. Bethel, A. J. Robertson, A. C.
Perkins, S. J. Bruce, C. C. Lee, S. S. Ranade, H. E. Peckham, J. M. Manning, K.
J. McKernan, and S. M. Grimmond, “Stem cell transcriptome profiling via
massive-scale mRNA sequencing,” Nat Meth, vol. 5, no. 7, pp. 613–619, Jul.
2008.

9

25. A. Mortazavi, B. A. Williams, K. McCue, L. Schaeffer, and B. Wold, “Mapping
and quantifying mammalian transcriptomes by RNA-Seq,” Nat. Methods, vol. 5,
no. 7, pp. 621–628, Jul. 2008.
26. M. Sultan, M. H. Schulz, H. Richard, A. Magen, A. Klingenhoff, M. Scherf, M.
Seifert, T. Borodina, A. Soldatov, D. Parkhomchuk, D. Schmidt, S. O’Keeffe, S.
Haas, M. Vingron, H. Lehrach, and M.-L. Yaspo, “A Global View of Gene
Activity and Alternative Splicing by Deep Sequencing of the Human
Transcriptome,” Science, vol. 321, no. 5891, pp. 956–960, Aug. 2008.
27. Z. Wang, M. Gerstein, and M. Snyder, “RNA-Seq: a revolutionary tool for
transcriptomics,” Nat. Rev. Genet., vol. 10, no. 1, pp. 57–63, Jan. 2009.
28. L. Almasy and J. W. MacCluer, “Association Studies of Vascular Phenotypes
How and Why?” Arterioscler Thromb Vasc Biol, vol. 22, no. 7, pp. 1055–1057,
Jul. 2002.
29. Tse-Wen Chang, “Binding of cells to matrixes of distinct antibodies coated on
solid surface,” Journal of Immunological Methods, vol. 65, no. 1–2, pp. 217–223,
Dec. 1983.

10

CHAPTER II
A COMPUTATIONAL INVESTIGATION OF CLIMATE EFFECTS ON SNPS
WITHIN FHA DOMAIN GENES IN EURASIAN
ARABIDOPSIS ECOTYPES

A preliminary version of a paper to be submitted, Tamer A. Aldwairi, David J. Chevalier,
Andy D. Perkins. A Computational Investigation of Climatic effects on SNPs within
FHA-Domain genes in Eurasian Arabidopsis Ecotypes.
2.1

Introduction
Recent developments in high throughput sequencing have allowed researchers to

analyze the full genomic sequence of organisms faster and cheaper than ever before. An
important application of this is the investigation of single nucleotide polymorphisms
(SNP) and how they bring about the differences between organisms of the same species.
The focus of this study is to determine whether climate factors such as main climate
classification, precipitation and temperature might correlate with specific variations in
certain ecotypes of the plant Arabidopsis thaliana. To test our hypothesis we analyzed 18
genes extracted from 80 genomic sequences from plants gathered from 8 Eurasian
regions. To identify any possible link between specific polymorphisms and the
geographic distribution of those ecotypes, we created a binary matrix to indicate the
presence or absence of SNPs at each genomic location within the ecotypes. We clustered
the matrix using k-means as implemented in the R statistical programming language. We
11

then evaluated the clusters using an innovative scoring system based upon the KöppenGeiger climate classification system. These methods allow the selection of candidate
clusters most likely to contain samples with similar polymorphisms. These clusters will
allow the identification of relationships between genomic variations and geographic
distribution of those ecotypes for further study.
2.2

Background
Arabidopsis thaliana is a small flowering plant, often used as a model organism in

research. The potential use of Arabidopsis as a model system for genetic studies was first
reported in 1943 by F. Laibach [1]. Arabidopsis is now a well-established model system
for plant research. Advantages of Arabidopsis include a rapid life cycle, easy cultivation
in restricted environments, efficient transformation to obtain genetically modified
organism, availability of mutant lines and genomic resources and a small and fully
sequenced genome [2]. A main advantage of studying Arabidopsis is the collection of
around 750 natural accessions stored in stock centers. For all these accessions,
geographical coordinates of the location of collection are known. These accessions
display phenotypic differences such as flowering time or shape. All these characteristics
make Arabidopsis a very strong candidate to study climatic effects on SNPs within those
plants. Recently, the 1001 genome project was established (http://1001genomes.org/) [4].
The goal of that project is to find the whole sequence variation in 1001 strains of the
reference plant Arabidopsis thaliana [3].
In this study we investigated the possible association of climate factors with
single nucleotide polymorphisms (SNPs) found in a number of Arabidopsis thaliana ecotypes. This investigation included the identification of sequence variations in 80
12

Arabidopsis ecotypes, followed by k-means clustering of the resulting set of polymorphisms and scoring of the clusters based upon climate factors.
We conducted our study on 80 Arabidopsis thaliana genome sequences taken
from the MPICao2010 project, hosted under the 1001 Genomes website [4]. These plants
were gathered from 8 Eurasian regions: Spain, North Africa, Swabia in the southwest of
Germany, South Tyrol in the North of Italy, Southern Italy, Eastern Europe, Caucasus,
Southern Russia, and Central Asia. The sequences were generated using Illumina’s
sequencing-by-synthesis (SBS) technology [4, 9]. At the time when the study was
conducted, whole genome information was only available for those 80 ecotypes. As a
first step in identifying possible associations between identified polymorphisms and
different climate factors in these eco-types, we decided to focus on a specific gene family
that includes 18 genes. These 18 genes encode a protein with a Fork-Head Associated
Domain (FHA domain). We chose this family of genes because proteins with an FHA
domain have important cellular functions in bacteria, animals and plants. FHA domain is
a phosphothreonine binding domain and is usually part of a multi-domain protein [5].
FHA domain is present in bacteria, animals, humans, and plants. It mediates proteinprotein interactions controlling biochemical and cellular function in growth and
development such as DNA repair or cell-cycle progression [6]. FHA domain is usually
present in a single protein. Arabidopsis includes 18 genes, which encode a protein with a
FHA domain. So far, the function of six of these genes is known. These functions
includes DNA repair, signal transduction, control of meiosis, development, hormone
synthesis and micro RNA biogenesis [7, 8, 9, 10, 11, 12, 13].
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The goal of many genome wide association studies (GWAS) is to find genotype
differences between or within certain species and how these changes are reflected in the
phenotypic characteristics of those species. Within Arabidopsis, some GWAS have
concentrated on finding phenotype and genotype associations related to alternative
splicing and transposable element effects [19, 20, 21, 22]. Here, we seek to relate certain
genotypic characteristics like SNPs within FHA domain genes to the distribution of those
plant ecotypes collected from within different climate regions. Nevertheless, our
clustering-based approach, followed by climatic scoring, represents a unique approach to
genome wide association studies in Arabidopsis thaliana.
We aim to determine whether single nucleotide polymorphisms (SNPs) appearing
in these 18 gene sequences may be related to climate properties at the locations from
which samples were collected. Previous studies have addressed similar issues, such as
those described in [14] which study the local adaptation of the loci in the Arabidopsis
thaliana. The study found that loci related to certain environments show geographic and
climatic patterns of adaptation. In [15], the authors were able to predict relative fitness
among Arabidopsis thaliana accessions that were gathered from different geographic
locations but grown together in a similar environment. Their results provide insights that
mutations that increase fitness play an important role in the adaptation of Arabidopsis
thaliana. In [24] a Bayesian method to identify certain loci correlations with
environmental variables was developed. The method distinguishes interesting loci for
further investigation. While most of these methods support the notion that different
environmental factors can have a certain effect on the genotypic characteristics of
Arabidopsis thaliana, they differ in the approaches and methodologies used for example
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the different statistical tests used for quantitative traits like the ANOVA test compared to
control/case studies that use the chi-square test [26]. In addition to the difference in the
technologies used by those studies like Affymetrix versus Illumuna. These differences
affects the final results established by those studies and the conclusions inferred based on
those results. Our approach here provides a novel way to weigh association between SNP
variations in Arabidopsis thaliana plants and environmental factors (climate,
precipitation and temperature) affecting those plants at various regions.
2.3

Methods
To identify possible climatic associations with the SNPs from the plant ecotypes,

we created a binary matrix to represent the SNPs identified in the 18 genes across the 80
plants. Each plant was compared to the Arabidopsis thaliana reference sequence [2], and
if the nucleotide in a particular position in the sample did not match the reference, a 1
was placed in the matrix and a 0 otherwise. Table 2.1 below shows part of the binary
matrix.
Table 2.1

Part of the binary matrix

Plant/gene

Gene At1g75530

Plant #77

0

0

0

0

Plant #78

0

1

1

0

Plant #79

0

1

1

0

Plant #80

0

0

0

0
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We then applied the k-means clustering method [23] implemented in the Rlanguage for statistical computing [17] to the binary matrix in order to partition the plants
into disjoint clusters. It is worth mentioning here that we tried other clustering methods
like hierarchical clustering but we found that there is not a clear way to distinguish
between the different groups or separate them into distinct clusters which led us to move
to k-means clustering, which enabled us to divide the plants into separate clusters. We
also examined the effects of climate on plants at a finer level of granularity by analyzing
the temperature and rain fall data for each of the 80 plants using the closest registered
cities data to their locations [25]. We then designed a custom program to calculate the
Euclidean distances between any two plants using the temperature and rainfall
information. The program calculates the cluster score for temperature and rainfall based
on the number of plants within the cluster and the distances between the plants in each
cluster for both criteria’s. The cluster scores are then averaged to get the average
temperature and rainfall scores at different k-values. Results are shown in Figure 1
below. From our analysis, we did not find a clear relation between the distribution of the
SNPs within the plants and the temperature and rainfall at this finer level. This led us to
examine relationships between the distribution of SNPs within the plants and the general
climate affecting, examining the relationship at a higher level of granularity.
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Figure 2.1

Euclidean Distance for rain and temperature at different k-values

The resulting clusters represent a partitioning of the plants based upon
occurrences of SNPs at a similar set of locations. A custom scoring system based upon
the Köppen climate classification [16] properties was designed to determine whether
cluster members tended to share climates that are similar or closely related to each other.
The Köppen climate classification system divides the land regions based upon the
vegetation appearing in various regions, along with different aspects of temperature and
precipitation to describe the different climates in the world [16]. The climate distribution
is described by three factors. The first factor is the main climate classification, which may
be equatorial (A), arid (B), warm temperature (C), snow (D) and polar (E). The second is
the precipitation which takes on values of desert (W), steppe (S), fully humid (f), summer
dry (s), winter dry (w) and monsoonal (m). The third is temperature, which can be hot
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arid (h), cold arid (k), hot summer (a), warm summer (b), cool summer (c), extremely
continental (d), polar frost (F) and polar tundra (T). Figure 2.2 shows the Köppen-Geiger
system and its three main factors for classification of climate and Figure 2.3 show the
distribution of plants and their percentages.

Figure 2.2

The Köppen-Geiger climate classification system

Note: The figure shows the Köppen-Geiger climate classification which consists of three
parts where each part is represented with a certain case sensitive alphabetical letter. The
first part represents the main climates (M), the second part represents the precipitation (P)
and the third part represents the temperature (T). The figure was taken form
http://koeppen-geiger.vu-wien.ac.at/ and modified accordingly to show the plant
distribution within the climate regions.

18

Climate
Classification

Figure 2.3

The distribution of plants per climate type

We assign a 2 point difference between each main climate a one point difference
between each precipitation and a 0.5 point difference between each temperature
classification. The closer the climates in each category to each other, the less score
difference they have. We choose the weights for our scoring system based on the degree
by which those three factors affect the climate and the plants inhabiting each region.
Since the main climate has the strongest influence on the how the overall climate affects
19

the plants and precipitation and temperature are also affected by the main climate, then
we allocate for the main climate a higher weight (in this case two points) for each change
in the main climate. We also apply the same scoring method for precipitation and
temperature, since we have more than one temperature category that could have similar
precipitation within the same main climate. We therefore apply more weight for
precipitation than temperature. Table 2.2 below shows the score assigned for each of
these factors.
Table 2.2

Scores assigned for each climate factor

Main Climate

Precipitation

Temperature

A=2

W=1

w=5

h = 0.5

c = 2.5

B=4

S=2

m=6

k=1

d=3

C=6

f=3

_=7

a = 1.5

F = 3.5

D=8

s=4

b=2

T=4

E = 10

To find a certain score between two plants, we take the sum of the absolute values
for the difference between each of the three factors (climate, precipitation, temperature)
for those two plants within that cluster. We perform this calculation for every plant in the
cluster against every other plant in that cluster and for all the clusters at that k-value.
Then we store the pairwise scores for all the plants in that run in a table for further
processing.
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For example, consider one plant taken from Morocco, which is classified in the
BSk climate (shown in the Bronze color in Figure 2.1) and another plant from a nearby
region like Spain, but classified with a different climate, Csa (shown in light green).
Using the climate scoring methods introduced here, the difference in the first letter is 1
degree, which contributes to 2 points. The difference between the second letter is 2
degrees (notice the difference between the small s and the large one), and each degree is
worth 1 point, adding to a total of another 2 points. The third letters differ by one degree,
which is a 0.5 point. This gives a total 4.5 points difference between the two plants.
Then to find the average pairwise climate score (for simplification we will call it
average cluster score) for that cluster we need to sum the pairwise scores from the
pairwise table for all the plants within that cluster. To calculate average cluster score
difference between the plants in a certain cluster, we applied the following equation.
n

 C

i2

 Ci1  Pi2  Pi1  Ti2  Ti1 

i 1

n

(2.1)

Here (C) represents the main climate, (P) represents the precipitation and (T)
represents the temperature. (n) is the number of comparisons between the plants within
each cluster and (i2) and (i1) represents the two plants climates that is being compared.
We expect that generally the lower the average climate score of a certain cluster, the
more similar those ecotype climates are.
Since the k-means algorithm selects random cluster centers at the beginning of the
clustering process, clusters produced may be different for subsequent runs at the same k
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value. Therefore, the clustering process was repeated 5 times for each k value to avoid
bias caused by individual runs.
To find the overall average score (for simplification purposes we will call this KRun score) for that run at a certain k value we sum all the average cluster scores for all
the plants within each cluster divided by the number of clusters as shown in Equation
(2.2).



N


j 1

n
 Ci 2  Ci1  Pi2  Pi1  Ti2  Ti1
i 1



n

N

(2.2)

The K-runs were averaged to get the average K-Run score and in addition to
calculating the average K-Run score, the median K-Run and the standard deviation KRun scores for each k-value of the climate were also calculated.
Table 2.3 shows each individual K-Run score their average, standard deviation
and median at different k-values. Figure 2.4 below show a summary of the steps used to
calculate the scores at each k-value. We notice that the standard deviation in for all the kmean runs are small which means that the results from the various k-mean runs are not
dependent upon the randomness inherent in the k-means algorithm, and hence the results
are highly repeatable.

22

Table 2.3

Individual K-Run scores their average, standard deviation and Median at
different k-values

K
Run 1
Run 2
Run 3
Run 4
Run 5
AVG STD Median
5
2.059
2.48
2.723
1.375
2.286 2.1846 0.51
2.286
6
1.45
1.253
2.139
1.245
2.024 1.6222 0.43
1.45
7
2.256
2.323
2.063
1.805
1.31
1.9514 0.41
2.063
8
1.545
1.554
2.269
2.313
2.4
2.0162 0.43
2.269
9
2.117
1.61
1.415
1.811
1.893 1.7692 0.27
1.811
10
1.705
1.944
2.111
1.38
1.794 1.7868 0.27
1.794
11
1.691
2.034
1.624
1.47
1.537 1.6712 0.22
1.624
12
1.748
1.761
1.258
2.096
1.388 1.6502 0.33
1.748
13
1.569
1.99
1.938
1.18
1.236 1.5826 0.38
1.569
14
1.715
1.535
1.292
1.096
1.438 1.4152 0.24
1.438
15
1.112
1.071
1.174
1.745
1.583
1.337 0.31
1.174
16
1
1.644
1.92
1.364
1.185 1.4226 0.37
1.364
17
1.441
1.565
1.087
1.304
0.974 1.2742 0.24
1.304
18
1.27
1.179
1.094
1.138
1.338 1.2038 0.10
1.179
19
1.155
1.506
1.375
1.208
1.063 1.2614 0.18
1.208
20
0.937
0.998
0.981
1.357
1.376 1.1298 0.22
0.998
Note: The table shows the average climate score for each cluster at different values of k
for each of the 5 runs of the k-means algorithm. The AVG column shows the average of
all the clusters at a certain k value. The STD shows the standard deviation of the k-run
scores across runs at that k value. The Median column shows the median value at each k
value.
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Figure 2.4

2.4

Summary of the steps used to calculate scores of the plants within the
clusters at each k-value

Results and Discussion
The average, standard deviation and median individual K-Run scores all assist in

finding a stable k value for the clustering. We believe that a stable k value is likely to
hold a low average scoring value for all three criteria or for at least two of the measured
criteria with the third one not being at a very high or moderately high value for each of
the different 5 k-runs at that k-value. Such a low score is evidence of similarity among
the plants grouped within the same cluster.
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To find a stable k we need to find a k-value at which the plant ecotypes grouped
in each cluster have a low standard deviation. If those clusters contain ecotypes gathered
from locations that are affected by the same or similar climates then that could be a
strong indication that the plant ecotypes with FHA domain genes might hold key
information in deciding if the plants share similar climates.
Examining the standard deviation (STD) climate score in Figure 2.5 below we
find that the climate score values are at their lowest below 0.25 when k is at 11, 14, 17,
18, 19 and 20. The STD at k = 18, 19 and 20 is usually low since the large number of
clusters does not allow for much diversity within each cluster. When excluding those
values we notice that k = 11 has the lowest standard deviation among the rest of the
values.

Figure 2.5

Standard deviation for K-Run score at different k-values
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It is also important to consider the cluster size - the number of plants within each
cluster - when considering the cluster or the K-Run score. Very small cluster sizes will
tend to have low cluster scores and eventually low K-Run scores since they do not allow
for much diversity within each cluster. Also, the set of clusters created could sometimes
contain a very large cluster that affects the score of the rest of the clusters at a certain KRun.
To reduce bias caused by very small or very large cluster sizes. We calculated the
median cluster size their average, min and max sizes to compare them to the average
cluster size at each k value, Table 2.4 below shows each of those values.
Table 2.4

The average median, size, minimum and maximum size of the clusters of
the climate at different k values

k -ValueMedian 1 Median 2 Median 3 Median 4 Median 5 Avg. Median Avg. size Avg.Min Avg.Max
4.6
26.4
5
19
19
17
20
15
18
16.00
6

14

10.5

12.5

13.5

16

13.3

13.33

7

11

7

11

4

10

8.6

11.43

8

10

9

7

7.5

8

8.3

10.00

9

7

6

7

7

5

6.4

8.89

10

5

6

6

6.5

7

6.1

8.00

11

6

6

7

7

7

6.6

7.27

12

5.5

6

6

5.5

4

5.4

6.67

13

7

4

5

4

5

5

6.15

14

4

4.5

4

4

3.5

4

5.71

15

4

4

4

5

3

4

5.33

16

4

4

4

4

3.5

3.9

5.00

17

4

4

4

5

4

4.2

4.71

18

3

4

3.5

4

3.5

3.6

4.44

19

3

3

3

3

3

3

4.21

20

4

4

3

3

3

3.4

4.00

2.8

24

2.8

28.2

2.4

20.4

2.2

19.8

2.2

20.2

1.8

15.4

1.4

15.4

1.8

14.6

1.2

17.4

1.2

14.2

1.2

11.8

1

12.2

1

12.8

1.2

12.2

1

11.2

Note: The average median climate cluster size at each k value over each of the five runs
of k-means. The average median is the average for all the median cluster sizes at the
specified values of k. The average sizes, minimum and maximum are the average of the
cluster size, minimum cluster sizes and maximum cluster sizes, respectively.
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We examined the median cluster size at k = 18, 19 and 20 and found that their
median sizes were usually between 3 and 4, which is not large enough to provide
diversity for scoring. We found that k = 11 had average and median cluster sizes of 7.27
and 6.6, respectively. A smaller difference between the average size and the average
median is an indication that there is a sufficient number of clusters below or above the
average size and that their sizes compare in a somewhat equal manner to one another.
Figure 2.6 below shows that at k = 11 the median and average cluster sizes are
very close to each other. On this basis, along with the fact the k = 11 exhibited a low
standard deviation of K-Run scores, we believe that 11 may be a suitable number of
clusters for this data set. In addition, clusters produced at k=11 exhibit relatively good
climate scores, with an average K-Run score of 1.67 being less than one level difference
in the main climate category.
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Figure 2.6

Average and median climate clusters sizes at different k values

Note: The climate clusters average median and average sizes that were calculated
respectively at each k value. In the legend the blue line at the top indicates the average
median and the red line at the bottom indicates the average size.
The K-Run score represents how far the cluster scores are apart from each other
for each individual run. The lower the score, the more uniform is the grouping of the
plants into one cluster. With the highest run at k = 11 scoring approximately 2 points, this
illustrates that plants within the same cluster are rather similar, differing by only a small
amount. This is true since a one letter difference in the main climate will result in a two
point variation. For example, climates that are one degree apart (A vs. B or B vs. C) from
each other have a difference of 2 points in their climate score. If the main climate scores
were two degrees apart (A vs. C, for example), then the difference would be 4 points. In
addition, examining all the k values from 5 to 20 over all of the 5 runs, we noticed that
the maximum score over all the runs was 2.723 points, and the average climate scores for
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all the runs is at most 2.18 which are low scores. This reflects the similarity between the
plants in each cluster.
To evaluate the quality of the k-means clustering approach, we calculate the score
for a cluster in which the plants are chosen at random and then compare the result to the
actual scores calculated through the k-means clustering approach. Since the process of
calculating the cluster scores is perhaps difficult to follow, especially when the number of
plants are large per cluster, we choose to demonstrate the effectiveness of our approach
by showing a cluster score calculation for a small cluster with 3 different plants. We
choose those three plants to be affected by different climates: BSk, Csa and Dsb.
Referring back to the difference score calculation example described in the methods
section, we established that the total difference between the BSk and the Csa climate is
4.5 points. By the same token we find that the difference between BSk and Dsb is 7
points and the different between Csa and Dsb is 2.5 points. The cluster score will be the
sum of all the scores divided by the number of plants for that cluster gives us (4.5 + 7
+2.5) / 3 ≈ 4.67, which is higher than the average K-Run for k = 11 using k-means and
higher than individual K-Runs too.
2.5

Conclusions
In this chapter, we investigated possible associations between the distribution of

plant ecotypes in various locations and SNPs appearing in these ecotypes within 18 FHA
domain genes. SNP data was clustered using the k-means clustering method and scored
based upon common climate factors at a variety of k values. Based upon our analysis of
these values for different runs and examining the K-Run average and standard deviation
of climate scores along with the average and average median cluster sizes of those
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clusters we established that using k-means clustering to find an association relationship
between plant ecotypes at different locations and SNPs appearing in those ecotypes is
generally stable for most k-values. We found that k=11 had a low standard deviation and
average cluster scores, and that the average median size of clusters at k = 11 is 6.6, which
is very close to the average cluster size of 7.27 at that same value. This reflects, to some
extent, an equal distribution of cluster sizes at that value. This also leads us to believe that
11 may be a suitable number of clusters for this data set. In addition, clusters produced at
k=11 exhibited relatively good climate scores, with an average score of 1.67 being less
than one level difference in the main climate category. Future work includes continued
investigation of the probability that the clusters at this k value can effectively group
plants sharing the same climate characteristics.
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CHAPTER III
RepCalc: A TOOL FOR CALCULATING TRANSPOSABLE
ELEMENT DENSITY WITHIN THE GENOME

3.1

Introduction
Transposable elements are one of several types of mobile genetic elements, which

can be defined as DNA sequences that move from one position to another within the
genome through replication and insertion. They can be divided into two main classes
based on their transposition mechanism. The first one is retrotransposons, which use copy
and paste mechanisms, and include long terminal repeats (LTRs), long interspersed
elements (LINEs) and short interspersed elements (SINEs). The second one is DNA
transposons, which use cut and paste mechanisms. Retrotransposons are more abundant
in plants as well as many other organisms. For example, transposable elements accounts
for approximately 45% of the human genome. 41%-42% are retrotransposons (20% are
LINEs, 13% are SINEs, 8% are LTRs) while DNA transposons account for only 3% of
the transposable elements with the human genome [1].
Transposable elements have the potential of causing harm or damage to the host
cell through their continuous movement within the genome (insertion, deletion,
duplication). For example, transposable elements can insert themselves into a functional
gene which could block or disable the functionality of that gene. However, most
transposable elements are in a non-active state, meaning they are not duplicating or
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moving from one place to another in the genome. Even though active transposable
elements might be potentially harmful, the genome has developed mechanisms to
suppress and silence their activity [2, 3]. Retrotransposons can increase the copy number
within the genome but DNA-transposons cannot. Generally speaking transposable
elements can have either a positive or a negative impact on the organization of an
organism’s genome and its progeny [2].
Retrotransposon movements do not necessitate a negative impact on the
organism. Threat to the cell or the genome comes from the large variation of transposable
element classes. Therefore, the cell should find a way to cope with such variety by
controlling features that are common or shared among all the transposons. Organisms are
responsible for transmitting a non-defective and working copy of their genome to their
offspring. That is why these organisms have developed ways to adapt to the changing
threats to protect the genomes within their germline cells. A main transposon regulator
for this process is RNAi and the Piwi proteins, which consist of Piwi, AGO3, and
Aubergine in organisms like Drosophila, and which are part of a distinct clade of the
Argonautes. The Piwi proteins are deemed essential for germline transposon regulation.
On the other hand, the canonical Argonaute has been shown to be nonessential in the
regulation process [2].
3.2

Background
Transposable elements have been an important topic of study since their

discovery in 1940s and 1950s by McClintok [4]. Advancement of next generation
sequencing technologies and the large amount of data produced by these methods has led
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to the generation of many tools for the purpose of annotation and classification of
transposable elements.
Some of these tools are tailored specifically for transposable element
identification while others are general purpose tools that incorporate identification of
transposable elements as well. The number of tools that do transposable element
annotation is large, with Bergman [13] listing more than thirty tools while Lerat [14]
listed more than fifty.
Some of those tools include Repeat Masker [5, 6], CENSOR [8], RepeatFinder
[9], RepSeek [10], DAWGPAWS [11], RepeatScout [12] and various others. Some of the
tools like Repeat Masker and CENSOR enable the user to search for repeats by
comparing them to a reference sequences within certain databases like Repbase [7],
which is a repetitive element database for eukaryotic organisms. These tools differ
significantly in their goals and the underlying mechanisms regarding how they work,
some of those tools only do annotation of the transposable elements while others does
only classification of the transposable elements families and others do both while some
are general purpose but include identification of repeats.
What these tools have in common is that they give us annotation information
about the transposable elements and the classification of their families and sub-families.
However, what if we want to know the transposable elements density of certain locations
within the genome and compare those densities to one another to find if those locations
share certain characteristics? Here, we provide researchers with a tool that will help them
facilitate such comparisons and calculations of transposable element densities and their
families and sub-families within different regions in the genome as well as across the
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whole genome. We chose to demonstrate the functionality of the tool by calculating the
densities of transposable elements within Piwi-interacting RNA (piRNA) clusters for
both mouse and rat genomes. Therefore, it is fitting here to provide some initial
background information regarding piRNA and piRNA clusters.
3.2.1

PiRNA characteristics and their origins
PiRNA are small non-coding RNAs of length 26-31 nucleotides found in animal

genomes that interact with proteins of the Piwi subfamily [18, 19]. The Piwi subfamily
has been associated with the development of germ cells, self-renewal of stem cells and
silencing of retrotransposons [20, 21]. piRNA are usually located in clusters within the
genome. The functionality of the piRNA is not fully known but it appears to target
transposons and is involved in defending the genome against transposable elements [22,
23, 24]. PiRNA differ from other small RNAs in their length, which is longer than
miRNA and siRNA in mammals [25].
PiRNA clusters contain 10s to 1000s of piRNAs, and clusters sizes ranges from 1100s of kb It is speculated that piRNA might have gained additional functionality in
mammals as it has been observed that there are fewer piRNAs corresponding to repetitive
elements in mammals compared to piRNAs in Drosophila and Danio rerio [25]. It is
important to note here that current methods for detecting piRNA do not necessarily detect
lowly expressed piRNAs, so computational methods might provide an alternative
approach for detecting piRNAs [26].
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3.3

A tool for calculating transposable elements densities
To facilitate calculating transposable elements densities within different regions

of the genome, we designed a tool called RepCalc that takes the annotation information
for repeats which are usually available through a variety of databases or provided by the
user as input to the tool. The tool then generates detailed information regarding the
densities of transposable elements within certain regions of interest. This tool is meant to
be used as a second step that generates additional information from that gathered through
the transposable elements annotation tools discussed earlier, and is not meant to be used
as a genome annotator for the repeats. RepCalc was developed using Python and requires
a separate installation of Tkinter to run the tool in graphical mode in Linux. Tkinter is a
standard Python interface to the Tk graphical user interface toolkit [27]. However, it can
run on a Linux terminal without support of a visual interface if the Tkinter package is not
installed. It also can run directly on both Windows and Mac OS X since Tkinter is
included during the installation of Python.
3.3.1

Description of the tool
RepCalc has two modes: graphical mode and command line mode. To run

RepCalc from the command line, the user must specify a number of arguments. Some of
these arguments are mandatory while others are optional. The general format for the
order of arguments is as shown below. The square brackets indicate optional arguments.
However, the optional arguments are sometimes required, depending on the other
arguments used and the requirements set by the user. Below are the command line
arguments needed to run RepCalc.
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./repcalc -options [length] TE file [CO] ROI file [CO] output file [configuration]
TE stands for transposable element
CO stands for columns order
ROI stands for regions of interest
RepCalc can be viewed as a set of three distinctive sub-tools that provide the user
with a different set of information regarding the distribution of the transposable elements
densities based upon the user’s needs. Each sub-tool gives the user a set of different
information regarding the transposable element distribution, either within the whole
genome or within specific regions of interest. The user may choose one of three different
analysis options. The first analysis option calculates the densities of transposable
elements within the whole genome (we will denote this sub-tool as WG-sub-tool, short
for whole genome sub-tool). The second analysis option calculates the total sum of
densities within regions of interest for each family and subfamily of transposable
elements (we will denote this sub-tool as ROI-sub-tool short for region of interest subtool). The third analysis option calculates the transposable element densities within
individual regions of interest for each family and subfamily of transposable elements (we
will denote this sub-tool as MXROI-sub-tool short for matrix region of interest sub-tool).
Those analysis options correspond to options (a), (b) and (c), respectively, in the
command line version of the RepCalc tool. Table 3.1 below show the different command
line options for Repcalc.
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Table 3.1

The different options for the command line version of Repcalc

Description of the option
Command line option
Calculates the densities of transposable elements within the
a
whole genome. This option runs the WG-sub-tool.
Calculates the total sum of densities within regions of interest
for each family and subfamily of transposable elements. This
b
option runs the ROI-sub-tool.
Calculates the transposable element densities within individual
c
regions of interest for each family and subfamily of
transposable elements. This option runs the MXROI-sub-tool.
The user must specify the order of the columns for the
A
transposable elements file.
The user must specify the order of the columns for the regions
B
of interest file.
Transpose the output file (this option only works with the c
t
option)

In the graphical version, the analysis options are decided by choosing one of three
radio buttons. It is important to note here that user is required to choose only one of the
three analysis options.
The options argument defines how the arguments following it shall be used. It
consists of different command line arguments; certain arguments can become optional or
required based on the chosen option by the user. The options letters are (a), (b) and (c),
which represents the different options to calculate transposable elements densities
discussed earlier. These three letters in the options should not be used together, since they
emphasize different calculation methods for the densities. The (A) and the (B) options tell
the program that the column order for the TE file and the ROI file must be explicitly
provided by the user after the name of the file for the program to run correctly. The TE
file and the ROI file are the transposable element and region of interest files that contain
the information regarding their locations (where they start and end, and the chromosome
40

in which they reside) and assign a unique ID for each location. The option (A) is for the
TE file and option (B) is for the ROI file. If the user does not provide (A) or (B) in the
options, then the order of the column for each one of the data elements in the files must
match the default column order. The default column order for the data elements are (ID,
chromosome, start, and end) which corresponds to column 1, 2, 3 and 4 respectively, and
where start and end are the start and end of the transposable elements locations within the
TE file or regions of interest locations within the ROI file. RepCalc can accept any file
type as input provided that the user specifies the correct column order for each data
element.
It is important that the ID column in the TE files match the family/subfamily
structure, which is identical to the format given by RepeatMasker. In the ROI file, the ID
can represent any unique identifier for the regions of interest. These regions of interest
may be genes, piRNAs, miRNAs or any number of locations within the genome in which
we are interested. The option (t), which transposes the data, is only used with the (c)
option to transpose the matrix output, providing a much easier file to read. The length
argument is mandatory when using the (a) and (b) options, which are the length of the
whole genome and the total length of the regions of interest. When using the (c) option,
the length is neglected if provided. The TE file argument is mandatory for all the options
while the ROI file argument is mandatory for options (b) and (c).
The final argument is an optional configuration file which is created by the user.
The rules to create the configuration file are specified in the readme and example.conf
files in the documentation of the program. This enables the user to modify how the
family/subfamily structure of transposable elements are displayed in the output file. It
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also enables the user to control which transposable element families/subfamilies should
be included when calculating the total interspersed repeats and other types of
calculations. In addition, it allows the user to specify whether certain families or
subfamilies of transposable elements are to be included under a different name or under
another family of transposable elements.
For example, if the RC TE family has a subfamily called Helitron and the user
does not wish for that subfamily to be listed in the output file individually as an entry
under RC but wants it to be listed and counted as part of the main RC family, the user can
specify that in the configuration file by typing RC/Helitron = RC. This will ensure that
each time a Helitron subfamily is encountered under the RC family, it will be reported
and listed as being in the RC family without listing the subfamily in the output.
In the graphical mode of the program, based on the user’s choice of the analysis
type, certain data fields in the interface will be enabled or disabled. The user must still
provide the column order of the data elements for the files uploaded if they do not match
the default column order for the data elements discussed earlier. There are also help
buttons near each of the fields to help the user regarding what needs to be entered in each
specific data field.
Below is an example of the input requirements that shows how each sub-tool can
be used from within the command line version of the tool:
1. The WG-sub-tool calculates the transposable elements density within the
whole genome and can be used by choosing the (a) option in the command
line mode. The length of the genome must be specified. The transposable
element annotation file containing the locations of the transposable elements
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within the genome follows. This file can often be downloaded from available
databases, or the user can create the file. A restriction is that the file must have
the order of the columns matching the default column order or the user must
explicitly specify the order for each of the columns required to perform the
analysis. A name for the output file is specified next. The tool then calculates
the density of the transposable elements within the whole genome for that
species and produces a table file similar to the one generated by
RepeatMasker with the number, length and percentage for each class and
subclass of transposable elements. The main advantage of using this tool is
efficiency, since it is possible to generate the table file for the whole genome
of an organism in a short time, less than two minutes in most cases, when the
transposable element annotation information is already available.
2. The ROI-sub-tool calculates the transposable element density within certain
regions of interest and can be used by choosing (b) in the command line
mode. These regions of interest could be genes, microRNAs (miRNAs), small
interfering RNAs (siRNAs), Piwi interacting RNA (piRNA) or piRNA
clusters, or any set of regions for which the researcher is interested in finding
the transposable element density. The user specifies the transposable element
file in similar manner to the WG-sub-tool. The user must then specify a file
that contains the regions of interest. This file can be downloaded from
available databases, or the user can create the file with the restriction that the
file has to have the order of the columns matching the default column order
or, the user must explicitly specify the order for each of the four main data
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elements required to perform the analysis. The third argument is the total
length of the regions of interest. The user specifies a name for the output
filename, and the tool calculates the density of transposable elements within
the regions of interest. The total of all the transposable elements densities
within all the regions is summed, and an output file with the number, length
and percentage for each family and subfamily of transposable elements is
produced. Table 3.1 below shows an example of the output table file.
The running time for this program will vary depending upon the type of data
that the user needs to process, whether the regions of interest are piRNAs,
miRNAs, genes or any other type of data, and the number and size of regions
that are analyzed.
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Table 3.2

A table file that shows the output generated using the ROI-sub-tool

Classes and Subclasses of
transposable elements
SINE:
MIR
Deu
B4
B2
Alu
ID
No subclass
LINE:

LTR:

DNA:

number of
elements
629772
30228
334
150860
174238
256697
17343
72

length
occupied
90756490 bp
3608577 bp
35149 bp
24400087 bp
29468031 bp
31969398 bp
1266177 bp
9071 bp

percentage of
sequence
8.225%
0.327%
0.003%
2.211%
2.671%
2.897%
0.115%
0.001%

RTE-BovB
CR1
Penelope
RTE-X
L2
L1
Dong-R4

265284
45
2492
12
231
15568
246917
19

158098186 bp
3783 bp
361438 bp
2093 bp
41615 bp
2581223 bp
155102988 bp
5046 bp

14.328%
< 0.0005%
0.033%
< 0.0005%
0.004%
0.234%
14.057%
< 0.0005%

ERVL-MaLR
ERVL
ERVK
Gypsy
ERV1
No subclass

337106
168292
36380
111295
456
20235
448

111247273 bp
47312826 bp
11488160 bp
43415206 bp
91401 bp
8833552 bp
106128 bp

10.082%
4.288%
1.041%
3.935%
0.008%
0.801%
0.010%

MuDR
hAT-Blackjack
TcMar
hAT-Tip100
TcMar-Tigger
TcMar-Pogo
PiggyBac
TcMar-Mariner
TcMar-Tc2
MULE-MuDR

52203
20
1122
186
2384
9879
2
88
313
434
121

10881859 bp
5909 bp
245181 bp
40142 bp
555943 bp
2420596 bp
237 bp
22890 bp
80722 bp
94391 bp
33109 bp

0.986%
0.001%
0.022%
0.004%
0.050%
0.219%
< 0.0005%
0.002%
0.007%
0.009%
0.003%
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Table 3.2 (Continued)
hAT-Charlie
hAT
No subclass

36413
703
538

7199985 bp
101064 bp
81690 bp

0.653%
0.009%
0.007%

Unclassified:
Total interspersed repeats:

8129

3074238 bp
374058046 bp

0.279%
33.900%

Satellite:

9977

1493566 bp

0.135%

557902

29984087 bp

2.717%

91

18807 bp

0.002%

Small_RNA:

8128

689761 bp

0.063%

Low_complexity:

65941

4278822 bp

0.388%

Simple_repeat:
RC:

3. The MXROI-sub-tool calculates the density of transposable element families
and sub-families in individual regions of interest, and can be used by choosing
(c) in the command line mode. The transposable element file, the region of
interest file, and the output file are then specified. Here, the length file is not
required. The user may also transpose the data using the (t) in the options
argument, and this transpose option is enabled in the graphical mode. This
tool gives the user specific information about the density percentage of each
family and subfamily in the specified regions and writes this information into
a file in a matrix form. This tool requires more time than the previous two
tools since it provides detailed output regarding each individual region. The
running time for this program varies depending on the type of data begin
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processed, the number of regions, and the size of the genome. Figure 3.1
below shows the various features of RepCalc and how the user can choose
different analysis options.

Figure 3.1

3.3.2

RepCalc various features and options

Calculating transposable element densities in piRNA clusters
To test our tool we chose the region of interest to be piRNA clusters. The

locations of piRNA clusters varies between different species as well as within different
databases, depending upon the mechanism used to identify those clusters. We chose to
analyze two main databases containing piRNA data: piRNA Bank [15] and Johannes
Gutenberg University of Mainz piNRA database (JGU database) [16]. The number of
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clusters within the same organisms varies between those two databases. In piRNA bank,
the number of mouse piRNA clusters is 2710 while in the JGU database it is 171, also the
number of piRNA clusters of rat is 189 in piRNA bank and 168 in JGU database. The
difference in piRNA clusters in both databases could be attributed to the different
methodologies and approaches used by both databases to predict piRNA clusters.
From each database we extracted the information necessary to locate each piRNA
cluster. The information usually includes the cluster ID, the chromosome where it is
located, and the starting and ending position for the cluster. We provided each sub-tool
with the necessary files. For the WGROI-sub-tool, this is the transposable element
locations found in the annotation file and total genome length. For the ROI-sub-tool, we
provided the piRNA cluster locations, the transposable element annotation information
and total length for the regions of interest. For the MXROI-sub-tool the same information
that was used for the ROI-sub-tool with the exception of the length was used as input. We
ran the tools on the piRNA data and obtained table files representing the transposable
element density for the whole genome for both mouse and rat using the WG-sub-tool.
Table files representing the transposable element density within piRNA clusters for both
databases and for the mouse and the rat using the ROI-sub-tool. A matrix representing the
percentage of transposable element densities for each family and sub-family of
transposable elements within each distinct piRNA cluster was obtained using the
MXROI-sub-tool.
To verify the accuracy of our calculation we compare the density of transposable
elements within the genome calculated using our tool to the density of transposable
elements calculated by Repeat Masker. Figures 3.2 and 3.3 below show the different
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transposable element densities for different regions within the mouse and rat genome. We
notice a small difference between the transposable element densities calculated using
RepCalc and Repeat Masker. The difference in the calculated densities could be mainly
due to the internal mechanisms used in each tool to calculate the boundaries for
transposable elements and the cases where those boundaries could cross each other.

Figure 3.2

Percentage of transposable elements density for mouse
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Figure 3.3

Percentage of transposable elements density rat

As previously mentioned, the MXROI-sub-tool produces a matrix that represents
each piRNA cluster and percentage of transposable elements for each family and subfamily of the transposable elements. To easily visualize these results, we imported the
matrix into Excel and graphed the transposable element densities in ascending order for
each database and for the mouse and rat. Figures 3.4 - 3.7 show the different percentage
of densities for four of the main families of transposable elements.
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Figure 3.4

Main classes of transposable elements in mouse piRNA clusters contained
in piRNA bank

Figure 3.5

Main classes of transposable elements in rat piRNA clusters contained in
piRNA bank
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Figure 3.6

Main classes of transposable elements in mouse piRNA clusters contained
in JGU database

Figure 3.7

Main classes of transposable elements in rat piRNA clusters contained in
JGU database
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3.4

Analysis of transposable elements density in three types of piRNA producing
genes during the stage of meiosis using RepCalc
To illustrate the sort of research questions that can be addressed using Repcalc,

we considered a recent study that discovered three types of piRNA producing genes
during the different stages of meiosis. The identification process of those three types of
piRNA producing genes was based on the timeline when piRNAs start to accumulate and
their change of expression during spermatogenesis [17]. Those three types are prepachytene, pachytene and hybrid. The study found that there are 84 pre-pachytene, 100
pachytene and 30 hybrid piRNA producing genes. We believe that those three types of
piRNA producing genes target different classes of transposable elements. Analyzing the
transposable element density within these three type of piRNA producing genes could
allow us to find whether those three types target different classes and subclasses of
transposable elements. If the density happens to be different between those classes of
transposable elements this could indicate that piRNA producing genes target certain
classes of transposable elements more than others depending on the meiosis stage they
are in.
When analyzing the data for those three types, we found that the density of the
transposable element classes between them differ greatly. For example, the density of the
LINE class in the prepachytene stage was 3.505%, in the hybrid stage it was 6.267%
while in the pachytene stage it was 10.162%. We also noticed a similar increase in the
LTR class, while on the other hand there is a sharp decrease in SINEs, especially during
the pachytence stage compared to both the hybrid and the prepachytene stage. Figure 3.8
shows the change in the density of LINE, SINE and LTR during the different stages of
meiosis.
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Figure 3.8

Distribution of 3 main subclasses of piRNA during the stages of meiosis

Tables 3.3 – 3.5 show the different distribution of classes and subclasses of
piRNA during the three stages of meiosis.
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Table 3.3

Prepachytene transposable elements density distribution

Classes and Subclasses of
transposable elements
LTR:
ERVL-MaLR
ERV1
ERVK
ERVL

number of
elements
954
538
27
265
124

length
occupied
252078 bp
118149 bp
7629 bp
98320 bp
27980 bp

percentage of
sequence
5.84%
2.74%
0.18%
2.28%
0.65%

SINE:
B2
Alu
MIR
ID
B4

4843
1318
2287
135
132
971

637451 bp
213597 bp
264788 bp
16190 bp
8959 bp
133917 bp

14.76%
4.95%
6.13%
0.38%
0.21%
3.10%

LINE:
L1
CR1
L2

504
437
10
57

151341 bp
140037 bp
1515 bp
9789 bp

3.51%
3.24%
0.04%
0.23%

DNA:
hAT
TcMar-Mariner
TcMar-Tigger
hAT-Tip100
OTHER
TcMar-Tc2
MuDR
hAT-Charlie

220
2
4
27
6
1
2
2
176

40563 bp
152 bp
1399 bp
5882 bp
1423 bp
258 bp
515 bp
925 bp
30009 bp

0.94%
0.00%
0.03%
0.14%
0.03%
0.01%
0.01%
0.02%
0.70%

Unclassified:
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15434 bp

0.36%

1096867 bp

25.40%

15315 bp
4229 bp
169 bp
2032 bp

0.36%
0.10%
0.00%
0.05%

Total interspersed repeats:

Low_complexity:
Small_RNA:
RC:
Satellite:

316
55
1
18
55

Table 3.4

Hypbrid transposable elements density distribution

Classes and Subclasses of
transposable elements
LINE:
CR1
L1
L2

number of
elements
170
2
154
14

length
occupied
74056 bp
157 bp
71217 bp
2682 bp

percentage of
sequence
6.27%
0.01%
6.03%
0.23%

SINE:
Alu
B4
B2
MIR
ID

1235
611
200
374
19
31

164303 bp
71643 bp
29543 bp
59236 bp
1804 bp
2077 bp

13.90%
6.06%
2.50%
5.01%
0.15%
0.18%

LTR:
ERVL
ERVL-MaLR
ERV1
ERVK

316
47
173
13
83

100309 bp
16261 bp
43609 bp
3655 bp
36784 bp

8.49%
1.38%
3.69%
0.31%
3.11%

DNA:
TcMar-Tigger
TcMar-Mariner
OTHER
TcMar-Tc2
hAT-Tip100
hAT-Charlie

55
6
1
2
2
1
43

9568 bp
861 bp
171 bp
204 bp
274 bp
110 bp
7948 bp

0.81%
0.07%
0.01%
0.02%
0.02%
0.01%
0.67%

Unclassified:

11

3278 bp

0.28%

351514 bp

29.75%

16
75
4
624

1082 bp
3838 bp
367 bp
24522 bp

Total interspersed repeats:

Small_RNA:
Low_complexity:
Satellite:
Simple_repeat:
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0.09%
0.33%
0.03%
2.08%

Table 3.5

Pachytene transposable elements density distribution

Classes and Subclasses of
transposable elements
LINE:
L2
CR1
L1

number of
elements
428
42
5
381

length
occupied
233461 bp
4376 bp
594 bp
228491 bp

percentage of
sequence
10.16%
0.19%
0.03%
9.95%

SINE:
Deu
MIR
B4
ID
B2
Alu

808
1
72
191
25
212
307

112191 bp
60 bp
7451 bp
31464 bp
1736 bp
34126 bp
37354 bp

4.88%
0.00%
0.32%
1.37%
0.08%
1.49%
1.63%

LTR:
ERVK
ERV1
ERVL-MaLR
ERVL

731
270
87
281
93

307206 bp
145730 bp
47222 bp
82379 bp
31875 bp

13.37%
6.34%
2.06%
3.59%
1.39%

DNA:
TcMar-Tigger
MULE-MuDR
hAT-Tip100
OTHER
TcMar-Tc2
hAT-Blackjack
hAT
hAT-Charlie

90
10
1
6
1
1
2
2
67

16926 bp
1985 bp
394 bp
665 bp
184 bp
65 bp
219 bp
112 bp
13302 bp

0.74%
0.09%
0.02%
0.03%
0.01%
0.00%
0.01%
0.01%
0.58%

Unclassified:

15

5827 bp

0.25%

675611 bp

29.41%

1298 bp
7890 bp
665 bp
42618 bp

0.06%
0.34%
0.03%
1.86%

Total interspersed repeats:
Small_RNA:
Low_complexity:
Satellite:
Simple_repeat:

15
125
9
923
57

3.5

Conclusions
RepCalc is a tool designed to calculate the transposable element density within

different regions of the genome based upon the annotation information of the
transposable elements provided by various databases or the output of tools designed to
detect their locations within the genome. The tool is comprised of three sub-tools that
provide the user with different types of information regarding the distribution of the
transposable elements within certain regions of interest or in the entire genome. To
demonstrate how the tool works, we analyzed the density of transposable element classes
and subclasses within piRNA clusters and compared them to their density within the
genes and across the genomes of both mouse and rat by using two different databases that
contain piRNA information. We found that the piRNA clusters taken from piRNA bank
exhibit a higher transposable element density than both the mouse and rat genes as well
as in their whole genome, while on the contrary JGU database showed a lower density of
transposable elements than both the mouse and rat genes as well as in their whole
genome.
We also tested the transposable elements density in 3 types of piRNA producing
genes and found that the density of transposable elements main families LINEs, SINEs
and LTRs change based on the gene producing piRNA type during the stage of meiosis.
This supports our hypothesis that certain piRNA producing genes could target certain
classes of piRNAs more than others during different stages of meiosis. Repcalc enabled
us to easily acquire a detailed analysis of the transposable elements densities within three
types of piRNA producing genes. This facilitated the test to compare if certain families or
subfamilies of transposable elements are targeted differently during the stage of meiosis.
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CHAPTER IV
STATISTICAL METHODS FOR AMBIGUOUS SEQUENCE MAPPING OF
TRANSCRIPTOMES

4.1

Introduction
RNA-Seq is a recently-developed technique that utilizes next generation

sequencing technologies to study transcriptomes at the nucleotide level. RNA-Seq is
known for its precision in measuring transcript levels and identifying various isoforms;
yet it faces some challenges that hinder it from being an even more powerful choice for
gene expression profiling. One of the main challenges appears when attempting to map
RNA sequences to a reference genome; high percentages of short sequence reads are
often assigned to multiple genomic locations. A sequence mapping is said to be
“ambiguous” when the read sequence is mapped to multiple genomic locations within a
genome. One approach to handling these “ambiguous mappings” has been to discard
them [2, 27]. This results in a loss of data, which can sometimes be as large as half of the
sequenced data. Another approach assigns them randomly to one of the locations from a
set of best assignments using mapping tools like MAQ [12]. Both of these approaches
will result in a significant loss of the original data.
Another approach ‘rescues’ multi-reads through estimating an initial gene
expression through allocating unique reads which are used to partially allocate the
ambiguous reads and then a final gene expression is acquired through re-estimating the
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gene expression after the allocation of the multi-reads [3, 4, 15]. An improvement to this
method was proposed in [29] where they alternate between read allocation and gene reestimation of the gene expression levels.
Tools like Eland [14], SOAP [11], MAQ [12], RMAP [13], Seqmap [16] and
Bowtie [1] are usually used to perform initial mapping of sequence data to a
corresponding reference genome. Nevertheless these tools do not fully address the
ambiguous mappings of the sequence reads. This is an important problem since those
ambiguous reads often comprise a large portion of the genomic sequences generated.
Since reads mapping to multiple locations on the genome have a significant effect
on the quantification of RNA-transcripts, handling multi-mapped reads can lead to
significant improvements in quantification and accuracy of prediction of transcriptomes,
[28] and consequently gene expression. The percentage of ambiguous reads varies
depending upon the transcriptome and the length of the read and also upon the organism
being studied. For example, in the mouse the percentage of ambiguous sequences could
be around 17% while in maize, this number could reach up to 52% [22]. Even though
paired-end reads or longer reads could reduce the effect of the ambiguous mapping
problem, it does not provide a full solution to the problem.
In this chapter we developed a statistical approach for mapping ambiguous reads
that operates by better identifying significantly expressed genomic locations. We also
developed a pipeline of tools to implement this approach. By applying these tools along
with the statistical approach we proposed, we will be able to accurately map ambiguous
reads to their most likely accurate genomic locations and to accurately define which
genes are expressed throughout the genome. In addition our approach allows for a better
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estimation of gene expression and identification of expressed regions within the genome.
Deciding which genes are expressed and which are not by defining an arbitrary cutoff
value does not result in a realistic solution to identifying expressed genes, since the cutoff value could vary depending on the organism of choice and the conditions under which
the sample was taken. For this reason, we believe it is important to develop an approach
that is guided by what the data is telling us rather than having a set cut-off value.
4.2

Background
Sequence-based transcriptome analysis, specifically the high throughput

sequencing of cDNA known as RNA-Seq, has recently emerged as an alternative to
microarray gene expression profiling [10] which had long been the most widely used
method for transcriptome analysis. The reason for RNA-Seq’s emergence over
microarrays stems from a number of facts, and is mainly motivated by the limitations of
microarray studies, such as access and cost. Microarray experiments require the physical
disruption of the cell in order to get access to gene expression patterns; and the
complexity and limited amount of tissue samples to be obtained can be limiting factors to
the quantity and quality of RNA that can be isolated from microarray experiments.
Another limiting factor in microarray experiments in medical applications is that many
clinical specimen sizes are small, since they are usually obtained during early diagnoses.
Degraded RNA is also an issue to be concerned about since it could result in the
generation of false data. The degradation usually appears due to the numerous steps that
are prone to errors in a microarray experiment. Therefore microarray experiments need to
be replicated in order to eliminate such errors. Another important issue is that although
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many tools are available, microarray experiments still lack standard methodologies for
collecting, analyzing and validating the data [21].
In some cases microarray studies may be cheaper, but on the other hand, RNASeq provides many advantages over microarrays. For example, RNA-Seq is less prone to
errors due to the omission of the hybridization step used during the process of preparing
microarray samples [17, 18]. RNA-Seq studies are more suitable for discovery-based
experiments, unlike microarray studies, which are pre-design driven. Pre-design driven
means that what we know about the genome guides the design of the experiment and is
already built into the microarrays. RNA-Seq does not require previous knowledge about
the nature of the transcriptome because of its hypothesis-free nature, and it also allows us
to study species with poor or missing genomic annotations.
RNA-Seq also permits the detection of lowly expressed genes, alternative splice
variants and novel transcripts. This is in contrast to microarray hybridization techniques,
which can limit the accuracy of expression measurements, especially when transcripts are
present in low abundance [6]. Even though comparing results across arrays can help in
identifying gene expressions among samples of interest a single sample is usually not
sufficient to provide reliable information of the expression levels for different transcripts
[2, 7, 9]. Another advantage to using RNA-Seq relative to microarrays is that RNA-Seq
has a lower extraneous signal or background noise compared to microarrays. In addition,
DNA microarrays are less sensitive when it comes to genes expressed at very high or low
levels; and therefore, have a narrower dynamic range (RNA-Seq has larger dynamic
range). RNA-Seq also requires smaller RNA samples since it does not require any
cloning steps; and in some cases there is no amplification step.
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RNA-Seq’s strength lies in the fact that it is effective in detecting and quantifying
transcripts in non-model organisms for which the genomic sequence is not yet fully
determined, and can be very precise (up to a single-base) in locating the boundaries of a
transcript. RNA-Seq can give information about how exons are connected through short
reads (~30 bp), however longer and paired short reads could provide us with more
information regarding these relationships. [10]. RNA-Seq is also very effective in finding
sequence variations like SNPs in transcribed regions [3].
4.2.1

RNA-Seq challenges
However, RNA-Seq has its own set of challenges. Questions that arise are; how

uniform is the read coverage for the transcript, and what amount of cellular material is
considered acceptable to get a good measure and a reliable detection for the concentration
of RNA? Another challenge relates to the large amount of data provided through RNASeq technologies. Processing, retrieving and storing these data is necessary to reduce
errors and to remove low quality reads.
As with microarrays, normalization is an essential step in RNA-Seq data analysis.
The need arises here due to the differences in RNA composition between RNA samples
[23]. There are several normalization methods available, and these methods have
different advantages and disadvantages, which were outlined by the French StatOmique
Consortium in [24]. Perhaps one of the most important challenges when dealing with
same sample or different sample RNA-Seq data is transcript length bias, which requires
the normalization of RNA-seq data. When normalizing RNA-Seq data there are two main
factors that we should consider, gene length and sequencing depth. When comparing
genes within the same sample, gene length is of major importance, while sequencing
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depth is especially important when comparing multiple samples [25]. The issue with gene
length arises because longer transcripts have more statistical power to detect differential
expression compared to short ones since long transcripts produce more reads than short
ones with similar gene expression. It is worth mentioning here that this problem does not
appear when analyzing microarray data [26].
4.3

Methods
Our method attempts to use ambiguous reads to provide a more accurate

estimation of gene expression and a better mapping of ambiguous reads to their most
appropriate location within the genome. We start by assigning a weight score for each
position in the genome. This is done by finding the expression value for that position,
represented by the number of reads – including the ambiguous reads – that map to that
exact single location within the genome. For each gene within the genome the weights
are averaged to provide us with an average weight score. We then find whether each gene
is expressed by comparing the average weight score for that gene against a list of 1000
randomly-selected genes’ average weight scores. If the statistical significance (measured
by a computed p-value) of that gene is below a certain threshold, for example below 0.1,
0.05 or 0.01, then that gene is considered expressed. Once we define which genes are
expressed and which are not, we then revisit the mapping process. However, this time we
assign the unique reads to their proper locations and also map the ambiguous reads to
their most appropriate locations, which are the expressed gene regions within the
genome. This is in contrast with the previous step where we mapped the ambiguous reads
to all their probable locations. The second step provides us with a more accurate mapping
of the ambiguous reads to their accurate location within the genome. We believe that our
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estimation of gene expression provides us with more accurate results than previously
used methods since we are able to include the ambiguous reads in our estimation, which
are usually discarded or randomly mapped to one of the locations within the genome by
the other methods.
We begin by aligning all RNA-Seq reads to their reference sequence using one of
the known sequence mapping tools. We had choices between different short read
alignment tools like Bowtie [1] and MAQ [12]. MAQ provides higher sensitivity in
mapping unique sequences than Bowtie while Bowtie is much faster than MAQ in the
mapping process [1]. When comparing the benefits of gaining a little higher sensitivity
using MAQ to a much higher speed using Bowtie, we found that using Bowtie is much
more beneficial for the analysis we are doing here. This is because our approach requires
identifying all the unique and ambiguous reads and their locations within the genome,
which is more time consuming than just finding the unique reads. For this reason we used
Bowtie to extract and find all the possible mappings for each read. Another reason for
choosing Bowtie is that its results can be easily imported into other tools like Tophat and
Cufflinks.
We used the (-a) parameter to report all the valid alignments. It is important to
report all the valid alignments, and not only the best ones, which can be specified using
the (--best) parameter or the unique ones which are usually specified by the (-m)
parameter, since we are interested in the reads that align to multiple locations. Specifying
(--best) will only identify the alignments that have the least mismatches while using (-m
k) will suppress any multiple reads that exceed the value of k. This means that if the read
has more than three possible mappings and –m was specified to be three, then the
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mappings associated with the read will not be reported. We specified that (-n 2), which
allows alignment of reads with only two mismatches at the most. We used multithreading
by specifying (–p 10) which allows for 10 threads. Finally, we used the (-S) option,
which allows us to display our output in SAM format [31]. We also used (--sam-nohead)
option to remove the extra headings provided by the SAM format. Understanding the
difference between these parameters is important since Bowtie does not by default report
the ambiguous reads.
We then calculate the expression value for each position in the genome. This is
done by finding the number of reads that map to each single nucleotide location in the
genome. To facilitate this task we needed to create a file and store the locations of each
position in the read along with its count in ascending order. The counts represent the
weights of all the reads that map to that location. This is not a trivial task, since if the
number of aligned reads for our data is large, sorting them could be a time consuming
task. In order to prove the validity of our approach, we decided to use a small data set
before incorporating our approach into a larger and more complicated data set.
We chose to run Bowtie on the Escherichia coli strain K-12 sub-strain MG165
[19]. Bowtie reported 86.30 % of the reads to have at least one possible alignment
location and 13.70% to have failed to align. Out of the 86.30% only 32.60% aligned to a
single unique location while 53.70% have multiple alignment locations. The number of
ambiguous reads in this sample constitutes more than half of the mappable genome. Of
course this is not always the case, but the percentage presented here shows how
significant the ambiguous read problem could be.
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Once we have all the reads sorted according to their positions, we assign a
weighted score to each position within the genome where a certain read or reads maps.
For calculating the weighted score we used two different approaches. The first approach
assigns a score of one to each single location to which a read maps. For example, if ten
reads map to that certain location then the weighted score of the location will be 10. The
second approach is similar to the first approach but instead of assigning a score of one to
each read that maps to a certain read location it calculates the number of locations that
each read maps to and assigns a fraction of that number as the score for that location. For
example, if a read maps to 5 different locations then for each location a weight score of
1/5 would be assigned to each of those different locations. This means that if 10 reads
map to a single certain location then the weighted score of that location will be the sum
of the individual weights for all those 10 reads. We decided to call the first approach the
Individual-Count-Weight and the second approach the Partial-Count-Weight.
The total weighted score for each individual gene is the sum of all the weights
that map to each individual location. If there are no reads that map to a location then the
read count is zero for that specific location. Once we establish a score total for position in
the genome, we need to find the expression value of genes by calculating the average
score for each gene. We do that by summing the weights of each individual position in
the gene and dividing them by the length of that gene. We repeat the process until we
have the total score for every gene in the genome.
To be able to establish the significance of the gene expression values calculated
for each gene, we compare the score of each gene (termed the gene of interest) against
the scores of a number of genes chosen at random. To do so we selected 100 random
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gene scores and found the average score for each of those genes. We also tested the
possibility of choosing 1000 random locations and found that it rarely affects the
accuracy of the results yet it increases the complexity and the computational running time
of the program significantly. We then compute the standard deviation, the z-score, and pvalue of the gene of interest with regards to the mean random gene value. The p-value
calculated for each gene will give us information regarding which of the genes can be
considered expressed at a level that is significant.
The steps below show the algorithm for evaluating the significance of gene
expression while allowing the ambiguous reads to be included from the beginning and
throughout the mapping process.
1. Enumerate all the possible mappings for every read to their different
positions within the genome and assign a weighted score to each position
based on their read depth.
a. Individual-Count approach a weighted score equal to 1 for each
read that maps to a single location.
b. Partial-Count approach a weighted score equal to 1/r where r is the
number of locations to which a read maps in the genome.
2.

Create a file and store the different weight scores based on the approach
used.
a. For the Individual-Count approach we store and sort the locations
of each single read along with its score in ascending order.
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b. For the Partial-Count approach we store the ambiguous reads and
their locations and divide the multiple reads that map to the same
location as a single group.
3.

Find the coordinates (start, end) for each gene within the reference
genome.

4. Calculate the mean score for each gene in the reference genome
𝑀𝑒𝑎𝑛, 𝜇 =

∑𝑛
𝑖=1 𝑤𝑖

(4.1)

𝑛

𝑤𝑖 = 𝑡ℎ𝑒 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙 𝑤𝑒𝑖𝑔ℎ𝑡 𝑓𝑜𝑟 𝑖𝑡ℎ 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑤𝑖𝑡ℎ𝑖𝑛 𝑡ℎ𝑒 𝑔𝑒𝑛𝑒
𝑛 = 𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑡ℎ𝑒 𝑔𝑒𝑛𝑒
5. Select 100 random gene locations, xi, from the expression flat file and
calculate the average score for those 100 locations.
6.

Compute standard deviation (σ) of all of the random locations as
compared to the gene mean score μ, along with their Z-score and p-value
using the following equations.

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛, 𝜎 =

2
√∑𝑁
𝑖=1 (𝑥𝑖 − 𝜇)

𝑁

𝑍 − 𝑠𝑐𝑜𝑟𝑒, 𝑧𝑖 =
7.

, 𝑊ℎ𝑒𝑟𝑒 𝑁 = 100

𝑥𝑖 − 𝜇
𝜎

(4.2)
(4.3)

Find which genes are significantly expressed based on p-values below
0.1, 0.05 or 0.01. The p-value was calculated using the cumulative
distribution formula presented in the equation below.
1

𝑥−𝜇

2

𝜎 √2

𝑃 − 𝑣𝑎𝑙𝑢𝑒 = [1 + 𝑒𝑟𝑓 (

)] , 𝑊ℎ𝑒𝑟𝑒 𝑒𝑟𝑓 𝑖𝑠 𝑡ℎ𝑒 𝑒𝑟𝑟𝑜𝑟 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛
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(4.4)

4.4
4.4.1

Results
Defining significantly expressed genes
Determining which genes are expressed has traditionally been a difficult problem

with no clearly defined solution. The reason for that could be attributed to the fact that a
certain gene could appear as being expressed when compared to a certain number of
genes while it may not appear to be expressed when compared to another set. This
explains why some studies decided to choose the top 10% of the mean gene values as
their cutoff value for deciding which genes are expressed and which are not [8, 20, 30].
We believe that such an approach does not give us the most accurate results regarding
which genes should be considered expressed and which are not. To show that choosing
the top 10% as a cut off value does not provide us with the most accurate results. We
took the top 10% of the mean gene values and compare them to the top 10% of the genes
p-values. We show that both approaches yield different results and that taking the top
10% of the mean gene values as a cut off value will lead us into considering a number of
genes as expressed when they really are not. We also illustrate that using the top 10% as a
cut off does not always reflect which genes are expressed through comparing the top 10%
approach to choosing significantly expressed gene values that are less than a certain pvalue like 0.1, 0.05 or 0.01.
We start by choosing the top 10% as a cut off value for both the mean gene values
and the genes p-values and tested them on both approaches that we developed previously.
Using the Individual-Count-Weight approach we found that out of the 454 genes that
represent the top 10% of the mean gene values, 350 genes intersect with the top 10% of
the genes according to their p-values while 104 genes approximately 23% do not. When
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using the Partial-Count-Weight approach we found that out of the 454 genes that
represent the top 10% of the mean gene values, 362 intersect with the 10% of the genes
according to their p-values while 92 genes approximately 20% do not. Figures 4.1 and
4.2 below show the percentages of values in a Venn diagram.

Figure 4.1

Venn diagram of the Individual-Count-Weight approach
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Figure 4.2

Venn diagram of Partial-Count-Weight approach

When comparing both our Individual and Partial count approaches against
choosing the top 10% of the mean values approach we noticed that the top 10% of the
mean values does not always lead to the selection of the significantly expressed genes
within the genome. Nevertheless, we also observed that during our inspection of the
genes’ p-values that not all the genes that fall in the highest 10% according to their pvalues have a level of significance below 0.1, 0.05 or 0.01. The reason for that could be
attributed to the fact that certain genes appear as expressed when compared to a certain
set of genes with very low expression values. While those same genes could appear as
unexpressed when compared to another set that have very high expression values. Setting
a certain percentage as a threshold will either allow for some genes that are unexpressed
to be included or for some genes that are expressed to be excluded. That is why we
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believe that setting a percentage for a cut off value to define gene expression does not
present us with a decisive approach regarding the evaluation of gene expression.
In addition, we noticed during the analysis of the genes’ expression values that
there are a small number of genes that have extremely high expression values, which we
believe are outliers. Those genes can cause the mean expression values and the standard
deviation to be extremely large. When selecting the random locations, filtering out the
top 2% of genes with the highest expression values will increase the number of
significant genes that fall below the p=0.01 or 0.05 threshold by two fold.
Using the Individual-Count-Weight approach and the Partial-Count-Weight
approach, we found that the number of genes that are highly expressed varies at different
p-values. We can clearly see that there is nearly a two fold increase in the number of
genes that are expressed after filtering out 2% of the top expressed random genes.
Table 4.1 below shows the different numbers of genes that are expressed at
different p-values. From the information in the table below we can see that the number of
genes that are expressed at different p-values is less than the 454 genes represented by the
top 10% of the mean genes.
Table 4.1

The number of genes that are expressed at different p-values.

Number of random genes

Before filtering 2%

After filtering 2%

Individual-Count-Weight at 0.01

94

198

Individual-Count-Weight at 0.05

112

224

Partial-Count-Weight at 0.01

106

199

Partial-Count-Weight at 0.05

126

239
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4.4.2

Remapping the ambiguous reads for the expressed genes
Once we define which genes are expressed within the genome, we revisit our

mapping process. Earlier, using the programs that we developed to implement our
approach, we found which genes were significantly expressed. Now, we extract these
genes from the SAM file. We run our programs to find the expression of the genes,
mapping sequences only to the genes that were identified as expressed in the preceding
step. When an ambiguous read still maps to more than one expressed gene location, it is
assigned to those locations with weight equal to a fraction of the number of locations to
which the read maps. The benefit of this revisiting approach is that it is more likely to
give us a more accurate mapping of the ambiguous reads by mapping the reads only to
expressed genes that were identified previously, which serves to map sequences to their
most likely point of origin.
4.5

Conclusions
We devised an approach to provide a more accurate estimation of expressed genes

through providing a statistical solution to the ambiguous mapping problem that would
increase the accuracy of the reads that map to multiple places. We found that considering
the top 10% percent of the genes mean values as being expressed does not reflect the
genes whose expression is statistically significant. It also contributes to a solution to the
ambiguous mapping problem through allowing the multiple reads to be included in the
mapping of the reads from the beginning of the process. We also found that the number
of genes that are highly expressed nearly doubles when filtering out the top 2% of the
randomly chosen genes. Which indicates that there is a certain percentage of genes with
mean expression values that are extremely high that could statistically affect the decision
77

to accept certain genes as being expressed or not. We revisit the mapping process again,
mapping the reads only to the genes that we found to be expressed. The remapping
process is expected to affect the gene expression positively in most cases, providing a
more accurate measure of gene expression. For example if the ambiguous reads map to a
lesser number of genes than the original mapping, then this would affect the overall
expression of the expressed genes positively. In the case that ambiguous reads do not
map to any of the expressed genes in the remapping process, the overall expression of
these genes would be lower than when using the approach of mapping ambiguous reads
to all possible locations. In this case, we will discard the reads as it does not belong to
any of the genes estimated to be significantly expressed.
Finally, there is no significant difference between the Individual-Count and the
Partial-Count approach when it comes to the number of expressed genes for both pvalues at 0.01 and 0.05. This indicates that the accuracy gained through placing partial
weights when mapping the multiple reads does not provide us with a more accurate
expression of the reads. Future work includes trying to solve the problem of working with
larger sets of data. Working with larger data sets presents a major challenge since it
increases the computational complexity of our approach. The complexity increases
drastically during the mapping step because we need to enumerate all the possible
locations for the mapping step of each ambiguous read and then we need to store the
expression values and changes associated with each individual location within the
genome. One possible solution to this problem would be sorting all the reads by their
locations before the mapping starts, which would decrease the complexity of the mapping
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step of the approach but would add more time due to the addition of the sorting step to
the approach.
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CHAPTER V
CONCLUSIONS

Throughout this study we have demonstrated the significance of utilizing
computational approaches on high throughput sequencing data. The importance of
developing such computational approaches lies in the fact that they enable us to perform
studies on climatic effects and their consequences on single nucleotide polymorphisms.
Methods developed for understanding the effects of climate and other factors like rain
and temperature on genes can be applied in a variety of situations, for example, for
understanding and facilitating the study of certain diseases associated with gene
mutations, such as cancer. It also helps in assisting studies that aim to find and create
treatments and cures for those diseases. This is usually done through the analysis of the
genes that could be affected by external factors and developing methods like transposon
silencing using piRNAs and siRNAs which could regulate the expression of those genes.
In addition these computational approaches give us the ability to study
transposable elements and their distribution throughout the genome. This enables
researchers to gain a better understanding of the effects of transposable elements at
different stages during the life of an organism. Those approaches also allow for the
development of new technologies that facilitate the study of gene expression. Accurate
estimation of gene expression using computational approaches described here can help to
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better identify gene expression changes associated with disease external factors or
stimulus, or other factors.
In this study we analyzed a set of data that represents 18 FHA domain genes taken
from 80 Arabidopsis thaliana plants distributed through 8 Eurasian regions. From our
analysis of these plants we concluded that using k-means clustering is effective in finding
correlation and association relationships between the presence of SNPs within FHA
domain genes and different climatic factors like weather precipitation and temperature
that affects Arabidopsis thaliana within those regions. We also established a scoring
system to measure how closely related are the climates that affect the plants which share
the same cluster. This scoring system enabled us to measure the best value for k when
using k-means clustering for this set of data which is 11.
We built a tool to calculate the density of transposable elements within certain
regions of interest such as genes, piRNA, miRNA and the whole genome. Using the
configuration option within the tool provides the user with a wide range of choices of
how they want the output and the calculation of certain families/sub-families of
transposable elements to be handled. To demonstrate how the tool can be used we chose
to analyze piRNA clusters within mouse and rat taken from two databases--piRNA bank
and JGU database. We noticed that the density of certain classes and subclasses of
transposable elements varies depending on the region at which they appear, whether it is
a piRNA, a gene, or other parts of the genome. We also found that different types of gene
producing piRNA target several families of transposable elements at various rates based
on the family that transposable element belongs to during stages of meiosis.
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Finally, concerning the ambiguous mapping problem, we developed a method
based on a statistical approach that utilizes mapping of all sequences, including
ambiguous reads, for a better estimation of which genes are expressed and which are not.
It also helps us map ambiguous reads to their most likely sources within the genome. We
also noticed that using a partial weight for the multi-reads does not greatly affect the
number of genes that are expressed. However, we observed that filtering out the top 2%
of random genes during the process of evaluating gene expression increases the number
of expressed genes by nearly two fold.
Overall, the methodologies and approaches used in these studies provide
researchers with solutions to many common challenges that are apparent today when
utilizing next generation sequencing technologies.
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APPENDIX A
SUPPLEMENTARY DATA FOR CHAPTER II
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Figure A.1

Cluster vector 1 when k = 5

Figure A.2

Cluster vector 2 when k = 5
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Figure A.3

Cluster vector 3 when k = 5

Figure A.4

Cluster vector 4 when k = 5
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Figure A.5

Cluster vector 5 when k = 5
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