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Abstract
Gauss sums over a finite field are generalized to ones over a matrix ring, related to numbers
of solutions of diagonal matrix equations. A similar relation of quadratic Gauss sums of two
types is obtained. We also consider quadratic diagonal matrix equations with scalar coeffi-
cients.
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1. Introduction
Let F = Fq be a finite field of order q = pf (p: a prime). Our interest is a Gauss
sum:
gs(a) =
∑
x∈F
exp
(
2π i
p
trF (axs)
)
,
where trF denotes the trace map of field extension F/Fp. Let ea denote an additive
character of F : ea(x) = exp(2π i · trF (ax)/p), that is
gs(a) =
∑
x∈F
ea(x
s) =
∑
x∈F
e1(ax
s).
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When a = 1 we omit subscript 1 and so e(x) = e1(x) and also put gs = gs(1). Let
 = (n) = Mn(F) for n  1. We define a Gauss sum on matrices as follows:
Gs(A) =
∑
X∈
exp
(
2π i
p
trF (tr(AXs))
)
,
where the second tr in the right hand side is the trace map on matrices.
Porter evaluated quadratic Gauss sum G2(A) on matrices for A ∈ M2(F ) (but the
result should be corrected) in [7], with the intention of applying them to the prob-
lem of finding numbers of solutions of matrix equations [7, Introduction]. In case
p /= 2, a relation between quadratic Gauss sums on matrices and quadratic forms
QA = tr(AX2) was shown [4,5] and we can easily evaluate G2(A) for A ∈ M3(F )
by the last proposition in [4]. In this paper, we give an explicit formula G2(A) for
A ∈ Mn(F) and an analogous relation of quadratic Gauss sums of two types by
direct computation in Section 3. Before that we briefly discuss a connection between
Gauss sums on matrices and the number of solutions of matrix equations, especially
diagonal matrix equations, over a finite field in Section 2, which was essentially done
in [4, Introduction]. In Section 4, we consider quadratic diagonal matrix equations
with scalar coefficients.
2. Gauss sums and number of solutions of matrix equations
In this section we give a connection between Gauss sums on matrices and the
number of solutions of matrix equation:
f (X1, X2, . . . , Xm) = B. (1)
Fix A ∈  and define a map eA :  −→ C by
eA(X) = exp
(
2π i
p
trF (tr(AX))
)
.
We easily see that eA is an additive character of a finite abelian group  with respect
to addition. Moreover, we can show that ˆ = {eA | A ∈ }, where ˆ is a character
group of . This equality can be proved in the same way as in case n = 1 and we
only need an additional fact that a nonzero linear form represents every element in
F . And hence we have the following proposition by the orthogonality relation for
characters.
Proposition 1. Let N(f = B), which we follow in [1,2], denote the number of solu-
tions of the matrix equation (1) and define
G(f = B) =
∑
Xi,A∈
eA(f (X1, . . . , Xm))eA(−B).
Then we have
|| · N(f = B) = G(f = B).
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From now on, we sometimes omit subscript I = In, the identity matrix of size n,
in the notation of additive characters and Gauss sums on matrices as described in case
n = 1 in Section 1. For example, Gs means Gs(I) =∑X∈ eI (Xs) =∑X∈ e(Xs).
Now, we consider diagonal matrix equations:
f (X1, X2, . . . , Xm) = C1Xs11 + C2Xs22 + · · · + CmXsmm = B, B ∈ . (2)
In this situation, by an easy computation, we can express G(f = B) as a character
sum including Gauss sums on matrices, or
G(f = B) =
∑
A∈
m∏
i=1
Gsi (ACi)eA(−B). (3)
Now, we introduce an equivalence relation on  by similarity (over F ). That is, A
and A′ are equivalent if there exists a regular matrix P in  such that A′ = P−1AP .
Lemma 1. Let A,A′ ∈ . If A is equivalent to A′, then we have Gs(A) = Gs(A′)
for all s.
Proof. We have∑
X∈
eI (A
′Xs) =
∑
X∈
e(A(PXP−1)s) =
∑
Y∈
e(AY s). 
Let 1,2, . . . ,h be equivalence classes with respect to similarity:  = 1 ∪
· · · ∪ h, i ∩ j = ∅ if i /= j , and Ai ∈ i their representatives for i = 1, 2, . . . , h.
Now, we further assume that coefficient matrices of Eq. (2) are scalar. Note that
only scalar matrices commute with all regular matrices. By (3) and Lemma 1, we
have the following theorem. Note that if B is similar to B ′ we have N(f = B) =
N(f = B ′), since we are assuming that Ci’s are scalar and so there is a one-to-one
correspondence between the solutions.
Theorem 1. Let Ci’s be scalar matrices and consider the matrix equation (2). Then
we have
G(f (X1, . . . , Xm) = B) =
h∑
j=1
m∏
i=1
Gsi (AjCi)
∑
A∈j
eA(−B).
In case B = On = O, the zero matrix (of size n), we have
G(f = O) =
h∑
j=1
m∏
i=1
Gsi (AjCi) · |j |.
Moreover, if B is similar to B ′ we have
G(f = B) = G(f = B ′).
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3. Quadratic Gauss sums on matrices
In this section we consider quadratic Gauss sums on matrices, which have a sim-
ilar relation with quadratic Gauss sums over a finite field F . Throughout this section
we assume that the characteristic of the basic field F is not equal to 2. Fix A ∈ (n)
and consider the quadratic form QA = tr(AX2) with n2 variables. Let VA denote the
quadratic space corresponding to QA. In consideration of quadratic Gauss sums on
matrices, we have the following fundamental relation [5, Appendix A].
Proposition 2. G2(A) = G2(A′) if and only if VA∼=VA′ .
We use an exponential notation for repeated quadratic spaces, that is, if U is a
quadratic space, Un means an orthogonal sum of n copies of U : Un∼=U ⊥ U ⊥
· · · ⊥ U. If VA could be determined for given A ∈ , then G2(A) can be easily
computed by the following lemma [5, Lemma A1].
Lemma 2. Let g2 = g2(1) be a quadratic Gauss sum (over F), H a hyperbolic
plane and ιA = 0 or 1. Then, for nonzero A ∈ (n) we can express
VA∼=HrA ⊥ 〈1〉ιA ⊥ 〈dA〉 ⊥ 〈0〉sA, n2 = 2rA + ιA + 1 + sA (4)
for some dA ∈ F×q /(F×q )2 and hence we have
G2(A) = qrA+sA(dA)gιA+12 ,
where  is the quadratic character on Fq.
Further sA = dim radVA in (4) can be determined by the following lemma [6,
Corollary to Proposition 3].
Lemma 3. Let A ≈ [A1, A2, . . . , At ] (notation in [4]) be a Jordan splitting of A ∈
 over the algebraic closure of F, αi be the eigenvalue of Ai for i = 1, . . . , t. Then
sA = dim radVA =
∑
min {size(Ai), size(Aj )},
where the sum is taken over 1  i  t and 1  j  t such that αi + αj = 0.
Note that if A is given, then n, sA, rA, ιA in (4) can be determined successively.
Therefore, we have only to determine dA in (4), which differs from the discrimi-
nant of a maximal regular subspace of VA by (a multiple) (−1)rA , to determine the
structure of VA, that is, to determine quadratic Gauss sum G2(A). And we have the
following structure theorem of quadratic space VA which was shown in [6, (only
one) Theorem]. Note that we can consider the quadratic space VA for the basic field
being arbitrary.
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Lemma 4. Let F be a field of characteristic different from 2. Write the character-
istic polynomial fA(x) of A ∈  as a product of powers of irreducible polynomials
which are relatively prime:
fA(x) = xd0 ·
s∏
i=1
fi(x)
di ·
t∏
j=1
gj (x)
ej , (5)
where fi(x) is a polynomial of x2 and gj (x) is not so. Let Bj be the companion
matrix associated with gj (x). Then
VA∼=We1B1 ⊥ · · · ⊥ W
et
Bt
⊥H ⊥ O, (6)
whereH is a hyperbolic space, O is the radical of VA and dimO is given by Lemma
3, and WBj is a regular subspace of VA depending on Bj with dimWBj = deg gj (x)
and discWBj = detBj for each j.
Now, we determine quadratic Gauss sums on matrices explicitly.
Theorem 2. Let A be in (n), and write the characteristic polynomial fA of A as
in (5), and put DA(x) =∏ gj (x)ej and αA = deg(DA(x)) in (5). Then quadratic
Gauss sums on matrices are given as follows.
(i) G2(O) = qn2 .
(ii) If A is nonzero, then we have
G2(A) = q(n2+sA−ιA−1)/2(dA)gιA+12 ,
where sA is given by Lemma 3 and
dA = (−1)n2−sA−(1+ιA+αA)/2
∏
DA(β)=0
β.
Here, the product is taken over all roots β of DA(x) (with multiplicity).
Proof. (i) We trivially have Gs(On) = qn2 for all s. (ii) By (6), we can express
VA∼=WA ⊥H ⊥ radVA, (7)
where WA is regular, dimWA = αA, and discWA =∏DA(β)=0 β where the product
is over all roots β of DA(x) (with multiplicity). Let dimH = 2hA in (7). By (4) and
(7), we have
n2 = 2rA + ιA + 1 + sA = αA + 2hA + sA. (8)
By comparison of both discriminants of regular parts in (4) and (7), we have
(−1)rAdA = (−1)hA
∏
DA(β)=0
β.
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Hence
dA = (−1)rA+hA
∏
β.
By (8) and then applying Lemma 2, the proof is completed. 
Example 1. Let a, b ∈ F× with a + b /= 0 and γ a nonsquare element in F . Sup-
pose A ∈ M4(F ) is similar to
(
B O2
O2 C
)
, where B ∈ M2(F ) is similar to
(
0 1
γ 0
)
and C ∈ M2(F ) is similar to
(
a 0
0 b
)
. Then the characteristic polynomial of A is
given by fA(x) = (x2 − γ )(x − a)(x − b), where the right hand side is a product of
irreducible polynomials in F [x]. Let F¯ denote an algebraic closure of F . Then, we
have that B is similar to
(
β 0
0 −β
)
over F¯ with β2 = γ and β ∈ F¯ . By Lemma 3,
we have sA = sB and sA = 1 + 1 = 2. Since 42 − sA ≡ 0 (mod 2), we have ιA =
1. And we have αA = 2 and dA = ab, since DA(x) = (x − a)(x − b). Therefore,
we have
G2(A) = q8(ab)g22 = (−ab)q9.
In a finite field F we have a relation between Gauss sums of two types. Let × =
×(n) = GLn(F ) and
G(A) =
∑
X∈
(detX)e(AX) =
∑
X∈×
(detX)e(AX).
When n = 1 we use small letter g instead of G as in Section 1 with Gauss sums
on matrices and also put G = G(I). This is just a convention in notation. Now, in
a finite field case, we have a relation g2(a) = g(a) if a /= 0. We will show G(A) =
G2(A) if VA is regular, or equivalently if sA = 0. Note that for nonzero a ∈ F the
corresponding uniary quadratic space Va is regular. We will show the equality by
direct computations of G2 and G.
Lemma 5. G(In) = G2(In) = qn(n−1)/2gn2 .
Proof. Since VI∼=〈1〉n ⊥ Hn(n−1)/2, G2 can be easily seen. G is known due to
Eichler and others. Apply Theorem 4.1 in [3]. 
Lemma 6. If a quadratic space VA for A ∈ (n) is regular, then its discriminant is
given by
discVA = (−1)n(n−1)/2 detA.
Proof. This is easily seen from Theorem 5 in [4]. 
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Proposition 3. We have
(i) G(A) = (detA)G if A ∈ ×.
(ii) G2(A) = (detA)G2 if and only if sA = 0.
Proof. (i) For A with detA /= 0 we have∑
X∈
(detX)e(AX)=
∑
X∈
((detA)2 · detX)e(AX)
=(detA)
∑
Y∈
(detY )e(Y ).
(ii) Suppose sA = 0, or equivalently VA is regular. By Lemma 6 we have
discVA = (−1)n(n−1)/2 detA = detA · discVI .
By Theorem 2, we have
dA=(−1)(n2−ιA−1)/2 · discVA
=(−1)(n2−ιI−1)/2 detA · discVI = detA · dI ,
since sA = sI = 0 and ιA = ιI . Therefore, we have
G2(A) = q(n2−1−sA)/2(dA)gιA+12 = (detA)G2.
The converse is clear by Lemma 2 and by consideration of the absolute values of
both sides. 
By the proposition and Lemmas 5, 6, we have the following.
Theorem 3. G2(A) = G(A) if sA = 0.
Remark. If A ∈ × and sA /= 0, then G2(A) /= G(A). For example, if A =(
1 0
0 −1
)
, we have G2(A) = q3 and G(A) = q2. This can be easily seen by con-
sideration of the absolute values. Note that |G2(A)| is minimal if and only if sA =
0.
4. Quadratic diagonal matrix equations with scalar coefficients
In this section we consider the quadratic diagonal 2 × 2 matrix equation with
scalar coefficients:
f (X1, . . . , Xm) = a1X21 + · · · + amX2m = B, B ∈ (2), ai ∈ F×, (9)
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over a finite field of characteristic different from 2. In [5], the problem of find-
ing the number N(f = B) of solutions of Eq. (9) was reduced to ones of finding
N(g = B) and N(h = B), where g = X21 + · · · + X2m (for any m), and h = X21 +
· · · + X2m−1 + δX2m for even m and a nonsquare element δ ∈ F , and N(h = O) was
evaluated [5, Proposition 1]. N(g = B) is known [4, Proposition 7] (Proposition 7,
(3) in [4] is incorrect. See [5, Correction]). Here we consider this problem. But first,
we consider the quadratic diagonal matrix equation with scalar coefficients:
f (X1, . . . , Xm) = a1X21 + · · · + amX2m = B, B ∈ (n), ai ∈ F×, (10)
over a finite field of characteristic different from 2 and establish an analogous theo-
rem to Theorem 1, which can be considered as a special case of Theorem 1. Through-
out this section we assume that F is a finite field of order q with 2 /= 0. In Section 2,
we introduced an equivalence relation on (n) by similarity. In this section, we intro-
duce another equivalence relation ∼ on : A ∼ A′ if the quadratic Gauss sums are
equal, that is, if G2(A) = G2(A′). LetM1, . . . ,Mh′ be the equivalence classes with
respect to this equivalence relation and Ai’s representatives ofMi’s. Note that each
Mi is a disjoint union of some equivalence classes j ’s with respect to similarity by
Lemma 1.
Lemma 7. Let tA denote the number of 0’s as eigenvalues of A ∈ , that is, xtA fully
divides the characteristic polynomial fA(x) of A. Then, we have tA ≡ sA (mod 2).
Proof. Let
(
B O
O C
)
be a Jordan canonical form of A over F¯ , where the charac-
teristic polynomial of B is fB = xtA and detC /= 0. By Theorem 8 in [4], we have
sA ≡ sB (mod 2) since sC is even by Lemma 3. By considering Jordan canonical
form of B and then applying Lemma 3, we have sB ≡ tA (mod 2). 
Lemma 8. For A,B ∈ (n), the following assertions are equivalent.
(1) n2 − sA ≡ n2 − sB (mod 2).
(2) ιA = ιB .
(3) sA ≡ sB (mod 2).
(4) tA ≡ tB (mod 2).
(5) αA ≡ αB (mod 2).
By Lemma 8 and the formula for dA in Theorem 2, we have the following lemma.
Lemma 9. Let A,B in . If A ∼ B, that is, if G2(A) = G2(B), then we have
G2(aA) = G2(aB) for a ∈ F×.
By using Lemma 9, we have the following theorem in the same way as Theorem 1
is obtained.
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Theorem 4. Consider Eq. (10). Then, we have
G(f (X1, . . . , Xm) = B) =
h′∑
j=1
m∏
i=1
G2(aiAj )
∑
A∈Mj
eA(−B).
In case B = O, we have
G(f = O) =
h′∑
j=1
m∏
i=1
G2(aiAj ) · |Mj |.
Moreover, if B is similar to B ′ we have
G(f = B) = G(f = B ′).
Now, we return to the problem of finding the number N(f = B) of solutions of
Eq. (9). From now on, we fix  = (2). There are six equivalence classes and they
are given as follows:
M1 ={O2},
M2 ={A ∈  | A /= O, tr(A) = 0},
M3 ={A ∈  | det(A) = 0, tr(A) ∈ (F×)2},
M4 ={A ∈  | det(A) = 0, tr(A) ∈ δ(F×)2},
M5 ={A ∈  | tr(A) /= 0, det(A) ∈ (F×)2},
M6 ={A ∈  | tr(A) /= 0, det(A) ∈ δ(F×)2},
where δ denotes a nonsquare element in F [4]. The following lemma is easily seen
from Theorem 6 in [4].
Lemma 10. For A ∈ , put T = tr(A) and D = det(A). Then we have
G2(A) =


q4 if A = O,
q3 if A /= O and T = 0,
q2(T )g2 if T /= 0 and D = 0,
q2(−D) if TD /= 0.
Hence we have, for a ∈ F×,
G2(aA) =
{−G2(A) if a ∈ δ(F×)2, T /= 0 and D = 0,
G2(A) otherwise.
Character sums
∑
A∈Mj eA(−B) in Theorem 4 (h′ = 6) are given as follows,
which were already used to obtain Proposition 7 in [4].
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Lemma 11. The character sums
∑
A∈Mj eA(−B) are given by the following.
(I) When B = O, we have
(1)
∑
A∈M1 eA(−B) = 1,
(2)
∑
A∈M2 eA(−B) = q3 − 1,
(3)
∑
A∈M3 eA(−B) = 12q(q2 − 1),
(4)
∑
A∈M4 eA(−B) = 12q(q2 − 1),
(5)
∑
A∈M5 eA(−B) = 12q(q − 1)(q2 − q − 1 − (−1)),
(6)
∑
A∈M6 eA(−B) = 12q(q − 1)(q2 − q − 1 + (−1)).
(II) When B = λI, λ ∈ F×, we have
(1)
∑
A∈M1 eA(−B) = 1,
(2)
∑
A∈M2 eA(−B) = q3 − 1,
(3)
∑
A∈M3 eA(−B) = 12q(q + 1)((−λ)g2 − 1),
(4)
∑
A∈M4 eA(−B) = − 12q(q + 1)((−λ)g2 + 1),
(5)
∑
A∈M5 eA(−B) = − 12q(q2 − q − 1 − (−1)),
(6)
∑
A∈M6 eA(−B) = − 12q(q2 − q − 1 + (−1)).
(III) When B is similar to
(
0 −1
D T
)
, put r(B) =∑ k2+T k+D=0
k∈F
(k), then we have
(1)
∑
A∈M1 eA(−B) = 1,
(2)
∑
A∈M2 eA(−B) = −1,
(3)
∑
A∈M3 eA(−B) = q2 {(1 − (D)2)q + g2r(B) − (T 2 − 4D) − 1},
(4)
∑
A∈M4 eA(−B) = q2 {(1 − (D)2)q − g2r(B) − (T 2 − 4D) − 1},
(5)
∑
A∈M5 eA(−B) = 12q{((−D) + (D)2 − (−1) + (−1)(T 2 − 4D)2
− 1)q + (T 2 − 4D) + (−1) + 1},
(6)
∑
A∈M6 eA(−B) = −12 q{((−D) − (D)2 − (−1) + (−1)(T 2 − 4D)2
+ 1)q − (T 2 − 4D) + (−1) − 1}.
Remark. To obtain Proposition 7 in [4], we assumed that B =
(
0 −1
D T
)
in case
(III) of the lemma. But the character sums∑A∈Mj eA(−B) (j = 1, . . . , 6) are invari-
ant under similarity and we have
∑
A∈Mj eA(−B) =
∑
A∈Mj eA(−P−1BP) for a
regular matrix P ∈ , since eachMj is a disjoint union of some i’s and∑
A∈Mj
eA(−P−1BP) =
∑
A∈Mj
e(−AP−1BP) =
∑
A∈Mj
e(−PAP−1B)
by definition of additive characters eA. We also have r(B) = r(P−1BP) since k in
(k) is an eigenvalue of −B which belongs to F .
By using Theorem 4, we can evaluate N(f = B) in the same way as N(g = B)
is done, where g = X21 + · · · + X2m. But an easier way is to compute
M. Kuroda / Linear Algebra and its Applications 384 (2004) 187–198 197
N(f = B) − N(g = B). Now, we can find the number N(f = B) of solutions of
Eq. (9). Note that G(f = B) = q4N(f = B). We compute G(f = B) − G(g =
B). Suppose that a1, . . . , al ∈ (F×)2 and al+1, . . . , am ∈ δ(F×)2 (0  l  m) in
Eq. (9). Then we have
G(f = B) − G(g = B)
= (q2g2)l(−q2g2)m−l
∑
A∈M3
eA(−B) + (−q2g2)l(q2g2)m−l
∑
A∈M4
eA(−B)
−

(q2g2)m ∑
A∈M3
eA(−B) + (−q2g2)m
∑
A∈M4
eA(−B)


= ((−1)m−l − 1)q2mgm2
∑
A∈M3
eA(−B)
+((−1)l − (−1)m)q2mgm2
∑
A∈M4
eA(−B).
Therefore, we have the following proposition.
Proposition 4. Notations as above. For m  1 and any B ∈ (2), we have a rela-
tion
q4(N(f = B) − N(g = B)) = ((−1)m−l − 1)q2mgm2
∑
A∈M3
eA(−B)
+ ((−1)l − (−1)m)q2mgm2
∑
A∈M4
eA(−B),
where
∑
A∈M3 eA(−B) and
∑
A∈M4 eA(−B) are the character sums in Lemma 11
and l is the number of square elements of coefficients ai’s in Eq. (9).
Correction. Eq. 7 in [5, Lemma 3] is incorrect (Table 1 is correct and it is the author’s
careless mistake). The correct formula should be ∑(−1,1) 1 = 14q(q − 1)3. (Condi-
tion (−1,−1) below the summation symbol∑ is incorrect and Eq. 6 in [5, Lemma
3] is correct.)
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