ABSTRACT Wearable devices, e.g., smart glass and watch, could achieve fine-grained human-centric sensing nowadays, but still lack sufficient capacities to execute sophisticated data processing algorithms. This paper presents Outlet to explore the feasibility to leverage the available computing resources from user's ambience, e.g., from nearby smart phones, tablets, computers, Wi-Fi APs, and so on, to form a mobile computing edge. We can then outsource wearable computing tasks to this ambient edge to locally digest the sensory data for prompt user feedback and reaction, as it is perfectly located in user's vicinity. The Outlet design avoids the traditional offloading to the remote clouds, whose performance may highly depend on the high-speed Internet connectivity and availability. To enable the Outlet design, we identify three major challenges: context dependence, scattered resources, and resource dynamics, and propose a series of key techniques to address each of them. To examine Outlet's performance, we conduct extensive trace-driven evaluations and the results indicate promising performance achieved by Outlet, e.g., mostly within 97.6% to 99.5% closeness of the optimal performance and always outperforming the baseline approach under various system settings.
I. INTRODUCTION
The past few years witnesses the great prevalence of wearable devices, e.g., smart glasses, smart watches, wrist bands, etc., for a variety of useful application designs. For instance, the camera on Google glass can capture user's first-person view. Further integrated with advanced sensing techniques, e.g., object and context recognitions [6] , cognitive assistance service can be provided for the patients of traumatic brain injury [13] or facial paralysis [35] . For the smart watches or bands, their motion sensors can be used for precisely tracking user's gestures. This enables the monitoring of daily activities, such as smoking [32] , [40] , falling down [18] , workout [3] , etc., and even user's fine-grained motions [12] and attentions [21] . In summary, benefiting from powerful sensors, wearable devices have been widely used for e-health [36] , augmented reality [23] , [38] , shopping [15] and many other daily aspects.
One core design requirement for above wearable applications is the ability to process a large volume of sensory data, e.g., videos, images, audios, motion data, etc., such that the desired ''information'' can be extracted timely to satisfy the application's need. For example, after the capture of objects by the camera of Google glass, a patient, assisted by the cognitive assistance service, should see the recognition result to guide her consequent actions in the millisecond level without an obvious perceptual lag [13] . However, the computational complexity of sophisticated data processing algorithms are usually high, e.g., object and context recognition, motion tracking, etc., while wearable devices have limited CPU resources and capacities merely. As a result, it is infeasible for wearables to afford such expensive computations locally.
In the literature, existing studies propose to outsource extensive computation tasks to the remote cloud [24] , [36] , but the system performance will highly depend on the highspeed Internet connectivity and availability. Once the Internet connectivity quality fluctuates, e.g., the measurement studies [10] already observe that this commonly occurs for remote clouds, the system performance will be remarkably impacted. In addition, the free Internet connection is not always available, which will incur limited service coverage of the system design. Although there are some pervasive Internet connectivity services, e.g., 4G or LTE, the resulting system execution costs will be too high for the practical usage with a large volume of sensing data to be outsourced and processed [17] .
To cope with such limitations, we present Outlet in this paper to outsource wearable computing to the ambient mobile edge, by excising the emerging cloudlet paradigm [29] , e.g., installing a lightweight cloud closer to the user. However, instead of deploying dedicated cloudlet servers surrounding users [13] , our design is inspired by the following observation. Nowadays, we can easily observe amply computing resources around us, e.g., smart phones, tablets, laptops, Wi-Fi APs, etc. In fact, they already form a side sensor network embedded in the environment with powerful computing and communication capabilities, and these available resources are perfectly located in user's vicinity. This thus motivate us to outsource wearable's computation tasks to them, and further leverage their usable computing resources to form a mobile computing edge to promptly digest the sensory data for prompt user feedback and reaction, and leave remote clouds as the last resort for backup merely. However, translating this idea to a practical system design entails the following challenges: 1) Context dependence. As the wearable computing mainly senses human-related activities, the task processing becomes deeply coupled with user's mobility during the outsourcing. When the user is stable, we can decrease the outsourcing frequency, which essentially extends the task completion deadline; Otherwise, tasks need to be outsourced urgently. Although this rationale is clear, how to capture the system's end performance w.r.t. user's mobility, so that a context-aware outsourcing can be achieved, is still unknown yet.
2) Scattered resources. Unlike a centralized cloud, devices in the ambient computing edge are severely scattered, their resources, e.g., CPU, memory and energy, are highly diversified, and these devices may also belong to different users. In such a distributed infrastructure, how to effectively motivate each device to contribute their resources to the computing edge is essential. In addition, how to further utilize the harvested usable resources to prompt the system overall performance is also another crucial issue.
3) Resource dynamics. Also due to the distributed nature, the mobile computing edge may experience resource dynamics, e.g., users, together with their associated devices, could join and leave the system dynamically, which will impact the resource provision and consumption. The direct consequence is that not all the users are ensured to achieve their desired system performance, e.g., resources become insufficient. We thus also need to handle such dynamics in the system design.
To address these challenges in Outlet, we first leverage motion sensors on wearables, e.g., accelerometers and gyroscopes, and also the visual hint from videos, e.g., inter-frame similarity, to classify user's motions into different mobility levels. This context information is further linked to system's end performance experienced by users through our proposed User Experience (UE) metric, which considers both the task completion quality (e.g., the object recognition accuracy), and the service continuity (e.g., the outsourcing frequency). To effectively motivate devices to contribute their resources to the computing edge, we leverage the aggregated resource contributions in the past from each user's devices to prioritize user's UE metric, e.g., more contributions lead to a higher priority. We then mathematically formulate the task outsourcing problem by maximizing users' overall UEs, and propose a practical solution to efficiently schedule the outsourced tasks to proper resource suppliers in the computing edge. Finally, we further extend our solution to turn the achievable performance by varying the outsourced data (e.g., video frames) fidelity to match the resource supplies from the computing edge. The resource dynamics hence can be effectively handled.
To examine the effectiveness of the Outlet design, we take the first-person video outsourcing from the cognitive assistance applications [13] as a main instrument to elaborate our design. In such applications, users wear the smart glass and the captured first-person video is processed by the ambient mobile edge in time for object or context recognitions. The recognized results could provide convenient augmented reality services for common users, or the daily activity guidance for patients with traumatic brain injury or facial paralysis. We conduct extensive trace-driven experiments. The results show that Outlet could achieve very close performance to the optimal solution, while it incurs lightweight computation overhead merely. In summary, the contributions of this paper can be summarized as follows.
• Explore the feasibility to leverage ambient but scattered mobile resources to form a mobile computing edge for the wearable computing task processing, with context dependence, scattered resources and resource dynamics three main challenges.
• Propose a series of key techniques to address these challenges by designing a user experience oriented model to measure the outsourcing quality with user mobility and outsourcing rate into consideration, formulating the outsourcing problem and proposing efficient solutions.
• Conduct extensive trace-driven experiments to evaluate the performance of Outlet. The result indicate promising performance achieved by Outlet, e.g., mostly within 97.6% to 99.5% of the optimal performance and always outperforming baseline approach under various settings. The rest of the paper is organized as follows. We present the UE metric design in Section II, formulate the outsourcing problem and propose our solution in Section III. Evaluation results are presented in Section IV. We review related work in Section V and conclude in Section VI.
II. CONTEXT-AWARE USER EXPERIENCE
In this section, we introduce the user experience metric (UE) to describe the system end performance with respect to the VOLUME 6, 2018 demand of ambient computing resources, based on which we elaborate the Outlet design in Section III.
A. UE OVERVIEW
We consider two crucial aspects in the UE metric definition: 1) the accuracy to complete the outsourced task, and 2) the outsourcing service continuity.
For each wearable computation task, e.g., object recognition [20] , activity detection [9] , etc., the accuracy for completing a task mainly depends on the fidelity of the sensing data to be outsourced, e.g., resolutions of videos, images and motion data. It can be quite reliable to recognize an object, such as a building, from a high-quality 1080p image. The drawback, of course, is the increased overhead and latency for both transmitting and processing the sensing data. As a result, we adopt A(f ) to represent such a relation, where A(·) and f denote accuracy and fidelity, respectively.
On the other hand, the sensing data fidelity f , together with the usable processing capability from the ambient computing edge, further determine the task outsourcing rate r, e.g., r pieces of sensing data (e.g., video frames or motion data segments) can be outsourced for processing within one time unit. A higher rate r indicates a shorter latency between two consecutively processed tasks, which naturally leads to a better outsourcing service continuity C(r). Moreover, user's experience on C(r) also depends on user's mobility level m. For example, if the user is static, even a longer latency to refresh the recognized objects is acceptable, because the scene captured by camera is stable as well. As a result, the service continuity on user's experience can be expressed as C(r, m).
In general, both higher accuracy A(f ) and larger continuity C(r, m) values lead to a better service quality experienced by user. We thus introduce the UE metric in Outlet as follows:
where w is a weighting factor 0 ≤ w ≤ 1. Eq. (1) states UE's general expression. In the next two subsections, we take the first-person video outsourcing from cognitive assistance applications as an concrete instrument to instrument the A(f ) and C(r, m) calculations.
B. ACCURACY A(f )
The first-person video frames in cognitive assistance are mainly used for object or context recognitions. The performance can be evaluated using four parameters in the literature:
• The recognized object truly belongs to or does not belong to a labeled class, which are denoted as truth positive (TP) or truth negative (TN ), respectively.
• False positive (FP): an object is recognized as one class when it is not, and false negative (FN ): an object should belong to one class but it is not recognized so. With above four parameters, a widely adopted accuracy criterion [2] from the information retrieval field is:
where f is the fidelity of the video frame. For object or context recognition algorithms, we can obtain the four parameters for each recognition target under different input fidelities (either from the algorithm's developer or from our own measure).
For the ease of constructing or updating such a parameter table, without manually labeling the ground truth, we treat the accuracy obtained from the highest input fidelity, e.g., 1080p, as the benchmark (Accuracy 0 ), and express the accuracy for each fidelity f , where f ∈ {360p, 480p, 720p, 1080p}, in a relative manner:
We note that A(f ) in Eq. (3) is for one single object. If there are multiple objects from a frame to be recognized, the accuracy can be calculated as the average A(f ) for each object. For instance, Table 1 illustrates the performance for 2 object classes (''body'' and ''building'') based on the data from [13] under different image fidelities. The benchmark result includes 2408 samples and 875 samples for body and building, respectively. In Table 1 , each tuple (x, y) indicates the number of objects recognized for different fidelities and parameters, e.g., for the row of 720p, the tuple of (2352, 870) means 2352 and 870 samples are recognized correctly (TP) for body and building respectively, while the tuple of (19, 137) means there are 19 and 137 false positive results for these two objects respectively. From the table, we can see that the accuracy A(f ) indeed decreases with the degradation of the video fidelity f .
C. CONTINUITY C (r , m)
Given any mobility level m, user's experienced service continuity C(r, m) is positively related to the task outsourcing rate r. In particular, when r is sufficiently large, e.g., a high frame per second (FPS) rate, users will enjoy very smooth cognition assistant services, e.g., a continuous display of the recognized objects, while the service continuity degrades dramatically when r tends to be small. This demonstrates an exponential varying trend approximately, so that we propose to adopt an exponential function to describe such a relation, e.g., C(r, m) ∼ exp(r, m), where α ≤ r ≤ β. For instance, α could equal to 1 and β could be camera's frame generation rate, e.g., 30 FPS. Fig. 1(a) depicts such an example. We note that the detailed expression for C(r, m) can be flexibly changed for various types of sensory data, and the exponential function adopted in current Outlet is only a concrete instance to instrument the design.
As stated in Section II-A, user's mobility level m could also impact the service continuity C(r, m). For instance, to achieve the same service quality, more frequent outsourcing needs to be performed when user's mobility is high, since the scene captured by camera changes more rapidly. To investigate this point, we conduct preliminary experiments, which include user's major mobility patterns in cognition assistant applications, e.g., static, walking, running and head rotation.
In this experiment, the camera captures user's first-person view and the motion sensors sense user's head and body motions at the same time. Then, we utilize the inter frame difference (IFD) of the recorded video to quantify the service continuity, e.g., the smaller the difference, the better continuity. The IFD is computed as IFD = 1 − IFS, where IFS is the correlation coefficient of every two consecutive frames [1] . If the two frames are exactly the same, IFD equals to 0. In Fig. 2 , we illustrate detailed sensor readings from one trial of experiments. We observe similar sensor data patterns cross different trials and Fig. 3 further provides the statistic result.
In Fig. 2 , the user stands for 7.5s, walks for 7s, then runs for about 5s. During the standing and walking, the user rotates the head twice. Fig 2(a) shows that the accelerometers can clearly indicate user's body level motions, e.g., stand, walk and run, which is consistent with existing step counter designs [19] , [39] . Fig 2(b) further reveals that gyroscopes are more reliable to indicate fine-grained head rotations. In Fig 2(c) , we plot the IFD values of recorded videos. From the figure, we can see when the user is static, without body and head movements, IFD is quite small. When the user starts to walking, the IFD value only slightly increases. However, as long as user's head rotates or running, IFD increases dramatically. We observe similar patterns from all other experiment trials as well.
The observation from Fig. 2 inspires us that we can classify user's mobility level m into three categories: low, medium and high, using wearable's motion sensors, and mainly distinguish m among these three scenarios (it is unnecessary and also infeasible to enumerate all possible mobility levels FIGURE 2. Accelerometer, gyroscope readings and inter frame difference (IFD) to investigate user's mobilities, which can be classified into three major categories. 1), r is normalized by its upper bound β. Therefore, we have: Fig. 1(b) illustrates an example of Eq. (4). In practice, we need to determine user's instant mobility level m for selecting k m in Eq. (4) prior to the task outsourcing (Section III). Hence, we propose following three steps to determine mobile level m.
• Step 1: If gyroscope indicates a clear head rotation, e.g., gyroscope's changes more than 25 degree [34] , or accelerometer manifests the user is running, e.g., the interval between two steps is less than 0.5s [5] , VOLUME 6, 2018 mobility level m is classified as high. Otherwise go to Step 2.
• Step 2: If the accelerometer indicates the user is walking, e.g., the interval between two steps is within 0.5s and 1s [5] , m is classified as medium. Otherwise, m is low. We note that when m is determined as low, e.g., the user is relatively static, while the objects themselves could move as well. Hence, if m is determined as low according to the motion sensors, we further set a counter to periodically (e.g., 1min) double check the mobility level classification according to the IFD values (this needs to be conducted periodically as it is computational expensive). When the counter gets expired, according to Fig. 3 , we can adopt the calculated IFD values to verify the selected mobility level m needs to change or not.
D. PUTTING THEM ALL TOGETHER
According to the definitions of A(f ) and C(r, m), the user experience metric UE can be expressed as follows:
since all parameters in the equation like w, A(·) and exp(·) are between 0 to 1, the value of UE is also in the range from 0 to 1.
III. UE-ORIENTED OUTSOURCING DESIGN
After introducing the user experience metric (UE), we now elaborate the outsourcing design in Outlet for wearable sensing data, e.g., first-person video, in this section.
A. PROBLEM FORMULATION
There are two kinds of devices in Outlet: 1) resource consumers, like user's wearable devices that have outsourcing tasks (wearable sensing data to be outsourced for processing), and 2) resource providers, like the ambient devices that have available computing resources and are willing to contribute, e.g., routers, nearby computers, users' mobile devices, etc. Table 2 lists all the notations utilized in our outsourcing design. In particular, we denote the amounts of consumers and providers as n a and n b , respectively (in Section III-C, we will further handle the case that these numbers could vary). Each consumer c i (1 ≤ i ≤ n a ) may generate the first-person video with default fidelity f i , where f i ∈ {360p, 480p, 720p, 1080p}. This default video fidelity depends on the camera. In addition, c i 's mobility level is m i and the processing of each video frame of fidelity f i will consume x f i units of resources (this resource representation is detailed in Section III-A.2 shortly). On the other hand, each resource provider p j (1 ≤ j ≤ n b ) has y j units of resources that p j is willing to share, r ij indicates the number of frames outsourced from consumer c i to provider p j , and r i is the total frames outsourced from consumer c i to all providers. Finally, UE i is the UE metric of consumer c i , and the target of the outsourcing design in Outlet strives to maximize the overall user experience achieved in the system:
where r ij s are decision variables, φ i s are incentive factors that motivate devices to contribute their resources (detailed in the following), Eq. (7) ensures the minimum outsourcing rate for each consumer (In Section III-C, we will further cope with the case when this constraint cannot be satisfied), and Eq. (8) states that the resource consumption on each provider will not exceed its available resource. In the following, we first discuss the incentive factor φ i and the resource representation for x f i before we introduce our proposed solution in Outlet to solve the formulation above.
1) INCENTIVE FACTOR φ i
As the computing resources in the ambient mobile computing edge are highly scattered and distributed, we need to effectively motivate devices for contributing their available resources, so that higher user experiences can be achieved in Eq. (6). On the other hand, if a user's devices contribute more resources to the computing edge in the past, when this user later needs the outsourcing service, a higher priority to consume more resources should be granted in case that the underlying resources are limited.
In light of these, in Eq. (6), we introduce an incentive factor φ i to differentiate the UE i metric of each consumer c i , e.g., more resource contributions lead to higher weight (e.g., priority to consume resources). More precisely, for each user u, some of its devices (e.g., wearables) may act as consumers, while other devices (e.g., mobiles) may play as suppliers. Outlet records each user's prior resource contributions (e.g., processing outsourced tasks from other users) and consumptions, denoted as Pro u and Con u , respectively. We can then define the resource provision consumption ratio PCR u as:
where δ is a small positive number to avoid the denominator to be zero. Based on the resource contribution consumption ratio, the design of the incentive factor φ i in Outlet is defined by the following principles. All the resource consuming devices belonging to the same user will share the same incentive factor value. To avoid the starving of lesscontributed users, the increasing rate of consuming device's φ i will slow down as PCR u (of its user u) becomes relatively large. In addition, to motivate less-contributed users to share their available computing resources, they can observe a remarkable improvement when they contribute. According to our investigation, we find that the logarithmic function exhibits such a trend. Our current design thus applies the logarithmic function, e.g., log(·), for PCR u to obtain the incentive factor φ i for each of its consuming devices c i , such that when Pro u ≥ Con u , φ i ≥ 1; Otherwise, we have 0 < φ i < 1.
2) RESOURCE REPRESENTATION
To further unify the unit of resource demand and consumption for different video fidelities and device's processing abilities, we adopt the lowest 360p fidelity and 1Ghz as the basis in the resource representation.
To this end, we conduct extensive experiments to understand the the relationship of the processing latencies in terms of the video fidelities and the CPU abilities. Fig. 4 illustrates that the video processing latency increases as the video fidelity is improved under the same CPU setting, while the absolute values increased could vary cross different CPU frequencies, e.g., 109ms to 33ms from 480p to 720p. According to our experiments, we denote t f i ,g as the processing time for one frame of fidelity f i with the CPU frequency g (GHz). The resource demand parameter x f i from Eq. (8) in Outlet is thus expressed as x f i = t f i ,1GHz /t 360p,1GHz . Similarly,
Algorithm 1 DP Based Solution to Solve the First Subproblem
the resource supplier parameter y j can be determined by y j = t 360p,xGHz /t 360p,1GHz , where x equals to the original CPU frequency multiplies the percentage of the CPU utilization that a device is willing to share. In Outlet, we use Fig. 4 to fit the latency curve for each fidelity setting and further convert the resulting latency values into a lookup table, so that they can be efficiently retrieved for outsourcing scheduling.
B. SOLUTION TO THE OUTSOURCING FORMULATION
Directly solving the formulation from Eqs. (6) to (8) can be computationally expensive. It has the same formulation format as the multiply constrained knapsack problem, which is known to be NP-complete [33] . Our experiments in §IV also shows that directly solving our outsourcing formulation can take 8.3 hours to derive the solution for a very small system scale with 7 devices (4 consumers and 3 providers) merely. To develop a practical solution in Outlet, we propose to decompose the original problem into two subproblems with efficient solutions. In the following, we first introduce the solution to each decomposed problem and then analyze the time complicity of our overall solution.
1) DETERMINE RESOURCE DEMAND
Each frame in Outlet needs to be outsourced to one device for processing. In other words, even if multiple devices in total have sufficient resources to process a high fidelity video frame, e.g., 1080p, this fidelity may not be supported in practice, as none of individual devices can support it. Therefore, in the first decomposed subproblem, we relax this constraint by treating all resources are from a centralized resource pool, and strive to determine the resources that each consumer can be outsourced given the aggregated computing resources from the ambient computing edge.
In Table 2 , y i indicates the resource units provided by each provider p j , where j = 1, 2, . . . , n b . We can compute the overall resources from the computing edge R as R = n b j=1 y j . Our study finds that the first subproblem can be rephrased as the Bounded Knapsack Problem (BKP) [33] as follows:
• R represents the the total volume of a knapsack, • n a (e.g., total amount of consumers) represents the number of items to be picked into the knapsack,
• r i (e.g., frames to be outsourced) represents the number of times that item i is selected,
• x f i (e.g., resource needed to process one frame of fidelity f i ) represents the volume of item i. The bounded knapsack problem has polynomial-time solution and the key step to derive the solution is to obtain the transfer equation so that dynamic programming can be applied. However, we find that there are two differences between our problem and the original BKP problem: 1) there is a limitation about the number of times that each item can be selected, e.g., α and β, and 2) the increase of the total value of one item is not linear with the number of its input times. By considering these two aspects of differences, the transfer equation of our first decomposed subproblem can be expressed as follows: 
2) ASSIGN OUTSOURCED FRAMES TO PROVIDERS
After the execution of Algorithm 1, the total resource demands r i from each consumer c i can be determined. We can now further decide how to allocate these resource demands to different resource providers, e.g., r ij , which is the decision variables of the original formulation from Eqs. (6) to (8) . Due to the constraint relaxing in the previous step, the allocation of r ij cannot be guaranteed with a feasible solution. In this subsection, we first deal with the case that feasible solutions exist and postpone the infeasible case in the next subsection. Supposing each consumer c i need q i units of resources in total to process r i frames. Then, q i equals to q i = r i · x f i . We introduce a linear scan algorithm (LSA) to determine each r ij . Its principle can be illustrated in Fig. 5 . The x-axis indicates the amount of resources. Each line segment with notation y j represents the resources provided by p j , e.g., y 1 can provide 4 resource units. We introduce a small offset along the y-axis to distinguish different resource providers. Similarly, each line segment with notation q i represents the resource demanded by consumer c i , e.g., c 1 needs 3 units of resources, and all the consumers are organized in a decreasing order according to their incentive factors φ i . The key idea of LSA is to scan these two curves (broken lines) from left to right to determine how much resources a provider can offer for the consumer.
By scanning the two broken line curves along the x-axis from left to right, we can draw a vertical dash line from each turning point of one broken line to another. The length between the two dash lines, l ij , represents how much resource p j can provide to c i , e.g., l 32 means provider p 2 can offer 2 resource units for consumer c 3 . Then r ij can be determined as:
The summation of each allocated r ij may less than the r i value determined by Algorithm 1. Due to the residual resources are not sufficient to support the processing of one frame, e.g., if l 21 is small, r ij could be 0 and in this case the demanded l 21 resources by consumer c 1 are not satisfied yet. To alleviate this issue, after the scanning these two curves for the first round, we check the remaining resources and try to allocate more. This additional allocation is a complementary process of the original LSA, which is detailed in Algorithm 3.
3) OUTSOURCING PROTOCOL
For the first decomposed subproblem, the time complexity of Algorithm 1 is O(n b · R · β). For the second subproblem, Algorithm 2 only needs to scan all the turning points once and the time complexity of this part is thus linear, i.e., O(n a + n b ). In addition, Algorithm 3 costs O(n a · n b ) time to complete. The total time complexity of Algorithm 2 is thus O(n a · n b ). Since both algorithms are polynomial, the overall solution is polynomial as well. In the Outlet system, we let the provider with the highest energy level act as the coordinator to complete the outsourcing allocation and further disseminate the allocation results. After solving the formulation from Eqs. (6) to (8), the coordinator is aware when the current batch of the outsourced tasks will be completed within the computing edge. Therefore, prior to the deadline, the updated information required by our proposed algorithms will be reported and the coordinator can derive and disseminate the new outsourcing decisions in a rolling basis.
C. HANDLING RESOURCE DYNAMICS AND INFEASIBLE ALLOCATIONS
However, due to the distributed nature, the users, together with their devices, may joint and leave the system dynamically, which could incur resource dynamics (and also the imbalance) to the resource provision and consumption within the mobile computing edge. A direct consequence is that the outsourcing formulation from Eqs. (6) to (8) for each round of allocation may not have a feasible solution, e.g., the available resources from the computing edge cannot support the resource demands from each consumer with video fidelity f i . It is also possible that the feasible solution does not exist even given the original resource provision and consumption without dynamics.
The key idea of our countermeasure to resource dynamics is to gradually degrade the fidelity requirements from consumers, so that the resource requirements can be adapted to match the available resource supplies. From Section II-C, we know that the task outsourcing rate r should be within a range between α and β to ensure service quality. In other words, the lower and upper bounds of the task outsourcing rate imply the minimum and maximum resources required for any fidelity f i : In the first two cases, e.g., R ≥ R(f i ) max and R(f i ) min ≤ R ≤ R(f i ) max , the feasible solution exists and we can use Algorithms 1 (DP) and 2 (LSA) to derive the solution directly.
Algorithm 4 Solution With Dynamics Handling
In the third case, e.g., R ≤ R(f i ) min , even the minimum outsourcing rate cannot be guaranteed. In this case, we need to degrade the fidelities of the consumers to reduce their resource consumptions. To this end, each consumer will first degrade their fidelities by one level, e.g., 1080p to 720p. By doing so, the values of R(f i ) min and R(f i ) max will be changed as well and we can determine their relationship with respect to R again. After such a fidelity degrading, if it turns to the first two feasible cases, we can apply Algorithms 1 and 2 to derive the solution; Otherwise, we will continue to degrade the fidelity requirement and then decide again. If all fidelities are reduced to 360p and there is still no feasible solution, we will remove consumers from the outsourcing allocation for the current round according to their incentive factors φ i s, e.g., the consumers, whose users contribute less to the computing edge before, are more likely to be postponed to the next round.
IV. PERFORMANCE EVALUATION
We implement all the components of Outlet introduced so far and conduct extensive trace-driven evaluations to understand the performance of our design.
A. EXPERIMENT SETUP 1) APPROACHES FOR COMPARISON
In this section, we compare Outlet with the following approaches: VOLUME 6, 2018 1) OPT. For small system scales, we can directly search for the optimal system performance, which is the performance upper bound of any practical method.
2) DP. The DP algorithm (which is Algorithm 1) that relaxes the constraint that one frame needs to processed by one device. The overall U value in Eq. (6) calculated from the DP algorithm only may not be achievable in practice, which essentially serves as an upper bound of OPT, e.g.,
where U (OPT ) ≤ U (DP) is because the feasible solution region is enlarged in DP due to the constraint relaxation. This inequality could let us understand the performance of Outlet for large system scales, e.g., as Fig. 10 shows it is very difficult to obtain OPT in large system scales.
3) Greedy. To our best knowledge, there is no similar design as Outlet. Therefore, as a baseline approach in practice, we further implement a Greedy method that allocates resources to each consumer according to their priorities (incentive factors).
2) EVALUATION SETUP
For the front-end wearable sensing part, we consider all video fidelities from 360p to 1080p. The users' mobility levels are derived from wearable motion sensors, which are further organized as a library to be used in the trace-driven evaluation of the outsourcing performance. For the outsourcing part, the video analysis and the scheduling are implemented by Matlab and C++, respectively, on a PC with 4 cores i7-6700 3.4GHZ CPU and 16 GB memory. We first setup a small scale system, in which the consumers and suppliers are less than 4 and 3, respectively. With this setting, we can directly examine the performance gap between Outlet and OPT. In the evaluation, we also examine Outlet in a relatively large system scale, where the consumers and suppliers are up to 100 and 50, respectively. As aforementioned, it is time consuming to obtain OPT in this case. We thus adopt DP as a looser performance upper bound for the evaluation. In addition to the performance comparison among different approaches, we also vary different system parameters and consider system dynamics to achieve comprehensive performance evaluations. Finally, we also measure the running time of out design under different settings.
3) PERFORMANCE METRIC
We mainly utilize the U value (e.g., the weighted average user experiences by the incentive factor) from the objective of the outsourcing formulation in Eq. (6) and also the UE metric achieved by individual consumers as the main performance metrics in the evaluation. In general, when the resource ratio is increased, the U metric also improves as the resource demands can be better satisfied. For the small system scale setting, Fig. 6(a) shows that OPT improves from 1.8 to 2.4 when resource ratio varies from 0.2 to 1, and Outlet follows OPT closely, e.g., more than 97.6% closeness of OPT when the resource ratio is greater than 0.4. In contrast, Greedy suffers large performance losses. Fig. 6 (a) also indicates DP could serve as tight upper bound of OPT. Fig. 6 (b) further depicts the performance in large system scales. From the result, we observe that Outlet also closely follow DP within 97% to 99% closeness (OPT is between these two curves), which implies Outlet also achieves excellent performance in this trial of experiments. Similar as Fig. 6(a) , the Greedy approach fails to achieve good outsourcing scheduling, where the performance gap can be much larger than Outlet.
4) OVERALL PERFORMANCE

B. EVALUATION RESULTS
1) IMPACT OF USER MOBILITY
To clearly demonstrate the impact of user's mobility on the system performance, in Fig. 7(a) , we explicit configure all users' mobility levels to be the same and conduct this evaluation three times for three different mobility levels, e.g., low, middle and high, respectively. In general, the average user experience achieved by each user degrades as the mobility level increases. Throughout the evaluation, we find Outlet can alway closely follows DP, where the closeness is within 96% under different settings. 
2) IMPACT OF DEVICE NUMBERS
In Fig. 7(b) , we change the number of consumers from 40 to 100 and fix the number of total devices in the the system as 150. With more consumers in the system, the resource ratio essentially decreases. As a result, the overall performance of all approaches will deteriorate. In particular, the average UE drops from 0.92 to 0.78 in Outlet, while it is still close to DP all the time. On the contrary, Greedy could suffer remarkable performance loss, where the UE deduction varies from 0.76 to 0.19 when the consumer numbers are changed from 40 to 100, respectively.
3) IMPACT OF INCENTIVE FACTORS
To understand the efficacy of our incentive design, we explicitly vary the incentive factors of each consumer and examine the change of the UE metric achieved by each consumer.
For the small scale system with four consumers, we increase the first two consumers' incentive factors and decrease the last two consumers' factors. Fig. 8(a) shows that the UE metric for the first two consumers increase as well, which is aligned with the OPT's performance. Fig. 8(b) further unveils that the last consumer is not impacted, but the UE of the third consumer is decreased by 0.16 in the evaluation.
For the large scale system of 50 consumers, we randomly select 5 of them to increase their incentive factors and also another 5 consumers to decrease their factors. Fig. 8(c) and (d) together indicate that our incentive design is effective to distinguish different consumers with different incentive factors and the varying trend is aligned with the DP's performance.
4) IMPACT OF RESOURCE DYNAMICS
In this trial of evaluation, consumers and providers join and leave the system randomly and we examine the performance of 5 consecutive outsourcing rounds. In this evaluation, the total number of consumers and providers are within 100 and 150, and the resource ratios cross these 5 rounds first increase and then gradually decrease. Fig. 9 plots the resulting performance of DP and Outlet. From the result, we can observe that the varying trend of the obtained performance follows the trend of the resource ratios and the performance gap between Outlet and DP is less than 0.05.
5) RUNNING TIME
We finally examine the running time of the Outlet design. Fig. 10(a) illustrates that even for the small scale system of 4 consumers and 3 providers only, OPT takes nearly 500 seconds to derive the result when the resource ratio is 1.0 on a desktop with the i7-6700 3.4GHZ CPU. On the contrary, Outlet can obtain the result within several milliseconds for all settings. In Fig. 10(b) and (c), we further evaluate the running time of Outlet in large scale systems by varying the number of consumers and providers. As the outsourcing schedule of Outlet consists of two key algorithms: DP and LSA, we plot the detailed running time of each component. From the result, we find that LSA is very fast and the running time of DP could slightly increase. However, overall, the running time of DP is still quite lightweight, which is in the order of milliseconds to complete the outsourcing allocation.
V. RELATED WORK
We review existing works that are related to the design of Outlet in this section.
A. MOBILE COMPUTING EDGE
Outsource extensive computations to the cloud is a typical way to overcome resource limitations of mobile or wearable devices [11] , while it may suffer unsatisfied latency performance for many delay sensitive designs [27] . To tackle this issue, Satyanarayanan et al. [29] propose to add a layer between mobile devices and remote clouds, e.g.,cloudlet, similar to Cisco's fog computing architecture [4] , which could largely decouple the bonding of the computation outsourcing to the high speed Internet connection and availability. The authors [31] provide a vision and analyze challenges of edge computing.
Following this trend, existing works [13] have shown the efficacy to put the clouds closer over the remote ones using dedicated cloudlet servers. Other recent works have studied the aspects of task migration, architecture refactoring, energy efficiency, mobility management and so on. In particular, ESTRA [41] is proposed for mobile content delivery with edge caching. Harras [16] studies the computation and energy gains by offloading to cloudlet. The studies in [26] , [28] investigate the energy balancing and the energy efficiency, respectively. Habak et al. [14] studies the cloudlet architecture refactoring. The study in [22] examines the relation among the system size, device lifetime and reachable time, and Serendipity [30] enables the offloading through intermittently connections. The service hand-off cross different edge servers are recently studied in [25] .
The design of Outlet also executes the cloudlet principle, while we propose to coordinate scattered computing resources from the ambience to form the computing edge. Given these existing achievements, e.g., energy and mobility managements, it is still unclear how the user's achievable experience from the system can be jointly considered into the outsourcing process and incentive designs, so that the sensing can comply with the underlying resources and approach to the highest performance that can be achieved.
B. MOBILE EDGE SUPPORTED APPLICATIONS
Mobile computing edge could support a variety of applications, among which the video-based applications is of essential importance on mobile (e.g., smart phones) or wearable (e.g., smart glasses) platforms, such as [7] , [8] , [13] , and [37] . These applications in general can be divided into three categories: cognitive assistance, crowdsourcing and surgery applications, and many of these prior designs need to outsource computations to cloudlets or remote clouds. In particular, GlassGesure [37] utilizes gesture-based interface design to improve Google Glass. QuiltView [7] is a cloudbased architecture video response system. Ha et al. [13] develops a cognitive assistance system using wearables and cloudlet.
Prior works leverage the edge computing to benefit their application designs, while they mainly use dedicated edge computing services, e.g., cloudlets, which thus do not address context dependence, scattered resources and resource dynamics three challenges in Outlet. In addition, the mobile computing edge investigated in this paper can also benefit above application designs when the dedicated cloudlet servers or the high speed Internet connections are not available.
VI. CONCLUSION
In this paper, we propose Outlet, a system that outsources wearable computing tasks to the ambient mobile computing edge. The design of Outlet explores the feasibility to leverage user's ambient computing resources to form a computing edge without dedicated cloudlet servers. This could largely alleviate the dependence on the high-speed Internet connectivity and availability in traditional task outsourcing or offloading approaches. To enable the design of Outlet, we identify three major challenges: context dependence, scattered resources and resource dynamics. We propose a set of key techniques to address each of them. Extensive evaluations show promising performance achieved by Outlet under various settings.
