The aim of this paper is to provide models for spatial extremes in the case of stationarity. The spatial dependence at extreme levels of a stationary process is modeled using an extension of the theory of max-stable processes of de Haan and Pickands [Probab. Theory Related Fields 72 (1986) 477-492]. We propose three one-dimensional and three two-dimensional models. These models depend on just one parameter or a few parameters that measure the strength of tail dependence as a function of the distance between locations. We also propose two estimators for this parameter and prove consistency under domain of attraction conditions and asymptotic normality under appropriate extra conditions.
1. Introduction. The paper develops a framework as well as concrete models for statistics of spatial extremes which are sufficiently simple to be used in applications. Only the case of stationary processes is considered and the dependence structure will be represented by one parameter or a few parameters. Instead of developing more complicated models we aim at developing several simple models with somewhat different features.
For simplicity of exposition and in order to stay close to the existing literature we shall start discussing processes which are defined on R rather than R 2 . After that we discuss stationary processes in R 2 .
The setting is as follows. Consider independent replications of a stochastic process with continuous sample paths {X n (t)} t∈R , n = 1, 2, . . . . Suppose that the process is in the domain of attraction of a maxstable process, that is, there are sequences of continuous functions a n > 0 and b n such that as n → ∞ max 1≤i≤n X i (t) − b n (t) a n (t) in C-space. Necessary and sufficient conditions have been given by de Haan and Lin [4] . The limit process {Z(t)} is a max-stable process. Without loss of generality we can assume that the marginal distributions ofZ can be written as exp{−(1 + γ(t)x) −1/γ(t) } for all x with 1 + γ(t)x > 0 where the function γ is continuous. For the time being we shall discuss the standardized process, called simple max-stable,
{Z(t)} t∈R := {(1 + γ(t)Z(t))
1/γ(t) + } t∈R , whose marginal distribution functions are all Fréchet: exp(−1/x), x > 0. {Z(t)} is a simple max-stable process. We assume that {Z(t)} is a stationary process. The theory of de Haan and Pickands [5] applies. According to Theorem 6.1 of that paper the process is determined by a nonnegative L 1 function and a group of linear L 1+ isometries. However, since we aim at manageable models, we shall restrict ourselves to the subclass of stationary max-stable processes which is discussed on pages 490-491 of [5] , the one of moving maximum processes. The process is defined as follows.
Let φ be a unimodal continuous probability density on the real line and let {X j , Y j } j≥1 be the points of a homogeneous Poisson process on R × R + . The process is defined as a functional of the Poisson process as follows:
It is easy to check directly that this process is stationary and simple maxstable. The almost sure continuity of the process follows from [1] . We think of t as a space parameter, not a time parameter. Note that for t 1 , t 2 , . . . , t d ∈ R and x 1 , x 2 , . . . , x d > 0 (cf. [5] ),
However, this is not yet sufficiently simple for applications. We shall consider three specific examples depending on just one parameter. For φ we choose the normal density 
, with ν a positive integer, (1.4) where β is a positive constant. The constant β measures the strength of tail dependence. We shall see that in all cases small values of β point at strong dependence and large values of β point at weak dependence. However, the dependence does not decrease at the same rate in all cases.
As it should be for spatial models, the tail dependence between Z(0) and Z(t) decreases monotonically and continuously with |t|. In particular, when |t| → ∞, the random variables Z(0) and Z(t) become independent.
The same happens for fixed t when varying β: as β ↓ 0 the process becomes a.s. constant and as β → ∞ Z(0) and Z(t) become independent (cf. propositions below). The dependence decreases monotonically as β increases.
Next we extend the definition to processes on R 2 , that is, to random fields. It is readily seen that the theory of de Haan and Pickands [5] remains valid if the underlying Poisson process is based on R 2 × R + rather than R × R + . So we consider a unimodal (i.e., nonincreasing in each direction starting from the mode) continuous probability density φ on R 2 . Let {X j , W j , Y j } j≥1 be the points of a homogeneous Poisson point process on R 2 × R + . The process defined by
is easily seen to be stationary and simple max-stable. The a.s. continuity of the process follows from an extension of the arguments in [1] . The specific models we consider are analogous to the ones in the onedimensional situation:
(we call this the normal model),
(we call this the exponential model) and
(we call this the t-model), for β > 0. Finally we consider the general normal model
where ρ is the correlation coefficient (−1 < ρ < 1), for β 1 , β 2 > 0.
The paper is organized as follows. The two-dimensional distributions of the process are derived for the mentioned models in Section 2. Those are sufficient for the estimation theory developed in Section 3. The two-dimensional marginal distribution for the normal model was derived earlier by Smith in an unpublished paper [14] . Higher-dimensional marginal distributions do not seem easy to calculate explicitly.
In Section 3 we are mainly concerned with estimating the dependence parameter β on the basis of observations at finitely many locations from a stationary stochastic process in the domain of attraction of the max-stable process. In all the models there is a simple relation between β and a wellknown dependence coefficient for two-dimensional extremes,
where (X 1 , X 2 ) has a distribution function F which is in the domain of attraction of some extreme-value distribution (F 1 and F 2 are the marginal distribution functions).
The coefficient λ ∈ [0, 1] is related to the general framework of multidimensional extremes in the following way. If
where the two marginals of G are of the form exp{−(1 + γ i x)
and
Then λ ≡ R(1, 1).
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D. Mason and X. Huang (see [9] ) proved consistency and asymptotic normality for a natural estimatorR(x, y) of R(x, y). We use this for estimating λ = R(1, 1). This result leads to a consistent asymptotically normal estimator of β based on observations taken at just two sites, t i and t j . In general observations are available at sites t 1 , t 2 , . . . , t d (i.e., finitely many). One of our estimators of β is the average of β-estimators based on the various pairs of sites. Consistency and asymptotic normality follow.
The theory we develop can be used to solve some common problems in spatial extremes. One is an extrapolation problem: it consists of estimating the extremal behavior of a process X(t) at a site t 0 where no observations are available based on repeated observations of the process at d different space points t 1 , t 2 , . . . , t d . Another problem refers to the extreme values of the (unobserved) aggregate process S X(t) dt over a space region S assuming that the process has been discretely observed at a number of space points in S. Similarly one can look at the tail behavior of sup t∈S X(t).
In order to attack those problems, the estimation of β has to be complemented by estimation of local parameters: the extreme-value index, the scale and the location. The latter objects are not needed for the estimation of β but only for the application.
The proposed models are quite simple examples of the representation in [5] , which is valid for all stationary max-stable processes. It seems that the full model is not easily applicable: how does one estimate the initial nonnegative L 1 function and a general group of transformations? Moreover the representation is not unique. Instead we have tried to look at simpler models which can be analyzed mathematically. We hope that providing several simple models with quite different features will widen the scope for applications. Later we want to consider somewhat more general parametric groups of transformations.
The validity of the model in applications can be checked with the following steps: estimate β as outlined in Section 3, estimate R(1, 1) for each pair of sites using the relation in Corollary 3.2 and check if this estimate of R(1, 1) is similar to the direct estimate using Proposition 3.2. We have not done this yet.
2. Marginal distributions for the two models, and in R and R 2 . We find the two-dimensional marginal distributions for all the models introduced in Section 1. Note that in this section, different from other sections, for simplicity and without loss of generality we consider the standardized process Z, notZ. First we consider the processes on the line, next the ones on R 2 .
Proposition 2.1. For t ∈ R and the exponential model, for w 1 , w 2 > 0,
arctan(e −β|t| )
where the spectral density s is given by
and where the dependence function χ is given by
Remark 2.1. Formula (2.1) follows directly from [5] and (2.3) reveals the spectral measure, which has a density on the interval (arctan(e −β|t| ), arctan(e β|t| )) and atoms of size 1 + e −2β|t| /2 at each of the two boundary points of that interval. The last characterization (2.4) is in the spirit of Sibuya [13] and Pickands [11] .
Proof of Proposition 2.1. The integrand of (2.1) is
, that is, if
Since the joint distributions of (Z(0), Z(t)) and (Z(0), Z(−t)) are the same we proceed as if t is positive. The left-hand side is t for s < 0, t − 2s for 0 < s < t and −t for s > t. Hence if
) > t, then inequality (2.5) holds for all s and we get the first line of (2.2). Similarly, if 1 β log (
we get the last line of (2.2). Next suppose −t < 1 β log (
Hence the integrand over this interval becomes
e −β|s−t|
This in combination with the integral stemming from the case
gives the second line of (2.2). To check the equivalence of (2.2) and (2.3) for e −β|t| < w 1 w 2 < e β|t| it suffices to see that the density of (2.2), after transformation to the polar coordinates r = w 2 1 + w 2 2 and θ = arctan
, is r −3 s(θ) (cf. the construction of the spectral measure in [6] ). For (w 1 , w 2 ) outside this range just evaluate the integral in (2.3).
Remark 2.2. The parameter β controls the dependence: if β → ∞, the spectral density s(θ) goes to zero and the spectral measure is concentrated at the points {0, π 2 }. This means that X(0) and X(t) are independent. If β ↓ 0, the spectral measure concentrates on { π 4 }. This means that X(0) = X(t) a.s. Proposition 2.2. For t ∈ R and the normal model, for w 1 , w 2 > 0,
with ϕ(u) = Φ ′ (u);
where the dependence function χ is given by
Remark 2.3. Again the parameter β controls the dependence: if β → ∞, the variables Z(0) and Z(t) become independent; if β ↓ 0, we get Z(0) = Z(t) a.s.
Remark 2.4. This distribution function has been obtained in a number of ways in the literature. Eddy [7] found it when studying convex hulls of samples. Hüsler and Reiss [10] obtained the distribution as the limit distribution of the componentwise maxima in a triangular array where the distribution of the nth array is the two-dimensional normal distribution with correlation coefficient ρ(n) such that lim n→∞ (1 − ρ(n)) log n exists. A related reference is [2] . In [14] Smith developed the distribution in the same way as it is done here. The distribution is mentioned in [3] and [12] . Falk, Hüsler and Reiss [8] obtained the distribution as the pointwise maximum of independent Brownian motions shifted by an amount corresponding to points of a Poisson point process. Another way of obtaining the distribution is
where N is a standard normal random variable.
Proof of Proposition 2.2. Clearly the distribution depends only on |t|. So we consider t > 0 only: , hence
Hence the first part of the result. In order to obtain the second result note that
w 1 =r cos θ,w 2 =r sin θ (cf. the construction of the spectral measure in [6] ).
Proposition 2.3. For t ∈ R and the t-model, for w 1 , w 2 > 0,
where
Remark 2.5. The spectral measure corresponding to (2.9) is concentrated on [b
], having a density on (b
) and atoms at each of the boundary points of the interval.
Proof of Proposition 2.3.
− t 2 . This is equivalent to
if 0 < x < 1 and to the reversed inequality if x > 1. Hence if 0 < x ≤ b 1,ν , then (2.11) holds for all u and we get the last line of (2.9). Similarly if x > b 2,ν , we get the first line of (2.9). In the case b 1,ν < x < 1 condition (2.11) becomes
Hence the integral over this interval becomes
This, in combination with the integral stemming from the case
, gives the fourth line of (2.9). Similarly in the case 1 < x ≤ b 2,ν we get the second line of (2.9). Note that in the case x = 1,
if and only if u ≤ t/2 for t > 0 and u ≥ t/2 for t < 0. Hence we get for (2.9)
Next we move to the two-dimensional models. Proposition 2.4. For t = (t 1 , t 2 ) ∈ R 2 and the exponential model, for w 1 , w 2 > 0,
Proof. We work out the integral as in the one-dimensional case on the areas of u defined by |u 1 
). It is convenient, similarly to the one-dimensional case, to consider separately the nine areas defined by the position of u 1 with respect to 0 and t 1 and by the position of u 2 with respect to 0 and t 2 . So, for example, if 0 < t 1 < t 2 , we can write
if u 1 > t 1 and u 2 > t 2 , −2u 2 + t 2 − t 1 , if u 1 > t 1 and 0 < u 2 < t 2 , t 2 − t 1 , if u 1 > t 1 and u 2 < 0, −2u 1 + t 1 − t 2 , if 0 < u 1 < t 1 and u 2 > t 2 , −2u 1 − 2u 2 + t 1 + t 2 , if 0 < u 1 < t 1 and 0 < u 2 < t 2 , −2u 1 + t 1 + t 2 , if 0 < u 1 < t 1 and u 2 < 0, t 1 − t 2 , if u 1 < 0 and u 2 > t 2 , −2u 2 + t 2 + t 1 , if u 1 < 0 and 0 < u 2 < t 2 , t 1 + t 2 , if u 1 < 0 and u 2 < 0.
The calculations are complicated but not difficult.
Proposition 2.5. For t = (t 1 , t 2 ) ∈ R 2 and the normal model, we have for w 1 , w 2 > 0,
that is, it is the same as in the one-dimensional case with |t| replaced by |t|. has a standard two-dimensional normal distribution,
is also standard normal. The rest of the proof is as in the one-dimensional case. Proposition 2.6. For t = (t 1 , t 2 ) ∈ R 2 and the t-model, for w 1 , w 2 > 0,
where (T 1 , T 2 ) is a random vector with bivariate t-density (1.7),
,
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Proof. Analogous to the one-dimensional case.
Proposition 2.7. For t = (t 1 , t 2 ) ∈ R 2 and the general normal model, for w 1 , w 2 > 0,
Proof. As in the one-dimensional case. Now
. Next note that if the vector U = (U 1 , U 2 ) has a bivariate normal distribution with mean value zero and covariance matrix Σ, U T Σ −1 t has a normal distribution with mean value zero and variance t T Σ −1 t. The rest of the proof is as in the one-dimensional case.
3. Estimating the dependence parameter β. We consider a sequence of independent, identically distributed stochastic processes with continuous paths
We assume that the processes are in the max-domain of attraction [as processes in C(R)] of a max-stable stationary process {Z(t)} t∈R such that the related process Z (see the Introduction) has exponential spectral function (2.2) or (2.12), or normal spectral function (2.6) or (2.13), or t spectral function (2.9) or (2.14) as discussed in Section 2. For definition of convergence and convergence criteria see [4] . Ideally it would be nice if we could assume that we have observed the sample paths of n processes X as a basis for estimation of the main parameter β. However, in reality this is too much to expect. Usually one can observe the n processes only at finitely many points in space, say t 1 , t 2 , . . . , t d .
In this setup we propose estimators for β that are closely related to an extension of the estimatorR(x, y) for the dependence function R(x, y) which was introduced by Mason and Huang (see Huang [9] ),
with k ≪ n, where {X i,n (t j )} n i=1 are the nth-order statistics of
for j = 1, 2, . . . , d.
Let us now introduce our estimators in R. All three densities have the form βϕ 0 (βt). Corollary 3.2 below states that
Hence we introduce the estimatorŝ
Considering the two-dimensional space, note that the standard normal and Student densities are spherical symmetric. This means (cf. proof of Proposition 2.5) that it is sufficient to consider the marginal distribution and hence we introduce the estimatorŝ
with F the (common) marginal distribution corresponding to ϕ 0 (standard normal or Student). The exponential model in two-dimensional space is more complicated. We consider
with a j,m := |t Note thatβ (1) is simpler thanβ and summarizes the information of the sample in a somewhat more crude way. We could not find analogues ofβ (1) in two-dimensional space since we were unable to calculate explicitly the necessary higher-dimensional distributions.
All the mentioned estimators are consistent and asymptotically normal under the appropriate conditions. We now state the results. The proofs will be given at the end of the section after some lemmas. First we consider consistency.
Theorem 3.1. Suppose that the normalized sequence of maxima [see (1.1)] converges weakly to {Z(t)} in C(−∞, ∞). For sequences k = k(n) → ∞, k(n)/n → 0 as n → ∞ (recall that the sequence k figures in the definition ofR), all the indicated estimators are weakly consistent for β.
Also the estimators are asymptotically normal under some extra conditions, that is, √ k(β − β) has asymptotically a normal mean zero distribution. In order to describe the asymptotic distribution more accurately, we now state a slight extension of a result of Huang and Mason. 
where the arrow denotes inverse function. Suppose that for all x 1 , x 2 , . . . ,
Next we introduce the definition of a function R which is connected with the function L as follows. Let ν t 1 ,t 2 ,...,t d be the measure that satisfies for
Such a measure exists by virtue of (3.1). The function R is given by
Suppose now that the function L has continuous first-order partial derivatives L (j) t 1 ,t 2 ,...,t d , j = 1, 2, . . . , d. Moreover suppose that for some α > 0
, where
and W is a continuous mean zero Gaussian process with covariance structure
The function L is called the tail dependence function and it is directly related with the extreme-value limit distribution. In fact if F is in the domain of attraction of an extreme-value distribution G, condition (3.1) holds with L(x 1 , . . . , 
and (see Lemma 3.1 below)
Similarly for the normal model and the t-model. . Suppose for the processes {X n (t)} the limit relation (1.1) holds and moreover the second-order condition (3.3): for some α > 0
Here B is as in Proposition 3.2. 
in distribution, where a jm := |t
For the estimation of the general normal model we proceed as follows. Write
with −1 < ρ < 1 and β 1 , β 2 > 0. For two sites t j and t m (1 ≤ j < m ≤ d) we write . . . 
By solving the equations (3.9) we get Remark 3.2. We apply Lemma 3.1, for example, to the functions g j (x) := e −β|x| w j . Lemma 3.2. Suppose p is a probability density on R, p(x) = p(−x) for x > 0 and p(x) is decreasing for x > 0. Then
