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Contexto
La ANSES, coordinada por la GSyT, bus-
ca explotar sus recursos computacionales no
aprovechados fuera del horario laboral en
benef´ıcio de otras instituciones que los requier-
an. En este contexto inicio´ un convenio mar-
co con el Hospital Italiano (HI) para desarrol-
lar herramientas de bioinforma´tica que puedan
ejecutarse bajo e´stas restricciones.
El LIDeNTec, dentro de este convenio, de-
cidio´ aplicar te´cnicas de Inteligencia Artificial
(IA) de fa´cil paralelizacio´n, como son los
Agentes Inteligentes (AI), para resolver el
problema de inferir estructuras de complejos
de prote´ınas.
Resumen
En este trabajo se propone una te´cnica orig-
inal del a´rea de la inmunobiolog´ıa para pre-
decir las estructuras tridimensionales de com-
plejos de prote´ınas - macromole´culas confor-
madas por dos o ma´s prote´ınas encastradas
para cumplir una funcio´n metabo´lica o estruc-
tual de la ce´lula. La inmunobiolog´ıa describe
las te´cnicas usadas por el sistema inmune de los
vertebrados para identificar pato´genos. Esas
mismas te´cnicas fueron recogidas por la IA
para resolver problemas de clasificacio´n. El tra-
bajo recoge la capacidad innata del Sistema
Inmunolo´gico (SI) natural para aprender la ge-
ome´tr´ıa de las mole´culas, pero no para identi-
ficar cuerpos extran˜os, sino con el objetivo de
reconstruir complejos de prote´ınas comparan-
do las geometr´ıas aprendidas.
Palabras claves : reconstruccio´n de comple-
jos, docking de prote´ınas, interaccio´n prote´ına-
prote´ına, agentes inteligentes, sistema in-
munolo´gico artificial.
1. Introduccio´n
Muchos de los procesos biolo´gicos requieren
conocer la estructura tridimensional de com-
plejos macromoleculares. Conocer la informa-
cio´n estructural de dichos complejos puede
ayudar a desarrollar nuevos compuestos far-
mace´uticos. Sin embargo los estudios crista-
logra´ficos y de Resonancia Magne´tica Nuclear
(RMN) siguen una visio´n reduccionista donde
las unidades de los complejos son ma´s estudi-
adas que los mismos complejos. Esto se refleja
en la base de datos de prote´ınas Protein Da-
ta Bank (PDB) donde existen una discrepan-
cia en el nu´mero de unidades de prote´ınas (c.
3000) con respecto al nu´mero de complejos (c.
300).[7]
Es por ello que hay una fuerte necesidad
de algoritmos de prediccio´n de estructuras de
complejos usando u´nicamente las coordenadas
espaciales de los a´tomos de las prote´ınas que
los componen. [7]
Existen diversas estrategias donde los al-
goritmos actuales se especializan: reconstruir
complejos conocidos (bounded docking), y re-
construir complejos desconocidos (unbounded
docking). En el primer caso existen te´cnicas
que pueden recorrer todo el espacio de solu-
ciones en un tiempo aceptable, mientras que
la segunda, al requerir flexibilidad de los cuer-
pos involucrados, la cantidad de dimensiones
y el taman˜o del espacio de solucio´n hacen al
problema de muy dif´ıcil solucio´n.[6]
En la biolog´ıa de los vertebrados existe un
sistema capaz de recorrer el espacio de solu-
ciones en forma heur´ıstica y eficientemente:
el Sistema Inmunolo´gico (SI). E´ste utiliza
anticuerpos, prote´ınas generadas por ce´lulas
plasma´ticas, con el objetivo de identificar sus-
tancias ant´ıgenas. Cada anticuerpo tiene una
u´nica estructura que le permite unirse de for-
ma espec´ıfica a un u´nico ant´ıgeno.[8]
La compleja heur´ıstica del SI fue simplifica-
da y descrita por Dasgupta [3] para su uso en la
computacio´n como una te´cnica de Aprendiza-
je Automa´tico (AA). De los diferentes niveles
de complejidad detallados por Dasgupta [3],
la teor´ıa de redes inmunolo´gicas se asociasa
fa´cilmente con lo que se conoce como Agentes
Inteligentes (AI) descripto por Fyfe and Jain
[5].
En este trabajo se propone resolver el prob-
lema de prediccio´n de estructuras de complejos
usando redes de AI que aprenden, a trave´s de
un Sistema Inmune Artificial (SIA) , la super-
ficie de la estructura de la prote´ına y su com-
plementario. Toda la informacio´n recolectada
se usa en un segundo paso para identificar las
regiones de unio´n que permiten determinar el
conjunto de complejos ma´s probables de en-
contrar en la naturaleza.
Figura 1: Parches identificados en complejos
inhibidores de proteasas. Una de las pote´ınas
del complejo tiene coloreada en la superf´ıcie
los parches, la otra esta´ representada por su
backbone. Las prote´ınas listadas pueden en-
contrarse en PDB como A: 2pct, B: 1toc y
C:1dan [2]
2. Lineas de Investigacio´n
y Desarrollo
La superf´ıcie geome´trica que quiere recono-
cerse se la conoce como Superf´ıcie Accesible al
Solvente (SAS). [9] Esta superf´ıcie es la fron-
tera f´ısica entre las mole´culas del solvente y
la mole´cula en s´ı. Esta superf´ıcie no tiene una
topolo´g´ıa u´nica y puede variar segu´n la flexi-
bilidad de la mole´cula. Por ello es vital estu-
diar caracter´ısticas, aunque sean parciales, de
estas superf´ıcies para poder identificar la inter-
accio´n entre los cuerpos, y as´ı predecir mejor
la estructura de los complejos.
Chakrabarti and Janin [2] logro identificar
parches de unio´n de aproximadamente 800A˙2
(ver figura 1). Cada parche tiene un anillo de
a´tomos accesibles al solvente y un nu´cleo de
a´tomos no accesibles. Gracias a esta descrip-
cio´n podemos definir lo que para nuestro SIA
es un anticuerpo y un ant´ıgeno.
Definicio´n 1 Un anticuerpo es una malla
Ai ∈ <3 i ∈ [0, l] capaz de envolver una re-
gion de la SAS de aproximadamente 800A2 con
un cierto grado de tolerancia t.
Definicio´n 2 Un ant´ıgeno es una superf´ıcie
A¯i ∈ <3 i ∈ [0, n] que representa la SAS de
la prote´ına.
Vease que la tolerancia t es el para´metro
de flexibilidad de la afinidad a los ant´ıgenos.
Cuando t tiende a cero, el anticuerpo es af´ın
a un conjunto menor de prote´ınas. El valor de
t, que consideramos biolo´gicamente correcto es
de 1,7A˙, el dia´metro promedio de la mole´cula
de agua.[9]
Para seleccionar nuestra lista de anticuerpos
usamos el algoritmo Conalg (Clonacio´n) [4]:
1. Generar una poblacio´n aleatoria de antic-
uerpos
2. Presentacio´n a los ant´ıgenos
a) Evaluacio´n de afinidad
b) Seleccio´n de clones y expansio´n
c) Maduracio´n de la afinidad
d) Reemplazar anticuerpos con otros
generados
3. Ciclar el paso 2 hasta que se cumpla la
guarda de parada.
Aunque nuestra SIA genera´ n anticuerpos
aleatoreamente, requerimos de superf´ıcies ini-
ciales. Dos estrategias va´lidas para definirlas
son:
Si la muestra de aprendizaje es un conjun-
to de complejos conocidos, las superf´ıcies
iniciales son los parches descriptos por
Chakrabarti and Janin [2]. Por ejemplo,
si tomamos los complejos de la figura 1 se
usara´n los 6 parches identificados.
Si la muestra de aprendizaje es un con-
junto de prote´ınas se toma una parte de
la superf´ıcie accesible al solvente.
A cada instancia de la nueva poblacio´n
se le incrementa un valor aleatorio Ii ∈
<3 i ∈ [0, l] para generar la pro´xima gen-
eracio´n de anticuerpos. Para que las instan-
cias sean aprobadas hay que verificar que la
superf´ıcie no exceda los 800A˙.
La evaluacio´n de la afinidad de los anticuer-
pos usa la te´cnica de correlacio´n para la prede-
cir el docking [10]. Este algoritmo tiene la ven-
taja de ser exhaustivo y ra´pido para instancias
pequen˜as de datos. El resultado es una lista
de configuraciones con su correspondiente pun-
tuacio´n dada por correlacionar el anticuerpo
con el ant´ıgeno. La mejor puntuacio´n es defini-
da como la afinidad del anticuerpo al ant´ıgeno.
Del conjunto de anticuerpos generados y pre-
sentados, solo se eligira´n m de mejor afinidad
que se incluira´n en el conjunto de anticuerpos
ya elegidos. Aleatoreamente se eleminara´n al-
gunos y se quedara´n con un conjunto reducido
a m anticuerpos.
Es fa´cil de observar que este sistema de
aprendizaje sesga su eleccio´n de anticuerpos a
los cuerpos que les fueran presentados. Es por
ello que se requiere de un sistema que flexibil-
ice lo aprendido, distribuyendo el conocimiento
entre varios generadores de anticuerpos. Estos
generadores son AI.
Definicio´n 3 Los Agente Inmunes son AI que
actuan como repositorios y generadores de an-
ticuerpos.
Estos agentes inmunes actu´an individual-
mente para seleccionar los anticuerpos ma´s
afines para un determinado conjunto de
ant´ıgenos, y actu´an en conjunto para determi-
nar probable interaccio´n entre prote´ınas. En la
figura 2 se presenta un diagrama de proceso de
un agente donde se describe el aprendizaje y la
comunicacio´n con otros agentes.
Para identificar si dos anticuerpos son com-
plementarios se usa la te´cnica de correlacio´n
descripta anteriormente.
Figura 2: Diagrama de proceso de un agente
inmune
3. Resultados
Obtenidos/Esperados
Este trabajo se concentra en la utilizacio´n
de te´cnicas de AA en el a´rea de Bioinforma´tica
Estructural (BE). El desarrollo de estas te´cni-
cas esta´n sujetas a no solo al estudio computa-
cional de los algoritmos, sino tambie´n a pau-
sibles interpretaciones biolo´gicas, permitiendo
un intercambio de conceptos e ideas entre am-
bas a´reas. Al ser un modelo teo´rico prelimi-
nar solo se aproximo´ desde el punto de vista
computacional. En una segunda etapa esper-
amos un contanste intercambio entre expertos
de Microbiolog´ıa, Bioqu´ımica, F´ısica y Com-
putacio´n.
El resultado obtenido es una reduccio´n co-
herente del problema de prediccio´n de estruc-
turas de complejos al problema de identifi-
cacio´n de ant´ıgenos que se describe en los SIA.
Esta aproximacio´n deja abierta la discusio´n
sobre la utilidad de te´cnicas de AA en el a´rea
de la BE, ya que en una exhaustiva bu´squeda
bibliogra´fica no se han encontrado una solucio´n
proveniente de esa a´rea.
Se espera poder implementar los algoritmos
a la brevedad y testear los resultados usando
los datos descriptos por Andrusier et˜al. [1] co-
mo fuente de aprendizaje. Aunque la muestra
esta´ acotada a un conjunto reducido de com-
plejos, sesgados a la facilidad de cristalizacio´n
de las macromole´cula, se espera conseguir un
comportamiento aproximado al del Sistema In-
mune Natural y as´ı comparar resultados artifi-
ciales con resultados biolo´gicos ya conocidos.
4. Formacio´n de Recursos
Humanos
El siguiente trabajo se desarrollara´ con la
participacio´n de los grupos de Bioinforma´tica
del Instituto de Ciencias Ba´sicas y Medicina
Experimental (ICBME) del Hospital Italiano
(HI), el grupo de Bioinforma´tica Estruc-
tural del Departamento de Qu´ımica Biolo´gica
(DQB) y el grupos de Ima´genes del Depar-
tamento de Computacio´n (DC) ambos de la
Facultad de Ciencias Exactas y Naturales
(FCEyN) de la Universidad de Buenos Aires
(UBA), el grupo de Bioinforma´tica del Centro
de Estudio e Investigacio´n (CEeI) de la Univer-
sidad Nacional de Quilmes (UNQ) y los gru-
pos de Centro de Tecnolog´ıa Me´dica (CTM) y
Ana´lisis Matema´tico de Ima´genes (AMI) de la
Universidad de Las Palmas de Gran Canarias
(ULPGC), bajo la coordinacio´n del Labora-
torio de Investigacio´n y Desarrollo de Nuevas
Tecnolog´ıas (LIDeNTec).
Existe un gran intere´s de desarrollar la idea,
prestar recurso y delinear aquellos experimen-
tos que permitan un estudio exahustivo de esta
te´cnica en casos reales. Es por ellos que cada
grupo tomara´ una parte del trabajo y los de-
sarrollara´ bajo un marco de tesis de grado.
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