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Let: (p, q)E (WzN, H: RZN --) [w and h, , h, be T-periodic functions (T > 0) 
from R to RN. In this paper we look for T-periodic solutions of the 
Hamiltonian system 
p= -g+&,(l) 
fj=F+&h*(r) ap 
(Hs) 
for E > 0, small enough. 
Here the unperturbed system (H,) is autonomous and hence S’- 
invariant, while this is no more true for (H,), F > 0, in view of the forcing 
terms h, and h,. 
From the abstract point of view this problem leads to the investigation 
of the existence of critical points for perturbationsf, of a functionalSwhose 
critical points appear in manifolds. 
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The paper is divided into five sections. 
Sections 1 and 2 deal with the abstract setting, namely, perturbation in 
critical point theory. In the former we suppose that the unperturbed 
functional f has a minimum consisting of a manifold of critical points 2. 
Assuming that 2 has two non-trivial homology groups, we show 
(Theorem 1.2) that f, has at least two critical points at levels near f(2). 
Such a result is obtained using methods of Morse theory, but does not 
require any nondegeneracy assumption on f: 
In Section 2 we consider the general case when Z is a compact, con- 
nected manifold of critical points off, possibly not at the minimum level. 
The method consists of showing that the critical points off can be found 
as critical points of the restriction fEIz,, where Z, is a compact manifold 
diffeomorphic to Z. After completing the work we found out that such a 
method has already been used in [15]; see also [3, 6, 17, 181. 
In Section 3 we study (HJ. The use of the Dual Action Principle [4, 51 
allows us to use the above abstract results in order to find forced 
oscillations of (H,). Theorem 3.6 shows that near a nondegenerate orbit of 
(H,) there are at least two forced oscillations of (H,;). The nondegeneracy 
assumption is lifted in Theorem 3.4. In Theorem 3.7 we show that if (H,) is 
completely integrable, the number of forced oscillations increases to N+ 1. 
In Section 4 we locate the bifurcating orbits of (H,) near the 
corresponding orbit of (H,). Finally, in Section 5, we investigate the 
(linear) stability of the forced oscillations. We show, for instance, that if an 
orbit of (Ho) is nondegenerate and stable, then one of the bifurcating orbits 
is stable and the other one unstable, as usual in bifurcation theory. 
Our results in Section 1 are related to those of [12], which investigates 
the situation wheref has nondegenerate critical points (in the usual sense) 
and f, is a Co perturbation off: Here, however, the critical points we 
investigate are degenerate (they come in manifolds) and we are looking for 
multiplicity results. 
Finally, we point out that our results on (H,) improve those of [l]. In 
particular, the same “necessary conditions” of Section 4 were already 
obtained there. 
1. PERTURBATION OF MINIMA 
Let E be a Hilbert space with norm (I.11 and let f e C’(E, R). We set 
fb= {xEE: f(x)<<}, K=K(f)= (xEE: f’(x)=O}, where f’ denotes 
gradf, and K, = Kb(f) = {x E K: f(x) = h). A critical level for f is a c E R 
such that Kc # 0. 
On f we will assume 
c :=inff > -co (1.1) 
E 
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and the so-called condition (C) of Palais and Smale 
every sequence (xi} t E such that f(xj) is bounded and 
f’(xj) + 0 has a converging subsequence. PS) 
It is well known that under such assumptions c is a critical level forf and 
c=min,f; see [14]. 
Further, we suppose: 
There is q* > 0 such that H,,(K,.(f)) # (0). (1.2) 
Here and in the sequel H, denotes the qth homology group with coef- 
ficients in a group 99. 
The example below shows that (1.2) is actually a symmetry condition. 
EXAMPLE 1.1. Suppose S’ acts on E through an action A0 under which 
f is invariant, namely: f(A,u)=f(u) VUEE, VIES’. For all UEK,., let 
a,= {UE E: u=A,u for some YES’}. Clearly Q,cK,.. If, further, 
K,. n Fix(S’) = fzr and there exist u,,..., uk E Kc such that 
K,. = Q2,, v . . u Q,, with QU, n Q,, = 0 for i #j, 
then each Q, Y S’ and hence 
H,(K) 2: & H&2,,) = 6 H&S’). 
i= I i= I 
Thus ( 1.2) holds, taking q* = 1. 1 
We are in position to state: 
THEOREM 1.2. Letf, ge C’(E, [w) satisfy (PS) and (l.l), with c=min,f, 
y = min, g. Further, we suppose (1.2) holds for f and that there exists 6 > 0 
such that 
G,(f)=0 Vc<bfc+6; (1.3) 
fcCg(.+6/2Cf(.+6. 
(1.4) 
Then g has at least two critical points in g” + ‘j2. 
Proof. First we recall [ 121 that f' = Kc(f) is a deformation retract of 
f ‘+’ because of (1.3) and (PS). Remark that such a deformation can still 
be constructed in the present regularity assumptions using the “Pseudo- 
gradient vector field” [14]. Hence: 
H&f'+? -H,(K,.(f)) vq20. (1.5) 
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Next, let U* E K,(g) (# 0). Remark that y d c + $5. Suppose, by contradic- 
tion, that K(g) A g” + a/2 = {u*>. Then, by the same arguments recalled 
before, gy is a deformation retract of g”+6’2 and 
HY( g” + bl2 kHqkYkHy(~~*)) vqao. (1.6) 
In particular, HY( g r+ii’2)={0} Vq>O. From (1.4) we deduce the com- 
mutativity of the diagram 
H,(f ‘1 )1 H&f”+“) 
HY( g’ + ‘j2) 
q5i being the canonical homomorphisms induced by the inclusions 
fcCgC+6/2Cf”+6~ 
Since q5, is an isomorphism (see (1.5)), we deduce that Vq such that 
H,(g’ ’ +‘j2)= (0) it follows that H,(f”) = (0). Hence, by (1.6) one has 
H,(Y)= (0) v’q>o, 
in contradiction with (1.2). 1 
Remark 1.3. Let us point out that, since c = min f; no assumptions of 
nondegeneracy are made on f (same for g). Moreover, we remark that g is 
a Co perturbation off, according to (1.4). 
With respect o Example 1.1, g does not satisfy, possibly, any “symmetry 
condition”; this will be the case in the applications of Section 3. 
The above arguments can be carried out-even if in a less general set- 
ting-for any critical level for f: More precisely, let ,f, gE C2(E, [w) satisfy 
(PS) and let h be an isolated level for J: Suppose: 
there are q, fq, such that H,(fh,fh-&) # (O}, i= 1,2, (1.7) 
and that 36 >O such that 
,f h ~ 6 c gh - ii/2 c j-b - S/b c f h t 6/b c gh + 812 c f h f 6, (1.8) 
Then it is possible to show that g has at least a critical point in 
X= {b - $8 d g d b + &5}. Moreover, if g is a Morse functional, then one 
can show that g actually has at least two critical points in X, one for each 
qi, i = 1, 2, given in (1.7). 
Besides the regularity assumptions, the main disadvantage of the above 
result is that we need to suppose the perturbation g is a Morse functional. 
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In the following we will show, by different arguments, that the results are 
true in general. 
2. PERTURBATION NEAR A NONDEGENERATE CRITICAL MANIFOLD 
Here we will deal with a familyf,(u) = f(s, U) of functionals. For the sake 
of simplicity in the exposition and to avoid technicalities, we will assume f, 
is defined on a Hilbert space E and is smooth with respect o (E, U) E (w x E. 
We will write f for f(0, .), f’(.s, U) for the gradient V,f(s, u), f'(u) for 
f ‘(0, u), ,f”(u) for the second derivative D,,,f(O, u), etc. 
Let Z be such that: 
Z c K(f) is a compact, connected manifold; (2.1) 
VZEZ, T;Z=Ker(f”(z)). (2.2) 
Here and in the following by “manifold” we mean a smooth manifold 
without boundary and T.,A4 denotes the tangent space to the manifold M 
at XEM. 
We will refer to a manifold Z satisfying (2.1))(2.2) as a compact, non- 
degenerate critical manifold. 
Actually, (2.2) is a nondegeneracy condition (see Section 3 below) which 
turns out to be slightly weaker than the one in [9]. 
Let cat(Z) denote the Lusternik-Schnirelman (LS) category of Z with 
respect to itself, namely the least integer k such that Z c X, u . . . u X,, 
each Xi closed subset of Z, contractible to a point in Z. Recall that the LS 
category is a topological invariant. Moreover, every q5 E C*(M, [w), M 
smooth compact manifold, has at least cat(M) critical points. In fact a 
much more general result holds true; see [ 141. 
The following results holds: 
THEOREM 2.1. Let Z be a compact nondegenerate critical manifold for f 
and suppose f “(2) is a Fredholm operator of index 0 for all z E Z. Then there 
exist E> 0 and a neighborhood U of Z such that for all 0 < 1~1 <E, f, has at 
least cat(Z) critical points in U. 
The above result is essentially contained in [ 151; see also [3, 6, IS]. We 
give below a sketch of the proof, for the reader’s convenience only. For 
z E Z we set N; = Ker{ f “(2)) and R;= Range{f”(z)}. Since f”(z) is a 
Fredholm map of index 0, then Vz E Z we can write E = NZ@ Rz. First of 
all, an application of the local inversion theorem leads to: 
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LEMMA 2.2. There exist a neighborhood U of Z and smooth mappings 
P:U~EandQ:U-rE,suchthatVu~U, 
P(u) E z, (2.3) 
Q(u) E RPu, (2.4) 
u=Pu+Qu. (2.5) 
Next, one has: 
LEMMA 2.3. Let U be as in the preceding lemma. Then here is an E> 0 
such that for all 0 -c 1.~1 = E the set 
Z,= {UE U: f’(e, u)~Ker{f”(Pu)}} 
is dtffeomorphic to Z. In particular: 
(i) Z,: is a smooth, compact, connected mantfold; 
(ii) cat(Z,) = cat(Z). 
Remark 2.4. Since f(r, u) depends smoothly on E, then T,Z, is close to 
Tp,Z for E small. 
We now show: 
LEMMA 2.5. For E small f ‘(E, u) = 0 iff u E Z, and u is a critical point off, 
constrained on Z,. 
Proof Let u E Z, be a critical point for the restriction f, 1 z,. This means 
that f ‘(a, u) E (T,Z,)‘. On the other hand, in view of the definition of Z, 
and (2.2), one has f ‘(6, u) E ( T,,Z). Since T,Z, and T,,Z are close (see 
Remark 2.4), taking possibly E smaller, it follows that f ‘(6, u) = 0. The con- 
verse is trivial. 1 
Proof of Theorem 2.1. By Lemma 2.5 it is enough to look for the critical 
points of fF constrained on Z,. 
According to the LS critical point theory (see the remark before the 
statement of Theorem 2.1) we use Lemma 2.3 to deduce that f, has on Z, at 
least cat(Z,) = cat(Z) critical points. 1 
Remark 2.6. In the applications in Section 3 we shall work in a Banach 
space E. It is easy to modify the above arguments to cover such a case. 
Remark 2.7. In the case in which f, breaks only some of the symmetries 
off, namely if f, and Z, are still invariant under some group action, the 
statement of Theorem 2.1 can be sharpened. Precisely, if - denotes the 
equivalence induced by such an action, f, will possess at least cat(Z,/-) 
critical points near Z (provided Z,/- makes sense as a manifold). 
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Remark 2.8. We points out that the fact that .f, has at least cat(Z) 
critical points has been observed in various, but different settings, e.g., 
[S, 17, 181. 
3. FORCED OSCILLATIONS OF HAMILTONIAN SYSTEMS 
We now apply the abstract results of the preceding sections to time- 
dependent perturbations of convex, autonomous Hamiltonian systems. We 
investigate systems of the following kind: 
-J? = H’(z) + &h(f), (H,) 
where z = (p, q) E [W2N, H’ is the gradient of H and J is the symplectic 
matrix defined by J( p, q) = ( -4, p). 
We assume that h is T-periodic, and we look for T-periodic solutions of 
(H,) when E is small. 
We first apply the results of Section 1. For this, we need the following 
assumptions: 
(Al) H is C’, strictly convex, H(x) >/ H(0) = 0, and there are con- 
stants y > 0 and a, such that 
(H’(x), x> 2 Y I-4 - a,; 
(A2) there are constants k and a, such that 
H(x)+x12+a,; 
(A3) there is a constant K> k such that 
liminf[H(x)lxl~2]>/~; 
x + 0 
(A4) set h= (l/T) 1: h(t) dt; then there is a function g E L” such that 
dg/dt = h - h in the sense of distributions. 
Note that (A4) allows, for instance, h to be a Dirac mass, so that our 
analysis cover the case of the equation: 
-Ji = H’(z) +&STZ(t)(, 5 E lR2N prescribed. 
Let G be the Fenchel conjugate [lo] of H, i.e., G(y)= 
sup Tt Ran{ (x, y) -H(x)}. It follows from (Al) and (A2) that G: RZN + R 
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is a well defined convex function, which is strictly convex and C’, and that 
G(y)>G(O)=O. 
Define the Hilbert space E by 
with norm ~~u~/*=~~~~~~dt. 
Define a linear, selfadjoint operator 9 E L(E) by 
L!fu=v iff -+L 
We finally define a functional f, on E by 
.i(u)=?::[G(u-ch)-~(u,Jn(f))-f(u,~u)]~f. (3.1) 
This functional is the sum of a convex term, which we denote by dB(u), 
and a quadratic (hence Cm) term $ s (u, 9’~). We shall write 0 E af(u) to 
mean 0 E 6@,(u) + 9~. 
The Dual Action Principle states that, if OE af(u), then there is some 
4, E lQ2N such that z, = u + sJg + 5, is a T-periodic solution of (H,). Our 
formulation here is somewhat different from Clarke’s original formulation 
[4], and closer to [7]. So we give a short proof. 
af,(u) 3 0 translates into the pointwise equation 
G’(u-di-dg(f)-9u=~,~ a.e. (3.2) 
where 5, E R 2N is some constant vector. We can invert G’ by the Legendre 
reciprocity formula 
u - EL= H’(9u + &Jg(t) + 5,). 
Now set z = 9~ + Ug(t) + 5,. Differentiating, we get 
-Ji=u+&(h-A), 
so that Eq. (3.2) becomes what we want: 
-Ji=H’(z)+Eh 
(3.3) 
From [S] we draw the following information: 
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PROPOSITION 3.1. Assume 27cK-’ < T < 2rck - ‘. Then .fo EE f has a global 
minimum ii # 0, with 
t:=f(C)=minf‘<f(O)=O. 
We now prove an a priori estimate: 
LEMMA 3.2. Assume 271K~’ < T-C 2nk-‘. For all q > 0 and b E [w, there 
is some r > 0 such that 
l&l < r implies ffc B, := {ueE I llull Gr}. 
Proof. From Wirtinger’s inequality [ 11, p. 1843: j: IuI 2 dt < 
( T/27c) fr 1 Cl2 dt, we deduce 
s ‘(~9 2~) dtd Ilull II2%ll G; I142. 0 
Moreover, from (A2) it follows that 
G(y)$& IA2-a, vy E RZN. 
Hence, if f,(u) G 6, we get 
b>& Ilu-42-E II4 Ilgll -i$ Ilul12-a, T 
=i(k-2) llul12-& 1141 llgll +($ lh’-a,) T. 
The coefficient of the first term is positive, and the results follow. 1 
This gives us immediately another estimate: 
LEMMA 3.3. Assume ~IIK-’ < T-C 2xk ~ I. Then there are constants E> 0 
and R > 0 such that, whenever I&( < E, we have 
8f,(u)30 andf,(u)<O implies Iz,(t)l <R Vt, 
where z, = 9u + EJg + r, is the corresponding solution of (H,). 
ProojI We have - Ji, = H’(z,) + Eh. Multiplying both sides by z, and 
integrating, we get 
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By assumption (Al ), this becomes 
and hence, by (3.3), 
s 
T 
0 
y Iz,I dT<aoT+ 0T (U-E& z,> dt 
s 
=aoT+ T (u-d, dPU+EJg+t,) dt 
s 0 
=aoT+~oT(u,Yu)dt+j:(u,~Jg)dt-~T(h,;,) 
<aoTf; llul12+ I4 114 Ilgll + l-4 Tlhl 14,l. 
We now use Lemma 3.2 with b = 0. This yields 
Y h dwoT+$‘+ 1~1~ Ilgll + I4 Tlhl IL1 s 0 
Again substituting z, = YU + &Jg + 5, we readily obtain 
T(Y-/~ lhl)lt,l<T +I~l~llgll+~~TIl~~l+l~l IJslldt 
0 
It follows that, if 171 < vlhl -I, It,1 IS uniformly bounded for J&l < IEI. The 
results follow immediately. 1 
We now state our lesults. Let us define the S’-action A, by setting 
Au(.) = u(. + e), e E s’. 
THEOREM 3.4. Assume (Al ) to (A4) and let 2nK-’ < T < 2zk-‘. 
Moreover suppose 2 (given in Proposition 3.1) is an isolated critical level for 
f and there exists lie K?(f) such that the orbit Q = (li(. + t?), 0E S’} is 
isolated in KJf ). Then there exist 6 and E > 0 such that, whenever 1~1 <E and 
E # 0, the system (HE) has at least two T-periodic solutions, whose 
corresponding critical points lie in f’ + ‘. 
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Proof. We begin by modifying out Hamiltonian H. We replace it by a 
Hamiltonian fi such that: 
(a) H and fi coincide in the ball llzll < 2R, where R is the constant of 
Lemma 3.3; 
(b) i? satisfies (Al) to (A3), with the same constants, and an 
additional property, namely, that there are constants a2 and a3 such that 
IP( aa2I.q -Q3. (3.4) 
We now define i? and Te accordingly. Because of property (3.4), the 
functionalTg now turns out to be C’ on E. In addition, it has the property 
that for every r > 0 there are some E” such that 
Ilull d r, I4 < E implies If(u) -YE(~)1 d 6/3. (3.5) 
Choose r by setting q= 1 and b = t + 6/2 in Lemma 3.2. For all E < 1, we 
have 
Takings<min(s E 1) let .(;‘“‘Br. 
(3.6) 
- - 
\ 3, 9 ‘+‘12. From (3.5) and (3.6) it follows that 
jTcjv+ii/2cjv+6~ 
In order to apply Theorem 1.2 it remains to show that (1.2) holds true. 
In fact, by assumption, it follows that there is a compact Y (recall that K,: 
is compact because (PS) holds) such that K,(f) = Q u Y, with Q n Y = @. 
Using the Mayer-Vietoris sequence (see [ 161) one has 
H,(Q) = H,(Q) 0 Hq( Y). 
Since E < 0, then Sz 21 S’ (see Example 1.1) and 
It now follows from Theorem 1.2 that TG has at least two critical points in 
7: + ‘. We can always pick 6 so small that C + 6 < 0. The two critical points, 
u, and u2 say, then belong to?, and the corresponding solutions zE and zf 
of (fi,) both satisfy JzL(t)J < R by Lemma 3.3 But then, since H and A coin- 
cide in a neighborhood of the trajectories z:, we get 
Remark 3.5. More in general, we can assume in Theorem 3.4 that P is 
isolated and there exists q* > 0 such that (1.2) holds. This will be the case 
in Example 3.8. 
505/67/2-3 
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As for the application of Theorem 2.1, we consider again the system 
(H,). On H we will assume: 
(A5) H~C~([W~“‘,lQ)and3c>O: (H”(x)y,y)>~~y~~Vx,y~R~“‘. 
In fact, the results of Section 2 being local, we could assume (A5) only in a 
neighborhood of a given orbit of solutions of (H,). 
In the following the setting will be similar to that of [S], which we will 
assume familiar to the reader. 
We let E = (U E C’(0, T; [WZN): Jl u dt = 0} and define G and 2 as before. 
It will be more suitable for our purpose to assume that h is of class c’, 
and T-periodic and to define the dual functional by 
One reverts from this formulation to the preceding one by the change of 
variables u + u + Eh - oh. 
Remark that the Dual Action Principle still holds. Moreover, f‘:‘(u) is 
Fredholm of index 0 because Cl’(u) is an isomorphism and Ip is compact. 
Suppose z,(t) is a (non-zero) isolated solution of (H,) and let u0 E E be 
the corresponding critical point of ,f: Obviously Z will be the orbit 
{ {U = uO( t+ 8), 8 E S’ } and (2.1) holds. 
As for (2.2) we recall that (see Proposition 7 of [S]) 
w E Ker(f”(u))(u E Z), if and only if 35 E lRZN such that u = 6pw + 5 is a 
T-periodic solution of the linear system 
-Jti = H”(z(t))v, z=d;pu+[ for some [EIJ!~~. (3.7) 
If z(t) = zO(t + Q), then u(t) = io(t + 0) is a solution of (3.7) and 
assumption (2.2) requires that (3.7) have no solution linearly independent 
from z,(t + 0). Hence in this case, (2.2) holds, provided that z,, is non- 
degenerate in the sense of [9], namely if the nullity of z0 is 1. 
By a straightforward application of Theorem 2.1 we get: 
THEOREM 3.6. Suppose (A5) holds and let z,, be a nondegenerate 
T-periodic solution of (Ho). Then there exists E> 0 such that for 0 < 1~1 < E 
the forced system (H,) has at least two T-periodic solutions near 
{z,(t+e):eES’}. 
As a further application, we consider the case in which the Hamiltonian 
system (H,) is completely integrable. We recall (see, for Example, [ 131) 
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that this means that there exists a canonical change of coordinates 
(p, 4) + (A d), 4iE s’, i= l,..., N, such that (H,) is transformed into 
i=o 
cj = K’(I) 
(3.8) 
with K= K(Z) independent from 4. Setting w(Z) = K’(I), we consider the 
N-dimensional torus of solutions of (HO) given by 
/ 
P = PK 40 + 4) 
LrN = q = q(Z, w(I) + f/4) 
q5= ((b,,..., qhN)E s’ x ‘.. x s’ 
and suppose ,EN consists of T-periodic solutions of (H,), which are non- 
degenerate, in the sense that K”(I) is invertible. We point out that a linear 
system does not satisfy such a nondegeneracy condition. 
Let Z be the (compact) critical manifold off corresponding to CN. It is 
easy to see, taking into account (3.8), that the above nondegeneracy of CN 
implies that 2 satisfies (2.2). Moreover, it results that cat(Z) = N+ 1 
(=cat(C”)). 
At this point, an application of Theorem 2.1 yields: 
THEOREM 3.7. Let (H,) he a completely integrable system satisfying the 
preceding assumptions. Moreover let (A5) hold. Then there is E > 0 such that 
VO < 1.~1 < E (H,) has at least N + 1 T-periodic solutions near CN. 
In the following example we will show that Theorem 1.2 or Theorem 2.1 
are still applicable in some cases of degeneracy (in the sense of [9]). 
EXAMPLE 3.8. We take H(z)=#(+lz12), with 4: [w+[w+ taken in such a 
way that (Al t(A4) hold. Let z be a 2rc-periodic solution of (H,). Then it 
results: 
-Ji = f$‘(+1z12)z, d(+ Iz( 2, = constant, 
i.e. tlzl’= p. Since z is 2rc-periodic, then 4’(p) = k, k= 1,2 ,... . Thus the 
solutions of (H,) are zk = r exp(kJt), where 4 E [W2N, $151’ = P,+, qY(pk) = k. 
As for the corresponding critical manifold Zk, say, one has 2, = { - Jgk} 
and hence Zk N S2N. The points where f attains the minimum correspond 
to solutions of minimal period 27c, and hence to k = 1. To such a critical 
manifold Theorem 3.4 and Remark 3.5 can be applied, because 
H&K,.) N H,(S2N). 
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In order to apply Theorem 2.1, we need to assume a further condition: 
d”(pk) # 0. In fact the linearized equation at zk is 
-Jti=kv+qY’(p,)(v, zk) zk. 
Multiplying by zk and integrating we get 
$“(~k) joT <v, zk) IzA* dt=Vb,) ZP, JOT <v, zk) dl =O. 
(3.9) 
Now, if &‘(pk) # 0, it follows that Kerf”( -Jik) is a (2N- 1) dimensional 
space which coincides with the tangent space to Z,. 
Remark that if d”(pk) =O, then (2.2) is not satisfied, but Theorem 3.4 
still applies even if d”(p, ) = 0. 
We end this section with a short discussion on the applicability of 
Remark 2.7. This is the case, for example, if H(z) is even in z and the per- 
turbed system is like 
- Ji = H’(z) + dz(t, z), (3.10) 
with h T-periodic in t and even in z. In this casefE breaks the S’ symmetry 
off, but is still even. It follows that, in the setting of Theorem 3.6, for 
example, (3.10) will have at least two pairs of T-periodic solutions near 
z,,(t + 0), for E small enough. 
For other results on the persistence of solutions as consequence of the 
retention of some smaller symmetry, see, for example, [3, 6, IS]. 
4. NECESSARY CONDITION FOR BIFURCATION 
The problem discussed in Section 3 is actually a bifurcation one. 
Precisely, we can take in the equation f’(s, U) =f’(s, Pu + Qu) = 0, Pu as 
parameter, so that the “trivial solution” is E = 0, QU = 0. 
In this setting the question arises to find necessary conditions for Pu in Z 
to be a bifurcation point. The conditions we obtain are the same as those 
found in [ 11. 
We shall consider f, as a functional f(s, U) from [w x E + R(E as in 
Theorem (3.6)). We will denote the second partial derivative of f(s, U) by 
D,,f, D,,f, etc. It results: 
Duuf(~, u)Cu,, +I = I ’ (G”(u - &h) 0 ~1, u2) dt- jar (u,, Yu,) dt. 
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Taking w* E Z, we set 
Since Ker f”( w*) = [WV+*, then it follows that the range of A is spanned by 
v,G*)dt=O 
and 
Set 
D,,f(O, w*) = -G”(w*)h +’ j’C”(w*) d dt. 
To 
v= {c&i/*, cx E R: ci I T (G”(w*)h, w*) dt=O 0 
and denote by z* = G’(w*) = Yw* + 5 the solution of (Ho) corresponding 
to w*. One has 
d +* =dt qz*) = H”(z*) i* = H”(Z*) Jw*, 
hence 
5 (G”(w*)h, I+*) dt= j’ (G”(w*)h, H”(z*) Jw*) dt 0 0 
= joT (h, Jw*) dt = joT (h, t*) dt. 
Therefore V= IN* if jl (h, i*) dt =O, otherwise V= (0). As in [S] one 
can show: 
LEMMA 4.1. There is a neighborhood q in lF&’ x E of (0, w* ) such that, 
setting 
S = {(E, w) E E4’ x E: f ‘(E, w) E V}, 
S n % is a C”-subman~fold in R x E of dimension 1 + dim V. 
As a consequence one has: 
THEOREM 4.2. Let j; (h, i* ) dt # 0. Then there is a neighborhood Uzc of 
(0, w*) in l%xEsuch that (E,u)E% andf’(s,u)=O implies E=O anduEZ. 
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Proof: If ,f’(e, U) = 0, then (E, U) ES. In the present case V= 10) and 
hence Sn 92 is one-dimensional in a suitable neighborhood %! according to 
Lemma 4.1. Since Z is l-dimensional and 2 := { (0, u): 24 E Z} is contained 
in S, then S n 92 = 2 n 92, taking C& possibly smaller. This proves the result. 
In other words, if jl (h, z*) dt # 0, there are no solutions of (H,) near z* 
for EEO. 1 
5. REMARKS ON STABILITY 
We now return to the results of Section 3, with the purpose of discussing 
the stability of the periodic solutions of the perturbed system (H,). We 
shall confine ourselves to the simple situation of Theorem 3.6, where, for 
s=O, we dealt with a nondegenerate T-periodic solution of (H,). The 
argument above extends readily to the more complicated situations of 
Theorem 3.7 and Example 3.8. 
THEOREM 5.1. Assume (A5) and let z,, be a nondegenerate T-periodic 
solution of (H,). Let (1, 1, lx,..., A,,) be the Floquet multipliers qf zO, with 
i, # 1 for i 2 3. 
Assume that, for 0 < 1~1 <E, the T-periodic solutions of the forced system 
(H,) near z,, are nondegenerate. Then one can find two of them, zE and zt, 
with Floquet multipliers (L{(E),..., iiN(& j= 1, 2, such that 
[q(E) - Ai1 -+ 0 when E -+ 0, V(i, j); (5.1) 
n:(E) 4 R lq(E)I = 1 and %4(E) = n;(E) V&#O,’ (5.2) 
A?(&) E R, I$(&) > 1 and A;(&) = n:(E) ~ ’ t/E # 0. (5.3) 
Let us clear up the result before proceeding to the proof. 
First, note that the work “nondegenerate” does not have the same mean- 
ing when it is applied to z0 or to zf and zf . In the autonomous, S’ 
invariant situation, it means that the linearized equation around zO, say 
j, =JH”(z,(t)) y, has no other T-periodic solution than y =iO (see Sec- 
tion 3). In the perturbed, nonautonomous case, it means that the linearized 
equation has no T-periodic solutions, so E,/(E) # 1 for all (i, j). 
Theorem 3.6 tells us that the forced system (H,) has several T-periodic 
solutions zi, 1 d j 6 k, with zE -+ z0 when E -+ 0. We associate with each of 
them the resolvent Rk of the linearized system, that is, the solution of 
R,‘= Jn;(zl(t)) R!, with R:(O) = I. The Floquet multipliers Ai are just the 
eigenvalues of R,I( T), and property (5.1) follows immediately from known 
continuity results. 
I /j denotes the complex conjugate of /I. 
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We can say something more if, for instance, all the i,, i > 3, are simple 
eigenvalues, depending continuously on E. Since the matrices R:(T) are 
symplectic, it is known that a simple eigenvalue cannot leave the unit cir- 
cle: if IILij = 1. ia3, then I~{(E)I = 1. 
On the other hand, if li,J # 1, then Inj’(s)I # 1 by continuity. 
This means that the only point where the eigenvalues can leave the unit 
circle is I., = 1 = &, We know that R:(T) is symplectic, so if p is an eigen- 
value so are ji and pP ‘. It follows that the two only possible situations, 
when E.;(E) and j*:(s) are close to 1, are given by (5.2) and (5.3). 
Theorem 5.1 states that both have to occur. So there must be a perturbed 
solutions where 2+, and IV2 remain on the unit circle, and another one where 
they leave it. 
If, for instance, the solution z,, was orbitally linearly stable ( IIbil = 1 for 
all i), and all the eigenvalues i.i for i > 3 were simple, then zf remains 
linearly stable, while zf becames unstable. This is in accordance with the 
general results from bifurcation theory. 
The proof of Theorem 5.1 relies on the following lemma and on the index 
theory developed in [9]. In that paper, it is shown how a finite dimen- 
sional C’ model can be built for the functionals f and fE which have been 
defined in Section 4. Taking this, into account, we will freely use Morse 
theory as if the underlying space E were finite-dimensional. 
LEMMA 5.2. There must be two values j, and j, such that the Morse 
indices of zh’ and z,/2 differ by 1. 
Proof: Set u0 = -Ji, and Z = { A0 u,, : 8 E S’ f. Among the critical points 
of,f,, near Z, we take UB and ui with 
f,(4 ) = max {fkw): w E Z, 1, 
fc(4 = min{.fAw): w E Z,). 
Let II,* E Z be such that II* = P(u;); see notation in Section 2. Recall that 
(see [2]) Z is nondegenerate if Vz E Z f”(z) is nondegenerate on ( TzA)l. 
The Morse index of Z (equal to the Morse index of zO) is the maximal 
dimension of {VE (T,Z)‘: f”(z)[v, v] CO}. Let 1 be the Morse index of Z. 
We set 
l-L = T,;Z, and E=r;@(z-y. 
By continuity one has 
dim{ w E (I-;)‘: f:(ui)[w, w] < 0} = 1. 
182 AMBROSETTI, COTI ZELATI, AND EKELAND 
Take now u:. Since UE is the nondegenerate point of maximum off, on Z,, 
it follows that fI(~i) is negative definite on r’i (which is l-dimensional). 
Hence ind(ui) = 1+ 1. 
As for u:, f:(u,Z) is positive defined on e and then one has 
ind(uz) = 1. 1 
Remark 5.3. Lemma 5.2 would follow directly from the arguments 
sketched in Section 1, after Remark 1.3, if we assume ,f and ,f, satisfy 
inequalities (1.8) (with g=fE). This is the case if H satisfies (Al)-(A4); see 
Lemma 3.2 and the proof of Theorem 3.4. 
We now use the index theory of [9], slightly adapted to nonautonomous 
systems. With every o E @ such that 101 = 1, we associate the complex 
space Hk = { y E H’( [0, r]; CZN): y(T) = oy(O)} and the hermitian form 
We define ml(o) to be the index of (Q; y, z) on Hf,. In particular, ml( 1) 
is the index of (fi(u,!) y, z) on E. It is just the Morse index of the critical 
points u: off, on E. 
Similarly, m!( - 1) is the index of the quadratic form (Q; y, z) on the 
space of antiperiodic functions 
Hl,={JsH’([O, r];c2”):y(0)+y(T)=O}. 
More generally, ml is an integer valued function on the unit circle, which 
can be constructed as follows (see [9]): 
(a) the points of discontinuity are the %;(E) with In;(~)1 = 1; 
(b) if A,(E), with In;(s)1 = 1, is a Floquet multiplier of Krein type 
(p, q), then the jump of rnk across n,(s) is equal to (q - p): 
lim 
n-o+ 
{m$e’“;l,(.z)) - m:(eCioA,(E))} =q - p. 
Now choose w on the unit circle, with o # 2, for all i. By continuity, 
w #n,(s) for 1~1 <E. It follows that (Qi y, z) will be nondegenerate on Hf, 
for all 1~1 <E. But then the index cannot change, which proves that 
m,‘(o) = ma(o) for I&J CC. 
So we have found a point o where the value m:(o) does not depend on 
E. Starting from this point, we may figure out mi( 1 ), using the rules (a) and 
(b). We first show that the following two cases are impossible. 
Case 1. The A/(E), 1 < j < k, all leave the unit circle. Then so do the 
n:(s) = (J.{(s)))‘. The only jumps between m!(o) and mb( 1) will come from 
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the values A{(E) which lie on the unit circle, between o and 1. But the ;li 
then also lie on the unit circle, between o and 1, and the jumps, by rule 
(b), are the same for A{(E) and li. Indeed, if the Krein type is (1,0) or 
(0, l), the Floquet multiplier remains on the unit circle and its Krein type 
does not change. If the Krein type is (p, q), the Floquet multiplier may 
split into (p + q) simple multipliers, some of which may leave the unit cir- 
cle, but in such a way that the balance q - p is not affected. Since 
m;(u) = m,,(o) for all 1~1 <E, and since the jumps between w and 1 are the 
same, rule (b) tells us that the m:( 1) are the same for all j and all E # 0 (the 
rule for m,,( 1) is different; see [IS]). This contradicts Lemma 5.2. 
Case 2. The A/(E), 1 < j f k, all stay on the unit circle. Then so do the 
j.;(E) = A{(E). The jumps between m:(o) and mi( 1) will come from the A{(E), 
i > 3, which lie on the unit circle between o and 1. The contribution of the 
j,;(E) or A;(E) is either + 1 or - 1, depending on its Krein type, which is 
either (1,O) or (0, 1) since it must be a simple Floquet multiplier. Since 
m;(o) = m,(o), we see that all the m;(l), 1 <j< k, 0 < I&/ <E, must be the 
same modulo 2. This contradicts Lemma 5.2 again. 
Since cases 1 and 2 are impossible, at least one of the A!(E) leaves the unit 
circle, and at least another one stays on it. This concludes the proof of 
Theorem 5.1. u 
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