This paper proposes a series of specification tests of the dynamic factor model. The Granger non-causality, linear dependency, and omitted explanatory variables tests are presented. All of the tests can be constructed as a natural byproduct of the routine used to calculate the "smoothed" moments, and they do not require the estimation of additional parameters. The actual size and power of the tests are examined in Monte Carlo experiments. The tests are applied to the term structure model of a yield curve.
Introduction
Recently, researchers have been interested in economic and financial models in which the dynamics of a large panel of economic variables can be specified by a small number of indexes or "common factors." When the model proposed by Stock and Watson (1989) is applied to a time series model, the result is a model based on the assumption that one latent variable causes the co-movement of four observed variables. This approach has provided some new perspectives on several economic analyses. For example, Diebold and Rudebusch (1996) and Kim and Nelson (1998) applied this approach in the modeling of business cycles; Diebold et al. (2006) and Ghysels and Ng (1998) applied it in the characterization of a yield curve; Sentana (2004) and Lehmann and Modest (1988) applied it in mimicking portfolios in an Arbitrage Pricing Theory (APT) model. However, we rarely know the a priori structure of an exact model. In fact, investigators often propose several models but may not undertake comprehensive testing of the adequacy of the preferred model. Consequently, there is a need for specification tests.
Because common factors are generally unobserved, we need to extract them using statistical techniques. Estimation procedures, such as Principal component analysis and the Kalman filter, are used to extract them. Many previously conducted studies have considered the problem of verifying the adequacy of the model using the former technique. Lewbel (1991) and Donald (1997) used the rank of a matrix to test the number of factors. Stock and Watson (1998) and Forni et al. (2000) suggested the use of modified information criteria for the model selection. These methods are typically applied to high dimensional panels of time series. However, for the latter technique, very little research has been conducted for the hypothesis testing or the model selection. This study attempts to fill this gap, by proposing specification tests for Granger non-causality, linear dependency, and omitted explanatory variables based on the Lagrange multiplier (LM) principle.
The rest of the paper is organized as follows. Section 2 details the basic framework and notation of the model and introduces the estimation framework. Section 3 derives the general principles of specification tests. Section 4 reports the results of our Monte Carlo experiments for the actual size and power of the tests. Section 5 applies the specification tests to the term structure model of the yield curve. Section 6 briefly concludes this study.
The model

The notations and assumptions
The dynamic factor model expresses several observed variables as a function of a small set of unobserved variables. Consider the following model:
for t = 1, . . . , T, (2.1) where y t is a vector of observations, Λ is a factor loading matrix, f t is a vector of common factors, and u t is a vector of idiosyncratic noise. Equation (2.1) links the observation y t to a set of common factors f t . In this study, we focus on the case where moderately sized panels of economic time series depend on a relatively small number of dynamic factors. The dynamics of common factors employed here are defined as follows:
for t = 1, . . . , T, (2.2) where Γ is a transition matrix and v t is a vector of noise. In order for the processes (2.1) and (2.2) to be covariance-stationary, we restrict the eigenvalues of Γ to all lie inside the unit circle. According to the above specification, we construct a state-space system where (2.1) is the observation equation and (2.2) is the transition equation.
In addition, we require that Gaussian white noises u t and v t be orthogonal to each other (at all leads and lags) and to the initial state: E(f 1 u t ) = 0, E(f 1 v t ) = 0, for t = 1, . . . , T . In much of our analysis, we assume that Σ is a diagonal covariance matrix and Ω is a non-diagonal covariance matrix 1 . It implies that the covariance between the variables in y t depends solely on the common factor f t . This is the basic structure we adopt for the rest of this paper 2 . Although the state-space representation defined by (2.1), (2.2), and (2.3) gives a very convenient way to calculate the exact likelihood function, a word of caution should be given. In the absence of restrictions on Λ, Γ, Σ, and Ω, the parameters of the state-space representation are unidentified-more than one set of values for the parameters can give rise to the identical value of the likelihood function, and the data give us no guide for choosing among them. In such cases, it will therefore be necessary to restrict these matrices in a suitable manner, depending on the specific form of the model. Parameter restrictions are common in the literature on factor models.
In this paper, we impose the following parameter restrictions 3 . (i) The strictly upper triangular elements of Λ are zero; λ nk = 0, for n < k, n = 1, . . . , N, and k = 1, . . . , K.
(ii) The diagonal elements of Λ are positive; λ kk > 0 for k = 1, . . . , K.
(iii) The diagonal elements of Γ are nonzero, and their absolute values are all less than one; γ kk = 0 and |γ kk | < 1 for k = 1, . . . , K. (iv) The matrix Ω equals to I K − ΓΓ such that the unconditional variance of f t is unit variance. Note that our parameter restrictions are based on Jungbacker and Koopman (2008) .
Alternatively, we can impose smoothness restrictions on the factor loading coefficients of Λ. Jungbacker et al. (2010) assume that the kth column of Λ can be represented by spline functions that depend on knot coefficients. Different smoothness functions can be considered. In Section 5, we impose the NelsonSiegel smooth cross-sectional structure on Λ.
We show that identification can be established directly from the state-space representation in Appedix B.
The estimation framework
Suppose we want to estimate an (M × 1) parameter vector θ based on a time series of T observations of y t . Consider the distribution y t conditional on the information up to t − 1,
where ψ t−1 = (y 1 , . . . , y t−1 ) . The task is to choose a parameter vector θ so as to maximize the log likelihood function
where p(y 1 | ψ 0 ; θ) = p(y 1 ; θ). To derive (2.5), we specify conditional densities of the observed variable y t and the common factor f t . From (2.1), (2.2), and (2.3), these conditional densities are defined as follows:
for t = 1, . . . , T , where
We assume that the initial common factor f 1 is distributed as N (0, Ξ), satisfying Ξ = ΓΞΓ +Ω. Note that vec(·) denotes the vec-operator and vech(·) denotes the vech-operator . Further, the log likelihood function (2.5) is parameterized by θ, which includes both the parameter ξ appearing in (2.6) and the parameter η in (2.7), θ = (ξ , η ) . According to the above specification, a Kalman filter and a smoother for the model are as follows.
First, given the density of f t−1 conditional on the information up to t − 1, namely p(f t−1 | ψ t−1 ; θ), the density of the predicted state variable f t is expressed as the integral
since it is implicitly assumed that the transition equation (2.7) given f t−1 is independent of ψ t−1 , namely p(
. Next, we can update the conditional density of f t by obtaining the new observation y t as
since it is assumed implicitly that the measurement equation (2.6) is independent of the past infor-
The process of obtaining the conditional density of the state variable f t given ψ t is called "filtering" in the state-space framework, and we have the conditional likelihood of y t in the denominator of (2.9) as a byproduct of filtering. We can obtain the conditional likelihood p(y 1 ; θ), p(y 2 | ψ 1 ; θ), . . . , p(y T | ψ T −1 ; θ) using (2.8) and (2.9) recursively. Thus, we obtain the unconditional density p(y 1 , y 2 , . . . , y T ) and the maximum likelihood estimator. This filtering algorithm was proposed by Kitagawa (1987) .
In obtaining the test statistic, the conditional density of the state variable f t given ψ T , namely p(f t | ψ T ; θ), is required, as will be shown in the next section. This process is referred to as "smoothing." We see that
from the Bayes theorem and
(2.11) Equation (2.11) is intuitive, since it is evident from (2.6) and (2.7) that, given f t+1 , the future observations y t+1 , . . . , y T have no additional information with respect to f t . Therefore the smoothed density
is derived by integrating f t+1 in (2.10). Then, we obtain the smoothed density at t using the smoothed density at t + 1, the transition density p(f t+1 | f t ; η), the filtered density p(f t | ψ t ; θ) and the predicted density p(f t+1 | ψ t ; θ). This is a general estimation framework. Note that our model is linear and assumed to be normally distributed. Therefore, the conditional mean and covariance matrix can be computed through a linear Gaussian Kalman filter and a smoother. Hence, there is no need for numerical integration. For details, see Appendix A.
Form of specification tests
This section provides an expression for the score and derives the general framework based on the LM principle. Subsection 3.1 provides an expression for the score in terms of the derivative of unobserved densities. Subsection 3.2 derives the general LM test statistic. Subsection 3.3 introduces the framework of several specification tests.
The score
The score of the tth observation is defined as
It turns out that the elements of the score corresponding to ξ and η have a simple relationship with derivatives of unobserved conditional densities (2.6) and (2.7). We will show this relationship below. The density function of y 1 , . . . , y t is expressed as follows:
Note that (t) df (t) denotes multiple integration:
Then, the derivative of log p(y 1 , . . .
and the conditional density of f 1 , . . . , f t given y 1 , . . . , y t is defined by
The multiple integral in (3.5) is simplified to a one-dimensional integral, since ∂ log p(y τ | f τ ; ξ)/∂ξ depends only upon f τ . Therefore, (3.5) becomes . . . , T, (3.6) where ζ τ (θ) = ∂ log p(y τ | f τ ; ξ)/∂ξ. Note that the conditional density function p(f τ | ψ t ; θ) in (3.6) can be obtained as the smoothed density of f τ in (2.12).
Further, the score of the tth observation with respect to ξ can be evaluated by differencing (3.6) as
where the derivative of the log likelihood for y 1 , . . . , y t for t < T on the right hand side can be evaluated iteratively by applying the same routine used in obtaining (3.6).
Similarly, using (3.3), the score with respect to η becomes
Then, the score of the tth observation with respect to η can be evaluated as
Therefore, all the elements of the score take the form of simple functions of smoothed density. Note that integration is necessary for derivation of (3.6) and (3.8), but the entire score for the Gaussian linear state-space model can be computed exactly by the Kalman filter and associating smoothing method. Because the score derived here can be used to construct an estimate of the information matrix, this step is the most important part of the calculation of the test statistic.
Test statistic
Suppose that the conditional density of the tth observation is denoted by
Since (3.10) holds for all admissible values of θ, we can differentiate both sides with respect to θ, to conclude that
In addition, we multiply and divide the integrand in (3.11) by the conditional density of y t :
Substitution of (3.1) into (3.12) reveals that
(3.13) Equation (3.13) indicates that if the data were actually generated by the density (2.4), then the expected value of the score conditional on information observed through date t − 1 should be zero:
where θ 0 denotes the true parameter value. In other words, the score {g t (θ)} T t=1 should form a martingale difference sequence. Thus if the model is correctly specified, the score g t (θ 0 ) should be impossible to forecast on the basis of any information available at date t − 1, such as elements of the lagged score g t−1 (θ 0 ).
The vast majority of all testing problems are composite so that only a subset of parameters is fixed under the null hypothesis. Let θ = (θ 1 , θ 2 ) . Suppose that the first (M 1 × 1) parameters are specified under the null hypothesis to be θ 10 , whereas the remaining (M 2 × 1) parameters are unrestricted under both the null and the alternative hypotheses. Thus, the maximum likelihood estimate (MLE) of θ under the null hypothesis is denotedθ ≡ (θ 10 ,θ 2 ) .
Then, at the constrained MLEθ, the first M 1 elements of the average score T −1 T t=1 g t (θ) are nonzero, whereas the remaining M 2 are zero. The magnitude of these first M 1 elements reflects how much the likelihood function might increase if constraints were relaxed, and can be used to assess the validity of constraints. Then, if we use the BHHH (outer product of gradients) estimator to estimate the information matrix, the LM test of the null hypothesis that restrictions are true is given by the following statistic:
Namely, under the null hypothesis, the LM test statistic has a limiting χ 2 distribution with degrees of freedom, which is the number of constraints. Equation (3.14) provides an extremely useful class of diagnostic tests, enabling one to estimate a restricted model and test it against an alternative without having to estimate the more general model.
Framework of specification tests 3.3.1. The partitioned framework
As we might be interested in a restricted system, we divide the set of observed variables into two groups of N 1 and N 2 variables and the set of common factors into two groups of K 1 and K 2 variables. Then, the system in (2.1) and (2.2) are partitioned as
Similarly, the matrices Σ and Ω are partitioned as
We consider models which typically have N 1 ≥ K, N 2 ≥ K. The matrices Λ 11 , Λ 12 , Γ 11 , and Γ 22 are subject to the identifying restrictions while the matrices Λ 21 , Λ 22 , Γ 12 , and Γ 21 are not subject to restrictions. In addition, the matrices Σ 1 and Σ 2 are diagonal. Then, the conditional joint log likelihood function of y 1t and y 2t can be written as
where
Similarly, the conditional joint log likelihood function of f 1t and f 2t can be written as
and Ω ij denotes the (i, j) subblock of the inverse of the partitioned matrix Ω for i = 1, 2 and j = 1, 2. According to the above mentioned specifications, we will propose specification tests for Granger non-causality and linear dependency.
The extended framework
As we might be interested in the omitted variable problem, we extend the exogenous variable to the observation equation. Then, the system in (2.1) and (2.2) are augmented as follows:
where Π is a coefficient matrix and x t is a vector of explanatory variables. Note that Π is not subject to the identifying restrictions. Then, the conditional log likelihood of y t and f t are
According to the above mentioned specifications, we will propose a specification test for omitted explanatory variables.
Several specification tests
Before detailing the discussions, central to both the theoretical and the empirical validity of dynamic factor models is the correct specification of the number of factors. In the system of (3.15), (3.16), and (3.17), the number of factors is K 1 when Ω 22 = 0. Then, the null hypothesis is that Ω 22 = 0; However, this hypothesis is on the boundary of the parameter space so that the regularity condition for the test statistics is unsatisfied and hence these test statistics have singular distributions 4 . Then, the asymptotic distribution of the LM test statistic will not be the standard χ 2 distribution with degrees of freedom equal to the number of restrictions K 2 (K 2 + 1)/2. Hence, it should be noted that the correct specification of the number of factors is a complicated problem and requires further study.
Furthermore, if the data are generated by equations (3.18) and (3.19) with Π = 0, then the omission of the variable of Π will render the parameters biased and inconsistent and cause autocorrelated disturbances and heteroskedasticity. Therefore, testing for omitted variables is particularly important. Example 1. Test for Granger non-causality of y 2t with respect to f 1t . The group of variables represented by y 2t is said to be block-exogenous in the time series sense with respect to the variables in f 1t if the elements of f 1t are of no help in improving a forecast of any variable contained in y 2t alone. In the system of (3.15), (3.16), and (3.17), y 2t is block-exogenous when Λ 21 = 0, Γ 21 = 0, Ω 12 = 0. Therefore, we conduct a LM test of the null hypothesis 5
However, the matrix Ω is subject to the identifying restrictions such that Ω = I K − ΓΓ . Hence, we transform (3.20) to
Thus, the derivative with respect to vec(Λ 21 ) under the null hypothesis is
4 Davies (1987) suggests that, in this kind of situation, the LM test statistic should be treated as a function of the unidentified nuisance parameters and the test based upon the maximum of this function.
5 The null hypothesis seems natural to be conducted as H 0 : Λ 21 = 0, Γ 12 = 0, Γ 21 = 0 or Λ 21 = 0, Γ 12 = 0, Γ 22 = 0. However, unfortunately, the restriction about Γ 22 = 0 causes the problem of unidentified nuisance parameters. Hence, we conduct the null hypothesis as (3.20).
using identity tr(AB) = [vec(A )] vec(B)
. Note that tr(·) denotes the traceoperator . Also, the derivative with respect to vec(Γ 12 ) under the null is
11 . Finally, the derivative with respect to vec(Γ 12 ) under the null is
22 . Note that the number of restricted parameters is K 1 (N 2 + 2K 2 ) under the null hypothesis (3.21).
Example 2. Test for linear dependency between f 1t and f 2t . In the system of (3.15), (3.16), and (3.17), there is no relationship between f 1t and f 2t when Γ 12 = 0, Γ 21 = 0, Ω 12 = 0. Therefore, we conduct a LM test of the null hypothesis
However, the matrix Ω is subject to the identifying restrictions such that Ω = I K − ΓΓ . Hence, we transform (3.22) to
Then, derivatives with respect to vec(Γ 12 ) and vec(Γ 21 ) are
Note that the number of restricted parameters is 2K 1 K 2 under the null hypothesis (3.23).
Example 3. Test for omitted explanatory variables. In the system of (3.18) and (3.19), observed variables y t are specified by the common factor f t only when Π = 0. Therefore, we conduct a LM test of the null hypothesis
Then, the derivative with respect to vec(Π) under the null hypothesis is
Note that the number of restricted parameters is NJ under the null hypothesis (3.24).
Monte Carlo Experiments
To examine the performance of our proposed tests, we conduct Monte Carlo experiments using the GAUSS programming language. We use the following data generating process:
• Observation equation
Note that the parameters are subject to the identifying restrictions as described in Section 2. The matrix Π is assumed to be a diagonal matrix in order to reduce the computational load. Thus, the diagonality of Π is not due to satisfying the identification condition. Further, we assume that u t and v t are distributed as Gaussian distributions. However, empirical research about financial markets reveals that financial return distributions are leptokurtic, i.e., they have heavy and fat tails. Hence, we also assume that u t and v t are distributed as Student's t distributions with 8 degrees of freedom.
In this experiment, the number of replications is 2000, the sample size are T = 350, 700, 1050, and the initial value of (f 1t , f 2t , f 3t , v 1t , v 2t , v 3t ) are fixed at (0, 0, 0, 0, 0, 0) respectively. Finally, we generate T + 100 periods of data and use the last T periods by discarding the first 100 periods to reduce the effect of initial values. The procedure works as follows.
Step 1. Generate {y t } and {f t } from the random variables {u t } and {v t }, which are distirbuted as Gaussian or Student's t distributions.
Step 2. Apply the Kalman filtering to {y t } under the null hypotheses (3.21), (3.23), (3.24) and esitimate the parameters by the maximum likelihood (ML) method or quasi-maximum likelihood (QML) method.
Step 3. Apply the smoothing algorithm to {y t } and obtain the score (3.1).
Step 4. Calculate the test statistic (3.14).
Detailed configurations for the data generation process are summarized in Table 1 . Experimental results are summarized in Tables 2 through 17 . Each table reports the percentage rate of rejection of the relevant null hypothesis at the asymptotic 5% and 1% significance level. Note that the rejection region of the tests are in the upper tail areas.
Our main findings are summarized as follows.
• Size of the tests
Under the Gaussian distribution: For T = 350, the actual size of the tests deviates from the nominal sizes of 5 and 1 percent at most by 3.7 and 1.8 percent, respectively. In particular, when the estimated factors are strongly correlated and can be characterized as near unit root processes, the size distortions are increasing. As the sample size increases, namely when T = 700 or 1050, the actual rejection rate is closer to the nominal level, as is expected. Under the Student's t distribution: There is a serious size distortion for all test statistics. In addition, even if the sample size increases, the actual rejection rate is still higher than the nominal level.
• Power under the alternative Under the Gaussian distribution: For T = 350, the rejects rate of the null ranges from 12.85 percent to 87.95 percent for the nominal 5 percent significance level. As the sample size increases, the actual rejection rate is increasing. This results indicate that the absolute value of the difference between the null and the alternative is 0.1 or more, the test statistics can discriminate the hypothesis. An important practical conclusion of our simulation is that a rather large sample size, such as more than T = 350, is necessary to distinguish the null and the alternative. However, datasets with a sample size of 350 or more are easily available in financial analyses. Summarizing, Monte Carlo results showed that the tests are reliable in terms of both size and power performance under the Gaussian distribution.
Finally, it is well known that the quasi-maximum likelihood estimate (QMLE) is consistent and has asymptotic normality, but the empirical asymp- Parameter setting Note: The number in replications is 2,000. The noise ut and vt are generated from Gaussian distributions.
Initial value of parameters for ML estimation
totic covariance matrix is diffrent from the MLE, that is given by
, where
Note that Ᏽ OP (θ) denotes the outer product estimate of the Fisher information matrix, Ᏽ 2D (θ) denotes the second derivative estimate of the Fisher information Note: The number in replications is 2,000. The noise ut and vt are generated from Gaussian distributions.
matrix. Then, the quasi-LM test statistics is defined as follows:
Hence, the computation of Ᏽ OP (θ) and Ᏽ 2D (θ) are necesary for the calculation of the quasi-LM test statistics. From the discussion of Section 3, we can compute Ᏽ OP (θ) using (3.7), or (3.9). Further, we find that Ᏽ 2D (θ) is evaluated by the Louis' Identity 6 . For example, the second derivative estimate of the Note: The number in replications is 2,000. The noise ut and vt are generated from Gaussian distributions.
infromation matrix with respect to ξ is expressed as Note: The number in replications is 2,000. The noise ut and vt are generated from Gaussian distributions.
Note that the first term on the right side of (4.1) is computed using (3.6). The second term is obtained by differentiating the logarithm of (2.6) twice with respect to ξ and taking the expectation conditional on the information up to T . This computation involves the smoothed estimates of f t and the associated mean squared error matrices and can, therefore, be carried out jointly with the computation of the first term. From the computational view, the third term is the Note: The number in replications is 2,000. The noise ut and vt are generated from Student's t distributions with 8 degrees of freedom.
dominant one, since it involves the smoothed estimates of the products f t f τ and the associated mean squared error matrices for all combinations of t and τ . However, unfortunately, we cannot evaluate the mean squared error matrices of f t f τ analytically. Therefore, numerical integration is necessary for the computation of Ᏽ 2D (θ). From the above discussion, the computation of the quasi-LM statistics is left for future research. Note: The number in replications is 2,000. The noise ut and vt are generated from Student's t distributions with 8 degrees of freedom.
Empirical analysis
Data description
We apply the proposed tests to the term structure model of yield curves. The dataset we use in this paper is the unsmoothed Fama-Bliss zero-coupon yields and macroeconomic variables for the same period, obtained from Diebold's website. We study U.S. Treasury yields with maturities of 3, 6, 9, 12, 15, 18, 21, 24, 30, 36, 48, 60, 72, 84, 96, 108 , 120 months over the period from January 1972 to December 2000, that is N = 17 and T = 348. Macroeconomic variables include three key variables: manufacturing capacity utilization (CU t ), the federal funds rate (F F R t ), and annual price inflation (IN F L t ) . These three variables Note: The number in replications is 2,000. The noise ut and vt are generated from Student's t distributions with 8 degrees of freedom. represent, respectively, the level of real economic activity relative to potential, the monetary policy instrument, and the inflation rate, which are widely considered to be the minimum set of fundamentals needed to capture basic macroeconomic dynamics.
In Fig. 1 , we present a three-dimensional plot of the yield series. The yields suggests the underlying factor structure. Although the yield series vary heavily over time for each of the maturities, a strong common pattern in the 17 series over time is apparent. In Table 18 , the univariate statistics for the dataset are presented. The univariate statistics confirm that the yield curve tends to be upward sloping and that volatility is higher for rates on the long end of the yield curve. Note: The number in replications is 2,000. The noise ut and vt are generated from Student's t distributions with 8 degrees of freedom.
We also examined the correlation matrix to better see the possible links between the yields and the macroeconomic variables. Table 19 shows that the federal funds rate and inflation are decreasingly correlated with the yields as the associating maturity is increasing. The capacity utilization is correlated negatively with the yields as the associating maturity is increasing. Table 19 also shows the correlations among the yields are mostly above 0.9, in accordance with the strong common peterns in the movements of different yields that we observe in Fig. 1 . 3, 6, 9, 12, 15, 18, 21, 24, 30, 36, 48, 60, 72, 84, 96, 108 , and 120 months.
Estimation results
The term structure model used here is based on the Nelson-Siegel term structure model of Diebold et al. (2006) . The corresponding yield curve is
for t = 1, . . . , 348 and n = 1, . . . , 17, where y t (τ n ) denotes the continuouslycompounded zero-coupon nominal yield on a τ n month bond at time t, and u t (τ n ) denotes a disturbance with variance σ n . The parameter λ governs the exponetial decay rate; small values of λ produce slow decay and can better fit the curve at long maturities, while large values of λ produce fast decay and can better fit the curve at short maturities. Note that λ also governs where the loading on f 3t achieves its maximum.
We interpret f 1t , f 2t , and f 3t as three latent dynamic factors. The loading on f 1t is one, a constant that does not decay to zero in the limit; hence it may be viewed as a long-term factor. The loading on f 2t is [1−exp(−λτ n )]/λτ n , a fuction that starts at one but decays monotonically and quickly to zero; hence it may be viewed as a short-term factor. The loading on f 3t is [1 − exp(−λτ n )]/λτ n − exp(−λτ n ), which starts at zero (and is thus not short-term), increases, and then decays to zero (and thus is not long-term); hence it may be viewed as a medium-term factor. An important insight is that the three factors, which following the literature we have thus far called long-term, short-term, and medium-term, may also be interpreted in terms of level, slope, and curvature factor, respectively. The long term factor f 1t governs the yield curve level; an increase in f 1t increases all yields equally, as the loading is identical at all maturities, thereby changing the level of the yield curve. The short-term factor f 2t is closely related to the yield curve slope; an increase in f 2t increases short yields more than long yields, because the short rates load on f 2t more heavily, thereby changing the slope of the yield curve. Finally, the medium-term factor f 3t is closely related to the yield curve curvature; an increase in f 3t will have little effect on very short or very long yields, which load minimally on it, but will increase medium-term yields, which load more heavily on it, thereby increasing yield curve curvature. From the above discussion, we referred to f 1t , f 2t , and f 3t as the level, slope, and curvature factor, respectively.
In this paper, we collect the yield curves (5.1) of various maturities and define the model as follows;
where y t is a (17 × 1) vector of yields, Λ is a (17 × 3) factor loading matrix, f t is a (3 × 1) vector of latent factor, u t is a (17 × 1) vector of noise, and Σ is a (17 × 17) diagonal covariance matrix. In addition, the (n, k)th element of Λ is given by (5.3) and n = 1, . . . , 17. Furthermore, Π is a coefficient matrix and x t is a vector of explanatory variables. When the explanatory variables are the lagged own yields, Π and x t become as follows:
On the other hand, when the explanatory variables are the macroeconomic variables, Π and x t become as follows: The process for f t can be modelled by the vector autoregressive process 7
where µ is a (3×1) vector of means, Γ is a (3×3) transition matrix, v t is a (17×1) vector of noise, and Ω is a (3 × 3) non-diagonal covariance matrix. Note that the restriction of (5.3) allows us to leave the parameters in Γ and Ω unrestricted. Table 20 through 22 report estimation results 8 . The estimates of Γ indicate highly persistent dynamics of f 1t , f 2t , and f 3t , with estimated own-lag coefficients of 0.996, 0.939, and 0.844, respectively. The estimates of µ appear sensible; the mean of level is approximately 8.5 percent, the mean of slope is approximately −1.3 percent, and the mean of curvature is insignificantly different from 0. The estimates of Ω confirm that there is not any significant covariance term. The parameter λ is estimated as 0.078, with a standard error of 0.002, which is similar to that of Diebold et al. (2006) . In addition, almost all of diagonal elements of Σ show approximately 0.01 except for σ 1 .
In Fig. 2 , we plot these three estimated factors together for comparative assessment. The level factor f 1t displays very high persisitence and is of cource positive in the neighborhood of 8 percent. The slope factor f 2t shows a relatively smooth time process with characteristics that can be associated with the business 7 The parameterization of (5.4) differs from that of Diebold et al. (2006) , but we have found that our estimates of the parameter coefficients are similar to those reported by Diebold et al. (2006) .
8 The initial value of parameters for ML estimation are λ (0) = 1, σ cycle. The curvature factor f 3t is more nosiy process although it clearly picks up some dynamic features in the data.
Finally, we investigate the adequacy of the proposed model. We report in Table 23 the results of several specification tests based on the LM procedure. We strongly reject almost all of the null hypotheses at any significance level, although we fail to reject the null of the diagonality of Ω. Given the above results, there is strong evidence of the serial correlation in the yields curve, the effects of macro variables on the movements in the yield curve, the non-diagonality of Γ, and the cross-correlations among the latent factors.
Conclusion
In this paper, we provided a computational algorithm of the LM statistic of the dynamic factor model, and proposed a variety of specification tests based on the score. The score proved to be a natural byproduct of the routine used to calculate the expected value with respect to smoothed density. From the same calculation, we also constructed asymptotic standard errors for the parameter vector and specification tests. Therefore, the proposed tests could be calculated together by the Kalman filter and associating smoothing method, and they did not require the estimation of additional parameters. We also investigated finite sample properties of the tests. Monte Carlo results showed that the tests are reliable in terms of both size and power performance. It should be noted that the correct specification of the number of factors and the computation of the quasi-LM statistics are still unanswered and await further research.
for t = 1, . . . , T , where y t is a vector of observations, f t is a vector of unobserved state variables, x t is a vector of explanatory variables, and u t and v t are vectors of noise. Note that the system matrices Λ, Π, Γ, Σ, and Ω are time-invariant and functionally related to a set of parameters θ.
A.2 The Kalman filter
Under the Gaussian assumption, the Kalman filter produces the minimal mean square estimator of the state variables conditional on past information, f t|t−1 ≡ E(f t | ψ t−1 ), along with its mean squared error matrix,
. . , y t−1 ) is the information set available at time t − 1.
For a standard state-space model with initial conditions f 1|0 = 0 and P 1|0 = Ξ, satisfying Ξ = ΓΞΓ + Ω, it consists of the following recursive algorithms and definitions;
, and K t is Kalman gain matrix. During the Kalman filter recursion, we need to store the quantities η t|t−1 , F t|t−1 , K t , L t , f t|t−1 , and P t|t−1 for likelihood evaluation and smoothing algorithms.
A.3 Likelihood evaluation
The Kalman filter enables the log likelihood function to be written in prediction error decomposition form. The log likelihood function is defined as follows 10 : (A.5) and can be maximized numerically with respect to the unknown parameters θ by a quasi-Newton optimization routine. The quantities η t|t−1 and F t|t−1 are calculated routinely by the Kalman filter (A.4), so the log likelihood function L(θ) is easily computed from the Kalman filter output. Note that we need to store MLEθ for smoothing algorithms and score evaluation.
A.4 Smoothing algorithms
Smoothing refers to optimal estimation of the unobserved components based on the future information. The algorithms proposed by de Jong (1989) and de Jong and MacKinnon (1988) consist of the following backwards recursions starting at t = T , with initial values r T = 0 and N T = 0:
for t = T, . . . , 1 and τ = t, . . . , 1, where
During the smoothing recursion, we need to store the quantities f τ |t , P τ |t , and P τ,τ −1|t for deriving the score vector. Note that smoothing algorithms in this paper are executed at each time index t. Cappé et al. (2005) refers to it as recursive smoothing.
A.5 Score evaluation
Finally, from Fisher's identity 11 for the score, we provide the following expressions for the derivatives of log f (y 1 , . . . , y t ; θ) with respect to each of the system matrices: 8) . Then, the score of the tth observation with respect to the system matrices can be computed by differencing (A.7) as (3.7) or (3.9). Therefore, we can calculate LM test statistics (3.14) from (A.7).
Appendix B: Identification of the state-space model Our state-space model defined by (A.1), (A.2), and (A.3) possesses a general structure that was considered in Wall (1987) , and its identification can be established by the theory developed there. First, we prove that the model is a minimal state-space representation. Next, we seek parameterizations that are unique in terms of their effect on the first and second moments of the observed dependent variables.
B.1 The minimal representation
Proposition 1. Let Λ, Π, Σ, Γ, and Ω be as specified in (A.1), (A.2), and (A.3). If the parameter restrictions discussed in Section 2 are imposed , then the state-space model is minimal , i.e., completely controllable and completely observable.
Proof. Consider first the controllability condition. The state-space model is completely controllable if and only if the rank of [Ω ΓΩ . . . Γ K−1 Ω] is K. The companion form of Γ and the restriction of Ω ensure that one will always be able to find embedded in the controllability matrix a (K × K) full rank submatrix Ω, ΓΩ, . . . , Γ K−1 Ω, respectively. This follows from the fact that the diagonal elements of Γ are nonzero. Combining this submatrix guarantees that we always can find K linearly independent rows in the controllability matrix.
Next consider the observability condition. Here we desire the rank of observability matrix [Λ (ΛΓ) . . . (ΛΓ K−1 ) ] to be K. Once again the companion form of Γ and the special form of Λ, yield observability. This follows from the fact that the strictly upper triangular elements of Λ are zero. Thus we can always form a submatrix Λ, ΛΓ, . . . , ΛΓ K−1 of rank K, respectively. Combining this submatrix guarantees that we always can find K linearly independent columns in the observability matrix.
B.2 The identification condition
The fundamental concept underlying the identification problem is that of observational equivalence between two or more structures of the same model. If S (i) denotes the ith structure for (A.1), (A.2), and (A.3), we have S (i) ≡ {Λ (i) , Π (i) , Σ (i) , Γ (i) , Ω (i) }. We then say two structures, S (1) and S (2) are observationally equivalent if they give rise to the same first two unconditional moments of y t : (2) , to be observationally equivalent is due to Youla (1966) . Proof. See Wall (1987) .
The identification problem can now be defined precisely using the above definition of observational equivalence and Proposition 1. We must determine what restrictions need be placed on the structures S (1) and S (2) to ensure that Υ t,τ ⇒ S (1) = S (2) . We see from Proposition 2 that this task is equivalent to determining those restrictions which force the admissible T to the identity matrix I K . Proof. First, we show the uncoditional variance of f t equals to unit variance. From (A.2), the unconditonal variance of f t is defined as follows: Thus, we find that T = I K and the model is identified.
