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We prove that string rewriting systems which reduce by Higman’s lemma exhaust the multiply
recursive functions. This result provides a full characterisation of the expressiveness of Higman’s
lemma when applied to rewriting theory. The underlying argument of our construction is to connect
the order type and the derivation length via the Hardy hierarchy. C© 2002 Elsevier Science (USA)
1. INTRODUCTION
1.1. Higman’s Lemma
Recall the statement of Higman’s lemma for strings. Given an alphabetA, define the division ordering
Θ as the least preorder on the set of finite strings A∗ satisfying the following properties
• subterm property: ∀a ∈ A, ∀u ∈ A∗, u ∆ au,
• strict monotonicity: ∀u, v ∈ A∗, ∀a ∈ A, u ∆ v ⇒ au ∆ av.
THEOREM 1.1 (Higman [7]). For any finite alphabet A, (A∗, Θ) is a well-partial-ordering.
A well-partial-ordering is a well-founded ordering with no infinite antichain. In other words, every
ordering extending Θ is still well founded. So Higman’s lemma provides a syntactic criterion for the
definition of well-founded orderings on strings. Let us mention the Knuth–Bendix ordering, the recursive
path ordering, and the polynomial orderings. What concerns us is the expressiveness of string rewriting
systems (SRS). Given a Noetherian finite SRSR on an alphabetA, define the derivation length function
DlR by
dlR: A∗ → IN
w 	→ max{dlR(u), w →R u} + 1
DlR: IN → IN
m 	→ max{n ∈ IN, ∃w ∈ A∗, dlR(w) = n ∧ |w| ≤ m},
where |w| is the size of the string w. The expressiveness of the main termination orderings was exten-
sively studied and we know that most ensure primitive recursive derivation lengths on strings (see [8] for
the Knuth–Bendix and polynomial orderings and [9] for the recursive path ordering). The purpose of this
paper is to investigate the derivation length of the whole class of string rewriting systems reducing by
Higman’s lemma. Extending the result of [13], we establish that existing termination proof techniques
do not reach the full strength of Higman’s lemma: One can go far beyond primitive recursiveness and
exhaust the class of multiply recursive functions.
1.2. Multiply Recursive Functions and the Hardy Hierarchy
Multiply recursive functions are traditionally defined by closure under the schemes of k-recursion
(see Peter [11] for instance). Grzegorzyck, Wainer, and others teach us that classes of functions may
also be described by hierarchies of functions indexed by ordinals. We adopt this alternative point of
view here and introduce the class of multiply recursive functions by means of the Hardy hierarchy. Let
CNF(ε0) be the set of notations in Cantor normal form for ordinals below ε0. A canonical assignment
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of fundamental sequences for limit ordinals in CNF(ε0) is defined recursively as
ωn = n
(α + λ)n = α + λn
(ωβ+1)n = ωβn
(ωλ)n = ωλn ,
where β is in CNF(ε0) and λ is a limit ordinal in CNF(ε0). With the fundamental sequences, one can
define the family of predecessor functions.1 For each n ∈ IN, Pn : CN F(ε0) → CN F(ε0) is
Pn(0) = 0
Pn(α + 1) = α
Pn(λ) = λn, if λ is a limit ordinal.
For each ordinal α of CNF(ε0), the Hardy functionHα is now defined as follows.
H0: IN → IN
n 	→ 0
and for α > 0
Hα: IN → IN
n 	→ HPn (α)(n + 1) + 1.
The class of multiply recursive functions is exactly described by the family of Hardy functions indexed
by ordinals of ωωω (Robbin [12]).
Why should we give a preponderant role to the Hardy hierarchy? Consider the maximal order type
of the division ordering Θ. De Jongh and Parikh established in [3] that for any finite nonempty alphabet
A, the maximal order type of (A∗, Θ) is ωω|A|−1 . Cichon and Tahhan Bittar took advantage of this result
and produced a measure for sequences compatible with Θ using the Hardy hierarchy indexed by the
maximal order type of the division ordering.
THEOREM 1.2 (Cichon and Tahhan Bittar [2]). LetA be a finite alphabet and k ∈ IN. For each string
u in A∗, |u| denotes the size of u. There is a function φ : IN → IN such that for any sequence (ui )i∈IN of
A∗ satisfying
• ∀i, j ∈ IN, i < j ⇒ ¬(ui Θ u j ),
• ∀i ∈ IN, |ui | ≤ |u0| + k × i,
the length of (ui )i∈IN is bounded by φ(|u0|). Moreover φ is an elementary function inHωω|A| .
This theorem provides an upper bound for rewrite derivations: Each finite string rewriting system
reducing by Higman’s lemma has a multiply recursive derivation length.
We investigate here the intriguing role of the Hardy hierarchy and show that it is possible to encode
Hardy functions indexed by ordinals of ωωω by finite string rewriting systems which are compatible
with the division ordering of Higman’s lemma. This construction shows that Cichon and Tahhan Bittar’s
upper bound is essentially optimal. At a logical level it confirms the fact that the Hardy hierarchy is
the right tool for connecting derivation length and order type. The proof goes as follows. The Hardy
hierarchy enjoys an intuitive geometrical description: For each ordinal α and all integers n, consider
the decreasing sequence of ordinals (αi )i∈IN given by
() α0 = α,
αi+1 = Pn+i (αi ).
1 For the limit case, the predecessor function is sometimes defined as Pn(λ) = Pn(λn). This does not affect the complexity of
the Hardy hierarchy.
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The sequence stops when it reaches 0. We call it a Hardy sequence. Hα(n) is simply the length of the
Hardy sequence generated by α and n. We use this representation and encode Hardy sequences for
ordinals below ωωω by rewrite systems. This idea is already present in [14], where it leads to a new
lower bound of the complexity of simplifying term rewriting systems. Here we use strings instead of
terms. First, we need to produce a specific notation system for ordinals below ωωω based on strings.
For that we choose the recursive path ordering of Dershowitz (Section 3). We are then able to construct
the string rewriting systems and their proof of termination by Higman’s lemma (Section 4). We even
establish total termination.
2. REWRITING THEORY AND TOTAL TERMINATION
We do not recall fundamental notions on rewrite systems and termination (see [5] for instance). Let
A be an alphabet and ≺ an ordering on A∗. We say that
≺ is strictly monotone if ∀u, v ∈ A∗, (u ≺ v ⇒ ∀a ∈ A au ≺ av).
≺ is monotone if ∀u, v ∈A∗, (u  v ⇒ ∀a ∈A, au  av), where  is the reflexive closure
of ≺.
≺ is stable if ∀u, v ∈A∗, (u ≺ v ⇒ ∀a, b ∈A, aub  avb),
≺ has the subterm property if ∀u ∈A∗, ∀a ∈A, u ≺ au.
A rewrite systemR is compatible with the ordering ≺ if, and only if,
∀u, v ∈A∗, u →R v ⇒ v ≺ u.
We now come to the definition of total termination. The original concept is due to Ferreira and
Zantema [6].
DEFINITION 2.1 (Total termination). Let A be an alphabet. A total termination ordering on A∗ is a
strictly monotone well-order. A rewrite systemR of A∗ is totally terminating if it is compatible with a
total termination ordering.
Total termination on a finite alphabet implies the subterm property (see [4] or [6]). It follows that
any totally terminating rewrite system is compatible with the division ordering of Higman’s theorem.
We now give another characterisation of total termination, which requires only monotonicity, instead
of strict monotonicity. This result is useful in Section 4.
PROPOSITION 2.1. Let A be a finite alphabet and let R be a rewrite system on A∗. R is totally
terminating if and only if there exists a total preordering  on A∗ such that
(i) for each l → r inR, for each u ∈A∗, lu  ru,
(ii) ≺ has the subterm property,
(iii) ≺ is monotone.
Proof. One direction of the proof is obvious. For the other direction, if  is a preordering, not an
ordering, we can make it antireflexive by combining it lexicographically with any total ordering onA∗.
Properties (i), (ii), and (iii) remain unchanged. We now assume that  is a total ordering. Let mul(A∗)
denote the set of finite multisets onA∗, mul(≺) the multiset extension of ≺ on mul(A∗), and ∪ the union
of multisets. For each string u in A∗, defineM(u) as the multiset containing u and its suffixes,
M(ε) = ∅,
M(au) = {au} ∪M(u),
and define ≺ ′ as
u ≺′ v ⇔ M(u)mul(≺)M(v).
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We claim that ≺ ′ is a total termination ordering for R. First, ≺ ′ is strictly monotone: Let u, v ∈A∗
such that u ≺ ′v and let a ∈A. We have
M(au) = {au} ∪M(u),
M(av) = {av} ∪M(v).
By hypothesis, we have M(u)mul(≺ )M(v). So it suffices to show that au  av. Suppose u  v. By
hypothesis (ii), this would imply {u}mul()M(v); thus M(u)mul()M(v), which contradicts the hy-
pothesisM(u)mul( ≺ )M(v). So u  v, which with (iii) ensures au  av. Thus au ≺ ′av. Second, ≺ ′ is
well founded, since it is strictly monotone and enjoys the subterm property. Finally, ≺ ′ is compatible
with R: Let l → r in R and u ∈A∗. By (i), lu  ru, which with (ii) implies M(lu) mul() M(ru).
Hence lu ′ ru. This completes the proof.
Remark. In Definition 2.1, the notion of total termination on strings coincides with the usual defi-
nition on terms: It uses only (left-) monotonicity and not stability (left and right monotonicity). So our
total termination orderings are not total division orderings, such as those studied in [10]. There is a
slight difference between those two families of orderings: For instance the string rewriting system
{
f f → g f
gg → f g
is totally terminating, but it does not reduce under any total division ordering.
3. ORDINAL NOTATIONS FOR ωωω WITH STRINGS
The core of our construction is to simulate decreasing sequences of ordinals of ωωω by sequences of
strings. For that, we are now going to introduce an ordinal notation system that is based on the recursive
path ordering on strings.
DEFINITION 3.1 (Recursive path ordering [4]). Let A be an alphabet equipped with the precedence
≺ . The recursive path ordering ≺rpo is the least stable ordering which satisfies
• if u ∆ v, then u ≺rpo v,
• if u ≺rpo bv and a ≺ b, then au ≺rpo bv.
PROPOSITION 3.1 [4]. If (A, ≺ ) is a well-order, then (A∗, ≺rpo) is a total termination ordering.
In the remainder of the paper, we chooseA = {ai ; i ∈ IN} with the well-ordered precedence induced
by the transitive closure of ai ≺ ai+1. It is routine to prove that the order type of ≺rpo onA∗ is ωωω , the
maximal order type of the division ordering. It means that there exists an isomorphism O of ωωω →
(A∗, ≺rpo) such that each ordinal of ωωω may be denoted in a unique and nonambiguous way by a
string of A∗. The purpose of the remainder of the section is to make the construction of O explicit.
PROPOSITION 3.2. For each limit ordinal α in ωωω , there are unique i ∈ IN, β, γ ∈ ωωω such that
α = γ + ωωi β
and satisfying
(i) 0 < β < ωωi+1 ,
(ii) ∀ 0 < µ < ωωi+1 , ∀δ ∈ ωωωγ = δ + µ.
Proof. Let ωα1 + · · · + ωαn be the Cantor normal form of α. Since α is a limit ordinal of ωωω , we
have 0 < αn ≤ · · · ≤ α1 < ωω. Let i ∈ IN such that ωi ≤ αn < ωi+1 and let j be the smallest index such
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that ωi ≤ α j < ωi+1. There are δ j , . . . , δn in ωi+1 such that
α j = ωi + δ j ,
.
.
.
αn = ωi + δn.
If we set γ = ωα1 +· · ·+ωα j−1 (γ is possibly 0) and β = ωδ j +· · ·+ωδn , then i , β, γ satisfy conditions
(i), (ii) and α = γ + ωωi β.
We now prove that this decomposition is unique. Let β, γ, i , and i ′ satisfy conditions (i), (ii) such
that γ + ωωi β = γ ′ + ωωi ′ β ′. Consider the Cantor normal form of β and β ′: β = ωβ1 + · · · + ωβn and
β ′ = ωβ ′1 + · · · + ωβ ′m . If we require that γ and γ ′ are in Cantor normal form too, conditions (ii), (iii)
guarantee that the notations γ +ωωi +β1 +· · ·+ωωi +βn and γ ′ +ωωi ′ +β ′1 +· · ·+ωωi ′ +β ′m are two Cantor
normal forms of the same ordinal. They are identical. It implies i = i ′. Suppose now that γ < γ ′ (for
instance). It would follow that γ ′ = γ + ωωi +β1 + · · · + ωωi +βk for some k ≤ n, which contradicts (ii).
So γ = γ ′ and then n = m, β1 = β ′1, . . . , βn = β ′n .
In Proposition 3.2, we require that β > 0. In this case, we define −1 + β as the unique ordinal such
that 1 + (−1+β) = β. Recall that for infinite ordinals 1+β = β, and for finite ordinals 1+β = β +1.
So −1 + β = β when β is infinite and −1 + β = β − 1 when β is finite and nonempty. This leads to
the definition of the notation system O.
DEFINITION 3.2 (The notation system O).
O: ωωω → A∗
0 	→ ε
β + 1 	→ a0O(β)
γ + ωωi β 	→ ai+1O(−1 + β)O(γ )
EXAMPLE 3.1. O(n) = an0 , O(ω) = a1, O(ω + n) = an0 a1, O(ω + ω) = a1a0, O(ω2) = a1a1,
O(ωω) = a2, O((ωωi )n) = ani .
PROPOSITION 3.3. O is an isomorphism of (ωωω, <) → (A∗, ≺rpo).
Proof. We first prove that for all α, β ∈ ωωω , if α < β thenO(α) ≺rpoO(β). The ordinal ordering <
is the transitive closure of the schemes
β < β + 1,
∀n ∈ IN γ + ωωi β + (ωωi )
n
< γ + ωωi (β + 1),
∀n ∈ IN γ + ωωi βn < γ + ωωi β (β limit).
On strings, it corresponds to the three following inequalities:
u ≺rpo a0u,
∀n ∈ IN ani ai+1O(β)O(γ ) ≺rpo ai+1a0O(β)O(γ ),
∀n ∈ IN ai+1O(βn)O(γ ) ≺rpo ai+1O(β)O(γ ).
The proof is direct, using the definition of ≺rpo with an easy induction on β. As a consequence, O is
an injective morphism. It remains to show that O is surjective. Let u ∈A∗. We construct by induction
on the length of u an ordinal α such that O(α) = u. If u = a0v for some v ∈A∗, then the induction
hypothesis gives us an ordinal β such that O(β) = v. Set α = β + 1. The definition of O ensures
O(α) = a0v. If u = ai+1v for some v ∈A∗ and some i ∈ IN, we have to consider two subcases. When
v ∈ {a0, . . . , ai+1}∗, let β be such that O(−1 + β) = v. In this case, β < ωωi+1 . So O(ωωi β) = ai+1v.
Otherwise, there exist b ∈ {ai+2, . . .}, v1 ∈ {a0, . . . , ai+1}∗ and v2 ∈A∗ such that v = v1bv2. Let β and
γ be such that O(−1 + β) = v1 and O(γ ) = bv2. We have O(γ + ωωi β) = ai+1 v1 bv2 = ai+1v.
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From now on, we shall always assume that a string built up from the alphabet A = {a0, . . . , ai , . . .}
is a notation for an ordinal of ωωω . We express the predecessor functions in this notation system.
PROPOSITION 3.4. For each u ∈A∗, for all i, j, n ∈ IN
(i) Pn(a0u) = u,
(ii) Pn(ai+1a0u) = ani ai+1u,
(iii) Pn(ai+1a j u) = ai+1 Pn(a j u), when 0 < j ≤ i + 1,
(iv) Pn(ai+1u) = ani u, otherwise.
Proof. Given an ordinal α of ωωω , we distinguish four main cases for the computation of Pn(α):
Case 1. α = δ + 1. Then Pn(α) = δ.
In all remaining cases, α is a limit ordinal. Let i, β, γ satisfy conditions (i), (ii) of Proposition 3.2
such that α = γ + ωωi β.
Case 2. α = γ + ωωi (β ′ + 1), i = 0, β ′ = 0. Then Pn(α) = γ + ωωi β ′ + (ωωi )n .
Case 3. α = γ + ωωi β, β limit. Then Pn(α) = γ + ωωi βn .
Case 4. α = γ + ωωi . Then Pn(α) = γ + (ωωi )n .
We apply the notation O to α and Pn(α). The proof is by induction on the length of u.
Case 1. O(α) = a0O(δ) and O(Pn(α)) = O(δ).
Case 2. O(α) = ai+1a0O(β ′)O(γ ) and O(Pn(α)) = ani ai+1O(β ′)O(γ ).
Case 3. O(α) = ai+1O(β)O(γ ) and O(Pn(α)) = ai+1O(βn)O(γ ). By induction hypothesis,
note that for all j ∈ IN, u ∈ {a0, . . . , a j }+ and v ∈A∗ Pn(ua j+1v) = Pn(u)a j+1v. So O(Pn(α)) =
ai+1 Pn(O(β)O(γ )).
Case 4. O(α) = ai+1O(γ ) and O(Pn(α)) = ani O(γ ).
Thus, (i) comes from case 1, (ii) from case 2, (iii) from case 3, and (iv) from case 4.
4. ENCODING MULTIPLY RECURSIVE FUNCTIONS BY TOTALLY TERMINATING SRS’S
4.1. Construction of the SRS
In this section, we build a family of string rewriting systems that simulate the Hardy hierarchy using
the notation system based on the recursive path ordering of Section 3. Let us illustrate our approach by
a simple example. We consider the following Hardy sequenceH.
(ω2, 2) ; (ω2, 3) ; (ω + 3, 4) ; (ω + 2, 5) ; (ω + 1, 6) ; (ω, 7) ; (7, 8)
In the string notation system,H is written
(a1a1, 2) ; (a1a0, 3) ;
(
a30a1, 4
)
; (a0a0a1, 5) ; (a0a1, 6) ; (a1, 7) ;
(
a70, 8
)
.
It remains to transform each couple (u, n) of the sequence into a single string. For that, we introduce a
new symbol | and denote the integer n in unary notation: |n . Then we concatenate this natural number
to the ordinal notation. So a pair of the form (u, n) is denoted by the string |nu. ForH, it gives
||a1a1 ; |||a1a0 ; ||||a30a1 ; |||||a0a0a1 ; ||||||a0a1 ; |||||||a1 ; ||||||||a70 .
In each step of the sequence, the calculation will involve two phases: Counting the number of |, n and
then computing the nth predecessor of u according to the four cases of Proposition 3.4. To deal with
technical details in the computation, we need extra symbols: ◦ and • for the counting phase, and ki for
the predecessor phase. Each step (u, n) of the Hardy sequence is finally encoded by the string •|nu.
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It is hopeless to try to simulate the whole class of multiply recursive functions by a single totally
terminating finite string rewriting system. We define a familyRi , i ∈ IN, such thatRi exhausts the Hardy
hierarchy on ωωi . For each u ∈ {a0, . . . , ai }∗, the systemRi should then allow us to derive
•∣∣nu +→Ri •∣∣n+1 Pn(u).
We set
R0


a0 → ◦ (0,1)
◦ → • | (0,2)
•| → | • • (0,3)
| ◦ → ◦ | (0,4)
• → ε (0,5)
and
Ri+1 =Ri ∪


•ai+1a0 → ki+1ai+1 (i+1,1)
•ai+1 → ai+1• (i+1,2)
•ki+1 → ki+1ai (i+1,3)
ai+1 ◦ → ◦ ai+1 (i+1,4)
ki+1 → ◦ (i+1,5)
•ai+1 → ki+1 (i+1,6).
Figure 1 shows an example of derivation corresponding to the Hardy sequence H, starting from
(ω2, 2). We now establish that our family of rewrite systems is correct for the encoding of all Hardy
sequences of ωωω .
PROPOSITION 4.1. Given u ∈ {a0, . . . , ai+1}∗ and n ≥ 1, •|nu +→Ri+1 •|n+1 Pn(u).
Proof. Define (♠) •n+1 u +→ ◦Pn(u). (♠) implies the desired result.
•|nu +→ |n •2n u (0,3)+
∗→ |n •n+1 u (0,5)∗
+→ |n ◦ Pn(u) (♠)
+→ ◦|n Pn(u) (0,4)+
+→ •|n+1 Pn(u) (0,2)
(♠) is now proved by induction on u. We consider the four cases introduced in Proposition 3.4.
Case 1.
•n+1a0v → a0v (0,5)∗
→ ◦v (0,1)
Case 2.
•n+1ai+1a0v → •nki+1ai+1v (i+1,1)
∗→ ki+1ani ai+1v (i+1,3)∗
→ ◦ani ai+1v (i+1,5)
Case 3.
•n+1ai+1v +→ ai+1 •n+1 v (i+1,2)∗
∗→ ai+1 ◦ Pn(v) (induction hypothesis)
→ ◦ai+1 Pn(v) (i+1,4)
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(ω2, 2) •||a1a1
↓ (0, 3)+
|| •4 a1a1
↓ (0, 5)+
|| • •a1a1
↓ (1, 2)2
||a1 • •a1
↓ (1, 6)
||a1 • k1
↓ (1, 3)
||a1k1a0
↓ (1, 5)
||a1 ◦ a0
↓ (1, 4)
|| ◦ a1a0
↓ (0, 4)2
◦||a1a0
↓ (0, 2)
(ω2, 3) •|||a1a0
↓ (0, 3)+(0, 5)+
||| • • • •a1a0
↓ (1, 1)
||| • • • k1a1
↓ (1, 3)
||| • •k1a0a1
↓ (1, 3)
||| • k1a0a0a1
↓ (1, 3)
|||k1a0a0a0a1
↓ (1, 5)
||| ◦ a0a0a0a1
↓ (0, 4)+(0, 2)
(ω + 3, 4) •||||a0a0a0a1
↓ (0, 5)
||||a0a0a0a1
↓ (0, 1)
|||| ◦ a0a0a1
↓ (0, 4)+(0, 2)
(ω + 2, 5) •|||||a0a0a1
↓ (0, 5)(0, 1)(0, 4)+(0, 2)
(ω + 1, 6) •||||||a0a1
↓ (0, 5)(0, 1)(0, 4)+(0, 2)
(ω, 7) •|||||||a1
↓ (0, 3)+(0, 5)+
||||||| • • • • • • • •a1
↓ (1, 6)
||||||| • • • • • • • k1
↓ (1, 3)+
|||||||k1a0a0a0a0a0a0a0
↓ (1, 5)
||||||| ◦ a0a0a0a0a0a0
↓ (0, 4)+(0, 2)
(7, 8) •||||||||a0a0a0a0a0a0a0
FIG. 1. Rewrite derivation for the Hardy sequenceH.
Case 4.
•n+1ai+1v → •nki+1v (i+1,6)
→ ki+1ani v (i+1,3)∗
→ ◦ani v (i+1,5)
COROLLARY 4.1. For each multiply recursive function f, there exists i in IN such that f is eventually
dominated by DlRi , the derivation length ofRi .
Proof. Proposition 4.1 implies that for each i in IN, DlRi+1 eventually dominates the Hardy function
indexed by ωωi .
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4.2. For Each i ∈ IN,Ri is Totally Terminating
We now come to the final argument of our construction and show that the string rewriting systemsRi
are totally terminating. For each ordinal u, note that the string •|nu is greater than •|n+1 Pn(u) wrt the
recursive path ordering with the precedence |≺ a0. This property may be used to establish termination,
but unfortunately not total termination. Nevertheless, the recursive path ordering will indirectly be
useful for our proof of total termination. The starting point of the proof is Proposition 2.1: We define
for Ri a monotone preordering which enjoys the subterm property. For that, we rely on the semantics
of the symbols of A: Strings built up from a0, . . . , ai , . . . may simply be ordered by the recursive path
ordering. For the symbol ki , define the function ψi by
ψi+1: u 	→ sup
{
ani u; n ∈ IN
}
.
(The supremum is wrt ≺rpo.) We have the following properties.
LEMMA 4.1. For each u in A∗, for each i in IN
(i) ψi+1(u) = ψi+1(ai u),
(ii) ai+1a0u "rpo ψi+1(ai+1u),
(iii) ai+1u "rpo ψi+1(u),
(iv) ψi (u) rpo u,
(v) ψi is an increasing function.
Proof. (i) is by definition of ψi and (ii), (iii), (iv), (v) are easy consequences of the definition of
rpo.
For the symbols •, ◦, and |, consider the subsystem
S


◦ → • |
•| → | • •
| ◦ → ◦ |
• → ε
•ai+1 → ai+1•
ai+1 ◦ → ◦ ai+1.
LEMMA 4.2. There exists a total termination ordering ≺ S for S.
Proof. We give an interpretation I on IN3 for the rules of S.
I(◦)(n, m, p) = (2n + 4, m, p)
I(|)(n, m, p) = (2n + 1, m, p)
I(•)(n, m, p) = (n, n + m, 2p + 2)
I(ai )(n, m, p) = (n, n + m, p + 1)
Define u ≺S v by I(u) < I(v), where 3-uplets are compared in the usual left to right lexicographic
ordering.
Combining the ordering ≺ rpo for ai and ki , and the ordering ≺ S for |, ◦, and •, we define the
interpretation [ ] on (A ∪ {ki , i > 0})∗ × (A ∪ {◦, •, |})∗ as follows:
[ai ] = (u, v) 	→ (ai u, aiv)
[ki+1] = (u, v) 	→ (ψi+1(u), v)
[•] = (u, v) 	→ (u, •v)
[◦] = (u, v) 	→ (u, ◦v)
[|] = (u, v) 	→ (u, |v).
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(A∪{ki , i > 0})∗ × (A∪{◦, •, |})∗ is ordered by the left-to-right lexicographic combination of ≺ rpo
and ≺S . We finally define ≺ by
u ≺ v ⇔ [u] lex(≺rpo, ≺S ) [v].
LEMMA 4.3.
(i) ≺ has the subterm property,
(ii) ≺ is monotone,
(iii) ∀i ∈ IN, ∀l → r ∈Ri , ∀w ∈A∗, lw  rw.
Proof. (i) and (ii) are consequences of Lemma 4.1(iv), (v). We establish (iii): We examine each rule
ofR0 andRi+1 and verify that it reduces under the interpretation [ ] with the ordering ≺ . Let w ∈A∗
and (u, v) = [w].
ForR0:
(0,1): (a0u, a0v)  (u, ◦v),
(0,2): (u, ◦v)  (u, •|v),
(0,3): (u, •|v)  (u, | • •v),
(0,4): (u, | ◦ v)  (u, ◦|v),
(0,5): (u, •v)  (u, v).
ForRi+1:
(i+1,1): (ai+1a0u, •ai+1a0v)  (ψi+1(ai+1u), ai+1v),
(i+1,2): (ai+1u, •ai+1v)  (ai+1u, ai+1 • v),
(i+1,3): (ψi+1(u), •v)  (ψi+1(ai u), aiv),
(i+1,4): (ai+1u, ai+1 ◦ v)  (ai+1u, ◦ai+1v),
(i+1,5): (ψi+1(u), v)  (u, ◦v),
(i+1,6): (ai+1u, •ai+1v)  (ψi+1(u), v).
(See Lemma 4.1(i), (ii), (iii)).
PROPOSITION 4.2. For each i ∈ IN,Ri is totally terminating.
Proof. Consequence of Lemma 4.3 and Proposition 2.1.
5. CONCLUSION
We have proven that it is possible to exhaust the multiple recursive functions using SRS reducing
under Higman’s lemma. For that, we have encoded the maximal order type of the division ordering Θ
by strings equipped with the recursive path ordering. Here is the key point of the construction. Then
it is easy to simulate the Hardy hierarchy for this notation system. We would like to mention that the
problem was solved using pure logical arguments.
What about term rewriting systems? We believe that our approach would apply to term rewriting
systems, using the lexicographic path ordering on terms instead of the recursive path ordering on strings:
the order type of the lexicographic path ordering reaches the maximal order type of the homeomorphic
embedding of Kruskal’s theorem.
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