Let α ∈ (0, 1), K ≥ 1, and d = 2 1+αK 1+K . Given a compact set E ⊂ C, it is known that if H d (E) = 0 then E is removable for α-Hölder continuous K-quasiregular mappings in the plane. The sharpness of the index d is shown with the construction, for any t > d, of a set E of Hausdorff dimension dim(E) = t which is not removable. In this paper, we improve this result and construct compact nonremovable sets E such that 0 < H d (E) < ∞. For the proof, we give a precise planar K-quasiconformal mapping whose Hölder exponent is strictly bigger than 1 K , and that exhibits extremal distortion properties. * Uriarte-Tuero is a postdoctoral fellow in the Department of Mathematics of the University of Missouri-Columbia. Clop is supported by European Union projects CODY and GALA, and also by projects MTM2007-60062 and 2005-SGR-00774.
Introduction
Let α ∈ (0, 1). A function f : C → C is said to be locally α-Hölder continuous, that is,
(1.1) whenever z, w ∈ C, |z − w| < 1. A set E ⊂ C is said to be removable for α-Hölder continuous analytic functions if every function f ∈ Lip α (C), holomorphic on C \ E, is actually an entire function. It turns out that there is a characterization of these sets E in terms of Hausdorff measures. For α ∈ (0, 1), Dolženko [9] proved that a set E is removable for α-Hölder continuous analytic functions if and only if H 1+α (E) = 0. When α = 1, we deal with the class of Lipschitz continuous analytic functions. Although the same characterization holds, a more involved argument, due to Uy [20] , is needed to show that sets of positive area are not removable.
Another similar situation is found in the limiting case α = 0, in which Lip α (C) should be replaced by BM O(C). In this case, a set E is called removable for BM O K-quasiregular mappings if every BM O(C) function f , K-quasiregular on C \ E, is actually K-quasiregular on the whole plane. When K = 1, Kaufman [12] and Král [15] characterized these sets as those with zero length. When K > 1, it is known ( [3] , [4] ) that sets with H 2 K+1 (E) = 0 are removable for BM O K-quasiregular mappings. In fact, the appearance of this index 2 K+1 is not strange. In [2] , Astala showed that for any K-quasiconformal mapping φ and any compact set E,
Furthermore, both equalities are always attainable, so that if dim(E) = t, then dim(φ(E)) ≤ t ′ = 2Kt 2 + (K − 1)t .
(1. 3) In particular, sets of dimension 2 K+1 are K-quasiconformally mapped to sets of dimension at most 1, which is the critical point for the analytic BM O situation. Therefore, from equality at (1.2), there exists for any t > 2 K+1 a compact set E of dimension t and a K-quasiconformal mapping φ that maps E to a compact set φ(E) with dimension t ′ = 2Kt 2 + (K − 1)t > 1.
In particular H 1 (φ(E)) > 0. Thus by Frostman's Lemma φ(E) supports some positive Radon measure ν, having linear growth. Its Cauchy transform h = 1 πz * ν is a BM O(C) nonentire function, analytic on C \ φ(E). Thus, using that BM O is invariant under quasiconformal changes of coordinates [18] , the composition h • φ shows that E is non-removable for BM O K-quasiregular mappings.
Recently, it was shown by Uriarte-Tuero [19] that equality at (1.2) may be attained even at the level of measures. More precisely, Question 4.2 in [3] asked whether there exists, for
In [19] , the author gives an affirmative answer to this question by building a highly non-selfsimilar and non-uniformly distributed Cantor-type set E and a K-quasiconformal mapping φ such that
From the argument above, it then follows that the set E is not removable for BM O Kquasiregular mappings, even having positive and finite H 2 K+1 measure.
Our plan is to repeat the above scheme, but replacing BM O(C) by Lip α (C). That is, given
1+K , we will construct a compact set E with 0 < H d (E) < ∞ and a Lip α (C) function which is K-quasiregular on C \ E but not on C.
We will start with the construction at [19] , to get a compact set
analytic outside of φ(E), which in turn induce (by composition) K-quasiregular functions on C \ E whose Hölder continuity exponent is, a priori, 1 K β, because general K-quasiconformal mappings belong to Lip 1/K (C), as Mori's Theorem states. Thus, there is some loss of regularity that might be critical, since β K < α.
To avoid these troubles, we will construct in an explicit way the mapping φ. This concrete construction allows us to show that φ exhibits a precise exponent of Hölder continuity given
which is larger than the usual 1 K . This regularity will be sufficient for our purposes. Notice that since dim(E) = d and dim(φ(E)) = d ′ it is natural to expect φ to be Lip d/d ′ . We remark two points in this argument. First, it is precisely the distortion property (1.4) for H d and H d ′ obtained in [19] what allows us to get non removable sets at the critical dimension d (and even with finite H d measure.) Second, several technical difficulties will arise when computing the Hölder exponent of φ, because of the fact that the set E is highly nonregular.
In terms of notation, A B means that there exists a constant C > 0 such that A ≤ C B. The same letter C in consecutive inequalities may not denote the same constant. | A | is the area of A. If D = D(z, r) is a disk of center z and radius r, then r(D) = r also denotes its radius and αD = D(z, αr) for all α > 0. We say that a measure µ has growth t if µ(D(z, r)) ≤ Cr t for all z. If t = 1, we say it has linear growth.
The paper is structured as follows. In section 2, we recall from [19] how to construct, for any 0 < t < 2 and K > 1, a K-quasiconformal mapping φ and a set E ⊂ C such that
In section 3, we prove that this K-quasiconformal mapping φ is locally Hölder continuous with exponent t t ′ . This section is where most of the new technical difficulties appear. In section 4, we prove Theorem 1.1.
The basic construction
As we mentioned above, the following theorem is proved in [19] :
For the convenience of the reader, we recall from [19] the main ideas of the proof.
Proof. (Sketch of proof of Theorem 2.1.)
We will construct the K-quasiconformal mapping φ as the limit of a sequence φ N of Kquasiconformal mappings, and E will be a Cantor-type set. To reach the optimal estimates we need to change, at every step in the construction of E, both the size and the number m j of the generating disks. However, this change is made not only from one step to the next, as in [3] , but also within the same step of the construction.
It is instructive to recall the following elementary Lemma in [19] , which we prove for the reader's convenience.
(a) There exists an absolute constant ε 0 > 0 such that for any 0 < R < 1, and any collection
(b) For any ε > 0, δ > 0, there exists a finite collection of disks D j ⊂ D with radii 0 < r j < δ with disjoint interiors (or even disjoint closures), such that
Proof. Part (a) follows readily from the observation that given any 3 pairwise tangent disks D 1 , D 2 , D 3 with the same radius R, in the space they leave between them (i.e. in the bounded
Part (b) follows from Vitali's covering theorem, but we will prove it directly since we will later use some elements from the proof. Q j | is as small as we wish if δ is sufficiently small.
For each Q j , let D j be the largest disk inscribed inside it. (Shrink the D j slightly so that they have disjoint closures.) Then | D j |> 1 2 | Q j |. Consequently, given Ω 0 = D, pick a first collection of disks {D 1 j } N j=1 eating up at least, say, 1 10 of the area of D.
Let Ω 1 = D \ N j=1 D 1 j , which has area < 9 10 | Ω 0 |. Repeat the construction in Ω 1 and so on. The Lemma follows since 9
10 n −→ 0 as n −→ ∞.
Hence, by the above Lemma, in order to fill a very big proportion of the area of the unit disk D with smaller disks we are forced to consider disks of different radii. This creates a number of technical complications as we will see later.
Step
., m 1,2 , disjoint among themselves and with the previous ones, and then m 1, 3 
., m 1,3 , disjoint among themselves and with the previous ones, and so on up to m 1,l 1 disks D(z i 1,l 1 , R 1,l 1 ) ⊂ D, i = 1, ..., m 1,l 1 , disjoint among themselves and with the previous ones, so that they cover a big proportion of the unit disk D (see Lemma 2.2), say (1 − ε 1 )|D|. Then, we have that
where 0 < ε 1 < 1 is a very small parameter to be chosen later. By the proof of Lemma 2.2,
we can assume that all radii R 1,j < δ 1 , for j = 1, ..., l 1 , for a δ 1 > 0 as small as we wish.
Now to each j = 1, ..., l 1 we will associate a number 0 < σ 1,j < 1 100 to be determined later. Let r 1,j = R 1,j for j = 1, ..., l 1 . For each i = 1, . . . , m j , let ϕ i 1,j (z) = z i 1,j + (σ 1,j ) K R 1,j z and, using the notation αD(z, ρ) := D(z, αρ), set
As the first approximation of the mapping we define
, while the rest of the plane remains fixed. Write φ 1 = g 1 .
Step 2. We have already fixed l 1 , m 1,j , R 1,j , σ 1,j and c 1 . Choose now m 2,1 disjoint disks D(z n 2,1 , R 2,1 ) ⊂ D, n = 1, ..., m 2,1 , and then m 2,2 disks D(z n 2,2 , R 2,2 ) ⊂ D, n = 1, ..., m 2,2 , disjoint among themselves and with the previous ones (within this second step), and then m 2,3 disks D(z n 2,3 , R 2,3 ) ⊂ D, n = 1, ..., m 2,3 , disjoint among themselves and with the previous ones (within this second step), and so on up to m 2,l 2 disks D(z n 2,l 2 , R 2,l 2 ) ⊂ D, n = 1, ..., m 2,l 2 , disjoint among themselves and with the previous ones (within this second step), so that they cover a big proportion of the unit disk D, for instance (1 − ε 2 )|D| (again by Lemma 2.2.) Then, we have that
and 0 < ε 2 < 1 will be chosen later. As in the previous step, we can assume that all radii R 2,k < δ 2 , for k = 1, ..., l 2 , for a δ 2 > 0 as small as we wish.
Repeating the above procedure, consider now the parameters σ 2,k > 0, which we will associate to each one of the disks D(z n 2,k , R 2,k ), with k = 1, ..., l 2 , and all possible values of n. We associate the same parameter σ 2,k to all the disks of the form D(z n 2,k , R 2,k ) (so σ 2,k does not depend on n.) The parameters σ 2,k will be chosen later, and they will all be small, say σ 2,k < 1 100 for k = 1, ..., l 2 . Denote r {2,k},{1,j} = R 2,k σ 1,j r 1,j and ϕ n 2,k (z) = z n 2,k + (σ 2,k ) K R 2,k z, and define the auxiliary disks
for certain z i,n j,k ∈ D, where i = 1, . . . , m 1,j , n = 1, . . . , m 2,k , j = 1, . . . , l 1 and k = 1, . . . , l 2 . Now let
, while the rest of the plane remains fixed. Define φ 2 = g 2 • φ 1 .
In the picture below the size of the parameters σ has been greatly magnified for the convenience of the reader (so that e.g. the annuli D i j \ (D i j ) ′ and their images under φ are much thinner in the picture than in the proof.) where 0 < ε N < 1 is a very small parameter to be chosen later. Again, we can assume that all the radii R N,p < δ N , for p = 1, ..., l N , and for a δ N > 0 as small as we wish.
Repeating the above procedure, consider now the parameters σ N,p > 0, which we will associate to each one of the disks D(z q N,p , R N,p ), with p = 1, ..., l N , and all possible values of q. We associate the same parameter σ N,p to all the disks of the form D(z q N,p , R N,p ) (so the parameter σ N,p does not depend on q.) The parameters σ N,p will be chosen later, and they will all be quite small, say σ N,p < 1 100 for p = 1, .. 
Since each φ N is K-quasiconformal and equals the identity outside the unit disk D, there exists a limit K-quasiconformal mapping
On the other hand, φ maps the compact set
to the compact set
where we have written ψ i k k,j k (z) = z i k k,j k + σ k,j k R k,j k z, and where 1 ≤ i k ≤ m k,j k , 1 ≤ j k ≤ l k , and k ∈ N.
Notice that with this notation, a building block in the N th step of the construction of E (i.e. a set of the type ϕ i 1 1,j 1 • · · · • ϕ i N N,j N D ) is a disk with radius given by
and a building block in the N th step of the construction of φ(E) (i.e. a set of the type
is a disk with radius given by
As is explained in [19] , the key now is the right choice of parameters. So we choose σ k,j k satisfying (σ k,j k ) tK = (R k,j k ) 2−t (2.10) for all possible values of k and j k . The choice (2.10) actually has some geometric meaning related to area. Namely, forgetting about subindexes,
which is helpful when dealing with the sums involved in the calculations of H t (E) and of H t ′ (φ(E)) (i.e. sums of the type (s j 1 ,...,j N ) t and (t j 1 ,...,j N ) t ′ , respectively.)
As in [19] , we choose ε n → 0 so fast that
With such a choice of parameters, it is proved in [19] that φ is K-quasiconformal and that
This finishes the sketch of proof of Theorem 2.1.
Let us make some remarks which will be useful later.
Fix a building block D at scale
As usual, the children of D are the building blocks at scale N contained in D, that is, the disks of the form
for any choice of i N and j N , but with the same choices of i k and j k for 1 ≤ k ≤ N − 1 as for D. The genealogical terminology (parents, cousins, descendants, generation, etc.) has the obvious meaning in this context.
For any multiindexes I = (i 1 , ..., i N ) and J = (j 1 , ..., j N ), where 1 ≤ i k ≤ m k,j k , 1 ≤ j k ≤ l k , and k = 1, ..., N , we will denote by
a protecting disk of generation N . Then, P N I;J has radius
Analogously, we will write G N I;J = ϕ i 1 1,j 1 • · · · • ϕ i N N,j N (D) (2.15) in order to denote a generating disk of generation N , which has radius r(G N I;J ) = s j 1 ,...,j N = (σ 1,j 1 . . . σ N,j N ) K (R 1,j 1 . . . R N,j N ) .
With this notation, (see (2.4)), we have
Notice that, except for the closure, the disks G N I;J are what we called the building blocks above. We will also refer to the unit disk D as G 0 and φ 0 will be the identity map. We will mostly refer to G N I;J and P N I;J as open disks (as opposed to their closure), unless the context suggests differently.
The calculation of the Hölder exponent of φ
The main purpose of this section is to prove the following result. By the Poincaré inequality together with the quasiconformality of φ, [10, p.64 ] it is enough to show that for any disk D with, say, diam(D) 1,
(3.1)
In order to prove (3.1), we will need several lemmas.
An easy consequence of quasisymmetry is that the Jacobian of a K-quasiconformal mapping is a doubling measure, with doubling constant only depending on K, i.e. D J(z, φ) dA(z) ≈ 2D J(z, φ) dA(z). A further easy consequence of this fact is the following Lemma 3. 2 . Let C > 0 be given. Assume that 1 C ≤ α ≤ C and β ∈ C be such that |β| ≤ C. Then, for any K-quasiconformal mapping φ, and any disk D of radius r(D),
with constants that depend only on K and C.
As a consequence, it will be sufficient to prove (3.1) only for disks D strictly included in D, since φ restricted to C \ D is the identity map.
Proof. Apply the doubling condition to D ′ = D(z ′ , R ′ ) = D(a + βr, αr) ⊂ D(a, 2Cr), and to
Lemma 3. 3 . The Jacobian of g N is given by
Using (2.10), we can see that the term in braces in (3.4) satisfies
For the proof of (b), let us assume now that G N I;J ⊆ D ⊆ P N I;J . Then,
Since φ N is radial inside P N I;J , and φ N = g N • φ N −1 , then it may be easily checked that φ N (D) is a disk of radius
Hence, by (3.6 ) and (2.10),
(3.8)
We will also make use of the following elementary geometric fact.
Lemma 3. 6 . Let B and {D i } n i=1 be disks. Assume that |B ∩ D i | ≤ 1 100 |B| for all i = 1, . . . , n, and that D i B for all i = 1, . . . , n. Then 1 2 B ∩ D i = ∅ for all i = 1, . . . , n. Proof. If that were not the case, then
For the proof of (3.1), we first notice that there are disks D that intersect infinitely many protecting and generating disks (for this, simply take D such that its boundary has points of the set E). Because of this, the proof of (3.1) will be divided into several cases, in all of which we will assume that D satisfies
where N is maximum possible. By Lemma 3.2, N always satisfies N ≥ 1.
(1) Case 1: D ∩ P N I;J = ∅ for all I, J. The case N = 1 is trivial, since then φ(D) = D. If N > 1, then φ(D) = φ N −1 (D), and Lemma 3.5 (a) applies. 
(3) Case 3: D∩G N I;J = ∅ for exactly one disk G N I;J (and not more.) First of all, notice that D will not be included in G N I;J (although they have nonempty intersection) because from (3.9) we know that N is maximal. Let P N I;J be the protecting disk corresponding to G N I;J . We distinguish three cases: (4) Case 4: D meets at least 2 different G N I,J . This is the most complicated situation, and its proof is given in Lemma 3.8 below.
For the proof of Lemma 3.8, we will make use of the following interesting fact. where P i = P N I i ;J i is the protecting disk corresponding to G N I i ;J i .
Proof. This Lemma is proved in [19] , but we repeat the proof for the convenience of the reader.
Recall that the parameters R k,j k are chosen so small that the parameters σ k,j k are also quite small, say < , contradicting (3.15) . This is actually the key point for the end of the proof.
We can now use Lemma 3.7 twice. On the one hand, 
4
Proof of Theorem 1.1
We write the following Lemma 4.1 for the reader's convenience, even though the arguments are known (see [5] ).
