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ABSTRACT 
Beamforming on Mobile Devices: A First Study 
by 
HangYu 
In this work, we report the first study of beamforming on mobile devices. We first 
show that beamforming is already feasible on mobile devices in terms of form factor, 
power efficiency and device mobility. We then investigate the optimal way of using 
beamforming in terms of power efficiency, by allowing a dynamic number of active 
antennas. We propose a simple yet effective solution, BeamAdapt, which allows each 
mobile client in a network to iteratively identify the optimal number of active antennas 
with fast convergence and close-to-optimal performance. Finally we report a WARP-
based prototype of BeamAdapt and experimentally demonstrate its effectiveness in 
realistic environments. We also complement the prototype-based experiments with 
Qualnet-based simulation of a large-scale network. Our results show that BeamAdapt 
with four antennas can reduce the power consumption of mobile clients by more than half 
compared to omni directional transmission, while maintaining a required network 
throughput. 
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Chapter 1 Introduction 
Thanks to the continual decrease of hardware cost, emerging mobile devices are 
increasingly embracing smart antenna technologies in their wireless interfaces in order to 
achieve higher data rate and better network connectivity for mobile Internet. For instance, 
many state-of-the-art mobile devices already employ IEEE 802.11n in their Wi-Fi 
interfaces, integrating two antennas for supporting a data rate up to 150Mbps. Next-
generation Smartphones employing LTE or WiMAX will also implement multiple 
antennas in their cellular interfaces to support high speed mobile access. 
Smart antenna technologies refer to a collection of technologies that employ multiple 
antennas to transmit and receive radio signals [ 1]. By properly performing digital signal 
processing algorithms to the baseband signal, a smart antenna system can significantly 
improve the link or network performance, e.g., increased capacity or reliability. Broadly 
speaking, smart antenna technologies include spatial techniques (a.k.a. MIMO) and 
beamforming, which leverage the multiple antennas in different ways to improve the link 
or network performance. MIMO intends to utilize the multipath effect to increase either 
link capacity by spatial multiplexing, or link reliability by diversity. The link 
performance improvement by MIMO largely depends on the channel condition, i.e., how 
the sub-channels associated with the antennas are correlated. Beamforming, on the other 
hand, increases link SNR by properly changing the magnitude and phase of the signals 
from different antennas so that they are constructively added at the intended receiver. The 
SNR improvement by beamforming is independent on the channel condition as long as 
the channel can be accurately estimated. 
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For a single link, MIMO can increase its capacity by uptoN where N is the number of 
antennas (number of transmit or receiver antennas, whichever is smaller) [2]; 
beamforming, however, can only increase the link SNR by uptoN [1], which according 
to Shannon theory can be translated into a capacity improvement of approximately /og(N). 
Therefore, in typical mobile environments, with reasonable multipath effect, MIMO is 
more likely to be beneficial for a single link in terms of capacity improvement. However, 
MIMO has a much higher antenna spacing requirement than beamforming does, making 
the implementation of MIMO with a large number of antennas on mobile devices much 
more challenging. 
Equally crucial is the power overhead of both MIMO and beamforming, by their use 
of multiple active RF chains simultaneously. Our parallel work on MIMO, called RF 
Chain Management [3], is addressing this power issue by optimizing the tradeoff between 
link capacity and end device power efficiency. By minimizing the energy per bit for 
either transmission or reception or both, RF Chain Management can on average increase 
the device power efficiency by 25% while achieving the required data rate. The 
optimization, however, is constrained to a single link. 
For our work reported in this thesis, we employ beamforming on mobile devices and 
study its optimal use in terms of power efficiency. Our motivation comes from a key 
observation towards all current and emerging wireless standards: they assume their 
mobile accessing clients are omni directional for transmission. As mentioned above, 
while the multiple antennas on clients can be used as MIMO to improve the rate of each 
link, we highlight an important fact that current mobile networks are greatly limited by 
interference instead of individual link capacity, as the number of mobile devices 
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explodes. As a result, compared to MIMO which attempts to improve link rate, 
beamforming is preferably appreciated by current mobile networks to combat with the 
interference problem. 
While beamforming has been well studied and already deployed for base stations, 
access points, and vehicles, it has never been examined for mobile devices due to three 
physical challenges of mobile devices: small size, mobility, and limited power. Naturally, 
the first question one may ask is: is beamformingfeasiblefor mobile devices? We answer 
this question by examining the three challenges. (z) First, we show that single-user 
beamforming with two to four antennas can fit into reasonably sized mobile devices with 
a linear or circular array. (ii) Second, we experimentally demonstrate that the 
beamforming gain remains high even when the device can not only move but also rotate. 
(iii) Finally, using data from research prototypes and emerging products, we show that 
beamforming can be even more power-efficient than its single antenna counterpart, by 
making an increasingly profitable tradeoff between transmit and circuit power. More 
importantly, we reveal the existence of the optimal number of active antennas, or the 
optimal beamforming size, which minimizes the device overall power. We show that the 
optimal beamforming size is dependent on channel condition and required link capacity, 
which strongly suggests an adaptive use of beamforming that adjusts the beamforming 
size and turns off idle antennas for power efficiency. 
Such adaptive beamforming is straightforward to realize for a single link because the 
optimal beamforming size can be analytically calculated. However, with multiple 
interfering clients, identifying the optimal beamforming size for each client is very 
challenging, due to not only the absence of an analytical solution, but also the 
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requirement of client collaboration to enumerate all beamforming size combinations. 
Therefore, the second question we seek to answer is: can each client in a large-scale 
network individually identify its beamforming size that collectively approaches the 
optimal tradeoff with minimum network power consumption? We answer this question by 
proposing BeamAdapt, a distributed solution with which each client optimizes its 
beamforming size without coordination with others. The key idea of BeamAdapt is 
simple: each client iteratively adjusts its beamforming size solely based on the SINR at 
its own receiver. We show that BeamAdapt has guaranteed convergence and closely 
approaches the optimal. 
We evaluate BeamAdapt first through a prototype-based experiment of a two-link 
network and then a Qualnet-based simulation of a large-scale network. Our experimental 
results show that BeamAdapt consumes only 5% higher power compared to a genie-aided 
solution as the performance bound of BeamAdapt in reality. For our Qualnet-based 
simulation, we realize BeamAdapt in the context of modem cellular networks. We show 
that by cleverly leveraging uplink power control, BeamAdapt can be easily realized on 
mobile clients with trivial protocol modification. We show that within a large-scale 
cellular network, BeamAdapt with four antennas can reduce power consumption of the 
client wireless transceiver by 54% with similar network throughput. 
In summary, we make the following technical contributions toward beamforming on 
mobile devices: 
• We report the first feasibility study of beamforming on mobile devices in terms of 
form factor, power efficiency, and device mobility. 
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• We provide a simple yet effective solution, BeamAdapt that allows each client in 
the network to rapidly identify the optimal beamforming size to achieve required 
capacity with near-optimal power efficiency. The simplicity of BeamAdapt is 
indeed a strength, allowing its immediate realization on cellular mobile devices. 
• We report a prototype of BeamAdapt based on the WARP platform and a system 
design for realizing BeamAdapt in cellular networks. 
We note that BeamAdapt can be extended in three important ways. Firstly, while we 
propose BeamAdapt for transmit beamforming in this work, receive beamforming on 
mobile clients can similarly adopt BeamAdapt for power efficiency, with an even simpler 
formulation. Secondly, BeamAdapt is general for any receiver architectures. That 
assumed in this work, i.e., treating interference as noise, is in fact an effective 
architecture to leverage the benefit of BeamAdapt. Finally, BeamAdapt leverages the 
beamforming gain to achieve client power efficiency given the capacity requirement. The 
beamforming gain can be reciprocally used to improve the capacity given the client 
power constraint, indicating a dual formulation of BeamAdapt. 
The rest of the ·paper is organized as follows. Chapter 2 presents background 
knowledge on beamforming. Chapter 3 presents a feasibility study of using beamforming 
on mobile devices. Chapter 4 provides the theoretical framework of BeamAdapt. Chapter 
5 provides the prototype-based evaluation of BeamAdapt and Chapter 6 offers its 
simulation-based counterpart. Chapter 7 addresses related works and Chapter 8 concludes 
the paper. 
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Chapter 2 Beamforming Primer 
Unlike omni directional transmission with a single antenna, beamforming uses a group 
of antennas to increase the SNR of the received signal. Each antenna includes a passive 
antenna and a devoted RF chain that bridges the baseband and RF signal. Beamforming 
operates by assigning different weights to the baseband signal and then transmitting them 
through multiple antennas, or 
x(t) = w · s(t),x(t) = (x1(t), ... ,xN(t)), w = (w11 ···, wN), 
where the baseband signal, weight vector and output signal vector are denoted as s(t), w 
and x(t), respectively. The beamforming gain G is defmed as the ratio of the received 
SNR with beamforming to that with a single antenna. Noticeably, G is dependent on the 
number of active antennas, or beamforming size, N. 
2.1 Antenna Spacing 
Antenna spacing also has a significant impact on the beamforming gain. When the 
antenna spacing is sufficient, the maximal beamforming gain, Gmax, is equal to the 
beamforming size N [2], or lOlog(N) in dB. It is achieved when signals from each 
transmit antenna add coherently at the receiver, independent on the direction of the 
receiver or the angle of the antenna array relative to the receiver. 
When the antenna spacing decreases, the beamforming pattern becomes wider as 
shown by Figure 1 (Left), because the angular resolution does not suffice to suppress the 
correlation between individual signals. As shown by Figure 1 (Right), when the antenna 
spacing drops below certain threshold, the peak beamforming gain will drop due to the 
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Figure 1: (Left) Beamforming pattern of a linear array with four antennas, 
under different antenna spacing; (Right) Beamforming gain with different 
antenna spacing, for beamforming size from two to four. 
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power leakage toward a wider range of directions. The minimum requirement for 
maintaining the maximal beamforming gain depends on the number of antennas and is 
typically 0.3-0.4A. where A. is the wavelength of the carrier signal. 
In this work we only consider single-user beamforming, where the transmitter 
optimizes its weight vector for a single receiver [2]. We note that other multi-antenna 
techniques typically have more demanding requirement for antenna spacing. Multi-user 
beamforming [3] and null beamforming require the antenna spacing be above 0.5A. [4], in 
order to exploit additional degrees of freedom when choosing the weight vector. Spatial 
multiplexing/diversity techniques, a.k.a. MIMO techniques, typically need an antenna 
spacing of multiple wavelengths to operate with a satisfactory capacity improvement [ 4]. 
Apparently, they do not fit into iPhone-like mobile devices for the frequency bands in use 
today (2 to 5GHz). 
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2.2 Channel Estimation 
To guarantee that the signals from multiple transmit antennas add coherently at the 
receiver, beamforming requires channel knowledge at the transmitter. In single-user 
beamforming, the weight vector is assigned as w=h*, where h is the channel vector with 
each of its elements representing the channel coefficient between a transmit antenna and 
the receiver. The channel vector h is often denoted as channel state information (CSI). 
For transmit beamforming, CSI can be obtained through either closed-loop or open-loop 
estimation. For closed-loop estimation, the receiver leverages the training symbols sent 
from the transmitter to calculate the channel coefficients and sends it back to the 
transmitter. For open-loop CSI estimation, the transmitter estimates the reverse channel 
when receiving and uses it for transmitting. Apparently, open-loop CSI estimation 
requires channel reciprocity to be effective. 
2.3 Power Characteristic 
For single-user beamforming, given h, the weight vector w is also given without the 
need of any additional computation. This is different to MIMO techniques which often 
need considerable signal encoding and processing even at the transmitter. As a result, 
single-user beamforming incurs little power overhead by baseband processing and we 
next focus on its RF power characteristic. Figure 2 illustrates the major RF hardware 
components of a beamforming transmitter. The transmitter consists of multiple RF chains, 
each of which is connected to an antenna. When we say an antenna is active, we mean 
that the RF chain connected to the antenna is powered on and active. When a 
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Figure 2: RF components of a beamforming transmitter. 
beamforming antenna is not in use, the corresponding RF chain can be powered off to 
conserve power. 
As shown by Figure 2, the transmitter power consumption can be decomposed into 
that of the circuitry shared by all active RF chains, i.e~ the frequency synthesizer, denoted 
as Pshared, and that of each active RF chain. The power contributed by each active RF 
chain can be further broken down to that by the power amplifier, and that by the rest of 
the chain, denoted as P Circuit· Since we assume identical power amplifiers for all RF 
chains, we combine their power consumption, jointly denoted as PpA, with the output 
power from transmit antenna included. Clearly, PPA is dependent on the total transmit 
power, Prx, while Pc;rcuit is constant irrespective of Prx. 
We model PPA as PpA=Prx11'f, where 11 is the efficiency of the power amplifier. The 
efficiency 11 is usually dynamic depending on the transmit power, and here we 
approximate 11 as a linear function of Prx [5] while the power amplifier itself is not linear. 
As a result, the total power P can be fairly accurately modeled as 
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Prx 
p = T/(Prx) + NPcircuit + Pshared (1) 
In the rest of the paper, we adopt parameters as follows: 1'/min=0.3, 1'/max=O.S, 
PCircuiF48.2mW, PsharecF50mW. They are chosen partially based on [5, 6] as well as all 
recent CMOS wireless transceiver designs we have collected (see Section 3.3). Those 
parameters are on par with state-of-the-art transceiver designs in 2-SGHz band [7]. 
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Chapter 3 Feasibility Study 
The first reaction one may have toward beamforming on mobile device is likely to be: 
is it feasible at all (possibly thinking of the bulky, power-hungry Phocus Array system 
[8])? In this section, we examine the three key physical challenges to put beamforming 
on mobile devices: size, mobility, and power efficiency. Our key conclusion after a 
careful examination is: beamforming not only is feasible for reasonably sized mobile 
devices but also can improve their power efficiency if used properly. 
3.1 Form Factor 
With the advancement of semiconductor technologies, multiple RF chains are already 
being integrated into a single transceiver chip, e.g., [9]. Therefore, the form factor 
challenge posed by beamforming only stems from its antenna spacing requirement. As 
discussed in Section 2.1, beamforming typically requires the antenna spacing to be higher 
than 0.3.A.-0.4.A. or 4.5cm-6cm in the 2GHz band. 
There is no obstacle for medium-size mobile devices such as Tablets and NetBooks to 
embrace a beamforming array with fours antennas, in either a linear or a circular array. 
Even small-size mobile devices such as iPhone-like Smartphones can accommodate two 
antennas in a linear array or four in a circular array. Even if the antenna spacing 
requirement cannot be strictly satisfied, the corresponding drop of the beamforming gain 
will be approximately linear according to Figure 1, and one can still achieve a significant 
gain compared to a single antenna. 
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It is also worth noting that multi-antenna solutions using passive directional antennas 
reported in [ 1] do not have much antenna spacing requirement because only one 
directional antenna is active at a time. However, the solution requires all the directional 
antennas to be properly oriented, which imposes a different and even larger form factor 
challenge. 
3.2 Mobility 
A mobile device can not only move but also rotate. Recent work has shown that 
beamforming with predefmed beam patterns can cope with vehicular mobility very well, 
e.g., [10, 11]. However, real-time beamforming poses a new challenge due to the 
requirement of accurate CSI, including only not the magnitude but also the phase of the 
channel coefficients which are largely affected by device rotation. Therefore, next we 
focus on evaluating the beamforming gain under device rotation since device rotation can 
potentially introduce faster channel variation than mobility can. 
We perform the experiments using the WARP software radios [12]. We build a 
circular array with four antennas on one WARP board as the mobile client, and use a 
single antenna at the other WARP board as the infrastructure node. The client and 
infrastructure nodes are placed close to the allowed range with a moderate SNR (SdB), 
i.e. 10 meters in our experiments. The client node continuously sends training symbols to 
the infrastructure node every 1 Oms and the latter sends back the estimated CSI through an 
Ethernet cable. Therefore, the mobile client updates the CSI each 1 Oms, calculates the 
weight vector and forms a beam. To challenge the CSI estimation, we rotate the client 
node with a computerized motor at 90°/s and 180°/s respectively, while realistic mobile 
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Figure 3: Beamforming gain under CSI estimation with various client rotation 
speeds. We show the results in different environments as well as with different 
CSI estimation frequencies. 
devices rotate at a much slower speed, e.g. 10°/s as the median and 120°/s as the upper 
bound [1]. We repeat the experiments both indoor and outdoor. While we could not 
simultaneously examine different beamforming sizes and different CSI estimation 
frequencies in real time, we have collected traces of the channel coefficients and emulate 
the channel offline. That is, we replay the channel using the recorded traces but assume 
different beamforming sizes (2 and 4), and different CSI estimation frequencies (!Oms 
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and lOOms). Since the beamforming gain is only dependent on the CSI, the offline 
emulation gives identical results as real-time evaluation does. 
The key question we aim to answer is: what is the impact of device rotation on CSI 
estimation and corresponding beamforming gain? To see this, Figure 3 shows the 
average beamforming gain under CSI estimation with different rotation speeds of the 
client. In each sub-figure of Figure 3, four values of beamforming gain for each 
beamforming size are shown: the upper bound given by perfect CSI (Max), the one given 
by estimated CSI with stationary client (Static), the one given by estimated CSI with 
rotating client at 90°/s (90d/s), and the one given by estimated CSI with rotating client at 
180°/s (180d/s). 
When the CSI estimation interval is 1 Oms, the CSI can be very accurate even with 
client rotational speed of 180° /s. As a result, the maximal beamforming gain, i.e. 3dB and 
6dB with N=2 and N=4 respectively, can be achieved. When the interval is increased to 
1 OOms, the beamforming gain will be affected by client rotation. The rotation has higher 
impact for larger beamforming sizes due to a more focused beamforming pattern. 
Therefore, we conclude that even under high speed device rotation such as 180° /s, 
beamforming can still be effective with reasonable CSI estimation intervals, e.g., lOms. 
In contrast, the solution in [1] achieves a much lower gain relative to the maximal 
allowed by the passive directional, e.g. 3dB using SdBi and 8dBi antennas. Finally, we 
observe that the performance of CSI estimation is more stable indoor, due to richer 
multipath effect to compensate bad directions. This can be seen from the range of the 
beamforming gain in each sub-figure. 
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3.3 Power Efficiency 
Although single-user beamforming incurs negligible power overhead in baseband 
processing, it increases the power of RF circuitry by simultaneously using multiple active 
RF chains compared to a single antenna. While RF integrated circuits improve slower 
than their digital counterparts, their power efficiency still improves significantly over 
years. To illustrate this trend, we have examined the CMOS wireless transceiver 
realizations reported in ISSCC [13] and JSSC [14], the top conference and journal for 
semiconductor circuits, from 2003 to 2010, and show their circuit power consumption, 
Pc;rcu;r+Pshared, in Figure 4 (Left). The figure clearly shows the continuous improvement 
in the power efficiency of both SISO and MIMO transceivers. As semiconductor process 
technologies continue to improve, Pc;rcuit and Pshared will continue decreasing. As a result, 
PPA will increasingly dominate the total power consumption. 
By focusing the transmit power toward the intended direction, beamforming can 
reduce PTX and PPA and therefore even improve the power efficiency. Clearly, 
beamforming makes a tradeoff between transmit and circuit power: with a beamforming 
size of N, the transmit power can be reduced to 11 N compared to a single antenna due to 
the beamforming gain. Note that beamforming is able to yield a total transmit power 
reduction instead of that of each antenna, i.e. the reduction is not because of the 
allocation of transmit power into multiple antennas. 
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Figure 4: (Left) Transmitter power trend from designs in ISSCC and JSSC; 
(Right) Client power consumption to deliver a range of link capacity. 
Table 1: Simulation settings for the power tradeoff analysis. 
Parameters Values 
Distance O.Skm 
Max beamforming size 4 
Power decay factor 4 
Receiver noise -170dBm!Hz 
Channel bandwidth SMHz 
Carrier frequency 2GHz 
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We next briefly analyze this tradeoff between transmit and circuit power. For 
simplicity, we consider a single uplink channel from a mobile client to its infrastructure 
node and assume line-of-sight (LOS) propagation and the settings specified in Table 1. 
Figure 4 (Right) shows the client power consumption calculated by Equation (1) to 
deliver a range of link capacity for beamforming sizes from one to four. One can make 
two important conclusions from the figure. {i) First, beamforming (N> 1) is already more 
efficient than omni directional transmission (N= 1) when delivering a capacity of 
17 
3.2b/s/Hz or higher. (ii) Second, the larger the required link capacity, the larger the most 
power efficient beamforming size. This shows that beamforming is increasingly desirable 
in delivering higher capacity. 
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Chapter 4 Adaptive Beamforming on Mobile Devices 
The above findings above suggest an adaptive beamforming system that adjusts the 
beamforming size for the optimal tradeoff between transmit and circuit power, according 
to link capacity requirement. Next we show that to achieve the best tradeoff in a network 
is indeed non-trivial and, therefore, provide a simple yet effective solution, BeamAdapt. 
4.1 Key Tradeoff and Challenge 
As shown above, the optimal beamforming size varies according to the required link 
capacity. Given the transmit power decay factor and distance, one can derive the required 
transmit power for omni directional transmission, P 0 , to achieve certain link capacity. 
Using Equation (1), we can calculate the optimal beamforming size as 
(2) 
where C1 and C2 are constants determined by the power amplifier. Again, beamforming 
with more antennas is increasingly more efficient as P Circuit decreases according to the 
continual progress in semiconductor technologies. 
While the optimal tradeoff given by Nopt appears straightforward to identify with a 
single link (Po is uniquely decided by the required capacity or SNR), it is challenging to 
determine in a network with multiple links. This is because Po is determined by SINR 
instead of SNR due to interference. Meanwhile, different beamforming sizes will 
generate different interference toward other receivers, implicitly impacting their own 
SINR. As a result, the optimal beamforming size can no longer be calculated by Equation 
(2). 
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Nonetheless, the tradeoff between transmit and circuit power is still valid and there 
exists a most power efficient beamforming size for each client that collectively minimizes 
the aggregated client power consumption, or network power consumption. The immediate 
question we seek to answer is: how could clients of a large network identify their most 
power-efficient beamforming sizes that collectively lead to the minimum network power 
consumption? 
4.2 Problem Formulation 
Since we are interested in client power efficiency, we seek to minimize PNetwork, the 
aggregated power consumption by all clients in a network, with a constraint that the 
capacity, or equivalently the SINR of each link i, SINR;, must be equal to certain target 
value, Pi. The reason of separately constraining individual links is that different links 
usually have different capacity requirements. In addition, the beamforming size N; must 
be integers no greater than N;,max, where N;,max is the maximum number of antennas on 
client i. 
Therefore, we formulate the optimization problem as: 
minimize PNetwork = L:;1 Pi (Prx,i• Nd 
s.t. S/NRi(Prx,N) = Pi• 1 ~ Ni ~ Ni,max 
where Pi is the power consumption of client i and 
Prx = (Prx,l····,Prx,M),N = (N1,···,NM)· 
Solving the above optimization problem is very challenging. Firstly, each of the SINR 
constraints is a function of all 2M optimization variables. The SINR function is non-
convex with respect to these variables, yielding the non-convexity of the problem. 
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Secondly, there is no closed-form formulation of the beamforming gain G to unintended 
receivers as a function of N. Its dependence on the receiver direction makes low-order 
approximation hardly possible. Finally, the integer constraint on N; renders a NP-hard 
mixed integer programming (MIP) problem [ 15]. While an exhaustive search algorithm 
can ultimately offer the solution, the complexity can be as high as D(Tit!,1(Ni,max)), 
which becomes prohibitively complex as M grows. Most importantly, such a brute-force 
algorithm requires all the clients have knowledge of each others' actions in order to 
enumerate all beamforming size combinations, and cooperatively choose their 
beamforming sizes. 
To tackle this problem, we introduce BeamAdapt, a simple yet effective algorithm that 
works in a distributed manner: each client simply performs individual optimization on the 
beamforming size without cooperation. 
4.3 Distributed Algorithm: BeamAdapt 
First we decompose the problem into multiple, individual sub-problems, i.e., the ith 
link's problem (i=l,2,-··M) is 
min Pi s.t. S/NRi =Pi· 
The optimal (Prx,;, N;) is determined iteratively. Let us temporally omit the subscript i 
below since all clients employ the same algorithm. We assume the transmit power and 
beamforming size are P;;-l)and }/-k-1) for the (k-l)th iteration, and the received SINR is 
SINR(k-l), then for the kth iteration, Pi;) and }/-k-1) are updated by solving the following 
optimization problem: 
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Algorithm 1: Identify the optimal beamforming size and transmit power for each 
client by BeamAdapt 
1 
2 
3 
4 
5 
6 
7 
8 
9 
Input: SINR requirement p, max beamforming size Nmax 
Output: optimal beamforming size Nopt, transmit power P;:t 
(P.}~)~N(o)) = (P.}~)~ 1)~SINR = 01 Pmtn = + = 
(P..opt Nopt) _ (P..(O) N(O)) TX I - TX I 
while ISINR -pi 2= E 
for N(k) S N(k+1) S Nmax 
Compute P.};+1)1 SINR 
P = P.};+1) /11 + N(k+1)Pctrcuit + Pshared 
if p S Pmin 
(P;:t~ Nopt) = (P.};+1) 1 N(k+t)) 
Pmin = P 
10 end 
11 end 
12 end 
· n(k)/ N(k)P, n 
mm 'TX TJ + Circuit+ 'Shared 
P.(k) N(k) TX' 
(k) (k) 
t. PrxN _ P N(k) > N(k-1) 
S. p,(k-1)N(k-1) - SINR(k-1)' -
TX 
The initial beamforming size is set to one, i.e. NCO) = 1, while P.ir;{ can be arbitrary. 
The iteration stops when ISINR(k)- PI < E, where E can be set according to an 
accuracy requirement. In each iteration, (Pi;), N(k)) can be obtained by searching among 
feasible beamforming sizes, with a complexity ofO(max(Ni,max)). Algorithm 1 shows 
the pseudo-code of the algorithm. We note that when M= 1, the problem reduces to single-
link optimization offering the same solution as Equation (2). 
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4.4 Convergence of BeamAdapt 
The iteration process of BeamAdapt is guaranteed to converge. Next we provide a 
brief yet sufficiently illustrative proof. The two key facts we leverage are: (i) whenever 
the beamforming sizes are fixed, the iteration of BeamAdapt is isomorphic to a 
distributed power control algorithm [16] that ensures convergence; and (ii) the change of 
the beamforming size N of each client is monotonous. That is, the beamforming size can 
only increase during iteration. 
Therefore, we divide the iteration process into multiple stages, kz(l < l :::;; L), where 
during each stage N is constant and only Prx changes. The current stage kz evolves into 
kz+1 when N changes for any one link. Based on the monotonicity of N we have the 
following inequality 
L < Tif;1 (Ni,max) < +co, 
which indicates a finite number (L) of stages. 
During each stage, the beamforming size is fixed; therefore the original problem turns 
in to 
min PNetwork = L Pi(Prx,i), s. t. SINRi(Prx) =Pi· 
This problem is isomorphic to the power control problem where a distributed algorithm 
ensures convergence [16]. As a result, during each stage ( kz) the power control 
component either converges, or it moves onto a new stage. Since the number of potential 
stages L is finite, the overall algorithm is guaranteed to converge. 
4.5 Performance Bound of BeamAdapt 
(a) Network configuration 
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Figure 5: Empirical results for the performance bound and convergence speed of 
BeamAdapt. 
We next investigate how fast BeamAdapt converges and how good its steady-state 
performance is. It is possible that BeamAdapt converges to a sub-optimal solution. 
Unfortunately, the performance bound ofBeamAdapt is not analytically obtainable, again 
due to the non-convexity of the optimization problem and the integer constraints on the 
beamforming size. Therefore, we have to rely on empirical methods to study the 
performance bound. We employ a seven-cell network as a first-order approximation of a 
24 
large-scale infrastructure network as shown in Figure 5 (a): we assume seven 
infrastructure nodes are evenly distributed in the space. Other settings are similarly 
adopted from 
Table 1. To eliminate the dependency of BeamAdapt on the client location, we repeat 
the simulation extensively with random locations of the clients. Therefore, we are in fact 
averaging the performance of BeamAdapt with various network configurations. 
Figure 5 (b) shows a few samples of the network power consumption of BeamAdapt, 
and its upper bound given by the theoretically optimal solution using a brute-force 
algorithm with client cooperation. The figure also shows the performance of omni for 
comparison. Clearly, the performance of BeamAdapt is very close to the optimal and 
much better than that of omni. Figure 5 (c) shows the CDF of the additional network 
power consumption by BeamAdapt compared to its bound: BeamAdapt indeed converges 
to the optimal solution with a probability of 55%, and only incurs 0.5% additional power 
compared to the optimal solution when it converges to a sub-optimal. 
Using the same network configuration, we can also evaluate the convergence speed of 
BeamAdapt, with Figure 5 (d) showing the PDF of the number of iterations to achieve a 
small E, i.e., 0.1% in our simulation. Clearly, BeamAdapt often converges rapidly, i.e. 
with typically less than three iterations to get a stable SINR. 
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Chapter 5 Prototype-based Evaluation 
In Chapter 3.2 we experimentally showed the feasibility of beamforming on mobile 
devices with a close-to-maximum beamforming gain even when the mobile client rotates 
at 180° Is. However, compared to static beamforming with a fixed number of active 
antennas, BeamAdapt faces a new challenge due to its iterative nature: are mobile clients 
with BeamAdapt able to timely identify the right number of antennas and transmit power 
in real-time so that the required SINR is achieved with maximal power reduction? To 
answer the question, we use WARP to experimentally evaluate the feasibility of 
BeamAdapt in realistic environments. 
We must note that BeamAdapt IS a general technique compatible with any 
infrastructure network architecture such as WLAN or cellular. Since we are not able to 
conduct experiments on cellular bands due to the lack of license, we use ISM band 
(2.4GHz) to validate the feasibility of BeamAdapt. Our Qualnet-based evaluation in 
Section 6, however, will complementarily show the power saving and network 
throughput performance of BeamAdapt within a large-scale cellular network. 
5.1 BeamAdapt Prototype 
We realize BeamAdapt using W ARPLab, a framework that facilitates rapid 
prototyping of physical layer designs and algorithms. W ARPLab allows symbol-level 
access to the wireless transceivers embedded on the WARP board, which we leverage to 
realize the key functionalities of BeamAdapt including beamforming, transmit power and 
beamforming size adaptation, and SINR measurement. In W ARPLab, all WARP nodes 
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are connected through an Ethernet router and a laptop with MA TLAB interface is used to 
control the nodes, implement the algorithm and collect the data. 
We have built two types of WARP nodes: one with four antennas implementing 
BeamAdapt as the mobile client node and the other with a single antenna as the 
infrastructure node. Since we assume the simplest receiver architecture for BeamAdapt, 
i.e. treating interference as noise, the performance of BeamAdapt is independent on the 
number of antennas on the infrastructure node. The physical wireless channel is assumed 
as the uplink channel from client node to infrastructure node, while an Ethernet cable is 
used to emulate the downlink channel. Since we are only interested in client transmission 
(uplink channel), we generate dummy frames only at the client node and continuously 
send them to the infrastructure node. 
5.2 Experiment Setup 
We test the prototype under two physical environments: one inside an office building 
and the other on an empty lawn, both in a university campus. The former represents a 
typical indoor environment while the latter outdoor. We use four WARP nodes, including 
two client nodes and two infrastructure nodes, to form a two-link network. Figure 6 
shows our setup using W ARPLab and Figure 7 shows the locations of the client and 
infrastructure nodes. 
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Infrastructure Node 1 
Figure 6: W ARPLab setup for the evaluation of BeamAdapt. 
• Client (Indoor) • Client (Outdoor) 
• Infrastructure (Indoor) • Infrastructure (Outdoor) a 
Figure 7: Environment layout for the evaluation of BeamAdapt. 
While in realistic wireless networks there might be more links that interfere with each 
other, we consider this two-link network as a reasonable setup for experiments. Firstly, 
the two-link network is a widely used model in wireless network researches [4], due to its 
simplicity and generality. Secondly, even though in realistic such as cellular networks 
there are more than two base stations within the coverage of a mobile client, the client is 
often mainly interfering with only one additional base station, due to the distributed 
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fashion of placing base stations in a certain area and that each client often connects to the 
closest base station. Finally, since we have selected the ISM bands and the environments 
of our experiments have continuous but unpredictable wireless transmissions, there are 
indeed other interference sources at the infrastructure nodes. 
In our experiments, we add both movement and rotation to the two client nodes, by 
manually moving and rotating them. The rotation speed is from zero to one hundred 
twenty degrees per second, consistent with [1]. The movement is about zero to one meter 
per second. Due to the limitation of W ARPLab that the WARP boards have to be 
connected by Ethernet cables, we can only add pedestrian movement speed in the 
experiment but will simulate a much higher speed in the Qualnet simulation in Chapter 6. 
5.3 Experimental Findings 
We examine the effectiveness of BeamAdapt in realistic environments with two key 
metrics, received SINR at the infrastructure node and power consumption by the client 
node. Apparently, they jointly represent the key functionality of BeamAdapt according to 
our formulation in Section Chapter 4. For received SINR, we examine whether 
BeamAdapt can closely approach the required SINR even with iteration and client 
mobility. For power consumption, we compare the power consumption of BeamAdapt 
with a genie-aided solution which can always correctly pick the right beamforming size 
and transmit power without the need of iteration. Clearly, the genie-aided solution can 
achieve maximal power reduction. To realize the comparison, we recorded traces the 
channel coefficients during all our measurements and replayed the channel offline to 
emulate the genie-aided solution. 
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Figure 9: Received SINR and beamforming size at a glance. 
5.3.1 Received SINR 
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We first report the received SINR at the infrastructure nodes. To maximally leverage 
the range of WARP nodes without losing generality, we assume moderate SINR, e.g. 5dB 
and 8dB as the constraint. Figure 8 shows the mean and variance of the received SINR at 
the two infrastructure nodes, for four scenarios: Indoor/Static (liS), Indoor/Mobile (liM), 
Outdoor/Static (0/S), and Outdoor/Mobile (0/M). 
We report two key findings from the figure. (i) First, on average BeamAdapt can 
closely approach the required SINR, i.e. 5dB and 8dB respectively, for both stationary 
and mobile client nodes. In most of the scenarios the standard variance is below 3dB, 
30 
meaning that the BeamAdapt iteration does not render significant SINR deviation from 
the target value. (ii) Second, in the outdoor/mobile scenario BeamAdapt yields much 
higher variance of the received SINR. This is consistent to our observation of the 
beamforming gain in Section 3.2, due to the lack of compensation by multi-path effect to 
the out-of-dated channel and beamforming size. 
Figure 9 shows a ten-second snapshot of the received SINR as well as the 
beamforming size of two infrastructure nodes. Clearly, most of the time BeamAdapt is 
able to timely cope with channel variation and achieves a stable SINR, while the 
beamforming size is indeed being adapted. We have chosen the Indoor/Mobile scenario 
to show in the figure while the other scenarios exhibit similar characteristics, as 
demonstrated by Figure 8 
While BeamAdapt on average achieves the required SINR, it does not guarantee that 
the SINR is above the target value. This is due to the formulation of BeamAdapt that 
seeks to use the exact amount of power to achieve certain capacity. Nonetheless, 
BeamAdapt will not lead to a large outage probability, since one can simply leave a SINR 
margin and set the required SINR in BeamAdapt a bit higher than the actual intended 
value. For example, if a SINR of 5dB is needed, one can set 8dB as the constraint in 
BeamAdapt and it will maintain the SINR above the threshold with a probability of 87% 
according to our results. 
5.3.2 Power Consumption 
We next compare the power consumption of BeamAdapt with that of the genie-aided 
solution. It is important to highlight that given the transmit power and beamforming size, 
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Figure 10: Power consumption of the client nodes for BeamAdapt and genie-
aided solution in the experiments. 
the power consumption is calculated using the power model in Section 2.3 instead of 
measurements. This is because the WARP node uses FPGA board and programmable RF 
board to enable customization, and therefore its power consumption is not optimized and 
not comparable with realistic beamforming transceivers. Therefore, we use the authentic 
transmit power but emulate the circuit power to achieve a rational estimation. 
Figure 10 shows the average power consumption of BeamAdapt and the genie-aided 
solution. Clearly, in all scenarios BeamAdapt closely approaches the theoretically 
minimum power consumption given by the genie-aided solution, yielding only 5% higher 
power on average. We note that the genie-aided solution has removed all the 
imperfections of BeamAdapt in reality, such as converging to a sub-optimal solution, 
procedure of iteration, and drop of beamforming gain due to mobility. Therefore, it is the 
strict upper bound of the power saving performance of BeamAdapt. Not surprisingly, the 
additional power consumption in our experiments is larger compared to that in Figure 5 
(c), due to the consideration of all realistic imperfections of BeamAdapt listed above. 
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Chapter 6 Evaluation of BeamAdapt in Cellular Networks 
To complement the prototype-based evaluation, we next use simulation to evaluate 
BeamAdapt with a large-scale network. To achieve a close-to-reality evaluation, we 
adopt current cellular protocols and introduce a system design of BeamAdapt that is 
realizable with trivial protocol modification. We employ the simulation tool Qualnet [17] 
for its open-source feature and support of cellular protocols. 
6.1 Cellular-based System Design 
We realize BeamAdapt in the mobile accessing clients in a cellular network and again 
focus on uplink transmission. Due to its distributed property, BeamAdapt relieves clients 
in the network from inter-client cooperation thereby entails minor protocol modification. 
There are two key concerns regarding the system realization of BeamAdapt. First, how 
does BeamAdapt perform uplink CSI estimation? Second, how does BeamAdapt obtain 
the received SINR to perform the beamforming size adaptation? We next answer them 
below. 
6.1.1 Uplink CSI Estimation 
Due to the absence of uplink/downlink channel reciprocity in cellular network [18], 
we can only adopt closed-loop CSI estimation in BeamAdapt (see Section 2.2). That is, 
the client concatenates a short field made up of several training symbols to the data field 
in each uplink frame. Seeing the training symbols, the base station estimates uplink CSI 
and sends it back to the client. Thanks to the full-duplex property of cellular channels, the 
estimated CSI can be simultaneously delivered to the client through downlink control 
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signaling while the client is involved in uplink transmission. Therefore, CSI feedback 
does not incur any additional uplink channel occupation. Moreover, the training field can 
be very short compared to the entire frame, i.e. a 16J.Ls training field for beamforming size 
of four and a lOms frame in UMTS and LTE [18], which further render the overhead of 
CSI estimation negligible. According to our measurement in Chapter 3.2, the lOms frame 
length in UMTSIL TE guarantees accurate CSI estimation of BeamAdapt, even with client 
rotation. 
6.1.2 Beam Adaptation 
To adapt the beamforming size and transmit power, BeamAdapt needs to know the 
received SINR of each frame. While it can be similarly sent back to the client through 
downlink control signaling, we seek to minimize the protocol modification, by leveraging 
the uplink power control mechanism inherent in cellular protocols. Uplink power control 
is widely used in cellular protocols to maintain a constant SINR of each client at the base 
station. It is initiated by the base station, through sending a power control command to 
the client, containing the value of required transmit power. Noticeably, this required 
transmit power is actually P 0 in Equation (2), and one can directly identify the optimal 
transmit power Prx and beamforming size N using Po, as one iteration in the BeamAdapt 
algorithm. This way, the received SINR is no longer needed and no protocol changed is 
required. 
6.2 Simulation Setup 
Since the beamforming hardware is not included in Qualnet, we have to virtually 
realize a beamforming system on the client by generating dynamic beamforming patterns 
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in real-time and adopting the power model in Section 2.3 to calculate client power 
consumption. 
We use the same network configuration shown in Figure 5 (a), and assume the UMTS 
protocol in Qualnet. However, here we add more clients, i.e. thirty, to mimic realistic 
base station scheduling and handoff in cellular networks. The area is 4km X 4km and the 
base stations have fixed locations, 1.5km from its neighbors. While the range of each 
base station is approximately 1km, we let their coverage overlap similar to realistic 
cellular networks in urban areas. The clients are allowed to have movement with random 
speed from zero to seventy miles per hour, corresponding to a wide range of client 
movement speed such as stationary, pedestrian and vehicular. We also incorporate client 
rotation with an upper bounded speed of 120°/s [1]. We add two applications to the 
client: FTP with an unlimited-size file to transfer and constant-bit-rate (CBR) with 
multiple relatively small packets. FTP generates continuous traffic. CBR, on the contrary, 
creates intermittent traffic by the idle intervals between the small-size packets. Therefore, 
the FTP traffic has a higher capacity requirement than the CBR traffic. 
We evaluate the power reduction benefit of BeamAdapt by comparing it with omni 
directional transmission and static beamforming with a fixed beamforming size. We 
examine BeamAdapt and static beamforming (BF) with two, four and eight antennas. 
Note that BeamAdapt with N=4 means that the client can select from one to four active 
antennas (with unused antennas powered off) while BF with N=4 always uses four active 
antennas. 
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Figure 11: Client power consumption and network throughput comparison 
between BeamAdapt and static beamforming. 
Figure 11 shows the average power consumption of the client as well as the network 
throughput, under omni, static beamforming and BeamAdapt. We make several key 
observations. (i) Firstly, since the FTP traffic averagely requires higher transmit power, 
BeamAdapt saves more power. For example, compared to omnidirectional transmission 
BeamAdapt with N=4 saves 54% and 50% client power for the FTP and CBR traffic, 
respectively. (ii) Secondly, BeamAdapt with four antennas already provides power 
efficiency benefit. The power reduction of BeamAdapt with N=8 is only marginally 
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Figure 12: Breakdown of client power reduction by BeamAdapt. 
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better than that of BeamAdapt with N=4. This is due to the confined range of cellular 
radio signal and the corresponding maximal transmit power limit. (iii) Finally, the 
network throughput achieved by BeamAdapt is only slightly lower ( <5%) than that by 
omni directional transmission, and is as good as that by their respective static 
beamforming counterparts. The slight degradation is due to client mobility and thereby 
the drop of the beamforming gain, similar to what we observed in Chapter 3 .2. 
We also note that the power reduction by BeamAdapt stems from two benefits of 
beamforming: the improvement of SNR and the reduction of interference. Qualnet 
simulation allows us to further examine the power saving contribution from these two 
benefits. That is, we first only keep the transmit power reduction capability of 
BeamAdapt and then the interference reduction capability only. Figure 12 shows their 
respective contribution to client power reduction, with different distance from the client 
to the base station. Clearly, as the client moves to cell boundary, i.e. with a larger 
distance to the base station, both capabilities can save more power, and they collectively 
achieve a higher overall power reduction of the client. This is because when the client is 
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approaching cell boundary, only not the required transmit power increases, but also the 
interference between adjacent cells is more severe. 
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Chapter 7 Related Work 
Our work is the first that aims to enable real-time and power efficient beamforming on 
mobile devices. Nonetheless, multi-antenna techniques and directional communication 
have been generally studied in many other regimes. We next discuss related work. 
7.1 Beamforming 
No existing work on beamforming has considered and optimized its use on mobile 
devices such as Tablets and smartphones. Recent work such as [10, 11] considered using 
beamforming on vehicles to enhance the uplink connection as the client moves. The 
authors of [19] have experimentally shown the effectiveness of switched beam systems in 
indoor environments. However, all of above solutions use the Phocus Array system [8] 
and none supports real-time beamforming. More importantly, these solutions do not 
consider dynamic number of active antennas in beamforming and its power efficiency 
benefit. 
7.2 Directional Antennas on Mobile Devices 
Passive directional antenna is an efficient yet inflexible way to realize directional 
communication. Many have studied them for infrastructure nodes and mobile nodes that 
do not rotate, e.g. see [20-27]. Most of the authors focus on MAC protocol designs. In 
contrast, BeamAdapt is in the PHY layer and is complementary to directional MAC 
designs. Only very recently, the authors of [1, 28] demonstrated the effectiveness of 
passive directional antennas in improving transmission throughput and power efficiency 
of mobile devices that can rotate like Smartphones. The solution is based on selecting one 
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out of multiple fixed passive directional antennas. However, there is a key limitation 
toward their solution: only a limited number of passive antennas are allowed to be 
implemented, e.g. four in [1], and they are hard to be properly oriented. Such limitation 
renders a confined gain of their solution due to failure to cover all directions, i.e. only 
3dB gain using 5dBi and 8dBi antennas. In contrast, beamforming with BeamAdapt can 
easily track channel variation and achieves a guaranteed gain of 6dB using four antennas. 
7.3 Power Efficient MIMO 
While in this work we consider beamforming for its adaptive use in a power efficient 
manner, similar concept can be extended to MIMO systems. The authors of [29] have 
provided a system design of an adaptive MIMO system and experimentally shown that it 
can minimize the energy per bit of the MIMO transceiver by properly choosing the 
number of active RF chains. The idea is also explored by the authors of [30] and [31]. 
The authors of [32] have analytically showed the effectiveness and performance of such 
adaptive MIMO systems. These solutions, however, are limited to a single link, while 
BeamAdapt is solving a network problem by optimizing the use of beamforming on 
multiple mobile clients. 
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Chapter 8 Conclusion 
In this work, we reported a first study of beamforming on mobile devices. With both 
experiments and data from industry, we showed that beamforming is not only feasible but 
also power efficient to mobile devices. We then addressed the challenge of identifying 
the optimal use of beamforming on mobile device by formulating an optimization 
problem and providing the BeamAdapt solution. Through both experiments and 
simulation, we showed that BeamAdapt is able to react to client mobility by promptly 
identifying the right beamforming size and the transmit power. Collectively it achieves 
more than 50% power reduction of the clients in a large-scale network. 
Client directionality through beamforming is a radical departure from omni 
directionality assumed by current mobile network paradigms. While we are able to 
demonstrate its benefit in client efficiency, more research at various layers of the network 
system is required to fully appreciate its potential, which we leave to future work. 
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