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ASYMPTOTIC PROPERTIES OF STOCHASTIC PARTIAL
DIFFERENTIAL EQUATIONS IN HILBERT SPACES
DRIVEN BY NON-GAUSSIAN NOISE
V. MANDREKAR* AND LI WANG
Abstract. A class of stochastic evolution equations with additive noise
(compensated Poisson random measures) in Hilbert spaces is considered. The
existence and uniqueness of a mild solution to the stochastic equation with
Lipschitz type coecients has been studied. We rst study the stability and
exponential ultimate boundedness properties of the solution by using Lya-
punov function technique. We then study the conditions for the existence
of invariant measure associated to the solution. Finally, some examples are
given to illustrate the theory.
1. Introduction
The study of stochastic partial dierential equations driven by Levy noise has
been the subject of recent papers [1], [5], [6], [10], [14], [17], where Ito integral stud-
ied by [18] is used. This is done by embedding the PDE as an innite-dimensional
equation. All the works mentioned above study SPDE's as SDE's in innite-
dimensional case. In case these equations are driven by Brownian Motion, asymp-
totic properties are studied by using Lyapunov function methods originally in [2],
[3] [9], [12], [13], and [15]. For the detailed exposition, see the recent work [11]. Mo-
tivated from this, the generalization of these works to innite-dimensional SDE's
was undertaken in [20]. The purpose of our work is to generalize and complete
the work in [20]. This is done by systematically studying, stability in probability,
moments and existence of invariant measure.
The paper is arranged as follows. Section 2 contains preliminaries followed by
approximation result by strong solutions to mild solution in Section 3. This is
needed to use Ito Formula. In Section 4, we study the stability of zero solution
in probability. In Section 5, we study exponential ultimate boundedness. Both
of these are studied for non-linear equations. Finally, in Section 6, we show that
the ultimate boundedness gives us the existence of invariant measure. We end the
paper by giving existence of invariant measures for some examples.
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2. Preliminaries
Let A be an unbounded operator (with domain D(A)) which generates a semi-
group fSt; t  0g continuous at zero. It is called a C0-semigroup. It is known
that kStk  Met;  2 R), M > 0 nite and real. In case M = 1 we call
fSt; t  0g a pseudocontraction semigroup. Let (X ;S; ) be a measure space and
fN(A); A 2 S; (A) < 1g be a Poisson random eld with EN(A) = (A). We
call q(A) = N(A)  (A), a compensated Poisson random measure and note that
Eq2(A) = (A). Let (Hnf0g;B(Hnf0g); ) be a -nite measurable space with
B(Hnf0g) denoting the Borel sets of Hnf0g and  a measure on B(Hnf0g) withZ
Hnf 0 g
(kuk2H ^ 1)(du) <1:
We refer to this as a Levy measure on Hnf 0 g.
Consider with R+ = [0;1], X = (Hnf 0 g) R+, S = B(Hnf0g) B(R+) and
(A  B) = (A)(B) a product measure on S. We shall denote in this case
the compensated Poisson random measure q by q(A  B), A 2 B(Hnf0g) and
B 2 B(R+).
Let HT = f'(x; t; !) : (Hnf0g)  [0; T ]  
 ! H; such that ' is jointly
measurable w.r.t. B(Hnf0g)  B([0; T ])  FT =B(H) and for all x, '(x; t; ) is Ft
-measurable g. Denote by HT2 = f' 2 HT , E
R T
0
R
Hnf 0 g k'(x; t; !)k2H (dx)dt <
1g: Stochastic integrals with respect to compensated Poisson random measure
q of ' inHT2 and their properties are given in [18]. We denote this integral byR T
0
R
Hnf 0 g '(x; t; ) q(dxdt).
We shall be studying the asymptotic properties of the solutions of stochastic
partial dierential equation
dZt = AZt dt+ a(Zt) dt+
Z
Hnf 0 g
f(v; Zt) q(dv dt); Z0 = x 2 H; (2.1)
where H is a real separable Hilbert space, and i) A generates a pseudocontraction
semigroup fSt; t  0g, (i.e., kStk  et;  2 R), ii) q is a compensated Poisson
random measure (cPrm), iii) a : H ! H and f : H H ! H satisfying
(A1) a, f are continuous,
(A2) there exists a constant l, such that for all x 2 H;
ka(x)k2H +
Z
Hnf 0 g
kf(v; x)k2H (dv)  l(1 + kxk2H);
(A3) for all x; y 2 H, there exists a constant k, such that
ka(x)  a(y)k2H +
Z
Hnf 0 g
kf(v; x)  f(v; y)k2H (dv)  kkx  yk2H ;
with E(q(A  B))2 = (A)(B), where A 2 B(Hnf 0 g), B 2 B(R) and  is a
Levy measure and  Lebesgue measure. We rst clarify the meaning of "solution".
Denition 2.1. A stochastic process fZt; t  0g is called a mild solution of (2.1),
if for all t  T ,
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(i) Zt is Ft-adapted (where (
;F ;Ft;P) is a probability space on which cPrm
is dened),
(ii) fZt; t  0g is jointly measurable and
R T
0
EkZtk2H dt <1;
(iii) Zt = Stx +
R t
0
St sa(Zs)ds +
R t
0
R
Hnf 0 g St sf(v; Zs)q(dv; ds) with proba-
bility one.
Denition 2.2. A stochastic process fZt; t  0g is a strong solution of (2.1), if
for all t  T ,
(i) Zt is Ft adapted,
(ii) Zt is cadlag in t with probability one,
(iii) Zt 2 D(A) a.e. T 
 and
R T
0
kAZtkH dt <1 a.e.,
(iv) Zt = x+
R t
0
AZsds+
R t
0
a(Zs)ds+
R t
0
R
Hnf 0 g f(v; Zs)q(dv; ds) a.e..
For the denition and properties of Ito integral with respect to cPrm, see [18].
The existence and uniqueness of mild solution of (2.1) has been proved in various
papers [1], [6], [10], [20] under (A1), (A2), (A3). For the reference of the reader,
we state the known facts which will be used later. The proofs are in the above
works.
Lemma 2.3. Let q be cPrm as above and ' 2 HT2 , then with fSt; t  0g a pseudo-
contraction semigroup, and  a stopping time
E sup
0tT^

Z t
0
Z
Hnf 0 g
St s'(v; s)q(dv; ds)

2
H
 b1E
Z T^
0
Z
Hnf 0 g
k'(v; s)k2H (dv)ds;
where b1 depends only on , T . Here HT2 := f'(x; t; !) : (Hnf0g)[0; T ]
! H;
such that ' is FT =B(H)-measurable and '(x; t; !) is Ft -measurable for all x
with E
R T
0
R
Hnf 0 g k'(x; t; !)k2H (dx)dt <1g: Let I(t; (t)) =
R t
0
St sa((s)) ds+R t
0
R
Hnf0g St sf(v; (s)) q(dv ds):
Lemma 2.4. With the above notation, if a and f satisfy (A1), (A2), then for any
stopping time 
E

sup
0st^
kI(s; (s))k2H

 b2

t+
Z t
0
E sup
0us^
k(u)k2H ds

;
where b2 depends on , T and l.
Lemma 2.5. Let conditions (A1) and (A3) be satised and fSt; t  0g be a
pseudo-contraction semigroup. Then
E sup
0st
kI(s; 1(s))  I(s; 2(s))k2  b3
Z t
0
E sup
0us
k1(u)  2(u)k2ds
with b3 depending on ; T and k.
From these results, one gets
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Theorem 2.6. Let coecients a, f satisfy (A1); (A2) and (A3); and fSt; t  0g
be a pseudo-contraction semigroup generated by A. Then equation (2.1) has unique
mild solution Zt 2 (D[0; T ];H) satisfying E sup0sT kZsk2H <1 and is continu-
ous with respect to x.
Let  2 C2;locb (H), the space of twice continuously Frechet dierentiable func-
tions which are locally bounded with locally bounded derivatives, and y 2 D(A),
dene
(L ) (y) = ( 0(y); Ay + a(y))
+
Z
Hnf0g
[ (y + f(x; y))   (y)   0 (y; f(x; y))](dx):
Then it is known [1] that the solution fZxt ; t  0g is homogeneous Markov process
with innitesimal generator (i.g.) L and is continuous in x. We shall need the
Ito formula for G (t; Zt) where G : [0; T ]H ! R, @@tG(t; x) = @tG exists and is
continuous and G(t; ) 2 C2;locb (H),
G (t; Zt) G (0; x) =
Z t
0
[@sG (s; Zs) + LG (s; Zs)] ds
+
Z t
0
Z 0
Hnf0g
[G (s; Zs + f(x;Zs)) G (s; Zs)] q (dx; ds) :
3. Approximation
We shall begin by rst considering conditions sucient for the mild solution of
of (2.1), which exists under (A1), (A2), (A3) to be a strong solution. We use ideas
of Ichikawa [7] who studied the problem for Brownian motion case. We need for
this the following Fubini type theorem.
Theorem 3.1. Let T be nite and let B : [0; T ][0; T ]H
! H be measurable,
and B(s; t; v) is Ft-measurable for each s, andZ T
0
Z T
0
Z
Hnf0g
EkB(s; t; v)k2H(dv)dtds <1:
ThenZ T
0
Z T
0
Z
Hnf0g
B(s; t; v)q(dv; dt)ds =
Z T
0
Z
Hnf0g
Z T
0
B(s; t; v)dsq(dv; dt):
Proof. (Sketch) Approximating B by Bn of the form [14], one has
Bn(s; t; x; !) =
p 1X
j=1
n 1X
k=1
mX
l=1
1Ajkl(x)1Fjkl(!)1(tjk; tjk+1]
(t)1(sj ; sj+1]
(s)ajkl;
where Ajkl 2 B(Hnf0g), (0 =2 Ajkl); tjk 2 (0; T ]; tjk < tjk+1;sj 2 (0; T ]; sj <
sj+1;Fjkl 2 Ftjk ; ajkl 2 H: One can easily verify the conclusion for Bn for all n.
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Furthermore, using inequality
E

Z T
0
Z
Hnf0g
Z T
0
B(s; t; v)ds q(dv; dt)

2
H
 T
Z T
0
Z T
0
Z
Hnf0g
EkB(s; t; v)k2Hds(dv)dt;
we get the desired result by taking limit as n ! 1 using the denition of Ito
Integral and Lebesgue DCT (dominate convergence theorem). 
Theorem 3.2. Suppose
(a) x 2 D(A), St ra(y) 2 D(A); St rf(v; y) 2 D(A); for r < t, y 2 H and
v 2 Hnf0g,
(b) kASt ra(y)kH  g1(t  r)(1 + kykH); g1 2 L1(0; T ),
(c)
R
Hnf0g kASt rf(v; y)k2(dv)  g2(t  r)(1 + kyk2H); g2 2 L1(0; T ).
Then any mild solution of equation (2.1) (if it exists) is a strong solution.
Proof. By the above conditions, we have
R T
0
R t
0
kASt ra(Zr)kdrdt <1 with prob-
ability one and Z T
0
Z t
0
Z
Hnf0g
EkASt rf(v; Zr)k2(dv)drdt <1:
Thus by Fubini theorem and integration by parts,Z t
0
Z s
0
ASs ra(Zr)drds =
Z t
0
Z t
r
ASs ra(Zr)dsdr
=
Z t
0
St ra(Zr)dr  
Z t
0
a(Zr)dr:
Similarly using Theorem 3.1,Z t
0
Z s
0
Z
Hnf0g
ASs rf(v; Zr)q(dv; dr)ds
=
Z t
0
Z
Hnf0g
St rf(v; Zr)q(dv; dr) 
Z t
0
Z
Hnf0g
f(v; Zr)q(dv; dr):
Hence AZt is integrable with probability one andZ t
0
AZsds = Stx  x+
Z t
0
St ra(Zr)dr  
Z t
0
a(Zr)dr
+
Z t
0
Z
Hnf0g
St rf(v; Zr)dr  
Z t
0
Z
Hnf0g
f(v; Zr)q(dv; dr)
= Zt   x 
Z t
0
a(Zr)dr  
Z t
0
Z
Hnf0g
f(v; Zr)q(dv; dr):
Thus by denition 2.2, fZt; t  0g is a strong solution of equation (2.1). 
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Consider the approximating system
dZt = AZt dt+R(n)a(Zt) dt+
Z
Hnf0g
R(n)f(v; Zt)a(dv dt); Z0 = x 2 D(A); (3.1)
where i) R(n) = nR(n;A) with R(n;A) = (nI A) 1 the resolvent of A evaluated
at n, ii)a, f satisfy (A1)-(A3) and (iii) A generates a pseudo-contraction semigroup.
Then we have that solution of (3.1) exists and is unique. In addition, by Theorem
3.2, the solution fZnt ; t  0g is the strong solution of (3.1). Also by Theorem 3.1,
it lies in C ([0; T ];L2 (
;F ;P;H)) for T nite.
Theorem 3.3. The stochastic dierential equation (3.1) has a unique strong
solution fZn;xt ; t  0g in C(0; T ;L2(
;F ; P;H)) (T nite) and
E sup
sT
kZn;xt   Zxt k2 ! 0;
as n!1, where fZxt ; t  0g is the solution of (2.1).
Proof. Consider
Zxt   Zn;xt
=
Z t
0
St rR(n) [a (Zxr )  a (Zn;xr )]

+
"Z t
0
Z
Hnf0g
St rR(n) [f(v; Zxr )  f(v; Zn;xr )] q(dv; dr)
#
+
Z t
0
St r (I  R(n)) a (Zxr ) dr+Z t
0
Z
Hnf0g
St r (I  R(n)) f(v; Zxr )q(dv; dr)
#
= I1(t) + I2(t) + I3(t):
We get, with obvious notation denoting the square of three bracketing quantities,
E sup
0st
kZxs   Zn;xs k2H  3E sup
0st
[I1 (s) + I2 (s) + I3 (s)]:
Now note that, using (A3)
E sup
0st
I1 (s) = E sup
0st
Z s
0
Ss rR(n) [a(Zxr )  a(Zn;xr )] dr
2
H
 4ke2tt
Z t
0
E sup
0rs
kZxr   Zn;xr k2H ds:
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Using arguments as in Lemma's 2.3-2.5, one has
E sup
0st
I2 (s)
= E sup
0st

Z s
0
Z
Hnf0g
Ss rR(n) [f(v; Zxr )  f(v; Zn;xr )] q(dv; dr)

2
H
 4kb1
Z t
0
E sup
0rs
kZxr   Zn;xr k2H ds:
Consider now I3(s), note that
E sup
0st
I3 (s)
= E sup
0st
Z s
0
Ss r [I  R(n)] a (Zxr ) dr
+
Z s
0
Z
Hnf0g
Ss r [I  R(n)] f(v; Zxr )q(dv; dr)

2
H
 2E sup
0st
(I31 (s) + I32 (s));
Therefore, by (A2),
E sup
0st
I31 (s) = E sup
0st
k
Z s
0
Ss r[I  R(n)]a (Zxr ) drk2H
 jR(n)  Ij2e2ttl

t+
Z t
0
EkZxr k2Hdr

:
Similarly as in Lemma 2.4,
E sup
0st
I32 (s)  kR(n)  Ik2

b1l

t+
Z t
0
E kZrk2 dr

:
We get, for some constant c4, c5 depending on T; ; b1; k; a,
E sup
0st
kZxs   Zn;xs k2H  c4
Z t
0
E sup
0rs
kZxr   Zn;xr k2Hdr + c5jR(n)  Ij2:
By Gronwall's Lemma,
E sup
0st
kZxs   Zn;xs k2H  kR(n)  Ik2c5ec4t ! 0;8t  T; as n!1:

We call fZn;xt g in Theorem 3.3 the Yosida approximation of the mild solution
of (2.1).
We now study the asymptotic properties of the solution of (2.1) as t!1 using
Lyapunov function as in [9] for Brownian motion noise.
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4. Exponential Stability in m.s.s.
Denition 4.1. We say that mild solution fZxt ; t  0g of (2.1) under (A1) (A3) is
exponentially stable in mean square sense (for short, m.s.s.) if there exist positive
nite real constants c; ; such that for all t > 0 and x 2 H, EkZxt k2H  ce tkxk2H :
Let us recall L is innitesimal generater (i.g.) of the solution process fZxt ; t 
0g.
We shall need condition (B) for a function  2 C2;locb (H).
(B) k 0(x)kH  c4kxkH and k 00(x)kL(H;H)  c5; c4; c5 > 0; nite:
Theorem 4.2. Suppose there is a function  2 C2;locb (H) satisfying condition (B)
and positive nite constants ci; i = 1; 2; 3 such that
c1kxk2H   (x)  c3kxk2H ; for all x 2 H (4.1)
L (x)   c2 (x); for x 2 D(A): (4.2)
Then the mild solution of (2.1) is exponentially stable in m.s.s..
Proof. Let fZxt ; t  0g be the mild solution of (2.1) and fZn;xt ; t  0g be the
approximation given by the strong solution of (3.1). Denote by
Ln (x) = h 0(x); Ax+R(n)a(x)iH
+
Z
Hnf0g
[ (x+R(n)f(v; x))   (x)  h 0(x); f(v; x)iH ](dv):
Using Ito Formula with G (t; x) = ec2t (x) and taking expectation, we get
ec2tE (Zn;xt )   (x) = E
Z t
0
ec2s(c2 + Ln) (Zn;xs ) ds:
By (4.2), c2 (x) + Ln (x)   L (x) + Ln (x). Using denition of Ln and L,
one has,
 L (x) + Ln (x) = h 0(x); (R(n)  I)a(x)i
+
Z
Hnf 0 g
h
[ (x+R(n)f(v; x))   (x)  h 0(x); R(n)f(v; x)i]
 [ (x+ f(v; x))   (x)  h 0(x); f(v; x)i]
i
(dv):
Hence, one has,
ec2tE (Zn;xt )   (x)  E
Z t
0
ec2s(I1(Z
n;x
s ) + I2(Z
n;x
s )) ds; (4.3)
where
I1(h) = h 0(h); (R(n)  I)a(h)i;
I2(h) =
Z
Hnf 0 g
h [ (h+R(n)f(v; h))   (h+ f(v; h))
+[h 0(h); (I  R(n))f(v; h)i]
i
(dv):
Using Theorem 3.3, condition (B) and Lebesgue DCT, one has ec2tE (Zxt ) 
 (x) for all x 2 D(A). Hence by (4.1), one has EkZxt k2H  ce tkxk2H for some
c;  > 0; and x 2 D(A): Since fZxt ; t  0g is continuous in x, we get the above
inequality for x 2 H. 
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The function  above satisfying (4.1) and (4.2) is called Lyapunov function.
Now we want to show that in linear case a(x) = 0 and f(v; x) = f0(v)x, for which
clearly 0 is a solution, we can construct a Lyapunov function. We consider solution
of the equation 
dZt = AZt dt+
R
Hnf0g f0(v)Ztq(dt; dv)
Z0 = x:
; (4.4)
where f0(v) : Hnf0g ! R, and
R
Hnf0g jf0(v)j2(dv) <1. HenceZ
Hnf0g
kf0(v)yk2H (dv)  d kyk2H for y 2 H:
Note that (A1)-(A3) are satised, so (4.4) has a unique solution. Let us consider
Yosida approximation [1],
dZt = AnZtdt+
Z
Hnf0g
f0(v)Ztq(dt; dv); (4.5)
where An is Yosida approximation of A. Let us denote by fZn;xt ; t  0g the strong
solution of (4.5). Denote by
L0 (x) = h 0(x); Axi+
Z
Hnf0g
[ (x+ f0(v)x)   (x)  h 0(x); f0(v)xi](dv):
Let t 2 R+ and n 2 N arbitrary. Then (x; y) ! R t
0
E [(Zn;xs ; Z
n;y
s )H ] ds denes
a bounded bilinear form on H H; by the linearity of fZn;xt g in x. Hence there
exists a unique Tn(t) 2 L(H) such that, (Tn(t)x; y) =
R t
0
E (Zn;xs ; Z
n;y
s ) ds: Set
 n(t)(x) = (Tn(t)x; x) =
R t
0
E kZn;xs k2 ds. Let fPtgt0 be the Markov semigroup
of Z, (Pt) (x) = E(Z
x
t ), x 2 H. Note that E
 
(Zxt )jFZ
x
s

= (Pt s) (Zxs ). Set
(h) = khk2H . Using the Markov property, we have
E [ n(t)(Z
n;x
s )] = E
Z t
0
E ((Zyt )jy = Zn;xs )

= E
Z t
0
(Pu) (Z
n;x
s )du

=
Z t
0
E
h
(Zn;xu+s)jFZ
n;x
s
i
du
=
Z t
0
E
Zn;xu+s)2 du =  n(t+ s)(x)   n(s)(x): (4.6)
Note that  n(t) 2 C2;locn (H). By Ito Formula,
E [ n(t)(Z
n;x
s )] =  n(t)(x) +
Z t
0
E [(L n(t))(Zn;xs )] ds: (4.7)
Now
L n(t)(x) = 2 (Tn(t)x;Anx)H
+
Z
Hnf0g
(Tn(t)(x+ f0(v)x); (x+ f0(v)x))H
  (Tn(t)x; x)  2 (Tn(t)x; f0(x))(dt):
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From (4.6) and (4.7), one has
 n(t+ s)(x)   n(s)(x) =
Z s
0
E [(Ln n)(t)(Zn;xu )] du+  n(t)(x):
Since lims!0
 n(s)(x)
s = kxk2, we get
d
dt
 n(t)(x) = Ln n(t)(x) + kxk2 : (4.8)
Introduce  (t)(x) =
R t
0
E kZxuk2 du, then
d
dt
 (t)(x) = E kZxt k2 = lim
n!1E kZ
n;x
t k2 = lim
n!1
d
dt
 n(t)(x):
For x 2 D(L0), limn!1 Ln (Tn(t)x; x) = L0 (T (t)x; x), where  (t)(x) = (T (t)x; x)
similar to  n(t)(x). So limn!1 Ln n(x) = L0 (t)(x). From (4.8), ddt (t)(x) =
L0 (t)(x) + kxk2 for x 2 D(A). By exponential stability, ddt (t)(x) = E kZxt k2 !
0. For x 2 D(A), we have
L0 (T (t)x; x) = 2 (T (t)x;Ax)H
+
Z
Hnf0g
(T (t)(x+ f0(v)x); (x+ f0(v)x))H
  (T (t)x; x)  2 (T (t)x; f0(v)x)(dv):
Dene T 2 L(H;H) under exponential stability, (Tx; x) = R1
0
E kZxuk2 du. Then
L0 (Tx; x) = lim
t!1L0 (T (t)x; x) = limt!1

d
dt
 (t)(x)  kxk2

=  kxk2 :
Hence we have the following theorem.
Theorem 4.3. If the solution of equation (4.4) is exponentially stable in m.s.s.,
then there exists a Lyapunov function 0 satisfying condition (B).
Proof. Dene 0 : H ! R, 0(x) = (Tx; x)+w kxk2H , for w to be chosen. Clearly
0 2 C2;locb (H) and satises (4.1). Since St is pseudo-contraction semigroup by
a theorem of Lumer-Pillips, there exists a   0, such that (Ax; x)   kxk2H for
x 2 D(A), and
L0 kxk2H  2(x;Ax) +
Z
Hnf0g
kf0(v)xk2  (dv)  (2+ d) kxk2 :
Hence
L00(x)   kxk2H + w (2+ d) kxk2 ; (4.9)
by choosing w so that (2+ d)w < 1. 
The reason we consider the linear case is that in general we do not know if
 (x) = E
R1
0
kZxt k2 dt is in C2;locb . However using work in [1], we can give condi-
tions on a,f to assure this. Of course, we need to know 0 is a solution to (2.1), for
which we assume a(0) = 0 and f(0; v) = 0. Suppose  above is in C2;locb . Then
under exponentially stability in m.s.s.,  (x) < 1 and clearly  (x)  c kxk2H .
Then (x) =  (x) + w kxk2H satises (4.1). To get (4.2), we can follow the proof
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with  n(t)(x) as before using approximation and conclude using Markov property
L (x) =  kxk2H . This gives
L(x) = L (x) + wLkxk2H
=  kxk2H + w
(
2(x;Ax) + 2(x; a(x)) +
Z
Hnf0g
kf(v; x)k2H (dv)
)
:
By condition (A3) on a, f and a(0) = 0, f(v; 0) = 0, we get
L(x)   kxk2H + w(2+ 2
p
k + k)kxk2H :
Thus with a choice of w we get (4.2).
We can also get  under exponential stability if we assume condition on the
rst order approximation.
Theorem 4.4. Suppose the solution of equation (4.4) is exponentially stable in
m.s.s. with given ; c. Assume
2kxkHka(x)kH +
Z
Hnf 0 g
kf(v; x)  f0(v)xkHkf(v; x) + f0(v)xkH (dv) < 
c
kxk2H :
(4.10)
for all x 2 H. Then the solution of (2.1) is exponentially stable in m.s.s..
Proof. Dene 0 as before then 0 satised (4.1). We need to show (4.2).
L0(x)  L00(x)
= h00(x); a(x)i+
Z
Hnf0g
[0(x+ f(v; x))  0(x)  h00(x); f(v; x)i] (dv)
 
Z
Hnf0g
[0(x+ f0(v)x)  0(x)  h00(x); f0(v)x)i](dv):
Write 0(x) = (Tx; x) +wkxk2H . Note that T is positive denite and self-adjoint
operator. Moreover, for any x; y 2 H,
(x; x)H   (y; y)H = (x  y; x+ y)H ;
and
L0(x)  L00(x) = 2h(T + w)x; a(x)i
+
Z
Hnf0g
(h(T + w)f(v; x); f(v; x)i   h(T + w)f0(v)x; f0(v)xi)(dv)
 2(kTk+ w)kxkHka(x)kH
+(kTk+ w)
Z
Hnf0g
kf(v; x)  f0(v)xkHkf(v; x) + f0(v)xkH (dv)
= (kTk+ w)(2kxkHka(x)kH
+
Z
Hnf0g
kf(v; x)  f0(v)xkHkf(v; x) + f0(v)xkH(dv));
by (4.9) and the assumption (4.10), L0(z) satises (4.2) if we choose w small
enough. 
320 V. MANDREKAR AND LI WANG
Following [9], we introduce the following
Denition 4.5. We say that the zero solution of (2.1) is stable in probability if
for each " > 0
lim
kxkH ! 0
P

sup
t0
kZxt kH > "

= 0
Theorem 4.6. Let L be the i.g. of the Markov semigroup associated with the
solution of (2.1). Assume that there exists a function  2 C2;locb (H) such that:
(i) c1kxk2H  (x)  c2kxk2H ; where c1, c2 are nite positive constants,
(ii) infkxkH > " (x) = " > 0 for each " > 0,
(iii) L(x)  0, for 8x 2 H:
Then the zero solution of equation (2.1) is stable in probability.
Proof. We rst obtain the inequality P

supt kZxt kH > "

 (x)" ; for x 2 H: To
prove this, let O" = fx 2 H : kxkH < " g; T" = inff t : kZxt kH > " g: Now consider
the process Zxt^T" . Using Ito formula,
E(Zn;xt^T")  (x) = E
Z t ^ T"
0
Ln(Zn;xs^T") ds:
Taking limit as n  ! 1, we get using Lebsegue DCT, E(Zxt^T")  (x); usingL(x) < 0. Hence for all t, (x)  "P (T" < t): This proves the inequality. Now
letting x! 0, we get the assertion. 
Corollary 4.7. The solution of the linear equation (4.4) is stable in probability if
it is exponentially stable in m.s.s..
Corollary 4.8. If the solution of the linear equation (4.4) is exponentially stable
in m.s.s. and (4.10) holds, then solution of equation (2.1) is stable in probability.
5. Exponential Ultimate Boundedness in m.s.s.
We note that exponential stability in m.s.s. leads to the convergence of the
solution to zero as t!1. However, it is more interesting to study the convergence
in distribution of the solution to invariant measure. For this, we follow the ideas
of [16] and [21] for SDE's driven by Brownian motion and for SPDE's driven by
Brownian motion due to [13]. We consider the study of these ideas by starting
with the following denition.
Denition 5.1. The solution fZxt g of equation (2.1) is exponentially ultimately
bounded in m.s.s. if there exist positive nite constants c; ;M such that for t > 0
EkZxt k2  ce tkxk2H +M; (5.1)
for all x 2 H:
Theorem 5.2. Suppose there exists a function  2 C2;locb (H) satisfying condition
(B) and positive, nite constants ci; ki (i = 1; 2; 3) such that,
c1kxk2H   k1  (x)  c3kxk2H   k3; (5.2)
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L(x)   c2(x) + k2; x 2 D(A): (5.3)
Then the solution of equation (2.1) with (A1)-(A3) is exponentially ultimately
bounded.
Proof. Using Ito Formula and taking expectation, we get
ec2tE((Zn;xt )  (x) = E
Z t
0
ec2s(c2 + Ln)(Zn;xs ) ds; (5.4)
where fZn;xt ; t  0g is the solution of (3.1), a; f satisfying (A1)-(A3). Now for
(5.3), note that
c2(x) + Ln(x)   L(x) + k2 + Ln(x); x 2 D(A):
Using this inequality in the RHS of (5.4) and taking limits as n ! 1 with some
arguments as in the proof of Theorem 4.2, we obtain
ec2tE(Zxt )  (x) +
Z t
0
ec2sk2 ds = (x) +
k2
c2
(ec2t   1):
For x 2 D(A), using (5.2), we get
c1EkZxt k2H   k1 E(Zxt )  e c2t(x) +
k2
c2
(1  e c2t)
e c2t(c3kxk2H   k3) +
k2
c2
(1  e c2t)
c3e c2tkxk2H +
k2
c2
(1  e c2t):
Take c = c3c1 ;  = c2, and M =
1
c1
(k1 +
k2
c2
) to get (5.2) for x 2 D(A). Since
EkZxt k2H is continuous in x, we get the inequality for x 2 H. 
Corollary 5.3. Under conditions of existence of  2 C2;locb (H) satisfying con-
dition (B) and c1kxk2H   k1  (x) with L(x)   c2(x) + k2, then limt!1
EkZx(t)k2H is nite.
Remark 5.4. This gives a result of Skorokhod ([19], p.70) using Chebyshev's
inequality.
Theorem 5.5. If the solution of the linear equation (4.4) is exponentially ulti-
mately bounded in m.s.s., then there exists a function 0 2 C2;locb (H) satisfying
condition (B) and (5.2) and L00(x)   c20(x) + k2 for all x 2 D(A).
Proof. Dene 0(x) =
R T
0
EkZxs k2H ds+ wkxk2H ; where T and w are positive con-
stants to be determined later. Let  0(x) =
R T
0
EkZxs k2H ds; which is nite for
T <1 by the exponential ultimate boundedness in m.s.s.. In fact,
 0(x) 
Z T
0
(ce tkxk2H +M) dt 
c

kxk2H +MT:
For kxkH = 1, we have  0(x)  c

+MT: Using the fact that x! Zxt is linear we
get
 0(kx) =
Z T
0
EkZkxs k2H ds = k2
Z T
0
EkZxs k2H ds = k2 0(x):
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Let c0 =
c

+MT , then
 0(x) = kxk2H'0

x
kxkH


 c

+MT

kxk2H = c0kxk2H for x 2 H:
Consider
R T
0
EhZxs ; Zys i ds; x; y 2 H. By the previous argument and linearity, it is
a bounded bilinear form on H. Hence there exists a C 2 L1(H) such that
hCx; yi =
Z T
0
EhZxs ; Zys i ds;
since  0(x) = hCx; xi: So  00(x) = 2Cx and  000 (x) = 2C: Hence  0 2 C2;locb (H)
and 0(') 2 C2;locb (H) and satises (5.2). We now need to show (5.3). Note
that with  n0 (x) =
R T
0
EkZn;xs k2H ds; we get limn!1 L0;n n0 (x) = L0 0(x); where
fZn;xt g is the solution of (3.1), and
L0;n n0 (x) = lim
r!0
E n0 (Z
n;x
r )   n0 (x)
r
:
Observe that by Markov property,
E n0 (Z
n;x
r ) = E
Z T
0
E(kZn;xu k2H jx = Zn;xr )du
= E
Z T
0
E(kZn;xu+rk2H jFZ
n;x
r )du
=
Z T
0
E(kZn;xu+rk2H)du
=
Z T+r
r
E(kZn;x0 (u)k2H)du;
and
1
r
fE( n0 (Zn;xr   'n0 (x)))g
=
1
r
Z r+T
r
EkZn;xu k2H du 
1
r
Z T
0
EkZn;xu k2H du
=  1
r
Z r
0
EkZn;xu k2H du+
1
r
Z r+T
0
EkZn;xu k2H du 
1
r
Z T
0
EkZn;xu k2H du:
Taking limr!0, above is equal to  kxk2 + EkZn;xT k2H . Now note that
L0 0(x) =  kxk2 + EkZxT k2H = ( 1 + ce T )kxk2H +M 0:
So for x 2 D(A), one has
L00(x) =L0 0(x) + wL0kxk2H
( 1 + ce T )kxk2H + w(2+ d)kxk2H +M 0: (5.5)
By Taking T >
ln c

; and w small enough, one has the desired result. 
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Theorem 5.6. Suppose the solution of equation (4.4) is exponentially ultimately
bounded in m.s.s. with c;M;  given and there exists W such that
W < max
s> ln c
1  ce s
c

+Ms
: (5.6)
and
2kxkHka(x)kH +
Z
Hnf0g
kf(v; x)  f0(v)xkHkf(v; x) + f0(v)xkH (dv)
< Wkxk2H +M1 (5.7)
for all x 2 H. Then equation (2.1) has the solution which is exponentially ultimate
bounded in m.s.s.
Proof. Let 0(x) be the Lyapunov function dened in linear case, i.e. fZxt;0g
solution of (4.4) and 0(x) =
R T
0
EkZxt;0k2H dt+wkxk2H : Then clearly 0 satises,
0 2 C2;locb (H) and (4.1). If we show that L0(x)   c20(x), we get the result
by Theorem 4.2. Since, withkCk  c

+MT , 0(x) = (Cx; x) + wkxk2H : We get
using arguments as in Theorem 4.4,
L0(x)  L00(x)
= h00(x); a(x)i+
Z
Hnf0g
[0(x+ f(v; x))  0(x)  h00(x); f(v; x)i] (dv)
 
Z
Hnf0g
[0(x+ f0(v)x)  0(x)  h00(x); f0(v)x)i](dv)
= 2 h(C + w)x; a(x)i
+
Z
Hnf0g
[h(C + w)f(v; x); f(v; x)i   h(C + w)f0(v)x; f0(v)xi] (dv)
 (kCk+ w) (2kxkHka(x)kH
+
Z
Hnf0g
kf(v; x)  f0(v)xkHkf(v; x) + f0(v)xkH (dv)
!

 c

+MT + w

Wkxk2H +M1

:
Using (5.5), one has
L0(x)
 ( 1 + ce T )kxk2H + w(2+ d)kxk2H +M 0
+
 c

+MT + w

(Wkxk2H +M1)
=

 1 + ce T +W
 c

+MT

kxk2H + w(2+ d+W )kxk2H
+M 0 +
 c

+MT + w

M1:
Since W satises (5.6),  1 + ce T +W ( c

+MT ) < 0; and hence we can choose
w small enough such that (5.3) is satised. 
324 V. MANDREKAR AND LI WANG
Let f : H ! H, then f(x)! 0 as kxkH !1 means that for every  > 0, there
exists a K, such that kf(x)kH <  with kxkH > K. We denote as kxkH ! 1,
f(x) = o(kxkH) if kf(x)kHkxkH ! 0 as kxkH !1.
Corollary 5.7. Suppose the solution of equation (4.4) is exponentially ultimate
bounded in m.s.s. and
a(x) =o(kxkH)Z
Hnf0g
kf(v; x)  f0(v)xkHkf(v; x) + f0(v)xkH (dv) =o(kxk2H);
as kxkH ! 1 Then the solution of equation (2.1) is exponentially ultimately
bounded in m.s.s..
Proof. Let W > 0 satisfying (5.6). By the above conditions, there exists K > 0,
such that
2kxkHka(x)kH +
Z
Hnf0g
kf(v; x) f0(v)xkHkf(v; x)+f0(v)xkH (dv) Wkxk2H
for x 2 H, with kxkH  K: For x 2 H; kxkH  K, we obtain by linear growth
condition,
2kxkHka(x)kH +
Z
Hnf0g
kf(v; x)  f0(v)xkHkf(v; x) + f0(v)xkH (dv)
 kxk2H + ka(x)k2H +
Z
Hnf0g
(kf(v; x)kH + kf0(v)xkH)2 (dv)
 kxk2H + l(1 + kxk2H) + 2l(1 + kxk2H)
 K2 + 3l(1 +K2):
Hence condition (5.7) is satised with M = K2 + 3l(1 +K2, giving the result by
Theorem 5.6. 
Corollary 5.8. Suppose solution of dZt = AZt with Z0 = x is exponentially
stable (or even exponentially ultimately bounded). Assume condition (A1)-(A3) are
satised then equation (2.1) has solution exponentially bounded if a(x) = o(kxkH)
and
R
Hnf0g kf(v; x)k2H (dv) = o(kxk2H), as kxkH !1.
6. Invariant Measures
Let P (t; x; A); t  0; x 2 H;A 2 B(H) be transition function of the solution
of (2.1) assuming (A1)-(A3). Let Bb(H), Cb(H) and Cw(H) denote bounded,
bounded continuous and bounded weakly continuous functions on H  ! R. De-
ne, for f 2 Bb(H),
(Ptf)(x) =
Z
H
f(y)p(t; x; dy) = (P xt f)(y): (6.1)
Denition 6.1. We call fPtg a Feller (w-Feller) semigroup if
Pt(Cb(H))  Cb(H) (Pt(Cw(H))  Cw(H)):
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Denition 6.2. A sequence fngn2N of probability measures on a separable met-
ric space X converges weakly (w-weakly) to a probability measure  if
lim
n!1
Z
X
fdn =
Z
X
fd
for all f 2 Cb(X)(Cw(X)).
Denition 6.3. A set M of probability measures on B(H) is weakly (w-weakly)
compact, if from any sequence of probability measures in M , a weakly (w-weakly)
convergent subsequence can be extracted.
We note that because of continuity in x, the semigroup dened in (6.1) is Feller.
For any xed x 2 H, consider family fxT gT>0 of measures
xT (A) =
1
T
Z T
0
P (Zxt 2 A)dt; A 2 B(H):
If fxT ; T > 0g is sequentially relatively compact, then every limit point is an
invariant measure for fZxt ; t  0g, the solution of (2.1). ([4], Theorem 7, p.240).
Here invariant measure is dened as follows.
Denition 6.4. ([4], p.23) A -nite measure  on (H;B(H)) is an invariant
measure for fPtgt0 (resp solution of equation (2.1)), if
R
H
(Ptf)d =
R
H
fd:
The following lemma is from [8].
Lemma 6.5. Let p > 1 and g be a nonnegative locally p-integrable function on
[0;+1). Then for each " > 0 and real d,Z t
0
ed(t r)g(r) dr
p
 C("; p)
Z t
0
ep(d+")(t r)gp(r) dr;
for t large enough, where C("; p) = (1 + q")p=q with
1
p
+
1
q
= 1:
Theorem 6.6. The set M of probability measures on B(H) is w-weakly com-
pact if for each " > 0, there exists a weakly compact set K  H such that
supf(HnK); 2M g < ":
Remark 6.7. This is Y. V. Prokhorov's theorem under the weak topology.
Now assume limt!1EkZxt k2H < 1. Consider a map J : H ! R1, Jh =
((h; e1);    (h; ek);    ), where fekgk2N is an orthonormal basis of H. Then
J(H) = l2 = fx 2 R1 :
X
jxij2 <1g:
Hence we get limt!1EkJZxt k2l2 < 1, where kxkl2 = (
P1
i=1 jxij2)1=2). Now for
M > 0, using Chebyshev inequality
1
T
Z T
0
P (t; x; kJZxt kl2 > M) 
1
T
1
M2
Z T
0
EkJZxt k2l2dt:
Under limt!1EkJZxt k2l2 < 1, we get that given  > 0 there exists a M <
1, such that for any T > 0, 1T
R T
0
P (t; x; kJZxt kl2 > M) < . Note that the
embedding i : l2 ! R1 is compact operater. Using this and Prokhorov's theorem,
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we get f 1T
R T
0
P xt J
 1dtgT0 is relatively compact family of probability measures
on (R1;B(R1)). Let  be the limit of a subsequence. We observe that  is a
probability measure on R1. Consider f : R1 ! R the function
f(x) =
 kxkl2   kJ 1xkH x 2 l2
0 otherwise
and
fn(x) =
 kxk2l21fkxk2l2ng x 2 l2
0 otherwise:
Then fn 2 L1(R1;B(R1); ): Hence by Ergodic Theorem for Markov processes
fn(x) = lim
k !1
1
tk
Z tk
0
Ptfn(x)dt
exists and fn : R
1  ! R with Efn(x) = E(fn). Now fn(Jx)  f(Jx) for x 2
H: Using ultimate boundedness for all x,
fn(Jx) = lim
k !1
1
tk
Z tk
0
Ptfn(Jx)dt  limk !1 1
tk
Z tk
0
Ptf(Jx)dt  K:
As fn(Jx) " f(Jx) for all x 2 H, monotone convergence Theorem yieldsZ
R1
f(x)d = lim
n
Z
R1
fn(x)(dx) = lim
n
Z
R1
fn(x)d  K:
Let I : R1  ! H,
I(x) =

J 1(x) x 2 l2
0 otherwise:
Dene  = I, then R
H
kxk2H(dx) <1. Hence  lies on H. We get the following
theorem.
Theorem 6.8. If the solution fZxt g of (2.1) satisfying (A1)-(A3) is ultimately
bounded in m.s.s, then it has an invariant measure  and satises
R
H
kxk2H(dx) <
1.
The following theorem gives conditions for the uniqueness of invariant measure.
The proof is similar to [8].
Theorem 6.9. Suppose Zxt is exponentially ultimately bounded and for each R >
0;  > 0 and " > 0, there exists T0 = T0(R; ; ") > 0 such that
Pf kZx0t   Zx1t kH >  g < " for any x0,x1 2 BR whenever t  T0: (6.2)
Here BR = f y : kykH  R g. Then there exists at most one invariant measure.
The following Proposition (6.11) gives a sucient condition for (6.2) holds.
Remark 6.10. The condition hAy; yi  kyk2H for y 2 D(A) is equivalent to
jStj  et, where  is real [7].
Proposition 6.11. Suppose that hy;Ayi   c0kyk2H ; y 2 D(A); and c0 is the
maximum value satisfying the above inequality. Also suppose k is the minimum
value satisfy Lipschitz condition. Then if a = c0   3k > 0; we have EkZx0t  
Zx1t k2H  e 2atkx0   x1k2H , for t large enough.
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Proof. Let Zx1t and Z
x0
t be two solutions. Then we have,
Zx0t   Zx1t = St(x0   x1) +
Z t
0
St s[a(Zx0s )  a(Zx1s )] ds
+
Z t
0
Z
Hnf0g
St s[f(v; Zx0s )  f(v; Zx1s )] q(dv ds):
So
kZx0t   Zx1t k2H  3kSt(x0   x1)k2H + 3
Z t
0
St s[a(Zx0s )  a(Zx1s )] ds
2
H
+3
Z t
0
Z
Hnf0g
St s[f(v; Zx0s )  f(v; Zx1s )] q(dv ds)
2
H
:
So
EkZx0t   Zx1t k2H  3e 2c0tkx0   x1k2H
+3E
 Z t
0
kSt s[a(Zx0s )  a(Zx1s )]kH ds
2
+3
Z t
0
Z
Hnf0g
Ekf(v; Zx0s )  f(v; Zx1s )k2H (dv) ds
 3e 2c0tkx0   x1k2H + 3kE
Z t
0
e c0(t  s)kZx0s   Zx1s kH ds
2
+3
Z t
0
kEkZx0s   Zx1s k2H ds
 3e 2c0tkx0   x1k2H
+3k(1 + 2)
Z t
0
e2( c0 + )(t  s)EkZx0s   Zx1s k2H ds
+3k
Z t
0
EkZx0s   Zx1s k2H ds (by Lemma 6.5;  is small positive)
 3e 2c0tkx0   x1k2H + 3k
Z t
0
EkZx0s   Zx1s k2H ds
+3k
Z t
0
EkZx0s   Zx1s k2H ds:
Letting ! 0 and e2( 2c0 + )(t  s) < 1; we have
EkZx0t   Zx1t k2H  3e 2c0tkx0   x1k2H + 6k
Z t
0
EkZx0s   Zx1s k2H ds:
So By Gronwall's inequality, we have,
EkZx0t   Zx1t k2H  3e 2c0tkx0   x1k2H e6kt  3e( 2c0 + 6k)tkx0   x1k2H : 
Theorem 6.12. Suppose Pt is w-Feller and that
1
t
Z t
0
EkZy0(r)k2H dr M(1 + ky0k2H); M > 0 and for any t  t0 > 0: (6.3)
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Then there exists an invariant measure.
Proof. For integers n  t0, dene mn(B) = 1
n
R n
0
P (r; y0; B) dr; B 2 B(H): Then
mn is a probability measure and
R
H
kyk2H mn(dy) M(1+ky0k2H): Hence for each
" > 0; there exists R > 0; such that mn(BR) > 1  ";BR = f y : kykH  R g:
By Theorem 6.6, fmn g, n  t0 is w-weakly compact and there exists a subse-
quence, again denoted by mn; which is w-weakly convergent to some probability
measure m0(): Let h 2 Cw(H) be arbitrary. ThenZ
H
[Pth](y)m0(dy) = lim
n!1
Z
H
[Pth](y)mn(dy)( since Pt is w-Feller)
= lim
n!1
 1
n
Z n
0
[Pt+rh](y0) dr
= lim
n!1
 1
n
Z t+n
t
[Prh](y0) dr
= lim
n!1
 1
n
Z n
0
[Prh](y0) dr ( since Pth is bounded)
=
Z
H
h(y)m0(dy);
which implies m0 is an invariant measure of Pt. 
7. Examples
Example 7.1 (Dam storage problem). We consider the semilinear stochastic dif-
ferential equation
dt = At dt+ dt; suppose dt =
R
Hnf0g u q(du dt)
0 = x 2 H:
Here A is an innitesimal generator of a pseudo-contraction semigroup fSt g:
Compared to the general case
dZt = (AZt + a(Zt)) dt+
R
Hnf0g f(v; Zt) q(dv dt)
Z0 = x 2 H; (7.1)
we have a = 0, f(v; x) = v: The growth condition and Lipschitz condition are
satised, so there exists an unique mild solution xt ; such that
xt = Stx+
Z t
0
Z
Hnf0g
St su q(du ds):
For any h 2 H;
hx1t   x2t ; hi = hSt(x1   x2); hi = hx1   x2; St hi;
so we have,
hx1t   x2t ; hi ! 0; for any h 2 H as x2 ! x1 weakly.
By Ichikawa [8], we know that xt is w-Feller.
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Now if jStj  e t; ( > 0); we have
Ekxt k2H
2e 2tkxk2H + 2
Z t
0
Z
Hnf0g
St su q(du ds)
2
H
2e 2tkxk2H + 2
Z t
0
Z
Hnf0g
kSt suk2H (du) ds
2e 2tkxk2H + 2
Z t
0
Z
Hnf0g
e 2(t s)kuk2H (du) ds
2e 2tkxk2H + 2
Z t
0
e 2(t s) ds
Z
H
kuk2H (du)
2e 2tkxk2H +
1

(1  e 2t)
Z
H
kuk2H (du)
2e 2tkxk2H +M;
where M is a positive constant. So xt is exponential ultimate bounded. By
Theorem 6.9 and Theorem 6.12, there exists an unique invariant measure.
Example 7.2 (Linear case). Consider in the above example with a(x) = 0 and
f(; x) =f0()x. Then we get by Theorem 5.5 and Corollary 5.3, the solution of
dZt = AZtdt+
Z
H\f0g
f0()Ztq(dt; d)
is exponentially ultimately bounded.
Now let a(x) = ax and f0()x in (4.4). Consider the following system,
dZt = AZt dt+ aZt dt+
R
Hnf0g f0(v)Ztq(dt; dv)
Z0 = x:
; (7.2)
It is still linear, similar to the proof of Theorem 5.5, we have
Theorem 7.3. If the solution of the linear equation (7.2) is exponentially ulti-
mately bounded in m.s.s., then there exists a function 0 2 C2;locb (H) satisfying
(5.2) and L00(x)   c20(x) + k2 for all x 2 D(A).
Then we get the above example for linear case.
For the general case as in (7.1), assume condition (A1)-(A3) are satised. If the
following conditions are satised, then
a(x) = o(kxkH) and
Z
Hnf0g
kf(v; x)k2H (dv) = o(kxk2H);
as kxkH ! 1. By Corollary 5.8, we can extend the above example to the gen-
eral nonlinear case. That is, the solution to the equation (7.1) is exponentially
ultimately bounded.
Remark 7.4. With appropriate conditions on  in [5], we can derive from this
asymptotic properties of interest rate models for the case. n = 1 using Corollary
5.8 as A = ddx generates pseudo-contraction semigroup.
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