Linear codes with complementary duals (abbreviated LCD) are linear codes whose intersection with their dual are trivial. When they are binary, they play an important role in armoring implementations against side-channel attacks and fault injection attacks. Non-binary LCD codes in characteristic 2 can be transformed into binary LCD codes by expansion. In this paper, we introduce a general construction of LCD codes from any linear codes. Further, we show that any linear code over Fq(q > 3) is equivalent to an Euclidean LCD code and any linear code over F q 2 (q > 2) is equivalent to a Hermitian LCD code. Consequently an [n, k, d]-linear Euclidean LCD code over Fq with q > 3 exists if there is an [n, k, d]-linear code over Fq and an [n, k, d]-linear Hermitian LCD code over F q 2 with q > 2 exists if there is an [n, k, d]-linear code over F q 2 . Hence, when q > 3 (resp.q > 2) q-ary Euclidean (resp. q 2 -ary Hermitian) LCD codes possess the same asymptotical bound as q-ary linear codes (resp. q 2 -ary linear codes). Finally, we present an approach of constructing LCD codes by extending linear codes.
I. INTRODUCTION
A linear complementary dual code (abbreviated LCD) is defined as a linear code C whose dual code C ⊥ satisfies C∩C ⊥ = {0}. LCD codes have been widely applied in data storage, communications systems, consumer electronics, and cryptography. In [17] , Massey showed that LCD codes provide an optimum linear coding solution for the two-user binary adder channel. Recently, Carlet and Guilley [2] investigated an interesting application of binary LCD codes against side-channel attacks (SCA) and fault injection attacks (FIA) and presented several constructions of LCD codes. They showed in particular that non-binary LCD codes in characteristic 2 can be transformed into binary LCD codes by expansion. It is then important to keep in mind that, for SCA, the most interesting case is when q is even.
LCD codes are also interesting objects in the general framework of algebraic coding. For asymptotical optimality and bounds of LCD codes, Massey [17] showed that there exist asymptotically good LCD codes. Tzeng and Hartmann [21] proved that the minimum distance of a class of LCD codes is greater than that given by the BCH bound. Sendrier [20] showed that LCD codes meet the asymptotic Gilbert-Varshamov bound using properties of the hull dimension spectrum of linear codes. Dougherty et al. [6] gave a linear programming bound on the largest size of an LCD code of given length and minimum distance. Recently, Galvez et al. [7] studied the maximum minimum distance of LCD codes of fixed length and dimension.
Many works have been devoted to the characterization and constructions of LCD codes. Yang and Massey provided in [23] a necessary and sufficient condition under which a cyclic code has a complementary dual. In [9] , quasi-cyclic codes that are LCD have been characterized and studied using their concatenated structures. Criteria for complementary duality of generalized quasi-cyclic codes (GQC) bearing on the component codes are given and some explicit long GQC that are LCD, but not quasi-cyclic, have been exhibited in [8] . In [5] , Dinh, Nguyend and Sriboonchitta investigated the algebraic structure of λ-constacyclic codes over finite commutative semi-simple rings. Among others, necessary and sufficient conditions for the existence of LCD, λ-constacyclic codes over such finite semi-simple rings have been provided. In [4] , Ding et al. constructed several families of LCD cyclic codes over finite fields and analyzed their parameters. In [15] Li et al. studied a class of LCD BCH codes proposed in [14] and extended the results on their parameters. Mesnager et al. [19] provided a construction of algebraic geometry LCD codes which could be good candidates to be resistant against SCA. Liu and Liu constructed LCD matrix-product codes using quasi-orthogonal matrices in [16] . It was also shown by Kandasamy et al. [12] that maximum rank distance codes generated by the trace-orthogonal-generator matrices are LCD codes. However, little is known on Hermitian LCD codes. More precisely, it has been proved in [9] that those codes are asymptotically good. By employing their generator matrices, Boonniyoma and Jitman gave in [1] a sufficient and necessary condition on Hermitian codes for being LCD. Li [13] constructed some cyclic Hermitian LCD codes over finite fields and analyzed their parameters. In [10] , Jin showed that some Reed-Solomon codes are equivalent to LCD codes. In [3] , the authors proved that any MDS code is equivalent to an LCD code. Very recently, Jin and Xing [11] showed that an algebraic geometry code over F 2 m (m ≥ 7) is equivalent to an LCD code. As a consequence, they proved that there exists a family of LCD codes which is equivalent to algebraic geometry codes exceeding the asymptotical Gilbert-Varshamov bound.
The main goal of this manuscript is to study all possible Euclidean and Hermitian LCD codes. We completely determine all Euclidean LCD codes over F q (q > 3) and all Hermitian LCD codes over F q 2 (q > 2) for all possible parameters. More precisely, we introduce a general construction of LCD codes from any linear codes. Further, we show that any linear code over F q (q > 3) is equivalent to an Euclidean LCD code and any linear code over F q 2 (q > 2) is equivalent to a Hermitian LCD code. Consequently an [n, k, d]-linear Euclidean LCD code over F q with q > 3 exists if there is an [n, k, d]-linear code over F q and an [n, k, d]-linear Hermitian LCD code over F q 2 with q > 2 exists if there is an [n, k, d]-linear code over F q 2 . Hence, when q > 3, q-ary Euclidean LCD codes are as good as q-ary linear codes and when q > 2, q 2 -ary Hermitian LCD codes are as good as q 2 -ary linear codes. The paper is organized as follows. Section II gives preliminaries and background on Euclidean and Hermitian LCD codes. In Section III, we present a result about matrices. In Section IV, we firstly provide a construction of Euclidean (resp. Hermitian) LCD codes from any linear codes. Based on these results we completely determine all Euclidean and Hermitian LCD MDS codes for all possible parameters. In addition, we also show one can construct LCD codes by extending linear codes.
II. PRELIMINARIES
Throughout this paper, p is a prime and F q is the finite field of order q, where q = p m for some positive integer m. The set of non-zero elements of F q is denoted by F × q . For any x ∈ F q 2 , the conjugate of x is defined as x = x q . For a matrix A, A T denotes the transposed matrix of matrix A, A denotes the conjugate matrix of A and Rank(A) denotes the rank of A. When A is a square matrix, det A denotes the determinant of A. We denote by #I the cardinality of a finite set I. An [n, k, d] linear code C over F q is a linear subspace of F q with dimension k and minimum (Hamming) distance d. The value n − k is called the codimension of C. Given a linear code C of length n over F q (resp. F q 2 ), its Euclidean dual code (resp. Hermitian dual code) is denoted by C ⊥ (resp. C ⊥H ). The codes C ⊥ and C ⊥H are defined by
respectively. The minimum distance of an [n, k, d] linear code is bounded by the Singleton bound
A code meeting the above bound is called Maximum Distance Separable (MDS).
The Euclidean (resp. Hermitian) hull of a linear code C is defined to be Hull 
2 for which there exists a sequence of
is the largest asymptotic information rate that can be achieved for a given asymptotic relative minimum distance δ of q-ary linear codes (resp. Euclidean LCD codes). We can define α H q 2 (δ) for Hermitian LCD codes over F q 2 in a similar way. It is trivial to see that α
is the asymptotical Gilbert-Varshamov (GV) bound [18] . Proposition 2.2: For any prime power q, we have
where
is the q-ary entropy function. The following TVZ bound, which is better than Varshamov-Gilbert bound, was established in [22] by using algebraic-geometry codes. Proposition 2.3: Let q be a prime power. Then,
where A(q) = lim sup g→∞
and N q (g) denotes the maximum number of rational places that a global function field of genus g with full constant field F q can have.
It was proved that LCD codes can also attain the asymptotical GV bound in [20] , i.e. α E q (δ) ≥ R GV (δ). Very recently, Jin and Xing [11] proved that α E q (δ) has bound better than the GV bound in some special cases by using algebraic-geometry codes. They proved the following result. In this paper, we will prove that for any prime power q with q > 3 and δ ∈ [0, 1], α For any a = (a 1 , · · · , a n ) ∈ F n q and permutation σ of {1, 2, · · · , n}, we define C a and σ(C) as the following linear codes
and
Two codes C and C ′ in F n q are called equivalent if C ′ = σ(C a ) for some permutation σ of {1, 2, · · · , n} and a ∈ (F * q ) n . Any [n, k] linear code over a field is equivalent to a code generated by a matrix of the form [I k : P ] where I k denotes the k × k identity matrix.
III. SOME RESULTS ON MATRICES
Let l and j be two integers with 0 ≤ j ≤ l and l ≥ 1. Let M be an l × l matrix over F q . Let u be a word in F Lemma 3.1: Let M be an l × l matrix over F q and t an integer with 0 ≤ t ≤ l − 1. Suppose that det(M I ) = 0 holds for any subset I of {1, 2, · · · , l} with 0 ≤ #I ≤ t. Then, for any 1 ≤ j ≤ t + 1 and every word u of Hamming weight j, denoting its support by J, we have:
Proof We will prove this statement by induction on t. We first prove that the statement holds if t = 0. In this case, det(M ) = 0. Then, for any u of Hamming weight 1, denoting by i 1 the position of its only nonzero coordinate, we have:
Thus, the statement holds if t = 0. In the following, suppose the statement holds for t = 0, 1, 2, · · · , s. We will prove that the statement holds for t = s + 1. We only need to check the property for a word u of Hamming weight s + 2. Let the support of u be J = {i 1 , · · · , i s+2 }. Note that if u ′ is the word obtained from u by changing u is+2 into 0 and u ′′ is the word by deleting the i s+2 component of u, we have:
Thus, the Equation (1) holds for j = s + 2. When 1 ≤ j ≤ s + 1, the Equation (1) holds from the inductive assumption. This completes the proof.
For any matrix M , Row(M ) (resp. Col(M )) denotes the vector space spanned by the rows (resp. columns) of M . Then, dim(Row(M )) = dim(Col(M )) and denote it by Rank(M), which is called the rank of M . For v i ∈ F k (i ∈ {1, 2, · · · , n}), Span{v 1 , · · · , v n } denotes the vector space spanned by v 1 , · · · , v n . Lemma 3.2: Given a matrix G with k rows and n columns, one has Rank(GG T ) ≤ Rank(G).
This corollary follows from the rank of matrix.
IV. CONSTRUCTION OF LCD CODES FROM ANY LINEAR CODE

A. Construction of LCD codes which are equivalent to the original one
Let C be an [n, k, d]-linear code over F q with generator matrix G = [I k : P ]. For any a = (a 1 , · · · , a n ) ∈ F n q , we define C a as the following linear code T . Let t ≤ k − 1 be a non-negative integer such that det(M I ) = 0 for any subset of {1, 2, · · · , k} with 0 ≤ #I ≤ t and suppose there exists J ⊆ {1, . . . , k} of size t + 1 such that det(M J ) = 0. Let a be any word of length n such that a j ∈ F q \ {1, −1} for j ∈ J and a j ∈ {1, −1} for j ∈ {1, . . . , n} \ J, then C a is an Euclidean complementary dual
Proof Let G ′ be the generator matrix of C a obtained from G by multiplying its j-th column by a j for j ∈ {1, 2, · · · n} and let u be the word of length n and support J such that u j = a
By Proposition 2.1, C a is an Euclidean LCD code.
Proposition 4.2:
Let q be a power of a prime and let C be an [n, k, d]-linear code over F q with generator matrix G = [I k : P ]. Let M = GG T . Let t ≤ k − 1 be a non-negative integer such that det(M I ) = 0 for any subset I of {1, 2, · · · , k} with 0 ≤ #I ≤ t and suppose there exists J ⊆ {1, . . . , k} of size t + 1 such that det(M J ) = 0. Then, t ≥ h E (C) − 1.
Proof Let J ⊆ {1, . . . , k} be any size t + 1 such that det(M J ) = 0. Let C 1 := Span{b j : j ∈ {1, 2, · · · , n} \ J}, where b j is the j-row of G and G 1 is obtained from G by deleting the j-row of G for j ∈ J. Then, G 1 is a generator matrix of C 1 and
Choose any c ∈ C 1 ∩ Hull E (C). It's easy to observe that c ∈ C 1 ∩ C ⊥ 1 , which contradicts with C being LCD.
The reader notices that the above theorem generalizes Theorem 3.3 of [3] . Corollary 4.3: Let q be a power of a prime with q > 3 and C be an [n, k, d]-linear code over F q . Then, there exists a ∈ (a 1 , · · · , a n ) ∈ F n q with a j = 0 for any 1 ≤ j ≤ n such that C a is an Euclidean LCD code. Proof If C is an Euclidean LCD code, the result holds by choosing a = (1, 1, · · · , 1). If C is not an Euclidean LCD code, then det(GG T ) = 0. Let M = GG T . Then there exists a non-negative integer t and a subset J of {1, 2, · · · , k} with #J = t + 1 such that det(M I ) = 0 for any subset of {1, 2, · · · , k} with 0 ≤ #I ≤ t and det(M J ) = 0. Since q > 3, F * q \ {1, −1} = ∅. Thus, one can choose a ∈ F n q with a j ∈ F * q \ {−1, 1} for j ∈ J and a j = 1 for j ∈ {1, . . . , n} \ J. From Theorem 4.1, C a is an Euclidean LCD code.
Corollary 4.4:
Corollary 4.5: Let q be a power of a prime with q > 3.
where A(q) is defined as in Proposition 2.3. Theorem 4.6: Let q be a power of a prime, let C be an [n, k, d]-linear code over F q 2 with generator matrix G = [I k : P ] and M = GG T . Suppose t ≤ k − 1 is a non-negative integer such that det(M I ) = 0 for any subset I of {1, 2, · · · , k} with 0 ≤ #I ≤ t and there exists J ⊆ {1, . . . , k} of size t + 1 such that det(M J ) = 0. Let a be any word of length n such that a j ∈ F q 2 \(F * q 2 ) q−1 for j ∈ J and a j ∈ (F * q 2 ) q−1 for j ∈ {1, . . . , n} \ J, then C a is an [n, k]-linear code with Hermitian complementary dual. Furthermore, if a j = 0, then C a is an [n, k, d]-linear code with Hermitian complementary dual.
Proof Let G ′ be the generator matrix of C a obtained from G by multiplying its j-th column by a j for j ∈ {1, 2, · · · n} and let u be the word of length n and support J such that u j = a q+1 j
By Proposition 2.1, C a is a Hermitian LCD code. 
Choose any c ∈ C 1 ∩ Hull H (C). It's easy to observe that c ∈ C 1 ∩ C ⊥H 1 , which contradicts with C being Hermitian LCD.
Corollary 4.8:
Let q be a power of a prime with q > 2 and C be an [n, k, d]-linear code over F q 2 . Then, there exists a ∈ (a 1 , · · · , a n ) ∈ F n q 2 with a j = 0 for any 1 ≤ j ≤ n such that C a is a Hermitian LCD code. Proof If C is a Hermitian LCD code, the result holds by choosing a = (1, 1, · · · , 1). If C is not a Hermitian LCD code, then det(GG T ) = 0. Let M = GG T . Then there exists a non-negative integer t and a subset J of {1, 2, · · · , k} with #J = t + 1 such that det(M I ) = 0 for any subset of {1, 2, · · · , k} with 0 ≤ #I ≤ t and
for j ∈ J and a j = 1 for j ∈ {1, . . . , n} \ J. From Theorem 4.6, C a is a Hermitian LCD code. Corollary 4.10: Let q be a power of a prime with q > 2. Then, α
where A(q 2 ) is defined as in Proposition 2.3.
B. Construction of LCD codes by extending linear codes
Lemma 4.11:
is a basis of Hull E (C). Then Span{c i : i = h + 1, h + 2, · · · , k} is an Euclidean LCD code.
It completes the proof of this lemma.
Let C be a linear code and t be a positive integer.
where l i is any linear form over C for i ∈ {1, 2, · · · , t}. Define
In the following statement, we give a sufficient condition such that the code C L does not give rise to an Euclidean LCD code. Theorem 4.12: Let C be an [n, k]-linear over F q with h := h E (C) > 0 and L be a linear transform from C to F t q such that C = Ker(L) + Hull(C). If Rank(L) < h, then C L (defined by Equation (2)) is not an Euclidean LCD code.
is a basis of Hull E (C) and
is a basis of Ker(L). Let G be the generator of C with the i-th row being c i and M = GG T . Let G 1 be the generator of C 1 := Span{c i : i = h + 1, h + 2, · · · , k} with the i-th row being c h+i and
where 0 * , * is the matrix with all entries being 0. Let G 2 be the matrix with the i-th row being (l 1 (c i ), · · · , l t (c i )) for i ∈ {1, · · · , h} and M 2 = G 2 G T 2 . Then G 2 is a generator matrix of C L . Then,
Since t < h, det(M 2 ) = 0 from Lemma 3.2. Hence, det(M ) = det(M 2 ) det(M k−h,k−h ) = 0 and C L is not an Euclidean LCD code. 
V. CONCLUDING REMARKS
LCD codes have applications in information protection. This paper is devoted to determine all possible Euclidean and Hermitian LCD codes. We completely determine all Euclidean LCD codes over F q (q > 3) and all Hermitian LCD codes over F q 2 (q > 2) for all possible parameters. More precisely, we introduce a general construction of LCD codes from any linear codes. Further, we show that any linear code over F q (q > 3) is equivalent to an Euclidean LCD code and any linear code over F q 2 (q > 2) is equivalent to a Hermitian LCD code. Consequently an [n, k, d]-linear Euclidean LCD code over F q with q > 3 exists if there is an [n, k, d]-linear code over F q and an [n, k, d]-linear Hermitian LCD code over F q 2 with q > 2 exists if there is an [n, k, d]-linear code over F q 2 . Hence, when q > 3, q-ary Euclidean LCD codes are as good as q-ary linear codes. When q > 2, q 2 -ary Hermitian LCD codes are as good as q 2 -ary linear codes. We finally, present a construction of LCD codes by extending linear codes. Our future work concerns the constructions and the classification of Euclidean LCD codes over F 2 or F 3 and Hermitian LCD codes over F 4 .
