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Abstract
A non-overlap domain decomposition method is presented for the numerical solution of the forward–
backward heat equation. The convergence of the given method is established. The numerical experiments
show that the given domain decomposition method is very eective.
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1. Introduction
We consider the following boundary value problem of a forward–backward parabolic equation:
xut − uxx = f(x; t); −1¡x¡ 1; 0¡t¡ 1; (1)
u(x; 0) = u0(x); 06 x6 1; (2)
u(x; 1) = u1(x); −16 x6 0; (3)
u(1; t) = g1(t); 06 t6 1; (4)
u(−1; t) = g−1(t); 06 t6 1; (5)
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where u0(t); u1(t); g1(t) and g−1(t) are given functions with u0(1) = g1(0); u1(−1) = g−1(1). It is
noted that the equation (1) is a forward parabolic equation in + = (0; 1) × (0; 1) and a backward
parabolic equation in − = (−1; 0)× (0; 1).
The given problem (1)–(5) arises in a variety of applications such as Randomly accelerated particle
problem [1], Laroza’s electron bean model [5], two dimensional uid ow near a boundary where
separation occurs [1] and the singular perturbation limit of the following elliptic equation as → +0.
xut − utt − uxx = f(x; t):
This problem has been studied frequently in mathematical analysis (see [1,4,6,7,10,11]) and numerical
approximation includes the investigation of a nite dierence scheme in [14] and methods using the
transformation of (1)–(5) to a rst order system were carried out in [2], a least squares approach
is described in [3], the discontinuous and continuous Garlerkin nite element method are studied
in [8,9]. The Galerkin nite weighted Galerkin element method for a nonlinear problem has been
studied in [12,13].
The purpose of this paper is to present a non-overlap domain decomposition method for solving
the nite dierence equation of problem (1)–(5). Therefore on each step of the iteration we only
solve two standard boundary value problems of the parabolic equation on the domain + or − .
The convergence of the given method is established. Finally the numerical result is presented,
which shows that the given non-overlap domain decomposition method is feasible and eective.
2. The nite dierence approximation of problems (1)–(5)
In this section we construct a nite dierence approximation of problem (1)–(5). We rst specify
the grids. Let h = 1=M and xi = ih where i = 0;±1; : : : ;±(M − 1). Let  = 1=N and tj = j for
j = 0; 1; : : : ; N .
By using backward and forward Euler method respectively on + and − and the two order
central dierence scheme on the line x=0, we obtain the nite dierence approximation of problem
(1)–(5):
ih
uj+1i − uji

=
uj+1i+1 − 2uj+1i + uj+1i−1
h2
+ fi;j+1; 16 i6M − 1; 06 j6N − 1;
u0i = u0(ih); 06 i6M − 1;
ujM = g1(j); 06 j6N ; (6)(
uj1 − uj0
h
− u
j
0 − uj−1
h
)
+ hf0; j = 0; 16 j6N − 1; (7)
ih
uj+1i − uji

=
uji+1 − 2uji + uji−1
h2
+ fi;j; −M + 16 i6− 1; 06 j6N − 1;
uNi = u1(ih); −M + 16 i6 0;
uj−M = g−1(j); 06 j6N: (8)
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Fig. 1.
Where uji (−M6 i6M; 06 j6N ) denotes the dierence approximation of u(ih; j) and fi;j =
f(ih; j). The system dened by (6)–(8) contains (2M − 1)(N − 1) unknowns. The stencil of the
dierence scheme (6)–(8) is shown in Fig. 1.
For the nite dierence equations (6)–(8), we recall some results by Vanaja and Kellogg:
Theorem 2.1. The nite dierence equations (6)–(8) have a unique solution {uji ; −M6 i6M; 06
j6N}. Furthermore, suppose that the solution u(x; t) of problem (1)–(5) has continuous derivatives
of order 4 in x and order 2 in t on . Then there is a constant C, such that
|uji − u(ih; j)|6C(+ h2); −M6 i6M; 06 j6N: (9)
3. A non-overlap domain decomposition method for solving system (6)–(8)
We now consider a non-overlap domain decomposition method to solve the system (6)–(8). If we
know the values {uj0; 16 j6N − 1} the system (6)–(8) can be decomposed into two subsystems
on + and on −. Let
uj0 = ’
j; 16 j6N − 1:
Then the two subsystems are:
ih
uj+1i − uji

=
uj+1i+1 − 2uj+1i + uj+1i−1
h2
+ fi;j+1; 16 i6M − 1; 06 j6N − 1;
u0i = u0(ih); 06 i6M − 1;
ujM = g1(j); 06 j6N;
uj0 = ’
j; 16 j6N − 1;
uN0 = u1(0); (10)
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ih
uj+1i − uji

=
uji+1 − 2uji + uji−1
h2
+ fi;j; −M + 16 i6− 1; 06 j6N − 1;
uNi = u1(ih); −M + 16 i6 0;
uj−M = g−1(j); 06 j6N;
uj0 = ’
j; 16 j6N − 1;
u00 = u0(0): (11)
The non-overlap domain decomposition method is given in the following.
(1) Guessing {’0; j ; 16 j6N−1}, then we solve subsystem (10) and (11) respectively to obtain
{u0; ji ; −M6 j6M ; 06 j6N}.
(2) Then calculating the new values {’1; j ; 16 j6N − 1}, by
’1; j = ’0; j + h2
(
u0; j1 − u0; j0
h
− u
0; j
0 − u0; j−1
h
+ hf0; j
)
; 16 j6N − 1;
where ¿ 0 is an iteration parameter to be determined. This iterative process can be repeated. In
general, for given {’k;j; 16 j6N − 1}, we solve subsystems (10), (11) to get
{uk;ji ; −M6 i6M; 06 j6N}
and
’k+1; j = ’k;j + h2
(
uk;j1 − uk;j0
h
− u
k;j
0 − uk;j−1
h
+ hf0; j
)
: (12)
Finally we obtain {uk;ji ; −M6 i6M; 06 j6N}, for k = 0; 1; 2; : : : . When k → +∞, we hope
that:
uk;ji → uji ; −M6 i6M; 06 j6N;
where {uji ; −M6 i6M; 06 j6N} is the solution of the system (6)–(8).
4. The convergence of the given non-overlap domain decomposition method
We now discuss the convergence of the given method in Section 3. Let
Ek;ji = u
j
i − uk;ji ; −M6 i6M; 06 j6N;
k; j ≡ Ek;j0 = uj0 − uk;j0 ; 16 j6N − 1;
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where {uji ; −M6 i6M; 06 j6N} is the solution of (6)–(8). Then the error {Ek;ji ; −M6 i6
M; 06 j6N} satises:
ih
Ek;j+1i − Ek;ji

=
Ek;j+1i+1 − 2Ek;j+1i + Ek;j+1i−1
h2
; 16 i6M − 1; 06 j6N − 1;
Ek;0i = 0; 06 i6M − 1;
Ek; jM = 0; 06 j6N;
Ek;j0 = 
k; j; 16 j6N − 1;
Ek;N0 = 0; (13)
ih
Ek;j+1i − Ek;ji

=
Ek;ji+1 − 2Ek;ji + Ek;ji−1
h2
; −M + 16 i6− 1; 06 j6N − 1;
Ek;Ni = 0; −M + 16 i6 0;
Ek; j−M = 0; 06 j6N;
Ek;j0 = 
k; j; 16 j6N − 1;
Ek;00 = 0: (14)
k+1; j = k; j + h2
(
Ek;j1 − Ek;j0
h
− E
k;j
0 − Ek;j−1
h
)
; 16 j6N − 1: (15)
For the error {Ek;ji ; −M6 i6M; 06 j6N}, we have the following estimates:
Lemma 4.1. The following inequalities hold
N−1∑
j=1
M−1∑
i=0
(
Ek;ji+1 − Ek;ji
h
)2
h+
N−1∑
j=1
Ek;j1 − Ek;j0
h
Ek;j0 6 0; (16)
N−1∑
j=1
−1∑
i=−M
(
Ek;ji − Ek;ji+1
−h
)2
h−
N−1∑
j=1
Ek;j−1 − Ek;j0
−h E
k;j
0 6 0: (17)
The proof of Lemma 4.1 is standard, which is omitted.
40 H. Han, D. Yin / Journal of Computational and Applied Mathematics 159 (2003) 35–44
Lemma 4.2. The following inequalities hold
N−1∑
j=1
(
Ek;j1 − Ek;j0
h
)2
6
1
h2
N−1∑
j=1
(Ek;j0 )
2; (18)
N−1∑
j=1
(
Ek;j0 − Ek;j−1
h
)2
6
1
h2
N−1∑
j=1
(Ek;j0 )
2: (19)
Proof. From the inequality (16), we have
N−1∑
j=1
(
Ek;j1 − Ek;j0
h
)2
h6
N−1∑
j=1
(Ek;j0 )
2 − Ek;j0 Ek;j1
h
: (20)
Namely
N−1∑
j=1
(Ek;j1 − Ek;j0 )26
N−1∑
j=1
{(Ek;j0 )2 − Ek;j1 Ek;j0 }:
This implies
N−1∑
j=1
(Ek;j1 )
26
N−1∑
j=1
Ek;j1 E
k;j
0 :
Hence we get
N−1∑
j=1
Ek;j1 E
k;j
0 ¿ 0:
From the inequality (20), the inequality (18) follows directly. In a similar way, the inequality (19)
can be proved.
Lemma 4.3. The following inequalities hold
N−1∑
j=1
(Ek;j0 )
26
N−1∑
j=1
M−1∑
i=0
(
Ek;ji+1 − Ek;ji
h
)2
h; (21)
N−1∑
j=1
(Ek;j0 )
26
N−1∑
j=1
0∑
i=−M+1
(
Ek;ji+1 − Ek;ji
h
)2
h: (22)
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Proof. Since Ek;jM = 0, for j = 1; 2; : : : ; N − 1, we obtain
|Ek;j0 |6
M−1∑
i=0
|Ek;ji+1 − Ek;ji |
and
(Ek;j0 )
26
{
M−1∑
i=0
∣∣∣∣∣E
k;j
i+1 − Ek;ji
h
∣∣∣∣∣ h
}2
6


M−1∑
i=0
(
Ek;ji+1 − Ek;ji
h
)2
 {Mh2}=
M−1∑
i=0
(
Ek;ji+1 − Ek;ji
h
)2
h
the inequality (21) is proved. The inequality (22) can be proved in the same way.
We now consider the convergence of the given discrete domain decomposition method. From the
equality (15), we have
N−1∑
j=1
(k+1; j)2=
N−1∑
j=1
(k; j)2+ 2h2
N−1∑
j=1
(
Ek;j1 − Ek;j0
h
− E
k;j
0 − Ek;j−1
h
)
k; j
+ 2h4
N−1∑
j=1
(
Ek;j1 − Ek;j0
h
− E
k;j
0 − Ek;j−1
h
)2
; (23)
where k; j=Ek;j0 , for j=0; 1; 2; : : : ; N; k=0; 1; : : : . Combining the inequalities (16)–(17) and (21)–(22)
we get
2h2
N−1∑
j=1
(
Ek;j1 − Ek;j0
h
− E
k;j
0 − Ek;j−1
h
)
k; j6− 4h2
N−1∑
j=1
(k; j)2: (24)
In similar way, from (18)–(19), we obtain
2h4
N−1∑
j=1
(
Ek;j1 − Ek;j0
h
− E
k;j
0 − Ek;j−1
h
)2
6 42h2
N−1∑
j=1
(k; j)2: (25)
Finally we arrive at
N−1∑
j=1
(k+1; j)26 (1− 4h2 + 42h2)
N−1∑
j=1
(k; j)2 ≡ h()
N−1∑
j=1
(k; j)2:
We choose ∈ (0; 1), then h()∈ (0; 1), so the non-overlap domain decomposition method is con-
vergent. Specially if we choose  = 12 , we can get the rate of convergence h(
1
2) = 1 − h2. Finally
we obtain:
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Theorem 4.1. When ∈ (0; 1), the given non-overlap domain decomposition method is convergent.
5. Numerical example
The implementation of the non-overlap domain decomposition method involves solving subsystems
(6)–(8) for each iteration. For solving subsystem (6) the unknowns {uk;ji ; 16 i6M−1; 06 j6N}
are swept in the direction of increasing t, and for solving subsystem (8), the unknowns {uk;ji ; −M +
16 i6 − 1; 06 j6N} are swept in the direction of decreasing t. We consider the following
example:
xut(x; t)− uxx(x; t) = f(x; t); (x; t)∈= (−1; 1)× (0; 1);
u(; t) = 0; t ∈ [0; 1];
u(x; 0) = 0; x∈ [0; 1];
u(x; 1) = 0; x∈ [− 1; 0];
where f is given by
f(x; t) =


2x(x2 − 1)t[(t − 1)2 − 4x2 + t(t − 1)]− 2t2[(t − 1)2 − 24x2 + 4]
x¿ 0; t ∈ [0; 1];
2x(x2 − 1)(t − 1)(2t2 − t − 4x2)− 2(t − 1)2(t2 − 24x2 + 4)
x6 0; t ∈ [0; 1]:
It is straightforward to check that
u(x; t) =
{
(x2 − 1)t2[(t − 1)2 − 4x2]; x¿ 0; t ∈ [0; 1]
(x2 − 1)(t2 − 4x2)(t − 1)2; x6 0; t ∈ [0; 1]
is the exact solution of test problem. This example will be used for our numerical experiments.
Let k denote the iterative numbers in our method. The stopping criterion of the iteration is given
by
max
06j6N; −M6i6M
|uk;ji − uk−1; ji |¡ 10−5:
Let |e1| and |e2| denote the errors on + = [0; 1]× [0; 1] and −= [− 1; 0]× [0; 1], which are given
by
|e1|= max
06j6N; 06i6M
|u(ih; j)− uk;ji |;
|e2|= max
06j6N; −M6i60
|u(ih; j)− uk;ji |:
In Tables 1 and 2, we test the non-overlap domain decomposition method. In Table 1, we take
= 0:5. In the left half of the Table 1 we hold N xed and a sequence of increasing values of M .
Then we can see that the corresponding values of k increase. In the right half of the Table 1 we hold
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Table 1
 = 0:5
M N k h2 M N k
4 8 28 0.0625 16 8 68
8 8 41 0.015625 16 16 67
16 8 67 0.00390625 16 32 68
32 8 102 0.0009765625 16 64 68
Table 2
M N  |e1| |e2| k
4 4 0.45 0.0129 0.0136 24
8 16 0.6 0.00341 0.00368 38
16 64 0.5 0.000901 0.00922 63
32 256 0.4 0.000230 0.000242 100
M xed and increase N . Then we can see that the corresponding values of k are nearly constant.
These numerical results conrm that the convergence behaviors of our method is independent of N .
In Table 2, we give some numerical results of the given non-overlap domain decomposition method
for suitable , which show that our domain decomposition method is very eective.
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