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論 文 内 容 の 要 旨 
ロボッティクス、電子商取引等の領域で知的作為を代行するエージェントを複数個持つマルチエージェント
システムに関する研究が注目されている。エージェントは、エージェントを取り囲んでいる環境を観察し、過
去の経験の蓄積から学習し、自律的に行動を選択し、最終目標に達する。この試行錯誤を繰り返すことにより、
最適解に辿り着くことが可能となる。この際、環境を完全に同定する行為と報酬を獲得しようとする行為には
トレードオフの関係が存在し、効率の良い学習方法が求められる。さらに、複数個のエージェントが存在する
場合、あるエージェントが獲得した情報を他のエージェントに通報することに因り、効率良く解を得ることが
予想される。本論文の目的は、これらの問題点について考察し、以下のような結果を得た。 
第1章では、研究の背景と目的、従来の研究手法と問題点をまとめた。 
第2章では、単一エージェントの学習効率を図るため、目標に繋がるサブ目標を導入し、サブ目標までの
過程を強化する行為を優先するアクティブ環境同定学習アルゴリズムを提案した。また、このアルゴリズムを
用いた場合の最適解を得るための条件を導き、最適解への収束性を保証した。 
第3章では、複数個のエージェントが存在する場合の学習方法について考察した。他のエージェントが残
した足跡を利用した間接媒体による通信を用いたACS（Ant Colny System）学習方法が提案されている。ACS
学習方法を改善するため、学習更新メカニズムにQ-Learningを用いるQ-ACS Learni gと、アクティブ環境同定
メカニズムを持つT-ACS Learningの２つの学習方法を提案した。さらに、Q-ACSのエージェントとT-ACSのエー
ジェントが混在したD-ACS学習方法を提案した。組み合わせ最適問題である巡回セールスマン問題とハンター・
ゲーム問題を用いて計算機実験を行った。その結果、D-ACS学習方法が良い結果を与えるエージェントの比率を
求め、D-ACSを持つシステムが、学習効率と得られた解において、他の２つのシステムより優れていることを示
した。 
第4章では、相手の行為を自身の経験として変換し、保持することにより学習効率の改善を図る学習方法
を提案し、その有効性を確かめた。 
第5章では、強化学習を組み込んだマルチエージェントシステムとして、モバイルアドホックネットワー
クにおけるマルチキャスト経路選択問題への適用について考察し、強化学習を組み込むことが有効であること
を指摘した。 
第6章では、本研究で得た研究結果を総括した。 
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論 文 審 査 の 結 果 の要 旨 
知能ロボットのような学習機能を持った自律エージェントは、周りの環境を観察し、自律的に行動を決定し、
最終目標に達する。このような試行錯誤の経験の蓄積から、最終目標へ辿り着く最適経路を導き出す強化学習
法が必要とされている。さらに、複数個のエージェントが存在する場合、あるエージェントが獲得した情報を
他のエージェントに通報することにより、効率良く解を得ることができる学習法が望まれる。本論文では、複
数個の自律エージェントからなる分散システムにおいて、目標達成のための協調動作の仕組みと学習戦略につ
いて検討している。 
まず、単一エージェントの学習効率の向上を図るため、目標に繋がるサブ目標を導入し、サブ目標までの過
程を優先的に強化するアクティブ環境同定学習アルゴリズムを提案し、最適解への収束性を示している。この
ことは、学習効率の向上とともに、本アルゴリズムの信頼性を保証し、有意義なアルゴリズムであることを示
している。次に、間接媒体による通信を行う複数個のエージェントによるACS学習方法（Ant Colony System）
の改善について検討している。学習更新メカニズムにQ-Learningを用いるQ-ACS Learni gと、アクティブ環
境同定メカニズムを持つT-ACS Learni gの２つの学習方法を提案し、さらに、Q-ACSのエージェントとT-ACS
のエージェントが混在したD-ACS Learningを提案している。最適組み合わせ問題を用いた計算機実験により、
D-ACSを用いたシステムが他の２つのシステムより良い結果を与えることを示している。このことは、異なる
学習戦略を持つ２種類のエージェントからなるシステムは、問題を協調して解くことになり、有効なシステム
であることを示している。最後に、モバイルアドホックネットワークをマルチエージェントシステムとみなし、
マルチキャスト経路問題に適用している。その結果、強化学習を組み込むことが、動的な環境の変化に有効で
あることを確めている。 
これらの研究成果は、マルチエージェントシステムに新たな知見を提供するものであり、知識情報処理シス
テムを含む情報工学分野の発展に寄与することが大きい。よって、本論文の著者は博士(工学)の学位を授与さ
れる資格があるものと認める。 
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