1
Moreover, extensive testing in comparison with other four bonded and non-bonded Mg models (i.e., Allnér, 14 Li, 15 Oelschlaeger 16 and Saxena 17 ) has been performed. 18 The TIP3P model has been employed for waters. 19 Na+ counter-ions have been used to neutralize the total charge. Hydrogen atoms were added assuming standard bond lengths and were constrained to their equilibrium position with the RATTLE 20 algorithm implemented in NAMD. MD simulations have been performed in the isothermal-isobaric (NPT) ensemble by using a time step of 2 fs. The systems have been coupled to a Langevin thermostat at 298 K and barostat at 1 atm. Periodic boundary conditions were applied. PME method was used to evaluate long-range electrostatic interactions, and a cutoff of 12 Å was used to account for the van der Waals interactions. All the simulations were carried out with the following protocol.
First, the systems were subjected to energy minimization by using the Steepest Descent algorithm. Then, the systems were thermalized up to physiological temperature in the canonical ensemble (NVT) using a Langevin bath in three consecutive steps: (1) the solvent was first equilibrated in ~10 ps of MD, slowly increasing the temperature from 0 to 100 K and maintaining both the protein and the nucleic acids fixed, (2) the temperature was further increased up to 200 K in ~10 ps of MD, while keeping fixed only the coordinates of backbone atoms of the protein/nucleic acids complex, (3) constraints were released and the systems were simulated for ~25 ps of MD to reach the temperature of 298 K. Then, we switched to the NPT statistical ensemble, performing ~100 ps of MD at 298 K. After this initial phase, equilibration runs were carried out in the NPT statistical ensemble, obtaining ~40 ns of MD at 298 K. Production runs have been carried out reaching ~1.5 µs for each system, for a total of > 10 µs of classical MD (i.e., ~1.5 µs x 7 systems).
Coordinates of the systems were collected every 10 ps for a total of ~150,000/160,000 frames for each run.
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Analysis of the results

Principal Component Analysis (PCA).
PCA has been employed to capture the essential motions of the simulated systems. In PCA, the covariance matrix of the protein Cα atoms is calculated and diagonalized to obtain a new set of coordinates (eigenvectors) to describe the system motions. Each eigenvector -also called Principal Component (PC) -is associated to an eigenvalue corresponding to the mean square fluctuation contained in the system's trajectory projected along that eigenvector. By sorting the eigenvectors according to their eigenvalues, the first Principal Component (PC1) corresponds to the system's largest amplitude motion, and the dynamics of the system along PC1 is usually referred as "essential dynamics". In this work, each structure arising from the MD trajectories is projected into the collective coordinate space defined by the first two eigenvectors (PC1 and PC2), such allowing the characterization the conformational space sampled by Cas9 during MD. Importantly, in order to identify differences in the essential structuraldynamic properties of Cas9, each simulated system has been superposed onto the same reference structure (i.e., considering as a reference the RuvC and Cterm domains that do not show relevant conformational differences among the crystallized states) and aligned, such allowing the projection into the same collective coordinate space. PCA has been performed using the GROMACS 4.4.5 suite of analysis codes, which have also been used for the analysis of RNSD and RMSF. 21 In detail, the g_covar program has been employed for the construction and diagonalization of the 
where The Generalized-Correlation (GC ij ) analysis has also been employed. 23 In comparison with the more traditional Pearson coefficients analysis, GC ij has the advantages of being independent of the relative orientation of the atomic fluctuations, while also being able to capture non-linear correlations. Two variables can be considered independent if their joint probability distribution, p x ! , x ! , is equal to the product of their marginal distributions, p x ! • p x ! . If x ! assumes values restricting the range of values accessible to x ! , the joint probability is smaller than p
This mutual information (MI) reveals the degree of correlation between x ! and x ! and is defined as:
Considering that the expectation value (or Hamiltonian, H) of a random variable x, having a probability distribution p x ! , following the concept of Shannon entropy, is:
MI of the variable x ! and x ! can be computed as:
where H x ! and H x ! are the marginal entropies, and H x ! , x ! is the joint entropy. The g_correlation tool, 23 which has been built within Gromacs 3.3 24 and used in this work, the marginal entropies H x ! and H x ! and the joint entropy H x ! , x ! are estimated employing the k-nearest neighbor distances algorithm, 25 applied to the atomic positions fluctuations from MD simulations. Since MI varies from 0 to +∞, the GCij coefficients are defined as in Eq.
[5], ranging from 0 (independent variables) to 1 (correlated variables):
Cross-correlation and generalized correlation analyses have been performed considering the last 1.2 µs of the trajectories. The trajectories have been further divided in windows of 400 ns, overlapping with each other, such allowing the average of the obtained matrices.
Correlation Score (Cs i ).
Cross-Correlation Score (Cs i ) coefficients have been calculated for each residue as:
Cs i coefficients are a measure of the number and intensity of the correlated (0 < CC ij < 1) and anti-correlated (-1 < CC ij < 0) motions displayed by each residue. To Cluster analysis. Cluster analysis has been performed using the method described by Daura et al., 27 in which for each point (i.e., MD frame), the algorithm calculates the number of other frames for which the RMSD is lower than a given cutoff (neighbors). A cutoff of 2.5 Å has been used for the analyses of Cas9.
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Supplementary Results
Analysis of RMSF and RMSD. Root Mean Square Fluctuations (RMSF)
of the protein Cα atoms, calculated along the dynamics of the apo Cas9, Cas9:RNA, Cas9:RNA:DNA and Cas9:pre-cat systems is reported in Figure S1 . Time evolution of the Root Mean Square Deviation (RMSD) for the protein and nucleic acids components are reported in Figure S2 -3. 26 In detail, the GC ij matrix has been calculated in two different time windows of 0.6 µs (i.e., first ~0.6 µs and last ~0.6 µs). The resulting GC ij matrices are reported in Figure S13 . Subsequently, for each of these two GC ij matrices, the RMSD with the GC ij matrix computed over the last ~1.2 µs has been computed, resulting in 0.055
Correlation analyses. Cross-Correlation (CC
(first ~0.6 µs) and 0.054 (last ~0.6 µs). This indicates that the MD results are robust and converged for a time window of ~0.6 µs. The calculated RMSD is also reported. The protein is shown as tubes, color-coded by mobility (i.e., blue: less amplitude motions; red: highest amplitude motions).
Movie S4. "Essential dynamics" of the Cas9:pre-cat system (5F9R.pdb). 4 The protein is shown as tubes, color-coded by mobility (i.e., blue: less amplitude motions; red: highest amplitude motions). 
