











































































































































































CIA – Confidentiality, Integrity, Availability (Konfidensialitet, Integritet, Tilgjengelighet) 
 
CIGRE - Council on Large Electric Systems (fransk: Conseil International des Grands Réseaux Electriques)  
 
COO – Controllability, Observability, Operability (kontrollerbarhet, observerbarhet, opererbarhet)  
 
CPU – Central Processing Unit  
 
Cybersikkerhet – konfidensialitet, integritet, tilgjengelighet av informasjon og utstyr 
 
DSAS – Digital Substation Automation Systems  
 
GIS – Geografisk InformasjonsSystem 
 
GTW – communication GaTeWay 
 
HMI – Human Machine Interface 
 
IED – Intelligent Electronic Device 
 
IKT – Informasjons- og KommunikasjonsTeknologi 
 
Informasjonssikkerhet – konfidensialitet, integritet, tilgjengelighet av informasjon 
 
Interoperabilitet – evnen til to eller flere anordninger fra samme leverandør, eller ulike leverandører, til å 
utveksle informasjon og bruke informasjonen til korrekt samvirke. (Fra engelsk:  
Interoperability - is the ability of two or more devices from the same vendor, or different vendors, to ex-
change information and use that information for correct cooperation. IEC61850, 2010) 
  
IT – InformasjonsTeknologi (Information Technology) 
 
LAN – Local Area Network 
 
MU – Merging Unit  
 
NIS – Network Information System 
 
OT – Operasjonell Teknologi (Operational Technology) 
 
Personsikkerhet – forhold som berører liv og helse til personell og andre personer 
 
PMU – Phasor Measurement Unit  
 









SCADA – Supervisory Control And Data Acquisition. Kalles også driftssentralsystem eller driftskontrollsys-
tem. 
 
SCU – Switchgear Control Unit 
 


















Denne rapporten er basert på eksisterende litteratur med et mål om å lage en omforent definisjon av begrepet 
"digital transformatorstasjon" som er hensiktsmessig for Statnett og bransjen i Norge generelt. Videre har vi 
skissert hvilke cyber-relaterte sårbarheter som blir viktigere når man går fra konvensjonelle til digitale trans-











"Transformatorstasjon er et elektrisk anlegg som transformerer (omformer) spenningen på strøm-
nettet fra ett spenningsnivå til et annet, med tilhørende apparatanlegg bestående av kabler, samle-
skinner, effektbrytere, skillebrytere, overspenningsavledere, strøm- og spenningstransformatorer for 
måling og kontroll. I tillegg til dette har transformatorstasjonene et styre- og kontrollanlegg samt 
fjernstyringsutrustning. De fleste transformatorstasjoner er utstyrt med flere transformatorer, som 
over effektbrytere er koplet sammen via samleskinnene. På samme måte er de utgående kraftlinjer 
og/eller jordkabler tilknyttet samleskinnene. Dermed har man mulighet til å foreta omkoplinger både 
av transformatorer og linjer bare ved å kople brytere, noe som gjerne skjer via fjernstyring fra en 
driftssentral. Alt etter størrelse kan stasjonene være utført med flere sett samleskinner og flere grup-
per transformatorer."  
Store Norske Leksikon [1].  
 
Kildene som er benyttet i dette avsnittet er primært hentet fra CIGRE og IEEE. I tillegg er informasjon fra 
nettsidene til de største leverandørene av komponenter til transformatorstasjoner brukt. Det virker som om 
ABB og GE Grid Solutions er de mest ivrige aktørene innenfor "digital substation". Disse to leverandørene 
(og andre partnere) er også med i et forskningsprosjekt som heter “Future Intelligent Transmission NEtwork 
SubStation” (FITNESS) initiert av Scottish Power Energy Networks. Et kort sammendrag av dette prosjektet 
er vist i Figur 2-1. Informasjon om dette forskningsprosjektet er også innhentet fra prosjektlederen, Priyanka 
Mohapatra. Noen åpent tilgjengelige bransjemagasiner på nett er også benyttet.  
 
 Figur 2-1 Kort sammendrag av prosjektet FITNESS [2].  
En transformatorstasjon har altså flere funksjoner, med nedtransformering og kobling/omkobling som sine 
viktigste oppgaver og slik vil det fortsatt være. Digital transformatorstasjon innebærer ingen endringer i opp-
gavene til en transformatorstasjon. Alle komponentene i en transformatorstasjon er knyttet til kontroll-
anlegget for transformatorstasjonen og videre til driftssentralen via SCADA. Noen av komponentene, ek-








transformatoren kan settes i drift, tas ut av drift eller omsetningsforholdet kan endres. I transformatoren må-
les eksempelvis temperatur og disse dataene går til SCADA. Spennings- og strømtransformatorer gir verdier 
på spenning og strøm til ulike kontroll- og styringssystemer. I kontrollanlegget er det også vern som ved en 
feil et eller annet sted i nettet skal beskytte komponentene og ledningene i transformatorstasjonen,   for ek-
sempel ved å koble dem ut ved behov ved lynaktivitet eller overlast.  
 
Tradisjonelt har det vært elektrisk kontakt mellom komponentene, vern og kontrollutstyr i en transformator-
stasjon. Hver måling og hvert signal har sin egen elektriske forbindelse. Med tiden har det kommet nye kom-
ponenter og ny måleutrustning som har redusert behovet for fysiske sammenkoblinger. Optiske spennings- 
og strømtransformatorer er et eksempel på ny måleutrustning. Figur 2-2 viser et eksempel på et blokkdia-
gram fra høyspenning til prosessbuss [3]. 
 
 Figur 2-2 Blokkdiagram for optisk spennings – og strømtransformatorer med prosessbuss [3] 
Begrepet "Digital transformatorstasjon" har mange elementer i seg og ulike kilder fokuserer på ulike sider. 
Det er funnet kun en definisjon på "digital stasjon" i kildene [4]. En modifisert versjon av denne definisjonen 
er diskutert med Statnett og vil være definisjonen som brukes i dette prosjektet:  
 
En full-digital stasjon er en stasjon hvor så mye som mulig av dataene relatert til hovedprosessen til en sta-
sjon (nedtransformering og kobling) digitaliseres øyeblikkelig 
 
 Digitaliseringen omfatter måling, styring og statusmeldinger 
 Utveksling av data mellom enheter skjer via digitale grensesnitt 
 Funksjonalitet er først og fremst avhengig av programvare (software) 
 
Potensielle fordeler ved digital transformatorstasjon er i [4] oppsummert slik: 
 Økt pålitelighet og tilgjengelighet – Digitale enheter som er selv-diagnostiserende og selv gir beskjed om 
at eksempelvis vedlikehold må utføres. Ved økt overvåkning av viktige skademekanismer kan degrade-
ring av komponenter overvåkes kontinuerlig og benyttes til å avgjøre når utskiftning bør gjøres 
o Redusert vedlikeholdskostnader – Overvåkning og analyse med tilhørende anbefalinger for ved-
likehold 
 Økte kommunikasjonsmuligheter – Datautveksling mellom intelligente enheter, internt og mellom stasjo-
ner blir optimalisert gjennom Ethernetforbindelse. Smart lokal eller wide area control units (WACU) 
kan gjøre kommunikasjon mulig mellom spenningsnivåene i stasjonene og mellom stasjoner, uten å gå 
veien om kontrollrommet/driftssentralen, noe som reduserer responstid. 
 
En dimensjon som er nevnt i det siste punktet over er de økte kommunikasjonsmulighetene både internt og 
mellom stasjoner. I distribusjonsnettet er mulighetene for kommunikasjon mellom stasjoner mye diskutert. 
Potensielle gevinster ved direkte kommunikasjon mellom stasjoner kan være raskere og automatisk gjenopp-
retting av forsyning etter feil (såkalt self-healing) og lokal kontroll og styring, eksempelvis med tanke på å 
lage et microgrid (lokalt nett med egen forsyning).  
 
Kommunikasjon internt i stasjonen og kommunikasjon til driftssentralsystem (SCADA) er viktig. CIGRE har 
laget en rapport [5] som omhandler Digital Substation Automation Systems (DSAS). I innledningen til denne 








nologi og som en konsekvens en ny form for DSAS avhengig av LAN kommunikasjon (local area network). 
DSAS kan slik integrere enhver funksjon som trenger å kommunisere informasjon fra en IED (intelligent 
electronic devices) til en annen funksjon i et annet utstyr.  
 
Et begrep som ofte nevnes i forbindelse med digital transformatorstasjon er IED. IED er ikke nytt, og mange 
IEDer er allerede i Statnett sine stasjoner, eksempelvis vern. IED er mikroprosessorbasert og kan motta in-
formasjon og gi styringssignaler ved avvikende målinger, for eksempel for høy spenning. Det som er nytt i 
en digital stasjon er blant annet at IEDer ikke er "kablet fast" til bestemte komponenter/måleutrustning, men 
kan kommunisere med flere komponenter på prosessbussen. I en digital transformatorstasjon blir vernet "delt 
i to" ved at vernet mottar digitalisert informasjon fra måletransformatorene og ikke trenger å ha utstyr for å 
omforme analoge målesignaler til digitale, dvs at måletransformatorene, eventuelt Merging Units (se beskri-
velse lengre ned i teksten) tar over en del av det som i dag inngår i vern [6].  
 
Erfaringer med implementering av en full-digital transformatorstasjon er blant annet gjort i Danmark [7] og 
Russland [8]. Test av optiske instrumentransformatorer og prosessbuss er gjort i [9]. Disse kildene rapporte-
rer så langt om gode resultater fra tester, men det er viktig å huske at artiklene er skrevet av leverandører av 
utstyr.  
 
FITNESS-prosjektet [2] deler arkitekturen for en digital transformatorstasjon inn i tre nivåer med følgende 
komponenter i sin teststasjon Wishaw 275kV/132kV: 
 Stasjonsnivå: 
o Human Machine Interface (HMI), Communication gateway (GTW), Wide Area Control Unit 
(WACU), phasor controller, routers and station level switches. 
 Samleskinne (bay) nivå: 
o Protection Intelligent Electronic Devices (IEDs) 
o Control IEDs 
o Measurement IEDs 
o Phasor measurement units (PMU) 
o Disturbance recorder 
o Synaptec Interrogator 
 Prosessnivå: 
o Switchgear Control Units (SCUs) 
o Merging Units (MUs) 
o Stand Alone Merging Unit (SAMU) 
o Analog acquisition unit 
o Synaptec Distributed measurement devices 
 
Synaptec er en utstyrsleverandør som er en del av FITNESS-prosjektet, sammen med ABB og GE. Intero-
perabilitet mellom utstyr fra ulike leverandører er et viktig aspekt ved FITNESS. ABB har en tilsvarende 
inndeling i fire med litt andre navn vist i Figur 2-3 [10], tillegg til de tre nivåene under har ABB et nett-











Figur 2-3 Figur fra ABB som viser overgang fra tradisjonell til digital transformatorstasjon, figuren er 









I FITNESS brukes Ethernet til å implementere standarden IEC 61850 Edition 2 [39]. Kommunikasjonspro-
tokoller definert i IEC 61850-8-1 [40] er brukt for å utveksle digital og analog informasjon over stasjonsbuss 
og prosessbuss. Dette nivået er kontakten med omverden, først og fremst driftssentralen. I tillegg til drifts-
sentralen kan data gå til et sentralt asset management system for analyse av blant annet tilstand og reinveste-
ringsbehov.  
 
GE Grid Solution sin figur, Figur 2-4, viser et eksempel på en digital transformatorstasjon. Figuren viser 
viktige elementer i slike stasjoner. 
 
 Figur 2-4 GE Grid Solution sin digitale stasjon, figuren er trykket med tillatelse fra GE Grid Solutions 
og alle rettigheter til figuren tilhører GE Grid Solutions [11] 
Figur 2-4 illustrerer noen av endringene som vil skje ved overgang fra konvensjonell til digital transforma-
torstasjon og dette kan oppsummeres slik: 
 Nye primærkomponenter med flere sensorer integrert – dette gir mer data fra komponentene enn tidligere 
som kan benyttes i ulike typer analyser. Nye sensorer kan også ettermonteres på eksisterende komponen-
ter, men slik montasje må være basert på en kost/nytte vurdering. 
 Merging units – avmerket M i Figur 2-4. Disse enhetene tar seg av digital dataprosessering nødvendig for 
å oppfylle IEC 61850-9-2 standarden [11]. På sikte kan separate merging units sannsynligvis erstattes av 
prosessgrensesnitt integrert i høyspenningskomponenter [6] 
 Prosessbuss 
o Data sendes fra primærkomponentene til eksempelvis vern via en prosessbuss og ikke kabler. 
 Dette medfører reduksjon i kabling ved bruk av prosessbuss (Ethernet/fiber)  
o IEC 61850 benyttes for kommunikasjon 
 Vern- og kontrollutstyr er IED både i en digital og konvensjonell transformatorstasjon  
o I en konvensjonell stasjon har hvert felt i stasjonen sitt eget vern (trådbundet), men i en digital 
transformatorstasjon kan flere felt ha samme vern 
 Siden kommunikasjon gjøres ved protokoller skal utstyr på dette nivået være intero-
peratible, dvs. at det skal være enkelt å ha utstyr fra ulike leverandører 
o IEC 61850 benyttes for kommunikasjon  
 Stasjonsbuss 
o Tidligere en SCADA buss. I en digital transformatorstasjon kan flere utveksle informasjon over 









o Data fra alle sensorer i stasjonen er tilgjengelig for analyser og funksjoner som trenger dette på 
stasjonsnivå 
 Nettverksnivå 
o Tradisjonelt kun kommunikasjon med driftssentral, i en digital transformatorstasjon kan kom-
munikasjon skje med andre stasjoner og andre systemer ved Ethernet/fiber kommunikasjon mel-
lom stasjonene, eller via skyløsninger 
 
For asset management kan fordelene med digital transformatorstasjon sammenlignet med en konvensjonell 
stasjon ligge i nye komponenter med mer overvåkning og mulighetene til å overføre store mengder data (ved 
bruk av fiber/Ethernet til ønsket analysested). Men tilgjengeligheten av dataene for asset management vil 
fortsatt avhenge av IKT-arkitekturen som velges internt i selskapene, eksempelvis om alle data går til et sys-
tem som alle har tilgang til eller om man velger å ha ulike systemer med begrensede tilganger.  
 
Viktige forskjeller mellom konvensjonell og digital transformatorstasjon er oppsummert i Tabell 2-1. 
 
Tabell 2-1: Forskjeller mellom konvensjonell og digital transformatorstasjon 
Konvensjonell transformatorstasjon Digital transformatorstasjon 
• Kommunikasjon og styring vha både analoge og 
digitale signaler 
• Digitalt på vern og kontrollnivå, IEC 
61850 benyttes på stasjonsbuss 
• På prosessnivå har hvert målesignal og 
utløsersignal sin kabel (prosessbuss er 
ikke digital) 
• Kommunikasjon eksternt til SCADA 
• Fokus på drift 
• Alarmer og eventuelle aksjoner på 
driftssentralen 
• Statnett har et annet system i parallell 
med SCADA (som henter informasjon 
fra stasjonsbuss) med eget grensesnitt – 
server i Oslo som kan brukes til å utføre 
feilsøk, gjøre verninnstillinger og gi le-
verandører tilgang 
• Annen bruk/analyser av dataene er "tungvint" 
(hente data fra SCADA) 
 
• Kommunikasjon og styring vha. digitale signaler 
både internt i og ut av stasjonen til SCADA og 
andre systemer 
• Digital kobling mellom høyspennings-
komponenter og vern- og kontrollsystem 
• IEC 61850 brukes for kommunikasjon 
mellom måleutstyr på komponenter, 
vern- og kontrollutstyr 
• Kommunikasjon til SCADA og andre systemer  
• Nye, smartere komponenter  
• Lokal intelligens og beslutningstagning 
(i.e. self-healing) 
• Optiske måletransformatorer  
• Nye komponenter med flere sensorer - 
økende antall målinger, også sanntids-




Følgende kulepunkter gir en oppsummering av gevinster ved digital transformatorstasjon funnet i [2], [10] og 
[11]. Digital transformatorstasjon er et "konsept" som spesielt GE og ABB selger, se [10] og [11]: 
 Besparelser (tid og penger) ved:  
o Redusert installasjonstid pga. redusert tid til kabling og testing av riktig sammenkobling 
o Reduserte vedlikeholdskostnader ved å ha selvovervåkning på komponentene – noe som kan 
redusere behovet for forebyggende vedlikehold og også redusere korrigerende vedlikehold 
(færre feil) 
o Enklere å gjøre endringer og utvide transformatorstasjonene  
 Interoperabilitet mellom utstyr fra ulike leverandører ved bruk av IEC 61850 








o Det som er nytt i digital stasjon er blant annet at IEDer ikke er kablet fast til bestemte kom-
ponenter/måleutrustning, men kan kommunisere med flere komponenter på prosessbussen, 
dvs. at flere kan dele på samme IED 
 Kommunikasjon 
o Bruk av fiber/Ethernet internt i stasjonene og fiber ut fra stasjoner gir "ubegrenset" overfø-
ringskapasitet 
o Kommunikasjon mellom stasjoner foregår i dag i distansevern (fiber). IEC 61850 [39] åpner 
for mer slik kommunikasjon 
 IEC101 brukes mellom ulike eiere av stasjoner, IEC61850 ansees som for åpen, 
IEC62850 er mulig å lukke med brannmur, men dette anses som for risikabelt 
 Sikkerhet 
o Tradisjonelle strømtransformatorer kan potensielt forårsake skader om sekundærkretsen ved 
en feilhandling ikke kortsluttes midlertidig ved eksempelvis vedlikehold.  
o Tradisjonelle strøm- og spenningstransformatorer inneholder olje (isolasjonsmedium) og 
dermed er det en risiko for eksplosjon 
 Drift 
o Dynamisk lastflytanalyse som gir muligheter for å drifte komponentene nærmere designg-
rensene  
o Selvovervåkning i komponentene sikrer at disse holder seg innenfor grenseverdier 
 Kontroll 
o Digital prosessbuss kommuniserer med komponentene og sier fra om det er enheter som ik-
ke virker – dette har ingen kontroll med i dag (vet ikke om det er ting som ikke fungerer før 
det skal brukes) 
 Nye komponenter og nytt måleutstyr: 
o Flere målinger (eksempelvis CB Watch [12] fra GE Grid Solutions) gjør det mulig å vite 
mer om tilstanden til komponenter og tilpasse vedlikehold/reinvesteringer. Dette kan medfø-
re mindre behov for fysiske inspeksjoner. 
 Komponenter som inkluderer selvdiagnose (logge eksempelvis antall brytninger og 
sammenligne med anbefalt antall brytninger – gi beskjed om at nå må "jeg" vedlike-
holdes)  
 Dette muliggjør større grad av automatisering av oppgaver 
o Mer nøyaktige målinger med optiske måletransformatorer 
o Integrerte komponenter (eksempelvis effektbryter med integrert strømtransformator) som 
kan redusere plassbehovet i stasjonen 
 
Under er utfordringer knyttet til digital transformatorstasjon oppsummert: 
 Merging unit mellom elkraftkomponentene og vern. Det er viktig at alle enhetene kommuniserer 
med hverandre. Tidligere gikk måleverdiene fra komponentene direkte til vernet som behandlet 
måleverdiene og sendte ut styresignaler, nå vil det være merging unit som utfører funksjoner som 
vernet tidligere utførte. En ny sårbarhet av stor betydning kan vise seg å være merging unit og funge-
rende kommunikasjon mellom merging unit og vern 
o Kryptering av informasjon inne i stasjonen vil bli nødvendig. Vil denne komponenten vise 
seg å være et sikkerhetsmessig svakt punkt? 
 Eksempelvis må utganger som ikke er i bruk blokkeres 
 Nye versjoner av software  
o Et alternativ er å fryse versjoner av programvare for å unngå oppdateringer, men dette kan 
medføre ulemper, eksempelvis ved utvidelser av stasjoner – hvordan skal dette håndteres? 
Det kan gå mange år mellom bygging av stasjonene og utvidelser. Et nytt felt må kunne 
kommunisere med resten av stasjonen. Det er derfor viktig å bygge et system som kan utvi-
des. 









o Tidligere ble testplugger (fysisk) benyttet for å sjekke at systemene fungerte. Nå må man ha 
simuleringsmodus tilgjengelig for testing. Dette representerer noe nytt for selskapene og nye 
prosedyrer for testing må lages 
 Kryptering av kommunikasjon og deteksjon av inntrengere internt i stasjonen, i tillegg til informa-
sjon som går ut fra stasjonen 
o Hvor skal krypteringen terminere? Nå er det kryptering fram til stasjonen. Må det krypteres 
mellom bryter og vern, internt i stasjonen? Vil det oppstå en konflikt mellom drift og cyber-
sikkerhet?  
 Asset management 
o Mer informasjon samles inn fra utstyret og dermed baseres prosesskontroll og vedlikehold 
på sensormålinger. Det er en risiko for å ta feil beslutninger om sensorinformasjonens inte-
gritet kompromitteres 
 Kobling mellom stasjoner 
o Risiko ved fysisk tilgang i en stasjon 
o Kan hacking (uautorisert tilgang) av én stasjon være en inngangsport til prosesskontrollsys-
tem i andre stasjoner? 
 Mer SCADA-utstyr og nettverksutstyr ute i prosessnettet 
o Uautorisert utstyr kan være en trussel pga. lettere fysisk tilgang 
 Nye versjoner av IEC 61850 [39]– hva må gjøres da? 
 Har Statnett en spesiell sårbarhet knyttet til systemet de har i dag som er parallelt med SCADA (se 
avsnitt 6.2)? 
o Dette er annerledes enn andre velger å gjøre det, men dette vil trolig bli mer vanlig med digi-
tal transformatorstasjon 
 Kompetanse på emner som ikke er tradisjonell elkraft 











I dette avsnittet dokumenteres verdier (aktiva) som er til stede på en transformatorstasjon, og forskjeller mel-
lom konvensjonell og digital transformatorstasjon fremheves.  
 Forskjellige typer informasjon, forskjellig "gradering", beskyttelsesbehov 
 Informasjonssystemet 
 Infrastruktur 
Tabellen under inneholder eksempler på aktiva og er ikke en komplett liste. Tabellen er heller ingen anbefa-
ling om verdier som bør samles inn. Det kan være forskjeller mellom stasjoner i kraftsystemet. Av tabellen 
kan man se at svært mange aktiva er de samme i en konvensjonell og digital stasjon. Den store forskjellen er 
kommunikasjon og antallet komponenter og sensorer, både reduksjon og økning. Eksempelvis kan flere felt 
kan ha samme vern, men antallet sensorer for transformatorer og effektbrytere antas å øke.  
 
Tabell 3-1: Aktiva i konvensjonelle og digitale transformatorstasjoner 
Aktivum (verdi) Konvensjonell Digital 
Transformator 
Temperatursensor      
Strøm     
Styresignaler til trinnkobler     
Gassmålinger (desolved gas analysis (DGA)) 





    
Overtrykksvern for trinnkobler     
Buchholzreele (lokalt)     
Overtrykksvern for tank (lokal)     






   
Gasstrykk, temperatur og tetthet 
 
    
Gassvakt    
Styresignaler til bryter    
Bryterposisjon (inne/ute)     
Antall operasjoner     
Temperaturmåling – kontakttemperatur   
Skillebryter 
Styresignaler til bryter    
Bryterposisjon (inne/ute)     
Jordkniv 








Aktivum (verdi) Konvensjonell Digital 
Bryterposisjon (inne/ute)     
Spenningstransformator 
Spenning    
Merging unit (optisk signal til IEC 61850)   
Strømtransformator 
Strøm     
Merging unit (optisk signal til IEC 61850)    
Stand-alone merging unit (SAMU) 
SAMU   
Vern og kontroll 
Differensialvern     
Vektormåling (PMU)     
Ledningsvern    
Objektmaskin    






   
Tidssynkronisering     
Lyn-aktivitet    
Termografering    
Energimåling     
 
Temperaturovervåkning for transformatorer gjøres i dag. Det finnes flere metoder for temperaturovervå-
king, og hvilken metode som brukes er til en viss grad avhengig av alder på transformatorene og tilgjeng-
elig teknologi på tidspunktet transformatoren ble produsert. I nye transformatorer er det fiberoptisk tem-
peraturovervåkning og flere målepunkter inne i transformatoren enn tidligere. 
 
Gassmålinger (DGA) gjøres for transformatorolje i dag. Prøver av oljen tas ut og sendes til et laborato-
rium eller analyseres med bærbart utstyr, for eksempel Transport X Kelman/GE. DGA kan også gjøres 
kontinuerlig, for eksempel Hydran og Transfix, men i dag er dette typisk kun utført på utvalgte transfor-
matorer. I noen tilfeller går det kun varsel om høyt gassnivå til driftssentralen og selve måleverdiene er 
ikke tilgjengelig. I en digital transformatorstasjon vil slike måleverdier fra gassmålinger være tilgjengelig 
for alle transformatorer. 
 
Buchholzrelé og overtrykksvern for tanken til en transformator vil både varsle driftssentral og koble ut 
transformatoren. 
 
Merging unit kan være en del av ukonvensjonelle strøm og spenningstransformatorer eller være separate 
enheter, Stand-alone merging unit (SAMU). 
3.1 Informasjonsteknologi (IT) kontra operasjonell teknologi (OT) 
I tradisjonell informasjonsteknologi (IT) er man gjerne opptatt av Konfidensialitet, Integritet og Tilgjenge-
lighet (CIA på engelsk) av informasjon og systemer. I kraftbransjen (eller i prosesskontroll domenet gene-








har derfor blitt introdusert: Controllability, Observability og Operability. Vi har valgt å oversette dette til 
"Kan enheten styres?", "Kan enheten observeres?" og "Virker enheten?". I Tabell 3-2 har vi forøkt å klassi-
fisere de identifiserte aktiva i henhold til alle seks egenskaper (der et valg ikke er relevant, er feltet fylt med 
svart). 
 
Vi bruker følgende kvalitative rangering: 
 H – det er mulig å påvirke egenskapen i stor grad, eller kan få store konsekvenser 
 M – egenskapen kan påvirkes i noen grad med middels konsekvenser 
 L – egenskapen kan påvirkes i liten grad med små konsekvenser 
 
For å ta et konkret eksempel fra Tabell 3-2, så vurderer vi at manipulasjon av en temperatursensor kan få 
store konsekvenser (H) for observerbarhet (observability), ettersom det da ikke vil være mulig å lese av tem-
peraturen. Legg også merke til at selv om sensoren isolert sett kan fungere, vil dette ikke ha noen verdi der-
som den eller de som har bruk for informasjonen ikke kan lese (observere) den. Manipulasjon av sensoren vil 
også ha store konsekvenser (H) for opererbarhet (operability), ettersom den da ikke kan utføre sin funksjon, 
og dette kan i neste omgang få store konsekvenser (gasstanker kan eksplodere, etc.).  På den annen side er 
konfidensialitet satt til L, ettersom det ikke anses som viktig å holde temperaturverdien skjult for uvedkom-
mende. Ut fra samme argumentasjon som for Observerbarhet og Opererbarhet, er integritet satt til H, etter-
som uautorisert endring av sensordata kan få samme konsekvens som om sensoren ikke kan kommunisere 
og/eller ikke virker. Tilgjengelighet settes til H av samme grunn.   
 
 














Temperatursensor  H H L H H 
Lastmåler (kombinasjon av strøm og spenning; se under) 
Strøm  H H M H H 
Spenning  H H M H H 
Styre trinnkobler L M L L M M 
Gassmålinger  L L L L L 
Overtrykksvern for 
trinnkobler 
H M H L H H 
Buchholtz-relé H M H L H H 
PD-måling  L L L L L 




 L L L L L 
Gasstrykk, temp., 
tetthet 
 M H L H M 
Styresignal H  H L H H 
Antall operasjoner  L L L L L 
Temperatur  L L L L L 





















Styresignal H  M L H M 
Brytertilstand  L L L L L 
Jordkniv 
Styresignal H  M L H M 
Brytertilstand  L L L L L 
Spenningstrafo 
Spenning  H H M H H 
Strømtrafo 
Strøm  H H M H H 
Stand Alone Merging Unit (SAMU) 
Kombinert signal  H H M H H 
Input H M H M H H 
Vern 
Differensialvern  H H L H H 
PMU  H H L H H 
Feilskriver  M M L M M 
Ledningsvern  H H L H H 
Objektmaskin  H H L H H 
Andre komponenter 
Tidssynkronusering  H H L H H 
Nettverkssvitsjer H M H L H H 
 
Vi har ikke funnet litteratur som har gjort forsøk på å summere opp klassifisering av IT og OT, og det føl-
gende må derfor vurderes kritisk, men ved å gi hver egenskap en verdi fra 1-3 basert på kvalitativ vurdering 
L-H og deretter summere, kan man prioritere de forskjellige aktiva innbyrdes. Et eksempel som korresponde-
rer med aktiva i Tabell 3-2 vises i Tabell 3-3. NB: De valgte verdiene i Tabell 3-2 må kvalitetssikres med 










Tabell 3-3: Cyber Score for aktiva i digital transformatorstasjon 
Aktivum Cyber Score
SAMU Input 16
















Effektbryter Gasstrykk, temp., tetthet 11
Skillebryter Styresignal 11
Jordkniv Styresignal 11











Etter at verdiene i Tabell 3-2 er kvalitetssikret med Statnett (og evt. andre interessenter) kan man bruke en 
oppdatert versjon av Tabell 3-3 til prioriteringer av tiltak. Dette impliserer at det aktivumet med høyest Cy-
ber Score evalueres først med hensyn på beskyttelsesmekanismer som ivaretar COO-CIA. Det er viktig å 
bemerke at Cyber Score slik den er definert her kun tar høyde for potensielle konsekvenser, og tar i utgangs-
punktet ikke hensyn til eksisterende sikkerhetstiltak. Det kan følgelig godt hende at et aktivum med høy Cy-










Overordnet beskrivelse av hvordan nye avhengigheter og kobling av systemer for vern, styring og overvå-
king kan påvirke cybersikkerheten (nye sårbarheter) for en digital transformatorstasjon.  
4.1 Organisatoriske 
Vi har ikke identifisert noen spesielle organisatoriske sårbarheter med hensyn til ansvar og myndighet for 
digitale transformatorstasjoner.  Den økte interoperabiliteten mellom leverandører kan imidlertid medføre at 
en transformatorstasjon har utstyr fra flere leverandører enn før, noe som vil kreve mer koordinering og ad-
ministrasjon av leverandørtilgang. Dette vil f.eks. være relevant når det gjelder fjerntilgang i forbindelse med 
sikkerhetsoppdatering av programvare på enkeltkomponenter.  
4.2 Fysiske 
En digital transformatorstasjon vil ha samme grad av behov for gjerder, låser, overvåkning og alarm som en 
konvensjonell transformatorstasjon, men lav/manglende bemanning vil være en faktor. Det vil potensielt 
være en større grad av IP-trafikk ute i feltet, og tilgjengelig dokumentasjon tyder på at det også kan være 
trådløse forbindelser. Konfigurasjonskontroll (asset management) vil være avgjørende, ettersom man må 
forhindre at utenforstående som baner seg fysisk adgang til feltet introduserer egne enheter til erstatning for, 
eller i stedet for, eksisterende enheter.  
4.3 Regulatoriske 
NVE publiserte nylig rapporten "Regulering av IKT-sikkerhet" [21], som gir en grundig gjennomgang av 
regelverket for IKT-sikkerhet innen energisektoren nasjonalt og internasjonalt, samt internasjonale standar-
der og kommer med anbefalinger til krav som bør stilles til IKT-sikkerhet i et fremtidig, oppdatert regelverk. 
Rapporten er en oppfølging av Lysne-utvalgets anbefalinger om en gjennomgang av sektorregelverket og 
beredskapsforskriften. 
 
NVE anbefaler at regelverket oppdateres slik at beredskapsforskriften også stiller krav til informasjons-
sikkerhet i form av grunnsikring av digitale informasjonssystemer som har anlegg eller system av vesentlig 
betydning for produksjon, omforming, overføring, omsetning eller fordeling av elektrisk energi eller fjern-
varme i energiforsyningen. Krav til logging og logganalyse, hendelseshåndtering, samt krav til sikkerhet ved 
tjenesteutsetting, leverandørkjeder og fjernaksess inngår i anbefalingen. NVE har tatt for seg digitale strøm-
målere særskilt og kommer med spesifikke anbefalinger for disse. Digitalisering av driftskontrollsystemer 
har ikke fått samme særskilte oppmerksomhet i NVEs gjennomgang, i rapporten anbefales det at sikkerhets-
nivåene for disse systemene følger systemenes klasser, som i dag, med mulig mindre endringer i ordlyden i 
kravene. 
 
Begrepet "forsvarlig sikkerhet" er sentralt i klassifiseringsregimet og krav til driftskontrollsystemer, ifølge 
NVE [21] kan dette begrepet forstås som en rettslig standard der sikkerhetsnivået i første rekke bygger på 
virksomhetenes risiko- og sårbarhets (ros)-analyser, utført i tråd med kravene til slike analyser, og markeds-
praksis i bransjen. I tillegg kommer minstestandard i henhold til gjeldende regelverk. 
 
Beredskapsforskriften opererer med begrepet driftskontrollsystem (DKS) som favner videre enn ISO/IEC 
27019 [42] sin definisjon av prosesskontrollsystem. Virksomheten er selv ansvarlig for å definere hva som 
inngår i driftskontrollsystemet (ifølge veilederen til beredskapsforskriften , § 7-1 [41]). I en digital transfor-
matorstasjon vurderer vi det slik at stort sett alle komponenter, bortsett fra de rene elektromekaniske kompo-
nentene vil falle innenfor definisjonen av driftskontrollsystem, og man må derfor følge kravene til sikring av 
driftskontrollsystemer, som beskrevet i beredskapsforskriften kapittel 7. NVE anbefaler [21] at ordlyden slik 








i større grad brukes begreper fra internasjonale standarder. ISO-standardene 27001/2 og den tekniske rappor-
ten ISO TR 96 27019 (som nå er erstattet av ISO/IEC 27019 [42]) trekkes fram av NVE i denne sammen-
hengen. 
 
Så vidt vi kan bedømme er ikke personopplysningsloven relevant for digitale transformatorstasjoner og 
transmisjon. Energiloven [43] stiller overordnede krav til informasjonssikkerhet, med fokus på sikring av 
tilgang til sensitiv informasjon om kraftforsyningen. Dagens sikkerhetslov stiller detaljerte krav til informa-
sjonssikkerhet for skjermingsverdige objekter, men ingen virksomheter innen energisektoren har i dag utpekt 
objekter som faller inn under denne lovgivningen. Om forslaget til ny sikkerhetslov (presentert av Traavik-
utvalget i 2016 [44]) vedtas derimot, vil dette medføre endringer i regelverket for klassifisering av skjerm-
ingsverdige objekter og sikringstiltak, og kraftforsyningen vil bli underlagt sikkerhetsloven med NSM som 
sikkerhetsmyndighet. Skjermingsverdige objekt og infrastruktur innen energisektoren vil dermed bli regulert 
i henhold til klassifiseringsgrader som skiller seg fra dagens regelverk. 
4.4 Teknologiske 
Potensialet for informasjonsinnhenting er større, dersom en inntrenger får tilgang på interne nett vil det i 
større grad enn før være mulig å foreta rekognoseringsaktiviteter som å "skanne" nettet og foreta "enumera-
tion" (lage liste over tilgjengelige enheter).   
 
Økt bruk av digitale komponenter medfører at angrepsflaten øker, og erfaringer tilsier at feil konfigurasjon 
av brannmurer etc. medfører at langt flere komponenter er tilgjengelige fra forskjellige nettverk (ikke nød-
vendigvis internett) enn det systemeieren kanskje tror. Ofte har det vist seg at nettverk som har vært antatt 
isolert fra omverdenen likevel har en forbindelse.  
 
Det finnes en egen søkemotor kalt Shodan [34] hvor man enkelt kan få informasjon om industrielle kompo-
nenter som er koblet til internett. Første gang NSM ble varslet om åpne SCADA-systemer i Norge var i 2011 
[35]; amerikanske sikkerhetsmyndigheter sendte en liste over 38 IP-adresser som måtte sjekkes ut. I 2013 
fant Dagbladet 2500 norske styringssystemer offentlig tilgjengelig ved hjelp av denne søkemotoren. I 2016 
fant sikkerhetsfirmaet Kaspersky i størrelsesorden 200 000 tilgjengelige ICS-komponenter på verdensbasis 
[36]. Dette indikerer at sikker konfigurasjon av SCADA-systemer fortsatt er en utfordring for mange opera-
tører.  
4.5 Personellmessige 
Digital transformatorstasjon vil gi bedre personsikkerhet, ettersom behovet for fysisk intervensjon vil reduse-
res. For leverandører kan det muligens være en utfordring at det ikke lenger er nok å ha oversikt over egen 
løsning, og at det følgelig vil være et behov for økt kompetanse hos hver enkelt leverandør. I praksis betyr 
dette at alle leverandører til en gitt transformatorstasjon må etablere økt samhandling og informasjonsutveks-
ling for å unngå uønskede sikkerhetskonsekvenser. Dette er det imidlertid vanskelig å kontrollere på forhånd.   
 
Det vil videre være behov for økt bestillerkompetanse på digitale løsninger, spesielt med tanke på trusselbil-
det. Grensesnittet mellom IT og OT i organisasjonen må vies spesiell oppmerksomhet, og internopplæring 
må ta høyde for dette.  
5 Trusselbilde 
Digitaliseringen gjør tradisjonelt lukkede systemer mer åpne, noe som kan føre til flere utnyttbare sårbarhe-
ter, samtidig er trusselbildet i endring. I følge PSTs sikkerhetsvurdering for 2017 [32] er systemer innen 
kraftsektoren spesielt utsatt for etterretningsoperasjoner med formål om å hente ut informasjon om selve 
infrastrukturen samt å legge til rette for å kunne manipulere data eller forberede sabotasje, dersom det opp-








økende systemkompleksitet og mellomkoblinger, øker også faren for at utenforstående kan forstyrre syste-
met. Samtidig gjør de samme faktorene at man raskere kan oppdage at uvedkommende forstyrrer systemene. 
Slike eksterne trusler kan være av fysisk art mot stasjoner og anlegg, men kan også være av digital art. Hvil-
ke trusler og aktører som er relevante for en digital stasjon vil en risikovurdering kunne tydeliggjøre, men det 
er gjentatte eksempler på at truslene og aktørene er reelle. 
 
Sårbarheter i driftskontrollsystemet kan utnyttes av en angriper som ønsker å få uautorisert tilgang for å for-
årsake et større strømbrudd; dette kan f.eks. oppnås ved: 
 Å sende kommandoer direkte til SCADA-utstyret  
 Fjerntilgang til Menneske-Maskin-grensesnittet (HMI)  
 Å endre GIS/NIS databasen 
 Menneske-i-midten-angrep på protokoller 
 Forfalske sensor-input til FLISR 
 
Hver uke rapporteres det om cyberangrep i form av datainnbrudd og store datalekkasjer, og for hver av de 
som rapporteres kan vi trygt anta ti eller hundrevis av urapporterte hendelser. Rapporten "2015 Information 
Security Breaches Survey" [26] hevder at ni av ti virksomheter har vært utsatt for informasjonssikkerhets-
hendelser gjennom det foregående året. Den samme undersøkelsen oppgir også at seks av ti respondenter 
forventet flere sikkerhetshendelser i de følgende året sammenlignet med det foregående. De påløpte kostna-
dene av en sikkerhetshendelse øker også raskt, og måles nå i skalaen millioner, heller enn tusenvis, av euro.  
 
Det første offentlig kjente cyberangrepet rettet mot industrielle prosesskontrollsystem var Stuxnet [27] som 
spredte seg over hele verden i 2010, men med en markert konsentrasjon i Iran i en tidlig fase. Det benyttet 
seg av fire nulldags-sårbarheter og infiserte PCer som styrer Siemens Simatic PLS-systemer. Herifra kontrol-
lerte Stuxnet sentrale deler av kraftverket. Sentrifugene ble, i hurtig etterfølgende sekvenser, spunnet opp og 
ned. Falske data til kontrollrommet gjorde at operatørene ble lurt til å tro at alt var normal. Dette medførte at 
flere sentrifuger for foredling av uran ble ødelagt. Etter at Stuxnet ble avslørt, kom det frem at en tidligere 
versjon (Flame) hadde vært brukt til informasjonsinnhenting i flere år. De klarte også å forbli uoppdaget 
frem til skaden var gjort. 
 
Sommeren 2014 rapporterte Nasjonal sikkerhetsmyndighet om et målrettet og koordinert cyberangrep mot en 
rekke virksomheter i olje- og energisektoren [33]. Eposter med virusinfiserte vedlegg ble sendt til over 50 
mottakere, viruset inneholdt funksjonalitet som søkte etter og hentet ut informasjon om programvare som 
brukes for fjernpålogging til industrielle kontrollsystemer. Dette angrepet var en del av en større kampanje 
kalt ”Dragonfly”, der den samme trusselaktøren hadde utført målrettede cyberangrep mot vestlige selskap og 
leverandører innen kraftbransjen og annen kritisk infrastruktur siden 2011. Dragonfly [28] benyttet metoder 
som spam, exploit kits og byttet ut legitime drivere og oppdateringer på nettstedene til leverandører av kon-
trollsystemer med trojanske versjoner. Skadevaren inneholdt også mulighet for å utnytte det de fant ved hjelp 
av å fjernoppdatere skadevaren. 
 
Såkalt ”spearphishing”, der eposter med infiserte vedlegg sendes ut til utvalgte mål, var også en viktig kom-
ponent i cyberangrepet som førte til strømbrudd for over 230 000 mennesker i Ukraina i desember 2015 [23]. 
Eposter med infiserte vedlegg spredde en skadevare som automatisk skannet de infiserte systemene etter 
påloggingsinformasjon, noe som gjorde at trusselaktørene fikk tak i passord slik at de manuelt kunne logge 
seg på prosesskontrollsystemene i tre Ukrainske kraftselskap via fjernaksessløsninger. Etter at de hadde hatt 
tilgang i en periode på flere måneder hadde de opparbeidet seg nok kunnskap om systemene til å kunne utfø-
re et angrep der de tok over kontrollen og stengte ned minst 27 transformatorstasjoner ved å gi kommandoer 
som åpnet brytere. Bryterstillingene ble manipulert via SCADA HMI på arbeidsstasjonene, hvor operatørene 
kunne observere angrepet ved å se en "spøkelsesmus" klikke rundt på skjermen. Samtidig ble gjenopprettelse 








kommunikasjon. Den skadelige programvaren forhindret operatørenes arbeidsstasjoner fra å utstede fjern-
kommandoer, og det var følgelig heller ikke mulig for dem å vekke nettstasjonene til live. 
 
For å gjenopprette strømbruddet i Ukraina var man nødt til å erstatte Remote Terminal Units (RTUer) som 
var satt ut av spill, og i mellomtiden var det avgjørende at operatøren var i stand til å få nettverket på fote 
igjen ved å gå over til manuell kontroll.  
 
SCADA-protokoller har tradisjonelt hatt dårlig sikkerhet [24]. Selv der hvor sikrere alternativer er tilgjenge-
lige, medfører den lave oppdaterings- og erstatningstakten i bransjen at SCADA-systemer forblir sårbare. 
Den fremherskende sikkerhetsløsningen til driftskontrollsystemer har følgelig vært å plassere en brannmur 
som et "hardt skall rundt et mykt senter" [25]. Problemet med en brannmur er at i de fleste tilfeller er man 
nødt til å lage hull i den for å få arbeidet gjort.  
 
Mens det første cyberangrepet mot strømnettet i Ukraina i 2015 fremstod som velkoordinert og effektivt i 
tilnærming, til tross for å være forholdsvis enkelt teknisk, fremstår det andre cyberangrepet i 2016 [29] langt 
mer automatisk og omfattende i sin tekniske tilnærming. Angrepet påvirket transmisjonsstasjonen Pivnichna 
i Kiev og resulterte i ca. en time med strømstans 17. desember 2016. Dette angrepet hadde likhetstrekk med 
angrepet i 2016, men man benyttet denne gangen "Industroyer" – en modulbasert skadevare som kommuni-
serer direkte med SCADA-systemer. Heller enn å basere seg på personer som tar over kontrollterminaler for 
å gjøre manuell endringer, hadde man utviklet angrepskode som kunne kommunisere direkte med industrielt 
utstyr utplassert i nettverket og dermed effektivt ta over som kontrollnode. Industroyer støttet flere vanlige 
kommunikasjonsprotokoller for industrielle prosesskontrollsystemer [29]: IEC60870-5-101, IEC60870-5-
104, IEC 61850, OLE for Process Control Data Access (OPC DA). 
 
I løpet av 2017 har man sett økt aktivitet i det som er blitt omtalt som Dragonfly 2.0 [30]. Denne har vært i 
effekt siden desember 2015 og retter seg spesielt mot USA, Tyrkia og Sveits. Den har en tilsvarende tilnær-
ming som den originale Dragonfly, men benytter litt andre verktøy og ser eksplisitt etter kontrollsystemer i 
sin informasjonsinnsamling. 
 
Våren 2016 satte GCHQ [31], etterretningstjenesten i Storbritannia, foten ned for den pågående utrullingen 
av smarte strømmålere i Storbritannia. Argumentet var at i sin daværende forfatning var prosjektet en fare for 
rikets sikkerhet. Problemet var at til tross for at smartmålerne benyttet kryptering av data måleren sendte og 
mottok, var nøkkelen den samme for alle målerne. Dermed ville en angriper som fikk kontroll over nøkkelen 
til en måler ha full tilgang til alle målere. GCHQ viser til skalaen av angrep som er mulig når de uttrykker sin 
bekymring. 
 
“The guys making the meters are really good at making the meters, but they might not know a lot about mak-
ing them secure. The guys making head-end systems know a lot about making them secure, but not about 
what vulnerabilities might be built into them” – Dr. Levy [31] 
 
GCHQ påpeker også hva som skulle til for at de var komfortable med å rulle ut strømmålerne: 
 
"The resilience is gained by needing three independent exploits or failures to happen to cause any large-










Dette avsnittet gir en oversikt over tilgjengelige og anbefalte sikkerhetstiltak for å styrke cybersikkerheten i 
en digital transformatorstasjon. Tiltakene er listet opp i tabellen under med henvisning til hvilket avsnitt be-
skriver løsningene, og med kobling til kategori av tidligere identifiserte sårbarheter. 
 
Tiltak      Sårbarheter  
     
Organisa-
toriske 




Anti-skadevare   6.1  
IDS   6.1  
Hvitelisting   6.1  
Konfigurasjonsstyring  6.5 
Endring av standard pass-
ord 
6.6  6.6  
Multi-faktor autentisering 6.6  6.6  
Nettverkssegregering  6.1 6.1  
Fjerntilgangsstyring 6.2 6.2 6.2
Nødknapp  6.3 6.3 
Testmiljø  6.4 
Risikoanalyse 7.1 7.1 7.1 7.1 
Hendelseshåndtering 7.2   7.2 
Beredskapsplanlegging 7.3   7.3 
Øvelser 7.3 7.3
Asset management  6.5 6.5 
Sårbarhetsskanning 7.1 7.1 6.4, 7.1 7.1 
Patching   6.4  
Inntrengingstesting   6.1, 6.4, 7.1  
 
Løsninger som har med forebygging og beredskap å gjøre, behandles separat i avsnitt 7. Som det framgår av 
tabellen, har vi ikke identifisert løsninger som adresserer regulatoriske sårbarheter. Dette må ikke forstås 
dithen at det ikke kan finnes relevante regulatoriske tiltak, men snarere at relevante myndigheter gjennom 
forskrifter, veiledninger etc. kan bidra til at de andre tiltakene vi foreslår implementeres av bransjen.  
6.1 Nettverkssikkerhet 
Ettersom stadig større deler av kommunikasjonen i en digital transformatorstasjon blir vanlig IP-trafikk, vil 
det være aktuelt med sikkerhetsmekanismer som hittil har vært brukt i kontornettverk, som f.eks. brann-
murer, anti-skadevare og inntrengningsdeteksjon; sistnevnte både regelbasert og anomalibasert. Anomali-
baserte systemer må trenes på typisk trafikk i digital transformatorstasjon.  
6.2 Fjerntilgang fra leverandører 
Vi har forstått at Statnett bruker en egen løsning for å gi leverandører tilgang til vern o.l. i sin pilo-
tinstallasjon av digital transformatorstasjon. Vi har ikke hatt tilgang til detaljert informasjon om denne løs-
ningen, men basert på omtalen tolker vi det dithen at løsningen er tilsvarende andre løsninger som tidligere 
er benyttet for samme formål i oljeindustrien [22]. Vi legger til grunn at slike løsninger har gitt akseptabel 









Koblingen mellom prosesskontrollsystemet internt på den digitale transformatorstasjonen og omverdenen 
(driftssentralen og eventuelt andre koblinger til leverandør) er et kritisk punkt og man kan i krisesituasjoner 
ha behov for å fullstendig koble av prosesskontrollsystemet i anlegget fra nettet å la det fortsette å kjøre som 
en selvstendig enhet. Et mulig beredskapstiltak er å klargjøre anlegget og legge opp nettverksarkitekturen på 
en slik måte at det er en enkel kobling til omverdenen som en tekniker enkelt kan koble fra om det oppstår en 
situasjon som gjør dette nødvendig. Et eksempel på en slik situasjon kan være skadevare som spres mellom 
systemer eller feiltilstander som forårsaker korrupte datapakker på nettet. En enkel løsning kan være å instal-
lere en "nødknapp" inne i koblingsskapet for å enkelt segregere nettverkene. Dette vil gjøre det enkelt for en 
tekniker å frakoble prosesskontrollsystemet fra nett uten å måtte identifisere hvilke nettverkskabler som må 
trekkes ut inne i koblingsskapet. Datapakker fra diverse sensorer kan lagres i et buffer, og settes på vent om 
nødknappen trykkes inn, slik at driftssentralen kan få nødvendig data tilsendt når nettverkene kobles sammen 
igjen. Prosedyrer for bruk av nødknappen må beskrives i gjeldende beredskapsplaner og personell må få 
opplæring og trening i bruken.  
 
 Figur 6-1: Den store, røde bryteren, en nødknapp for å enkelt koble stasjonen fra omverdenen. Ek-










Funksjonaliteten i digitale transformatorstasjoner er først og fremst avhengig av programvare (software), og 
tradisjonelt SCADA-utstyr kompletteres av stadig større grad av "konvensjonelt" nettverksutstyr ute i pro-
sessnettet. Mye mer data samles inn, men man gjør seg også mer avhengig av tilgjengelige og korrekte data. 
Trusselbildet er stadig mer dynamisk, og utvidelser av installasjoner bidrar også til at det hyppigere blir be-
hov for sikkerhetsoppdateringer. Når en ny sårbarhet oppdages, vil det være et tidsvindu for eksponering 
fram til sikkerhetshullet tettes, og i denne perioden vil man være spesielt sårbar for cyberangrep. Utfordring-
en er at i prosesskontrollmiljø vil det være avgjørende å teste at sikkerhetsoppdateringer ikke medfører nega-
tive konsekvenser, og det kan derfor være vanskelig å rulle ut oppdateringer så raskt som ønskelig.  
 
Det er derfor behov for bedre løsninger for "software patching" for fremtidens digitale transformator-
stasjoner, og vi trenger nye, innovative løsninger for testing av sikkerhetsoppdateringer. Dette vil kunne re-
dusere risikoen for hacking og cyberangrep mot kraftnettet.  
 
Vi har foreslått et forskningsprosjekt i samarbeid med Statnett og norske industriaktører med sikte på kon-
septutvikling for representasjon av styringssystem-komponenter som virtuelle enheter basert på "Hardware 
in the loop" (HIL) testing. Prosjektet vil utføre design av løsning for virtualisering av komplett styringssys-
tem, inklusiv simulering av det styrte systemet, og foreta implementasjon av en demonstrator for et avgrenset 
system.  
6.5 Konfigurasjonsstyring / Asset management 
En måte å håndtere kompleksiteten til digitale transformatorstasjoner er å ha gode rutiner for konfigurasjons-
kontroll og styring av informasjonsverdier og fysiske komponenter (asset management). Dette gjør en i stand 
til å ha oversikt over hvilke enheter man har i stasjonen, hvilken programvareversjon de bruker, og hvilke 
oppdateringer er installert. Når nye sårbarheter blir kjent, vil man da umiddelbart vite hvilke enheter man 
trenger å oppdatere.  
6.6 Autentisering 
Mye utstyr leveres fortsatt med et velkjent standardpassord, eller uten passord i det hele tatt. Det er derfor 
viktig å umiddelbart sette nytt passord på alle komponenter som installeres, samt sørge for at passordene har 
tilstrekkelig kvalitet mhp. kompleksitet og lengde. Dette kan også inngå som en del av konfigurasjonssty-
ringen (se 6.5)  
 
Der det er mulig, bør man introdusere multifaktor autentisering slik at det ikke er nok å vite (gjette) passordet 
for å få tilgang. Aktuelle løsninger omfatter bl.a. passord+kodebrikke og passord+mobilapp. SMS regnes 
ikke lenger for en sikker andre faktor [37][38].   
7 Forebyggende tiltak og beredskap for cybersikkerhet i digital transformatorstasjon 
Forebygging av hendelser gjøres ved å implementere tiltak som står i forhold til trusselen. Generell kunn-
skapsoppbygging er viktig her, men dette omfattes ikke av denne rapporten. Imidlertid er det viktig å gjen-
nomføre risiko- og sårbarhetsanalyser som også tar høyde for informasjonssikkerhet (cyber security) for å 
kunne vurdere trusselen objektivt. Videre er det fundamentalt å innse at det ikke er mulig å beskytte et sys-
tem mot alle mulige cyber-trusler, og det er derfor avgjørende at man vet hvordan man håndterer cyber-
sikkerhetshendelser når de oppstår. Øvelser og opplæring av ansatte er viktig i denne sammenhengen, vi vil 
derfor skissere scenarioer og test-caser som kan brukes til dette formålet.  
7.1 Risiko‐ og sårbarhetsanalyser 
Tøndel et al. [13] gir et overordnet bilde av SINTEFs rapport som gir råd om gjennomføring av risikovurde-








det vil være et mindre fokus på personvern enn det vil være i forbruker-nære AMS-installasjoner, men den 
øvrige metodikken anses for å være relevant.  
 
Ved gjennomføring av en risikoanalyse for en konkret digital transformatorstasjon anbefaler vi følgende 
[13]: 
 Inkluder de riktige menneskene med den riktige kompetansen.  
 Sett av to halve dager framfor en hel, for å få tid til innhenting og bearbeiding av informasjon mel-
lom arbeidsmøtene  
 Benytt sjekklister eller andre, tidligere utførte, risikoanalyser for å komplettere diskusjonen i analy-
segruppa.  
 Bruk tid på å diskutere sannsynlighet og konsekvens. Ta tak i eventuelle uenigheter. Der man har 
uenighet i gruppa, vil man ofte ende opp med grundigere vurderinger.  
 Man kan gjerne leie inn ekstern fasilitator eller annen kompetanse som mangler. Det er imidlertid 
viktig at representanter for virksomheten selv er aktive i arbeidet. Det å delta i risikoanalyser gir en 
økt bevissthet om sikkerhet. Prosessen i seg selv kan ofte være vel så viktig som sluttrapporten.  
 Tekniske feil og angrep er viktige å vurdere, men informasjonssikkerhet er ikke kun et teknisk anlig-
gende. Mennesker og prosesser i organisasjonen er også viktige, og disse aspektene bør tas inn i ana-
lysen.  
 Vær klar på hva analysen dekker. Fokuser gjerne på mindre deler av systemet om gangen. Slik blir 
arbeidet mer overkommelig, og man får mulighet til å gå mer i dybden. Samtidig er det nyttig også å 
gjøre overordnede analyser for å få det store bildet, og øke forståelse for hvordan sikkerhet ett sted 
påvirker sikkerhet andre steder i systemet.  
7.2 Hendelseshåndtering 
Kulturforskjellene som eksisterer mellom ansatte med elkraft- eller prosess-bakgrunn og IT-folk er en utford-
ring når det gjelder håndtering av cyber-hendelser i denne bransjen [16][19]. Det er derfor viktig å være be-
visst på at det er nødvendig å kunne håndtere cyber-hendelser også i prosessnett, og man må sørge for å trene 
også på denne type hendelser (se avsnitt 7.3).   
 
Innen tradisjonell IT henviser man til standarder som ISO/IEC 27035 og retningslinjer som NIST SP 800-61, 
og vi har tidligere gjort forsøk på å lage tilpassede rutiner for prosessorienterte bransjer. Imidlertid har vi 
kommet til [20] at det i utgangspunktet ikke er noe i veien for å basere hendelseshåndtering i kraftbransjen 









 Figur 7-1: ISO/IEC 27035 Hendelseshåndteringssyklus 





5. Læring  
 
Alle fasene er like viktige, men de tre midterste oppleves kanskje som mest selvsagte; man må på ett eller 
annet vis oppdage at noe har skjedd, så må man vurdere situasjonen, og deretter iverksette tiltak. Imidlertid 
er det i planleggingsfasen at man kan legge grunnlaget for en vellykket håndtering når noe skjer, og dette er 
en fase som aldri avsluttes, men inngår som en del av virksomhetenes arbeid med kontinuerlig forbedring. I 
denne forbindelsen er læringsfasen også veldig viktig, ettersom det her er mulig å trekke lærdom fra erfaring-
ene med en konkret hendelse. For at dette skal være gjennomførbart, må planleggingen av fasene 2-4 også ta 
høyde for at informasjon som understøtter denne læringen kan samles inn under veis.  
7.3 Øvelser 
Kraftbransjen har lang tradisjon for gjennomføring av beredskapsøvelser, men det har inntil nylig ikke vært 
vanlig å inkludere cyber-aspektet i slike øvelser [16]. NVE har i sin rapport fra 2015 [18] dokumentert fire 
eksempler på IKT-relaterte (cyber) øvelses-scenarioer, men de første to er rene "kontor"-scenarioer, det tred-
je er muligens relevant (tyveri av sensitiv informasjon), og det siste er klart relevant (angrep på SCADA-
infrastruktur). Øvelser basert på det siste scenarioet ble studert av Bartnes, Moe og Heegaard [17], og de 
konkluderte med at flere slike scenarioer burde utarbeides for kraftbransjen. I fortsettelsen av dette kan vi 
framføre at det også burde utarbeides egne scenarioer spesielt for cyber-angrep på transformatorstasjoner, 
som en del av prosessen med kontinuerlig forbedring. KraftCERT tilbyr koordinering av trening og øvelser 
med flere aktører i bransjen. 
8 Oppsummering og anbefaling 
Denne rapporten har beskrevet hva vi oppfatter som definisjon av hva en digital transformatorstasjon er, og 
videre dokumentert hvilke cyber-trusler denne kan utsettes for. Vi har kommet med forslag til løsninger for 
cybersikkerhet, samt innspill om forebyggende tiltak og beredskap. Vi har dokumentert sikkerhetsrelevante 
aktiva i digitale transformatorstasjoner, og lansert et forslag for prioritering av aktiva som tar hensyn til både 









I det følgende gjentar vi stikkordsmessig anbefalinger til Statnett, fordelt på grunnleggende (basis) tiltak og 
ytterligere tiltak (utvidet sikkerhetsnivå). Til slutt kommer vi med forslag til videre arbeid.  
8.1 Grunnleggende sikkerhetsnivå (basisnivå) 
 
 Gjennomfør risikoanalyse med henblikk på cyberangrep for en representativ digital transformator-
stasjon 
 Øvelser og trening basert på NVEs scenarioer for IKT-hendelser 
 Monitorering av nettverkstrafikk med anomalideteksjon 
 Logging og logganalyse 
 Konfigurasjonskontroll på fysiske og logiske komponenter 
 Gode passord på alle komponenter 
8.2 Utvidet sikkerhet 
 
 Fullkryptering av all IEC 61850-trafikk i feltet (må veies mot ulempene kryptering medfører for mo-
nitorering) 
 Redundans av kritiske komponenter med failover 
 Anomalideteksjon på sensormålinger, med ekstra sensorer for validering 
 "Nødknapp" for enkel nettverks-segregering ved behov 
 Foreta risikoanalyser med henblikk på cyberangrep for hver enkelt transformatorstasjon.  
 Utarbeidelse av nye scenarioer for cyber-hendelser spesifikt for digitale transformatorstasjoner 
 Tofaktor autentisering mot alle komponenter 
 
8.3 Videre arbeid 
Klassifiseringene i avsnitt 3.1 bør kvalitetssikres av representanter for bransjen. Vi ser for oss at dette kunne 
løses praktisk i en workshop med bred deltagelse fra norsk kraftindustri. SINTEF bidrar gjerne til en slik 
workshop.  
 
Det er en rekke muligheter for sikkerhetsforskning i EUs forskningsprogram H2020, og det er viktig at norsk 
kraftbransje deltar på denne arenaen for å bidra til forsking som kan gi sikrere digitale transformatorstasjo-
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