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Numerical exploration of the limit ring problem
E. Barrabe´s, J.M. Cors and G.R. Hall
Abstract. The aim of this work is to provide an insight of an idealized model of
a planetary ring. The model is a limit case of the planar circular restricted 1+n
body problem, where an infinitesimal particle moves under the gravitational
influence of a large central body and n smaller bodies located on the vertices of
a regular n-gon. When considering n tending to infinity, a model depending
on one parameter is obtained. We study the main important structures of
the problem depending on this parameter (equilibria, Hill’s regions, linear
stability,...). We use Poincare´ maps, for different values of the parameter, in
order to predict the width of the ring and the richness of the dynamics that
occur is discussed. This work is a continuation of the work presented in [1].
Mathematics Subject Classification (2000). 70F15,70F45,70K42,70K43,37N05.
Keywords. Celestial Mechanics, N body problem, planetary rings.
1. Introduction
In the lovely book, “Periodic Solutions of the N-Body Problem” [6], Ken Meyer
shows the great power of exploiting the differences in relative masses and relative
distances between bodies in order to form interesting and useful limiting problems
in Celestial Mechanics. This paper is one more application of this idea.
The study of the dynamics of planetary rings dates back at least to Maxwell [5]
who showed, among other things, that the relative equilibrium formed by an n-gon
of small equal masses in orbit around a single large mass is spectrally stable (see
also Moeckel [8]). Meyer and Schmidt in [7] use also Maxwell’s model to study
braided rings. While this is an appealing caricature of a planetary ring, observed
rings are not so simple, containing numerous particles of various sizes. Adding
a swarm of infinitesimal particles orbiting in the vicinity of the n-gon makes a
slightly more realistic model. Since each of these particles is assumed to be tiny,
one may assume that they do not interact and hence study the restricted prob-
lem in which the motion of a test particle is determined by its attraction to the
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large central mass and the small masses of an orbiting n-gon. This is a restricted
(1 + n) + 1-body problem because of the relative sizes of the bodies.
This problem has been studied numerically for small n by Kalvouridis (see
the review article [4] and the references therein). Since there is no natural choice
for the number of bodies in the n-gon and observed rings are not observed to have
imbedded n-gons with (relatively) large ring bodies, it is reasonable to look at the
limit problem when n is taken very large and the mass of each of the n-gon bodies
is very small. We studied this limit in [1], and this paper is a continuation of that
study.
There are several possible limits, depending on the relative sizes of the cen-
tral mass and n-gon bodies, the relative distance between the n-gon bodies with
each other and the central mass and the angular velocity of the n-gon. The most
interesting limit keeps terms for attraction to the central mass and to the n-gon
and contains a parameter (∆0) which relates these sizes and distances. In [1], we
focused on relatively large values of ∆0 since those give stability of the n-gon rela-
tive equilibrium. In this paper, we study how the dynamics of the limit restricted
(1+n)+ 1-body problem evolves with the parameter ∆0, particularly the bifurca-
tions and dynamics of the equilibria, their stable and unstable manifolds and the
effect on the global dynamics.
Section 2 outlines the derivation of the equations of motion of the limit ring
problem. More details can be found in [1]. Section 3 discusses the existence and
stability of the equilibria of the system as the parameter ∆0 is varied. Analogies
to the restricted three-body problem, particularly the bifurcations in the number
and stability of the equilibria and in the ”Hill’s regions” are discussed.
Symmetries in the limit problem make it possible to set up natural surfaces of
section for the computation of Poincare´ return maps. Unfortunately, the nature of
the equations as infinite sums also immediately introduces a source of computation
error that can quickly accumulate when computing an orbit over a long time
interval. In Section 4 we consider techniques to control this error. The Poincare´
maps are studied for various ∆0 values in Section 5 for ∆0 values not considered
in [1] and the stable and unstable manifolds are computed numerically. As one
might expect, the stable and unstable manifolds give considerable insight into the
possible motions of the infinitesimal particle and the richness of the dynamics.
2. Equations of Motion
In this Section we summarize the results stated in [1], Section 2, where the limit
process and basic properties of the limit system were discussed.
We start considering an infinitesimal particle in rotating coordinates (x, y)
with angular velocity ω, moving under the influence of a large central body, called
the primary, and n smaller bodies, called peripherals or ring primaries, arranged
in a regular n–gon about the central body (see, for example, [3]). The primary is
located at the origin with mass m0, and the n peripherals have each one the same
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mass m. The equations of motion of the infinitesimal particle are
x¨− 2y˙ = x− Gω2
(
m0x
(x2+y2)3/2
+
k1∑
i=−k0
m(xi−x)
((xi−x)2+(yi−y)2)3/2
)
,
y¨ + 2x˙ = y − Gω2
(
m0y
(x2+y2)3/2
+
k1∑
i=−k0
m(yi−y)
((xi−x)2+(yi−y)2)3/2
)
,
(2.1)
where G is the gravitational constant and (xi, yi) denote the position of the Pi
ring primary for i = −k0 . . . k1, being k1 = [n/2] for all n ∈ N, and k0 = k1 if n is
odd or k0 = k1 − 1 if n is even (see Figure 1).
P0
P
-1
P1
1/ρ
1Pk1
P
-k0
Figure 1. The n-gon relative equilibrium configuration of radius
1/ρ around a large central body of mass m0, with the distance
between two consecutive peripherals equal to 1.
Since our goal is to create a model for the motion of infinitesimal particles
near a regular n–gon relative equilibrium for large n, we choose a limit process
that keeps the individual ring primaries distinct and keeps both the force from the
central planet and the ring primaries from disappearing.
Choosing the length scale so that the distance between two consecutive pe-
ripherals equals one, the radius of the n-gon becomes 1/ρ, ρ = 2 sin(pi/n), and
moving the origin to the position of P0 the equations of motion (2.1) become
x¨− 2y˙ = Fn,1(x, y),
y¨ + 2x˙ = Fn,2(x, y),
where the components of the field (Fn,1, Fn,2) are
Fn,1(x, y) = x+
1
ρ − 1∆
[
β(x+ 1ρ )
((x+ 1ρ )
2+y2)3/2
+
k1∑
i=−k0
x+ 1ρ−xi
((x+ 1ρ−xi)2+(y−yi)2)3/2
]
,
Fn,2(x, y) = y − 1∆
[
βy
((x+ 1ρ )
2+y2)3/2
+
k1∑
i=−k0
y−yi
((x+ 1ρ−xi)2+(y−yi)2)3/2
]
.
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The constant β = m0/m is the ratio between the mass of the planet and the mass
of one ring particle and ∆ = ω2/(Gm). The relative size of the quantities β, ∆
and ρ is important when n grows and are related by the equation
βρ3 +
k1∑
i=−k0,i6=0
2 sin3(pi/n)
| sin(ipi/n)| = ∆. (2.2)
We can now begin the process of finding the appropriate limit system. Since
the distance from the ring to the planet grows as n→∞, we must let β = m0/m
grow so that the force from the planet does not drop out of the limit problem.
The next lemma (see [1]) relates the number of ring primaries n to the size of the
planet through the parameter β and the radius 1/ρ of the ring.
Lemma 2.1. Assume β is such that βρ3 has a finite non–zero limit as n tends to
infinity and let ∆ be the quantity given by equation (2.2). Then, ∆ has the same
finite non–zero limit as βρ3.
Throughout the rest of this paper, we assume the hypothesis of Lemma 2.1
and we denote by
∆0 = lim
n→∞∆ = limn→∞βρ
3.
This means that for a large value of the number of ring primaries n,
m0
mR
≃ ∆0n2
where mR = nm is the total mass of the ring. We can interpret the physical
meaning of ∆0 in the following way: for a fixed big value of n, the bigger the ratio
between the mass of the planet and the mass of the ring, the bigger the value of
∆0. We will consider values of ∆0 ≥ 1, so we avoid the case of massive rings in
comparison with the central planet.
Next we want to let n tend to infinity in order to obtain the limit system. For
n→∞, the ring primaries form a very large circle as the radius of the n-gon grows
to infinity. Those ring primaries near the origin lie almost along the y axis and
they tend toward the points (0, k), k ∈ Z, as n increases (see Figure 2). However,
there are always ring primaries “on the other side” of the planet. These bodies
are getting so far away that their effect on the motion of the test particle near
the origin tends to zero. Our limit process exploits this subdivision of the ring
primaries, and it is explained in detail in [1].
The resulting system, which we call the “limit ring system”, LRP, is defined
by the equations
x¨− 2y˙ = 3x− 1
∆0
∞∑
k=−∞
x
(x2 + (y − k)2)3/2 ,
y¨ + 2x˙ = − 1
∆0
∞∑
k=−∞
y − k
(x2 + (y − k)2)3/2 .
(2.3)
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Figure 2. Location of the ring primaries as n grows. On the
right, a close look around the origin.
Notice that for any solution (x(t), y(t)) of the equations (2.3), replacing y(t)
by y(t) ± k for any integer k, yields another solution. Hence, any portion of any
solution can be translated by an appropriate integer so that −1/2 < y(t) ≤ 1/2.
Any solution which decreases across y = −1/2 can be studied by following the
translation of this solution “up” by one unit in y, and similarly for solutions
which increase through y = 1/2. Hence, it suffices to study solutions in the strip
{(x, y)| x ∈ R,−1/2 < y ≤ 1/2}. Topologically, we are creating a new phase space
by identifying points which differ by an integer translation in the y coordinate. We
can also think of this as identifying the lines y = −1/2 and y = 1/2, giving a phase
space of a cylinder for position coordinates. Since the reflection on the y axis also
leaves the vector field unchanged, it suffices to study the strip −1/2 < y ≤ 1/2
with x ≥ 0.
Also notice that the equations (2.3) has a first integral, called the Jacobi
constant given by
C∞ = 2U∞(x, y)− (x˙2 + y˙2), (2.4)
where
U∞(x, y) =
3
2
x2
+
1
∆0
 1
(x2 + y2)1/2
+
∞∑
k=−∞
k 6=0
(
1
(x2 + (y − k)2)1/2 −
1
|k|
) . (2.5)
Finally, we will write the LRP as a system of first differential equations
z˙ = F (z),
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where z = (x, y, u, v), being u = x˙ and v = y˙, and
F (z) =

u
v
2v + ∂xU∞
−2u+ ∂yU∞
 . (2.6)
3. Equilibrium points and Hill’s regions
The equilibrium points of LRP (2.3) are the solutions of the following algebraic
system
3x− 1
∆0
∞∑
k=−∞
x
(x2 + (y − k)2)3/2 = 0,
∞∑
k=−∞
(y − k)
(x2 + (y − k)2)3/2 = 0.
(3.1)
We will see that bifurcations in the number and type of equilibria occur as the
parameter ∆0 is increased. Recall that, due to the symmetry it suffices to study
the zeros of the above system in the strip −1/2 < y ≤ 1/2 and x ≥ 0. For each
equilibrium point at (x, y) with x > 0, there is another one located at (±x, y± k),
for all integer k.
3.1. Computation of the equilibrium points
The existence and the analysis of the equilibria is a straightforward computation.
Uniqueness is also straightforward computation, with the exception of the following
statement, that ensures that all the equilibrium points are either on the y = 0 axis,
or on the boundary of the strip |y| = 12 .
Lemma 3.1. Let x be any real number and y ∈ [−1/2, 1/2]. Then the equation
∞∑
k=−∞
y − k
(x2 + (y − k)2)3/2 = 0
is satisfied if and only if y = 0 or y = ± 12 .
Clearly, if y = 0 or y = ± 12 , the above equation is fulfilled. The uniqueness
of these solutions has been only verified numerically.
3.1.1. Equilibrium points on y = 0. The first equation in (3.1) can be written for
y = 0 as
∞∑
k=−∞
1
(x2 + k2)3/2
= 3∆0, (3.2)
since x = 0 is not an admissible solution. The next result states that the above
equation has only one solution for x > 0, and also gives some properties of it.
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Lemma 3.2. For each value of ∆0 there exists only one equilibrium point on y = 0
with x > 0, which we call L1, located at (x1, 0), where x1 is the only positive
solution of the equation (3.2). Furthermore, x1 satisfies the following properties:
1. x1 = O(∆−1/30 ) when ∆0 → +∞ ;
2. x1 = O(∆−1/20 ) when ∆0 → 0.
Proof. Let us denote by
f1(x) =
∞∑
k=−∞
1
(x2 + k2)3/2
=
1
x3
+ 2
∞∑
k=1
1
(x2 + k2)3/2
,
for x > 0. It is easy to see that the function f1(x) is positive and decreases strictly
on (0,∞). Moreover, limx→0+ f1(x) = +∞ and limx→+∞ f1(x) = 0. Then, using
the classic Theorems of Bolzano and Rolle, given any value ∆0, there exist one
and only one solution of f1(x) = 3∆0 for x > 0, denoted by x1.
The first property of the statement follows from the equation f1(x1) = 3∆0,
and lim∆0→+∞ x1 = 0, which ensures that lim∆0→+∞ x
3
1∆0 = 1/3.
The second property comes from lim∆0→0 x1 = +∞ and the inequalities∫ ∞
1
1
(x21 + t
2)3/2
dt ≤
∞∑
k=1
1
(x21 + k
2)3/2
≤
∫ ∞
0
1
(x21 + t
2)3/2
dt
or equivalently,
2
x21
(
1− 1√
1 + x21
)
≤ 3∆0 − 1
x31
≤ 2
x21
,
from which we obtain that lim∆0→0∆0x21 = 2/3. 
3.1.2. Equilibrium points on |y| = 1/2. It suffices to consider y = 1/2. Then, the
first equation of (3.1) becomes
3x− x
∆0
∞∑
k=−∞
1
(x2 + (1/2− k)2)3/2 = 0.
In this case x = 0 is an admissible solution, so we have an equilibrium point at
(0, 1/2) for all values of ∆0, that we call L2.
The next result states that, depending on the value of ∆0, there exist another
equilibrium point on y = 1/2 and x > 0.
Lemma 3.3. If ∆0 < 16S3/3, there exist an equilibrium point at (x3, 1/2), that we
call L3, where x3 > 0 is the only positive solution of
∞∑
k=1
1
(4x2 + (2k − 1)2)3/2 = 3
∆0
16
,
and S3 =
∑∞
k=0
1
(2k−1)3 .
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Proof. We denote by
f3(x) =
∞∑
k=1
1
(4x2 + (2k − 1)2)3/2 ,
for x ≥ 0, so the solutions of f3(x) = 3∆0/16 will be equilibrium points. Clearly,
the function f3(x) decreases on (0,∞) and has its maximum value at x = 0, which
is given by
f3(0) =
∞∑
k=0
1
(2k − 1)3 = S3.
Thus, using again the classic Theorems of Bolzano and Rolle, given any value
∆0, the equation f3(x) = 3∆0/16 has a unique positive solution if and only if
∆0 < 16S3/3. 
In conclusion, considering the strip x ≥ 0 and y ∈ (−1/2, 1/2], for all values of
∆0 there exist two equilibrium points: L1, at (x1, 0) and L2, at (0, 1/2). Moreover,
there is a bifurcation at ∆0 = ∆
∗
0 = 16S3/3 ≃ 5.6095946 where a new equilibrium
point, L3, appear from L2, existing for values ∆0 < ∆
∗
0. See Figure 3.
L1
L2 L3
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 0  100  200  300  400  500
x 1
∆0
Figure 3. Left: qualitative plot of the location of the equilibrium
points Li, i = 1, 2, 3 in the strip −1/2 < y ≤ 1/2 and x ≥ 0 and
their symmetrics with respect the axis. The points corresponding
to L3 only exist for values ∆0 ≤ 16S3/3. Right: Behaviour of the
x coordinate of L1 as a function of ∆0.
3.2. Linear stability of the equilibrium points
In this section we present the results about the linear stability of the equilibrium
points of the LRP. The differential of the vector field (2.6) at the equilibrium
points Li, i = 1, 2, 3, is given by the matrix
M =

0 0 1 0
0 0 0 1
A B 0 2
B C −2 0

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where
A = 3− 1
∆0
∞∑
k=−∞
(y − k)2 − 2x2
(x2 + (y − k)2)5/2 ,
B =
3
∆0
∞∑
k=−∞
x(y − k)
(x2 + (y − k)2)5/2 ,
C =
−1
∆0
∞∑
k=−∞
x2 − 2(y − k)2
(x2 + (y − k)2)5/2 .
As the LRP has a Hamiltonian formulation, the eigenvalues of M are ±λ1,
±λ2, where each λk satisfy the equation
λ4 − (A+ C − 4)λ2 + (AC −B2) = 0.
We have obtained the following results:
1. Equilibrium point L1: It can be shown that the eigenvalues of the matrix M
evaluated at L1 are the solutions of
λ2 = 1±√1−AC
where C = 6 − A for all values of ∆0. Numerically, we have seen that, for
all the values of ∆0 explored, the discriminant satisfies 1 − AC ≥ 1, which
implies that we have two real (±λ1) and two pure complex (±λ2) eigenvalues.
Furthermore, it can be proved that
lim
∆0→0
λ21 = 1 +
√
2, lim
∆0→0
λ22 = 0,
lim
∆0→∞
λ21 = 1 +
√
28, lim
∆0→∞
λ22 = 1−
√
28.
In conclusion, L1 is of type center×saddle.
2. Equilibrium point L2: In this case is easy to see that
A = 3− 16S3
∆0
, B = 0, C =
32S3
∆0
,
where S3 is defined in Lemma 3.3. Recall that at value ∆
∗
0 = 16S3/3 the
point L2 bifurcates and a new equilibrium point appear for smaller values of
∆0. We obtained three scenarios:
(a) For ∆0 < ∆
∗
0, two real and two complex eigenvalues are obtained. Thus,
L2 is of type center×saddle.
(b) For ∆0 = ∆
∗
0, the eigenvalues are λ = ±
√
2 and λ = 0 (double).
(c) For ∆0 > ∆
∗
0, the sign of the discriminant that appears when calculating
the eigenvalues is not constant, so again, we can find different scenarios
depending on ∆0. By careful calculation, one can prove the following:
(i) For ∆0 ∈ (∆∗0, 32S3/σ1), σ1 = (26 + 8
√
10)/9, there are four real
eigenvalues, so L2 is of type saddle × saddle.
(ii) For ∆0 ∈ (32S3/σ1, 32S3/σ2), σ2 = (26 − 8
√
10)/9, there are four
complex eigenvalues, so L2 is of type complex saddle.
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(iii) For ∆0 ≥ 32S3/σ2, there are four pure complex eigenvalues, so L2
is of type center×center.
In Figure4, left, some of these cases are shown for a certain range of values
of ∆0.
3. Equilibrium point L3: in this case we have explored the eigenvalues numeri-
cally, the results are plotted in Figure 4, right. We can see that there are two
intervals of values of ∆0, say (0, r1] and [r2,∆0∗), for which the L3 point is
of type saddle×saddle, while for ∆0 ∈ (r1, r2) it is a complex saddle.
-10
-5
 0
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 10
 0  1  2  3  4  5  6  7  8  9  10
∆
λ
-λ
iw
-iw
λ’ a+bi
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 0
 0.5
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 1.5
 0  1  2  3  4  5  6
∆
λ
λ’
a+bi
Figure 4. Eigenvalues of L2 (left) and L3 (right) for some values
of∆0. When the eigenvalues are complex, a+bi, both, the real and
the imaginary part are plotted.
3.3. Jacobi constant value at the equilibrium points
Let us denote by Ci = C∞(xi, yi, 0, 0), i = 1, 2 the value of the Jacobi con-
stant (2.4) at the equilibrium points L1 and L2. Next two Lemmas state the
behavior of Ci, i = 1, 2 as a function of ∆0.
Lemma 3.4. The value of C1 as a function of ∆0 satisfies
1. lim∆0→0 C1 = −∞,
2. lim∆0→+∞ C1 = 0,
3. C1 has exactly one maximum.
Proof. Using (2.4), the value of the Jacobi constant at L1 can be written as
C1 = 3x
2
1 +
2
∆0
(
1
x1
+ V∞(x1, 0)
)
.
From the proof of Lemma 3.2, we have that lim∆0→0∆0x21 = 2/3, and from (2.5)
V∞(x1, 0) = 2
∞∑
k=1
1√
x21 + k
2
− 1
k
≤ 2
∫ ∞
1
1√
x21 + t
2
− 1
t
dt = − ln
(
1 +
√
x21 + 1
2
)2
.
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Then
lim
∆0→0
C1 = lim
∆0→0
2
∆0
(
3x21∆0
2
+
1
x1
+ V∞(x1, 0)
)
= −∞,
which proves the first statement. Also, from the proof of Lemma 3.2, we have that
lim∆0→+∞∆0x31 = 1/3, and the second statement follows from the inequality
3x21 +
2
x1∆0
− 2x1
∆0
∞∑
k=1
1
k2
≤ C1 ≤ 3x21 +
2
x1∆0
.
Finally, it can be shown using the definition of x1 that
∂C1
∂∆0
=
−2
∆0
(
1
x1
+ V∞(x1, 0)
)
,
which implies that C1, as a function of ∆0, has only one critical point that must
be a maximum. 
The plot of C1 for certain values ∆0 > 1 is shown in Figure 5. The maximum
of the function C1 is reached for a value ∆0 < 1.
 0
 1
 2
 3
 4
 5
 6
 1  2  3  4  5  6  7  8  9  10
C ∞
∆0
Figure 5. Value of the Jacobi constant C∞ at the equilibrium
points L1 (C1 in red) and L2 (C2 in blue) as a function of ∆0.
For values of ∆0 > 2.78505, the equilibrium point L2 has a Jacobi
constant value less than that of L1.
Lemma 3.5. The function C12(∆0) = C1 − C2 satisfies:
1. lim∆0→0 C12 = −∞,
2. lim∆0→+∞ C12 = 0,
3. there exists only one value of ∆0 such that C12 = 0.
Proof. Using (2.4), the value of the Jacobi constant at L2 can be written as
C2 =
4
∆0
(
1 +
∞∑
k=1
1
k(4k2 − 1)
)
.
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The first two statements come from this expression and Lemma 3.4. Let s be
s = 1 +
∞∑
k=1
1
k(4k2 − 1) ,
so that C2 = 4s/∆0. Note that C12 has exactly one critical point, which is a
maximum, which implies that the function crosses the horizontal axis only one
time.
∂C12
∂∆0
=
−2
∆0
(
1
x1
+ V∞(x1, 0)
)
+
4s
∆20
= 0 ⇔ 2s
∆0
− V∞(x1, 0) = 1
x1
.
On one hand, using Lemma 3.2, we have that 1/x1 is an increasing function of ∆0,
going from 0 to +∞. On the other hand,
lim
∆0→0
2s
∆0
− V∞(x1, 0) = +∞, lim
∆0→+∞
2s
∆0
− V∞(x1, 0) = 0,
and V∞(x1, 0) is an increasing function. Thus, C12 only has one critical point,
which has to be a maximum. 
As the energy decreases, Lemma 3.5 implies that, for values of ∆0 less than
a certain value, the equilibrium point L2 appears before than L1, while for a
bigger values of ∆0, L1 appears before than L2, see Figure. 5, where C1 and C2 as
functions of ∆0 ∈ [1, 10] are shown. This fact has to be taken into account when
visualizing the zero velocity curves and the Hill’s regions.
3.4. Zero velocity curves
As in the restricted three–body problem the Jacobi constant given by (2.4) can be
used to restrict the possible locations of the infinitesimal body.
From (2.4), the regions of admissible motion in the configuration space must
have U∞ ≥ C∞/2. The zero velocity curves separate the (x, y) plane into regions
that are accessible and inaccessible for solutions with Jacobi constant equal to C∞,
which are given by
3x2 +
2
∆0
(
1
(x2 + y2)1/2
+ V∞(x, y)
)
= C∞. (3.3)
The zero velocity curves only exists for values of the Jacobi constant greater than
a certain level that depends on ∆0. Using that
V∞(x, y) ≥ V∞(x, 0) ≥ −x
∞∑
k=1
1
k2
,
(the last inequality has been used in the proof of Lemma 3.4) we have that the
right hand side of equation (3.3) has a lower boundary (which depends on ∆0).
Thus, as the Jacobi constant decreases, the regions of forbidden motion shrink and
finally disappear.
As we have seen before, there is a value for ∆0 such that, for greater values,
as the Jacobi constant decreases, the equilibrium point L1 appears before L2.
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Furthermore, for ∆0 > ∆
∗
0, the L3 point does not exist. Thus, the zero velocity
curves will look different depending on the values of ∆0.
For all the values of ∆0 and big values of C∞, the region of admissible motion
is essentially as
R ∪
∞⋃
k=−∞
Bk,
where Bk is a neighborhood of the k-th ring primary and R = {(x, y); |x| > M},
for a certain M . That is, the motion can only take place in any neighborhood of
a single body, or far away from them. As the Jacobi constant decreases, the Hill’s
region grows, the equilibrium points appear and finally, the regions of forbidden
motion disappear.
In the following plots, some zero velocity curves are shown for different values
of ∆0. For each energy level, the forbidden region is, with respect the x direction,
the region bounded by the zero velocity curves of that energy. Notice that these
regions are unbounded in the y direction.
The plots in Figure 6 are representative of the following situations:
• ∆0 = 2: for big values of C∞, the motion is only allowed around a single ring
primary or far from them. As C∞ decreases, the equilibrium point L2 appears,
and the allowed regions of the motion on either side of the peripherals connect.
Next, L1 appears, and as C∞ continues decreasing, L3 appears, after which
there is no forbidden region for the motion anymore.
• ∆0 = 4: As the Jacobi constant decreases, in this case the first equilibrium
point to appear is L1, then L2 and finally L3.
• ∆0 = 50: in this case the problem only has two equilibrium points, and as
the energy decreases, L1 appears before than L2.
4. Approximations and errors
In order to obtain accurate numerics of the LRP the main problem that must be
tackled is the fact that the infinite sum must be replaced by a finite one. The
easiest way to do so is using a truncated system, that is, replacing
∞∑
k=−∞
with
N∑
k=−N
,
into the equations, so only n = 2N+1 bodies are considered. In doing so, the error
created is of order O((∆0n)−1), but even with large values of N , the error grows
as time increases. Furthermore, the truncated problem is a poor approximation
when a solution approaches y = ±N .
A new difficulty arises when considering the cylinder {(x, y) | − 1/2 ≤ y <
1/2} with the lines y = 1/2 and y = −1/2 identified as a configuration space
of the LRP. Using the symmetries of the problem, any solution which cross one
of the two lines is connected via a jump to the other line, so the entire solution,
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C∞ = 4 C∞ = 2.5 C∞ = 2.38
C∞ = 2.5 C∞ = 1.6 C∞ = 1.38
C∞ = 1 C∞ = 0.3 C∞ = 0.15
Figure 6. Zero velocity curves (zvc) for ∆0 = 2 (top), ∆0 =
4 (medium) and ∆0 = 50 (bottom). The zones shaded in grey
correspond to the forbidden regions of the motion.
in configuration space, “lives” inside the strip between the two lines. Although
using the strip for the numerical computations allow us to avoid approaching the
lines y = ±N , when deleting the influence of the bodies located at |y| > N , the
symmetry is lost and an error is introduced at each jump. The solutions, in general,
perform multiple jumps, so the error is multiplied by the total number of jumps
performed.
One way to reduce the error when using an approximated problem for the
numerical integrations consists in replacing the terms corresponding to |k| > N
in the infinite sums of the vector field of equations (2.3) by the approximated
integrals. This choice reduce the error to order O(∆−10 n
−2).
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In the following subsections, we describe the approximations used and we
give an estimate of the errors involved in each one.
4.1. The linear approximation
The simplest approximation that can be done consist in removing all the influences
of the peripherals and keep only the first term of the equations (2.3), that is,
x¨− 2y˙ = 3x,
y¨ + 2x˙ = 0.
Writing the above equations as a system of first order with variables (x, y, u =
x˙, v = y˙), the solution with initial conditions (x0, y0, u0, v0) is given by
x(t) = −A cos t+B sin t− 2c1/3,
y(t) = 2A sin t+ 2B cos t+ c1t+ c2,
u(t) = A sin t+B cos t,
v(t) = 2A cos t− 2B sin t+ c1,
(4.1)
where A = 3x0 + 2v0, B = u0, c1 = −6x0 − 3v0, and c2 = y0 − 2u0. The linear
system has a “Jacobi constant” given by
C(x, y, u, v) = 3x2 − (u2 + v2).
Notice that the solutions are periodic in the x component, while the y com-
ponent essentially decreases or increases: c1 < 0 (or c1 > 0) for any initial con-
dition with x0 > 0 (respectively x0 < 0). That is, for x0 > 0, the orbits move
“downwards” (except for local loops) in configuration space, crossing the lines
y = ±1/2 − k, k ∈ N. These orbits are in general quasi-periodic orbits in the
cylinder {(x, y)| x ∈ R,−1/2 < y ≤ 1/2} (depending only on x0 they can be also
periodic), so all the solutions live inside invariant tori. Going back to the original
reference system for a finite value of the number of peripherals, the orbits turn
around the ring in clockwise sense without approaching it.
We can expect the same behavior for solutions of the LRP with initial big
values of the initial condition x0. As we show in [1] (for a specific value of ∆0 =
110), far from the peripherals, most of the invariant tori survive (see the plots
of Poincare´ sections in the Section 5), while close the ring primaries they are
destroyed and the dynamics becomes more chaotic.
It can be proven that the terms removed are of order O((∆0x)−1), so for big
values of x, the linear approximation is good enough, but as we get closer to the
ring primaries we need to improve the approximation in order to obtain reliable
numerics.
4.2. First approximation: truncated problem
Consider the LRP given by equations (2.3). The easiest thing to do (after the linear
approach) in order to give an approximation is to consider only a finite number of
terms of the potential U∞ given by (2.5). That is, fixed an odd number of bodies
n = 2N + 1, we write
U∞ = Un +Wn,
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where Un contains n terms corresponding to the bodies k = −N, . . . N ,
Un(x, y) =
3
2
x2 +
1
∆0
 1
(x2 + y2)1/2
+
N∑
k=−N
k 6=0
(
1
dk(x, y)
− 1|k|
) , (4.2)
dk(x, y) =
√
x2 + (y − k)2 is the distance between the infinitesimal particle and
the k-th ring primarie, and Wn is the remainder.
A first approximation of the LRP can be obtained by removing Wn from the
potential (and thus, the influence of the farthest ring primaries). Considering again
z = (x, y, u, v), we define the truncated LRP as the one given by the equations
z˙ = Fn(z), (4.3)
where Fn(z) is defined as F (z) in (2.6), replacing U∞ by Un. Clearly, the problem
has a first integral, that we also call “Jacobi constant” given by
Cn = 2Un(x, y) − (u2 + v2).
We consider the strip without a neighborhood of the origin
D = {(x, y) |x2 + y2 > δ, −1/2 < y ≤ 1/2},
for a fixed small δ > 0. Applying the Gronwall’s Lemma, the next Proposition can
be proven.
Proposition 4.1. Let z0 = (x0, y0, u0, v0) be an initial condition such that (x0, y0) ∈
D. Let z(t) and zn(t) be the solutions of the LRP (2.3) and the truncated LRP (4.3)
considering n bodies, respectively, such that z(0) = zn(0) = z0. Then, there exists
a constant K > 0 such that
||z(t)− zn(t)|| ≤ 4
√
2
(n− 2)∆0 te
Kt
for all t such that the projections of z(t) and zn(t) in the configuration space are
in D, and where K satisfies that
K ≤ 3 + 3
∆0
(
1
δ3
+ 16
∞∑
k=0
1
(2k − 1)3
)
.
While the orbits z(t) and zn(t) remain inside the strip, we have that both
solutions differ a quantity of order O = ((n∆0)−1). Each time the solution z(t)
performs a jump (from y = −1/2 to y = 1/2 or vice versa), when continuing the
integration with the truncated LRP we introduce an error of the same order. Thus,
we are approximating an orbit z(t) of the LRP by a sequence of pieces of solutions
of the truncated system. We have to take into account the total number of jumps
m that the orbit performs to stay inside the strip when considering the total error
at the final point, which is
O
(
m
n∆0
)
.
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4.3. Second approximation: extended truncated problem
In order to improve the error, we substitute the terms of the reminder, Wn, that
we eliminate in the first approximation by its continuous version. Thus, the terms∑
|k|>N
x
dk(x, y)3
,
∑
|k|>N
(y − k)
dk(x, y)3
are replaced into the equations of the LRP by∫ ∞
N
x
(x2 + (y − s)2)3/2 +
x
(x2 + (y + s)2)3/2
ds
=
1
x
(
2− N − y
dN (x, y)
− N + y
d−N (x, y)
)
,∫ ∞
N
y − s
(x2 + (y − s)2)3/2 +
y + s
(x2 + (y + s)2)3/2
ds
=
1
d−N (x, y)
− 1
dN (x, y)
.
We define the extended truncated LRP as the problem given by the equations
z˙ = F˜ (z) = Fn(z) +Gn(z), (4.4)
where Fn(z) is the same field of the truncated LRP (4.3) and
Gn(x, y) =
1
∆0

0
0
g1(x, y)
g2(x, y)
 ,
with
g1(x, y) =
{
1
x
(
N−y
dN (x,y)
+ N+yd−N (x,y) − 2
)
(x, y) ∈ D, x 6= 0,
0 (0, y) ∈ D,
g2(x, y) =
1
dN (x, y)
− 1
d−N (x, y)
.
The next Lemma ensures that the vector field F˜ (z) is well defined in the
domain D and gives the potential associated to the extended truncated problem.
Lemma 4.2. Let n = 2N + 1, F˜ (z) be the vector field of the extended truncated
LRP (4.4) and
U˜ = Un +Wn,
where Un(x, y) is given in (4.2) and Wn(x, y) is defined as
Wn(x, y) =

1
∆0
log
(
y −N + dN
y +N + d−N
)
+
1
∆0
log
(
4N2
x2
)
(x, y) ∈ D, x 6= 0,
1
∆0
log
(
N2
N2 − y2
)
(0, y) ∈ D.
Then,
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1. the function Wn(x, y) is at least C1 in D and ∇Wn = Gn. Furthermore, the
second order derivatives of Wn are bounded functions in D.
2. U˜(x, y) is the potential associated to the vector field F˜ (z) and
lim
n→∞ U˜(x, y) = U∞(x, y),
uniformly in any compact subset of D.
Proof. Using Taylor expansions we have that for y0 6= 0
lim
(x,y)→(0,y0)
Wn(x, y) =
1
∆0
lim
(x,y)→(0,y0)
log
N − y
N + y
x2
2(N − y)2
1 +O( x2(y−N)2 )
2 +O( x2(y+N)2 )

+ log
(
4N2
x2
)]
=
1
∆0
log
(
N2
N2 − y20
)
,
which ensures that Wn is continuous.
With respect the derivatives, it is straightforward to check that,
∂Wn
∂x
= g1(x, y) and
∂Wn
∂y
= g2(x, y),
and
lim
(x,y)→(0,y0)
g1(x, y) = lim
(x,y)→(0,y0)
1
x
(
x2
2(N − y)2 +
x2
2(N + y)2
+O
(
x4
N4
))
= lim
(x,y)→(0,y0)
x
2
(
1
(N − y)2 +
1
(N + y)2
+O
(
x4
N4
))
= 0,
so the first part of the statement is proven. Furthermore, it is also easy to see that
lim
N→∞
WN (x, y) = 0,
uniformly on each compact subset of D, which ends the proof. 
Again applying the Gronwall’s Lemma, we obtain the next Proposition.
Proposition 4.3. Let z0 = (x0, y0, u0, v0) be an initial condition such that (x0, y0) ∈
D. Let z(t) and z˜(t) be the solutions of the LRP (2.3) and the extended truncated
LRP (4.4), respectively, such that z(0) = z˜(0) = z0. Then,
||z(t)− z˜(t)|| ≤
√
32
∆0(n− 2)2 te
(K+c1)t
for all t such that the projections of z(t) and z˜(t) in configuration space are in D,
where K is the same as in Proposition 4.1 and c1 = O(1/∆0).
Therefore, the error involved using this second approximation of a solution
of the limit ring problem will be of order
O
(
m
∆0n2
)
,
being m the number of jumps from y = −1/2 to y = 1/2.
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Clearly the error involved using the extended truncated problem is much
better than the one using the truncated problem. Nevertheless, we have to be
careful when evaluating the vector field F˜ close to the x = 0 axis, due to the
definition of the function g1(x, y). But, close to x = 0, the dynamics is governed by
the influence of the ring primary located at the origin, so an infinitesimal particle
approaching the axis x = 0 is caught around the peripheral, or revolves around it
before leaving a neighborhood of the origin (the presence of the invariant manifolds
associated to the equilibrium points are the key to describing the dynamics close
and within the ring). In any case, the orbit stays within the strip {(x, y) | |y| < 1/2}
without making any “jump”. In this case (when the orbit goes close to the x = 0
axis), as there are no errors due to jumps, the approximation given by the truncated
problem is good enough.
Therefore, depending on the region where we want to follow the solutions
of the LRP, we will use the most suitable of the two approximations explained.
Whereas the integration is done far from the x = 0 axis, the approximation used is
the one given by the extended truncated problem. This is the case of the Poincare´
section plots showed in the next Section. If an integration crosses the x = 0 axis,
then, in a neighborhood of the axis the equations used are those of the truncated
problem, going back to the extended truncated problem as the orbit moves away
from the axis.
5. Numerical explorations
In this Section, we show some numerical explorations varying the value of the
parameter ∆0, in order to compare the similarities and the differences. The main
explorations done correspond to Poincare´ section maps. The orbits can display
two different types of behavior, depending on the distance to the ring primaries.
Near the peripherals, the dynamics are governed essentially by the stable/unstable
manifolds associated to the equilibria and Lyapunov periodic orbits, so they are
rather complicated. Far from the ring primaries, the system is well approximated
by the linear approximation, so most of the invariant tori persist. The boundary
between these regions is formed by the KAM circles closest to the ring primaries
and we are particularly interested in approximating the location of the “innermost”
invariant tori that separates the “regular” from the chaotic region. Its distance to
the origin can be considered as the “width” of the ring around the peripherals.
Of course, it depends not only on the value of the parameter ∆0 but also on the
Jacobi constant, C∞. We will show that the width is bigger as the value of ∆0 and
C∞ are lower.
Furthermore, we will show that for any value of ∆0 the presence of the invari-
ant manifolds associated to the Lyapunov orbits around the equilibrium point L1
allows the existence of heteroclinic connections, as well as transit and non transit
orbits connecting neighborhoods of different ring primaries.
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The values of ∆0 chosen have been 50, 110 and 550. We have not considered
smaller values of it in order to keep the errors reasonably bounded, so the smallest
one considered is 50. ∆0 = 110 is close to the first value of ∆0 for which the finite
1+n ring problem is stable. The bigger value considered 550 is chosen so that the
equilibrium point L2 has a different linear stability than in the case of ∆0 = 110.
For each one of these values, we have considered two fixed values of the Jacobi
constant C∞ = Ca, Cb. The first one, Ca is always close to and small than the
value of the Jacobi constant at L1, C1. That means that the region of motion is
connected by a bottleneck around the location of L1, so motion from away the ring
primaries toward them is possible (see Figure 6, plots in the middle). The second
value considered, Cb correspond to a value of the Jacobi constant such that the
zero velocity curve does not exists, and the entire plane (x, y) is accessible for the
motion.
In Table 1, we show, for each chosen values of ∆0, the x coordinate of L1,
the value of the Jacobi constant at L1 and L2 and the two values of the Jacobi
constant Ca and Cb chosen to perform the Poincare´ sections.
∆0 x1 C1 C2 Ca, Cb
50 0.1891780102 0.3171239628 0.1109035489 0.30, 0.11
110 0.1450526459 0.1880134572 0.0504107040 0.18, 0.05
550 0.0846670623 0.0644233205 0.0100821408 0.064, 0.010
Table 1. For each value of ∆0 in the first column, the table
includes the x coordinate of L1, the value of the Jacobi constant
C∞ at the equilibrium points L1 and L2, and the values of C∞
chosen to show the Poincare´ sections. The data is computed using
the truncated problem with 600001 bodies.
5.1. Poincare´ section maps
We have computed some Poincare´ section maps in order to plot them and to show
how the invariant tori that persists far from the ring primaries, are destroyed as
we move close to the origin. These plots show a region in the configuration space
where there is a transition between regular motion (trapped inside invariant tori,
which occurs far from the ring) and chaotic motion (the orbits escape towards the
ring).
In order to perform the integrations, we have used the extended truncated
problem. We follow the Poincare´ iterates while the orbit does not approach the
x = 0 axis. If an orbit approaches the ring primaries before the total number of
Poincare´ sections are performed, the integration is stopped.
We have seen that the error accumulated using one of the approximated
problems depends not only on the number of bodies n considered, but on the
number of jumps from y = −1/2 to y = 1/2 performed during the integration.
We would like to have an idea of how big this error can be, for example, when
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considering a certain number p of iterates of a Poincare´ map. For solutions that do
not approach the ring, we know that their behavior is quite regular and similar to
the solutions of the linear problem, so the number of crossings performed between
two consecutive iterates of the Poincare´ map can be considered the same as the
linear approximate solution. In that case, the number of crossings between two
consecutive iterates can be calculated and is almost constant, mp. Then, the total
number of crossings with |y| = 1/2 that an orbit can perform is approximately
mpp, and the error involved in the approximation will be of order
O
(
mpp
∆0n2
)
.
Fixed a value of the Jacobi constant C0, we consider the Poincare´ section
given by
Σ0 = {(x, y, u, v)|C(x, y, u, v) = C0, u = 0, u′ < 0},
where C(x, y, u, v) is the Jacobi constant first integral of the problem, and the
Poincare´ return map
P0 : Σ0 −→ Σ0
(x0, y0) −→ (x1, y1),
so, mp is the number of crossings with |y| = 1/2 between (x0, y0) and (x1, y1).
In order to have an idea of how big mp can be, we use the linear approxima-
tion. We consider initial conditions z0 = (x0, y0, 0, v0), such that 3x0+2v0 < 0 (so
z0 ∈ Σ0). As we only consider x0 > 0 (due to the symmetry of the problem with
respect the y axis), this implies that the initial velocity v0 must be negative, so
from the Jacobi first integral
v0 = −
√
3x20 − C0.
For the linear problem, the Poincare´ return map correspond to follow the flow
2pi units of time. Thus, from (4.1), we have that the Poincare´ map for the linear
problem writes
x1 = x0,
y1 = y0 − 6pi
(
2x0 −
√
3x0 − C0
)
.
Using the explicit expression of the Poincare´ map we have that
mp ≤ |y1 − y0| ≤ mp + 1,
where
|y1 − y0| = 6pi
(
2x0 −
√
3x0 − C0
)
.
It is worth noticing that the bigger the value of x0, the bigger the number of
crossings mp. In fact, for a fixed value of the Jacobi constant, the bigger the value
of the initial x0, the bigger the initial velocity, so the orbits move faster downwards.
For fixed values of n, ∆0 and a precision ε, from the expression of the total
error performed we can obtain an upper bound for the number of Poincare´ iterates
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starting at initial condition x0 that are admissible in order to maintain the desired
precision:
mp ≤ εn
2∆0
p
.
But mp grows as x0 increases, so if we want to keep mp bounded, x0 must be
bounded also. In Table 2 the maximum value x0 that can be considered in order to
maintain a given error when using the extended truncated LRP is given. For bigger
values of x0, the number of jumps between two consecutive Poincare´ iterates is too
big, but we are interested in exploring the “intermediate” regions where the linear
approximation is not good enough and the invariant tori begin to be destroyed.
ε = 10−5 ε = 10−6
∆0 = 50 p Ca = 0.3 Cb = 0.11 Ca = 0.3 Cb = 0.11
n = 104
1000 10.0654453882 10.0858125942 0.6995765109 1.0770327047
2000 5.0841447773 5.1246442623 – 0.5828269169
n = 2× 104 1000 39.7881570949 39.7933022513 4.0784539108 4.1291041046
2000 19.9809592409 19.9912077393 2.0166392031 2.1219426530
∆0 = 110 p Ca = 0.18 Cb = 0.05 Ca = 0.18 Cb = 0.05
n = 104
1000 21.96822264515 21.9745989793 2.2910087738 2.3529868317
2000 11.0700008654 11.08266021250 0.9887043516 1.1405677369
n = 2× 104 1000 87.3120060428 87.3136101393 8.8877918278 8.9035645839
2000 43.7516768719 43.7548781407 4.5107804676 4.5419408091
∆0 = 550 p Ca = 0.064 Cb = 0.01 Ca = 0.064 Cb = 0.01
n = 104
1000 109.0926539563 109.0931872369 11.0812983964 11.0865491294
2000 54.6443769135 54.6454415654 5.5312927602 5.5418163587
n = 2× 104 1000 435.7790114107 435.7791449117 43.7545334129 43.7558630450
2000 217.9882642360 217.9885311170 21.9739124887 21.9765601263
Table 2. Maximum number of jumps mp and x0 admissible to
perform a Poincare´ section iteration for different values of n and
∆0 for a maximum error of 10
−5 and 10−6
Next, we show some of the Poincare´ map plots for different values of ∆0 and
C∞ (see Table 1). As we have said, orbits of the Poincare´ map display two very
different types of behavior depending on the distance to the ring primaries: far
of them, the orbits are well approximated by the solutions of the linear system,
so the motion is “quite” regular, whereas near the primaries, the dynamics are
strongly affected by the presence of the stable/unstable manifolds associated to
the equilibria and Lyapunov periodic orbits. The boundary between these regions
is formed by the KAM circles closest to the ring primaries. We are interested
in the last KAM circle separating the “regular” from the more chaotic region,
what we call the innermost invariant curve of the Poincare´ map. We can plot the
Poincare´ map iterates in the configuration space, so the innermost will be the
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closest invariant curve that intersects |y| = 1/2 and its distance (in configuration
space) to the origin will give an approximate idea of the width of the ring: the
region where the motion is more unpredictable and chaotic, and we can find orbits
which cross into the region near the ring primaries.
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Figure 7. 1000 Poincare´ iterates corresponding to some points in
a grid of initial points (x0, y0) ∈ [2.0, 3.3]×[−0.5, 0.5] for ∆0 = 550
and C = Ca (top) and C = Cb (bottom) given in Table 1.
Clearly, the location of the innermost will depend on ∆0 and on the value
of the Jacobi constant. The bigger the value of ∆0 and C∞, the closer to the
origin the innermost will be. This can be seen in Figures 7, 8, and 9 where 1000
iterates for each initial initial conditions of a grid for the Poincare´ map P are
plotted. The initial conditions have been taken equally spaced in a fixed region in
the configuration space. In each of the plots, we show the Poincare´ section map
for the two values Ca, Cb shown in Table 1. First, we notice that the bigger the
value of ∆0, the smaller the distance from the innermost to the origin (compare
the range of values of x0 shown in each plot). As we have expected, the width of
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the ring will be bigger for smaller values of ∆0. Second, the bigger the value of
the Jacobi constant, the smaller the bottleneck around the equilibrium point L1,
so the innermost invariant curve is closer to the origin. This is more difficult to
see for bigger values of ∆0 (compare Figures 7 and 9), as the linear approximation
gives a good approximation for smaller values of x0.
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Figure 8. 1000 Poincare´ iterates corresponding to some points
in a grid of initial points (x0, y0) ∈ [4.62, 5.00] × [−0.5, 0.5] for
∆0 = 110 and C = Ca (top) and C = Cb (bottom) given in
Table 1.
The approximate location of the innermost can be done as follows: fixed
a value of the Jacobi constant, consider the initial condition (x0, 0, 0, v0), and
compute a certain number of Poincare´ iterates. If they belong to an invariant curve,
then it will be possible to compute its rotation number (following the procedure
explained in [9], for example). Varying x0 (decreasingly), the “last” invariant curve
should be detected. It is beyond our scope to compute it with a higher precision,
so we have just detected, for each ∆0 and CJ , which is, approximately, the value
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Figure 9. 1000 Poincare´ iterates corresponding to some points
in a grid of initial points (x0, y0) ∈ [5.00, 6.00] × [−0.5, 0.5] for
∆0 = 50 and C = Ca (top) and C = Cb (bottom) given in Table 1.
of x0 corresponding to the invariant curve. These approximate values are given in
Table 3. As we have expected, the value of x0 decreases as ∆0 or CJ increases.
∆0 CJ = Ca CJ = Cb
50 5.55 5.97
110 4.38 4.69
550 2.70 2.81
Table 3. For each value of ∆0 in the first column, the approx-
imate value of the x0 coordinate of the initial condition of the
innermost invariant curve is given, for each value of the Jacobi
constant Ca and Cb of Table 1.
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5.2. Dynamics around the ring primaries
Near the ring primaries, the existence of the stable/unstable manifolds associated
to the equilibria and the Lyapunov periodic orbits play a key role in the dynamics.
As we have seen, the equilibrium point L1 is of type center × saddle for all the val-
ues of the parameter ∆0. Thus, a family of periodic orbits (the so called Lyapunov
orbits) is born from it, as the Jacobi constant decreases, and the orbits inherit
the hyperbolicity (at least, for values of the Jacobi constant close to the value
at L1). For each Lyapunov periodic orbit we can follow the unstable and stable
branches of the invariant manifolds. For each invariant manifold, one branch goes
towards the right hand side (from the Lyapunov orbit point of view), whereas the
other branch goes towards the ring primary. In Figure 10, left, the two branches
of the unstable manifold Wu associated to a Lyapunov periodic orbit are plotted
in the configuration space, up to a certain section. The two branches of the stable
manifold W s are symmetric with respect to the horizontal axis to the branches of
Wu in the configuration space.
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Figure 10. For ∆0 = 110: Left, branches ofW
u of the Lyapunov
orbit of C∞ ≈ 0.180066622 (the black line correspond to the or-
bit) up to a certain section. Right, for the same value of C∞,
heteroclinic connection between two Lyapunov orbits.
Following the successive intersections of the right branch of Wu and W s
with y = −1/2, many heteroclinic connections between the periodic orbit and
its translates in the y direction can be found. Hence, orbits on the branch of the
unstable manifold moving away from the ring particles, can visit the neighborhood
of the translates of these ring particles, see Figure 10 right, were a heteroclinic
connection between two different Lyapunov periodic orbits is plotted. This happens
for different values of the Jacobi constant (the heteroclinic connections belong to
families of orbits), and for the different values of ∆0 explored. In all the cases, we
can see that the orbits of the invariant manifolds expand up to the location of the
innermost invariant curve that separates the regular from the chaotic region. Also,
for those values of ∆0 for which the equilibrium point L2 is hyperbolic, the closure
Numerical exploration of the limit ring problem 27
of its 2-dimensional invariant manifold contains the first KAM invariant circle, as
we expect (see [1]).
With respect the left branches of the invariant manifolds, following them it is
possible to obtain heteroclinic connections with the Lyapunov orbits on the x < 0
half plane. A rigorous study using symbolic dynamics would allow one to show the
existence of orbits with prescribed itineraries, visiting the different ring primaries
(see for example [2]) in the case of the planar restricted three-body problem).
Therefore, we can say that around the ring primaries and until the innermost
invariant curve, the dynamics is very rich principally due to the presence of the
invariant manifolds of the Lyapunov orbits around L1, independently from the
value of ∆0. The only qualitative difference that can be observed, as we observed
in the Poincare´ section maps, is the location of this last KAM invariant tori, or
equivalently, the width of the chaotic region around the ring primaries that we can
consider as the “ring”.
6. Conclusions
The numerical and analytical analysis presented above for the Limiting Ring Prob-
lem (LRP) indicate that it contains a diversity of different dynamical behavior.
Like many Celestial Mechanics problems, the LRP provides fertile ground for test-
ing different analytical and numerical procedures. It is clear that there is a great
deal more structure and dynamics present, including periodic orbits and symbolic
dynamics, that could be described. These might be dynamically interesting orbits
that ”tour” the ring in interesting ways.
As noted, the LRP is just a cartoon model of an actual ring. It is interesting
that the dynamics alone provides a way to describe a natural boundary to a swarm
of infinitesimal particles forming a diffuse ring engulfing an n-gon of particles,
distinguishing those whose orbits are dominated by the n-gon from those away
from the ring. That this width is very much less than that observed for thin
planetary rings (see [1]), is another indication of importance of external shepherds
and resonances in the maintenance of these rings.
One can imagine that the observation and study of the orbits of individual
ring particles within the swarm debris making up observed planetary rings is not
that far off. The actual orbits of these bodies will surely be at least as complicated
and at least as interesting as the dynamics of the LRP.
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