For stress management and well-being, there are many approaches that require heightened awareness of different bodily motions. Based on psychological studies of physiological response to music, LIVeMotion integrates a range of multimedia technologies, exploring several different sensor measurements to monitor external and internal "motions". Sensor data analysis and feature detections are mapped to visualisation and sonification feedback to enhance awareness of one's consciousness of bodily movement. With a brief background on the relationship between stress, music, physiology, and related literature, this paper discusses design considerations and development. Using several specific Use Cases, the paper demonstrates different application scenarios with the proposed system. Visualisation. Sonification. Mindfulness. Physiology. Multi-sensory. 
INTRODUCTION
The relationship between one's self and their environment, appraised by the individual in a taxing or resource excessive manner, negatively affecting one's wellbeing, encompasses the broad rubric of physiological stress (Lazarus & Folkman 1984) . In the modern work environment, rates of stress and depression have increased over the past two decades, with 3-40% of workers having been affected by stress in their occupation (Melchior et al. 2007) . Stress and depression affects all aspects of life, ranging from workplace productivity to leisurely practices. In the UK, anxiety and depression have increased by 24% since 2009 and 70 million days were lost to work related stress, costing the nation's economy £70-£100 billion. Unfortunately, 75% of those diagnosed with stress and depression have received no treatment at all (Davies 2014), suggesting that informal methods for coping with these conditions are crucial for improving personal and societal well-being. Many different informal stress coping practices exist, including relaxation, exercises, Yoga, Tai Chi and various forms of meditation.
Research into the practice of one form of meditation, mindfulness, is suggestive of somatic and psychogenic pain reduction (Kabat-Zinn 1982) . This could be a solution to improving health and well-being and in turn, increasing Gross Domestic Product (GDP). Alternative treatments such as, long duration retreats and training to cope with stress, have also been found to relieve stress (Peterson & Pbert 1992 , Muraven & Baumeister 2000 , Kabat-Zinn 1982 . These findings demonstrate the importance of overall de-stressing using meditative practices, as well as a having brief break from the workplace. However, it should be noted that long-term workplace absences may not always be feasible and will therefore not suit the larger population.
Recent studies have displayed some of the benefits of short-term meditation practices within maintained work environment scenarios (Tang et al. 2007 , Ding et al. 2015 , Tang et al. 2015 . However, the level of skill required in order to experience the benefits of meditation in times of need without supervision or training can be a challenge for many.
Music often accompanies meditative practice and for some individuals can be more effective in relieving stress. However, although many choose to include music in mindfulness meditation, the role of music in meditation remains unspecified (KabatZinn et al. 1998) . Music can both elicit and convey emotion to the listener (Lundqvist et al. 2008) . Consequently, this facilitates the quantitative measurement of arousal levels in response to musical stimuli. Indeed, humans have been found to display physiological responses to musical stimuli (Khalfa et al. 2002 , Bartlett 1996 , Lee et al. 2005 . Since arousal positively correlates with stress and is a physiological phenomenon, stress levels can be monitored using a variety of physiological methods. In addition, the use of physiological measures can promote research investigating the effects of manipulated external stimuli on stress. research by Donnarumma (2012) highlights the musical applications of human physiological data, wherein data obtained from a performer directly impacted a set of sonification criteria.
For the purposes of this investigation, psychological stress is defined as a state of emotional strain which results in feelings of exhaustion and a loss of vigour. Stress often arises from an individual feeling that they lack control during challenging situations and can do little to overcome the difficulties they face. The impetus of stress can be noticed through a host of physiological systems, including the circulatory, respiratory and nervous system (Selye 2013 , Lazarus 2006 ). This paper is inspired by meditation techniques that aim to reduce stress by increasing self-regulation, mindfulness and an awareness of somatic actions (Kabat-Zinn 1982) . This research posits an interactive, self-regulated musical experience in an audiovisual (AV) room installation, with visualisation and sonification mappings where the sound and visuals are feedback to the user based on their physical and physiological responses. This helps to bring awareness of a user's bodily actions, both consciously and subconsciously, including breathing, heart rate (HR), muscle tension and others, in alignment with their current physiological state.
RELATED RESEARCH

Physiological Stress Monitoring
Affective Health (SICS 2015) , is a biofeedback system designed to monitor arousal levels using Electrocardiogram (ECG) electrodes and an accelerometer. The system intends to increase user self-awareness by encouraging individuals to engage in personal reflection in a user scrapbook whilst undergoing physiological monitoring. Using a mobile application, Sanches et al. (2010) studied stress management with physiological sensors accompanied with self-reflective journaling. Key considerations included the level of intrusion on the user, the app's graphical design, and measurements of everyday scenarios for the analysis of long-term stress responses.
Skin conductance was measured at the wrist and HR from the forearm. Sanches et al. (2010) reported an increase in HR and Galvanic Skin Response (GSR) in conjunction with raised arousal states. For evaluation, subjective arousal levels were stated by each user to provide a more detailed personal reflection upon changes in physiological state. To compensate for cardiovascular fluctuations caused by physical activity, a pedometer was applied to detect nonstress related changes. Bernardi et al. (2000) discusses the impact of music on stress by using a range of physiological monitoring devices in various contexts. It was reported that background music increased HR and blood pressure (BP) when tempo increased, regardless of music genre. In contrast, a pause in the music significantly reduced BP despite no change being observed in HR and ventilation. Vidyarthi et al. (2012) conducted research investigating the influence of non-visual, psychological mindfulness on stress levels. This was achieved by measuring chest contractions to produce a soundscape. Participants manipulated their breathing to induce alterations in a soundscape. This involved a chest strap measuring chest excursion, which altered musical modality through specific implemented design. Sonic Cradle's breathing mappings are listed in Table 1 . 
Meditative Stress Reduction
Visuals and Stress Levels
Jacobs & Suess (1975) proposed an experiment in which 40 undergraduates were presented with a changing illuminated screen displaying four colours (red, blue, green and yellow). Anxiety state was assessed via the State Trait Anxiety Inventory (American Psychological Association 2015).
Results revealed that the red and yellow illuminations elicited comparatively high anxiety scores than the blue and green illuminations. These findings align with Lewinski (1938) , who found that changing the illumination in a room of his students caused them to describe red and yellow as "most unpleasant" and blue and green as "most pleasant". Physiological investigations into colour have found correlations between colour hue and arousal levels. Wilson (1966) reported that red was more arousing than green when GSR was used as the arousal variable. This is adopted for this project to feature colour changes in order to vary arousal levels.
Vidyarthi's et al 's. (2012) Sonic Cradle discussed the problems with an immersive environment that was too relaxing, which could be detrimental to mindfulness. In conjunction with the associations of light and sound proposed by Marks (1974) , this project adapts the idea to map lower pitched sounds with reduced visual brightness and colours of low arousal levels.
DESIGN & DEVELOPMENT
The main requirements of this system are to: monitor the physiological status of participants; analyse the data to understand their arousal state and generate feedback that encourages the participant to become more aware of their bodily actions.
To achieve these requirements, physiological sensors were utilised and integrated into the system. There were many options, but for this prototype we focused on portable and lightweight sensors to minimise discomfort and distraction. In order to support a flexible range of input sensors, our design features a modular system architecture. The architecture can: host and process a multiplestream of sensor data received from the user; analyse the data; and map the features and patterns detected into AV feedback with visualisation and sonification.
Use Cases
For the paper, we discuss three Use Cases to make use of the system.
Graceful Motion
Inspired by a Zen sandbox (AAD 2013), this Use Case is designed to promote fluid gestural movements to ensure the user maintains mindfulness throughout their body.
Figure 1: An example of Graceful Motion's visualisation
A module that makes use of motion related sensors including Kinect, MMG, IMU and EMG, monitors the gracefulness of user movement and determines the size of a visualised sphere, see Figure 1 . This sphere is to be kept within a certain set of bounds, which equates to the amount of recommended motion as detected by the sensors. This allows the participant to dynamically understand their bodily status and to gain a heightened sense of awareness.
Breathing
This Use Case allows individuals to become aware of their respiration from monitored chest contractions. Within this case, we observe user breathing rates and depth to encourage the user to control their breathing in a way that promotes calmness and relaxation.
To achieve this, a subset of the physiology related sensors are used, including GSR, ECG and the stretch sensor. From the sensor data, the system extracts breathing characteristics, HR and skin conductance changes. The system then maps these characteristics to sonifications such as, tempo and equalisation filter changes. This offers insight into the extent to which regulated breathing can be easily monitored. This is motivated by Sanches et al. (2010) "We learnt that rather than trying to diagnose stress, it is better to mirror shortterm stress reactions back to them".
Creative Performance Environment
To demonstrate the flexibility of our multi-sensory environment and for artistic multimedia performances, we apply the system to an AV, interactive performance. The system can be configured to make use of different mapping strategies and appropriate feedback for sensor control of an artistic performance, similar to the concept of trans-domain mappings for "Music via Motion" (Ng 2002 , Ng 2004 , Leonard, James & Ng 2011 , Ng 2011 ).
Feature Extraction
A set of different feature detections and pattern analysis algorithms are integrated for detecting peaks and segmenting different parts of a repeating pattern in the sensor data. For the sensors that present periodic waveforms, repeated pattern and shape tracking are used for segmentation, and peak detection and frequency analysis are ultilised to understand the data and variations over time. From the signals that feature periodic intervals, such as the ECG and chest contraction, peak-topeak intervals and variance can be calculated (Mahmoodabadi et al. 2005 ) and analysed to extract further implications and understanding of the bodily motions (Bretherton et al. 2015) .
The sensors utilised within this system can be split into two broad categories: gesture and physiological data sensors. The gesture related sensors comprise of Kinect, MMG, EMG and IMU combinations. These are analysed and compared to allow us to monitor the movements of users and to provide a means for the user to be aware of their motion. This concept is applied to our Graceful Motion Use Case, which encourages the user to be aware of their motion and move with fluidity.
In addition to measuring motion associated features such as fluid movements versus erratic motion, the Kinect and IMU setup is used to analyse the relationship between changes in skeletal joint movement, orientation and direction, and acceleration changes over time.
The second category of the sensors focused on physiological data, such as the ECG, GSR and stretch sensors. These are used to monitor the user's physiology in order to detect changes in arousal levels. This is explored through our 'Breathing' Use Case.
System Overview
The outcome of this project is an interactive AV system that can be used to monitor different motions of a user in order to enhance awareness of their physiology. The design of the overall system is illustrated in Figure 2 .
Figure 2: Overall System Architecture of LIVeMotion
To capture the analogue sensor data, the system requires an analogue to digital converter. A survey of possible hardware was carried out to compare the performances and features of a range of microcontrollers, including other Arduino platforms, the Tiva Launchpad, Raspberry Pi and mBED. The Arduino Due was chosen because it has more than a sufficient number of inputs for this project and can be further extended in line with our architectural design and multiple input systems.
LIVeMotion Sensors
At the time of writing, seven sensors have been integrated: an ECG, EMG, MMG, IMU, GSR sensor, Kinect and stretch sensor. Due to the modular structure, more sensors can be added, altered or removed from the system. This allows for increased scalability and the addition of emerging sensors to enhance the system. The GSR sensor measures the conductance of the skin in siemens. This sensor is utilised by connecting two finger straps to the index and middle fingers to monitor conductance levels. GSR displays clear changes in reaction-units that align heightened arousal levels to increased skin conductance readings (Zimny & Weidenfeller 1963 , Sahoo & Sethi 2015 , Villarejo et al. 2012 The ECG sensor measures the polarisation and depolarisation of the heart through voltage vectors. The sensor is implemented by connecting threelead electrodes to the torso and is used to monitor: changes in the presented waveform, R-R intervals and heart rate variability (HRV). HR and HRV are appropriate measurements for stress levels, which provide useful feedback to the user, increasing selfawareness.
The stretch sensor measures the change of resistance through a viscoelastic chord, which is implemented in a chest strap. The sensor detects chest contractions, which in turn encourages the monitoring of breathing rates.
An IMU measures three-dimensional acceleration, rotation and the direction a magnetic field is facing in space (Florentino-Liaño et al. 2012 , Kobayashi et al. 2011 . For this project, an IMU is implemented in a strap connected to the right wrist and used to monitor the gracefulness of motion using the acceleration and orientation of a user's movements.
The Kinect is an infrared camera, which observes objects in three-dimensional space. A Kinect is used to track joint orientation and rotation, and individual limb movement in space. This contributes to the analysis of body posture and monitors the fluidity of user gestures.
The data detected by the EMG is made up of a series of electrical impulses sent by the brain which cause muscle contractions (Donnarumma 2012 , Donnarumma, Caramiaux & Tanaka 2013 . The EMG is connected using three-lead electrodes on the forearm to monitor graceful motion and wrist movements.
The MMG monitors the sound produced by oscillations present in the muscle tissue when it extends and contracts (Donnarumma 2012 , Donnarumma, Caramiaux & Tanaka 2013 . MMG data analysis includes the speed of variance, which also contributes towards the measurement of graceful motion. This is to be worn on the forearm.
The Arduino Due is used to read analogue voltages from each sensor for serial data transfer. This maintains desirable processing power and allows larger CPU processing to be conducted by a workstation. A modular application set has been developed in Objective-C to provide access to multiple threads and to allow for dynamic sensor addition. The software modules include a translation app, which read incoming serial and audio information from the sensors and microcontroller. The translator then converts the data for broadcasting via the OSC protocol to the data processing apps for feature extraction.
Interactions are also made between other applications, such as Max/MSP and Processing via OSC.
Audio-Visual Mappings and Parameters
The sonification and visualisation feedback from LIVeMotion represent a physiological or gestural, fused counterpart. The data measured and features detected are used to map and influence the feedback based on a set of mappings.
An EMG signal for amplitude detection was used as a source of note velocity control in Knapp & Lusted's (1990) Sonic Cradle proposed an association between reverberation room size and the changes in chest expansion (Vidyarthi & Riecke 2014) . We adopt this mapping through the 'Breathing' Use Case, by mapping reverb to chest expansion and contraction. This allows the user to be more aware of their breathing patterns.
The 'Breathing' Use Case also features HR and GSR feedback. Studies have used a correlation between HR and music tempo as a basis for musical mappings (McCaig & Fels 2002) . This relationship is applied to LIVeMotion by proportionally mapping user HR multiplied by a configurable scaling factor to the rate of audio playback. This one-to-one mapping is presented to the user making them aware of their changing physiological status.
The physiological relaxing effect of music is particularly noticeable when slower rhythms are presented to a subject (Le Groux & Verschure 2009) . From these observations, we have implemented a slow tremolo effect mapped to skin conductance levels. This slow manipulation of the sonifications correlates well to the long wavelengths presented in relaxed skin conductance readings. 
CONCLUSIONS
In this paper we have presented an interactive system designed to heighten the user's awareness of their bodily changes and motion to achieve a greater level of mindfulness. Through the use and analysis of multiple sensors, the system found interesting correlations and exploits relationships between various sensory modules. With the understanding of these correlations, further feedback and mapping strategies are being added to provide more effective monitoring and support.
We aim to validate the system by using a combination of quantitative and qualitative methodologies. Alongside systematic testing of each involved component, the prototype will be used by a sample of invited participants to test their responses to the three Use Cases, detailed in section 3.2.
The invited evaluation users will be divided into two groups: a control group and a full-system group. The control group will be connected to the physiological sensors for monitoring only (with no multimedia feedback). The group will be asked to attempt to reach a state of awareness without any system feedback. The other group will be exposed to the full system and receive feedback. Each participant will be monitored over three sessions, and will be required to complete a questionnaire concerning their experiences with the system. The physiological and questionnaire data will be compared between the two groups. It is hoped that the comparisons from the implemented Use Cases and participant feedback will promote greater understanding of ways of promoting mindfulness and reducing stress.
Due to the modular nature of this architecture, future progression could easily allow for more sensors and user modules to be added or removed from the system. The modularity of the system also permits us to change the possible applications with relative ease. Other conceivable applications include: enhanced gaming environments which sense player's arousal levels and change the game accordingly; artistic installations which visually and sonically paint the ever-evolving human physiology; and performance scenarios which have been explored to some extent within our Use Cases. 
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