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あらまし 漸近一致性をもつベイジアンネットワークの構造学習は NP 困難である．これまで動的計画法や




習法として知られている．しかし RAI アルゴリズムは，CI テストに仮説検定法または条件付き相互情報量を用
いている．前者の精度は帰無仮説が正しい確率を表す p 値とユーザが設定する有意水準に依存する．p 値はデー
タ数の増加により小さい値を取り，誤って帰無仮説を棄却してしまう問題が知られている．一方で，後者の精度
はしきい値の設定に強く影響する．したがって，漸近的に真の構造を学習できる保証がない．本論文では，漸近
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Mutual Information: CMI）が CIテストに用いられ






















既に Bayesian Dirichlet equivalence uniform




















今，{X1, . . . , XN} を N 個の離散確率変数集合 X
とし，各変数 Xi は ri 個の状態集合 {1, . . . , ri} から
一つの値を取るとする．ここで，変数 Xi が値 k を取
るとき，Xi = k と書く．このとき，ベイジアンネッ
トワークの構造 g において，各変数 Xi の親変数集合
を Πi としたときの同時確率分布 p(X1, . . . , XN | g)
は以下のように表現できる．
p(X1, . . . , XN | g) =
N∏
i=1
p(Xi | Πi, g) (1)
ベイジアンネットワークを統計的に扱うためには，
式 (1)のモデルを母数化する必要がある．式 (1)では，
条件付き確率 p(Xi | Πi, g)がデータより推定したい対
象であるのでパラメータとして扱う．
今，θijk を，Xi の親変数集合 Πi が j 番目のパター
ンを取るとき（Πi = j と書く）Xi = k となる条件
付き確率 p(Xi = k | Πi = j, g) を示すパラメータと
する．ベイジアンネットワークの構造学習では，そ
の推定値として，頑健で予測精度が高い期待事後確
率推定値 (Expected a Posteriori: EAP) が最も良く
用いられる．変数集合 X に対する n 個のデータを






ここで，nijk は Xi の親変数集合 Πi が j 番目の
パターンを取ったときの Xi = k となる頻度を表
し，nij は nij =
∑ri
k=1 nijk を表す．データ数 n は
n =
∑qi
j=1 nij，(i = 1, . . . , N) となる．ここで，qi
は Xi の親変数集合 Πi の取りうるパターン数を表す．
また，αijk はディレクレ事前分布のパラメータを表
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辺ゆう度スコアを最大化する構造を探索すればよい．
ここで，条件付き確率パラメータ集合 Θ = {θijk}，



































ここで，α = {αijk}，(i = 1, . . . , N, j = 1, . . . , qi,







αijk = αp(Xi = k,Πi = j | gh) (5)




定した確率 p(Xi = k,Πi = j | gh)に基づいて，ESS




Bayesian Dirichlet equivalence uniform（BDeu）と
呼ばれる．BDeuは，


































（ 2） (1) で生成された完全無向グラフに対し条件
付き独立性検定（Conditional Independence test: CI
テスト）により辺を削除する．





リズムでは χ2 検定，G2 検定，条件付き相互情報量










χ2 検定，G2 検定または CMIが用いられる．前者で
は一般に 2ノード間が独立であることを帰無仮説と定
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者では，求まる CMI値からしきい値により独立性を
判定する．
3. 1 χ2 検定を用いた CIテスト
χ2 検定を用いた CI テストでは，χ2 統計量と自由
度 df の χ2 分布から p 値を求め，その値が有意水準
より小さいとき，帰無仮説を棄却し 2ノード間の辺を
残す．
今，2 ノード X，Y の共通の親ノード集合 Z が z
番目のパターンを取るとき（以後，Z = z と書く），2
ノードが X = x，Y = y となる条件付き頻度を nxyz
とし，Z = z を所与として X = xとなる条件付き頻
度を nxz，Z = z を所与として Y = y となる条件付





















となる．ここで，rZ は Zに含まれるノード Z の状態
値の数を表す．

















と定義される．G2 統計量は χ2 統計量と同様，自由度
(8)の χ2 分布に漸近的に従う．
3. 3 CMIを用いた CIテスト
CMI を用いた CI テストは，以下の式 (10) の条件
付き相互情報量 CMI(X,Y | Z) が，しきい値より小
さい場合に，2ノード X，Y が独立と判定する．








p(x, y, z) log
p(x, y | z)
p(x | z)p(y | z)
ここで，P (x, y, z)は X = x，Y = y，Z = z となる
同時確率，p(x, y | z)は Z = z を所与として X = x,
Y = yとなる条件付き確率，p(x | z)は Z = z を所与
としてX = xとなる条件付き確率，p(y | z)は Z = z
を所与として Y = y となる条件付き確率を表す．
3. 4 CIテストの問題点

















3. 4. 1 Type I errorの検証
実際に 2 ノード間が真に独立である構造を用いて，




設定し，データ数を n = 10，50，100，500，1,000，
5,000，10,000，20,000と増やし，有意水準を 0.05と
定めた χ2 検定，G2 検定を用いて CIテストを行う．
表 1 に各データ数における 100回あたりの Type I
error の発生率と p 値の平均を示す．表中の “χ2” の
行は有意水準を 0.05と定めた χ2 検定を，“G2”の行
は有意水準を 0.05 と定めた G2 検定を表す．表より，
χ2，G2 ともにデータ数を大きくしたときに Type I
errorの発生率が 0.05を超える場合があり不安定な振
る舞いをしていることが分かる．χ2 検定では，データ
数の増加とともに必ずしも Type I error が減少して
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表 1 各検定の Type I error の発生率
Table 1 The percentage of Type I error each CI test.
条件付き確率パラメータ（0.8） データ数 10 50 100 500 1,000 5,000 10,000 20,000
χ2
Type I error の発生率 0.16 0.0 0.0 0.03 0.08 0.07 0.03 0.05
p 値平均 0.0000 0.5623 0.5712 0.0361 0.0268 0.0232 0.0273 0.0207
G2
Type I error の発生率 0.17 0.05 0.02 0.03 0.08 0.06 0.03 0.05
p 値平均 0.0012 0.0383 0.0218 0.0325 0.0260 0.0192 0.0262 0.0214
条件付き確率パラメータ（0.7） データ数 10 50 100 500 1,000 5,000 10,000 20,000
χ2
Type I error の発生率 0.08 0.08 0.07 0.07 0.05 0.02 0.04 0.08
p 値平均 0.0082 0.0198 0.0288 0.0197 0.0252 0.0359 0.0245 0.0264
G2
Type I error の発生率 0.14 0.11 0.08 0.07 0.05 0.03 0.04 0.08
p 値平均 0.0210 0.0180 0.0300 0.0194 0.0256 0.0410 0.0244 0.0265
条件付き確率パラメータ（0.6） データ数 10 50 100 500 1,000 5,000 10,000 20,000
χ2
Type I error の発生率 0.02 0.06 0.04 0.14 0.03 0.07 0.05 0.04
p 値平均 0.0157 0.0252 0.0334 0.0276 0.0141 0.0321 0.0188 0.0230
G2
Type I error の発生率 0.08 0.06 0.04 0.14 0.03 0.06 0.05 0.04
p 値平均 0.0317 0.0251 0.0334 0.0275 0.0141 0.0293 0.0188 0.0230














辺ゆう度の比による Bayes factorを用いた CIテスト
を提案した．例として，X と Y 間について各ノード
の共通の親ノード集合を Zとしたときの従属なモデル
を g1，独立なモデルを g2 とし，それぞれ図 1，2 に
示す．このときの Bayes factorを BF(X,Y | Z)とす
ると，式 (4)を用いて，
BF(X,Y | Z) = p(D | g1,α)
p(D | g2,α) (11)
で表される．Steck らでは，これに対数を取った
log BF(X,Y | Z)を求める．
log BF(X,Y | Z) = log p(D | g1,α)
p(D | g2,α) (12)
ただし Steck らでは，p(D | g1,α)，p(D | g2,α) に
式 (6)を用いる．
Steckら [17]では，式 (12)の対数 Bayes factorが
図 1 従属モデル g1
Fig. 1 dependent model g1.
図 2 独立モデル g2
Fig. 2 independent model g2.
0 以上か否かで図 1，2 のどちらの構造を選択するか






（ 1） 真の構造が Zを所与としてX と Y が条件付
き独立でないとき，log BF(X,Y | Z) > 0．
（ 2） 真の構造が Zを所与としてX と Y が条件付
き独立のとき，log BF(X,Y | Z) < 0．
［証明］
（ 1） 真の構造が図 1 の g1 のとき，定理 [2.1] よ
り，n → ∞ のとき，p(D | g1, α) > p(D | g2, α) な
ので，log BF(X,Y | Z) > 0．g1 における X → Y
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れている [19]．更に BDeu はゆう度等価であるので
p(D | g1, α) = p(D | g3, α)が成り立ち，定理 [2.1]よ
り，n→∞のとき，p(D | g3, α) > p(D | g2, α)なの
で，log BF(X,Y | Z) > 0．
（ 2） 真の構造が Zを所与としてX と Y が条件付
き独立のとき，定理 [2.1]より，n→∞のとき，p(D |










ち，χ2 検定，G2 検定では漸近一致性をもたず Type I
errorが有意水準に収束することを前提としているが，


















今，グラフを g = (V,E) と表し，V, E はそれ
ぞれ g に含まれるノード集合，辺集合を表す．こ
こで g は有向辺と無向辺を併せ持つとする．また，
Adj(X, g)はグラフ g におけるノード X の隣接ノー
ド集合を表し，Ch(X, g)はグラフ g におけるノード
X の子ノード集合を表す．このとき，Pap(X, g) は
Adj(X, g) \Ch(X, g)を表し，Pa(X, g)はグラフ g
に存在するノード X の親ノード集合を表す．また，
Pa(X,g)はグラフ集合 gにおいて ∪g∈gPa(X, g)を
表す．ここで，gの部分構造 g′ = (V′,E′)が存在する
とき，RAIアルゴリズムのグラフ分割では，以下に定
義される外生因果及び自律的部分構造に分割を行う．
［定義 4.1］ Y が g′ = (V′,E′)の外生因果 ⇔ ∀Y ∈
V \V′, ∀X ∈ V′, Y ∈ Adj(X, g)⇒ Y ∈ Pa(X, g)
［定義 4.2］ g′ が自律的部分構造 ⇔ ∀X ∈ V′,





X ⊥ Y | Zは Z を所与として X と Y が条件付き独
立であることを表し，V[i] はノード集合 V の i番目
の要素を表す．g[i]はグラフ集合 gの i番目の要素を
表す．関数 RAI の概略は次のとおりである．入力グ
ラフを gs = (Vs,Es) とし，（1）各次数の CI テスト






Vc を取り出す．ここでは，Vc の要素が Es の無向辺
集合 EU の要素を用いてVp のいずれかの要素に到達
可能 [25]な場合，その要素をVc から削除する．また，
EU の要素のうち，Vc の要素を頂点にもつ辺集合を
Ec とし，Vc と Ec で構成されるグラフを自律的部分







から到達可能な gs のノード集合と V の和集合を Ve
とする．次に Es において，Ve の要素を頂点にもつ
辺集合を Ee とする．Ve と Ee で構成されるグラフを
グラフ集合 ge に追加し，gs から (Ve,Ee) を取り除
く．（36行目から 43行目）．（5）各部分グラフで再帰的
759
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Algorithm 1 The RAI algorithm
1: function Main(guc,D)
guc = (Vuc,Euc): 完全無向グラフ
D: データ
2: return RAI (0, guc, φ, guc, D)
3: end function
4: function RAI(Nz , gs, gex, gall, D)
Nz : CI テストの次数
gs = (Vs,Es): 入力グラフ
gex: 分割されたグラフの集合
gall = (Vall,Eall): CI テストと方向付けによって得られる出力グラフ




8: for gex = (Vex,Eex) ∈ gex do
9: for X ∈ Vs, Y ∈ Vex do
10: for Z ⊂ Pap(X, gs) ∪ Pa(X, gex) \ {Y } do
11: if |Z| = Nz かつ X ⊥ Y | Z then





17: for X ∈ Vs, Y ∈ Vs do
18: for Z ⊂ Pap(X, gs) ∪ Pa(X, gex) \ {Y } do
19: if |Z| = Nz かつ X ⊥ Y | Z then




24: オリエンテーションルールを用いて Eall，Es を方向づけ
// gs から自律的部分構造を分離
25: EU ← Es の無向辺集合
26: Vc ← Vs の子ノードをもたないノード集合
27: Vp ← Vs \Vc
28: for k = 1 to |Vc| do
29: if Vc[k] が EU の要素を用いて Vp のいずれかの要素に到達可能
then
30: Vc ← Vc \Vc[k]
31: end if
32: end for
33: Ec ← {e ∈ EU | e ∩Vc = {}}  e の端点が一方でも Vc に含ま
れる
34: Es ← Es \ Ec
35: Vs ← Vs \Vc
//gs から外生因果を分離
36: ge ← φ
37: for V ∈ Vs do
38: Ve ← {V } ∪ (V から到達可能な gs のノード集合)
39: Ee ← {e ∈ Es | e ∩Ve = {}}  e の端点が一方でも Ve に含
まれる
40: ge ← ge ∪ {(Ve,Ee)}
41: Vs ← Vs \Ve
42: Es ← Es \ Ee
43: end for
// 再帰的に関数 RAI を呼び出す
44: for i = 1 to |ge| do
45: gall ← RAI(Nz + 1, ge[i], gex, gall, D)
46: end for
47: gex ← gex ∪ ge


















5. 評 価 実 験
本章では，Bayes factorを用いた CIテストの有意
性を示すために数種類の条件で実験を行う．具体的に
は，BDeu に基づく Bayes factor（ESS = 1.0，5.0，
10.0，20.0），G2 検定（有意水準 0.05）（以後 G2 と
書く），χ2 検定（有意水準 0.05）（以後 χ2 と書く），








本節では，図 3 に示す 5変数で構成される DAGに














（ 3） 手順（2）を 30回繰り返す．
本実験の Structural Hamming Distance（SHD）
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表 2 計 算 環 境
Table 2 Computational environment.
RAI アルゴリズム
CPU 12-Cores Intel XEON
System Memory 128GB
OS MacOS X 10.11.6
ソフトウェア MATLAB
IP
CPU 12-Cores Intel XEON
System Memory 128GB
OS MacOS X 10.11.6
ソフトウェア Gobnilp(C)
図 3 5 変数の DAG
Fig. 3 5 variables DAG.
図 4 偏りが非常に強い分布
Fig. 4 Strongly skewed Distribution.
図 5 偏りが強い分布
Fig. 5 Skewed Distribution.
図 6 偏りが弱い分布
Fig. 6 Uniform Distribution.
SHD の結果より，データ数の増加に伴い，Bayes
factor，IP は共に SHD が 0.0 に収束し，最も高い
学習精度を示した．また Skewed Distribution，Uni-
form Distribution と条件付き確率パラメータが一様
分布に近づくと，IP がまず 0.0 に収束し，次に ESS
を 5.0，10.0，20.0に設定した Bayes factorが 0.0に






ないデータ数では三つの条件ともに Bayes factor に
比べて高い精度を示した．特に Skewed Distribution
ではいったん SHD が 0.0 となる場合があった．しか
し，データ数の増加により，再び SHDが上昇してい
ることが分かる．3. 4. 1 で示したとおり，G2 検定，






データ数では ESSを 20.0と定めた Bayes factorが最
も小さい値を示した．また Uniform Distribution で
は，Bayes factorを用いた手法の中で ESSを 20.0と
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表 3 5 変数の実験結果
Table 3 The experiment results for 5 variables networks.
SHD
Strongly Skewed Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
100 2.8(1.32) 2.3(1.42) 3.6(1.43) 4.7(1.06) 2.4(1.08) 2.1(1.10) 5.3(1.77) 2.7(1.89)
200 1.9(0.74) 1.3(1.42) 2.1(1.52) 3.4(1.78) 1.1(0.88) 0.9(1.29) 4.4(1.58) 1.1(1.52)
500 0.8(1.32) 0.3(0.95) 0.4(0.97) 0.8(1.48) 0.4(0.97) 0.4(0.97) 2.3(1.64) 0.0(0.00)
1,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.3(0.68) 0.0(0.00) 0.1(0.32) 0.2(0.42) 0.0(0.00)
2,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.4(0.97) 0.4(0.97) 0.4(0.97) 0.1(0.32) 0.0(0.00)
5,000 0.0(0.00) 0.4(1.26) 0.2(0.63) 0.3(0.68) 0.1(0.32) 0.1(0.32) 0.0(0.00) 0.0(0.00)
10,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 1.2(1.55) 1.2(1.55) 0.0(0.00) 0.0(0.00)
Skewed Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
100 4.6(0.70) 2.9(1.52) 3.5(1.65) 3.6(1.43) 3.1(1.52) 3.2(1.52) 6.7(0.95) 2.4(0.84)
200 3.5(1.65) 2.5(1.18) 2.6(1.17) 1.9(1.60) 2.5(1.18) 2.3(1.18) 4.4(2.32) 2.1(1.66)
500 2.0(1.33) 1.6(1.27) 1.5(1.65) 1.0(1.63) 1.2(1.62) 1.1(1.62) 1.8(1.40) 0.0(0.00)
1,000 1.8(1.40) 0.6(1.27) 0.3(0.95) 0.3(0.95) 0.0(0.00) 0.0(0.00) 0.4(0.97) 0.0(0.00)
2,000 0.6(1.27) 0.5(1.08) 0.5(1.08) 0.5(1.08) 0.8(1.32) 0.7(1.32) 0.5(1.08) 0.0(0.00)
5,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.9(1.45) 0.9(1.45) 0.0(0.00) 0.0(0.00)
10,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.1(0.32) 0.4(0.32) 0.0(0.00) 0.0(0.00)
Uniform Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
100 4.8(0.63) 4.7(0.82) 4.8(0.63) 4.7(0.68) 4.9(0.57) 4.9(0.50) 6.2(0.79) 2.6(0.84)
200 4.7(0.68) 4.6(0.97) 4.4(1.08) 4.7(0.95) 4.7(1.16) 4.7(1.16) 5.9(0.88) 2.1(0.32)
500 4.8(0.42) 4.5(0.71) 4.6(0.70) 4.4(0.70) 4.5(0.71) 4.5(0.71) 5.1(1.20) 2.0(1.63)
1,000 4.4(0.52) 3.6(1.58) 3.4(1.51) 3.1(1.52) 3.1(1.60) 3.1(1.60) 4.1(0.88) 0.3(0.95)
2,000 2.8(1.14) 2.5(1.18) 2.0(1.33) 1.9(1.37) 1.3(1.16) 1.3(1.16) 3.2(0.79) 0.3(0.95)
5,000 1.0(1.33) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.3(0.95) 0.3(0.95) 3.6(0.52) 0.0(0.00)
10,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.4(0.97) 0.4(0.97) 3.7(0.68) 0.0(0.00)
Missing Edge
Strongly Skewed Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
100 0.8(0.63) 0.4(0.52) 0.4(0.52) 0.2(0.42) 0.5(0.53) 0.5(0.53) 0.0(0.00) 0.5(0.53)
200 0.4(0.70) 0.1(0.32) 0.1(0.32) 0.1(0.32) 0.3(0.68) 0.1(0.32) 0.1(0.32) 0.1(0.32)
500 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
1,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
2,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
5,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
10,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
Skewed Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
100 1.8(0.63) 0.7(0.68) 0.8(1.03) 0.3(0.48) 0.6(0.70) 0.7(0.68) 0.0(0.00) 0.8(0.42)
200 1.0(0.67) 0.4(0.52) 0.3(0.48) 0.3(0.48) 0.3(0.48) 0.3(0.48) 0.0(0.00) 0.3(0.48)
500 0.2(0.63) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
1,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
2,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
5,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
10,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
Uniform Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
100 2.4(0.70) 1.6(0.52) 1.5(0.53) 1.3(0.68) 1.7(0.48) 1.7(0.48) 0.1(0.32) 1.7(0.48)
200 1.7(0.68) 1.5(0.53) 1.3(0.68) 1.0(0.67) 1.2(0.63) 1.2(0.63) 0.3(0.48) 1.2(0.42)
500 1.1(0.32) 0.7(0.48) 0.3(0.48) 0.2(0.42) 0.1(0.32) 0.1(0.32) 0.1(0.32) 0.4(0.52)
1,000 0.8(0.42) 0.1(0.32) 0.1(0.32) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
2,000 0.1(0.32) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
5,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
10,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
Extra Edge
Strongly Skewed Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
100 0.2(0.42) 0.2(0.42) 1.0(0.94) 1.8(0.63) 0.1(0.32) 0.0(0.00) 3.5(0.70) 0.7(0.68)
200 0.0(0.00) 0.3(0.48) 0.5(0.53) 0.8(0.42) 0.3(0.48) 0.3(0.48) 2.6(0.97) 0.2(0.42)
500 0.0(0.00) 0.0(0.00) 0.1(0.32) 0.2(0.42) 0.1(0.32) 0.1(0.32) 1.5(0.85) 0.0(0.00)
1,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.1(0.32) 0.0(0.00) 0.1(0.32) 0.2(0.42) 0.0(0.00)
2,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.2(0.42) 0.2(0.42) 0.2(0.42) 0.1(0.32) 0.0(0.00)
5,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.1(0.32) 0.1(0.32) 0.1(0.32) 0.0(0.00) 0.0(0.00)
10,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.4(0.52) 0.4(0.52) 0.0(0.00) 0.0(0.00)
Skewed Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
100 0.2(0.42) 0.2(0.42) 0.2(0.42) 0.3(0.48) 0.2(0.48) 0.1(0.32) 3.4(1.08) 0.0(0.00)
200 0.1(0.32) 0.1(0.32) 0.2(0.42) 0.1(0.32) 0.1(0.32) 0.0(0.00) 2.1(0.99) 0.0(0.00)
500 0.0(0.00) 0.0(0.00) 0.1(0.32) 0.1(0.32) 0.1(0.32) 0.2(0.42) 1.2(0.92) 0.0(0.00)
1,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.2(0.42) 0.0(0.00)
2,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.3(0.48) 0.2(0.42) 0.0(0.00) 0.0(0.00)
5,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.2(0.42) 0.2(0.42) 0.0(0.00) 0.0(0.00)
10,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.1(0.32) 0.1(0.32) 0.0(0.00) 0.0(0.00)
Uniform Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
100 0.1(0.32) 0.2(0.42) 0.4(0.52) 0.3(0.68) 0.3(0.48) 0.3(0.48) 2.3(0.82) 0.2(0.42)
200 0.2(0.42) 0.3(0.48) 0.3(0.48) 0.4(0.52) 0.4(0.52) 0.4(0.52) 1.3(0.68) 0.1(0.32)
500 0.0(0.00) 0.0(0.00) 0.1(0.32) 0.1(0.32) 0.1(0.32) 0.1(0.32) 0.8(0.79) 0.0(0.00)
1,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.1(0.32) 0.1(0.32) 0.1(0.32) 0.0(0.00)
2,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.2(0.42) 0.2(0.42) 0.0(0.00) 0.0(0.00)
5,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
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表 4 5 変数の計算時間 (s)
Table 4 The results of computational time (s) for 5 variables networks.
Strongly Skewed Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
100 0.0474 0.0528 0.0659 0.0878 0.0478 0.0471 0.0784 0.0092
200 0.0558 0.0515 0.0585 0.0763 0.0435 0.0468 0.0670 0.0095
500 0.0582 0.0575 0.0569 0.0594 0.0515 0.0469 0.0555 0.0103
1,000 0.0629 0.0582 0.0569 0.0616 0.0535 0.0572 0.0482 0.0109
2,000 0.0635 0.0609 0.0604 0.0626 0.0516 0.0501 0.0536 0.0151
5,000 0.0777 0.0679 0.0690 0.0710 0.0606 0.0608 0.0530 0.0229
10,000 0.0882 0.0792 0.0803 0.0814 0.0654 0.0640 0.0641 0.0378
Skewed Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
100 0.0362 0.0395 0.0452 0.0523 0.0335 0.0335 0.0792 0.0105
200 0.0404 0.0429 0.0465 0.0521 0.0386 0.0403 0.0551 0.0108
500 0.0609 0.0507 0.0548 0.0574 0.0455 0.0472 0.0577 0.0111
1,000 0.0614 0.0574 0.0580 0.0580 0.0564 0.0475 0.0520 0.0127
2,000 0.0642 0.0592 0.0626 0.0622 0.0544 0.0550 0.0497 0.0164
5,000 0.0755 0.0636 0.0686 0.0681 0.0637 0.0540 0.0562 0.0238
10,000 0.0846 0.0783 0.0782 0.0797 0.0644 0.0654 0.0618 0.0375
Uniform Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
100 0.0244 0.0262 0.0287 0.0348 0.0265 0.0248 0.0554 0.0110
200 0.0273 0.0329 0.0352 0.0387 0.0313 0.0293 0.0409 0.0110
500 0.0437 0.0400 0.0427 0.0441 0.0423 0.0360 0.0392 0.0124
1,000 0.0464 0.0455 0.0499 0.0510 0.0502 0.0442 0.0383 0.0137
2,000 0.0557 0.0498 0.0526 0.0535 0.0467 0.0505 0.0451 0.0175
5,000 0.0710 0.0679 0.0670 0.0683 0.0612 0.0594 0.0474 0.0240
10,000 0.0879 0.0776 0.0790 0.0794 0.0624 0.0621 0.0545 0.0396
表 5 ベンチマークネットワーク






cancer 5 4 2 10 10,000 ∼ 2,000,000
earthquake 5 4 2 10 10,000 ∼ 200,000
survey 6 6 2 21 10,000 ∼ 200,000
sachs 11 17 3 178 10,000 ∼ 200,000
child 20 25 2 230 10,000 ∼ 10,000,000
alarm 37 46 4 509 10,000 ∼ 20,000,000
win95pts 76 112 7 574 10,000 ∼ 2,000,000
andes 223 338 6 1157 10,000 ∼ 2,000,000
習については 12 時間で打ち切った．この理由は，




表 6～13 に各ベンチマークネットワークの SHD，
Missing Edge，Extra Edge と計算時間の結果を示
す．表中の “-” は制限時間内に学習できなかったこ
とを表す．SHDの結果より，データ数が少ないとき，
































した．survey の結果では序盤から SHD が上昇した．
これら四つのネットワークの実験結果では，G2，χ2
のMissing Edgeは少ないデータ数で 0.0に収束した．




定の値を示した．Missing Edge は 0.0 に収束するか
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表 6 cancer の学習結果と計算時間
Table 6 The experiment results for cancer.
SHD
データ数 Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
10,000 2.7(0.68) 2.8(0.79) 2.8(0.79) 2.9(0.88) 3.4(1.08) 3.4(1.08) 3.0(0.00) 0.0(0.00)
20,000 2.8(0.79) 2.7(0.48) 2.8(0.63) 3.2(0.63) 3.2(1.32) 3.2(1.32) 3.0(0.00) 0.0(0.00)
200,000 2.8(1.99) 2.2(1.62) 1.9(1.29) 1.7(0.68) 0.7(0.95) 0.7(0.95) 3.0(0.00) 0.0(0.00)
500,000 1.2(1.03) 1.2(1.03) 1.2(1.03) 1.2(1.03) 1.1(1.60) 1.1(1.60) 3.0(0.00) 0.0(0.00)
1,000,000 0.6(0.97) 0.2(0.63) 0.2(0.63) 0.2(0.63) 0.3(0.48) 0.3(0.48) 3.0(0.00) 0.0(0.00)
2,000,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.1(0.32) 0.1(0.32) 3.0(0.00) 0.0(0.00)
Missing Edge
10,000 0.7(0.48) 0.2(0.42) 0.1(0.32) 0.1(0.32) 0.1(0.32) 0.1(0.32) 1.8(0.42) 0.0(0.00)
20,000 0.4(0.52) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 1.4(0.52) 0.0(0.00)
200,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 1.9(0.32) 0.0(0.00)
500,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 2.0(0.00) 0.0(0.00)
1,000,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 2.0(0.00) 0.0(0.00)
2,000,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 2.0(0.00) 0.0(0.00)
Extra Edge
10,000 0.2(0.42) 0.6(0.70) 0.7(0.68) 0.8(0.79) 1.2(1.14) 1.2(1.14) 0.0(0.00) 0.0(0.00)
20,000 0.4(0.52) 0.7(0.48) 0.8(0.63) 1.2(0.63) 1.5(0.85) 1.5(0.85) 0.0(0.00) 0.0(0.00)
200,000 1.5(1.35) 1.1(1.10) 0.9(0.88) 0.8(0.42) 0.4(0.52) 0.4(0.52) 0.0(0.00) 0.0(0.00)
500,000 0.6(0.52) 0.6(0.52) 0.6(0.52) 0.6(0.52) 0.5(0.53) 0.5(0.53) 0.0(0.00) 0.0(0.00)
1,000,000 0.3(0.48) 0.1(0.32) 0.1(0.32) 0.1(0.32) 0.3(0.48) 0.3(0.48) 0.0(0.00) 0.0(0.00)
2,000,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.1(0.32) 0.1(0.32) 0.0(0.00) 0.0(0.00)
計算時間（s）
10,000 0.0882 0.0761 0.0806 0.0807 0.0652 0.0627 0.0250 0.0427
20,000 0.1467 0.1214 0.1182 0.1259 0.0991 0.0973 0.0410 0.0679
200,000 0.9085 0.7051 0.6840 0.7692 0.4954 0.5022 0.1550 0.4646
500,000 2.4587 1.7595 1.6995 2.0760 1.4797 1.5308 0.4735 1.0926
1,000,000 6.1644 4.6628 4.6821 4.9112 3.5117 3.5669 0.7826 2.1212
2,000,000 13.2400 9.8458 9.9045 11.5970 6.9856 7.1896 1.8872 4.2360
表 7 earthquake の学習精度と計算時間
Table 7 The experiment results for earthquake.
SHD
データ数 Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
10,000 1.5(2.42) 0.2(0.42) 2.0(1.63) 6.2(1.75) 1.6(2.37) 0.3(0.48) 0.1(0.32) 1.5(2.42)
20,000 0.0(0.00) 0.7(1.57) 1.8(2.25) 5.2(1.99) 0.9(1.52) 0.3(0.48) 0.1(0.32) 0.0(0.00)
50,000 0.0(0.00) 0.5(1.58) 0.6(1.58) 5.0(2.11) 0.5(1.58) 0.5(1.58) 0.0(0.00) 0.0(0.00)
100,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.9(1.91) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
200,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.6(1.58) 0.7(1.57) 0.0(0.00) 0.0(0.00)
Missing Edge
10,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.1(0.32) 0.0(0.00)
20,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.1(0.32) 0.0(0.00)
50,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
100,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
200,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
Extra Edge
10,000 0.3(0.48) 0.2(0.42) 1.2(0.42) 2.7(0.82) 0.4(0.52) 0.3(0.48) 0.0(0.00) 0.3(0.48)
20,000 0.0(0.00) 0.3(0.48) 0.6(0.52) 2.1(0.57) 0.5(0.53) 0.3(0.48) 0.0(0.00) 0.0(0.00)
50,000 0.0(0.00) 0.1(0.32) 0.2(0.42) 1.8(0.42) 0.1(0.32) 0.1(0.32) 0.0(0.00) 0.0(0.00)
100,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.5(0.85) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
200,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.2(0.42) 0.3(0.48) 0.0(0.00) 0.0(0.00)
計算時間（s）
10,000 0.1579 0.0995 0.1109 0.1486 0.0730 0.0674 0.0792 0.0386
20,000 0.1408 0.1407 0.1473 0.1789 0.0882 0.0857 0.1000 0.0655
50,000 0.2579 0.2550 0.2542 0.3089 0.1491 0.1492 0.1826 0.1420
100,000 0.4689 0.4481 0.4456 0.4927 0.2598 0.2566 0.3182 0.2564
200,000 0.8217 0.7765 0.7710 0.8395 0.4441 0.4590 0.5345 0.4486
減少傾向であったが，Extra Edge は増加傾向となっ
た．前述のとおり，G2 検定，χ2 検定は，データ数の
増加に対して Type I errorの発生率が単調減少しない
ので過学習し Extra Edgeが多く発生している．CMI
















Missing Edge，Extra Edgeの平均値が常に 0.0に収
束したため標準偏差も 0.0に収束した．ただし alarm
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表 8 survey の実験結果と計算時間
Table 8 The experiment results for survey.
SHD
データ数 Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
10,000 0.6(0.97) 0.2(0.63) 0.2(0.63) 0.2(0.63) 0.5(1.08) 0.4(0.84) 5.7(0.48) 2.8(2.82)
20,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.7(1.06) 1.0(1.23) 5.5(0.53) 0.8(1.87)
50,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 1.5(1.43) 1.5(1.43) 5.7(0.48) 0.0(0.00)
100,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 4.4(0.97) 4.4(0.97) 5.7(0.48) 0.0(0.00)
200,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 4.8(0.79) 4.8(0.79) 6.0(0.00) 0.0(0.00)
Missing Edge
10,000 0.4(0.52) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 3.7(0.48) 0.3(0.48)
20,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 3.8(0.42) 0.0(0.00)
50,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 3.7(0.48) 0.0(0.00)
100,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 3.7(0.48) 0.0(0.00)
200,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 4.0(0.00) 0.0(0.00)
Extra Edge
10,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.2(0.42) 0.1(0.32) 0.0(0.00) 0.0(0.00)
20,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.3(0.48) 0.4(0.52) 0.0(0.00) 0.0(0.00)
50,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.7(0.68) 0.7(0.68) 0.0(0.00) 0.0(0.00)
100,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 1.9(0.57) 1.9(0.57) 0.0(0.00) 0.0(0.00)
200,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 2.0(0.67) 2.0(0.67) 0.0(0.00) 0.0(0.00)
計算時間（s）
10,000 0.0441 0.0521 0.0414 0.0461 0.0361 0.0356 0.0273 0.0431
20,000 0.0617 0.0615 0.0614 0.0619 0.0533 0.0580 0.0373 0.0718
50,000 0.0960 0.0959 0.0957 0.1004 0.1106 0.1084 0.0549 0.1412
100,000 0.1760 0.1820 0.1836 0.1823 0.3356 0.3349 0.1058 0.2797
200,000 0.3155 0.3178 0.3227 0.3227 0.6317 0.6332 0.1538 0.5230
表 9 sachs の実験結果と計算時間
Table 9 The experiment results for sachs.
SHD
データ数 Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
10,000 16.2(0.79) 16.6(0.70) 17.3(0.82) 16.3(1.16) 12.5(3.44) 11.4(4.97) 18.3(0.95) 0.0(0.00)
20,000 17.3(0.82) 15.4(1.51) 14.2(1.48) 13.6(1.78) 1.6(1.90) 7.5(1.269) 18.3(0.82) 0.0(0.00)
50,000 14.0(0.00) 14.0(0.00) 12.6(2.95) 9.1(3.38) 7.7(6.58) 8.1(6.44) 17.9(0.88) 0.0(0.00)
100,000 12.6(2.95) 6.3(6.13) 6.3(6.13) 1.4(4.43) 7.7(9.27) 7.9(9.47) 18.4(0.84) 0.0(0.00)
200,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 12.5(11.01) 12.5(11.01) 17.9(0.74) 0.0(0.00)
Missing Edge
10,000 2.0(0.00) 2.0(0.00) 2.0(0.00) 2.0(0.00) 1.3(0.68) 1.6(0.52) 0.0(0.00) 0.0(0.00)
20,000 2.0(0.00) 2.0(0.00) 2.0(0.00) 1.2(0.42) 1.0(0.00) 1.0(0.00) 0.0(0.00) 0.0(0.00)
50,000 1.0(0.00) 1.0(0.00) 1.0(0.00) 1.0(0.00) 0.3(0.48) 0.0(0.00) 0.0(0.00) 0.0(0.00)
100,000 1.0(0.00) 0.6(0.52) 0.6(0.52) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
200,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
Extra Edge
10,000 2.2(0.79) 2.6(0.70) 3.3(0.82) 2.3(1.16) 0.6(1.27) 0.7(1.27) 4.3(0.95) 0.0(0.00)
20,000 3.3(0.82) 1.4(1.51) 0.5(1.27) 0.2(0.63) 0.0(0.00) 0.0(0.00) 4.3(0.82) 0.0(0.00)
50,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 1.9(2.73) 1.9(2.73) 3.9(0.88) 0.0(0.00)
100,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 2.4(4.30) 2.6(4.50) 4.4(0.84) 0.0(0.00)
200,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 5.9(6.12) 5.9(6.12) 3.9(0.74) 0.0(0.00)
計算時間（s）
10,000 1.7460 1.9227 2.0077 2.5766 1.0297 1.1388 1.6797 2.5984
20,000 3.3350 3.3664 3.5497 3.7597 2.0025 2.0696 2.2844 4.0001
50,000 6.6541 7.0688 7.2192 7.7939 2.4137 2.4396 3.9784 8.7195
100,000 13.3620 12.2720 12.3060 15.1930 4.8982 4.8863 7.0577 14.3050
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表 10 child の実験結果と計算時間
Table 10 The experiment results for child.
SHD
データ数 Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
10,000 35.9(3.52) 36.3(3.13) 36.9(2.80) 37.5(3.22) 45.1(6.31) 43.5(5.85) 63.2(4.87) 0.0(0.00)
50,000 32.2(3.44) 32.0(4.31) 30.8(4.33) 30.4(4.14) 30.0(4.13) 29.5(4.06) 51.8(3.95) 0.0(0.00)
1,000,000 18.5(1.57) 17.7(1.06) 17.5(0.97) 17.5(1.04) 19.2(5.97) 19.0(5.90) 46.0(0.85) 0.0(0.00)
2,000,000 16.8(0.42) 16.7(0.45) 16.4(1.14) 16.2(1.49) 17.7(5.84) 18.3(4.73) 45.9(0.78) 0.0(0.00)
5,000,000 15.3(2.02) 14.6(2.40) 14.3(2.40) 14.0(2.49) 17.4(5.86) 17.4(5.95) 45.6(0.68) 0.0(0.00)
10,000,000 12.0(2.03) 11.3(1.27) 11.2(0.91) 11.2(0.91) 19.2(6.21) 19.1(6.20) 45.3(0.52) 0.0(0.00)
Missing Edge
10,000 5.4(0.85) 5.4(0.62) 5.0(0.26) 4.9(0.43) 3.1(0.31) 3.1(0.35) 0.0(0.00) 0.0(0.00)
50,000 3.8(0.53) 3.2(0.43) 3.1(0.35) 3.0(0.32) 1.9(0.25) 1.9(0.25) 0.0(0.00) 0.0(0.00)
1,000,000 1.8(0.38) 1.0(0.00) 1.0(0.00) 1.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
2,000,000 1.0(0.00) 1.0(0.00) 1.0(0.00) 1.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
5,000,000 0.3(0.48) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
10,000,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00)
Extra Edge
10,000 12.9(3.10) 13.5(2.62) 14.3(2.31) 15.1(2.50) 24.3(5.06) 22.8(4.64) 41.6(4.10) 0.0(0.00)
50,000 11.9(2.87) 12.7(3.32) 12.1(3.88) 12.0(3.64) 12.3(3.15) 11.8(2.98) 30.8(3.18) 0.0(0.00)
1,000,000 5.1(1.01) 5.0(0.85) 4.8(0.86) 4.7(0.94) 5.0(2.87) 4.9(2.86) 25.9(0.74) 0.0(0.00)
2,000,000 3.9(0.57) 3.7(0.45) 3.5(0.68) 3.4(0.81) 4.5(2.85) 4.6(2.65) 25.9(0.94) 0.0(0.00)
5,000,000 2.7(0.83) 2.3(1.21) 2.2(1.23) 1.9(1.40) 4.5(3.17) 4.3(3.09) 25.5(0.57) 0.0(0.00)
10,000,000 0.6(1.22) 0.2(0.76) 0.1(0.55) 0.1(0.55) 5.4(3.61) 5.3(3.61) 25.3(0.60) 0.0(0.00)
計算時間（s）
10,000 2.2 3.4 3.5 3.8 4.1 4.6 388.7 1.2
50,000 12.1 13.1 13.5 15.0 11.3 13.0 20.0 13.0
1,000,000 385.8 452.5 444.1 397.2 350.5 323.6 416.8 565.3
2,000,000 919.8 948.8 907.0 874.5 488.9 542.8 825.9 1106.1
5,000,000 3033.0 2887.3 2917.0 2824.1 1461.3 1565.6 2800.1 1803.1
10,000,000 6904.6 6618.0 6599.3 6466.5 3292.8 3647.3 5927.5 2126.4
表 11 alarm の実験結果と計算時間
Table 11 The experiment results for alarm.
SHD
データ数 Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
10,000 24.4(2.86) 30.7(3.73) 35.7(4.90) 50.4(6.50) 52.2(6.52) 51.9(7.32) 36.8(5.32) 2.30(1.16)
20,000 26.0(3.66) 31.2(4.24) 35.4(4.06) 46.8(5.47) 53.5(9.44) 54.6(9.08) 35.2(3.29) 2.00(1.25)
2,000,000 17.1(4.18) 17.9(4.52) 19.7(4.50) 21.1(4.31) 53.3(16.35) 52.3(15.58) 31.9(0.31) -
10,000,000 18.4(5.61) 13.9(5.47) 13.9(5.47) 13.7(5.45) 52.8(11.78) 52.3(11.27) 32.0(0.18) -
20,000,000 10.1(3.10) 10.7(3.20) 11.4(3.43) 11.9(3.03) 56.2(14.45) 55.9(13.84) 32.0(0.00) -
Missing Edge
10,000 3.8(0.61) 3.6(0.62) 3.7(0.70) 3.9(0.31) 4.3(0.79) 3.8(0.81) 3.4(0.56) 1.8(0.42)
20,000 3.4(0.77) 3.9(0.40) 3.9(0.25) 3.8(0.46) 3.0(0.87) 3.2(0.70) 3.2(0.43) 1.0(0.47)
2,000,000 1.0(0.00) 1.0(0.00) 1.0(0.00) 1.0(0.00) 0.4(0.50) 0.1(0.31) 3.0(0.00) -
10,000,000 1.0(0.18) 0.2(0.38) 0.2(0.38) 0.1(0.31) 0.0(0.00) 0.0(0.00) 3.0(0.00) -
20,000,000 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 3.0(0.00) -
Extra Edge
10,000 10.1(1.55) 14.9(2.47) 18.8(3.06) 30.4(4.59) 33.2(4.71) 33.5(5.42) 22.6(4.25) 0.3(0.48)
20,000 12.3(2.13) 15.6(2.34) 18.9(2.42) 27.9(3.83) 35.4(7.11) 36.1(6.86) 21.4(2.36) 0.7(0.67)
2,000,000 11.9(2.98) 12.6(3.20) 14.0(3.22) 15.1(3.15) 41.4(13.16) 40.6(12.46) 19.0(0.00) -
10,000,000 12.7(3.97) 9.8(4.31) 9.8(4.31) 9.8(4.28) 40.7(9.53) 40.2(8.97) 19.0(0.00) -
20,000,000 7.3(2.39) 7.8(2.48) 8.4(2.48) 8.7(2.27) 43.7(11.88) 43.4(11.30) 19.0(0.00) -
計算時間（s）
10,000 5.2 5.4 5.5 7.2 5.3 5.5 4.4 156.3
20,000 8.5 9.1 9.6 11.6 8.6 9.3 5.9 777.9
2,000,000 1194.8 1158.2 1191.0 1233.0 1561.8 1521.9 412.1 -
10,000,000 12234.0 12777.0 12777.0 14182.0 13934.0 13561.0 3412.3 -







6. む す び
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表 12 win95pts の実験結果と計算時間
Table 12 The experiment results for win95pts.
SHD
データ数 Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
10,000 59.9(4.80) 92.2(7.28) 137.4(5.15) 203.9(7.25) 139.2(7.28) 135.8(5.79) 57.3(3.37) -
20,000 53.8(4.76) 84.5(6.43) 119.2(6.30) 184.0(6.42) 137.6(5.13) 136.0(4.55) 57.7(2.68) -
500,000 35.6(2.69) 45.3(3.75) 67.3(6.13) 96.8(6.24) 59.5(7.43) 60.4(7.36) 56.1(1.49) -
1,000,000 33.6(1.79) 40.5(4.11) 58.3(4.68) 83.5(4.42) 60.0(5.57) 60.2(5.79) 56.1(1.11) -
2,000,000 33.1(1.96) 36.0(2.95) 45.8(5.13) 69.4(4.05) 58.8(5.49) 58.5(6.16) 56.1(1.06) -
Missing Edge
10,000 27.0(1.67) 16.6(1.97) 15.8(1.78) 14.4(1.57) 95.1(3.41) 94.7(2.67) 45.1(1.51) -
20,000 24.3(1.11) 14.5(1.17) 13.4(1.25) 11.7(1.11) 94.1(2.73) 94.3(2.50) 45.6(0.93) -
500,000 17.9(0.73) 8.6(0.82) 9.3(0.61) 7.8(0.83) 17.1(0.76) 17.0(0.72) 45.2(0.66) -
1,000,000 17.3(0.45) 8.4(0.56) 9.1(0.37) 7.5(0.82) 17.0(0.56) 17.1(0.63) 45.4(0.68) -
2,000,000 17.2(0.55) 8.2(0.38) 8.5(0.57) 7.0(0.53) 16.5(0.78) 16.4(0.73) 45.5(0.63) -
Extra Edge
10,000 20.8(3.86) 61.7(7.35) 107.4(4.80) 173.6(7.00) 40.8(4.37) 38.2(3.19) 6.9(1.93) -
20,000 18.0(3.57) 56.0(6.52) 91.2(6.12) 155.8(5.67) 40.8(2.90) 39.5(2.76) 6.9(1.69) -
500,000 7.7(2.00) 24.5(3.23) 45.2(5.39) 76.0(5.84) 29.3(6.86) 30.1(6.72) 5.8(0.87) -
1,000,000 6.9(1.48) 20.7(3.56) 37.3(3.98) 63.1(4.12) 29.8(5.14) 29.8(5.20) 5.6(0.49) -
2,000,000 6.6(1.59) 17.1(2.37) 26.2(4.37) 50.3(3.68) 29.0(5.37) 28.7(5.98) 5.6(0.49) -
計算時間（s）
10,000 18.5 27.9 119.1 1631.6 6.3 6.2 10.1 -
20,000 29.7 38.9 144.2 1853.0 8.0 9.8 13.8 -
500,000 606.3 660.4 826.4 5146.2 388.5 400.9 187.8 -
1,000,000 1301.7 1435.0 1707.6 5426.9 950.7 929.9 371.4 -
2,000,000 3187.2 3486.3 4660.9 9732.7 2312.3 1867.6 786.9 -
表 13 andes の実験結果と計算時間
Table 13 The experiment results for andes.
SHD
データ数 Bayes factor (1.0) Bayes factor(5.0) Bayes factor(10.0) Bayes factor(20.0) G2 χ2 CMI IP
10,000 70.4(4.75) 113.8(8.90) 148.9(8.14) 205.9(6.45) 172.7(7.87) 170.0(7.52) 84.3(2.93) -
20,000 48.7(6.04) 81.8(6.42) 109.9(7.49) 158.8(6.17) 158.9(7.02) 156.2(6.87) 84.9(2.41) -
500,000 16.1(3.17) 34.9(4.37) 44.9(3.70) 61.1(4.19) 150.4(5.77) 147.9(5.94) 86.2(1.34) -
1,000,000 13.9(3.53) 28.4(3.50) 37.1(3.79) 51.1(4.30) 148.5(6.61) 147.2(6.75) 86.3(1.34) -
2,000,000 12.1(3.02) 26.2(3.89) 32.8(3.60) 46.4(3.80) 149.2(8.16) 148.7(7.94) 85.7(0.74) -
Missing Edge
10,000 40.5(2.96) 34.4(3.46) 31.8(3.13) 31.2(3.16) 26.1(3.55) 26.0(3.46) 80.3(2.31) -
20,000 26.3(3.09) 20.8(2.98) 19.3(3.09) 18.0(2.67) 14.9(2.83) 15.0(2.81) 81.5(1.48) -
500,000 1.6(0.68) 0.7(0.55) 0.4(0.50) 0.4(0.56) 2.1(0.25) 2.1(0.31) 82.8(1.05) -
1,000,000 1.3(0.48) 0.1(0.31) 0.0(0.00) 0.0(0.00) 2.0(0.00) 2.0(0.00) 83.0(0.96) -
2,000,000 1.0(0.00) 0.0(0.00) 0.0(0.00) 0.0(0.00) 2.0(0.00) 2.0(0.00) 82.7(0.74) -
Extra Edge
10,000 24.0(4.56) 71.5(6.51) 108.4(6.10) 166.1(5.38) 140.0(5.77) 137.3(5.72) 2.1(1.11) -
20,000 16.1(3.87) 53.4(5.62) 82.2(6.36) 132.1(5.82) 137.2(5.73) 134.4(5.80) 1.9(0.83) -
500,000 8.3(2.61) 27.4(3.72) 37.7(3.24) 53.6(3.98) 141.6(5.73) 139.0(5.71) 2.3(0.55) -
1,000,000 7.2(2.90) 22.6(2.77) 31.2(3.15) 44.9(3.90) 139.6(6.62) 138.2(6.80) 2.3(0.55) -
2,000,000 5.5(2.33) 21.1(3.27) 27.7(2.97) 40.8(3.31) 140.4(8.01) 139.8(7.80) 2.0(0.00) -
計算時間（s）
10,000 58.9 56.8 59.8 81.0 66.4 66.1 36.8 -
20,000 96.0 93.6 97.2 122.7 95.7 85.3 46.6 -
500,000 1668.7 1571.1 1637.0 2292.2 1733.7 1733.6 568.4 -
1,000,000 3934.2 4015.2 4181.2 5895.8 4853.2 4760.9 1055.3 -
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