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THE BOUNDARY VALUE PROBLEM FOR YANG–MILLS–HIGGS FIELDS
WANJUN AI, CHONG SONG, AND MIAOMIAO ZHU
Abstract. We show the existence of Yang–Mills–Higgs (YMH) fields over a Riemann surface
with boundary where a free boundary condition is imposed on the section and a Neumann
boundary condition on the connection. In technical terms, we study the convergence and blow-
up behavior of a sequence of Sacks-Uhlenbeck type α-YMH fields as α → 1. For α > 1, each
α-YMH field is shown to be smooth up to the boundary under some gauge transformation. This
is achieved by showing a regularity theorem for more general coupled systems, which extends
the classical results of Ladyzhenskaya-Ural’ceva and Morrey.
1. Introduction
The Yang–Mills–Higgs (YMH) theory arises from the research of electromagnetic phenomena
and plays a fundamental role in modern physics, especially in quantum field theories. Due to its
remarkable applications in both geometry and topology, the YMH theory has been extensively
studied by mathematicians in the last several decades.
The general YMH theory can be modeled in the following setting. Suppose Σ is a closed
Riemannian manifold, G is a compact Lie group with Lie algebra g, which is endowed with a
left-invariant metric, and P is a G-principal bundle on Σ. Let F be a compact Riemannian
manifold admitting a G-action, and F = P ×G F be the associated fiber bundle. Suppose there
is a generalized Higgs potential µ which is a smooth gauge invariant vector-valued function on
F . Let S denote the space of smooth sections of F , and A denote the affine space of smooth
connections on P. Then the YMH functional is defined for a pair (A,φ) ∈ A× S by
L(A,φ): = ‖∇Aφ‖
2
L2 + ‖FA‖
2
L2 + ‖µ(φ)‖
2
L2 ,
where FA is the curvature of A, ∇A is the covariant differential corresponding to A. Critical
points of the above YMH functional L are called YMH fields, which satisfy the following Euler–
Lagrange equation on Σ: {
∇∗A∇Aφ+ µ(φ) · ∇µ(φ) = 0,
D∗AFA + 〈∇Aφ, φ〉 = 0.
(1.1)
As the Lie groups and the manifolds differ, the above YMH framework covers many variants.
For example, if F is a point, then the YMH theory reduces to the usual Yang–Mills theory. If the
Lie groupG is trivial, then the YMH fields are just harmonic maps (with potential). A particular
interesting case is when both Σ and F are (almost) Kähler manifolds and there is a holomorphic
structure on F , then the minimal points of the YMH functional satisfies a first-order equation
and are usually called vortices. The existence of vortices has deep relations with the notion
of stability of the fiber bundle, which is now known as the Hitchin-Kobayashi correspondence
(see for example [AB83,Hit87,MiR00]). Moreover, the moduli space of vortices can be used to
construct symplectic invariants of F with respect to the group action [MiR03,CGS00].
In this paper, we assume Σ is a compact Riemann surface with non-empty boundary ∂Σ
and F is a compact Riemannian manifold, and we study the general YMH fields satisfying the
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second-order Euler–Lagrange equations (1.1) under appropriate boundary conditions, namely,
a free boundary condition imposed on the section and a Neumann boundary condition on the
connection. The existence of general YMH fields on a closed Riemann surface has been studied
by Song [Son11]. The corresponding gradient flow of the YMH functional is investigated by
Yu [Yu14] under the name of gauged harmonic maps following the work of Lin-Yang [LY03]
and by Song-Wang [SW17]. Song [Son16] also studied the convergence of YMH fields where the
conformal structure of the underlying surface Σ is allowed to vary and degenerate, extending
the case of harmonic maps explored in [Zhu10]. When Σ has non-empty boundary, the minimal
YMH fields in the holomorphic setting are studied by Venugopalan [Ven16] and Xu [Xu13].
A closely related problem is harmonic maps with free boundary, the existence of which was
studied via various approaches, see e.g. [GJ87,Ma91,Fra00]. On one hand, since the Dirichlet
energy ‖∇Aφ‖
2
L2 is critical in dimension two, we shall follow the general scheme developed for
two-dimensional harmonic map type problems to deal with the section part φ. On the other
hand, although the Yang–Mills energy ‖FA‖
2
L2 is sub-critical in dimension two, however, as
we will see in this paper, the coupled system brings new technical difficulties caused by the
connection part A. One of the main achievements in the present paper is to overcome them.
Now we shall describe our boundary value problem for YMH fields (A,φ) in more precise
terms. Let K ⊂ F be a closed sub-manifold which is invariant under the G-action. Let
K = P ×G K be the sub-bundle of F with fiber K, define the space of smooth sections of F
with free boundary as
S : = {φ ∈ S : φ|∂Σ ∈ K} .
The space of smooth connections with Neumann boundary is defined by
A : = {A ∈ A : ν FA = 0, x ∈ ∂Σ} ,
where ν is the unit outer normal vector filed on ∂Σ and ν denotes the contraction of a form
with ν. The tangent space of A at A is TAA = Ω
1(gP ), gP : = P ×Ad g is the Lie algebra vector
bundle, and the tangent space of S at φ is given by
TφS =
{
ψ ∈ Γ(φ∗TFv) : ψ(x) ∈ Tφ(x)K
v, x ∈ ∂Σ
}
,
where TFv denotes the vertical distribution.
Definition 1.1. A smooth pair (A,φ) ∈ A ×S is called a YMH field with free boundary on
the section and Neumann boundary on the connection if it is a critical point of L on A ×S .
A simple computation yields the first variation of L,
δξ,ψ(L(A,φ)) = 2
∫
Σ
〈∇∗A∇Aφ,ψ〉 + 〈µ(φ)∇µ(φ), ψ〉 + 〈D
∗
AFA, ξ〉+ 〈∇Aφ, ξφ〉
+ 2
∫
∂Σ
〈ψ, ν ∇Aφ〉 −
〈
ν⊥ ξ, ν FA
〉
,
where ξ ∈ TAA , ψ ∈ TφS , ν
⊥ is the tangent vector obtained by rotating ν 90 degrees coun-
terclockwise. Therefore, a critical point (A,φ) ∈ A ×S of L satisfies the system (1.1) in the
interior of Σ and satisfies the following boundary condition on ∂Σ,
(N ):
{
ν ∇Aφ ⊥ TφK
v ,
ν FA = 0.
To investigate the existence of YMH fields subject to the boundary condition (N ), we follow
the scheme of [SU81,Son11] by considering the following perturbed α-functional for α > 1:
Lα(A,φ): =
∫
Σ
(1 + |∇Aφ|
2)α + ‖FA‖
2
L2 + ‖µ(φ)‖
2
L2 , (A,φ) ∈ A
2
1 ×S
2α
1 ,
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where A 21 and S
2α
1 denote the corresponding Sobolev spaces which are defined as follows: for
a fixed smooth connection A0 ∈ A, the affine Sobolev space of L
p
1 connections is defined as
A
p
1 : =
{
A ∈ A0 + L
p
1
(
Ω1
(
gP
))
: ν FA = 0 for a.e. x ∈ ∂Σ
}
.
The spaces A p1 defined via different choices of A0 are isomorphic to each other. Note that for
A ∈ A p1 , FA is in L
2(Σ,Ω2(gP)) in general, and ν FA = 0 holds in the distribution sense. The
Sobolev space of sections S 2α1 is defined by
S
2α
1 : =
{
φ ∈ L2α1 (E) : φ(x) ∈ F for a.e. x ∈ Σ and φ(x) ∈ K for a.e. x ∈ ∂Σ
}
,
where we embed F into a vector bundle E = P ×GR
l for some large enough l such that F →֒ Rl
is an equivariant isometrical embedding (see [MS80, Main Theorem]), and we view sections of
F as sections of E , where the covariant differential is defined. We refer to [Weh04, Appx. B] for
the definition of Sobolev norms on vector bundles and fiber bundles (e.g., the gauge group of
P, G p2 : = L
p
2(P ×c G), where c is the conjugation).
It turns out that, the perturbed functional Lα with α > 1 satisfies the Palais–Smale condition
on A 21 ×S
2α
1 (see Sect. 2.1), hence it admits critical points, which we call α-YMH fields with
free boundary on the section and Neumann boundary on the connection, by classical theory of
calculus of variation. The Euler–Lagrange equation for a critical point (A,φ) of Lα is given by

∇∗A
(
α(1 + |∇Aφ|
2)α−1∇Aφ
)
− µ(φ)∇µ(φ) = 0, x ∈ Σ
D∗AFA + α(1 + |∇Aφ|
2)α−1 〈∇Aφ, φ〉 = 0, x ∈ Σ
ν FA = 0, x ∈ ∂Σ
ν ∇Aφ ⊥ TφK
v , x ∈ ∂Σ.
(1.2)
Our first result is the following regularity theorem for α-YMH fields under our boundary
condition (N ).
Theorem A. For α > 1, the critical points of Lα in A
2
1 ×S
2α
1 are smooth up to the boundary
under some gauge transformation S˜ ∈ G 22 .
For α-harmonic maps, which can be regarded as a special kind of α-YMH fields, such regular-
ity result was proved by Sacks-Uhlenbeck [SU81, Prop. 2.3] in the case of a closed domain and
by Fraser [Fra00, Prop. 1.4] in the free boundary case. The proof for the case of α-harmonic
maps simply follows from a classic regularity theorem by Morrey [Mor08, Thm. 1.11.1′, p. 36],
extending the one by Ladyzhenskaya-Ural’ceva [LU68, Chap. 8, Thm. 2.1, p. 412]. However,
Morrey’s theorem in [Mor08, Thm. 1.11.1′] can not be applied to the coupled system of α-
YMH field (A,φ) ∈ A 21 × S
2α
1 , because the corresponding ellipticity condition in (1.10.8
′′)
in [Mor08, Thm. 1.11.1′] cannot be verified, due to the feature of the non-trivial coupling
between the two fields. Therefore, we need to develop a new regularity theorem to handle
coupled systems of more general type, in particular, to include the system of α-YMH fields.
In this paper, we succeed in deriving such a more general regularity result, which itself is
interesting and might lead to applications to various other coupled systems emerging from
geometry and physics.
Theorem B. Suppose that Ω is a bounded domain, z = (z1, z2), za =
(
z1a, . . . , z
ma
a
)
and zia ∈
Lka1 ∩ C
0(Ω) is a weak solution of the following 2-coupled system∫
Ω
∂αξ
i
aq
α
ai + ξ
i
awai = 0, ∀ξa ∈ L
ka
1 ∩ C
0(Ω), ka ≥ 2, (1.3)
where q = (q1, q2), qa = (q
α
ai)ma×n, q
α
ai = q
α
ai(x, z, p), w = (w1, w2), wa = (wai)1×ma , wai =
wai(x, z, p), x = (x
1, . . . , xn) and p = (p1, p2), pa = ∇za =
(
pjaβ
)
n×ma
. The coefficients of (1.3)
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satisfy the following weakly coupled conditions on Ω except on a subset of measure zero,

(|w1|+ |w1x|, |w2|+ |w2x|) ≤ Λ(R)
(
V k11 + V
k2−1
2 , V
k2
2
)
π · wz · π ≤ Λ(R)
(
2∑
a=1
V kaa |πa|
2 + V k2−12 |π1|
2
)
, π = (π1, π2)
|qa|+ |qax| ≤ Λ(R)V
ka−1
a , a = 1, 2
|qz|+ |w
T
p | ≤ Λ(R)
(
V k1−11 0
V k2−22 V
k2−1
2
)
|qp| ≤ Λ(R)diag
(
V k1−21 , V
k2−2
2
)
π · qp · π ≥ λ(R)
2∑
a=1
V ka−2a |πa|
2
Va =
(
1 + |pa|
2
) 1
2
0 < λ(R) < Λ(R)
|x|2 + |z|2 ≤ R2
(1.4)
If z1 ∈ L
2k2
1 (Ω), then z ∈ L
2
2 ∩ C
0(Ω).
Here we give a few remarks about the notations used in Theorem B. |·| is the maximum norm,
and for two 2×2 block non-symmetric real matricesM1,M2, |M1| ≤M2 means |M1;ab| ≤M2;ab,
for all a, b = 1, 2. In particular, the first condition for |qp| implies that qp =
(
∂p1q1 ∂p2q1
∂p1q2 ∂p2q2
)
is
a block diagonal matrix, the second condition for |qp| is the ellipticity.
Remark. On one hand, taking z1 = 0 or taking z2 = 0 and k2 = k1/2 in Theorem B gives
Morrey’s theorem [Mor08, Thm. 1.11.1′]. On the other hand, applying [Mor08, Thm. 1.11.1′]
to a coupled system for z = (z1, z2) does not simply imply the results in Theorem B, because
the conditions (1.4) given in Theorem B are different from those in [Mor08, Thm. 1.11.1′] for a
coupled system of z = (z1, z2). In fact, there are two main differences. The first one is that the
coupling relation in conditions (1.4) is expressed in terms of w1, w1x, wz, qz and wp, which will
produce cross terms as expressed by the terms of the last parentheses in (2.9), see Sect. 2.2. To
control these extra terms, we need to make additional regularity assumption for z1. The second
one is that, the conditions (1.4) are only required to be held almost everywhere in Ω. The latter
is useful when dealing with some coupled systems with non-smooth coefficients.
Remark. The coupling relation expressed by w1, w1x, wz, qz and wp in conditions (1.4) is sharp
and delicate in some sense. From the coupled condition of w1, w1x, wz, it seems that one can
add some lower order perturbed terms such as V k2−12 , however, the coupled condition of qz and
wp shows that this principle is not true anymore. This is because if we change the upper corner
0 to V k2−22 or any other nonzero lower order term of V2, it will then produce some new coupled
terms, which cannot be analytically controlled anymore. For the same reason, the transpose of
wp is also crucial here.
To get the regularity up to the boundary for α-YMH fields satisfying the boundary condition
(N ), we shall locally reflect both the section φ and the connection A across the free boundary
naturally and derive a new coupled system for the reflected fields, then we apply the regularity
results in Theorem B to this new coupled system to get the interior regularity of the reflected
fields, which gives the regularity up to the boundary for the original fields.
Next we study the existence of YMH fields under our boundary condition (N ) by exploring the
limiting behavior of a sequence of α-YMH fields as α→ 1. Since the Dirichlet energy ‖∇Aφ‖
2
L2
is conformally invariant in dimension two, energy concentration and bubbling phenomena can
possibly occur, which is similar to various harmonic map type problems. Actually, Song [Son11,
Son16] has shown that when the surface Σ is closed, a sub-sequence of the α-YMH fields
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converges to a YMH fields away from at most finitely many blow-up points, where the energies
concentrate. At each blow-up point, a harmonic sphere can split off. In the situation considered
in this paper, where Σ has non-empty boundary, it is sufficient to focus on the blow-up behavior
near the boundary ∂Σ. For α-harmonic maps with free boundary, we refer to [Fra00].
To state our main result, in analogy to the closed case, we define the blow-up set of a sequence
of α-YMH fields (Aα, φα) ∈ A ×S as follows:
S: =
{
x ∈ Σ : lim
r→0
lim sup
α→1
∫
Ur(x)
|∇Aαφα|
2 ≥ ε0
}
,
where ǫ0 > 0 is a constant depending on the geometry of the bundle (see Lemma 3.2) and
Ur(x) is a geodesic ball of radius r centered at x in Σ. Then we have the following bubbling
convergence theorem for a sequence of α-YMH fields under our boundary conditions.
Theorem C. Suppose (Aα, φα) ∈ A ×S is a sequence of smooth α-YMH fields with α ∈ (1, α0)
and Lα(Aα, φα) ≤ Λ < +∞. Then the following facts hold:
(a) S is a finite subset of Σ, Aα → A∞ in C
∞(Σ) and φα → φ∞ in C
∞
loc(Σ \S). Moreover,
(A∞, φ∞) extends to a smooth YMH fields on Σ satisfying the boundary condition (N ).
(b) For each x ∈ S ∩ ∂Σ, there exist at most finitely many non-trivial harmonic spheres
{ω1, . . . , ωk}, ωi:S
2 → F and at most finitely many harmonic discs {w1, . . . , wl}, wj :B →
F with free boundary on K, where B is the unit disc in R2, such that
lim
r→0
lim sup
α→1
∫
Ur(x)
|∇Aαφα|
2 ≥
k∑
i=1
∫
S2
|dωi|
2 +
l∑
j=1
∫
B
|dwj |
2.
The rest of the paper is organized as follows. In Sect. 2, we study the perturbed YMH func-
tional and α-YMH fields. We start with the verification of Palais–Smale condition in Sect. 2.1,
then prove the regularity Theorem B in Sect. 2.2, from which Theorem A follows in Sect. 2.3.
In Sect. 3, we derive local estimates for both the connection and the section. The blow-up ar-
gument is demonstrated in Sect. 4, which is the content of Theorem C. Finally, we collect some
classical boundary estimates and regularity theorems of free boundary problems in Appx. A.
2. The α-YMH functional
We first show in Sect. 2.1 that Lα satisfies the Palais–Smale condition so that there exist
critical points of Lα which solve the Euler–Lagrange equation of Lα weakly. To improve the
regularity of the weak solution, we generalize a classical regularity result for coupled systems
in Sect. 2.2 and then rewrite the weak solution into strong form, from which the smoothness
of the solution when α > 1 follows from classical elliptic estimate (up to the boundary) and
bootstrap as sketched in Sect. 2.3.
2.1. The Palais–Smale condition. It is well known that the Palais–Smale condition is crucial
in deriving the existence of certain kinds of critical points in variational problems. For α-
harmonic maps, we refer to [Ura93, Sect. 3.2] for the case of closed surfaces and [Fra00, Sect. 1.1]
for the free boundary case. The same idea is applied to α-YMH functional in [Son11, Sect. 3]
for the case of a closed surface Σ. In what follows, we verify the Palais–Smale condition for Lα
when ∂Σ 6= ∅ and the boundary condition (N ) is imposed.
Recall the following weak compactness theorem of connections on manifolds with boundary.
Theorem 2.1 ([Weh04, Thm. 7.1, p. 108]). Suppose Σ is a Riemannian manifold with boundary.
Let 2p > dimΣ ≥ 2 and {An} ⊂ A
p
1 be a sequence of connections with ‖FAn‖
p
Lp(Σ) ≤ Λ < +∞.
Then, there exists a sub-sequence, still denoted by {An}, and a sequence of gauge transforma-
tions Sn ∈ G
p
2 such that {S
∗An} converges weakly in A
p
1 .
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With the help of above theorem, we will show that Lα, α > 1, satisfies the Palais–Smale
condition. See [Fra00, Prop. 1.1] for the case of α-harmonic maps with free boundary and see
[Son11, Lem. 3.2] for the case of α-YMH fields on closed surfaces.
Lemma 2.2. For any α > 1, Lα satisfies the Palais–Smale condition on the product space
A 21 ×S
2α
1 . That is, for any sequence {(An, φn)} ∈ A
2
1 ×S
2α
1 , if
(a) Lα(An, φn) ≤ Λ < +∞;
(b) ‖DLα(An, φn)‖ → 0, where the norm is taken in T
∗
(An,φn)
A 21 ×S
2α
1 ;
then there exists a sub-sequence which converges strongly in A 21 ×S
2α
1 .
Proof. In what follows, for simplicity, we don’t distinguish a sequence and its sub-sequences.
Step 1. We first show that {An} converges strongly in A
2
1 to some A∞.
By assumption (a) of Lα, ‖FAn‖
2
L2(Σ) ≤ Λ and we can apply Theorem 2.1 to show that
{S∗nAn} converges weakly to A∞ in A
2
1 for some sequence {Sn} ⊂ G
2
2 . For simplicity, we still
denote {S∗nAn} by {An}, then
An ⇀ A∞ in A
2
1 , ‖An‖L21 ≤ C. (2.1)
By assumption (b) of Lα,
| 〈DLα(An, φn), (An −A∞, 0)〉 | ≤ ‖DLα(An, φn)‖ · ‖An −A∞‖L21 → 0. (2.2)
Similar to the computation of Euler–Lagrange equation of Lα, we have
〈DLα(An, φn), (An −A∞, 0)〉 =
∫
Σ
〈FAn ,DAn(An −A∞)〉
+
∫
Σ
〈
α(1 + |∇Anφn|
2)α−1∇Anφn, (An −A∞)φn
〉
: = I + II.
Since An−A∞ ⇀ 0 in L
2
1, it follows that ‖An−A∞‖Lq → 0 for any 1 ≤ q < +∞ by the Sobolev
embedding theorems. Now, by Hölder’s inequality
|II| ≤ α‖1 + |∇Anφn|
2‖α−1Lα · ‖∇Anφn‖L2α · ‖φn‖L∞ · ‖An −A∞‖L2α
≤ C(Λ)‖An −A∞‖L2α → 0,
as n→∞. For I, we can compute
I =
∫
Σ
〈dAn +An ∧An, d(An −A∞) + [An ∧ (An −A∞)]〉
=
∫
Σ
|d(An −A∞)|
2 +
∫
Σ
〈dA∞ +An ∧An, d(An −A∞)〉
+
∫
Σ
〈FAn , [An ∧ (An −A∞)]〉 .
Note that dA∞ ∈ L
2, ‖FAn‖
2
L2 < Λ, and (2.1) implies that ‖An∧An‖L2 < C‖An‖L4 < C
′ by the
Sobolev embedding. Thus, by the definition of weak convergence and the Hölder’s inequality,
we know that the last two terms in I tends to 0 as n→∞ and
I→ ‖d(An −A∞)‖L2 .
Inserting the estimates of I and II into (2.2), we obtain that
‖d(An −A∞)‖L2 → 0.
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Since An − A∞ ⇀ 0 in L
2
1 and An − A∞ → 0 strongly in L
2, we conclude that An → A∞
strongly in A 21 (note that the boundary condition ν A∞ = 0 is preserved).
Step 2. Next, we show that for fixed A∞ ∈ A
2
1 , Lα(A∞, ·) satisfies the Palais–Smale condi-
tion in S 2α1 . Recall, for α > 1, S
2α
1 is defined as a subspace of L
2α
1 (E),
S
2α
1 : =
{
φ ∈ L2α1 (E) : φ(x) ∈ F for a.e. x ∈ Σ and φ(x) ∈ K for a.e. x ∈ ∂Σ
}
,
We note the following facts:
• As a closed sub-manifold of Banach manifold L2α1 (E), S
2α
1 can be given a structure of
smooth Banach manifold. In particular, S 2α1 is complete under the pull-back Finsler
metric ‖·‖L2α1 (E).
• The tangent space of S 2α1 is given by
TφS
2α
1 =
{
ψ ∈ L2α1 (φ
∗TFv) : ψ(x) ∈ Tφ(x)K
v for a.e. x ∈ ∂Σ
}
.
Now define
E :L2α1 (E)→ R, E (φ) =
∫
Σ
(1 + |∇A∞φ|
2)α + |FA∞ |
2 + |µ(φ)|2,
where we extend µ to the sections of E by µ˜(φ): = η(x) · µ
(
πN (φ)
)
, here πN is the nearest
projection from a neighborhood N of F in E to F , and η is a cutoff function supported on N
and equals to 1 when restricted to F . Clearly, E (φ) = Lα(A∞, φ) when we restrict φ to S
2α
1 ,
and we denote it by J (φ). We can imitate the argument of [Ura93, Sect. 3.2, p. 105ff] to show
(a) J is a C2 function on S 2α1 .
(b) There exists a positive constant C (depending on µ) such that for any φ1, φ2 ∈ L
2α
1 (E),
(DEφ1 −DEφ2)(φ1 − φ2) ≥ C
(
‖φ1 − φ2‖
2α
L2α1
− ‖φ1 − φ2‖
2α
L2α − ‖φ1 − φ2‖
2
L2
)
. (2.3)
(c) There exists a sub-sequence of {φn}, such that
DEφn(φn − φm)→ 0, as m,n→∞. (2.4)
(d) Suppose {φn} ⊂ S
2α
1 is a bounded sequence under the norm of L
2α
1 (E), then there exists
a sub-sequence such that
‖(Id−Πφn)(φn − φm)‖L2α1 → 0, as m,n→ 0,
where Id is the identity map, and Πφn is the fiber-wise orthogonal projection from E to
F at φn.
Now, we continue the verification of Palais–Smale condition of Lα(A∞, ·). By (2.4), we can
choose a sub-sequence such that DEφn(φn − φm)→ 0 as m,n→∞. It is clear that
(DEφn −DEφm)(φn − φm)→ 0, as m,n→∞.
Note also that {φn} is bounded in L
2α
1 (E), the weak compactness of this Sobolev space implies
that there is a convergent sub-sequence and so, for such a sequence we have
‖φn − φm‖L2α → 0 and ‖φn − φm‖L2 → 0, as m,n→∞.
Thus, (2.3) implies that
‖φn − φm‖L2α1 → 0, as m,n→∞,
i.e., {φn} is a Cauchy sequence in S
2α
1 . It is convergent because S
2α
1 is complete. A diagonal
argument shows that Lα satisfies the Palais–Smale condition. 
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2.2. A regularity theorem for coupled equations. We prove in this section a regularity
theorem for continuous weak solution of some coupled equations, which is an extension of the
classical regularity results by Ladyzhenskaya-Ural’ceva and Morrey. The idea is that, when the
coupling relations of the coupled system satisfies the conditions in (1.4), then the bad terms
appeared due to the coupling relations are controllable.
Proof of Theorem B. By the relation between weak derivatives and difference quotients, we only
need to show the uniform boundedness of ‖∇zh‖L2(Ωr), where Ωr: = {x ∈ Ω : dist(x, ∂Ω) ≥ r},
zh is the difference quotient defined as follows: for any fixed coordinate direction eγ and h,
0 < |h| < r,
zh = (z1h, z2h), z
i
ah: = ∆
h
γz
i: =
zia(x+ heγ)− z
i
a(x)
h
, a = 1, 2, i = 1, 2, . . . ,m.
Now let ξ be a test function with supp ξ ⊂ D′ ⊂Ωr. We denote by ξh the difference quotient of
ξ and substitute ξ in (1.3) by ξ−h,
0 =
∫
D′
2∑
a=1
∂αξ
i
a∆
h
γq
α
ai + ξ
i
a∆
h
γwai. (2.5)
If we set ∆x: = heγ , ∆z = z(x+∆x)− z(x) and ∆p = p(x+∆x)− p(x), then
∆hγq
α
ai =
1
h
∫ 1
0
d
dt
qαai(x+ t∆x, z(x) + t∆z, p(x) + t∆p)dt
=
∫ 1
0
∂γq
α
ai(t) + ∂zj
b
qαai(t)z
j
bh + ∂pj
bβ
qαai(t)∂βz
j
bh,
where qαai(t): = q
α
ai(x+ t∆x, z(x) + t∆z, p(x) + t∆p). Define wai(t) similarly, we have
∆hγwai =
∫ 1
0
∂γwai(t) + ∂zj
b
wai(t)z
j
bh + ∂pj
bβ
wai(t)∂βz
j
bh.
Therefore, we can rewrite (2.5) in matrix form as
0 =
∫
D′
∫ 1
0
∇ξ ·
(
qp(t) ·∇zh+qz(t) ·zh+qx(t)
)
+
∫
D′
∫ 1
0
ξ ·
(
wp(t) ·∇zh+wz(t) ·zh+wx(t)
)
. (2.6)
Now, let η ∈ C∞0 (Ω) be a cutoff function satisfying
0 ≤ η ≤ 1, η|D ≡ 1, supp η ⊂⊂ D
′
r, |∇η| ≤ 2/r,
where D ⊂ D′r ⊂ D
′ ⊂ Ωr ⊂ Ω. If we set Z
i
a = ηz
i
ah and ξ
i
a = ηZ
i
a, then
∇ξ = η(∇Z +∇ηzh), η∇zh = ∇Z −∇ηzh.
By (2.6), and note that we did not assume qp is symmetric (i.e., ∂pj
bβ
qαai 6= ∂piaαq
β
bj in general),∫
D′
[
∇Z ·
∫ 1
0
qp(t)dt · ∇Z
]
=
∫
D′
∇Z ·
∫ 1
0
qp(t)dt · ∇ηzh −
∫
D′
∇ηzh ·
∫ 1
0
qp(t) · ∇Z
+
∫
D′
[
∇ηzh ·
∫ 1
0
qp(t)dt · ∇ηzh
]
−
∫
D′
[
(∇Z +∇ηzh) ·
∫ 1
0
qz(t)dt · Z
]
−
∫
D′
[
η(∇Z +∇ηzh) ·
∫ 1
0
qx(t)dt
]
−
∫
D′
[
Z ·
∫ 1
0
wp(t)dt · (∇Z −∇ηzh)
]
−
∫
D′
[
Z ·
∫ 1
0
wz(t)dt · Z
]
−
∫
D′
[
ηZ ·
∫ 1
0
wx(t)dt
]
.
(2.7)
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To simplify the notation, let us set
Aah: =
∫ 1
0
V ka−2a (t)dt, AahPah: =
∫ 1
0
V ka−1a (t)dt, AahQah: =
∫ 1
0
V kaa (t)dt.
Clearly,
Aah ≥ 1, Pah ≥ 1, Qah ≥ 1, P
2
ah ≤ Qah.
Although our condition (1.4) is only satisfied almost everywhere on Ω, we essentially use these
conditions in integral form and the value on a subset of measure zero will not affect the result.
The ellipticity condition in (1.4) implies∫
D′
[
∇Z ·
∫ 1
0
qp(t)dt · ∇Z
]
≥ λ(R)
∫
D′
Aah|∇Za|
2.
The right-hand side terms of (2.7) can be controlled by condition (1.4) and Cauchy-Schwarz
inequality. Here we demonstrate the estimates of the terms of qz and wp, which explains that
the coupling structure of qz and wp in (1.4) is crucial.
−
∫
D′
[
∇Z ·
∫ 1
0
qz(t)dt · Z
]
≤ Λ(R)
∫
D′
AahPah|∇Za||Za|+A2h|∇Z2||Z1|
≤ Λ(R)
∫
D′
ǫAah|∇Za|
2 +
1
4ǫ
AahP
2
ah|Za|
2 +
1
4ǫ
A2h|Z1|
2
−
∫
D′
[
Z ·
∫ 1
0
wp(t)dt · ∇Z
]
≤ Λ(R)
∫
D′
ǫAah|∇Za|
2 +
1
4ǫ
AahP
2
ah|Za|
2 +
1
4ǫ
A2h|Z1|
2.
Therefore,∫
D′
Aah|∇Za|
2 ≤ C(Λ, λ,R)
∫
D′
Aah|∇η|
2|zah|
2 +AahQah
(
1 + |Za|
2
)
+A2hP2h|Z1|
2. (2.8)
We need the following claim to handle the term
∫
D′ AahQah|Za|
2.
Claim ([Mor08, Lem. 5.9.1; LU61, Lem. 2]). Suppose z = (z1, z2), za ∈ L
ka
1 ∩ C
0(Ω), where
ka ≥ 2, is a solution of (1.3) with coefficients satisfy (1.4). Then for any δ > 0, there exists
ρ > 0 depending on δ and the solution z, such that for Bρ ⊂⊂ Ω,∫
Bρ
∑
a
V kaa ξ
2
adx ≤ δ
∫
Bρ
∑
a
V ka−2a |∇ξa|
2 + V k2−12 ξ
2
1 , ∀ξa ∈ L
ka
1,0 ∩C
0(Bρ).
In fact, let ζia(x): = ξ
2
a(x)
(
zia(x)− z
i
a(x0)
)
∈ Lka1
⋂
C0(Bρ) be the test function in (1.3), we
have ∫
Bρ
∑
a
2ξaξa,αq
α
ai(z
i
a − z
i
a(x0)) +
∑
a
ξ2a
(
piaαq
α
ai +
(
zia − z
i
a(x0)
)
wai
)
= 0.
The condition given in (1.4) implies that
∑
a
ξ2ap
i
aαq
α
ai(x, z, p) =
∑
a
ξ2ap
i
aαq
α
ai(x, z, 0) +
∑
a,b
ξ2ap
i
aα
∫ 1
0
∂qαai(x, z, tp)
∂pjbβ
pjbβdt
≥
∑
a
ξ2ap
i
aαq
α
ai(x, z, 0) + λ
∫ 1
0
∑
a
ξ2a|pa|
2(1 + |tpa|
2)ka/2−1dt
≥ λ
∫ 1
0
∑
a
ξ2a|pa|
2|tpa|
ka−2 −
∑
a
ξ2a|pa||q
α
ai(x, z, 0)|
≥ λ
∑
a
ξ2a
1
ka − 1
|pa|
ka − Λ
∑
a
ξ2a|pa|.
Since
V kaa = (1 + |pa|
2)ka/2 ≤ 2ka/2−1
(
1 + |pa|
ka
)
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and
Λ|pa| = ǫ
−1/kaΛ · ǫ1/ka |pa| ≤ ǫ
|pa|
ka
k
+ ǫ−k
∗
a/ka
Λk
∗
a
k∗a
,
we conclude that, for some constants λ′,Λ′ depending on λ,Λ,∑
a
ξ2ap
i
aαq
α
ai(x, z, p) ≥ λ
′
∑
a
ξ2aV
ka
a − Λ
′
∑
a
ξ2a.
Also, from (1.4)
|qa| ≤ ΛV
ka−1
a ,∀ a ∈ {1, 2} , |w1| ≤ Λ
(
V k11 + V
k2−1
2
)
, |w2| ≤ ΛV
k2
2 .
It follows that∫
Bρ
∑
a
ξ2aV
ka
a ≤ C(Λ, λ)
∫
Bρ
∑
a
ξ2a −
∫
Bρ
∑
a
ξa (2ξa,αq
α
ai + ξawai)
(
zia − z
i
a(x0)
)
≤ C(Λ, λ)
∫
Bρ
∑
a
ξ2a + sup
Bρ
|z − z(x0)|
(∑
a
(
V ka−2a ξ
2
a,α + V
ka
a ξ
2
a
)
+ V k2−12 ξ
2
1
)
.
Now, the Poincaré inequality implies that (note that ξa ∈ L
ka
1,0(Bρ)),∫
Bρ
ξ2a ≤ Cρ
2
∫
Bρ
|∇ξa|
2 ≤ Cρ2
∫
Bρ
|∇ξa|
2V ka−2a .
The claim follows from the fact that za ∈ C
0(B¯ρ) and supBρ |z − z(x0)| can be chosen as small
as we need, provided that ρ is small enough.
To apply the above claim, we take D′ = BR+r, D = BR and if we take R+ r small such that
BR+2r ⊂⊂ Ω, then z˜a: = z(· + heγ) ∈ C
0(B¯R+r) for any 0 < |h| < r. Moreover, z˜ = (z˜1, z˜2)
solves (1.3) with q˜: = q(x+ heγ , ·, ·) and w˜: = w(x+ heγ , ·, ·) and as coefficients they satisfy the
condition (1.4) on BR+r. Thus, we can apply the above claim in BR+r for z˜ to obtain (for R+r
small depending on δ)∫
BR+r
∑
a
V˜ kaa ξ
2
a ≤ δ
∫
BR+r
∑
a
V˜ ka−2a |∇ξa|
2 + V˜ k2−12 ξ
2
1 , ∀ξa ∈ L
ka
1,0(BR+r) ∩ C
0(BR+r),
where
V˜ 2a = 1 + |pa(x+ heγ)|
2 = 1 + |pa +∆pa|
2.
Since supp η ⊂⊂ D′r = BR and zah ∈ L
ka
1 ∩C
0(BR+r), we can take ξa = Za = ηzah to obtain∫
BR+r
∑
a
V˜ kaa |Za|
2 ≤ δ
∫
BR+r
∑
a
V˜ ka−2a |∇Za|
2 + V˜ k2−12 |Z1|
2.
Clearly, ∫
BR+r
∑
a
V kaa |Za|
2 ≤ δ
∫
BR+r
∑
a
V ka−2a |∇Za|
2 + V k2−12 |Z1|
2.
Now, we can estimate∫
BR+r
AahQah|Za|
2 =
∫
BR+r
∫ 1
0
(
1 + |pa + t∆pa|
2
)ka/2
|Za|
2dt
≤ C
∫
BR+r
(
V˜ kaa + V
ka
a
)
|Za|
2
≤ Cδ
∫
BR+r
(
V˜ ka−2a + V
ka−2
a
)
|∇Za|
2 +
(
V k2−12 + V˜
k2−1
2
)
|Z1|
2
≤
Cδ
c
∫
BR+r
∫ 1
0
(
1 + |pa + t∆pa|
2
)ka/2−1
|∇Za|
2 +
(
V k2−12 + V˜
k2−1
2
)
|Z1|
2
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=
Cδ
c
∫
BR+r
Aah|∇Za|
2 +
(
V k2−12 + V˜
k2−1
2
)
|Z1|
2,
where in the second and fourth lines, we used the following elementary inequalities (see [Mor08,
p. 189, (5.9.4)]). For q = ka/2 or q = ka/2− 1, there exist some constants c, C such that
c
(
(1 + |pa|
2)q + (1 + |pa +∆pa|
2)q
)
≤
∫ 1
0
(1 + |pa + t∆pa|
2)qdt
≤ C
(
(1 + |pa|
2)q + (1 + |pa +∆pa|
2)q
)
.
Thus, by (2.8), if we take δ small enough∫
BR
Aah|∇zah|
2 ≤ C(Λ, λ)
∫
BR+r
Aah
(
|zah|
2/r2 +Qah
)
+
(
A2hP2h + V
k2−1
2 + V˜
k2−1
2
)
|z1h|
2.
(2.9)
Since paγ = za,γ ∈ L
ka(BR+r) by assumption, the relation of weak derivatives and differen-
tial quotients implies zah: = ∆
h
γza ∈ L
ka(BR+r) too and zah → za,γ in L
ka(BR+r). Since
Va(t) = (1 + |pa + t∆pa|
2)1/2 ∈ Lka(BR+r), we know that V
ka−2
a (t) ∈ L
ka/(ka−2)(BR+r) and
Aah =
∫ 1
0 V
ka−2
a (t)dt → Aa = V
ka−2
a in L
ka/(ka−2)(BR+r) by [Mor08, Thm. 3.6.8]. A similar
argument shows that AahPah =
∫ 1
0 V
ka−1
a (t)dt → V
ka−1
a in L
ka/(ka−1)(BR+r) and AahQah =∫ 1
0 V
ka
a (t)dt → V
ka
a in L
1(BR+r). Apply Hölder’s inequality, we know that the right-hand side
of (2.9) is uniformly bounded (independent of h). Here, we need the additional assumption
z1 ∈ L
2k2
1 (BR+2r) to conclude that the terms in the second parentheses of (2.9) are uniformly
bounded. Since Aah ≥ 1, we conclude from (2.9) that ∇zah ∈ L
2(BR). But zah ∈ L
ka(BR)
with ka ≥ 2 thus zah is uniformly bounded in L
2
1(BR). The weak compactness implies zah ⇀ ua
in L21(BR) for some sub-sequence h → 0. The compact embedding L
2
1(BR) → L
2(BR) im-
plies that, after taking further sub-sequence, zah → ua in L
ka(BR), but we already shown
zah → za,γ ∈ L
ka(BR) (ka ≥ 2), thus za,γ = u ∈ L
2
1(BR). Since γ is arbitrary, it shows that
za ∈ L
2
2(BR) and thus completing the proof. 
2.3. The smoothness of perturbed solution. We first write down the Euler–Lagrange equa-
tion of Lα locally in terms of Fermi coordinates, then extend the solution to the whole disc via a
reflection argument. It turns out that such reflected solution satisfies an equation that is similar
to the original one (with coefficients extended properly), c.f. Lemma 2.4. The verification of
this fact is given by decomposing the test function through parity and check the parity of each
coefficient. The L22-regularity of extended solution is obtained by applying Theorem B, and the
smoothness up to the boundary of critical points of Lα for α − 1 small follows from bootstrap
of the L22-strong solution.
Locally, we take coordinate systems near the boundary as {U ;x = (x1, x2)} with ∂Σ ∩ U =
{x2 = 0} and for any (x1, 0) ∈ ∂Σ ∩ U , let x2 7→ (x1, x2) be a regular geodesic orthogonal to
∂Σ. Let B = {x ∈ Σ : |x| < 1} be the unit disc in Σ, D = {x ∈ Σ : |x| < 1, x2 ≥ 0} be the unit
upper half disc in Σ, ∂0D = {x ∈ ∂D : x2 = 0} and ∂
+D = {x ∈ ∂D : |x| = 1}. For simplicity,
we use U to denote either B or D. The following theorem implies that locally we can always
choose Coulomb gauge as a representation.
Theorem 2.3 ([Uhl82, Thm. 2.1; Mar92, Thm. 3.2′–3.3′]). Suppose p ≥ 1, G is a compact Lie
group and U : = U × G is the trivial bundle on a disc/half disc U ⊂ R2 with flat metric on U .
Then, there exists a uniform constant δ0 > 0, such that any connection A˜ ∈ L
p
1(Ω
1(U ×Ad g))
with ‖FA˜‖L1(Ω2(U×Adg)) ≤ δ0 is gauge equivalent to a connection d+A ∈ L
p
1(Ω
1(U ×Ad g)), i.e.,
for some S ∈ Lp2(U ×c G), S
∗A˜ = d+A, where A satisfies
(a) d∗A = 0, where ∗ is the Hodge star operator with respect to the flat metric;
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(b) ν A = 0 for any x ∈ ∂U ;
(c) ‖A‖Lp1 ≤ C‖FA‖L
p.
Suppose σ:U ×F → π−1(U) is a local trivialization of F . Under this trivialization, we write
the section φ(x) = (x, u(x)) ∈ U × F and identify φ with u, ∇Aφ with ∇Au and µ(φ) with
µ(u), since their values are determined by u. With these notations, when the metric on U is
Euclidean and u is regular enough, we can rewrite (1.2) as (under Coulomb gauge)

α(1 + |∇Au|2)α−1∇∗A∇Au− α
〈
d(1 + |∇Au|2)α−1,∇Au
〉
− µ(u) · ∇µ(u) = 0, x ∈ U
∆A− 〈dA,A〉 − 〈A, [A,A]〉 + α(1 + |∇Au|
2)α−1 〈∇Au, u〉 = 0, x ∈ U
ν ∇Aφ ⊥ TφK
v, x ∈ ∂0U
ν FA = 0, x ∈ ∂
0U
ν A = 0, x ∈ ∂U,
(2.10)
where ∂0U : = ∂Σ ∩ U , and we use
∇∗A(f∇Aφ) = −〈df,∇Aφ〉+ f∇
∗
A∇Aφ.
Note that, if we write ∇Au = (∂iu+Aiu)dx
i: = u|idx
i, then
d|∇Au|
2 = 2 〈∇A(∇Au),∇Au〉
∗ = 2u|ijujdx
i,〈
d|∇Au|
2,∇Au
〉
= 2u|iju|iu|j: = 2∇
2
A(u)(∇Au,∇Au),〈
d(1 + |∇Au|
2)α−1,∇Au
〉
= 2(α− 1)(1 + |∇Au|
2)α−2∇2A(u)(∇Au,∇Au).
Therefore, the local equation is given by

∆Σu− 2(α − 1)
∇2A(u)(∇Au,∇Au)
1+|∇Au|2
− Φα(A,u) = 0, x ∈ U
∆A−Ψα(A,u) = 0, x ∈ U
∂u
∂ν ⊥ TuK, x ∈ ∂
0U
A2 = 0, x ∈ ∂U
∇νA1 = 0, x ∈ ∂
0U,
(2.11)
where
Φα(A,u) = Γ(u)(du, du) + 2∇u A+ uA
# A+
µ(u) · ∇µ(u)
α(1 + |∇Au|2)α−1
, (2.12)
∆Σ is the Laplace-Beltrami operator on functions over Σ, ∆ = dd
∗+d∗d is the Laplace operator
of 1-forms, Γ(u) is the second fundamental form of F →֒ Rl, A# is the vector field corresponding
to A by music isomorphism and
Ψα(A,u) = 〈dA,A〉 + 〈A, [A,A]〉 − α(1 + |∇Au|
2)α−1 〈∇Au, u〉 . (2.13)
The boundary condition is localized as follows: let {e1, e2}, e2|∂Σ = ν, be a moving frame near
the boundary and
{
ω1, ω2
}
be the dual frame. If we write A = Aiω
i, then{
ν A = 0, x ∈ ∂U
ν FA = 0, x ∈ ∂
0U
implies
{
A2 = 0, x ∈ ∂U
∇e2A1 = 0, x ∈ ∂
0U.
The boundary condition for the section φ is given by
ν ∇Aφ ⊥ TφK
v , x ∈ ∂0U
which is equivalent to
∂u
∂ν
⊥ TuK, x ∈ ∂
0U,
∗Here, we should remark that the compatibility of the connection with the metric is applied to ∇A (product
with tensor) rather than the exterior extension DA (product with wedge).
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since ν A = 0 on ∂0U .
Remark. The boundary condition imposed on ∂0U in (2.11) is empty if U is an interior neigh-
borhood B. For the boundary neighborhood, the free-boundary is only prescribed at the flat
part ∂0U . We should remark also that A2 = 0 is exact the local Coulomb gauge boundary
condition given by ν A = 0 as in Theorem 2.3.
Before we get involved into the proof of Theorem A, we state the doubling technique in
what follows, which will be needed in the boundary regularity. For x0 ∈ ∂Σ, without loss of
generality, we assume the local trivialization chart U of x0 is an upper disc Dρ centered at
x0 = 0 and the flat boundary is settled on ∂Σ. Moreover, since u ∈ L
2α
1 (Σ,R
l) →֒ C0(Σ¯,Rl),
we can take ρ small enough such that the following reflection is well-defined. A more geometric
way can be found in [Sch06, Sect. 3]. Compared with the analytical reflection described here,
the advantage of geometric reflection is that the regularity of the coefficients after reflection is
higher. For p = u(x0) ∈ K, we choose Fermi coordinates
(
f1, . . . , fn
)
on an open neighborhood
V of p in F , such that
• The free boundary is described by
V ∩K =
{
fk+1 = 0, . . . , fn = 0
}
;
• For any fixed q ∈ K and a ∈ {k + 1, . . . , n}, the fa-coordinate curve start from q is the
geodesic in V ⊂ F , which is perpendicular to K.
In order to keep the extension as smooth as possible, it turns out that the reflection depends
on the “type” of boundary condition. More precisely, for homogeneous Neumann boundary we
use the even reflection and for Dirichlet boundary, we use the odd reflection. These two types
of boundary conditions root in the free boundary condition, the n−k Dirichlet conditions come
from the fact that u(∂0U) ⊂ K. The remaining k boundary conditions come from the constraint
in calculus of variation. To write down these boundary conditions in Fermi coordinates, we note
first that
∂u
∂ν
=
∂u
∂r
=
∂ua
∂r
∂
∂fa
,
where (r, θ) is the polar coordinates on U and ua: = fa ◦u. Then, the local boundary condition
in (2.11) of u is given by
∂ua
∂r
(x) = 0, x ∈ ∂0U, a ∈ I1: = {1, . . . , k} .
The constraint u(∂0U) ⊂ K transforms to
ua(x) = 0, x ∈ ∂0U, a ∈ I2: = {k + 1, . . . , n} .
Next, we extend various quantities from Dρ to Bρ. Let us illustrate the basic idea by the
extension of u. Firstly, for x∗ = (x1,−x2) ∈ Dρ (the reflection of x = (x
1, x2) respect to ∂0Dρ),
we define the coordinates basis
{
∂
∂fa
}n
a=1
by
∂
∂f˜a
|x =
{
∂
∂fa |x∗ , if a ∈ I1
− ∂∂fa |x∗ , if a ∈ I2.
Then the extension of u is given by
u˜(x) = u(x∗) ⇐⇒ u˜a(x)
∂
∂f˜a
|x = u
a(x∗)
∂
∂fa
|x∗ .
That is
u˜a(x) =
{
ua(x∗), a ∈ I1
−ua(x∗), a ∈ I2.
It is easy to verify, u˜ ∈ L2α1 (Bρ, F ) for any u ∈ L
2α
1 (Dρ, F ).
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It is clear that the above extension of basis gives the following extension of (symmetric)
metric
h˜ab(u˜(x)) =
{
−hab(u(x
∗)), if (a, b) ∈ I1 × I2
⋃
I2 × I1
hab(u(x
∗)), otherwise .
We extend the Christoffel symbols to Γ˜(u)∗ by the extended metric h˜(u˜).
We also need to extend the connection one form A from Dρ to the whole disc Bρ. The basic
idea is the same as above. Locally, A is a g-valued matrix, the components are defined by
∇A
∂
∂fa
: = Abai
∂
∂f b
⊗ dxi ⇐⇒ Abai = h
bc(u)
〈
∇A;∂i
∂
∂fa
,
∂
∂f c
〉
.
The extension is given by (compare to the extension of basis)
∇A˜
∂
∂f˜a
|x =
{
∇A
∂
∂fa |x∗ , a ∈ I1
−∇A
∂
∂fa |x∗ , a ∈ I2.
which implies,
A˜ba1(x) =
{
−Aba1(x
∗), if (a, b) ∈ I1 × I2
⋃
I2 × I1
Aba1(x
∗), otherwise
and
A˜ba2(x) =
{
Aba2(x
∗), if (a, b) ∈ I1 × I2
⋃
I2 × I1
−Aba2(x
∗), otherwise .
Since the connection A is metric, A˜ is also metric.
The extension of µ is given by
µ˜(u˜) = µ(u), x∗ ∈ Dρ.
It is easy to show, for b ∈ I2,
∇ ∂
∂f˜b
µ˜(u˜)|x =


∇ ∂
∂fb
µ(u)|x, x ∈ Dρ
−∇ ∂
∂fb
µ(u)|x∗ , x
∗ ∈ Dρ.
We should remark that, the above extension gives multi-valued maps, u˜, A˜, h˜, Γ˜ and µ˜. But
they can be viewed as single-valued maps of x and we can apply Theorem B to improve the
regularity. This fact is already observed by [Fra00, p. 941].
The following lemma asserts that under the above extension, (A˜, u˜) solves weakly an equation
that is similar to (2.10).
Lemma 2.4. Suppose that (A˜, u˜) is the extension of (A,u) defined as above, where (A,u) ∈
L21(Dρ,Ω
1(g))×L2α1 (Dρ, F ) solves (2.10) weakly in Dρ. Then (A˜, u˜) ∈ L
2
1(Bρ,Ω
1(g))×L2α1 (Bρ, F ),
and for all (B, v) ∈ L21
(
Bρ,Ω
1(g)
)
× L2α1 (Bρ, u˜
∗(TF )), there holds∫
Bρ
α(1 + |∇A˜u˜|
2
h˜
)α−1
〈
∇A˜u˜,∇A˜v +Bu˜
〉
+
〈
dA˜+ A˜ ∧ A˜,DA˜B
〉
+ 〈µ˜(u˜),∇µ˜(u˜)v〉 = 0,
equivalently, {∫
Bρ
α(1 + |∇A˜u˜|
2
h˜
)α−1
〈
∇A˜u˜,∇A˜v
〉
+ 〈µ˜(u˜),∇µ˜(u˜)v〉 = 0,∫
Bρ
α(1 + |∇A˜u˜|
2
h˜
)α−1
〈
∇A˜u˜, Bu˜
〉
+
〈
FA˜,DA˜B
〉
= 0.
(2.14)
∗It is easy to check, for (a, b, c) ∈ I1 × I1 × I1 ∪ I2 × I2 × I1 ∪ I2 × I1 × I2 ∪ I1 × I2 × I2, Γ˜
c
ab(x) = Γ
c
ab(x
∗) and
Γ˜cab(x) = −Γ
c
ab(x
∗) otherwise.
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Proof. The weak form of (2.10) is given by, for any (B, v) ∈ L21(Dρ,Ω
1(g)) × L2α1 (Dρ, u
∗(TF ))
and v|∂0Dρ ∈ TuK,
0 =
∫
Dρ
α(1 + |∇Au|
2)α−1 〈∇Au,∇Av +Bu〉+ 〈dA+A ∧A,DAB〉+ 〈µ(u),∇µ(u)v〉 .
That is {∫
Dρ
α(1 + |∇Au|
2)α−1 〈∇Au,∇Av〉+ 〈µ(u),∇µ(u)v〉 = 0,∫
Dρ
α(1 + |∇Au|
2)α−1 〈∇Au,Bu〉+ 〈FA,DAB〉 = 0.
(2.15)
Let us write down (2.15) exactly in local Fermi coordinates. Note that the test functions
B and v are vector valued, and we will test each component. By the definition of reduced
connection, for v = vb(x) ∂
∂fb
,
∇∂iv: = ∇u∗(∂i)
(
vb
∂
∂f b
)
= ∂iu
c ·
[(
∂vb
∂f c
+ vdΓbcd
)
∂
∂f b
]
◦ u.
Thus,
〈∇Au,∇Av〉 =
〈
(∂iu
a +Aiu
a)dxi ⊗
∂
∂fa
, dxi ⊗
(
∇u∗(∂i)(v
b ∂
∂f b
) +Ai
[
(vb ◦ u)
∂
∂f b
])〉
= hab(u)(∂iu
a +Aaciu
c)
(
∂i(v
b ◦ u) + vd ◦ u · ∂iu
c · Γbcd(u) +A
b
ci · v
c ◦ u
)
,
and for any fix b, if we take vb ◦ u = ϕ, where ϕ ∈ C∞(Dρ) for b ∈ I1 and ϕ ∈ C
∞
0 (Dρ) for
b ∈ I2, then by the first equation of (2.15),
0 =
∫
Dρ
α
(
1 + |∇Au|
2
)α−1 (
hab(u)∂iϕ∇A;∂iu
a + had(u)ϕ∇A;∂iu
a∂iu
cΓdcb(u)
+ had(u)ϕ∇A;∂iu
aAdbi
)
+ ϕµ(u)[∇ ∂
∂fb
µ](u).
(2.16)
Similarly, for fixed i, a, b, if we take Bbai = ϑ, where (we denote IΛ:= I1 × I1 ∪ I2 × I2, and
−IΛ:= I1 × I2 ∪ I2 × I1)
ϑ ∈
{
C∞(Dρ), if i = 1 and (a, b) ∈ IΛ or if i = 2 but (a, b) ∈ −IΛ
C∞0 (Dρ), if i = 1 and (a, b) ∈ −IΛ or if i = 2 but (a, b) ∈ IΛ.
then by the second equation of (2.15),
0 =
∫
Dρ
α(1 + |∇Au|
2)α−1(ϑhdbu
a∇A;∂iu
d) + 2ϑ[Fij , A
T
j ]
b
a − 2F
b
aij∂jϑ, (2.17)
where we have use the definition of induced connection to get
DAB = dB + [A ∧B] = (−∂jBi + [Ai, Bj ])dx
i ∧ dxj .
Recall also that
FA = dA+A ∧A = (∂iAj +AiAj)dx
i ∧ dxj: = Aj;idx
i ∧ dxj, Fij =
1
2
(Aj;i −Ai;j) ,
therefore,
〈FA,DAB〉 = tr
(
ATj;i(−∂jBi + [Ai, Bj] + ∂iBj − [Aj , Bi])
)
= ∂jϑ(Ai;j −Aj;i)
b
a + ϑ
(
Acbj
(
Acaj;i −A
c
ai;j
)
+Aacj
(
Abci;j −A
b
cj;i
))
= −2∂jϑF
b
aij + 2ϑ
(
F caijA
c
bj + F
b
cjiA
a
cj
)
= −2F baij∂jϑ+ 2ϑ([Fij , A
T
i ])
b
a.
The next step is to show that, if we extend hab, Γ
c
ab, A, u, µ as above, and use prime to
distinguish the equations obtained by replacing all quantities in (2.16) and (2.17) with their
extentions, then u˜ and A˜ satisfy (2.16)′ and (2.17)′ respectively. A tedious but easy check
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shows that |∇A˜u˜|
2
h˜
(x) = |∇Au|
2
h(x
∗), for any x∗ ∈ Dρ. Clearly, (2.16)
′ holds for (A˜, u˜) and any
ϕ ∈ C∞0 (Bρ) when b ∈ I1 and any ϕ ∈ C
∞
0 (Dρ) with ϕ ≡ 0 on ∂
0Dρ when b ∈ I2. We only need
to check that when b ∈ I2, (2.16)
′ holds for any ϕ ∈ C∞0 (Bρ). Write
ϕ = ϕe + ϕo, ϕe(x): =
1
2
(ϕ(x) + ϕ(x∗)) , ϕo(x): =
1
2
(ϕ(x)− ϕ(x∗)) ,
clearly,
∂1ϕo(x) =
{
∂1ϕo(x), x ∈ Dρ
−∂1ϕo(x
∗), x∗ ∈ Dρ
∂1ϕe(x) =
{
∂1ϕe(x), x ∈ Dρ
∂1ϕe(x
∗), x∗ ∈ Dρ
∂2ϕo(x) =
{
∂2ϕo(x), x ∈ Dρ
∂2ϕo(x
∗), x∗ ∈ Dρ
∂2ϕe(x) =
{
∂2ϕe(x), x ∈ Dρ
−∂2ϕe(x
∗), x∗ ∈ Dρ,
and note that for b ∈ I2, it is easy to check the parity of the component in (2.16)
′
h˜ab(u˜)
(
∂1u˜
a + A˜ac1u˜
c
)
|x =
{
hab(u) (∂1u
a +Aac1u
c) |x, x ∈ Dρ
−hab(u) (∂1u
a +Aac1u
c) |x∗ , x
∗ ∈ Dρ
h˜ab(u˜)
(
∂2u˜
a + A˜ac2u˜
c
)
|x =
{
hab(u) (∂2u
a +Aac2u
c) |x, x ∈ Dρ
hab(u) (∂2u
a +Aac2u
c) |x∗ , x
∗ ∈ Dρ
h˜ad(∂iu˜
a + A˜aciu˜
c)∂iu˜
eΓ˜deb(u˜)|x =
{
had(∂iu
a +Aaciu
c)∂iu
eΓdeb(u)|x, x ∈ Dρ
−had(∂iu
a +Aaciu
c)∂iu
eΓdeb(u)|x∗ , x
∗ ∈ Dρ.
h˜ad(u˜)(∂1u˜
a + A˜ac1u˜
c)A˜db1|x =
{
had(u)(∂iu
a +Aaciu
c)Adbi|x, x ∈ Dρ
−had(u)(∂iu
a +Aaciu
c)Adbi|x∗ , x ∈ Dρ.
Now, we can compute the extended weak equation (2.16)′ as∫
Bρ
α(1 + |∇A˜u˜|
2
h˜
)α−1
(
h˜ab(u˜)∂iϕ∇A˜;∂iu˜
a + h˜ad(u˜)ϕ∇A˜;∂iu˜
a∂iu˜
cΓ˜dcb(u˜)
+ h˜ad(u˜)ϕ∇A˜;∂iu˜
aA˜dbi
)
+ ϕµ˜(u˜)[∇ ∂
∂f˜b
µ˜](u˜)
=
∫
Bρ
α(1 + |∇A˜u˜|
2
h˜
)α−1
(
h˜ab(u˜)∂i(ϕe + ϕo)∇A˜;∂i u˜
a + h˜ad(u˜)(ϕe + ϕo)∇A˜;∂iu˜
a∂iu˜
cΓ˜dcb(u˜)
+ h˜ad(u˜)(ϕe + ϕo)∇A˜;∂i u˜
aA˜dbi
)
+ (ϕe + ϕo)µ˜(u˜)[∇ ∂
∂f˜b
µ˜](u˜)
=
∫
Bρ
α(1 + |∇A˜u˜|
2
h˜
)α−1
(
h˜ab(u˜)∂iϕo∇A˜;∂i u˜
a + h˜ad(u˜)ϕo∇A˜;∂iu˜
a∂iu˜
cΓ˜dcb(u˜)
+ h˜ad(u˜)ϕo∇A˜;∂iu˜
aA˜dbi
)
+ ϕoµ˜(u˜)[∇ ∂
∂f˜b
µ˜](u˜)
= 2
∫
Dρ
α(1 + |∇Au|
2
h)
α−1(hab(u)∂iϕo∇A;∂iua + had(u)ϕo∇A;∂iua∂iucΓdcb(u)
+ had(u)ϕo∇A;∂iu
aAdbi
)
+ ϕoµ(u)[∇ ∂
∂fb
µ](u)
= 0,
the last equality follows from (2.16) and the fact that ϕo = 0 on ∂
0Dρ. This shows that the
extended solution (A˜, u˜) solves (2.16)′ weakly.
Lastly, we verify (2.17)′ for extended (A˜, u˜). It is easy to show
u˜a(∂1u˜
d + A˜dc1u˜
c)h˜db(u˜)|x =


ua(∂1u
d +Adc1u
c)hdb(u)|x, x ∈ Dρ
ua(∂1u
d +Adc1u
c)hdb(u)|x∗ , x
∗ ∈ Dρ but (a, b) ∈ IΛ
−ua(∂1u
d +Adc1u
c)hdb(u)|x∗ , x
∗ ∈ Dρ and (a, b) ∈ −Iλ
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u˜a(∂2u˜
d + A˜dc2u˜
c)h˜db(u˜)|x =


ua(∂2u
d +Adc2u
c)hdb(u)|x, x ∈ Dρ
−ua(∂z2u
d +Adc2u
c)hdb(u)|x∗ , x
∗ ∈ Dρ and (a, b) ∈ IΛ
ua(∂2u
d +Adc2u
c)hdb(u)|x∗ , x
∗ ∈ Dρ but (a, b) ∈ −IΛ
2F˜ ba12|x = −2F˜
b
a21|x =
(
∂1A˜2 − ∂2A˜1 + [A˜1, A˜2]
)b
a
∣∣∣∣
x
=


2F ba12|x, x ∈ Dρ
−2F ba12|x∗ , x
∗ ∈ Dρ but (a, b) ∈ IΛ
2F ba12|x∗ , x
∗ ∈ Dρ but (a, b) ∈ −IΛ
([F˜12, A˜
T
2 ])|
b
a|x =


([F12, A
T
2 ])|
b
a|x, x ∈ Dρ
([F12, A
T
2 ])|
b
a|x, x
∗ ∈ Dρ but (a, b) ∈ IΛ
−([F12, A
T
2 ])
b
a|x∗ , x
∗ ∈ Dρ but (a, b) ∈ −IΛ.
([F˜21, A˜
T
1 ])|
b
a|x =


([F21, A
T
1 ])|
b
a|x, x ∈ Dρ
−([F21, A
T
1 ])|
b
a|x, x
∗ ∈ Dρ but (a, b) ∈ IΛ
([F21, A
T
1 ])
b
a|x∗ , x
∗ ∈ Dρ but (a, b) ∈ −IΛ.
With these parities in hand, we can decompose ϑ into even part and odd part as ϕ and the
verification of (2.17)′ is the same. 
Now, we are ready to prove Theorem A. We first rewrite the extended weak equation to
standard form, and then check the condition (1.4) is satisifed. Theorem B shows that the
weak solution is strong, and we can bootstrap the regularity of the strong solution to show the
smoothness up to the boundary.
Proof of Theorem A. In what follows, for simplicity, we shall still denote the extended solution
by (A,u). It is well known in Yang–Mills theory that D∗AFA = 0 is not a strict elliptic equation
of A, we need to module the gauge action. Consider the extended weak equation (see (2.16)
and (2.17)) under Coulomb gauge, that is
0 =
∫
Bρ
(∂iϑ
c
ak, ∂iϕ
b) ·
(
−2F caki +
1
2
δik∂jA
c
aj , α(1 + |∇Au|
2)α−1hcb(u)∇A;∂iu
c
)
+
∫
Bρ
(ϑcak, ϕ
b)
(
α(1 + |∇Au|
2)α−1hcd(u)u
a∇A;∂ku
d + 2[Fkj , A
T
j ]
c
a,
α(1 + |∇Au|
2)α−1had(u)∇A;∂iu
a
(
∂iu
cΓdcb(u) +A
d
bi
)
+ µ(u)[∇ ∂
∂fb
µ](u)
)
.
(2.18)
To apply Theorem B, let Ω = Bρ and
k1 = 2, k2 = 2α,
z = (z1, z2) = (A,u), z
b
1,ak = A
b
ak, z
b
2 = u
b
ξ = (ξ1, ξ2) = (ϑ,ϕ), ξ
b
1,ak = ϑ
b
ak, ξ
b
2 = ϕ
b
p = (p1, p2) = (∇A,∇u), p
b
1,ak;j = ∂jA
b
ak, p
b
2;j = ∂ju
b,
then the weak extended equation (2.18) is of form (1.3) with coefficients
q(x, z, p) = (q1(x, z, p), q2(x, z, p))
q1(x, z, p) = p1 + z
2
1
q2(x, z, p) = α(1 + (p2 + z1z2)
2)α−1h(z2)(p2 + z1z2)
w(x, z, p) = (w1(x, z, p), w2(x, z, p))
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w1(x, z, p) = α(1 + (p2 + z1z2)
2)α−1h(z2)z2(p2 + z1z2) + (p1 + z
2
1)z1
w2(x, z, p) = α(1 + (p2 + z1z2)
2)α−1h(z2)(p2 + z1z2)(p2Γ(z2) + z1) + µ(z2).
The verification of condition (1.4) is tedious but straightforward. We illustrate by the compu-
tation of wz. A direct computation shows that for some Λ(R) depending on α, the geometry of
F and µ,
|∂z1w1| ≤ Λ(R)
(
V k1−11 + V
k2−2
2
)
, |∂z2w1| ≤ Λ(R)V
k2−1
2 ,
|∂z1w2| ≤ Λ(R)V
k2−1
2 , |∂z2w2| ≤ Λ(R)V
k2
2 .
We should remark that, the above computation only holds for x ∈ Bρ \ ∂
0Dρ, since on the flat
boundary, our extension of h is only Lipschitz, so Γ is only bounded, and we cannot control its
derivatives. But fortunately, the generalized Theorem B can be applied to this case. It is clear
that, for any vector π = (π1, π2), we have
π ·
∂(w1, w2)
∂(z1, z2)
· π =
∑
a,b
πa · ∂zawb · πb
≤ Λ(R)
((
V k1−11 + V
k2−2
2
)
|π1|
2 + 2V k2−12 |π1||π2|+ V
k2
2 |π2|
2)
≤ 2Λ(R)
((
V k1−11 + V
k2−2
2
)
|π1|
2 + V k22 |π2|
2
)
≤ 2Λ(R)
((
V k11 + V
k2−1
2
)
|π1|
2 + V k22 |π2|
2
)
.
The verification of other conditions is more or less the same. Moreover, the additional reg-
ularity assumption in Theorem B can be shown as follows: for A ∈ L21(Bρ,Ω
1(g)) and u ∈
L2α2 (Bρ, u˜
∗(TF )) solve (2.14) weakly, then A solves
∆A− 〈dA,A〉 − 〈A, [A,A]〉 + α
(
1 + |∇Au|
2
)α−1
〈∇Au, u〉 = 0,
weakly, and note that
〈dA,A〉 ∈ Lp, 1 < p < 2, 〈A, [A,A]〉 ∈ Lq, 1 < q < +∞,
∇Au = ∇u+Au ∈ L
2α,
(
1 + |∇Au|
2
)α−1
∈ L
α
α−1 ,
α
(
1 + |∇Au|
2
)α−1
〈∇Au, u〉 ∈ L
2α
2α−1 .
Thus ∆A ∈ L
2α
2α−1 and A ∈ L
2α
2α−1
2 →֒ L
2α
α−1
1 →֒ L
4α
1 when α− 1 > 0 is small enough. Finally, we
apply Theorem B to conclude that (A˜, u˜) ∈ L22(Bρ), and the original map (A,u) ∈ L
2
2(Dρ).
As long as we show the L22-regularity, (2.11) holds strongly. If α− 1 is small, then the linear
operator
∆(A,u):L
p
k+2(U,F )→ L
p
k(U,F )
v 7→ ∆Σv − 2(α − 1)
∇2A(v) (∇Au,∇Au)
1 + |∇Au|2
is invertible. Now the smoothness of weak solution can be proved by standard bootstrap argu-
ment with up to the boundary estimates. In fact, du ∈ L21(U,F ), A ∈ L
2
1(U, g), u ∈ C
0(U,F )
and since µ is smooth, µ(u) ∈ L21 ∩ C
0(U). By the Sobolev multiplications L21 ⊗ L
2
1 → L
p
1
for some p slightly smaller than 2, Φα(A,u) ∈ L
p
1(U,F ). The inevitability of ∆(A,u) shows
that u ∈ Lp3(U,F ). Also, since A ∈ L
2
2
(
U,Ω1(g)
)
, it is easy to show Ψα(A,u) ∈ L
3p(U, g).
Thus, (2.11) implies that A ∈ L3p2 (U, g). Now, Φα(A,u) ∈ L
p
2(U,F ) and so u ∈ L
p
4(U,F )
this time (we need Lemma A.1 if U ∩ Σ 6= ∅), which in turn gives Ψα(A,u) ∈ L
2p
2 (U, g) and
A ∈ L2p4 (U, g). Iterating like this again and again, we can show that (A,u) is smooth in U up
to the boundary.
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We should note that the above smoothness requires that A is under some L22-Coulomb gauge.
Since the α-YMH functional is invariant under gauge transformation, we can patch these local
gauges together to obtain a global gauge S˜ ∈ G 22 in the same way as [Son11, Sect. 3]. This
finishes the proof of Theorem A. 
3. The main estimates
In this section we give some local uniform (independent of α) estimates for critical points
of Lα, which server as a preparation of blow-up analysis. We focus on the local boundary
estimates, because the corresponding interior one follows as in [Son11, Sect. 4]. Suppose U is a
domain in Σ and under a fixed trivialization we write φ(x) = (x, u(x)) and∇A = d+A as before.
Since u ∈ L2α1 (U,F ) ⊂ C
0(U,F ), for x0 = 0 ∈ ∂Σ, we can take Fermi coordinates (f
1, . . . , fn)
on an open neighborhood V of p = u(x0) ∈ K such that V ∩ K =
{
fk+1 = · · · = fn = 0
}
as
in Sect. 2.3.
Take polar coordinates (r, θ) on U , we always assume A is in Coulomb gauge with estimate (c)
in Theorem 2.3 holds. Under these assumptions, the Euler–Lagrange equation of Lα is given
by (see (2.11)), 

∆Σu− 2(α− 1)
∇2A(u)(∇Au,∇Au)
1+|∇Au|2
− Φα(A,u) = 0, x ∈ U
∆A−Ψα(A,u) = 0, x ∈ U
A2 = 0, x ∈ ∂U
∂A1
∂r = 0, x ∈ ∂
0U
∂ua
∂r = 0, a = 1, 2, . . . , k, x ∈ ∂
0U
ua = 0, a = k + 1, . . . , n, x ∈ ∂0U
(3.1)
where Φα and Ψα are defined by (2.12) and (2.13) respectively.
Similarly, the local equation for critical points of L is given in the following lemma.
Lemma 3.1. Suppose (A,φ) is a critical point of L(A,φ), then locally, when we choose Coulomb
gauge in U , that is {
d∗A = 0, x ∈ U
ν A = 0, x ∈ ∂U,
the Euler–Lagrange equation can be written as:

∆Σu− Φ1(A,u) = 0, x ∈ U
∆A−Ψ1(A,u) = 0, x ∈ U
A2 = 0, x ∈ ∂U
∇νA1 = 0, x ∈ ∂
0U
∂ua
∂ν ⊥ TuK, a = 1, . . . , k x ∈ ∂
0U
ua = 0, a = k + 1, . . . , n x ∈ ∂0U,
(3.2)
where
Φ1(A,u) = Γ(u)(du, du) + 2∇u A+ uA
# A+ µ(u) · ∇µ(u)
and
Ψ1(A,u) = 〈dA,A〉+ 〈A, [A,A]〉 − 〈∇Au, u〉 .
3.1. ǫ-regularity estimates. The main estimates in Sacks-Uhlenbeck’s method is the so-called
ǫ-regularity theorem. Here we prove an analogy for φ with small energy ‖∇Aφ‖L2(U).
Lemma 3.2 (ǫ-regularity). There exist ǫ0 > 0 and α0 > 1 such that if (A,u) ∈ A (U) ×S (U)
is a smooth pair satisfies (3.1) with ‖∇Au‖L2(U,Ω1(F )) < ǫ0 and Lα(A,u;U) ≤ Λ < +∞, then
for any U ′ ⊂⊂ U and p > 1, the following estimate holds uniformly in 1 ≤ α < α0,
‖u− u¯‖Lp2(U ′,F ) ≤ C
(
‖∇Au‖Lp(U,Ω1(F ) + ‖FA‖Lp(U,Ω2(g)) + 1
)
,
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where u¯ is the integral mean over U and C > 0 is a constant depending on U , U ′, F , Λ,
‖µ‖L∞1 (F ), p, α0, ǫ0.
Remark. Note that (3.1) and (3.2) require that A is in Coulomb gauge. We remark that when
the radius of U is small enough, this is always satisfied.
In fact, Lα(A,u;U) ≤ Λ < +∞, in particular, ‖FA‖
2
L2(U) ≤ Λ. Thus, there exists a small
constant r0 (depending only on Λ, the geometry of Σ and δ0), such that ‖FA‖L1(U) ≤ δ0,
provided that the radius of U is smaller than r0, so we may assume A is in Coulomb gauge
by Theorem 2.3.
Proof. Since the interior case can be proved by a minor modification of the following boundary
case, we assume U is the upper half disc centered at x0 = 0 ∈ ∂Σ. As F is compact and
embedded into Euclidean space, we can assume u¯ = 0 without loss of generality. In particular,
we have the following Poincaré inequality,
‖u‖Lp(U) ≤ C(U, p)‖du‖Lp(U).
Since ∇Au = du+Au,
‖u‖Lp1(U) ≤ C(U,F, p)
(
‖∇Au‖Lp(U) + ‖A‖Lp(U)
)
. (3.3)
Suppose η is a cutoff function supported on U , ∂rη = 0 on ∂Σ ∩ U and η|U ′ ≡ 1. Multiply
the equation of u in (3.1) by η, a direct computation shows
∆Σ(ηu) ≤ C(U,U
′) (η|∆Σu|+ |du|+ |u|)
≤ C(U,U ′)
(
η(α − 1)|∇2Au|+ η|Φα(A,u)| + |du|+ |u|
)
≤ C(U,U ′)
(
(α− 1)|d2(ηu)|+ |d(ηu)||du|
+ |dAu| + |Adu| + |A2u|+ |∇µ(u)||µ(u)| + |du|+ |u|
)
≤ C(U,U ′, F )
(
(α− 1)|d2(ηu)|+ |d(ηu)||∇Au|+ |∇Au||A|
+ |A|+ |A2u|+ |dA| + ‖µ‖L∞1 + |du|+ |u|
)
.
Now, note that the boundary condition of ηu is either of homogeneous Dirichlet or Neumann
type {
∂(ηua)
∂r = 0, a = 1, 2, . . . , k,
ηub = 0, b = k + 1, . . . , n.
By the standard Lp estimate (see Lemma A.2), the Sobolev embedding Lp1 →֒ L
2p and (3.3),
‖ηu‖Lp2(U) ≤ C
(
U,U ′, F, ‖µ‖L∞1 , p
) (
(α− 1)‖d2(ηu)‖Lp(U) + ‖|d(ηu)||∇Au|‖Lp(U)
+ ‖|A||∇Au|‖Lp(U) + ‖A‖Lp1(U)
+ ‖A2u‖Lp(U) + ‖∇Au‖Lp(U) + 1
)
.
(3.4)
First, for 1 < p < 2, by the Sobolev embedding Lp1 →֒ L
p∗, p∗ = 2p/(2 − p) and Hölder’s
inequality,
‖|d(ηu)||∇Au|‖Lp(U) ≤ ‖d(ηu)‖Lp∗ (U)‖∇Au‖L2(U)
≤ C(U, p)‖d(ηu)‖Lp1 (U)‖∇Au‖L2(U),
‖|A||∇Au|‖Lp(U) ≤ C(U, p)‖A‖Lp1(U)‖∇Au‖L2(U),
and
‖A2u‖Lp(U) ≤ ‖|A| · |Au|‖Lp(U) ≤ C(F )‖A‖Lp1(U)‖A‖L21(U).
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Since A is in Coulomb gauge in U , by (c) of Theorem 2.3
‖A‖Lp1(U) ≤ C‖FA‖Lp(U), ‖A‖L21(U)
≤ C‖FA‖L2(U).
Plugging these estimates into (3.4), when α0 − 1 is small enough,
‖ηu‖Lp2(U) ≤ C
[
‖∇Au‖L2(U)
(
‖d(ηu)‖Lp1(U) + ‖A‖L
p
1(U)
)
+ ‖FA‖Lp(U) + ‖∇Au‖Lp(U) + 1
]
,
where C > 0 is a constant depending on U,U ′, F,Λ, ‖µ‖L∞1 , p and α0. Therefore, if we take
‖∇Au‖L2(U) ≤ ǫ0 small enough (in particular, it depends on α0), then we can employ the
estimate of Coulomb gauge again to conclude
‖u‖Lp2(U ′) ≤ C(U,U
′, F,Λ, ‖µ‖L∞1 , p, α0, ǫ0)
(
‖∇Au‖Lp(U) + ‖FA‖Lp(U) + 1
)
.
The general case of p follows from a bootstrap argument. We only illustrate the case for p = 2
in what follows. Firstly, apply the above estimate for p = 4/3, then the Sobolev embedding
L
4/3
2 →֒ L
4
1 implies du ∈ L
4. Therefore,
‖|du|2‖L2(U) ≤ ‖du‖
2
L4(U) ≤ C
(
‖∇Au‖L2(U) + ‖FA‖L2(U) + 1
)2
.
Since L21 →֒ L
4 and ‖A‖L21(U) ≤ C‖FA‖L2(U) by (c) of Theorem 2.3,
‖|Adu|‖L2(U) ≤ ‖A‖L4(U)‖du‖L4(U) ≤ C
(
‖∇Au‖L2(U) + ‖FA‖L2(U) + 1
)
,
where C depends on U,U ′, F,Λ, ‖µ‖L∞1 , α0 and ǫ0. Now, the standard L
2 estimate gives similar
to (3.4),
‖ηu‖L22(U) ≤ C(U,U
′, F,Λ, ‖µ‖L∞1 )
(
(α− 1)‖d2(ηu)‖L2(U) + ‖|du|
2‖L2(U)
+ ‖|Adu|‖L2(U) + ‖A‖L21(U)
+ ‖A2u‖L2(U) + ‖∇Au‖L2(U) + 1
)
,
and we can proceed as before to show the required estimate holds for p = 2. 
Since the equation of the connection A is sub-critical in dimension 2, we can prove
Lemma 3.3. For any 1 < p < 2, there exists α0 = α0(p) > 1 such that for any 1 < α < α0, if
(A,φ) ∈ A (U)×S (U) is a smooth pair which satisfies (3.1) with Lα(A,u;U) ≤ Λ < +∞, then
‖A‖Lp2(U ′,Ω1(g)) ≤ C
(
‖∇Au‖L2(U,Ω1(F ) + ‖FA‖L2(U,Ω2(g))
)
,
where U ′ ⊂⊂ U and C > 0 is a constant depending on U , U ′, F , Λ, p.
Proof. Note that the equation for A in (3.1) is given by,

∆A−Ψα(A,u) = 0, x ∈ U
A2 = 0, x ∈ ∂U
∂A1
∂r = 0, x ∈ ∂
0U,
where
Ψα(A,u) = 〈dA,A〉 + 〈A, [A,A]〉 − α(1 + |∇Au|
2)α−1 〈∇Au, u〉 .
By Hölder’s inequality and the Sobolev embedding, for any 1 < p < 2, let p∗ = 2p/(2 − p), we
have
‖〈dA,A〉‖Lp(U) ≤ C‖dA‖L2(U)‖A‖Lp∗ (U) ≤ C‖A‖
2
L21(U)
,
and since L21 →֒ L
q, for any 1 < q < +∞,
‖〈A, [A,A]〉‖Lp(U) ≤ C‖A‖L2p(U) ≤ C‖A‖
3
L21(U)
.
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As we already assumed that A is in Coulomb gauge, by Theorem 2.3,
‖A‖L21(U) ≤ C‖FA‖L2(U).
It is easy to show, for α∗ with 1α∗ =
1
2 +
α−1
α ,∥∥∥∥(1 + |∇Au|2)α−1 〈∇Au, u〉
∥∥∥∥
Lα∗(U)
≤
∥∥∥(1 + |∇Au|2)α∥∥∥(α−1)/α
L1(U)
‖〈∇Au, u〉‖L2(U)
≤ C(F )Λ(α−1)/α‖∇Au‖L2(U).
Thus, for any 1 < p < 2, we can take α(p) = 2p/(3p−2) ∈ (1, 2), such that for any 1 < α ≤ α(p),
we have p ≤ α∗ and∥∥∥∥(1 + |∇Au|2)α−1 〈∇Au, u〉
∥∥∥∥
Lp(U)
≤ C(F,Λ, p)‖∇Au‖L2(U).
The Lp-estimate (see Lemma A.2) implies that, for any U ′ ⊂⊂ U ,
‖A‖Lp2(U ′) ≤ C(U,U
′, F,Λ, p)
(
‖∇Au‖L2(U) + ‖FA‖L2(U)
)
.

In application, we also need the scaled version of small energy estimate. For any r, 0 < r <
r0 < 1 (such that A is in Coulomb gauge over Ur), and any fixed point x0 ∈ Ur, define the
scaling map λr:U → Ur, x 7→ x0 + rx. If (A,u) ∈ A (Ur) × S (Ur) is a smooth pair which
satisfies (3.1) with Lα(A,u;Ur) ≤ Λ < +∞, then it is easy to show, the pullback connection
Aˆ: = λ∗rA (which is in Coulomb gauge over U) and the pullback section uˆ: = λ
∗
ru = u ◦ λr are
locally given by
Aˆ(x): = λ∗rA(x) = rA(x0 + rx), uˆ(x): = λ
∗
ru = u(x0 + rx) (3.5)
respectively. Therefore, (Aˆ, uˆ) satisfies

∆Σuˆ− 2(α − 1)
∇2
Aˆ
(uˆ)(∇Aˆuˆ,∇Aˆuˆ)
r2+|∇Aˆuˆ|
2 − Φˆα(Aˆ, uˆ) = 0, x ∈ U
∆Aˆ− Ψˆα(Aˆ, uˆ) = 0, x ∈ U
uˆa = 0, a = k + 1, . . . , n, x ∈ ∂0U
∂uˆa
∂ν = 0, a = 1, 2, . . . , k, x ∈ ∂
0U
Aˆ1 = 0, x ∈ ∂U
∂Aˆ2
∂ν = 0, x ∈ ∂
0U,
(3.6)
where ∂0U = {(x− x0)/r : x ∈ ∂Σ ∩ Ur}, 0 < r < r0 < 1,
Φˆα(Aˆ, uˆ) = Γ(uˆ) (duˆ, duˆ) + 2∇uˆ Aˆ+ uˆAˆ
# Aˆ+ r2
∇µ(uˆ)(µ(uˆ))
α(1 + r−2|∇Aˆuˆ|
2)α−1
and
Ψˆα(Aˆ, uˆ) =
〈
Aˆ, dAˆ
〉
+
〈
Aˆ, [Aˆ, Aˆ]
〉
− αr2
(
1 + r−2|∇Aˆuˆ|
2
)α−1 〈
∇Aˆuˆ, uˆ
〉
.
Corollary 3.4. There exist ǫ0 > 0 and α0 > 0, such that for any smooth (Aˆ, uˆ) ∈ A (U) ×
S (U) which solves (3.6) and any p > 1, if 1 < α < α0 and Aˆ, uˆ satisfies
‖∇Aˆuˆ‖L2(U) ≤ ε0, (3.7)
then for any k = 2, 3, . . .,
‖uˆ− ¯ˆu‖Lp
k
(U1/2,F )
≤ C(diamU,F,Λ, ‖µ‖L∞1 , p, k, α0, ǫ0)
(
‖∇Aˆuˆ‖L2(U,Ω1(F )) + ‖FAˆ‖L2(U,Ω2(g))
)
,
and
‖Aˆ‖Lp
k
(U1/2,F )
≤ C(diamU,F,Λ, p, k)
(
‖∇Aˆuˆ‖L2(U,Ω1(F )) + ‖FAˆ‖L2(U,Ω2(g))
)
,
where Λ is the bound of Lα(A,u;Ur).
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Proof. Recall that harmonic maps are scaling invariant in dimension 2, although our coupled
equation is not scaling invariant anymore, it behaves well under scaling. We only prove the case
1 < p < 2 and k = 2, the general case follows from bootstrap argument as illustrated at the
end of Sect. 2.3.
For the estimate of uˆ, the proof is almost the same as Lemma 3.2. Note that∣∣∣∣∣
∇2
Aˆ
(uˆ)(∇Aˆuˆ,∇Aˆuˆ)
r2 + |∇Aˆuˆ|
2
∣∣∣∣∣ ≤ C|∇2Aˆ(uˆ)|,∣∣∣∣∣r2 ∇µ(uˆ)(µ(uˆ))(1 + r−2|∇Aˆuˆ|2)α−1
∣∣∣∣∣ ≤ C(‖µ‖L∞1 ).
Multiplying the equation of uˆ by the cutoff function defined in Lemma 3.2 (note that |∇η| ≤
C(diamU)), it is easy to show
∆Σ(ηuˆ) ≤ C(diamU) (η|∆Σuˆ|+ |duˆ|+ |uˆ|)
≤ C(diamU)
(
η(α− 1)|∇2
Aˆ
uˆ|+ η|Φˆα(Aˆ, uˆ)||du| + |u|
)
≤ C(diamU,Λ, ‖µ‖L∞1 )
(
(α− 1)|d2(ηuˆ)|+ |d(ηuˆ)||duˆ|+ |dAˆuˆ|+ |Aˆduˆ|+ |duˆ|+ |uˆ|
)
≤ C(diamU,Λ, F, ‖µ‖L∞1 )
(
(α− 1)|d2(ηuˆ)|+ |d(ηuˆ)||∇Aˆuˆ|+ |∇Aˆuˆ||Aˆ|
+ |Aˆ|+ |Aˆ2|+ |dAˆ|+ |duˆ|+ |uˆ|
)
Thus, we can control ∆Σ(ηuˆ) as in Lemma 3.2 and show the required estimate.
Next, we prove the required estimate for Aˆ. The proof is almost the same as Lemma 3.3, by
noting that
r2
(
1 + r−2|∇Aˆuˆ|
2
)α−1 〈
∇Aˆuˆ, uˆ
〉
= r3
(
1 + |∇Au|
2
)α−1
〈∇Au, u〉 ,
‖r2
(
1 + r−2|∇Aˆuˆ|
2
)α−1 〈
∇Aˆuˆ, uˆ
〉
‖Lα∗(U) ≤ Cr
3‖
(
1 + |∇Au|
2
)α
‖
α−1
α
L1(Ur)
‖∇Au‖L2(Ur)
≤ C · Λ
α−1
α · ‖∇Aˆuˆ‖L2(U).

3.2. Removable of singularity for approximated harmonic maps. The following lemma
is an extension of the classical singularity removability theorem for harmonic maps (see [SU81,
Thm. 3.6; Fra00, Thm. 1.10]), which will be applied to the weak limit in the blow-up process
to show that the isolated singularities are all removable. The proof given here is based on the
regularity theorem of weak solution instead, comparing to the classical method involving energy
decay estimates [SU81,Fra00]. Here we only state the boundary version, the interior case can
be found in [Son11, Thm. 4.3].
Lemma 3.5 ([JLZ16, Thm. 3.6]). Suppose u is a L22,loc-map from a neighborhood U
◦: = U \ {0}
of 0 ∈ ∂0U to F with finite Dirichlet energy and satisfies the following equation weakly under
Fermi coordinates (see also (3.2))

∆Σu− Γ(u)(du, du) = f ∈ L
p(U◦), x ∈ U◦
∂ua
∂ν = 0, a = 1, 2, . . . , k, x ∈ ∂Σ ∩ U
◦
ua = 0, a = k + 1, . . . , n, x ∈ ∂Σ ∩ U◦,
(3.8)
for some p ≥ 2. Then u can be extended to a Lp2,loc-map over U and it preserves the free
boundary condition.
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4. Convergence and blow-up
The following bubbling convergence argument is almost standard, the main difference is the
possible phenomenon of boundary blow-ups.
Proof of Theorem C. Suppose {x1, . . . , xL} ⊂ S. By the definition of S, for r > 0 small enough
such that {Ur(xj)}
L
j=1 are mutually disjoint and for some sub-sequence {αk}, αk → 1,∫
Ur(xj)
|∇Aαkφαk |
2 ≥ ǫ0.
Summing over j = 1, . . . , L, we see that
+∞ > Λ ≥ Lαk(Aαk , φαk) ≥
L∑
j=1
∫
Ur(xj)
|∇Aαkφαk |
2 ≥ Lǫ0,
which clearly implies the finiteness of S.
To show the strong convergence over regular points in Σ\S, we note first that, by the remark
of Lemma 3.3, there exists r0 > 0 independent of α, such that Aα is in Coulomb gauge over
Ur, provided that r ≤ r0. Then Lemma 3.3 implies, for 1 < p < 2, there exists α(p) > 1, such
that for any 1 < α < α(p), ‖Aα‖Lp2(Ur ,Ω1(g)) are uniformly bounded. Next, we show the C
0
convergence of Aα → A∞. For that purpose, covering Σ with discs or half-discs with radius less
than r0/2, denote them by {Ui}. The above discussion shows that under some local trivialization
{σα,i:P|Ui → Ui ×G}, if we write Aα locally as d + Aα,i, then for any Ui, any 1 < p < 2 and
any 1 < α < α(p),
‖Aα,i‖Lp2(Ui) ≤ C(F,Λ, p). (4.1)
Thus, we can assume that Aα,i → Ai weakly in L
p
2(Ui) and strongly in C
0(Ui) as α→ 1.
Claim. {Ai} represents a L
p
2 connection A∞ on P.
In fact, on any Uij : = Ui ∩ Uj 6= ∅, we have transition functions {τα,ij:Uij → G} such that
π2 ◦σα,i = τα,ij ◦π2 ◦σα,j , where π2 is the projection to the second component. {Aα,i} transform
as
Aα,j = τ
−1
α,ijdτα,ij + τ
−1
α,ijAα,iτα,ij ⇐⇒ dτα,ij = τα,ijAα,j −Aα,iτα,ij.
Since G is compact, (4.1) and the above relation imply that, for p∗ = 2p/(2 − p),
‖dτα,ij‖Lp∗(Uij) ≤ C(G)
(
‖Aα,i‖Lp∗ (Ui) + ‖Aα,j‖Lp∗ (Uj)
)
≤ C(G)
(
‖Aα,i‖Lp1(Ui) + ‖Aα,j‖L
p
1(Uj)
)
≤ C(G,F,Λ, p).
By employing the Sobolev multiplication theorems Lp1 × L
p∗
1 → L
p
1 and L
p
2 × L
p
2 → L
p/(2−p)
2
(see [Weh04, Lem. B.3]), we obtain the L22(Uij)-uniform boundedness of {τα,ij}. By weak
compactness, we may assume that τα,ij converges to some τij weakly in L
2
2(Uij) and strongly in
C0(Uij) as α → 1. It is clear that the co-cycle condition τik = τij ◦ τjk is preserved and hence
{τij} defines a bundle isomorphic to P (because we can improve the regularity of Ai and τij to
smooth). Moreover, the relation is preserved under weak limits,
dτij = τijAj −Aiτij ⇐⇒ Aj = τ
∗
ijAi.
Thus, {Ai} represents a connection A∞ ∈ A
p
2 on P. This finishes the proof of the claim.
We should remark that the local convergence Aα,i → Ai in C
0(Ui) depends on the choice of
trivialization σα,i and we cannot assert Aα → A∞ in C
0 directly. But we can apply the patching
argument similar to the weak compactness of Yang–Mills connections (see [Uhl82, Thm. 3.6])
to show that there exist gauge transformations {Sα} ⊂ G
2
2 , such that S
∗
αAα → A∞ strongly
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in C0 sense. In fact, we can improve the regularity of Sα, Aα and show that S
∗
αAα → A∞
subsequently in C∞ sense as α→ 1.
To show the strong convergence of sections {φα} over Σ \ S, we note first that, by the
definition of regular set, for any x ∈ Σ \S, there exist r0 ∈ (0, r0) and α
0 ∈ (0, α0), such that
for any Ur(x) ⊂ Σ (note that Ur(x) may contain singular points in S) centered at x with radius
r ≤ r0, we have ∫
Ur(x)
|∇Aαφα|
2 ≤ ǫ0, ∀1 < α ≤ α
0.
If we modify the local trivializations {σα,i} such that the radii of {Ui} are less than r
0 ≤ r0,
and write
φα,i(x) = σα,i ◦ φα(x) = (x, uα,i(x)),
then we can apply Lemma 3.2 to conclude that, for any 1 < p ≤ 2,
‖uα,i‖Lp2(U ′i) ≤ C(Ui, U
′
i , F,Λ, ‖µ‖L∞1 (F ), p, α0, ǫ0), U
′
i ⊂⊂ Ui.
Also, from the above discussion, {Aα,i} are in Coulomb gauge with estimate (4.1). Since
(Aα,i, uα,i) satisfies (3.1), we can bootstrap the regularity as in the proof of smoothness of critical
points of α-YMH functional (see the end of Sect. 2.3) and conclude that {uα,i} converges to
some ui in C
∞(U ′i) as α→ 1. Without loss of generality, we assume that {U
′
i} is still a covering
of Σ\S. Since the consistence condition uj = τijui is preserved on each U
′
i ∩U
′
j, {ui} represents
a section φ∞ ∈ S
∞ over Σ \ S. A patching argument as before shows that φα → φ∞ over
C∞(Σ\S). Clearly, by taking α→ 1 in (3.1), φ∞ satisfies the first equation of (3.2) locally and
the corresponding boundary condition over some neighborhood U \ {x}, x ∈ S. The removable
of regularity theorem (see Lemma 3.5) asserts that φ∞ extends to a smooth section over Σ and
we finish the first part of the theorem.
To show the second part, suppose that x0 = 0 ∈ S and U is a neighborhood of x0 such that
x0 is the unique isolated singularity in U . Let σα be the local trivialization over U and {uα} be
the local representation of {φα} as before. Without loss of generality, we may assume that the
radius of U is less than r0, such that Aα is in Coulomb gauge. Set
1/rα = max
U
|∇Aαuα| = |∇Aαuα|(xα),
and let λrα : x 7→ xα + rαx be the scaling mapping. We already shown that the pullback
connection and pullback section are locally given by (see (3.5))
Aˆα(x): = λ
∗
rαAα(x) = rαAα(xα + rαx),
uˆα(x): = λ
∗
rαuα(x) = uα ◦ λrα(x) = uα(xα + rαx).
The following blow-up argument is standard, and we summarize it in the following claim as
complement.
Claim. With the above notation and assumption, we have
(a) rα → 0 as α→ 1;
(b) xα → x0 = 0 as α→ 1;
(c) Define (Aˆα, uˆα) as above, then there are two cases, where harmonic spheres and harmonic
discs split off respectively.
• Harmonic spheres: dist(xα, U ∩ ∂Σ)/rα →∞;
• Harmonic discs: dist(xα, U ∩ ∂Σ)/rα → ρ < +∞.
If (a) is not true, then ‖∇Aαuα‖L∞(U) are uniformly bounded. This contradict to the fact
that x0 = 0 is a singularity of {uα} in U .
For (b), suppose that xα → x
0 6= x0 = 0 as α → 1, then since x
0 is a regular point, there
exist δ > 0 and α0 ∈ (1, α0), such that we can apply Lemma 3.2 and Lemma 3.3 to show that,
1
rα
= |∇Aαuα|(xα) ≤ ‖∇Aαuα‖L∞(Uδ(x0)) ≤ C < +∞,
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take α→ 1 we see that it contradicts to (a).
For (c), we only show the case of splitting-off of harmonic discs with free boundary. Firstly,
we can take a proper coordinates system with origin at x0 = 0 and x1-axis pointing to the
interior of Σ, x2-axis tangent to ∂Σ at 0. The scaled maps (Aˆα, uˆα) satisfy (3.6) with r replaced
by rα. Since ∇Aˆα uˆα(x) = rα∇Aαuα(xα + rαx),
‖∇Aˆα uˆα‖L∞(U1/rα ) = rα‖∇Aαuα‖L∞(U) = 1,
by the choice of rα, we can apply Corollary 3.4 on each U˜ ⊂ U1/(2rα) to (Aˆ, uˆα) and show that,
for k = 1, 2, . . .,
‖uˆα‖Ck(U1/(2rα)) ≤ C(diam(U), F,Λ, ‖µ‖L
∞
1 (F )
, α0, ǫ0, k),
‖Aˆ‖Ck(U1/(2rα)) ≤ C(diam(U), F,Λ, k).
Moreover, since Aˆ is in Coulomb gauge, by Theorem 2.3,
‖Aˆ‖L21(U1/(2rα))
≤ C‖FAˆ‖L2(U1/(2rα)) = Crα‖FA‖L2(U1/2) → 0.
Therefore, we obtain the following sub-sequence strong convergence in C∞loc(R
+) (the right half
plane {x = (x1, x2) : x1 > −ρ}),
Aˆα → 0, uˆα → w.
Clearly, the equation of w is given by

∆Σw − Γ(w)(dw, dw) = 0, x ∈ R
+
∂wa
∂x1
= 0, a = 1, 2, . . . , k, x1 = −ρ
wa = 0, a = k + 1, . . . , n, x1 = −ρ.
By the removable of singularity theorem for harmonic maps, w extends to a harmonic map on the
disc B1 with free boundary w(∂B) ⊂ K. By the construction of bubble tree (see [DT95, p. 552]
and [Par96, Sect. 3]), we can do the blow-up analysis for {uˆα} in a similar way and obtain
at most finitely many bubbling solutions, i.e., harmonic spheres {ωi}
k1
i=1 and harmonic discs
{wj}
l1
j=1 with free boundary on K. Clearly, the energy inequality holds and the finiteness of
harmonic spheres and harmonic discs follows from the energy gap theorem (see [SU81, Thm. 3.3]
and [JLZ16, Lem. 4.2]). This finishes the proof of Theorem C. 
Appendix A. Some regularity results and estimates
We recall first the classical boundary estimates for the Laplace operator under Neumann
boundary condition.
Lemma A.1 (see e.g. [ADN59; Weh04, Thm. 3.2]). Suppose 1 < p < ∞, f ∈ Lpk(Σ) and
g ∈ Lpk+1,∂(Σ): =
{
G|∂Σ : G ∈ L
p
k+1(Σ)
}
for some non-negative integer k. If u ∈ Lp1(Σ) weakly
solves {
∆Σu = f, x ∈ Σ
∂u
∂ν = g, x ∈ ∂Σ,
that is ∫
Σ
u∆ψ =
∫
Σ
fψ +
∫
∂Σ
gψ, ∀ψ ∈ C∞ν (Σ):=
{
ψ ∈ C∞(Σ) :
∂ψ
∂ν
= 0
}
,
then u ∈ Lpk+2(Σ) is a strong solution. Moreover, there exist constants C > 0 and C
′ > 0 such
that for all u ∈ Lpk+2(Σ),
‖u‖Lp
k+2
(Σ) ≤ C
′
(
‖f‖Lp
k
(Σ) + ‖u‖Lp(Σ) + ‖g‖Lp
k+1,∂
(Σ)
)
;
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if, what is more,
∫
Σ u = 0, then
‖u‖Lp
k+2
(Σ) ≤ C
(
‖f‖Lp
k
(Σ) + ‖g‖Lp
k+1,∂
(Σ)
)
,
where
‖g‖Lp
k+1,∂
(Σ): = inf
{
‖G‖Lp
k+1
(Σ) : G ∈ L
p
k+1(Σ), G|∂Σ = g
}
.
It is well known that for harmonic map u, the equation of u has anti-symmetric structure Ω
with ‖Ω‖L2 ≤ C‖u‖L2 and the following estimate holds.
Lemma A.2 (see [SZ16, Thm. 1.2]). Suppose u ∈ L21(D1,R
n) is a weak solution of

∆u+Ω · ∇u = f ∈ Lp(D1,R
n), x ∈ D1
∂ua
∂ν = g
a ∈ Lp1,∂(∂
0D1,R
n), x ∈ ∂0D1, 1 ≤ a ≤ k
ua = ha ∈ Lp2,∂(∂
0D1,R
n), x ∈ ∂0D1, k + 1 ≤ a ≤ n,
where Ω ∈ L2(D1, so(n)× ∧
1
R
2), 1 < p < 2 and boundary Sobolev space is defined as
Lpk,∂(∂
0D1):=
{
f ∈ L1(∂0D1) : f = f˜ |∂0D1 , f˜ ∈ L
p
k(D1)
}
with norm
‖f‖Lp
k,∂
(∂0D1): = inf
f˜∈Lp
k
(D1),f˜ |∂0D1
=f
‖f˜‖Lp
k
(D1).
Then, u ∈ Lp2(D1/2,R
n) and
‖u‖Lp2(D1/2,Rn) ≤ C
(
‖f‖Lp(D1,Rn) + ‖g‖Lp1,∂ (∂0D1,Rn)
+ ‖h‖Lp
2,∂
(∂0D1,Rn) + ‖u‖L1(D1,Rn)
)
,
provided that ‖Ω‖L2(D1) ≤ η0 = η0(p, n).
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