Abstract. We present an Expectation-Maximization learning algorithm (E.M.) for estimating the parameters of partially-constrained Bayesian trees. The Bayesian trees considered here consist of an unconstrained subtree and a set of constrained subtrees. In this tree structure, constraints are imposed on some of the parameters of the parametrized conditional distributions, such that all conditional distributions within the same subtree share the same constraint. We propose a learning method that uses the unconstrained subtree to guide the process of discovering a set of relevant constrained tree substructures. Substructure discovery and constraint enforcement are simultaneously accomplished using an E.M. algorithm. We show how our tree substructure discovery method can be applied to the problem of learning representative pose models from a set of unsegmented video sequences. Our experiments demonstrate the potential of the proposed method for human motion classification.
Introduction
In computer vision, recognition (e.g., human-motion, objects, faces, textures) is usually accomplished based on models learned from measurements performed in projection spaces (e.g., edge-maps, 3D range data, intensity images). Unfortunately, important information about the observed phenomenon is lost during projection space creation (e.g., 3D to 2D mapping, noisy sensors, single-view camera, etc). To overcome this problem, it would be beneficial to combine models from individual projections into a single model. Neuroscientific [3, 4] evidence suggests that recognition can be more effective by combining different types of visual information. The combination of multiple visual sources can help solve problems such as image segmentation [13, 16] , edge detection [11] , object recognition [15, 9] , and action analysis [14, 17] . However, it is not clear how data from different projection spaces can be used to build a unified structural model of a visual phenomenon.
In this paper, we propose an algorithm for learning probabilistic structural models of visual phenomena in multiple projection spaces. Our method's key assumptions are: (1) Projection spaces can be decomposed into a location subspace and a measurement subspace, and (2) The location subspace is shared among all projections, while the measurement subspace is unique to each projection. Our main contributions are twofold. First, we show how multiple projection models can be combined into a single integrated model. Secondly, we provide an Expectation-Maximization (E.M.) algorithm for estimating both the structure and parameters of the integrated model in the presence of augmented projection spaces (i.e., location subspaces of lower dimension require augmentation for subspace sharing). Our learning approach has three main components: (1) Constrained maximization of the expectation in the E.M. algorithm; (2) Parameter initialization guided by models in non-augmented spaces; and (3) Structure selection based on the partial models' approximate contributions to the Bayesian Information Criterion (BIC). Finally, we perform a set of validating experiments on synthetic data, followed by a classification experiment on human motion data.
Our focus is on model-based recognition approaches. Model-based approaches include higher-level knowledge about the data using a previously learned model. A number of related approaches for object recognition [9] and action analysis [14, 8] use graphical models to describe both the overall structure and appearance of visual phenomena. However, model selection and the availability of prior information are issues still to be addressed.
An important but unexplored aspect of model-based approaches is the combination of different sources of information about a visual phenomenon. Multiple types of information are often integrated using combinations of classifiers [15, 11, 13] . In these approaches, a final classifier is built using a weighted combination of individual classifiers created for every information source. For example, Landy and Kojima [11] in their edge-detection approach combined different texture cues using a weighted average based on cue reliability. Nilsback and Caputo [15] propose a cue-integration framework based on a linear combination of margin-based classifiers. Leibe et al. [13] use top-down segmentation to integrate multiple visual cues for object detection. In contrast, Niebles and FeiFei [14] propose an action-recognition approach that combines multiple feature types into a constellation of bags of features. Filipovych and Ribeiro [9] propose a part-based object model that incorporates information from multiple cues for object recognition. However, their semi-supervised approach to learning object models from segmented images does not scale to general data.
As exact learning and inference are usually intractable in real scenarios, authors often resort to approximate methods. However, approximate methods, such as the E.M. algorithm, are sensitive to parameter initialization. Moreover, correct initialization is difficult in the presence of significant levels of noise in the training data. Additionally, model structure is not always known. In this case, the learning algorithm must be able to discover both the structure and parameters of the underlying model. To accomplish this, various criteria that measure "goodness" of the specific model are often used. Among commonly used
