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DISSERTATION ABSTRACT
Imran Majid Mirza
Doctor of Philosophy
Department of Physics
September 2014
Title: Storage, Interference and Mechanical Effects of Single Photons in Coupled
Optical Cavities
We study different phenomena associated with single-photon propagation in
optical cavities coupled through optical fibers. We first address the issue of storing
and delaying single-photon wavepackets in an array of microcavities. This has possible
applications in developing reliable and efficient quantum repeaters that will be utilized
in building long distance quantum networks. Second, we investigate a Hong-Ou-
Mandel (HOM) type of interference between two photons that are produced in two
coupled atom-cavity systems. The HOM effect in this setup can test the degree of
indistinguishability between photons when they are stored inside cavities. This part
of the dissertation also includes the study of entanglement between atoms, cavities
and atom-cavity systems induced by the photons. Finally, we focus on single-photon
interactions with a tiny movable mirror in the context of quantum optomechanics.
We investigate how the mechanical motion of the mirror leaves its imprints on the
optical spectrum of the photon.
This dissertation includes previously published and unpublished co-authored
material.
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CHAPTER I
INTRODUCTION
Most of the light we see around us (for example light coming from the sun
and the light produced by an incandescent light bulb) belongs to the category of
thermal/chaotic light. In its ideal version, thermal light is essentially produced by a
black body and it contains a wide range of wavelengths (or modes). Many experiments
make use of laser light instead of thermal light due to its monochromatic nature
(having almost a single wavelength). Laser light has another distinct property which
is called coherence and it is the ability of producing a stationary interference pattern
(both in space and in time) with a high visibility. Due to, amongst others, these
properties, a laser is considered to be the best source of light we have.
This thesis is about an even more advanced type of light namely, single photons.
There are many ongoing experiments in quantum optics and in quantum information
processing that require single photons. Single photons can be produced, for example
by exciting a single two level emitter (atom, quantum dot etc.) by shining resonant
laser light on it. The atom may then spontaneously emit a photon. Since such
emission can happen in any direction optical cavities are used to control the
emission direction. Once produced, single photons have applications in quantum
key distribution (for secure quantum communications) [1], quantum metrology [2]
and linear optical quantum computing [3].
In the remainder of this introductory chapter, I will briefly discuss three subjects that
form the background for the work I describe later in the thesis: Quantum Repeaters,
Hong-Ou-Mandel Effect and Quantum Optomechanics.
1
1.1. Quantum Repeaters
Quantum communication concerns the transfer of quantum information (for
example encoded in a photon) from one place to another. Quantum channels are
utilized to transmit such information between distant nodes of a quantum network
[4]. Due to the noisy character of quantum channels, communication is restricted
to small distances with low fidelity of transmission (The fidelity “F” is a measure
of the similarity between two quantum states. In our case one state is the one we
wish to be transmitted between the nodes and the other is the state that actually
arrives at the distant node). In classical communication similar complications are
overcome by amplifying the signal, but in quantum communication one can’t either
clone or amplify a quantum state without destroying its quantum features [5, 6].
The concept of quantum repeaters [7] was introduced to overcome these issues. A
quantum repeater combines two protocols which are briefly discussed below:
• Entanglement Swapping:
First of all the whole quantum channel is divided into smaller segments (with nodes in
between) and entanglement is established on each segment. Each segment has some
entanglement with initial fidelity (say Fi). In the next step some of the segments are
connected using the protocol of entanglement swapping which can be described as
follows:
Suppose we have two pairs of entangled photons, one pair between A and B and
one between C and B. A Bell measurement is then performed on the two photons
in location B. As a result of this measurement, two photons are destroyed and the
entanglement has been “swapped” and is now between the photons in A and C. This
process establishes an entanglement between the particles that are now further apart
as shown in the Fig. 1. This step of connecting segments (entanglement swapping)
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FIGURE 1.1. Schematic Diagram showing the working of a nested quantum repeater.
In the first step a long quantum channel is divided into smaller segments. Some of
these segments are then connected by Entanglement swapping protocol in step 2.
This process degrades the fidelity to a lower value as compared to initial fidelity of
the segments. In this figure we have indicated this effect by making the segment
thinner. In the third step Entanglement purification is performed to increase the
fidelity to a value higher than initial segment fidelity. We have shown this by the
thickness of the new segment. This procedure is then repeated many times till a
distance equal to actual channel length is reached.
decreases the fidelity of the new (longer) segments as it evolves noisy local operations
(Bell measurements). In order to increase the fidelity of new segments such that it
should not drop below a threshold value, an entanglement purification protocol is
performed.
• Entanglement Purification:
In this step a certain number of copies are produced in parallel which are then used
to produce one pair of higher fidelity (fidelity > Fi) on each segment. This is done
by applying first a controlled NOT (CNOT) operation on two photons of two pairs
in location B and then one photon in each pair is measured in some basis. If the
measurement results are the same (different), then the other pair has a higher (lower)
fidelity. If the new fidelity is increased then the same process of purification is applied
to the next segment otherwise purification is repeated on the first segment until the
desired fidelity is achieved. Then this full process of swapping and purification is
3
repeated again and again where on each step the number of segments decreases
maintaining the fidelity above a certain level and finally an entanglement is developed
over a the distance equal to length of the full channel.
Here we emphasize that the purification protocol is a probabilistic process and requires
quantum memories to save the state of the segments during the whole process of
swapping and purification. Usually atomic systems are used for this purpose [8],
commonly using the concept of Electromagnetic Induced Transparency (EIT) [9]. But
in our studies (as presented in detail in Chapter III), we have considered an alternate
setup consisting of an array of coupled micro-cavities as a possible candidate for
delaying/storing single-photon wavepackets so that these structures can be used in
building reliable and efficient quantum repeaters.
1.2. Hong-Ou-Mandel Effect
Consider two indistinguishable photons arriving on a 50/50 beam splitter at the
same time, with one photon in each of the input ports. The creation operators for
two optical modes to which these photons belong are given by aˆ†1in and aˆ
†
2in. The
input state of two photons is denoted by
|Ψ〉in = aˆ†1inaˆ†2in |vac〉 (1.1)
while |vac〉 is the vacuum state. Two output modes (described by the creation
operators aˆ†1out and aˆ
†
2out) are related to the input operators by the inverse beam
splitter transformations as:
aˆ†1in = taˆ
†
1out − raˆ†2out (1.2a)
aˆ†2in = raˆ
†
1out + taˆ
†
2out (1.2b)
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FIGURE 1.2. Hong-Ou-Mandel Effect standard setup. Two identical photons arrive
at the same time at the input ports of a 50/50 beam splitter. Due to quantum
interference the second photon is always detected at the same output port as the first
photon.
where t and r are transmittivity and reflectivity, respectively, which are real and
follow the condition: t2 + r2 = 1. As the vacuum state doesn’t change under the
beam splitter transformation and using Eqs. (1.1, 1.2) the output state |Ψ〉out takes
the form
|Ψ〉out =
(
rt(aˆ†21out − aˆ†22out) + (t2 − r2)aˆ†1outaˆ†1out
)
|vac〉 . (1.3)
For a 50/50 beam splitter we have r = t = 1√
2
the last term in Eq.[1.3] cancels and
hence
|Ψ〉out =
1√
2
(|2〉1 |0〉2 − |0〉1 |2〉2) (1.4)
where |n〉i is the n photon Fock state describing the number of photons in the photonic
mode at the ith output port. The physical interpretation of this effect is that the
probability amplitudes of the cases when both photons are reflected and when both
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FIGURE 1.3. Hong-Ou-Mandel effect different path diagram: the destructive
interference between the amplitudes with single-photon detection are at both
detectors causes the final state to be of the form |2,0〉−|0,2〉√
2
.
are transmitted are equal but these terms appear with opposite signs, which results
in a complete cancellation of these two possibilities (as shown in FIG. 1.3). Thus we
are left with an output state |Ψ〉out in which both photons exit the same output port.
This effect is known as the Hong-Ou-Mandel Effect [10]. It can be used to
characterize the degree of indistinguishability between two photons [11]. This is
manifested in the actual Hong-Ou-Mandel experiment where in the coincidence
counts as a function of delay between two pulses a dip [10] was recorded. When
the dip touches the zero coincidence count two incident photons are perfectly
indistinguishable, conversely when the two photons are completely distinguishable
then no dip is observed.
To emphasize how the HOM effect can be used to measure as the distinguishability
of two photons, we now consider a slightly different situation than discussed earlier.
This time we assume that at the one input port of the beam splitter (say port 2)
we have a photon arriving with a particular property designated by G. This G can
be the green color of the photon, or it can be its vertical polarization, or its early
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arrival time (as in the context of the actual HOM experiment [10]). On the other
input port (port 1) we assume a photon arriving in a superposition state containing
two properties, one is G and the other is B (say green and blue colors, or vertical and
horizontal polarizations or early and late arrival times). The input operators in this
are be expressed as:
aˆ†1in = αaˆ
†(in)
G,1 +
√
1− α2aˆ†(in)B,1 (1.5a)
aˆ†2in = aˆ
†(in)
G,2 (1.5b)
while α is the amount of overlap between property G and B. The output state can
then be worked out by following the same line of calculations we followed earlier,
which for a 50/50 beam splitter results in:
|Ψ〉out =
α
2
(
|2G〉1 |0〉2 − |0〉1 |2G〉2
)
+
√
1− α2
2
(
|1G + 1B〉1 |0〉2 − |0〉1 |1G + 1B〉2 + |1B〉1 |1G〉2 − |1G〉1 |1B〉2
) (1.6)
In this output state we notice that the probability of detecting a single photon
detection in each output, p11 is (1 − α2)/2. This implies that in the case when
both input photons are completely indistinguishable ( i.e. α = 1) a perfect HOM
interference will be observed. And when both input photons are fully distinguishable
(i.e. no overlap or α = 0) there will be a 50 percent chance of getting single
clicks at both outputs. This behaviour of probabilities explains the importance of
indistinguishability in observing perfect quantum interference between two photons
and it is also consistent with the visibility dip observed in the HOM experiment.
The amount of interference “I” in the Hong-Ou-Mandel dip can be defined as
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I = 2(1
2
− p11). In present example the maximum and the minimum values of p11 are
1/2 and 0 respectively such that the maximum value I attains is 1. This interference I
can also be related to the more general case of mixed states of the two photons ρ1 and
ρ2 through I = Tr[ρ1ρ2]. From this equation it is clear that for a perfect interference,
both photons should be identical and they should be in pure states.
The Hong-Ou-Mandel (HOM) effect is a celebrated example of a pure quantum
interference effect: the fact that two photons impinging on the two input ports of
a 50/50 beam splitter always emerge together in one output port is not affected by
any phase shifts (where a phase shift is to be distinguished from a time delay, see
[12]: a time delay does affect both Hong-Ou-Mandel and classical interference) applied
prior to impinging, unlike in the case of interference of two classical fields on the same
50/50 beam splitter. The destructive interference between the two paths that lead
to the same final state with both photons exiting in different output ports can be
perfect only if at the output the two photons are indistinguishable. They must, in
particular, have identical spectral and polarization states at the output. In principle
there is no such requirement for the photons at the input, and HOM-like interference
can occur, for example, between photons of different colors as well [13], provided there
is a frequency-changing mechanism between input and output.
1.3. Quantum Optomechanics
In Quantum optomechanics the interaction between electromagnetic radiation
(light) and nano or micro sized mechanical objects is studied. The main interest in the
field is to probe the existence of coherent superpositions of macroscopically different
quantum states and study their decay mechanisms [14, 15]. A quantum mirror may
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also be used for quantum information processing purposes, e.g., to store optical
information in the mechanical motion of the mirror. By mapping this information
back into a different optical mode, frequency conversion of photonic quantum states
may be achieved [16]. Several different systems are now emerging as the possible
candidates for performing optomechanical interaction [17]. But in here (and later in
Chapter V) we’ll consider a Fabry-Pero´t optomechanical cavity as our model system
in which one of the cavity mirrors will be taken to be so thin that even a single photon
will cause the mechanical oscillations in it.
The Hamiltonian describing the optomechanical interaction can be worked out in a
simple Fabry-Pero´t optomechanical cavity setup (as shown in FIG. 1.4). Assuming
the optomechanical cavity has a single resonant optical mode with frequency ωc
and a mechanical mode with frequency ωM which is the oscillation frequency of
the mechanical mirror around its equilibrium position. Annihilation of excitation
in the optical mode (photon) and in mechanical mode (phonon) are described by
the operators aˆ and bˆ respectively which follow the standard commutation relations
[aˆ, aˆ†] = 1, [bˆ, bˆ†] = 1. In the absence of any coupling between optical and mechanical
modes we can write the Hamiltonian of this system as:
Hˆ = ~ωcaˆ†aˆ+ ~ωM bˆ†bˆ (1.7)
Here we have neglected the zero point energies of the oscillators and ωc = npic/L
is the optical cavity resonant frequency. The symbol c is the speed of light in the
optical cavity, L is the length of the cavity and n is the mode order. When the
coupling between the optical and mechanical modes is allowed to happen then the
optical mode frequency is modulated by the mechanical motion due to the radiation
pressure. As a result of that the optical cavity length increases to L+ x and the new
9
FIGURE 1.4. Single-photon in a Fabry-Pero´t optomechanical cavity. Due to the
radiation pressure force the movable mirror in the cavity displaces from its initial
equilibrium position. Expressing the new resonant frequency of the cavity (after
displacement) in terms of the old frequency one can obtain the optomechanical
interaction Hamiltonian, as we have shown in the text.
resonant frequency in the optical cavity takes the form:
ωc(x) =
npic
L+ x
; such that
ωc(x)
ωc
≈ (1− x
L
) (1.8)
This situation is shown in FIG. 1.4. Hence under the optomechanical interaction the
Hamiltonian appears as
Hˆ = ~ωc(xˆ)aˆ†aˆ+ ~ωM bˆ†bˆ = ~ωcaˆ†aˆ+ ~ωM bˆ†bˆ− ~gM aˆ†aˆ(bˆ+ bˆ†) (1.9)
where gM =
ωc
L
√
~
2mωm
with m being the mass of the mechanical mirror. Note that the
optomechanical interaction depends on the photon number in the cavity (as indicated
by the photon number operator aˆ†aˆ). And it also takes into account mechanical
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motion due to the presence of the term bˆ + bˆ† which up to a scale factor is equal to
the position operator of the mechanical motion (xˆ). This is the standard Hamiltonian
describing the optomechanical interaction [18] (corresponding to the system drawn in
FIG. 1.4) that we’ll use in Chapter V where we’ll calculate the single-photon time-
dependent spectrum emitted by such an optomechanical cavity.
In this dissertation Chapter III, IV and V include previously published and
unpublished co-authored material. The author is thankful to his co-authors Steven
van Enk and Jeff Kimble for initiating the ideas and helping finalizing the published
and unpublished work.
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CHAPTER II
OPEN QUANTUM SYSTEM APPROACHES
In this chapter we briefly discuss the two open quantum system approaches
that we’ll use in modeling different atom-cavity-fiber systems in later chapters. Our
description here will be restricted to the simplest possible situations.
2.1. Input-Output Formalism
Here our description of the input-output formalism and the quantum Langevin
equation closely follows the methods developed in reference [19]. We begin with
the standard description of open quantum systems [20] in which we divide the
Hamiltonian Hˆ into three parts: the system Hamiltonian Hˆsys, the environment/bath
Hamiltonian Hˆb and the Hamiltonian describing the system and bath interaction Hˆint
as:
Hˆ = Hˆsys + Hˆb + Hˆint. (2.1)
The bath is assumed to comprise a continuum of bosonic modes with annihilation
operators bˆ(ω) following the commutation relation [bˆ(ω), bˆ†(ω
′
)] = δ(ω − ω′) and Hˆb
is given by:
Hˆb =
∫ ∞
−∞
~ωbˆ†(ω)bˆ(ω)dω. (2.2)
Under the rotating wave (RWA) and Markov approximations the interaction
Hamiltonian takes the form:
Hˆint = i~
√
κ
∫ ∞
−∞
(
aˆbˆ(ω)† − aˆ†bˆ(ω)
)
dω, (2.3)
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where aˆ is some system operator defined in the Schro¨dinger picture and κ denotes the
decay rate of the excitation energy from the system. In Eq.(2.3) we have extended
the initial limit of the integration to −∞ (instead of starting at zero) by first going to
a frame rotating at a frequency (say) Ω such that the new initial limit of integration
becomes −Ω. Then we assume that only the bath frequencies near system resonant
frequency are relevant and Ω is much greater than the system decay rates (for example
κ here).
We transform to the Heisenberg picture now, where an arbitrary system operator
Xˆ(t) and bˆ(ω; t) follow the Heisenberg equations of motion:
dXˆ(t)
dt
= −i[Xˆ(t), Hˆsys]− i
√
κ
2pi
∫ ∞
−∞
(
bˆ†(ω; t)[Xˆ(t), aˆ(t)]− [Xˆ(t), aˆ†(t)]bˆ(ω; t)
)
dω
(2.4)
dbˆ(ω; t)
dt
= −iωbˆ(ω; t) +
√
κ
2pi
aˆ(t) (2.5)
Here Xˆ(t) is a general system operator which can be equal to aˆ(t) or it can be some
other operator of the system in case of many operators involved in the description
of the system. Also note that ω and t appearing in bˆ(ω; t) are not Fourier-conjugate
variables, rather ω is acting as a label, identifying the modes of the bosonic bath and
t is the time as it appears in the Heisenberg picture. To eliminate the continuum
operator we transform to a frame rotating with frequency ω i.e. we make the
transformation:
bˆ(ω; t) −→ bˆ(ω; t)eiωt ⇒ ∂bˆ(ω; t)
∂t
−→ ∂bˆ(ω; t)
∂t
eiωt + iωbˆ(ω; t)eiωt (2.6)
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Now using Eq. (2.4)b and integrating the resultant equation from some initial time
t0 to some present time t we obtain:
bˆ(ω; t) = exp(−i(ω(t− t0)))bˆ0(ω) +
√
κ/2pi
∫ t
t0
dt′ exp(−i(ω(t− t′)))aˆ(t′).(2.7)
Here the operator bˆ0(ω) is the Heisenberg picture operator bˆ(ω, t) at t = t0, and
it enters simply as the initial condition. Using Eq.(2.7) along with the fact that∫∞
−∞ e
iω(t−t′ )dω = 2piδ(t− t′) in Eq. (2.4) we arrive at the following equation:
dXˆ(t)
dt
= −i[Xˆ(t), Hˆsys]− (
√
κbˆ†in(t) +
κ
2
aˆ†(t))[Xˆ, aˆ(t)]− [Xˆ, aˆ†(t)](√κbˆin(t) + κ
2
aˆ(t)).
(2.8)
This equation is commonly known as the “quantum Langevin equation”. The
operator bˆin(t) appearing in the Langevin equation is called the input operator and
it is defined as:
bˆin(t) :=
1√
2pi
∫ ∞
−∞
dω exp(−iω(t− t0))bˆ0(ω). (2.9)
The terms containing this input operator in the Langevin equation are called the
“noise terms” which describe the interaction of the system with the bath at some
past (initial) time to. The terms with prefactor
κ
2
manifest the decay of field energy
from the system of interest (say an optical cavity ) and these terms are referred to as
the “decay terms”.
Now instead of integrating Eq.(2.6) from some initial time t0 to some present time t,
we integrate from some present time t to some future time t1. This leads us to the
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following form of the Langevin equation:
dXˆ(t)
dt
= −i[Xˆ(t), Hˆsys]−(
√
κbˆ†out(t)−
κ
2
aˆ†(t))[Xˆ, aˆ(t)]− [Xˆ, aˆ†(t)](√κbˆout(t)− κ
2
aˆ(t)).
(2.10)
In this equation the operator bˆout(t) is called the output operator which is defined as:
bˆout(t) :=
1√
2pi
∫ ∞
−∞
dω exp(−iω(t− t1))bˆ(ω, t1). (2.11)
The relationship between input and output operators can be obtained by subtracting
Eq.(2.8) from Eq.(2.10). This yields:
bˆout(t) = bˆin(t) +
√
κaˆ(t). (2.12)
This equation is called the input-output relation. As we’ll see in Chapter III (and in
later Chapters as well) this input-output formalism is eminently suited for describing
coupled cavity arrays. Combined with the quantum jump approach (see next section)
the input-output formalism forms the basic theory needed to describe the quantum
cascaded systems (systems in which the output of one quantum system serves as the
input of the next). Compared with some other open quantum system approaches (for
example the Wigner-Weisskopff theory of spontaneous emission) the input-output
formalism is relatively simple also, as it makes some standard approximations in the
beginning, so that the concomitant simplifications appear right from the start. One
approximation is equivalent to the Wigner-Weisskopf approximation for spontaneous
decay of an atom and yields a simple decay rate for each cavity field. The other
approximation assumes an isolated discrete cavity mode with a well-defined resonance
frequency.
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2.2. Quantum Trajectory Analysis
As mentioned earlier the input-output formalism (defined in the Heisenberg
picture) is well suited to describe the light propagation in coupled (or cascaded)
systems. But whenever we are interested in the dynamics of the state of the
system we work in the Schro¨dinger picture. Among different open quantum system
approaches based on Schro¨dinger picture, in this dissertation we’ll apply the quantum
trajectory method or quantum jump approach [19, 21–25]. In this method we think
of (fictitious or actual) detectors placed at the output of the different possible photon
leakage channels. The quantum evolution of the open system consists of two parts
in this picture: there are discrete quantum jumps at random times (occurring with
certain probabilities), corresponding to the detection of single photons or spontaneous
emission events, and a jump-free evolution where no detection or emission event takes
place. On average the combined evolution is identical to that obtained from a Master
equation for the density matrix of the same system. Without loss of generality, we
assume the detectors to be perfectly efficient so that if a photon leaks out of the
cavity one of the detectors will detect it by making a click (an imperfect detector can
be easily modeled as a perfect detector with a beam splitter put in front of it. The
other output is then monitored by another (fictitious, perfect) detector).
2.2.1. Occurrence of a Jump
In a given small time interval around a time t, there are two possibilities then,
either the detector clicks or it doesn’t. We consider the case of a detector clicking
first, indicating that a jump has occurred. Corresponding to each detector we have
one jump operator. We assume for simplicity we have just one output channel and
one type of jump operator denoted by Jˆ and in fact we have Jˆ = aˆout. The state of
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the system before the jump, |ψ〉, is reset after a jump by the transformation
|ψ〉 7→ Jˆ |ψ〉√
Π
. (2.13)
The normalization factor Π appearing here is in fact a probability density per time.
The (dimensionless) probability for a jump occurring during the infinitesimal time
interval [t, t+ dt] is given by:
P (t) = 〈ψ|Jˆ†Jˆ |ψ〉dt =: Πdt. (2.14)
2.2.2. System dynamics if no jump occurs
When no detector click occurs, the system dynamics follows a non-unitary
evolution. The non-Hermitian “Hamiltonian” HˆNH that drives this evolution can
be written as the sum of the standard (Hermitian) system Hamiltonian and terms
describing decay constructed from jump operator,
HˆNH = Hˆs − i~Jˆ†Jˆ/2. (2.15)
The system dynamics during the time of no jump is governed by the following non-
unitary Schro¨dinger equation:
i~
d
∣∣∣ψ˜(t)〉
dt
= HˆNH
∣∣∣ψ˜(t)〉. (2.16)
Here,
∣∣∣ψ˜(t)〉 is a pure state, but it is not normalized (its norm decays in time).
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2.2.3. Example: Spontaneous emission from a two-level atom
As a simple example, we apply the Quantum Jump Approach (QJA) to study
a two-level atom with a stable ground state and an excited state that undergoes
spontaneous emission. Assuming the presence of one detector, we divide the total
time of this counting experiment into small time intervals δt. Then according to QJA
in a given small time interval δt we have one of the two possibilities: either a jump is
recorded by the detector by making a click or no jump happens. The jump operator
in this case is proportional to the atomic lowering operator Jˆ =
√
Γ |g〉 〈e| (while |g〉
and |e〉 are the ground and excited states of the atom respectively and Γ is the atomic
spontaneous emission rate). We take the initial state of the atom as:
∣∣∣ψ˜(0)〉 = cg(0) |g〉+ ce(0) |e〉 (2.17)
• Jump situation
The probability of one photon being emitted (occurrence of a jump) during the time
interval (0, δt] is:
P (1)(δt) = Γ
〈
ψ˜(0)
∣∣∣ Jˆ†Jˆ ∣∣∣ψ˜(0)〉 δt = Γ|ce(t)|2δt (2.18)
The state of the system (up to an overall phase factor) after the jump appears as:
∣∣∣ψ˜(t = δt)〉 = Jˆ
∣∣∣ψ˜(0)〉√〈
ψ˜(0)
∣∣∣ Jˆ†Jˆ ∣∣∣ψ˜(0)〉 = |g〉 (2.19)
which means that right after the detection of the photon the atom is found to be in
its ground state with certainty.
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• No Jump situation
If in an interval δt no jump is recorded, the system evolves according to the non-
unitary Schro¨dinger equation as given in Eq.(2.16). The non-Hermitian Hamiltonian
in the present example takes the following form:
HˆNH = ~(ωeg − iΓ
2
) |e〉 〈e| . (2.20)
The system evolves to:
∣∣∣ψ˜(t = δt)〉 = e−iHˆNHδt/~
∣∣∣ ˜ψ(0)〉√〈
ψ˜(0)
∣∣∣ eiHˆ†NHδt/~e−iHˆNHδt/~ ∣∣∣ψ˜(0)〉 =
cg |g〉+ cee−Γδt/2−iωegδt/2 |e〉√|cg|2 + e−Γδt|ce|2 .
(2.21)
It is clear from the above equation that the probability of finding the atom in the
excited state shows a decay in time determined by the spontaneous emission rate
Γ. This decay follows a tanh behaviour while the exponential decay of the excited
state (as found in the Wigner-Weisskopff theory of spontaneous emission) is obtained
when quantum jumps are also included with the evolution under the non-Hermitian
Hamiltonian [26]) and an average is being taken over many trajectories. (Note that
the above analysis which was restricted to a time interval δt, can easily be generalized
to the full time duration.)
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CHAPTER III
SINGLE-PHOTON TIME-DEPENDENT SPECTRA IN COUPLED CAVITY
ARRAYS
This work was published as Single-photon time-dependent spectra in coupled
cavity arrays, JOSA B, 30, 10, (2013). The idea originated from H. J. Kimble and
S. J. van Enk and it was initiated by S. J. van Enk and finished jointly by Imran M.
Mirza and S. J. van Enk.
3.1. Introduction
There has been a substantial effort in the last decade or so to find means of
storing and/or delaying light by making use of arrays of coupled microcavities [27–
32]. The main effort has been aimed at storing and delaying classical light pulses for
classical communication purposes. For example in a recent experiment [33] classical
light pulses were stored for ∼175ps (pico seconds) in a silicon based coupled resonator
optical waveguide (CROW) setup consisting of 235 ring resonators. In principle
the same ideas extend down to the single-photon level (for theory, see [34–37]), so
that quantum communication protocols may benefit as well from these efforts. In
particular, for entanglement purification and quantum repeaters (which allow one
to increase the distance over which quantum key distribution can be employed) one
needs the ability to store single photons in a reliable way [38, 39].
We focus here on the single-photon case. Single photons are not so easy to
produce, but one possible technique of producing single photons on demand fits very
well with the system under consideration here, namely, to use a single emitter (an
atom or a quantum dot or an NV center in diamond) inside a cavity [40–43]. We
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include the production of the single photon in our description by assuming we have a
single atom inside one of the resonators. We study then the photon’s properties when
it is propagating through one or more additional (empty) cavities. This study will
thereby be relevant to the development of deterministic single photon sources, for, e.g.,
quantum key distribution. In particular, our study answers two sorts of questions:
what (spectral) type of photon states are stored reliably by the coupled cavity array
system, and what (spectral) type of photons are generated by such a system. Our
study answers these questions by calculating the time-dependent spectral properties
of single photons, obtained by detecting photons as a function of time after they have
traversed a spectral filter.
We will describe our quantum system by means of the input-output formalism
for the cascaded systems [44, 45]. In addition, we will use the quantum trajectory
method, which is well suited to describe open quantum systems. In this method both
dissipation due to spontaneous emission of an atom or losses inside the cavity, and
detection by photo detectors are easily incorporated. An introduction to both of these
open quantum system methods is already given in Chapter II.
The quantum-optics literature and the classical optics literature use different
descriptions of the coupled cavity systems. In fact, the input-output formalism leads
to different equations than those used in the classical theory. (This difference is due
to the approximations used in the input-output theory, rather than due to a difference
between quantum and classical physics. The latter difference shows up in the photon
statistics and could be revealed by measuring higher-order correlation functions, such
as g(2) [46] or time correlations [47]). It is useful to state here the relation between the
two descriptions. For this it suffices to consider the simplest case of one mode inside
a lossless ring resonator, with a single input and a single output field (see FIG. 1).
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FIGURE 3.1. An empty lossless ring resonator with one mode, coupled to an optical
fiber. The main text discusses classical and quantum descriptions of this system.
Analogous to a beam splitter configuration it is assumed that part of the input
field transmits to the ring resonator and the rest reflects back into the fiber. This
process is described by transmission and reflection coefficients t and r, respectively,
and leads to the relations a1 = ta2 + irain, and aout = ira2 + tain (again, see FIG. 1).
Moreover, upon one roundtrip the field amplitude gains a phase φ, that is, a2 =
eiφa1. Eliminating the cavity modes yields, up to an irrelevant overall minus sign,
the following relation between (classical) output and input field amplitudes, at some
fixed frequency ω in the steady state:
aout =
−t+ eiφ
1− teiφ ain, (3.1)
where we used r2 + t2 = 1. For the quantum description one writes down
an approximate Hamiltonian that couples a single cavity mode (this is one
approximation) with resonance frequency ωc to a continuum of fiber modes with
a coupling rate that is assumed constant over the relevant range of continuum
frequencies around resonance (this is a second approximation). After elimination
22
of the fiber modes (for further details of this procedure, see below), one obtains an
approximation to Eq. (3.1) valid quantum mechanically,
aout =
κ/2 + i(ω − ωc)
κ/2− i(ω − ωc)ain, (3.2)
with ωc the cavity resonance frequency, and with κ the cavity decay rate for energy.
The expression (3.2) can, alternatively, be found from (3.1) in the regime where r  1
and φ 1, by approximating t = √1− r2 ≈ 1− r2/2, eiφ ≈ 1 + iφ, and identifying
κτ = r2; φ = (ω − ωc)τ, (3.3)
where τ is the roundtrip time of a photon in the ring cavity. From r  1 it follows
that τ  1/κ, and we can translate this to the statement that input-output theory
is valid only on time scales long compared to the cavity round-trip time. Similarly,
the approximation φ  1 implies frequencies should not be too far from resonance,
as compared to the inverse cavity round-trip time. Our main aim is to use the final
expression for aout to display the trapping and delaying effects of the cavity array in
a direct way: we will obtain the time-dependent probabilities of detecting photons
at the output, as well as their time-dependent spectrum, i.e., the time-dependent
probabilities of detecting photons after the output field has traversed a frequency
filter [48].
The rest of the chapter is organized as follows. We first consider a single two-
level atom, assumed to start off in the excited state, in a single ring resonator. This
Section 3.2 is meant mainly to establish notation, and to present the input-output
formalism and the quantum trajectory method in a relatively simple case.
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Even in this simple case, by introducing detectors with a finite bandwidth, we
enter in principle the territory of cascaded quantum systems, since the output of the
atom-cavity system serves as the input of the detector, part of which can itself be
modelled as a cavity. This will allow us to calculate the time-dependent spectrum of
the single photon produced by the initially excited atom in Sec. 3.2.3.
Then, in the next Section, 3.3, we consider the case of an empty cavity driven by
the atom-cavity system. The presence of this second cavity opens the possibility of
trapping and delaying the photon produced by the atom inside the first cavity. More
precisely, the frequency component resonant with the second cavity will be delayed.
This will show up in the time-dependent spectrum of that photon.
The two-cavity case can be easily generalized to any number of empty cavities.
We still are able to obtain analytical solutions for this case, and we display results
for two, three, four and five cavities in Section 3.4.
In the final results section, Section 3.5, we treat the atom more realistically,
pertaining to a situation closer to what one would experimentally implement: a three-
level Λ system, with an additional laser driving a Raman transition between two
(hyperfine) ground states through an off-resonant intermediate excited state. This
allows one to deterministically produce a cavity photon, with some control over the
lineshape produced, while avoiding spontaneous emission. We did not find analytical
solutions for this case, but the equations allow for straightforward numerical solutions,
which in turn yield time-dependent spectra, among other quantities of interest.
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FIGURE 3.2. An initially excited two-level atom can emit a photon into one of two
counterpropagating modes of a lossy ring resonator. The photon leaks out at a rate
κ1 and is detected by one of two frequency-selective detectors with spectral width Γ.
3.2. Single Two Level Atom Coupled to a Lossy Ring Resonator
3.2.1. Model and Hamiltonian
We start with the system depicted in FIG. 3.2. We have a ring resonator with
decay rate κ1 coupled to an initially excited two level atom (with resonance frequency
ωeg) with complex coupling rate g. We neglect spontaneous emission because we have
in mind ultimately applying the formalism to a three-level atom in a configuration
where spontaneous emission can indeed be ignored, see Section 3.5. Thus, when the
atom de-excites it will excite one of two counter propagating modes in the resonator
described by the annihilation operators aˆ1 and bˆ, respectively. Mode aˆ1 couples to
the atom with the coupling rate g and bˆ couples with the coupling rate g∗, where
the phase of g describes the atomic location on the circumference of the resonator
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as in [49] 1 Light from the ring cavity couples to an optical fiber, which is modelled
to have a continuum of modes. The cavity interaction with the continuum of modes
in the fiber can be incorporated simply through input field operators aˆin and bˆin (as
introduced in [19, 20]). We thus take the system Hamiltonian to have the form
Hˆs = −~ωegσˆ−σˆ+ + ~ωc1(aˆ†1aˆ1 + bˆ†bˆ) + ~(gaˆ†1σˆ− + g∗aˆ1σˆ+) + ~(g∗bˆ†σˆ− + gbˆσˆ+)
− i~√κ1(aˆ†1aˆin − aˆ†inaˆ1 + bˆ†bˆin − bˆ†inbˆ)
(3.4)
We have assumed here the usual rotating wave approximation. In addition, for
simplicity we assumed there is no direct coupling between the two intra-cavity modes
(there is the indirect coupling through the atom). We also assumed a single resonance
frequency ωc1 for both cavity modes. Non vanishing commutation relations are:
[σˆ+, σˆ−] = σˆz, [aˆ1, aˆ
†
1] = 1 and [bˆ, bˆ
†] = 1. The input field operators are not
dimensionless and satisfy different commutation relations, namely [aˆin(t), aˆ
†
in(t
′)] =
δ(t−t′) and the analogous relation for bˆin. Corresponding to the input operators there
are two output field operators then, denoted by aˆout and bˆout which are related to the
input fields and intra-cavity modes through the input-output relations (obtained by
formally solving the Heisenberg equations for the fiber modes) as:
aˆout = aˆin +
√
κ1aˆ1, (3.5a)
bˆout = bˆin +
√
κ1bˆ (3.5b)
1This is a recent experiment in the single-photon regime using a single atom inside a single
cavity, where the nonlinearity introduced by the presence of the atom is exploited to change an
incoming laser beam of light (with Poissonian photon-number statistics) into reflected light that is
antibunched, characteristic of single photons.
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These output fields physically correspond to the electric fields at the point where the
fiber couples to the two cavity modes. If we denote by |Ψ〉 the initial state of the
global system (atom, cavity and fiber) we have aˆin |Ψ〉 = 0 and bˆin |Ψ〉 = 0, as initially
there is no photon in the fiber. For this reason we will sometimes suppress terms
containing the input fields in normally ordered expressions, since those terms do not
contribute to expectation values.
3.2.2. Quantum trajectory analysis
Coupling of the cavity to the output fields in the fiber makes the system open
as soon as we have eliminated the continuum modes via Eqs. (3.5). In order to
describe such a dissipative system we apply the quantum trajectory (or quantum
jump) method which was introduced in Chapter II. In our case no jump state can be
written as a linear combination of the different possibilities of finding the photon in
the system before being detected as:
∣∣∣ψ˜(t)〉 = ce(t) |e, 0, 0〉+ c1(t) |g, 1, 0〉+ c2(t) |g, 0, 1〉 , (3.6)
where we are using the notational conventions that the first slot in the ket denotes
the state of the atom, and the second and third slots give the number of photons in
the intra-cavity modes, a1 and b, respectively. Note there is no term corresponding to
a photon inside the fiber (the fiber modes were effectively eliminated when we solved
the Heisenberg equations for the fiber-mode operators, see Eq. (3.5)).
Using Eq.(3.6) and (2.15) in (2.16) we get three coupled differential equation
describing the time evolution of the probability amplitudes which can be easily solved
using the Laplace transform. In Laplace space the equations for the amplitudes are
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algebraic and appear as
sCe(s) + igC1(s) + ig
∗C2(s) = 1, (3.7a)(
s+ i∆ +
κ1
2
)
C1(s) + ig
∗Ce(s) = 0, (3.7b)(
s+ i∆ +
κ1
2
)
C2(s) + igCe(s) = 0, (3.7c)
with ∆ = ωc1 − ωeg. Cj(s) is the Laplace transform of cj(t) with j = 1, 2, e and
we have used the initial conditions ce(t = 0) = 1 and ci(t = 0) = 0 for i = 1, 2.
Solving these equations and then taking the inverse Laplace transform we arrive at
the following analytic results for the amplitudes
ce(t) =
2e−(
κ1
4
+i∆
2
)t
α
(
(i∆ + κ1) sinh(αt) + α cosh(αt)
)
,
(3.8a)
c1(t) =
−2ig∗
α
(
2e−(
κ1
4
+i∆
2
)t sinh(αt)
)
, (3.8b)
c2(t) =
−2ig
α
(
2e−(
κ1
4
+i∆
2
)t sinh(αt)
)
, (3.8c)
where
α =
√
κ21 + 4iκ1∆− 4∆2 − 32g2
4
.
Note that α is a complex number so the amplitudes calculated above in Eqs. (3.8a)–
(3.8c) are not purely decaying functions but may show oscillations, as we will confirm
explicitly later.
In our case, since we start with just one excitation in the system, and no external
driving, there can be at most a single quantum jump. After recording that jump the
system’s previous (unnormalized) state ˜|ψ〉 will collapse to Jˆa,b ˜|ψ〉 → |g, 0, 0〉. In
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our special case, the state after the jump is independent of what the old state was,
and independent of which of the two possible types of jump occurred. Following the
quantum trajectory method we can, therefore, construct the total density operator
ρˆ(t) describing the state of the system for all times, by performing an ensemble
average over the two different types density operators, one indicating that a jump has
occurred and the other with no jump, i.e.,
ρˆ(t) =
∣∣∣ψ˜(t)〉〈ψ˜(t)∣∣∣+ P (t) |g, 0, 0〉 〈g, 0, 0| . (3.9)
Here P (t) = Pa(t) + Pb(t) is the probability of the occurrence of a jump (of either
type) at time t. From the density operator defined above we can work out the time
evolution of the probabilities of finding the initial excitation in the atom (Pe(t)), in
the cavity modes (P1(t), P2(t)) and in the left and right fiber continua (Pk1(t), Pk2(t)),
Pe(t) = Tr[ρˆ(t) |e, 0, 0〉 〈e, 0, 0|] = |ce(t)|2 (3.10a)
P1(t) = Tr[ρˆ(t) |g, 1, 0〉 〈g, 1, 0|] = |c1(t)|2 (3.10b)
P2(t) = Tr[ρˆ(t) |g, 0, 1〉 〈g, 0, 1|] = |c2(t)|2 (3.10c)
Pk1(t) = κ1
∫ t
0
Tr[ρ(t)aˆ†1aˆ1]dt = κ1
∫ t
0
|c1(t′)|2dt′
(3.10d)
Pk2(t)t = κ1
∫ t
0
Tr[ρ(t)bˆ†bˆ]dt = κ1
∫ t
0
|c2(t′)|2dt′
(3.10e)
In Fig. 3.3. we have plotted these probabilities in the strong (g > κ1) and weak
(g < κ1) coupling regimes.
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FIGURE 3.3. Time evolution of probabilities of finding the single excitation in
the atom, the cavity counter clockwise (1cc) mode, the cavity clockwise (1c) mode,
and the right fiber and left fiber continuum modes. (a) Strong coupling regime:
|g|/κ1 = 5,∆c1/κ1 = (ωc1 − ωeg)/κ1 = 0.5. The oscillatory behaviour in the
plots is the manifestation of the single-photon Rabi oscillation. (b) Weak coupling
regime |g|/κ1 = 0.25,∆c1/κ1 = (ωc1 − ωeg)/κ1 = 0.5. Here we see the non-
oscillatory, monotonically decaying behaviour for the atomic probability. Note that
after sufficiently long times, κ1t ' 10, the probability of finding the photon in the left
and right fiber modes approaches 0.5, while all other probabilities die out.
In the strong coupling regime our results agree with the Wigner-Weisskopf
approach discussed in [50], where the various probabilities display the well-known
single-photon Rabi oscillations, indicating the (almost) reversible energy excitation
exchange between emitter and cavity. The amplitude of the oscillations decays due
to the lossy nature of the cavity.
In the weak coupling case we arrive at the usual irreversible decaying behaviour
as found out in [51] where the cavity behaves as the relaxation channel for the excited
atom.
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3.2.3. Emission spectrum
The quantum trajectory method for cascaded quantum systems can be used to
obtain the (time-dependent) light spectrum emitted by the system of interest [52, 53].
Here we calculate this spectrum with the help of a method discussed in great detail in
[54]. We are going to think about taking measurements on the output fields through
first coupling the output light into a frequency filter, and only then counting photons.
The frequency filter can be modeled as an empty Fabry-Perot cavity, with a variable
resonance frequency ωk and fixed cavity decay rate Γ (which is entirely analogous
to our κ1). The atom-cavity system and the frequency filter comprise the cascaded
system as depicted in FIG. 3.1. This approach [54] leads us, in fact, to the standard
results for the classical optical spectrum, introduced by Eberly and Wodkiewicz [48],
except that the classical field amplitudes are replaced by quantum annihilation and
creation operators. We arrive at the following expression for the spectrum emitted
by our atom-cavity system:
N(t; ∆k,Γ) = Γ
∫ t
0
∫ t
0
e−(Γ−i∆k)(t−t1)e−(Γ+i∆k)(t−t2)〈aˆ†out(t1)aˆout(t2)〉dt1dt2 (3.11)
As before, the output aˆout from the atom-cavity system is given by
√
κ1aˆ1. This
expression (5.1) defines the spectrum, with N being the counting rate of the detector
after having frequency filtered the light with a filter with bandwidth Γ and detuning
∆k = ωk − ωeg from the atomic transition frequency. In order to connect to previous
work (which used different methods, see below), we can also integrate Eq. (3.11) over
time to obtain the “synthesized” spectrum,
NS(t; ∆k,Γ) =
∫ t
0
N(t′; ∆k,Γ)dt′. (3.12)
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In the limit of t→∞ this quantity would equal the spectrum for a stationary process
as obtained from the Wiener-Khinchine theorem, PDa(∆k), which turns out to be
PDa(∆k) =
4|g|2κ1Γ
[4|g|2 − 2∆k(∆k + ∆)]2 + κ21∆2k
. (3.13)
(In the next Sections, covering multiple coupled cavities, we will present time-
dependent spectra, as defined by (3.11), as well as its time-integrated version.) In
Fig. 3.4. we have plotted the synthesized spectrum emitted by the lossy cavity. It is
a doublet having two resonances one around ω = ωeg and the other at ω = ωc1, both
shifted from the bare resonance by an amount depending on the value of |g|2. This
separation in frequency space is the one-photon Rabi splitting whose value is given by
2
√
2|g|. Our results are consistent with those of Refs. [36, 51, 55] where the emitted
spectrum was calculated using different methods, viz., real-space quantization [36],
the Wiener-Khinchine theorem [51], and the quantum regression theorem [55].
3.3. Empty Ring Resonator Driven by an Atom-Cavity System
We consider now the system displayed in Fig. 3.5. The system of the previous
Section, a single two level atom coupled to a lossy ring cavity (with parameters as
before) is coupled to a second ring cavity that is empty. The latter may have a
different resonance frequency ωc2 than the first cavity, and a different decay rate
κ2, as shown in Fig. 3.5. The cavities are separated by a distance d which causes
a time delay τd = d/c for the light to propagate from one cavity to the other, c
here being the group velocity of the light in the fiber, assumed constant around both
cavity resonance frequencies. This delay can be eliminated simply by defining “time
delayed” operators. For instance, we define aˆ2(t) := aˆ2(t− τd) etcetera [56]. We can
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FIGURE 3.4. Emission spectra (as functions of ∆k in units of κ1) recorded by a
detector with bandwidth Γ/κ1 = 0.25. (a) Strong coupling regime, ∆/κ1 = 0.5 and
varying values of |g|/κ1. Note that the single-photon Rabi splitting equals 2
√
2|g|.
The asymmetry in the heights of the peaks is due to a nonzero detuning between atom
and cavity (which breaks the symmetry under ωk ↔ −ωk). (b) Emission spectra with
varying values of |g|/κ1 remaining in the weak coupling regime and ∆/κ1 = 0.5.
FIGURE 3.5. An empty ring resonator driven by an atom-cavity system. The input
of the second cavity equals the output field of the first cavity, delayed by a time τd.
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do this so simply because we assume the first cavity is not driven by fields from the
second cavity.
Following the quantum trajectory approach for cascaded systems, the crucial
ingredient is that the output of the first cavity is serving as the input of the second
cavity. That is, we have
aˆ
(2)
in (t) = aˆ
(1)
out(t), (3.14)
where the same time arguments appear on the left and right-hand sides thanks to the
elimination of the time delay τd.
3.3.1. Jump operators
We have again two jump operators, Jˆa and Jˆb, describing quantum jumps
corresponding to clicks in detectors Da and Db, respectively. Like before, we have
Jˆb = bˆout =
√
κ1bˆ, but Jˆa = aˆ
(2)
out is now the output field from the second resonator.
From input-output theory this output field has the form
aˆ
(2)
out = aˆ
(2)
in +
√
κ2aˆ2. (3.15)
Substituting aˆ
(2)
in = aˆ
(1)
out =
√
κ1aˆ1 + aˆ
(1)
in yields
Jˆa =
√
κ1aˆ1 +
√
κ2aˆ2 + aˆ
(1)
in . (3.16)
Now our jump operator Jˆa has three parts, reflecting the fact that the detector Da
cannot distinguish photons emitted by cavity 1 or by 2 or by the input field (in our
case, the latter type of photons is absent, of course).
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The evolution of the system’s state due to quantum jumps is essentially the same
as before, as a jump can only take the system to its ground state, with the atom in
state |g〉 and no photons. We thus focus now on the jump-free evolution.
3.3.2. Hamiltonian
With this, the Hamiltonian of the system can then be divided into two parts.
The first part is Hermitian and given by
HˆH = HˆA + HˆB − i~
√
κ1κ2
2
(aˆ†2aˆ1 − aˆ2aˆ†1), (3.17)
where the last term arises from aˆ
(2)
in driving the second cavity, and HˆA is given by
Eq. (3.4), and
HˆB = ~ωc2aˆ†2aˆ2. (3.18)
The second part of the non-Hermitian Hamiltonian is anti-Hermitian and is given, as
before, by −i∑j=a,b Jˆ†j Jˆj/2, which here amounts to
HˆAH = −i~
2
(κ1aˆ
†
1aˆ1 + κ1bˆ
†bˆ+ κ2aˆ
†
2aˆ2)− i~
√
κ1κ2
2
(aˆ†2aˆ1 + aˆ2aˆ
†
1). (3.19)
We note that some of the terms in Eqs. (3.17) and (3.19) cancel out (in particular, the
counter-intuitive term describing the process in which a photon is created in cavity 1
upon destruction of a photon in cavity 2 cancels) and what remains is a non-Hermitian
Hamiltonian given by:
HˆNH = HˆA + HˆB − i~
2
(κ1aˆ
†
1aˆ1 + κ1bˆ
†bˆ+ κ2aˆ
†
2aˆ2)− i~
√
κ1κ2aˆ
†
2aˆ1. (3.20)
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The above Hamiltonian describes a unidirectional coupling between source and target
such that a photon can be created in the second cavity by annihilating a photon in the
first cavity but not the other way round. Including the second cavity in our system
of interest increases the dimension of our truncated Hilbert space by one. During
any time interval where no photon is detected, the unnormalized state of the discrete
systems now be written as
∣∣∣ψ˜(t)〉 = ce(t) |e, 0, 0, 0〉+ c1(t) |g, 1, 0, 0〉+ c2(t) |g, 0, 1, 0〉+ c3(t) |g, 0, 0, 1〉 . (3.21)
As we did for operators, in the probability amplitudes we have absorbed the time
delay, so that for instance c2(t) := c2(t − τd) and so forth. These amplitudes can be
worked out by the same procedure as discussed before. Analytic expressions for ce(t),
c1(t) and c2(t) are exactly the same as in Eqs. (3.8a), (3.8b) and (3.8c) respectively,
and c3(t) (where we display only the simpler case of ωc1 = ωc2 ≡ ωc, κ1 = κ2 ≡ κ) is
given by:
c3(t) =
igκ√
α(8|g|2 + 2iκ∆)
[
4
√
αe−(i∆+
κ
2
)t − 4e−(κ/4+i∆/2)t{(−2i∆− κ) sinh(αt)
− 4e−(κ/4+i∆/2)tα cosh(αt)}
]
(3.22)
where α =
√
κ+4iκ∆−4∆2−32g2
4
and ∆ = ωc − ωeg.
Constructing the density operator as before, we can calculate the probabilities
of finding the single excitation in different parts of our system as functions of time.
In Fig. 3.6. we have plotted these probabilities as a function of time in both strong
and weak coupling regimes. Like before, the single-photon Rabi oscillations and
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FIGURE 3.6. Probabilities of finding the excitation in the atom, in the 1st cavity
clockwise-anticlockwise modes, in the 2nd cavity (Cav2) and in the left-right fibers.
(a) Strong coupling regime, with |g|/κ1 = |g|/κ2 = 5,∆1/κ1 = ∆2/κ2 = 0.5. Note
here that the populations in left and right fiber modes are identical, so only one curve
is visible. Fig. (b) is an enlargement of Fig. (a). It shows the photon time delay (of
about ∼0.24κ−1) between the cavities. (c) Weak coupling regime, with parameters
|g|/κ1 = |g|/κ2 = 0.25,∆1/κ1 = ∆2/κ2 = 0.5. This plot’s differences from Fig.[3.3.]
are due to the presence of the second cavity and are more clearly present in the weak
coupling regime than in the strong coupling regime.
purely decaying behavior are clearly visible in the strong and weak coupling regimes,
respectively. The new feature is a delayed probability of finding the photon in the
second cavity as compared to the first cavity. This delay is now purely coming from
the time the photon remains trapped in the cavities, as we have already eliminated
the (trivial) delay between the cavities. How much that delay is, and how the delay
can be manipulated (increased, in particular) is discussed in the next subsection.
3.3.3. Trapping of Photon and Time Dependent Spectra
The simple cascaded system of two cavities can be used for slowing down the
photon by trapping it in the second cavity [57, 58]. Looking at the maximum heights
of the cavity probabilities in Fig. 3.6.(b) already indicates that in the strong coupling
regime, the photon is delayed by a time of∼ 0.24κ−11 before reaching the second cavity.
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In the weak coupling regime this delay increases and approaches ∼ 1.5κ−11 . Moreover,
we can increase the photon trapping time in the second cavity by setting the resonant
frequency of the second cavity equal to one of the resonances visible in the spectrum
emitted by the first atom-cavity system. Analogous to Fig. 3.6.(a) we can plot the
probabilities of finding the photon in the case ∆2/κ2 = 7.32 corresponding to the
right peak of the spectrum emitted by the first cavity (see Fig.3.4.-(a)) By making
that plot we can see that the strong coupling between the photon and the second
cavity causes an extra delay time of about ∼ 2κ−11 , as if the photon is circulating
many times before being reemitted into the fiber.
This delay can be further verified by looking at the time dependent spectrum [48]
detected by detector Da, as well as the synthesized version (i.e., the time-integrated
version). In Fig. 3.7.(a) we compare both types of time dependent spectra at time
κt = 5.5. We can see that the effect of the time integration is mainly to average
out ripples, but apart from that the physical features we are interested in (which are
discussed below) remain the same. From now on, we focus on the time-integrated
spectrum as defined in Eq.(3.12).
In Fig. 3.7.(b) we have plotted the time dependent spectra recorded by detector
Da at κt = 1.8, 3.6, 5.5. We can see that at these times the left peak of the wave
packet emitted by first cavity starts growing while the second peak is not considerably
emitted until κt = 3.6. Even after that there is a small probability of finding a photon
recorded by the detector at ∆kt = 7.32 which is due to the fact that photon remains
trapped in the second cavity for a longer time before being emitted at this frequency.
In the limit t→∞ we recover the single atom-cavity spectrum as plotted in Fig.3.4.:
the second cavity being linear does not change that spectrum.
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FIGURE 3.7. (a) Comparison of the time-dependent spectrum as defined by either
Eq. (3.11) or (3.12), recorded at κt = 5.5 for |g|/κ1 = |g|/κ2 = 5, ∆1/κ1 = 0.5,
∆2/κ2 = 7.32. Notice the role of integration is just to smooth out wiggles and
changing the scale of the plot a little. Other features (in which we are more interested)
remain the same. We now focus on the time-integrated version of the spectrum. (b)
Integrated time dependent spectra recorded at different times for the same parameters
as in (a), with Γ/κ1 = 0.25. Note that the peak on the right does not show
considerable growth until κ1t = 3.6. In fact, we also see a “hole-burning” effect
at earlier times for positive ∆k: there is one peak, but with the center frequencies
removed (delayed).
3.4. Array of Ring Resonators Driven by an Atom-Cavity System
Our calculation can easily be generalized now to many cavities coupled to a single
atom-cavity system. In the present section we are going to take the example of four
empty ring resonators driven by a single two-level excited atom coupled to a cavity,
as shown in Fig. 3.8. Generalizing the procedure introduced in Section 3.2 to four
cavities, the non-Hermitian Hamiltonian in this example turns out to be
HˆNH = −~ωegσˆ−σˆ+ + ~ωcbˆ†bˆ+ ~(gaˆ†1σˆ− + g∗aˆ1σˆ+) + ~(g∗bˆ†σˆ− + gbˆσˆ+)
+
5∑
i=1
~(ωci − iκi
2
)aˆ†i aˆi − i~
4∑
i=1
5∑
j=i+1
√
κiκj aˆ
†
j aˆi.
(3.23)
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FIGURE 3.8. Array of four ring resonators driven by ring-atom system.
Like before, the jump operator corresponding to detections by detector Db is Jˆb =
bˆout =
√
κ1bˆ, and for Jˆa we simply generalize our previous result and obtain
Jˆa = aˆ
(5)
out =
5∑
j=2
√
κj aˆj. (3.24)
Like before, we have absorbed spatial delays between cavities in the time arguments
of the operators. Notice that now, from the above Hamiltonian (and in all cases of
more than 2 cavities in array) the unidirectional coupling is such that a photon can
be created in the last cavity by destroying a photon in any of the previous cavities.
In Fig. 3.9.(a) we have plotted the probabilities of finding the excitation in the
various cavities, in both strong and weak coupling regimes. The resonant frequency
of all empty cavities in the array is chosen to be one of the peak frequencies of the
spectrum emitted by the atom-cavity system so that the photon will remain trapped
in each of the remaining four cavities, thus leading to a substantial delay. We see that
by making this choice and taking κi ≡ κ with i = 1, 2, ..., 5 we can trap the photon in
cavities for more than a time 15κ−1 in both the strong and weak coupling regimes.
This trapping was further confirmed by looking at the time dependent spectra
emitted by two, three, four and five cavities at κt = 6 as shown in Fig.3.9.(b). We can
see that the probability of the photon being detected at κt = 6 is five times reduced
in the case of five cavities compared to double cavity case. This indicates that, for the
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FIGURE 3.9. (a) Probabilities of finding photon in atom, 1st cavity clockwise-
anticlockwise modes, 2nd-5th cavity and in left-right fibers in the weak coupling
regime |g|/κ1 = ... = |g|/κ5 = 0.25,∆1/κ1 = 0.5, ∆2/κ2 = ... = ∆5/κ5 = −0.12.
The successive delays in finding the photon in the different cavities are clearly visible.
These delays are caused by the photon being trapped in each of the cavities for
some time, and is in addition to the trivial delays caused by the propagation time
between the cavities. In both regimes the photon can be trapped for times ∼ 15κ−11
in total. (b) Time-integrated spectra (recorded at κ1t = 6 with a detector with
spectral width Γ = 0.25κ1) detected by Da detector in the strong coupling regime
|g|/κ1 = ... = |g|/κ5 = 5,∆1/κ1 = 0.5, ∆2/κ2 = ... = ∆5/κ5 = 7.32. Emission
spectra are shown for two, three, four and five cavities. Note the “hole-burning”
effect in the right peak in the spectrum. It is caused by the delay of the central
frequency components of that peak.
present case of five cavities, the photon remains trapped in the cavities for five times
longer than in comparison to the two-cavities case discussed in Section 3.2, which is
consistent with our time evolution probability plot Fig.3.9.(a).
3.5. Replacing Two-Level Transition with Raman Λ Transition
In practice, quantum information processing using atoms is often performed with
a Raman transition between two ground states through a virtual intermediate excited
state. This avoids spontaneous emission and guarantees long lifetimes of the two
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FIGURE 3.10. Raman type transition driven by laser and cavity. The atom starts in
the state |g〉, and may be (with some probability between 0 and 1) transferred to the
state |e〉 by absorbing a laser photon and emitting a photon into the cavity.
relevant ground states that store the quantum information. In this section we will
consider how the results of preceding sections are modified by replacing the two-level
transition with a Raman transition.
We examine, then, the system displayed in Fig.3.10., a three level atom in a Λ
configuration, with a ground state |g〉, a target/excited state |e〉 and an intermediate
state |i〉 with energies ~ωg, ~ωe and ~ωi respectively. Due to absence of direct coupling
between ground and excited state, the far detuned intermediate state is used as a
coupling route between these state. The transition from the ground to intermediate
state is driven by a laser field with frequency ωL and Rabi frequency Ω while the
detuning is δ = ωi−ωg−ωL. The transition from the intermediate state to the target
state is carried out through the coupling of the atom to the cavity mode, described
by a coupling constant g. The Hamiltonian of such a laser-atom-cavity system is
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expressed as
Hˆ = ~ωeg |e〉 〈e|+ ~ωig |i〉 〈i|+ ~ωc1aˆ†1aˆ1 + ~ωc1bˆ†bˆ+ ~ωc2aˆ†2aˆ2
+
~
2
(Ω(t)eiωLt |g〉 〈i|+ Ω∗(t)e−iωLt |i〉 〈g|) + ~(gaˆ1 |i〉 〈e|+ g∗aˆ†1 |e〉 〈i|)
+ ~(g∗bˆ |i〉 〈e|+ gbˆ† |e〉 〈i|),
(3.25)
where ωe − ωg ≡ ωeg, ωi − ωg ≡ ωig and the Rabi frequency Ω(t) can generally be
time dependent. Going to a frame rotating with the laser frequency and adiabatically
eliminating the intermediate state, the above described three-level system becomes
an effective two-level system with Hamiltonian
Hˆ = ~∆c1(aˆ†1aˆ1 + bˆ†bˆ) + ~∆c2aˆ
†
2aˆ2 −
~|Ω(t)|2
4δ
|g〉 〈g| − (~|g|
2
δ
aˆ†1aˆ1 +
~|g|2
δ
bˆ†bˆ) |e〉 〈e|
− ~(g
∗Ω(t)
2δ
|g〉 〈e| aˆ1 + gΩ(t)
∗
2δ
|e〉 〈g| aˆ†1)− ~(
gΩ(t)∗
2δ
|g〉 〈e| bˆ+ g
∗Ω(t)
2δ
|e〉 〈g| bˆ†)
(3.26)
where ∆ci ≡ ωci − ωL for i = 1, 2, and g∗Ω(t)2δ can be thought as an effective coupling
between the two-level atom and the cavity mode. This time-dependent coupling
rate, appearing instead of the constant rate g, is one important difference with
the case discussed in previous Sections. The other differences are the presence
in the Hamiltonian of energy shifts (AC-Stark shifts) of both states |e〉 and |g〉.
Consequences of these differences are highlighted below.
The derivation of the results follows the same lines, except that we did not obtain
analytical results; instead we plot in the remaining 4 figures numerical results, both
in the weak and strong coupling, and both time-dependent populations and time-
dependent spectra. We assumed here a Gaussian function of time for the effective
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FIGURE 3.11. (Figure on the left) Probabilities of finding the atom in the ground
state, or an excitation in the first or second cavity, in the strong coupling regime with
|g|/κ = 2,∆c1/κ = ∆c2/κ = 0.25, δ/κ = 1.5, assuming a Gaussian laser pulse with
the form exp(−t2/2τ 2L). (Figure on the right) Integrated time-dependent spectra in
the strong coupling regime, for the same parameters, with Γ = 0.25κ. We note that
changing the detunings (∆c1, δ) from positive to negative values would shift the graph
towards the left; moreover, the heights of left and right peaks would be interchanged.
coupling rate, and one empty cavity driven by the three-level atom/cavity system
(the extension to the case of multiple empty cavities is straightforward).
For the populations we see essentially the same sort of behaviour as we saw
earlier, except that now the probabilities of finding the excitation in the various
modes or the atom do not add up to unity because the laser does not necessarily
succeed in creating an excitation.
For the time-dependent spectra, too, we see more or less the same sort of
behavior, except that the locations of the peaks are shifted thanks to the above-
mentioned AC-Stark shifts.
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FIGURE 3.12. (Figure on the left) Probabilities of finding the atom in the ground
state, or an excitation in the first or second cavity, in the weak coupling regime, with
parameters |g|/κ = 0.25,∆c1/κ = ∆c2/κ = 0.25, δ/κ = 0.5 and τL = 10/κ. (Figure on
the right) Integrated time- dependent spectra (recorded with bandwidth Γ/κ1 = 0.25)
emitted by cavity driven by Raman atom-cavity system recorded at different times
for the same parameters.
3.6. Conclusions
The main novelty of the calculations discussed in this chapter is of time-
dependent spectra of single photons propagating through coupled cavity arrays.
Our calculations take into account how the single photon is produced (by an atom
or a quantum dot or a NV center in diamond inside one resonator), and how it
subsequently travels through the remaining empty cavities before being detected.
We found that the delay of frequency components resonant with one or more empty
cavities is nicely represented in the time-dependent spectrum. We see, for example,
“hole-burning” effects where at earlier times a broad peak appears with a hole at
those frequencies that are delayed (and which show up in the later spectra).
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CHAPTER IV
TWO-PHOTON INTERFERENCE AND ENTANGLEMENT IN COUPLED
CAVITIES
This work is submitted for publication in Physical Review A with title Two-
Photon Interference and Entanglement in Coupled Cavities, The ideas originated from
H. J. Kimble and S. J. van Enk and it was initiated by S. J. van Enk and finished
jointly by Imran M. Mirza and S. J. van Enk.
4.1. Introduction
In the present chapter we consider two-photon interference effects in the context
of coupled cavity arrays. There has been great interest in such arrays in the last
dozen years or so because of their ability to delay and store light [27–32]. Most
research has focused on classical light but storing single photons is important for
quantum communication purposes, too, in particular for entanglement purification
and quantum repeaters, which promise to increase the distance over which quantum
key distribution can be securely employed [38, 39]. For linear optics quantum
computing as well as for quantum cryptographic purposes it is crucial that spectral
and temporal lineshapes of photons are not distorted by the storing and retrieval
process. The two-photon interference effects we study here provide a sensitive test
for such unwanted distortion effects [59, 60]. In addition, entanglement is sensitive to
coherence properties of the photons, and we investigate that aspect here, too.
Just as we did in our recent work [61] on single-photon effects in coupled cavity
arrays, we will include the generation of the two photons explicitly, by assuming we
have two single emitters (which could be single atoms or single quantum dots or NV
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centers in diamond [40–43]), one in each of two cavities. Unlike that work (and almost
all of related work on coupled cavities) we do not assume a uni-directional coupling.
Instead, the two photons can travel back and forth between the two cavities. This
symmetry between the two photons and the two propagation directions leads one to
expect HOM-like interference effects. Since many more processes are occurring in our
setup than do in the standard HOM setup, especially nonlinear optics effects due to
the presence of the two atoms, one would expect in our case the interference effects
to be less pronounced and more complicated [62].
As mentioned above, we will discuss entanglement as well. Because our
system consists of four cavity modes and two atoms distributed evenly over two
locations, bipartite entanglement of different types can occur: between the cavity
modes, between the atoms, and hybrid entanglement between atom and cavity
modes. For example, mode entanglement may be of the form (|0〉a1 |1〉a2 |1〉a3 |0〉a4 −
|1〉a1 |0〉a2 |0〉a3 |1〉a4)/
√
2, which can be interpreted as entanglement between the two
photons (one on each side; the subscripts here indicate the four counter propagating
modes in the two cavities as indicated in FIG. 4.1), or, alternatively, of the form
(|0〉L |2〉R− |2〉L |0〉R)/
√
2, which occurs in the HOM effect [63], and which cannot be
interpreted as entanglement between the two photons (instead, it is the modes that
are entangled [64]). In this state subscripts are showing the left (L) and right (R)
atom-cavity systems as shown in FIG. 4.1.
The paper is organized as follows. We describe our system and the theoretical
methods we employ in Section 4.2. The description of unidirectional coupling can
be done elegantly within the formalism of quantum cascaded systems combined with
quantum trajectories. In our case we can still straightforwardly use the latter, but
the former theory has to be adjusted to account for bidirectional coupling. With the
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help of these methods, we study two-photon interference effects in Section 4.3, and
in Section 4.4 we analyze the various types of entanglement occurring in our system.
4.2. Two Spatially Separated Atom-Cavity Systems
4.2.1. Model and Hamiltonian
FIGURE 4.1. Two spatially separated atom-cavity systems, and two single-photon
detectors. Thanks to the bi-directional coupling between the two cavities, excitations
can transfer between the atom-cavity systems multiple times before being detected.
We consider here a mirror-symmetric system, with all coupling constants, decay
rates, and resonance frequencies pairwise the same for the left and right atom-
cavity systems. The detectors count photons in the output modes, described by
the annihilation operators aˆout and bˆout. For further details, see main text.
We have two spatially separated atom-cavity systems (referred to as “left” or “L”
and “right” or “R”, respectively) coupled through an optical fiber which is assumed
to have two continua of modes (propagating to the left and right, respectively), as
shown in FIG. 4.1. A single photon is generated in each cavity through an initially
excited atom (with transition frequency ωeg: both atoms are taken to be identical
in the rest of the chapter and the spontaneous emission from the atoms is set to
zero). Due to the atom-cavity coupling (represented by complex coupling coefficients
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gL and gR for left and right systems, respectively) the emitted photon can excite any
one of the two counter propagating cavity modes, which are described by annihilation
operators aˆ1, aˆ2 for the left cavity and aˆ3, aˆ4 for the right cavity. Inside each cavity,
both modes are assumed to have the same single resonant frequency ωc.
There are two possibilities for the excitation to leak out of a given cavity. For
example, for the left cavity, the photon in the mode aˆ2 can exit towards the left (at a
leakage rate κ) and will be detected by detector Db. On the other hand, if the photon
is in the mode aˆ1, then it can escape towards the right (at the same leakage rate κ),
after which it can enter into the right cavity due to the evanescent coupling between
fiber and cavity. It may, alternatively, go straight to the detector Da. Excitations
can shuttle back and forth many times before finally being lost by the system and
detected by the two detectors.
In our system there is a time delay τ between the cavities (which is defined in
terms of the separation d between cavities as τ = d/c, with c the group velocity of light
in the fiber, which is assumed to be constant around the cavities’ and atoms’ resonant
frequencies). Such time delays appear in the context of cascaded quantum networks
[44, 45] where they are considered arbitrary constants that can be eliminated, since
they prove irrelevant to the physics of the problem. But for our system we cannot
so simply ignore the time delay. This is due to the fact that the coupling between
system L and R is not unidirectional. From this perspective our model resembles more
a quantum feedback network [65, 66], with the difference that there is no special part
added to the actual system to perform this feedback [67, 68]. Rather, this happens
due to the geometry of the system itself.
Assuming no coupling between the intra cavity modes and applying the standard
rotating wave (RWA) and Markov approximations, the Hamiltonian of the global
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system (atoms, cavities and the fiber) takes the following form:
Hˆ = −~ωegσˆ(L)− σˆ(L)+ − ~ωegσˆ(R)− σˆ(R)+ + ~ωc(aˆ†1aˆ1 + aˆ†2aˆ2 + aˆ†3aˆ3 + aˆ†4aˆ4) + ~(gLaˆ†1σˆ(L)−
+ g∗Laˆ1σˆ
(L)
+ ) + ~(g∗Laˆ
†
2σˆ
(L)
− + gLaˆ2σˆ
(L)
+ ) + ~(gRaˆ
†
3σˆ
(R)
− + g
∗
Raˆ3σˆ
(R)
+ ) + ~(g∗Raˆ
†
4σˆ
(R)
− +
gRaˆ4σˆ
(R)
+ ) + ~
∫ +∞
−∞
ω1bˆ
†
1(ω1)bˆ1(ω1)dω1 + ~
∫ +∞
−∞
ω2bˆ
†
2(ω2)bˆ2(ω2)dω2 + i~
√
κ
2pi
∫ +∞
−∞(
aˆ1bˆ
†
1(ω1)− aˆ†1bˆ1(ω1) + aˆ3bˆ†1(ω1)− aˆ†3bˆ1(ω1)
)
dω1 + i~
√
κ
2pi
∫ +∞
−∞
(
aˆ2bˆ
†
2(ω2)−
aˆ†2bˆ2(ω2) + aˆ4bˆ
†
2(ω2)− aˆ†4bˆ2(ω2)
)
dω2.
(4.1)
Here σˆ
(L)
+ , σˆ
(R)
+ are the atomic raising operators for left and right atoms respectively
and bˆ1(ω1), bˆ2(ω2) are the annihilation operators for two fiber continua. The
nonvanishing commutation relations are: [σˆ
(L)
+ , σˆ
(L)
− ] = σˆ
(L)
z and a similar relation
for right atom, [bˆi(ωi), bˆ
†
j(ωj))] = δ(ωi − ωj) ∀i = 1, 2; j = 1, 2 and [aˆi, aˆ†j] = δij
∀i = 1, 2, 3, 4; j = 1, 2, 3, 4. We have chosen the energy of the atomic ground states
to be negative (first two terms), such that the initial state has zero energy.
The interaction of the intra cavity modes with the fiber continua makes both
left and right systems open and to describe the dynamics of such an open system we
now transform to the Heisenberg picture. Following the standard procedure [19, 54] of
eliminating continua in the Heisenberg picture and identifying the two input operators
corresponding to two continua:
aˆin(t) =
1√
2pi
∫ ∞
−∞
bˆ1(ω1)e
iω1(t−t0)dω1
bˆin(t) =
1√
2pi
∫ ∞
−∞
bˆ2(ω2)e
iω2(t−t0)dω2
(4.2)
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we finally arrive at the following Quantum Langevin’s equation for an arbitrary system
operator Xˆ(t) (which can either belong to system L or to system R):
dXˆ(t)
dt
= − i
~
[Xˆ(t), Hˆs]
− [Xˆ(t), aˆ†1]
(
κ
2
aˆ1 +
√
κaˆin(t)
)
+
(
κ
2
aˆ†1 +
√
κaˆ†in(t)
)
[Xˆ(t), aˆ1]− [Xˆ(t), aˆ†3]
(
κ
2
aˆ3
+
√
κaˆin(t− τ)
)
+
(
κ
2
aˆ†3 +
√
κaˆ†in(t− τ)
)
[Xˆ(t), aˆ3]− κ[Xˆ(t), aˆ†3]aˆ1(t− τ)
+ κaˆ†1(t− τ)[Xˆ(t), aˆ3]− [Xˆ(t), aˆ†2]
(
κ
2
aˆ2 +
√
κbˆin(t− τ)
)
+
(
κ
2
aˆ†2 +
√
κbˆ†in(t− τ)
)
× [Xˆ(t), aˆ2]− [Xˆ(t), aˆ†4]
(
κ
2
aˆ4 +
√
κbˆin(t)
)
+
(
κ
2
aˆ†4 +
√
κbˆ†in(t)
)
[Xˆ(t), aˆ4]
− κ[Xˆ(t), aˆ†2]aˆ4(t− τ) + κaˆ†4(t− τ)[Xˆ(t), aˆ2].
(4.3)
Here Hˆs is the atom-cavity system Hamiltonian, which consists of the discrete terms
in Eq. 4.1. The above Langevin equation is a generalization of the usual cascaded
quantum system Langevin equation [19, 45] to include a bidirectional coupling
between left and right systems. Corresponding to two input field operators aˆin, bˆin
appearing in the above equation there are two output operators aˆout, bˆout which are
related to the input operators and the intra cavity field operators through the input-
output relations [22, 54, 69] as
aˆ
(R)
in (t) = aˆ
(L)
out(t− τ) = aˆ(L)in (t− τ) +
√
κaˆ1(t− τ), (4.4a)
bˆ
(L)
in (t) = bˆ
(R)
out(t− τ) = bˆ(R)in (t− τ) +
√
κaˆ4(t− τ). (4.4b)
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Note that the output from one cavity is serving as the input to the other cavity (with
the delay time included), so that the coupling is explicitly bidirectional. We have also
explicitly included (redundant) L and R superscripts here to make the distinction
among the various input and output operators more transparent. The nonvanishing
commutation relations among the input operators are given by: [aˆin(t), aˆ
†
in(t
′)] =
δ(t− t′), [bˆin(t), bˆ†in(t′)] = δ(t− t′).
If we denote by |Ψ〉 the initial state of the global system (atoms, cavities and
fiber), we have aˆin |Ψ〉 = 0 and bˆin |Ψ〉 = 0, as initially there is no photon present.
These input operators, therefore, do not contribute to the expectation values of
normally ordered observables.
Although the time delay arising from the fiber cannot be ignored due to the
feedback mechanism in our system, for the present study we are more interested in
the delays caused by the excitations remaining inside the cavities. (In fact, the whole
point of using coupled cavity arrays is to store and delay photons inside cavities.)
This cavity-induced time delay is on the order of κ−1 and under the condition that
κτ << 1 we can in fact ignore the trivial delay τ . From now on we are going to focus
on this particular regime—the experimentally relevant regime—and we set τ → 0 for
that reason.
4.3. Two-Photon Quantum Interference Effects
Now we transform back to the Schro¨dinger picture and make use of the Quantum
Trajectory Method (or quantum jump method) [22–24] which is an appropriate
formalism for the description of open quantum systems and which was introduced
in Chapter II. In this Section we will analyze two-photon interference effects. In
particular, we study whether the probability to detect the two photons in the same
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detector differs from the probability to detect them in different detectors. We
consider two cases: first a case of mere theoretical significance where we compare
joint detection probabilities in a small time interval (so the photons are detected at
the same time), and second a case of experimental relevance where one records at
what detectors and at what times the two photons were detected.
Some aspects of single photon transmission could be derived using a semi-classical
approach (see for instance [70], [71]). Here, on the other hand, we are interested in
interference of the Hong-Ou-Mandel type, which cannot be explained semi-classically
[46], and we thus follow the procedure outlined in the preceding Section. The
“No-Jump state”
∣∣∣ψ˜(t)〉 describing the situation where neither excitation has been
detected yet, consist of a superposition of 19 different states, corresponding to the 19
different ways of finding the two excitations in the different parts of the system. We
write
∣∣∣ψ˜(t)〉 = c1(t) |e100, e200〉+ c2(t) |e110, g200〉+ c3(t) |e101, g200〉+ c4(t) |e100, g210〉
+ c5(t) |e100, g201〉+ c6(t) |g110, e200〉+ c7(t) |g101, e200〉+ c8(t) |g100, e210〉
+ c9(t) |g100, e201〉+ c10(t) |g120, g200〉+ c11(t) |g102, g200〉+ c12(t) |g100, g220〉
+ c13(t) |g100, g202〉+ c14(t) |g111, g200〉+ c15(t) |g110, g210〉+ c16(t) |g110, g201〉
+ c17(t) |g101, g210〉+ c18(t) |g101, g201〉+ c19(t) |g100, g211〉
(4.5)
The notation we used here is as follows: the first slot in the ket is the state of the left
atom and the next two slots display the number of photons in the modes of the left
cavity. The remaining three slots are for the right system with the atomic and cavity
states ordered in the same way.
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FIGURE 4.2. Joint probability densities of detecting photons at the output ports as
functions of time. We assume a weak coupling regime with |gL| = |gR| ≡ |g|. In (a)
we choose |g|/κ = 0.25,∆/κ = 0.5, δT = 0.1κ−1, and in (b) we choose |g|/κ = 0.1
with all other parameters the same as in part (a). It is more likely one detects photons
at the same output, than at different outputs, reminiscent of the Hong-Ou-Mandel
effect.
4.3.1. Photons detected at the same time
We study the interference effects in our system by calculating the joint
probabilities of detecting the two photons at the output ports. Here we remind
the reader that we are working in the regime where trivial fiber delays are neglected,
and so one type of interference (of a theoretical nature) can be studied by considering
the equal-time probability densities. We thus compare
Probability density of getting two clicks at the same time t at detector Da ≡ P2
= 〈ψ˜(t)|aˆ†2outaˆ2out|ψ˜(t)〉δT = κ2
∣∣∣∣∣√2c10(t) +√2c12(t) + 2c15(t)
∣∣∣∣∣
2
δT
(4.6)
(with δT is a very small time interval compared to the cavity leakage time κ−1) with
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Probability density of getting one click at detector Daand the other at detector Db
at the same time t ≡ P11 = 〈ψ˜(t)|bˆ†outaˆ†outaˆoutbˆout|ψ˜(t)〉δT
= κ2
∣∣∣∣∣c14(t) + c16(t) + c17(t) + c19(t)
∣∣∣∣∣
2
δT
(4.7)
We will call the latter the ab/ba detection density and the former the aa/bb detection
density (here we use the fact that because of the mirror symmetry we imposed, the
joint probability of getting two clicks at detector a is the same as that of getting two
clicks at detector b).
We plot both densities in FIG. 4.2 in the weak coupling regime (|gL|, |gR| < κ).
The reason for us focusing on the weak coupling regime is that in this regime photons
are more likely to leak out from the cavities rather than being reabsorbed by the
atoms, and hence the chances of observing equal-time interference are larger than in
the strong coupling regime, in which excitations can go through several rounds of
absorption and emission by the atoms, before finally being detected.
In part (a) of the figure we have chosen |gL| = |gR| ≡ |g| = κ/4, and all coupling
rates are real and positive. The curve describing the ab/ba detection (red curve) shows
a single maximum. For initial times this primarily indicates the two processes where
the single photons from the L and R systems escape directly towards the detectors,
either on their own side, or on the other side, immediately after the de-excitation of
the atoms in their respective cavities. All other processes take a longer time to deliver
both photons at the detectors.
In comparison to the red curve, the blue curve representing aa/bb detection at
the same detector shows two maxima due to interference of the different ways the
same final situation can occur. For example, one possibility is that one photon in
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the L cavity mode aˆ1 mode escapes the cavity and is directly detected by Da (never
entering the R cavity) while the other photon joins it after having escaped the R cavity
through the aˆ3 mode. Since the fiber delay can be neglected both these photons will
be detected at about the same time. But another possibility leading to both photons
being detected at detector a is that the photon emitted by the left cavity actually
enters the other cavity first, is reabsorbed by the atom, and is then reemitted in the
reverse direction. Clearly, such a process takes a longer time, on the order of 2 cavity
decay times plus g−1 = 4κ−1, which equals about 6 κ−1. The quantum interference
of all such possible routes (some taking longer than others) to the same final state
generates the blue curve.
In FIG.4.2 (b) we have chosen the value of |g| to be one tenth of cavity decay
rate, thus going to an even weaker coupling scenario. The main effect of this change
is that now the destructive interference of the HOM type is stronger in this case (the
red curve is lower, the blue curve is higher), as the the nonlinear processes involving
the atoms are less likely to occur (for the actual HOM effect there are no nonlinear
processes at all).
In order to separate out interference effects, we now consider, by way of
comparison, a fictitious system consisting of two independent cavities that cannot
display any interference: the probability of registering two clicks at two given times
is simply the product of the probabilities of one system to emit a photon at those
times. In FIG. 4.3. we plot the equal-time probability density, and compare it to the
aa/bb probability density. We notice that the detection probability for the fictitious
case shows a single maximum and no oscillations (compare this with FIG. 4.2). This
is an indication that interference effects are missing in the independent cavity case.
Also note that the graph resembles the case of two coupled cavities and detections
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at different detectors, confirming that in the latter case chances of interference are
small.
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FIGURE 4.3. Equal-time probability density for detecting photons at the output
for two independent atom-cavity systems, in the weak coupling regime (dashed green
curve). We chose |g|/κ = 0.1,∆/κ = 0.5, δT = 0.1κ−1. For comparison we replotted
the blue curve from FIG. 4.2(b).
4.3.2. Photons detected at arbitrary times
The probability of getting two clicks at more or less the same time (as defined in
Eq. (4.6) and Eq. (4.7) respectively) will be very small. A more likely event is that
we detect the photons at different times. We address this situation by considering
a simulation of a feasible experiment. The experiment records at what times which
detectors click, and the analysis of the data is then supposed to reveal the presence of
quantum interference. The latter ought to be manifested in differences between the
distributions of waiting times between clicks at the same detector and waiting times
between clicks at different detectors.
We performed a Quantum Monte Carlo simulation consisting of over 20,000
trajectories, and we recorded the times at which the two photons are detected at
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FIGURE 4.4. Three-dimensional time distribution histograms for (a) aa/bb(T1, T2),
(b) ab/ba(T1, T2), and (c) two uncoupled atom-cavity systems. For all figures the
simulation is based on 20,000 trajectories in the weak coupling regime with parameters
identical to those of FIG. 2(a).
the outputs. We use the following convention: time T1 indicates the time of arrival
of the first detected click, and T2 that of the second. By this definition T2 > T1. In
FIG. 4.4. we have plotted three-dimensional histograms of the temporal distributions
of detector clicks. Parts (a) and (b) are the aa/bb(T1, T2) and ab/ba(T1, T2) histograms
while part (c) of the figure is about the fictitious system consisting of two independent
cavities that we introduced in the previous Section.
It turns out that for the parameters used in FIG. 4.4., 62 percent of the
trajectories lead to clicks at the same detector (and those events end up in plot (a)),
while in 38% of the cases photons are detected at different detectors (plot (b)). This
imbalance is a clear indication of HOM-type interference. One can also discern that
the waiting time between first and second clicks tends to be larger for the ab/ba case
than for the aa/bb case. So, in the latter case the photons tend to bunch together,
just as in the HOM effect.
In FIG. 4.5. we have plotted the histograms of the individual detection times, as
well as the time differences T2 − T1. From the plots it is clear that for aa/bb(T1, T2)
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FIGURE 4.5. Frequency histograms of detection times (left column) and detection
time differences (right column). The widths of the bins of the histograms are chosen
to be 0.5κ. The top figures in each column refer to aa/bb(T1, T2), the middle figures
correspond to ab/ba(T1, T2) and the bottom figures to two independent atom-cavity
systems.
detections that time difference is typically shorter than that for the ab/ba(T1, T2)
detections, thus confirming the observation we made concerning the previous Figure.
We also note the presence of destructive interference in the ab/ba(T1, T2) detection
case around a time 2κ−1.
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4.3.3. Effects of angular position on interference
We have chosen to study a mirror-symmetric system, so as to maximize the
possibility of HOM-type interference between two photons. That mirror-symmetry in
our system implies that if the left atom-cavity coupling rate is g then the right atom-
cavity coupling rate should be g∗ (one can see this from the Hamiltonian, Eq. (4.1)).
In the analysis so far we have always taken the left and right coupling rates real and
equal to each other. Now we shall focus our attention to the other interesting scenario
where gL = g
∗
R 6= gR, and we write
gL = |g|eiΦ, gR = |g|e−iΦ, with Φ 6= 0. (4.8)
The angle Φ corresponds to the angular position of the atom. We study how the two-
photon quantum interference effects are modified when we vary Φ. We will compare
results for two nonzero values of Φ, namely, Φ = pi/8 and Φ = pi/4, with the case we
have treated so far, Φ = 0.
Following the same calculations as before but with different angular positions
we arrive at the results plotted in FIG. 4.6. The parameters have been chosen
as in FIG. 4.2(a). The most noticeable point is that as Φ is increased the red
curve (corresponding to ab/ba detections) increases considerably. At Φ = pi/4 its
maximum value approaches the maximum value reached for the aa/bb detection
density. Apparently, the amount of destructive interference is the largest for Φ = 0,
and then decreases to reach a minimum for Φ = pi/4 (not shown here is that for larger
values of Φ the amount of destructive interference rises again).
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FIGURE 4.6. Behavior of the equal-time probability density of detecting photons at
the output ports with varying angular position of the atoms (i.e., with varying phases
Φ of the complex coupling rates). Two cases are shown: In (a) Φ = pi/8 and (b)
Φ = pi/4. In both plots the parameters are same as in Fig.4.2.(a), to which these
plots should be compared. Note that with increasing Φ the red curve approaches the
blue curve more and more. For initial times we try to understand this behavior in
the next two figures.
4.3.3.1. Early time behavior
Before trying to explain this behavior we first emphasize that there are many
processes occurring (some nonlinear) for those later times when the maximum
detection probability is reached. It does not seem possible to find understandable
analytical expressions revealing the Φ dependence of those detection probabilities.
In order, nonetheless, to gain some analytical understanding of the influence of the
value of Φ we shall focus, instead, our attention to early times (t . 1κ−1) when the
dynamics in the weak coupling regime is relatively simple and interference effects
can be understood more easily. During these early times we can ignore the higher-
order processes in which the photons leak out of one cavity and enter the other. The
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“No-Jump state” given in Eq. (4.5) simplifies considerably to
∣∣∣ψ˜(t)〉
κt.1
= d1(t) |e100, e200〉+ d2(t) |e100, g210〉+ d3(t) |e100, g201〉
+ d4(t) |g110, e200〉+ d5(t) |g101, e200〉+ d6(t) |g110, g210〉+ d7(t) |g110, g201〉
+ d8(t) |g101, g210〉+ d9(t) |g101, g201〉
≡ (d11(t) |e100〉+ d12 |g110〉+ d13 |g101〉)⊗ (d21(t) |e200〉+ d22 |g210〉+ d23 |g201〉).
(4.9)
The wave function simply factorizes into a left part and a right part, implying in
particular that the left and right systems are not entangled with each other. The
aa/bb and ab/ba equal-time detection probability densities now take the simple form
P2(κt.1) = 4κ
2
∣∣∣∣∣d6(t)
∣∣∣∣∣
2
δT, P11(κt.1) = κ
2
∣∣∣∣∣d7(t) + d8(t)
∣∣∣∣∣
2
δT. (4.10)
Fig. 4.7 shows the time dependence of this lowest-order approximation to the initial
detection probability density for our three different values of Φ. We note that for
Φ = 0 both densities are almost the same. When Φ is increased from pi/8 to pi/4
the aa/bb probability dominates the ab/ba probability. This indicates the by now
familar destructive interference mechanism working to decrease the chances of clicks at
different detectors. We note that the double detection probability is hardly dependent
on the value of Φ. We can explain this by looking at the solutions of the coupled
differential equations obtained from the Non-Unitary Scho¨dinger equation. We note
that these coupled differential equations describing the evolution of the probability
amplitudes are homogeneous, linear and ordinary. We are mainly concerned with
d6(t), d7(t) and d8(t) as only these amplitudes contribute to the detection densities.
The full analytical solution of this set of coupled differential equations is rather
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FIGURE 4.7. Temporal profile of the equal-time detection probability densities for
initial times (t . 1κ−1) for different values of Φ. Parameters are the same as in
FIG. 4.2(a). The plots shows a decrease in the ab/ba density (red curves) with
increasing Φ while the aa/bb density (blue curves) maintains its value for all three
values of Φ.
involved and won’t be displayed here, but the solutions consist of sums of exponential
functions, with complex exponents λi) multiplied by complex amplitudes αi (for
1 ≤ i ≤ 5). It turns out then that for Φ = 0 all three amplitudes are almost
equal which explains why we were getting almost the same probability densities for
both detection types for this case. For Φ = pi/4 the amplitudes d6(t), d7(t) and
d8(t) have different values for the exponents λi and for the amplitudes αi. There
are certain terms in d7(t) and d8(t) that have almost the same magnitude but with
opposite phases. This is causing the destructive interference behavior visible in the
plots.
Moreover, we analyzed the effect of changing the phase Φ continuously between 0
and pi/4 at some fixed early time. For small times we can simplify the exact numerical
solution by Taylor expanding the exponentials around t = 0. Because of the initial
conditions we have d1(t = 0) = 1 and all other amplitudes are initially zero. The
zeroth-order term in the series expansion of d6(t), d7(t) and d8(t) is, therefore, zero.
The first-order terms of detection probabilities also vanish (this is to be expected as
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FIGURE 4.8. At a fixed time, t = 0.4κ−1, we plot the equal-time ab/ba and aa/bb
detection probability densities versus Φ between the range 0 and pi/4. The aa/bb
detection probability remains constant, whereas the ab/ba detection probability
decays as a function of phase. Parameters are the same as in FIG. 4.2.(a)
our probability densities refer to two (joint) detection events), and hence we have to
keep the terms till second order in time. Then, in the notation introduced above,
these second-order terms turn out to be
d6(t) ∼=
5∑
i=1
α
(6)
i λ
(6)2
i
2
t2, d7(t) + d8(t) ∼=
5∑
i=1
[
(α
(7)
i + α
(8)
i )λ
(7)2
i
2
]
t2 (4.11)
Superscripts (k) for k = 6, 7, 8 were introduced here to distinguish among exponents
and complex amplitudes belonging to different amplitudes dk. Note that the
exponents appearing in d7(t) and d8(t) are the same and hence they are given the
same name of λ
(7)
i . In Fig. 4.8 we plot the detection probability densities (the absolute
value squared of the quantities defined in the last equation) versus Φ between 0 and
pi/4. We have chosen a fixed time t = 0.4κ−1 and find that with increasing Φ the
ab/ba probability density decreases due to destructively interfering terms while the
aa/bb detection probability remains practically constant.
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The plots in FIG. 4.7 and FIG. 4.8 are consistent with the initial part of FIG. 4.6.
At the end of this subsection we once again emphasize that for later times many
additional (higher-order) processes occur. But by looking at the joint detection
probabilities for initial times we have at least shown and understood that interference
effects do play an important role, and that those effects do depend on the angular
positions of the atoms through Φ.
4.4. Entanglement
In this Section we quantify the amount of bipartite entanglement generated in
our system from the initial unentangled state. We first consider the case where both
excitations are still in the system (i.e., before any photon has been detected), and
then we consider the entanglement left after one photon has been detected (of course,
once both photons have been detected no entanglement remains).
There are several different possible measures of entanglement that can be used
to quantify bipartite entanglement [72, 73]. One measure, the negativity, follows from
the Peres-Horodecki Positive Partial Transpose (PPT) criterion [74–76], and it can
be calculated for systems of arbitrary Hilbert space dimensions [77]. This quantity is
appropriate for quantifying the entanglement between the left and right systems (atom
plus cavity modes) as a whole. If we are interested in the entanglement between just
the atoms, we may also calculate the concurrence. If the state of our system happens
to be pure, we may in addition calculate the Von Neumann entropy of the reduced
system and use it to quantify entanglement.
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FIGURE 4.9. Von Neumann entropy as a measure of entanglement and its product
with norm of no jump state in (a) strong coupling regime with parameters |g|/κ =
5,∆/κ = 0.5 and (b) in weak coupling regime with all other parameters same as in
part (a) except |g|/κ = 0.25.
4.4.1. Two excitations
Here we first calculate the amount of entanglement when no excitation is lost
by the system, i.e. for the no jump situation. This calculation is simple because the
state of the system before photon detection is pure. In the case of a pure state |ψ(t)〉
of two subsystems the (binary, base-2) Von Neumann Entropy E(|ψ(t)〉) [78–80] is an
appropriate and physically intuitive measure of entanglement . It is defined as
E
(∣∣∣ψ˜(t)〉
LR
)
= −Tr[ρLlog2ρL] = −Tr[ρRlog2ρR], (4.12)
which is evaluated by means of the eigenvalues λi of ρL (or, equivalently, of ρR) as
E
(∣∣∣ψ˜(t)〉
LR
)
= −
∑
i
λilog2λi. (4.13)
The red curves in FIG. 4.9 give the plots of Von Neumann entanglement in both the
strong (|g| > κ, plot (a)) and the weak coupling regimes (|g| < κ, plot (b)). In the
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strong coupling regime the presence of Rabi oscillations is manifested by oscillations
in the amount of entanglement. The oscillations have a small amplitude (in the next
Figure we will encounter large-amplitude oscillations) here, because the entanglement
between left and right systems does not change by just the exchange of an excitation
between an atom and one of the cavity modes. Entanglement in the weak coupling
regime is almost twice as large as in the strong coupling case, because entanglement is
caused by photons traveling back and forth between the cavities. Due to the presence
of dissipation (cavity decay), the entanglement never becomes maximal and reaches
at most a value of about 0.4 ebits (an ebit is the standard unit of Von Neumann
entanglement, corresponding to a maximally entangled state of two qubits).
4.4.2. One excitation
In this subsection we quantify entanglement left in the system after one photon
has been detected. We will use both concurrence and negativity as measures of
entanglement.
We first write down the general form of the state of our system in the case that
a single excitation is left. We’ll use the same notation convention as before, but with
the probability amplitudes now denoted by fi(t) with 1 ≤ i ≤ 6, as follows:
∣∣∣ψ˜(t)〉 = f1(t) |e1, 0, 0, g2, 0, 0〉+ f2(t) |g1, 0, 0, e2, 0, 0〉+ f3(t) |g1, 1, 0, g2, 0, 0〉
+ f4(t) |g1, 0, 1, g2, 0, 0〉+ f5(t) |g1, 0, 0, g2, 1, 0〉+ f6(t) |g1, 0, 0, g2, 0, 1〉 .
(4.14)
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4.4.2.1. Concurrence between atoms
The two atoms in our system constitute a pair of qubits, which are coupled to
their respective cavities. The state of the two atoms is, generally, mixed (not pure).
For this specific case of two qubits forming a mixed state the concurrence C(ρ) as
first introduced by Wootters [81, 82] is an appropriate measure of entanglement. We
first construct the atomic density operator ρˆa from the total density matrix by taking
the trace over all four cavity modes. This yields:
ρˆa = Trcav.[ρˆ(t)]
= |f1(t)|2 |e1, g2〉 〈e1, g2|+ |f2(t)|2 |g1, e2〉 〈g1, e2|+ f1(t)f ∗2 (t) |e1, g2〉 〈g1, e2|
+ f2(t)f
∗
1 (t) |g1, e2〉 〈e1, g2|+ (1− |f1(t)|2 − |f2(t)|2) |g1, g2〉 〈g1, g2| .
(4.15)
Following Wootters we can express the concurrence C(ρa) as
C(ρa) = max
(
0,
√
λ1 −
√
λ2 −
√
λ3 −
√
λ4
)
, (4.16)
where λi’s are the eigenvalues (in descending order of magnitude) of the spin flipped
density matrix ρ˜ = ρˆa(σˆy⊗ σˆy)ρˆ∗a(σˆy⊗ σˆy), with σˆy being the Pauli spin flip operator.
Using Eq. (4.15) in Eq. (4.16) we arrive at the following simple expression for the
atomic concurrence,
C(ρa) = 2|f1(t)||f2(t)|. (4.17)
It can take any value between 0 to 1, where 0 refers to a completely separable state
and 1 to a maximally entangled (pure) state.
In FIGs. 4.10(a) and (c) we have plotted the atomic concurrence in both the
strong and weak coupling regimes, respectively. Our results are consistent with
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previously reported results in [83, 84]. In both regimes, we have chosen parameters
such that the photon should remain trapped in the cavities for longer times so that
entanglement can be sustained for long enough times. FIG 4.10(b) is plotted to show
this explicitly by varying the cavity decay rate κ in the weak coupling regime. We
notice that the concurrence achieves its maximum value after a time on the order of
one or two κ−1, simply because bipartite entanglement is created by photons leaking
out of one cavity and traveling to the other, which takes a time on the order of κ−1.
We also note that in the strong coupling regime the concurrence displays oscillatory
behavior which originates from the single-photon Rabi oscillations (between atom
and cavity mode(s)), while in the weak coupling regime the concurrence displays an
almost purely decaying behavior. In contrast to the situtation displayed in FIG. 4.9,
here the Rabi oscillations may make the entanglement between atoms completely
disappear, namely, when the excitation is transferred to a cavity mode. After long
enough times (in the limit κt >> 1 in the strong coupling and gt >> 1 in the weak
coupling case) the atoms again become unentangled once they end up in their ground
states.
4.4.2.2. Negativity between two atoms
The negativity N is a more flexible quantity, as it can be (easily) used to quantify
entanglement of systems with larger Hilbert spaces [77]. It is defined by
N = max
(
0,−2
∑
i
λi
)
(4.18)
where the sum is taken over the negative eigenvalues λi of the partially transposed
atomic density matrix ρˆa (given in Eq.(4.15)). Partial transposition is taken with
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FIGURE 4.10. Time evolution of the concurrence between the two atoms. (a) Strong
coupling regime with parameters |g|/κ = 2,∆c/κ = 0.5. (b) Concurrence as a function
of time and κ (which varies from 2|g| to 10|g| so as to stay in the weak coupling
regime). Note that the concurrence increases with increasing κ. (c) Weak coupling
regime with parameters κ/|g| = 5, ∆c/|g| = 0.5.
respect to one of the atoms only and here we’ll perform it with respect to atom B.
Like the concurrence, N ranges between 0 and 1. The partially transposed atomic
density matrix (with respect to atom B) ρ
(B)
a is given by:
ρˆ(B)a = |f1(t)|2 |e1, g2〉 〈e1, g2|+ |f2(t)|2 |g1, e2〉 〈g1, e2|+ f1(t)f ∗2 (t) |e1, e2〉 〈g1, g2|
+ f2(t)f
∗
1 (t) |g1, g2〉 〈e1, e2|+ (1− |f1(t)|2 − |f2(t)|2) |g1, g2〉 〈g1, g2| .
(4.19)
In the next step we express the partially transposed density operator in matrix form,
and for that we used the basis set {|g1, g2〉 , |e1, g2〉 , |g1, e2〉 , |e1, e2〉}, noticing that
even though our original problem is limited to a single excitation, after taking the
partial transpose we have to include one state with two excitations in the basis as
well. After calculating the negative eigenvalues of the matrix ρˆ
(B)
a , we plug those
values into Eq.(4.18) to get the desired negativity between the atoms. In FIG. 4.11
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FIGURE 4.11. Dynamics of the negativity between two atoms (red curves) and
between left and right systems (black curves) in (a) strong and (b) in weak coupling
regime for the parameters same as in FIG. 4.10. Like for the concurrence, in the strong
coupling regime the negativity’s maximum value is greater than for the weak coupling
regime. Also, negativity time evolution follows same behaviour as of concurrence but
the maximum value achieved by negativity values are much smaller in both regimes,
compared to concurrence (see FIG. 4.10 for comparison). As expected negativity in
the case of left and right systems is considerably greater than the negativity between
two atoms and like before there are oscillations in strong coupling regime and pure
decay in weak coupling case.
(red curves) we have plotted the atomic negativity in the strong and weak coupling
regimes. In comparison to the concurrence plots with the same parameters, we note
that the overall shape of the temporal profile looks very similar, but the maximum
values are much smaller in both regimes. This is consistent with a general theorem
which compares the negativity and the concurrence in the case of mixed states of two
qubits, which is discussed in greater detail in [85, 86].
4.4.2.3. Negativity between left and right systems
As long as the single excitation shuttles from one cavity to the other we can think
of the left and right parts (including atoms and cavity modes) of the system as being
entangled. For this specific calculation the negativity is about the only computable
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measure of entanglement we can use [77]. Following the procedure introduced in last
subsection we calculated the negativity between system L and R. The main difference
is that now we have to include more basis states to express the partially transposed
density operator in matrix form. FIG. 4.11 (black curves) shows the corresponding
plots of the negativity.
There are several noticeable points here. Firstly, the total negativity (NLR)
poses an upper bound on the atomic negativity (Na), simply because the atoms are
subsystems of systems L and R. Secondly, the entanglement between the L and R
systems reaches its maximum earlier than does the atomic entanglement, indicating
that the atoms become entangled only after the cavity modes become entangled with
each other. This agrees with the picture that it is the photons traveling between
cavities that generate the entanglement, and the traveling photons have to enter the
cavity before they can (re)excite the atom. Thirdly, even choosing the parameters
such that the photon remains trapped in the cavities for longer times leads only
to at most about 0.46 units of entanglement, due to the presence of various decay
mechanisms in our system. Effects of loss mechanisms on the maximum value of
negativity for multiqubit systems (for both Markovian and non-Markovian baths)
is discussed in great detail in [87], and our results here are consistent with the
conclusions reached in that article. Fourthly, in the strong coupling regime one
sees the usual Rabi oscillations in the atomic entanglement, but not in the system
entanglement. The reason is that the local transfer of an excitation between atom
and cavity mode does not affect the latter type of entanglement, but it does affect
the former type of entanglement.
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4.5. Conclusions
We studied in some detail interference effects between two photons in a coupled
cavity system, as well as bipartite entanglement between two atom-cavity systems,
as mediated by the photons traveling back and forth between the two systems.
The interference is of the Hong-Ou-Mandel type, and our calculations showed
that the two photons are in general more likely to be detected by one and the
same detector, rather than by two different detectors. The destructive interference
between different pathways leading to the photons ending up in different detectors
thus survives both nonlinear optics effects (due to the presence of atoms in our
cavities) and spectral filtering by the resonant cavities.
Our quantitative calculations of entanglement confirm several intuitive properties
of our system and the entanglement therein: First, it takes one or two cavity decay
times to build up entanglement, because it is mediated by the photons traveling
between the two atom-cavity systems. Second, by considering entanglement between
just the atoms on the one hand, and between the atom-cavity systems on the other,
we confirm that the latter provides an upper bound on the amount of entanglement
between the atoms. Moreover, whereas entanglement between the atom-cavity
systems is not affected by the Rabi oscilations of the excitation between the atom
and the cavity it is in, the entanglement between the atoms does disappear when
excitations are transferred to the cavity mode.
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CHAPTER V
SINGLE-PHOTON TIME-DEPENDENT SPECTRA IN QUANTUM
OPTOMECHANICS
This work has been submitted for publication in Physical Review A. It was
initiated by S. J. van Enk and finished jointly by Imran M. Mirza and S. J. van Enk.
5.1. Introduction
Quantum optomechanics has become an active area of research in which the
quantized center-of-mass motion of a tiny mirror plays the central role [17, 18, 88].
So far, the quantized motion has been studied experimentally by means of laser light
interacting with the moving mirror. Here we study the possibilities that arise from
having a non-negligible interaction between a single photon and a mirror (a mildly
futuristic possibility, but one that starts being taken very seriously [89–94]).
In particular, we will describe theoretically how the time-dependent spectrum of a
single photon is modified by its interaction with a moving mirror. The time-dependent
spectrum of a single photon is defined as follows: Imagine that a single-photon
wavepacket enters a (Lorentzian) filter cavity, described by a resonance frequency ω
and a filter bandwidth Γ. We can record as a function of time when the photon exits
the filter. If we represent the detuning between filter resonance and optomechanical
cavity frequency ωc by ∆ = ω − ωc, then we can express the expected counting rate
at time t in terms of the continuous field annihilation and creation operators aˆ(t) and
aˆ†(t) of the photon wavepacket as
N(t; ∆,Γ) = Γ2
∫ t
0
∫ t
0
e−(Γ−i∆)(t−t
′
)e−(Γ+i∆)(t−t
′′
) × 〈aˆ†(t′)aˆ(t′′)〉dt′dt′′ . (5.1)
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This is the time-dependent spectrum (it depends both on ω and t). It has the same
form as that introduced by Eberly and Wodkiewicz [48]. The main difference is
that the classical field amplitudes in the Eberly and Wodkiewicz spectrum are here
replaced by quantum annihilation and creation operators.
We can also integrate the time-dependent spectrum over time, and thus define
NS(t; ∆,Γ) =
∫ t
0
N(t′; ∆,Γ)dt′. (5.2)
In the limit of t→∞ this quantity would equal the spectrum for a stationary process
as obtained from the Wiener-Khinchine theorem [95], which is perhaps the more
familiar quantity. It is this spectrum that was studied in great detail in Ref. [94] in
the context of quantum optomechanics, using different methods than the ones we will
employ.
We are going to use two theoretical methods in the following. First, the whole
process of detecting a single photon emanating from a cavity is very well described
by the quantum trajectory method [23, 24, 54, 96], especially when combined with
input-output theory [19, 97]. As we have shown before [61], the time-dependent
single photon spectrum (as well as its infinite-time limit) can be straightforwardly
calculated using the method developed in [54]. Second, we find that a simple dressed-
state picture suffices to understand the locations and heights of the resonances that
become visible in these spectra.
5.2. Theoretical Description
As shown in FIG. 5.1 we consider an optomechanical cavity (OMC) system
[17, 88, 98]. The OMC is a Fabry-Pe´rot cavity with a perfectly reflecting movable
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FIGURE 5.1. An optomechanical cavity (OMC): A Fabry-Pero´t cavity with a fixed
mirror on the left and a movable mirror on the right. Initially the OMC is assumed to
contain a single photon and zero phonons. The right mirror (modeled as a harmonic
oscillator) is coupled to a finite temperature heat bath with mechanical decay rate
γM , while the temperature of the bath is given in terms of the average thermal phonon
number M . The decay rate of the optical cavity energy (due to leakage of photons
through the left mirror) is denoted by κ. The output field is detected and its time-
dependent spectrum is used to probe the motion of the movable mirror.
right mirror, which is modeled as a quantum harmonic oscillator with frequency of
oscillation ωM . The annihilation of quanta of mechanical vibrations (phonons) is
described by the operator bˆ. Initially the OMC is assumed to have a single photon
inside, and we assume that only a single resonant optical mode is relevant. The
frequency of that mode is ωc, and annihilation of photons in that mode is described
by the operator aˆ. We study the situation where the right mirror is so thin that even
a single photon can affect its mechanical motion through radiation pressure [18, 99].
The rate describing the coupling strength between optical and mechanical degrees of
freedom is denoted by gM .
We shall start by writing down the standard Hamiltonian [17, 100, 101] of such
an OMC while leaving out the zero-point energies of the oscillators, so that
Hˆsys = ~ωcaˆ†aˆ+ ~ωM bˆ†bˆ− ~gM aˆ†aˆ(bˆ+ bˆ†). (5.3)
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The left mirror is taken to be partially transmitting and hence the photon wavepacket
can leak out through that left mirror. We assume this happens at a rate κ and that the
photon wave packet enters an optical fiber (which is assumed to have a continuum
of modes). The fiber is introduced just for the purpose of ensuring unidirectional
propagation of the emitted photon wavepacket towards a detector. The transmission,
reflection and emission spectra of a single photon wavepacket from either a one-sided
or a two-sided Fabry-Pe´rot cavity (with both mirrors fixed) have all been very well
studied [102, 103], but here we address the situation where one of the mirrors of the
OMC is capable of harmonic motion.
Due to the presence of the continuum of modes in the fiber, our problem is
essentially an open quantum system problem. There are several different approaches
which can be applied in order to calculate the spectrum emitted by such a system
[22, 104, 105]. Following the methods introduced in Chapter II and applied in Chapter
III and Chapter IV, here we will again make use of the Quantum Jump/Trajectory
(QJT) approach [23, 24, 54, 96] combined with input-output theory [19, 97].
There is one output detector in our system and we introduce the corresponding
output operator Jˆout (which is basically the continuous-mode annihilation operator for
the output field). This output operator is related to the input operator Jˆin through
the standard input-output relationship [19] as:
Jˆout(t) = Jˆin(t) +
√
κaˆ(t), (5.4)
where we have neglected the trivial fiber time delays between the OMC and the
detector (following the standard cascaded quantum jump approach [45]). We also
can often disregard the input operator in the above equation as it is not going to
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contribute to normally ordered observables (all our observables of interest are of that
form).
5.3. Single-Phonon Mechanical Oscillations
In this section, we focus on presenting the main ingredients of our theory, and we
consider a rather simple situation where we assume that initially there is no phonon
present and the photon inside the OMC will generate at most a single phonon.
5.3.1. Absence of mechanical losses and zero temperature
We first consider the simplest case of no mechanical losses and zero temperature
for the mechanical heat bath. That is, we assume a zero phonon leakage rate (γM = 0),
and we assume the average thermal phonon number M to be zero. Note that the first
condition can always be physically realized for short times t such that
1
κ
< t <
1
γM
.
Note that the photon life time in the optical cavity is ∼ κ−1 and without mechanical
damping photon is expected to produce gM/κ phonons on average. Therefore the
condition gM/κ << 1 should be satisfied for the single-phonon approximation to be
valid. In the next subsection we will discuss the effects of mechanical losses and
nonzero temperature on the behavior of the spectrum.
The non-Hermitian Hamiltonian for the present system takes the following form:
HˆNH = Hˆsys − i~
2
Jˆ†outJˆout = ~ωcaˆ†aˆ+ ~ωM bˆ†bˆ− ~gM aˆ†aˆ(bˆ+ bˆ†)− i~
κ
2
aˆ†aˆ (5.5)
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Restricting the phonon number to be at most 1 (one) we can also define a mechanical
annihilation operator as bˆ = |0〉b 〈1|, in terms of the states |0〉b and |1〉b, the zero- and
one-phonon number states, respectively. This restriction also implies that bˆ† |m〉 = 0,
∀ m ≥ 1. Notice that with this new notation the Hermitian nature of Hˆsys will not
be disturbed.
For our system the unnormalized No-jump state
∣∣∣ψ˜(t)〉 can be written as:
∣∣∣ψ˜(t)〉 = c1(t) |10〉+ c2(t) |11〉 (5.6)
where we use the following notational convention: the first place in the ket gives the
number of photons in the OMC and the second place the number of phonons in the
mechanical oscillator. The probability amplitudes appearing in the No-jump state
can easily be worked out by using Eqs.(5.6) and (5.5) in non-unitary Schro¨dinger
equation. In Laplace space these amplitudes then turn out to be
C1(s) =
[
s+ κ
2
+ iωM
(s+ κ
2
)(s+ κ
2
+ iωM) + g2M
]
(5.7a)
C2(s) =
[
igM
(s+ κ
2
)(s+ κ
2
+ iωM) + g2M
]
(5.7b)
where Ci(s) is the Laplace transform of ci(t) with i = 1, 2.
For the spectrum calculations in QJT, we first have to calculate the time-
dependent spectrum and then by taking the t→∞ limit we can obtain the infinitely
long time spectrum. We use the equations given in the Introduction, with the generic
operator aˆ replaced by Jˆout. The latter is determined by Eq. (5.4), and expectation
values involving aˆ and aˆ† are determined by the coefficients Ci(s). Our infinitely long
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time spectrum NS(∞; ∆,Γ), can be evaluated analytically, and the result is
NS(∞; ∆,Γ)/κΓ =
(∣∣∣∣∣C1(s = −i∆)
∣∣∣∣∣
2
+
∣∣∣∣∣C2(s = −i∆− iωM )
∣∣∣∣∣
2)
=
[∣∣∣∣∣ i(ωM −∆) + κ/2{i(ωM −∆) + κ/2}{κ/2− i∆}+ g2M
∣∣∣∣∣
2
+
∣∣∣∣∣ igM{κ/2− i(ωM + ∆)}{κ/2− i∆}+ g2M
∣∣∣∣∣
2]
(5.8)
This is the main result for this subsection. We plot this spectrum in various different
regimes:
Good and Bad cavity limits: First we plot this spectrum in the good (κ < ωM)
and bad (κ > ωM) cavity limits [18, 106]. FIG. 5.2(a) shows our results. For the
parameters chosen (especially the value of gM/ωM ) we note that even in the bad
cavity limit there are some resonant structures visible, even though all resonances are
overlapping. Gradually going to the good cavity limit and finally approaching κ =
0.10ωM we see that all resonances are now separated and can easily be distinguished
from one another.
Strong and weak coupling regimes: Next we vary gM in units of ωM while keeping
κ fixed. In FIG. 5.2(b) we have plotted our results in both weak (κ > gM) and strong
(κ < gM) coupling regimes [107, 108]. We note that starting from the weak coupling
regime (top red curve in the figure) we have just one major peak centered at the
optical resonance frequency and a very tiny shoulder (side-band) on the left side of
the peak. This left side shoulder (the “red side band” [109]) indicates a process in
which the photon first produces a phonon and then leaves the cavity with a frequency
smaller than ωc. For the red curve, the red side band is very small because the
coupling between the single photon and the single phonon is kept small compared to
the photon escape rate κ.
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FIGURE 5.2. Single photon spectrum in the limit t→∞ as emitted by the OMC, in
the case that there is at most one phonon present. The common parameter used in
both parts (a) and (b) is the frequency filter bandwidth parameter Γ/ωM = 0.1. (a)
Comparison of the good cavity (κ < ωM) and bad cavity (κ > ωM) regimes. From top
to bottom curves one sees that side bands in the spectrum become better and better
resolved. In all curves gM/ωM = 1.25. (b) Varying the values of gM as compared
to κ (in units of ωM) so that a comparison between the strong and weak coupling
regimes can be made. For all curves we have κ/ωM = 0.25. In both parts (a) and (b)
of the figure the separation between the two middle peaks is determined by gM while
the two side peaks are ωM farther away from the middle peaks. Note that in some
cases the single-phonon approximation is not obeyed (without the phonon damping).
Other side bands would appear but outside the small range of frequencies we plot
here.
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In the next three curves (blue, pink and black) we enter into the strong coupling
regime. With this change we start to observe all side bands clearly. Specifically,
we now see the appearance of blue side bands as well (on the positive side of the ∆
axis). These new side bands refer to the processes in which the photon first produces a
phonon and then takes energy from away from that phonon and leaves the cavity with
energy greater than ~ωc. Such type of “energy non-conserving processes” are allowed
by the optomechanical Hamiltonian and the appearance of these blue side bands
can be further explained by transforming to a displaced Fock state representation,
where the mirror in the displaced representation has some excited state populations
as reported in [94]. Here we want to mention that the probability for the photon to
increase its energy by absorbing the phonon’s energy and producing a blue side band
is also discussed in [110]. As we’ll see later in the article, our results are in agreement
with the results presented in [94, 110].
From this figure we can conclude that a fully resolved OMC spectrum (the black
curves in FIG. 5.2) can be observed if we work in the strong coupling regime within
the good cavity limit.
5.3.1.1. Locations of the resonances
The locations of the resonances can be worked out by setting the real part of
the poles in the spectrum of Eq. (5.8) equal to zero. There are two terms in the
spectrum and each term gives us two resonances (poles). We thus find four resonances
determined by
∆ = ±ωM
2
±
√
ω2M + κ
2
4
+ g2M . (5.9)
The locations of the resonances can also be worked out by performing a dressed-states
analysis [111] of this problem.
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FIGURE 5.3. An energy level diagram explaining the appearance of dressed states
as a result of coupling between bare optomechanical states. Different transitions are
numbered corresponding to spectrum peaks as shown in FIG. 5.4
Diagonalizing the system Hamiltonian (Eq.(5.3)) using {|00〉 , |01〉 , |10〉 , |11〉} as
a basis, produces the set of eigenvalues:
{
0, ~ωM , ~
(
ωc +
ωm
2
± 1
2
√
4g2M + ω
2
M
)}
. (5.10)
The corresponding eigenvectors |λi〉, ∀ 1 ≤ i ≤ 4 (the so-called dressed states) take
the form
|λ1〉 = |00〉 , |λ2〉 = |01〉 , (5.11a)
|λ3〉 = −N1 |10〉+N2 |01〉 , (5.11b)
|λ4〉 = N2 |10〉+N1 |01〉 , (5.11c)
with
N1 =
2gM√
4g2M + (ωM +
√
4g2M + ω
2
M)
2
, (5.12)
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and
N2 =
(ωM +
√
4g2M + ω
2
M)√
4g2M + (ωM +
√
4g2M + ω
2
M)
2
. (5.13)
The energy level diagram showing the dressed states resulting from the
optomechanical coupling between bare states is shown in FIG. 5.3. We note that
because of the coupling between optical and mechanical degrees of freedom, the
two bare states having a single photon combine to form two dressed states (upper
two states in right part of the figure). In the dressed states picture there are four
transitions possible among the different states. All of these four transitions have
a different frequency. And these frequencies turn out to be exactly located at the
peak locations in FIG. 5.2. Also note that by setting κ = 0 in Eq.(5.9), the four
peak positions obtained by setting the real part of the pole equal to zero and those
obtained from the dressed state analysis are identical.
There is another and rather simpler way of expressing the resonances. For that
we can summarize the peak locations as ∆ =
g2M
2ωM
+ mωM for m = 0, 1 for both
positive and negative axes of ∆. For example for the positive axis in the bottom
plot of FIG. 5.2(b) when we take m = 0 and m = 1 cases, we obtain the first and
second peaks located at 0.8ωm and at 1.8ωM respectively. Similarly for the negative
∆ axis. This type of expression is also reported in [89]. And this expression is just
a compact form of writing the peak positions by looking at the eigenvalues of the
system Hamiltonian when there are no optical decays i.e. κ = 0.
5.3.1.2. Asymmetry in the peak heights
We note that two of the peaks in the fully resolved spectrum are of equal height
but the other two are asymmetric. Asymmetric and symmetric peaks are associated
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with the first and the second terms in the emission spectra of Eq.(5.8), respectively.
We notice that mathematically this asymmetry can be attributed to the presence of
the detuning parameter ∆ in the numerator of first term, which under the exchange
∆←→ −∆ breaks the symmetry in the heights.
We can further explain this asymmetry by looking at the dressed state picture
of the problem. Once the photon interacts with the mechanical motion it can either
create a single phonon or no phonons at all. Corresponding to these two choices, the
system can be either in one dressed state |λ3〉 or in the other one, |λ4〉. In general we
can express the state of the system as a superposition of both these dressed states.
This superposition is in general imbalanced and hence the photonic transitions from
such a superposed state to the two lower states (|λ1〉 , |λ2〉) will lead to unequal peak
heights.
This explanation predicts, in fact, that in general all peaks should be of different
heights. We confirmed this prediction by varying the system parameters: we found
that indeed the symmetry in the two peaks of the spectrum as shown in FIG. 5.2
(bottom plots) is accidental and not always present (as Figures 5.5 and 5.6 below will
confirm). Moreover, we expect that, by starting with one phonon (rather than zero)
present in the initial state, these peaks should interchange their heights, as in that
case the transitions between the one-phonon excited state to the one-phonon ground
state will become the main process. The plot in FIG. 5.4 confirms this expectation.
Here we would also like to note that by setting gM and ωM both equal to zero (i.e.
neglecting the mechanical oscillations completely) we recover the usual Lorentzian
spectrum emitted by a Fabry Pero´t cavity (as one can expect and anticipate from the
behavior of top most red curve in FIG. 5.2(b)). We found that the general features
of the spectrum (which we calculated using QJT) are consistent with the already
85
-2 -1 0 1 2
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
DΩM=HΩ-ΩcLΩM
In
fin
ite
Lo
ng
Ti
m
eE
m
iss
io
n
Sp
ec
tr
um
one phonon
zero phonon
HIVL
HIIIL HIIL
HIL
Printed by Mathematica for Students
FIGURE 5.4. Effect of changing the initial phonon number in the OMC from zero to
one on the long time spectrum. The parameters used are: κ/ωM = 0.25, gM/ωM =
1.25 and Γ/ωM = 0.1. Notice the interchange of peak heights with this change of
initial phonon number.
present literature about the single photon optomechanical spectrum [89, 110, 112].
The spectra in these references were calculated mainly using Quantum Langevin
Equations and input-output theory and real space quantization.
A similar study can also be found in [94] where the single-photon spectrum in strong
coupling optomechanics is calculated using a Wigner Weisskopff type of approach.
Here we have provided an alternate met od of performing this calculation when there
are few phonons in the system. Moreover in comparison to that study [94] our work
has also included the possibility of mechanical damping. We also want to mention that
the calculation of time-dependent spectra (which gives more insight to the dynamics
of phonon creation, see next subsection) has to our knowledge not been reported yet
in the context of quantum optomechanics.
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FIGURE 5.5. Time-dependent spectrum emitted by OMC in the strong coupling
regime with parameters κ/ωM = 0.3, gM/ωM = 1.5 and Γ/ωM = 0.1. Note that
with changing parameters a little bit, the symmetry bteween two peaks as noticed in
bottom plot of FIG. 5.2 is broken. To make this clearly visible we have added a green
dashed line in this as well as in next figure.
5.3.1.3. Time-dependent spectrum
After finding the regime of parameters where one can detect the fully resolved
single-photon optomechanical spectrum, next in FIG. 5.5 we plot the time-dependent
spectrum emitted by such a system. We note that with the passage of time the
spectrum starts to grow, initially (until about t ∼ 6ω−1M ) in the form of a broad
curve shifted towards the −∆ axis. This situation corresponds to the times when
the mechanical oscillator (which has zero phonons to begin with) has just started to
vibrate and the photon leaked out before it could interact with the moving mirror. But
at later times we notice that side-bands start to emerge in the spectrum, indicating
that now the photon has interacted with the mirror and has produced a phonon.
Finally, after a long enough time (t ∼ 20ω−1M ), the peaks become sharper and more
pronounced, which is showing us directly how the mechanical oscillations have had
an effect on the photon spectrum.
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5.3.2. Non-zero phonon leakage and the presence of mechanical thermal
bath
In this subsection we are going to treat a more realistic case and include the
losses from the mechanical oscillator by assuming that the mechanical oscillator is
interacting with a finite temperature Markovian mechanical heat bath with average
number of thermal phonons M . This coupling opens the possibility of phonons
escaping from the OMC with a rate γM . Here, even if gM/κ is not small, the single-
phonon approximation will be valid as long as gM
γM
<< 1.
Assuming that initially the heat bath and the mechanical oscillator are in thermal
equilibrium, we can specify the initial thermal state of the mechanical motion by
giving the probability of finding m phonons as
pm(t0) =
M
m
(1 +M)m+1
. (5.14)
The spectrum in this case will be different from our previously calculated spectrum
P (∆,∞) (Eq.(5.8)), and it will be a weighted average over spectra calculated from
different initial numbers, m, of phonons. The new parameters γM and M will enter
into the calculations when identifying the non-Hermitian Hamiltonian HˆdNH , which
contains some additional terms now,
HˆdNH = HˆNH − i~γM
2
(M + 1)bˆ†bˆ− i~γM
2
Mbˆbˆ†, (5.15)
where HˆNH is the same as before, as displayed in Eq.(5.5). Following then the same
line of calculations developed in last subsection, we finally arrive at the following
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FIGURE 5.6. Infinitely long time spectrum emitted by OMC including mechanical
losses κ/ωM = 1.5, γM/ωM = 3, M = 0.1, gM/ωM = 1.5 and Γ/ωM = 0.1. Note the
disappearance of side bands with the validity of single phonon approximation.
time-independent spectrum:
N
(1)
S (∞; ∆,Γ) =
(
κΓ2
1 +M
)
×
[(
1
Γ +MγM
){∣∣∣∣∣ i(ωM −∆) + κ/2 + (M + 1)γM2{i(ωM −∆) + κ/2 + (M + 1)γM2 }{κ/2− i∆ +M γM2 }+ g2M
∣∣∣∣∣
2}
+
∣∣∣∣∣ igM/(Γ + (M + 1)γM){κ/2− i(ωM + ∆) + (M + 1)γM2 }{κ/2− i∆ +M γM2 }+ g2M
∣∣∣∣∣
2]
.
(5.16)
In FIG. 5.6 we have plotted the spectrum when mechanical damping is included and
parameters are chosen so that the single-phonon approximation (as indicated in the
beginning of this subsection) should be correct. For the sake of comparison we have
plotted three different situations: (i) when there is no mechanical decay (red curve),
(ii) when the thermal bath is at zero temperature but there is decay (black curve),
and (iii) when both phonon decays and finite temperature effects are considered. We
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note that with the strict validity of single phonon approximation different side bands
disappear. We note that the with taking a non-zero temperature mechanical bath the
peak heights are reduced considerably. This behavior is optomechanical spectrum is
attributed to the blurring of resonances in the wide thermal background as reported
in [89]. Here we want to mention that including two phonons in the system and
remaining in the single/two phonon approximation regime produces the same figure
as plotted in FIG. 5.6. It is only when we take parameters which are not following
this approximation, we get differences in single and in two phonon spectra as we’ll
see later.
In order to see all possible side bands in the spectrum which are going to be
present when mechanical oscillator is allowed to have any number of phonons, we
have again plotted the spectrum with mechanical damping included in FIG. 5.7.
Now we have used the parameters for which single phonon approximation is not valid
yet the plot produces a part of the full multi-phonon spectrum when the scale of the
spectrum is shrinked to the single-phonon side bands alone.
Following FIG. 5.6 in FIG. 5.7 again we have plotted three different cases.
We notice in case (ii) that there are still four peaks but the two symmetric peak
heights are considerably reduced compared to other two asymmetric peaks. This
fact can be explained by looking at the dressed state picture (FIG. 5.3). With the
possibility of phonon decay, the transition between the states of one phonon to states
with zero phonons will be possible. Hence the transitions (I) and (III) should be
more probable now and hence peaks corresponding to these transitions (both are
asymmetric) become higher than the other two symmetric peaks, which correspond
to the situations in which the final state still contains a phonon. In case (iii) all
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FIGURE 5.7. Infinitely long time spectrum emitted by OMC including mechanical
losses κ/ωM = 0.3, γM/ωM = 0.1, M = 0.8, gM/ωM = 1.5 and Γ/ωM = 0.1.
four peaks are still present and centered at the same positions, but they are now all
considerably reduced in height compared to case (i).
5.4. Two-Phonon Mechanical Oscillations
The more strongly the photon interacts with the movable mirror the more
phonons it can generate. The restriction used in the previous Section to just a single
phonon won’t remain a valid assumption. With this motivation in mind, we now allow
the possibility of two phonons to get an idea of what aspects of the spectrum will
change with the presence of additional phonons. In this Section we present results
for the case when mechanical losses are included. In the QJT approach we still have
the same system (as described by the non-Hermitian Hamiltonian, Eq.(5.15)), but
the mechanical motion annihilation operator bˆ should now be expressed as
bˆ = |0〉b 〈1|+
√
2 |1〉b 〈2|
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with |m〉b is the phonon number state with 0 ≤ m ≤ 2. The restriction to at most
two phonons implies that bˆ† |m〉 = 0, ∀ m ≥ 2. The No-Jump state must now account
for additional possibilities of finding excitations in the system, and we write
∣∣∣ψ˜(t)〉 = d1(t) |10〉+ d2(t) |11〉+ d3(t) |12〉 . (5.17)
Here we are using a different symbol d for the amplitudes just to make the distinction
with the previous Section more clear. We do use the same notational convention as
before so that the second slot is reserved for displaying the number of phonons, and
the first slot gives the number of photons. Assuming again that initially there was
no phonon in the system, the infinitely long time spectrum now has the form
N
(2)
S (∞; ∆,Γ) =
(
1
1 +M
)
×
[(
κΓ2
Γ +MγM
)∣∣∣∣∣D1(s = −i∆)
∣∣∣∣∣
2
+
(
κΓ2
Γ + (3M + 1)γM
)∣∣∣∣∣D2(s = −i∆− iωM)
∣∣∣∣∣
2
+
(
κΓ2
Γ + (M + 1)γM
)∣∣∣∣∣D2(s = −i∆− 2iωM)
∣∣∣∣∣
2]
.
(5.18)
The expressions of the amplitudes in Laplace space are rather involved and will not
be shown here. Spectrum plots (both with mechanical losses and without losses)
are shown in FIG. 5.8. We note that with the inclusion of one more phonon in
the system, multiple additional side bands appear. Corresponding to the Laplace
amplitude D1(s = −i∆) there are three peaks now and their location can be found
by setting the real part of its pole equal to zero. The remaining peaks are then located
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at integer multiples of ωm away from these three peaks where the integer here can
either be 1 or 2.
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FIGURE 5.8. Two-phonon infinitely long-time spectrum emitted by the OMC with
mechanical losses included. Notice the appearance of many side bands when going to
two phonons. Parameters are the same as in FIG. 5.5
In the lossless case, the analytic expression of the spectrum Eq.(5.18) predicts
nine resonances, while we find eight peaks in the plot. A close inspection of the peak
locations calculated from the spectrum indicates that the location of the highest
peak (peak located at ∆ = −1.25ω−1M ) occurs twice (both from D1(s = −i∆), D3(s =
−i∆−2iωM)). Hence the total number of peaks is one less than the naively expected
number of resonances. This also explains why this peak is the highest among all
resonances.
When losses are included (red curve in FIG. 5.8) transitions among different
phonon number states become more probable than before. This causes a
redistribution in the peak heights, and the peaks become wider as well. This
broadening feature at finite bath temperatures also causes a dissolution of the smaller
peaks.
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Finally, we note that by following the same procedure of calculations our analysis
of the two-phonon scenario can be straightforwardly extended numerically to multi-
phonon situations.
5.5. Conclusions
We demonstrated how a single photon interacts with the quantized motion of
a tiny mirror, and how the single-photon time-dependent spectrum reveals both
dynamical and structural properties of that interaction. Resonances in the spectrum
show how many phonons were created and what the strength of the photon-mirror
interaction is. We used the quantum trajectory method and the input-output
formalism to calculate the spectra, but also noted how a simple dressed-state picture
suffices to explain the positions and relative strengths of those resonances. The time-
dependent spectrum shows how the resonances are built up in time by the photon
interacting with the moving mirror and generating phonons one at a time.
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CHAPTER VI
CONCLUSIONS
During the past couple of decades, many studies (both experimental and
theoretical) have been conducted to understand the different effects related to classical
light propagation through optical cavities. With the emergence of the fields of
quantum information processing and quantum communication, the need arose to
develop models and study optical cavities based systems where the quantum nature
of light plays an essential role. Following this motivation, in this thesis we have
studied various situations in which single photons are generated and allowed to travel
through (many) fiber coupled cavities. There are mainly three effects, namely single-
photon wavepackets storage, quantum interference between two photons
and single-photon mechanical effects, that are investigated here.
Chapter III focused on the issue of storing and delaying single-photon wavepackets
in coupled ring resonators. An array of coupled cavities is known to be able to store
classical light pulses where we have checked what happens when a single photon
propagates through such a network of cascaded optical cavities. To manifest the
single-photon storage and delay in such an empty cavity network we have calculated
the single photon time-dependent probabilities and time-dependent spectra. The
time-dependent probabilities indicated the single-photon storage in empty cavities in
regimes when the atom-cavity coupling is either stronger ( strong coupling regime)
or weaker (weak coupling regime) than the cavity leakage rate. This fact was further
confirmed by the single-photon time-dependent spectrum which showed a “Hole-
burning effect”, which originated from the fact that the wavepacket frequencies
which are in resonance with the cavities are stored in the cavities for longer and hence
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are delayed in time. In this part of the work we have also extended the calculations
to a more realistic situation when the single-photon is produced by a three level atom
in a Λ-configuration. This is experimentally useful, as one can operate in a regime
where spontaneous emission from the atom can be ignored.
Two-photon interference was the main subject of Chapter IV. Such type of
interference is a well studied subject in the context of standard linear optics
experiments (for example the experimental setup used in the Hong-Ou-Madel effect)
whereas, we investigated the presence of quantum interference in the context of
cavity quantum electrodynamics (cavity QED) setup where the presence of atoms
can introduce non-linearities in the system. We considered two optical cavities that
are coupled through a fiber with each cavity interacting with an an excited atom.
Due to the fiber coupling, these two photons were able to shuttle back and forth
between the cavities. Eventually these photons are lost by the system and are then
recorded by the detectors placed at the outputs of the outgoing fibers. To study
a Hong-Ou-Mandel type of interference we analytically calculated the probability
of detecting two photons on a detector at the same time and compared it with the
situations when there is one photon detected at each detector at the same time. Our
results indicted that the two-photon detection is a more probable process. Unlike
in the standard Hong-Ou-Mandel effect single-photon detection was not found to be
perfectly suppressed. This happened due to the presence of many more processes
(especially the non-linear behavior) which are happening in the system due to the
presence of atoms and cavities and their coupling.
Along with these equal time detection calculations, we performed Monte Carlo
simulations based on the quantum jump approach for the situations of photon
detection at different times. Based on several thousand simulation trajectories we
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again found that the double detection process is a more probable case which further
confirmed the presence of two-photon interference.
Finally, in the same chapter we studied the two-photon entanglement in our
system. The calculations confirmed the presence of such an entanglement in both
strong and weak coupling regimes when both photons are present in the system.
As an extension we also worked out the entanglement between atoms and between
atom-cavity systems when one of the two photons is lost by the system. Among other
conclusions we were able to show that the entanglement between atom-cavity systems
always poses an upper bound on the atom-atom entanglement.
Chapter V discussed the single-photon mechanical effects in optical cavities. The
main novelty of this part of the work was the calculation of time-dependent spectrum
of the single photon interacting with a tiny movable mirror. The behaviour of the
infinite long time spectrum is known in this system. But we thoroughly checked
how the infinite long time spectrum modifies with increasing the number of phonons
in the mechanical motion and how mechanical losses changes the spectrum. In
this simple optomechanical cavity setup our results showed that single-photon
mechanical effects are manifested in the spectrum as side bands which are fully
resolved in good cavity limit under strong coupling regime. The number of side
bands depends on the strength of the optomechanical interaction and hence on the
number of phonons produced in the mechanical motion. We analyzed the spectrum
including the mechanical losses up to two phonons, where a dressed state picture
was found to be sufficient enough to exactly locate the peaks as well as in describing
their relative heights.
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