A major design consideration for volumetric wave-based time-domain room acoustics simulation methods, such as finite difference time domain (FDTD) methods, much be sufficiently general, or robust, to handle irregular room geometries and frequency-dependent and spatially varying wall conditions. A general framework for the design of such schemes is presented here, based on the use of the passivity concept which underpins realistic wall conditions. This analysis is based on the use of conservative finite volume methods, allowing for a representation of the room system as a feedback connection of a lossless part, corresponding to wave propagation over the interior, and a lossy subsystem, representing the effect of wall admittances. Such a representation includes simpler FDTD methods as a special case, and allows for the determination of stability conditions for a variety of time-stepping strategies.
I. INTRODUCTION
Time-domain volumetric wave-based simulation is a general approach to the problem of room acoustics simulation for virtual acoustics and auralisation. In contrast with methods based on geometrical acoustics (such as ray tracing 1 or the image source method 2 ), it naturally captures all features of wave propagation in an enclosure, including diffraction, and allows for a detailed treatment of the room boundary under very mild assumptions. The hallmark of volumetric wave-based simulation methods is a complete representation of the acoustic field over a grid covering the enclosure. Though computationally intensive, such methods are well-suited to parallel implementation 3, 4 , and recently it has become possible to generate output at audio rates for reasonably large acoustic volumes 5 . Time domain methods may be viewed in contrast to methods expressed directly in the frequency domain, such as the (non-volumetric) boundary element method 6 . Various methodologies have been proposed. The simplest, and best-suited to implementation in parallel hardware, are methods defined over regular grids such as finite difference time domain (FDTD) methods, which have long roots in mainstream simulation design, and particularly electromagnetic field simulation 7 and geophysics 8 . FDTD methods were proposed for a) sbilbao@ed.ac.uk; use in low-frequency room acoustics problems in the 1990s [9] [10] [11] , along with equivalent digital waveguide mesh methods 12, 13 . There are many varieties 14, 15 , which differ chiefly in terms of computational cost and the ability to suppress perceptually-salient artefacts such as numerical dispersion 16 . A generalisation of FDTD methods to unstructured grids is the finite volume time domain method (FVTD); such methods allow for fine-grained modeling of irregular geometries 11, 17, 18 , and the ability to model frequency-dependent and spatially-varying wall conditions directly, without resorting to operation over frequency bands 19 . FDTD and FVTD methods rely on local discretisations of the wave equation-non-local spectral methods 20, 21 have also been proposed, allowing for increased accuracy over simple geometries such as box-shaped regions or concatenations of such regions 22 . A major concern in all time domain room acoustics simulation methods is the determination of conditions for numerical stability-it is especially difficult given a) the complexity of the typical room geometry, b) the nontrivial nature of the wall condition, including frequency dependence as well as spatial variation over the wall surface, c) the nearly lossless nature of the problem-additional damping is not present as a safeguard against explosive numerical solution growth, and d) the relatively long duration of simulations, which may in the millions of time steps. Indeed, without a solid guarantee of numerical stability, ad hoc methods are prone to numerical instability, manifesting itself as exponential solution growth, usually as a result of a poorly chosen numerical boundary condition. See Figure I . The aim of this article is to provide a general framework for the robust design of wave-based time domain simulation algorithms for room acoustics, under the most general conditions possible. Illustrations of numerical instabilities at rigid domain boundaries due to unstable, yet consistent, numerical boundary conditions. Snapshots of wave propagation are shown at times indicated, and the read-out position is denoted by a black sphere. In the top row, the walls of the box-shaped room are truncated as described in Ref. 23 , which is known to be unstable. In bottom row, the L-shaped room has an improper corner condition causing a slow instability, as reported in Refs. 15,24,25. A typical approach to the determination of numerical stability conditions, for FDTD methods defined over regular grids is through von Neumann analysis 26 . This is a combination of discrete spatial Fourier transform and z-transform analysis, applied generally in the absence of boundary conditions (i.e., for an infinite or spatially periodic domain). Such techniques are simply applied, but for problems defined over a finite region are limited to yielding necessary but not sufficient conditions for stability. Extensions to arrive at stability conditions for simple bounded regions, such as half or quarter spaces have been proposed some time ago by various authors [27] [28] [29] , and similar methods were used later in general acoustics 30, 31 and room acoustics applications 14 , incorporating immittance boundary conditions. Such a methodology, based fundamentally on properties of Fourier transforms as applied to shift-invariant systems, does not extend easily to the case of spatially-varying wall conditions or irregular geometries, cases typically seen in real-world room acoustics problems.
A different approach is through so-called energy techniques. The rate of growth of the numerical solution generated by a time-stepping method may be bounded in terms of an non-negative, energy-like function. In particular, if wall admittances are passive (that is, wall materials are able to store or dissipate energy, but not produce it), then it is possible to design a numerical simulation method to mimic this property in discrete time, leading to a stable simulation design 17, 18 . Such a methodology is directly related to geometric numerical integration techniques 32 . This direct time-domain approach to stability analysis relies on the availability of a concrete realisation for a given wall admittance-one must have precise knowledge of the loss and energy storage mechanisms corresponding to a given admittance. This can become difficult if, as is the case in practice, the admittance is only known through relatively coarse measurements and a model of the admittance mechanism itself is unknown.
The passivity property is encapsulated by the combination of a lossless system (the room interior) and a combination of losses and additional energy storage at the room boundary or wall. For linear and time-invariant systems such as room acoustics under static conditions, passivity follows from the positive real property of admittances in the frequency domain. This leads to a more simple and general approach to stability analysis, which is independent of any particular realisation of the wall admittance itself, and which extends to a variety of wellknown time-stepping methods in discrete time. It is this more general framework that will be illustrated in this article.
The basic energetic properties of the room acoustics system are described in Section II with regard to the very simple test problem of the oscillator under a general passive damping law, characterised by a positive real admittance. A general model of room acoustics, for arbitrary geometries, and under arbitrary passive wall impedance conditions is presented in Section III, followed by a reformulation in semi-discrete form, through finite volume methods, in Section IV, where wall losses are introduced as an additional feedback term, again positive real, in analogy to the case of the oscillator. Fully discrete numerical schemes, of explicit and implicit type, are presented in Section V accompanied by implementation details as well as sufficient stability conditions, deduced through the enforcement of the positive realness property. Preliminary results from this article have appeared in a recent proceedings paper 33 .
II. THE MASS-SPRING SYSTEM
Many important features of room acoustics modeling can be seen, in miniature, in the very simple test problem of a simple mass-spring system under a connection to a further passive subnetwork, of perhaps unknown internal structure, and leading to frequency-dependent damping.
The defining equations of a lossless lumped mass spring system may be written as
The velocity v(t) in m·s −1 and force f (t) in N are both functions of time t ∈ [0, ∞) in s. The first equation can be identified with Newton's second law and the second with the constitutive law of a linear spring. The mass M in kg and stiffness K in kg· s −2 are both strictly positive. As a preliminary step, it is useful to introduce the scaled variablesṽ andf , defined as
with units of root energy. After insertion in (1) and the removal of the tilde notation, the scaled system
results, where
Under a two-sided Laplace transformation defined, for a function g (t), aŝ
for complex frequencies s, system (3) may be written as
Nontrivial solutions follow for values of s for which det (G (s)) = 0, leading immediately to
The general solution to (3) is thus sinusoidal, of frequency ω 0 , reflecting losslessness of the underlying system. As a simpler alternative to Laplace transformation, one may examine test solutions of the form
for complex amplitudesf =f (s) andv =v (s), leading to the same conclusions above. This abbreviated analytical approach will be taken remainder of this article.
A. A Loss Term
Consider now an extension to the scaled system (3):
where v , which also has dimensions of root energy, is defined in terms of f via the differential relationship:
for some constants ξ Figure 2 . The general form is of a lossless network corresponding to system (3) coupled to a subnetwork representing losses, the internal behaviour of which is described by (9) . The analogy with room acoustics follows from an association of the lossless system with the wave equation over the room interior, and the lossy subnetwork with wall dissipation. See Section IV.
FIG. 2. Network representation of system (8).
Using (7) in addition to v =v e st , (9) becomeŝ
Y (s) can be interpreted as a nondimensional admittance.
The following system results:
and as before, nontrivial solutions result for values s =s for which det (G (s)) = 0. At this point, it is of interest to find conditions on Y (s) which are sufficient to ensure that any frequencys satisfies Re (s) ≤ 0, and thus from the ansatz (7) exponential solution growth is ruled out. While for this simple test problem it is possible to numerically solve for the solutions to det (G (s)) = 0, the judicious use of the concept of passivity and positive realness of an admittance function leads to a greatly simplified analysis which extends to the much more involved case of room acoustics simulation. See Section III.
B. Positive Realness and Passivity
In order to represent a mechanism capable of dissipating energy, the function Y (s) must be positive real-a well-known result from electrical network theory 34 . The concept of positive realness has also been employed in a simulation setting, both in the case of electrical circuit networks through wave digital filters 35 , as well as in the modeling of musical instruments-see recent work on numerical modeling of losses in acoustic tubes 36 and strings 37 . While there are various definitions of positive realness which differ slightly, we will take the following definition 38 , which is applicable to complex functions of rational form such as Y (s) as defined in (10) .
In addition, Y (s) must satisfy the condition that it takes on real values for real values of its argument. The positive realness condition imposes restrictions on the form of a rational function. For example, a necessary but not sufficient condition is that all poles and zeros lie in the left half plane; another is that the orders of the numerator and denominator polynomials of Y (s) may differ by at most 1. For a given rational positive real function, various synthesis procedures exist 34 , leading to concrete realisations in terms of canonical energy-storing or dissipating units. But the precise realisation is immaterial in a simulation setting-all that is needed is the basic positive realness property defined above.
Returning now to the condition det (G (s)) = 0, suppose that a solutions exists such that Re (s) > 0. One From the positive realness property (12) , all terms are either positive or non-negative forσ = Re (s) > 0 and neither of the two factors of the determinant can vanish. All solutionss must haveσ ≤ 0, and thus there is no solution to system (8) which exhibits exponential growth.
C. Comment
The result above is intuitively obvious given the representation in Figure 2 -this is a network consisting of passive elements, and thus dissipative as a whole. The subdivision of the system into a primary lossless part and a more complex loss mechanism is a good starting point for numerical design, especially when the effect of the loss mechanism in the system as a whole is relatively small. This is precisely the case in room acoustics, where the room geometry determines dominant features such as modal frequencies and echo times and densities, and the wall conditions lead mainly to a long-term energy decay of a complex character, with some possible adjustment of mode frequencies. Often, simple and efficient numerical methods exist for the primary lossless part of the system (in room acoustics, the wave equation), and it is profitable to be able to use such designs directly in conjunction with much more complex methods required to model realistic wall conditions, without additional concerns due to interactions leading potentially to numerical instability. As will be outlined subsequently, the positive realness property of wall admittances can be used in order to generate guaranteed stable numerical designs.
III. ROOM ACOUSTICS MODELING
The usual starting point for room acoustics modeling is the following system of equations:
1
Here, the field variables p(x, t) and v(x, t) are the acoustic pressure and vector particle velocity, respectively. Both are defined for coordinates x ∈ D ⊂ R 3 , where D represents the region over which the problem is defined (the room interior) and for time t ∈ R. ρ and c are air density in kg· m −3 and wave speed in m· s −1 , respectively. ∂ t represents partial differentiation with respect to time t, and ∇ and ∇· are the three dimensional gradient and divergence operations, respectively. The system (15) generalises the oscillator system given in (1). It is defined here for all time, allowing the same analysis approach as in the case of the lumped oscillator in Section II. For a system defined over t ∈ [0, ∞), two initial conditions, p(x, 0) and v(x, 0) must be supplied.
The system (15) can be reduced to the second order wave equation in p alone:
where the Laplacian ∆ is defined as ∆ = ∇ · ∇. In the remainder of this article the first order system (15) will be employed. See, however, the remarks at the end of Section V B.
A. Locally Reactive Boundary Conditions
To complete system (15), a single boundary condition must be supplied at each point x ∈ ∂D, where ∂D is the boundary of the domain D. Locally reactive conditions can be expressed as a pointwise relationship between the pressure p (x, t) and the outward normal velocity v n (x, t) = n · v (x, t), at points x ∈ ∂D, where n is the outward normal vector to the boundary at x.
The condition is usually expressed in the frequency domain through an admittance. Following the approach used in the case of the oscillator in Section II, one may examine time-exponential solutions of the form p (x, t) = e stp (x, s) and v (x, t) = e stv (x, s). A locally-reactive admittance boundary condition may be expressed aŝ
for x ∈ ∂D. Y may vary from one location to another over the room boundary ∂D as is natural in a realistic room acoustics setting. In order to represent a passive wall condition, the admittance is constrained to be positive real, as per the definition (12), for all x ∈ ∂D.
IV. SEMI-DISCRETE MODELS
Before proceeding to a fully discrete simulation algorithm, a useful intermediate step is semidiscretisation over a spatial grid or lattice. There are obviously many approaches to this, including finite difference and finite element methods. A useful technique, which allows for specialisation to well-known finite difference discretisations commonly used in wave-based acoustics models, is the finite volume method, which has been described in previous works 17, 18 . It has the advantage of allowing for local updates over the bulk of the room volume, but for specialisation to irregular boundary surfaces. Stability analysis is simplified due to the conservative nature of the finite volume formalism, as illustrated below.
A. Cells and Adjacency
The domain D is assumed decomposed into N nonoverlapping polyhedra, or cells Ω l , l = 1, . . . , N , of volume V l = |Ω l |. The set of such polyhedra will possess N e internal faces S e joining two adjacent cells, and let the area of such an internal face be written as S e = |S e |, e = 1, . . . , N e . Also associated with internal face e is an inter-cell distance H e , e = 1, . . . , N e . There will be N b unadjoined exterior or boundary faces R b located on the boundary ∂D of D-the areas of these boundary faces are Figure 3 .
A given face e is adjacent to two cells of index l 
Similarly, for a boundary face S b , adjacent to exactly one cell with l = l b , one may define a non-oriented adjacency   FIG. 3 . Illustration of two adjacent finite volume cells. Here, the internal face Se is outlined with dashed lines, the inter-cell distance He is denoted by a dotted line, and the boundary face R b is outlined in thick black line. Here, the inter-cell distance is chosen such that the face adjoining the two adjacents cells divides evenly, and is perpendicular to, the line segment that defines He.
tensor W l,b , l = 1, . . . , N and b = 1, . . . , N b as
For room acoustics simulation, and at an audio rate such as 48 kHz, the average linear dimension of a cell must be chosen on the order of approximately 1 cm (which is roughly half the shortest audible wavelength), and thus the problem size, characterised by the number of cells N , will be very large. For the sake of increased computational efficiency through parallelisation techniques, a structured arrangement of cells, such as cubes, over the problem interior can be complemented by an irregular tiling, fitted to the room boundary. See Figure 4 , illustrating different possible arrangements. Finite volume methods over regular arrangements of cells reduce to well-known finite difference time domain methods 18 .
B. A Finite Volume Method
The procedure for developing a finite volume method begins from the integration of (15a) over the cell Ω l :
For the first term above, one may use the following definition of the averaged cell pressure p l = p l (t) for cell Ω l :
For the second term, one may employ the divergence theorem to yield where ∂Ω l is the boundary of the cell Ω l , and where n represents its outward normal. This surface integral may then be decomposed into contributions over the adjoining faces (including those which lie on the boundary of the room volume D). Employing the definitions of the adjacency tensors Q and W from (18) and (19),
Here, v e = v e (t) represents the average component of the velocity normal to the face S e , and oriented in the direction from Ω l
is the scalar component of the velocity normal to the boundary, averaged over boundary face R b , and oriented outward. Equation (15b) may be approximated, for a given velocity component v e , through an approximation to the normal gradient of the pressure between the cells adjacent to the edge (assumed separated by a distance H e ), again employing the adjacency tensor Q l,e . The resulting approximation to system (15) may then be written, in terms of scalar pressures p l , l = 1, . . . , N and velocities v e , e = 1, . . . , N e and v b , b = 1, . . . , N b as
The boundary velocity components v b , b = 1, . . . , N b in (24) remain as yet unspecified. It is clear that the locally reactive property of wall admittances implies that, in the semi-discrete setting, the outward normal velocity v b should be related to the pressure in the unique adjoining cell p b . In analogy with the case of the oscillator, consider a general differential relationship of the form
for some constants ξ 
D. Vector-matrix Form and Scaling
The equations (24), (25) and (26) form a complete system of ordinary differential equations for the room acoustics problem. For analysis purposes, it is useful to rewrite it in vector-matrix form. To this end, defining the column
accompanied by the auxiliary boundary system
Here, V is an N × N diagonal matrix with the cell volumes V l , l = 1, . . . , N on the diagonal, and similarly, S and H are N e × N e diagonal matrices with S e and H e on their diagonals, respectively, e = 1, . . . , N e . R is a diagonal matrix with R b on the diagonal, for b = 1, . . . , N b . The matrices Q and W are the matrix forms of the adjacency tensors Q and W , as defined in (18) and (19) , and are of size N × N e and N × N b , respectively.
E. Scaling
Introduce the scaled variablesp andṽ (with units of root energy), as
(Here, A 
After removing the tilde notation, the scaled system
results, accompanied by the auxiliary relations
The matrices D and B are defined as
where D approximates the 3D gradient operation. This scaled system will be used henceforth in this article.
F. Frequency Domain Representation
Similarly to the case of the oscillator in Section II, one may make use of the ansatz w =ŵe st , where w is any of the variables p, v, p or v .
Consider first the boundary condition (32) . The frequency domain representation iŝ
where
For passivity, the rational functions Y b (s) are constrained here to be positive real, and represent the nondimensional wall admittance at boundary face b, b = 1, . . . , N b . The full system (31)-(32) may be written in the frequency domain, after the elimination ofp andv , as
Here, I N and I Ne are identity matrices of size N × N and N e × N e , respectively.
G. Bounds on Pole Locations
In analogy with the case of the oscillator, nontrivial solutions to the system (36) will occur at frequencies s = s such that det (G (s)) = 0. Again, assume a solution s =σ + jω for whichσ > 0. From (36) , one may write, using an expression for the determinant of a block matrix,
are the lower right-hand N e ×N e block of G, and its Schur complement, respectively. Clearly det (G 22 ) =s Ne = 0. This implies that we must have det G + c
where the positive realness of Y b , b = 1, . . . , N b has been employed. Thus det G SC 22 (s) = 0, and furthermore det (G (s)) = 0, and one may conclude that there is no solutions to the system (36) withσ > 0.
V. DISCRETE-TIME MODELS

A. Time Series and Discrete Time Operators
Consider now the simulation of system (31), accompanied by (32) in discrete time, with time step k in s (corresponding, in audio applications, to a sample rate of F s = 1/k Hz). A time series w n , indexed by integer n, represents an approximation to a continuously variable function w (t), at times t = nk. Here, w could represent an approximation to any of the vectors p, v, p or v which appear in system (31)- (32) .
The shift operators e + and e − are defined, in terms of their action on a time series w n as
Forward and backward difference operations δ + and δ − , approximating a time derivative, can then be defined as
and averaging operators µ + and µ − as
A useful further approximation to the time derivative is the operator δ • , defined as
The inverse operation may be interpreted, in terms of two time series f n and g n , as
The operator δ • , for linear systems, has the interpretation of the trapezoid or midpoint rule.
For certain schemes, it is useful to view time series as being mutually interleaved; for example, for the explicit designs described in Section V B, the variables p n and v n+ 1 2 represent time-interleaved approximations to p (t) and v (t) at t = nk and t = n + 1 2 k, respectively. The half-index notation, which is standard in the electromagnetic simulation literature 7 , is intended to be helpful, both in analysis and implementation, but does not indicate operation at a twice-oversampled rate.
B. Numerical Schemes
Consider first the auxiliary relations (32) , defining the numerical admittance boundary conditions. The variables p , p and v are to be approximated by time series (p ) n , p n and (v ) n , respectively, for integer n. Assume furthermore that these relations are discretised, uniformly, using d/dt → δ • . This leads to:
• indicates a ν-fold composition of the operator δ • . Under this choice, the passive nature of the admittance boundary condition is preserved. See Section V E.
For the primary part of the semidiscrete system (31), representing wave propagation over the room interior, various choices are available. One simple choice is to make uniform use again of the operator δ • , leading to the discrete time system:
Here, when combined with (45), a time-aligned scheme results, where all variables are calculated at multiples of the sample period k, and are indexed by integer n. Another is to make use of a time-interleaved scheme (such schemes are typical in the electromagnetics literature 7, 40 ). Here, the scheme will operate over the discrete time-interleaved vectors p n and v n+ 1 2 , as well as the auxiliary boundary variables (v ) n and (p ) n :
Many other choices are of course possible, but the two above serve to illustrate important features common to all time-stepping methods for this system. It is useful to note that in practice, second order forms are used in order to eliminate the variable v and compute solutions directly in terms of p n . Applying δ − to (47a), for example, leads to the scheme
which is a more familiar two-step update for p n , coupled to (45). (48) solves the 3D wave equation (16) directly. For analysis purposes, it is simpler to examine first-order schemes such as (47), and the equivalent two-step forms will not be discussed further in this article.
C. Implementation
Consider the first of (45), expressing a relationship between the time series (v b ) n and (p b ) n , the normal velocity and pressure at boundary face b, b = 1, . . . , N b . Through the explicit expansion of the operators δ • , from (43) , it may be written, ultimately, as a recursion
Here, γ b is a constant derived from k, ξ 
are as yet unknown. In vector notation, using the second of (45), Consider now the scheme (46), where it is assumed that all values p n , v n , and (v ) n are known up through time step n. Expanding the operator δ • leads to
Using (50), and consolidating the unknowns p n+1 and
T leads to the update
and
(54) This is an implicit numerical method, requiring the solution to a linear system involving the matrix A (which is positive definite, and thus a unique solution exists). Once y n+1 is determined, (50) may be used to solve explicitly for (v ) n+1 , and the entire procedure may be repeated. Consider now the scheme (47), and assume that p 
Given v n+ 1 2 , (47a) may be written as
(56) Using (50) one arrives, ultimately, at the update
where r n consists of previously computed values. This update appears to require a full linear system solution in order to solve for p n+1 , using the matrix Θ as defined in (57). Note first that the matrix B T ΓB is sparse, and only affects the pressure update for cells which possess a boundary face; at all internal cells, the update can be explicitly computed. Furthermore, B
T ΓB is diagonal, and thus the solution of (57) requires merely multiplication by the inverse of Θ, which can be trivially precomputed. Thus, despite the use of an implicit discretisation method (the trapezoid rule) over the boundary, the entire update remains fully explicit. This explicit character (via the diagonal property of B T ΓB) is, however, dependent on the use of a locally reactive admittance model-that is, there is no interaction between the boundary faces adjoined to distinct cells.
D. Frequency Domain
In analogy with the continuous time case, for the analysis of time-stepping methods simulating a linear and time-invariant continuous-time system of ordinary differential equations, frequency domain analysis techniques are a useful tool. Full z-transform analysis is the most general approach, but as before, the use of an ansatz is entirely equivalent. In this case, consider solutions of the form w n =ŵe
Here again, w n could represent an approximation to any of the vectors p, v, p or v which appear in system (31) and (32) .ŵ =ŵ (s d ) is the complex amplitude, and The various operators defined in Section V A when applied to the ansatz, can be viewed as multiplicative factors. For example,
(60) The special form of the function ζ • (s d ), when viewed as a mapping between two complex variables ζ • and s d , is often referred to as the bilinear transformation; it is a one-to-one mapping between an infinite strip in the s d plane and the entire ζ • plane. In particular,
Similarly, the averaging operators µ + and µ − behave as multiplicative factors
(62) and note that ζ • = ζ c /m c .
E. Stability Analysis
The general approach to the determination of stability conditions for numerical schemes such as (46) and (47) The admittance relationship (32) , is discretised uniformly using the approximation d/dt → δ • = (µ + ) −1 δ + to yield (45). In the frequency domain, using (59), this leads to the discrete time admittance relationship
, as defined in (35) with ζ • in place of s.
Consider now the scheme given in (46). In this case, the discretisation is performed uniformly using d/dt → δ • , and thus, in discrete time, the characteristic equation
results. In this case, stability analysis follows directly from the continuous time case. Following from the results in Section IV G, the system possesses no solutions with Re (ζ • ) > 0. It then follows, from the passivitypreserving property of the bilinear transformation from (61), that there are no solutions for Re ( 
Thus det H 
Here, the term including the effects of the admittances at the boundary cell faces is non-negative due to the passivity-preserving nature of the mapping ζ 
For frequenciesω d with π/2k < |ω d | ≤ π/k, Ξ < 0, one may make use of the following bound:
where λ max > 0 is the largest eigenvalue of the positive semidefinite matrix D T D, to arrive at 
and, using the fact that Ξ (s d ) > − 
Thus, under the condition (76), solutions for the scheme (47) with exponential growth are ruled out. The condition (76) is typical of explicit schemes such as (47). It recovers familiar stability conditions obtained by other methods in simplified cases, such as the well-known Courant-Friedrichs-Lewy condition 42 for basic regular FDTD schemes for the 2D or 3D wave equation. For example, consider an infinite problem domain, with a regular tiling of cubic cells of side length h. Now, V l = h 3 , S e = h 2 and H e = h, and the operator D T D is the negative of the familiar seven-point Laplacian operator, with maximal eigenvalue λ max = 12/h 2 . The condition (76) reduces to the familiar condition ck/h ≤ 1/ √ 3 obtained through von Neumann analysis. Here, however, stability conditions have been obtained without any further conditions on problem geometry, or on the wall admittance, provided that they are passive and have been discretised through the passivity-preserving discretisation rule.
VI. CONCLUDING REMARKS
The most general aim of this article has been to provide a theoretical basis for the construction of numerically stable time stepping schemes for room acoustics.
An important conclusion here is that, from a design perspective, and for the FVTD designs presented here, the modeling problem can be separated into two independent parts-that of (a) the design of a scheme for a given room acoustics problem under perfectly reflective (Neumann) wall conditions, and (b) that of a scheme modeling the behaviour of the wall. The analysis of numerical stability may be confined to the much simpler case of (a) above, and numerically stable designs for the complete system (a) + (b) follow, regardless of the room geometry or wall conditions, provided they are passive.
The schemes described here were derived using the finite volume formalism. As mentioned elsewhere in this article, such schemes include many standard FDTD schemes as special cases, and in particular the popular nearest-neighbour schemes (such as that employing
