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Abstract
A widely applied approach to causal inference
from a non-experimental time series X , often re-
ferred to as “(linear) Granger causal analysis”, is
to regress present on past and interpret the regres-
sion matrix Bˆ causally. However, if there is an
unmeasured time seriesZ that influencesX , then
this approach can lead to wrong causal conclu-
sions, i.e., distinct from those one would draw if
one had additional information such as Z . In this
paper we take a different approach: We assume
that X together with some hidden Z forms a first
order vector autoregressive (VAR) process with
transition matrix A, and argue why it is more
valid to interpret A causally instead of Bˆ. Then
we examine under which conditions the most im-
portant parts of A are identifiable or almost iden-
tifiable from only X . Essentially, sufficient con-
ditions are (1) non-Gaussian, independent noise
or (2) no influence from X to Z . We present two
estimation algorithms that are tailored towards
conditions (1) and (2), respectively, and evalu-
ate them on synthetic and real-world data. We
discuss how to check the model using X .
1. Introduction
Inferring the causal structure of a stochastic dynamical sys-
tem from a non-experimental time series of measurements
is an important problem in many fields such as economics
(Lu¨tkepohl, 2006) and neuroscience (Roebroeck et al.,
2005; Besserve et al., 2010).
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In the present paper, we approach this problem as follows:
We assume that the measurements are a finite sample from
a random process X = (Xt)t∈Z which, together with an-
other random processZ = (Zt)t∈Z, forms a first order vec-
tor autoregressive (VAR) process. That is, (X,Z)⊤ obeys(
Xt
Zt
)
=
(
B C
D E
)(
Xt−1
Zt−1
)
+Nt,
for all t ∈ Z, some matrices B,C,D,E, and some i.i.d.
Ni, i ∈ Z. So far this is a purely statistical model. Now
we additionally assume that the variables in Z correspond
to real properties of the underlying system that are in prin-
ciple measurable and intervenable. Based on this we con-
siderB,C,D,E to have a causal meaning. More precisely,
we assume that B’s entries express the direct causal influ-
ences between the respective variables in X . And more
generally, we assume that for all variables in (X,Z)⊤ the
matrices B,C,D,E capture the respective direct and indi-
rect causal influences. Note that in this sense C is partic-
ularly interesting because it tells which components of X
are jointly influenced by an unmeasured quantity, i.e., have
a hidden confounder, and how strong the influence is.
This way causal inference on X is reduced to a statistical
problem: examining to what extent, i.e., under which as-
sumptions, B as well as C,D,E are identifiable from the
distribution of the process X , and how they can be esti-
mated from a sample of X . It is worth mentioning that this
approach can be justified in two different ways, following
either (Granger, 1969) or (Pearl, 2000; Spirtes et al., 2000).
We will briefly elaborate on this later (Section 4.2).
The first and main contribution of this paper is on the the-
oretical side: we present several results that show under
which conditions B and C are identifiable or almost (i.e.
up to a small number of possibilities) identifiable from only
the distribution of X . Generally we assume that Z has at
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most as many components as X . Theorem 1 shows that
if the noise terms are non-Gaussian and independent, and
an additional genericity assumption holds true, then B is
uniquely identifiable. Theorem 2 states that under the same
assumption, those columns of C that have at least two non-
zero entries are identifiable up to scaling and permutation
indeterminacies (because scale and ordering of the compo-
nents of Z are arbitrary). Theorem 3 shows that regardless
of the noise distribution (i.e., also in the case of Gaussian
noise), if there is no influence from X to Z and an ad-
ditional genericity assumption holds, then B is identifiable
from the covariance structure ofX up to a small finite num-
ber of possibilities. In Propositions 1 and 2 we prove that
the additional assumptions we just called generic do in fact
only exclude a Lebesgue null set from the parameter space.
The second contribution is a first examination of how the
above identifiability results can be translated into estima-
tion algorithms on finite samples of X . We propose two
algorithms. Algorithm 1, which is tailored towards the con-
ditions of Theorems 1 and 2, estimatesB andC by approx-
imately maximizing the likelihood of a parametric VAR
model with a mixture of Gaussians as noise distribution.
Algorithm 2, which is tailored towards the conditions of
Theorem 3, estimates the matrixB up to finitely many pos-
sibilities by solving a system of equations somewhat sim-
ilar to the Yule-Walker equations (Lu¨tkepohl, 2006). Fur-
thermore, we briefly examine how the model assumptions
that we make can to some extent be checked just based on
the observed sample of X . We examine the behavior of the
two proposed algorithms on synthetic and real-world data.
It should be mentioned that probably the most widely ap-
plied approach to causal inference from time series data
so far (Lu¨tkepohl, 2006), which we refer to as practical
Granger causal analysis in this paper (often just called
“(linear) Granger causality”), is to simply perform a lin-
ear regression of present on past on the observed sample of
X and then interpret the regression matrix causally. While
this method may yield reasonable results in certain cases, it
obviously can go wrong in others (see Section 4.3 for de-
tails). We believe that the approach presented in this paper
may in certain cases lead to more valid causal conclusions.
The remainder of this paper is organized as follows. In
Section 2 we discuss related work. In Section 3 we in-
troduce notation and definitions for time series. In Sec-
tion 4 we state the statistical and causal model that we
assume throughout the paper. In Section 5 we introduce
the so-called generalized residual. Section 6 contains the
three main results on identifiability (Theorems 1 to 3) as
well as arguments for the genericity of certain assumptions
we need to make (Propositions 1 and 2). In Section 7 we
present the two estimation algorithms and discuss model
checking. Section 8 contains experiments for Algorithms 1
and 2. We conclude with Section 9.
2. Related Work
We briefly discuss how the present work is related to previ-
ous papers in similar directions.
Inference of properties of processes with hidden compo-
nents: The work (Jalali & Sanghavi, 2012) also assumes
a VAR model with hidden components and tries to iden-
tify parts of the transition matrix. However their results
are based on different assumptions: they assume a “local-
global structure”, i.e., connections between observed com-
ponents are sparse and each latent series interacts with
many observed components, to achieve identifiability. The
authors of (Boyen et al., 1999) - similar to us - apply a
method based on expectation maximization (EM) to infer
properties of partially observed Markov processes. Unlike
us, they consider finite-state Markov processes and do not
provide a theoretical analysis of conditions for identifia-
bility. The paper (Etesami et al., 2012) examines identifi-
ability of partially observed processes that have a certain
tree-structure, using so-called discrepancy measures.
Harnessing non-Gaussian noise for causal inference:
The paper (Hyvaerinen et al., 2010) uses non-Gaussian
noise to infer instantaneous effects. In (Hoyer et al., 2008),
the authors use the theory underlying overcomplete in-
dependent component analysis (ICA) (Kagan et al., 1973,
Theorem 10.3.1) to derive identifiability (up to finitely
many possibilities) of linear models with hidden variables,
which is somewhat similar to our Theorem 1. However,
there are two major differences: First, they only consider
models which consist of finitely many observables which
are mixtures of finitely many noise variables. Therefore
their results are not directly applicable to VAR models.
Second, they show identifiability only up to a finite num-
ber of possibilities, while we (exploiting the autoregressive
structure) prove unique identifiability.
Integrating several definitions of causation: The work
(Eichler, 2012) provides an overview over various defini-
tions of causation w.r.t. time series, somewhat similar to
but more comprehensive than our brief discussion in Sec-
tions 4.2 and 4.3.
3. Time Series: Notation and Definitions
Here we introduce notation and definitions w.r.t. time se-
ries. We denote multivariate time series, i.e., families of
random vectors over the index set Z, by upper case letters
such as X . As usual, Xt denotes the t-th member of X ,
and Xkt denotes the k-th component of the random vector
Xt. Slightly overloading terminology, we call the univari-
ate time series Xk = (Xkt )t∈Z the k-th component of X .
By PX we denote the distribution of the random process
X , i.e., the joint distribution of all Xt, t ∈ Z.
Given a KX -variate time series X and a KZ-variate time
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series Z , (X,Z)⊤ denotes the (KX +KZ)-variate series(
(X1t , . . . , X
KX
t , Z
1
t , . . . , Z
KZ
t )
⊤
)
t∈Z
.
A K-variate time series W is a vector autoregressive pro-
cess (of order 1), or VAR process for short, with VAR tran-
sition matrix A and noise covariance matrix Σ, if it allows
a VAR representation, i.e.,
Wt = AWt−1 +Nt, (1)
the absolute value of all eigenvalues of A is less than1 1,
and N is an i.i.d. noise time series such that Cov(N0) =
Σ. We say W is a diagonal-structural VAR process if in
the above definition the additional condition is met that
N10 , . . . , N
K
0 are jointly independent.2
4. Statistical and Causal Model Assumptions
In this section we introduce the statistical model that we
consider throughout the paper and discuss based on which
assumptions its parameters can be interpreted causally.
Moreover, we give an example for how practical Granger
causal analysis can go wrong.
4.1. Statistical Model
Let KX be arbitrary but fixed. Let X be a KX -variate time
series. As stated in Section 1, X is the random process
from which we assume we measured a sample. In partic-
ular, the random variables in X have a meaning in reality
(e.g., X13 is the temperature measured in room 1 at time 3)
and we are interested in the causal relations between these
variables. Let X be related to a K-variate VAR processW ,
with transition matrix A, noise time series N , and noise
covariance matrix Σ, and a KZ-variate time series Z , as
follows: W = (X,Z)⊤ and KZ ≤ KX . Furthermore, let
A =:
(
B C
D E
)
, (2)
with B a KX ×KX matrix. We call B, the most interest-
ing part of A, the structural matrix underlying X . Further-
more, in case C 6= 0, we call Z a hidden confounder.
4.2. Causal Assumptions
As already mentioned in Section 1, throughout this paper
we assume that there is an underlying system such that all
variables in W correspond to actual properties of that sys-
tem which are in principle measurable and intervenable.
While we assume that a finite part of X was in fact mea-
sured (Section 4.1), Z is completely unmeasured. Further-
1We require all VAR processes to be stable (Lu¨tkepohl, 2006).
2Note that the notion “diagonal-structural” is a special case of
the more general notion of “structural” in e.g., (Lu¨tkepohl, 2006).
more we assume that the entries of A, in particular the sub-
matrix B, capture the actual non-instantaneous causal in-
fluences between the variables in W . We also mentioned
that there are two lines of thought that justify this assump-
tion. We briefly elaborate on this here.
On the one hand, (Granger, 1969) proposed a definition of
causation between observables which we will refer to as
Granger’s ideal definition. Assume the statistical model
for the observed sample of X specified in Section 4.1. If
we additionally assume that Z correctly models the whole
rest of the universe or the “relevant” subpart of it, then ac-
cording to Granger’s ideal definition the non-instantaneous
(direct) causal influences between the components ofX are
precisely given by the entries of B. But this implies that
everything about B that we can infer from X can be in-
terpreted causally, if one accepts Granger’s ideal definition
and the additional assumptions that are necessary (such as
KZ ≤ KX , which in fact may be a quite strong assumption
of course). This is one way to justify our approach.
On the other hand, (Pearl, 2000) does not define causation
based on measurables alone but instead formalizes causa-
tion by so-called structural equation models (SEMs) and
links them to observable distributions via additional as-
sumptions. In this sense, let us assume that W forms a
causally sufficient set of variables, whose correct structural
equations are given by the VAR equations (1), i.e., these
equations represent actual causal influences from the r.h.s.
to the l.h.s.3 In particular these equations induce the cor-
rect (temporal) causal directed acyclic graph (DAG) for
(X,Z)⊤. Then, essentially following the above mentioned
author, everything about B that we can infer from the dis-
tribution of X can be interpreted causally. This is the
other way to justify our approach (in case the requirement
KZ ≤ KX and the other assumptions are met). It is impor-
tant to mention that the usual interpretation of SEMs is that
they model the mechanisms which generate the data and
that they predict the outcomes of randomized experiments
w.r.t. the variables contained in the equations.
4.3. Relation to Practical Granger Causal Analysis and
How It Can Go Wrong
The above ideal definition of causation by Granger (Sec-
tion 4.2) needs to be contrasted with what we introduced as
“practical Granger causal analysis” in Section 1. In practi-
cal Granger causal analysis, one just performs a linear re-
gression of present on past on the observed X and then in-
terprets the regression matrix causally.4 While making the
3Note that here we ignore the fact that Pearl generally only
considers models with finitely many variables while the process
W is a family of infinitely many (real-valued) variables.
4We are aware that nonlinear models (Chu & Glymour, 2008)
and nonparametric estimators (Schreiber, 2000) have been used
to find temporal causal relations. In this paper we focus on the
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ideal definition practically feasible, this may lead to wrong
causal conclusions in the sense that it does not comply with
the causal structure that we would infer given we had more
information.5
Let us give an example for this. Let X be bivariate and Z
be univariate. Moreover, assume
A =

 0.9 0 0.50.1 0.1 0.8
0 0 0.9

 ,
and let the covariance matrix of Nt be the identity matrix.
To perform practical Granger causal analysis, we proceed
as usual: we fit a VAR model on only X , in particular com-
pute, w.l.o.g. assuming zero mean, the transition matrix by
BpG := E(XtX
⊤
t−1)E(XtX
⊤
t )
−1 =
(
0.89 0.35
0.08 0.65
)
(3)
(up to rounding) and interpret the coefficients of BpG as
causal influences. Although, based on A, X2t does in fact
not cause X1t+1, BpG suggests that there is a strong causal
effect X2t → X1t+1 with the strength 0.35. It is even
stronger than the relation X1t → X2t+1, which actually ex-
ists in the complete model with the strength 0.1.
5. The Generalized Residual: Definition and
Properties
In this section we define the generalized residual and dis-
cuss some of its properties. The generalized residual is
used in the proofs of the three main results of this paper,
Theorems 1 to 3.
For any KX ×KX matrices U1, U2 let
Rt(U1, U2) := Xt − U1Xt−1 − U2Xt−2.
We call this family of random vectors generalized residual.
Furthermore let
M1 := E
[
Wt · (X
⊤
t , X
⊤
t−1)
]
.
In what follows, we list some simple properties of the gen-
eralized residual. Proofs can be found in Section A.
Lemma 1. We have
Rt(U1, U2) = (B
2 + CD − U1B − U2)Xt−2
+ (BC + CE − U1C)Zt−2
+ (B − U1)N
X
t−1 + CN
Z
t−1 +N
X
t , (4)
if K > KX . In case K = KX , the same equation holds
except that one sets C := D := E := 0.
linear case.
5Obviously, if one is willing to assume that X is causally suffi-
cient already, then the practical Granger causation can be justified
along the lines of Section 4.2.
Lemma 2. If (U1, U2) satisfies the equation
(U1, U2)
(
B C
I 0
)
=
(
B2 + CD,BC + CE
)
, (5)
then Rt(U1, U2) is independent of (Xt−2−j)∞j=0, and in
particular, for j ≥ 0,
Cov(Rt(U1, U2), Xt−2−j) = 0. (6)
Let ΓXi := Cov(Xt, Xt−i) for all i. That is, ΓXi are the
autocovariance matrices of X . Note that equation (6), for
j = 0, 1, can equivalently be written as the single equation
(U1, U2)
(
ΓX1 Γ
X
2
ΓX0 Γ
X
1
)
=
(
ΓX2 ,Γ
X
3
)
. (7)
Keep in mind that, as usual, we say a m×n matrix has full
rank if its (row and column) rank equals min{m,n}.
Lemma 3. Let M1 have full rank. If (U1, U2) satisfies
equation (6) for j = 0, 1, then it satisfies equation (5).
Lemma 4. If K = KX or if C has full rank, then there
exists (U1, U2) that satisfies equation (5).
6. Theorems on Identifiability and Almost
Identifiability
This section contains the main results of the present pa-
per. We present three theorems on identifiability and al-
most identifiability of B and C (defined in Section 4.1), re-
spectively, given X and briefly argue why certain assump-
tions we have to make can be considered as generic. Re-
call the definition of the matrix M1 in Section 5. Note that
the following results show (almost) identifiability of B for
all numbers KZ of hidden components simultaneously, as
long as 0 ≤ KZ ≤ KX (which contains the case of no
hidden components as a special case).
6.1. Assuming Non-Gaussian, Independent Noise
We will need the following assumptions for the theorems.
Assumptions. We define the following abbreviations for
the respective subsequent assumptions.
A1: All noise terms Nkt , k = 1, . . . ,K, t ∈ Z, are non-
Gaussian.
A2: W is a diagonal-structural VAR process (as defined in
Section 3).
G1: C (if it is defined, i.e., if K > KX ) and M1 have full
rank.
(We will discuss the genericity of G1 in Section 6.3.)
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The following definition of F1 is not necessary for an in-
tuitive understanding, but is needed for a precise formu-
lation of the subsequent identifiability statements. Let F1
denote the set of all K ′-variate VAR processes W ′ with
KX ≤ K ′ ≤ 2KX (i.e. W has at most as many hid-
den components as observed ones), which satisfy the fol-
lowing properties w.r.t. N ′, C′,M ′1 (defined similarly to
N,C,M1 in Section 4): assumptions A1, A2 and G1 ap-
plied to N ′, C′,M ′1 (instead of N,C,M1) hold true.
Theorem 1. If assumptions A1, A2 and G1 hold true, then
B is uniquely identifiable from only PX .
That is: There is a map f such that for each W ′ ∈ F1, and
X ′ defined as the first KX components of W ′, f(PX′) =
B′ iff B′ is the structural matrix underlying X ′.
A detailed proof can be found in Section B.1. The idea
is to chose U1, U2 such that Rt(U1, U2) is a linear mix-
ture of only finitely many noise terms, which is possi-
ble based on Lemmas 1 to 4. Then, using the identifi-
ability result underlying overcomplete ICA (Kagan et al.,
1973, Theorem 10.3.1), the structure of the mixing matrix
of (Rt(U1, U2), Rt−1(U1, U2))⊤ allows to uniquely deter-
mine B from it.
Again using (Kagan et al., 1973, Theorem 10.3.1), one can
also show the following result. For a matrix M let S(M)
denote the set of those columns of M that have at least two
non-zero entries, and if M is not defined, let S(M) denote
the empty set. A proof can be found in Section B.2.
Theorem 2. If assumptions A1, A2 and G1 hold true, then
the set of columns of C with at least two non-zero entries is
identifiable from only PX up to scaling of those columns.
In other words: There is a map f such that for each
W ′ ∈ F1 with K ′ components, X ′ defined as the first
KX components of W ′, and C′ defined as the upper right
KX×(K ′−KX) submatrix of the transition matrix ofW ′,
f(PX′) coincides with S(C′) up to scaling of its elements.
6.2. Assuming D = 0
In this section we present a theorem on the almost identifi-
ability of B under different assumptions. In particular, we
drop the non-Gaussianity assumption. Instead, we make
the assumption that Z is not influenced by X , i.e., D = 0.
Given U = (U1, U2), let
TU (Q) := Q
2 − U1Q− U2, (8)
for all square matrices Q that have the same dimension
as U1. Slightly overloading notation, we let TU (α) :=
TU (αI) for all scalars α. Note that det(TU (α)) is a uni-
variate polynomial in α.
We will need the following assumptions for the theorem.
Assumptions. We define the following abbreviations for
the respective subsequent assumptions.
A3: D = 0.
G2: The transition matrix A is such that there exists
U = (U1, U2) such that equation (5) is satisfied and
det(TU (α)) has 2KX distinct roots.
(We will discuss the genericity of G2 in Section 6.3.)
The following definition of F2 is not necessary for an
intuitive understanding, but is needed for a precise for-
mulation of the subsequent identifiability statement. Let
F2 denote the set of all K ′-variate VAR processes W ′
with KX ≤ K ′ ≤ 2KX , which satisfy the following
properties w.r.t. N ′, A′, C′, D′,M ′1 (defined similarly to
N,A,C,D,M1 in Section 4): assumptions A3, G1 and G2
applied to N ′, A′, C′, D′,M ′1 (instead of N,A,C,D,M1)
hold true.
Theorem 3. If assumptions A3, G1 and G2 hold true, then
B is identifiable from only the covariance structure of X
up to
(
2KX
KX
)
possibilities.
In other words: There is a map f such that for each
W ′ ∈ F2, and X ′ defined as the first KX components of
W ′, f(X ′) is a set of at most (2KX
KX
)
many matrices, and
B′ ∈ f(PX′) for B′ the structural matrix underlying X ′.
A detailed proof can be found in Section B.3. The proof
idea is the following: Let L denote the set of all (U, B˜),
with U = (U1, U2), that satisfy equation (6) for j = 0, 1,
as well as the equation
TU (B˜) = 0, (9)
and meet the condition that det(TU (α)) has 2KX distinct
roots. L is non-empty and (U,B) is an element of it, for
the true B and some U , due to Lemmas 2 to 4. But L is
only defined based on the covariance of X and has at most(
2KX
KX
)
elements (based on (J. E. Dennis et al., 1976)).
Note the similarity between equation (6), or its equiva-
lent, equation (7), and the well-known Yule-Walker equa-
tion (Lu¨tkepohl, 2006). The Yule-Walker equation (which
is implicitly used in equation (3)) determines B uniquely
under some genericity assumption and given C = 0.
6.3. Discussion on the Genericity of Assumptions G1
and G2
In this section we want to briefly argue why the assump-
tions G1 and G2 are generic. A detailed elaboration with
precise definitions and proofs can be found in Section C.
The idea is to define a natural parametrization of (A,Σ)
and to show that the restrictions that assumptions G1 and
G2, respectively, impose on (A,Σ) just exclude a Lebesgue
null set in the natural parameter space and thus can be con-
sidered as generic.
In this section, let K such that KX ≤ K ≤ 2KX be arbi-
trary but fixed. Let λk denote the k-dimensional Lebesgue
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Algorithm 1 Estimate B,C using variational EM
1: Input: Sample x1:L of X1:L.
2: Initialize the transition matrix and the parameters of
the Gaussian mixture model, denoted as θ0, set j ← 0.
3: repeat
4: E step: Evaluate
qj(z1:L, v
X
1:L, v
Z
1:L) = q
j(z1:L)q
j(vX1:L)q
j(vZ1:L),
which is the variational approx. to the true posterior
qj(z1:L, v
X
1:L, v
Z
1:L|x1:L), by maximizing the varia-
tional lower bound, i.e., qj = argmaxq L(q, θj).
5: M step: Evaluate θj+1 = argmaxθ L(qj , θ).
6: j ← j + 1.
7: until convergence
8: Output: The final θj , containing the estimated B,C.
measure on Rk.
Let Θ1 denote the set of all possible parameters (A′,Σ′)
for a K-variate VAR processes W ′ that additionally satisfy
assumption A2, i.e., correspond to structural W ′. Let S1
denote the subset of those (A′,Σ′) ∈ Θ1 for which also
assumption G1 is satisfied. And let g denote the natural
parametrization of Θ1 which is defined in Section C.1.
Proposition 1. We have λK2+K
(
g−1(Θ1 \ S1)
)
= 0.
A proof can be found in Section C.1. The proof idea is
that g−1(Θ1 \ S1) is essentially contained in the union of
the root sets of finitely many multivariate polynomials and
hence is a Lebesgue null set.
Let Θ2 denote the set of all possible parameters (A′,Σ′)
for the K-variate VAR processes W that additionally sat-
isfy assumption A3, i.e., are such that the submatrixD ofA
is zero. Let S2 denote the subset of those (A′,Σ′) ∈ Θ2 for
which also assumptions G1 and G2 are satisfied. Let h de-
note the natural parametrization of Θ1 which is defined in
Section C.2. A proof for the following proposition (which
is based on a similar idea as that of Proposition 1) can also
be found in Section C.2.
Proposition 2. We have λ2K2−KXKZ
(
h−1(Θ2 \ S2)
)
=
0.
7. Estimation Algorithms
In this section we examine how the identifiability results in
Section 6 can be translated into estimators on finite data.
We propose two algorithms.
7.1. Algorithm Based on Variational EM
Here we present an algorithm for estimating B and C
which is closely related to Theorems 1 and 2. Keep in mind
that the latter theorem in fact only states identifiability for
Algorithm 2 Estimate B using covariance structure
1: Input: Sample x1:L of X1:L.
2: Solve the equation (7), with ΓXi replaced by ΓˆXi . Let
(Uˆ1, Uˆ2) denote the solution.
3: Solve equation (9) with U := (Uˆ1, Uˆ2) for B˜. Let
Bˆ1, . . . , Bˆn denote the solvents.
4: Output: Bˆ1, . . . , Bˆn.
S(C) (defined in Section 6.2), up to scaling, not for the ex-
actC. The idea is the following: We transform the model of
X underlying these theorems (i.e. the general model from
Section 4.1 together with assumptions A1, A2 and G1 from
Section 6.1) into a parametric model by assuming the noise
terms Nkt to be mixtures of Gaussians.6 Then we esti-
mate all parameters, including B and C, by approximately
maximizing the likelihood of the given sample of X us-
ing a variational expectation maximization (EM) approach
similar to the one in (Oh et al., 2005). (Directly maximiz-
ing the likelihood is intractable due to the hidden variables
(Z and mixture components) that have to be marginalized
out.) Let y1:L be shorthand for (y1, . . . , yL). The esti-
mator is outlined by Algorithm 1, where (V Xt , V Zt ) with
values (vXt , vZt ) denote the vectors of mixture components
forNXt andNZt , respectively; qj(z1:L, vX1:L, vZ1:L|x1:L) the
true posterior of Z1:L, V X1:L, V Z1:L under the respective pa-
rameter vector θj (which comprises A,Σ as well as the
Gaussian mixture parameters) at step j; and L the varia-
tional lower bound. The detailed algorithm can be found
in Section D. Note that, if needed, one may use cross val-
idation as a heuristic to determine KZ and the number of
Gaussian mixture components.
7.2. Algorithm Based on the Covariance Structure
Now we present an algorithm, closely related to Theorem 3,
for estimating B up to finitely many possibilities. It relies
on the proof idea of that theorem, as we outlined it at the
end of Section 6.2, and it is meant to be applied for cases
where the conditions of that theorem are met. It uses only
the estimated autocovariance structure of X . Keep in mind
that ΓˆXi denote the sample autocovariance matrices (similar
to the true autocovariances ΓXi defined in Section 5). The
estimation algorithm is given by Algorithm 2.
7.3. Model Checking
Ideally we would like to know whether the various model
assumptions we make in this paper, most importantly the
one that the entries of B can in fact be interpreted causally,
6Obviously, Theorems 1 and 2 also imply identifiability of B
and (up to scaling) S(C) for this parametric model. We conjec-
ture that this implies consistency of the (non-approximate) max-
imum likelihood estimator for that model under appropriate as-
sumptions.
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are appropriate. Obviously, this is impossible to answer
just based on the observed sample of X . Nonetheless
one can check these assumptions to the extent they imply
testable properties of X .
For instance, to check (to a limited extent) the assumptions
underlying Theorems 1 and 2 and Algorithm 1, i.e., the
general statistical and causal model assumptions from Sec-
tions 4.1 and 4.2 together with A1, A2 and G1 from Section
6.1, we propose the following two tests: First, test whether
Rt(Uˆ1, Uˆ2) is independent of (Xt−2−j)Jj=0, for (Uˆ1, Uˆ2) as
defined in Algorithm 2, and for say J = 2. (If Algorithm
2 finds no (Uˆ1, Uˆ2) then the test is already failed.) Second,
check whether all components of Xt are non-Gaussian us-
ing e.g. the Kolmogorov-Smirnov test (Conover, 1971) for
Gaussianity.
Note that under the mentioned assumptions, both proper-
ties of X do in fact hold true. Regarding the indepen-
dence statement, this follows from Lemmas 4 and 2. W.r.t.
the non-Gaussianity statement, this follows from the fact
(Ramachandran, 1967, Theorem 7.8) that the distribution
of an infinite weighted sum of non-Gaussian random vari-
ables is again non-Gaussian. It should be mentioned that
the first test can also be used to check (to a limited extent)
the assumptions underlying Theorem 3 and Algorithm 2.
8. Experiments
In this section we evaluate the two algorithms proposed in
Section 7 on synthetic and real-world data and compare
them to the practical Granger causation estimator. Keep in
mind that the latter is defined by replacing the covariances
in equation (3) by sample covariances.
8.1. Synthetic Data
We empirically study the behavior of Algorithms 1 and 2 on
simulated data, in dependence on the sample length. Note
that, based on theoretical considerations (see Section 4.3),
it can be expected that the error of the practical Granger
estimator is substantially bounded away from zero in the
generic case.
8.1.1. ALGORITHM 1
Here we evaluate Algorithm 1.
Experimental setup: We consider the case of a 2-variate
X and a 1-variate Z , i.e., KX = 2,KZ = 1. We con-
sider sample lengths L = 100, 500, 1000, 5000 and for
each sample length we do 20 runs. In each run we draw the
matrixA uniformly at random from the stable matrices and
then randomly draw a sample of length L from a VAR pro-
cess W = (X,Z)⊤ with A as transition matrix and noise
Nkt distributed according to a super-Gaussian mixtures of
Gaussians. Then we apply Algorithm 1 and the practical
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Figure 1. RMSE of Algorithm 1 and the practical Granger estima-
tor as a function of sample length L.
Granger causation estimator on the sample of only X .
Outcome: We calculated the root-mean-square error
(RMSE) of Algorithm 1, i.e., 120
∑20
n=1(B
est
n − B
true
n )
2
,
whereBestn , Btruen denotes the output of Algorithm 1 and the
true B, respectively, for each run n. The RMSE as a func-
tion of the sample length L is depicted in Figure 1, along
with the RMSE of the practical Granger algorithm.
Discussion: This suggests that for L → ∞ the error of
Algorithm 1 is negligible, although it may not converge
to zero. The error of the practical Granger estimator for
L → ∞ is still small but substantially bigger than that of
Algorithm 1.
8.1.2. ALGORITHM 2
Here we empirically establish the error of Algorithm 2,
more precisely the deviation between the true B and the
best out of the several estimates that Algorithm 2 outputs.
Obviously in general it is unknown which of the outputs of
Algorithm 2 is the best estimate. However here we rather
want to establish that asymptotically, the output of Algo-
rithm 2 in fact contains the true B. Also we compare Algo-
rithm 2 to the practical Granger estimator, although it needs
to be said, that the latter is usually not applied to univariate
time series.
Experimental setup: We consider the case of 1-variate X
and Z , i.e., KX = KZ = 1. We consider sample lengths
L = 101, 102, . . . , 107 and for each sample length we do
20 runs. In each run we draw the matrix A uniformly at
random from the stable matrices with the constraint that the
lower left entry is zero and then randomly draw a sample
of length L from a VAR process W = (X,Z)⊤ with A as
transition matrix and standard normally distributed noise
N . Then we apply Algorithm 2 and the practical Granger
causation estimator on the sample of only X .
Outcome: We calculated the root-mean-square error
(RMSE) of Algorithm 2, i.e., 120
∑20
n=1(B
best est
n − B
true
n )
2
,
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Figure 2. RMSE of Algorithm 2 and the practical Granger estima-
tor as a function of sample length L.
where Bbest estn , Btruen denotes the best estimate for B re-
turned by Algorithm 2 (i.e., the one out of the two outputs
that minimizes the RMSE) and true B for each run n, re-
spectively. The RMSE as a function of the sample length L
is depicted in Figure 2, along with the RMSE of the practi-
cal Granger estimator.
Discussion: This empirically shows that the set of two out-
puts of Algorithm 2 asymptotically seem to contain the true
B. However, it takes at least 1000 samples to output rea-
sonable estimates. As expected, the practical Granger esti-
mator does not seem to converge against the true B.
8.2. Real-World Data
Here we examine how Algorithm 1 performs on a real-
world data set.
Experimental setup: We consider a time series Y of
length 340 and the three components: cheese price Y 1,
butter price Y 2, milk price Y 3, recorded monthly from
January 1986 to April 20147. We used the following es-
timators: We applied practical Granger estimation to the
full time series Y (i.e., considering X = Y ) and denote
the outcome by AfG. We applied practical Granger estima-
tion to the reduced time series (Y 1, Y 2)⊤ (i.e., considering
X = (Y 1, Y 2)⊤) and denote the outcome by BpG. We ap-
plied Algorithm 1 to the full time series Y (i.e., considering
X = Y ), while assuming an additional hidden univariate
Z , and denote the outcome by A¯fA. We applied Algorithm
1 to the reduced time series (Y 1, Y 2)⊤ (i.e., considering
X = (Y 1, Y 2)⊤), while assuming an additional hidden
univariateZ , and denote the outcome by A˜pA. Furthermore
we do a model check as suggested in Section 7.3, although
the sample size may be too small for the independence test
to work reliably.
7The data was retrieved from
http://future.aae.wisc.edu/tab/prices.html
on 29.05.2014.
Outcome: The outputs are:
AfG =

 0.8381 0.0810 0.03750.0184 0.9592 −0.0473
0.2318 0.0522 0.7446

 ,
BpG =
(
0.8707 0.0837
−0.0227 0.9559
)
,
A¯fA =


0.8809 0.1812 0.1016 −0.1595
0.0221 1.0142 −0.0290 −0.0492
0.2296 0.1291 0.8172 −0.1143
1.0761 0.6029 −0.7184 0.4226

 ,
A˜pA =

 0.9166 0.0513 −0.0067−0.0094 0.9828 −0.0047
−0.0031 0.1441 −0.2365

 .
The outcome of the model check, based on a significance
level of 5%, is the following: the hypothesis of Gaussian-
ity is rejected. Also the independence hypothesis stated in
Section 7.3 is rejected. The latter implies that the model
assumptions underlying Algorithm 1 are probably wrong.
Discussion: We consider AfG as ground truth. Intuitively,
non-zero entries at positions (i, 3) can be explained by the
milk price influencing cheese/butter prices via production
costs, while non-zero entries at positions (3, j) can be ex-
plained by cheese/butter prices driving the milk price via
demand for milk. The explanation of non-zero entries at
positions (1, 2) an (2, 1) is less clear. One can see that the
upper left 2 × 2 submatrix of A˜pA is quite close to that of
AfG (the RMSE over all entries is 0.0753), which shows
that Algorithm 1 works well in this respect. Note that BpG
is even a bit closer (the RMSE is 0.0662). However, the
upper right 2 × 1 matrix of A˜pA is not close to a scaled
version of the upper right 2 × 1 submatrix of AfG (which
corresponds to C). This is in contrast to what one could ex-
pect based on Theorem 2. A¯fA can be seen as an alternative
ground truth. It is important to mention that the estimated
order (lag length) of the full time series Y is 3, according to
Schwarz’s criterion (SC) (Lu¨tkepohl, 2006), which would
violate our assumption of a VAR process of order 1 (Sec-
tion 4.1). The model check seems to detect this violation
of the model assumptions.
9. Conclusions
We considered the problem of causal inference from obser-
vational time series data. Our approach consisted of two
parts: First, we examined possible conditions for identifi-
ability of causal properties of the underlying system from
the given data. Second, we proposed two estimation algo-
rithms and showed that they work on simulated data under
the respective conditions from the first part.
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Appendices
A. Proofs for Section 5
For this section keep in mind the definitions of W,X,Z,N,NX , NZ and A,B,C,D,E from Section 4.1 as well as M1
from Section 5.
Proof of Lemma 1. The case K = KX is obvious, so we only prove the case K > KX .
In particular, keep in mind that (
Xt
Zt
)
= A
(
Xt−1
Zt−1
)
+Nt,
and
A =
(
B C
D E
)
. (10)
Hence based on (
Xt
Zt
)
= A2
(
Xt−2
Zt−2
)
+ANt−1 +Nt,
and
A2 =
(
B2 + CD BC + CE
DB + ED DC + E2
)
.
we get
Xt = (B
2 + CD)Xt−2 + (BC + CE)Zt−2 +BN
X
t−1 + CN
Z
t−1 +N
X
t , (11)
Xt−1 = BXt−2 + CZt−2 +N
X
t−1. (12)
Based on the definition of the generalized residual Rt(U1, U2) in Section 5 and equations (11) and (12), we have
Rt(U1, U2)
= Xt − U1Xt−1 − U2Xt−2
= (B2 + CD)Xt−2 + (BC + CE)Zt−2 +BN
X
t−1 + CN
Z
t−1 +N
X
t
− U1(BXt−2 + CZt−2 +N
X
t−1)− U2Xt−2
= (B2 + CD − U1B − U2)Xt−2 + (BC + CE − U1C)Zt−2
+ (B − U1)N
X
t−1 + CN
Z
t−1 +N
X
t .
Proof of Lemma 2. Equation (5) together with equation (4) implies
Rt(U1, U2) = (B − U1)N
X
t−1 + CN
Z
t−1 +N
X
t .
Based on ‖A‖ < 1, we have (Lu¨tkepohl, 2006)(
Xt
Zt
)
=Wt =
∞∑
i=0
AiNt−i =
∞∑
i=0
Ai
(
NXt−i
NZt−i
)
.
This implies that
(Xt−2−j)
∞
j=0 ⊥ N
X
t−1, N
Z
t−1, N
X
t .
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Proof of Lemma 3. Keep in mind that
M1 = E
[(
Xt
Zt
)
(XTt , X
T
t−1)
]
=
(
E[XtX
T
t ] E[XtX
T
t−1]
E[ZtX
T
t ] E[ZtX
T
t−1]
)
.
Based on equation (4), we have for j = 0, 1
0 = Cov(Rt(U1, U2), Xt−2−j)
= (B2 + CD − U1B − U2)Cov(Xt−2, Xt−2−j) (13)
+ (BC + CE − U1C)Cov(Zt−2, Xt−2−j)
= (B2 + CD − U1B − U2)E[XtX
T
t−j ] + (BC + CE − U1C)E[ZtX
T
t−j ]. (14)
We can write equation (14) as the following system of linear equations
(
B2 + CD − U1B − U2, BC + CE − U1C
)( E[XtXTt ] E[XtXTt−1]
E[ZtX
T
t ] E[ZtX
T
t−1]
)
= 0,
that is (
B2 + CD − U1B − U2, BC + CE − U1C
)
M1 = 0.
Since we assumed that M1 has full rank, we can conclude
B2 + CD − U1B − U2 = 0 ∧ BC + CE − U1C = 0.
Proof of Lemma 4. C is a KX ×KZ matrix of full rank, with KZ ≤ KX , hence C has full row rank. Hence
(
B C
I 0
)
has full row rank. Thus, there is a (U1, U2) which solves equation (5).
B. Proofs for Sections 6.1 and 6.2
Recall assumptions A1, A2, A3, G1, G2 and the definition of F1, F2 in Sections 6.1 and 6.2 and the definition of W,X,Z
and A,B,C,D,E from Section 4.1.
B.1. Proof of Theorem 1
Keep in mind that by a representation of a random vector Y we mean a matrix Q together with a random vector F =
(f1, . . . , fr) with independent components, such that Y = QF .
To prove Theorem 1 we need the following seminal result which is contained in (Kagan et al., 1973, Theorem 10.3.1). It
allows to exploit non-Gaussianity of noise terms to achieve a certain kind of identifiability. The theorem will be at the core
of the proof of Theorem 1.
Theorem 4. Let Y = QF and Y = RG be two representations of a p-dimensional random vector, where Q and R are
constant matrices of order p × r and p× s respectively, and F = (f1, . . . , fr) and G = (g1, . . . , gs) are random vectors
with independent components. Then the following assertion holds. If the i-th column of Q is not proportional to any
column of R, then Fi is normal.
We proceed with the proof of Theorem 1.
Causal Inference by Identification of Vector Autoregressive Processes with Hidden Components
Proof of Theorem 1. Ansatz:
We prove that given PX , the structural matrix B underlyingX is determined uniquely.
Choosing (U1, U2):
Based on assumption G1 and Lemmas 4 and 2, there always exists (U1, U2) such that
Cov(Rt(U1, U2), Xt−2−j) = 0. (15)
Pick one such (U1, U2).
Deriving a representation for
(
Rt(U1, U2)
Rt−1(U1, U2)
)
:
Based on Lemma 3, we know that
B2 + CD − U1B − U2 = 0 ∧ BC + CE − U1C = 0,
and thus, based on equation (4),
Rt(U1, U2) = N
X
t + CN
Z
t−1 + (B − U1)N
X
t−1.
Observe that
(
Rt(U1, U2)
Rt−1(U1, U2)
)
=
(
NXt + CN
Z
t−1+ (B − U1)N
X
t−1
NXt−1 +CN
Z
t−2 + (B − U1)N
X
t−2
)
=
(
I C (B − U1) 0 0
0 0 I C (B − U1)
)


NXt
NZt−1
NXt−1
NXt−2
NZt−2


=: QN˜t.
This is one representation of
(
Rt(U1, U2)
Rt−1(U1, U2)
)
.
Based on Theorem 4 and the structure of Q, B −U1 is identifiable from
(
Rt(U1, U2)
Rt−1(U1, U2)
)
. This can be seen as follows.
Identifying B − U1 from
(
Rt(U1, U2)
Rt−1(U1, U2)
)
:
KnowingPX , we also knowP(Rt(U1,U2),Rt−1(U1,U2)) which in particular determines the class of all possible representations
of
(
Rt(U1, U2)
Rt−1(U1, U2)
)
. Pick one representation
(
Rt(U1, U2)
Rt−1(U1, U2)
)
= Q′N˜ ′t out of this class. W.l.o.g. let Q′ be such that
all its columns are pairwise linearly independent.
Theorem 4 implies that each column of Q′ is a scaled version of some column of Q and vice versa.
Now define the KX ×KX matrix V := (v1, . . . , vKX ) as follows.
For each j = 1, . . . ,KX :
If Q′ has a column with a non-zero entry at position KX + j and a non-zero entry in the upper half, let this column be
denoted by qj and define
vj :=
[
1
[qj ]KX+j
qj
]
1:KX
,
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where [q]k1,...,kl denotes the l-dimensional vector consisting of k1st to klth entry of a vector q, and k : l is shorthand for
k, k + 1, . . . , l. Otherwise, if Q has no such column, then set
vj := 0.
We have V = B − U1. This can be seen as follows:
Let wj denote the jth column of B − U1.
For each j = 1, . . . ,KX :
Either we have wj 6= 0. Then the corresponding column in Q, i.e.
(
wj
ej
)
, where ej denotes the jth unit vector, is the
only column with a non-zero entry at position KX + j and a non-zero entry in the upper half. Thus Q′ contains a scaled
version of
(
wj
ej
)
and no other column with a non-zero entry at position KX + j and a non-zero entry in the upper half.
We denoted this column by qj and defined vj =
[
1
[qj ]KX+j
qj
]
1:KX
. Since
[
1
[qj ]KX+j
qj
]
KX+j
= 1 =
[(
wj
ej
)]
KX+j
,
we know that 1[qj ]KX+j qj =
(
wj
ej
)
and hence vj = wj .
Or we have wj = 0. Then Q and hence also Q′ contains no column with a non-zero entry at position KX + j and a
non-zero entry in the upper half. Then by definition we have vj = 0 and thus again vj = wj .
Hence V = B − U1.
Putting all together:
We defined U1 solely based on PX and an arbitrary choice and then, for the fixed U1, uniquely determined B − U1, again
only based on PX . Hence B = U1 + (B − U1) is uniquely determined by PX .
B.2. Proof of Theorem 2
Here we prove Theorem 2.
Proof of Theorem 2. Keep in mind the proof of Theorem 1. There we showed that the matrix
Q =
(
I C (B − U1) 0 0
0 0 I C (B − U1)
)
is identifiable from PX up to scaling and permutation of its columns, for some U1. This implies that we can identify the
matrix
Q1 =
(
I C
)
up to scaling and permutation of its columns, simply by picking those columns of any scaled and permuted version of Q1,
that only have non-zero entries in the upper half.
But this in turn implies that we can identify the set of columns ofC with at least two non-zero entries up to scaling of those
columns. Just pick from any scaled and permuted version of Q1 those columns with at least two non-zero entries.
B.3. Proof of Theorem 3
Following standard terminology (J. E. Dennis et al., 1976), for any n× n-matrices F1, . . . , Fm and Y we call
M(Y ) := F0Y
m + F1Y
m−1 + . . .+ Fm
a matrix polynomial of degree m. We say a matrix Y0 is a right solvent or simply solvent of M(Y ), if M(Y0) = 0. We say
λ ∈ C is a latent root of M(Y ), if, slightly overloading notation, M(λ) :=M(λI) is not invertible.
To prove Theorem 3 we need the following result which is a version of (J. E. Dennis et al., 1976, Corollary 4.1).
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Theorem 5. Let M(Y ) := F0Y m+F1Y m−1 + . . .+Fm be any matrix polynomial, where F1, . . . , Fm are n×n square
matrices. If M(λ) has mn distinct latent roots, then it has at most (mn
n
)
different right solvents.
(Note that this assertion is also stated in the conclusion section of (Pereira, 2003) but without proof it seems.)
Proof. In this proof we assume the paper (J. E. Dennis et al., 1976) as context. That is, all definitions and equations we
refer to in this proof are meant w.r.t. that paper.
Let S be a solvent of M(Y ). By the corollary containing equation (1.4), we have M(λ) = Q(λ)(Iλ − S), with Q(λ) a
matrix polynomial of degree m− 1. By assumption, we know that det(M(λ)) = det(Q(λ)) det(Iλ− S) has mn distinct
roots. Since det(Q(λ)) has at most (m − 1)n different roots, we know that det(Iλ − S) has to have n different roots.
Hence S has n distinct eigenvalues and is uniquely determined by its n eigenpairs, i.e. pairs (a,Cv) such that Sv = av.
Keep in mind that a latent pair of M(λ) is a scalar a together with a ray Cv for some vector v 6= 0 such that M(a)v = 0.
Let L denote the set of latent pairs of M(λ). Based on equation (1.4), each eigenpair of a solvent S is a latent pair of
M(λ). Hence for each solvent S, the tuple of n eigenpairs that uniquely determines this solvent has to be a subset of size
n of L. Therefore, the number of solvents is less or equal than
(
|L|
n
)
, in case L is finite.
Consider the mn × mn matrix CB defined by equation (3.2). Theorem 3.1, applied to CB (see remark above equation
(3.2)), states that
det(CB − λI) = (−1)mn det(M(λ)).
Hence det(CB − λI) has exactly mn distinct roots.
Now assume that |L| > mn, i.e., M(λ) has more than mn latent pairs. Then there have to be two latent pairs (a,Cv)
and (a,Cv′) with Cv 6= Cv′. Based on Theorem 3.2, part (i), this implies that CB , as defined by equation (3.2), has two
linearly independent vectors as eigenvectors to the same eigenvalue a. Thus the eigenvalue a has geometric and hence also
algebraic multiplicity at least 2. This implies that det(CB −λI) has exactly mn distinct roots and at least one of the roots,
namely a, has algebraic multiplicity at least 2. This is a contradiction to the fact that det(CB − λI) has degree mn.
Proof of Theorem 3. Keep in mind that assumption A3 reads D = 0.
Let S1 denote the set of U = (U1, U2) such that
Cov(Rt(U1, U2), Xt−2−j) = 0. (16)
Let S2 denote the set of U = (U1, U2) such that det(TU (α)) has 2KX distinct roots.
Based on the assumption G2, there exists U = (U1, U2) such that the equation
(U1, U2)
(
B C
I 0
)
=
(
B2, BC + CE
) (17)
is satisfied and det(TU (α)) has 2KX distinct roots. This U is in S2 and based on Lemma 2 it is also in S1. Hence
S := S1 ∩ S2 is non-empty.
Note that S is defined only based on PX .
Pick one U = (U1, U2) out of S.
Let
L := {B˜ : TU (B˜) = 0}.
Based on Theorem 5, L has at most
(
2KX
KX
)
elements. And since U ∈ S1, assumption G1 together with Lemma 3 implies
that B ∈ L, for the true B.
Hence B is determined by PX up to
(
2KX
KX
)
possibilities.
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C. Discussion on the Genericity of Assumptions G1 and G2: An Elaboration of Section 6.3
This section is an elaborated version, including proofs, of Section 6.3.
We want to argue why the assumptions G1 and G2 stated in Sections 6.1 and 6.2 are generic. Keep in mind the definitions
of W,X,Z,N,NX , NZ and A,B,C,D,E,Σ from Section 4.1 as well as M1 from Section 5. The idea is to define a
natural parametrization of (A,Σ) and to show that the restrictions that assumptions G1 and G2, respectively, impose on
(A,Σ) just exclude a Lebesgue null set in the natural parameter space.
Have in mind that Theorems 1 and 3 state (almost) identifiability of B from PX induced by any W in F1 and F2, respec-
tively. In particular, such W can have arbitrary numbers of componentsK , as long as KX ≤ K ≤ 2KX . However, for the
sake of simplicity, we show the genericity of assumptions G1 and G2 only under the assumption of an arbitrary but fixed
K . Therefore, in this section, let K such that KX ≤ K ≤ 2KX be arbitrary but fixed. As usual, let KZ = K −KX .
Let λk denote the k-dimensional Lebesgue measure on Rk. Let vec denote the column stacking operator and vec−1 its
inverse. The dimension of the domain of vec can always be understood from the context. For a vector q, let [q]k1,...,kl
denote the l-dimensional vector consisting of k1st to klth entry of q. Moreover, let k : l be shorthand for k, k + 1, . . . , l.
C.1. Assumption G1 in Theorems 1 and 2
Let Θ1 denote the set of all possible parameters (A′,Σ′) for a K-variate VAR processes W ′ that additionally satisfy as-
sumption A2, i.e., correspond to structural W ′. Let S1 denote the subset of those (A′,Σ′) ∈ Θ1 for which also assumption
G1 is satisfied.
(The relation between S1 as defined above and F1 as defined in Section 6.1 is the following: for any process W ′ with
parameters (A′,Σ′),W ′ ∈ F1 iffW ′ satisfies assumptionA1 (i.e., its noise components are non-Gaussian) and additionally
(A′,Σ′) ∈ S1.)
To parametrize Θ1 in a practical way, let g = (g1, g2) : RK
2+K → RK
2
× RK
2 be defined by
g1(v) := vec
−1([v]1:K2),
g2(v) := diag([v]K2+1:K2+K),
for all v ∈ RK2+K . Hence g1 is the natural parametrization of A and g2 for Σ.
We repeat the proposition already stated in Section 6.3:
Proposition 1. We have λK2+K
(
g−1(Θ1 \ S1)
)
= 0.
Let Φ1 := g−1(Θ1). Since g|Φ1 : Φ1 → Θ1 is a linear bijective function, the above statement can be interpreted as Θ1 \S1
being very small and thus G1 being a requirement that is met in the generic case.
C.1.1. PROOF OF PROPOSITION 1
The proof idea for Proposition 1 is that g−1(Θ1 \ S1) is essentially contained in the union of the root sets of finitely many
multivariate polynomials and hence is a Lebesgue null set. Before we give a rigorous proof, we first need introduce some
definitions and establish two lemmas.
Lemma 5. For any n and any non-zero multivariate polynomial q(x1, . . . , xn), the set
L := {(x1, . . . , xn) ∈ R
n : q(x1, . . . , xn) = 0}
is a null set w.r.t. the n-dimensional Lebesgue measure on Rn.
Proof. We prove the statement via induction over n.
Basis:
Let n = 1. Let q(x1) be any non-zero polynomial. By the fundamental theorem of algebra it follows immediately that it
has at most deg(q) real roots. Hence L is a Lebesgue null set.
Inductive step:
Now assume the statement holds for all multivariate polynomials in less than n variables. Let q(x1, . . . , xn) be any n-
variate non-zero polynomial. We can consider q as a univariate polynomial in x1, denoted by r(x1;x2:n), with coefficients
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ri(x2:n) that are multivariate polynomials in x2:n, i.e.
q(x1, . . . , xn) = r(x1;x2:n) = r0(x2:n) + r1(x2:n)x1 + . . .+ rl(x2:n)x
l
1,
for some l.
There has to be some j such that rj(x2:n) is not the zero polynomial, since otherwise q(x1, . . . , xn) would be the zero
polynomial. Let
L′ := {(x2, . . . , xn) ∈ R
n−1 : rj(x2, . . . , xn) = 0}.
By induction, we know that λn−1(L′) = 0. Hence r(x1;x2:n) is a non-zero polynomial for all x2:n ∈ Rn−1 \ L′. In
particular, due to the fundamental theorem of algebra, for all x2:n ∈ Rn−1\L′, the setLx2:n := {x1 ∈ R : r(x1;x2:n) = 0}
is finite (has at most n− 1 elements).
Note that, since q is continuous, L = q−1({0}) is closed and thus measurable. Let 1 denote the indicator function. In
particular, 1L is measurable. Furthermore, note that 1L(x1:n) = 1Lx2:n (x1) for all x1:n. Therefore and due to Fubini’s
theorem (for completed product spaces) we have
λn(L) =
∫
Rn
1L(x1, . . . , xn) dx1:n
=
∫
Rn−1
∫
R
1Lx2:n (x1) dx1 dx2:n
=
∫
Rn−1\L′
∫
R
1Lx2:n (x1) dx1 dx2:n
=
∫
Rn−1\L′
λ1(Lx2:n) dx2:n
=
∫
Rn−1\L′
0 dx2:n
= 0.
Let Ψ1 := g−1(S1).
For a I × J matrix
M =


m11 . . . m1J
.
.
.
mI1 . . . mIJ

 ,
let [M ]ij := mij and [M ]i1:i2,j1:j2 := (mij)i1≤i≤i2,j1≤j≤j2 .
Keep in mind the following equations for the autocovariance matrices Γi := E[W˜tW˜⊤t−i] of any VAR process W˜ with
parameters (A˜, Σ˜) (Lu¨tkepohl, 2006):
vec(Γ0) = (I− A˜⊗ A˜)
−1vec(Σ˜), (18)
Γi = A˜
iΓi−1. (19)
In this subsection, given any φ ∈ Φ1, let Wφ be some K-variate VAR process with parameters g(φ), and let Xφ denote
the first KX and Zφ denote the remaining K −KX components of Wφ.
And also for this subsection, for any φ ∈ Φ1 and i ≥ 0, let Γi(φ) := E[Wφt (Wφ)⊤t−i].
Recall the definition of M1 from Section 5. Here we explicitly consider M1 as a function on Φ1. That is, for any φ ∈ Φ1
let
M1(φ) := E
[
W
φ
t ((X
φ
t )
⊤, (Xφt−1)
⊤)
]
.
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Later we want to shot that the set of φ ∈ Φ1 for which M1(φ) does not have full rank is a Lebesgue null set. It suffices to
show that M1(φ) has a fixed square submatrix M2(φ) such that the set of φ ∈ Φ1 for which M2(φ) is not invertible is a
Lebesgue null set, since the former set is contained in the latter. For this purpose let us define
M2(φ) :=


E
[
W
φ
t
(
(Xφt )
⊤, [Xφt−1]KX−KZ :KX
)]
, if K > KX
E
[
W
φ
t (W
φ
t )
⊤
]
(= Γ0(φ)), if K = KX
.
That is, M2 is a K×K square matrix with a subset of the columns ofM1 as columns (keep in mind that [Xφt−1]KX−KZ :KX
are the (KX −KZ)-th to KX -th components of Xφt−1).
Let
f(φ) := det(M2(φ)). (20)
Lemma 6. There is some φ ∈ Φ1 such that f(φ) 6= 0.
Proof. We only treat the cases K = KX and K = KX + 1. The cases KX + 1 < K ≤ 2KX can be treated similarly.
The case K = KX:
Let A˜ := 12 I and Σ˜ := I and let φ := g
−1(A˜, Σ˜). Based on equation (18) this immediately implies
M2(φ) = Γ0(φ) =
4
3
I, (21)
and hence f(φ) = det(M2(φ)) 6= 0.
The case K = KX + 1:
Let Σ˜ := I and
A˜ :=


1
2
.
.
.
1
2
1
2
1
2
1
2

 =:
(
A˜1 0
0 A˜2
)
,
and let φ := g−1(A˜, Σ˜) denote the corresponding parameter vector. Now we want to calculate Γ0(φ),Γ1(φ). For this
purpose, observe that we can split Wφ into the two independent VAR processes
Y 1 := ([Xφ]1, . . . , [X
φ]KX−1)
⊤,
Y 2 := ([Xφ]KX , Z)
⊤.
Equation (18) applied to Y 1 implies
vec(E[Y 1t (Y
1
t )
⊤]) = (I− A˜1 ⊗ A˜1)
−1vec(I) =
4
3
vec(I),
that is
E[Y 1t (Y
1
t )
⊤] =
4
3
I.
On the other hand, equation (18) applied to Y 2 yields
vec(E[Y 2t (Y
2
t )
⊤]) = (I− A˜2 ⊗ A˜2)
−1vec(I) =
4
27


9 3 3 5
9 3
9 3
9

 vec(I),
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that is
E[Y 2t (Y
2
t )
⊤] =
4
27
(
14 3
3 9
)
.
Thus
Γ0(φ) = E[W
φ
t (W
φ)⊤t ] =
(
E[Y 1t (Y
1
t )
⊤] 0
0 E[Y 2t (Y
2
t )
⊤]
)
=


4
3
.
.
.
4
3
56
27
4
9
4
9
4
3

 ,
and
Γ1(φ) = A˜Γ0(φ) =


2
3
.
.
.
2
3
34
27
8
9
2
9
2
3

 .
Hence
M2(φ) =


4
3
.
.
.
4
3
56
27
34
27
4
9
2
9

 .
Hence φ is such that f(φ) = det(M2(φ)) 6= 0.
Proof of Proposition 1. Recall that Φ1 = g−1(Θ1), Ψ1 = g−1(S1), f(φ) = det(M2(φ)), and how S1 is related to f .
First, show that f is a rational function:
Keep in mind that each entry of g1(φ) is a linear function in φ.
For any φ ∈ Φ1, let G(φ) := I− g1(φ)⊗ g1(φ). Note that each entry of G(φ) is a multivariate polynomial in φ. We have
for i = 0, 1, and for all φ ∈ Φ1, using equation (18) and Cramer’s rule,
Γi(φ) = g1(φ)
ivec−1(G(φ)−1vec(g2(φ)))
= g1(φ)
ivec−1(det(G(φ))−1adj(G(φ))vec(g2(φ)))
= det(G(φ))−1g1(φ)
ivec−1(adj(G(φ))vec(g2(φ))).
(Note that the definition of Φ1 implies that ‖g1‖ < 0 and thus det(G) 6= 0 on Φ1.)
Keep in mind that for any matrix Q, the determinant det(Q) as well as all entries of the adjugate adj(Q), are multi-
variate polynomials in the entries of Q. In particular each entry of g1(φ)ivec−1(adj(G(φ))vec(g2(φ))) is a multivariate
polynomial in φ.
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Now observe that on Φ1 we have
f = det(M2)
= det
((
[Γ0]1:K,1:KX , [Γ1]1:K,KX−KZ :KX
))
= det
(([
det(G)−1vec−1(adj(G)vec(g2))
]
1:K,1:KX
,
[
det(G)−1g1vec
−1(adj(G)vec(g2))
]
1:K,KX−KZ :KX
))
= det(G)−K det
(([
vec−1(adj(G)vec(g2))
]
1:K,1:KX
,
[
g1vec
−1(adj(G)vec(g2))
]
1:K,KX−KZ :KX
))
For all φ ∈ RK2+K , let
r(φ) := det(G(φ))K ,
q(φ) := det
(([
vec−1(adj(G)vec(g2))
]
1:K,1:KX
,
[
g1vec
−1(adj(G)vec(g2))
]
1:K,KX−KZ :KX
))
.
Based on the above argument, q(φ), r(φ) are multivariate polynomials (mappings from RK2+K to R). Hence in particular,
f = q
r
is a rational function on Φ1.
Second, show that λK2+K ◦ g−1(Θ1 \ S1) = 0:
In what follows, we only discuss the case K > KX . The case K = KX works similarly and is even simpler.
Let C˜(φ) denote the upper right submatrix of g1(φ) of dimension KX ×KZ . Keep in mind that Ψ1 = g−1(S1) is the set
of those φ ∈ Φ1 = g−1(Θ1), for which C˜(φ) and M1(φ) have full rank.
Let H denote the set of those φ ∈ Φ1, for which det
([
C˜(φ)
]
1:KZ ,1:KZ
)
= 0. Since det
([
C˜(φ)
]
1:KZ ,1:KZ
)
is a
non-zero multivariate polynomial in φ, based on Lemma 5 we have λK2+K(H) = 0.
Let H ′ denote the set of those φ ∈ Φ1, for which q(φ) = 0. Based on Lemma 6 we know that there is some φ such that
q(φ) 6= 0. Hence based on Lemma 5 we have λK2+K(H ′) = 0.
If any φ is in Φ1 but neither in H nor in H ′, then det
([
C˜(φ)
]
1:KZ ,1:KZ
)
6= 0 and q(φ) 6= 0, and thus C˜(φ) and M1(φ)
have full rank. That is, HC ∩ (H ′)C ∩ Φ1 ⊂ Ψ1. Therefore
λK2+K
(
g−1(Θ1 \ S1)
)
= λK2+K
(
g−1(Θ1) \ g
−1(S1)
)
= λK2+K (Φ1 \Ψ1)
≤ λK2+K
(
Φ1 \ (H
C ∩ (H ′)C ∩ Φ1)
)
≤ λK2+K
(
Φ1 \ (H
C ∩ (H ′)C)
)
= λK2+K
(
Φ1 \ (H ∪H
′)C
)
= λK2+K (Φ1 ∩ (H ∪H
′)) = 0.
C.2. Assumptions G1 and G2 in Theorem 3
Let Θ2 denote the set of all possible parameters (A′,Σ′) for the K-variate VAR processes W that additionally satisfy
assumption A3, i.e., are such that the submatrix D of A is zero. Let S2 denote the subset of those (A′,Σ′) ∈ Θ2 for which
also assumption G1 and G2 is satisfied.
To parametrize Θ2 in a practical way, let h = (h1, h2) : R2K
2−KXKZ → RK
2
× RK
2 be defined by
h1(v) :=
(
vec−1([v]1:K2
X
) vec−1([v]α)
0 vec−1([v]β)
)
,
h2(v) := vec
−1([v]K2−KXKZ+1:2K2−KXKZ ),
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for all v ∈ RK2+K , where
α := K2X + 1 : K
2
X +KXKZ ,
β := K2X +KXKZ + 1 : K
2 −KXKZ .
Hence h1 is the natural parametrization of A and h2 for Σ.
We repeat the proposition already stated in Section 6.3:
Proposition 2. We have λ2K2−KXKZ
(
h−1(Θ2 \ S2)
)
= 0.
Let Φ2 := h−1(Θ2). Since h|Φ2 : Φ2 → Θ2 is a linear bijective function, the above statement can be interpreted as Θ2 \S2
being very small and thus the combination of G1 and G2 being a requirement that is met in the generic case.
C.2.1. PROOF OF PROPOSITION 2
The proof idea for Proposition 2 - similar as for Proposition 1 - is that h−1(Θ2 \ S2) is essentially contained in the union
of the root sets of finitely many multivariate polynomials and hence is a Lebesgue null set. To give a rigorous proof of
Proposition 2, we first need to introduce some definitions which are very similar to those in Section C.1, and establish a
lemma.
Recall that T(U1,U2)(Q) = Q2 − U1Q− U2 (see Section 6.2).
Within this section, given any φ ∈ Φ2, let Wφ be some K-variate VAR process with parameters h(φ), and let Xφ denote
the first KX and Zφ denote the remaining K − KX components of Wφ. And also for this section, for any φ ∈ Φ2 and
i ≥ 0, let Γi(φ) := E[Wφt (Wφ)⊤t−i].
Recall the definition of M1 from Section 5. Here we explicitly consider M1 as a function on Φ2. That is, for any φ ∈ Φ2
let
M1(φ) := E
[
W
φ
t ((X
φ
t )
⊤, (Xφt−1)
⊤)
]
.
Lemma 7. Let q0(x1, . . . , xm), . . . , qn(x1, . . . , xm) be multivariate polynomials (elements of in R[x1, . . . , xm]). Let
q(α;x1, . . . , xm) := q0(x1, . . . , xm) + q1(x1, . . . , xm)α+ . . .+ qn(x1, . . . , xm)α
n,
i.e. a univariate polynomial in α (an element of R[α]) parametrized by (x1, . . . , xm). If q(α;x1, . . . , xm) has n distinct
roots for one (x1, . . . , xm) ∈ Rm, then
{(x1, . . . , xm) ∈ R
m : q(·;x1, . . . , xm) does not have n distinct roots}.
is a null set w.r.t. the m-dimensional Lebesgue measure on Rm.
Proof. Given two polynomials r(α), s(α), let S(r, s) denote their Sylvester matrix (Dickenstein & Emiris, 2010;
Weisstein, 2015). Keep in mind that all entries of the Sylvester matrix S(r, s) are either 0 or coincide with a coefficient of
r or s. Hence in particular, all entries of S(r, s) are polynomials in the coefficients of r and s.
Given a non-zero polynomial p(α) = p0 + p1α+ . . .+ pdeg(p)αdeg(p), let ∆(p) denote its discriminant, i.e.
∆(p) := p
2 deg(p)−2
deg(p)
∏
i<j
(αi − αj)
2,
where α1, . . . , αdeg(p) are the deg(p) complex roots of p, with potential multiplicities.
Keep in mind the following equation (Dickenstein & Emiris, 2010; Weisstein, 2015) that relates discriminant and Sylvester
matrix: for all polynomials p(α) we have
(−1)
1
2 deg(p)(deg(p)−1)pdeg(p)∆(p) = det(S(p, p
′)), (22)
where p′(α) is the derivative of p(α) w.r.t. α.
Let
s(x1, . . . , xm) := det(S(q(·;x1, . . . , xm), q
′(·;x1, . . . , xm))),
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which is a multivariate polynomial in (x1, . . . , xm) based on the fact that the coefficients of q(·;x1, . . . , xm) are multivari-
ate polynomial in (x1, . . . , xm) and the determinant of the Sylvester matrix is a multivariate polynomial in the coefficients
of q(·;x1, . . . , xm).
By assumption there is one (x1, . . . , xm) ∈ Rm such that q(·;x1, . . . , xm) has n distinct roots. Based on equation (22)
and the definition of ∆(q(·;x1, . . . , xm)), this implies that for this (x1, . . . , xm), s(x1, . . . , xm) 6= 0. Based on Lemma 5,
s(x1, . . . , xm) 6= 0 for all (x1, . . . , xm) ∈ Rm \ L, for some Lebesgue null set L.
Using equation (22) again, we know that ∆(q(·;x1, . . . , xm)) 6= 0 for all (x1, . . . , xm) ∈ Rm \L. Hence q(·;x1, . . . , xm)
has n distinct roots for all (x1, . . . , xm) ∈ Rm \ L.
Proof of Proposition 2. Prerequisties:
Keep in mind that Φ2 = h−1(Θ2) and Ψ2 = h−1(S2).
Let (
B˜(φ) C˜(φ)
0 E˜(φ
)
:= A˜(φ) := h1(φ).
Let H denote the set of those φ ∈ Φ2, for which C˜(φ) and M1(φ) have full rank. Let H ′ denote the set of those φ ∈ Φ2,
for which A˜(φ) is such that there exists U = (U1, U2) such that the equation
(U1, U2)
(
B˜(φ) C˜(φ)
I 0
)
=
(
B˜(φ)2, B˜(φ)C˜(φ) + C˜(φ)E˜(φ)
)
, (23)
or equivalently
(U1, U2)
(
C˜(φ) B˜(φ)
0 I
)
=
(
B˜(φ)C˜(φ) + C˜(φ)E˜(φ), B˜(φ)2
)
(24)
is satisfied.
Keep in mind that Ψ2 = H ∩H ′.
Similar as in the proof of Proposition 1, it can be shown that
λ2K2−KXKZ (Φ2 \H) = 0. (25)
It remains to show the same for H ′.
The case KZ = KX :
Let LC denote the set of those φ ∈ Φ2, for which C˜(φ) is not invertible. As usual (see the proof of Proposition 1), Lemma
5 implies that LC has Lebesgue measure zero.
For all φ ∈ R2K2−KXKZ , define U(φ) = (U1(φ), U2(φ)) as follows:
On R2K2−KXKZ \ LC let
(U1, U2) :=
(
B˜C˜ + C˜E˜, B˜2
)(
C˜−1 −C˜−1B˜
0 I
)
(26)
=
(
B˜ + C˜E˜C˜−1,−B˜2 − C˜E˜C˜−1B˜ + B˜2
)
(27)
=
(
B˜ + C˜E˜C˜−1,−C˜E˜C˜−1B˜
)
(28)
=
(
B˜ + C˜E˜ det(C˜)−1adj(C˜),−C˜E˜ det(C˜)−1adj(C˜)B˜
)
(29)
= det(C˜)−1
(
det(C˜)B˜ + C˜E˜adj(C˜),−C˜E˜adj(C˜)B˜
)
, (30)
Causal Inference by Identification of Vector Autoregressive Processes with Hidden Components
where, as usual, adj denotes the adjugate of a matrix. Otherwise, on LC , let (U1, U2) := (0, 0) (or anything else since this
case does not matter).
On R2K2−KXKZ \ LC we have
det(TU (α))
= det(α2I− U1α− U2)
= det(C˜)−KX det
(
det(C˜)α2I− α
(
det(C˜)B˜ + C˜E˜adj(C˜)
)
+ C˜E˜adj(C˜)B˜
)
.
Keep in mind that for any matrix Q, the determinant det(Q) as well as all entries of the adjugate adj(Q), are multivariate
polynomials in the entries of Q. (And obviously the entries of A˜(φ), B˜(φ), C˜(φ), E˜(φ) are multivariate polynomials in φ.)
Hence
q˜(α, φ) := det
(
det(C˜(φ))α2I− α
(
det(C˜(φ))B˜(φ) + C˜(φ)E˜(φ)adj(C˜(φ))
)
+ C˜(φ)E˜(φ)adj(C˜(φ))B˜(φ)
)
(31)
is a multivariate polynomial in (α, φ) ∈ R× R2K2−KXKZ . And in particular, considering φ as parameter vector,
q(α;φ) := q˜(α, φ)
is a univariate polynomial in α, whose coefficients are all multivariate polynomials in φ. Note that q(α;φ) has degree 2KX
for all φ ∈ R2K2−KXKZ \ LC , since it is up to a constant, which does not depend on α, equal to det(α2I− U1α− U2).
We want to apply Lemma 7 to q(α;φ). For this purpose we need to show that there is a φ ∈ R2K2−KXKZ , such that
q(α;φ) has 2KX distinct roots.
Let φ be such that
B˜(φ) = diag(1, 3, 5, . . . , 2KX − 1), (32)
C˜(φ) = I, (33)
E˜(φ) = diag(2, 4, 6, . . . , 2KX). (34)
For this φ we have
q(α;φ) = det(α2I− α(diag(1, 3, 5, . . . , 2KX − 1) + diag(2, 4, 6, . . . , 2KX))
+ diag(1, 3, 5, . . . , 2KX − 1)diag(2, 4, 6, . . . , 2KX))
= (α2 − (1 + 2)α+ 1 · 2)(α2 − (3 + 4)α+ 3 · 4) · . . .
· (α2 − (2KX − 1 + 2KX)α+ (2KX − 1)2KX)
= (α − 1)(α− 2)(α− 3)(α− 4) · . . . · (α− (2KX − 1))(α− 2KX + 2)
hence q(α;φ) has the distinct roots 1, 2, . . . , 2KX .
Now Lemma 7 implies that q(α;φ) has 2KX distinct roots for all φ ∈ R2K
2−KXKZ \ L, for some L with
λ2K2−KXKZ (L) = 0.
Keep in mind that
det(TU(φ)(α)) = det(C)
−1q(α;φ)
for all φ ∈ R2K2−KXKZ \ LC . Hence det(TU(φ)(α)) has 2KX distinct roots for all φ ∈ RK
2+K \ (L ∪ LC). Moreover,
for all φ ∈ R2K2−KXKZ \ (L ∪ LC), U(φ) satisfies equation (23) by its definition. This implies (L ∪ LC)C ⊂ H ′ and in
particular (H ′)C ⊂ L ∪ LC , where (·)C denotes the complement of a set, as usual. Hence λ2K2−KXKZ ((H ′)C) = 0.
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Using the fact that ΨC2 = (H ∩H ′)C = HC ∪ (H ′)C and equation (25) we can calculate
λ2K2−KXKZ
(
h−1(Θ2 \ S2)
)
= λ2K2−KXKZ (Φ2 \Ψ2)
= λ2K2−KXKZ (Φ2 ∩Ψ
C
2 )
= λ2K2−KXKZ (Φ2 ∩ (H
C ∪ (H ′)C))
= λ2K2−KXKZ ((Φ2 ∩H
C) ∪ (Φ2 ∩ (H
′)C))
≤ λ2K2−KXKZ (Φ2 ∩H
C) + λ2K2−KXKZ (Φ2 ∩ (H
′)C)
= 0.
Second, the case KZ < KX:
This case works similarly as the case KZ = KX .
Let Im denote the m × m identity matrix and 0m×n the m × n zero matrix. For the sake of a simple notation, here we
suppress the dependence on φ. Let
d := diag(2, 4, 6, . . . , 2(KX −KZ))
and
Bˆ := B˜,
Cˆ :=
(
IKX−KZ
0KZ×(KX−KZ)
∣∣∣∣ C˜
)
.
Eˆ :=
(
d 0(KX−KZ)×KZ
0KZ×(KX−KZ) E˜
)
.
Note that Bˆ, Cˆ, Eˆ all have dimension KX ×KX .
Now the argument is similar as for the case KZ = KX , except that we replace B˜, C˜, E˜ by Bˆ, Cˆ, Eˆ.
Let us briefly comment on two points.
First, similar as for the case KZ = KX , whenever Cˆ is invertible, we define
(U1, U2) :=
(
BˆCˆ + CˆEˆ, Bˆ2
)(
Cˆ−1 −Cˆ−1Bˆ
0 I
)
. (35)
(The argument for C˜ to almost always have full rank and thus Cˆ almost always being invertible carries over from the case
KZ = KX .) This implies that (U1, U2) satisfies
(U1, U2)
(
IKX−KZ C˜ B˜
0K×(KX−KZ) 0 I
)
= (U1, U2)
(
Cˆ Bˆ
0 I
)
=
(
BˆCˆ + CˆEˆ, Bˆ2
)
=
(
B˜
(
IKX−KZ
0KZ×(KX−KZ)
∣∣∣∣ C˜
)
+
(
IKX−KZ
0KZ×(KX−KZ)
∣∣∣∣ C˜
)(
d 0(KX−KZ)×KZ
0KZ×(KX−KZ) E˜
)
, B˜2
)
=
((
B˜
(
IKX−KZ
0KZ×(KX−KZ)
)∣∣∣∣ B˜C˜
)
+
(
d
0KZ×(KX−KZ)
∣∣∣∣ C˜E˜
)
, B˜2
)
=
((
B˜
(
IKX−KZ
0KZ×(KX−KZ)
)
+
(
d
0KZ×(KX−KZ)
)∣∣∣∣ B˜C˜ + C˜E˜
)
, B˜2
)
=
(
B˜
(
IKX−KZ
0KZ×(KX−KZ)
)
+
(
d
0KZ×(KX−KZ)
)
, B˜C˜ + C˜E˜, B˜2
)
,
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whenever Cˆ is invertible. Hence (U1, U2) also satisfies equation (24), whenever Cˆ is invertible.
Second, keep in mind how we, in the case KZ = KX , constructed the sample φ such that q(α;φ) had 2KX distinct roots.
We used equations (32) to (34). Note that the way we constructed Bˆ, Cˆ, Eˆ here, there has to be a φ such that these equations
hold true for Bˆ, Cˆ, Eˆ instead of B˜, C˜, E˜. Now with the analogous calculation as in the case KZ = KX , it follows that for
this φ, q(α;φ) has 2KX distinct roots.
D. Algorithm 1 in Detail
Here we describe Algorithm 1 introduced in Section 7.1 in detail. The approach is similar to the one in (Oh et al., 2005).
D.1. The Likelihood and Its Approximation
Here we assume the general model specified in Section 4.1 and additionally that for each i = 1, ...,K the density pni of
the noise term N it is a mixture of pi Gaussians, i.e., pni =
∑pi
c=1 pii,cN (ni|µi,c, σ
2
i,c), where pii,c ≥ 0,
∑pi
c=1 pii,c = 1. In
what follows, we denote the values of the sample X1:L by x1:L, the values of the hidden variables Z1:L by z1:L, and the
values of the vectors V X1:L, V Z1:L that select the mixture component of NX1:L, NZ1:L by vX1:L, vZ1:L.
We can write down the complete-data likelihood as
p(x1:L, z1:L, v
X
1:L, v
Z
1:L) =
[
L∏
l=1
p(vXl )p(v
Z
l )
]
p(z1|v
Z
1 )
[
L∏
l=2
p(zl|zl−1, xl−1, v
Z
l )
]
p(x1|v
X
1 )
[
L∏
l=2
p(xl|xl−1, zl−1, v
X
l )
]
, (36)
where
p(vXl ) =
KX∏
i=1
p(vXl,i) =
KX∏
i=1
pii+KZ ,vXl,i
, (37)
p(vZl ) =
KZ∏
i=1
p(vZl,i) =
KZ∏
i=1
pii,vZ
l,i
, (38)
p(xl|xl−1, zl−1, v
X
l ) =N (xl|Bxl−1 + Czl−1 + µvX
l
,ΣvX
l
), (39)
p(zl|zl−1, xl−1, v
Z
l ) =N (zl|Ezl−1 +Dxl−1 + µvZ
l
,ΣvZ
l
), (40)
µvX
l
=(µKZ+1,vXl,1 , ..., µK,vXl,KX
)⊺, µvZ
l
= (µ1,vZ
l,1
, ..., µKZ ,vZl,KZ
)⊺, (41)
ΣvX
l
=diag(σ2
KZ+1,vXl,1
, ..., σ2
K,vX
l,KX
), ΣvZ
l
= diag(σ21,vZ
l,1
, ..., σ2
KZ ,v
Z
l,KZ
). (42)
Instead of maximizing the marginal likelihood p(x1:L), we maximize the EM lower bound of p(x1:L), which leads to the
EM algorithm. In the E-step, the posterior of the hidden variables p(z1:L, vX1:L, vZ1:L|x1:L) is intractable because the number
of Gaussian mixtures grows exponentially with the length of the time series. Thus, approximations must be made to make
the problem tractable. We use a factorized approximate posterior
p(z1:L, v
X
1:L, v
Z
1:L|x1:L) ≈ q(z1:L|x1:L)q(v
X
1:L, v
Z
1:L|x1:L)
to approximate the true posterior based on the mean-field assumption. Then the variational EM lower bound can be written
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as
L =
∑
vX1:L,v
Z
1:L
q(vX1:L, v
Z
1:L|x1:L)
∫
dz1:L q(z1:L|x1:L) ln p(x1:L, z1:L, v
X
1:L, v
Z
1:L)
−
∑
vX1:L,v
Z
1:L
q(vX1:L, v
Z
1:L|x1:L) ln q(v
X
1:L, v
Z
1:L|x1:L)−
∫
dz1:L q(z1:L|x1:L) ln q(z1:L|x1:L)
=
L∑
l=1
∑
vX
l
q(vXl |x1:L) ln p(v
X
l ) +
L∑
l=1
∑
vZ
l
q(vZl |x1:L) ln p(v
Z
l ) +
∑
vZ1
q(vZ1 |x1:L)
∫
dz1 q(z1|x1:L) ln p(z1|v
Z
1 )
+
L∑
l=2
∑
vZ
l
q(vZl |x1:L)
∫
dzldzl−1 q(zl, zl−1|x1:L) ln p(zl|zl−1, xl−1, v
Z
l ) +
∑
vX1
q(vX1 |x1:L) ln p(x1|v
X
1 )
+
L∑
l=2
∑
vX
l
q(vXl |x1:L)
∫
dzl−1q(zl−1|x1:L) ln p(xl|xl−1, zl−1, v
X
l )
−
∑
vX1:L,v
Z
1:L
q(vX1:L, v
Z
1:L|x1:L) ln q(v
X
1:L, v
Z
1:L|x1:L)−
∫
dz1:L q(z1:L|x1:L) ln q(z1:L|x1:L) (43)
D.2. The Algorithm
In the variational E step, q(z1:L|x1:L) and q(vX1:L, vZ1:L|x1:L) are updated alternately by maximizing the variational lower
bound. The update rules are as follows
q(vX1:L, v
Z
1:L|x1:L)←
1
cvXvZ
exp
〈
ln p(x1:L, z1:L, v
X
1:L, v
Z
1:L)
〉
q(z1:L|x1:L)
, (44)
q(z1:L|x1:L)←
1
cz
exp
〈
ln p(x1:L, z1:L, v
X
1:L, v
Z
1:L)
〉
q(vX1:L,v
Z
1:L|x1:L)
(45)
In (44), the expectation of the log-likelihood with respect to q(z1:L|x1:L) is calculated as〈
ln p(x1:L, z1:L, v
X
1:L, v
Z
1:L)
〉
q(z1:L|x1:L)
(46)
=
L∑
l=1
KX∑
i=1
ln p(vXl,i) +
L∑
l=1
K∑
i=1
ln p(vZl,i)
−
1
2
vZ∑
i=1


〈
(z1,i − µi,vZ1,i)
2
〉
q(z1,i|x1:L)
σ2
i,vZ1,i
+ 2 lnσi,vZ1,i


−
1
2
L∑
l=2
KZ∑
i=1


〈(
zl,i − (Ezl−1)i − (Dxl−1)i − µi,vZ
l,i
)2〉
q(zl,zl−1|x1:L)
σ2
i,vZ
l,i
+ 2 lnσi,vZ
l,i


−
1
2
KX∑
i=1
(
(x1,i − µi+KZ ,vX1,i)
2
σ2
i+KZ ,vX1,i
+ 2 lnσi+KZ ,vX1,i
)
+ const
−
1
2
L∑
l=2
KX∑
i=1


〈(
xl,i − (Czl−1)i − (Bxl−1)i − µi+KZ ,vXl,i
)2〉
q(zl−1|x1:L)
σ2
i+KZ ,vXl,i
+ 2 lnσi+KZ ,vXl,i

 .
(47)
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It can be seen that q(vX1:L, vZ1:L|x1:L) further factorizes as
[∏
l
∏
i q(v
X
l,i)
] [∏
l
∏
i q(v
Z
l,i)
]
, which means the posterior
q(vX1:L, v
Z
1:L|x1:L) can be calculated separately for each channel. The computational complexity is linear in the time series
length, the number of time series channels, and the number of Gaussian mixtures in each channel.
(45) can be further expressed as〈
ln p(x1:L, z1:L, v
X
1:L, v
Z
1:L)
〉
q(vX1:L,v
Z
1:L|x1:L)
(48)
= −
1
2
KZ∑
i=1
z21,i

∑
vZ1,i
q(vZ1,i)
σ2
i,vZ1,i

+ KZ∑
i=1
z1,i

∑
vZ1,i
q(vZ1,i)µi,vZ1,i
σ2
i,vZ1,i


−
1
2
L∑
l=2
KZ∑
i=1
(zl,i − (Ezl−1)i)
2

∑
vZ
l,i
q(vZl,i)
σ2
i,vZ
l,i


+
L∑
l=2
KZ∑
i=1
(zl,i − (Ezl−1)i)

∑
vZ
l,i
q(vZl,i)
(
(Dxl−1)i + µi,vZ
l,i
)
σ2
i,vZ
l,i


−
1
2
L∑
l=2
KX∑
i=1
(xl,i − (Bxl−1)i − (Czl−1)i)
2

∑
vX
l,i
q(vXl,i)
σ2
i+KZ ,vXl,i


+
L∑
l=2
KX∑
i=1
(xl,i − (Bxl−1)i − (Czl−1)i)

∑
vX
l,i
q(vXl,i)µi+KZ ,vXl,i
σ2
i+KZ ,vXl,i

+ const, (49)
which has the form of the joint log-likelihood function of a time-varying linear dynamical system (LDS). The marginal
posteriors p(zl|x1:L) and p(zl, zl−1|x1:L) can be obtained by Kalman filter and smoothing algorithms.
In the M-step, we maximize the variational lower bound with respect to the parameters given the marginal posterior
distributions from the E-step. The update rules for the parameters are given as follows
pii,c =
{
1
L
∑L
l=1 q(v
Z
l,i = c|x1:L), i = 1, ...,KZ ,
1
L
∑L
l=1 q(v
X
l,i−KZ
= c|x1:L), i = KZ + 1, ...,K,
(50)
µi,c =


q(vZ1,i=c|x1:L)
(
〈z1,i〉q(z1,i|x1:L)
)
+
∑L
l=2 q(v
Z
l,i=c|x1:L)
(
〈zl,i〉q(zl,i|x1:L)
−
(
E〈zl−1〉q(zl−1|x1:L)
)
i
−(Dxl−1)i
)
∑
L
l=1 q(v
Z
l,i
=c|x1:L)
,
i = 1, ...,KZ ,
q(vX1,i−KZ
=c|x1:L)x1,i−KZ+
∑
L
l=2 q(v
X
l,i−KZ
=c|x1:L)
(
xl,i−KZ−
(
C〈zl−1〉q(zl−1|x1:L)
)
i−KZ
−(Bxl−1)i
)
∑
L
l=1 q(v
X
l,i−KZ
=c|x1:L)
,
i = KZ + 1, ...,K,
(51)
σ2i,c =


q(vZ1,i=c|x1:L)
(
〈z21,i−2µi,cz1,i〉q(z1,i |x1:L)
)
+
∑L
l=2 q(v
Z
l,i=c|x1:L)
{
[zl,i−(Ezl−1)i−(Dxl−1)i]
2
q(zl,zl−1|x1:L)∑
L
l=1 q(v
Z
l,i
=c|x1:L)
−2µi,c
[
〈zl,i〉q(zl,i|x1:L)
−
(
E〈zl−1〉q(zl−1|x1:L)
)
i
−(Dxl−1)i
]}
∑
L
l=1 q(v
Z
l,i
=c|x1:L)
+ µ2i,c,
i = 1, ...,KZ,
q(vX1,i−KZ
=c|x1:L)(x21,i−KZ−2µi,cx1,i−KZ )+
∑
L
l=2 q(v
X
l,i−KZ
=c|x1:L)
{[
xl,i−KZ−(Czl−1)i−KZ
−(Bxl−1)i−KZ
]2
q(zl−1 |x1:L)∑
L
l=1 q(v
X
l,i−KZ
=c|x1:L)
−2µi,c
[
xl,i−KZ−
(
C〈zl−1〉q(zl−1|x1:L)
)
i−KZ
−(Bxl−1)i−m
]}
∑
L
l=1 q(v
X
l,i−KZ
=c|x1:L)
+ µ2i,c,
i = KZ + 1, ...,K,
(52)
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Ei =

 L∑
l=2
∑
vZ
l,i
q(vZl,i|x1:L)
σ2
i,vZ
l,i
〈
zl−1z
⊤
l−1
〉
q(zl−1|x1:L)


−1
 L∑
l=2
∑
vZ
l,i
q(vZl,i|x1:L)
σ2
i,vZ
l,i
(
〈zl−1zl,i〉q(zl,zl−1|x1:L)−
〈zl−1〉q(zl−1|x1:L) (Dxl−1)i − 〈zl−1〉q(zl−1|x1:L) µi,vZl,i
) , (53)
Di =

 L∑
l=2
∑
vZ
l,i
q(vZl,i|x1:L)
σ2
i,vZ
l,i
xl−1x
⊤
l−1


−1
 L∑
l=2
∑
vZ
l,i
q(vZl,i|x1:L)
σ2
i,vZ
l,i
xl−1
(
〈zl,i〉q(zl,i|x1:L)−
(E 〈zl−1〉q(zl−1|x1:L))i − µi,vZl,i
) , (54)
Ci =

 T∑
l=2
∑
vX
l,i
q(vXl,i|x1:L)
σ2
i+KZ ,vXl,i
〈
zl−1z
⊤
l−1
〉
q(zl−1|x1:L)


−1
 L∑
l=2
∑
vX
l,i
q(vXl,i|x1:L)
σ2
i+KZ ,vXl,i
〈zl−1〉q(zl−1|x1:L) (xl,i−
(Bxl−1)i − µi+KZ ,vXl,i
) , (55)
Bi =

 L∑
l=2
∑
vX
l,i
q(vXl,i|x1:L)
σ2
i+KZ ,vXl,i
xl−1x
⊤
l−1


−1
 L∑
l=2
∑
vX
l,i
q(vXl,i|x1:L)
σ2
i+KZ ,vXl,i
xl−1 (xl,i−
(
C 〈zl−1〉q(zl−1|x1:L)
)
i
− µi+KZ ,vXl,i
) , (56)
where Ei, Di, Ci, and Bi denote the i-th row of E, D, C, and B respectively.
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