Homogeneização e corretor para a equação da onda em domínios com pequenos buracos by Sacamoto, Angela
Universidade Federal de Santa Catarina
Curso de Po´s-Graduac¸a˜o em Matema´tica e
Computac¸a˜o Cient´ıfica
Homogeneizac¸a˜o e Corretor para a
Equac¸a˜o da Onda em Domı´nios
com Pequenos Buracos
Angela Sacamoto
Orientador: Prof. Dr. Joel Santos Souza
Floriano´polis
agosto de 2005
Universidade Federal de Santa Catarina
Curso de Po´s-Graduac¸a˜o em Matema´tica e
Computac¸a˜o Cient´ıfica
Homogeneizac¸a˜o e Corretor para a Equac¸a˜o da
Onda em Domı´nios com Pequenos Buracos
Dissertac¸a˜o apresentada ao Curso de Po´s-
Graduac¸a˜o em Matema´tica e Computac¸a˜o
Cient´ıfica, do Centro de Cieˆncias F´ısicas e
Matema´ticas da Universidade Federal de
Santa Catarina, para a obtenc¸a˜o do grau
de Mestre em Matema´tica, com A´rea de
Concentrac¸a˜o em Equac¸o˜es Diferenciais
Parciais.
Angela Sacamoto
Floriano´polis
agosto de 2005
Homogeneizac¸a˜o e Corretor para a Equac¸a˜o da
Onda em Domı´nios com Pequenos Buracos
por
Angela Sacamoto
Esta dissertac¸a˜o foi julgada para a obtenc¸a˜o do T´ıtulo de “Mestre”,
A´rea de Concentrac¸a˜o Equac¸o˜es Direnciais Parciais, e aprovada em sua forma
final pelo Curso de Po´s-Graduac¸a˜o em Matema´tica e
Computac¸a˜o Cient´ıfica.
Igor Mozolevski (Coordenador)
Comissa˜o Examinadora
Prof. Dr. Joel Santos Souza (UFSC-Orientador)
Prof. Dr. Gustavo A. T. Fernandes da Costa (UFSC)
Prof. Dr. Marcelo M. Cavalcanti (UEM)
Prof. Dr. Ruy Coimbra Chara˜o (UFSC)
Floriano´polis, agosto de 2005.
ii
“ Porque Deus e´ poderoso para fazer infinitamente mais ale´m daquilo que pedimos
ou pensamos ”
Efe´sios 3:20
iii
ao meu esposo, Cla´uber
iv
Agradecimentos
Agradec¸o em primeiro lugar a` Deus pela realizac¸a˜o deste trabalho.
Agradec¸o ao meu esposo, Cla´uber, pela compreensa˜o, dedicac¸a˜o, carinho e incen-
tivo em todos os momentos.
Agradec¸o a` minha ma˜e, aos meus irma˜os e amigos, pelo apoio e incentivo.
Agradec¸o aos professores: Joel, pela orientac¸a˜o e pelos conhecimentos transmiti-
dos; Ruy Chara˜o, Gustavo, e Marcelo, que fizeram parte da banca examinadora desta
dissertac¸a˜o, pela assisteˆncia e pelas sugesto˜es apresentadas.
Agradec¸o aos professores Vale´ria e Doherty, pelo apoio e amizade.
Agradec¸o a` secreta´ria Elisa pela eficieˆncia na resoluc¸a˜o dos assuntos burocra´ticos.
Por fim, agradec¸o ao CNPq, pelo suporte financeiro concedido durante um ano e
meio.
v
Resumo
Nesta dissertac¸a˜o, estudamos a homogeneizac¸a˜o da equac¸a˜o da onda com condic¸o˜es
de fronteira de Dirichlet homogeˆneas num domı´nio contendo pequenos buracos, pe-
riodicamente distribu´ıdos na direc¸a˜o de cada eixo-coordenado. Para este problema,
provamos a convergeˆncia do processo de homogeneizac¸a˜o e resultados de correc¸a˜o. As
demonstrac¸o˜es sera˜o desenvolvidas de acordo com o quadro abstrato de hipo´teses in-
troduzido por D. Cioranescu e F. Murat para o estudo de problemas el´ıpticos, o qual
esta´ baseado no uso adequado de func¸o˜es testes adaptadas a` geometria do problema.
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Abstract
In this work we study the homogenization of the wave equation with homoge-
neous Dirichlet boundary conditions in a domain containing small holes periodically
distributed in the direction of each coordinate axis. For this problem we prove the
convergence of the process of homogenization and corrector results. The proofs are de-
veloped according the abstract framework of hypotheses introduced by D. Cioranescu
and F. Murat for the study of elliptic problems, which is based on the use of suitable
test functions adapted to the geometry of the problem.
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Introduc¸a˜o
O me´todo de homogeneizac¸a˜o e´ uma te´cnica que possibilita va´rias aplicac¸o˜es,
destacando-se entre elas, a modelagem de fenoˆmenos f´ısicos caracterizados por prob-
lemas com mu´ltiplas escalas, ou seja, o comportamento macrosco´pico e´ resultante da
superposic¸a˜o de fenoˆmenos que ocorrem em diversas escalas inferiores. A abordagem
matema´tica destes problemas pode ser feita utilizando-se as te´cnicas da teoria da
homogeneizac¸a˜o. Citamos alguns exemplos onde esta situac¸a˜o ocorre com frequ¨eˆncia:
• A modelagem de escoamentos (monofa´sicos e multifa´sicos) acoplados a dis-
persa˜o de contaminantes, transporte de calor e massa e deformac¸o˜es/tenso˜es em
formac¸o˜es geolo´gicas heterogeˆneas sa˜o processos que envolvem mu´ltiplas escalas.
A correta descric¸a˜o de processos que ocorrem na escala de campo (quiloˆmetros)
tais como a macro-dispersa˜o em reservato´rios de petro´leo bem como o trans-
porte de contaminantes em aqu´ıferos esta´ fortemente atrelada ao atendimento
dos diversos fenoˆmenos que ocorrem nas escalas inferiores. Exemplos: na escala
do poro (mm), onde valem as equac¸o˜es da Mecaˆnica do Cont´ınuo; na escala de
laborato´rio (cm), onde vale a lei de Darcy...
• Na Mecaˆnica dos Materiais, va´rios modelos macrosco´picos de plasticidade em
metais sa˜o correlacionados com fenoˆmenos microsco´picos referentes ao movi-
mento de discordaˆncias ocorridos na microesturtura cristalogra´fica do material.
Analogamente, fenoˆmenos de plasticidade em meios granulares esta˜o fortemente
ligados a fenoˆmenos de fricc¸a˜o na estrutura microsco´pica granular.
• Na a´rea da climatologia e metereologia, o acoplamento entre modelos de pre-
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visa˜o clima´tica globais macrosco´picos com modelos regionais microsco´picos, por
exemplo, relativos a` precipitac¸a˜o e temperaturas locais, envolve o entendimento
de um processo como mu´ltiplas escalas conhecido como downscaling.
• Na Mecaˆnica de Fluidos, o fenoˆmeno de turbuleˆncia esta´ associado ao movi-
mento de flutuac¸a˜o das part´ıculas de fluido em torno da velocidade me´dia da
corrente fluida. A influeˆncia da perturbac¸a˜o relacionada com a flutuac¸a˜o sobre
o comportamento do fluido a n´ıvel macrosco´pico enovlve o estabelcimeno de um
modelo com mu´ltiplas escalas.
• Na a´rea da biologia estrutural, o processo envolvendo mu´ltiplas escalas e´ bas-
tante frequ¨ente. Por exemplo, o correto entendimento do campo de forc¸as que
atua na estrutura e arranjo de prote´ınas esta´ fortemente relacinado com os dados
relativos a`s sequ¨eˆncias de DNA sendo tambe´m governado pelas forc¸as atoˆmicas
que atuam na microf´ısica. Ale´m disso, o estudo de propagac¸a˜o de populac¸o˜es
e epidemias em ecossistemas envolve fenoˆmenos com mu´ltiplas escalas advindos
do acoplamento entre interac¸o˜es globais e locais entre as espe´cies.
• Na a´rea da farmacologia, o transporte macrosco´pico de drogas nos organismos
vivos e´ fortemente determinado pela micro-f´ısico-qu´ımica resultante das com-
plexas interac¸o˜es que ocorrem entre fa´rmacos e ce´lulas.
Como vimos, a teoria de homogeneizac¸a˜o e´ uma te´cninca que permite modelar
fenoˆmenos de transporte e difusa˜o numa escala macrosco´pica atrave´s de informac¸o˜es
numa escala microsco´pica. Como exemplo, o escoamento de um fluido, em rum rio
ou em um lago, com obsta´culos, onde estes obsta´culos seriam constitu´ıdos por uma
regia˜o com a´rvores. Numa escala “microsco´pica”, de alugns metros, as equac¸o˜es que
descrevem um tal escoamento, sa˜o as equac¸o˜es de Navier-Stokes, numa geometria
muito complicada. No entanto, fenoˆmenos de grande interesse ocorrem numa escala
de quiloˆmetros, escala “macrosco´pica”. As equac¸o˜es desse escoamento nesta escala
podem ser bem mais trata´veis quando escritas em termos de grandezas me´dias, onde os
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efeitos locais de flutuac¸a˜o sa˜o incorporados a certos paraˆmetros desses novos modelos.
Busca-se assim, obter exatamento o correto tratamento, na escala macrosco´pica, de
efeitos na˜o lineares descritos pela equac¸a˜o de Navier-Stokes numa escala microsco´pica.
O tratamento matema´tico, em geral, do me´todo de homogeneizac¸a˜o se da´ em duas
abordagens.
A primeira e´ exemplificada em J. L. Lions (cf. [16]), onde estuda-se o problema:
 −∆u² = f², em Ω²u² satisfazendo a certas condic¸o˜es de fonteira, (1)
onde Ω² denota um domı´nio aberto limitado “perfurado”do Rn, obtido de um aberto
Ω do Rn pela extrac¸a˜o de um certo nu´mero de orif´ıcios distribu´ıdos periodicamente
com per´ıodo ² > 0. Problemas deste tipo aparecem no estudo da torsa˜o ela´stica de um
tronco cil´ındrico com r cavidades ou furos. Obviamente que, para ² > 0 poder´ıamos
resolver o problema (1) usando me´todos variacionais, mas tal procedimento dependeria
de ², ou seja, o espac¸o no qual se aplicariam os me´todos dependeria de ². Por outro
lado, a obtenc¸a˜o de uma soluc¸a˜o aproximada de (1), para ² suficientemente pequeno,
demandaria muito esforc¸o do ponto de vista da ana´lise nume´rica e computacional.
E´ necessa´rio, portanto, um me´todo que nos proporcione uma soluc¸a˜o aproximada do
problema (1) e que na˜o dependa de ². Para isto usamos o me´todo de homogeneizac¸a˜o.
Para que obtenhamos a homogeneizac¸a˜o do problema (1) realizamos um desen-
volvimento de ordem qualquer em ² para u²:
u²(x) = u0(x, y) + ²u1(x, y) + ²
2u2(x, y) + . . .+ ²
juj(x, y) + . . .
onde y = x
²
, x representa uma varia´vel macrosco´pica e y uma varia´vel microsco´pica.
As func¸o˜es u0, u1, u2, . . . sa˜o constru´ıdas independentes de ², de tal forma que se
tenha algum controle de erro, por exemplo
‖u² − (u0 + ²u1 + . . .+ ²mum)‖ 6 C²m,
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com uma norma adequada, ou ainda que o erro seja de ordem ²m, num espac¸o de
Sobolev sobre Ω², para todo m ∈ N. Desta forma, podemos afirmar que a soluc¸a˜o
aproximada do problema (1) sera´:
u0 + ²u1 + . . .+ ²
mum.
As func¸o˜es uj da expansa˜o assinto´tica se da´ impondo-se a condic¸a˜o de que u² seja
soluc¸a˜o do problema (1) com a vantagem destes problemas, agora, estarem definidos
em todo domı´nio Ω. Esta seria a abordagem atrave´s da expansa˜o assinto´tica. Fazendo-
se uso desta abordagem, relaciona-se os efeitos microsco´cpicos e macrosco´picos de
fenoˆmenos envolvendo escoamentos de fluidos.
A segunda abordagem sera´ exemplificada nesta dissertac¸a˜o no decorrer dos pro´ximos
cap´ıtulos.
Nesta dissertac¸a˜o, estudamos o artigo de D. Cioranescu, P. Dona to, F. Murat e
E. Zuazua de 1991, mais precisamente, a homogeneizac¸a˜o da equac¸a˜o da onda

u′′² −∆u² = f² em Ω² × (0, T ), T > 0
u²(x, 0) = u
0
²(x) em Ω²
u′²(x, 0) = u
1
²(x) em Ω²
u² = 0 sobre Σ² = Γ² × (0, T ), Γ² = ∂Ω²
(2)
com os seguintes dados u0² ∈ H10 (Ω²), u1² ∈ L2(Ω²), f² ∈ L1(0, T ;L2(Ω²)), em um
domı´nio perfurado Ω², obtido pela extrac¸a˜o de subconjuntos fechados de um conjunto
Ω ⊂ Rn, aberto e limitado, distribu´ıdos periodicamente com per´ıodo 2², ² > 0, na
direc¸a˜o de cada eixo coordenado.
Nosso objetivo e´ obter a convergeˆncia, quando ²→ 0, da sequ¨eˆncia das soluc¸o˜es u²,
do problema (2), e identificar a equac¸a˜o satisfeita pelo limite u, ou seja, caracterizar
o limite dessa sequ¨eˆncia como sendo a soluc¸a˜o definida em todo domı´nio Ω e obter
resultados de correc¸a˜o, isto e´, resultados de aproximac¸a˜o para as soluc¸o˜es u² quando
² e´ pequeno.
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Em toda a apresentac¸a˜o deste trabalho, os conjuntos Ω² sera˜o supostos satis-
fazerem as condic¸o˜es do quadro funcional abstrato introduzido por D. Cioranescu e
F. Murat para o estudo da homogeneizac¸a˜o de problemas el´ıpticos em domı´nios per-
furados com pequenos buracos com condic¸o˜es de fronteira de Dirichlet homogeˆneas,
(cf. [9]).
Este trabalho e´ somente concebido para dados de fronteira de Dirichlet homogeˆneos,
o caso de dados de Newman homogeˆneos deve ser tratado de modo diferente, (cf. [6]).
Dividimos este trabalho em seis cap´ıtulos e um apeˆndice:
No cap´ıtulo 1, apresentamos resultados ba´sicos para o estudo das E.D.P.’s, re-
sultados de ana´lise funcional e espac¸os de Sobolev. No cap´ıtulo 2, apresentamos o
contexto geome´trico do problema a ser estudado, como tambe´m, resultados sobre a
homogeneizac¸a˜o de problemas el´ıpticos. No cap´ıtulo 3, mostramos a existeˆncia e a
unicidade de soluc¸a˜o para o problema (2), para cada ² > 0, fixado, atrave´s do me´todo
de Faedo - Galerkin. No cap´ıtulo 4, fazemos as seguintes hipo´teses sobre os dados do
problema (2): 
u˜0² ⇀ u0, fracamente em H
1
0 (Ω),
u˜1² ⇀ u1, fracamente em L
2(Ω),
f˜² ⇀ f, fracamente em L
1(0, T ;L2(Ω)),
onde u˜0² , u˜
1
² e f˜² representam, respectivamente, as extenso˜es por zero fora de Ω² das
func¸o˜es u0² , u
1
² e f². Mostramos, com essas hipo´teses, que u˜² ⇀
∗ u, fraco-estrela em
L∞(0, T ;H10 (Ω)) ∩ W 1,∞(0, T ;L2(Ω)), onde u , definida em todo Ω, e´ a soluc¸a˜o do
problema homogeneizado

u′′ −∆u+ µu = f em Ω× (0, T ), T > 0
u(x, 0) = u0 em Ω
u′(x, 0) = u1 em Ω
u = 0 sobre Σ = Γ× (0, T ), Γ = ∂Ω,
(3)
onde µ e´ uma medida de Radon finita e na˜o negativa.
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Esse e´ o principal resultado deste trabalho, que e´ demonstrado no teorema 4.1.
No cap´ıtulo 5, apresentamos o resultado de correc¸a˜o para a equac¸a˜o da onda. Para
isso, fazemos novas hipo´teses sobre os dados, a saber,

u0² ∈ H10 (Ω²);
∃g² ∈ H−1(Ω), tal que
−∆u0² = g², em D′(Ω),
g² → g, fortemente em H−1(Ω),
u˜′² → u1, fortemente em L2(Ω),
f˜² → f, fortemente em L1(0, T ;L2(Ω)),
(4)
o que permite-nos mostrar que u˜² pode ser escrita como
u˜² = uw² + r²,
onde u e´ a soluc¸a˜o de (3), w² a func¸a˜o dada pelo quadro abstrato de hipo´teses e o
res´ıduo r² satisfaz
r² → 0, fortemente em C0([0, T ];L2(Ω)).
O termo uw², chamado de corretor, e´ enta˜o uma boa aproximac¸a˜o da soluc¸a˜o u².
Temos, tambe´m, que
u˜′² → u′, fortemente em C0([0, T ];L2(Ω)).
No cap´ıtulo 6, consideramos o caso dos buracos menores do que o tamanho cr´ıtico,
apresentado no cap´ıtulo 2, e finalmente, no Apeˆndice, demonstramos a densidade de
D(Ω) em H10 (Ω) ∩ L2(Ω; dµ) quando µ e´ uma medida de Radon finita e na˜o negativa
de H−1(Ω).
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Cap´ıtulo 1
Resultados Ba´sicos
Neste cap´ıtulo enunciaremos algumas definic¸o˜es e alguns resultados auxiliares
que sera˜o utilizados nos cap´ıtulos posteriores, omitiremos as demonstrac¸o˜es por se
tratarem de resultados conhecidos. Tambe´m, neste cap´ıtulo, fixaremos as notac¸o˜es a
serem usadas no presente trabalho.
1.1 Ca´lculo Vetorial
Func¸a˜o Escalar e Campo Vetorial
Uma func¸a˜o u cujo domı´nio e´ um conjunto Ω ⊂ Rn e cuja imagem esta´ contida
em R, isto e´, u : Ω ⊂ Rn → R, e´ dita ser uma func¸a˜o escalar. Por outro lado a
aplicac¸a˜o U : Ω ⊂ Rn → Rn que associa a cada x no seu domı´nio Ω um vetor U(x), e´
denominada um campo vetorial.
Gradiente, Divergente e Laplaciano
Se u : Ω ⊂ Rn → R e´ diferencia´vel, enta˜o o gradiente de u, denotado por ∇u, e´
definido como o vetor do Rn dado por
∇u =
(
∂u
∂x1
, . . . ,
∂u
∂xn
)
.
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Se U : Ω ⊂ Rn → Rn e´ um campo vetorial de classe C1, definimos o divergente de
U , denotado por divU , por
divU = ∇ · U =
n∑
i=1
∂u
∂xi
,
onde ∇ e´ o operador definido como ∇ =
(
∂
∂x1
,
∂
∂x2
, . . . ,
∂
∂xn
)
.
O Laplaciano e´ definido como
div(∇u) = ∇ · ∇u =
n∑
x=1
(
∂u
∂xi
)2
,
e e´ denotado por ∆u.
Identidades U´teis
Se u e v sa˜o func¸o˜es escalares de classe C1, c uma constante real, e U, V campos
vetorias tambe´m de classe C1, enta˜o as seguintes identidades podem ser demonstradas:
1. ∇(u+ v) = ∇u+∇v
2. ∇(cu) = c∇u
3. ∇(uv) = u∇v + v∇u
4. div(U + V ) = divU + divV
5. div(uU) = udivU + U · ∇u.
1.2 Ana´lise Funcional
Funcionais e Operadores Lineares - Espac¸o Dual
Seja X um espac¸o vetorial normado sobre K (R ou C). Um funcional linear sobre
X e´ uma aplicac¸a˜o f : X → K linear.
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Denotamos por X ′ o espac¸o dual de X dado por
X ′ = {f : X → K, linear e cont´ınua}.
O espac¸o X ′ e´ um espac¸o vetorial sobre K com as operac¸o˜es usuais
(f + g)(x) = f(x) + g(x), x ∈ X;
(αf)(x) = αf(x), x ∈ X, α ∈ K.
A norma em X ′ e´ dada por
‖f‖X′ = sup
x∈X
{|f(x)| ; ‖x‖X ≤ 1}.
Temos que (X ′, ‖ · ‖X′) e´ um espac¸o de Banach.
Quando f ∈ X ′ e x ∈ X, geralmente denotaremos 〈f, x〉 no lugar de f(x). Dizemos
que 〈·, ·〉 e´ um produto escalar na dualidade X ′, X.
Tambe´m podemos tomar o dual de X ′, denotado por X ′′, que tambe´m e´ chamado
de espac¸o bidual de X.
A norma em X ′′ e´ dada por
‖ξ‖X′′ = sup
f∈X′
{|〈ξ, f〉| ; ‖f‖X′ ≤ 1}.
SejamX e Y dois espac¸os de Banach. Um operador linear e´ uma aplicac¸a˜o T : X →
Y linear. Designaremos por L(X,Y ) o espac¸o dos operadores lineares e cont´ınuos de
X em Y , munido da norma
‖T‖L(X,Y ) = sup
x∈X
{‖T (x)‖ ; ‖x‖X ≤ 1}.
Teorema 1.1 Se uma sequ¨eˆncia equ¨icont´ınua de func¸o˜es fn : X → R converge sim-
9
plesmente num subconjunto denso D ⊂ X, enta˜o fn converge uniformemente em cada
parte compacta K ⊂ X.
Demonstrac¸a˜o: Ver [12], p. 327. ¤
Teorema 1.2 (Arzela´ A´scoli) Seja K ⊂ R compacto. Toda sequ¨eˆncia equ¨icont´ınua
e simplesmente limitada de func¸o˜es fn : K → R possui uma subsequ¨eˆncia uniforme-
mente convergente.
Demonstrac¸a˜o: Ver [12], p. 329. ¤
Teorema 1.3 (Banach-Steinhauss) Sejam X e Y espac¸os de Banach. Seja {Ti}i∈I
uma famı´lia (na˜o necessariamente enumera´vel) de operadores lineares e cont´ınuos de
X em Y . Suponhamos que
sup
i∈I
‖Ti(x)‖ <∞, ∀ x ∈ X,
enta˜o,
sup
i∈I
‖Ti‖L(X,Y ) ≤ ∞.
Dito de outro modo, existe uma constante C tal que
‖Ti(x)‖ ≤ C‖x‖, ∀ x ∈ X, ∀ i ∈ I.
Demonstrac¸a˜o: Ver [2], p.16. ¤
Corola´rio 1.1 Seja {Tn}n∈N ⊆ L(X, Y ), X, Y Banach. Suponhamos que para cada
x ∈ X existe lim
n→∞
Tn(x) =: T (x). Enta˜o temos
(i) sup
n
‖Tn‖L(X,Y ) <∞
(ii) T ∈ L(X, Y )
(iii) ‖T‖L(X,Y ) ≤ lim inf
n→∞
‖Tn‖L(X,Y )
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Demonstrac¸a˜o: Ver [2], p. 17. ¤
Topologias Fraca e Fraca-Estrela
Seja X um conjunto na˜o vazio e τ ⊂ ρ(X). Suponhamos que
(i) ∅, X ∈ τ
(ii)
⋃
α∈I
Aα ∈ τ, se Aα ∈ τ, ∀α ∈ I
(iii)
n⋂
i=1
Ai ∈ τ, se Ai ∈ τ, i = 1, 2, . . . , n;
onde ρ(X) denota o conjunto das partes de X. Nesse caso, dizemos que τ forma uma
topologia sobre X e o par (X, τ) e´ chamado de espac¸o topolo´gico.
Definic¸a˜o 1.1 Seja X um espac¸o de Banach. A topologia fraca sobre X, denotada
por σ(X,X ′), e´ a topologia menos fina sobre X, que torna cont´ınua todas as aplicac¸o˜es
f ∈ X ′.
Notac¸a˜o: Dada uma sequ¨eˆncia {xn}n∈N em X, denotaremos por xn ⇀ x, a
convergeˆncia de xn para x, na topologia fraca σ(X,X
′).
Proposic¸a˜o 1.1 Seja {xn}n∈N uma sequ¨eˆncia em X. Enta˜o,
(i) xn ⇀ x em σ(X,X
′) se, e somente se, 〈f, xn〉 → 〈f, x〉 ∀ f ∈ X ′;
(ii) se xn → x fortemente, enta˜o xn ⇀ x fracamente em σ(X,X ′);
(iii) se xn ⇀ x fracamente em σ(X,X
′), enta˜o ‖xn‖ e´ limitada e ‖x‖X ≤ lim inf
n→∞
‖xn‖X ;
(iv) se xn ⇀ x fracamente em σ(X,X
′) e se fn → f fortemente em X ′ (isto e´,
‖fn − f‖X′ → 0), enta˜o 〈fn, xn〉 → 〈f, x〉.
Demonstrac¸a˜o: Ver [2], p.37. ¤
Seja X espac¸o de Banach e consideremos x ∈ X fixo. Definamos a aplicac¸a˜o
Jx : X
′ → K, por 〈Jx, f〉 = 〈f, x〉.
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As aplicac¸o˜es Jx sa˜o lineares e cont´ınuas. Logo, Jx ∈ X ′′, ∀x ∈ X.
Definamos, agora, a aplicac¸a˜o canoˆnica J : X → X ′′ dada por J(x) = Jx.
Dizemos que X e´ reflexivo se J(X) = X ′′. Em geral, temos J(X) ⊂ X ′′.
Proposic¸a˜o 1.2 Seja X espac¸o de Banach reflexivo, consideremos {xn}n∈N uma
sequ¨eˆncia em X, limitada. Enta˜o existe uma subsequ¨eˆncia {xnk}k∈N convergindo na
topologia fraca σ(X,X ′).
Demonstrac¸a˜o: Ver [2], p.50. ¤
Definic¸a˜o 1.2 A topologia fraca-estrela, denotada por σ(X ′, X), e´ a topologia menos
fina sobre X ′, que torna cont´ınuas todas as aplicac¸o˜es Jx.
Notac¸a˜o: Dada uma sequ¨eˆncia {fn}n∈N em X ′, denotaremos por fn ⇀∗ f , a
convergeˆncia de fn para f na topologia fraca-estrela σ(X
′, X).
Proposic¸a˜o 1.3 Seja {fn}n∈N uma sequ¨eˆncia em X ′. Enta˜o,
(i) fn ⇀
∗ f em σ(X ′, X) se, e somente se, 〈fn, x〉 → 〈f, x〉, ∀ x ∈ X;
(ii) se fn → f , fortemente, enta˜o fn ⇀ f fracamente em σ(X ′, X ′′),
se fn ⇀ f em σ(X
′, X ′′), enta˜o fn ⇀∗ f em σ(X ′, X);
(iii) se fn ⇀
∗ f em σ(X ′, X) enta˜o ‖fn‖ e´ limitada e ‖f‖ ≤ lim inf
n→∞
‖fn‖;
(iv) se fn ⇀
∗ f em σ(X ′, X) e se xn → x fortemente em X (isto e´, ‖xn − x‖X → 0),
enta˜o 〈fn, xn〉 → 〈f, x〉.
Demonstrac¸a˜o: Ver [2], p.41. ¤
Seja X espac¸o me´trico. Dizemos que X e´ separa´vel se ele possui um subconjunto
enumera´vel e denso.
Proposic¸a˜o 1.4 Seja X espac¸o de Banach separa´vel e consideremos {fn}n∈N uma
sequ¨eˆncia limitada em X ′, enta˜o existe uma subsequ¨eˆncia {fnk}k∈N que converge fraco-
estrela em X ′.
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Demonstrac¸a˜o: Ver [2], p.50. ¤
Teorema 1.4 (Alaoglu-Bourbaki) Seja X espac¸o de Banach. Enta˜o o conjunto
BX′ = {f ∈ X ′ / ‖f‖ ≤ 1}, e´ compacto na topologia fraca-estrela σ(X ′, X).
Demonstrac¸a˜o: Ver [2], p.43. ¤
Espac¸os Lp
Seja Ω ⊂ Rn, aberto. Definimos o espac¸o Lp(Ω), 1 ≤ p < ∞, como sendo o
conjunto das func¸o˜es u definidas em Ω com valores em K, mensura´veis tais que |u|p e´
integra´vel no sentido de Lebesgue em Ω, isto e´,
Lp(Ω) =
{
u : Ω→ K ; u e´ mensura´vel e
∫
Ω
|u(x)|pdx <∞
}
.
Se p =∞, definimos o espac¸o L∞(Ω) como sendo o conjunto das func¸o˜es u : Ω→ K
mensura´veis e essencialmente limitadas em Ω, isto e´,
L∞(Ω) = {u : Ω→ K ; u e´ mensura´vel e |u(x)| ≤ C q. s. em Ω}.
Os espac¸os Lp, para 1 ≤ p < ∞ e L∞ sa˜o espac¸os de Banach com as seguintes
normas, respectivamente
‖u‖Lp(Ω) =
(∫
Ω
|u(x)|pdx
) 1
p
e
‖u‖L∞(Ω) = sup
x∈Ω
ess|u(x)| = inf{C : |u(x)| ≤ C q.s. em Ω}.
Se p = 2, temos que L2(Ω) e´ um espac¸o de Hilbert com o produto interno
(u, v)L2(Ω) =
∫
Ω
u(x)v(x)dx, ∀u, v ∈ L2(Ω).
Temos que Lp(Ω) e´ reflexivo para todo 1 < p < ∞ e que Lp(Ω) e´ separa´vel para
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todo 1 ≤ p <∞.
O teorema abaixo identifica o dual de Lp(Ω) com Lq(Ω), onde 1
p
+1
q
= 1, 1 ≤ p <∞.
Teorema 1.5 (Representac¸a˜o de Riesz) Sejam Ω ⊂ Rn aberto, 1 < p < ∞,
ϕ ∈ (Lp(Ω))′ com 1
p
+ 1
q
= 1. Enta˜o existe uma u´nica u ∈ Lq(Ω) tal que
〈ϕ, f〉 =
∫
Ω
uf, ∀f ∈ Lp(Ω), e
‖ϕ‖(Lp(Ω))′ = ‖u‖Lq(Ω).
Demonstrac¸a˜o: Ver [2], p.61. ¤
Se p =∞, temos
Teorema 1.6 Sejam Ω ⊂ Rn aberto, ϕ ∈ (L1(Ω))′. Enta˜o existe uma u´nica u ∈
L∞(Ω) tal que
〈ϕ, f〉 =
∫
Ω
uf, ∀f ∈ L1(Ω), e
‖ϕ‖(L1(Ω))′ = ‖u‖L∞(Ω).
Demonstrac¸a˜o: Ver [2], p.63. ¤
A seguir, enunciaremos alguns resultados u´teis para os espac¸os Lp.
Observac¸a˜o 1.1 Quando na˜o especificarmos, estaremos considerando Ω um aberto
do Rn.
Desigualdade de Ho¨lder
Suponhamos que pi ≥ 1, i = 1, . . . ,m sa˜o tais que
m∑
i=1
1
pi
= 1.
Se fi ∈ Lpi(Ω) para i = 1, . . . ,m enta˜o temos que
m∏
i=1
fi ∈ L1(Ω) e ainda
∫
Ω
∣∣∣∣∣
m∏
i=1
fi(x)
∣∣∣∣∣ dx ≤
m∏
i=1
(∫
Ω
|fi(x)|pidx
) 1
pi
.
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Desigualdade de Cauchy-Schwarz para func¸o˜es L2(Ω)
Sejam u, v : Ω→ K duas func¸o˜es em L2(Ω). Enta˜o
|(u, v)L2(Ω)| =
∣∣∣∣∫
Ω
u(x)v(x)dx
∣∣∣∣ ≤ (∫
Ω
|u(x)|2dx
) 1
2
(∫
Ω
|v(x)|2dx
) 1
2
= ‖u‖‖v‖.
Teorema 1.7 Seja {fn}n∈N uma sequ¨eˆncia de func¸o˜es em Lp(Ω) e f ∈ Lp(Ω), tais
que ‖fn − f‖Lp(Ω) → 0. Enta˜o existe uma subsequ¨eˆncia {fnk}k∈N tal que
(i) fnk(x)→ f(x) q.s. em Ω,
(ii) |fnk(x)| ≤ h(x) ∀k e q.s. em Ω, com h ∈ Lp(Ω).
Demonstrac¸a˜o: Ver [2], p.58. ¤
Teorema 1.8 ( Convergeˆncia Dominada de Lebesgue) Seja {fn}n∈N uma sequ¨eˆncia
de func¸o˜es em L1(Ω). Suponhamos que
(i) {fn} → f(x), q. s. em Ω;
(ii) existe h ∈ L1(Ω) tal que para cada n, |fn(x)| ≤ h(x) q. s. em Ω. Enta˜o,
f ∈ L1(Ω) e ‖fn − f‖L1(Ω) → 0.
Demonstrac¸a˜o: Ver [2], p.54. ¤
Teorema 1.9 (Densidade) O espac¸o C0(Ω), espac¸o das func¸o˜es cont´ınuas em Ω
com suporte compacto em Ω, e´ denso em L1(Ω), isto e´, para toda u ∈ L1(Ω) e para
todo ² > 0, existe v ∈ C0(Ω) tal que ‖u− v‖L1(Ω) < ².
Teorema 1.10 (Fubini) Suponhamos que f ∈ L1((0, T )× Ω),
enta˜o para quase todo t ∈ (0, T ),
f(t, x) ∈ L1x(Ω) e
∫
Ω
f(t, x)dx ∈ L1t ((0, T )).
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Igualmente, para quase todo x ∈ Ω,
f(t, x) ∈ L1t ((0, T )) e
∫ T
0
f(t, x)dt ∈ L1x(Ω).
Portanto temos
∫ T
0
∫
Ω
f(t, x)dxdt =
∫
Ω
∫ T
0
f(t, x)dtdx =
∫
(0,T )×Ω
f(t, x)dtdx.
Os Espac¸os C([0, T ];Y ) e Lp(0, T ;Y )
Sejam Y um espac¸os de Banach, T > 0 um nu´mero real e 1 < p <∞.
Definimos o espac¸o C([0, T ];Y ) como sendo o conjunto das func¸o˜es u : [0, T ]→ Y,
tais que t 7→ ‖u(t)‖Y e´ cont´ınua em [0, T ].
A norma em C([0, T ];Y ) e´ dada por
‖u(t)‖C([0,T ];Y ) = max0≤t≤T ‖u(t)‖Y .
Definimos o espac¸o Lp(0, T ;Y ) como sendo o conjunto das func¸o˜es u : (0, T )→ Y
tais que u e´ mensura´vel e ‖u(t)‖Y ∈ Lp(0, T ).
A norma em Lp(0, T ;Y ) e´ dada por
‖u‖Lp(0,T ;Y ) =
(∫ T
0
‖u(t)‖pY
) 1
p
.
O espac¸o Lp(0, T ;Y ), munido da norma acima, constitui um espac¸o de Banach.
Observemos que se 1 < p < ∞ e Y e´ reflexivo, enta˜o Lp(0, T ;Y ) tambe´m e´
reflexivo. E, se Y e´ separa´vel, enta˜o Lp(0, T ;Y ) e´ separa´vel, para 1 ≤ p <∞.
O espac¸o Lq(0, T ;Y ′), sendo Y ′ o dual topolo´gico de Y e q tal que 1
p
+ 1
q
= 1,
1 ≤ p <∞, e´ dito ser o dual topolo´gico de Lp(0, T ;Y ).
Se p = 2 e Y e´ um espac¸o de Hilbert, enta˜o temos que L2(0, T ;Y ) e´ um espac¸o de
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Hilbert com produto interno
(u, v)L2(0,T ;Y ) =
∫ T
0
(u(t), v(t))Y dt
e norma
‖u‖2L2(0,T ;Y ) =
∫ T
0
‖u(t)‖2Y dt.
Quando p = ∞, definimos o espac¸o L∞(0, T ;Y ), como sendo o conjunto das func¸o˜es
u : (0, T )→ Y mensura´veis e essencialmente limitadas em Y , ou seja,
sup ess‖u(t)‖Y <∞.
A norma em L∞(0, T ;Y ) e´ dada por
‖u‖L∞(0,T ;Y ) = sup ess‖u(t)‖Y .
1.3 Distribuic¸o˜es e Espac¸os de Sobolev
Distribuic¸o˜es
Seja f : Ω→ K. Definimos suporte de f e escrevemos supp f , como sendo o fecho
do conjunto {x ∈ Ω; f(x) 6= 0} em Ω.
Designaremos por C∞0 (Ω) o espac¸o das func¸o˜es f : Ω → K, de classe C∞ em Ω e
que possuam suporte compacto contido em Ω.
Dados α = (α1, α2, . . . , αn) ∈ Nn e (x1, x2, . . . , xn) ∈ Rn, definimos o operador
derivac¸a˜o de ordem α definido por
Dαu =
∂|α|u
∂xα11 · · · ∂xαnN
,
onde |α| = α1 + · · ·+ αn.
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Se α = (0, 0, . . . , 0), definimos D0u = u.
Em C∞0 (Ω), introduzamos a seguinte noc¸a˜o de convergeˆncia:
Definic¸a˜o 1.3 Dizemos que uma sequ¨eˆncia {ϕν}ν∈N ⊂ C∞0 (Ω), converge para zero, e
denotamos ϕν → 0, quando existe um subconjunto compacto K ⊂ Ω, tal que
(i) suppϕν ⊂ K, ∀ν ∈ N,
(ii) Dαϕν → 0 uniformemente em Ω, ∀α ∈ Nn.
Dizemos que uma sequ¨eˆncia {ϕν} ⊂ C∞0 (Ω) converge para ϕ ∈ C∞0 (Ω) quando a
sequ¨eˆncia {ϕν − ϕ} converge para zero no sentido acima definido.
O espac¸o C∞0 (Ω), com essa noc¸a˜o de convergeˆncia, denomina-se espac¸o das func¸o˜es
testes e e´ representado por D(Ω). Denominamos distribuic¸a˜o sobre (Ω), a toda forma
linear e cont´ınua em D(Ω). O conjunto de todas as distribuic¸o˜es sobre Ω e´ um espac¸o
vetorial sobre K, com as operac¸o˜es usuais de soma de func¸o˜es e produto por escalar;
e e´ representado por D′(Ω).
Em D′(Ω), temos a seguinte noc¸a˜o de convergeˆncia: dizemos que uma sequ¨eˆncia
{Tν}ν∈N ⊂ D′(Ω), converge para T em D′(Ω), se
〈Tν , ϕ〉 → 〈T, ϕ〉 em K, ∀ϕ ∈ D(Ω).
Definimos a derivada de ordem α de T , de uma distribuic¸a˜o T sobre Ω, como sendo
o funcional DαT , em D(Ω), dado por:
〈DαT, ϕ〉 = (−1)|α|〈T,Dαϕ〉; ∀ϕ ∈ D(Ω).
Temos que DαT tambe´m e´ uma distribuic¸a˜o. Assim, temos que toda distribuic¸a˜o
sobre Ω possui derivadas de todas as ordens, as quais constituem, tambe´m, dis-
tribuic¸o˜es sobre Ω.
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Espac¸os de Sobolev
Sejam m ∈ N e 1 ≤ p < ∞. Representamos por Wm,p(Ω) o espac¸o vetorial de
todas as func¸o˜es u ∈ Lp(Ω), tais que Dαu ∈ Lp(Ω), ∀|α| ≤ m, sendo Dαu a derivada
no sentido das distribuic¸o˜es sobre Ω, isto e´,
Wm,p(Ω) = {u ∈ Lp(Ω) / Dαu ∈ Lp(Ω),∀α ∈ Nn com |α| ≤ m}.
O espac¸o Wm,p(Ω) e´ chamado de espac¸o de Sobolev de ordem m relativo ao espac¸o
Lp(Ω).
Quando p = 2, escrevemos Hm(Ω) no lugar de Wm,2(Ω).
O espac¸o Wm,p(Ω) e´ um espac¸o de Banach, com a seguinte norma
‖u‖Wm,p(Ω) =
∑
|α|≤m
∫
Ω
|Dαu|p
 1p .
O espac¸o Hm(Ω) e´ um espac¸o de Hilbert com o produto interno
((u, v))Hm(Ω) =
∑
|α|≤m
(Dαu,Dαv)L2(Ω), ∀u, v ∈ Hm(Ω).
Definamos o espac¸o Wm,p0 (Ω) como sendo o fecho de D(Ω) em Wm,p(Ω), ou seja,
D(Ω)W
m,p(Ω)
= Wm,p0 (Ω).
Sejam 1 ≤ p < ∞ e q tal que 1
p
+ 1
q
= 1. Representamos por W−m,q(Ω) o
dual topolo´gico de Wm,p0 (Ω). Consequ¨entemente, representamos o dual topolo´gico de
Hm0 (Ω) por H
−m(Ω).
Quando m = 1, temos o espac¸o de Hilbert H1(Ω) munido do produto interno
(u, v)H1(Ω) = (u, v) + (∇u,∇v),
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e da norma induzida
‖u‖H1(Ω) = (|u|2 + |∇u|2) 12 .
Desigualdade de Poincare´-Friedrichs
Seja Ω um aberto limitado do Rn. Se v ∈ H10 (Ω), enta˜o
‖v‖L2(Ω) ≤ C‖∇v‖[L2]n ,
onde C e´ uma constante que depende somente de Ω
Como consequ¨eˆncia desta desigualdade, considera-se a norma de H10 (Ω),
‖v‖H10 (Ω) = ‖∇v‖L2(Ω),
sendo ‖v‖H1(Ω) e |∇v‖L2(Ω) equivalentes.
Demonstrac¸a˜o: Ver [2], p.174. ¤
Teorema da Divergeˆncia e Fo´rmula de Green
Seja Ω um aberto limitado do Rn, com fronteira de classe C1. Enta˜o valem as
seguintes fo´rmulas
(i) ∫
Ω
div(F (x))dx =
∫
∂Ω
F (x) · η(x)dx, F ∈ [H1(Ω)]n
(ii) ∫
Ω
v∆udx = −
∫
Ω
∇v · ∇udx, v ∈ H10 (Ω), u ∈ H2(Ω).
Desigualdade de Gronwall
Suponhamos que u, v e w sa˜o func¸o˜es positivas satisfazendo
w(t) ≤ v(t) +
∫ t
0
u(s)w(s)ds, ∀t ∈ [0, T ].
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Enta˜o temos que
w(t) ≤ v(t) +
∫ t
0
u(s)v(s)e
R t
s u(r)drds.
Demonstrac¸a˜o: Ver [24], p.13. ¤
Corola´rio 1.2 Suponha que sejam va´lidas as hipo´teses da Desigualdade de Gronwall,
e consideremos v uma func¸a˜o crescente. Enta˜o temos
w(t) ≤ v(t)e
R t
0 u(s)ds.
Em particular, se v(t) = C, temos
w(t) ≤ Ce
R t
0 u(s)ds.
Demonstrac¸a˜o: Ver [24], p. 14. ¤
1.4 Imerso˜es em Espac¸os de Sobolev
Sejam V e H espac¸os de Hilbert, tais que V ⊆ H e seja ι : V → H, a injec¸a˜o
canoˆnica de V em H que a cada v ∈ V associa ι(v) = v como elemento de H.
Dizemos que o operador linear ι e´ o operador de imersa˜o de V em H.
Dizemos que a imersa˜o ι : V → H e´ cont´ınua e indicaremos por ↪→, quando existe
uma constante C > 0 tal que ‖v‖H ≤ C‖v‖V , ∀v ∈ V .
Um exemplo simples e´ o caso V = H10 (Ω) e H = L
2(Ω) ou V = H1(Ω) e H =
L2(Ω), ou ainda V = Hm(Ω) e H = L2(Ω).
Dizemos que a imersa˜o ι : V → H e´ compacta e indicaremos por ↪→c , quando a
imagem dos limitados de V ,por ι, sa˜o conjuntos relativamente compactos de H, isto e´
conjuntos cujo fecho e´ compacto em H, ou ainda, quando as sequ¨eˆncias limitadas em
V sa˜o levadas por ι em sequ¨eˆncias que possuem subsequ¨eˆncias convergentes em H.
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Teorema 1.11 Seja Ω um aberto de classe C1 com fronteira Γ limitada e seja 1 ≤
p ≤ ∞. Enta˜o,
se 1 ≤ p < n, tem-se que W 1,p(Ω) ↪→ Lp∗(Ω) onde 1
p∗
=
1
p
− 1
n
,
se p = n, tem-se que W 1,p(Ω) ↪→ Lq(Ω) ∀q ∈ [p,+∞),
se p > n, tem-se que W 1,p(Ω) ↪→ L∞(Ω).
Teorema 1.12 (Rellich-Kondrachov)Suponhamos Ω ⊂ Rn, aberto, limitado e de
classe C1. Enta˜o,
se p < n, tem-se que W 1,p(Ω) ↪→c Lq(Ω), ∀q ∈ [1, p∗) onde 1
p∗
=
1
p
− 1
n
,
se p = n, tem-se que W 1,p(Ω) ↪→c Lq(Ω) ∀q ∈ [1,+∞),
se p > n, tem-se que W 1,p(Ω) ↪→c C(Ω).
Demonstrac¸a˜o: Ver [2], p.169. ¤
Teorema 1.13 (Sobolev) Se 1 ≤ p ≤ n, tem-se Wm,p(Ω) ↪→ Lq(Ω) para 1
q
=
1
p
− m
n
> 0.
Demonstrac¸a˜o: Ver [24], p. 120.
22
Cap´ıtulo 2
Contexto Geome´trico
Neste cap´ıtulo apresentaremos a estrutura geome´trica do problema a ser estudado,
a qual nos permitira´ introduzir o quadro funcional abstrato de hipo´teses constru´ıdo por
D. Cioranescu e F. Murat. Apresentaremos, alguns resultados de homogeneizac¸a˜o de
problemas el´ıpticos, supondo satisfeitas as hipo´teses de tal quadro e tambe´m resulta-
dos de compacidade nos espacos Lp(0, T ;X) sendo X um espac¸o de Banach. Tambe´m
introduziremos o operador “quase-extensa˜o”, P², que sera´ de grande utilidade nos
pro´ximos resultados.
2.1 Geometria do Problema
Seja Ω ⊂ Rn (n ≥ 2), domı´nio limitado. Consideremos Ω² o domı´nio obtido pela
extrac¸a˜o do conjunto fechado S² =
N(²)⋃
i=1
S²i , de Ω, ou seja,
Ω² = Ω \
N(²)⋃
i=1
S²i ,
onde S²i sa˜o “pequenos”subconjuntos fechados (buracos) de Ω, ² e´ um paraˆmetro que
tende a zero enquanto N(²), o nu´mero de buracos, e´ um inteiro que tende ao infinito.
Essa estrutura possibilita-nos obter o quadro funcional abstrato de hipo´teses, con-
stru´ıdo por D. Cioranescu e F. Murat, no qual supo˜e-se a existeˆncia de uma famı´lia
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adequada de func¸o˜es testes.
Admitiremos, enta˜o, que:

Existe uma sequ¨eˆncia (w², µ², γ²) de func¸o˜es testes, tais que:
(i) w² ∈ H1(Ω) ∩ L∞(Ω), ‖w²‖L∞(Ω) ≤M0;
(ii) w² = 0 em S²;
(iii) w² ⇀ 1, fracamente em H
1(Ω), e q.s. em Ω;
(iv) −∆w² = µ² − γ² onde µ², γ² ∈ H−1(Ω) com
µ² → µ, fortemente em H−1(Ω),
〈γ², v²〉Ω = 0 para todo v² ∈ H10 (Ω)
tal que v² = 0 em S².
(2.1)
Em (2.1) estamos representando por 〈· , ·〉Ω, o par dualidade entre H−1(Ω) e
H10 (Ω). Daqui em diante, continuaremos adotando tal notac¸a˜o.
Observac¸a˜o 2.1 Em algumas demonstrac¸o˜es que se seguem, usaremos a seguinte
hipo´tese no lugar da hipo´tese (iv) em (2.1):
(v)

Consideremos a sequ¨eˆncia v² e a func¸a˜o v tais que:
v² ⇀ v, fracamente, em H
1(Ω),
v² = 0, sobre S
²
i , 1 ≤ i ≤ N(²).
Enta˜o, para toda func¸a˜o ϕ ∈ D(Ω), temos:
〈−∆w², ϕv²〉Ω −→ 〈µ, ϕv〉Ω
E´ de fa´cil verificac¸a˜o a implicac¸a˜o de (iv) em (v).
Exemplo 2.1 Um exemplo, onde o quadro de hipo´teses (2.1) e´ satisfeito, se da´ ao
considerarmos o caso em que Ω e´ periodicamente perfurado, com um per´ıodo 2² na
direc¸a˜o de cada eixo -coordenado, por buracos S²i dados por:
S²i = a²S + 2²
n∑
i=1
ikek, (2.2)
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sendo (i1, i2, ..., in) um multi-´ındice de Zn, {e1, e2, ..., en} a base canoˆnica de Rn e S
um conjunto fechado contido na bola B1 , de raio 1 e centro na origem, (no caso
n = 2, admite-se que S conte´m uma bola centrada na origem, (cf. [14], obs 2.2), e
a² < ² satisfaz:  ²
2 log a² −→ −C0, se n = 2
a² ²
−n/n−2 −→ C0, se n ≥ 3
(2.3)
para um dado C0 > 0.
O caso modelo e´ dado por
 a² = δ² exp(
−C0
²2
), se n = 2, com ²2logδ² → 0 quando ²→ 0, e
a² = Co²
n
n−2 , se n ≥ 3
(2.4)
e S sendo escolhido como a bola unita´ria do Rn.
Se a² for dado por (2.3) ou (2.4), podemos construir “explicitamente”as func¸o˜es
w²: sobre o cubo P
²
i de tamanho 2² com centro x
²
i = 2²
n∑
i=1
ikek, consideremos a func¸a˜o
w² ∈ H1(P ²i ) definida por 
∆w² = 0 em B
²
i r S²i
w² = 0 em S
²
i
w² = 1 em P
²
i rB²i .
(2.5)
A func¸a˜o w² definida em (2.5), em cada P
²
i , satisfaz (2.1) com µ =
1
C0
pi
2
se n = 2
µ =
Cn−20
2n
.Cap(S,Rn), se n ≥ 3
(2.6)
onde Cap(S,Rn) = inf
ϕ∈D(Rn)
ϕ=1 em S
∫
Rn
|∇ϕ|2dx e´ a capacidade em Rn do buraco fechado S.
Observac¸a˜o 2.2 No exemplo (2.1), o tamanho a² definido em (2.3) e´ cr´ıtico no
seguinte sentido: se tomarmos r² como sendo o tamanho dos buracos, com r² << a²,
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isto e´, quando
 ²
2 logr² −→ −∞, se n = 2
²n/n−2/r² −→ +∞, se n ≥ 3,
(2.7)
a hipo´tese (2.1) e´ satisfeita, mas em (iii), w² → 1, fortemente em H1(Ω) e, em
(iv), µ² e γ² convergem fortemente para zero; neste caso µ = 0. Por outro lado,
se tomarmos a² << r², o que corresponde a substituir ∞ por 0 em (2.7), podemos
demonstrar que na˜o existe sequ¨eˆncia de func¸o˜es w² satisfazendo (i), (ii), e (iii) do
quadro de hipo´teses (2.1).
O tamanho a² dado em (2.3) e´ portanto, o u´nico para o qual (2.1) e´ satisfeito com
convergeˆncia fraca, e na˜o forte, de w² para 1 em (iii).
2.2 Alguns Resultados El´ıpticos
Nesta sec¸a˜o, apresentaremos alguns resultados sobre a homogeneizac¸a˜o de proble-
mas el´ıpticos, supondo-se que o quadro de hipo´teses (2.1) seja satisfeito.
Lema 2.1 Suponhamos que o quadro de hipo´teses (2.1) seja satisfeito. Enta˜o a dis-
tribuic¸a˜o µ que aparece em (iv) e´ dada por
〈µ, ϕ〉Ω = lim
²→0
∫
Ω
ϕ|∇w²|2dx, ∀ϕ ∈ D(Ω).
Logo, µ e´ uma medida de Radon positiva e pertence a H−1(Ω). Tambe´m, µ e´ finita.
Demonstrac¸a˜o: Seja ϕ ∈ D(Ω), enta˜o pelas hipo´teses (iii) e (iv) em (2.1), segue
que
〈−∆w², ϕw²〉Ω = 〈µ² − γ², ϕw²〉Ω = 〈µ², ϕw²〉Ω − 〈γ², ϕw²〉Ω = 〈µ², ϕw²〉Ω → 〈µ, ϕ〉Ω
Por outro lado, pela fo´rmula de Green, temos
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〈−∆w², ϕw²〉Ω =
∫
Ω
∇w² · ∇(ϕw²)dx
=
∫
Ω
∇w² · (ϕ∇w² + w²∇ϕ)dx
=
∫
Ω
|∇w²|2ϕdx+
∫
Ω
w²∇w² · ∇ϕdx.
Notemos que o segundo termo desta igualdade tende a zero, pois usando a hipo´tese
(iii) de (2.1) e o teorema de Rellich-Kondrachov, temos que, w² → 1, fortemente em
L2(Ω), e ∇w² ⇀ 0, fracamente em [L2(Ω)]n.
Assim, obtemos
lim
²→0
〈−∆w², ϕw²〉Ω = 〈µ, ϕ〉Ω, e
lim
²→0
〈−∆w², ϕw²〉Ω = lim
²→0
∫
Ω
ϕ|∇w²|2dx
Da unicidade do limite, segue que
〈µ, ϕ〉Ω = lim
²→0
∫
Ω
ϕ|∇w²|2dx, ∀ϕ ∈ D(Ω).
¤
Observac¸a˜o 2.3 Um resultado de J. Deny (1950) nos diz que, se Ω e´ um conjunto
aberto do Rn e µ uma medida de Radon positiva tal que µ ∈ H−1(Ω), enta˜o, para
todo v ∈ H10 (Ω), v e´ mensura´vel com relac¸a˜o a` medida dµ, v pertence a L1(Ω; dµ), e
〈µ, v〉Ω =
∫
Ω
vdµ.
Podemos definir, enta˜o, sem ambigu¨idade, o espac¸o
V = H10 (Ω) ∩ L2(Ω; dµ) (2.8)
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que e´ um espac¸o de Hilbert munido do produto interno
a(u, v) =
∫
Ω
∇u · ∇vdx +
∫
Ω
uvdµ. (2.9)
Definic¸a˜o 2.1 Para qualquer v ∈ L2(Ω²) definimos v˜ como a extensa˜o de v por zero
fora de Ω², isto e´,
v˜(x) =
 v(x) se x ∈ Ω²0 se x ∈ S².
Teorema 2.1 Suponhamos que o quadro de hipo´teses (2.1) seja satisfeito e con-
sideremos a sequ¨eˆncia de problemas de Dirichlet
 −∆v² = g², em D
′(Ω²)
v² ∈ H10 (Ω²).
(2.10)
onde g² ∈ H−1(Ω) e´ tal que
g² → g, fortemente em H−1(Ω).
Enta˜o a sequ¨eˆncia v˜², satisfaz
v˜² ⇀ v, fracamente em H
1
0 (Ω),
onde v = v(x) e´ a u´nica soluc¸a˜o de
 −∆v + µv = g, em D(Ω)v ∈ V. (2.11)
Demonstrac¸a˜o: Multiplicando a equac¸a˜o em (2.10) por uma func¸a˜o teste u ∈
H10 (Ωe), obtemos, por meio da integrac¸a˜o por partes e da fo´rmula de Green, a for-
mulac¸a˜o variacional do problema (2.10) dada por
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
∫
Ω²
∇v² · ∇u = 〈g², u〉Ω²
v² ∈ H10 (Ω²)
(2.12)
Pelas desigualdades de Cauchy-Schwarz e de Poincare´-Friedrichs, temos
∫
Ω
|∇v˜²|2 ≤ ‖g²‖L2(Ω)‖v˜²‖L2(Ω) ≤ ‖g²‖L2(Ω) 1
α
‖∇v˜²‖L2(Ω),
onde α > 0 e´ a constante dada pela desigualdade de Poincare´-Friedrichs
Assim, temos
‖v˜²‖2H10 (Ω) ≤ ‖g²‖L2(Ω)
1
α
‖v˜²‖H10 (Ω),
o que nos da´,
‖v˜²‖H10 (Ω) ≤ ‖g²‖L2(Ω)
1
α
.
Isto nos diz, que v˜² e´ limitada em H
1
0 (Ω), que e´ um espac¸o de Hilbert reflexivo. Assim,
existe uma subsequ¨eˆncia v˜² tal que
v˜² ⇀ v, fracamente em H
1
0 (Ω).
E, como H10 (Ω) ↪→c L2(Ω), temos que existe subsequ¨eˆncia v˜² tal que
v˜² → v, fortemente em L2(Ω).
Agora, usando as hipo´teses (i) e (ii) de (2.1), temos que para toda ϕ ∈ D(Ω), a func¸a˜o
ϕw² pertence a H
1
0 (Ω²). Com isso, podemos usar a formulac¸a˜o (2.12) para tal func¸a˜o.
Assim, ∫
Ω²
∇v² · ∇(w²ϕ) = 〈g², w²ϕ〉Ω²
o que nos da´ ∫
Ω
ϕ∇v˜² · ∇w² +
∫
Ω
w²∇v˜² · ∇ϕ = 〈g², w²ϕ〉Ω. (2.13)
Analisemos as convergeˆncias em (2.13):
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Pela hipo´tese (iii) em (2.1) e pelo teorema de Rellich-Kondrachov, conclu´ımos que
w² → 1, fortemente em L2(Ω). (2.14)
Analisemos, agora, a primeira parcela do primeiro membro de (2.13). Pela fo´rmula
de Green, temos:
∫
Ω
ϕ∇v˜²∇w² = 〈−∆w², ϕv˜²〉Ω −
∫
Ω
v˜²∇ϕ∇w².
Pela hipo´tese (v) de (2.1) temos que
∫
Ω
v˜²∇ϕ∇w² →
∫
Ω
ϕ∇ϕ∇1 = 0
Dos resultados obtidos, passando o limite quando ²→ 0 em (2.13) temos
∫
Ω
∇v∇ϕ+ 〈µv, ϕ〉Ω = 〈g, ϕ〉Ω.
Logo, a func¸a˜o v e´ soluc¸a˜o de (2.11) e e´ u´nica, pois µ e´ positiva. E ainda, a
unicidade do limite, implica que a sequ¨eˆncia toda, v˜², e na˜o apenas uma subsequ¨eˆncia,
converge para v.
¤
Teorema 2.2 (Semi-continuidade inferior fraca da energia) Suponhamos que
o quadro de hipo´teses (2.1) seja satisfeito. Enta˜o, para toda sequ¨eˆncia v² e para toda
func¸a˜o v tais que v² ⇀ v, fracamente, em H
1
0 (Ω) e v² = 0 em S², temos:
lim inf
²→0
∫
Ω
|∇v²|2 ≥
∫
Ω
|∇v|2 + 〈µ, v2〉
Demonstrac¸a˜o: Seja ϕ ∈ D(Ω). Temos que
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∫
Ω
|∇(v² − w²ϕ)|2 =
∫
Ω
|∇v² − ϕ∇w² − w²∇ϕ|2
=
∫
Ω
|∇v²|2 − ϕ∇v²∇w² − w²∇v²∇ϕ− ϕ∇w²∇v² + (ϕ∇w²)2
+ϕw²∇w²∇ϕ− w²∇ϕ∇v² + ϕw²∇ϕ∇w² + (w²∇ϕ)2
=
∫
Ω
|∇v²|2 − 2ϕ∇v²∇w² − 2w²∇v²∇ϕ+ 2ϕw²∇w²∇ϕ
+|ϕ∇w²|2 + |w²∇ϕ|2.
(2.15)
Agora, notemos que
〈−∆w², ϕv²〉 =
∫
Ω
ϕ∇v²∇w² +
∫
Ω
v²∇ϕ∇w². (2.16)
Substituindo (2.16) em (2.15), obtemos
∫
Ω
|(∇v² − w²ϕ)|2 =
∫
Ω
|∇v²|2 +
∫
Ω
|w²|2|∇ϕ|2 +
∫
Ω
|ϕ|2|∇w²|2
−2
∫
Ω
w²∇v²∇ϕ+
∫
Ω
ϕw²∇w²∇ϕ
−2〈−∆w², ϕv²〉+ 2
∫
Ω
v²∇ϕ∇w²
(2.17)
Consideremos, agora, uma subsequ¨eˆncia v²′ de v², tal que
∫
Ω
|∇v²′|2 seja conver-
gente.
Assim, usando a hipo´tese de que v² ⇀ v, fracamente em H
1
0 (Ω) e v² = 0 em S²,
o teorema de Rellich-Kondrachov, as hipo´teses (iii) e (v) de (2.1) e o Lema (2.1),
conseguimos passar o limite no segundo membro de (2.17), obtendo:
lim
²
′→0
∫
Ω
|∇(v²′ − w²′ϕ)|2 = lim
²
′→0
∫
Ω
|∇v²′ |2 +
∫
Ω
|∇ϕ|2 + 〈µ, ϕ2〉
−2
∫
Ω
∇v∇ϕ− 2〈µ, ϕv〉.
(2.18)
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Escolhendo v²′ de tal forma que:
lim inf
²→0
∫
Ω
|∇v²|2 = lim
²→0
inf ‖v²‖2H10 (Ω) = lim²′→0 ‖v
′
²‖2H10 (Ω) = lim²′→0
∫
Ω
|∇v²′|2,
temos
lim
²→0
∫
Ω
|∇(v² − w²ϕ)|2 = lim
²→0
inf
∫
Ω
|∇v²|2 +
∫
Ω
|∇ϕ|2 + 〈µ, ϕ2〉
−2
∫
Ω
∇v∇ϕ− 2〈µ, ϕv〉.
(2.19)
Observemos, agora, que o primeiro membro de (2.19) e´ positivo, logo, podemos
concluir que
lim inf
²→0
∫
Ω
|∇v²|2 ≥ 2
∫
Ω
∇v∇ϕ−
∫
Ω
|∇ϕ|2 + 2〈µ, ϕv〉 − 〈µ, ϕ2〉, ∀ϕ ∈ D(Ω). (2.20)
Finalmente, tomando ϕ ∈ H10 (Ω), em (2.20), temos
lim inf
²→0
∫
Ω
|∇v²|2 ≥
∫
Ω
|∇v|2 + 〈µ, v2〉.
¤
Teorema 2.3 Suponhamos que as hipo´teses do teorema (2.2) sejam satisfeitas e que
a sequ¨eˆncia v² satisfac¸a:
∫
Ω
|∇v²|2 →
∫
Ω
|∇v|2 + 〈µ, v2〉. (2.21)
Enta˜o
(v² − w²v)→ 0, fortemente em W 1,10 (Ω). (2.22)
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Demonstrac¸a˜o: Usando a hipo´tese (2.21) e a igualdade em (2.18) do teorema
(2.2), temos que
lim
²→0
∫
Ω
|∇(v² − w²ϕ)|2 =
∫
Ω
|∇v|2 + 〈µ, v2〉+
∫
Ω
|∇ϕ|2 + 〈µ, ϕ2〉
−2
∫
Ω
∇v∇ϕ− 2〈µ, ϕv〉
=
∫
Ω
|∇(v − ϕ)|2 + 〈µ, (v − ϕ)2〉, ∀ϕ ∈ D(Ω).
(2.23)
Assim, se v ∈ D(Ω), tomamos ϕ = v em (2.23), o que nos da´ (v² − w²v) → 0,
fortemente, em H10 (Ω). Mas, se v na˜o pertence a D(Ω), enta˜o como v ∈ H10 (Ω), ∀η > 0
e ϕ ∈ D(Ω) fixo, existe ϕ(η) tal que ‖v − ϕ‖H10 (Ω) < η.
Com isso, de (2.23), temos
lim
²→0
∫
Ω
|∇(v² − w²ϕ)|2 6 η2 + ‖µ‖W−1,∞‖v − ϕ‖2W 1,10
= η2 + ‖µ‖W−1,∞
∫
Ω
|∇(v − ϕ)2|
= η2 + ‖µ‖W−1,∞
∫
Ω
2(v − ϕ)∇(v − ϕ).
(2.24)
Em (2.24), usando as desigualdades de Cauchy-Schwartz e de Poincare´-Friedrichs,
obtemos:
lim
²→0
∫
Ω
|∇(v² − w²ϕ)|2 6 η2 + ‖µ‖W−1,∞2[
∫
Ω
|∇(v − ϕ)|2]
1
2
[
∫
Ω
|(v − ϕ)2]
1
2
= η2 + ‖µ‖W−1,∞2‖∇(v − ϕ)‖L2(Ω)‖v − ϕ‖L2(Ω)
≤ η2 + ‖µ‖W−1,∞2C‖∇(v − ϕ)‖2L2(Ω)
< η2 + ‖µ‖W−1,∞2‖v − ϕ‖2H10 (Ω)
< η2 + ‖µ‖W−1,∞2η2
= η2(1 + 2‖µ‖W−1,∞).
(2.25)
Assim, ∃ ²0 > 0, tal que ∀² < ²0, temos
‖v² − w²ϕ‖2H10 (Ω) ≤ C
2
1η
2,
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mas, sendo
‖v² − w²v‖W 1,10 (Ω) ≤ ‖v² − w²ϕ‖W 1,10 (Ω) + ‖w²(v − ϕ)‖W 1,10 (Ω),
segue que
‖v² − w²v‖W 1,10 (Ω) ≤ C1η +
∫
Ω
|∇[w²(v − ϕ)]|
= C1η +
∫
Ω
|∇w²(v − ϕ) + w²∇(v − ϕ)|
≤ C1η + ‖∇w²‖L2(Ω)‖v − ϕ‖L2(Ω) + ‖w²‖L2(Ω) + ‖∇(v − ϕ)‖L2(Ω)
≤ C1η + 2C‖∇w²‖L2(Ω)‖∇(ϕ− v)‖L2(Ω)
= C1η + C2η,
sempre que ² < ²0, o que demonstra (2.22). Observemos que, na estimativa acima,
novamente usamos as desigualdades de Cauchy-Schwartz e Poincare´-Friedrichs.
¤
O pro´ximo resultado segue como um corola´rio dos teoremas anteriores.
Corola´rio 2.1 Suponhamos que as hipo´teses, em (2.1), sejam satisfeitas. Enta˜o, as
soluc¸o˜es v² dos problemas de Dirichlet, em (2.10), em Ω², verificam
v˜² = w²v + r²,
com r² → 0, fortemente em W 1,10 (Ω), sendo v a soluc¸a˜o de (2.11).
2.3 Alguns Resultados de Compacidade
Consideremos X e Y dois espac¸os de Banach reflexivos tais que X ⊂ Y , com
imersa˜o cont´ınua e densa.
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Definamos o seguinte espac¸o
C0s (0, T ;Y ) := {f ∈ L∞(0, T ;Y ) : t→ 〈f(t), v〉Y,Y ′ cont´ınua de [0, T ] em R,
para qualquer v ∈ Y ′ fixado }
Enta˜o temos os seguintes resultados:
Lema 2.2 Consideremos g² uma sequ¨eˆncia de func¸o˜es tal que g² ⇀
∗ g, fraco-estrela, em L∞(0, T ;X)
g² → g, fortemente em C0(0, T ;Y ).
(2.26)
Enta˜o
g² → g, fortemente em C0s ([0, T ];X),
isto e´, para todo v ∈ X ′, a func¸a˜o h² : t 7→ 〈g²(t), v〉X,X′ pertence a C0([0, T ]) e
satisfaz
h² → h, forte, em C0([0, T ]), (2.27)
onde h e´ definida por h : t 7→ 〈g(t), v〉X,X′ .
Demonstrac¸a˜o: Do fato de L∞(0, T ;X) ∩ C0s (0, T ;Y ) = C0s (0, T ;X), (cf. [18], lema
8.1 p.297), segue por (2.26) que g² pertence a C
0
s (0, T ;X) e assim, h² pertence a
C0([0, T ]).
Afim de demonstrarmos a convergeˆncia em (2.27), mostraremos que h² e´ uma
sequ¨eˆncia de Cauchy.
Seja v˜ ∈ Y ′ e definamos a func¸a˜o
hˆ² 7→ 〈g²(t), vˆ〉Y,Y ′ .
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Temos,
|h²(t)− h²′(t)| ≤ |h²(t)− hˆ²(t)|+ |hˆ²(t)− hˆ²′(t)|
= |〈g²(t), v − vˆ〉X,X′|+ |〈g²(t)− g²′(t), vˆ〉Y,Y ′|+ |〈g²′(t), v − vˆ〉X,X′|
≤ (‖g²‖L∞(0,T ;X) + ‖g²′‖L∞(0,T ;X)) ‖v − vˆ‖X′
+‖g² − g²′‖C0([0,T ];Y )‖vˆ‖Y ′ .
(2.28)
Combinando (2.26), (2.28) e a densidade de Y ′ em X ′, seque que h² e´ uma
sequ¨eˆncia de Cauchy em C0([0, T ]), que e´ completo. Logo h² → h, fortemente, em
C0([0, T ]).
¤
Proposic¸a˜o 2.1 Suponhamos, agora, que a imersa˜o X ⊂ Y seja compacta. Con-
sideremos g² uma sequ¨eˆncia tal que: g² ⇀ g, fracamente em L
1(0, T ;X) e
g′² ⇀ g
′, fracamente em L1(0, T ;Y ).
Enta˜o,
g² → g, fortemente em C0([0, T ];Y ).
Demonstrac¸a˜o: Por um resultado de J. Simon, (cf. [25], teorema 3), para obtermos
a convergeˆncia desejada, basta provarmos que
‖g²(·+ h)− g²(·)‖L∞(0,T−h;Y ) → 0, quando h→ 0, uniformemente em ². (2.29)
Temos que
‖g²(·+ h)− g²(·)‖L∞(0,T−h;Y ) ≤ sup
t∈[0,T−h]
∫ t+h
t
‖g′²(s)‖Y ds. (2.30)
Mas, por outro lado, J. Diestel e J.J. Uhl,, (cf. [10], p. 104), nos diz que a norma
em Y de uma sequ¨eˆncia que converge fracamente em L1(0, T ;Y ) e´ uniformemente
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integra´vel sobre [0, T ]. Assim, o lado direito de (2.30) converge para zero, quando
h→ 0, uniformemente em ², o que demonstra (2.29).
¤
Corola´rio 2.2 Suponhamos que a imersa˜o X ⊂ Y seja compacta. Consideremos g²
uma sequ¨eˆncia que satisfaz
 g² ⇀
∗ g, fraco-estrela em L∞(0, T ;X)
g
′
² ⇀ g
′
, fracamente em L1(0, T ;Y ).
Enta˜o, g² converge fortemente para g em C
0
s ([0, T ];X), isto e´,
〈g²(·), v〉X,X′ → 〈g(·), v〉X,X′ , fortemente em C0([0, T ]), ∀v ∈ X ′.
Demonstrac¸a˜o: A demonstrac¸a˜o deste corola´rio e´ uma consequ¨eˆncia direta do
lema 2.2 e da proposic¸a˜o 2.1.
¤
Proposic¸a˜o 2.2 Suponhamos que o quadro de hipo´teses (2.1) seja satisfeito e con-
sideremos uma sequ¨eˆncia de func¸o˜es v² em L
∞(0, T ;H10 (Ω²)) ∩ W 1,∞(0, T ;L2(Ω²))
satisfazendo  v˜² ⇀
∗ v, fraco-estrela em L∞(0, T ;H10 (Ω))
v˜′² ⇀
∗ v
′
, fraco-estrela em L∞(0, T ;L2(Ω)).
(2.31)
Enta˜o,
〈θ, v˜²(·)〉Ω → 〈θ, v(·)〉Ω, fortemente em C0([0, T ]), (2.32)
para qualquer θ ∈ H−1(Ω), e por outro lado,
v ∈ L∞(0, T ;V ) ∩W 1,∞(0, T ;L2(Ω)). (2.33)
Demonstrac¸a˜o: Fazendo X = H10 (Ω) e Y = L
2(Ω) no corola´rio 2.2, obtemos a
convergeˆncia em (2.32).
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Notemos que (2.32) nos diz que
v˜²(t)⇀ v(t), fracamente em H
1
0 (Ω) ∀t ∈ [0, T ] fixado.
Assim, usando os teoremas (2.1) e (2.2), obtemos que, para qualquer t ∈ [0, T ] fixado,
v(t) ∈ V,
‖v(t)‖2V =
{∫
Ω
|∇v(x, t)|2dx+
∫
Ω
|v(x, t)|2dµ(x)
}
≤ lim inf
²→0
∫
Ω
|∇v˜²(x, t)|2dx.
Como
sup
t∈[0,T ]
ess
∫
Ω
|∇v˜²(x, t)|2dx = ‖v˜²‖L∞(0,T ;H10 (Ω) ≤ C0,
para algum C0 <∞, segue que
v(t) ∈ V ∀t ∈ [0, T ] e que sup
t∈[0,T ]
ess‖v(t)‖2V ≤ C0.
Para mostrarmos que v ∈ L∞(0, T ;V ) ∩W 1,∞(0, T ;L2(Ω)), resta mostrar a men-
surabilidade da func¸a˜o v : [0, T ] → L2(Ω; dµ), uma vez que v ∈ L∞(0, T ;H10 (Ω)) ∩
W 1,∞(0, T, L2(Ω)).
Para isto, sendo L2(Ω; dµ) separa´vel, e´ suficiente demonstrar, pelo teorema de
mensurabilidade de Pettis, cf. [10], teo 2, p.42, que v e´ fracamente mensura´vel.
Como v ∈ L∞(0, T ;H10 (Ω)), segue da observac¸a˜o (2.3), que v ∈ L∞(0, T ;L1(Ω; dµ)).
Assim, a func¸a˜o t→ ∫
Ω
v(x, t)ψ(t)dµ(x) e´ mensura´vel para alguma ψ ∈ C0(Ω). Aprox-
imemos, agora, ϕ ∈ L2(Ω; dµ) por uma sequ¨eˆncia ψn ∈ C0(Ω).
Como v(t) ∈ L2(Ω; dµ), ∀t ∈ [0, T ], temos
∫
Ω
v(x, t)ψn(x)dµ(x)→
∫
Ω
v(x, t)ϕ(x)dµ(x), ∀t ∈ [0, T ].
Isso demonstra a mensurabilidade da func¸a˜o t 7→ ∫
Ω
v(x, t)ϕ(x)dµ(x).
¤
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2.4 Um Operador Quase-extensa˜o
Vamos introduzir, agora, o operador P², dado por
P²ψ = w²ψ˜, em Ω, ∀ψ ∈ L2(Ω²), (2.34)
onde ψ˜ e´ a extensa˜o de ψ por zero nos buracos S².
Esse operador nos sera´ de grande utilidade nos pro´ximos resultados.
Observac¸a˜o 2.4 Observemos que o operador P² na˜o e´ um operador extensa˜o, pois
P²ψ na˜o coincide com ψ em Ω², pois w² na˜o coincide com um neste conjunto.
No entanto, para qualquer ϕ ∈ L2(Ω²), temos P²ϕ → ϕ˜, fortemente em L2(Ω).
De fato! d Seja ϕ ∈ L2(Ω²), enta˜o P²ϕ = w²ϕ˜. Por (i) e (iii) de (2.1), segue que
(P²ϕ− ϕ˜)→ 0, q. s. em Ω e
|P²ϕ− ϕ˜|2 = |w²ϕ˜− ϕ˜|2 = |ϕ˜|2 + |1− w²|2
≤ 2|ϕ˜|2(1 + |w²|2) ≤ 2|ϕ˜|2(1 + µ20) = C|ϕ˜|2,
isto nos diz que (P²ϕ− ϕ˜) e´ limitada por uma func¸a˜o pertencente a L1(Ω). Logo, pelo
teorema 1.8, segue que P²ϕ→ ϕ˜ em L1(Ω), e por consequ¨eˆncia em L2(Ω). c
Assim, podemos dizer que P² atua como um operador ”quase-extensa˜o”.
Proposic¸a˜o 2.3 Suponhamos que o quadro de hipo´teses (2.1) seja satisfeito. Enta˜o,
 P² ∈ L(L
2(Ω²);L
2(Ω)),
‖P²‖L(L2(Ω²);L2(Ω)) ≤M0.
(2.35)
Ale´m disso, o operador P² e´ estendido a um operador definido em H
−1(Ω²), e para
qualquer ² > 0 e qualquer q ∈ (1, n
n−1
)
, temos
 P² ∈ L(H
−1(Ω²);W−1,q(Ω)),
‖P²‖L(H−1(Ω²);W−1,q(Ω)) ≤ Cq.
(2.36)
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Demonstrac¸a˜o: Seja ϕ ∈ L2(Ω²), enta˜o P²ϕ = w²ϕ˜. Claramente P² ∈ L(L2(Ω²);L2(Ω).
Tambe´m, temos
‖P²ϕ‖L2(Ω²) = ‖w²ϕ˜‖L2(Ω) ≤ ‖w²‖L∞(Ω)‖ϕ˜‖L2(Ω) ≤M0‖ϕ‖L2(Ω²),
isto significa que ‖P²‖L(L2(Ω²);L2(Ω)) ≤M0.
Provemos, agora, a asserc¸a˜o (2.36). Seja p > n fixado e consideremos o espac¸o
W 1,p0 (Ω). Definamos o operador
R²ϕ = ϕw² |Ω² , ∀ϕ ∈ W 1,p0 (Ω). (2.37)
Temos
∇(R²ϕ) = w²∇ϕ+ ϕ∇w², em Ω².
Assim,
∫
Ω²
|∇(R²ϕ)|2dx ≤ 2
∫
Ω²
|w²|2|∇ϕ|2dx+ 2
∫
Ω²
|ϕ|2|∇w²|2dx
≤ 2M0‖ϕ‖2W 1,20 (Ω) + 2Cp‖ϕ‖
2
W 1,p0 (Ω)
‖w²‖2H1(Ω)
≤ C2p‖ϕ‖2W 1,p0 (Ω),
onde Cp na˜o depende de ², uma vez que W
1,p
0 (Ω) ↪→ W 1,20 (Ω) e W 1,p0 (Ω) ↪→ L∞(Ω).
Logo,  R² ∈ L(W
1,p
0 (Ω);H
1
0 (Ω²)), e
‖R²‖L(W 1,p0 (Ω);H10 (Ω²)) ≤ Cp.
(2.38)
Consideremos, agora, o operador R∗² definido em H
−1(Ω²), por
〈R∗²ψ, ϕ〉W−1,q(Ω),W 1,p0 (Ω) = 〈ψ,R²ϕ〉H−1(Ω²),H10 (Ωe), ∀ψH
−1(Ω²), ∀ϕ ∈W 1,p0 (Ω),
onde q e´ dado por 1
p
+ 1
q
= 1.
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A identidade
〈ψ,R²ϕ〉H−1(Ω²),H10 (Ω²) =
∫
Ω²
ψϕw²dx =
∫
Ω²
P²ψϕdx, ∀ψL2(Ω²), ∀ϕ ∈ W 1,p0 (Ω),
demonstra que R∗² = P² e´ uma extensa˜o de P² e (2.38) imediatamente implica (2.36).
¤
Proposic¸a˜o 2.4 Suponhamos que o quadro de hipo´teses (2.1) seja satisfeito e consid-
eremos o operador P² definido em (2.34). Seja v² uma sequ¨eˆncia em L
∞(0, T ;L2(Ω²))∩
W 1,1(0, T ;H−1(Ω²)) tal que v˜² ⇀
∗ v, fraco-estrela, em L∞(0, T ;L2(Ω))
P²v
′
² ⇀ v
′
, fracamente, em L1(0, T ;W−1,q(Ω)),
(2.39)
para algum q ∈ (1, n
n−1
)
.
Enta˜o, para toda ϕ ∈ L2(Ω), temos
∫
Ω
v˜²(x, ·)ϕ(x)dx→
∫
Ω
v(x, ·)ϕ(x)dx, fortemente em C0([0, T ]),
isto e´,
v˜² → v, fortemente em C0s ([0, T ];L2(Ω)).
Demonstrac¸a˜o: Notemos que
P²v² = w²v˜² ⇀
∗ v, fraco-estrela emL∞(0, T ;L20(Ω)). (2.40)
De fato! Temos por (2.39)1 que
〈v˜², ψ〉 → 〈v, ψ〉, ∀ψ ∈ L1(0, T ;L2(Ω)).
Assim, ∫ T
0
(v˜², ψ)dt→
∫ T
0
(v, ψ)dt,
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integrando em Ω e aplicando Fubini, temos
∫ T
0
∫
Ω
v˜²ψdxdt→
∫ T
0
∫
Ω
vψdxdt. (2.41)
Por outro lado,
∣∣∣∣∫ T
0
∫
Ω
(P²v² − v)ψdxdt
∣∣∣∣ = ∣∣∣∣∫ T
0
∫
Ω
(w²v˜² + w²v − w²v − v)ψdxdt
∣∣∣∣
≤M0
∣∣∣∣∫ T
0
∫
Ω
(v˜² − v)ψdxdt
∣∣∣∣+ ∣∣∣∣∫ T
0
∫
Ω
(w² − 1)vψdxdt
∣∣∣∣ .
(2.42)
Logo, combinando (iii) de (2.1, (2.41) e (2.42), segue que
∫ T
0
∫
Ω
(P²v² − v)ψdxdt→ 0, ∀ψ ∈ L1(0, T ;L2(Ω)), quando ²→ 0,
o que demonstra (2.40).
Assim, por (2.39)2 e (2.40), a sequ¨eˆncia g² = P²v² satisfaz as hipo´teses do corola´rio
(2.2) com X = L2(Ω) e Y = W−1,q(Ω).
Logo,
P²v² → v, fortemente em C0s ([0, T ];L2(Ω)),
ou seja,
w²v˜² → v, fortemente em C0s ([0, T ];L2(Ω)),
o que nos da´,
∫
Ω
w²v˜²ϕdx→
∫
Ω
vϕdx, fortemente em C0([0, T ]), ∀ϕ ∈ L2(Ω). (2.43)
Agora, notemos que
∫
Ω
v˜²ϕdx =
∫
Ω
w²v˜²ϕdx+
∫
Ω
v˜²ϕ(1− w²)dx. (2.44)
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Mas, por (i) e (iii) de (2.1), por (2.39) e pelo T.C.D.L., temos
∣∣∣∣∫
Ω
v˜²ϕ(1− w²)dx
∣∣∣∣ ≤ ‖v˜²‖L∞(0,T ;L2(Ω))‖ϕ(1− w²)‖L2(Ω) → 0. (2.45)
Assim, combinando (2.43), (2.44) e (2.45), segue que
∫
Ω
v˜²ϕdx→
∫
Ω
vϕdx, fortemente em C0([0, T ]).
¤
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Cap´ıtulo 3
Existeˆncia e Unicidade de Soluc¸o˜es
Fracas
Neste cap´ıtulo apresentaremos, atrave´s do me´todo de Faedo - Galerkin, as condic¸o˜es
para a existeˆncia e unicidade de soluc¸a˜o fraca do Problema de Cauchy associado a`
equac¸a˜o da onda, no domı´nio Ω² definido no cap´ıtulo 2, para cada ² > 0 fixado. Di-
vidiremos este cap´ıtulo em treˆs sec¸o˜es. Na sec¸a˜o 3.1 apresentaremos o problema, na
sec¸a˜o 3.2 mostraremos a existeˆncia de soluc¸a˜o fraca para o probema enunciado na
sec¸a˜o 3.1 e na sec¸a˜o 3.3 mostraremos a unicidade da soluc¸a˜o.
3.1 Apresentac¸a˜o do Problema
Consideremos Ω² ⊂ Rn , n ≥ 2, um conjunto aberto, limitado e bem regular.
Representaremos por Γ² a fronteira de Ω², por Q² o cilindro Q² = Ω²× (0, T ) e por Σ²
a fronteira lateral de Q², isto e´, Σ² = Γ² × (0, T ).
O problema consiste em:
Dados f ∈ L1(0, T ;L2(Ω²) e u0 ∈ L2(Ω²), encontrar u = u(x, t) definida em Q²,
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tal que: 
u′′² −∆u² = f² em Q² = Ω² × (0, T ), T > 0
u²(0) = u
0
² em Ω²
u′²(0) = u
1
² em Ω²
u² = 0 sobre Σ² = Γ² × (0, T ).
(3.1)
Observac¸a˜o 3.1 Em (3.1) estamos representando por u′² e a derivada de u²(x, t) em
relac¸a˜o a t e por u′′² a derivada de u
′
² em relac¸a˜o a t.
Formularemos agora, o conceito de soluc¸a˜o fraca.
Para u, v ∈ H10 (Ω²), consideremos a forma de Dirichlet
((u, v)) =
n∑
i=1
∫
Ω²
∂u
∂xi
∂v
∂xi
dx.
Uma soluc¸a˜o fraca para o problema hiperbo´lico (3.1), e´ uma func¸a˜o u² : (0, T )→
H10 (Ω²), tal que
d
dt
(u′²(t), v) + ((u²(t), v²)) = (f²(t), v²), ∀v² ∈ H10 (Ω²),
sendo esta igualdade entendida no sentido das distribuic¸o˜es.
Enunciaremos enta˜o, o seguinte teorema, a ser demosntrado nas sec¸o˜es 3.2 e 3.3.
Teorema 3.1 Consideremos f ∈ L1(0, T ;L2(Ω²)), u0² ∈ H10 (Ω), u1² ∈ L2(Ω²). Enta˜o,
existe uma u´nica func¸a˜o u² : Q² → R, satisfazendo:

u² ∈ L∞(0, T ;H10 (Ω²));
u′² ∈ L∞(0, T ;L2(Ω²));
u′′² ∈ L1(0, T ;H−1(Ω²))
(3.2)
d
dt
(u′²(t), v²) + ((u²(t), v²)) = (f²(t), v²), ∀v² ∈ H10 (Ω²), no sentido de D′(0, T ); (3.3)
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u²(0) = u
0
² e u
′
²(0) = u
1
² . (3.4)
Na demonstrac¸a˜o desse teorema usaremos o me´todo de Faedo - Galerkin, o qual
consiste em aproximar a soluc¸a˜o desejada, por soluc¸o˜es de problemas ana´logos, mas
em dimensa˜o finita.
3.2 Existeˆncia de Soluc¸a˜o
Dividiremos a demonstrac¸a˜o da existeˆncia de soluc¸a˜o para o problema enunciado
no teorema (3.1) em quatro etapas, a saber:
(i) construc¸a˜o de soluc¸o˜es aproximadas em subespac¸os de dimensa˜o finita;
(ii) estimativas a priori sobre as soluc¸o˜es aproximadas;
(iii) passagem ao limite das soluc¸o˜es aproximadas;
(iv) verificac¸a˜o da condic¸a˜o inicial.
Etapa (i) - Problema Aproximado
Sendo H10 (Ω²) um espac¸o de Hilbert separa´vel, segue que existe uma sequ¨eˆncia de
vetores
w²1, w²2, . . . , w²m, . . .
tais que:
• w²j ∈ H10 (Ω²), ∀j = 1, 2, . . . ,m, . . . ;
• w²1, w²2, . . . , w²m sa˜o linearmente independentes para cada m fixo;
• as combinac¸o˜es lineares finitas dos w²j sa˜o densas em H10 (Ω²).
Seja, enta˜o, W²m = [w²1, w²2, . . . , w²m] o subespac¸o m-dimensional de H
1
0 (Ω²),
gerado pelos m primeiros vetores.
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Queremos encontrar
u²m : (0, T )→ W²m
sob a forma:
u²m(t) =
m∑
j=1
g²jm(t)w²j,
sendo os g²jm determinados pelas seguintes condic¸o˜es:
d
dt
(u′²m(t), v) + ((u²m(t), v)) = (f²(t), v), ∀v ∈ W²m, (3.5)
u²m(0) = u
0
²m, lim
m→∞
u0²m = u
0
² em H
1
0 (Ω²), (3.6)
u′²m(0) = u
1
²m, lim
m→∞
u1²m = u
1
² em L
2(Ω²), (3.7)
Substituindo v² por w²j, 0 < j ≤ m, em (3.5), resulta que as func¸o˜es t →
(u²m(t), w²j) devem satisfazer
d
dt
(u′²m(t), w²j) + ((u²m(t), w²j)) = (f²(t), w²j), j = 1, 2, . . . ,m.
Agora, notemos que u0² ∈ H10 (Ω²), logo pode ser aproximada pelos w²j. Assim,
existem αjm ∈ R, tais que
u0² = lim
m→∞
m∑
j=1
αjmw²j, (3.8)
e como queremos
u²m(t) =
m∑
j=1
g²jm(t)w²j,
temos
u²m(0) =
m∑
j=1
g²jm(0)w²j. (3.9)
Fazendo u0²m =
m∑
j=1
αjmw²j, de (3.8) e (3.9), deduzimos que (3.6) equivale a
g²jm(0) = αjm, j = 1, 2, . . . ,m. (3.10)
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Analogamente, usando a densidade de H10 (Ω²) em L
2(Ω²), conclu´ımos que u
1
²
tambe´m pode ser aproximada pelos w²j, com isso, existem βjm ∈ R, j = 1, 2, . . . ,m,
tais que que
u1² = lim
m→∞
m∑
j=1
βjmw²j.
Assim, tomando u²m =
m∑
j=1
βjmw²j, obtemos que a condic¸a˜o em (3.7) equivale a
g′²jm(0) = βjm, j = 1, 2, . . . ,m. (3.11)
Obtemos enta˜o o sistema
d
dt
m∑
j=1
g′²jm(t)(w²j, w²i) +
m∑
j=1
g²jm(t)((w²j, w²i)) = (f²(t), w²j), i = 1, 2, . . . ,m; (3.12)
g²jm(0) = αjm, j = 1, 2, . . . ,m; (3.13)
g′²jm(0) = βjm, j = 1, 2, . . . ,m. (3.14)
Notemos que o sistema dado por (3.12), (3.13) e (3.14), constitui um sistema lin-
ear de equac¸o˜es ordina´rias, que pode ser escrito numa forma adequada a` aplicac¸a˜o do
teorema de existeˆncia de Caracthe`odory. Logo, existe a soluc¸a˜o aproximada u²m(t),
para t no intervalo [0, T ].
Etapa (ii) - Estimativas a priori
Fazendo v² = u
′
²m(t) ∈ W²m em (3.5), obtemos:
1
2
d
dt
{|u′²m(t)|2 + ((u²m(t), u²m(t)))} = (f²(t), u′²m(t)) (3.15)
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Vimos na etapa (i) que u²m(t) existe em [0, tm). Enta˜o, tomando 0 < t < tm e
integrando (3.15), temos
|u′²m(t)|2 + ((u²m(t), u²m(t))) = |u′²m(0)|2 + ((u²m(0), u²m(0))) + 2
∫ t
0
(f²(s), u
′
²m(s))ds
(3.16)
Notemos que de (3.6) e da desigualdade de Poincare´-Friedricks, podemos con-
cluir que ((u²m(0), u²m(0))) e´ convergente, logo limitada. De modo ana´logo, de (3.7)
tambe´m temos que |u′²m(0)| e´ convergente e com isso limitada.
Vamos analisar, agora, o termo 2
∫ t
0
(f²(s), u
′
²m(s))ds.
Pela desigualdade de Schwarz e da desigualdade 2ab ≤ a2 + b2, temos:
2
∫ t
0
(f²(s), u
′
²m(s))ds ≤ 2
∫ t
0
|f²(s)||u′²m|ds
= 2
∫ t
0
|f²(s)|
1
2 |f²(s)|
1
2 |u′²m|ds
≤ ∫ T
0
|f²(s)|ds+
∫ t
0
|f²(s)ds||u′²m|2ds
(3.17)
Como f² ∈ L1(0, T ;L2(Ω²)), temos que a primeira integral do segundo membro,
em (3.17), e´ um nu´mero independente de m.
Assim, das estimativas acima e de (3.16) obtemos:
|u′²m(t)|2 + ‖u²m(t)‖2 ≤ C +
∫ t
0
|f²(s)||u′²m(s)|2ds. (3.18)
Segue, agora, pela desigualdade de Gronwall, que |u′²m(t)| e´ limitada por uma
constante em [0, T ), independente de m.
E, pela desigualdade de Poincare´-Friedricks, ‖u²m(t)‖ tambe´m e´ limitada por uma
constante em [0, T ), independente de m.
Com isso,
{u²m(t)}m∈N e´ limitada em L∞(0, T ;H10 (Ω²))) independentemente de m;
{u′²m(t)}m∈N e´ limitada em L∞(0, T ;L2(Ω²))) independentemente de m.
(3.19)
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Etapa (iii) - Passagem ao limite
Pelas estimativas (3.19), segue que existem subsequ¨eˆncias {u²ν}ν∈N de {u²m}m∈N
e {u′²ν}ν∈N de {u′²m}m∈N, tais que:
u²ν ⇀
∗ u², fraco-estrela em L∞(0.T ;H10 (Ω²)), (3.20)
e
u′²ν ⇀
∗ u′², fraco-estrela em L
∞(0.T ;L2(Ω²)). (3.21)
Isto significa que para toda w ∈ L1(0, T ;H1(Ω²)) ⊂ L1(0, T ;H−1(Ω²)) tem-se:
∫ T
0
〈u²ν(t), w(t)〉dt→
∫ T
0
〈 u²(t), w(t)〉dt. (3.22)
Identificando L2(Ω²) ao seu dual, via teorema da representac¸a˜o de Riesz, temos
que para cada w ∈ L1(0, T ;L2(Ω²)), vale que:
∫ T
0
〈u′²ν(t), w(t)〉dt→
∫ T
0
〈 u′²(t), w(t)〉dt. (3.23)
Como a forma bilinear ((., .)) e´ cont´ınua em H10 (Ω²), ao fixarmos uma coordenada,
a forma resultante sera´ cont´ınua em H10 (Ω²). Com isso, pela convergeˆncia fraca-estrela
de u²m, temos que:
∫ t
0
((u²m(t), w(t)))dt→
∫ t
0
((u²(t), w(t)))dt. (3.24)
Notemos que (3.20) e (3.21) nos diz que u² ∈ L∞(0, T ;H10 (Ω²)) e u′² ∈ L∞(0, T ;L2(Ω²)).
Mostremos, agora, que u² e´ soluc¸a˜o da equac¸a˜o em (3.3), no sentido de D′(0, T ).
Consideremos m0 fixo e ν > m0. Multiplicando a equac¸a˜o aproximada (3.5) por
θ ∈ D′(0, T ) e integrando de 0 a T , obtemos
∫ T
0
(u′′²ν(t), v)θ(t)dt+
∫ T
0
((u²ν(t), v))θ(t)dt =
∫ T
0
(f²(t), v)θ(t)dt,
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para toda v ∈ W²m0 .
Integrando por partes a primeira integral, obtemos
−
∫ T
0
(u′²ν(t), v)θ
′(t)dt+
∫ T
0
((u²ν(t), v))θ(t)dt =
∫ T
0
(f²(t), v)θ(t)dt.
Tomando o limite quando ν →∞, por (3.22) e (3.23), obtemos
−
∫ T
0
(u′²(t), v)θ
′(t)dt+
∫ T
0
((u²(t), v))θ(t)dt =
∫ T
0
(f²(t), v)θ(t)dt (3.25)
para toda v ∈ W²m0 .
Como t→ (u′²(t), v) ∈ L∞(0, T ), esta func¸a˜o define uma distribuic¸a˜o sobre (0, T ).
A primeira integral em (3.25) e´ derivada desta distribuic¸a˜o, logo
∫ T
0
d
dt
(u′²(t), v)θ(t)dt+
∫ T
0
((u²(t), v))θ(t)dt =
∫ T
0
(f²(t), v)θ(t)dt (3.26)
para toda v ∈ W²m0 e θ ∈ D(0, T ).
Pelo fato dos W²m0 serem densos em H
1
0 (Ω²), podemos concluir de (3.26) que
∫ T
0
d
dt
(u′²(t), v)θ(t)dt+
∫ T
0
((u²(t), v))θ(t)dt =
∫ T
0
(f²(t), v)θ(t)dt
para toda v ∈ H10 (Ω²) e θ ∈ D(0, T ).
Isto nos diz que u² e´ soluc¸a˜o da equac¸a˜o em (3.3) no sentido de D′(0, T ).
Mostremos, agora, que u′′² ∈ L1(0, T ;H−1(Ω²)).
Como u′² ∈ L∞(0, T ;L2(Ω²)), u′² define uma distribuic¸a˜o vetorial u˜′², dada por:
〈u˜′², ϕ〉 =
∫ T
0
(u′²(t), v)ϕ(t)dt ∈ L2(Ω²) ⊂ H−1(Ω²). (3.27)
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Assim, u˜′² ∈ L(D(0, T ), H−1(Ω²)) e possui derivada no sentido das distribuic¸o˜es
vetoriais, da´ı,
〈(u˜′²)′, ϕ〉 = −〈u˜′², ϕ′〉 = −
∫ T
0
(u′²(t), v)ϕ
′(t)dt ∈ H−1(Ω²),
o que nos da´ (u˜′²)
′ ∈ L(D(0, T ), H−1(Ω)).
Enta˜o, podemos calcular 〈(u˜′²)′, ϕ〉 ∈ H−1(Ω²) em v ∈ H10 (Ω²).
Assim,
(〈(u˜′²)′, ϕ〉, v)H10 (Ω²) = (〈u˜′², ϕ′〉, v)H10 (Ω²)
= −(
∫ T
0
(u′²(t), v)ϕ
′(t)dt, v)H10 (Ω²)
= −
∫ T
0
(u′²(t)ϕ
′(t), v)dt
= −
∫ T
0
(u′²(t)), v)ϕ
′(t)dt
Logo,
(〈(u˜′²)′, ϕ〉, v)H10 (Ω²) =
∫ T
0
d
dt
(u′²(t)), v)ϕ(t)dt. (3.28)
Mas, u² ∈ L∞(0, T ;H10 (Ω²)) nos da´ que −∆u ∈ L2(0, T ;H−1(Ω²).
Enta˜o,
(〈∆u, ϕ〉, v)H10 (Ω²) =
∫ T
0
(−∆u, v)ϕ(t))dt ∀v ∈ H10 (Ω²). (3.29)
De modo ana´logo, temos f² ∈ L1(0, T ;L2(Ω²)), assim, f²(t) ∈ H−1(Ω²), o que nos
da´
(〈f˜²(t), ϕ〉, v)H10 (Ω²) =
∫ T
0
(f²(t), v)ϕ(t))dt ∀v ∈ H10 (Ω²). (3.30)
Agora, identificando u² com a distribuic¸a˜o u˜² dada em (3.27), sendo u² soluc¸a˜o da
equac¸a˜o (3.3), conclu´ımos de (3.28), (3.29) e (3.30) , que u² satisfaz a equac¸a˜o
u′′² −∆u = f²
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no sentido das distribuic¸o˜es vetoriais em H−1(Ω²) e tambe´m u′′² ∈ L1(0, T ;H−1(Ω²)).
Etapa (iv) - Verificac¸a˜o das condic¸o˜es iniciais
Observemos que, pelas estimativas obtidas para u²m e u
′
²m, temos que (u²m) e´
limitada em H1(Q²). E, como H
1(Q²) ↪→c L2(Q²), segue que a subsequ¨eˆncia (u²nu)
converge para u², fortemente em L
2(Q²), logo, converge fracamente em L
2(Q²).
Assim, para θ ∈ C1([0, T ];R), θ(0) = 1, θ(T ) = 0, temos:
∫ T
0
(u²ν(t), v)θ
′(t)dt→
∫ T
0
(u²(t), v)θ
′(t)dt
Ao integrarmos por partes, como u² ∈ C0([0, T ];L2(Ω²)), segue que:
{
−
∫ T
0
(u′²ν(t), v)θ(t)dt− (u²ν(0), v)
}
→
{
−
∫ T
0
(u′²(t), v)θ(t)dt− (u²(0), v)
}
.
Usando (3.23), conclu´ımos que:
(u²ν(0), v)→ (u²(0), v), ∀v ∈ H10 (Ω²).
Assim,
(u²ν(0))⇀ u²(0), fracamente em L
2(Ω²).
Por construc¸a˜o temos que
u²ν(0) = u
0
²ν → u0² , fortemente em H10 (Ω²).
Logo,
u²ν(0)⇀ u
0
² , fracamente em L
2(Ω²).
Assim, pela unicidade do limite fraco, segue que u²(0) = u
0
² .
Analogamente conclu´ımos que u′²(0) = u
1
² .
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3.3 Unicidade da Soluc¸a˜o Fraca
Nesta sec¸a˜o demonstraremos, com as hipo´teses do teorema (3.1), que a soluc¸a˜o
encontrada e´ u´nica.
Na sec¸a˜o 3.2 vimos que toda soluc¸a˜o u² do teorema (3.1), satisfaz
−
∫ T
0
((u′²ν(t), v)θ
′(t)dt+
∫ T
0
((u²ν(t), v))θ(t)dt =
∫ T
0
(f²(t), v)θ(t)dt+(u
′
²ν(0), v),∀θ ∈ C1([0, T ];R), θ(0) = 1, θ(T ) = 0,∀v ∈ H10 (Ω²).
Notemos que z(t) = θ(t)v ∈ C1([0, T ];H10 (Ω²)) ⊂ L1(0, T ;H10 (Ω²)).
Assim, supomos u² e u
∗
² duas soluc¸o˜es nas condic¸o˜es do teorema (3.1). Temos que
w² = u² − u∗² satisfaz:
−
∫ T
0
(w′²(t), z
′(t))dt+
∫ T
0
((w²(t), z(t)))dt = 0 ∀z ∈ C1([0, T ];H10 (Ω²)). (3.31)
Seja s ∈ (0, T ).
Observemos que w² e´ soluc¸a˜o nas condic¸o˜es do teorema (3.1), com f² = 0, w²(0) =
w′²(0) = 0.
Temos que w² ∈ L1(0, T ;H10 (Ω²)), assim
z(x) =
 −
∫ s
0
w²(ξ)dξ, se t ≤ s
0 se t > s.
(3.32)
e´ uma func¸a˜o de C1([0, T ];H10 (Ω²)).
Temos z′(t) = w²(t).
Substituindo z(t), dada em (3.32), em (3.31), temos que:
∫ s
0
(w′²(t), w²(t))dt+
∫ s
0
((z′(t), z(t)))dt = 0,
o que nos da´: ∫ s
0
d
dt
[((z(t), z(t)))− |w²(t)|2]dt = 0.
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Mas, z(s) = 0 e w²(0) = 0, logo, ((z(0)), z(0))) + |w²(s)|2 = 0. Como ((z(0)), z(0))) >
0, temos que |w²(s)|2 = 0, logo w²(0) = 0, ∀s ∈ [0, T ].
Portanto a soluc¸a˜o fraca do teorema (3.1) e´ u´nica.
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Cap´ıtulo 4
Homogeneizac¸a˜o da Equac¸a˜o da
Onda
Neste cap´ıtulo mostraremos o resultado de homogeneizac¸a˜o para a equac¸a˜o da
onda, e tambe´m, a semi-continuidade inferior da energia.
4.1 O Processo de Homogeneizac¸a˜o
O cap´ıtulo 3 nos garante a existeˆncia e a unicidade da soluc¸a˜o da equac¸a˜o da onda
no domı´nio Ω², para ² > 0, fixado, vamos obter nesta sec¸a˜o a soluc¸a˜o desta equac¸a˜o
em todo o domı´nio Ω. Vamos, para isto, fazer ² → 0. Isto e´ o que chamamos de
resultado de homogeneizac¸a˜o, que e´ apresentado no seguinte Teorema.
Teorema 4.1 Suponhamos que o quadro de hipo´teses (2.1) seja satisfeito e consid-
eremos as sequ¨eˆncias de dados satisfazendo:

u˜0² ⇀ u
0, fracamente em H10 (Ω)
u˜1² ⇀ u
1, fracamente em L2(Ω)
f˜² ⇀ f, fracamente em L
1(0, T ;L2(Ω)).
(4.1)
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Enta˜o, a sequ¨eˆncia de soluc¸o˜es u² de (3.1) satisfaz u˜² ⇀
∗ u, fraco-estrela, em L∞(0, T ;H10 (Ω))
u˜′² ⇀
∗ u
′
, fraco-estrela, em L∞(0, T ;L2(Ω)),
(4.2)
onde u = u(x, t) e´ a u´nica soluc¸a˜o da equac¸a˜o da onda homogenizada:

u
′′ −∆u+ µu = f, em Q = Ω× (0, T )
u = 0, em Σ = Γ× (0, T ), Γ = ∂Ω
u(0) = u0, em Ω
u′(0) = u1, em Ω
u ∈ C0([0, T ];V ) ∩ C1([0, T ];L2(Ω)),
(4.3)
onde V = H10 (Ω)∩L2(Ω, dµ) definido em (2.8)e µ e´ uma medida de Radon dada pelo
Lema (2.1).
Observac¸a˜o 4.1 Notemos que, devido ao produto escalar a(·, ·) de V , definido em
(2.9), a formulac¸a˜o variacional da equac¸a˜o da onda, em (4.3)1 e´:

d2
dt2
∫
Ω
u(x, t)v(x)dx+ a(u(t), v) =
∫
Ω
f(x, t)v(x)dx,
em D′(0, T ), ∀v ∈ V
u ∈ L∞(0, T ;V ) ∩W 1,∞(0, T ;L2(Ω)).
(4.4)
Notemos, tambe´m, que de acordo com o Teorema 2.2, a func¸a˜o u0 (que e´ o limite fraco
em H10 (Ω) das func¸o˜es u˜
0
² que se anulam sobre os buracos S²) pertence a V , logo na˜o e-
xiste contradic¸a˜o entre as duas condic¸o˜es u(0) = u0 e u ∈ C0([0, T ];V ). Observemos
que os resultados cla´ssicos garantem a existeˆncia e a unicidade de soluc¸o˜es de (4.3).
De fato, a unicidade e´ garantida na larga classe L∞(0, T ;V ) ∩W 1,∞(0, T ;L2(Ω)).
E´ va´lido, tambe´m, observarmos que f˜² e´ assumida convergir fraco em L
1(0, T ;L2(Ω)),
que e´ uma hipo´tese mais forte que ser limitada neste espac¸o. ¤
Demonstrac¸a˜o: (do teorema (4.1)) Procederemos a demonstrac¸a˜o em quatro etapas:
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1a etapa - Estimativas a priori
Das estimativas obtidas em (3.19) segue-se que existe uma subsequ¨eˆncia {u²m}m∈N
tal que  u²m ⇀
∗ u², fraco-estrela em L∞(0, T ;H10 (Ω²))
u
′
²m ⇀
∗ u
′
², fraco-estrela em L
∞(0, T ;L2(Ω²))
(4.5)
Assim, pelo teorema de Banach-Steinhaus, temos:

‖u²‖L∞(0,T ;H10 (Ω)) ≤ lim infm→∞ ‖u²m‖L∞(0,T ;H10 (Ω²)) ≤ C, ∀² > 0
‖u′²‖L∞(0,T ;L2(Ω)) ≤ lim inf
m→∞
‖u′²m‖L∞(0,T ;L2(Ω²)) ≤ C, ∀² > 0.
(4.6)
onde C na˜o depende de ² devido as condic¸o˜es em (4.1).
Logo,
 u˜² e´ limitada em L
∞(0, T ;H10 (Ω)), independentemente de ² > 0
u˜′² e´ limitada em L
∞(0, T ;L2(Ω)), independentemente de ² > 0.
(4.7)
Com isso, existe uma subsequ¨eˆncia, a qual continuaremos a denotar por u˜², tal
que:  u˜² ⇀
∗ u, fraco-estrela em L∞(0, T ;H10 (Ω))
u˜′² ⇀
∗ u
′
, fraco-estrela em L∞(0, T ;L2(Ω)).
(4.8)
Assim, pela proposic¸a˜o(2.2), segue que
u ∈ L∞(0, T ;V ) ∩W 1,∞(0, T ;L2(Ω)). (4.9)
2o etapa - Passagem ao limite na equac¸a˜o (3.1)1
Sejam ψ ∈ D(0, T ), ϕ ∈ D(Ω) e w² a sequ¨eˆncia de func¸o˜es do quadro de hipo´teses
(2.1). Consideremos a func¸a˜o teste ψ(t)w²(x)ϕ(x) e vamos compoˆ-la com a equac¸a˜o
(3.1)1.
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Temos:
〈u², ψ′′(t)w²(x)ϕ(x)〉Q² + 〈−∆u², ψ(t)w²(x)ϕ(x)〉Q² = 〈f², ψ(t)w²(x)ϕ(x)〉Q² .
(4.10)
Observac¸a˜o 4.2 Em (4.10) estamos representado por 〈· , ·〉Q² o par dualidade entre
L1(0, T ;H−1(Ω²)) e L∞(0, T ;H10 (Ω²)).
Integrando por partes, na varia´vel x, o segundo termo do primeiro membro de
(4.10), obtemos:
〈−∆u², ψw²ϕ〉Q² =
∫
Q²
∇u² · ∇(ψw²ϕ)dxdt =
=
∫
Q²
∇u² · ψ∇w²ϕdxdt+
∫
Q²
∇u² · ψw²∇ϕdxdt.
(4.11)
Mas, por outro lado, temos que
〈−∆w², ψu²ϕ〉Q² =
∫
Q²
∇w² · ∇(ψu²ϕ)dxdt =
=
∫
Q²
∇w² · ψ∇u²ϕdxdt+
∫
Q²
∇w² · ψu²∇ϕdxdt,
(4.12)
enta˜o segue que
∫
Q²
∇u² · ψ∇w²ϕdxdt =
= 〈−∆w², ψu²ϕ〉Q² −
∫
Q²
∇w² · ψu²∇ϕdxdt.
(4.13)
Substituindo (4.13) em (4.11), obtemos
〈−∆u², ψw²ϕ〉Q² = 〈−∆w², ψu²ϕ〉Q²−
−
∫
Q²
∇w² · ψu²∇ϕdxdt+
∫
Q²
∇u² · ψw²∇ϕdxdt.
(4.14)
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E, substituindo (4.14) em (4.10), temos
〈u′², ψw²ϕ〉Q² + 〈−∆w², ψu²ϕ〉Q² −
∫
Q²
∇w² · ψu²∇ϕdxdt+
+
∫
Q²
∇u² · ψw²∇ϕdxdt = 〈f², ψw²ϕ〉Q² .
(4.15)
Ana´lise dos termos de (4.15):
Antes de analisarmos, termo a termo, a equac¸a˜o (4.15), faremos algumas consid-
erac¸o˜es.
Notemos que, em (4.8) temos a convergeˆncia
u˜² ⇀
∗ u, fraco-estrela, emL∞(0, T ;H10 (Ω)),
que implica na convergeˆncia
∫ T
0
〈u˜², v〉Ωdt→
∫ T
0
〈u, v〉Ωdt, ∀v ∈ L1(0, T ;H−1(Ω)),
em particular, para v(x, t) = ϕ(x)ψ(x), com ϕ ∈ H−1(Ω), ψ ∈ L1(0, T ), assim,
∫ T
0
〈u˜², ϕ〉Ωψdt→
∫ T
0
〈u, ϕ〉Ωψdt, ∀ϕ ∈ H−1(Ω), ψ ∈ L1(0, T ).
Com isso,
∫ T
0
(∫
Ω
u˜²ϕdx
)
ψdt→
∫ T
0
(∫
Ω
uϕdx
)
ψdt, ∀ϕ ∈ H−1(Ω), ∀ψ ∈ D(0, T ).
Pelo teorema de Fubini, segue que
∫
Ω
(∫ T
0
ψu˜²dt
)
ϕdx→
∫
Ω
(∫ T
0
ψudt
)
ϕdx, ∀ϕ ∈ H−1(Ω), ∀ψ ∈ D(0, T ).
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Isto significa que
∫ T
0
ψu˜²dt ⇀
∫ T
0
ψudt fracamente em H10 (Ω), (4.16)
logo, por Rellich-Kondrachoff, (inclusa˜o compacta de H−1(Ω) em L2(Ω),) segue que
∫ T
0
ψu˜²dt→
∫ T
0
ψudt fortemente em L2(Ω).
E, como ψ ∈ D(0, T ), seque que ψ′′ ∈ D(0, T ), logo,
∫ T
0
ψ′′u˜²dt ⇀
∫ T
0
ψudt fracamente em H10 (Ω) e fortemente em L
2(Ω). (4.17)
Vamos, agora, a` ana´lise dos termos em (4.15).
1o termo:
Estendendo por zero fora de Ω² e aplicando o teorema de Fubini no primeiro termo,
obtemos
〈u², ψ′′w²ϕ〉Q² =
∫ T
0
∫
Ω
u˜²ψ
′′w²ϕdxdt =
∫
Ω
w²ϕ
(∫ T
0
ψ′′u˜²dt
)
dx. (4.18)
Usando a hipo´tese (iii) de (2.1) e o teorema de Rellich-Kondrachoff, para uma
subsequ¨eˆncia, ainda denotada por w², temos que
w² → 1, fortemente, em L2(Ω). (4.19)
Assim, de (4.16) e (4.19), temos a seguinte convergeˆncia em (4.18)
〈u², ψ′′w²ϕ〉Q² →
∫
Ω
ϕ
(∫ T
0
ψ′′udt
)
dx. (4.20)
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2o termo:
Pela hipo´tese (iv) de (2.1) (−∆w² = µ²− γ²), e pelo teorema de Fubini, segue que
〈−∆w², ψu²ϕ〉Q² = 〈(µ² − γ²), ψu²ϕ〉Q² =
=
〈
(µ² − γ²),
(∫ T
0
ψu˜²dt
)
ϕ
〉
Ω
=
〈
µ²,
(∫ T
0
ψu˜²dt
)
ϕ
〉
Ω
,
(4.21)
pois, 〈γ², ϕ
∫ T
0
ψu˜²dt〉Ω = 0.
Logo, de (4.16) e de (iv) em (2.1), temos a seguinte convergeˆncia em (4.21)
〈−∆w², ψu²ϕ〉Q² →
〈
µ,
(∫ T
0
ψudt
)
ϕ
〉
Ω
. (4.22)
3o termo:
Aplicando o teorema de Fubini e estendendo por zero fora de Ωe, temos
∫
Q²
∇w² · ψu²∇ϕdxdt =
∫
Ω
∇w² ·
(∫ T
0
ψu˜²dt
)
∇ϕdx.
Pela hipo´tese (iii) de (2.1), para uma subsequ¨eˆncia, que ainda denotaremos pelo
mesmo s´ımbolo, temos que ∇w² ⇀ 0, fracamente, em L2(Ω). Da´ı e de (4.16), temos
∫
Q²
∇w² · ψu²∇ϕdxdt→ 0. (4.23)
4o termo:
Aplicando o teorema de Fubini e estendendo por zero fora de Ωe, temos
∫
Q²
∇u² · ψw²∇ϕdxdt =
∫
Ω
w²∇ϕ · ∇
(∫ T
0
ψu˜²dt
)
dx. (4.24)
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Por (4.16)1, para uma subsequ¨eˆncia, ainda denotada pelo mesmo s´ımbolo, temos que:
∇
(∫ T
0
ψu˜²dt
)
⇀ ∇
(∫ T
0
ψudt
)
, fracamente, em [L2(Ω)]n. (4.25)
Assim, de (4.19) e (4.25) obtemos a seguinte convergeˆncia em (4.24):
∫
Q²
∇u² · ψw²∇ϕdxdt→
∫
Ω
∇ϕ · ∇
(∫ T
0
ψudt
)
dx. (4.26)
5o termo:
Tambe´m aplicando o teorema de Fubini e estendendo por zero fora de Ω², temos
que
〈f², ψw²ϕ〉Q² =
∫
Ω
w²ϕ
(∫ T
0
ψf˜²dt
)
dx, (4.27)
e da hipo´tese (4.1)3 temos que
∫ T
0
ψf˜²dt ⇀
∫ T
0
ψfdt, fracamente, em L2(Ω).
Assim, desta convergeˆncia e de (4.19), obtemos em (4.27) que
〈f², ψw²ϕ〉Q² →
∫
Ω
ϕ
(∫ T
0
ψfdt
)
dx. (4.28)
Agora, usando as convergeˆncias obtidas em (4.20), (4.22), (4.23), (4.26) e (4.28),
segue de (4.15), que
∫
Ω
ϕ
(∫ T
0
ψ′′udt
)
dx+
〈
µ,
(∫ T
0
ψudt
)
dx
〉
Ω
+
∫
Ω
∇ϕ∇
(∫ T
0
ψudt
)
dx =
∫
Ω
ϕ
(∫ T
0
ψfdt
)
dx,
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por Fubini e pelo teorema de Deny (ver observac¸a˜o (2.2)), obtemos
∫ T
0
ψ′′
(∫
Ω
uϕdx
)
dt+
∫ T
0
ψ
(∫
Ω
uϕdµ
)
dt
+
∫ T
0
ψ
(∫
Ω
∇u · ∇ϕdx
)
dt =
∫ T
0
ψ
(∫
Ω
ϕfdx
)
dt.
Pela arbitrariedade de ψ ∈ D(0, T ), segue demonstrado que
d2
dt2
∫
Ω
u(x, t)ϕ(x)dx+ a(u, ϕ) =
∫
Ω
fϕdx, em D′(0, T ),∀ϕ ∈ D(Ω). (4.29)
Por (4.9) e pela densidade de D(Ω) em V (ver apeˆndice A), segue que (4.29) pode
ser estendida para toda func¸a˜o v ∈ V , o que demonstra (4.4) que equivale a (4.3)1 e
(4.3)2.
3a etapa - Passagem ao liminte nos dados iniciais
De (4.8) e da proposic¸a˜o (2.2), temos que
〈ϕ, u˜²(·)〉Ω → 〈ϕ, u(·)〉Ω, fortemente em C0([0, T ]), ∀ϕ ∈ H−1(Ω). (4.30)
Com isso e de (4.1)2, obtemos que u(0) = u
0.
Mostremos agora que u′(0) = u1, para isto, aplicaremos a proposic¸a˜o (2.4) a
v² = u
′
².
Verifiquemos que P²u
′′
² ⇀ u
′′, fracamente em L1(0, T ;W−1,q(Ω)). De fato! Temos
u′′² = ∆u² + f²,
assim,
P²u
′′
² = P²∆u² + P²f².
Por (4.8)1, segue que ‖∆u²‖L∞(0,T ;H−1(Ω²)) ≤ C, logo, pela proposic¸a˜o (2.1), temos
‖P²∆u²‖L∞(0,T,W−1,q(Ω)) ≤ Cq, ∀q ∈
(
1,
n
n− 1
)
.
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Analisemos o termo P²f². Pelas hipo´teses (i) de (2.1) e (4.1) temos que w²f˜² e´
limitada em L1(0, T ;L2(Ω)), tambe´m
∫
E
w²f˜²dt e´ relativamente compacta na topologia
fraca de L2(Ω) para qualquer subconjunto mensura´vel E de [0, T ], pois as func¸o˜es
t 7→ ‖f˜²‖L2(Ω) sa˜o uniformemente integra´veis sobre [0, T ], devido ao fato de que a
sequeˆncia f˜² ser relativamente compacta em L
1(0, T ;L2(Ω)), cf. [10] corola´rio 13
p.76, podemos aplicar o teorema de Dunford, (cf. [10], teorema 1, p. 101).
Logo, P²f² = w²f˜² e´ relativamente compacto na topologia fraca de L
1(0, T ;L2(Ω)).
Com isso, P²u
′′
² = P²∆u² + P²f² e´ relativamente compacto na topologia fraca de
L1(0, T ;W−1,q(Ω)).
Assim, por (2.1) e (4.8)2, segue que
P²u
′
² = w²u˜²
′ ⇀∗ u′, fraco-estrela, emL∞(0, T ;L2(Ω)).
Mas, (P²u
′
²)
′ = P²u′′² , logo,
P²u
′′
² ⇀ u
′′, fracamente em L1(0, T ;W−1,q(Ω)). (4.31)
Logo, por (4.8)2, 4.31 e pela proposic¸a˜o 2.4, segue que
∫
Ω
u˜′²(x, ·)ϕ(x)dx→
∫
Ω
u′(x, ·)ϕ(x)dx, fortemente em C0([0, T ]), ∀ϕ ∈ L2(Ω).
(4.32)
Portanto, usando (4.1)2, segue que u
′(0) = u1.
4a etapa - Conclusa˜o da demonstrac¸a˜o
Demonstramos, pela extrac¸a˜o de uma subsequ¨eˆncia (ainda denotada por (u²) que
a subsequ¨eˆncia (u²) satisfaz (4.2) onde o limite
u ∈ L∞(0, T ;V ) ∩W 1,∞(0, T ;L2(Ω))
e satisfaz (4.3).
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A unicidade da soluc¸a˜o de (3.3), permite-nos deduzir que a sequ¨eˆncia inteira sat-
isfaz (4.2).
Portanto, o teorema (4.1) esta´ provado.
¤
4.2 Semi-continuidade Inferior da Energia
Nesta sec¸a˜o, mostraremos um resultado de convergeˆncia pontual (no tempo) e a
propriedade de semi-continuidade inferior da energia.
Definamos, para qualquer t ∈ [0, T ] a energia E − ²(·) por
E²(t) =
1
2
‖u′²(t)‖2L2(Ω²) +
1
2
‖∇u²(t)‖2L2(Ω²). (4.33)
Temos a seguinte identidade da energia,
E²(t) = E²(0) +
∫ t
0
∫
Ω²
f²(x, s)dxds. (4.34)
Teorema 4.2 Suponhamos que as hipo´teses do teorema (4.1) sejam satisfeitas. Enta˜o,
para qualquer t ∈ [0, T ], fixado temos
 u˜²(t)⇀ u(t), fracamente, em H
1
0 (Ω),
u˜′²(t)⇀ u
′
(t), fracamente, em L2(Ω),
(4.35)
∫
Ω
|∇u(x, t)|2dx+
∫
Ω
|u(x, t)|2dµ(x) ≤
≤ lim inf
²→0
∫
Ω²
|∇u²(x, t)|2dx.
(4.36)
∫
Ω
|u′(x, t)|2dx ≤ lim inf
²→0
∫
Ω²
|u′²(x, t)|2dx e (4.37)
E(t) ≤ lim inf
²→0
E²(t), (4.38)
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onde a energia E²(·) e´ definida em (4.33) e e a energia E(·) e´ dada por
E(t) =
1
2
|u′(t)|2L2(Ω) +
1
2
|∇u(t)|2L2(Ω) +
1
2
|u(t)|2L2(Ω,dµ). (4.39)
Demonstrac¸a˜o: Em (4.30), obtemos
〈ϕ, u˜²(·)〉Ω −→ 〈ϕ, u²(·)〉Ω, fortemente em C0([0, T ]), ∀ϕ ∈ H−1(Ω).
Em particular, ∀ t ∈ [0, T ], temos
〈ϕ, u˜²(t)〉Ω → 〈ϕ, u²(t)〉Ω,
isto e´
u˜²(t)⇀ u(t), fracamente em H
1
0 (Ω), ∀t ∈ [0, T ],
o que nos da´ (4.35)1.
Analogamente, de (4.32) temos
∫
Ω
u˜²
′(x, ·)ϕ(x)dx→
∫
Ω
u′(x, ·)ϕ(x)dx, fortemente em C0([0, T ]), ∀ϕ ∈ L2(Ω).
Em particular, ∀t ∈ [0, T ], temos
〈ϕ, u˜²′(t)〉L2(Ω),L2(Ω) → 〈ϕ, u²(t)〉L2(Ω),L2(Ω), ∀ϕ ∈ L2(Ω),
isto e´,
u˜²
′(t)⇀ u(t), fracamente em L2(Ω), ∀t ∈ [0, T ],
o que nos da´ (4.35)2.
Ja´ a asserc¸a˜o em (4.36) segue diretamente do teorema (2.2).
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De (4.35)2 segue que
∫
Ω
|u′(x, t)|2dx = lim
²→0
∫
Ω²
|u′(x, t)|2dx ≤ lim inf
²→0
∫
Ω
|∇u′²(x, t)|2dx.
Agora, combinando (4.36) e (4.37) temos
∫
Ω
|∇u(x, s)|2dx+
∫
Ω
|u(x, s)|2dµ(x) +
∫
Ω
|u′(x, s)|2dx]
≤ lim inf
²→0
{∫
Ω²
|∇u²(x, t)|2dx+
∫
Ω²
|u′²(x, t)|2dx}.
Assim,
1
2
∫
Ω
|∇u(x, s)|2dx+ 1
2
∫
Ω
|u(x, s)|2dµ(x) + 1
2
∫
Ω
|u′(x, s)|2dx]
≤ lim inf
²→0
{1
2
∫
Ω²
|∇u²(x, t)|2dx+ 12
∫
Ω²
|u′²(x, t)|2dx},
isto e´,
E(t) ≤ lim inf
²→0
E²(t),
o que demonstra (4.38).
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Cap´ıtulo 5
Resultados de Correc¸a˜o
Neste cap´ıtulo estabeleceremos e demonstraremos o resultado de correc¸a˜o para a
equac¸a˜o da onda. Para isto sera˜o necessa´rias hipo´teses especiais sobre os dados. Uma
das principais etapas da demonstrac¸a˜o e´ a convergeˆncia forte da energia em C0([0, T ]).
5.1 Convergeˆncia Forte da Energia
Com relac¸a˜o a` condic¸a˜o inicial u0² , suporemos que

u0² ∈ H10 (Ω²);
∃g² ∈ H−1(Ω), tal que −∆u
0
² = g², em D′(Ω),
g² → g, fortemente em H−1(Ω).
(5.1)
Assim, pelo teorema (2.1), temos
u˜0² ⇀ u
0, fracamente em H10 (Ω),
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onde u0 = u0(x) e´ a u´nica soluc¸a˜o de
 −∆u
0 + µu0 = g, em D′(Ω)
u0 ∈ V.
Teorema 5.1 Suponhamos que as hipo´teses do teorema (4.1) sejam satisfeitas e que
a sequ¨eˆncia de dados u0² , u
1
² , f² satisfac¸am (5.1) e f˜² → f, fortemente em L
1(0, T ;L2(Ω)),
u˜1² → u1, fortemente em L2(Ω).
(5.2)
Enta˜o,
E²(t)→ E(t), fortemente em C0([0, T ]), (5.3)
onde E²(·) e E(·) sa˜o dadas por (4.33) e (4.39), respectivamente.
Demonstrac¸a˜o: Temos as seguintes identidades:
E²(t) = E²(0) +
∫ t
0
∫
Ω²
f²(x, s)u
′
²(x, s)dxds e
E(t) = E(0) +
∫ t
0
∫
Ω
f(x, s)u′(x, s)dxds,
com
E²(0) =
1
2
∫
Ω²
|u1² |2dx+
1
2
∫
Ω²
|∇u0² |2dx e
E(0) =
1
2
∫
Ω
|u1|2dx+ 1
2
∫
Ω
|∇u0|2dx+ 1
2
∫
Ω
|u0|dµ.
Pelo teorema (4.1) e pela hipo´tese (5.2)1, temos
∫ t
0
∫
Ω²
f²(x, s)u
′
²(x, s)dxds→
∫ t
0
∫
Ω
f(x, s)u′(x, s)dxds,
para qualquer t ∈ [0, T ].
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Por outro lado, das hipo´teses (5.1), (5.2)2 e do teorema (2.3) resulta que
E²(0)→ E(0).
Logo,
E²(t)→ E(t), para qualquer t ∈ [0, T ], (5.4)
o que e´ apenas uma convergeˆncia pontual no tempo.
Para obtermos a convergeˆncia uniforme da energia, usaremos o teorema 1.2. Mostraremos,
enta˜o, que a famı´lia de energias {E²(t)}²>0 e´ equ¨icont´ınua. Com efeito, sejam t ∈ [0, T ]
e h > 0 suficientemente pequeno. Enta˜o, temos:
|E²(t+ h)− E²(t)| =
∣∣∣∣∫ t+h
t
∫
Ω²
f²(x, s)u
′
²(x, s)dxds
∣∣∣∣
≤
∫ t+h
t
∫
Ω
|f˜²(x, s)||u˜′²(x, s)|dxds
≤ ‖u˜′²‖L∞(0,T ;L2(Ω))
∫ t+h
t
‖f˜²(s)‖L2(Ω)ds.
Como u˜′² e´ limitada em L
∞(0, T ;L2(Ω)) e f˜² → f , fortemente em L1(0, T ;L2(Ω)),
temos que
|E²(t+ h)− E²(t)| → 0, quando h→ 0, uniformemente em ², (5.5)
o que nos diz que a famı´lia de func¸o˜es {E²(t)}²>0 e´ equ¨icont´ınua.
Logo, de (5.4), (5.5) e do teorema 1.2, segue-se a convergeˆncia (5.3).
¤
5.2 Resultado Auxiliar
Vamos definir, agora,
e²(v)(t) =
1
2
|v′(t)|2L2(Ω²) +
1
2
|∇v(t)|2L2(Ω²), (5.6)
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para v ∈ C0([0, T ];H10 (Ω²)) ∩ C1([0, T ];L2(Ω²)), e
e(v)(t) =
1
2
|v′(t)|2L2(Ω) +
1
2
|∇v(t)|2L2(Ω) +
1
2
|v(t)|2L2(Ω;dµ), (5.7)
para v ∈ C0([0, T ];V ) ∩ C1([0, T ];L2(Ω)).
Temos, enta˜o, o seguinte resultado:
Proposic¸a˜o 5.1 Suponhamos que as hipo´teses do teorema (5.1) sejam satisfeitas,
enta˜o
e²(u² − w²ϕ)(·)→ e(u− ϕ)(·), fortemente em C0([0, T ]), (5.8)
para toda ϕ ∈ D(0, T ;D(Ω)).
Demonstrac¸a˜o: Temos que
e²(u² − w²ϕ)(t) = e²(u²)(t) + e²(w²ϕ)(t)−
∫
Ω
u˜′²(x, t)w²(x)ϕ
′(x, t)dx
−
∫
Ω
∇u˜²(x, t) · ∇(w²(x)ϕ(x, t))dx.
(5.9)
Tomando o limite em cada termo do lado direito da equac¸a˜o (5.9), temos
1o termo. Como e²(u²)(t) = E²(t),do teorema 5.1, segue que
e²(u²)(·)→ e(u)(·), fortemente em C0([0, T ]). (5.10)
2o termo. Derivando-se no tempo mostra-se que a func¸a˜o |w²ϕ(·)|2L2(Ωe) e´ limitada
em W 1,∞(0, T ) ↪→c C0([0, T ]), pelo teorema (1.12)(iii).
Assim, usando (iii) de (2.1), obtemos que
|w²ϕ′(·)|2L2(Ωe) = |w²ϕ′(·)|2L2(Ω) → |ϕ′|2L2(Ω), fortemente em C0([0, T ]), (5.11)
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e tambe´m que
∫ t
0
|w²ϕ(s)|2L2(Ωe)ds→
∫ t
0
|ϕ(s)|2L2(Ω)ds, fortemente em C0([0, T ]). (5.12)
Por outro lado,
∫ t
0
|∇(w²ϕ(s))|2[L2(Ω²)]nds =
∫ t
0
|∇(w²ϕ(s))|2[L2(Ω)]nds
=
∫ t
0
(∇(w²ϕ(s)),∇(w²ϕ(s)))ds
=
∫ t
0
〈−div[∇(w²ϕ(s))], w²ϕ(s)〉ds
=
∫ t
0
〈−div[∇w²ϕ(s) + w²∇ϕ(s)], w²ϕ(s)〉ds
= −
∫ t
0
〈div(∇w²)ϕ(s) +∇w² · ∇ϕ(s) + div(∇ϕ(s))w² +∇w² · ∇ϕ(s), w²ϕ(s)〉ds
= −
∫ t
0
〈∆w²ϕ(s) + 2∇w² · ∇ϕ(s) + ∆ϕ(s)w², w²ϕ(s)〉ds
= −
∫ t
0
〈∆w²ϕ(s), w²ϕ(s)〉ds− 2
∫ t
0
(∇w² · ∇ϕ(s), w²ϕ(s))ds
−
∫ t
0
(∆ϕ(s)w², w²ϕ(s))ds
= −
∫ t
0
〈∆w²ϕ(s), w²ϕ(s)〉Ωds− 2
∫ t
0
∫
Ω
∇w² · ∇ϕ(s)w²ϕ(s)dxds
−
∫ t
0
∫
Ω
∆ϕ(s)|w²|2ϕ(s)dxds
Por (iii) e (iv) de (2.1), podemos tomar o limite em cada termo do lado direito, e
observando que cada termo e´ limitado em W 1,∞(0, T ), obtemos
−
∫ t
0
∫
Ω
∆ϕ(s)|w²|2ϕ(s)dxds→ −
∫ t
0
∫
Ω
∆ϕ(s)ϕ(s)dxds, (5.13)
fortemente em C0([0, T ]);
−
∫ t
0
∫
Ω
∇w² · ∇ϕ(s)w²ϕ(s)dxds→ 0, fortemente em C0([0, T ]); (5.14)
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e〈−∆w²ϕ(s), w²ϕ(s)〉Ω = 〈−∆w², w²ϕ2(s)〉Ω = 〈µ² − γ², w²ϕ2(s)〉Ω
= 〈µ², w²ϕ2(s)〉Ω −→ 〈µ, ϕ2(s)〉Ω,
fortemente em C0([0, T ]).
Logo,
−
∫ t
0
〈∆w²ϕ(s), w²ϕ(s)〉Ωds→ −
∫ t
0
〈µ, ϕ2(s)〉Ωds, (5.15)
fortemente em C0([0, T ]).
Combinando (5.11) e (5.15), obtemos que
e²(w²ϕ(·))→ e(ϕ)(·), fortemente em C0([0, T ]). (5.16)
3o termo. Notemos que, de (4.32), temos
∫
Ω
u˜′²(x, ·)ψ(x)dx→
∫
Ω
u′(x, ·)ψ(x)dx, fortemente em C0([0, T ]), ∀ ψ ∈ L∞(Ω),
assim, como
sup
t∈[0,T ]
∣∣∣∣∫
Ω
u˜′²(x, t)(w²(x)− 1)ψ(x)dx
∣∣∣∣ ≤ ‖u˜′²‖L∞(0,T ;L2(Ω))‖ψ‖L∞(Ω)‖w² − 1‖L2(Ω) → 0,
por (iii) de (2.1), e assim
∫
Ω
u˜′²(x, t)w²(x)ψ(x)dx→
∫
Ω
u′(x, t)ψ(x)dx, fortemente em C0([0, T ]). (5.17)
Aproximando ϕ′(x, t) em C0([0, T ];L2(Ω)) por func¸o˜es da forma
n∑
i=1
ηi(t)ψi(x), onde
ηi sa˜o func¸o˜es cont´ınuas sobre [0, T ] e as ψi pertencem a L
∞(Ω), ∀i ∈ {1, 2, · · ·, k},
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deduzimos, de (5.17) e por (i) de (2.1), que
∫
Ω
u˜′²(x, t)w²(x)ϕ′(x, t)dx→
∫
Ω
u′(x, t)ϕ′(x, t)dx, fortemente em C0([0, T ]).
(5.18)
4o termo. Observemos que
∫
Ω
∇u˜²(x, s) · ∇(w²(x)ϕ(x, s))dx = 〈−∆w², u˜²(t)ϕ(t)〉Ω
−2
∫
Ω
u˜²(x, t)∇w²(x) · ∇ϕ(x, t)dx−
∫
Ω
u˜²(x, t)w²(x)∆ϕ(x, t)dx.
(5.19)
Consideremos a func¸a˜o
t 7→ −2
∫
Ω
u˜²(x, t)∇w²(x) · ∇ϕ(x, t)dx−
∫
Ω
u˜²(x, t)w²∆ϕ(x, t)dx.
Agora, do teorema (4.1), temos que u˜² e´ limitada em W
1,∞(0, T ;L2(Ω)), logo a
func¸a˜o e´ limitada em W 1,∞(0, T ) e e´ relativamente compacta em C0([0, T ]).
Com isso,
−2
∫
Ω
u˜²(x, t)∇w²(x) · ∇ϕ(x, t)dx−
∫
Ω
u˜²(x, t)w²∆ϕ(x, t)dx
−→ −
∫
Ω
u(x, t)∆ϕ(x, t)dx =
∫
Ω
∇u(x, t) · ∇ϕ(x, t)dx,
(5.20)
fortemente em C0([0, T ]).
Analisemos, agora, o termo 〈−∆w², u˜²(t)ϕ(t)〉Ω.
Como, u˜² = 0 em S², segue que
〈−∆w², u˜²(t)ϕ(t)〉Ω = 〈µ², u˜²(t)ϕ(t)〉Ω.
Mas, como µ ∈ H−1(Ω), e L2(Ω) = H−1(Ω) existe uma sequeˆncia νk em L2(Ω) tal que
‖ν² − µ‖H−1(Ω) ≤ 1
k
. (5.21)
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Assim,
‖〈−∆w², u˜²ϕ〉Ω − 〈µ, uϕ〉Ω‖L∞(0,T ) ≤ ‖〈µ² − µ, u˜²ϕ〉Ω‖L∞(0,T )
+‖〈µ− νk, ϕ(u˜² − u)〉Ω‖L∞(0,T )
+‖〈νk, ϕ(u˜² − u)〉Ω‖L∞(0,T ).
(5.22)
Por (iv) de (2.1) e por (4.2), temos
lim
²→0
‖〈µ² − µ, u˜²ϕ〉Ω‖L∞(0,T ) ≤
≤ lim
²→0
(
‖u˜²ϕ‖L∞(0,T ;H10 (Ω))‖µ² − µ‖H−1(Ω)
)
= 0,
e, de (5.21), temos
‖〈µ− νk, ϕ(u˜² − u)〉Ω‖L∞(0,T ) ≤
≤ ‖ϕ(u˜² − u)‖L∞(0,T ;H10 (Ω))‖µ− νk‖H−1(Ω) ≤ ck .
Ale´m disso, de (4.2) e da proposic¸a˜o (2.1), temos que
u˜² → u, fortemente em C0([0, T ], L2(Ω)), e
portanto, para k fixado,
lim
²→0
‖〈νk, ϕ(u˜² − u)〉Ω‖L∞(0,T ) ≤
≤ lim
²→0
(‖νk‖L2(Ω)‖ϕ‖L∞(Ω)‖u˜² − u‖C0([0,T ];L2(Ω))) = 0. (5.23)
De (5.22) e (5.23), segue que
〈−∆w², u˜²ϕ〉Ω → 〈µ, uϕ〉Ω, fortemente em C0([0, T ]).
Assim,
∫
Ω
∇u˜²(x, t) · ∇w²(x)ϕ(x, t)dx→
∫
Ω
∇u(x, t) · ∇ϕ(x, t)dx+ 〈µ, uϕ〉Ω, (5.24)
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fortemente, em C0([0, T ]).
Portanto, por (5.10), (5.15), (5.18) e (5.24), segue que
e²(u² − w²ϕ)(·) −→ e(u− ϕ)(·), fortemente em C0([0, T ]), ∀ ϕ ∈ D(0, T ;D(Ω)).
¤
5.3 Corretor para a Equac¸a˜o da Onda
Nesta sec¸a˜o apresentaremos o resultado de correc¸a˜o para a equac¸a˜o da onda, em um
domı´nio com pequenos buracos. Para isto usaremos a convergeˆncia forte da energia,
demonstrada na sec¸a˜o 5.1 e o resultado auxiliar visto na sec¸a˜o 5.2.
Teorema 5.2 Suponhamos que as hipo´teses do teorema (5.1) sejam satisfeitas. Se
u denota a u´nica soluc¸a˜o do problema homogeneizado (4.3), enta˜o a sequ¨eˆncia de
soluc¸o˜es {u²}²>0 do problema (3.1) satisfaz:
u˜′² → u′, fortemente em C0([0, T ];L2(Ω)), (5.25)
u˜² = w²u+ r², com (5.26)
r² → 0, fortemente em C0([0, T ];W 1,10 (Ω)). (5.27)
Ale´m disso, se u ∈ C0(Ω× [0, T ]), enta˜o
r² → 0, fortemente em C0([0, T ];H10 (Ω)). (5.28)
Antes da demonstrac¸a˜o do teorema 5.2, faremos a seguinte observac¸a˜o:
Observac¸a˜o 5.1 Se u ∈ D(Q), o teorema 5.2 e´ uma consequ¨eˆncia direta da proposic¸a˜o
5.1. De fato, (5.26), e (5.28) seguem imediatamente de (5.8) e (5.25) e´ tambe´m uma
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consequ¨eˆncia de (5.8), observando que
u′² − u′ = u′² − w²u′ + (w² − 1)u′.
Mas, se u na˜o pertence a D(Q), o teorema 5.2 na˜o pode ser obtido ta˜o facilmente.
Nesse caso, a soluc¸a˜o u devera´ ser aproximada por uma sequ¨eˆncia de func¸o˜es regulares
ϕ para deduzirmos (5.25), (5.26) e (5.27) de (5.8). E´ o que faremos na demonstrac¸a˜o
abaixo.
Demonstrac¸a˜o: (do teorema 5.2) Pelo teorema 4.1, temos que
u ∈ C0([0, T ];V ) ∩ C1([0, T ];L2(Ω)).
Seja (ϕk) uma sequ¨eˆncia em D(Q) tal que
ϕk → u, em C0([0, T ];V ) ∩ C1([0, T ];L2(Ω)), (5.29)
quando k →∞.
Pela proposic¸a˜o (5.1), temos
lim sup
²→0
{
‖(u˜² − w²ϕk)′‖2L∞(0,T ;L2(Ω)) + ‖∇(u˜² − w²ϕk)‖2L∞(0,T ;L2(Ω))
}
≤
≤ 2‖e(u− ϕk)‖L∞(0,T ),
e assim,
lim
k→∞
lim sup
²→0
{
‖(u˜² − w²ϕk)′‖2L∞(0,T ;L2(Ω))+
+‖∇(u˜² − w²ϕk)‖2L∞(0,T ;L2(Ω))
}
= 0.
(5.30)
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Notemos que
‖u˜′² − u′‖L∞(0,T ;L2(Ω)) = ‖u˜′² + w²ϕ′k − w²ϕ′k + ϕ′k − ϕ′k − u′‖L∞(0,T ;L2(Ω))
≤ ‖u˜′² − w²ϕ′k‖L∞(0,T ;L2(Ω)) + ‖ϕ′k(w² − 1)‖L∞(0,T ;L2(Ω))
+‖ϕ′k − u′‖L∞(0,T ;L2(Ω)).
(5.31)
Por (5.29), (5.30), (5.31) e (2.1), deduzimos que
u˜′² → u′, fortemente em C0([0, T ];L2(Ω)).
Logo, (5.25) esta´ demonstrada.
Por outro lado, temos
‖∇(u˜² − w²u)‖L∞(0,T ;L1(Ω)) =
= ‖∇(u˜² − w²u)−∇(w²ϕk) +∇(w²ϕk)‖L∞(0,T ;L1(Ω))
= ‖∇(u˜² − w²ϕk) +∇(w²(ϕk − u))‖L∞(0,T ;L1(Ω))
≤ ‖∇(u˜² − w²ϕk)‖L∞(0,T ;L1(Ω)) + ‖∇(w²(ϕk − u))‖L∞(0,T ;L1(Ω))
≤ C‖∇(u˜² − w²ϕk)‖L∞(0,T ;L2(Ω)) + ‖∇w²(ϕk − u)‖L∞(0,T ;L1(Ω))
+‖w²∇(ϕk − u)‖L∞(0,T ;L1(Ω))
≤ C‖∇(u˜² − w²ϕk)‖L∞(0,T ;L2(Ω)) + C‖∇w²‖[L2(Ω)]N · ‖ϕk − u‖C0([0,T ];L2(Ω))
+C‖w²‖L2(Ω) · ‖ϕk − u‖C0([0,T ];H10 (Ω)).
(5.32)
Assim, combinando (2.1), (5.29), (5.30) e (5.32), segue que
∇r² = ∇(u˜² − w²u)→ 0, fortemente, em C0([0, T ]; [L1(Ω)]n).
o que demonstra (5.27).
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Consideremos, agora, o caso em que u ∈ C0(Ω × [0, T ]). Neste caso, a sequ¨eˆncia
(ϕk) pode ser escolhida de maneira que satisfac¸a, ale´m de (5.29), a seguinte hipo´tese
ϕk → u, fortemente, em C0(Ω× [0, T ])).
Com isso, podemos estimar ∇(u˜² − w²u) em L∞(0, T ;L2(Ω)) e na˜o apenas em
L∞(0, T ;L1(Ω)), como fizemos em (5.32). Com efeito, temos que
‖∇(w²(ϕk − u))‖L∞(0,T ;L2(Ω)) ≤
≤ ‖∇w²(ϕk − u)‖L∞(0,T ;L2(Ω)) + ‖w²∇(ϕk − u)‖L∞(0,T ;L2(Ω))
≤ C‖∇w²‖[L2(Ω)]N · ‖ϕk − u‖C0(Ω×[0,T ]) + C‖w²‖L∞(Ω) · ‖ϕk − u‖L∞(0,T ;H10 (Ω)).
Analogamente a (5.32), isso nos da´
∇r² = ∇(u˜² − w²u)→ 0, fortemente, em C0([0, T ]; [L2(Ω)]n),
o que demonstra (5.28).
¤
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Cap´ıtulo 6
O Caso dos Buracos Menores que o
Tamanho Cr´ıtico
Neste cap´ıtulo estudaremos o caso partidular onde os buracos sa˜o menores que
o tamanho cr´ıtico. Neste caso, a sequeˆncia w², do quadro de hipo´teses (2.1), con-
verge fortemente em H1(Ω), o que resulta µ = 0. Os resultados de homogenizac¸a˜o e
correc¸a˜o, apresentados nos cap´ıtulos 4 e 5, continuam va´lidos neste caso, podendo ser
melhorado o resultado de correc¸a˜o, substituindo-se w² por 1, e assim a convergeˆncia
forte dos dados agora implicara´ na convergeˆncia forte das soluc¸o˜es.
Admitiremos que:

Existe uma sequ¨eˆncia de func¸o˜es testes w² que satisfaz
(i) w² ∈ H1(Ω), ‖w²‖L∞(Ω) ≤M0
(ii) w² = 0 em S²
(iii) w² → 1, fortemente em H1(Ω).
(6.1)
Observac¸a˜o 6.1 Notemos que a hipo´tese principal na˜o e´ feita diretamente sobre a
forma e o tamanho dos buracos, mas em termos da famı´lia de func¸o˜es testes w². As
hipo´teses (6.1) dizem que o tamanho dos buracos r² e´ menor que o tamanho cr´ıtico
dado em (2.4), ou seja, r² e´ tomado satisfazendo
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
²2 log r² → −∞, se n = 2
²n/(n−2)
r²
→ +∞, se n ≥ 3.
(6.2)
A principal diferenc¸a entre as hipo´teses (2.1) e (6.1) e´ que, em (iii) de (6.1), ad-
mitimos a convergeˆncia forte de w². Neste caso, a hipo´tese (iv) de (2.1) e´ claramente
satisfeita com γ² = 0, µ² = −∆w² e µ = 0.
Notemos, tambe´m, que se admitirmos que (2.1) e´ satisfeita com µ = 0, o uso de
v² = ϕw² com ϕ ∈ D(Ω) em (iv) de (2.1), implica que
w² → 1, fortemente em H1Loc(Ω),
isto nos diz que a condic¸a˜o µ = 0 em (2.1) pode ser entendida como uma “ versa˜o
local” de (6.1), onde H1(Ω) e´ substitu´ıda por H1Loc(Ω).
Exemplo 6.1 Um exemplo em que o quadro de hipo´teses (6.1) e´ satisfeito, se da´
quando Ω e´ periodicamente perfurado por buracos S² da forma S dada no exemplo
(2.1) e tamanho como em (6.2) (ver observac¸a˜o (2.2)).
Outro exemplo que satisfaz (6.1) e´ o caso onde S² e´ a unia˜o de um nu´mero finito
N (fixo) de buracos que se dissipam, ou seja,
S² =
N⋃
i=1
S²i ,
com S²i conjuntos fechados tais que S
²
i ⊂ K para algum K tal que K ⊂ Ω e
diam(S²i )→ 0, quando ²→ 0.
Teorema 6.1 Suponhamos que o quadro de hipo´teses (6.1) seja satisfeito e consider-
emos uma sequ¨eˆncia de dados que satisfazem (4.1). Enta˜o, a sequeˆncia u² de soluc¸o˜es
de (3.1) satisfaz:
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 u˜² ⇀
∗ u, fraco-estrela em L∞(0, T ;H10 (Ω))
u˜²
′ ⇀∗ u
′
, fraco-estrela em L∞(0, T ;L2(Ω)),
e  u˜²(t)⇀ u(t), fracamente em H
1
0 (Ω)
u˜²
′ ⇀ u′(t), fracamente em L2(Ω),
para todo t ∈ [0, T ], onde o limite u e´ a u´nica soluc¸a˜o de:

u
′′ −∆u = f, em Q = Ω× (0, T )
u = 0, em Σ = ∂Ω× (0, T )
u(0) = u0, u′(0) = u1, em Ω
u ∈ C0([0, T ];H10 (Ω)) ∩ C1([0, T ];L2(Ω)).
(6.3)
Ale´m disso, se os dados satisfazem

f˜² → f, fortemente em L1(0, T ;L2(Ω))
u˜0² → u0, fortemente em H10 (Ω),
u˜1² → u1, fortemente em L2(Ω),
(6.4)
enta˜o,  u˜² → u, fortemente em C
0([0, T ];H10 (Ω))
u˜
′
² → u′ , fortemente em C0([0, T ];L2(Ω)).
(6.5)
Observac¸a˜o 6.2 Notemos que a substituic¸a˜o da hipo´tese (2.1) pela hipo´tese (6.1)
implica que a condic¸a˜o (6.4) equivale a` hipo´tese do teorema (5.1).d Com efeito, quando
(5.1) e (6.1) sa˜o satisfeitas, o teorema (2.1) nos da´ a convergeˆncia forte de u˜0² para
u0, em H10 (Ω), pois µ = 0 em (2.10). Reciprocamente, g² = −∆u˜²0 e g = −∆u0
claramente satisfazem (5.1)c.
Demonstrac¸a˜o: ( do teorema (6.1)) A demonstrac¸a˜o da primeira parte do teorema
(6.1) (passagem ao limite em (3.1)) e´ uma mera reformulac¸a˜o dos teoremas (4.1) e
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(4.2). Por outro lado, as hipo´teses em (5.3) implicam que as hipo´teses do teorema
(5.2) sobre os dados u0² , u
1
² e f² sa˜o satisfeitas, enta˜o (6.5)2 e´ dada por (5.25).
Para demonstrarmos (6.5)1, procederemos como na demonstrac¸a˜o do teorema
(5.2). Seja ϕk ∈ D(Q) uma sequ¨eˆncia satisfazendo (5.29).
Assim, temos
‖∇(u˜² − u)‖L∞(0,T ;[L2(Ω)]n) ≤ ‖∇(u˜² − w²ϕk)‖L∞(0,T ;L2(Ω))
+‖∇((1− w²)ϕk)‖L∞(0,T ;L2(Ω))
+‖∇(ϕk − u)‖L∞(0,T ;L2(Ω)).
(6.6)
Raciocinando como na demostrac¸a˜o do teorema (5.2), e usando agora a convergeˆncia
forte de w² para 1, em H
1(Ω), no segundo termo apo´s a desigualdade (6.6) ( esta e´ a
novidade importante aqui), obtemos facilmente (6.5)1.
¤
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Apeˆndice
Neste apeˆndice apresentaremos a definic¸a˜o e enunciaremos alguns resultados sobre
medidas de Radon e provaremos a densidade de D(Ω) no espac¸o V , definido em (2.8).
A.1 Medidas de Radon (ou medidas de ordem zero)
Sejam Ω ⊂ Rn, aberto e K um subconjunto compacto de Ω. O espac¸o
Cc(Ω) = {ϕ ∈ C(Ω) : supp ϕ ⊆ K},
munido da norma
‖ϕ‖K = max {|ϕ(t)| : t ∈ K},
e´ um espac¸o de Banach.
Definic¸a˜o A.1 Seja {ϕn}n∈N uma sequ¨eˆncia em Cc(Ω), escreveremos ϕn ³ 0 se, e
somente se, existir um subconjunto compacto K ⊂ Ω, tal que
(i) supp ϕn ⊂ K, ∀n ∈ N,
(ii) ϕn → 0, uniformemente em Ω.
Dizemos, enta˜o, que {ϕn}n∈N converge para zero, em (ou no sentido de) Cc(Ω).
Definic¸a˜o A.2 Uma medida de Radon real µ, em Ω, e´ uma forma linear em
Cc(Ω), que e´ cont´ınua no sentido em que {ϕn}n ⊂ Cc(Ω) e ϕn ³ 0, juntos, im-
plicam lim
n→∞
µ(ϕn) = 0.
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Analogamente define-se medida de Radon complexa.
Proposic¸a˜o A.1 Uma forma linear µ em Cc(Ω) e´ uma medida de Radon, se, e
somente se, para todo conjunto k ⊂ Ω, existir mk > 0 tal que
‖µ(ϕ)‖ ≤ mk‖ϕ‖K , ∀ ϕ ∈ Cc(Ω),
com supp f contido em K.
Definic¸a˜o A.3 Uma medida de Radon real µ, em Ω, e´ positiva no seguinte sentido:
para toda ϕ ∈ Cc(Ω), com ϕ(x) ≥ 0, para todo x ∈ Ω,
∫
Ω
ϕ(x)dµ(x) ≥ 0.
Nesse caso
µ(ϕ) = sup{µ(ψ) : ψ ∈ Cc+(Ω), ψ ≤ ϕ},
para cada ϕ em Cc+(Ω), conjunto das func¸o˜es positivas em Cc(Ω).
Exemplo A.1 Sa˜o exemplos de medidas de Radon: medida de Lebesgue, medida
atoˆmica, densidades, medida de Lebesgue-Stiltjes.
A.2 Um Resultado de Densidade
Teorema A.1 Seja Ω ⊂ Rn, aberto e limitado. Consideremos µ ∈ H−1(Ω)
uma medida de Radon finita e positiva sobre Ω. Enta˜o D(Ω) e´ denso em V =
H10 (Ω) ∩ L2(Ω; dµ).
Demonstrac¸a˜o: Dividiremos a demonstrac¸a˜o em treˆs etapas:
86
1a etapa - Densidade de V ∩ L∞(Ω) ∩ L∞(Ω; dµ) em V
Sejam v ∈ V e r ≥ 0. Definamos
Trv =

r, se v ≥ r
v, se |v| ≤ r
−r, se v ≤ −r.
Temos que Trv ∈ H10 (Ω) ∩ L∞(Ω), ∀r ≥ 0 e que
Trv → v, fortemente em H10 (Ω), quando r →∞.
Tambe´m, |Tr(x)| ≤ r, ∀x ∈ Ω, exceto sobre um conjunto de capacidade zero.
Sendo µ uma medida de Radon pertencente a H−1(Ω), e como todo conjunto de
capacidade zero e´ µ - medida zero, temos que |Trv(x)| ≤ r, ∀x ∈ Ω, exceto sobre um
conjunto de medida zero.
Logo, Trv ∈ L∞(Ω; dµ) ⊂ L2(Ω; dµ). Com isso, Trv ∈ V .
Da convergeˆncia forte de Trv para v, em H
1
0 (Ω), existe uma subsequ¨eˆncia, ainda
denotada pelo mesmo s´ımbolo, tal que Trv(x) → v(x), ∀x ∈ Ω, exceto sobre um
conjunto de capacidade zero.
Assim, Trv(x)→ v(x), ∀x ∈ Ω, exceto sobre um conjunto de µ - medida zero.
Aplicando o teorema de Lebesgue, temos Trv → v, fortemente em L2(Ω; dµ),
quando r →∞.
Portanto, V ∩ L∞(Ω) ∩ L∞(Ω; dµ) e´ denso em V .
2a etapa - Densidade de V ∩ C0c (Ω) em V
Consideremos v ∈ V ∩ L∞(Ω) ∩ L∞(Ω; dµ) e vr uma sequ¨eˆncia tal que vr ∈ D(Ω), para cada r fixo,vr → v, fortemente em H10 (Ω), se r →∞.
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Seja M = ‖v‖L∞(Ω) = ‖v‖L∞(Ω;dµ) e consideremos a sequ¨eˆncia wr = TM+1vr. Temos
que wr ∈ C0c (Ω).
Sendo a aplicac¸a˜o TM+1 : H
1
0 (Ω)→ H10 (Ω), cont´ınua, segue que
wr = TM+1vr → TM+1v = v, fortemente em H10 (Ω), se r →∞.
Para uma subsequ¨eˆncia adequada, temos que wr(x)→ v(x), ∀x ∈ Ω, exceto sobre
um conjunto de µ - medida zero.
Como |wr(x)| ≤M+1, exceto sobre um conjunto de µ - medida zero, pelo teorema
de Lebesgue, wr → v, fortemente em L2(Ω; dµ), se r →∞.
Logo, para v ∈ V ∩ L∞(Ω) ∩ L∞(Ω; dµ), temos
 wr ∈ V ∩ C
0
c (Ω)
wr → v, fortemente em V, quando r →∞,
usando a 1a etapa, segue que V ∩ C0c (Ω) e´ denso em V .
3a etapa - Aproximac¸a˜o de func¸o˜es de V ∩ C0c (Ω) por func¸o˜es de D(Ω)
Seja v ∈ V ∩ C0c (Ω) e definamos v² = ρ ∗ v, com ρ²(x) = 1²nρ(x3 ), onde ρ ∈ D(Rn)
e´ uma func¸a˜o na˜o-negativa com suporte compacto contido na bola unita´ria do Rn e
satisfaz
∫
Rn ρ(x)dx = 1.
Temos que, para ² > 0, suficientemente pequeno, v² ∈ D(Ω). Tambe´m,
v² → v, fortemente em H10 (Ω) ∩ C(Ω), quando ²→ 0.
Sendo µ uma medida de Radon finita, temos C(Ω) ↪→ L2(Ω; dµ).
Logo,
v² → v, fortemente em L2(Ω; dµ), quando ²→ 0.
¤
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