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1 Introduction
Dans tout premier cours de Probabilite´s du cycle universitaire, on e´nonce le the´ore`me
central limite sous la forme suivante.
The´ore`me 1. Soit (Xn, n ∈ N) une suite de variables ale´atoires inde´pendantes et identi-
quement distribue´es telles que 0 < Var(X1) < +∞. Posons µ = E(X1), σ 2 = Var(X1)
1La recherche de l’auteur est partiellement finance´e par le Fonds National Suisse pour la Recherche Scien-
tifique.
.
In jedem universita¨ren Einfu¨hrungskurs zur Wahrscheinlichkeitsrechnung findet der
klassische Zentrale Grenzwertsatz zumindest seine Formulierung, sein ga¨ngiger Be-
weis (mit Hilfe charakteristischer Funktionen) erfolgt aber in der Regel erst in einem
fortgeschrittenen Kursabschnitt. Im vorliegenden Beitrag wird ein elementarer Beweis
dieses grundlegenden Satzes der Wahrscheinlichkeitstheorie fu¨r unabha¨ngige, iden-
tisch verteilte Zufallsgro¨ssen unter der Annahme der Existenz der dritten Momente
vorgestellt. Dieser von Lindeberg aus dem Jahr 1922 stammende Beweis kann in ei-
nem Einfu¨hrungskurs gefu¨hrt werden. Er kommt ga¨nzlich ohne Masstheorie aus und
benutzt nur elementare Fakten aus einem Einfu¨hrungskurs in die Analysis. Mit einer
etwas subtileren Argumentation fu¨hrt die verwendete Methode zu einem vollsta¨ndigen
Beweis des Zentralen Grenzwertsatzes unter der ga¨ngigen Annahme der Existenz der
zweiten Momente.
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Ge´ne´ralement, la de´monstration de ce the´ore`me est repousse´e aux cours de probabilite´s
plus avance´s [13], ou alors une de´monstration incomple`te est propose´e: on montre la
convergence de la fonction ge´ne´ratrice des moments (ce qui requiert une hypothe`se sur
l’existence des moments exponentiels de X1), puis on cite, sans de´monstration, le fait que
cette convergence implique la convergence des fonctions de re´partition [4, 8, 11]; deux
exceptions sont Sanz-Sole´ [12] et Krengel [7]. Cette manie`re de faire convient bien aux
e´tudiants principalement concerne´s par les applications des probabilite´s, mais se re´ve`le
peu satisfaisante pour des e´tudiants inte´resse´s par ses aspects mathe´matiques.
Dans cette note, nous pre´sentons d’abord une de´monstration e´le´mentaire et comple`te du
the´ore`me central limite, sous la seule hypothe`se supple´mentaire suivante.
Hypothe`se A. E(|X1|3) < ∞.
Cette de´monstration, due a` Lindeberg [9], ne requiert aucune connaissance de la the´orie
de la mesure, mais uniquement les concepts pre´sente´s traditionnellement dans un premier
cours de probabilite´s: premie`res proprie´te´s de l’espe´rance, inde´pendance, loi gaussienne,
(plus pre´cise´ment, line´arite´ et monotonie de l’espe´rance, l’espe´rance du produit de deux
variables ale´atoires (v.a.) inde´pendantes est le produit de leur espe´rances, et la proprie´te´
d’additivite´ des v.a. gaussiennes inde´pendantes). Elle requiert aussi des connaissances de
base en analyse, qui sont ge´ne´ralement enseigne´es avant les probabilite´s, en particulier la
formule de Taylor et les notions de lim sup et lim inf. Notre re´daction est conc¸ue pour eˆtre
accessible aux e´tudiants.
Dans une deuxie`me partie, nous pre´sentons une estimation de la diffe´rence, pour n fixe´,
entre la fonction de re´partition de Sn et celle de la loi normale standard, ce qui donne
en plus une estimation de la vitesse de convergence de la probabilite´ dans le membre de
gauche de (1) vers le membre de droite. Cette estimation ne demande pas de connaissances
mathe´matiques supple´mentaires, mais pre´sente plusieurs subtilite´s qui ne seront sans doute
qu’a` la porte´e des e´tudiants les plus motive´s.
Dans une troisie`me partie, nous pre´sentons la de´monstration du the´ore`me 1 sans hypothe`se
supple´mentaire. Cette de´monstration, toujours due a` Lindeberg [9], exige un peu plus de
maturite´ mathe´matique que la pre´ce´dente. Au niveau formel, elle utilise le the´ore`me de la
convergence monotone, dont on peut se passer par une ve´rification directe si on se limite
aux v.a. discre`tes et absolument continues.
Il me semble que ces de´monstrations me´ritent d’eˆtre plus largement connues et j’ai e´te´
surpris par le fait que peu de livres en parlent. Elles sont bien connues des spe´cialistes du
the´ore`me central limite pour les v.a. a` valeurs dans les espaces de Banach ([1, Chap. 1] et
[3]), car la me´thode de Lindeberg s’e´tend a` ce niveau de ge´ne´ralite´. Divers raffinements se
trouvent par exemple dans [10, §1.3].
Remerciements. L’auteur remercie Marta Sanz-Sole´ de lui avoir montre´ son livre [12], Ch.-
E. Pfister de lui avoir communique´ ses notes de cours sur la de´monstration de Lindeberg,
et S.D. Chatterji pour les discussions inte´ressantes et les re´fe´rences qu’il m’a signale´es.
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2 De´monstration du the´ore`me 1 sous l’hypothe`se A
La de´monstration est de´coupe´e en quatre e´tapes, dont la premie`re est une utilisation astu-
cieuse de la formule de Taylor. On notera C3b (R) l’ensemble des fonctions de R dans R
borne´es de classe C3 dont les trois premie`res de´rive´es sont borne´es.
Lemme 2. Soit g ∈ C3b (R), V , Y et Z trois v.a. inde´pendantes telles que E(Y ) = E(Z)
et E(Y 2) = E(Z2). Posons C = supx∈R |g(3)(x)|. Alors
|E(g(V + Y )) − E(g(V + Z))| ≤ C
3!
(
E(|Y |3) + E(|Z |3)
)
.
De´monstration. Rappelons la formule de Taylor d’ordre 2: pour tous x, h ∈ R,
g(x + h) = g(x) + g′(x)h + 1
2
g′′(x)h2 + R2(x, h), (2)
ou`
R2(x, h) = 12!
∫ x+h
x
(x + h − t)2 g(3)(t) dt .
En particulier,
|R2(x, h)| ≤ 13!C|h|
3. (3)
D’apre`s (2),
E(g(V + Y )) = E(g(V )) + E(g′(V )Y ) + 1
2
E(g′′(V )Y 2) + E(R2(V , Y )).
Vu que V et Y sont inde´pendantes, ceci se re´e´crit
E(g(V + Y )) = E(g(V )) + E(g′(V ))E(Y ) + 1
2
E(g′′(V ))E(Y 2) + E(R2(V , Y )). (4)
De meˆme,
E(g(V + Z)) = E(g(V )) + E(g′(V ))E(Z) + 1
2
E(g′′(V ))E(Z2) + E(R2(V , Z)). (5)
En faisant la diffe´rence de (4) et (5) et en utilisant l’e´galite´ des deux premiers moments de
Y et Z , on obtient
|E(g(V + Y )) − E(g(V + Z))| = |E(R2(V , Y )) − E(R2(V , Z))|
≤ E(|R2(V , Y )|) + E(|R2(V , Z)|). (6)
D’apre`s (3), le membre de droite est majore´ par C3! (E(|Y |3) + E(|Z |3)), ce qui de´montre
le lemme 2. 
La deuxie`me e´tape contient l’ide´e principale de la de´monstration et nous rapproche de la
conclusion du the´ore`me 1. Elle traite de la convergence de l’espe´rance d’une fonction lisse
d’une somme normalise´e de v.a.
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Lemme 3. Soit (Y˜n, n ∈ N) une suite de v.a. i.i.d. telles que E(|Y˜1|3) < ∞, E(Y˜ 21 ) = 1










De´monstration. Fixons g ∈ C3b (R) et n ∈ N. Soit Z˜1, . . . , Z˜n des v.a. i.i.d. de loi N(0, 1).
Posons Yi = n−1/2Y˜i et Zi = n−1/2 Z˜n . Il suffit de montrer que




ou` C = supx∈R |g(3)(x)|. Posons
Ui = Y1 + · · · + Yi−1 + Yi + Zi+1 + · · · + Zn,
Vi = Y1 + · · · + Yi−1 + Zi+1 + · · · + Zn
(noter l’absence du terme Yi dans la de´finition de Vi ), de sorte que
Ui = Vi + Yi , Ui−1 = Vi + Zi
et la diffe´rence des espe´rances dans le membre de gauche de (7) est e´gale a`
E(g(Un)) − E(g(U0)) =
n∑
i=1




[E(g(Vi + Yi )) − E(g(Vi + Zi ))].





3) + E(|Zi |3)) = n C3! n
−3/2 (E(|Y˜1|3) + E(|Z˜1|3)
)
, (8)
ce qui montre (7) et ache`ve la de´monstration du lemme 3. 
La troisie`me e´tape est de montrer que la conclusion du lemme 3 implique la convergence
des fonctions de re´partitions.
Proposition 4. Soit Z une v.a. continue et (Zn, n ∈ N) une suite de v.a. On suppose que
pour toute fonction g ∈ C3b (R), limn→∞ E(g(Zn)) = E(g(Z)). Alors pour tout x ∈ R,
limn→∞ FZn (x) = FZ (x).
De´monstration. Soit x ∈ R et k ∈ N∗ fixe´s. Construisons (cf. fig. 1) deux fonctions g˜k et
gk dans C3b (R) telles que pour tout z ∈ R,
1]−∞, x− 1k ](z) ≤ g˜k(z) ≤ 1]−∞, x](z) ≤ gk(z) ≤ 1]−∞, x+ 1k ](z). (9)







x x + 1
k
g˜k gk
Fig. 1 Esquisse des fonctions g˜k et gk .
Observons que pour tout n ∈ N,
FZn (x) = P{Zn ≤ x} = E(1]−∞,x](Zn)) ≤ E(gk(Zn)),
et donc, d’apre`s l’hypothe`se,
lim sup
n→∞
FZn (x) ≤ limn→∞ E(gk(Zn))






De la meˆme manie`re,
FZn (x) = E(1]−∞,x](Zn)) ≥ E(g˜k(Zn)),
et donc
lim inf
n→∞ FZn (x) ≥ limn→∞ E(g˜k(Zn))



















En faisant tendre k vers l’infini, nous concluons, puisque FZ est continue, que
lim inf
n→∞ FZn (x) et lim supn→∞
FZn (x)
sont e´gales et que limn→∞ FZn (x) = FZ (x). La proposition 4 est de´montre´e. 
Le travail principal est maintenant fait. Il ne reste plus qu’a` tirer partie des trois e´tapes
pre´ce´dentes.
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= Y˜1 + · · · + Y˜n√
n
et vu l’hypothe`se A, (Y˜n,n∈N) ve´rifie les hypothe`ses du lemme 3. Soit Z une v.a. N(0, 1).
D’apre`s la conclusion du lemme 3, Zn = n−1/2(Y˜1+· · ·+Y˜n) et Z ve´rifient les hypothe`ses
de la proposition 4, donc aussi sa conclusion. Le the´ore`me 1 est de´montre´. 
Remarque 5. La de´monstration du lemme 3 est prise dans [12, Teorema 6.2], ou` M. Sanz-
Sole´ fait cependant l’hypothe`se que les v.a. Y˜n sont borne´es. La proposition 4 est standard
[5, Theorem (2.2)].
3 Estimation de la vitesse de convergence
Dans cette section, nous pre´sentons un raffinement du the´ore`me 1 qui donne une estimation
de la vitesse de convergence de la probabilite´ dans le membre de gauche de (1) vers le
membre de droite.
Soit g0 : R → R une fonction de´croissante telle que, pour tout z ∈ R, 1]−∞,0](z) ≤
g0(z) ≤ 1]−∞,1](z) et posons C(3) = supz∈R |g(3)0 (z)|. Soit (·) la fonction de re´partition
d’une v.a. Z de loi N(0, 1).

























De´monstration. Pour k ∈ N∗ et z ∈ R, posons gk,x (z) = g0(k(z − x)) et g˜k,x (z) =
g0(k(z−x + 1k )). Observons que (9) est satisfaite si g˜k et gk sont respectivement remplace´s
par g˜k,x et gk,x . De plus
sup
z∈R




0 ≤ gk,x(z) − 1]−∞,x](z) ≤ 1]x,x+ 1k ](z),
−1]x− 1k ,x](z) ≤ g˜k,x(z) − 1]−∞,x](z) ≤ 0.
(13)
Soit Un = (σ√n)−1(Sn − nµ). D’apre`s (9),
FUn (x) − (x) ≤ E(gk,x(Un)) − E(gk,x(Z)) + E(gk,x(Z) − 1]−∞,x](Z)). (14)
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et, d’apre`s (13), le dernier terme est majore´ par
P
{












En posant k = n1/8 (qui est le meilleur choix), on obtient (12) sans les valeurs absolues.
D’apre`s (9) a` nouveau,
FUn (x) − (x) ≥ E(g˜k,x(Un)) − E(g˜k,x(Z)) + E(g˜k,x(Z) − 1]−∞,x](Z)).
En proce´dant exactement comme ci-dessus, on obtient que













ce qui ache`ve la de´monstration. 
Remarque 7. Ce re´sultat se trouve de´ja` dans Lindeberg [9]. La borne en n−1/8 n’est pas
optimale, le meilleur re´sultat e´tant celui de Berry et Esseen en n−1/2 [5, Sec. 2.4].
4 De´monstration du the´ore`me 1 sans l’hypothe`se A
Dans cette section, nous pre´sentons une variante de la de´monstration expose´e dans la Sec-
tion 2 qui permet de s’affranchir de l’hypothe`se A. Il s’agit principalement de mieux ge´rer
le reste qui provient de la formule de Taylor.
Lemme 8. Soit g ∈ C3b (R), V , Y et Z trois v.a. inde´pendantes telles que E(Y ) =
E(Z), E(Y 2) = E(Z2) et E(|Z |3) < +∞. Posons C(2) = supx∈R |g′′(x)| et C(3) =
supx∈R |g(3)(x)|. Alors pour tout ε ∈ [0,∞],








De´monstration. D’apre`s la formule de Taylor d’ordre 1,
g(x + h) = g(x) + g′(x)h +
∫ x+h
x
(x + h − t)g′′(t)dt
= g(x) + g′(x)h + 1
2





(x + h − t)(g′′(t) − g′′(x))dt .
En particulier,













On reprend la de´monstration du lemme 2 jusqu’a` (5) et on obtient (a` la place de (6))
|E(g(V + Y )) − E(g(V + Z))| ≤ E(|R˜1(V , Y )|) + E(|R˜1(V , Z)|).
Or, le deuxie`me terme du membre de droite est majore´ par C (3)2 E(|Z |3), alors que le pre-
mier est majore´ par
C(3)
2
E(|Y |31{|Y |<ε}) + C(2)E(Y 21{|Y |≥ε}).
Le lemme 8 est de´montre´. 
Lemme 9. Soit (Y˜n, n ∈ N) une suite de v.a. i.i.d. telles que E(Y˜ 21 ) = 1 et E(Y˜1) = 0.










De´monstration. Soit ε > 0. On reprend les notations de la de´monstration du lemme 3. La
































Lorsque n → ∞, le deuxie`me terme tend vers 0 d’apre`s le the´ore`me de la convergence
monotone et le troisie`me terme tend aussi vers 0. Puisque ε > 0 est arbitraire, le lemme 9
est de´montre´. 





= Y˜1 + · · · + Y˜n√
n
et (Y˜n, n ∈ N) ve´rifie les hypothe`ses du lemme 9. Soit Z une v.a. N(0, 1). D’apre`s la
conclusion du lemme 9, Zn = n−1/2(Y˜1 + · · · + Y˜n) et Z ve´rifient les hypothe`ses de la
proposition 4, donc aussi sa conclusion. Le the´ore`me 1 est de´montre´. 
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Remarque 10.
(a) Cette de´monstration est aussi due a` Lindeberg [9]. Elle m’a e´te´ communique´e par
Ch.-E. Pfister. Elle se trouve par exemple dans [2, Chap. 1.7] et [6, p. 262–263],
mais dans ces re´fe´rences, elle est pre´ce´de´e par de nombreuses conside´rations qui font
appel a` la the´orie de la mesure (a` noter que Feller attribue incorrectement certaines
ide´es de la preuve a` H.F. Trotter).
(b) Remarquons que la convergence ponctuelle de fonctions de re´partition, qui sont mo-
notones et uniforme´ment borne´es, implique la convergence uniforme de ces foncti-
ons.
(c) Sans l’hypothe`se A, on ne peut estimer la vitesse de convergence: la me´thode de la
proposition 6 donne cependant l’estimation suivante:
















En faisant d’abord n → ∞, puis ε ↓ 0, puis k → ∞, on de´duit bien le the´ore`me 1.
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