Abstract-Approximate matrix inversion based on Neumann series has seen a recent increased interest motivated by massive MIMO systems. There, the matrices are in many cases diagonally dominant, and, hence, a reasonable approximation can be obtained within a few iterations of a Neumann series. In this work, we clarify that the complexity of exact methods are about the same as when three terms are used for the Neumann series, so in this case, the complexity is not lower as often claimed. The second common argument for Neumann series approximation, higher parallelism, is indeed correct. However, in most current practical use cases, such a high degree of parallelism is not required to obtain a low latency realization. Hence, we conclude that a careful evaluation, based on accuracy and latency requirements must be performed and that exact matrix inversion is in fact viable in many more cases than the current literature claims.
Introduction
In massive MIMO systems, i.e., where the number of basestation antennas, M , is significantly higher than the number of users, N , detection and pre-coding can be done using zero-forcing. Here, a matrix, X ∈ C N×N , is formed from the channel matrix, H ∈ C M ×N , as X = H H H, where H denotes the Hermitian of the matrix, i.e., the conjugated transpose, and must be inverted. X is conjugate symmetric (Hermitian) and semi-definite, and, with uncorrelated channels and M N , diagonally dominant. Neumann series expansion has been suggested to obtain an efficient implementation of the matrix inverse [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] . The motivation being a potentially lower complexity if few iterations are required. Also, the computation of a Neumann series has a potentially lower latency as it is more parallel.
The latency requirements is the time from that the pilot symbols are obtained to determine H to the data to be transmitted assuming the same channel conditions must be pre-coded [9] . This happens once for each coherence period, i.e., the time the channel is expected to be the same. Hence, the latency requirements are based on the frame format, which in turn is based on mobility parameters and used frequency range. Considering the commonly used frame format based on the current LTE standard, the frame time is 0.5 ms. The time to perform all computations from the last pilot symbol to the first transmit symbol is 3 7 of that time [9] . Computing X requires
MAD (multiply-and-add) operations. As a matrix inversion requires ≈ 
N
3 MAD operations, only a fraction of that time can be spent on the matrix inversion. Assuming 10%, the matrix inversion latency must be performed in 0.05 ms. The matrix inversion is in this scenario computed 2000 times per second, so commonly reported throughputs of Minv/s are of no use, since no other matrix inversions can be performed.
An algorithm with O operations, each with P pipeline stages implemented on Q processing elements (PEs), requires
where C latency is the minimum latency of the algorithm, i.e., the number of operations on the longest path. However, this is only a lower bound, so local parallelism limitations may introduce additional cycles. Also, this is without memory access aspects. An overview of the most promising exact methods for inverting positive definite symmetric matrices, including complexity and finite word length simulation results, can be found in [10] . Based on [10] , LDL decomposition combined with equation system solving is selected as it has low complexity and good numerical properties.
A K-term Neumann series matrix inverse approximation, X −1 K , using an initial guess A ≈ X −1 , can be written aŝ
where I is the identity matrix. The main difference between most of the earlier works has been how to determine A. In [1] , [3] , [4] , [6] , [7] the reciprocal diagonal elements was used. This leads to that I − AX has a zero diagonal, and, hence, that some computations can be removed. It was argued in [2] that using a tri-diagonal Amatrix with an approximate inverse lead to better results. In [8] , an alternative A with the diagonal and one column was used with the motivation as [2] has sequential reciprocal operations, and, hence, higher latency. The accuracy of all these methods depends on the structure of the matrix, where roughly better results are obtained with fewer iterations the larger the quotient M N .
Results
The results in terms of complexity and latency in number of MADs and reciprocals are shown in Table 1 . All the considered algorithms can be written as MAD operations, so for consistency this was used as the fundamental operation. As reciprocals are often implemented using Newton-Raphson iterations, later the reciprocals are replaced with MADs. All reciprocals are real-valued, while it is assumed that all MADs are complex valued. However, since some of the MADs has either one real-valued input or results in a real-valued output and it is sometimes of interest to count the number of real-valued MADs as in [3] , these numbers are also given.In a few cases both the input and the output is realvalued. These are counted as real-valued outputs here. For the Neumann series methods, care has been taken to only compute the required partial results. For example, since the inverse is known to be Hermitian, only one half of the highest order matrix product must be computed. Typically, the numbers given are clearly lower compared to the original papers. In [8] , the resulting matrix is not Hermitian. However, here, we only compute one half, assuming that the result should be Hermitian. Furthermore, we assume that an element in a matrix product is computed by sequential MAD operations. This is only a restriction from a latency perspective for the Neumann method when there are more than about 1 2 N 2 PEs. Clearly, if K = 2, the arithmetic complexity is significantly lower compared to the exact methods. However, in many situations more iterations are required and for K = 3, the arithmetic complexity is slightly higher compared to the exact method, but the latency is lower. Hence, the potential benefit is that the resulting [3] , [4] , [6] , [7] , K = 3
Processing elements number of cycles for a parallel implementation. We have not considered K ≥ 4 since the arithmetic complexity is significantly higher compared to exact matrix inversion.
In Fig. 1 the number of cycles required for the different algorithms and four different matrix sizes are shown, assuming P = 1 or P = 3 MADs and three MADs per reciprocal. It can be seen that when many PEs are used, the exact algorithm and the tri-diagonal approach of [2] are limited by the latency for N = 8 (for N = 16 this happens for more PEs). However, for N = 8 and one PE, 304 cycles are required for the exact algorithm. For this to finish in 0.05 ms a clock frequency of only 6.08 MHz is required. Assuming a clock frequency of just below 280 MHz, a matrix with N = 30 can still be inverted with a single PE in 0.05 ms.
Assuming that the P levels of pipelining can be introduced in a fully balanced way, decreasing the longest logic path the same factor and ignoring the setup and hold time of the registers, the time to perform the matrix inversion is shown in Fig. 2 . Again, for N = 8, the exact method has limited parallelism as seen for P = 2, 3 and more processing elements. However, as it works for any channel condition, it should still be an attractive option in many cases.
Conclusion
The complexity of three-term Neumann series based matrix inversion is slightly higher than the best exact algorithms, both about 1 2 N 3 . Hence, for the complexity to be lower, either two terms should be used or the complete third term should not be computed, as in [6] . The latency is higher for exact methods, and, hence, for very low latency implementations this may be a limitation. However, in typical contemporary cases, it is generally not a limiting factor. Hence, exact methods are viable options, both from complexity and latency perspectives. In addition, the exact methods do not rely on the channel leading to a diagonally dominant matrix, and, hence, can be used in any scenario.
