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Introduction
This Ph.D. thesis collects the author’s works and interests in several parts of Number
Theory, from algebraic problems related to relations between number fields which are
based on the factorization of prime numbers in the rings of integers, up to the application
of tools concerning the density of primes with given splitting type in number fields to the
computation of the average rank of specific families of elliptic curves, concluding finally
with the classification and estimate of the main invariants of a number field, like the
discriminant and the regulator, pursued by means of analytic formulas and algorithmic
methods developed on the previous tools and implemented on suitable computer algebra
systems, like PARI/GP [75].
The fil rouge linking the aforementioned subjects is the role of Dedekind Zeta functions,
which were the author’s Master Thesis subject. Given a number field K, the Dedekind
Zeta function of K is defined, in one of its equivalent formulations, as the infinite product
ζK(s) :=
∏
p
(
1− 1
N(p)s
)−1
where p ranges over the non-zero prime ideals of the ring of integers OK and N(p) is
the norm of p, i.e. the size of the finite ring OK/p, while s is a complex variable with
Re s > 1. This object assumes central importance in a plenty of problems, and many
are the insights which can give assuming different point of views for its study: we focus
mainly on three approaches which are the dominant frameworks in this thesis, and they
are the analytic, the algebraic and the algorithmic one.
As one immediately recognizes, the function ζK(s) can be seen as a generalization of the
classic Riemann Zeta function, and so it is natural to begin a study of its analytic proper-
ties as a function of complex variable. Doing so, one gets that any Dedekind Zeta function
can be meromorphically extended over the complex plane C, and this can be done in such
a way that ζK(s) admits a functional equation and an infinite collection of zeros, called
non-trivial zeros of ζK(s), for which one conjectures that their real part is equal to 1/2,
so that we have a specific Riemann Hypothesis for every Dedekind Zeta function. This
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analytic framework is good for proving results concerning the distribution of prime ideals
in number fields via techniques which mimic the ones used for proving the classic Prime
Number Theorem.
From the analytic setting one can already detect the algebraic role of the Dedekind Zeta
functions: in fact, the computation of the residue of ζK(s) at its unique pole, localized at
s = 1, gives as result a product involving all the main invariants of the number field K,
like the class number hK , the discriminant dK , the regulator RK , the number of roots of
unity wK and the numbers r1 and r2 of embeddings of the field K in C, either as a proper
subfield of R or as a subfield of C which is not contained in R. Thus, ζK(s) encodes many
arithmetic informations of the number field K, and actually this could be already seen
by its very definition, which involves the norms of the prime ideals and consequently the
factorization behaviour of the prime numbers in K. One could even wonder if the datum
of the function ζK(s) is enough in order to completely characterize the isomorphism class
of the number field K: this is the problem of arithmetic equivalence, which was studied
too in the author’s Master Thesis, and weaker form of this equivalence are studied in this
work.
Another algebraic question solved by means of Dedekind Zeta functions consists in the
study of the number of primes with given factorization behaviour in a number field K,
and more in detail in the value of their density in the set of all primes. An answers to this
problem is given by Chebotarev’s Theorem, which relies heavily on the analytic properties
of ζK(s) for its proof, and this result allows to obtain a framework in which it is possible
to study both the weaker form of arithmetic equivalence and other problems which need
density approaches.
Finally, let us go back to the analysis: just like for the Riemann Zeta function, one could
set explicit formulae for every Dedekind Zeta function, i.e. relations arising from analytic
tools applied to ζK(s) and which provide an explicit link between the algebraic invariants
of the number field and other objects: as an example, Weil’s explicit formula describes an
explicit relation between the discriminant dK , the prime ideals of OK and the non-trivial
zeros of ζK(s). Up to some assumption on the considered field and on the weight function,
the relation can be reduced to an inequality which provides an estimate from below of
the discriminant, so that an analytic method is able to give quantitative information on
the values of an algebraic invariant.
If one was interested in a classification of number fields with bounded discriminant, this
analytic setting derived from explicit formulae is then thought as one of the theoretical
basis for a classification algorithm: combined with other tools from other branches of
Mathematics and Number Theory, like the so called Geometry of Numbers, one can set
up an algorithmic procedure which returns a complete list of number fields with bounded
discriminants, and for this study it becomes mandatory to consider also concepts like the
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effectiveness and the speed of the employed procedure. A similar algorithmic study, start-
ing from other kind of explicit formulae, can be set also for the study of the regulator RK
of a number field K and for the classification of number fields with bounded regulator. In
conclusion, the role of Dedekind Zeta function consists also in providing theoretical tools
on which one can set algoorithmic procedures for the estimate of algebraic invariants of
number fields.
These are some of the various roles played by the Dedekind Zeta functions, and all the
works and results contained in this thesis, although seeming quite heterogeneous, rely in
fact on these several aspects.
In the next lines we give a summary of the collected work, presenting the parts in which
is divided and underlying every time where is the author’s specific contribution to the
approached problems.
Part I consists in a collection of preliminary facts and theorems, with no degree of
novelty in them, which are presented in order to provide the mathematical framework in
which the remaining parts of the thesis are developed. The presented topics are quadratic
forms and their role in the study of lattices in euclidean spaces; Algebraic Number The-
ory, including basic theory of the prime decomposition, Galois theory and an overview
of the main invariants of number fields; Complex Analysis, with a focus on Perron Inte-
gral Formula, Phragmen-Lindelo¨f Theorem and the properties of entire function, plus an
overview on Dedekind Zeta functions; elliptic curves, starting from few basic facts of Al-
gebraic Geometry up to Weierstrass equations, Mordell-Weil theorems and the definition
of elliptic surface.
Part II is called “Prime densities and applications” and contains Chapters 1, 2 and 3.
Chapter 1, ”Chebotarev’s Theorem: computation of prime densities”, is intended as
an additional preliminary chapter in which we present the specific tools needed for this
part of the thesis, waiting for the new contributions by the author in the later chapters.
We give a short review of the concept of prime density, introducing the two mostly used
densities, which are the natural density and Dirichlet density, and we recall Chebotarev’s
Theorem. The chapter ends by presenting a classical lemma which permits to compute
prime densities of primes with fixed splitting types also in number field extensions which
are not Galois, together with a section which gives the values of prime densities for
every splitting type in every number field extension of degree less or equal than 5, with
distinctions given only by the Galois group of the Galois closure of these extensions.
Chapter 2 deals with Local GCD Equivalence, which is an equivalence relation occur-
ring between number fields: given two number field extension K/F and L/F , the exten-
sions are said to be F -locally GCD equivalent if, for every non-zero prime ideal p of OF
which is unramified in both the extensions, then the splitting type of p in K coincides with
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the splitting type of p in L. This relation was originally studied by Manfred Lochter [43]
as a weaker form of stronger and more studied equivalences, like arithmetic equivalence
and Kronecker equivalence; among the results he got, Lochter proved that any two exten-
sions K/F and L/F which are F -locally GCD equivalent and with [K : F ], [L : F ] ≤ 5
are in fact F -isomorphic.
The goal of this chapter is to present a new proof of this result, different from Lochter’s
one: while the older proof was based on the theory of group representations, our new
procedure relies on the use of prime densities, and more specifically we show how locally
GCD equivalent fields can be isomorphic by looking at the density of the primes with
fixed splitting type the fields share, and how to use these densities information to force
the isomorphism. This different setting for the proof yields the following rigidity corol-
lary: number fields extension of degree 2, 3 or 5 which share the same inert primes are
isomorphic, so that we can state that this kind of extensions are uniquely characterized by
their inert primes. While for quadratic extensions this is a well known fact, for cubic and
quintic extensions is not stated elsewhere with this clarity, although it is a straightforward
consequence of Lochter’s work.
Chapter 3 presents an application of prime densities and related tools to the study of
average ranks of specific family of elliptic curves. Given a collection of rational elliptic
curves, parametrized by rational numbers t, we consider it as an elliptic curve over the
function field Q(t), and we look for the value of its rank over Q(t). Following Bettin,
David and Delaunay [8], we show how to compute this rank for specific families of elliptic
curves: the needed tool is provided by Nagao’s conjecture, which for these families of
curves returns the value of the above rank as an average over the prime numbers p
involving the finite number of points mod p of the elliptic curves in the collection. Our
contribution is given by the computation of the average rank of a very specific family of
elliptic curves, which falls into the wider collection of Bettin, David and Delaunay, but for
which the rank was not already computed because of the need of a computation involving
prime densities, which was not used by the previous authors. We used prime densities
and Chebotarev’s Theorem in order to complete this computation, and found that these
average ranks are equal to 0, unless in very few specific cases which are presented in
Theorem 15.
Part III is called “Analytic and algorithmic methods” and contains Chapters 4, 5 and
6.
Chapter 4, which like Chapter 1 is a sort of additional preliminary section but way
too specific to be contained in the first part of the thesis, deals with explicit formulae
of Dedekind Zeta functions, and there we present the two kind of formula upon which
the results of the later chapters are based on: these are Weil’s explicit formula, which
is the main analytic tool used in Chapter 5, and Friedman’s explicit formula, which is
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extensively used in Chapter 6.
The subject of Chapter 5 is the classification of number fields with bounded discrimi-
nant and the search of the minimum discriminant for number fields with fixed signature:
we begin this chapter by giving an overview of the problem, starting from Minkowski’s
lower bound for the discriminant of number fields up to Poitou, Odlyzko and Serre’s
method [58] to provide such lower bounds thanks to Weil’s explicit formula. These at-
tempts have proved to be very useful in providing lower bounds for families of number
fields with fixed signature: together with this, we also recall the role of the local correc-
tions, which are the lower bounds for the discriminants given by assuming the existence
of prime ideals with small norm in the fixed family of fields, and we show Selmane’s table
of local corrections for fields of degree 8 and 9 in any signature.
Later, we give an overview of some tools of Geometry of Numbers which are helpful
in the classification of number fields with low discriminant: in particular, we focus on
Hunter-Pohst-Martinet’s Theorem, which states that every number field with fixed signa-
ture and bounded discriminant contains an algebraic integer such that its Newton sums
are bounded by functions depending only on the discriminant and the degree. This re-
sult has proven to be crucial for this kind of works, because it allows to associate every
number field with low discriminant to a finite range of values for the Newton sums of
algebraic integers and therefore provides only a finite choice for the coefficients of the
defining polynomials of the desired fields.
Combining these ideas from Geometry of Numbers with Weil’s explicit formula and the
local corrections, we present an algorithm for the classification of number fields with given
signature and bounded discriminant. Although the theoretical steps of the procedure are
very similar to the ones used in the algorithms which allowed several authors to get min-
imum discriminants and fields with low discriminants for degrees up to 7 and for some
signature in degree 8, the actual implementation of this process is the novelty which al-
lowed the author to get the desired discriminants in the remaining signatures for degree 8.
In fact, the main novelty consists in the fact that the author was able to write a program
in the computer algebra system PARI/GP and, with the aid of Karim Belabas and Bill
Allombert from University of Bordeaux, to get minimum discriminants and complete ta-
bles of fields with bounded discriminants for the signatures (2, 3), (4, 2), (6, 1) (completing
thus the degree 8 case) and also for signatures (1, 4) and (3, 3) in degree 9. These facts are
well summarized in Theorem 25, which is the author’s main contribution for this chapter.
Chapter 6 deals with a similar problem, which is the classification of number fields
with fixed signature and bounded regulator. Starting from Friedman’s explicit formula,
we show how Astudillo, Diaz y Diaz and Friedman used the formula, combined with in-
equalities by Remak and Friedman which bound the discriminant of a number field in
function of its regulator, in order to give a method which classifies the number fields with
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given signature and bounded regulator.
The presented method allowed them [3] to give a complete classification for number fields
of degree up to 7 and for fields with signature (8,0), (0,4) and (9,0): the need of a com-
plete list of fields with low discriminants for the procedure to work was the reason which
stopped them from giving a classification for every signature in degree 8. We have pro-
vided these lists in Chapter 5, thus we have tried to investigate the problem of minimum
regulators.
The main fact described in Chapter 6 is that, even with lists of Theorem 25, it is not
possible to give a classification of number fields with bounded regulator in the signatures
(2, 3), (4, 2) and (6, 1) by using Astudillo, Diaz y Diaz and Friedman’s method alone: in
order to overcome this difficulty, we looked for an improvement of Remak-Friedman’s in-
equaliy, which is the main theoretical tool needed for the classification method together
with Friedman’s explcit formula. In particular, the desired improvement should take into
account the signature of the fields in a crucial fashion. This idea originates from the fact
that, for totally real fields of degree less or equal than 11, Pohst [54] was able to prove that
Remak-Friedman’s inequality can in fact be improved consistently; moreover, whenever
one deals with totally complex fields, Lemma 8 shows that the classic upper bound is
sharp for this family of fields.
Starting from these considerations, the author and his supervisor conjectured new values
for the upper bounds of Remak-Friedman’s inequality which depend heavily on the sig-
nature of the involved fields. Although we were not able to mathematically prove it, we
used several computational tools to state that these conjectured values are very likely to
be correct: moreover, we show in the final part of the chapter how these better upper
bounds would yield a classification of number fields with bounded regulator for fields with
signature (6, 1) and how it would allow to give a more exhaustive classification than the
already known one for fields with smaller degree, more specifically for signature (3, 1) and
(5, 1) (but still no clue for signatures (2,3) and (4,2) comes from here).
The final part of the thesis consists in an appendix in which we present the tables
containing the computational data of the algorithmic processes which led to the complete
tables of number fields up to isomorphism presented in Theorem 25 of Chapter 5. The
PARI/GP programs and the files collecting the detected polynomials can be found at
the website www.mat.unimi.it/users/battistoni/index.html, together with the GP
version of the complete tables.
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Part I
Preliminaries
11
0.1 Quadratic forms and lattices
0.1.1 Positive definite quadratic forms
References for this section are contained in Siegel’s lectures [67].
A real quadratic form is a function
q(x) := xTAx =
n∑
i,j=1
ai,jxixj
where A := (ai,j)
n
i,j=1 is a symmetric square matrix of dimension n with real coefficients
and x := (x1, . . . , xn) is a vector in Rn.
Equivalently, a quadratic form is a homogeneous polynomial q(x) :=
∑n
i,j=1 ai,jxixj of
degree 2 with real coefficients and such that ai,j = aj,i for every i, j = 1, . . . , n. With this
definition, a quadratic form q induces a symmetric matrix Aq defined as
(Aq)i,j :=
{
ai,j i = j
ai,j/2 i 6= j.
Given a real vector space V of dimension n, let A = (ai,j)
n
i,j=1 be a real n× n symmetric
matrix. Once a basis for V is fixed, the real quadratic form associated to A is defined on
v ∈ V as
q(v) := q(x) (1)
where x := (x1, . . . , xn) is the coordinate vector of v with respect to the fixed basis. If
one chooses a different basis with coordinates y such that x = Uy with U ∈ GL(n,R),
then the symmetric matrix associated to q in the new basis is equal to UAU−1, so that
q(v) = q(x) = xTAx = (Uy)TAUy = yT (UTAU)y.
Being UTAU a real symmetric matrix itself, one gets that the definition (1) of q over V
is independent of the chosen basis.
A quadratic form over a real vector space V is said to be positive definite if q(v) > 0 for
every v ∈ V \{0}: this is equivalent to require that, for any fixed a basis of V , the matrix
Aq associated to q with respect to the given basis defines a scalar product 〈·, ·〉q on Rn,
which in turn yields a scalar product on V . The couple (V, q) is called a real euclidean
space.
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Let us suppose that the basis of V is fixed, so that any vector of V can be identified
with a vector of Rn. Let Λ ⊂ V be the set of vectors with integer coefficients.
If q is a positive definite quadratic form, then any eigenvalue of Aq is positive. Let m and
M be the minimum and maximum eigenvalue of Aq: then mx
Tx ≤ q(x) ≤MxTx.
If c > 0 and q(x) < c, then mxTx < c: thus, the coordinates of x are bounded, and so
there exists only a finite number of vectors x with integer coefficients such that q(x) < c.
In particular, there exists an element λ ∈ Λ\{0} such that min{q(v) : v ∈ Λ\{0}} =: q(λ).
0.1.2 Lattices and their relation with quadratic forms
Let V be a real vector space of dimension n. A lattice Λ ⊂ V is a free additive subgroup
which is discrete with respect to the euclidean topology on V and such that its generators
are R-independent. A full rank lattice is a lattice such that its generators span V .
If Λ := 〈α1, . . . , αn〉 is a full rank lattice, its fundamental parallelotope is the set
ΠΛ :=
{
n∑
i=1
ciαi : ci ∈ [0, 1] ∀i
}
.
If Λ := 〈α1, . . . , αn〉, the discriminant of the lattice Λ is the number:
d(Λ) :=
det
α1,1 · · · α1,n· · · · · · · · ·
αn,1 · · · αn,n
2
where (αj,1, . . . , αj,n) is the coordinate vector of αj with respect to a fixed basis of V .
By its definition, the value of d(Λ) is invariant for every change of basis by a matrix
B ∈ GL(n,Z) (these matrices represent indeed the linear transformations of V which fix
lattices). Moreover,
√
d(Λ) is exactly equal to the volume of the fundamental parallelo-
tope.
Given an euclidean space (V, q) and a full rank lattice Λ ⊂ V , a natural question consists
in estimating the minimum value the positive definite form q assumes over the non-zero
elements of Λ. The following theorem is a classical answer to this problem.
Theorem 1 (Hermite). For every n ∈ N there exists a number γn ∈ R such that, for
every euclidean space (V, q) of dimension n and for every full rank lattice Λ ⊂ V , the
minimum value µ1 which q assumes over Λ \ {0} satisfies the inequality
µ1 ≤ γn(detAq · d(Λ))1/n. (2)
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Proof. See [10], Chapter II, Section 3.2, Theorem 1.
The number γn is called the Hermite constant of dimension n. Here we collect
the values of γnn for n ≤ 8. These numbers are known to be optimal (see [57], Chapter 3,
Section 3 for more details):
n 1 2 3 4 5 6 7 8
γnn 1 4/3 2 4 8 64/3 64 2
8 .
Given a full rank lattice Λ ⊂ V and a positive definite quadratic form q, define the
numbers
µi := inf{λ ∈ R : q(v) < λ} contains i R-independent points of Λ}, i = 1, . . . , n.
It is clear that µ1 ≤ µ2 ≤ · · · ≤ µn. In particular it is µ1 = min{q(v) : v ∈ Λ\{0}}, and by
their very definition, the vectors of Λ on which q assumes the values µi are R-independent.
The numbers µ1, . . . , µn are called the successive minima of q over Λ; the following
classical theorem provides an estimate for their product.
Theorem 2 (Minkowski). Let λq =: µ1 ≤ µ2 ≤ · · · ≤ µn be the successive minima of a
positive definite quadratic form q over a lattice in Λ ⊂ V . Then ∏ni=1 µi ≤ γnn ·detAq ·d(Λ).
Proof. See [10], pages 120, 205 and 332.
Remark 1. Hermite’s Theorem can be easily seen as a Corollary of Minkowski’s Theorem:
in fact,
µn1 ≤
n∏
i=1
µi ≤ γnn · detAq · d(Λ)
and it is enough to take the n-th root of the left and right hand side to recover (2).
0.2 Number fields and their invariants
0.2.1 Basic facts and prime decomposition
References for this section are contained in the Algebraic Number Theory books [38], [11],
[32] and [33].
A number field K is a field containing the rational numbers Q and such that K is a
finite dimensional Q-vector space with respect to the multiplication of K. The degree
of K over Q is the dimension of K as Q-vector space, and it is denoted with [K : Q].
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Given a number field K, a finite extension of number fields L/K is a field L con-
taining K which has finite dimension as K-vector space: this dimension is called degree
of L over K and denoted with [L : K]. If K ⊆ L ⊆ N is an inclusion of number fields,
then [N : K] = [N : L][L : K].
The ring of integers of K is the ring
OK := {α ∈ K : ∃p(x) ∈ Z[x] which is monic and such that p(α) = 0}.
This definition implies that Z is the ring of integers of the trivial number field Q.
If K is a number field of degree n, then OK is a free abelian group of rank n with respect
to the usual addition. If O∗K is the group of multiplicative units of OK , then O∗K is iso-
morphic as abelian group to Zr × µK , where r := r1 + r2 − 1 and µK is the finite group
of roots of unity contained in K.
Denote with PK the set of non-zero prime ideals of K; then every p ∈ PK is a max-
imal ideal, and OK/p is a finite field. The size of the finite field OK/p is called the
(absolute) norm of p and is denoted with N(p).
Any non-trivial ideal I ⊂ OK admits a unique, finite factorization as product of prime
ideals of PK : if I = p1 · · · pr as product of prime ideals, then the quotient ring OK/I is
finite and its size is equal to
∏r
i=1 N(pi). The size of the quotient ring OK/I is called
the (absolute) norm of I, and is denoted with N(I). This definition well fits with the
definition of norm of a prime ideal, and it immediately yields that the norm is a multi-
plicative function on the set of non-trivial ideals of OK .
Given L/K a finite extension of number fields and p ∈ PK , consider the factorization
of pOL in OL:
pOL = qe11 · · · qenpnp
where the primes qj are distinct. Each exponent ei is called ramification degree of the
corresponding prime qi, and the prime p is said to be ramified if some ei is strictly larger
than one.
Given q ∈ PL, if p := q ∩ OK , the degree of the finite fields extension (OL/q)/(OK/p) is
called the inertia degree of q over p.
Assume pOL = qe11 · · · qenpnp and let f1, . . . , fnp be the inertia degrees of the primes q1, . . . , qnp
respectively. Assume f1 ≤ f2 ≤ · · · ≤ fr; the splitting type of p in L is defined as the
np-ple
fL(p) := (f1, . . . , fnp).
If fL(p) = (1, 1, . . . , 1), the prime p splits completely in the field L; p is also said to be
a totally split prime.
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There is a formula connecting the degree of the extension with the ramification and inertia
indexes: fixed p ∈ PK , one has
np∑
i=1
ei · fi = [L : K].
0.2.2 Embeddings, traces and norms
Given a number field K, the Primitive Element Theorem ([48], Chapter 5, Theorem 5.1)
assures the existence of an algebraic number α ∈ C such that K = Q[α], so that ac-
tually every number field can be thought as a subfield of C. Let f(x) ∈ Q[x] be an
irreducible polynomial with deg f = [K : Q] and such that f(α) = 0: then there is a field
isomorphism Q[x]/(f(x)) → K which sends the equivalence class of x to α. Thanks to
the existence of the ring of integers OK , f(x) can always be assumed monic, irreducible
and with integer coefficients; in this case f(x) is said to be a defining polynomial of K.
Let α =: α1, α2, . . . , αn be the roots of f(x) in C: for every i = 1, . . . , n there are n
field isomorphisms Q[x]/(f(x))→ Q[αi], and the composite isomorphisms σi : K → Q[αi]
are called embeddings of K in C. The embeddings fix the elements of Q and send α to
αi, so that they provide isomorphic (and possibly different) realizations of K as subfield
of C.
An embedding σ of K is called real if σ : K ↪→ R, otherwise is said to be complex. If τ
is a complex embedding of K, then also τ¯ :=¯◦ τ is a complex embedding of K, where¯
is the usual complex conjugation on C.
Let r1 be the number of real embeddings of K, and let r2 be the number of complex
embeddings of K up to complex conjugation. If K has degree n, then
n = r1 + 2r2.
The couple (r1, r2) is said to be the signature of K. K is totally real if r1 = n, and
totally complex if r2 = n/2.
If K has p(x) ∈ Q[x] as defining polynomial, then r1 is the number of real roots of p(x)
and r2 is the number of couples of complex conjugated roots of p(x).
Let {σ1, . . . , σr1 , σr1+1, σ¯r1+1, . . . , σr1+r2 , σ¯r1+r2} be the embeddings of K. Given α ∈ K,
the trace of α is defined as
Tr(α) :=
r1∑
i=1
σi(α) + 2 Re
r2∑
i=1
σr1+i(α),
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while the norm of α is defined as
Nm(α) :=
r1∏
i=1
σi(α)
r2∏
i=1
|σr1+i(α)|2.
Both Tr(α) and Nm(α) are in Q: moreover, if α ∈ OK , then Tr(α) and Nm(α) are in Z.
Finally, we have
|Nm(α)| = N(αOK).
Given L/K a finite extension of number fields, the restriction of any embedding τ of L
to K gives an embedding σ of K. We write τ |σ to describe this. For every embedding σ
of K, there are exactly [L : K] embeddings τ of L such that τ |σ.
Given β ∈ L, one defines the relative trace of L over σ and relative norm of L over
σ as
Trσ(β) :=
∑
τ |σ
τ(β), Nmσ(β) :=
∏
τ |σ
τ(β).
Both Trσ(β) and Nmσ(β) are in K, and if β ∈ OL, then both of them are in OK .
0.2.3 Galois number fields
A number field F is said to be Galois if σi(F ) = F for every embedding σi of F . In this
case the set {σ1, . . . , σn} forms a finite group G with respect to the composition: G is
called the Galois group of F , which is denoted Gal(F/Q).
Any number field of degree 2 is Galois, with Galois group isomorphic to the cyclic group
of order 2.
A Galois number field can be either totally real or totally complex: it does not admit an
intermediate signature.
Given L/F a finite extension of number fields, consider the group Aut(L/F ) of field
automorphisms τ : L → L such that τ(F ) = F . The extension is said to be Galois if
#Aut(L/F ) = [L : F ], and in this case Gal(L/F ) := Aut(L/F ) is said to be the Galois
group of the extension.
If F = Q, this definition coincides with the previous one.
Let L/F be a Galois number field extension, with Galois group G := Gal(L/F ). Given
an intermediate field F ⊆ K ⊆ L, the extension L/K is Galois too and its Galois group
Gal(L/K) is a subgroup of G: this association provides a bijective correspondence be-
tween subextensions of L/F and subgroups of G. Moreover, the intermediate extension
K/F is Galois if and only if the corresponding subgroup Gal(L/K) is normal in Gal(L/F ):
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if this is the case, the Galois group Gal(K/F ) is isomorphic to Gal(L/F )/Gal(L/K).
Given a finite extension K/F of fields, the Galois closure of K/F is the smallest Galois
extension K̂/F such that K ⊆ K̂. If f(x) is the defining polynomial of K/F , then K̂ is
constructed by adding all the roots of f(x) to K: thus, if [K : F ] = n, then Gal(K̂/F ) is
a subgroup of the symmetric group Sn and [K̂ : F ] ≤ n!. K̂ can be characterized also as
the compositum field of all the fields σ(K) where σ ∈ Gal(K̂/F ).
Given a number field extension K/F , its Galois core is the biggest Galois extension L/F
such that L ⊆ K.
Remark 2. The concept of Galois extension is in fact more general and can be defined
in any class of fields, up to requiring a wider definition involving properties which are
naturally satisfied in number fields.
As an example, any extension K/F of finite fields is Galois in this wider sense, with a
cyclic group as Galois group.
0.2.4 Invariants
Let f(x) ∈ Z[x] be a monic polynomial of degree n, and let α1, . . . , αn ∈ C be the complex
roots of f(x). The discriminant of f(x) is defined as
discf :=
∏
1≤i<j≤n
(αi − αj)2 .
One has discf ∈ Z; moreover, discf = 0 if and only if f(x) has a multiple root in C.
Let {α1, . . . , αn} be a Q-basis for a number field K of degree n, and let
{σ1, . . . , σr1 , σr1+1, σ¯r1+1, . . . , σr1+r2 , σ¯r1+r2}
be the embeddings of K.
The discriminant of the n-ple (α1, . . . , αn) is defined as D(α1, . . . , αn) := (detMα)
2
where
Mα :=

σ1(α1) σ1(α2) · · · σ1(αn)
σ2(α1) σ1(α2) · · · σ2(αn)
· · · · · · · · · · · ·
σr1+1(α1) σr1+1(α2) · · · σr1+1(αn)
σ¯r1+1(α1) σ¯r1+1(α2) · · · σ¯r1+1(αn)
· · · · · · · · · · · ·
σr1+r2(α1) σr1+r2(α2) · · · σr1+r2(αn)
σ¯r1+r2(α1) σ¯r1+r2(α2) · · · σ¯r1+r2(αn)

.
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The discriminant can be also computed using traces, since D(α1, . . . , αn) = detNα,
where Nα := (Tr(αiαj))
n
i,j=1. This shows that D(α1, . . . , αn) ∈ Q in general, and that
D(α1, . . . , αn) ∈ Z if αi ∈ OK for every i = 1, . . . , n.
Assume now that {α1, . . . , αn} denotes a Z-basis for OK ; then D(α1, . . . , αn) is called
the discriminant of OK and is denoted with dK . The value of dK does not depend on
the chosen Z-basis for OK .
If f(x) ∈ Z[x] is a monic defining polynomial for K, then dK divides discf , and moreover
their ratio is a square integer.
The sign of the discriminant is uniquely defined by the signature of K: in fact, dK =
(−1)r2|dK |.
The discriminant of a number field satisfies the following important arithmetical property:
a prime number p ramifies in K if and only if p divides the integer dK .
Remark 3. Consider the real vector space Rn and assume that it has coordinates (x1, . . . , xr1 ,
xr1+1, yr1+1, . . . , xr1+r2 , yr1+r2), with r1 + 2r2 = n. Given a number field K of degree n,
define the function
σ : K → Rn
α 7→ (σ1(α), . . . , σr1(α),Reσr1+1(α), Imσr1+1(α), . . . ,Reσr1+r2(α), Imσr1+r2(α))
where the σi’s are the embeddings of K. Then σ is an homomorphism of additive abelian
groups.
Furthermore, being OK a free abelian group of rank n, the function σ transforms the ring
of integers OK into a full rank lattice in Rn. The discriminant d(σ(OK)) of this lattice is
equal to 4−r2|dK |, so that the volume of the fundamental parallelotope of σ(OK) is equal
to 2−r2
√|dK |.
If one considers the quadratic form q(x) :=
∑r1
i=1 x
2
i +
∑r1+r2
j=r1+1
(x2j − y2j ), then q restricted
to the lattice σ(OK) is equal to the function Tr(x2).
One can define another invariant for a number field: consider the function
l :OK → Rr1+r2
α 7→ (log |σ1(α)|, . . . , log |σr1(α)|, 2 log |σr1+1(α)|, . . . , 2 log |σr1+r2(α)|). (3)
Then the subgroup of units O∗K , which has a free part of rank r1 + r2 − 1 and a finite
torsion part formed by the roots of unity contained in K, is sent by l into a lattice of rank
r := r1 + r2 − 1, which is contained in the hyperplane
∑r1+r2
i=1 xi = 0. If we write
li(α) :=
{
log |σi(α)| i = 1, . . . , r1
2 log |σi(α)| i = r1 + 1, . . . , r1 + r2,
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and if ε1, . . . , εr1+r2−1 are the units generating the free part of O∗K , then one defines the
regulator of K as
RK := | det(li(εj))r1+r2−1i,j=1 |.
The definition of RK is based on the choice of the functions li, which it has been made
by using every embedding of K except σr+1; since
∑r1+r2
i=1 li(ε) = 0 for every ε ∈ O∗K ,
it follows that any choice of r embeddings among the r + 1 which are available provides
functions li which give the same value of RK .
The regulator is the volume of the fundamental parallelotope of the lattice l(O∗K), but
only considering the lattice in a real vector space of dimension r1 + r2 − 1; if instead we
look at l(O∗K) as lattice in the hyperplane x1 + · · · + xr1+r2 = 0 in the real vector space
Rr1+r2 , the (r1 + r2− 1)-dimensional Hausdorff measure of the volume of its fundamental
parallelotope is equal to
√
r + 1RK by a projection argument.
The regulator RK usually is not an algebraic number, although it is equal to 1 whenever
K is an imaginary quadratic field.
One can define one more invariant: let K be a number field, and let IK be the set of
fractional ideals of K, i.e. the set of OK-modules contained in K which are isomorphic to
integer ideals of OK . Consider the subgroup PK of principal ideals. The quotient group
ClK := IK/PK is called the class group of K: it is a finite abelian group, and its size is
denoted with hK , so that the ring of integers OK is a Principal Ideal Domain, i.e. all its
ideals are principal, if and only if hK = 1.
Moreover, thanks to Class Field Theory it follows that the class group classifies the Galois
extensions L/K with abelian Galois group and which are unramified, i.e. such that no
prime ideals of K ramify in L: in fact, to any subgroup H of ClK corresponds a unique
unramified Galois extension LH/K, and Gal(LH/K) = H.
Finally, let us define the last invariant we need. Consider the set OˆK := {α ∈ K : Tr(α·
OK) ⊂ Z}; the set DK := {β ∈ K : β · OˆK ⊂ OK} is called the Different ideal of K.
It is an ideal of OK which measures the ramification of the extension K/Q: more in detail,
a prime ideal p ⊂ OK is a prime factor of pOK for a ramified prime integer p if and only
if p is a prime factor of DK , and N(DK) = |dK | (see [50]). Moreover, Hecke ([29], page
234) showed that the class [DK ] in ClK is always a square.
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0.3 Complex analysis and Dedekind Zeta functions
0.3.1 Recalls from Complex Analysis
In this section we give a brief review of some tools and ideas of Complex Analysis which
will be used mainly in Chapter 4 .
We begin by recalling a basic instance of the Perron Integral Formula, which is a key
tool of computation for the explicit formulae of L-functions.
Theorem 3 (Perron). Let σ > 0. We have the formula∫ σ+i∞
σ−i∞
xs
s
ds =
{
1 x > 1,
0 0 < x < 1.
(4)
Proof. Let us suppose first that x > 1. Fix positive numbers B and T , and consider the
rectangle R in the complex plane with vertexes σ−iT, σ+iT,−B+iT and −B−iT . Take
the integral of the meromorphic function xs/s over the boundary of R counterclockwise
considered: by the Residue Theorem, it is equal to the residue of xs/s in 0, which is 1.
Formula (4) follows if one is able to show that the integrals over the left vertical lines and
the horizontal lines go to zero for suitable choices of T and B going to infinity.
In fact, the integral over the upper horizontal line is estimated by∣∣∣∣∫ −B
σ
xu+iT
u+ iT
du
∣∣∣∣ = ∣∣∣∣∫ B+σ
0
xσ−u+iT
σ − u+ iT du
∣∣∣∣ ≤ xσ ∫ +∞
0
x−u
T
du =
xσ
T (log x)
and the last term goes to zero for T → +∞.
The integral over the left vertical line is instead estimated by∣∣∣∣∫ −T
T
ix−B+it
−B + itdt
∣∣∣∣ ≤ ∫ T−T x
−B
B
dt = 2T
x−B
B
and the last term goes to zero for T → +∞ and B → +∞, up to choosing B of the
correct order of magnitude: as an example, take B = T .
In this way we get Perron formula for x > 1: the proof for 0 < x < 1 is completely similar,
the only difference being that the assumption on x allows to choose the vertexes B ± iT
instead of −B ± iT , so that the integral over the boundary of R is equal to 0.
An entire function is a function f : C → C which is holomorphic over the whole
complex plane C. If f has infinitely many zeros, then they form a discrete set which
accumulates to infinity. The following theorem, due to Hadamard, gives a canonical
decomposition of entire functions as infinite products depending on their zeros.
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Theorem 4 (Hadamard). Let f(z) be an entire function, and let {an} be its set of zeros
which are not equal to 0. There exist integers m ∈ Z≥0, mn ∈ Z≥0 for every n ∈ N and
entire function g(z) such that
f(z) = zmeg(z)
∞∏
n=1
(
1− z
an
)
e
z
an
+ 1
2(
z
an
)
2
+···+ 1
mn
( zan )
mn
Proof. See [1], Chapter 5, Section 2.3, Theorem 7.
Let f be a continuous function on a vertical strip Re s ∈ [σ1, σ2] which is holomorphic
on the interior. The f is said to be a function of finite order if there exists λ > 0 such
that |f(s)|  exp(|s|λ) for |s| → ∞ in the strip. The following theorem, due to Phragmen
and Lindelo¨f, provides estimates for functions of finite order in complex vertical stripes.
Theorem 5 (Phragmen-Lindelo¨f). Let f be a function of finite order in a strip Re s ∈
[σ1, σ2]. Suppose that there exists M ∈ N such that f(σ1+it) |t|M and f(σ2+it) |t|M
for |t| → +∞. Then f(s) |s|M for |s| → +∞ and s in the strip.
Proof. See [39], Chapter XII, Section 6.
We conclude this section by briefly recalling the definition and some properties of the
Gamma function Γ(s). It is the unique meromorphic function defined by
1
Γ(s)
:= seγs
∞∏
n=1
(
1 +
z
n
)
e
z
n
where γ := limn→+∞
(
log n−∑nk=1 1k)i is the Euler-Mascheroni constant.
The function Γ(s) has thus simple poles in the non-positive integers.
When s is a positive real number, the Gamma function can be expressed as
Γ(s) =
∫ +∞
0
e−xxs
dx
x
.
The logarithmic derivative Γ′/Γ is called Digamma function; it is denoted with Ψ(s)
and it has the expression
Ψ(s) = −γ − 1
s
−
+∞∑
n=1
(
1
n+ s
− 1
n
)
. (5)
Finally, we give the statement of a version of Stirling’s Formula, which is the key tool for
estimating the Gamma function over values with large imaginary part.
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Proposition 1 (Stirling). Let s = a+ ib with a1 ≤ a ≤ a2 and |b| > 1. Then
|Γ(a+ ib)| =
√
2pi|b|a− 12 e−pi |b|2
[
1 +Oa1,a2
(
1
|b|
)]
. (6)
Proof. See [2], Section 1.4.
0.3.2 Dedekind Zeta functions
References for this section can be found in [38], Chapter XIII.
Let K be a number field. The Dedekind Zeta function of K is defined as the series:
ζK(s) :=
∑
I⊂OK
1
N(I)s
,
where I runs among the non-zero ideals of the ring of integers OK , N(I) is the absolute
norm of I and s is any complex number with Re s > 1.
If K = Q, then the Dedekind Zeta function ζK is the classical Riemann Zeta function.
Dedekind Zeta functions satisfy the following properties:
• For every s = σ + it ∈ C with Re s = σ > 1, the series defining ζK(s) converges
absolutely. Thus, ζK(s) is an holomorphic function on the half-plane Re s > 1.
• On the same half-plane, the Dedekind Zeta function can be rearranged as an infinite
product. In fact
ζK(s) =
∏
p∈PK
1
(1− N(p)−s) , (7)
where p ranges over the non-zero prime ideals of OK . This expression is called the
Euler product of ζK(s).
• Let (r1, r2) denote the signature of K, and define the function
ΛK(s) := |dK |s/2
(
pi−s/2Γ
(s
2
))r1
((2pi)−sΓ(s))r2ζK(s). (8)
Then ΛK(s) has an analytic continuation as a meromorphic function on C, with
poles uniquely at 0 and 1, which are simple. From this fact it follows that ζK(s)
admits a meromorphic continuation over C with a unique pole, which is simple,
localized at s = 1.
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• The function ΛK(s) satisfies a functional equation
ΛK(1− s) = ΛK(s).
• The residue of ζK(s) in s = 1 is equal to
2r1(2pi)r2hKRK
ωK |dK |1/2 , (9)
where (r1, r2) is the signature of K; hK , RK and dK are respectively the order of the
class group of K, the regulator of K and the discriminant of K; ωK is the number
of roots of unity contained in K.
• The Euler product (7) shows that ζK(s) has no zeros for Re s > 1. One can prove
that there are no zeros also with real part equal to 1. The functional equation of
ΛK(s) implies that if a zero of ζK(s) has Re s ≤ 0, then it must be located in the
non-positive integers (which are necessarily even for totally real fields).
The zeros of this form are called trivial zeros of ζK .
• There exist infinitely many zeros ρ of ζK(s) such that 0 < Re ρ < 1: they are called
non trivial zeros of ζK . If ρ is a non trivial zero, then ρ¯, 1− ρ and 1− ρ¯ are non
trivial zeros too.
The Generalized Riemann Hypothesis (GRH) conjectures that any non trivial
zero of any Dedekind Zeta function ζK(s) has real part equal to 1/2.
0.4 Elliptic curves
0.4.1 Recalls from Algebraic Geometry
References for this section can be found in Hartshorne’s classic book [28]: we refer to it
for the concepts of algebraic varieties and projective algebraic varieties over fixed fields,
which we are not going to recall. We also assume the knowledge of Zariski topology and
we assume that any algebraic variety is endowed with the Zariski topology.
Let K be a field and X an algebraic variety defined over K. A function f : X → K
is called regular at P ∈ X if there exist an open neighborhood U containing P and two
polynomials g, h ∈ K[x1, . . . , xn] such that h is nowhere 0 on U and f = g/h over U . A
function is regular on X if it is regular at every P ∈ X.
Given two algebraic varieties X and Y over K, a morphism f : X → Y is a continuous
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map such that, for any open set V ⊂ Y and for any regular function g : V → K, the
function g ◦ f : f−1(V )→ K is regular.
A rational map φ : X → Y is a map between algebraic varieties such that there exists
a non empty open set U ⊂ X such that φ|U : U → Y is a morphism. The rational map is
said to be dominant if the image of U is Zariski dense in Y .
A dominant rational map φ : X → Y is said to be birational if there exists a dominant
rational map Ψ : Y → X such that Ψ ◦ φ = idX and φ ◦ Ψ = idY . In this case X are Y
are said to be birationally equivalent over K.
0.4.2 Elliptic curves, Weierstrass Equations
References for this section can be found in Silverman’s book [68].
Let K be a field and let K¯ be its algebraic closure. An elliptic curve E over K is
the non-singular algebraic variety described by the solutions (x, y) ∈ K¯2 of the equation
E/K : y2 +a1xy+a3y = x
3 +a2x
2 +a4x+a6, aj ∈ K for every j ∈ {1, 2, 3, 4, 6}. (10)
The equation (10) is called Weierstrass Equation of the elliptic curve E/K: its
coefficients must be chosen so that the two variable polynomial y2 + a1xy + a3y = x
3 +
a2x
2 + a4x+ a6 has partial derivatives with no common zeros, in order to guarantee that
the curve E/K is non-singular.
Assume now that charK 6= 2: then, up to a change of variables, an elliptic curve E/K
can be described as the set of solutions of a simplified Weierstrass equation:
E/K : y2 = x3 + a2x
2 + a4x+ a6, aj ∈ K for every j ∈ {2, 4, 6} (11)
where the cubic polynomial in x has no multiple roots in order to guarantee that the
curve is non-singular.
Moreover, if charK is also different from 3, then there is a simpler formulation for the
Weierstrass Equation given by
E/K : y2 = x3 + px+ q (12)
where p, q ∈ K and the trinomial x3 + px+ q does not have multiple roots in K¯.
Although the equation is presented in an affine form, the best way to work with elliptic
curves is to study them in the projective plane P2K : in this context, E is a non-singular
compact curve. Define E(K) as the set of K-rational points of E, i.e. the set of solu-
tions of the homogenized version of Equation (12) with all coordinates in K.
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For any elliptic curve E/K, there is a specified point O ∈ E(K) and a group operation
on E(K) such that O is the identity element for this operation.
Let K now be a field of characteristic zero, and assume it is the fraction field of a sub-
domain R. Let E/K be an elliptic curve described by a Weierstrass Equation (11) with
coefficients in K. Then, up to a proper change of variables, it is possible to describe E/K
as the set of solutions of a Weierstrass equation y2 = x3 + ax+ b where the coefficients a
and b belong to the subdomain R.
As an example, any elliptic curve over Q can be described by a Weierstrass equation with
coefficients in Z, and any elliptic curve over the function field Q(t) admits a Weierstrass
equation with coefficients in the polynomial ring Z[t].
0.4.3 Discriminant, elliptic curves over finite fields
Let K be a field with charK 6= 2, 3 and let E/K be an elliptic curve with Weierstras
equation y2 = x3 + px+ q, with p, q ∈ K.
The discriminant of E is the number
∆E := −16(4p3 + 27q2).
The discriminant of an elliptic curve is always different from 0, because of the hypothesis
of non singularity of the curve: in fact, up to the factor 16 which is useful for other rea-
sons, ∆E is nothing but the polynomial discriminant of the trinomial x
3 + px + q. The
discriminant of an elliptic curve E over K is independent of the choice of the Weierstrass
equation defining E, provided the curve given by this new Weierstrass equation is K-
isomorphic to E/K.
Let F be a finite field of characteristic ≥ 5. By means of a non-singular Weierstrass
equations, one can define an elliptic curve over E/F and the set E(F ) of F -rational
points is a finite group.
Consider now an elliptic curve E/Q, and take a prime number p: if one reduces the co-
efficients of the Weierstrass equation mod p, a Weierstrass equation with coefficients in
Fp is obtained. The curve Ep/Fp is an elliptic curve over Fp if and only if the rational
discriminant ∆E of E/Q is not 0 mod p: thus, for almost any prime p, the reduced curve
Ep is again an elliptic curve.
Define finally the numbers:
aE(p) :=
{
0 if p|∆E
p+ 1−#Ep(Fp) otherwise.
(13)
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There is a geometric interpretation of these numbers, as the trace of the Frobenius mor-
phism of Ep (see [68], Chapter 5).
Remark 4. The discriminant of an elliptic curve E/K can be defined also if the char-
acteristic of K is equal to 2 or 3: the definition requires the general form (10) of the
Weierstrass equation of an elliptic curve, and is more complicated than the one given
above. However, it gives the same value for the discriminants whenever charK is neither
2 and 3.
0.4.4 Mordell-Weil theorems, rank of elliptic curves
Let E/Q be an elliptic curve. Consider the group E(Q) of rational points. The following
theorem, which is exhaustively proved in [68], Chapter VIII, provides a very important
result about the structure of this group.
Theorem 6 (Mordell-Weil). Let E/Q be a rational elliptic curve. Then E(Q) is a finitely
generated abelian group.
Being finitely generated, E(Q) is the direct sum of a finite torsion group and a free group
with finite rank r. The rank of the elliptic curve E is the rank of the free part of E(Q).
There is a useful and broad generalization of Mordell-Weil’s Theorem which permits to
obtain a similar result (and a similar concept of rank) for every elliptic curve over a wide
family of fields.
Theorem 7 (Nero`n-Lang). Let F be either Q or Fp, with p a prime number. Let K/F be
a finitely generated extension of fields. Let E be an elliptic curve over the field K. Then
the group of K-rational points E(K) is a finitely generated abelian group, and the rank of
its free part is called rank of E over K.
Proof:
See the paper [40].

Among the fields to which Nero`n-Lang’s Theorem applies there are finite fields and
function fields over number fields (remember that a finitely generated extension may not
be a finite extension, e.g. Q(t)/Q).
0.4.5 Elliptic surfaces
In the following chapters we will be interested in working not with single elliptic curves,
but with collections of elliptic curves: in this last lines we recall the needed concepts in
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order to characterize these collections in the most proper geometrical point of view.
Let K be a field, and let C be a non singular, projective curve over K. An elliptic
surface is given by:
• A surface E , i.e. a projective variety of dimension 2.
• A surjective morphism pi : E → C such that for all but finitely many t ∈ C(K¯) the
fiber pi−1(t) is a non-singular curve of genus 1.
• A section σ0 : C → E .
An intuitive realization of an elliptic surface is given by a Weierstrass equation (10) where
the coefficients aj belong to a function field K(t), and the equation is suh that substituting
t with an element α ∈ K, one obtains almost every time an elliptic curve over K.
Finally, we give a last definition, concerning a specific kind of elliptic surface: an elliptic
surface E is said to be a rational elliptic surface if there exists a birational map
φ : E → P2K .
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Part II
Prime densities and applications
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Chapter 1
Chebotarev’s Theorem: computation
of prime densities
1.1 Prime densities
1.1.1 Introduction to prime densities
Let us begin with some preliminary examples. Fix a big enough integer M and consider
the set of numbers {1, 2, . . . ,M}. Let q ∈ N. If a is a given residue class modulo q, what
is the chance of picking a number of the form a + kq in {1, 2, . . . ,M}? Dividing this set
in consecutive sequences of q integers, one immediately sees that the desired probability
is very near to 1/q, and is exactly 1/q whenever q divides M .
If one is interested in extending this question to the whole set N of natural numbers, a
simple way to do this would be to consider a limit of the form
lim
x→+∞
#{n ≤ x : n = a mod q}
x
. (1.1)
The value of this limit, which is called density of the residue class a mod q in N, is
exactly 1/q. The result of the limit is independent of the chosen residue class modulo q,
and so one can affirm that these classes have the same density in N.
Consider now a very similar question, but related to the prime numbers: what is the
number of prime numbers in {1, . . . ,M} of the form 4k + 1 and 4k + 3 respectively?
With the only exception of 2, every prime number is odd and thus admits only 1 and 3
as residue classes modulo 4; but the existence of only two residue classes is not a strong
enough reason to conclude that the number of primes p ≡ 1 mod 4 is almost the same
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of the number of primes p ≡ 3 mod 4, or that these two kind of primes have the same
density, using the previous terminology.
Nonetheless, a heuristic computation shows that the two quantities are very close as more
primes are taken into account, and the proportions of the two classes are both very near
to the “expected value” 1/2 (see Table 1.1 below).
Table 1.1
A := B := C :=
M #{p = 4k+1≤M} #{p = 4k+3≤M} #{p≤M odd} A/C B/C
104 609 619 1228 0.49592833.. 0.50407166..
105 4783 4808 9591 0.49906365.. 0.50093634..
106 39175 39322 78497 0.49906365 0.50093634
107 332180 332398 664578 0.49983598.. 0.50016401..
108 2880504 2880950 5761454 0.49996129.. 0.50003870..
109 25423491 25424042 50847533 0.49999458.. 0.50000541..
The more primes are considered, the more the distribution of the two residue classes
approaches to 1/2; thus, one would like to introduce a sort of density for prime numbers,
similar to the one introduced for natural numbers, which would allow to say that the
primes of the form 4k + 1 and 4k + 3 have same density in the set of prime numbers.
There is an arithmetical reason for being interested in a concept of density for prime
numbers: in fact, it is well known that the factorization of an odd prime number p in
the Euclidean ring Z[i] depends only on its residue class modulo 4, and that the principal
ideal pZ[i] splits as a product of two distinct prime ideals if and only if p = 4k + 1, it
remains a prime ideal if and only if p = 4k+ 3, while 2Z[i] ramifies as a square of a prime
ideal. Similar yet more complicated behaviours can be noticed in the ring of integers OK
of a generic number field K, and thus the idea of a density for prime numbers would
be relevant in order to detect the proportion of prime numbers with given factorization
behaviour in OK .
Moreover, a completely similar concept could be defined not only for prime numbers but
also for prime ideals, whenever one considers a number field extension L/K and wants to
detect the proportion of prime ideals with given factorization type as product of prime
ideals in the ring OL. The result could be gained by counting the ideals with respect to
their absolute norm, which coincides with the size of the prime in the case of rational
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prime numbers.
1.1.2 Natural density and Dirichlet density
In this section we recall precise concepts of density which allow to formalize the ideas
previously introduced.
Given a number field K, let PK be the set of non-zero prime ideals of OK . Given a
subset A ⊂ PK , the natural density of A in PK is the limit (if it exists)
δK(A) := lim
x→+∞
#{p ∈ A : N(p) ≤ x}
#{p ∈ PK : N(p) ≤ x} .
This definition resembles the computation of densities of residue classes presented in (1.1),
and it is called “natural” as it is indeed the naivest way to define a density as the ratio
between the number of elements of the subset and the number of elements of the total
set.
It is clear from the definition that the whole set PK has a natural density which is equal
to 1. Moreover, assume that S ⊂ A is such that δK(S) = 0: then δK(A) = δK(A \ S),
provided δK(A) exists.
The formulation of the natural density can be simplified thanks to the Prime Ideal Theo-
rem (see [11], Chapter IX, Section 2, Theorem 1), which states that the number of prime
ideals with norm less than a positive upper bound x is asymptotic to x/ log x as x goes
to infinity: the natural density of A ⊂ PK is then equal to
δK(A) = lim
x→+∞
#{p ∈ A : N(p) ≤ x}
x/ log x
.
By this new formulation one can see that any finite set S ⊂ PK has natural density equal
to 0, and so the natural density of a set of prime ideals does not change by removing a
finite number of elements; this fact will be largely exploited in the next sections.
Although being a very natural definition, this instance of density is not always the most
practical to deal with: Analytic Number Theory shows that already for natural numbers
there are different definitions of densities which cover and include wider cases. One of
these new densities arises from the study of the Dedekind Zeta function of a number field
K.
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Given A ⊂ PK , the Dirichlet density of A in K is defined as the limit (if it ex-
ists)
∂K(A) := lim
s→1+
∑
p∈A N(p)
−s∑
p∈PK N(p)
−s .
The limit is made over real numbers s greater than 1, and the denominator comes from
the logarithmic expression of the Dedekind Zeta function of K: in fact, the Euler product
formula (7) for ζK(s), combined with the fact that s = 1 is a simple pole for ζK(s),
provides the following chain of asymptotics when s→ 1+, s real.
log
(
1
s− 1
)
∼ log ζK(s) ∼
∑
p∈PK
+∞∑
m=1
N(p)−ms ∼
∑
p∈PK
N(p)−s.
Thus, the Dirichlet density can be computed as
∂K(A) := lim
s→1+
∑
p∈A N(p)
−s
log (1/(s− 1)) .
Just like for the natural density, a finite set S has ∂K(S) = 0 and the Dirichlet density of
a set of prime ideals A does not change whenever a set with Dirichlet density equal to 0
is removed from A.
Furthermore, there is a very important set of prime ideals in PK having Dirichlet density
equal to 1 without being the whole set PK .
Proposition 2. Let A ⊂ PK be the set of non-zero prime ideals of OK which have inertia
degree over rational primes equal to 1. Then ∂K(A) = 1.
Proof. One has∑
p∈PK
N(p)−s =
∑
p∈PK
N(p) prime
N(p)−s +
∑
p∈PK
N(p) power ≥ 2 of a prime
N(p)−s. (1.2)
The second sum in the right hand side is uniformly bounded by the convergent series
[K : Q]
∑
1/p2 for every s ≥ 1, where the sum is made over the prime numbers. Thus
the Dirichlet density of A is equal to
lim
s→1+
∑
p∈PK
N(p) prime
N(p)−s∑
p∈PK N(p)
−s = lims→1+
∑
p∈PK
N(p) prime
N(p)−s∑
p∈PK
N(p) prime
N(p)−s +
∑
p∈PK
N(p) power ≥ 2 of a prime
N(p)−s
= 1.
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Remark 5. Although apparently more complicated, Dirichlet densities have proven to
be easier to study than natural densities, the reason relying on the analytic behaviour of
Dedekind Zeta functions and other similar L-functions (like Hecke L-functions). In fact,
the Dirichlet density only requires the study of the behaviour of these functions over the
half-line s > 1 by looking at their limit for s→ 1+. Natural densities are instead related
to the study of sums like
∑
N(p)≤x N(p), which in the case of Dedekind Zeta functions
is needed to establish the Prime Ideal Theorem; it is known that a necessary condition
to prove it comes by showing that ζK(s) has no zeros over the line Re s = 1, and this
result requires an analytic study of ζK(s) over the half-plane Re s ≥ 1, being thus more
complicated than the one needed for Dirichlet density.
As an additional example, consider Dirichlet’s theorem on the infinitude of primes in
arithmetic progressions a + kq; this result is in fact much easier to obtain if one deals
with Dirichlet densities, because the formulation of the density reduces the problem to the
proof that every L-function associated to a non-trivial character mod q does not vanish at
s = 1 (see [31], Chapter 2 for more details). From these considerations, one obtains that
the Dirichlet density of primes of the form a + kq is equal to 1/ϕ(q), where ϕ is Euler’s
totient function.
It is indeed harder to get the value of the natural density for primes in arithmetic pro-
gression, but in the end this value is again equal to 1/ϕ(q) (a proof of this result can be
found in Serre’s book [66]), Chapter VI.
As the previous remark suggests, it may not be easy to establish a link between the
two densities we have introduced. It is actually possible to produce sets of prime numbers
which have Dirichlet density but do not admit a natural density: such families do not
arise from usual arithmetical problems and are instead trickier collection of primes. An
example is given by the set of prime numbers with first decimal digit equal to 1: see [25]
for more details.
The following lemma yields a result in the opposite direction, providing a connection
between natural density and Dirichlet density.
Lemma 1. If A ⊂ PK admits a natural density δK(A), then it also admits a Dirichlet
density ∂K(A) and ∂K(A) = δK(A).
Proof. See [73], Section III.1.2, Theorem 2.
As we have just seen, the worlds described by natural and Dirichlet density may not
overlap. Nonetheless, we will see in the next sections that for every family of prime ideals
arising naturally from arithmetical factorization in number fields, the two concepts not
only exist at the same time but they also coincide, simplifying thus the description of the
densities.
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1.2 Chebotarev’s Theorem
1.2.1 Splitting types and Artin symbols
Let us begin by recalling a Lemma of Algebraic Number Theory which links the splitting
type of a prime ideal p in an extension of number fields to the factorization modulo p of
the defining polynomial of the extension.
Lemma 2. Let K/F be a finite number field extension, with K = F (α) where α is an
algebraic integer and g(x) ∈ F [x] is the minimum polynomial of α. Assume that p ∈ PF
is unramified in K and that the characteristic of the finite field OF/p does not divide the
index [OK : OF [α]].
Then fK(p) = (f1, . . . , fr) if and only if g(x) ≡ g1(x) · · · gr(x) mod p, where g1(x), . . .,
gr(x) are irreducible polynomials modulo p of degree f1, . . . , fr respectively.
Proof. See [33], Chapter 5, Proposition 5.42.
Remark 6. The set of primes p not satisfying the hypothesis of Theorem 2 is finite: thus,
whenever one is interested in problems regarding natural and Dirichlet densities, it can
be assumed that any prime has the splitting type given by the reduction of the defining
polynomial of the field.
Assume now that K/F is a finite Galois number field extension, with Galois group G.
Let p ∈ PF unramified which satisfies the hypothesis of Lemma 2. Let pOK = q1 · · · qr
be its factorization as a product of prime ideals in OK ; then the Galois Group G acts
transitively on the set {q1, . . . , qr}.
The stabilizer group D(qi) := {σ ∈ G : σ(qi) = qi} is called the decomposition group
of qi over p. The transitivity of the action implies that the decomposition groups over p
are G-conjugated.
Consider the finite fields OK/qi and OF/p: the extension (OK/qi)/(OF/p) is finite and
Galois, with cyclic Galois group generated by the Frobenius automorphism φ : x → xp,
where p is the characteristic of these fields.
For every i = 1, . . . , r there is then a group isomorphism
Ψi : D(qi)→ Gal((OK/qi)/(OF/p))
which is induced by the natural projection morphism G → Gal((OK/qi)/(OF/p)) (for a
proof of this isomorphism, see [32], Chapter III, Section 1).
Finally, the sets Ψ−1i (φ) form a conjugation class in G: the Artin symbol of p in K/F
is defined then as [
K/F
p
]
:= {Ψ−1i (φ) : i = 1, . . . , r}.
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Remark 7. If K/F is Galois, the transitivity of the action of G forces the splitting type
fK(p) to be of the form (f, . . . , f), where f divides [K : F ]. Thus, if K/F has g(x) as
defining polynomial, the Artin symbol of an unramified prime p is formed by elements of
order f only if g(x) factorizes modulo p as a product of irreducible polynomials of degree
f .
Remark 8. In an abelian Galois group, any Artin symbol is formed by a single element.
1.2.2 Statement of Chebotarev’s Theorem
The definition and properties of Artin symbols naturally lead to the following question:
given a finite Galois number field extension K/F with Galois group G, does any conju-
gation class of G occur as an Artin symbol for some unramified prime p ∈ PF ?
The answer to this question is not only affirmative but it also carries precise knowledge
about the densities of the primes with prescribed Artin symbol.
Theorem 8 (Chebotarev). Let K/F be a finite Galois extension with group G, and let
C ⊂ G be a conjugation class. Then there exist infinitely many unramified prime ideals
p ∈ PF such that C =
[
K/F
p
]
: moreover, these primes form a set AC which admits both
natural and Dirichlet density in PF , and
δK(AC) = ∂K(AC) =
#C
#G
.
Proof. The original proof is in Chebotarev’s original paper [76], and it relies on the prop-
erties of Dedekind Zeta functions and other kinds of L-functions, like the Dirichlet L-
functions associated to cyclotomic fields. A modern exposition of the proof can be found
in [71], and a proof with a different procedure can be found in Neukirch’s book [51],
Chapter VII, Section 13, Theorem 13.4.
Remark 9. Dealing with the primes associated to Artin symbols, we will use the term
“density” referred to either the natural density or Dirichlet density, which now we know
to coincide for these sets of primes.
The link between splitting types and Artin symbols gives a strong practical criterion
for the computation of densities: if for a finite Galois extension one is interested in
computing the density of the primes with splitting type (f, . . . , f), then Chebotarev’s
Theorem guarantees that this density exists and is easily determined once one has found
the correct conjugation class formed by elements of order f in the Galois Group.
A straightforward Corollary, which actually was proved earlier by Kronecker, provides the
density of primes which split completely in a finite Galois extension.
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Corollary 1 (Kronecker). Let L/F be a finite Galois extension of number fields. Then,
the set of primes which split completely in L has prime density equal to 1/[L : F ].
As an application of Chebotarev’s Theorem, let us go back to the introductory problem
of the primes of the form 4k + 1 and 4k + 3. Consider the quadratic extension Q[i]/Q,
which has Galois group C2 (the base field Q is associated to the identity subgroup). Given
an odd prime number p, we have that p is equal to 1 modulo 4 if and only if the defining
polynomial x2 + 1 splits modulo p, and by Lemma 2 this happens if and only if p splits
completely in Z[i]. By Chebotarev, this is equivalent to say that the primes p ≡ 1 mod 4
have the identity element of C2 as Artin symbol, while the primes q ≡ 3 mod 4 have the
non trivial element of C2 as Artin symbol: hence the two classes of primes have same
density equal to 1/2 in PQ.
Similarly, the equi-distribution of primes in arithmetic progressions modulo q can be
recovered by applying Chebotarev’s Theorem to the cyclotomic field Q(ζq), which is a
Galois extension of Q with cyclic Galois group of size ϕ(q): in fact, the primes with
residue class a mod q, with a coprime to q, admit a itself as Artin symbol in the group.
Remark 10. Chebotarev’s theorem and the density results related hold also whenever
one discards a set of primes with natural and Dirichlet density equal to 0, like finite sets.
1.2.3 Densities for generic number field extensions
Let us consider now a finite number field extension K/F and its Galois closure K̂/F with
Galois group G. Chebotarev’s Theorem would apply only to the bigger extension, which
is Galois; is there a way to use it in order to get the densities of the primes with a given
splitting type in the intermediate field K?
The following Proposition gives an answer to this question.
Proposition 3. Let K/F be a finite number field extension, with Galois closure K̂/F
having Galois Group G. Let H := Gal(K̂/K) ⊂ G be the subgroup associated to K, and
let {H, σ1H, . . . , σlH} be the left cosets of H in G.
Let p ∈ PF be an unramified prime in K̂ (and so also in K), and let σ ∈ G be an element
of
[
K̂/F
p
]
. Consider the action of the cyclic group 〈σ〉 on the set {H, σ1H, . . . , σlH} given
by left multiplication.
Then there is a bijection
{q ∈ PK : q ∩ OF = p} ↔ {orbits of the above action}
and if fK(p) = (f1, . . . , fr), then the orbits have size f1, . . . , fr respectively.
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Proof. See [32], Chapter III, Prop.2.8.
Proposition 3 yields a method to compute densities for generic number field extensions:
• First of all, one looks at the Galois group G of the closure K̂/F and finds the
subgroup H corresponding to K. Then, one writes the left cosets of H.
• For every conjugation class C ⊂ G, one chooses an element σ ∈ C and studies the
action of 〈σ〉 on the left cosets of H.
• Let (f1, . . . , fr) be an orbit for the previous action, and assume it is given by the
action of elements in the conjugacy classes C1, . . . , Cs. Then Chebotarev’s Theorem
and Proposition 3 imply that there exist infinitely many primes p ∈ PF with splitting
type fK(p) = (f1, . . . , fr), and they form a set with density equal to
∑s
i=1 (#Ci/#G)
in PF .
We conclude this part by recalling some well known lemmas from Algebraic Number
Theory which will be etensively used in later sections.
Lemma 3. Let K/F and L/F be number fields extensions, and let KL/F be their com-
posite extension, which is the smallest extension containing both K and L. Then p ∈ PF
splits completely in KL if and only if it splits completely in both K and L.
Proof. See [51], Chapter I, Section 8.3.
Corollary 2. Given K/F and its Galois closure K̂/F , a prime ideal p ∈ PF splits
completely in K if and only if it splits completely in K̂.
Proof. We know that K̂ is the compositum field of all the fields σ(K) where σ ∈ Gal(LK̂/F );
but if a prime splits completely in K, it must be totally slit in σ(K) as well. The claim
follows then from Lemma 3.
Corollary 3. Let K/F and L/F be two Galois extensions, and assume that a prime
p ∈ PF splits completely in K if and only if it splits completely in L. Then K = L.
Proof. Let KL/F be the composite extension, which is Galois. By Lemma 3 it follows,
up to exceptions of null prime density,
{p ∈ PF : fKL(p) = (1, . . . , 1)} = {p ∈ PF : fK(p) = (1, . . . , 1) and fL(p) = (1, . . . , 1)}.
Applying Chebotarev’s Theorem, the identity above gives the equality
1
[K : F ]
=
1
[KL : F ]
=
1
[L : F ]
which immediately implies K = KL = L.
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We will use these tools in order to list all the possible splitting types in number fields
extensions of degree less or equal than 5.
1.3 Densities for low degree extensions
We now gather all the possible splitting types for all number fields extensions K/F with
[K : F ] ≤ 5 and Galois closure K̂/F . The Galois group of K̂/F will be denoted with G,
while the subgroup corresponding to K will be called H.
Computations are not presented but they all rely on Proposition 3: every possible choice
for the Galois group G is presented in the online datebase [37] and arises from the study
of the transitive subgroups of Sn for n ≤ 5. The properties of each group are reported in
the correspondent pages of the wiki Groupprops [77].
1.3.1 Quadratic fields
If [K : F ] = 2, then the extension is Galois with cyclic group C2. The following table
presents the possible splitting types and the densities of the primes with specified slitting
type.
splitting type (1,1) (2)
density 1/2 1/2
1.3.2 Cubic fields
If [K : F ] = 3, we have 2 possible choices for G:
• G = C3, the cyclic group of order 3. Then K/F is Galois, and
splitting type (1,1,1) (3)
density 1/3 2/3
• G = S3, the symmetric permutation group over 3 elements. Then H can be chosen
among any subgroup of order 2, being them all conjugated, and so:
splitting types (1,1,1) (1,2) (3)
densities 1/6 1/2 1/3
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1.3.3 Quartic fields
If [K : F ] = 4, there are 5 possible choices for G:
• G = C4, the cyclic group of order 4. Then K/F is Galois, and we have the following
splitting types and densities:
splitting types (1,1,1,1) (2,2) (4)
densities 1/4 1/4 1/2
• G = C2 × C2: then K/F is Galois, and we have:
splitting types (1,1,1,1) (2,2)
densities 1/4 3/4
• G = D4 := 〈σ, τ |σ4 = τ 2 = 1, τστ = σ−1〉: then [K̂ : F ] = 8. Let us recall the
lattice of subgroups of D4, and the corresponding lattice of sub-extensions of K̂/F :
D4
〈τ, σ2〉 〈σ〉 〈στ, σ2〉
〈σ2τ〉 〈τ〉 〈σ2〉 〈στ〉 〈τσ〉
1
(1.3)
F
K2 Kσ K
′
2
K˜ K Kσ2 K
′ K˜ ′
K̂
(1.4)
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One can assume that H = 〈τ〉: then K is F -isomorphic to K˜, which is associated to
〈σ2τ〉, but not to K ′ and K˜ ′, associated to 〈στ〉 and 〈τσ〉 respectively. The quartic
extension Kσ2/F is Galois and it is associated to 〈σ2〉.
With this choice for H, we get the following splitting types:
splitting types (1,1,1,1) (1,1,2) (2,2) (4)
densities 1/8 1/4 3/8 1/4
It is important to notice that, with our assumption on H, the primes with splitting
type (1, 1, 2) have Artin symbol equal to {τ, σ2τ}, while the primes with splitting
type (2, 2) divide into two kinds: the ones with Artin symbol {στ, τσ}, having
density 1/4, and the ones with Artin symbol equal to {σ2}, with density 1/8.
Remark 11. If one assumes H = 〈στ〉, and so considers K ′ instead of K, the roles
of {τ, σ2τ} and {στ, τσ} as Artin symbols simply reverse, and all the remaining
splitting types and densities are as before. Thus, one can always assume that H =
〈τ〉.
• G = A4, the alternating group over 4 elements: then [K̂ : F ] = 12 and H can be
chosen among any subgroup of order 3, being them all conjugated. Thus we have
the following splitting types and densities:
splitting types (1,1,1,1) (1,3) (2,2)
densities 1/12 2/3 1/4
• G = S4, the symmetric group over 4 elements: then [K̂ : F ] = 24 and H can be
chosen among any subgroup of order 6, all of them being conjugated and isomorphic
to S3. Therefore:
splitting types (1,1,1,1) (1,1,2) (1,3) (2,2) (4)
densities 1/24 1/4 1/3 1/8 1/4
1.3.4 Quintic fields
If [K : F ] = 5, we have five possible choices for G.
• G = C5, the cyclic group of order 5: then K/F is Galois, and so
splitting type (1,1,1,1,1) (5)
density 1/5 4/5
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• G = D5 := 〈σ, τ |σ5 = τ 2 = 1, τστ = σ−1〉. Then [K̂ : F ] = 10, and H can be chosen
among any subgroup of order 2, being them all conjugated. The splitting types and
densities are:
splitting types (1,1,1,1,1) (1,2,2) (5)
densities 1/10 1/2 2/5
• G = F5 := 〈σ, µ|σ4 = µ5 = 1, µσ = σµ2〉. Then [K̂ : F ] = 20, and H can be chosen
among any subgroup of order 4, which are conjugated between them. Thus:
splitting types (1,1,1,1,1) (1,1,1,2) (1,4) (5)
densities 1/20 1/4 1/2 1/5
• G = A5, the alternating group over 5 elements. Then [K̂ : F ] = 60 and H can be
chosen among any subgroup of order 12, which are conjugated between them and
isomorphic to A4. We have:
splitting types (1,1,1,1,1) (1,2,2) (1,1,3) (5)
densities 1/60 1/4 1/3 2/5
• G = S5, the symmetric permutation group over 5 elements. Then [K̂ : F ] = 120
and H can be chosen among any subgroup of order 24: these are isomorphic to S4
and conjugated between them.
splitting types (1,1,1,1,1) (1,1,1,2) (1,2,2) (1,1,3) (2,3) (1,4) (5)
densities 1/120 1/12 1/8 1/6 1/6 1/4 1/5
Remark 12. Let K/F be a quintic extension with G = A5, and consider any non-trivial
subextension E/F : then K and E share the same totally split primes by Corollary 2. In
other words, K is uniquely characterized by any of its non-trivial subextensions over F .
A similar result holds for quintic extensions with G = S5: these extensions are uniquely
characterized by any of their subextensions which are neither F nor the unique quadratic
subextension of K.
These facts will be crucial for the final proofs of Chapter 2.
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Chapter 2
Local GCD equivalence
2.1 Recalls on arithmetic equivalence
2.1.1 Number fields characterized by the splitting types
Given two isomorphic number fields K and L, it is clear that the equality of splitting types
fK(p) = fL(p) holds for every prime number p. Because of the importance the arithmetical
factorization of prime numbers assumes in rings of integers, one could wonder if knowing
the splitting type of any prime number is enough to recover the isomorphism class of
a number field; it could be also possible to reduce to work with the unramified primes,
being the ramified primes a finite set. Furthermore, a completely similar question could
be extended to any number field extension over a fixed base field F : is the list of splitting
types of unramified prime ideals p ⊂ OF enough to recover an F -isomorphism class of
extensions K/F?
We recall the notation introduced before: given two extensions of number fields K/F
and L/F , the set PF contains the prime ideals in OF which are unramified in both L and
K.
Two number fields K and L are said to be arithmetically equivalent when fK(p) =
fL(p) for every prime number p ∈ PQ. This is an equivalence relation, and it is natural
to ask whether this relation reduces to isomorphism or is somehow weaker, and which
invariants of the fields remain the same in an arithmetic equivalence class.
The definition for extensions over generic base number fields F is straightforward: given
two extensions K/F and L/F , K and L are said to be F -arithmetically equivalent if
fK(p) = fL(p) for every prime ideal p ∈ PF . The previous notion of arithmetic equiva-
lence is nothing but F -arithmetic equivalence with F = Q: notice that the dependence
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on F is crucial, and in fact we will see examples of Q-arithmetic equivalent fields which
are not equivalent over a bigger field F .
2.1.2 Properties of arithmetically equivalent number fields
In order to study and characterize a relation like arithmetic equivalence, one needs to de-
tect some invariants which have the same values and behaviour in both the fields subjected
to the relation. The following lines provide some examples.
Proposition 4. Let K and L be arithmetically equivalent fields. Then ζK(s) = ζL(s).
Proof. Assume s > 1 so that both ζK(s) and ζL(s) are given as Euler product. The
definition of arithmetical equivalence implies that all non ramified primes factorize in the
same way, so that
ζK(s)
ζL(s)
=
∏
p|p
p|dL
(1− N(p)−s)∏
q|p
p|dK
(1− N(q)−s) (2.1)
where the factors in right hand side of Equation (2.1) are in finite number. The properties
of Dedekind Zeta functions imply that this quotient can be extended to a meromorphic
function over C, but for the same reason we know that the points of the form 2pii log N(q)
and 2pii log N(p) cannot be zeros or poles of ζK(s) and ζL(s). Thus, for every prime p
appearing in the numerator, there exists a prime q appearing in the denominator such
that N(p) = N(q) and viceversa, and this fact yields that the quotient is equal to 1.
Thus, arithmetically equivalent fields share the same Dedekind Zeta function, and just
from its analytic properties one can get the following rigidity results:
• If K and L are arithmetically equivalent, then they have the same number r2 of
complex embeddings: this follows from the equal multeplicity of the odd trivial
zeros.
• From the point above, K and L have also the same number r1 of real embeddings
and so they have the same degree.
• K and L have the same discriminant dK and thus the same set of ramified primes.
This can be recovered using a procedure similar to the one of Proposition 4, but there
is also another way: if NζK (T ) is the number (counting multiplicity) of non-trivial
zeros of ζK(s) in the critical strip 0 < Re s < 1, then
NζK (T ) = [K : Q]
(T
pi
log
T
2pie
)
+
T
pi
log |dK |+O(log T ) as T → +∞.
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The proof of this formula is just an adaption of the classical argument used for the
Riemann Zeta function, which is presented in [14], Chapter 15. Given this result,
the arithmetical equivalence and the equality of the signatures immediately imply
the equality of discriminants.
There are other properties satisfied by arithmetic equivalence classes of number fields
([53], Theorem 1), namely:
• If K and L are arithmetically equivalent, then they have the same Galois core (for
the definition of Galois core see Section 0.2.3);
• If K and L are arithmetically equivalent, then K and L share the same finite group
of roots of unity.
However, differently from the previous results, these properties seem not to be reachable
using only analytic properties of Dedekind Zeta functions; they require instead some tools
arising from Group and Representation Theory.
2.1.3 Group theoretical setting of arithmetic equivalence
The following proposition, proved in Gassmann’s classic paper [26], gives a group-theoretic
characterization of arithmetic equivalence which in the end is proved to be the most
striking tool.
Proposition 5 (Gassmann). Let K and L be two number fields. Let N be a Galois
number field containing both L and K, and denote G := Gal(N/Q), HK := Gal(N/K)
and HL := Gal(N/L). Then K and L are arithmetically equivalent if and only if
#(HK ∩ C) = #(HL ∩ C) ∀C ⊂ G conjugacy class.
This formulation not only helped in proving all the aforementioned properties of arith-
metical equivalence, but it also allowed Gassmann to provide the first instances of arith-
metically equivalent number fields which are not isomorphic, given by two fields of degree
180. We will see later that this number is very far from being the minimal degree for
which there exist equivalent, non-isomorphic fields.
Remark 13. The group theoretic formulation via Gassmann equivalence permits to study
also F -arithmetic equivalence: in fact, the definition is the same, with the only difference
that the Galois groups involved are groups of extensions over F .
Moreover, this setting is the right one for proving that F -arithmetically equivalent fields
have same degree over F , same discriminant ideal and same Galois core over F .
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We have listed some properties satisfied by arithmetically equivalent extensions. Now,
in order to introduce the next sections, we think about a different question: for which
families of number fields the arithmetical equivalence is enough to recover the isomorphism
class of a field and so reduces to the isomorphism?
In one of the most important papers about this subject, Perlis [53] used the group theoretic
setting of arithmetical equivalence to provide an answer.
Theorem 9 (Perlis). Let K/F and L/F be F -arithmetically equivalent extensions. Then
the two extensions are F -isomorphic if at least one of the following is satisfied:
1) One between K/F and L/F is Galois;
2) [K : F ] = [L : F ] ≤ 6.
Remark 14. Notice that Perlis’ result 1) does not derive immediately from Corollary
3 on the totally split primes of Galois extensions, because Corollary 3 needs both the
extensions to be Galois. Moreover, the upper bound 2) is sharp: Perlis’ paper already
presents instances of equivalent number fields of degree 7 which are not isomorphic. An
additional example is given by the octic fields Q( 8
√
3) and Q( 8
√
48): not only they are
equivalent, non-isomorphic fields, but they also share a quartic sub-field F := Q( 4
√
3), so
that they are also non equivalent fields over F .
2.2 Introducing local GCD equivalence
2.2.1 Weaker relations between number fields
Once arithmetic equivalence has been understood, one can start to investigate relations
between number fields which require less hypotheses to be satisfied. In particular, one is
interested in proving what invariants of the number fields are not modified under weaker
relations, and for which families of number fields the new relations reduce to isomorphism.
A first instance is given by the Kronecker Equivalence: two number fields extensions K/F
and L/F are said to be F -Kronecker equivalent if any prime p ∈ PF satisfies the
following condition:
1 ∈ fK(p)⇔ 1 ∈ fL(p),
i.e. a prime of the base field is divided by a prime with inertia degree 1 in one extension
if and only if the same happens in the other extension.
The name Kronecker equivalence was chosen by Jehne, who first studied this relation in
detail in [34], in honour to Kronecker’s JugendTraum, i.e. the research project started by
Kronecker in order to characterize number fields the more as possible by their splitting
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types and by the arithmetic decomposition of the primes of a base field. Any arithmeti-
cally equivalent couple of number field extensions is also Kronecker equivalent, but the
latter is in fact a weaker relation: as proved by Jehne in [34], there exist infinitely many
Kronecker equivalent fields with different degrees, and thus the degree is an invariant
which is no longer shared.
Just like arithmetic equivalence, Kronecker equivalence can be stated in a different form
by the representation theory of groups, which considers the Galois groups associated to the
extensions instead of the fields: this approach is precisely the one followed by Jehne in [34].
Relations which are even weaker can be introduced in this landscape: an instance, which
is the one we will focus on for the rest of the chapter, is given by the Local GCD Equiva-
lence. Two extensions K/F and L/F are said to be F -locally GCD equivalent if for
every prime p ∈ pF which is unramified in both K and L then
gcd(f1,K(p), . . . , ft,K(p)) = gcd(f1,L(p), . . . , ft′,L(p)). (2.2)
Thus, instead of requiring precise equalities for the splitting types for some subset of prime
ideals, one studies number fields which share primes with a much weaker arithmetical
similarity.
The name Local GCD Equivalence was used by Linowitz, McReynolds and Miller [42],
where their main goal was the study of a stronger relation involving isomorphisms of
Brauer groups, yielding the Local GCD Equivalence as a corollary relation from which one
can gain some information on the fields. However, this relation was already known under
a different name: in fact Lochter [43] introduced this equivalence under the name Weak
Kronecker Equivalence, and studied in detail its properties in his paper. The choice of the
name was motivated by the fact that he previously worked on Kronecker’s Equivalence
and in [44] he found a condition equivalent to Jehne’s formulation which, generalized,
led naturally to the definition of Weak Kronecker Equivalence; in fact, it follows from
the definitions that two F -Kronecker equivalent extensions are also F -weak Kronecker
equivalent. Moreover, up to degree 4 these equivalences are the same relation.
Despite its original credits, we will not follow Lochter’s notation and instead we will
always refer to this relation as Local GCD Equivalence, in order to emphasize the role
played by the greatest common divisors of the inertia degrees. Notice that by Definition
2.2 and Corollary 3 one immediately gets the following rigidity result on locally GCD
equivalent Galois extensions.
Proposition 6. Let K/F and L/F be two Galois extensions which are F -locally GCD
equivalent. Then L = K.
Proof. In a Galois extension the splitting types are formed by equal elements: thus, the
primes p ∈ PF with greatest common divisor of the inertia degrees equal to 1 are exactly
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the totally split primes. Corollary 3 on totally split primes in Galois extensions yields the
thesis.
Just as for stronger equivalences, the setting in which Local GCD Equivalence was
studied by Lochter was the Group and Representation theory: in fact, he translated the
conditions of Definition 2.2 into statements regarding the Galois groups associated to the
number field extensions. This allowed Lochter to recover many results, among which there
is the following theorem, which describes a class of fields for which this weak equivalence
actually reduces to an isomorphism.
Theorem 10. Let K/F and L/F be locally GCD equivalent over F and such that [K :
F ], [L : F ] ≤ 5. Then K and L are F -isomorphic.
In the next lines we give a precise motivation for our interest in this particular result.
2.2.2 An elementary formulation for fields of low degree
As already known, a quadratic extension K/F of number fields is Galois and thus com-
pletely characterized by its totally split primes. Being (1, 1) and (2) the only possible
splitting types for unramified primes in this extension, the previous statement is equiva-
lent to say that a quadratic extension is uniquely determined by its inert primes.
What about the role of inert primes in cubic extensions? In the Galois case it is com-
pletely equivalent to the one of totally split primes: being (1, 1, 1) and (3) the only possible
splitting types, a Galois cubic extension has a prescribed set of totally split primes if and
only if it has a prescribed set of inert primes. But what can be said for cubic extensions
which are not Galois? This time there is a third possible splitting type, equal to (1, 2),
which seems to complicate the problem.
Assume however that K/F and L/F are non-Galois cubic extension with same inert
primes, i.e. fK(p) = 3 if and only if fL(p) = 3. The remaining splitting types having great-
est common divisors of the inertia degrees equal to 1, we have also gcd(f1,K(p), . . . , ft,K(p))
= 1 if and only if gcd(f1,L(p), . . . , ft′,L(p)) = 1: this means that K and L are F -locally
GCD equivalent and thus isomorphic by Theorem 10.
A completely identical phenomenon happens for quintic fields: being (5) the only splitting
type with greatest common divisors of the inertia degrees different from 1, two quintic
extensions which share the same inert primes are necessarily F -locally GCD equivalent,
and thus isomorphic by Theorem 10. We have thus obtained a statement which really
expresses the rigidity of this equivalence in low degrees.
Corollary 4. A number field extension K/F of degree 2,3 and 5 is uniquely determined
by its inert primes.
48
The formulation of Corollary 4 is much more elementary, and even quite surprising:
in fact, while one knows and expects inert primes to completely characterize quadratic
extension, it seems not obvious at all that this kind of primes is strong enough to char-
acterize up to isomorphism also cubic and quintic extensions, even if they are not Galois.
Moreover, this formulation suggests that there could be a proof of this fact which relies
on concepts different from Lochter’s ones: instead of using a purely group-theoretic for-
mulation, this new setting could be recovered by means of some density results about the
primes, thanks to applications of Chebotarev’s Theorem.
The next sections will prove the validity of this different assumption: in fact, it will
be presented a different proof of Theorem 10 (and thus of Corollary 4) which starts from
considerations on the densities of the primes subjected to the Local GCD Equivalence
and from these we recover the desired isomorphisms, thanks to the elementary characteri-
zations of the Galois groups for number fields extensions K/F with [K : F ] ≤ 5 described
in Chapter 1.
The proofs will have no main differences between them, and to underline the few different
approaches we used the following symbols:
* : this symbol denotes the first approach, which consists in reducing the study of two
equivalent extensions K/F and L/F at looking for an equivalence of some Galois
companions of K and L, i.e. some Galois extensions over F which are naturally
related to the original fields and have small degree (e.g: if K/F has degree 3 and
is not Galois, its Galois closure contains a unique quadratic extension K2/F , which
we take as companion of K).
** : this symbol denotes a different approach, which we call big Galois closure: in-
stead of looking for some Galois extension of low degree, one considers a big Galois
extension containing both the equivalent extensions K/F and L/F , and one proves
that the isomorphism works in this larger setting. We use this technique to deal
with the cases where one of the extensions involved is primitive, i.e. has only F and
itself as F -sub-extensions.
Remark 15. Notice that Corollary 4 does not involve quartic fields: in fact, its claim
does not apply to them and in the end of the chapter we will provide an example of two
quartic extensions having the same inert primes which are not isomorphic.
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2.3 Local GCD equivalence in low degrees
2.3.1 Equivalence in degree 2
We already know that locally GCD equivalent quadratic fields are isomorphic. Nonethe-
less, in this section we still examine them, in order to get some few results which will be
useful for higher degree cases.
Remember that the only splitting types available for a quadratic field are (1, 1) and (2).
Proposition 7. Let K and L be two quadratic fields over F .
1) If {p ∈ PF : fK(p) = fL(p) = (1, 1)} has prime density strictly greater than 1/4,
then K = L.
2) The set {p ∈ PF : fK(p) = fL(p)} has prime density ≥ 1/2. K and L are equal if
and only if the strict inequality holds.
Proof.
1) Assume that K 6= L: then their composite field KL is a Galois field of degree 4 over
F , and so
{p ∈ PF : fKL(p) = (1, 1, 1, 1)} = {p ∈ PF : fK(p) = fL(p) = (1, 1)}.
But this gives a contradiction, since the first set has prime density equal to 1/4,
while the second one has a greater density by the assumption.
2) Let K = F [x]/(x2 − α) and L = F [x]/(x2 − β), such that K 6= L: the set {p ∈
PF : fK(p) = fL(p)} is identified with the set of totally split primes in F [x]/(x2−αβ).
The claim follows immediately.
2.3.2 Equivalence in degree 3
The equivalence problem in this degree can be solved by means of the sole Galoic com-
panions technique.
Let K and L be two cubic fields over F which are locally GCD equivalent.
* Assume that one of the extensions is Galois, for example K. Then, as reported
in Section 1.3, its inert primes have density equal to 2/3: being L F -locally GCD
equivalent to K, it must have the same value for the density of its inert primes, so
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that L/F is Galois too. But if K/F and L/F are Galois cubic extensions and are
locally GCD equivalent, they have the same totally split primes, and thus K = L
by Proposition 6.
* Let us assume that both K and L are not Galois. Consider their Galois closures K̂
and L̂, and the quadratic Galois companions K2 and L2.
Using Proposition 3, it is easy to show the following correspondence among the
splitting types of the fields involved:
(3, 3)K̂
(3)K (1, 1)K2
One gets the following identity:
{p : fK2(p) = (1, 1), fK(p) = (3)} = {p : fL2(p) = (1, 1), fL(p) = (3)}. (2.3)
The computations in Section 1.3 implies that {p : fK2(p) = (1, 1) = fL2(p)} has
prime density at least 1/3 > 1/4, and by Proposition 7 one has K2 = L2.
The remaining totally split primes in K2, which have prime density equal to 1/2−
1/3 = 1/6, are exactly the ones that split completely in K̂. But this fact, together
with K2 = L2 and Equality (2.3), force K̂ and L̂ to have the same totally split
primes, i.e. K̂ = L̂, which in turn implies K ' L (because the cubic extensions in
K̂/F are F -conjugated between them).
2.3.3 Equivalence in degree 4
Just like for the previous degree, searching for Galois companions will be enough to study
the equivalence between extensions of degree 4.
The tables of densities presented in Section 1.3 show that the Galois closures of locally
GCD equivalent quartic number field extensions must have the same Galois group. This
immediately implies that whenever one of the extensions is Galois, then the equivalence
is actually an isomorphism.
* G = D4: Let us take K/F and L/F locally GCD equivalent quartic extensions with
Galois closures K̂ and L̂ and Galois group D4. We follow the notations of diagram
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(1.3) for the sub-extensions of K̂ and L̂.
Consider the subfield K2 ⊆ K: it is immediate to see from Proposition 3 that,
if fK(p) = (4), then fK2(p) = (2); in the same way, a prime ideal p such that
fK(p) ∈ {(1, 1, 1, 1), (1, 1, 2)} has splitting type fK2(p) = (1, 1). These facts, to-
gether with the local GCD equivalence between K and L, yield the equalities:
{p : fK2(p) = (2), fK(p) = (4)} = {p : fL2(p) = (2), fL(p) = (4)}, (2.4)
{p : fK2(p) = (1, 1), fK(p) ∈ {(1, 1, 1, 1), (1, 1, 2)}}
={p : fL2(p) = (1, 1), fL(p) ∈ {(1, 1, 1, 1), (1, 1, 2)}}. (2.5)
From Section 1.3, the sets in Equality (2.4) have prime density equal to 1/4, while
the ones in Equality (2.5) have prime density equal to 3/8. This fact implies that K2
and L2 have the same splitting type on at least 5/8 of the primes, and so K2 = L2
by Proposition 7.
Let us consider now the field Kσ. Using Proposition 3, it is possible to show the
following behaviour:
(4, 4)K̂
(4)K (1, 1)Kσ
Thus one obtains the equality
{p : fKσ(p) = (1, 1), fK(p) = (4)} = {p : fLσ(p) = (1, 1), fL(p) = (4)} (2.6)
and the sets above have prime density equal to 1/4 from Section 1.3.
Furthermore, the set of primes {p : fK(p) = fL(p) = (1, 1, 1, 1)} has positive density
ε > 0 (because it corresponds to the set of totally split primes in the composite
extension KL) and, thanks to the fact that these primes split completely also in K̂
and L̂, it is clear that for each of these primes, the equalities fKσ(p) = fLσ(p) = (1, 1)
hold. Thus, thanks to Equality (2.6), Kσ and Lσ share a set of primes with density
1/4 + ε, and so Kσ = Lσ; being K2 = L2 one gets the equality Kσ2 = Lσ2 between
the composite fields.
Now, we show that K̂ = L̂: one has the equalities
{p : fK(p) = (2, 2)} = {p : fL(p) = (2, 2)},
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{p : fKσ2 (p) = (1, 1, 1, 1)} = fLσ2 (p) = (1, 1, 1, 1)}
and the intersection of these sets gives
{p : fKσ2 (p) = (1, 1, 1, 1), fK(p) = (2, 2)} = {p : fLσ2 (p) = (1, 1, 1, 1), fL(p) = (2, 2)}.
The computations in Section 1.3 imply that the sets above have prime density ex-
actly equal to 1/8, because they are the primes with Artin symbol equal to {σ2}.
This means that the remaining totally split primes in Kσ2 , which have prime density
equal to 1/4− 1/8 = 1/8, identify K̂; but being Kσ2 = Lσ2 , this means that K̂ and
L̂ have the same totally split primes, i.e. K̂ = L̂.
Finally, we show that K ' L: if they were not, it would be L ' K ′, where K ′/F
is the quartic extension shown in Diagram (1.3); but then K and L could not be
locally GCD equivalent, because a prime with Artin symbol τ would have splitting
type (2, 2) in one field but (1, 1, 2) in the other.
* G = A4: Let K3/F and L3/F be the unique cubic Galois extensions contained in
K̂/F and L̂/F respectively: we consider them as the cubic Galois companions of K
and L. Proposition 3 yields the following behaviour on the splitting types:
(2× 6)K̂
(2, 2)K (1, 1, 1)K3
Thus one gets the identity
{p : fK3(p) = (1, 1, 1), fK(p) = (2, 2)} = {p : fL3(p) = (1, 1, 1), fL(p) = (2, 2)}.
(2.7)
From Section 1.3, one sees that the sets above have prime density 1/4, and this
forces K3 = L3; if this was not true, the composite Galois extension KL/F would
have degree 9. But being
{p : fK3L3(p) = (1× 9)} = {p : fK3(p) = fL3(p) = (1, 1, 1)},
the left hand side would have prime density equal to 1/9, which is in contradiction
with Equality (2.7).
The remaining totally split primes in K3 have density 1/3 − 1/4 = 1/12 and are
precisely the primes which split completely in the Galois closure K̂. Thus, equality
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(2.7) and K3 = L3 force K̂ and L̂ to have the same totally split primes, i.e. K̂ = L̂,
which implies K ' L.
* G = S4 : Let K6/F be the Galois companion of degree 6 associated to K. Propo-
sition 3, together with the correspondence between K and any subgroup of order 6
of S4 and the one between K6 and the normal subgroup of order 4 of S4, gives the
following relations between the splitting types:
(2× 12)K̂
(2, 2)K (1× 6)K6
(4× 6)K̂
(4)K (2, 2, 2)K6
(3× 8)K̂
(1, 3)K (3, 3)K6 .
This immediately shows that, if K/F and L/F have Galois closure with group S4
and are locally GCD equivalent, there is the equality
{p : fK6(p) = (1× 6), fK(p) = (2, 2)} = {p : fL6(p) = (1× 6), fL(p) = (2, 2)} (2.8)
and the prime density of these sets (which is equal to the one of primes with splitting
type (2, 2) in K) is equal to 1/8, as reported in Section 1.3.
Assuming K6 6= L6, the Galois composite K6L6 would have degree n ≥ 12. But
then the equality
{p : fK6L6(p) = (1× n)} = {p : fL6(p) = (1× 6) = fL6(p)}
would be a contradiction with respect to the previous computation, because the sets
of Equality (2.8) would be contained in a set of prime density 1/n ≤ 1/12.
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Being K6 = L6, let us look now the Galois closures K̂ and L̂. From the locally GCD
equivalence between K and L, one already has
{p : fK̂(p) = (4× 6)} = {p : fL̂(p) = (4× 6)},
{p : fK̂(p) = (2× 12), fK(p) = (2, 2)} = {p : fL̂(p) = (2× 12), fL(p) = (2, 2)}.
Moreover, the equality K6 = L6 yields
{p : fK̂(p) = (3× 8)} = {p : fL̂(p) = (3× 8)}
and the primes with splitting type (2, 2, 2) in K6 which do not come from inert
ideals of K have necessarily splitting type (2× 12) in K̂: this allows us to conclude
that
{p : fK̂(p) = (2× 12)} = {p : fL̂(p) = (2× 12)},
which in turn yields that K̂ and L̂ share the same totally split primes, i.e. K̂ = L̂,
and from this it follows K ' L.
2.3.4 Equivalence in degree 5
Degree 5 extensions represent the first case for which there exist simple non-abelian Galois
groups, whose structure forbids the existence of a Galois companion. Whenever one of
these extensions occur, we will use the Big Galois Closure approach instead of the Galois
companions.
Let K and L be locally GCD equivalent fields of degree 5 over F . It is immediate from
the calculations in 1.3.4 and the density of the inert primes that, if one of them is Galois
over F , then the two fields are actually isomorphic. Moreover, if K̂ has group GK = D5,
then L̂ has group GL equal to either D5 or A5; if K̂ has GK = F5, then L̂ has group GL
equal to either F5 or S5.
* GK = D5 and GL = D5: let K2/F and L2/F be the quadratic Galois companions of
K and L respectively. Proposition 3 yield the following behaviour on inert primes:
(5× 2)K̂
(5)K (1, 1)K2
Thus one has the identity
{p : fK2(p) = (1, 1), fK(p) = (5)} = {p : fL2(p) = (1, 1), fL(p) = (5)}. (2.9)
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Thanks to the computations in Section 1.3, the above set has prime density equal
to 2/5 > 1/4, and this implies K2 = L2 by Proposition 7.
The remaining totally split primes in K2 (which have density 1/2− 2/5 = 1/10) are
precisely the primes which split completely in K̂. Thus Equality (2.9) and K2 = L2
force K̂ and L̂ to have the same totally split primes, i.e. K̂ = L̂. This yields K ' L.
* GK = F5 and GL = F5: Let K4 and L4 be the quartic Galois companions of K and
L respectively. There is the following correspondence on splitting types
(5× 4)K̂
(5)K (1, 1, 1, 1)K4
which yields the identity
{p : fK4(p) = (1, 1, 1, 1), fK(p) = (5)} = {p : fL4(p) = (1, 1, 1, 1), fL(p) = (5)}.
(2.10)
The above sets have prime density equal to 1/5, thanks to Section 1.3. If K4 and
L4 were not equal, their Galois composite K4L4 would be a field of degree n ≥ 8
over F ; but then one would have the identity
{p : fK4L4(p) = (1× n)} = {p : fK4(p) = fL4(p) = (1, 1, 1, 1)},
and the left hand side would have prime density 1/n ≤ 1/8, which is in contradiction
with our assumption. Thus K4 = L4.
The remaining totally split primes (which have density 1/4− 1/5 = 1/20) are pre-
cisely the primes which split completely in K̂: then Equality (2.10) and K4 = L4
force K̂ and L̂ to have the same totally split primes, i.e. K̂ = L̂.
This immediately implies K ' L.
** GK = A5 and GL = A5: consider the Galois closures K̂ and L̂ and let us study their
intersection.
If K̂ ∩ L̂ is different from F , then there is a common non-trivial subfield, which
identifies the same totally split primes for both the fields, implying K̂ = L̂ and
K ' L (see the end of Chapter 1 for more details).
So assume the intersection is equal to F : the composite Galois extension K̂L̂ has
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degree 3600 and Galois group A5 × A5. A prime p which is inert in both K and L
has Artin symbol formed by elements of order 5 in A5 × A5. These elements have
the form (g, h) with g5 = h5 = 1A5 , with the only exception of g = h = 1A5 .
But by local GCD equivalence, the set of such primes has prime density 2/5, while
the density of the primes having elements of order 5 in A5×A5 as Artin symbols is
(25 · 25− 1)/3600 = 624/3600 < 1/4 < 2/5, which is a contradiction.
** GK = D5 and GL = A5: just like in the previous case, consider the intersection
between the Galois closures K̂ (with group D5) and L̂ (with group A5). The inter-
section can be either a quintic field or F .
In the first case a field isomorphic to K would be contained in L̂, which would yield
K ' L.
Otherwise, if the intersection is trivial, consider the composite Galois field K̂L̂. It
has degree 10 · 60 = 600 and has group D5 × A5.
A prime which is inert in both K and L has an element of order 5 in the new group
as Artin symbol. But such inert primes form a set of prime density equal to 2/5,
as reported in Section 1.3, while the density of the primes having these symbols is
(5 · 25− 1)/600 = 124/600 < 2/5.
** GK = F5 and GL = S5: Let us consider the closures K̂ (with group F5) and L̂ (with
group S5). We recall that the symmetric group S5 does not have a subgroup with
index 4 (see the corresponding page on [77]) and has no normal subgroups of order
strictly gratr than 2, while F5 contains the normal subgroup of order 10 〈σ2, µ〉,
which in turn forces K̂ to admit a quadratic sub-extension.
Given this, the degree of the intersection field K̂ ∩ L̂ over F can be either 1, 2, 5, 10
or 20: if it was 20, then it would be K̂ ⊂ L̂, which is not possible because a Galois
field in L̂ has only degree 1 or 2. If [K̂∩ L̂ : F ] = 10, then the two Galois fields share
a non Galois field of degree 10, and by Corollary 2 K̂ and L̂ would share the same
totally split primes, yielding K̂ = L̂, which is absurd. If the intersection has degree
5, then the two Galois fields share a common quintic field, which implies K ' L.
Thus, we are now left with two possibilities, where the intersection is a Galois
field. Assume first that the intersection is equal to F : then the composite Galois
extension K̂L̂ has degree 20 · 120 = 2400 and Galois group F5 × S5. A prime p
which is inert in both K and L has a conjugacy class of elements of order 5 as
Artin symbol in F5 × S5. But Section 1.3 implies that these primes form a set with
prime density 1/5, while the density of order 5 Artin symbols in F5× S5 is equal to
(5 · 25− 1)/2400 = 124/2400 < 1/10, and this is a contradiction.
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In the very same way, if [K̂ ∩ L̂ : F ] = 2, the composite Galois extension K̂L̂ has
degree (20 · 120)/2 = 1200 and its Galois group is a subgroup of F5 × S5 of index
2, having the same elements of order 5 as F5 × S5. Again thanks to Section 1.3,
the density of primes which are inert both in K and L is equal to 1/5, but the
Artin symbols of order 5 in the Galois subgroup have density (5 · 25 − 1)/1200 =
124/1200 < 1/5, which is a contradiction.
** GK = S5 and GL = S5: the Galois closure K̂ is uniquely determined by any subfield
which is neither F or the quadratic extension K2/F .
Let us consider K̂ ∩ L̂: whenever this intersection is a field of degree > 2, then the
two fields share a common subfield which uniquely determines them, and this yields
K̂ = L̂, i.e. K ' L.
If K̂ ∩ L̂ = F , the composite extension K̂L̂ has degree 120 · 120 = 14400 and Galois
group S5× S5. A prime p which is inert in both K and L necessarily as an element
of order 5 as Artin symbol.
But again, the set of common inert primes of K and L has prime density equal
to 1/5, while the Artin symbols of order 5 have density (25 · 25 − 1)/14400 =
624/14400 < 1440/14400 = 1/10.
If instead K̂ ∩ L̂ = K2, the composite extension K̂L̂ has degree 7200 and its Galois
group is a subgroup of S5 × S5 of index 2, which has the same elements of order 5
of S5 × S5.
Thus, following the sketch of the previous case, one obtains a contradiction, because
the density of the primes which are inert in both K and L is 1/5, while the Artin
symbols of order 5 in this new Galois group have density (25 · 25 − 1)/7200 =
624/7200 < 720/7200 = 1/10.
2.4 Some further remarks
2.4.1 Comparing equivalent fields of different degree
The proofs in the previous section showed that any two number field extensions having
same degree n ≤ 5 which are locally GCD equivalent are in fact isomorphic. In order to
complete the proof of Theorem 10, one needs to see what happens when one compares
equivalent fields of different degrees.
The densities computations of Chapter 1 show that this possibility cannot exist for locally
GCD equivalent fields of degree n ≤ 5: among the field extensions with these degrees,
cubic fields can be equivalent (and thus isomorphic) only to cubic fields, because the inert
primes have greatest common divisor of their splitting type equal to 3, a number which is
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not obtained in any other low degree. For the same reason, quintic fields can be equivalent
only to quintic fields.
We are left only with the comparison between quadratic and quartic extensions; but in
any quadratic extension the inert primes have density 1/2, while in quartic fields such a
density value is not attained by primes with splitting type (2, 2).
Notice that, whenever considering higher degrees, the chance of having locally GCD equiv-
alent number field extensions with different degrees is possible: this already happens for
a stronger relation like Kronecker equivalence, as exlained in Section 2.2.
2.4.2 A counterexample in degree 6
Theorem 10 proves that the local GCD equivalence reduces to isomorphism on equivalent
fields of degree n ≤ 5. It can be proven that there are counterexamples already in degree
6 : in fact, for every Galois cubic extension K/F , it is possible to present two non
isomorphic quadratic extensions L/K and M/K such that L/F and M/F are F -locally
GCD equivalent extensions of degree 6.
The construction relies on two concepts: first, local GCD equivalence can be proved to
be equivalent to the fact that the norm groups of the fractional ideals are the same for
the two extensions (see [36], Chapter VI, Section 1.b for the details). Then, using this
different formulation, Stern [70] proved the existence of the sextic extensions L/F and
M/F as above.
Moreover, being the much stronger relation given by arithmetic equivalence not reducible
to the isomorphism for degrees n ≥ 7, we can finally state that 5 is the maximum degree
n for which the claim of Theorem 10 hold for every number field extension of degree n.
2.4.3 Inert primes are not enough in quartic fields
As reported by Corollary 4, Theorem 10 can be expressed, for number fields extensions of
prime degree p ≤ 5, by saying that these extensions are uniquely determined by their inert
primes. This formulation, although very elementary, has no direct references in literature:
in fact, a proof of this result for cubic fields was the original reason for the author to start
studying this subject, and which in the end led him to Lochter’s paper [43] and recover
Corollary 4 from Lochter’s results.
One could wonder if also quartic fields are uniquely determined by their inert primes,
in the cases for which they actually exist. This request is much weaker than local GCD
equivalence, and, as we show below, it is not enough in order to have an isomorphism.
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In fact, there are easy counterexamples: take a quartic field K with Galois closure K̂
having Galois group D4 and consider the non-conjugated non-Galois field K
′ contained
in K̂ (refer to diagram 1.3 for notations). Then a prime p ∈ PF is inert in K if and only
if its Artin symbol in D4 is formed by elements of order 4: but the computations given
by Proposition 3 show that the very same property holds also for K ′, and so we have two
non-isomorphic quartic field extensions with same inert primes.
As an explicit example, consider K := Q[x]/(x4− 3x2− 3) and K ′ := Q[x]/(x4− 3x+ 3):
these quartic fields are not Galois over Q and share the same Galois closure over Q, which
is the octic field K̂ := Q[x]/(x8 + x6 − 3x4 + x2 + 1) with Galois group D4; so they share
the inert primes, but in fact K and K ′ are not isomorphic.
2.4.4 Similar results in higher degree
Although 5 is the maximum degree for which Theorem 10 holds, it is still possible to get
a similar rigidity result for large families of field extensions in arbitrary prime degree by
a simple adaptation of the Big Galois Closure technique used previously.
Let p be a prime number. Let K/F be a number field extension of degree p, and assume
that its Galois closure has group equal to either Ap or Sp. Applying Proposition 3 it is
easy to prove that this field has inert primes. If one mimics the procedure used to reduce
the equivalence of quintic fields having group A5 or S5 to isomorphism, then it is possible
to get the following theorem.
Theorem 11. Let K and L be number fields of prime degree p over F which are F -
locally GCD Equivalent and such that their Galois closures share the same Galois group
G. Assume G equal either to Ap or Sp Then K and L are F -isomorphic.
Theorem 11 is actually very strong, because of the fact that a “random” number field
extension of prime degree tends to have Galois group of its closure equal to the symmetric
group Sp: from this one can conclude that, for these degrees, the local GCD equivalence
reduces very often to isomorphism.
A stronger result, always by Lochter, proves Theorem 11 for every degree n and Galois
groups Sn and An. At the moment, it seems not reachable without the group-theoretic
setting, or by means of the Big Galois Closure technique alone.
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Chapter 3
Average rank of a family of elliptic
curves
3.1 Rank of elliptic surfaces
3.1.1 Nagao’s conjecture
A family of elliptic curves over Q is an elliptic curve over the function field Q(t)
defined by a Weierstrass equation
F : y2 = x3 + a2(t)x2 + a4(t)x+ a6(t) (3.1)
where the coefficients a2(t), a4(t), a6(t) belong to the polynomial ring Z[t]. Being Q(t) a
finitely generated transcendental extension of Q, it follows by Neron-Lang’s Theorem that
the set of Q(t)-rational points F(Q(t)) is a finitely generated abelian group: we denote
with rF the rank of the free part of F(Q(t)).
What happens when one substitutes the formal variable t with a rational number? It
can be proved that, for every s ∈ Q up to a finite number of exceptions, the curve given
by the evaluation of t at s is an elliptic curve over Q: in fact, the finite set of values of t
for which this reduction does not apply is the set of solutions of the polynomial equation
∆F(t) = 0, where ∆F(t) is the discriminant of the curve F over Q(t). We denote F (s)
the curve obtained by the valuation at s ∈ Q.
With this fact in mind, it is straightforward to see that the family of elliptic curves (3.1)
is an elliptic surface in the sense of Section 0.4.5.
Remark 16. The previous consideration permits to consider the elliptic surface (3.1) as
a collection of elliptic curves, each one parametrized by a specific rational value of t.
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One could wonder about the link between the rank rF of the elliptic surface over Q(t)
and the ranks rF(t) of any elliptic curve F(t) given by the evaluation in a point t ∈ Q.
Proposition 8. Let F be a family of elliptic curves given by the Weierstrass Equation
(3.1). Then rF ≤ rF(t) for all but finitely many t ∈ Q.
Proof. This proposition is Silverman’s Specialization Theorem ([68], Theorem 20.3 in
Appendix C).
Remark 17. The Parity Conjecture would imply rF(t) = rF or rF(t) = rF + 1, depending
on the parity of the root number of F(t) (see [20] for more details). As a consequence
one can think at rF as an average of the ranks of the elliptic curves forming the family.
As mentioned above, one would like to consider the rank of the family F as an average,
under a precise definition, of the ranks of the elliptic curves forming the family. An idea
could arise from a suitable average involving the rational points of the elliptic curves
modulo prime numbers. Let us state this idea formally in the stricter setting of rational
elliptic surfaces.
Given a rational elliptic surface F and an elliptic curve F(t) obtained by the specialization
of F at t ∈ Q, define the number
AF(p) =
1
p
p−1∑
t=0
aF(t)(p)
where the numbers aF(t)(p) are defined as in Equation (13).
In the paper [49], Nagao established an empirical connection between an average of the
numbers AF(p) and the rank over Q(t) of a rational elliptic surface F . Supported by
many experimental data, he formulated a precise conjecture relating these quantities.
The conjecture was proved by Rosen and Silverman [60]: their proof relies on Tate’s
conjecture, which is proved to be true for rational elliptic surfaces.
Theorem 12 (Nagao’s Conjecture). Let F be a rational elliptic surface over Q, and let
r be its rank over Q(t). Then:
r = lim
x→+∞
1
x/ log x
∑
p≤x
−AF(p). (3.2)
Remark 18. Nagao’s Conjecture is usually presented in the form
r = lim
x→+∞
1
x
∑
p≤x
−AF(p) log p
which is equivalent to the formulation (3.2) thanks to the Prime Number Theorem and
summation by parts.
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We will use Nagao’s conjecture and the formula (3.2) as a practical tool to compute
average ranks of families of elliptic curves.
3.1.2 Examples of computations
In this section we illustrate a method for computing the average rank of a family of
elliptic curves, used by Bettin, David and Delaunay [8]. The considered family is in fact
a rational elliptic surface, to which is possible to apply Nagao’s Conjecture, and given by
the equation
F : y2 = x3 + a2(t)x2 + a4(t)x+ a6(t), deg ai(t) ≤ 2 for every i ∈ {2, 4, 6}. (3.3)
The constraints on the degrees of the coefficients ai(t) were needed by Rosen and Silverman
to prove that this family of elliptic curves is a rational elliptic surface.
Lemma 4. The family of elliptic curves given by Equation (3.3) is a rational elliptic
surface.
Proof. See [62], Section 8.
The equation (3.3) defining the family can be rewritten as
F : y2 = A(x)t2 +B(x)t+ C(x)
whereA(x), B(x), C(x) are integer polynomials, C(x) is monic of degree 3 and degA, degB ≤
2.
One needs first to compute the traces aF(t)(p) of Frobenius morphisms in order to use
Nagao’s conjecture. By means of the Legendre symbol
(
·
p
)
, one gets
aF(t)(p) = p+ 1−#F(t)(Fp)
= p−
∑
x mod p
A(x)t2+B(x)t+C(x)=
2
(
A(x)t2 +B(x)t+ C(x)
p
)
−
∑
x mod p
A(x)t2+B(x)t+C(x)=0
1
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=
∑
x mod p
A(x)t2+B(x)t+C(x) 6=0
1
−
∑
x mod p
A(x)t2+B(x)t+C(x)6=0
(
1 +
(
A(x)t2 +B(x)t+ C(x)
p
))(
A(x)t2 +B(x)t+ C(x)
p
)
= −
∑
x mod p
A(x)t2+B(x)t+C(x) 6=0
(
A(x)t2 +B(x)t+ C(x)
p
)
= −
∑
x mod p
(
A(x)t2 +B(x)t+ C(x)
p
)
. (3.4)
From (3.4) one gets the equality
−
p−1∑
t=0
aF(t)(p) =
∑
x mod p
p−1∑
t=0
(
A(x)t2 +B(x)t+ C(x)
p
)
. (3.5)
The above expression can be simplified.
Proposition 9. Fix x modulo p. If A(x) ≡ 0 mod p, then
p−1∑
t=0
(
B(x)t+ C(x)
p
)
=
{
p
(
C(x)
p
)
if p|B(x)
0 otherwise,
(3.6)
while, whenever A(x) 6= 0 mod p,
p−1∑
t=0
(
A(x)t2 +B(x)t+ C(x)
p
)
= −
(
A(x)
p
)
+
{
p
(
A(x)
p
)
if p|B2(x)− 4A(x)C(x)
0 otherwise.
(3.7)
Proof. The proof of Equation (3.6) is immediate, while for Equation (3.7) we need [41],
Theorem 5.48.
Assuming that p does not divide the discriminant of F , the combination of Equations
(3.5), (3.6) and (3.7) yields the formula
− AF(p) =
∑
x mod p
A(x)6=0 mod p
(B2−4AC)(x)=0 mod p
(
A(x)
p
)
− 1
p
∑
x mod p
A(x) 6=0 mod p
(
A(x)
p
)
+
∑
x mod p
A(x)≡B(x)≡0
(
C(x)
p
)
.
(3.8)
64
It is then enough to have more precise informations on the polynomials A,B and C to
obtain an explicit result on the numbers AF(p) and compute their average.
Remark 19. The polynomials A(x), B(x) and C(x) in Equation (3.8) can be assumed to
be squarefree, because the sums ranging over their zeros does not take in consideration
the multiplicity.
3.2 A specific family of elliptic curves
3.2.1 Definition
Bettin, David and Delaunay [8] mentioned their interest in the enumeration of all the
possible average ranks of the family (3.3) depending on all the possible cases for the poly-
nomials A(x), B(x) and C(x). In a work yet to publish, they studied this problem and
provided precise values of the ranks for many cases, each one by means of a common
technique. A unique case was not solved, because of its fundamental difference relying
in the need of the tools provided by Chebotarev’s Theorem and Artin symbols. This
additional computation is proved by the author in the next lines.
Consider the family of elliptic curves
F : y2 = kt2 +B(x)t+ C(x) (3.9)
where the parameters are given as follows:
• k ∈ Z, is non-zero and is not a square;
• C(x) ∈ Z[x] is monic with degree 3;
• B(x) ∈ Z[x] and degB(x) ≤ 2.
The family (3.9) is a rational elliptic surface and its average rank can be computed via
Nagao’s Conjecture, obtaining Formula (3.8). Being k 6= 0, one has k 6= 0 mod p for
almost every prime number p: thus the third sum in (3.8) vanishes. Moreover, the second
sum is equal to
−
(
k
p
)
1
p
∑
x mod p
1 = −
(
k
p
)
and so
−AF(p) =
∑
x mod p
(B2−4kC)(x) 6=0 mod p
(
k
p
)
−
(
k
p
)
= N(B2−4kC)(p)
(
k
p
)
−
(
k
p
)
.
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where NF (p) represents the number of distinct zeros modulo p of an integer polynomial
F .
The average rank of the family (3.9) is then equal to
r = lim
x→+∞
1
x/ log x
∑
p≤x
−AF(p) = lim
x→+∞
1
x/ log x
∑
p≤x
(
N(B2−4kC)(p)
(
k
p
))
− lim
x→+∞
1
x/ log x
∑
p≤x
(
k
p
)
. (3.10)
The question is the following: how to compute the limit averages in the right hand side
of Equation (3.10)? Let us begin by looking at the second sum, which is easier to deal
with.
Being k not a square in Q, we know that the value of the Legendre symbol
(
k
p
)
is strictly
related to the decomposition of the prime number p in the quadratic field Q(
√
k): in fact,
for every prime number p not dividing 4k (i.e. the discriminant of the defining polynomial
x2−k), k is a square modulo p if and only if p splits in the ring of integers of Q(√k). But
we know that the primes totally splitting in Q(
√
k) have the same density of the inert
primes, both of them equal to 1/2. Thus the second limit in the right-hand side of (3.10)
becomes
− lim
x→+∞
1
x/ log x
∑
p≤x
k= mod p
1− lim
x→+∞
1
x/ log x
∑
p≤x
k 6= mod p
(−1) = −1
2
+
1
2
= 0
and the rank of the family (3.9) is then equal to
r = lim
x→+∞
1
x/ log x
∑
p≤x
N(B2−4kC)(p)
(
k
p
)
. (3.11)
Now, how can we detect the result of the above limit? The previous lines tell us that
a similar approach with densities could be useful to get the result: the idea, as we will
see, is actually correct, but we need to fully understand the relation between k and the
polynomial B2 − 4kC. More in detail, the rank (3.11) can be easily computed if one
understands the intersection between the number field generated by a root of B2 − 4kC
(which has degree 4 at most) and Q(
√
k).
3.2.2 A general theorem about a limit average
Let F (x) ∈ Z[x] be an integer, squarefree polynomial with degree less or equal than 4.
Let k ∈ Q∗ be not a square. We want to characterize all the possible outcomes of the
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limit
rF = lim
x→+∞
1
x/ log x
∑
p≤x
NF (p)
(
k
p
)
. (3.12)
First of all, it is easy to notice that, if F =
∏m
i=1Gi is the factorization of F as a product
of irreducible polynomials in Q[x], then NF (p) =
∑m
i=1NGi(p) for almost every prime
number p, and this yields rF =
∑m
i=1 rGi .
Thus, we can always assume that F is irreducible of degree less or equal than 4, and
get the general result for squarefree polynomials by adding the results for the irreducible
components. We denote with Q(F ) the number field generated by F over Q and with
Q̂(F ) its Galois closure.
Theorem 13. Let F and k be as above, and consider rF as in Equation (3.12).
Then rF = 0, unless one of the following occurs:
• F has degree 2 and DF/k ∈ (Q∗)2, where DF is the discriminant of F ;
• F has degree 4 and there is a number field inclusion Q(√k) ⊆ Q(F ), where Q(F ) :=
Q[x]/(F (x)).
For each one of these latter cases we get rF = 1 instead.
Remark 20. For all but finitely many primes p, NF (p) equals the number of prime ideals
of Q(F ) over p of inertia degree equal to 1.
The proof of Theorem 13 relies heavily on the computation of densities of prime
ideals explained in Chapter 1 by means of Artin symbols. The most important thing to
understand, in order to show the computations, is the relation between the field Q(F )
generated by F , its Galois closure Q̂(F ) and the field Q(
√
k), so that the computations
involving Artin symbols become understandable.
In fact, many of the cases involving irreducible polynomials of degree ≤ 4 are immediately
solved by means of the following general theorem.
Theorem 14. Let F ∈ Q[x] be an irreducible polynomial, let k ∈ Q∗ be not a square,
and consider rF as in Equation (3.12). Let Q(F ) := Q[x]/(F (x)) and let L(F )/Q be its
Galois closure. Assume that Q(
√
k) ∩ L(F ) = Q. Then rF = 0.
Proof. Assume [L(F ) : Q] = n and G := Gal(L(F )/Q): then the composite extension
L(F )Q(
√
k)/Q is Galois of degree 2n and with Galois group C2 × G, because we are
assuming that Q(
√
k) ∩ L(F ) = Q. Let C ⊂ G be an Artin symbol for a set of primes in
Q(F ) with splitting type (f1, . . . , fr), having density δ: then, thanks to Proposition 3 and
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to the fact that a conjugation class in a direct product of groups is the direct product of
conjugation classes in the factor groups, we get that A := {1C2}×C and B := {−1C2}×C
form two distinct Artin symbols in C2×G with equal density δ/2. In fact, the first symbol
represents the primes with symbol C in G for which k is a square modulo p, while the
second one represents the primes with same symbol C in G but for which k is not a square
modulo p.
Putting the contribution of these new symbols in Equation (3.12), the weighted average
of the primes with symbol A is equal to δ/2 while for the primes with symbol B we get
−δ/2, which means that the contributions of the above Artin symbols delete each other.
Applying the same procedure to any other Artin symbol in G we obtain rF = 0.
Let us look now how to prove the remaining cases for polynomials of low degree:
• [Q(F ) : Q] = 2 and Q(√k) = Q(F ): first of all, notice that Q(F ) = Q(√k) if and
only if DF/k ∈ (Q∗)2.
For every prime p unramified in Q(F ) we have NF (p) ∈ {0, 2} and NF (p) = 2 if and
only if (k/p) = 1. These primes form a set of prime density equal to 1/2 and thus
r = lim
x→+∞
1
x/ log x
∑
p≤x
NF (p)=2
2 = 2 · 1/2 = 1.
• [Q(F ) : Q] = 3, [L(F ) : Q] = 6 and Q(√k) ⊆ L(F ): being Gal(L(F )/Q) = S3,
we have NF (p) ∈ {0, 1, 3}. More precisely, NF (p) = 1 if and only if (k/p) = −1
and these primes form a set of prime density equal to 1/2. The primes p such that
NF (p) = 3 have prime density equal to 1/6, and thus
r = lim
x→+∞
1
x/ log x
∑
p≤x
NF (p)=1
(−1) + lim
x→+∞
1
x/ log x
∑
p≤x
NF (p)=3
3 = −1 · 1
2
+ 3 · 1
6
= 0.
• [Q(F ) : Q] = 4, Q(F ) = L(F ), Q(√k) ⊆ L(F ) and G = C4; we have NF (p) ∈ {0, 4},
and the primes with NF (p) = 4 have (k/p) = 1 and prime density equal to 1/4.
Thus
r = lim
x→+∞
1
x/ log x
∑
p≤x
NF (p)=4
4 = 4 · 1
4
= 1.
• [Q(F ) : Q] = 4, Q(F ) = L(F ), Q(√k) ⊆ L(F ) and G = C2 × C2; we have
NF (p) ∈ {0, 4} and the primes with NF (p) = 4 have (k/p) = 1 and prime density
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equal to 1/4. Just like above,
r = lim
x→+∞
1
x/ log x
∑
p≤x
NF (p)=4
4 = 4 · 1
4
= 1.
• [Q(F ) : Q] = 4, [L(F ) : Q] = 24 and Q(√k) ⊆ L(F ): being Gal(L(F )/Q) = S4,
we have NF (p) ∈ {0, 1, 2, 4}. More in detail, NF (p) = 1 forces (k/p) = 1, while
NF (p) = 2 yields (k/p) = −1 (this follows from the fact that a prime p with
NF (p) = 2 has splitting type (1, 1, 2) in Q(F ), which by Proposition 3 is associated
to the Artin symbols formed by transpositions in S4 and yield fQ(
√
k)(p) = (2).
Thus
r = lim
x→+∞
1
x/ log x
∑
p≤x
NF (p)=1
1 + lim
x→+∞
1
x/ log x
∑
p≤x
NF (p)=2
2 · (−1) + lim
x→+∞
1
x/ log x
∑
p≤x
NF (p)=4
4
= 1 · 1
3
− 2 · 1
4
+ 4 · 1
24
= 0.
We are left with the cases dealing with [Q(F ) : Q] = 4, [L(F ) : Q] = 8, G = D4 :=
〈σ, τ : σ4 = τ 2 = 1, τστ = σ−1〉 and Q(√k) ⊆ L(F ).
We can assume that Gal(L(F )/Q(F )) = 〈τ〉: this forces the primes with splitting type
(1, 1, 2) to have the set {τ, σ2τ} as Artin symbol. Otherwise, Gal(L(F )/Q(F )) = 〈στ〉,
and we obtain the same results simply exchanging τ and σ2τ with στ and σ3τ .
Notice that NF (p) ∈ {0, 2, 4}, the primes with NF (p) = 4 having prime density 1/8 and
(k/p) = 1.
• Gal(L(F )/Q(√k)) = 〈στ, σ2〉: with this assumption it follows, thanks to Proposi-
tion 3, that every prime with NF (p) = 2 has (k/p) = −1. This set has prime density
equal to 1/4 and thus
r = lim
x→+∞
1
x/ log x
∑
p≤x
NF (p)=2
2 · (−1) + lim
x→+∞
1
x/ log x
∑
p≤x
NF (p)=4
4 = −2 · 1
4
+ 4 · 1
8
= 0.
• Gal(L(F )/Q(√k)) = 〈σ〉; again, NF (p) = 2 forces (k/p) = −1, and as before:
r = lim
x→+∞
1
x/ log x
∑
p≤x
NF (p)=2
2 · (−1) + lim
x→+∞
1
x/ log x
∑
p≤x
NF (p)=4
4 = −2 · 1
4
+ 4 · 1
8
= 0.
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• Gal(L(F )/Q(√k)) = 〈τ, σ2〉, i.e. Q(√k) ⊆ Q(F ): every prime with NF (p) ∈ {2, 4}
has (k/p) = 1, and thus
r = lim
x→+∞
1
x/ log x
∑
p≤x
NF (p)=2
2 + lim
x→+∞
1
x/ log x
∑
p≤x
NF (p)=4
4 = ·1
2
+ 4 · 1
8
= 1.
3.2.3 The rank of the family
Thanks to Theorem 13, we have now proven how to determine precisely the average rank
of the family of elliptic curves (3.9).
In order to state the conclusive result, let us recall that, given a polynomial p(x) ∈ Z[x],
the squarefree part of p(x) is defined as the product of the irreducible factors of p(x)
without multiplicity.
Theorem 15. Let F be the family of elliptic curves given by (3.9), and let F = (B2 −
4kC)∗(x) be the squarefree part of the discriminant polynomial (B2 − 4kC)(x). Then
rF = 0, unless:
• F is irreducible of degree 4, and Q(√k) ⊆ Q(F ). In this case rF = 1.
• F has an irreducible quadratic factor G such that DG/k is a square in Q. In this
case rF = 1.
• F has degree 4 and F = G1 ·G2, with G1 and G2 irreducible of degree 2, such that
DG1/k and DG2/k are squares in Q. In this case rF = 2.
This result will be contained in [5], written jointly with Sandro Bettin, Chantal David
and Christophe Delaunay, as remaining case of a more general computation of average
ranks of elliptic curves.
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Part III
Analytic and algorithmic methods
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Chapter 4
Explicit formulae
4.1 A short introduction on explicit formulae
4.1.1 Where does Riemann Hypothesis come from?
We begin this section by looking at a classical example involving the Riemann Zeta
function ζ(s) :=
∑+∞
n=1 n
−s. Remember that the Riemann Zeta function can be thought
as the Dedekind Zeta function of the trivial number field Q.
This function has an Euler product
ζ(s) =
∏
p
(
1− 1
ps
)−1
and admits a meromorphic continuation over C via the function
Λ(s) := pi−s/2Γ
(s
2
)
ζ(s)
which in turn is a meromorphic function with simple poles at 0 and 1; furthermore, Λ(s)
satisfies the functional equation Λ(1− s) = Λ(s).
Define the function ξ(s) := s(s − 1)Λ(s): then ξ(s) is an entire function which satisfies
the functional equation ξ(1 − s) = ξ(s); it can be proved, via the Phragmen-Lindelo¨f
Theorem, that ξ is an entire function of finite order 1, with infinitely many zeros ρ, all of
real part between 0 and 1, which are the so called non-trivial zeros of the Riemann Zeta
function. Moreover, the function ξ can be expressed as the product over the zeros
ξ(s) := ebs+a
∏
ρ
(
1− s
ρ
)
es/ρ a, b ∈ C. (4.1)
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Observe that, by the functional equation and by Schwarz’ reflection principle, if ρ is a
non trivial zero then the numbers ρ¯, 1− ρ and 1− ρ¯ are non trivial zeros too.
The Riemann Hypothesis asserts that the real part of the non-trivial zeros is equal to 1/2.
This conjecture arises naturally from the functional equation, being the line Re s = 1/2
the symmetric axis for the equation, and it is known that Riemann itself was able to
compute the non-trivial zeros with lowest imaginary part, proving that their real part is
indeed equal to 1/2.
Although it derives from the symmetry of ξ(s), this setting alone does not make clear
why the Riemann hypothesis is so important in Number Theory: in order to understand
this we need to introduce a tool, the explicit formula, with several generalizations which
will be explained in the next sections.
4.1.2 The connection between prime numbers and non-trivial
zeros
The definition ξ(s) = s(s − 1)Λ(s) and the Euler product expression of ζ(s) suggest a
possible connection between the non trivial zeros of ζ(s) and the prime numbers. To
explicitly get this link, let us compute the logarithmic derivative of both s(s−1)Λ(s) and
of the product in Equation (4.1): it is necessary also to exploit the series expression (5)
for the Digamma function. This produces the identity:
(
1
s
+
1
s− 1
)
+
(
− log pi
2
)
+
(
−γ
2
− 1
s
−
∞∑
n=1
s
2n(2n+ s)
)
+
ζ ′
ζ
(s) = b+
∑
ρ
s
ρ(s− ρ)
i.e.
1
s− 1 −
log pi
2
− γ
2
−
∞∑
n=1
s
2n(2n+ s)
+
ζ ′
ζ
(s) = b+
∑
ρ
s
ρ(s− ρ) . (4.2)
Letting s go to 0, one obtains the explicit value
b = −1− 1
2
log pi − γ
2
+
ζ ′
ζ
(0)
and thus one can rearrange (4.2) to get the expression
ζ ′
ζ
(s) = − s
s− 1 +
ζ ′
ζ
(0) +
∞∑
n=1
s
2n(2n+ s)
+
∑
ρ
s
ρ(s− ρ) .
73
Now, assume that s has real part greater than 1: than, thanks to the Euler product ex-
pression of ζ(s), the logarithmic derivative of the Riemann Zeta function can be expressed
as a sum over the prime numbers of logarithmic terms:
ζ ′
ζ
(s) = −
∑
p
log p
ps − 1 . (4.3)
By exploiting also the power series of (4.3) one gets
∑
p
∞∑
m=1
log p
pms
=
s
s− 1 −
ζ ′
ζ
(0)−
∞∑
n=1
s
2n(2n+ s)
−
∑
ρ
s
ρ(s− ρ) . (4.4)
Now fix an upper bound x, which is assumed to not be an integer, to the size of powers
of primes pm and apply the Perron Integral Formula (4) (Theorem 3) to both sides of
Equation (4.4), where the formula is used choosing a number σ > 1 as real part for the
vertical line of integration. Up to requiring some careful estimates about the number of
zeros of ζ(s) in horizontal strips, one can finally apply the Residue Theorem in order to
get the equality∑
p
m≥1
pm≤x
log p = x−
∑
ρ
xρ
ρ
− ζ
′
ζ
(0)− 1
2
log
(
1− 1
x2
)
, for every positive x ∈ R \ Z. (4.5)
The left hand side of Equation (4.5) is known to be asymptotic to x for x → ∞ by the
Prime Number Theorem. Thus, the only interesting contribution on the error term is
given by the sum over the non-trivial zeros, and in fact the error term is the sharpest
possible, equal to O(x1/2+ε) for every ε > 0, if and only if the real part of the non-trivial
zeros is equal to 1/2, i.e. if and only if Riemann Hypothesis holds.
The explicit formula (4.5), which was conjectured by Riemann and proved only 40 years
later by Von Mangoldt, is the first instance of a technique widely used in Analytic Num-
ber Theory, which consists in linking arithmetic objects such as prime numbers or prime
ideals to analytic objects like the zeros of a suitable Zeta function; this connection allows
to gain distribution results and arithmetic knowledge from analytic behaviours.
In the following, we will focus on Dedekind Zeta functions and we will present two in-
stances of explicit formulae related to Dedekind Zeta functions: the first formula is due
to Weil, while the second one was formulated by Friedman.
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4.2 Weil’s explicit formula
4.2.1 The discriminant as conductor
As mentioned in the previous section, the study of arithmetic invariants of a number
field K could be pursued also by means of a suitable explicit formula for its Dedekind
Zeta function. In particular, whenever the field K is not the trivial number field Q, then
the discriminant dK is bigger than 1 in absolute value: this means that the function
ΛK(s) defined in Equation (8) has an additional exponential factor, which must be taken
into account whenever one applies logarithmic derivatives and integral operators. An
approach of this kind would express the discriminant as a sum of many terms, some of
them involving the non-trivial zeros of ζK(s) and others related to the prime ideals of
OK .
There is also another fact to consider: in a process which tries to imitate the explicit
formula for the Riemann Zeta function, there is nothing which forces to use ΛK(s) instead
of a product of the form ΛK(s) · F (s), where F is a suitable weight function. There are
two reasons which suggest the use of this variant: on one side, it can increase the easiness
of the proof of the explicit formula thanks to regularity properties of the weight function
F ; on the other side, it gives sharper estimates for the exponential factor related to the
discriminant whenever one is interested in numerical computations.
Each one of the previous concepts is given in the following explicit formula, which is due to
Weil: although here is presented for Dedekind Zeta functions, there exist generalizations
which are related to other kinds of Zeta functions.
4.2.2 Statement of the formula
Let F : R→ R be a function which satisfies the following properties:
• F is even and F (0) = 1.
• There exists a > 0 such that the function G(x) := F (x) · exp ((1
2
+ a
)
x
)
belongs to
L1(R) and has bounded variation over R.
• The function G(x) satisfies in every point the mean condition
G(x) =
1
2
(
G(x+) +G(x−)
)
.
• The function F (0)−F (x)
x
has bounded variation over R.
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Define now the transform of F as the function of complex variable
Φ(s) :=
∫ +∞
−∞
F (x) · exp
((
s− 1
2
)
x
)
dx. (4.6)
The conditions on F imply that Φ is a holomorphic function in the strip −a < Re s < 1+a,
for a suitable choice of a > 0.
Theorem 16. Let K be a number field of degree n and signature (r1, r2). Let F be a
function which satisfies the conditions above and let Φ be its transform.
Then we have the equality
log |dK | = r1pi
2
+ n(γ + log 8pi)− r1
∫ +∞
0
1− F (x)
2 cosh(x/2)
dx
− n
∫ +∞
0
1− F (x)
2 sinh(x/2)
dx− 4
∫ +∞
0
F (x) cosh(x/2)dx
+ 2
∑
P⊂OK
∞∑
m=1
log N(P)
N(P)m/2F (m log N(P)) +
∑
ρ
Φ(ρ). (4.7)
where γ is Euler’s constant and
∑
ρ ranges over the set of non trivial zeros of ζK.
Remark 21. If the complex number s in the transform (4.6) has real part equal to 1/2,
then the transform Φ(s) reduces to the classic Fourier transform. Thus, if the Generalized
Riemann Hypothesis for Dedekind Zeta functions was true, the contribution of the term
given by non-trivial zeros in the explicit formula (4.7) would be much more easier to
estimate.
4.2.3 Sketch of proof
The details of the proof can be found in Poitou’s paper [58]. Here we present the main
stages of the proof:
• Fix a positive number T > 0 which is not the imaginary part of a non trivial
zero of ζK(s). Consider a positive number a such that the transform Φ(s) of F
is holomorphic over the strip Re s ∈ (−ε, 1 + ε) and define the rectangle R :=
(−ε, 1 + ε)× (−T, T ).
• The formula (4.7) is obtained computing the integral
1
2pii
∫
∂R
Φ(s)
Λ′K
ΛK
(s)ds (4.8)
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where the boundary ∂R is counterclockwise oriented. By the Residue Theorem, this
is equal to ∑
| Im ρ|<T
Φ(ρ)− Φ(0)− Φ(1).
The sum of Φ(0) and Φ(1) provides a term very similar 4
∫ +∞
0
F (x) cosh(x/2)dx,
which is distinguished from it just by its dependence on T .
• Using the factorization (8) of ΛK(s), the integral (4.8) splits as the sum
1
2pii
∫
∂R
Φ(s)
(
log |dK | − r1
2
log pi − 2r2 log 2pi
)
ds
+
r1
2
1
2pii
∫
∂R
Φ(s)
Γ′
Γ
(s
2
)
ds+ r2
1
2pii
∫
∂R
Φ(s)
Γ′
Γ
(s)ds
+
1
2pii
∫
∂R
Φ(s)
ζ ′K
ζK
(s) ds.
The contribution of the first line is immediate to compute, while the second one
requires the knowledge of properties of the Gamma function and its logarithmic
derivative, including Stirling’s asymptotic formula (6) (see [2], Chapter 1). Taking
them together, one obtains terms which are very similar to the numbers and the
integrals on the right hand side of Formula (4.7), but with the dependence on T as
additional condition.
• The contribution of the term related to the logarithmic derivative of ζK(s) is studied
in two steps: first, one shifts the computation of the integral on the line Re s = 1+ε,
where ζK(s) can be expressed as an Euler product; then, one uses this product de-
composition (4.1) and the analytic properties of the function F and of its transform
Φ to get a series over the prime ideals of OK with terms involving F .
• Each of the previous terms has a dependence on T : in order to eliminate it and get
Weil’s explicit formula, one needs some additional information on the distribution
of the imaginary parts of the non trivial zeros. More in detail, one verifies that in
the horizontal strip Im s ∈ [T, T + 1] the number of non trivial zeros is O(log T ),
and then use this fact to detect suitable sequence (Tk)k of real numbers going to
infinity which are well spaced from the non-trivial zeros, in the same sense used in
Chapter 15 of Davenport’s book [14], so that Weil’s explicit formula finally comes
from this limit process.
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4.3 Friedman’s explicit formula
4.3.1 Recovering the regulator
Weil’s explicit formula permits to get an expression of the discriminant dK of a number
field K which depends only on sums related to terms arising from the completed Dedekind
Zeta function ΛK(s), such as the prime ideals and the non-trivial zeros.
One could wonder if a similar thing could be done also for the regulator RK , which plays
an analogous role with respect to the group of units O∗K : this request seems however more
difficult to be accomplished because RK does not appear in the factorization of ΛK like
the discriminant. The only practical analytic expression containing the regulator seems
to be the Class Number Formula (9), where RK is presented together with many other
invariants.
Nonetheless, it is still possible to use an approach similar to the previous one to recover
an explicit formulation for RK with no error terms, the proof of which is due to Friedman.
4.3.2 Statement of the formula
Given a number field K with signature (r1, r2), define the real function
gr1,r2(x) :=
1
2r14pii
∫ 2+i∞
2−i∞
(pin4r2 · x)−s/2Γ(s/2)r1Γ(s)r2(2s− 1)ds. (4.9)
This function is defined on the positive real values of x, which allows the integral to be
absolutely convergent.
Theorem 17. For a number field K with signature (r1, r2), the following explicit formula
holds:
RK
ωK
=
∑
a
gr1,r2
(
N(a2)
|dK |
)
+
∑
b
gr1,r2
(
N(b2)
|dK |
)
(4.10)
where a runs over the principal ideals of OK, while b runs over the ideals which in the
class group ClK belong to the same class of the different ideal DK.
Furthermore, if the different is a principal ideal, then the above formula simplifies to
RK
wK
= 2
∑
a
gr1,r2
(
N(a2)
|dK |
)
. (4.11)
4.3.3 Sketch of proof
Just as for Weil’s formula, we present only the main stages of the proof of Formula (4.10):
all the details can be found in the first pages of [22].
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• Let C be a class in the class group ClK . Define the partial Dedekind Zeta function
related to C as ζK,C(s) :=
∑
I∈C N(I)
−s and its corresponding completed Zeta func-
tion as ΛK(s, C) := |dK |s/2(pi−s/2Γ(s/2))r1((2pi)−sΓ(s))r2ζK,C(s).
Then ΛK(1 − s, C) = ΛK(s, C ′) where C ′ := [∂K ] · C−1. Notice that if C = [OK ]
then C ′ = [∂K ].
Define ξK(s) := ΛK(s, [OK ]) + ΛK(s, [∂K ]). Then ξK(1− s) = ξK(s)
• Consider now the integral
1
2pii
∫ δ+i∞
δ−i∞
(2s− 1)ξK(s)ds
where δ > 1 is fixed. Up to showing properties derived by the analytic behaviour
of the inner function, one can shift the contour to the line Re s = 1/2, and being
s = 1 the only occurring pole, one gets the identity
1
2pii
∫ δ+i∞
δ−i∞
(2s− 1)ξK(s)ds = 2
r1RKcK
wK
+
1
2pii
∫ 1/2+i∞
1/2−i∞
(2s− 1)ξK(s)ds (4.12)
where cK = 2 if the different ideal ∂K is not principal, otherwise is equal to 1.
• The function (2s − 1)ξK(s) is odd with respect to the transformation s → 1 − s:
thus the last integral in Equation (4.12) is equal to 0.
Friedman’s formula follows now by decomposing ξK into the sum of the functions
gr1,r2(x) defined in Equation (4.9) and exchanging the series with the integral.
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Chapter 5
Classification of number fields via
discriminants
5.1 The problem of minimum discriminant: a short
review
5.1.1 Introduction
Given a number field K, we know that its discriminant dK encodes the ramification be-
haviour of the prime numbers in K: in fact, a prime number p ramifies if and only if it
divides dK . Many are the questions and the problems historically arisen in the study of
the discriminant: among these, in this chapter we will focus on the problem concerning
the minimum size of a discriminant in specific families of number fields. As an example,
whenever one considers a family {Kα}α∈I of number fields, one can wonder what is the
minimum absolute value of the discriminants dKα . One of the families which were ex-
tensively studied is the set of number fields with fixed degree n ∈ N: we begin its study
introducing some preliminary examples.
Let us begin with the computation of the discriminants of number fields of degree 2:
this is an easy problem, every quadratic field being of the form Q(
√
d) where d ∈ Z is a
squarefree integer. Moreover, the discriminant of these fields is easily proven to be equal
to
dK =
{
4d if d ≡ 2, 3 mod 4
d if d ≡ 1 mod 4.
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By checking with some small integers, we see that the minimum value for |dK | is 3,
corresponding to the absolute value of the discriminant of Q(
√−3); the immediate next
values of |dK | are 4, 5 and 8, which come from the fields Q(i),Q(
√
5) and Q(
√
2).
This computation immediately yields the minimum values of |dK | for the quadratic fields
with fixed signature: these minima are 3 for the totally immaginary fields and 5 for the
totally real ones.
Consider now the case of cubic fields: the search for minimum discriminants is again
not difficult, because if the defining polynomial of a cubic field K is equal to p(x) :=
x3 + ax2 + bx + c, then its discriminant is a2b2 − 4b3 − 4a3c − 27c2 + 18abc, and if this
number has the form p2q where p and q are squarefree integers, then it coincides with the
discriminant of the field.
The minimum values of |dK | for this family correspond then to 23 (with a = 0, b = −1, c =
1), 31 (a = 0, b = 1, c = 1), 44 (a = −1, b = 1, c = 1) and 49 (a = −1, b = −2, c = 1).
Moreover, 23 and 49 are the minima for the subfamilies of fields with signature (1, 1) and
(3, 0) respectively.
Remark 22. It must be noticed that the previous method is not the most efficient one for
classifying the cubic fields with respect to their discriminant: Davenport and Heilbronn
[15] showed that any isomorphism class of cubic fields corresponds to a binary cubic form
modulo an equivalence given by the action of the group SL2(Z), and that this bijection
transforms the discriminant of the cubic field into the discriminant of the associated cubic
form. Several years later, Belabas [6] used this fact to provide a fast algorithm for the
classification of cubic fields with low discriminant.
Our problem becomes much more complicated for higher degrees because of a plenty of
factors: first of all, any closed formula for the discriminants must be computed with the
aid of resultants and this process becomes much more expensive to deal with the higher
the degree is. Secondly, if n is a composite number, then a field of degree n could be either
primitive or with non-trivial subfields, and this can change the factorization properties of
the discriminant. Lastly, as we will see immediately, the degree and the signature have a
remarkable influence on the size of the discriminants, which makes these considerations
difficult to be done without the aid of algorithmic procedures.
5.1.2 Results from Geometry of Numbers
The first general estimates on the size of the discriminants are due to Minkowski, who was
the first, in the end of XIX-th century, to obtain results of this kind in the context of the
so called Geometry of numbers : with this term one defines the mathematical theory which
describes the ring of integers and its subgroups as discrete lattices in euclidean spaces,
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with the goal of obtaining results on the algebraic invariants of a number field from the
geometric properties of the lattices and of the quadratic forms operating on them.
We have seen in Section 0.1 and 0.2 that, given a number field K of degree n, the ring of
integers OK can be thought as a full rank lattice in Rn, and that 2−r2
√|dK | is the volume
of the fundamental parallelotope. An estimate for dK is thus equivalent to an estimate
for this volume: the classical result by Minkowski accomplishes this goal by using convex
sets with volumes related to the invariants of K.
Theorem 18 (Minkowski). Let K be a number field of degree n and signature (r1, r2).
Then
|dK |1/2 ≥
(pi
4
)r2 nn
n!
. (5.1)
Proof. The idea is to recover the result from Minkowski’s Convex Body Theorem, which
asserts that, for every full rank lattice Λ ⊂ Rn and for every convex symmetric set S ⊂ Rn
with volume greater than 2n · d(Λ), then there exists λ ∈ Λ \ {0} such that λ ∈ S (see
[10], Chapter 3, Section 2 for the proof of a generalized version of this theorem).
Then one applies this theorem to the lattice induced by OK and the convex body given
by the inequality
r1∑
i=1
|xi|+ 2
r2∑
i=1
√
x2r1+i + y
2
r1+i
< n!
(
4
pi
)r2√
|dK |N(I),
where I ⊂ OK is a suitable ideal, and as a result one gets the existence of an element
α ∈ OK \ {0} such that
N(αOK) ≤ n!
nn
(
4
pi
)r2
N(I)
√
|dK |.
This inequality yields the existence of a prime ideal p ⊂ OK which satisfies the estimate
N(p) ≤ n!
nn
(
4
pi
)r2√
|dK |. (5.2)
Being N(p) ≥ 1, one gets finally (5.1) by shifting the non discriminant terms of (5.2) to
the left.
Remark 23. Estimate (5.2) can be used for proving that the class group ClK is finite:
in fact, this result can be obtained by saying that for every class of ideals there exists a
prime ideal p belonging to the class which satisfies the inequality.
Minkowski’s Inequality (5.1) yields the following consequences on the size of discriminants
of number fields with degree n and signature (r1, r2):
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1) First of all, it assures that for every number field K of degree n ≥ 2 the discriminant
is always greater than 1 in absolute value.
The claim is easily verifiable with direct computations when n = 2 and n = 3, and
for n ≥ 3 is true by induction on n and r2, because(pi
4
)r2 nn
n!
≥
(
n
n− 1
)n−1 (pi
4
)
· (n− 1)
n−1
(n− 1)!
(pi
4
)r2−1
︸ ︷︷ ︸
>1 by inductive hypothesis
≥
(
n
n− 1
)n−1 (pi
4
)
.
The last quantity is an increasing function in n, and for n = 3 it is equal to (3/2)2 ·
(pi/4) = (9pi/16) > 1.
2) If the degree n is fixed, Minkowski’s lower bound increases the more r2 decreases,
i.e. the more r1 increases. It is thus more natural to study minimum discriminants
considering number fields wit fixed signature, instead of fields with fixed degree.
3) For any fixed choice of r2, Stirling’s Approximation Formula implies that Minkowski’s
bound increases exponentially in n. Thus, it is very likely that number fields with
high degree cannot have small numbers as discriminants.
Minkowski’s estimate proves that the family of number fields with fixed signature admits
a minimum discriminant. However, from this result alone it is not clear to determine
how many number fields of the family have absolute discriminant less than a given upper
bound: their number could be infinite, a priori.
The following theorem, relying on Geometry of Numbers too, assures that this chance
does not happen.
Theorem 19 (Hermite). Given any couple (r1, r2) of non negative integers, let C > 0.
Then there are only finitely many number fields K with signature (r1, r2) such that |dK | <
C.
Proof. The claim follows by proving that the result holds for number fields of fixed degree
n. The idea of the proof is to show that, if |dK | < C, then there exists an element
α ∈ OK \ Z such that its corresponding element in the lattice induced by OK in Rn
satisfies Hermite’s inequality (2), and that this condition in turn implies only a finite
number of possibilities for the coefficients of the defining polynomial of α. See [51],
Chapter III, Section 2 for further details.
This fact yields the theoretical chance of classifying every number field of fixed signature
with discriminant less than a given upper bound: furthermore, if the upper bound is
reasonable in some suitable sense, the fact that this finite quantity of fields is given by a
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finite number of integer polynomials suggests that this goal could be attained by means
of algorithmic procedures.
The question now is the following: if we are interested in classifying number fields of low
discriminant, what is a “reasonable” value to choose for an upper bound in an algorithm?
The setting introduced in the next sections will be helpful for providing an answer.
5.1.3 Lower bounds for discriminants from Weil’s explicit for-
mula
A different approach in the study of minimum discriminants was introduced in the 70’s
by Odlyzko, Poitou and Serre: the idea was to remember that |dK | appears as a factor
in the function ΛK(s) associated to the Dedekind Zeta function of K, and from this fact
they managed to get information about the magnitude of this number by exploiting Weil’s
explicit formula (4.7). The challenge in this process is to be able to evaluate the many
terms involved in the formula with satisfying precision and to find a test function F which
provides an optimal contribution to the estimate from below of log |dK |.
There are some facts and remarks which must be underlined.
• An idea for providing an explicit lower estimate is to look for test functions F
such that their transform (as defined in Equation (4.6)) is a positive real function
on the critical strip 0 < Re s < 1: this is done in order to discard the sum over
the non-trivial zeros of ζK , which is not easy to deal with without the assumption
of the Generalized Riemann Hypothesis (GRH). The obtained inequality, although
not very sharp compared to the real minimum values of discriminants, can be used
unconditionally.
• If one assumes GRH, the fact that all non-trivial zeros have of ζK have real part
equal to 1/2 implies that the transforms occurring in Weil’s formula are actually the
classic Fourier tranforms, and so one can compute more precisely the contribution
of the terms related to non trivial zeros instead of simply discarding them as in the
previous lines.
This process shows that a lower bound for the discriminants is higher whenever
one assumes strong hypotheses like GRH, and a comparison with the actual known
minima shows that these new lower bounds are not so far from the true minimum
discriminants.
• The lower bound for log |dK | increases also by assuming something on the arithmetic
of the field: in fact, knowing a priori that K contains a fixed number of prime ideals
of given norm allows to explicitly compute their contribution in Weil’s Formula
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(4.7). In particular, ideals with very low norm produce great contributions, which
in other words means that number fields of given signature with low discriminants
cannot have prime ideals of small norm.
In this thesis, we will work unconditionally, i.e. without any assumption on the truth of
GRH. In order to do so, we need good assumptions on the test function F : more in detail,
we will suppose that
F (x) :=
f(x)
cosh(x/2)
(5.3)
where f : R→ R is defined such that:
• f(x) is even, f(0) = 1 and ∫ +∞
0
f(x)dx converges.
• The function F (x) has bounded variation on R and satisfies the mean condition.
• The function (1− f(x))/x has bounded variation on R.
• The (classical) Fourier transform of f is a positive function.
With these hypotheses and Weil’s Formula, one can prove the following lower bound.
Theorem 20. Let K be a number field of degree n and signature (r1, r2). Let f be a
function as the one introduced in Equation (5.3). Then
1
n
log |dK | ≥ γ+ log 4pi + r1
n
−
∫ ∞
0
(1− f(x))
(
1
sinhx
+
r1
n
1
2 cosh2(x/2)
)
dx
− 4
n
∫ ∞
0
f(x)dx+
4
n
∑
p⊂OK
∞∑
m=1
log N(p)
1 + (N(p))m
f(m log N(p))
where γ is Euler-Mascheroni’s constant.
Proof. Also this formula is proved in Poitou’s paper [58]: in fact, the inequality obtained
is nothing but the version of Weil’s explicit formula with F (x) as in Equation (5.3), which
allows to discard the positive contribution given by the sum over the non-trivial zeros.
This inequality can be even more refined by considering the function g(x) := f(x
√
y) as
test function instead of f(x), where y > 0 is a parameter. The reason for doing so is to
be sought in the desire of obtaining sharper estimates depending on the different values
of the parameter y; moreover, it allows to reduce the previous estimate (with a generic y)
at the following form.
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Theorem 21. Let K be a number field of degree n, signature (r1, r2) and discriminant
dK. If f(x) is Tartar’s function (5.5), then
1
n
log |dK | ≥ γ+log 4pi−L1(y)− 12pi
5n
√
y
+
4
n
∑
p⊂OK
∞∑
m=1
log N(p)
1 + (N(p))m
f(m
√
y log N(p)) (5.4)
where
L1(y) := L(y) +
1
3
L
( y
32
)
+
1
5
L
( y
52
)
+ · · ·+ r1
n
[
L(y)− L
( y
22
)
+ L
( y
32
)
· · ·
]
and
L(y) := − 3
20y2
+
33
10y
+ 2 +
(
3
80y3
+
3
4y2
)(
log(1 + 4y)− 1√
y
arctan(2
√
y)
)
.
Again, the technical details for the proof of Theorem 21 are contained in [58].
At the present moment, the function f which has been proved to be the more effec-
tive in providing good lower bounds for the discriminants in the greatest number of cases
is due to Tartar (see [52]) and it is the function
f(x) :=
(
3
x3
(sinx− x cosx)
)2
(5.5)
which is the square of the Fourier transform of the function
u(x) :=
{
1− x2 |x| ≤ 1
0 elsewhere.
Many examples of lower bounds, both unconditional and with the assumption of GRH,
can be found in Dyaz y Diaz’ tables of discriminant lower bounds [16] and in Odlyzko’s
review [52]. As one can see from the tables, GRH improves consistently the lower bound
for the discriminants, usually up to a value which is not far from the actual minimum
value.
Remark 24. The numerical lower bounds obtained from (5.4) are usually presented
as lower bounds for the root discriminant |dK |1/n instead that for the discriminant
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dK . One practical reason is that the root discriminants are easier numbers to deal with,
being much smaller than the true discriminants especially in higher degrees. There is
also an arithmetic motivation: in fact, if L/K is a finite unramified extension, then the
discriminant ideal DL/K is trivial, and so we have the formula |dK |1/[K:Q] = |dL|1/[L:Q],
which implies that the root discriminant is a more convenient object to work with in the
setting of unramified extensions. We will see a similar example in Chapter 6.
As a consequence of this fact, whenever one considers an infinite tower · · · ⊆ Li−1 ⊆ Li ⊆
Li+1 ⊆ · · · of number fields where every field is an unramified extension of the previous
one, then the root discriminant is constant along this tower. Objects of this kind are
known to exist, thanks to the work by Golod and Shafarevich [27].
5.1.4 Local corrections
If one studies low discriminants for fields with signature (r1, r2) with the aid of Weil’s
explicit formula, then it becomes clear that not only the non-trivial zeros but also the
prime ideals are able to give a contribution to the lower bound of the discriminant. In
fact, assuming the field K has a prime ideal of fixed norm N(p), one can directly estimate
the contribution of this ideal in the formula and obtain a higher lower bound, and the
smaller is the norm the higher is the value obtained.
One can thus affirm that every field of fixed signature which is assumed to have some
prime ideals of fixed norm is forced to have discriminant larger than a specific bound
depending on the norm: this bound is called local correction given by the prime
ideal.
Selmane [65] used the Estimate (5.4), where f(x) is Tartar’s function (5.5), in order
to explicitly obtain local corrections for number fields of degree ≤ 14. In Table 5.1 and
Table 5.2 we show the values she found for the local corrections to |dK | for number fields
of degree 8 and 9, where every box presents the best known lower bound for |dK | assuming
K has a given signature (r1, r2) and admits at least a prime ideal of norm N(p). As an
example, Table 5.1 affirms that any number field with signature (0, 4) which admits at
least a prime ideal of norm 2 must have |dK | ≥ 3379343.
It must be noticed that, for every choice of (r1, r2) and N(p), the optimal value of y which
gives the corresponding numerical estimate may change depending on those parameters;
furthermore, one observes that the ideals of very small norm like 2 and 3 produce a
remarkable contribution.
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Table 5.1: Local corrections for number fields of degree 8
(r1, r2) (0,4) (2, 3) (4, 2) (6, 1) (8,0)
N(p) = 2 3379343 11725962 42765027 163060410 646844001
N(p) = 3 2403757 8336752 30393063 115852707 459467465
N(p) = 4 1930702 6688609 24363884 92810084 367892401
N(p) = 5 1656110 5726300 20829049 79259702 313918560
N(p) = 7 1362891 4682934 16957023 64309249 254052210
Table 5.2: Local corrections for number fields of degree 9
(r1, r2) (1,4) (3, 3) (5, 2) (7, 1) (9,0)
N(p) = 2 81295493 301476699 1165734091 4679379812 19422150186
N(p) = 3 57789556 214235371 828172359 3323651196 13792634200
N(p) = 4 46348899 171694276 663330644 2660853331 11037921283
N(p) = 5 39657561 146723910 566314434 2269968332 9410709985
N(p) = 7 32371189 119294181 459066389 1835807996 7596751280
Another interesting consequence of the local corrections is the following: assume you
have a number field K with signature (r1, r2) such that |dK | is less than the local correction
given by a prime p. Then the ring OK does not have any prime ideal of norm ≤ N(p).
Consider for example the fields with signature (2, 3): then any field with this signature
having absolute discriminant less than 5762300 does not admit prime ideals of norm 2, 3, 4
and 5.
For the same reason, there cannot exist elements α ∈ OK such that their absolute norm
Nm(α) is an exact multiple of 2, 3, 4 and 5 (where we say that b is an exact multiple of a
if a|b and a does not divide b/a). If p(x) is the defining polynomial of α, then for every
n ∈ Z the evaluation p(n) = Nm(α − n) cannot be an exact multiple of the previous
numbers: this condition tells us that looking for number fields with discriminant less than
a local correction seems convenient because of the many arithmetical conditions that can
be put on the corresponding polynomials.
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5.2 Hunter-Pohst-Martinet method
5.2.1 Newton sums and corresponding relations
In the previous section we pointed out some lower bounds for discriminants of number
fields: in particular, we noticed that looking for number fields of fixed signature with
discriminant less than the lower bound given by a local correction could be easier because
of the conditions which must be satisfied by the defining polynomials. So assume that we
have chosen such a correction as an upper bound for the discriminant; in this section we
present some conditions depending on the upper bound of dK which must be satisfied by
the defining polynomials of these fields, which rely again on Geometry of Numbers and
produce a finite list of polynomials to consider.
Let K be a number field of degree n and signature (r1, r2). Let α ∈ OK , and let
α1 =: α, α2, . . . , αn be its conjugates via the embeddings σ1, . . . , σn of K. Let k ∈ Z.
Define the k-th Newton sum of α as the function:
Sk(α) :=
n∑
j=1
αkj .
Lemma 5. Let K = Q(α) be a number field of degree n, and assume that α ∈ OK. Let
f(x) :=
∏n
i=1(x−αi) = xn+a1xn−1 +a2xn−2 + · · ·+an−1x+an be its defining polynomial.
Then the Newton sums of α satisfy the following properties:
1) Sk(α) ∈ Q for every k ∈ Z, and Sk(α) ∈ Z for every k ∈ N;
2) S0(α) = n;
3) S1(α) = −TrK(α);
4) The following relations hold:
Sk(α) = −kak −
k−1∑
j=1
ajSk−j(α) for every 2 ≤ k ≤ n; (5.6)
5) an−1 = −anS−1(α) and an−2 = (S−1(α)2 − S−2(α))/2an;
6) Nm(α) = (−1)nan.
Proof.
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1) The claim is immediate, because σi(Sk(α)) = Sk(α) for every embedding σi of K.
2) This point is immediate, just like 3).
4) For k = 2, being a2 =
∑
1≤i<j≤n αiαj, we have
−2a2 − a1S1 = −2
∑
1≤i<j≤n
αiαj +
(
n∑
i=1
αi
)2
=
n∑
i=1
α2i = S2(α).
A similar proof for bigger exponents is given in [47].
5) Consider the reciprocal polynomial g(x) := xnf(1/x)/an = x
n + b1x
n−1 + · · · +
bn−1x+1. Then b1 = an−1/an, b2 = an−2/an and applying the relations (5.6) to g(x)
the claim follows immediately.
6) It follows from the definition of norm of an element.
In order to set an algorithmic process for classifying number fields, the idea is to remember
that every number field is generated by a monic polynomial with integer coefficients: so,
instead of counting number fields, we would like to count polynomials.
Furthermore, enumeration of polynomials could be realized by counting their integer
coefficients, which is a discrete process. The relations on Newton sums of algebraic integers
imply that we can work with these functions instead that with coefficients.
Thus, if one knows upper bounds for the Newton sums depending on the discriminant, it
is then possible to recover the finite number of polynomials which are defining polynomials
for fields of fixed signature and bounded discriminant. The goal is now to provide these
upper bounds.
5.2.2 Hunter-Pohst-Martinet’s Theorems
Previously, we have defined Newton sums of algebraic integers. These functions have the
good property of satisfying recursive relations, but it is not easy to directly estimate them,
because of the cancellation phenomena that can occur: as an example, when k = 1 one
can already have S1(α) = 0. Let us introduce a coarser yet more immediate estimate.
Given a number field K of degree n and α ∈ OK \ Z, in order to get an upper bound for
the functions Sk(α) depending on |dK |, define the absolute Newton sums:
Tk(α) :=
n∑
j=1
|αj|k.
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Obviously it is |Sk(α)| ≤ Tk(α) for every k ∈ Z. These objects have the advantage of
being real positive functions: in particular, the function T2 is nothing but the standard
quadratic form over the lattice induced by the integers OK . Conversely, the absolute func-
tions have the problem of being much bigger in absolute value than the actual Newton
sums, because their very definition eliminates the cancellation phenomenon.
Let us begin by looking for an upper bound for the Newton sums S1 and S2 in terms
of the discriminant dK : while for the first function one can operate directly on S1, the
second bound will follow from an upper bound of the absolute Newton sum T2.
The estimate we look for can be obtained by means of the following theorem, proved in
[55]:
Theorem 22 (Hunter-Pohst). Let K be a number field of degree n with discriminant
|dK |. Then there exists an element α ∈ OK \ Z which satisfies the following conditions:
A) 0 ≤ Tr(α) ≤
⌊n
2
⌋
;
B) T2(α) ≤ Tr(α)
2
n
+ γn−1
( |dK |
n
)1/(n−1)
=: U2, (5.7)
where γn−1 is the Hermite constant of dimension n− 1.
The number α is called a Hunter-Pohst-Martinet (HPM) element of K.
The existence of an algebraic integer satisfying condition A) of Theorem 22 alone is very
easy to prove: in fact, given an algebraic integer β ∈ OK , there exists a unique integer
m ∈ Z such that
−
⌊n
2
⌋
≤ Tr(β −m) ≤
⌊n
2
⌋
and this is due to the fact that Tr(1) = n = [K : Q], so that any translation by a rational
integer moves the trace of an algebraic integer within intervals of length n. If Tr(β −m)
is not positive, take m− β.
It is instead more difficult to prove the existence of an element satisfying both conditions
in Theorem 22; we will not prove it directly, but as a particular instance of a much
more general theorem, proved by Martinet [45], who studied an analogous property in
extensions K/F of number fields over any base field F .
Theorem 23. [Martinet] Let K be a number field of degree n, containing a subfield F
of degree m. Then there exists an element α ∈ OK \ OF which satisfies the following
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conditions:
A) 0 ≤ TrK(α) ≤
⌊n
2
⌋
;
B) T2(α) ≤ m
n
m∑
i=1
|Tri(α)|2 + γn−m
( |dK |
|dF |(n/m)m
)1/(n−m)
(5.8)
where Tri(α) :=
∑
v τv(α), where each τv is an embedding of K and the sum runs on the
set of all embeddings τv that, when restricted to F , coincide with the i-th embedding of F .
Furthermore, if α ∈ OK satisfies B), then also u(α − a) satisfies B), where u ∈ O∗F is a
root of unity and a ∈ OF .
Proof. Let σ : K → Rn the map given by the embeddings which transforms OK into a
lattice σ(OK). Consider the sub-lattice σ(OF ), which has discriminant 4−r2(n/m)|dF | in
this bigger real vector space (while its just 4−r
′
2|dF | in Rm, where r′2 is the number of
complex embeddings of F ). Consider the standard positive definite quadratic form on
Rn, which restricted to σ(OK) is equal to T2(α): the form defines a scalar product on Rn,
and we denote with Λ the lattice of dimension n−m which is orthogonal to σ(OF ) with
respect to this product.
A standard projection procedure shows that the restriction of the previous quadratic form
to Λ defines a positive definite quadratic form
q(α) := T2(α)− m
n
m∑
i=1
|Tri(α)|2.
Being the discriminant of Λ equal to d(σ(OK))/d(σ(OF )), one uses Hermite’s Theorem
with q and Λ in order to find an element λ ∈ Λ such that its corresponding element
α ∈ OK \ OL satisfies Inequality (5.8).
The element we have just found satisfies the condition B), but nothing guarantees that
is satisfies also the condition A). In order to construct an element from α which satisfies
both the conditions, let us prove first the last part of the claim, i.e. given α satisfying
B), then every u(α − a) satisfies B), when u ∈ O∗F is a root of unity and a ∈ OF . Let
{σ1, . . . , σm} be the embeddings of F , which will be indexed with the letter i, and let
τ1, . . . , τn be the embeddings of K, which will be indexed with the letter j.
If α ∈ OK satisfies B), then
T2(u(α− a)) =
n∑
j=1
|τj(u(α− a))|2 =
n∑
j=1
|τj(u)|2︸ ︷︷ ︸
=1
|τj(α)− τj(a))|2
=
n∑
j=1
|τj(α)|2 − 2
n∑
j=1
Re(τj(α)τj(a)) +
n∑
j=1
|τj(a)|2. (5.9)
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Being a ∈ OF , for every i ∈ {1, . . . ,m} there exists n/m embeddings τi,1, . . . , τi,n/m such
that τi,j(a) = σi(a) for every j ∈ {1, . . . , n/m}; using also Inequality (5.8) for α, the right
hand side of Equation (5.9) becomes
n∑
j=1
|τj(α)|2 − 2
m∑
i=1
Re(Tri(α)σi(a)) +
n
m
m∑
i=1
|σi(a)|2
≤
(
m
n
m∑
i=1
|Tri(α)|2 + γn−m
( |dK |
|dF |(n/m)m
)1/(n−m))
− 2
m∑
i=1
Re(Tri(α)σi(a)) +
n
m
m∑
i=1
|σi(a)|2
=
m
n
m∑
i=1
∣∣∣Tri(α)− n
m
σi(a)
∣∣∣2 + γn−m( |dK ||dF |(n/m)m
)1/(n−m)
=
m
n
m∑
i=1
|σi(u)|2︸ ︷︷ ︸
=1
|Tri(α)− Tri(a)|2 + γn−m
( |dK |
|dF |(n/m)m
)1/(n−m)
=
m
n
m∑
i=1
|Tri(u(α− a))|2 + γn−m
( |dK |
|dF |(n/m)m
)1/(n−m)
.
So, in order to find an element β which satisfies both A) and B), we pick the element
α ∈ OK \ OF found before which satisfies condition B) and then we look for the unique
a ∈ Z such that Tr(α) ∈ [−n/2, n/2], and we multiply α −m by u = ±1 depending on
Tr(α−m) being positive or negative.
5.2.3 Upper bounds for higher degree Newton sums
We used Theorem 23 in order to provide an estimate of the Newton sum S2 in terms
of the discriminant: in fact, we have guaranteed the existence of an element α ∈ OK
such that the opposite of its trace is between 0 and half the degree of the field, while its
second Newton sum S2 is bounded in absolute value by the trace and a lattice-constant
depending only on the degree of the field and on the discriminant.
We would like now to find similar estimates for the other Newton sums: unfortunately, it
is not known if there exists some HPM-element α satisfying, for example, a third strong
condition related to S3(α) in some sense similar to A) and B): this would be true if one
could rely on a theory of cubic forms just as strong as the (more natural) one of quadratic
forms. Nonetheless, there are ways to obtain an estimate for the absolute Newton sums
Tk(α) (and so for the Newton sums) thanks to the knowledge of upper bounds for S1(α)
and T2(α) alone.
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Theorem 24. Let T and N be two positive constants, and let n ∈ N such that N ≤
(T/n)n/2. Then, for any m ∈ Z \ {0, 2}, the function Tm(x1, . . . , xn) :=
∑n
i=1 x
m
i has an
absolute maximum on the compact set
S :=
{
(x1, . . . , xn) ∈ Rn :
n∑
i=1
x2i ≤ T ;
n∏
i=1
xi = N ;xi ≥ 0 for i = 1, . . . , n
}
and the maximum is attained at a point (y1, . . . , yn) which has at most two different
coordinates.
Proof. The result is obtained by means of Lagrange’s Multipliers Method, applying it to
the function Tk and the boundary of S. The claim on the coordinates follows from the
condition
∏n
i=1 xi = N and computations which are explained in all the details in [55].
The exclusion of k = 0, 2 derives from technical details of the proof.
Notice that the maximum point is surely attained on the constraint
∑n
i=1 x
2
i = T , because
the function Tk is radially increasing.
Now, assume that T2(α) ≤ T and Nm(α) = N : let (a, . . . , a, b, . . . , b) be a point of
maximum for Tk with respect to the previous theorem. Being this point on the boundary,
one gets the equation
0 = ta2 + (n− t)b2 − T = t (bt−nN)2/t + (n− t)b2 − T (5.10)
where t ∈ {1, 2, . . . , n − 1}. For every value of t, call yt the smallest positive value of b
which solves the equation: then an estimate for Tk(α) is given by
Uk := max
t∈{1,...,n}
{t (yt−nt N)k/t + (n− t)ykt }. (5.11)
Thus we are able to bound any Newton sum (and so any coefficient of the defining poly-
nomial) with functions depending on the discriminant of the fields.
Remark 25. The boundary condition (T/n)n/2 ≤ N corresponds to a precise arithmetical
phenomenon: if α is an HPM-element with T2(α) = T and N = |Nm(α)|, then the
inequality between arithmetic and geometric means yields
N2 =
n∏
i=1
|αi|2 ≤
(∑n
i=1 |αi|2
n
)n
=
(
T
n
)n
.
Thus it is natural to impose this condition on the previous optimization problem, in order
to recall the arithmetic context in which it originates.
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5.3 An algorithm for the classification of primitive
number fields
5.3.1 Cases previously solved
The setting of Geometry of Numbers, and especially the works on Newton sums related
to Hunter-Pohst-Martinet’s Theorem, have been the key tool which allowed to provide
minimum discriminants and complete tables of number fields for every degree n ≤ 7. The
majority of these achievements were accomplished between the 80’s and the first years of
the 90’s, and some references on the particular instances of the used procedures can be
found in the following list:
• [9] and [63] for quartic and quintic fields; although these are among the most recent
papers, they present a classification of fields with small discriminant of degree 4 and
5 based on the use of Newton sums.
• [?] is part of a series of papers by Olivier about the classification of fields of degree
6.
• [18] is an instance contained in a series of paper by Diaz y Diaz which gives the
classification in degree 7.
Results in higher degree were obtained too:
• [17] for totally immaginary octic fields;
• [56] and [72] for totally real fields of degree 8 and 9 respectively.
It is interesting to notice that the case of totally real octic fields was already solved in the
past years: this is due to the fact that, although the discriminants for totally real fields
are much higher than for other cases, it is in practice easier to find defining polynomials
which generate them because, whenever an integer polynomial has only real roots, then
there are even more relations between the coefficients and the Newton sums that can be
exploited to reduce the ranges for the parameters where the algorithms have to be tested.
Assuming to work just with non-primitive fields, many difficulties can be avoided also for
high degrees, thanks to Martinet’s Theorem 23 and to the fact that if K/F is a number
field extension, then |dF |[K:F ] divides |dK |. References about this specific problem are:
• [13] and [64], which give a complete classification of non-pimitive fields of degree 8
with signature (2, 3), (4, 2) and (6, 1) and |dK | ≤ 6688609, 24363884 and 92810082
respectively;
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• [19] where Diaz y Diaz and Olivier gave a classification of non-primitive number
fields of degree 9 with |dK | ≤ 5 · 107, 4 · 109, 5 · 109, 7 · 109, 6, 3 · 1010 for signature
(1, 4), (3, 3), (5, 2), (7, 1), (9, 0) respectively.
The least signatures for which neither minimum discriminants nor tables of fields with low
discriminants were known are the mixed signatures in degree 8, i.e. (2, 3), (4, 2) and (6, 1).
In [4] the author was able to give such a classification for the signature (2, 3), choosing as
upper bound the local correction given by the prime ideal of norm 5 corresponding to that
signature. The method is based upon the ideas previously illustrated, but its algorithmic
implementation was not effective enough to permit similar results in further signatures.
Thanks to a joint work with Bill Allombert and Karim Belabas, we were finally able to
write a program running on the computer algebra system PARI/GP [75] which provided
minimum discriminants and complete classification of low discriminant number fields in
the signatures (4, 2) and (6, 1) , thus completing the degree 8 case, and signatures (1,4)
and (3,3) in degree nine (thus for degree 9 only the signatures (5,2) and (7,1) for primitive
fields remain to be explored). Although the theoretical ideas shared by the two approaches
are similar, the later approach is much faster and allows to recover the result in signature
(2, 3) in much less time.
In order to present the result, we illustrate the algorithmic procedure used, showing how
to combine the ideas arising from Weil’s explicit formula and Hunter-Pohst-Martinet’s
theorem to give a complete enumeration of number fields with fixed signature and abso-
lute discriminant less than the local correction given by 5. The program will be presented
first by a theoretical point view, with successive remarks on the computational aspects.
5.3.2 A description of the procedure
We want to detect all the number fields K of degree n, signature (r1, r2) and |dK | ≤
C(r1, r2, 5), where C(r1, r2, 5) is the local correction for the signature (r1, r2) given by
the prime ideal of norm 5: in order to accomplish this, we construct all the polynomials
of degree n with integer coefficients which are bounded by the values Um’s found with
Theorems 22, 24 and (5.11). Because of this construction, it is clear that we are dealing
with defining polynomials of HPM-elements.
The polynomials are generated ranging the values for the Newton sums Sm’s in the in-
tervals [−Um, Um]; from these values we create the coefficients of the polynomials with
the help of the relations (5.6) and further conditions derived from the arithmetic nature
of the problem, like the fact that any evaluation of the polynomial cannot be an exact
multiple of 2,3,4 and 5.
Finally, one looks for additional conditions on the polynomial in order to save it as a
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generator of a field with the given signature and discriminant bounded by the chosen
upper bound.
Remark 26. As stated above, our procedure assumes that we are looking for defining
polynomials of HPM-elements. There is a problem, however: unless the number field K
is primitive, there is nothing which assures us that the defining polynomial of an HPM
element α ∈ K has degree exactly equal to n. In fact, α could be contained in a proper
subfield of K.
So we can just say that this procedure gives a complete classification only for primitive
fields, which for composite degrees is still a proper subset of the considered family (though
being actually a very large subset).
Fortunately, the older works on non-primitive fields allowed to classify them completely
up to bounds which are far higher than the local corrections C(n, r1, 5).
Let us present now the steps of the algorithm.
Step 0: Choose the value of the degree n and an integer value for S1 between 0 and
n/2. Put a1 = −S1.
Then compute U2 as in Theorem 22 using |dK | = C(n, r1, 5): for the precise values of γn−1
whenever n ≤ 9, see Section 0.1.2.
Next, call T = U2 and compute (T/n)
n/2 as in the hypothesis of Theorem 24; choose a
positive integer N ≤ (T/n)n/2 and put either an = N or an = −N ; remember that N is
the norm of an element of K, and so it cannot be an exact multiple of 2,3,4 and 5.
Afterwards, compute the upper bounds Um as in Equation (5.11), for m between 3 and n
and m ∈ {−1,−2}. We have now set the intervals [−Um, Um] in which the Newton sums
will range.
Step 1: Put S2 equal to the maximum integer in [−U2, U2] which is congruent to −a1S1
modulo 2: if k2 is the class of −a1S1 modulo 2, then
S2 := 2
⌊
U2 − k2
2
⌋
+ k2 (5.12)
and put a2 := (−S2 − a1S1)/2.
Now, put S3 equal to the maximum value in [−U3, U3] which is equal to −a1S2 − a2S1
modulo 3: in the same way, if k3 is the class of −a1S2 − a2S1 modulo 3, then
S3 := 3
⌊
U3 − k3
3
⌋
+ k3 (5.13)
and we put a3 := (−S3 − a1S2 − a2S1)/3.
Do the same for S4 up to Sn−1, always respecting the relations (5.6) and using definitions
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similar to (5.12) and (5.13), and create the coefficients a4 up to an−1.
Finally define p(x) := xn + a1x
n−1 + a2xn−2 + · · ·+ an−1x+ an.
Remark 27. There are some checks that can be made already during this step: the
polynomial p(x) is kept if and only if it is constructed by Newton sums which satisfy the
followings restraints:
If a1 = 0, then S3 ≥ 0,
S2 ≥ −U2 + 2
n
a21,
|S3| ≤
(
S2 + U2
2
(S4 + 2(U2 − S2)2)
)1/2
, (5.14)
S4 ≥ −2(U2 − S2)2.
The first two inequalities are proved in Cohen’s book [12], Chapter 9.
The inequality (5.14) was used in [55] with the term (U2 − S2) multiplied by a factor
1. However, the inequality was claimed to be proved by means of the Cauchy-Schwartz
inequality, but this technique leads to the appearance of the factor 2, which seems not
avoidable with this elementary method.
The fourth inequality is a trivial necessary condition for the validity of the third one.
Step 2: In this step of the algorithm one must check if the polynomial p(x) just con-
structed satisfies a set of conditions: p(x) is saved if and only if it satisfies each one of the
followings conditions.
• |p(1)| = |N(α−1)| ≤ ((T −2S1)/n+ 1)4 and it cannot be an exact multiple of 2,3,4
and 5.
• an−1/an, being the number which defines S−1, must be in [−U−1, U−1]. Similarly,
(a2n−1/an − 2an−2)/an must be in [−U−2, U−2].
• |p(−1)| = |N(α + 1)| ≤ ((T + 2S1)/n + 1)4 and it cannot be an exact multiple of
2,3,4 and 5.
• The number −nan−
∑n−1
k=1 akSn−k is equal to Sn and so it must belong to [−U8, U8].
• p(x) must be an irreducible polynomial.
• The field generated by p(x) must not have prime ideals of norm less or equal than
5. This can be verified in a n algorithmic way (see the next section). Moreover, the
signature of p(x) must be equal to (r1, r2).
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• Given an integer m, define coredisc(m) as the discriminant of the number field
Q(
√
m). Then we require |coredisc(disc(p(x)))| < C(r1, r2, 5).
Step 3: In this step we describe how to move on to the next polynomial.
Suppose we have checked p(x). Then the next polynomial is created by increasing an−1
by one, which means that Sn−1 is decreased by n − 1. We now have a new polynomial
p(x) that must be tested as described in Step 2.
This process of construction and testing is iterated until Sn−1 becomes less than the
number
Ln−1 := −(n− 1)
⌊
Un−1 − (n− 1− kn−1)
n− 1
⌋
− (n− 1− kn−1)
which is the smallest number in [−Un−1, Un−1] equal to kn−1 modulo n−1. If Sn−1 < Ln−1
we delete an−1 and Sn−1 and we increase an−2 by one, decreasing Sn−2 of n− 2 , then we
go back to Step 1 and we create new numbers Sn−1 and an−1; then we apply again the
tests and the increasing process for an−1 and Sn−1.
The number Sn−2 gets lowered of n − 2 every time we repeat the previous sub-step and
the process is iterated until Sn−2 becomes less than
Ln−2 := −(n− 2)
⌊
Un−2 − (n− 2− kn−2)
n− 2
⌋
− (n− 2− kn−2).
If Sn−2 < Ln−2 then we increase an−3 by one, decreasing Sn−3 of n− 3, and we compute
new Sn−2, an−2, Sn−1 and an−1.
The test is then repeated verifying similar conditions from Sn−3 up to S2: the process
terminates once we have S2 less than L2 + 2a
2
1/n where
L2 := −2
⌊
T − (2− k2)
2
⌋
− (2− k2).
Once this part of the algorithm is over, we have a list of monic polynomials with integer
coefficients and this list depends on the chosen values for a1 and an.
Step 4: We repeat the previous steps for every value of a1 between 0 and n/2 and
for every value of an which satisfies |an| ≤ (T/n)n/2 and is not an exact multiple of 2,3,4
and 5. We are left with a list of polynomials among which we select the ones generating
a number field K with signature (r1, r2) with |dK | ≤ C(n, r1, 5).
The fields gathered are finally classified up to isomorphism and put in increasing order
with respect to their absolute discriminant.
99
5.3.3 Computational remarks
Although the theoretical process described above is not so different by the one used in [4]
and the previous papers on the subject, the novelties which allowed to get the minimum
discriminants and classifications for further signatures rely all on practical and compu-
tational aspects. The first remarkable thing is that our program is now written only as
a .gp file, needing only PARI/GP for its execution, while the previous version used for
the signature (2, 3) was implemented with a combination of MATLAB and PARI which
resulted to be very heavy and time consuming. For example, the author’s computations
for the signature (2, 3) in [4] required a week, while with this new setting they take no
longer than 4 hours.
The reason why MATLAB was needed in the first formulation of the program was the
necessity to find the least positive solutions of the Equation (5.10), which is one of the
first main steps of the algorithm.
Other features and characteristics of our computations are the following:
• The only value of N which yields long runs of the program is N = 1; the possible
higher values, which cannot be smaller than 7 thanks to the local correction, provide
in fact fast cases which are solved in very few seconds.
More information about these substeps can be found in the last pages of the Ap-
pendix.
• For the considered signatures in degree 9, (1, 4) and (3, 3), we decided to divide
the process in further subcases in order to not occupy too much memory with a
single run: together with the previous inputs, in these signatures we launched the
programs by giving also a value for S2 and S3 (which must be obviously compatible
with the relation (5.6)).
Also with these further refinements, every run for a sub-case in the signature (3, 3)
examines a number of polynomials of order 109.
• Just like in the previous version of the program, an additional input is given by the
parity value of the evaluation p(1). This choice is based mainly on the desire to
speed up and make lighter the runs of the algorithm, forcing the Newton sum Sn−1
to decrease of 2(n− 1) instead of n− 1; another reason, a posteriori, is the fact that
almost every output polynomial arises from a run with p(1) odd.
• The ordering of the tests to be executed on the candidate polynomials p(x) was
chosen so that a slower test arrives later with respect to the others. In fact, the first
check to be made is always the one related to the size of |p(1)|, which is helpful in
restricting the range of polynomials to be considered.
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• The longest part of the test, and at the same time one of the most effective, is the
check on the low norm ideals of the field generated by the candidate polynomials.
In order to speed up the computation, so that one does not really have to create an
instance of number field for every possible polynomial, Karim Belabas wrote a PARI
function ZpX-primedec() which, given an irreducible integer polynomial p(x) and
a prime number p, returns the smallest norm of a prime ideal lying over p in the
field generated by p(x).
The function is theoretically based upon the work by Ford, Pauli and Roblot ([21],
Section 6) which use the so called Round 4 Algorithm in order to recover the fac-
torization of a prime ideal from the p-adic factorization of a minimal polynomial of
the field. For what concerns its efficiency, this function is an order of magnitude
faster than the partial factorization given by nfinit() and faster than the usual
decomposition function idealprimedec(): moreover, it is even faster whenever one
deals with polynomials which give elements with small valuations for their indexes
in OK . The ZpX-primedec() test, applied to the primes 2, 3 and 5, allows to
reduce the number of candidate polynomials to a number around 106.
• The final check to be made is the one on the size of core(disc(p(x))): this test was
added only some month after the signatures in degree 8 were solved. However,
it is a very useful criterion, although quite slow, because almost every candidate
polynomial p(x) has in fact core discriminants of very big size, which would force
the number field discriminant to be way over the desired upper bound.
The number of polynomials surviving this last condition is very small, being at most
of order 102.
• Once all the tests have been done, one computes the number field discriminant
of the survived polynomials via the PARI function nfdisc() and later gathers the
polynomials p(x) with nfdisc(p(x)) ≤ C(n, r1, 5) in a list up to isomorphism. The
isomorphism check is made using the PARI function nfisisom().
This last process can be very slow whenever the number of polynomials to be ex-
amined by it is around 106, and it requires a good amount of memory; the coredisc
improvement, which was suggested by Bill Allombert, allowed to transfer this pro-
cess in an earlier stage of the algorithm, so that for the same time of computation
we have a much lighter run of the program.
5.3.4 Minimum discriminants in degree 8 and 9
We now present the results found by our program in the examined signatures. All the
statements hold up to isomorphism and every upper bound is the local correction given
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by 5 for the corresponding signature.
Theorem 25. There exist 56 number fields K with signature (2, 3) and with |dK | ≤
5672300. The minimum value of |dK | is 4286875.
There exist 41 number fields K with signature (4, 2) and with |dK | ≤ 20829049. The
minimum value of |dK | is 15243125.
There exist 8 number fields K with signature (6, 1) and with |dK | ≤ 79259702. The
minimum value of |dK | is 65106259.
There exist 67 number fields K with signature (1, 4) and with |dK | ≤ 39657561. The
minimum value of |dK | is 29510281.
There exist 116 number fields K with signature (3, 3) and with |dK | ≤ 146723910. The
minimum value of |dK | is 109880167.
We give some final remarks.
• With exceptions given by two fields with signature (2, 3) with same discriminant
equal to −5365963 and two fields with signature (3, 3) and same discriminant equal
to −142989047, every field in our lists is uniquely characterized by its signature and
the value of its discriminant.
• Every field of degree 8 and every field with signature (1, 4) which is contained in
our lists was already known: in fact, they are all gathered into the Klu¨ners-Malle
database of number fields [37], although they are missing in the LMFDB database
[74].
Our work allows to say that these are the only number fields in the examined
signatures with discriminant less than the chosen upper bound.
• Concerning the fields of degree 9 and signature (3, 3), our procedure showed there
exist 116 such fields with |dK | ≤ 146723910, while the Klu¨ners-Malle database only
contains 62 fields of this kind. Considering the additional 54 fields, we see that 52 of
them have discriminant which match with Denis Simon’s table of small polynomial
discriminants [69]. The two remaining fields satisfy instead the following properties:
one of them is the field of discriminant −142989047 which is not isomorphic to the
one given by the polynomial in Simon’s list; the other one has discriminant equal
to −129079703, which is a value not contained in Simon’s lists for polynomials of
degree 9 with 3 real roots, thus providing a number field and a discriminant value
which were not foreseen.
• Every field in the list has trivial class group, and most of them have Galois group
of the Galois closure equal to S8 or S9.
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• Although the algorithm classifies only primitive fields, every non-primitive field with
|dK | ≤ C(n, r1, 5) appeared in the outputs.
• The groups in the table are presented according to the LMFDB notation: every
group is denoted by nTq, where n is the degree of the corresponding field and q is
the label of the group as transitive subgroup of Sn: the choice of the label is based
upon Hulpke’s algorithm for the classification of transitive subgroups of Sn [30]. If
the group has an easy form, like the dihedral group Dn or the symmetric group Sn,
then the classic name of the group is written together with the LMFDB label.
• The tables shown in the next lines can be found as PARI/GP files at the website
www.mat.unimi.it/users/battistoni/index.html, together with the programs
written by the author and the collection of polynomials found as result of the iter-
ations.
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Table 5.3: Number fields (2, 3) with |dK | ≤ 5726301 (Part 1)
|dK | Factorization f(x) G
4286875 54 · 193 x8 − 6x6 − 7x5 + 8x4 + 19x3 + 15x2 + 6x+ 1 D8 (8T6)
4296211 199 · 21589 x8 − 2x6 − x5 + 2x4 + 3x3 − x− 1 S8 (8T50)
4297507 2011 · 2137 x8 + x6 − x3 − x2 − 1 S8 (8T50)
4364587 29 · 150503 x8 − 6x6 − 3x5 + 9x4 + 5x3 − 4x2 − 2x+ 1 S8 (8T50)
4386467 41 · 83 · 1289 x8 − x6 − x5 + x4 + 2x3 − 2x− 1 S8 (8T50)
4421387 1321 · 3347 x8 − 3x6 − 3x5 + 2x4 + 4x3 + x2 − 2x− 1 S8 (8T50)
4423907 prime x8 − x7 − 2x6 + 2x5 + x4 − 3x3 + x2 + x− 1 S8 (8T50)
4456891 prime x8 − 2x6 − 2x5 + 2x4 + 4x3 + x2 − 2x− 1 S8 (8T50)
4461875 54 · 112 · 59 x8 − 2x7 + 3x5 − 2x4 − x3 + 2x2 − x− 1 8T35
4505651 prime x8 − 5x6 − 3x5 + 6x4 + 4x3 − 3x2 − 2x+ 1 S8 (8T50)
4542739 prime x8 − 2x6 − x5 + x4 − x3 − x2 + x+ 1 S8 (8T50)
4570091 1249 · 3659 x8 − 5x6 − x5 + 8x4 + 3x3 − 4x2 − 2x+ 1 S8 (8T50)
4570723 prime x8 − 2x6 − x5 − x3 + 2x2 + x− 1 S8 (8T50)
4584491 19 · 101 · 2389 x8 − 4x6 − 4x5 + 3x4 + 6x3 − x2 − 3x+ 1 S8 (8T50)
4596992 28 · 17957 x8 − x7 + x6 − 2x4 + 4x3 − 4x2 + 3x− 1 S8 (8T50)
4603987 prime x8 − x7 + 2x6 − 2x5 + 4x4 − 5x3 + 4x2 − 3x+ 1 S8 (8T50)
4614499 prime x8 − 2x6 − 2x5 + x4 + 2x3 + x2 − x− 1 S8 (8T50)
4616192 212 · 72 · 23 x8 − x6 − 3x5 + x4 + 2x3 − x2 + x+ 1 8T35
4623371 17 · 312 · 283 x8 − x6 − 2x5 − 2x4 + 2x2 + 2x+ 1 S8 (8T50)
4648192 28 · 67 · 271 x8 − 3x5 − x4 + 5x3 + 2x2 − 2x− 1 S8 (8T50)
4663051 31 · 359 · 419 x8 − 3x6 − 3x5 + 5x4 + 4x3 − 3x2 − x+ 1 S8 (8T50)
4690927 443 · 10589 x8 − x7 + x6 + 2x5 − 2x4 + 2x2 − x− 1 S8 (8T50)
4711123 43 · 3312 x8 − 3x6 − 2x5 + 3x4 + 2x3 − x2 + 1 8T44
4725251 59 · 2832 x8 − 2x5 − 5x4 − 5x3 − 5x2 − 2x− 1 8T44
4761667 23 · 207029 x8 − 2x5 − x4 + 5x3 − 3x+ 1 S8 (8T50)
4775363 1931 · 2473 x8 − 2x6 − 5x5 + 9x4 − 9x3 + 9x2 − 5x+ 1 S8 (8T50)
4785667 29 · 59 · 2797 x8 − 3x7 + x6 + x5 + 4x4 − 4x3 + x2 − x− 1 S8 (8T50)
4809907 19 · 253153 x8 − x6 − x5 + x4 − x3 − 2x2 + x+ 1 S8 (8T50)
4858379 172 · 16811 x8 − x7 + 2x4 − x3 − 2x2 + 3x− 1 S8 (8T50)
4931267 11 · 67 · 6691 x8 − x5 − 4x4 − 3x3 + 2x2 + 3x+ 1 S8 (8T50)
4960000 28 · 54 · 31 x8 − x7 − x6 + 3x5 − x4 − 3x3 + 2x2 − 1 8T35
5040467 prime x8 − 2x7 + 4x5 − 8x4 + 10x3 − 7x2 + 4x− 1 S8 (8T50)
5040547 37 · 59 · 2309 x8 − 13x6 − x5 + 61x4 + 6x3 − 122x2 − 8x+ 89 S8 (8T50)
5103467 prime x8 + x6 − x5 + 2x4 − 4x3 + 4x2 − 3x+ 1 S8 (8T50)
5107019 prime x8 − 2x6 − x5 − 2x4 + x3 + 3x2 − 1 S8 (8T50)
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Table 5.4: Number fields (2, 3) with |dK | ≤ 5726301 (Part 2)
|dK | Factorization f(x) G
5118587 29 · 176503 x8 − 2x6 − x5 + 2x4 + 2x3 − 2x− 1 S8 (8T50)
5149367 47 · 3312 x8 − x7 − 4x6 + 6x5 + 3x4 − 7x3 − x2 + 3x+ 1 8T44
5155867 449 · 11483 x8 + 6x6 − 2x5 + 11x4 − 7x3 + 7x2 − 6x+ 1 S8 (8T50)
5165819 641 · 8059 x8 + 2x6 − 3x5 + 3x4 − 7x3 + 9x2 − 5x+ 1 S8 (8T50)
5204491 prime x8 − x6 − x5 − 4x4 + 2x3 + 5x2 − 1 S8 (8T50)
5233147 prime x8 − x7 + x6 − 3x5 + 7x4 − 6x3 + x2 + 2x− 1 S8 (8T50)
5272027 317 · 16631 x8 − x7 − x6 + x3 + x2 − x− 1 S8 (8T50)
5286727 prime x8 − x7 − 4x6 + 3x5 + 5x4 − 3x3 − x2 + 2x− 1 S8 (8T50)
5293867 227 · 23321 x8 + 3x6 − x5 + 2x4 − 3x3 − 2x+ 1 S8 (8T50)
5344939 521 · 10259 x8 − 3x6 − 3x5 + 5x4 + 6x3 − 2x2 − 4x− 1 S8 (8T50)
5346947 839 · 6373 x8 − x6 − x5 + 2x4 − x3 − 2x2 + 2x− 1 S8 (8T50)
5359051 prime x8 − 4x6 − 3x5 + 6x4 + 7x3 − x2 − 4x− 1 S8 (8T50)
5365963 67 · 2832 x8 − 5x6 − 2x5 + 9x4 + 5x3 − 5x2 − 3x− 1 8T44
5365963 67 · 2832 x8 − 2x6 − x5 + 3x4 + 3x3 − 2x− 1 8T44
5369375 54 · 112 · 71 x8 − 4x6 − 2x5 + 7x4 + 5x3 − 3x2 − 4x− 1 8T35
5371171 13 · 413167 x8 − x7 − 3x6 + 3x5 + 5x4 − 4x3 − 3x2 + 2x+ 1 S8 (8T50)
5420747 prime x8 − x7 − 3x6 + 5x5 + 2x4 − 6x3 − x2 + 3x+ 1 S8 (8T50)
5525731 17 · 325043 x8 − x7 − 5x6 + 4x5 + 7x4 − 6x3 − 12x2 − 6x− 1 S8 (8T50)
5635607 61 · 92387 x8 − 3x7 + 6x6 − 9x5 + 9x4 − 9x3 + 6x2 − 3x+ 1 S8 (8T50)
5671691 193 · 29387 x8 − x7 − x5 + 2x3 + x− 1 S8 (8T50)
5697179 prime x8 + 6x6 − 11x5 + 14x4 − 21x3 + 18x2 − 7x+ 1 S8 (8T50)
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Table 5.5: Number fields with signature (4,2) with |dK | ≤ 20829049 (Part 1)
|dK | Factorization f(x) G
15243125 54 · 293 x8 − x6 − 6x5 + 3x3 + x2 + 2x− 1 8T17
15297613 37 · 6432 x8 − 3x5 − 3x4 + 3x3 + 1 8T44
15908237 43 · 369959 x8 − 2x6 − 5x5 − 11x4 − 5x3 − 2x+ 1 S8 (8T50)
16324589 149 · 3312 x8 − 5x6 − x5 + 7x4 + 4x3 − 2x2 − 4x− 1 8T44
16374773 1753 · 9341 x8 − 4x6 − 2x5 + x4 + 3x3 + 2x2 − x+ 1 S8 (8T50)
16526789 19 · 607 · 1433 x8 + 2x6 − x5 − 7x4 − 3x3 + 4x2 + 4x+ 1 S8 (8T50)
16623109 prime x8 − 4x6 − 3x5 − x4 + 13x3 − 6x2 + 2x− 1 S8 (8T50)
16643125 54 · 31 · 859 x8 − 3x6 − 7x5 − 7x4 + 8x3 + 8x2 − 2x+ 1 8T47
16706269 73 · 228853 x8 − 5x6 − 3x5 + 5x4 + 5x3 − 2x2 − 3x+ 1 S8 (8T50)
16877741 prime x8 − 4x6 − 2x5 + 5x4 + 5x3 − 2x2 − 3x+ 1 S8 (8T50)
16981229 3329 · 5101 x8 − 5x6 − 4x5 + 3x4 + 11x3 + 11x2 + 5x+ 1 S8 (8T50)
17025973 67 · 254119 x8 − 7x6 − 6x5 + 7x4 + 15x3 + 11x2 + 5x+ 1 S8 (8T50)
17129069 prime x8 − 6x6 − 5x5 + 5x4 + 15x3 + 14x2 + 6x+ 1 S8 (8T50)
17238125 54 · 27581 x8 + 2x6 − 7x5 − 16x4 − 7x3 − x2 + 2x+ 1 8T47
17318125 54 · 112 · 229 x8 − x7 − 6x6 + 6x5 − 2x4 + 7x3 − 6x2 + 3x− 1 8T35
17383253 prime x8 − x6 − x5 − 2x4 + x2 + 2x+ 1 S8 (8T50)
17592581 137 · 128413 x8 − 7x6 − 8x5 + 3x4 + 10x3 + 3x2 − 2x− 1 S8 (8T50)
17712197 prime x8 − 2x6 − x5 − x4 − 3x3 + 2x2 + 4x+ 1 S8 (8T50)
17919197 prime x8 − 4x6 − 8x5 − 5x4 − 5x3 − 4x2 + x+ 1 S8 (8T50)
17949581 13 · 71 · 19447 x8 − 4x6 − 8x5 − 9x4 − 9x3 − 11x2 − 6x− 1 S8 (8T50)
18031373 17 · 71 · 14939 x8 − 7x6 − x5 + 8x4 + 2x3 − 4x2 − x+ 1 S8 (8T50)
18340381 229 · 2832 x8 − 4x6 − x5 + 5x4 + x3 − 4x2 + 1 8T44
18416197 prime x8 − 2x6 − 3x5 − 11x4 − 3x3 + x2 − 3x+ 1 S8 (8T50)
18441341 prime x8 − 4x6 − x5 − 3x4 − 11x3 − 4x2 + 2x+ 1 S8 (8T50)
18553789 59 · 157 · 2003 x8 − 3x6 + x4 − 4x3 + x2 + 4x+ 1 S8 (8T50)
18660737 233 · 2832 x8 − 3x6 − 4x5 + 5x4 + 4x3 − 3x2 + 1 8T44
19009909 197 · 96497 x8 − 3x6 − 3x5 + 2x4 + 4x3 + 2x2 − x− 1 S8 (8T50)
19129013 131 · 146023 x8 − 6x6 − 7x5 + 4x4 + 19x3 + 8x2 − 3x+ 1 S8 (8T50)
19268125 54 · 30829 x8 − 3x6 − 3x5 + 3x4 + 2x3 − 2x2 + 2x+ 1 8T47
19360000 28 · 54 · 112 x8 − 7x6 + 8x4 − 2x2 + 1 8T18
19824653 prime x8 − 5x6 − x5 + 5x4 − x3 − 2x2 + x+ 1 S8 (8T50)
19885949 prime x8 − 6x6 − 3x5 + 6x4 + 5x3 + 5x2 + 4x+ 1 S8 (8T50)
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Table 5.6: Number fields with signature (4,2) with |dK | ≤ 20829049 (Part 2)
|dK | Factorization f(x) G
20013373 prime x8 − 6x6 − 7x5 − 4x4 + 3x3 + 8x2 + 5x+ 1 S8 (8T50)
20030653 37 · 541369 x8 − 6x6 − 5x5 + 6x4 + 7x3 − 2x2 − 3x+ 1 S8 (8T50)
20099501 31 · 648371 x8 + x6 − 3x5 − 8x4 + x3 + 4x2 + 2x+ 1 S8 (8T50)
20182493 prime x8 − 3x6 − 4x5 + x4 + 5x3 + 3x2 − x− 1 S8 (8T50)
20262517 11 · 23 · 2832 x8 − 5x6 − 3x5 + 10x4 − 2x3 − 5x2 + 4x− 1 8T44
20268125 54 · 32429 x8 − 2x6 − x5 + 3x4 − 9x3 + 12x2 − 6x+ 1 8T47
20493125 54 · 32789 x8 − 4x6 − 5x5 + 5x3 + 3x2 − 1 8T47
20502784 28 · 2832 x8 − 7x6 + 9x4 − 5x2 + 1 8T39
20613077 prime x8 − 5x6 − x5 + 2x4 − 2x3 + x2 + 4x+ 1 S8 (8T50)
Table 5.7: Number fields with signature (6,1) with |dK | ≤ 79259702
|dK | Factorization f(x) G
65106259 89 · 731531 x8 − 5x6 − x5 + 7x4 + 4x3 − 4x2 − 2x+ 1 S8 (8T50)
68494627 811 · 84457 x8 − x7 − 7x6 + 5x5 + 9x4 − 5x3 − 4x2 + 2x+ 1 S8 (8T50)
68856875 54 · 292 · 131 x8 − 9x6 − 8x5 + 11x4 + 21x3 + 17x2 + 7x+ 1 8T35
69367411 prime x8 − x6 − 3x5 − 3x4 + 6x3 + 4x2 − 2x− 1 S8 (8T50)
73061875 54 · 292 · 139 x8 − 4x6 − 3x4 − 5x3 + 4x2 + 5x+ 1 8T35
74671875 34 · 56 · 59 x8 − x7 − 6x6 + 3x5 + 9x4 − 4x3 − 4x2 + 2x+ 1 8T27
74906875 54 · 119851 x8 − 3x6 − 3x5 + 3x4 + 7x3 − 2x2 − 3x+ 1 8T47
75272867 31 · 2428157 x8 − x7 − 5x6 + 9x4 + 6x3 − 5x2 − 5x− 1 S8 (8T50)
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Table 5.8: Number fields with signature (1,4) with |dK | ≤ 39657561 (Part 1)
|dK | Factorization f(x) G
29510281 101 · 292181 x9 − 3x7 − x6 + 7x5 − 10x4 + 10x3 − x2 − 3x+ 1 S9 (9T34)
30073129 353 · 85193 x9 − 5x7 − x6 + 13x5 + 11x4 − x3 − 2x2 + 2x+ 1 S9 (9T34)
30450401 31 · 982271 x9 − 4x7 − 2x6 + 7x5 + 3x4 − 4x3 − 2x2 + x+ 1 S9 (9T34)
30453593 137 · 222289 x9 − 6x7 − 4x6 + 8x5 + 12x4 + 10x3 + 6x2 + x+ 1 S9 (9T34)
30544313 47 · 649879 x9 − 4x7 − 5x6 + 5x5 + 8x4 + 7x3 + 5x2 + x+ 1 S9 (9T34)
30626693 prime x9 − 2x7 − 3x6 + 4x5 + 13x4 + 16x3 + 12x2 + 5x+ 1 S9 (9T34)
30861161 prime x9 − 4x7 − 2x6 + 20x5 − 6x4 − 28x3 + 26x2 − 7x+ 1 S9 (9T34)
31042889 37 · 47 · 17851 x9 − 6x7 + 12x5 + 8x4 + 12x3 + 18x2 + 7x+ 1 S9 (9T34)
31508353 359 · 87767 x9 − x7 − 4x6 + 5x5 + 4x4 − 5x3 − x2 + x+ 1 S9 (9T34)
31638601 prime x9 − 4x7 − 6x6 + 2x5 + 13x4 + 17x3 + 12x2 + 5x+ 1 S9 (9T34)
31759433 179 · 177427 x9 − x6 − x5 − 2x4 + 4x3 + 3x2 − 4x+ 1 S9 (9T34)
32029433 prime x9 − 2x7 − x6 − x5 + 4x4 + 5x3 − 2x2 − 2x− 1 S9 (9T34)
32031161 61 · 525101 x9 − 2x7 − 2x6 + 9x5 + 22x4 + 15x3 − x2 − 2x+ 1 S9 (9T34)
32058553 prime x9 − 3x7 + 2x5 + 4x4 + 10x3 + 9x2 + 5x+ 1 S9 (9T34)
32206049 233 · 2647 x9 − 2x7 − 2x6 + 5x5 + 11x4 + 12x3 + 8x2 + 3x+ 1 9T31
32344469 53 · 89 · 6857 x9 − 3x7 − 4x6 + 2x5 + 10x4 + 11x3 + 8x2 + 3x+ 1 S9 (9T34)
32652713 prime x9 − 3x7 + 5x5 + 6x4 − 19x3 + 15x2 − 5x+ 1 S9 (9T34)
32768213 3413 · 9601 x9 − 3x7 − 5x6 + 13x5 + 4x4 − 13x3 + 3x+ 1 S9 (9T34)
32855993 113 · 290761 x9 − 7x6 − 3x5 + 16x4 + 19x3 + 11x2 + 5x+ 1 S9 (9T34)
32894473 17 · 1934969 x9 − x7 − 2x6 + 2x5 + 4x4 − 2x3 − 3x2 + x+ 1 S9 (9T34)
32923873 809 · 40697 x9 − 2x7 + 2x5 − 3x4 + 2x2 + 1 S9 (9T34)
32987233 prime x9 − 6x7 − 7x6 + 10x5 + 17x4 + 13x3 + 12x2 + 6x+ 1 S9 (9T34)
33121433 1321 · 25073 x9 − 2x7 − 7x6 − 2x5 + 12x4 + 13x3 + 6x2 + 3x+ 1 S9 (9T34)
33445561 449 · 74489 x9 − 6x7 − 3x6 + 8x5 + 12x4 + 9x3 + 6x2 + 3x+ 1 S9 (9T34)
33571261 43 · 857 · 911 x9 − 6x7 − x6 + 12x5 + 3x4 − 8x3 − 2x2 + x+ 1 S9 (9T34)
33626161 23 · 67 · 21821 x9 − 6x7 + 13x5 + 2x4 − 9x3 − 3x2 + 2x+ 1 S9 (9T34)
33860761 112 · 234 x9 + 2x5 + 4x4 + 4x3 + 4x2 + x+ 1 9T30
33984793 prime x9 − 6x7 − 5x6 + 7x5 + 12x4 + 14x3 + 13x2 + 6x+ 1 S9 (9T34)
34090153 71 · 480143 x9 − 2x7 − 2x6 + 4x5 − x4 − x3 + 2x2 − x+ 1 S9 (9T34)
34349041 prime x9 − x7 + 2x5 − 2x3 − x2 + x+ 1 S9 (9T34)
34405373 prime x9 − 5x7 − x6 + 9x5 + 4x4 − 5x3 − 4x2 + x+ 1 S9 (9T34)
34573709 prime x9 − x7 − 5x6 − 8x5 + 4x4 + 15x3 + 14x2 + 6x+ 1 S9 (9T34)
34590113 509 · 67957 x9 + x7 − 3x5 + 3x4 + 9x3 + 7x2 + 4x+ 1 S9 (9T34)
34628113 13 · 2663701 x9 − 3x7 − 4x6 − x5 + 3x4 + 11x3 + 13x2 + 6x+ 1 S9 (9T34)
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Table 5.9: Number fields with signature (1,4) with |dK | ≤ 39657561 (Part 2)
|dK | Factorization f(x) G
35028793 233 · 2879 x9 − 3x7 − 6x6 + 2x5 + 11x4 + 10x3 + 7x2 + 4x+ 1 9T31
35050633 43 · 311 · 2621 x9 − x7 − 2x6 − 6x5 + 4x4 + 20x3 + 19x2 + 7x+ 1 S9 (9T34)
35051893 109 · 321577 x9 − 3x7 − 5x6 − x5 + 7x4 + 13x3 + 11x2 + 5x+ 1 S9 (9T34)
35234033 59 · 347 · 1721 x9 − 3x7 − 4x6 − x5 + 7x4 + 16x3 + 15x2 + 5x+ 1 S9 (9T34)
35357129 41 · 862369 x9 + 2x7 − 8x6 + 7x5 − 8x4 + 6x3 + 1 S9 (9T34)
35607973 5501 · 6473 x9 − 4x7 − 2x6 + 6x5 + 12x4 − 26x3 + 19x2 − 6x+ 1 S9 (9T34)
35666053 787 · 45319 x9 − 6x7 − x6 + 12x5 + 14x4 + 9x3 + 7x2 + 4x+ 1 S9 (9T34)
35678113 199 · 179287 x9 − 3x7 − 8x6 + 4x5 + 19x4 + 15x3 + 2x2 − 2x+ 1 S9 (9T34)
35686793 prime x9 − 5x7 − 6x6 + 3x5 + 15x4 + 17x3 + 11x2 + 4x+ 1 S9 (9T34)
35935321 29 · 337 · 3677 x9 − 4x7 − 2x6 + 5x5 + 6x4 − 2x3 − 4x2 + 1 S9 (9T34)
36055441 41 · 879401 x9 − 2x7 − x6 + 11x5 + 20x4 + 15x3 + x2 − 3x+ 1 S9 (9T34)
36155633 prime x9 + x7 − x6 − x3 + x2 − x+ 1 S9 (9T34)
36722413 72 · 13 · 57649 x9 − x7 − x6 − 7x5 + 15x4 − 13x3 + 9x2 − 3x+ 1 S9 (9T34)
36743849 37 · 712 · 197 x9 + x7 − x6 + 3x5 + 6x4 + 2x3 + 3x2 + x+ 1 S9 (9T34)
37009129 839 · 44111 x9 + 4x7 + 2x5 + 4x4 − 2x3 + 10x2 − 3x+ 1 S9 (9T34)
37065113 5849 · 6337 x9 − 4x7 − 6x6 + 4x5 + 19x4 + 24x3 + 16x2 + 6x+ 1 S9 (9T34)
37086373 23 · 1612451 x9 + x7 − x3 − x+ 1 S9 (9T34)
37232393 11 · 157 · 21559 x9 − 5x7 − x6 + 6x5 + 9x4 + 11x3 + 10x2 + 5x+ 1 S9 (9T34)
37354501 prime x9 − 3x7 − 3x6 + 4x5 + 8x4 + 3x3 − 4x2 − 4x− 1 S9 (9T34)
37732753 prime x9 − x7 + 3x5 − 4x4 + x3 + 3x2 − 3x+ 1 S9 (9T34)
38114257 457 · 83401 x9 − 5x7 + 7x5 − x3 − x2 − x+ 1 S9 (9T34)
38118173 967 · 39419 x9 − 2x7 − 5x6 − 5x5 + 8x4 + 20x3 + 18x2 + 7x+ 1 S9 (9T34)
38159713 17 · 2244689 x9 − 3x7 − 2x6 + 7x5 + 6x4 − 12x3 + 5x2 − 2x+ 1 S9 (9T34)
38525297 prime x9 − 4x7 − 4x6 + 2x5 + 9x4 + 10x3 + 7x2 + 3x+ 1 S9 (9T34)
38577961 19 · 2030419 x9 − 4x7 − 2x6 + 3x5 + 3x4 + 4x3 + 4x2 + 3x+ 1 S9 (9T34)
38600453 1847 · 20899 x9 − 3x7 − x6 + 7x5 + x4 − 7x3 − x2 + 3x+ 1 S9 (9T34)
38709673 prime x9 − 2x7 − 7x6 + 14x5 + x4 − 15x3 + 14x2 − 6x+ 1 S9 (9T34)
38817673 313 · 1303 x9 − 6x7 − x6 + 15x5 − 16x4 + 17x3 + 19x2 + 7x+ 1 9T31
39067993 prime x9 − 3x7 − 3x6 − 4x5 + 3x4 + 14x3 + 14x2 + 6x+ 1 S9 (9T34)
39319073 127 · 309599 x9 − 6x7 − 6x6 + 8x5 + 17x4 + 12x3 + 6x2 + 4x+ 1 S9 (9T34)
39382961 prime x9 − 4x7 − 2x6 + 7x5 + 5x4 − 4x3 − 4x2 + x+ 1 S9 (9T34)
39388441 1093 · 36037 x9 − 5x7 − 4x6 + 12x5 + 21x4 + 10x3 − 3x2 − 2x+ 1 S9 (9T34)
39655225 52 · 1586209 x9 − 6x7 − 3x6 + 5x5 + 24x4 + 17x3 + 11x2 + 3x+ 1 S9 (9T34)
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Table 5.10: Number fields with signature (3,3) with |dK | ≤ 146723910 (Part 1)
|dK | Factorization f(x) G
109880167 367 · 299401 x9 − 5x7 − 4x6 + 3x5 + 11x4 + 13x3 + 7x2 + 4x+ 1 S9 (9T34)
110852311 313 · 612 x9 + x7 − 3x6 − 10x5 + 5x4 + 9x3 − 2x2 − x+ 1 9T20
111543479 prime x9 − 6x7 − 4x6 + 14x5 + 26x4 + 12x3 − 2x2 + x+ 1 S9 (9T34)
112700719 7211 · 15629 x9 − 5x7 − 8x6 + 2x5 + 20x4 + 26x3 + 17x2 + 5x+ 1 S9 (9T34)
112978759 43 · 2627413 x9 − 4x7 − 8x6 + 4x5 + 30x4 − 28x3 + 3x+ 1 S9 (9T34)
112992391 prime x9 − 7x7 − 2x6 + 13x5 + 13x4 − 2x3 − 9x2 − 5x− 1 S9 (9T34)
113501567 53 · 797 · 2687 x9 − 6x7 − 3x6 + 5x5 + 4x4 + x3 − 2x2 − 2x+ 1 S9 (9T34)
113511599 193 · 727 · 809 x9 − 6x7 − 9x6 + 8x5 + 22x4 + 25x3 + 22x2 + 7x+ 1 S9 (9T34)
113931487 109 · 389 · 2687 x9 − 4x7 − 11x6 − 9x5 + x4 − 2x3 − 7x2 − x+ 1 S9 (9T34)
114479303 233 · 972 x9 − 4x7 − x5 − 6x4 + 2x3 + 6x2 + 2x+ 1 9T20
114807607 29 · 3958883 x9 − 5x7 − 3x6 + 25x5 − 31x4 + 5x3 + 8x2 − 2x+ 1 S9 (9T34)
115041127 97 · 229 · 5179 x9 − 5x7 − 2x6 + 14x5 + x4 − 9x3 + 1 S9 (9T34)
115270559 71 · 79 · 20551 x9 − 7x7 − x6 + 14x5 + 2x4 − 9x3 − x2 + x+ 1 S9 (9T34)
115691111 47 · 67 · 36739 x9 − 5x7 − 4x6 + x5 + 5x4 + 6x3 − x2 − 3x+ 1 S9 (9T34)
116188367 prime x9 − 6x7 − x6 + 12x5 + 5x4 − 9x3 − 4x2 + 2x+ 1 S9 (9T34)
116817671 53 · 2204107 x9 − 4x7 − x6 − 7x5 + 26x4 − 29x3 + 18x2 − 6x+ 1 S9 (9T34)
117283087 prime x9 − 5x7 − 2x6 + 8x5 + 6x4 − 4x3 − 5x2 + x+ 1 S9 (9T34)
118246927 31 · 3814417 x9 − 6x7 − 5x6 + 3x5 + 4x4 + 9x3 + 12x2 + 6x+ 1 S9 (9T34)
118347967 479 · 247073 x9 − 5x7 − 4x6 + 20x5 − 15x4 + 8x3 − 5x2 + 1 S9 (9T34)
118357559 769 · 153911 x9 − 7x7 − 3x6 + 8x5 + 13x4 + 17x3 + 10x2 + 3x+ 1 S9 (9T34)
118434167 31 · 3820457 x9 − 7x7 − 9x6 + 9x5 + 31x4 + 20x3 − 3x2 − 2x+ 1 S9 (9T34)
118795951 167 · 711353 x9 − 6x7 − x6 + 13x5 + 3x4 − 12x3 − 3x2 + 3x+ 1 S9 (9T34)
119070383 53 · 1327 · 1693 x9 + 3x7 − 7x6 − 2x5 − 12x4 + 5x3 + 7x2 + 5x+ 1 S9 (9T34)
119278283 prime x9 − 6x7 − 8x6 + x5 + 15x4 + 19x3 + 13x2 + 5x+ 1 S9 (9T34)
119747759 557 · 214987 x9 − 5x7 − x6 + 10x5 + 3x4 − 8x3 − 4x2 + 2x+ 1 S9 (9T34)
119783879 101 · 1185979 x9 − 3x7 − 12x6 − 18x5 − 13x4 − 2x3 + 5x2 + 4x+ 1 S9 (9T34)
120155887 23 · 5224169 x9 − 2x7 − x6 − 2x5 + x4 + 5x3 − x2 − x+ 1 S9 (9T34)
120802519 prime x9 − 7x7 + 16x5 − 10x4 − 12x3 + 17x2 − 7x+ 1 S9 (9T34)
121463543 prime x9 − 2x7 − 2x6 + 7x5 + 4x4 − 15x3 + 13x2 − 6x+ 1 S9 (9T34)
121510799 2207 · 55057 x9 − 4x7 − 12x6 − 13x5 − 2x4 + 11x3 + 13x2 + 6x+ 1 S9 (9T34)
122317991 192 · 79 · 4289 x9 − 6x7 − 3x6 + 6x5 + 5x4 + 9x3 + 12x2 + 6x+ 1 S9 (9T34)
122854967 prime x9 − 4x7 − 6x6 + x5 + 10x4 + 13x3 + 9x2 + 4x+ 1 S9 (9T34)
122933791 149 · 825059 x9 − x7 − x6 − 8x5 + 10x4 + x3 − x2 − 3x+ 1 S9 (9T34)
123301207 379 · 325333 x9 − 4x7 + 2x5 − 2x4 + 2x2 + x+ 1 S9 (9T34)
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Table 5.11: Number fields with signature (3,3) with |dK | ≤ 146723910 (part 2)
|dK | Factorization f(x) G
123396607 prime x9 − 3x7 − 4x6 + 5x5 + 6x4 − 4x3 − 3x2 + 2x+ 1 S9 (9T34)
123595631 43 · 2874317 x9 − 6x7 − 3x6 + 13x5 + 3x4 − 22x3 + 19x2 − 7x+ 1 S9 (9T34)
123636223 172 · 43 · 9949 x9 − 4x7 − x5 − 2x4 + 9x3 + 9x2 + 4x+ 1 S9 (9T34)
123668767 prime x9 − 6x7 − 8x6 + 6x5 + 31x4 − 2x3 + 21x2 − 7x+ 1 S9 (9T34)
123972119 prime x9 − 6x7 − 5x6 + 3x5 + 16x4 + 25x3 + 19x2 + 7x+ 1 S9 (9T34)
124007591 prime x9 − x7 − 2x6 − 2x5 + 3x4 + 3x3 − 2x2 + 1 S9 (9T34)
124683371 prime x9 − 6x7 + 12x5 + 2x4 − 10x3 − 3x2 + 2x+ 1 S9 (9T34)
124885927 17 · 7346231 x9 − 6x7 − 2x6 + 9x5 + 4x4 − 5x3 − 3x2 + 1 S9 (9T34)
125535947 prime x9 − x7 − 7x6 + 2x5 + 8x4 − 11x3 + 10x2 − 4x+ 1 S9 (9T34)
125785223 1013 · 124171 x9 − x7 − 2x6 − 4x5 + 2x4 + 6x3 − x2 − 3x+ 1 S9 (9T34)
126100423 prime x9 − 6x7 − 10x6 + 6x5 + 28x4 + 22x3 + 8x2 + 3x+ 1 S9 (9T34)
126180871 103 · 569 · 2153 x9 − 6x6 + 8x5 + 17x4 − 24x3 + 3x2 + x+ 1 S9 (9T34)
126591211 prime x9 − 4x7 − x6 + 4x5 + 2x4 + x3 − x2 − 2x+ 1 S9 (9T34)
128374559 prime x9 + x7 − x6 − 3x5 − x4 − x3 + 2x+ 1 S9 (9T34)
128467639 131 · 389 · 2521 x9 − 6x7 − x6 + 12x5 + 4x4 − 9x3 − 4x2 + x+ 1 S9 (9T34)
128607823 73 · 1761751 x9 − 2x6 + 7x4 − 8x3 + 6x2 − 4x+ 1 S9 (9T34)
128781847 983 · 131009 x9 − 5x7 − x6 + 8x5 − 7x3 + x2 + 3x− 1 S9 (9T34)
128886647 prime x9 + 4x7 − 5x6 − 11x5 + 9x4 + 7x3 − 5x2 − 2x+ 1 S9 (9T34)
128892887 43 · 2997509 x9 − 4x7 − x6 + 3x5 + x3 − 2x+ 1 S9 (9T34)
128897287 31 · 719 · 5783 x9 − 4x7 − 3x6 + 6x5 + 6x4 − 3x3 − 4x2 + x+ 1 S9 (9T34)
129079703 233 · 1032 x9 + 4x7 − 9x6 − 3x5 + 6x4 + x3 + 2x2 − 4x+ 1 9T20
129324487 251 · 515237 x9 − 6x7 − x6 − 2x5 + 19x4 − 17x3 + 5x2 − x+ 1 S9 (9T34)
129969659 prime x9 − 6x7 − 5x6 + 4x5 + 13x4 + 12x3 + 6x2 + 3x+ 1 S9 (9T34)
130251959 prime x9 − 3x7 − 6x6 + 3x5 + 8x4 − x3 − 3x2 − x+ 1 S9 (9T34)
130509671 prime x9 − 6x7 − 2x6 + 12x5 + 3x4 − 9x3 − 2x2 + 3x+ 1 S9 (9T34)
130531031 3581 · 36451 x9 − 4x6 − 6x5 − 6x4 − 4x3 + x+ 1 S9 (9T34)
130534871 1361 · 95911 x9 − 2x7 − 4x6 + 2x5 + 8x4 − 2x3 − 4x2 + x+ 1 S9 (9T34)
131123051 prime x9 − 2x7 − 5x6 − 2x5 + 6x4 + 13x3 + 13x2 + 6x+ 1 S9 (9T34)
131352751 439 · 5472 x9 − 6x7 − 8x6 − 2x5 + 9x4 + 16x3 + 12x2 + 6x+ 1 S9 (9T34)
131662151 prime x9 − 6x7 − 7x6 + 9x5 + 24x4 + 12x3 + x2 + 2x+ 1 S9 (9T34)
131763119 19 · 6934901 x9 − 3x7 − 5x6 + 4x5 + 9x4 + 2x3 − 4x2 − 4x− 1 S9 (9T34)
131768803 37 · 139 · 25621 x9 − 4x7 − x6 + 2x5 + 6x4 − 11x3 + 9x2 − 4x+ 1 S9 (9T34)
131820967 prime x9 − 4x7 − 6x6 + 25x5 − 16x4 − 3x3 − x2 + 2x+ 1 S9 (9T34)
131855239 137 · 962447 x9 + x7 − 4x6 + 3x5 − 2x4 + 5x3 − x2 − 3x+ 1 S9 (9T34)
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Table 5.12: Number fields with signature (3,3) with |dK | ≤ 146723910 (part 3)
|dK | Factorization f(x) G
132067367 89 · 1483903 x9 − 6x7 − 3x6 + 5x5 + 8x4 + 16x3 + 15x2 + 6x+ 1 S9 (9T34)
132611207 1061 · 124987 x9 − 6x7 − 6x6 + x5 + 10x4 + 20x3 + 16x2 + 6x+ 1 S9 (9T34)
132667183 112 · 1096423 x9 − 7x7 + 12x5 − 4x4 − 10x3 + 11x2 − 5x+ 1 S9 (9T34)
133731799 313 · 672 x9 − 7x7 − 2x6 + 3x5 + 18x4 + 21x3 − x2 − 3x+ 1 9T20
133962263 181 · 740123 x9 − 7x7 − x6 + 7x5 + 10x4 + 14x3 + 11x2 + 5x+ 1 S9 (9T34)
134479871 prime x9 − 6x7 − 3x6 + 5x5 + 10x4 + 11x3 + 8x2 + 4x+ 1 S9 (9T34)
135394019 19 · 31 · 457 · 503 x9 − 6x7 + 13x5 + x4 − 11x3 − 3x2 + 3x+ 1 S9 (9T34)
135714671 9011 · 15061 x9 − 7x7 − 4x6 + 10x5 + 6x4 − 6x3 − 3x2 + x+ 1 S9 (9T34)
136007191 17 · 139 · 57557 x9 − 5x7 − 4x6 − 8x5 − 18x4 − 4x3 + 7x2 + x+ 1 S9 (9T34)
136388159 397 · 343547 x9 − 7x7 − 5x6 + 9x5 + 19x4 + 21x3 + 14x2 + 6x+ 1 S9 (9T34)
136479463 43 · 107 · 29663 x9 − 6x7 + 9x5 + 2x4 − 6x3 − 2x2 + 2x+ 1 S9 (9T34)
136494559 prime x9 − 5x7 − 9x6 − 10x5 − 4x4 + x3 + x2 + x− 1 S9 (9T34)
137049967 8971 · 15277 x9 − 6x7 − 8x6 + 4x5 + 25x4 + 28x3 + 12x2 + 4x+ 1 S9 (9T34)
137297807 41 · 67 · 151 · 331 x9 − 5x7 − 2x6 + 9x5 + 2x4 − 8x3 − x2 + 2x+ 1 S9 (9T34)
137310031 137 · 1002263 x9 − 6x7 − 4x6 − 2x5 − 13x4 − 6x3 + x2 − x+ 1 S9 (9T34)
137664647 prime x9 − 6x7 − 4x6 − x5 − 11x4 − 16x3 − 6x2 + x+ 1 S9 (9T34)
138028087 83 · 149 · 11161 x9 − 7x7 − 12x6 + 4x5 + 37x4 + 2x3 + 11x2 + 6x+ 1 S9 (9T34)
138182311 prime x9 − 3x7 − 11x6 − 17x5 − 15x4 − 6x3 + x2 + 2x+ 1 S9 (9T34)
138260071 211 · 655261 x9 − x7 − 3x6 + 7x5 − 9x4 − 3x3 + 12x2 − 4x+ 1 S9 (9T34)
138370051 prime x9 − 6x7 − x6 + 12x5 + 5x4 − 8x3 − 6x2 + x+ 1 S9 (9T34)
138455407 181 · 764947 x9 − 3x7 − 10x6 − 17x5 − 14x4 − 3x3 + x2 + x+ 1 S9 (9T34)
138616811 prime x9 − 7x7 − 3x6 + 7x5 + 4x4 − 3x3 − 2x2 + x+ 1 S9 (9T34)
138975227 prime x9 − 5x7 + 6x5 − 2x4 + 2x2 − 2x+ 1 S9 (9T34)
139751219 prime x9 − 4x7 − 4x6 + 29x5 − 35x4 + 13x3 + 5x2 − 5x+ 1 S9 (9T34)
140598959 17 · 8270527 x9 − 7x7 − 5x6 + 9x5 + 9x4 − 2x3 − 5x2 + 1 S9 (9T34)
140860891 prime x9 − x7 − 3x6 + 3x5 + 5x4 − 3x3 − 3x2 − x+ 1 S9 (9T34)
141056039 43 · 3280373 x9 − 2x7 − 3x6 + 5x5 + 3x4 − 6x3 − x2 + 3x+ 1 S9 (9T34)
141951959 prime x9 − 3x7 − 6x6 + 18x5 − 17x4 + 7x3 − 2x2 + 1 S9 (9T34)
142325111 607 · 234473 x9 − 6x7 + 18x5 − 3x4 − 28x3 + 23x2 − 7x+ 1 S9 (9T34)
142603319 prime x9 − 5x7 − 12x6 − 7x5 + 9x4 + 21x3 + 17x2 + 6x+ 1 S9 (9T34)
142625663 prime x9 − 7x7 − 2x6 + 11x5 − 6x4 − 13x3 + x2 − x− 1 S9 (9T34)
142989047 2281 · 62687 x9 − 4x7 − 4x6 + 2x5 + 5x4 + 6x3 + 8x2 + 4x+ 1 S9 (9T34)
142989047 2281 · 62687 x9 − 6x7 − 9x6 − 2x5 + 21x4 + 35x3 + 23x2 + 7x+ 1 S9 (9T34)
143233399 79 · 1813081 x9 − 5x7 + 9x5 + x4 − 7x3 − 3x2 + 2x+ 1 S9 (9T34)
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Table 5.13: Number fields with signature (3,3) with |dK | ≤ 146723910 (part 4)
|dK | Factorization f(x) G
143332487 37 · 149 · 25999 x9 − 3x7 − x6 + 5x5 + x4 − 5x3 − 2x2 + 2x+ 1 S9 (9T34)
143421247 prime x9 − 6x7 − 3x6 + 14x5 + 9x4 − 11x3 − 7x2 + x+ 1 S9 (9T34)
143792279 3203 · 44893 x9 − 6x7 + 12x5 + x4 − 8x3 − 3x2 + x+ 1 S9 (9T34)
143859223 4139 · 34757 x9 − 5x7 + 9x5 − 2x4 − 8x3 + 6x2 − 3x+ 1 S9 (9T34)
144146159 prime x9 − 4x7 − 11x6 − 2x5 + 38x4 + 37x3 + 2x2 − 3x+ 1 S9 (9T34)
144211751 29 · 2221 · 2239 x9 − 7x7 + 2x5 + 11x4 − 14x3 + 9x2 − 4x+ 1 S9 (9T34)
144417311 prime x9 − 6x7 + 9x5 + 9x4 − 10x3 − 4x2 − x+ 1 S9 (9T34)
144895087 10343 · 14009 x9 − 7x7 − 11x6 + 6x5 + 31x4 + 28x3 + 8x2 + 2x+ 1 S9 (9T34)
144992879 9613 · 15083 x9 + 4x7 − 3x6 + 2x5 + 7x4 − 23x3 + 19x2 − 7x+ 1 S9 (9T34)
145289047 37 · 3926731 x9 − 7x7 − 6x6 + 9x5 + 12x4 + x3 − x2 + 3x+ 1 S9 (9T34)
145630367 prime x9 − 5x7 − 6x6 − 7x5 + 3x4 − 7x3 + 5x2 − 2x+ 1 S9 (9T34)
145849303 109 · 163 · 8209 x9 − 4x7 − 3x6 + 3x5 + 4x4 + x3 − 3x2 − x+ 1 S9 (9T34)
145894103 19 · 7678637 x9 − 7x7 − 8x6 + 10x5 + 11x4 − 6x3 − 5x2 + 2x+ 1 S9 (9T34)
146063111 29 · 241 · 20899 x9 + 2x7 − 11x6 − x5 − 4x4 − 5x3 + 8x2 − 4x+ 1 S9 (9T34)
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Chapter 6
Classification of number fields via
regulators
6.1 Analytic lower bounds for the regulator
6.1.1 Applying Friedman’s explicit formula
In the previous chapter we studied the problem of minimum discriminants for number
fields of given signature. Now, we turn our attention to a similar problem, which is to
study and determine the number fields of given signature with regulator less than a given
upper bound.
Let K be a number field of degree n and signature (r1, r2). In Chapter 4 we have presented
Friedman’s explicit formula (4.10), which express the regulatorRK as a series of an integral
function over the ideals in two given classes of OK . In fact one has
RK
wK
=
∑
a
gr1,r2
(
N(a)2
|dK |
)
+
∑
b
gr1,r2
(
N(b)2
|dK |
)
(6.1)
where a is the class of principal ideals of OK , b is the class of ideals equivalent in ClK
to the different ideal ∂K and g : (0,+∞) → R is the smooth function depending on the
signature given by the absolutely convergent integral
gr1,r2(x) :=
1
2r14pii
∫ 2+i∞
2−i∞
(pin4r2 · x)−s/2Γ(s/2)r1Γ(s)r2(2s− 1)ds.
As usual for this kind of problems, we would like to obtain an estimate of the invariant
defined in Formula (6.1) (the regulator in this case) by means of the analytic object related
to it (the series): in particular, one would like to detect an unbounded range (a,+∞) with
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a > 0 such that the function g is positive on that interval, in order to discard infinitely
many terms of the series and obtaining a lower bound RK/wK >
∑
I g(N(I)
2/|dK |), where
the last sum is finite.
The main properties of the function g were described by Friedman thanks to the concept
of “total positivity”.
Lemma 6. Let g := gr1,r2 be the function defined as above. Then it satisfies the following
properties:
• g has a unique zero x0 ∈ (0,+∞), g(x) < 0 for x < x0 and g(x) > 0 for x > x0.
• g has a unique critical point x1 ∈ (0,+∞), which is a maximum point.
• For each open interval (a, b) ⊂ (0,+∞) and for every x ∈ (a, b) one has g(x) >
min(g(a), g(b)).
• For each ideal I either principal or equivalent to ∂K and such that N(I) |dK |, the
corresponding term in the series (6.1) is bounded up to constants by
exp(−npi(N(I)/
√
|dK |)2/n) · (N(I)/
√
|dK |)(3−r1−r2)/n.
Proof. The first two points are proved in Friedman’s dedicated paper [23] relying on the
theory of Total Positivity presented by Karlin in his book [35].
The third point is a straightforward corollary of the two previous results.
The fourth one is actually an older statement, proved by Friedman in [22], and which is
crucial in the numerical computation of the function g.
In the following proposition, proved in [22], we give the numerical formula which allows
to compute values of g(x) with good accuracy.
Proposition 10. One has g(x) = 2−r1(2
√
pi)−r2F (x) where F (x) is a suitable integral
function such that for every M ∈ N it satisfies the bound∣∣∣∣∣∣F (x)−
2M+1∑
m=0
xm
L(m)∑
l=0
(−2 log x)lA
(
m
2
, l + 1
)
l!
∣∣∣∣∣∣ < 4(M + 1)
(
5
M !
)n
x2M+1.5
where L(m) := r1 + r2 − 1 if m is even, L(m) = r2 − 1 if m is odd, and the coefficients
A(m/2, l + 1) are the ones appearing in the Laurent series expansion
Γ(s)r1+r2Γ
(s
2
)r2
(4s− 1) =
N(i)∑
l=1
A(i, l)
(s+ i)l
+ h(s)
where h is a function holomorphic at s = −i and N(i) := L(i) + 1.
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The properties presented in Lemma 6 are strong enough to give consistent lower bounds
for the regulator RK : in fact, being the trivial ideal OK a principal ideal, it is enough to
prove that g(1/|dK |) > 0, so that any other term in the series (6.1) is positive and one
obtains the easy lower bound RK ≥ wKg(1/|dK |).
In the series (6.1) there are always the terms corresponding to the principal ideals nOK
with n ∈ N: thus, if g(1/|dK |) < 0, one can look for the minimum value n such that
g(n2[K.Q]/|dK |) > 0 and try to see if the sum over every ideal of norm less than a bound
not too much larger than n2[K:Q] provides a positive lower bound for the function g: this
setting requires an adaptation which will not be discussed here, but it can be found with
every detail in [3].
Now, remember that the number of roots of unity wK is always greater or equal than
2, and it is indeed equal to 2 for every number field K which is not totally complex. This
fact, together with the previous considerations, yields the following result.
Proposition 11. Let K be a number field of degree n and signature (r1, r2), and let
R0 > 0. Assume d1 < |dK | < d2 and that 2g(1/d1) > R0, 2g(1/d2) > R0. Then
RK ≥ 2g
(
1
|dK |
)
≥ 2 min
(
g
(
1
d1
)
, g
(
1
d2
))
> R0. (6.2)
Moreover, if one knows that the different ∂K is principal, then any factor 2 in the hy-
potheses and in the above inequalities can be replaced by a factor 4.
The last proposition provides us an interesting information: if we want to look for a range
of discriminants [d1, d2] such that any number field with fixed signature and |dK | ∈ [d1, d2]
has regulator greater than a given lower bound R0, it is then enough to look for numbers
d1 and d2 which satisfy the right hand side of Inequality (6.2). If moreover we know, for
some reason, that the fields we are looking for admit discriminant in a range where, for
some arithmetical reason, they are forced to have principal different, then we can use the
factor 4, which helps in the computations.
Thereby this process allows one to have an interval (d1, d2) such that any field of the
given signature with |dK | ∈ (d1, d2) must have RK > R0. In the next section, we present
some classic inequalities which allow to recover a similar restriction on the discriminants
depending on the regulators, but over an unbounded interval.
Remark 28. There is a practical criterion, depending on the size of the discriminants,
which allows to understand whether it is possible to say that ∂K is principal. In fact,
assume that this is not the case: then, being the class of ∂K a square in ClK , one has the
estimate hK ≥ 3 and from Class Field Theory there exists an unramified extension L/K
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of degree at least 3. But in an unramified extension the following identites are true, due
to the triviality of the discriminant ideal of L over K:
1
[K : Q]
log |dK | = 1
[L : Q]
log |dL|,
1
[K : Q]
r1(K) =
1
[L : Q]
r1(L).
Thus, the root discriminant of K coincides with the one of a number field with at least
three times its degree and three times its number of real embeddings: this forces |dK | to
be quite big, larger than a lower bound d∂ which is usually very far from the range of
discriminants we will work with.
for every number field K of the given signature with |dK | ≤ d∂K we can use the factor 4
instead of the factor 2.
6.1.2 Geometric inequalities
We begin this section by recalling some notation.
For a number field K of degree n and signature (r1, r2), let ∞K be the set {v1, . . . , vr1 ,
vr1+1, . . . , vr1+r2} of archimedean places, the first r1 places being real and the remaining
ones being complex. for every α ∈ OK define the corresponding absolute value
||α||vi :=
{
|σi(α)| if vi real ,
|σi(α)|2 if vi complex .
Let r := r1 + r2 − 1 be the rank of O∗K as abelian group. For every unit ε ∈ O∗K the
logarithmic length of ε is defined as
mK(ε) :=
(
r+1∑
i=1
(log ||ε||vi)2
)1/2
and this function can be thought as the square root of the restriction of the standard
quadratic form
∑r1+r2
i=1 x
2
i over the lattice of units l(O∗K), where l is the map defined in
Equation (3).
The following theorem, proved firstly by Remak [59] for number fields extensions over
Q and generalized over any base number field by Friedman [22] many years later, gives an
upper bound for the discriminants of number fields generated by some units depending
on their logarithmic length.
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Theorem 26 (Remak, Friedman). Let K/F be a finite number field extension, and as-
sume K = F (ε) with ε ∈ O∗K. Then
log |dK | ≤ [K : F ] log |dF |+ [K : Q] log[K : F ] +mK(ε)A(K/F ) (6.3)
where
A(K/F ) :=
√
1
3
∑
v∈∞F
([H : L]3 − [H : L]− 4r2(v)3 − 2r2(v))
and r2(v) is defined as the number of complex places of K over v whenever v is real,
otherwise it is zero.
Corollary 5. If F = Q and K has degree n and signature (r1, r2), then (6.3) becomes
log |dK | ≤ [K : Q] log[K : Q] +mK(ε)
√
1
3
(n3 − n− 4r32 − 2r2). (6.4)
We will not focus now on the proof of this result, leaving the corresponding considerations
for later moments. Instead, we are now interested in showing how these inequalities
provide an upper bound for the discriminant in terms of the regulator.
Let ε1 ∈ O∗K be the unit with minimum positive logarithmic length in O∗K : we know it
exists from the considerations on quadratic forms of Section 0.1.2. Let ε2, . . . , εr be the
successive minima for mK over O∗K , and define µi := mK(εi). By Minkowski’s Theorem
on successive minima, one gets the estimate
mK(ε1)
r = µr1 ≤
r∏
i=1
µi ≤ [γrr · d(l(O∗K))]1/2 = γ
r
2
r
√
r + 1RK (6.5)
where γr is the Hermite constant of dimension r.
Thus, if the field K is generated by the unit ε1 with minimum logarithmic length, one can
use Inequality (6.5) combined with Remak-Friedman’s Inequality to obtain a lower bound
for |dK | depending on the regulator. In particular, if RK ≤ R0, then |dK | is bounded from
above by a number depending on R0, and one must look for fields with RK ≤ R0 among
the fields K with discriminant less than this number.
However, the previous assumption cannot be always guaranteed: there is no reason why
the field Q(ε1) must coincide with K, unless one knows that K is primitive. Besides, one
knows that, up to a suitable reordering of the εj’s, there is the tower of number fields
Q ⊆ Q(εj1) ⊆ Q(εj2) ⊆ · · · ⊆ Q(εjr) = K
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and an iterated application of Remak-Friedman’s inequality on this tower gives iterated
estimates on the discriminants of the fields, which finally lead to an estimate of the form
log |dK | ≤ A0 +
r∑
j=1
Ajµj, Ai ∈ R. (6.6)
This estimate can be optimized in terms of the regulator RK , using some constrained
optimization (see [3], Lemma 2 and 3) provided one is able to give a lower bound µ1 ≥ δ
for the length of mK(ε1).
In the end, this process gives two inequalities of the form
log |dK | ≤ B1(n, r2, R0) whenever K = Q(ε1),
log |dK | ≤ B2(n, r2, R0) depending on the subfield structure of K
and we can affirm that any field K with the given signature and RK ≤ R0 must have
|dK | ≤ max(exp(B1(n, r2, R0)), exp(B2(n, r2, R0)). Usually, the bigger value is given by
B1, and this is precisely what happens in the specific cases we are going to consider.
6.1.3 Looking for number fields of minimal regulator
We now present the method used by Astudillo, Diaz y Diaz, Friedman and Ramirez-
Raposo for classifying number fields with small regulators for all degrees ≤ 7 and for the
signatures (0, 4), (8, 0) and (9, 0). Further details of their computations can be found in
[3] and [24].
1) Suppose you want to find the number fields with signature (r1, r2) and with RK ≤
R0. Use Friedman-Remak’s inequality to get an upper bound exp(B1(n, r2, R0)) for
|dK | assuming the fields are primitive, and use its adaptation (6.6) to obtain another
upper bound exp(B2(n, r2, R0)) for the non-primitive fields.
Then any number field with the given signature and RK ≤ R0 must have |dK | ≤
C(n, r2, R0) := max(exp(B1(n, r2, R0)), exp(B2(n, r2, R0))). This gives an upper
bound which is usually very large: as an example, C(6, 4, 1.37) = exp(23.73).
2) We would like to use the function g and Inequality (6.2) to reduce consistently the
range of discriminants to be considered.
Assume d∂K < C(n, r2, R0): then one computes if 2g(1/d∂K ) > R0 and
2g(1/C(n, r2, R0)) > R0: if this is the case, we can use the factor 4 from now on.
If d∂K > C(n, r2, R0) instead, we can already use the factor 4 and verify if
4g(1/C(n, r2, R0)) > R0.
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3) If any of the previous steps is satisfied, by Inequality (6.2) it is enough to look for a
number d1, usually not too far from the minimum value of |dK | for the considered
signature, such that 4g(1/d1) > R0. Then a number field K of the given signature
(r1, r2) with RK ≤ R0 must have |dK | ≤ d1: the fields within this range are usually
few enough to compute their regulators, and among these one classifies the fields
with regulator less than the given upper bound.
Remark 29. The computation of regulators in the last step of the procedure can be done
in PARI/GP: however, the correctness of the result given by the implemented algorithm
assumes the truth of GRH. Nonetheless, there is a way to prove that the obtained value
is unconditionally true: in fact, the PARI function for the computation of the regulators
gives as output a number R˜K which is an integer multiple of the true value RK .
Then, if R˜K = mRK with m ∈ N, assuming that g(1/|dK |) > 0, we can use the lower
bound (6.2) to estimate the quotient
m =
R˜K
RK
=
R˜K
wk
RK
wK
≤ R˜K
2g
(
1
|dK |
) . (6.7)
If this ratio is strictly less than 2, then m = 1 and the output value is the regulator of
the field K.
In the following sections, every theorem concerning list of number fields with bounded
regulator will be based on the fact that for every field in these lists the value of the
regulator given by the PARI/GP procedure is in fact the actual value of the regulator,
because either the examined fields satisfy (6.7) or a generalization of this condition which
must be discussed in the few cases inequality (6.7) is not attained (see the remark at the
end of the chapter).
6.2 Problems and improvements in totally real cases
6.2.1 The problem with further signatures of degree 8
In the previously illustrated method for classifying number fields with low regulator we
pointed out in the last step that one needs a small value d1 to reduce the search to the
case where the number fields with RK ≤ R0 have discriminant less than d1 in absolute
value, so that the regulators of the few fields that must be considered can be explicitly
computed. But this last check cannot be executed if one does not have a complete list of
number fields of the corresponding signature with |dK | ≤ d1.
This was the reason that prevented the aforementioned authors to give a classification of
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the number fields with low regulators in the signatures (2, 3), (4, 2) and (6, 1) in degree
8. The work described in chapter 5 gives the lists of number fields with these signatures
which are complete up to some bound for the discriminant, and thus we can try to apply
the classification method described in the previous section to these families.
Let us begin with the number fields with signature (6, 1): from Theorem 25 we know that
there exist exactly 8 fields with this signature and |dK | ≤ 79259702. Using PARI/GP to
compute their regulators, we see that their values are below 7.826, and the smallest one
is attained by the field with minimum discriminant, being equal to 7.13506329... At this
moment, let us content ourselves with the easier task of proving that this value is indeed
the minimal one for the regulators in this signature.
Let us put then R0 := 7.14: in our complete list, the only field such that RK ≤ R0 is
the field of minimum discriminant. Using Remak-Friedman’s inequality and its adap-
tation, one obtains the upper bound exp(43.76972) for the discriminant. Using Diaz y
Diaz’ tables, one verifies that this value is smaller than the lower bound d∂K over which
the fields of signature (6, 1) admit a non principal different ideal (d∂K corresponds to the
lower bound for the root discriminant of number fields of degree 24 and signature (6, 9)).
This implies that we can already use the factor 4 in the Inequality (6.2) to verify that
4g(exp(−43.76972)) > R0.
Unfortunately, this is not the case: in fact, 4g(exp(−43.76972)) = −6926.4158.. and not
only this number is negative, but it also has a huge absolute value; this is a difficulty which
cannot be overcome even with the adaptations proposed in [3]. Being 4g(1/79259702) =
7.487499 . . ., one can just conclude that a field of signature (6, 1) with RK ≤ 7.14 is either
the field of minimum discriminant or a field such that |dK | ∈ (79259702, exp(43.76972)),
and this range is not only incomplete but also too much wide.
Similar problems occur also for the other signatures: considering the complete lists of The-
orem 25, the minimum regulators for the fields in the lists with signature (2, 3), (4, 2), (1, 4)
and (3, 3) have the values 0.83140.., 2.297796.., 0.680531.. and 1.938363... respectively. We
would like these values to be the minimum regulators for the respective signatures, using
the classification method with R0 = 0.832, 2.298, 0.681 and 1.939. Unfortunately, all the
geometric inequalities provide upper bounds which are not practical to be put in the func-
tion in g, even with the factor 4: we always obtain negative values which have absolute
values too large to be overcome with adaptations of the method. Just like for the signa-
ture (6, 1), the method is only able to prove that for every considered signature the fields
with RK ≤ R0 are either the ones with minimum discriminants or fields with discriminant
in a wide range between the upper bound of our tables and the upper bounds given by
Remak-Friedman’s inequality.
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It has to be remarked, however, that this is not a new problem: in fact, the signa-
ture (5, 1) had a very similar bad behaviour whenever it was first studied in [3], and it
required a different paper [24] to be solved properly. The reason of the difficulty was the
same encountered here: applying the function 4g to the geometric upper bound given
by Friedman-Remak’s inequality gives a number which is unfeasible to be dealt with the
proposed method. The resolution of this problem required ad hoc methods which led to
give an improvement to the geometric inequality, so that the new upper bound d gave
4g(1/d) > R0.
Furthermore, as already mentioned in the previous section, minimum regulators in the
signatures (8, 0) and (9, 0) have been already classified, which at first glance seems strange
because these signatures give geometric bounds larger than the ones used for our signa-
tures. As we will see later, the assumption on the fields being totally real allows to
improve consistently the geometric inequalities.
The two facts exposed above suggest that our problems with the considered signatures
could be solved by improving Remak-Friedman’s inequality: the result on totally real
fields in particular indicates that the signature of the field could give a more striking
contribution to the estimates.
6.2.2 Considering the factors in the geometric inequality
In this section we focus on the proof of Remak-Friedman’s inequality in order to under-
stand which factors could be considered for an improvement.
Recall the fundamental hypothesis on the number field K, i.e. the fact that K = Q(ε)
with ε ∈ O∗K ; we can assume that ε is the unit with minimum logarithmic length in K.
Let us suppose that ε1, . . . , εn are the conjugates of ε with respect to the n embeddings
of K, and that they are ordered such that |εi| ≤ |εj| if i < j. Then we know that
|dK | ≤ |D(ε)| :=
∏
1≥i<j≤n |εi − εj|2 and so
log |dK | ≤ log |D(ε)| = log
( ∏
1≤i<j≤n
|εi − εj|2
)
= log
( ∏
1≤i<j≤n
∣∣∣∣1− εiεj
∣∣∣∣2
)
+
n∑
j=2
2(j − 1) log(|εj|).
In the last sum we can add the null term with j = 1 and, from
∑n
i=1 log |εi| = 0, we get
2
n∑
j=2
(j − 1) log |εj| = 2
∑
v∈∞K
j(v) log ||ε||v (6.8)
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where ∞K is the set of archimedean places of K, and
j(v) :=
{
j if ||ε||v = |εj| with v real,
j+k
2
if ||ε||v = |εj|2 with v complex and εk = εj.
Notice that the index j(v) is an integer between 1 and n if v is real, while j(v) is an
half-integer if v is complex.
Let λ be any real number: then the expression (6.8) is equal to
2
∑
v∈∞K
(j(v)− λ) log |||ε||v ≤ 2
(∑
v∈∞L
(λ− j(v))2
)1/2
mK(ε)
where the inequality comes from a direct application of Cauchy-Schwarz inequality.
The factor mK(ε) is estimated by Inequality (6.5), but there seems to be no way to provide
a better estimate which is also as general as the previous one. The minimum of the other
factor, depending on λ, is estimated by A(K/Q) given in Theorem 26, and the next lemma
shows that this inequality is sharp for the fields of even degree.
Lemma 7. Let K and ε ∈ O∗K be as above, and assume that the degree n is even. Then
there exist values of the indexes j(v) and of λ such that 2(
∑
v∈∞K (λ−j(v)))1/2 = A(K/Q).
Proof. Choose the indexes j(v) so that the archimedean places which give integer values of
j(v) are labelled with the numbers {1, 2, . . . , r1/2} and {r1/2 + 2r2 + 1, . . . , r1 + 2r2 = n}.
Define S := {j(v) : v ∈ ∞K}: the cardinality of S is equal to r1 + r2 and∑
v∈∞L
(λ− j(v))2 =
∑
j(v)∈S
(λ− j(v))2. (6.9)
The value of λ which minimizes this expression is given by (
∑
j(v)∈S j(v))/(r1 + r2): the
specific choice of the indexes j(v) is such that the numerator is equal to (r1 +r2)(n+1)/2,
and so the inequality is minimized with λ = (n+ 1)/2.
Denote now with S2 the set of indexes j(v) which are half-integers: we want to rearrange
the sum (6.9) in order to get a term of the form
∑n
i=1(λ − i)2, and this can be done by
adding and subtracting terms (λ−(j(v)−1/2))2 and (λ−(j(v)+1/2))2 for any half-integer
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index j(v) ∈ S2. Thus we obtain
n∑
i=1
(λ− i)2 +
∑
j(v)∈S2
(
(λ− j(v))2 −
(
λ−
(
j(v) +
1
2
))2
−
(
λ−
(
j(v)− 1
2
))2)
=
n∑
i=1
(λ−i)2+
∑
j(v)∈S2
(
(λ−j(v))2−(λ−j(v))2+(λ−j(v))− 1
4
−(λ−j(v))2−(λ−j(v))− 1
4
)
=
n∑
i=1
(λ− i)2 − r2
2
−
∑
j(v)∈S2
(λ− j(v))2.
With λ = (n + 1)/2, one immediately gets
∑n
i=1(λ− i)2 = (n3 − n)/12. More difficult is
considering the last sum; however, our choice of the half-integers in S2 is such that one
can verify the identity
∑
j∈S2
(λ− j(v))2 =
r2−1∑
j=0
j≡r2−1 mod 2
(
n+ 1
2
−
(
n+ 1
2
− j
))2
= 2
r2−1∑
j=0
j≡r2−1 mod 2
j2. (6.10)
If r2 − 1 is even, then the sum (6.10) becomes
8
(r2−1)/2∑
j=0
j2 = 8
r2−1
2
r2+1
2
r2
6
=
r32 − r2
3
.
If r2 − 1 is odd, the sum (6.10) becomes
2
r2∑
j=0
j2 − 2
r2−1∑
j=0
j=r2−1 mod 2
j2 =
r2(r2 + 1)(2r2 + 1)− (r2 + 1)3 + (r2 + 1)
3
=
r32 − r2
3
.
Collecting the results together, we finally get
2
( ∑
v∈∞K
(λ− j(v))2
)
= 2
(
n3 − n
12
− r2
2
− r
3
2 − r2
3
)1/2
=
√
n3 − n− 4r32 − 2r2
3
.
The two factors considered above are not easily improvable, so we look at what happens
to the remaining factor. Actually, we will focus onto the study of a more general function.
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Let ε1, . . . , εn ∈ C be complex numbers such that |εi| ≤ |εj| for i < j. Define the function
P (ε1, . . . , εn) :=
∏
1≤i<j≤n
∣∣∣∣1− εiεj
∣∣∣∣2 . (6.11)
Observe that we can always assume that the numbers εj are less or equal than 1 in absolute
value, because dividing every εi by |εn| does not change the values of the function P . Thus,
we can always think of P as a function defined on the set
{0 ≤ |ε1| ≤ |ε2| ≤ · · · ≤ |εn| ≤ 1}. (6.12)
The following theorem proves the classic estimate of the function P , which is the one used
in Remak-Friedman’s inequality, by means of a proper change of variables, which shifts
our problem to the estimate of a function defined over the (n− 1)-dimensional hypercube
[−1, 1]n−1.
Theorem 27 (Remak, Bertin). Let P (ε1, . . . , εn) be defined as in Equation (6.11). Then
|P (ε1, . . . , εn)| ≤ nn.
Proof. Define the following change of variables:
ρi := εi/εi+1 for i = 1, . . . , n− 1.
The positive function P (ρ1, . . . , ρn−1) can be now thought as a function defined over
[−1, 1]n−1, and an estimate over this larger set yields immediately the estimate we look
for. In this new setting, P can be rewritten as
P (ρ1, . . . , ρn−1) :=
n−1∏
i=1
n−1∏
j=i
∣∣∣∣∣1−
j∏
k=i
ρk
∣∣∣∣∣
2
.
The main part of the proof, which is explained with every detail in [7], is to show that
P (ρ1, . . . , ρn−1) is the square of the determinant of a matrix M whose columns have
euclidean norm less or equal than
√
n. As an example, when n = 3 the matrix M has the
form
M :=
 1 ρ1 ρ21ρ21 1 ρ2
ρ2 1 1.

The claim follows then by Hadamard’s Lemma ([61], Chapter 1, Section 1, Lemma IV),
which affirms that the absolute value of | detM | is bounded by the product of the euclidean
norms of its columns.
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Because of the difficulty given by the other two factors of Remak-Friedman inequality, it
appears that the only worthy attempt to improve the upper bound given by the inequality
is to get some upper bound for the function P which is better than nn. An additional
and helpful remark consists in observing that the function P should take into account the
signature of the fields we are dealing with: this could be achieved by considering the set
of Equation (6.12) but with the assumption that n = r1 + 2r2, that r1 variables are real
and the remaining 2r2 variables form r2 couples of complex conjugated numbers.
6.2.3 An improvement for totally real fields
In this section we present a much better estimate for the function P (ε1, . . . , εn) defined
in Equation (6.11) assuming that the numbers εj are assumed to be real. The result is
the key tool which allowed Astudillo, Diaz y Diaz and Friedman to get a classification of
totally real fields with minimum regulator in degree 8 and 9.
Theorem 28 (Pohst). Let n ≤ 11 and let ε1, . . . , εn be real numbers in [−1, 1] such that
|εi| ≤ |εj| if i < j. Then
P (ε1, . . . , εn) ≤ 4bn2 c.
Proof. Consider the change of variables ρi := εi/εi+1 for i = 1, . . . , n − 1 introduced
previously and define
Q(ρ1, . . . , ρn−1) :=
√
P (ρ1, . . . , ρn−1)
which is still a positive function. We look for an estimate of Q, which has a simpler form
than P , over the hypercube [−1, 1]n−1.
Let us analyze some cases in low dimension:
n = 2: the function Q is simply
Q(ρ1) = (1− ρ1)
which is obviously less or equal than 2, this value being attained in ρ1 = −1.
n = 3: the function Q has now the form
Q(ρ1, ρ2) = (1− ρ1)(1− ρ1ρ2)
(1− ρ2)
where the right hand side is assumed to be a product of all the written factors. An easy
optimization using the partial derivatives of Q shows that the global maximum is attained
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on the boundary, precisely on the point ρ1 = 0, ρ2 = −1 and that the maximum of Q is
again equal to 2.
n = 4: the function now assumes the form
Q(ρ1, ρ2) = (1− ρ1) (1− ρ1ρ2) (1− ρ1ρ2ρ3)
(1− ρ2) (1− ρ2ρ3)
(1− ρ3).
Considering all the 8 sign possibilities for ρ1, ρ2 and ρ3, one is able to show that for each
of these subcases Q is not bigger than 4: this fact is trivial when all the variables are
positive, being Q less than 1. For mixed signs, one can either gain information by using
the fact that (1 − ρi)(1 − ρiρj)(1 − ρj) is less than 2 or showing that the block of four
factors (1−ρ1ρ2)(1−ρ1ρ2ρ3)(1−ρ2)(1−ρ2ρ3) is less than 1, up to assuming some specific
sign conditions on the ρj’s.
The sharpest maximum, equal to 4, is attained on the boundary, in the point given by
ρ1 = −1, ρ2 = 0, ρ3 = −1.
For higher values of n up to 11, the sketch of the proof is the same: for any sign condition
on the ρj’s, one tries to estimate with the values 1 or 2 some blocks of four or three
factors respectively, and from the check of every case the claim follows. See [54] for the
details.
Remark 30. The result was claimed to be true for every n ∈ N: though this is very likely,
unfortunately the proof gave by Bertin in [7] seems not to work, because of incorrect
assumptions on the existence of the maximum points on the boundary of the hypercube.
This is indeed a consistent improvement for the function P , and consequently for Remak-
Friedman inequality, whenever the considered numbers are real: this corresponds to a
signature of the form (n, 0). This better result was precisely the reason which allowed
Astudillo, Diaz y Diaz and Friedman to classify the number fields with low regulator in
the signatures (8, 0) and (9, 0).
On the other side, one realizes that the classic estimate with nn is sharp for signatures
which are very near to be totally complex. This fact is proved in the following lemma,
for which there are no other references in the literature, and not just for totally complex
fields.
Lemma 8. Let n ∈ N be odd. Let ζn be a primitive n-th root of unity. Then
P (1, ζn, ζ
2
n, . . . , ζ
n−1
n ) = n
n.
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Let n ∈ N be even, and let ζn and ζ2n be primitive roots of unity of order n and 2n
respectively. Then
P (1, ζn, ζ
2
n, . . . , ζ
n−1
n ) = n
n = P (ζ2n, ζ
3
2n, . . . , ζ
2n−1
2n ).
Proof. Assume that n ∈ N is odd. The powers ζjn with j ∈ {0, 1, . . . , n− 1} are complex
numbers with absolute value equal to 1, and so we do not have problems with their order
of appearance in the function P : moreover, the value of every factor of P is unchanged
by multiplication with |ζjn| for some suitable j depending on the factor; thus
P (1, ζn, ζ
2
n, . . . , ζ
n−1
n ) =
∏
0≤i<j≤n−1
∣∣∣∣1− ζ inζjn
∣∣∣∣2 = ∏
0≤i<j≤n−1
∣∣ζ in − ζjn∣∣2
and the last term is identified as |disc(xn − 1)|, which is known to be equal to nn. The
procedure and the result are exactly the same if one assumes that n is even.
Now assume n to be even and consider the function P (ζ2n, ζ
3
2n, . . . , ζ
2n−1
2n ): being ζ
2j
2n = ζ
j
n
for every j ∈ {0, . . . , n− 1}, we have
P (ζ2n, ζ
3
2n, . . . , ζ
2n−1
2n ) =
∏
0≤i<j≤n−1
∣∣∣∣∣1− ζ2i+j2nζ2j+12n
∣∣∣∣∣
2
=
∏
0≤i<j≤n−1
∣∣∣∣1− ζ inζjn
∣∣∣∣2
and this value is equal to nn by the previous lines.
Remark 31. Lemma 8 shows that the classic estimate for P is sharp in the signature
(1, (n − 1)/2) when n is odd and in the signatures (0, n/2) and (2, (n − 2)/2) when n is
even.
So, on one side we have recalled a much better estimate whenever the signature of the
fields is (n, 0); on the other, we have seen that the classical estimate is sharp for signatures
which are very near to correspond to totally complex fields. It is then straightforward to
wonder if for mixed signatures one could get sharp upper bounds which are intermediate
between Pohst’s bound 4bn/2c and nn; moreover, the less real embeddings one takes into
account, the more these upper bounds should increase. Such a behaviour, if confirmed,
would provide not only improvements to Remak-Friedman inequality, but it would present
a nice duality with the growth of the discriminant, which instead becomes bigger the more
real embeddings one takes into account.
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6.3 Conjectural improvementes
6.3.1 Signatures (1, 1), (2, 1) and (3, 1)
The goal of this section is to study the behaviour of the functions which we are interested
in using for obtaining improvements on Remak-Friedman’s inequality.
Let n ∈ N be an integer greater than 1 and let (r1, r2) be a couple of non-negative integers
such that n = r1 + 2r2. Consider the set
An,r2 := {(ε1, . . . , εn) ∈ Cn : 0 ≤ |ε1| ≤ |ε2| ≤ · · · ≤ |εn| ≤ 1, r1 of the εj’s being real,
the remaining ones forming r2 couples of complex conjugated numbers}.
Define then the function
Q(n, r2, ·) : An,r2 → R
Q(n, r2, (ε1, . . . , εn)) :=
∏
1≤i<j≤n
∣∣∣∣1− εiεj
∣∣∣∣ .
The square of Q(n, r2, (ε1, . . . , εn)) is the number P (ε1, . . . , εn) defined in Equation (6.11).
We call the couple (r1, r2) the signature of the function Q(n, r2, ·), in order to agree
with the signature of number fields.
In the following we will always make a change of variables in order to obtain a function,
which by abuse of notation will be denoted again with Q(n, r2, ·), defined on the hypercube
[−1, 1]n−1. We define the number
M(n, r2) := max
(x1,...,xn−1)∈[−1,1]n−1
Q(n, r2, (x1, . . . , xn)),
the maximum of Q(n, r2, ·) over [−1, 1]n−1: thus P (ε1 . . . , εn) ≤M(n, r2)2 for every choice
of (ε1, . . . , εn) ∈ An,r2 .
If the εj’s are conjugates of a unit ε generating a number field of degree n and sig-
nature (r1, r2) we can replace the term n log n in Remak-Friedman’s Inequality with
2 logM(n, r2).
Corollary 6. By Pohst’s theorem, one has M(n, 0) = 2bn/2c for every n ≤ 11.
By Lemma 8 one has M(n, (n− 1)/2) = nn/2 for every odd integer n, and M(n, n/2)
= M(n, (n− 2)/2) = nn/2 for every integer even n.
In particular, from Corollary 6, we know that the maximum M(n, r2) of the function Q
cannot be improved for the least non real signatures, which are (1, 1), (2, 1) and (0, 2).
However, in the following lines we show how to recover the corresponding value of M(n, r2)
129
with an approach different from the one used in Lemma 8, instead, we will try to imitate
Pohst’s proof for the totally real signatures, making some tricky change of variables and
studying Q(n, r2, ·) analytically.
• Consider first the signature (1, 1). Given (ε1, ε2, ε3) ∈ A3,1, let us assume for sim-
plicity that ε1 is real and |ε2| = |ε3| = 1 with ε2 = ε¯3. Call x := ε1 and g = cos θ
with exp(iθ) = ε2; then (x, g) ∈ [−1, 1]2 and the function Q(3, 1, ·) is extended over
[−1, 1]2 assuming the form
Q(3, 1, (x, g)) := (1− 2xg + x2)
2
√
1− g2
where the right hand side is assumed to be a product of all the written factors.
Then Q(3, 1,−x,−g) = Q(3, 1, x, g) and it is immediately seen to be maximized in
the point (1,−1/2) providing the value 33/2, which is exactly M(3, 1). One notices
that, thanks to the previous change of variables, this choice of x and g corresponds
exactly to the third roots of unity which are known to give the correct value of
M(3, 1) by Lemma 8.
If one supposes instead that ε3 is a real number and that ε1 = ε¯2, then the boundary
condition given by A3,1 yields ε3 ∈ {±1} and we can take ε3 = 1 without loss of
generality (otherwise, one simply changes the sign to all the εj’s). Being ε1 =
r exp(iθ) with r ∈ [0, 1] and g = cos(θ) ∈ [−1, 1], the function Q(3, 1, ·) can be
extended again over [−1, 1]2 and becomes
Q(3, 1, (r, g)) := (1− 2rg + r2) · 2√1− g2
which again is maximized in the point (r, g) = (1,−1/2) corresponding to the third
roots of unity and provides a maximum equal to 33/2.
• Let us check now what happens for the signature (2, 1): for simplicity, we examine
only the case when ε1 and ε2 are real, while ε3 and ε4 are complex conjugated.
Define then x := ε1/ε2, y := ε2 and g := cos(θ) where ε3 = exp(iθ); we have
(x, y, g) ∈ [−1, 1]3 and again we can extend the function Q(2, 1, ·) over the hypercube
obtaining the expression
Q(4, 1, (x, y, g)) = (1− x) (1− 2xyg + (xy)2)
(1− 2yg + y2)
2
√
1− g2.
We know that this function is estimated by M(4, 1) = 16: one verifies that this
value is attained precisely in the point (x, y, g) = (−1, 1, 0), which corresponds to
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the 4-th roots of unity via the change of variables.
Studying the remaining cases given by the different choices for index representing
the complex conjugated numbers and the corresponding change of variables (x, y, g),
one verifies that the maximum of Q(4, 1, (x, y, g)) is always attained in (−1, 1, 0).
• For the signature (0, 2) we do not have to consider different subcases: in fact, we
always have ε¯1 = ε2 and ε¯3 = ε4 and we can write ε1 = r exp(iθ), ε3 = s exp(iφ)
with 0 ≤ r ≤ s ≤ 1. Defining x := r/s, g := cos θ and h := cosφ, the function
Q(4, 2, ·) assumes the form
Q(4, 2, (x, g, h)) = 4
√
1− g2√1− h2·
((1 + x2)2 − 4x(1 + x2)gh+ 4x2(−1 + g2 + h2)).
We know again that this function is maximized by M(4, 2) = 16, and this value
is precisely attained in the point (x, g, h) = (1, 1/
√
2,−1/√2) which corresponds
exactly to the numbers εj = ζ
2j+1
8 via the change of variables.
Signature (3, 1) is the first one for which we no longer have information due to Lemma
8, so let us begin its study by assuming again that ε4 and ε5 are complex conjugated: with
the change of variables x := ε1/ε2, y := ε2/ε3, z := ε3, g := cos(θ) where ε4 = exp(iθ), the
function Q(5, 1, ·) can be extended over [−1, 1]4 and assumes the form
Q(5, 1, (x, y, z, g)) = (1− x) (1− xy) (1− 2xyzg + (xyz)2)
(1− y) (1− 2yzg + (yz)2)
(1− 2zg + z2)
2
√
1− g2.
Without any previous knowledge of M(5, 1), we are forced to study this function from an
analytic point of view.
Lemma 9. The maximum of Q(5, 1, (x, y, z, g)) is attained at a point (x, y, z, g) with
z = 1 and g 6= ±1.
Proof. Observe that the function Q is not negative over [−1, 1]4 and is strictly positive
in the interior (−1, 1)4, and so the maximum of Q coincides with the one of logQ. Let
us assume that the maximum is attained in a point (x, y, z, g) such that (z, g) ∈ (−1, 1)2.
Then we have {
∂z logQ = 0
∂g logQ = 0
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and this system of partial derivatives has the form
∑3
j=1
−2αjg+2α2jz
1−2αjzg+α2jz2
= 0 (I)
− g
1−g2 +
∑3
j=1
−2αjz
1−2αjzg+α2jz2
= 0 (II)
where α1 := xy, α2 := y, α3 := 1.
Now we manipulate the lines of the system to get
0 = z · (I)− g · (II) =
3∑
j=1
−2αjgz + 2α2jz2
1− 2αjzg + α2jz2
+
g2
1− g2 +
3∑
j=1
2αjgz
1− 2αjzg + α2jz2
=
g2
1− g2 +
3∑
j=1
2α2jz
2
1− 2αjzg + α2jz2
.
Every term in the above sum is non-negative, and so we must have g = 0 and αjz = 0
for every j; being α3 = 1, it must be z = 0. Thus the maximum should be attained in
a point (x, y, z, g) which satisfies the condition (z, g) = (0, 0): but Q(5, 1, (x, y, 0, 0)) =
2Q(3, 0, (x, y)), which by Pohst’s Theorem is bounded by 2 · 4 = 8. This estimate is
clearly in contradiction with the behaviour of Q(5, 1, ·) because Q(5, 1, (0,−1, 1, 0)) =
Q(4, 1, (−1, 1, 0)) = 16; thus the maximum point must have the parameters (z, g) on the
boundary of [−1, 1]2.
Now, the values g = ±1 force Q to be 0, and so we are left with z = ±1 and g 6= ±1.
Being
G(x, y, z, g) = G(x, y,−z,−g)
we can finally assume z = 1 and g 6= ±1.
Thanks to this lemma, the function Q(5, 1, ·) assumes now the form
Q(5, 1, (x, y, 1, g)) = (1− x) (1− xy) (1− 2xyg + (xy)2)
(1− y) (1− 2yg + (y)2)
4(1− g)√1− g2
and we study now its maximum.
Conjecture 1. The maximum of Q(5, 1, (x, y, 1, g)) is 16.6965 . . . and is attained at the
point (x, y, z, g) = (1/
√
7,−1, 1, 1/(2√7)).
(Almost) proof:
Let us first define the function
R(x, y, 1, g) = (1− x) (1− xy) (1− 2xyg + (xy)2)
(1− y) (1− 2yg + (y)2)
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which satisfies the relation
Q(5, 1, (x, y, 1, g)) = R(x, y, 1, g)4(1− g)
√
1− g2.
This choice is done in order to study the partial derivatives with respect to x and y without
carrying the factor which depends only on g. Let so Rx(x, y, 1, g) := ∂xR(x, y, 1, g) and
Ry(x, y, 1, g) := ∂yR(x, y, 1, g).
The research of the maximum point of Q(5, 1, ·) is carried by starting a numerical search
on PARI for the values that the function Q assumes over specified sub-regions of [−1, 1]3,
each search depending on a value of g in a discrete, yet very refined finite set.
In fact, let us vary the value of g between −0.999 and 0.999, with steps of size 1/1536:
for any of these choices, one studies the following quantities:
• The maximum of Q(5, 1, (x,−1, 1, g)) over x ∈ [−1, 1]: this condition means that we
have assumed the only meaningful boundary condition on y (because the function
is equal to zero if y = 1) and we look for the maximum value by selecting nu-
merically, via the command polrootsreal(), the real roots of the partial derivative
Rx(x,−1, 1, g) such that |x| ≤ 1, and computing Q(5, 1, ·) for such values of x.
• The maximum of Q(5, 1, (−1, y, 1, g)) over y ∈ [−1, 1]: the process is similar to
the one described above and this time we look for the real roots of Ry(−1, y, 1, g),
evaluating then Q(5, 1, ·) over the roots y such that |y| ≤ 1.
• The maximum of Q(5, 1, (x, y, 1, g)) over the open set {(x, y) ∈ (−1, 1)2}: this study
is carried by computing the common real roots of the polynomials Rx(x, y, 1, g) and
Ry(x, y, 1, g) and evaluating then the function Q(5, 1, ·) over the roots (x, y) with
|x| < 1 and |y| < 1. The numerical computation of the roots is done by studying
the roots of the resultant of Rx and Ry with respect to the variable x: the needed
PARI command is polresultant().
For every choice of g in our interval, one plots the obtained values and looks for the regions
where higher absolute values are obtained. By this process, one notices that higher values
are obtained with the boundary condition y = −1, and we can just reduce our study on
this boundary. In fact, even if we have studied just a finite set of values for g, the fact
that Q(5, 1, ·) is the square root of a polynomial implies that studying its behaviour on an
equi-distributed and very refined set of values for g should provide the previous maximum
values with fair enough precision.
With this assumption the function Q(5, 1, (x,−1, 1, g)) becomes now
Q(5, 1, (x,−1, 1, g)) = 16(1− x2)(1 + 2xg + x2)(1− g2)3/2
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and we now look for the maximum of this function, this time with a precise analytic study.
Surely x must not be equal to ±1, otherwise the function is zero, and thus we must look
for x ∈ (−1, 1): in order to study the partial derivative with respect to x let us consider
the factors which depend on x by defining
S(x, g) := (1− x2)(1 + 2xg + x2).
We have Sx(x, g) := ∂S/∂x(x, g) = −4x3 − 6gx2 + 2g and we study Sx(x, g) = 0: this
equation gives the condition
g =
2x3
1− 3x2 (6.13)
and one verifies that the function g(x) above has positive derivative
g′(x) := 6x2(1− x2)/(1− 3x2)2
over x ∈ [−1, 1]2, which in turn implies that the Equation (6.13) gives a bijective corre-
spondence: thus, for every value of g ∈ (−1, 1), there is a unique x := x(g) ∈ (−1, 1) such
that S(x(g), g) = 0.
We finally study 16S(x(g), g)(1− g2)3/2: derive it in g to get[
∂S
∂x1
(x(g), g)
∂x(g)
∂g
+
∂S
∂x2
(x(g), g)
]
(1− g2)3/2 + S(x(g), g)(−3g)(1− g2)1/2 = 0.
By definition of x(g) we have ∂S
∂x1
(x(g), g) = 0 and so
∂S
∂x2
(x(g), g)(1− g2) + S(x(g), g)(−3g)
= 2x(1− x2)(1− g2)− 3g(1− x2)(1 + 2xg + x2) = 0.
Being the maximum not attained for x = ±1, we reduce ourselves to study
2x(1− g2)− 3g(1 + 2xg + x2) = 0.
Using the relation (6.13) in this equation we finally get
−14x7 + 30x5 − 18x3 + 2x
9x4 − 6x2 + 1 = 0.
The numerator factorizes as x(x2−1)2(7x2−1), and the only zeros which do not annihilate
the function are attained in x = ±1/√7, which from Equation (6.13) give g = ±1/(2√7):
evaluating Q(5, 1, (1/
√
7,−1, 1, 1/(2√7))) we get the maximum value 16.6965 . . . 
134
Remark 32. The procedure shown above cannot be considered as a proof, because of
the discrete process given by considering a finite, even if large, number of points instead
of continuous intervals, and this is why we prefer refer to the lines above as part of a
conjecture.
Remark 33. In the PARI program used for the computation, some errors resulted while
evaluating the resultant over y = 0: however, this is not a real problem, because
Q(5, 1, (x, 0, 1, g)) = (1− x)4(1− g)
√
1− g2 ≤ 2 · 3
√
3 ≤ 6
√
3 < 12
and meanwhile we know that Q(5, 1, (0,−1, 1, 0)) = Q(4, 1, (−1, 1, 0)) = 16, so that surely
an absolute maximum point for our original function cannot be over y = 0.
Remark 34. Even if the conjecture was actually proved, we could not conclude that
M(5, 1) = 16.6965 . . . because we would have proved an estimate just for the rearrange-
ment of the function Q(5, 1, (ε1, . . . , ε5)) given by the assumption that ε4 and ε5 are the
unique complex non real numbers and are conjugated. Different choices for the ordering
of the complex variables provide other change of variables for Q(5, 1, ·) which in turn give
harder functions to estimate directly. The difficulty is given by the fact that we are not
able to reduce the number of variables from 4 to 3, and this forces the algorithmic process
to be too much heavy in the computation of the resultants.
6.3.2 Empirical tools and conjectures on the upper bounds
As described in the previous lines, we are currently not able to prove that M(5, 1) =
16.6965 . . . because we cannot make a good study of the different orderings which cover
all the possibilities for the function Q(5, 1, ·). Whenever we increase the degree and we
change the signature, the situation becomes more and more complicated: the functions
Q(n, r2, ·) become polynomials of several variables with very bad shape, of which we are
not able to prove anything in a rigorous way.
We decided then to content ourselves and to get only a conjectural estimate of the maxima
M(n, r2), in order to see how these values would modify the study of minimum regulators
given by Remak-Friedman’s inequality.
We have pursued several ways for looking for good empirical approximations of M(n, r2):
we present the two most fruitful and enlightening ones.
• First of all, we have tried some numerical simulation on PARI/GP, by simply com-
puting many values of the functions Q(n, r2, ε1, . . . , εn) on random numbers in An,r2
(thus respecting all the ordering and complex conjugation requests). The tests were
repeated several times, each time saving the maximum value obtained, and saving
also the points in which these values were attained.
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• We applied the Matlab Optimization Toolbox [46] to any variables ordering of any
function Q(n, r2, · · · ) to guess the maximum values of these functions and the points
in which they were attained. The test were repeated several times, changing the
starting points for the algorithms.
The two procedures illustrated above gave almost identical values for the desired maxima
and the points on which these values are attained. In Table 6.1 we give the conjectured
upper bounds M(n, r2), and from that we form the following conjectures:
Conjecture 2. The values proposed in Table 6.1 are the actual values of M(n, r2).
Conjecture 3. For every r2 ∈ N there exists C(r2) ∈ N such that M(n + 2, r2) =
2M(n, r2) for every n ≥ C(n, r2).
Conjecture 4. C(0) = 2 and for every n ≥ C(0), after a suitable change of variables, the
maximum value M(n, 0) is attained in the point (x1, · · · , xn) = (0,−1, 0,−1, . . . , 0,−1)
for n even and (−1, 0,−1, . . . , 0,−1) for n odd.
Conjecture 5. C(1) = 4 and for every n ≥ C(1), after a suitable change of variables, the
maximum value M(n, 1) is attained in (x1, . . . xn−3, xn−2, g) = (−1, 0,−1, 0, . . . ,−1, 0) for
n even and (x1, . . . xn−3, xn−2, g) = (−1/
√
7,−1,−1/√7,−1, . . . ,−1/√7,−1, 1, 1/(2√7)).
r2
n
2 3 4 5 6 7 8
0 2 2 4 4 8 8 16
1 33/2 16 16.6965 . . . 32 2 · 16.6965 . . . 64
2 16 55/2 66/2 245.8193 . . . 77/2
3 66/2 77/2 88/2
4 88/2
Table 6.1: The conjectured values for M(n, r2).
6.3.3 Application to the minimum regulator problem
In this final section we present how we can apply the conjectural estimates for the num-
bers M(n, r2) to classify number fields of degree n and signature (r1, r2) with minimum
regulator: if these estimates were true, the novelty of our result would consist in sub-
stituting the term n log n in Remak-Friedman’s inequality with the term 2 logM(n, r2),
which for several signatures could produce consistent improvements.
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We begin by looking at signature (6, 1): in Section 6.2.1, we pointed out that, assum-
ing R0 = 7.14, a number field with signature (6, 1) and RK ≤ R0 has discriminant dK
bounded in absolute value by exp(43.7698) thanks to Remak-Friedman’s inequality, and
that this quantity is unfeasible by the classification method because 4g(exp(−43.7698))
is a negative number with huge absolute value.
But now let us use the conjectural term 2 logM(8, 1) = 2 log 64 = 12 log 2 instead of the
classic term 8 log 8 = 24 log 2. Then, with the same choice of R0, we get that a number field
of the desired signature with RK ≤ R0 must have |dK | ≤ exp(35.452): this result is much
better because 4g(exp(−35.452)) = 136.8956 . . . > R0 and it allows to reduce the range of
discriminants that should be considered. From the fact that we know that there exactly 8
fields with signature (6, 1) and |dK | ≤ 79259702 , and that 4g(1/79259702) = 7.48749 . . .,
we get that a number field with RK ≤ 7.14 must be in our complete list of 8 fields, and
the precise computation of the regulators show that there is a unique field of this kind,
which is the one generated by the polynomial x8 − 5x6 − x5 + 7x4 + 4x3 − 4x2 − 2x+ 1,
which has minimum discriminant −65106259 and regulator 7.13506 . . .
We could actually get something more: in fact, the computation 4g(1/79259702) =
7.48749 . . . suggest to try to use our conjectural improvement to detect the number fields
with signature (6, 1) and RK ≤ 7.48: then the improvement on Remak-Friedman’s esti-
mate would give |dK | ≤ exp(35.6632), and 4g(exp(−35.6632)) = 102.264 . . . > 7.48.
Theorem 29. Suppose the value of M(8, 1) given in Table 6.1 is correct. Then there
exist exactly 4 number fields K of signature (6, 1) with regulator RK ≤ 7.48, and they
are the 4 fields with this signature and |dK | = 65106259, 68494627, 68856875, 69367411,
having RK = 7.13506 . . . , 7.38088 . . . , 7.41473 . . . , 7.4303 . . . respectively.
It seems however that (6, 1) is the only signature in degree 8 for which one can obtain
results by the conjectural estimates. Surely signature (2, 3) is not affected because we
know that M(8, 3) = 88/2 by Lemma 8, so that in this case we are still stuck with the
previous estimate given by Remak-Friedman’s inequality.
For what concerns signature (4, 2), we would have an improvement given by using the
(conjectured) correct value 2 logM(8, 2) = 2 log
(
77/2
)
= 7 log 7 instead of the upper
bound 8 log 8. Unfortunately, using again R0 = 2.298 as in Section 6.2.1, the new es-
timate would imply that number fields with signature (4, 2) and RK ≤ R0 must have
|dK | ≤ exp(35.3463), and 4g(exp(−35.3463)) = −166.2009 . . .; not even the adaptations
described in [3] seems to work.
The only thing we can conclude for signature (4, 2) is that a field K with RK ≤ 2.298
must be either the field generated by the polynomial x8 − x6 − 6x5 + 3x3 + x2 + 2x− 1,
having discriminant 15243125 and regulator 2.2977. . . or some possible field K with |dK | ∈
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(20829049, exp(35.3463)).
We could get some improvement for the signature (3, 1) by means of the conjectural
value M(5, 1) = 16.6965 . . ., and this application would give a better classification than
the one used in [3].
In fact, suppose we want to detect all the number fields with this signature which have
RK ≤ 1.73. The usual estimate by Remak-Friemdman’s inequality would give the ge-
ometric bound |dK | ≤ exp(18.5126): being this upper bigger than c∂K := 391125.11,
which is the lower bound for which fields of signature (3, 1) admit non-principal different
ideal, we must use the factor 2 instead of the factor 4 in our computations, and one has
2g(exp(−18.)) = 1.5608 . . ..
If instead we replace the factor 5 log 5 with 2 logM(5, 1) = 2 log (16.6965) . . ., the new ge-
ometric bound becomes |dK | ≤ exp(16.8961) and one has 2g(exp(−16.8961)) = 3.404 . . .
The paper [3] already presented the computation 2g(1/c∂K ) = 2.158 . . . and so we must
just look for smaller upper bounds using the factor 4 in the computations. We have
in fact 4g(1/48000) = 2.157 . . ., and thus we get that any field of signature (3, 1) with
RK ≤ 2.15 must have |dK | ≤ 48000. Studying the list containing these fields coming from
the Klu¨ners-Malle Database [37], we get the following result.
Theorem 30. Suppose the value of M(5, 1) given in Table 6.1 is correct. Then any
number field with signature (3, 1) and |dK | > 48000 must have RK > 2.15; among the 145
fields of this signature with |dK | ≤ 48000 there exist exactly 40 fields with RK ≤ 2.15, and
they satisfy |dK | ≤ 25679.
Remark 35. If one computes the regulators of the fields of signature (3, 1) with |dK | ≤
48000 using the suitable command in PARI/GP, one notices that the sufficient condition
given by Inequality (6.7) is not always satisfied, because for some of these fields we get
values of m which are greater than 2.
This problem can be avoided by looking at the decomposition of the prime 2 in OK : in
fact, one can verify that for each one of these fields there exists at least one prime ideal
of OK with norm 2, and most of the times there are two ideals of norm 2: so one can
replace the denominator of Inequality (6.7) with
4 ·
(
g
(
1
|dK |
)
+ c · g
(
4
|dK |
))
(6.14)
where c ∈ {1, 2} depending on the number of ideals of norm 2 in K, and this replacement
allows to get m < 2, so that the computed regulators are in fact the true ones.
Finally, let us see what would happen in the degree 7 and signature (5, 1) if the value
M(7, 1) = 2 · 16.6965 . . . is correct: we want to classify the number fields of signature
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(5, 1) with RK ≤ 8.
Putting R0 := 8, the geometric bound given by Remak-Friedman inequality would give the
value exp(37.0334) > exp(20.1) =: c∂K , which would not be useful because 2g(exp(−37.0334)) =
−527.6403 . . .. By replacing the factor 7 log 7 with 2 logM(7, 1) = 2 log(2 · 16.6965 . . .),
we obtain instead the upper bound |dK | ≤ exp(30.4288) which is way better because
2g(exp(−30.4288)) = 10.2565 . . . > R0.
Now, 2g(1/c∂K ) = 13.705 . . . and so we can use the factor 4: one verifies that 4g(1/(2 ·
107)) = 8.1578 . . ., and so we must look at the 528 number fields of signature (5, 1) with
|dK | ≤ 2 · 107. Just as for the previous remark, the values of the regulators of these fields
given by PARI/GP are correct, because either the integer number m in Inequality (6.7)
is less than 2, or it becomes less than 2 when one replaces the denominator of Inequality
(6.7) with the term (6.14), and so we get the following theorem.
Theorem 31. Suppose the value of M(7, 1) given in Table 6.1 is correct. Then any
number field with signature (5, 1) and |dK | > 2 · 107 must have RK > 8; among the 528
fields of this signature with |dK | ≤ 2 · 107 there exist exactly 135 fields with RK ≤ 8, and
they satisfy |dK | ≤ 11755159.
This theorem would be an improvement to the result of [24].
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Part IV
Appendix
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Data from the algorithms
In this appendix section, we present some computational data related to the runs of the
algorithmic procedure for the classification of number fields with bounded discriminant
described in Chapter 5. We recall that the programs used by the author and the polyno-
mials found during the runs of the procedure can be found at
http://www.mat.unimi.it/users/battistoni/index.html.
Every presented table depends on:
• Signature of the investigated fields;
• Value of the parameter N , which is the absolute value of either a8 or a9, depending
on the degree of the fields being either 8 or 9;
• Parity of the evaluation in 1 of the polynomials p(x) produced in the algorithm: the
difference is chosen in order to expose that almost every polynomial providing the
suitable fields derives from a case where p(1) is odd.
Every table presents the following values:
• A value for the coefficient a1, ranging from 0 to −4;
• A value for the coefficient a8 (a9) which can be either N or −N ;
• The time spent for the computations in the run launched with the given data;
• The number of polynomials created in the corresponding run;
• The number of polynomials in the run which survived the test;
• The number of suitable fields (up to isomorphism) detected in the corresponding
run.
The algorithm was launched on the computational cluster of the Institut de Mathe´matiques
de Bordeaux, on the cluster HORIZON of Dipartimento di Matematica dell’Universita`
degli Studi di Milano and on the cluster INDACO of Universita` degli Studi di Milano.
Remark 36. At some point in the tables, the number of polynomials surviving the test
decrease drastically respect to the previous data. This difference is due to the introduction
of the coredisc() condition described in Chapter 5, which was implemented during the
Atelier PARI/GP which took place in Bordeaux during January 2019.
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Signature (2,3)
Table 6.2: N = 1, p(1) odd
a1 a8 time #p(x) created #p(x) survived # fields
0 1 9 m, 36 s 86675321 708698 46
0 -1 12 m, 47 s 87266074 1405030 51
1 1 18 m, 36 s 130082902 1365507 49
1 -1 23 m, 19 s 130837280 2422481 51
2 1 20 m, 40 s 125942700 1553596 53
2 -1 25 m, 15 s 126723535 2652440 53
3 1 28 m, 53 s 126267044 1569951 50
3 -1 32 m, 0 s 126759623 2495219 51
4 1 46 m, 8 s 153516283 1283199 56
4 -1 48 m, 39 s 153758399 1777727 54
Table 6.3: N = 1, p(1) even
a1 a8 time #p(x) created #p(x) survived # fields
0 1 3 m, 55 s 21428574 1066 0
0 -1 4 m, 18 s 21563567 2662 1
1 1 8 m, 4 s 33563227 3061 0
1 -1 7m, 53 s 33744575 6067 1
2 1 10 m, 34 s 32889347 4734 0
2 -1 10 m, 9 s m 33079350 8864 0
3 1 16 m, 2 s 33130978 3708 0
3 -1 15 min, 48 s 33272615 5673 1
4 1 34 m, 51 s 35142317 3522 0
4 -1 35 m, 34 s 35190489 6572 1
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Signature (4,2)
Table 6.4: N = 1, p(1) odd
a1 a8 time #p(x) created #p(x) survived # fields
0 1 1 h, 37 m, 44 s 1277978266 1120766 31
0 -1 1 h, 40 m, 25 s 1280596696 601865 27
1 1 3h, 15 m, 10 s 1959119583 2706272 36
1 -1 3 h, 9 m, 1 s 1962391324 1222348 35
2 1 3h, 17 m, 26 s 1643511207 3045442 33
2 -1 3 h, 11 m, 9 s 1646498913 1047607 34
3 1 4 h, 5 m, 5 s 1618437106 3664299 35
3 -1 4 h, 54 m, 15 s 1621282936 1652741 35
4 1 6 h, 29 m, 48 s 1753331082 3606483 36
4 -1 6 h, 26 m, 44 s 1754659076 2721034 36
Table 6.5: N = 1, p(1) even
a1 a8 time #p(x) created #p(x) survived # fields
0 1 1 h, 0 m, 50 s 306988761 2726 0
0 -1 55 m, 56 s 307590353 1310 0
1 1 2 h, 22 m, 34 s 521827017 6448 0
1 -1 2 h, 26 m, 58 s 522749091 2307 0
2 1 2h, 36 m, 34 s 400989306 7460 1
2 -1 2 h, 38 m, 11 s 401699553 2417 0
3 1 3 h, 34 m, 0 s 391723479 9779 0
3 -1 3 h, 8 m, 3 s 392393757 4991 0
4 1 5 h, 54 m, 50 s 455177646 11844 0
4 -1 5 h, 56 m, 39 s 455503227 9286 0
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Signature (6,1)
Table 6.6: N = 1, p(1) odd
a1 a8 time #p(x) created #p(x) survived # fields
0 1 19 h, 27 m, 3 s 15878290619 5853 4
0 -1 19 h, 40 m, 49 s 15889378178 17834 3
1 1 30 h, 50 m, 36 s 22999940351 9226 7
1 -1 29 h, 36 m, 42 s 23009638906 23145 4
2 1 34 h, 2 m, 24 s 21655304221 12714 6
2 -1 33 h, 11 m, 37 s 21670342460 20288 5
3 1 41 h, 59 m, 23 s 20669410904 18738 7
3 -1 41 h, 13 m, 59 s 20684431832 18290 4
4 1 80 h, 58 m, 12 s 21915140316 22900 5
4 -1 80 h, 52 m, 2 s 21926999910 12289 4
Table 6.7: N = 1, p(1) even
a1 a8 time #p(x) created #p(x) survived # fields
0 1 12 h, 5 m, 31 s 4006752728 3 0
0 -1 10 h, 28 m, 57 s 4009593574 66 0
1 1 22 h, 44 m, 36 s 5550034483 5 0
1 -1 19 h, 47 m, 17 s 5552358577 83 0
2 1 25 h, 54 m, 10 s 5324018404 7 0
2 -1 25 h, 34 m, 37 s 5327751601 67 0
3 1 35 h, 44 m, 8 s 5281851819 19 0
3 -1 35 h, 8 m, 58 s 5285738866 58 0
4 1 78 h, 38 m, 51 s 5334734422 27 0
4 -1 77 h, 45 m, 14 s 5337685001 34 0
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Signature (1,4)
Table 6.8: N = 1, p(1) odd, a1 = 0, a9 = 1
S2 time #p(x) created #p(x) survived # fields
12 2 h, 49 m, 27 s 715088104 3089563 11
10 3 h, 9 m, 44 s 1201171516 4797023 8
8 5 h, 10 m, 20 s 1943438943 7976985 11
6 7 h, 4 m, 32 s 2462855901 10430195 18
4 7 h, 29 m, 11 s 2517993623 11044870 22
2 8 h, 8 m, 9 s 2643279263 11852922 24
0 7 h, 57 m, 47 s 2566834761 11891205 22
-2 8 h, 23 m, 43 s 2644627400 12215694 20
-4 7 h, 47 m, 57 s 2478820937 11490331 19
-6 8 h, 35 m, 18 s 2363593813 10583390 9
-8 7 h, 20 m, 52 s 1997283285 8714424 14
-10 5 h, 59 m, 20 s 1675247720 6703701 8
-12 5 h, 8 m, 50 s 1252879071 4710494 6
Table 6.9: N = 1, p(1) odd, a1 = 0, a9 = −1
S2 time #p(x) created #p(x) survived # fields
12 3 h, 7 m, 18 s 715620502 3270302 9
10 4 h, 48 m, 9 s 1202988900 5170865 9
8 6 h, 21 m, 20 s 1943729657 8660083 19
6 7 h, 39 m, 34 s 2462847356 11644867 24
4 10 h, 20 m, 3 s 2519779091 12386930 29
2 10 h, 37 m, 56 s 2645640318 13281743 20
0 10 h, 8 m, 56 s 2568660876 13093053 36
-2 10 h, 11 m, 7 s 2645581822 13039021 29
-4 9 h, 9 m, 20 s 2478330191 11718153 23
-6 8 h, 19 m, 25 s 2361565243 10270425 25
-8 6 h, 5 m, 50 s 1994470283 8063187 18
-10 5 h, 6 m, 30 s 1672690064 5958283 5
-12 3 h, 36 m, 22 s 1251334957 3856259 11
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Table 6.10: N = 1, p(1) odd, a1 = −1, a9 = 1
S2 time #p(x) created #p(x) survived # fields
13 4 h, 41 m, 12 s 952047563 3866319 4
11 6 h, 37 m, 48 s 1558616154 5433798 19
9 10 h, 23 m, 20 s 2494921045 9435874 19
7 15 h, 22 m, 49 s 3557147123 14678721 30
5 16 h, 37 m, 9 s 3785641496 16679614 38
3 16 h, 46 m, 58 s 3828884005 17164254 41
1 17 h, 0 m, 10 s 3832830065 17940374 36
-1 16 h, 54 m, 12 s 3822877795 17923143 37
-3 18 h, 31 m, 58 s 3762853483 17907633 35
-5 13 h, 15 m, 17 s 3615234404 16778405 30
-7 10 h, 26 m, 50 s 3269688842 14600904 21
-9 11 h, 22 m, 23 s 2769039197 11623983 18
-11 9 h, 34 m, 16 s 2096497567 8258592 10
Table 6.11: N = 1, p(1) odd, a1 = −1, a9 = −1
S2 time #p(x) created #p(x) survived # fields
13 5 h, 18 m, 48 s 950202957 5391690 15
11 7 h, 47 m, 53 s 1556110305 7643725 18
9 11 h, 24 m, 5 s 2493608996 12732997 33
7 15 h, 55 m, 38 s 3556887375 19429002 32
5 17 h, 41 m, 50 s 3785354697 22688277 47
3 18 h, 14 m, 38 s 3828868936 23761422 37
1 17 h, 15 m, 47 s 3832854314 24724536 49
-1 17 h, 0 m, 56 s 3823220237 24300024 41
-3 16 h, 21 m, 36 s 3764228299 23444963 48
-5 15 h, 9 m, 18 s 3618172259 21028595 40
-7 13 h, 26 m, 19 s 3274835793 17780238 35
-9 9 h, 46 m, 59 s 2773480926 13767779 29
-11 8 h, 6 m, 39 s 2099537336 9657739 21
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Table 6.12: N = 1, p(1) odd, a1 = −2, a9 = 1
S2 time #p(x) created #p(x) survived # fields
12 6 h, 13 m, 29 s 1239519400 2980012 20
10 9 h, 8 m, 9 s 1957520994 4985198 26
8 14 h, 0 m, 24 s 3123125685 8992737 31
6 16 h, 4 m, 36 s 3616843593 11059253 37
4 16 h, 54 m, 51 s 3825661728 12173850 36
2 16 h, 51 m, 16 s 3735947301 12344096 30
0 17 h, 14 m, 42 s 3825543375 13173928 35
-2 16 h, 39 m, 11 s 3674298427 12947661 30
-4 16 h, 14 m, 53 s 3643262296 13031280 25
-6 14 h, 43 m, 25 s 3281758174 11643263 21
-8 13 h, 34 m, 28 s 2978565941 10159860 13
-10 12 h, 19 m, 17 s 2416937863 7810868 17
Table 6.13: N = 1, p(1) odd, a1 = −2, a9 = −1
S2 time #p(x) created #p(x) survived # fields
12 7 h, 23 m, 45 s 1233930720 5655239 18
10 11 h, 12 m, 1 s 1952394908 9124727 23
8 15 h, 27 m, 33 s 3121233139 15820322 33
6 17 h, 25 m, 25 s 3614703383 19917140 43
4 16 h, 27 m, 54 s 3823031427 22009048 37
2 20 h, 1 m, 30 s 3733483113 22361141 38
0 20 h, 19 m, 33 s 3822843586 23333309 44
-2 19 h, 40 m, 15 s 3671777272 22416200 47
-4 19 h, 7 m, 2 s 3641792420 21832704 34
-6 17 h, 7 m, 2 s 3641792420 21832704 34
-8 16 h, 5 m, 2 s 2981353759 16229576 40
-10 13 h, 45 m, 23 s 2418670854 12033190 30
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Table 6.14: N = 1, p(1) odd, a1 = −3, a9 = 1
S2 time #p(x) created #p(x) survived # fields
13 10 h, 3 m, 3 s 1269199540 3023598 13
11 13 h, 57 m, 20 s 1959314162 4854507 13
9 19 h, 17 m, 11 s 3091275511 7931980 31
7 24 h, 6 m, 31 s 4300233823 11250694 33
5 25 h, 31 m, 30 s 4673327487 12698948 32
3 25 h, 9 m, 57 s 4748218467 13272736 36
1 25 h, 21 m, 57 s 4658106986 13890402 37
-1 25 h, 20 m, 50 s 4464518947 14003141 26
-3 24 h, 56 m, 11 s 4185895829 13907828 30
-5 24 h, 29 m, 51 s 3834723637 13009017 23
-7 23 h, 31 m, 49 s 3422501725 11637493 17
-9 22 h, 40 m, 29 s 3021506300 9773606 12
-11 21 h, 16 m, 16 s 2564976695 7528537 5
Table 6.15: N = 1, p(1) odd, a1 = −3, a9 = −1
S2 time #p(x) created #p(x) survived # fields
13 11 h, 13 m, 27 s 1264947933 4573313 15
11 15 h, 54 m, 33 s 1952998953 7389536 18
9 22 h, 29 m, 52 s 3085567875 13816914 23
7 33 h, 29 m, 46 s 4296889053 20951361 42
5 35 h, 12 m, 32 s 4668409371 24454171 46
3 35 h, 35 m, 12 s 4742328112 26063227 46
1 35 h, 44 m, 34 s 4653043055 27819797 47
-1 35 h, 15 m, 47 s 4460759238 27925149 56
-3 34 h, 22 m, 33 s 4182939868 27746647 46
-5 33 h, 18 m, 58 s 3833535936 25804470 42
-7 31 h, 5 m, 8 s 3421965105 22880311 43
-9 27 h, 50 m, 0 s 3021688014 18694662 25
-11 24 h, 35 m, 49 s 2564837262 13693046 18
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Table 6.16: N = 1, p(1) odd, a1 = −4, a9 = 1
S2 time #p(x) created #p(x) survived # fields
14 25 h, 53 m, 5 s 1770114944 2917701 11
12 30 h, 9 m, 5 s 2413918068 4051358 18
10 39 h, 47 m, 19 s 3808161747 6174230 17
8 55 h, 6 m, 37 s 5622079701 8812898 24
6 63 h, 41 m, 30 s 6685243469 10601811 30
4 62 h, 16 m, 55 s 6701517494 11153786 37
2 64 h, 58 m, 58 s 6713518838 11534049 31
0 61 h, 50 m, 58 s 6305445484 11411130 37
-2 63 h, 43 m, 30 s 6042332433 11279919 28
-4 60 h, 43 m, 18 s 5466644280 10606410 23
-6 60 h, 3 m, 59 s 5047862607 9849417 24
-8 62 h, 25 m, 42 s 4448941128 8595628 17
-10 61 h, 45 m, 49 s 3997796362 7081048 8
Table 6.17: N = 1, p(1) odd, a1 = −4, a9 = −1
S2 time #p(x) created #p(x) survived # fields
14 26 h, 33 m, 10 s 1767371292 3261990 13
12 32 h, 31 m, 33 s 2410544431 5311697 17
10 45 h, 52 m, 16 s 3804347753 10410880 20
8 63 h, 46 m, 43 s 5619726696 18274683 43
6 74 h, 22 m, 24 s 6682574635 23255389 45
4 74 h, 33 m, 28 s 6696916509 26100742 50
2 70 h, 14 m, 33 s 6709680737 28628511 47
0 65 h, 6 m, 42 s 6303019661 29547537 51
-2 61 h, 55 m, 10 s 6041344065 30049853 10
-4 59 h, 20 m, 36 s 5466465207 28670509 43
-6 58 h, 34 m, 2 s 5048210948 26522248 37
-8 43 h, 59 m, 38 s 4448857827 22645529 36
-10 38 h, 2 m, 51 s 3995990083 18105752 20
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Table 6.18: N = 1, p(1) even, a1 = 0, a9 = 1
S2 time #p(x) created #p(x) survived # fields
12 0 h, 37 m, 12 s 180981151 4641 0
10 0 h, 56 m, 54 s 303920608 7069 0
8 1 h, 27 m, 4 s 4292097044 12068 0
6 1 h, 49 m, 4 s 623716942 15535 0
4 1 h, 50 m, 0 s 637577825 17437 0
2 1 h, 56 m, 28 s 669340606 18660 0
0 1 h, 54 m, 27 s 650072123 18546 0
-2 1 h, 57 m, 14 s 669757717 19321 0
-4 1 h, 46 m, 53 s 627773919 18178 0
-6 1 h, 46 m, 1 s 59868848 17113 1
-8 1 h, 41 m, 15 s 506084734 14211 2
-10 1 h, 35 m, 35 s 424585186 11356 2
-12 1 h, 21 m, 13 s 317543910 7894 0
Table 6.19: N = 1, p(1) even, a1 = 0, a9 = −1
S2 time #p(x) created #p(x) survived # fields
12 0 h, 42 m, 39 s 181133619 4530 0
10 1 h, 7 m, 1 s 304409338 7504 0
8 1 h, 39 m, 9 s 492215007 12273 0
6 2 h, 1 m, 19 s 623768384 16857 1
4 1 h, 59 m, 7 s 638077079 17958 0
2 1 h, 58 m, 25 s 669979397 18965 0
0 1 h, 50 m, 27 s 650576166 18369 0
-2 1 h, 50 m, 27 s 650576166 18369 2
-4 1 h, 44 m, 13 s 627707321 16435 0
-6 1 h, 43 m, 36 s 598237613 14133 0
-8 1 h, 30 m, 17 s 505422221 11407 2
-10 1 h, 22 m, 31 s 423969933 7989 0
-12 1 h, 11 m, 33 s 317170785 5500 0
150
Table 6.20: N = 1, p(1) even, a1 = −1, a9 = 1
S2 time #p(x) created #p(x) survived # fields
13 1 h, 14 m, 43 s 245056824 3289 0
11 1 h, 41 m, 42 s 400832110 5213 1
9 2 h, 34 m, 51 s 641745954 8448 0
7 3 h, 40 m, 7 s 915053718 16400 0
5 3 h, 53 m, 58 s 974040284 17183 0
3 3 h, 55 m, 23 s 985304904 19818 0
1 3 h, 55 m, 58 s 986380297 19101 0
-1 3 h, 52 m, 23 s 983701867 22014 2
-3 3 h, 47 m, 55 s 967948644 20122 1
-5 3 h, 39 m, 19 s 929569753 21246 3
-7 3 h, 26 m, 51 s 840245421 15930 1
-9 3 h, 12 m, 52 s 71125794 14888 0
-11 2 h, 56 m, 53 s 538842873 9462 0
Table 6.21: N = 1, p(1) even, a1 = −1, a9 = −1
S2 time #p(x) created #p(x) survived # fields
13 1 h, 17 m, 1 s 244611064 8057 0
11 1 h, 46 m, 52 s 400260951 11869 0
9 2 h, 41 m, 54 s 641415737 18317 0
7 3 h, 45 m, 39 s 915049909 30517 0
5 4 h, 0 m, 10 s 974009096 33854 0
3 4 h, 2 m, 59 s 985323271 37540 2
1 4 h, 1 m, 59 s 986419342 37136 0
-1 3 h, 22 m, 46 s 983814157 38968 1
-3 3 h, 5 m, 6 s 968346418 25850 0
-5 3 h, 38 m, 38 s 930385463 35297 2
-7 3 h, 19 m, 33 s 841449497 28534 0
-9 3 h, 2 m, 27 s 712486628 24329 1
-11 2 h, 53 m, 1 s 539687890 15396 0
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Table 6.22: N = 1, p(1) even, a1 = −2, a9 = 1
S2 time #p(x) created #p(x) survived # fields
12 2 h, 9 m, 39 s 317413108 5655 0
10 3 h, 5 m, 32 s 501792213 1033 0
8 4 h, 44 m, 3 s 801565312 17442 0
6 5 h, 26 m, 21 s 928347526 22971 0
4 5 h, 35 m, 43 s 981955439 23432 0
2 5 h, 30 m, 43 s 958984102 26054 1
0 5 h, 34 m, 39 s 981941771 26167 1
-2 5 h, 22 m, 57 s 943092422 283851 0
-4 5 h, 23 m, 7 s 935193850 27016 1
-6 5 h, 4 m, 29 s 842599656 26194 2
-8 4 h, 49 m, 46 s 765071591 21484 1
-10 4 h, 31 m, 22 s 620688955 18116 0
Table 6.23: N = 1, p(1) even, a1 = −2, a9 = −1
S2 time #p(x) created #p(x) survived # fields
12 2 h, 13 m, 1 s 315944916 13316 0
10 3 h, 9 m, 54 s 500418841 23190 1
8 4 h, 41 m, 27 s 801011779 37258 0
6 5 h, 23 m, 31 s 927741101 50810 0
4 5 h, 35 m, 41 s 981239279 51034 0
2 5 h, 31 m, 4 s 958325310 57759 1
0 5 h, 33 m, 6 s 981217781 56120 0
-2 5 h, 25 m, 7 s 942403257 59148 0
-4 5 h, 22 m, 4 s 934749306 53626 0
-6 5 h, 2 m, 4 s 842635024 51157 1
-8 4 h, 54 m, 26 s 765708280 41584 0
-10 4 h, 36 m, 21 s 621056508 33142 0
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Table 6.24: N = 1, p(1) even, a1 = −3, a9 = 1
S2 time #p(x) created #p(x) survived # fields
13 4 h, 21 m, 22 s 328683178 8334 0
11 5 h, 55 m, 9 s 507527427 14491 1
9 8 h, 58 m, 5 s 801177265 21270 0
7 12 h, 9 m, 52 s 1115365637 31847 1
5 12 h, 37 m, 44 s 1211890925 33224 1
3 12 h, 39 m, 50 s 1231298356 37086 0
1 12 h, 35 m, 20 s 1207979608 36242 0
-1 12 h, 21 m, 22 s 1158012599 39724 1
-3 12 h, 19 m, 48 s 1085735704 37661 0
-5 11 h, 58 m, 6 s 994951283 38210 0
-7 10 h, 17 m, 33 s 887939876 32494 0
-9 10 h, 4 m, 23 s 784126337 29508 0
-11 9 h, 49 m, 31 s 665427059 21914 0
Table 6.25: N = 1, p(1) even, a1 = −3, a9 = −1
S2 time #p(x) created #p(x) survived # fields
13 4 h, 19 m, 12 s 327563950 17059 0
11 5 h, 51 m, 34 s 505857067 27001 0
9 8 h, 52 m, 58 s 799639423 50158 0
7 11 h, 43 m, 28 s 1114412118 76152 0
5 12 h, 12 m, 39 s 1210538290 89096 0
3 12 h, 10 m, 54 s 1229694740 95104 1
1 12 h, 8 m, 20 s 1206598841 100704 1
-1 11 h, 57 m, 46 s 1156982645 103803 1
-3 11 h, 52 m, 25 s 1084931296 101493 1
-5 11 h, 30 m, 21 s 994601295 97000 0
-7 10 h, 31 m, 2 s 887771189 82367 0
-9 9 h, 58 m, 4 s 784147769 71372 0
-11 9 h, 45 m, 42 s 665355587 49813 0
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Table 6.26: N = 1, p(1) even, a1 = −4, a9 = 1
S2 time #p(x) created #p(x) survived # fields
14 16 h, 6 m, 31 s 473049490 12729 0
12 18 h, 45 m, 10 s 645045967 18323 0
10 25 h, 7 m, 17 s 1017411515 25824 0
8 32 h, 27 m, 2 s 1501594083 39215 0
6 36 h, 18 m, 54 s 1785597226 44311 0
4 36 h, 2 m, 27 s 1790288412 49854 0
2 36 h, 56 m, 10 s 1793441875 48178 0
0 35 h, 19 m, 15 s 1684282951 51381 0
-2 34 h, 2 m, 36 s 1613829211 47633 0
-4 32 h, 34 m, 28 s 1459974737 49038 0
-6 34 h, 12 m, 51 s 1348064219 41976 0
-8 34 h, 26 m, 36 s 1188159088 10370 0
-10 35 h, 44 m, 52 s 1067873319 30257 0
Table 6.27: N = 1, p(1) even, a1 = −4, a9 = −1
S2 time #p(x) created #p(x) survived # fields
14 12 h, 52 m, 30 s 472323970 10499 0
12 17 h, 55 m, 19 s 644159192 17844 0
10 26 h, 0 m, 21 s 1016393497 31285 0
8 40 h, 40 m, 16 s 1501017244 57368 0
6 44 h, 20 m, 6 s 1784965530 66788 0
4 43 h, 58 m, 43 s 1789127055 79544 0
2 41 h, 41 m, 52 s 1792456576 80997 0
0 40 h, 22 m, 4 s 1683670629 88620 0
-2 40 h, 54 m, 14 s 1613594274 83279 0
-4 39 h, 43 m, 50 s 1459954324 82931 0
-6 40 h, 45 m, 43 s 1348179317 69800 0
-8 29 h, 26 m, 50 s 1188161047 62998 0
-10 29 h, 52 m, 31 s 1067422097 45300 0
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Signature (3,3)
Table 6.28: N = 1, p(1) odd, a1 = 0, a9 = 1
S2 time #p(x) created #p(x) survived # fields
14 55 h 17015964408 45779640 17
12 80 h 30022075232 61032018 44
10 99 h 36237723088 77707862 41
8 120 h 53996268076 117327990 40
6 127 h 61785162223 138516643 30
4 158 h 57701291906 147005961 29
2 164 h 63219360099 156173710 25
0 149 h 62123299154 157407745 26
-2 150 h 63292940569 159883723 25
-4 138 h 61878281673 153280925 29
-6 152 h 62113020140 145335065 14
-8 155 h 58606399906 128557694 7
-10 117 h 55130750026 119915818 4
-12 108 h 47912891080 92121947 3
-14 97 h 41344192605 74619239 1
Table 6.29: N = 1, p(1) odd, a1 = 0, a9 = −1
S2 time #p(x) created #p(x) survived # fields
14 52 h 20575378882 62392638 14
12 80 h 26618497796 80221561 27
10 124 h 40347460405 110804057 32
8 157 h 58582545203 142407810 38
6 138 h 61794588643 155202485 31
4 145 h 61830457113 146672107 36
2 215 h 63230831374 137597618 22
0 185 h 62131360703 122314500 28
-2 191 h 63298625016 109726743 23
-4 193 h 61879732650 93441580 21
-6 160 h 62105461945 79477910 10
-8 123 h 54374018265 63828674 18
-10 100 h 55096212663 51004031 7
-12 103 h 47875887120 40515250 6
-14 111 h 41313015452 32368372 3
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Table 6.30: N = 1, p(1) odd, a1 = −1, a9 = 1
S2 time #p(x) created #p(x) survived # fields
15 85 h 29095606403 99807888 31
13 120 h 38611699318 127777785 52
11 151 h 50781160750 174145749 63
9 220 h 72734577998 250859359 78
7 245 h 87439454679 292942337 76
5 267 h 88399788207 323180365 79
3 274 h 88417802130 332685782 51
1 275 h 91735747480 317272084 67
-1 271 h 124704524357 306796920 38
-3 268 h 88255909727 294249191 48
-5 252 h 87381267143 270658613 24
-7 231 h 88573154172 350682234 22
-9 215 h 79457871937 204656605 14
-11 196 h 77204082187 173977912 15
-13 192 h 66427919478 139708256 5
Table 6.31: N = 1, p(1) odd, a1 = −1, a9 = −1
S2 time #p(x) created #p(x) survived # fields
15 114 h 29077911610 99179465 31
13 95 h 51988907711 123722988 54
11 182 h 51608602513 171930667 55
9 286 h 70180008167 229526371 71
7 230 h 86839133156 253826914 56
5 256 h 91714932556 279732771 85
3 252 h 91724941645 251992426 56
1 247 h 91735747480 265396072 63
-1 238 h 91730356718 245664322 50
-3 230 h 91565604647 238878100 48
-5 222 h 90897046131 204702550 32
-7 205 h 88600288625 182841140 26
-9 188 h 84045458498 152092880 8
-11 174 h 77239687368 125631725 10
-13 174 h 66451037133 95267201 3
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Table 6.32: N = 1, p(1) odd, a1 = −2, a9 = 1
S2 time #p(x) created #p(x) survived # fields
16 100 h 26288813372 111905517 20
14 113 h 32016720320 121057800 50
12 150 h 43616621966 166704490 52
10 209 h 55836571696 235694637 67
8 282 h 81063773550 322407478 71
6 321 h 88605033664? 355160899 75
4 327 h 9112941836 366596467 67
2 324 h 89674301116 356497435 64
0 318 h 91285059848 354416496 47
-2 318 h 89222564523 333955534 41
-4 316 h 89771652261 320704593 37
-6 296 h 86383152280 289849920 27
-8 278 h 83988000414 261651424 29
-10 253 h 76938408441 222402892 13
-12 235 h 70146406144 18689279 7
-14 196 h 59430450455 144171160 11
Table 6.33: N = 1, p(1) odd, a1 = −2, a9 = −1
S2 time #p(x) created #p(x) survived # fields
16 94 h 26224800683 104432524 22
14 119 h 31970067935 131075842 38
12 156 h 44088681659 178223404 46
10 211 h 60402418070 224724733 57
8 270 h 80985624618 283388366 69
6 287 h 88593433768 274588021 79
4 290 h 91117926440 289076983 66
2 287 h 86555547198 273147896 59
0 279 h 91273044433 263608876 47
-2 290 h 89207697297 237761675 33
-4 282 h 89753710941 21766240 25
-6 240 h 86367783982 185353662 23
-8 231 h 84004207741 157760017 11
-10 208 h 76851647775 123356446 8
-12 192 h 69455927505 95140716 6
-14 171 h 59643849841 64189314 3
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Table 6.34: N = 1, p(1) odd, a1 = −3, a9 = 1
S2 time #p(x) created #p(x) survived # fields
15 124 h 28567207507 5050 43
13 158 h 40433919183 3957 50
11 213 h 56362376831 6282 62
9 298 h 78630037106 8358 82
7 350 h 93922206854 6355 67
5 357 h 98398730074 6530 58
3 359 h 98789808403 9151 69
1 406 h 98136982155 4999 56
-1 437 h 92194062297 5705 43
-3 422 h 93244611010 5754 27
-5 405 h 88925795473 3633 36
-7 333 h 80782784505 2886 18
-9 310 h 77529587310 3250 15
-11 340 h 71025607426 1265 8
-13 277 h 6364057276 1142 11
Table 6.35: N = 1, p(1) odd, a1 = −3, a9 = −1
S2 time #p(x) created #p(x) survived # fields
15 125 h 29854787617 4828 31
13 203 h 40375529767 3448 46
11 208 h 56313791682 5297 58
9 284 h 79207983927 6867 61
7 355 h 93894229325 5332 56
5 339 h 91188000930 5472 51
3 344 h 98749398649 7269 63
1 335 h 96102585537 3890 43
-1 332 h 94261151607 4497 26
-3 314 h 93215701183 4297 29
-5 300 h 89002226922 2630 30
-7 291 h 83765445516 2064 16
-9 271 h 77518125614 2169 15
-11 262 h 70919224320 838 8
-13 248 h 66340066573 634 7
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Table 6.36: N = 1, p(1) odd, a1 = −4, a9 = 1
S2 time #p(x) created #p(x) survived # fields
16 248 h 41262980119 3367 35
14 287 h 51902260298 4376 28
12 391 h 59372936714 5265 75
10 526 h 83244965904 5265 68
8 654 h 108374289655 6001 71
6 782 h 117411732308 6568 59
4 721 h 119151108617 5992 81
2 710 h 111608757159 5711 56
0 691 h 108374289655 5042 73
-2 705 h 103445714410 4327 40
-4 659 h 99334260522 3562 42
-6 650 h 96244597564 2839 27
-8 661 h 89592742944 2087 15
-10 604 h 81654304873 1481 12
-12 613 h 73693483437 939 10
Table 6.37: N = 1, p(1) odd, a1 = −4, a9 = −1
S2 time #p(x) created #p(x) survived # fields
16 237 h 33145786637 2886 43
14 294 h 42044593144 3809 30
12 382 h 83200045829 4203 51
10 521 h 83140593879 5145 48
8 607 h 108346909124 4993 49
6 676 h 117376838881 5065 58
4 693 h 156394540057 4714 49
2 669 h 114744318133 4394 49
0 668 h 113114459513 3687 49
-2 668 h 106928330483 3326 26
-4 912 h 96753160297 2508 27
-6 725 h 95235088343 1942 15
-8 586 h 89587293574 1538 16
-10 580 h 81649858105 953 5
-12 539 h 75617490742 624 8
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Table 6.38: N = 1, p(1) even, a1 = 0, a9 = 1
S2 time #p(x) created #p(x) survived # fields
14 17 h 5093036962 21 0
12 21 h 6862070214 69 0
10 28 h 9987839257 29 0
8 36 h 13370533269 75 1
6 45 h 15298403391 59 0
4 39 h 15306487920 73 0
2 77 h 15652930467 48 0
0 39 h 15380958920 85 0
-2 64 h 15670269893 24 0
-4 52 h 15319835462 59 2
-6 39 h 15377997425 27 0
-8 39 h 14509072036 34 0
-10 43 h 13646946739 14 0
-12 91 h 11859063158 31 0
-14 47 h 10232980070 3 0
Table 6.39: N = 1, p(1) even, a1 = 0, a9 = −1
S2 time #p(x) created #p(x) survived # fields
14 18 h 5096983665 15 0
12 21 h 6867117886 61 0
10 36 h 9992655511 29 1
8 90 h 13373033399 64 0
6 45 h 15300627838 53 0
4 44 h 15309300182 68 0
2 44 h 15655703512 28 0
0 58 h 15382898690 46 0
-2 104 h 15671621008 18 0
-4 74 h 15320113657 50 0
-6 54 h 15375969901 36 1
-8 40 h 14503566777 24 0
-10 39 h 13638177444 13 0
-12 79 h 11849732065 19 0
-14 96 h 10225140873 2 0
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Table 6.40: N = 1, p(1) even, a1 = −1, a9 = 1
S2 time #p(x) created #p(x) survived # fields
15 34 h 7362299450 115 0
13 41 h 9772638801 78 0
11 80 h 13067535030 167 0
9 77 h 18414920982 237 0
7 143 h 22138917992 238 0
5 153 h 23217081098 152 1
3 100 h 23224473277 243 0
1 133 h 23227209720 231 1
-1 314 h 23225798547 212 0
-3 100 h 23183767426 130 0
-5 108 h 22962367844 139 1
-7 158 h 22428238666 128 0
-9 93 h 21274756135 107 0
-11 144 h 19551926516 43 0
-13 94 h 16818643596 45 0
Table 6.41: N = 1, p(1) even, a1 = −1, a9 = −1
S2 time #p(x) created #p(x) survived # fields
15 33 h 7357562246 108 0
13 73 h 9769417571 103 0
11 57 h 13065517469 178 1
9 76 h 18413484262 194 0
7 125 h 22138776036 202 0
5 100 h 23217030066 167 0
3 100 h 22387113455 183 0
1 189 h 23227209720 202 0
-1 135 h 23225864456 156 0
-3 100 h 23184406829 118 1
-5 100 h 22964486908 124 0
-7 113 h 22432982385 109 0
-9 146 h 21282085713 72 0
-11 91 h 19560670883 36 0
-13 128 h 16825607202 32 0
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Table 6.42: N = 1, p(1) even, a1 = −2, a9 = 1
S2 time #p(x) created #p(x) survived # fields
16 65 h 6725582403 65 0
14 55 h 8189909019 43 0
12 67 h 11285305845 80 0
10 97 h 15451110605 63 0
8 140 h 20724347155 129 1
6 204 h 22652784610 80 0
4 229 h 23298374530 115 1
2 186 h 22926267255 81 0
0 130 h 23338284839 106 0
-2 218 h 22811218995 71 0
-4 132 h 22951618925 71 0
-6 194 h 22084610069 50 0
-8 156 h 21475351802 55 0
-10 295 h 19665653073 25 0
-12 243 h 17927761361 27 0
-14 130 h 15240926152 10 0
Table 6.43: N = 1, p(1) even, a1 = −2, a9 = −1
S2 time #p(x) created #p(x) survived # fields
16 51 h 6714435168 67 0
14 66 h 8178119899 43 0
12 93 h 11275403715 85 0
10 90 h 15444501962 50 0
8 212 h 20720601429 112 0
6 170 h 22649898110 75 2
4 204 h 23295488515 102 0
2 200 h 22923807891 73 0
0 179 h 23335258055 84 0
-2 201 h 22807483572 46 0
-4 187 h 22947141205 66 0
-6 157 h 22080839980 33 1
-8 153 h 21474597811 37 0
-10 211 h 19669274051 18 1
-12 244 h 17934434667 26 1
-14 129 h 15244584506 3 0
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Table 6.44: N = 1, p(1) even, a1 = −3, a9 = 1
S2 time #p(x) created #p(x) survived # fields
15 203 h 6856769804 145 0
13 116 h 9272659704 93 0
11 259 h 12929827112 151 0
9 204 h 18158342547 270 0
7 258 h 21551444067 198 0
5 259 h 22576668438 173 0
3 302 h 22666289748 243 2
1 341 h 22517299137 170 0
-1 277 h 22094996893 189 1
-3 243 h 21395596559 136 0
-5 250 h 20404733350 101 0
-7 268 h 19225352797 96 0
-9 260 h 17791063493 95 0
-11 242 h 16295059035 31 0
-13 251 h 14604684396 31 0
Table 6.45: N = 1, p(1) even, a1 = −3, a9 = −1
S2 time #p(x) created #p(x) survived # fields
15 121 h 6846015796 166 0
13 146 h 9259377197 65 0
11 154 h 12918526968 170 0
9 359 h 18151470806 244 0
7 325 h 21544855213 199 0
5 243 h 22567758756 109 0
3 306 h 22657440705 243 0
1 342 h 22509270797 166 1
-1 296 h 22087278009 160 0
-3 296 h 21388819004 104 0
-5 316 h 20398719789 92 1
-7 243 h 19221243662 81 0
-9 487 h 17788317796 64 0
-11 313 h 16293929181 22 0
-13 232 h 14604241346 17 0
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Table 6.46: N = 1, p(1) even, a1 = −4, a9 = 1
S2 time #p(x) created #p(x) survived # fields
16 236 h 7984846055 68 0
14 244 h 10128629356 50 0
12 359 h 14292208560 125 0
10 465 h 20040884873 55 0
8 531 h 26094613692 123 0
6 625 h 28269606155 67 0
4 612 h 28687767576 107 0
2 594 h 27755117546 67 1
0 510 h 27241585766 101 0
-2 620 h 25750989627 43 0
-4 590 h 24713234278 67 0
-6 588 h 22934288800 27 0
-8 620 h 21573778690 43 0
-10 576 h 19662300856 19 0
-12 648 h 18209618118 32 0
Table 6.47: N = 1, p(1) even, a1 = −4, a9 = −1
S2 time #p(x) created #p(x) survived # fields
16 311 h 7978463006 43 0
14 249 h 10120512516 38 0
12 408 h 14281552316 75 0
10 477 h 20030060252 52 1
8 581 h 26087762248 100 0
6 899 h 28261004687 61 0
4 545 h 28678669774 96 0
2 724 h 27747535540 43 0
0 584 h 27235756565 67 0
-2 578 h 25746672166 25 0
-4 588 h 24710103616 52 0
-6 562 h 22931917563 24 0
-8 619 h 21572433546 34 0
-10 556 h 19661174908 14 0
-12 582 h 18208597787 6 0
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Higher values of N
The previous tables were all related to runs of the algorithm where the value for the
parameter N was 1. A priori, this is not the only value of N which must be investigated:
in fact, Theorem 24 holds for every value N such that N ≤ (T/n)n/2, where n is the
degree of the studied fields and T is the upper bound for the second absolute Newton
sum given by Hunter-Pohst-Martinet Theorem and depending on the choice of S1. Thus,
for every value of S1 between 0 and 4, we should run the process for every value of N
between 1 and (T/n)n/2, and every iteration should be divided in four subcases depending
on both the sign of a8(a9) and the parity value of the generated polynomials..
Fortunately, many of these values of N can be immediately discarded thanks to assuming
the local corrections, and this forces N , which is the absolute norm of an HPM-element,
to be not an exact multiple of 2, 3 ,4 and 5. Thus, the number of checks that one should
run is much more than expected, and furthermore the values of N are such that every
run gives no number field as output, making thus this process just a security check which
gives no fields.
In the following tables, we provide the values of N that must be studied by our programs
for every considered signature and for every choice of S1 between 0 and 4. Together with
this, we indicate also the values of the parameter x0 and x1 which are needed by the
author defined function hpeqU in order to work correctly with with the indicated values
of N . Given that no number field occured as an output, we preferred not reporting any
other data for this additional runs: we just say that any iteration can last between few
seconds and 10 minutes circa, depending on the signature, the value of S1 and the value
of N . Empirically, the more time consuming runs occur when r1, S1 and N are quite big
at the same time.
S1 (T/n)
n/2 N x0, x1
0 5.8255 . . . \ \
1 6.0634 . . . \ \
2 6.8210 . . . \ \
3 8.2387 . . . 7, 8 0, 1.3
4 10.5813 . . . 7, 8, 9 0, 1.3
Table 6.48: Signature (2, 3)
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S1 (T/n)
n/2 N x0, x1
0 12.1839 . . . 7, 8, 9, 11 0, 1.3
1 12.5966 . . . 7, 8, 9, 11 0, 1.3
2 13.8979 . . . 7, 8, 9, 11, 13 0, 1.4
3 16.2875 . . . 7, 8, 9, 11, 13, 16 0, 1.4
4 20.1349 . . . 7, 8, 9, 11, 13, 16, 17, 19 0, 1.45
Table 6.49: Signature (4, 2)
S1 (T/n)
n/2 N x0, x1
0 26.1478 . . . 7, 8, 9, 11, 13, 16, 17, 19, 23, 25 0, 1.5
1 26.8780 . . . 7, 8, 9, 11, 13, 16, 17, 19, 23, 25 0, 1.5
2 29.1606 . . . 7, 8, 9, 11, 13, 16, 17, 19, 23, 25, 27, 29 0, 1.52
3 33.2843 . . . 7, 8, 9, 11, 13, 16, 17, 19, 23, 25, 27, 29, 31, 32, 33 0, 1.54
4 39.7737 . . . 7, 8, 9, 11, 13, 16, 17, 19, 23, 25, 27, 29, 31, 32, 33, 37 0, 1.56
Table 6.50: Signature (6, 1)
S1 (T/n)
n/2 N x0, x1
0 6.2782 . . . \ \
1 6.5135 . . . \ \
2 7.2605 . . . 7 0, 1.23
3 8.6520 . . . 7, 8 0, 1.23
4 10.9390 . . . 7, 8, 9 0, 1.23
Table 6.51: Signature (1, 4)
S1 (T/n)
n/2 N x0, x1
0 13.1050 . . . 7, 8, 9, 11, 13 0, 1.34
1 13.5211 . . . 7, 8, 9, 11, 13 0, 1.34
2 14.8311 . . . 7, 8, 9, 11, 13 0, 1.34
3 17.2318 . . . 7, 8, 9, 11, 13, 16, 17 0, 1.36
4 21.0887 . . . 7, 8, 9, 11, 13, 16, 17, 19 0, 1.36
Table 6.52: Signature (3, 3)
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