Abstract -As a result of the recent recommendations of the ICRP 60, and in anticipation of possible regulation on occupational exposure of Canadian-based aircrew, an extensive study was carried out by the Royal Military College of Canada over a oneyear period to measure the cosmic radiation at commercial jet altitudes. A tissue-equivalent proportional counter was used to measure the ambient total dose equivalent rate on 62 flight routes, resulting in over 20,000 data points at one-minute intervals at various altitudes and geomagnetic latitudes (i.e. which span the full cut-off rigidity of the Earth's magnetic field). These data were then compared to similar experimental work at the Physikalisch Technische Bundesanstalt, using a different suite of equipment, to measure separately the low and high linear energy transfer components of the mixed radiation field, and to predictions with the LUIN transport code. All experimental and theoretical results were in excellent agreement. From these data, a semiempirical model was developed to allow for the interpolation of the dose rate for any global position, altitude and date (i.e. heliocentric potential). Through integration of the dose rate function over a great circle flight path, a computer code was developed to provide an estimate of the total dose equivalent on any route worldwide at any period in the solar cycle.
INTRODUCTION
Jet aircrew are routinely exposed to levels of natural background radiation from galactic cosmic rays which are significantly higher than those present at ground level. In 1990, the International Commission on Radiological Protection (ICRP) recommended that aircrew be classified as occupationally exposed.
(1) They also recommended a reduction in the occupational exposure (i.e. from 50 to 20 mSv.y Ϫ1 averaged over 5 years, with not more than 50 mSv in a single year) as well as a reduction in the general population exposure (i.e. from 5 to 1 mSv.y Ϫ1 ) (1) . Recent studies of major Canadian airlines have determined that the exposure to most aircrew is comparable to that recorded in the Canadian National Dose Registry (Table 1 ) (2, 3) . As a result, many countries around the world may have to develop regulatory policy in light of the ICRP recommendations requiring some form of exposure monitoring of aircrew. For example, the revised European Union (EU) Basic Safety Standard Directive, published in May 1996 (BSS96), requires that radiation protection measures for aircraft crew be incorporated into the national legislation of EU member states before 13 May 2000 (4) . In the United
Contact author E-mail: lewis-bȰrmc.ca States, the Federal Aviation Administration (FAA) has formally recognised that aircrew members are occupationally exposed to radiation and should be subject to the same radiation protection policies practised by all other federal agencies (5) . Consequently, in 1994, the FAA published an advisory document to the commercial air carriers outlining an educational programme that should be implemented to inform crew-members of the nature of their radiation exposures and the associated health risks (6) . In Canada, an advisory circular by Transport Canada is being developed and will be issued shortly to recognise the occupational exposure of aircrew (7) . Monitoring of the occupational exposure of aircrew could take several forms, such as with personal passive dosimetry (as in the nuclear industry) or by area monitoring with fixed instrumentation on board the aircraft. Alternatively, since the cosmic radiation exposure is relatively constant, a computer prediction program, based on either theory or on an experimental database, could be used to predict the aircrew exposure by using an estimate of the route dose and a knowledge of the flight frequency. If such a program proved successful, the cost and infrastructure of utilising such a tool would be considerably less than the other two options, i.e. the code predictions could be assured by a much reduced monitoring programme.
This paper describes the method of collecting and analysing radiation data by the Royal Military College of Canada (RMC) from numerous worldwide flights using a tissue-equivalent proportional counter (TEPC) and other active and passive instrumentation which is able to characterise the complex cosmic radiation field (8) . The current measurements are further supported and successfully compared to other results that are derived from: (i) a similar measurement programme conducted at the Physikalisch Technische Bundesanstalt (PTB) with different instrumentation to measure separately the low and high linear energy transfer (LET) components of the mixed-radiation field at altitude (9, 10) , and (ii) a theoretical treatment with a transport code (11) . It is further shown how the RMC measurements can be encapsulated into a semi-empirical model/computer code to calculate the radiation dose for any flight in the world at any period in the solar cycle. Thus, this experimentally based code could find application for aircrew monitoring in light of possible regulatory requirements in various countries around the world.
RADIATION FIELD CHARACTERISTICS AT JET ALTITUDES
The radiation that is found at jet aircraft altitudes (ෂ6.1 to 18 km) is produced from the interaction of primary galactic cosmic ray (GCR) particles with the Earth's atmosphere. The GCRs consist of ෂ90% protons, 9% alpha particles and 1% heavy nuclei typically ranging from carbon to iron (12) . Most of these particles have energies between 100 MeV and 10 GeV, which can extend up to 10 20 eV (12) . The sun is also a sporadic source of X rays and charged particles (i.e. mainly protons, some alpha particles and a few heavy nuclei) as a result of magnetic energy release in solar flares. These solar particle events (SPE) are much more frequent during the active phase of the solar cycle and can occur over hours to days with maximum particle energies of between 10 and 100 MeV, possibly reaching up to 10 GeV once in a decade (13) . Although the effect of GCRs to aircrew exposure is generally much greater than the occasional SPE, a rare solar event could lead to a significant dose at supersonic altitudes, e.g. it is estimated that an event on 23 February 1956 yielded a dose equivalent rate of ෂ10 mSv.h Ϫ1 at 20 km (14) . The charged GCRs will interact with the solar mag- netic field that is carried by the outward-flowing solar wind due to the frozen-in condition from the high conductivity of the plasma, resulting in a deflection of these particles. A diffusion-convection model can be used to describe this solar modulation on the GCR spectrum, which is equivalent to that produced by a heliocentric potential, U (15) . The time dependence of the heliocentric potential with the solar cycle can be determined from particle flux measurements on balloons and spacecraft, as well as from ground-level measurements on Earth with neutron monitors (16, 17) . For instance, the heliocentric potential as derived from monitoring is available monthly online (18) . When solar sunspot activity is at a maximum (approximately every eleven years), the increased solar field acts to screen out low-energy GCRs. Thus, cosmic ray intensities also vary in a cyclical pattern, but in a manner anticoincident with the solar activity ( Figure 1 ).
The GCRs that are not deflected by the solar magnetic field now encounter the magnetic field of the Earth, which can provide an effective shield against lower energy particles. These charged particles are deflected by the Lorenz force in which their trajectories have a curvature of radius r ϭ R p /B p (15) . Here B p is the component of the Earth's magnetic field perpendicular to the direction of the motion and R p is the so-called magnetic rigidity, which is related to the particle's momentum (p) and charge (q),
where c is the speed of light (21) . The penetrating ability of these particles is dependent on their angle of incidence and rigidity. A particle can enter the Earth's atmosphere if its magnetic rigidity, R p , is greater than the vertical cut-off rigidity of the Earth's magnetic field, R c , at its point of entry. The vertical cut-off rigidity (in GV) has been derived by Shea et al and is related to the geomagnetic latitude, B m , (in radians). In particular, as derived by Shea et al as a slight adaptation of the original Störmer equation (22) , R c = 16.237L 
Here r e is the distance from the Earth's dipole centre (in units of Earth radii) defined by
where b (ϭ 6357 km) is the minimum (polar) radius of the Earth, ⑀ (ϭ 8.20 ϫ 10
Ϫ2
) is the eccentricity, a (ϭ 6372 km) is the average radius of the Earth, and A (Ϸ 11 km) is the typical altitude of the aircraft. Equation 2 is a best-estimate composite expression for three epochs from 1955 to 1980. The geomagnetic latitude, B m , in turn, can be calculated from the geographic latitude and longitude (,) according to (23) : sin B m ϭ sin sin p ϩ cos cos p cos( Ϫ p )
where p ϭ 79.3°N and p ϭ 289.89°E (the position of the geomagnetic north pole). A higher value of the cut-off rigidity R c indicates a reduced penetration at the given global position. The cut-off rigidity is highest at the equator where the magnetic field lines are parallel to the Earth's surface, which reflect vertically incident GCRs with a rigidity less than 16 GV. On the other hand, at the poles, there is a maximum penetration where the field lines are almost vertical with a zero cutoff rigidity. At jet aircraft altitudes during a minimum in the solar cycle (i.e. when the corresponding galactic radiation is at a maximum), the galactic radiation is 2.5 to 5 times more intense at the poles than at the equatorial regions (24) . The cut-off rigidity curve displays another interesting feature, the so called 'geomagnetic knee', which is a fairly large region above approximately 50°N in Canada or 70°N in Siberia where the radiation levels are constant with increasing latitude.
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Earth's atmosphere, where these particles interact with atmospheric nitrogen and oxygen nuclei. In each collision, a proton loses on average ෂ50% of its energy, which results in a production of secondary particles like protons, neutrons, and and K mesons (15) . The target nuclei can also produce protons, neutrons and alpha particles by evaporation. Particles generated by successive interactions with the primary and/or secondary particles therefore produce a cascade of hadrons in the atmosphere. These secondary particles also decay radioactively. The charged mesons form muons which are able to reach the Earth's surface where they provide the greatest contribution to the ground cosmic exposure. The muons can also decay by the weak interaction into electrons, while the neutral pions may decay into photons which, by pair production, can further result in a formation of electrons and positrons (15, 25) . The build-up of these secondary particles competes with their reduction through energy loss and further interactions with other atmospheric nuclei. This competition results in dose rates which vary with altitude, reaching a maximum level at about 20 km above sea level, known as the Pfotzer maximum. Calculations of the propagation of atmospheric cosmic rays can be evaluated with the LUIN transport code which is based on an analytic solution of the Boltzmann transport equation (26) . This code has now been extended to account for the hadron cascade with energies down to 10 MeV/nucleon, and employs a neutron spectrum down to thermal energies (as derived from a FLUKA code analysis). In addition, Monte Carlo methods are typically employed for the different radiation components at lower energies, although the FLUKA code can account for particle energies up to 10 TeV (27, 28) . The relative abundance of different par-ticles is calculated in Figure 2 (a) with no geomagnetic shielding during a solar minimum. This calculation shows the particle fluence rate as a function of atmospheric depth as obtained with a FLUKA analysis and the environmental model of Badhwar (15, 29) . These calculations are also compared with those derived from LUIN at the pole during solar minimum conditions. The FLUKA and LUIN calculations are in reasonable agreement except for the proton contribution where FLUKA predicts a greater particle fluence rate by a factor of 2.
As previously mentioned, the secondary particles are seen to reach a maximum in Figure 2 (a) and then decrease with absorption while, in the upper part of the atmosphere, the protons (which are mainly primary particles) show a continuously decreasing fluence rate. Although there is no maximum for the primary protons at high latitudes, this feature becomes more prominent at low latitudes where the high cut-off rigidity of the Earth's magnetic field removes a significant fraction of the low energy primaries as predicted by LUIN in Figure 2 (b).
EXPERIMENTAL PROCEDURE
Since radiation effects vary with altitude, geomagnetic latitude and heliocentric potential, the primary goal of this research was to obtain data covering these parameters that were valid for the complex spectrum at aircraft altitudes.
The only single instrument for a complete measurement of the cosmic mixed-radiation field is a tissueequivalent proportional counter (TEPC). It provides not only an indication of the total dose equivalent (with a simulation of a tissue-equivalent site with a diameter of 2 m), but also the microdosimetric distribution of the radiation as a function of the lineal energy. The lineal energy can be used as a surrogate measurement of the linear energy transfer (LET) for the cosmic radiation spectrum (2) . The TEPC used in this study had a 5 diameter detector built by Far West Technology, and was designed by Battelle Pacific Northwest National Laboratories to be an extremely portable instrument (Figure 3 ). This instrument fits into any overhead bin and is powered by batteries which last up to five days of operation. It is simple to operate (off/on switch only) and stores a microdosimetric spectrum every minute for up to thirty days of operation.
The TEPC was calibrated initially by the manufacturer using 137 Cs and 252 Cf sources. This calibration was checked routinely with an internal 244 Cm source, which, in normal operation, is shielded from the detector cavity by a magnetic shutter. Since the radiation field at jet altitudes is so complex, the response of the TEPC was verified in several types of terrestrial radiation fields prior to use at jet altitudes. For the majority of the in-flight measurements, aircrew turned on the TEPC prior to takeoff and off after landing, and provided positional data consisting of the flight course and altitude history. Since the TEPC has its own internal clock, the TEPC measurements could then be correlated to the aircraft position (geomagnetic latitude and altitude) at one-minute intervals. The stored data were downloaded at the laboratory to provide an output of absorbed dose rate, D · , and dose equivalent rate, H · . In addition to these outputs, the raw spectral TEPC data could also be output as a microdosimetric dose distribution to provide an estimate of the average quality factor, Q, of the radiation field (30) (31) (32) . In addition to the portable TEPC, different types of passive and active detectors were also used on several scientific flights to measure the individual low-LET (ionising) and high-LET (neutron) components of the mixed-radiation field in the RMC study ( 
GROUND-BASED MEASUREMENTS
In support of the in-flight study, the operation of the TEPC was verified and calibrated using several common radioisotopic sources, such as 137 Cs, 252 Cf,
241
Am- 9 Be and 239 Pu-9 Be (30) . As detailed in Appendix 1, the TEPC response was also evaluated with a monoenergetic neutron source from 0.144 to 14.8 MeV at the PTB, along with neutron bubble detectors that had been employed extensively in earlier studies to measure the neutron component of the cosmic field. The individual microdosimetric spectra recorded by the TEPC in these various fields represent the different constituents present in the radiation field at high altitudes (i.e. the gamma and neutron components of the field). The energy spectrum of the high LET (i.e. neutron) component of the radiation field created by cosmic rays at jet altitudes can be simulated on the ground by the radiation field produced behind concrete shielding at accelerator facilities (Figure 4) . The CERN/ European Commission high energy reference field facility (CERF) has been used for this purpose since 1993 (46) . This facility is set up at one of the secondary beams from the Super Proton Synchrotron at CERN. The particles (protons and pions) from a charged hadron beam hit a copper target, 50 cm thick and 7 cm in diameter. The secondary particles resulting from this interaction are then filtered by an 80 cm thick concrete shielding placed above the copper target. As a further measurement, the microdosimetric spectrum recorded by the TEPC on top of this shielding is compared to an in-flight one in Figure 5 . Although the shape of the high LET (Ͼ10 keV.m
Ϫ1
) portion is similar in both spectra (as expected from the similarities in the neutron spectra), the relative area represented by the high LET portion of each spectrum is significantly different. This feature is a direct result of the difference in the relative proportion of neutrons in each field where the neutron field in CERF contributes about 85% of the total dose equivalent, compared to approximately 50% at jet altitudes. As a result, the relative area under the curve for y Ͼ 10 keV.m Ϫ1 is much greater in the CERF spectrum ( Figure 5 (a)) than in the jet-altitude spectrum ( Figure  5(b) ). In addition, the low LET portion of the spectrum obtained at CERF is dominated by a background muon contribution which is not present at jet altitudes. The microdosimetric quantities of the frequencymean lineal energy, y F , the dose-mean lineal energy, y D , and the average quality factor, Q, are defined in the Appendix of Reference 2. Values of these quantities for the various terrestrial sources and the CERF spectrum are given in Table 2 . The quantity y F gives the average lineal energy per event, but the quantities y D and Q are more useful in radiation protection since they are more representative of the relative biological effectiveness (RBE) of the measured radiation. In particular, Q should provide an approximation of the ICRP 60 radiation weighting factor, w R , as derived from a ratio of the dose equivalent (H) to the absorbed dose (D) in the TEPC analysis. For instance, the experimental Q value of 1.1 obtained for gamma rays from a 137 Cs source agrees quite well with a w R value of 1 as recommended by ICRP 60. As expected, fields with more biologicallydamaging particles (such as the 239 Pu-9 Be neutron field) will have higher values of Q and y D . The values of these quantities obtained from terrestrial sources can provide a useful comparison to the values obtained from the radiation field at jet altitudes.
AT-ALTITUDE MEASUREMENTS
The TEPC was used as the primary instrument to take dosimetric measurements and microdosimetric spectra on board 62 worldwide flights flown at altitudes between 4.5 and 12.4 km from September 1998 to October 1999. A typical dose distribution for a transAtlantic flight is shown in Figure 5 (b). For a portion of these flights at altitudes greater than 8.5 km, values of *The maximum error on y F is 35%, most of which is associated with the extrapolation to zero lineal energy; thus, this error will be most significant for gamma ray spectra. y F , y D and Q were obtained from TEPC spectral data summed over an entire flight (Table 3) . The values of all three of these quantities are all very similar to those obtained from the radiation field on top of the shielding at CERF in Table 2 . On all flights, the Q values are greater than 1 and the y D values are greater than 10 keV.m
Ϫ1
, which indicates a significant high LET (Ͼ 10 keV.m Ϫ1 ) contribution to the radiation field. Thus, as shown in Figure 6 , the aircraft environment is dominated by radiation with a higher Q value, for which there is a greater uncertainty in the biological risk coefficient (47) . In contrast, most terrestrial occupational exposures are dominated by radiation with a lower deposition energy, for which Q ෂ 1, and the risk coefficients are better known.
In addition to the TEPC, radiation levels were also monitored with various pieces of instrumentation that are sensitive to different components of the mixed radiation field on several representative flight routes (see Table 4 ). The dose equivalent arising from the neutron (i.e. high LET) component of this field was measured using BDs or the PADC detectors of the NRPB box. In addition, on some flights, the dose equivalent arising from the non-neutron (i.e. mainly low LET) component was measured independently using either an IC, TLDs or an EPD. Both the TLDs and NRPB box correspond to integrated values over several flight legs. Table 4 also shows different methods for estimating the total dose equivalent with various combinations of instrumentation. The measured BD/TEPC ratio for the dose equivalents in Table 4 can also be used to convert the extensive BD data measured in an earlier study (Reference 2) to a total dose equivalent (for all particle types). Considering an average of the flights in the given global flight regions of Table 4 , this ratio (i.e. neutron fraction) ranges from 0.42 to 0.45, except for the equatorial region where a lower value of 0.33 is observed due to geomagnetic shielding effects (as also revealed in transport calculations).
An estimate of the low LET dose equivalent can also be obtained from the TEPC by including only those data points at lineal energies less than 10 keV.m
. The TEPC gamma measurements in Table 4 are always ෂ10-15% lower than that measured by the IC. This systematic discrepancy suggests that the IC is responding to ionising particles with higher lineal energy values as well. The EPD readings are also consistently lower than the IC measurements by at least 20%. This result suggests that the EPD (as normally used in the nuclear industry for ionising dose assessment) cannot be directly used for aircrew exposure assessment unless the EPD measurements are suitably scaled to an instrument with an improved response for the more penetrating ionising particles of higher energy and charge. The low LET dose equivalent (from the IC or TLDs) can be summed to the high LET (neutron) value to obtain an estimate
(a) (b) Figure 6 . Quality factor of radiation exposures for: (a) aircrew on board a trans-Atlantic flight at 11.2 km (based on the data in Figure 5 (b)), and (b) US atomic radiation workers (based on NCRP Report 93) (47) .
of the total dose equivalent. The data in Table 4 show that this procedure results in a value which is ෂ90% of that measured by the TEPC. This slight discrepancy can be related to the fact that the IC and TLDs are referenced to a photon-equivalent field (i.e. with a mean quality factor Q ϭ 1), and therefore do not take into account an enhanced quality factor for those ionising particles actually present in the cosmic spectrum with lineal energies greater than 10 keV.m Ϫ1 (such as protons). As mentioned above, the data indicate that the IC is indeed detecting such particles. In fact, ෂ18% of the absorbed dose from the non-neutron component can be attributed to protons, although this fraction is somewhat dependent on altitude and latitude (48, 49) . A mean quality factor of 1.5 has been proposed to account for the enhanced proton contribution such that (48) :
where H is the corrected ambient dose equivalent for the non-neutron component and D is the absorbed dose as measured with either the IC or TLDs. Thus, the IC and TLD measurements should be multiplied by a correction factor of 1.1 in order to account for the dose equivalent effect from protons. This proton component is already appropriately weighted with the use of the Q(LET) relationship for the TEPC (2) . If the IC and TLD measurements are multiplied by this correction factor, the BD and IC measurements will sum to be about 95% of the TEPC one, which is well within the measurement uncertainty. However, even this small discrepancy can be somewhat attributed to the under-response of the BDs to neutrons of very high energy where the microscopic cross sections of the superheated detector liquid are known to decrease with increasing energy (see Figure A1 .2 in Appendix 1).
In conclusion, the summed results from the various independent equipments are self-consistent with the TEPC results, providing further confidence in the use of the TEPC data for model development presented in the next section.
MODEL DEVELOPMENT (FOR ROUTE-DOSE PREDICTION)
The raw TEPC output from the flights (corresponding to about 20,000 lineal energy spectra) can also be processed to provide a dose equivalent rate (every minute). However, it was decided that the spectral data be summed over five-minute intervals and the data smoothed using a least squares method developed by Savitzky and Golay (50) to reduce the relative error in the data to approximately 18%. This method of data treatment was applied to the TEPC spectral data obtained from 36 flights (i.e. a sub-set of the original 62 flights that was used specifically for model development). This analysis resulted in the dose equivalent rate data plotted as a function of altitude and geomagnetic latitude as shown in Figure 7 . This figure shows a consistent symmetry between altitude curves, which is due to the shielding effect of the atmosphere. The altitude A (in km) can also be related to an atmospheric depth h (in g.cm
Ϫ2
) (or atmospheric pressure p (in mbar)) in accordance with the relation (51) : Figure 2 for the given range of atmospheric depth). The slope of the resulting line corresponds to an effective relaxation length for the given particles in the atmosphere, s . This result is indeed depicted in Figure 8 , (52, 53) . This relaxation length (valid over the altitudes 9.4 to 11.8 km) can be used to normalise the data in Figure 7 to a specific altitude. In particular, the dose rate at 10.6 ) can be derived from the dose rate at any atmospheric depth according to the scaling function:
Normalising all data from various altitudes to 10.6 km in this manner yields Figure 9 . Unfortunately, Equation 6 cannot be extrapolated to altitudes near or above ෂ20 km because of the effect of secondary particle build-up (see Figure 2) . However, a more general function can be derived to account for such effects. The incident cosmic radiation (i.e. protons) will be absorbed in the upper layer of the atmosphere. Thus, the rate of change of the primary particle intensity I p (particle.m
.s
Ϫ1
) with respect to a penetration distance z can be described by a simple (first-order) absorption law:
where k (in m 2 .kg
) is an absorption coefficient and (in kg.m
Ϫ3
) is the density of the atmosphere. The atmospheric density decreases exponentially with altitude, or in terms of the penetration distance z (23) :
where o is the value of at some arbitrary level at which z is taken to be zero. Here the quantity H is the so called 'scale height' as given by (23) :
where k is Boltzmann's constant (ϭ 1.38ϫ10
), T is the kinetic temperature (in K), m is the molecular weight of air (ϭ 29.0 u ϫ 1.66 ϫ 10 Ϫ27 kg.u Ϫ1 ϭ 4.81 ϫ 10 Ϫ26 kg) and g is the acceleration due to gravity (ϭ 9.80 m.s Ϫ2 ) (54) . Assuming a typical atmospheric temperature of ෂ220 K (54) , H is evaluated as 6.4 km. Since 
where I po is the intensity at the top of the atmosphere at h ϭ 0. Analogous to Chapman layer theory in the formation of the ionosphere, the production of secondary particles can be assumed to be proportional to the rate of absorption of the primary particles, dI p /dz, with an effective proportionality constant ␤ (23) . Thus, accounting for this source, and a first-order loss due to absorption in the atmosphere with a coefficient , the conservation statement for the intensity, I s , of the secondary particles is:
where s ϭ (/)(H/) is an effective relaxation length as measured in Figure 8 (ϭ 0.0062 cm 2 .g
Ϫ1
) and calculated in Figure 2 . Thus, substituting Equation 11 into Equation 12b and integrating (where it is assumed that there is no secondary particle intensity at the top of the atmosphere, i.e. I s ϭ 0 at h ϭ 0), one obtains:
Again, normalising Equation 13 to an atmospheric depth h o yields the following scaling function (for altitude):
The parameter k o in Equation 14 is fitted to provide a maximum value of the function at the Pfotzer maximum, i.e. at an altitude of 20 km or atmospheric depth of ෂ60 g.cm
Ϫ2
, yielding a value of k o ϭ 0.043 cm 2 .g
Ϫ1
. This result is consistent with the LUIN calculations of Figure 2 (a) which show a greater relaxation length for the primary protons near the top of the atmosphere. Equations 6 and 14 are compared in Figure  10 , which reveals that the term in large square brackets in Equation 14 is equal to unity over the range of atmospheric depths in Figure 8 . A more complete transport calculation indicates that the Pfotzer maximum is somewhat dependent on latitude and the type of particle involved. However, as a first approximation, Equation 14 is able to account for the main features observed in Figures 2 and 10 for the secondary particles including a maximum due to their build-up and an approximate exponential loss in the lower part of the atmosphere.
To account for solar cycle effects, a normalising function for the heliocentric potential was found using the CARI 5E transport code. About 1350 CARI 5E runs were compiled for 23 flights worldwide at six-month intervals over a 28-year period at 10.6 km. The effective dose of each flight was normalised to a heliocentric potential of 650 MV. A correlation was developed to allow for interpolation of U for values from 400 to 1500 MV, where it is observed that there is also a slight dependence on the geomagnetic latitude B m (in degrees) (which is more pronounced at higher latitudes), such that: 
Here f (as well f 1 and f 2 ) are normalised to a value of unity at 650 MV. On further examination of the symmetry around the equator in Figure 9 (with a mirroring of data), it was seen that the north to south symmetry was not exact. This lack of symmetry is due in part to the 10.7°offset of the spin axis of the Earth with respect to the magnetic dipole axis, which gives rise to deviations in the magnetic field (in particular, the South Atlantic Anomaly). In addition, the collected data do not span the full range of geomagnetic coordinates, which limits the ability of the correlation to be a reliable method for interpolating the dose rate for any flight worldwide. To allow for the asymmetries of the Earth's magnetic field, the data can be plotted instead as a function of the vertical cut-off rigidity ( Figure 11 ). Figure 11 shows that the experimental data from the 36 flights cover all possible values of vertical cut-off rigidity (R c ) from 0 to 16 GV. A correlation of the global dose rate as a function of R c is therefore possible for a given global position (i.e. geomagnetic latitude B m ). Symmetry was verified by differentiating data collected north of the equator with that south of the equator. The two sets of data overlapped, showing that the relationship of dose rate and R c (within experimental uncertainties) is symmetrical around the equator and is in fact a better representation than a plot of dose equivalent rate against B m . The final step was the development of a best-fit polynomial to the data in Figure 11 
Comparison to PTB measurements
At the PTB in Germany, concurrent measurements have been conducted. In the PTB analysis, measurements with a neutron monitor and an ionisation chamber were summed to produce a total dose equivalent rate (similar to that performed with the bubble detectors and ionisation chamber in Table 4 ). The instrumentation was flown on 39 flights worldwide (10) . The PTB data taken from References 9 and 10 can be compared to the RMC data set by similarly normalising the former data to 10.6 km and 650 MV (using the previous methodology) and plotting the dose equivalent rate against R c . As seen in Figure 12 , both studies are in excellent agreement where the best fit curves for each of the data sets agree within 5%.
Comparison to LUIN transport code calculations
The RMC and PTB data were also compared to calculations with the radiation transport code LUIN 2000. LUIN is a deterministic code based on an analytical two-component solution (i.e. longitudinal and transverse components) of the Boltzmann transport equation that uses the primary nucleon flux at the top of the atmosphere as a boundary condition. The primary flux is derived from the Garcia-Munõz equation below 10 GeV (55) , and the Peters equation for higher energies (56) as normalised to the Gaisser-Stanev values at 10.6 GeV (57) . The scientific basis of the code is detailed in References 11, 58 and 59. In particular, the code provides for a calculation of the atmospheric cosmic ray angular fluxes, spectra, scalar fluxes and ionisation, and these quantities are then used to calculate the absorbed dose in a semi-infinite 30 cm slab phantom (which provides a simplified representation of the human body in an aircraft). The absorbed dose data at each depth are obtained by integrating the scalar energy spectrum multiplied by the flux-to-dose conversion factors at that depth. Absorbed dose data at various depths are then used to construct absorbed doses for bilateral isotropic exposure (60) . The equivalent dose to bone marrow and skeletal tissue is also calculated at a depth of 5 cm in ICRU tissue. The effective dose calculations are based on flux-to-effective dose conversion coefficients in References 45 and 61 to 65. In addition, LUIN is able to provide an output in terms of an ambient dose equivalent (H*(10)), using conversion coefficients from ICRP 74. Due to the penetrating nature of the radiation in airline exposure, LUIN 2000 predicts that the total ambient dose equivalent is very close to the effective dose. However, this result is somewhat different from that suggested in Reference 49 where there is a greater difference between the ambient dose equivalent and effective dose. This latter result primarily arises as a consequence of the two-fold increase in the proton fluence rate in Figure 2 (a) with FLUKA compared to that of LUIN. The LUIN code has in fact been successfully validated against measured spectral data for the vertical proton flux between 700 g.cm Ϫ2 and sea level (59) . Hence, this discrepancy in the proton fluence will be exacerbated in the calculation of the effective dose as a consequence of a significant radiation weighting factor of 5 for the protons.
In the present analysis, the RMC flights in the experimental database were first simulated for a constant altitude of 10.6 km and 650 MV providing an ambient dose equivalent rate along the entire flight path of each flight ( Figure 12 ). In addition, the actual flight paths were simulated with LUIN and the correlations of Equations 14 and 15 for altitude and heliocentric potential effects were subsequently applied in order to test the given normalisation procedure, which yielded similar results to that shown in Figure 12 . For these comparisons, the data are plotted against the latest vertical cut-off rigidity calculations for the International Geomagnetic Reference Field (IGRF) of 1995. There is again excellent agreement between the experimentally based model and the theoretical (H*10) LUIN code predictions (i.e. within 7%). The LUIN 2000 curve is practically identical to the best-fit polynomial for the proposed curve in Figure 11 .
CODE DEVELOPMENT AND VALIDATION
A Predictive Code for Aircrew Radiation Exposure (PC-AIRE) was developed, in a Visual Cϩϩ platform, from the data analysis and the equations produced therein (66) . This code was written to be user-friendly and requires minimal time for data input, calculation and data storage. The code requires the user to input the date of the flight, the origin and destination airports, the altitudes and times flown at those altitudes. Look-up tables produce the latitude and longitudes of origin and destination, as well as the heliocentric potential. A great circle route is produced between the two airports, and the latitude and longitude are calculated for every minute of the flight (see Appendix 2) (66) . The vertical cut-off rigidity is calculated from either Equations 2 and 3 (which provide for a 3-epoch average), or interpolated from IGRF-1995 tabulated data for the given geographical coordinates along the flight path. The dose rate is then integrated along the great circle path at one minute intervals using the model of Equation 17 , which is based on the normalised correlation in Equation 16 ( Figure  11) , and unfolded to the actual altitude flown (Equation 14) and the heliocentric potential for the date of the flight (Equation 15 ). The code outputs the total ambient dose equivalent for the total flight route. The PC-AIRE code was validated against the remaining 26 flights from the original data set collected with the RMC TEPC (i.e. these validation data were independent of the 36-flight data used for model development). As shown in Figure  13 , the PC-AIRE predictions of the validation flights are in very good agreement with the TEPC measurements for those flights. Here the measured TEPC data have a relative error of ෂ18%, while the code, based on a sensitivity analysis, has a predictive error of about 20% (which accounts for the uncertainty due to deviations in the flight path from a great circle route as well as uncertainties in the scaling functions for the altitude and heliocentric potential).
A PC-AIRE prediction of route doses (in units of the ambient total dose equivalent) is shown in Table 5 for representative flights which cover various global flight regions, assuming an altitude of 10.6 km (i.e. atmospheric depth of 243 g.cm
Ϫ2
) and a heliocentric potential of 500 MV (which is close to a recent minimum in the solar cycle or a maximum galactic situation). For the non-equatorial regions, these calculations yield a typical dose equivalent rate of ෂ5. (68) which indicate an equivalent dose rate to the bone marrow and skeletal tissue of ෂ16 Sv.h
Ϫ1
, and a dose equivalent rate of ෂ19 Sv.h Ϫ1 as suggested by Reitz (24) for data collected at 55°geomagnetic latitude (during solar minimum conditions). In addition, an extensive measurement campaign was undertaken using the passive dosimetry boxes of the NRPB on 96 return flights (London to New York) on the British Airways Concorde, which yielded an average H*(10) total dose equivalent rate of ෂ11 Sv.h Ϫ1 at 16.1 km (102 g.cm
Ϫ2
) (69) . This latter value is also in good agreement with a predicted PC-AIRE value of ෂ12 Sv.h Ϫ1 at this slightly lower altitude. Thus, there is some confidence in the ability of the model to extrapolate to supersonic altitudes. This capability is expected considering the well characterised relaxation length in Figure 8 , and the essentially simple exponential behaviour of the dose rate as a function of atmospheric depth (Figures 2 and 10 ) over the given range of altitude for these various types of commercial flights. 
AIRCREW ANNUAL EXPOSURE PREDICTION
An extensive study was previously carried out with only bubble detectors to measure the neutron dose equivalent on over 385 different Canadian-based flight routes (2) . These measurements were then scaled to a total dose equivalent for the given route with the use of a neutron fraction. The neutron fraction was derived from equivalent dose calculations with CARI-LF, which were further supported by a single scientific flight using a variety of active (i.e. TEPC, extended range neutron rem meter, and ionisation chamber) and passive (i.e. BD and TLDs) instrumentation. From this analysis, a database was constructed under a Microsoft Access platform to provide a look-up of the total dose equivalent for a given flight route. Using this extensive database program, with the actual flight schedules of several aircrew (pilots and flight attendants) supplied by the various air carriers, an estimate of the annual exposure of the individual aircrew was obtained.
The PC-AIRE code was further used to simulate these flights to provide a prediction of the annual aircrew exposure. Unfortunately, the previously developed database does not correlate the route flight parameters (i.e. altitude) to a specific flight dose. As such, an average altitude of 10.6 km and a heliocentric potential of 500 MV (corresponding to the previous study period) were assumed for the simulation. A comparison of six selected flights, which cover different global regions, is shown in Table 5 . In general, PC-AIRE is typically ෂ15% higher than that derived from the database program. This result is principally attributed to the use of an older calibration factor for the bubble detectors (see section on bubble detector calibration) and a slight difference in the neutron fraction between the theoretical CARI-LF predictions and that obtained from the measured BD/TEPC ratio in Table 4 . As such, the PC-AIRE predictions of the annual aircrew exposure (as shown in Figure 14 ) are ෂ15% higher than that reported in Reference 2. As expected, all but one aircrew member surpassed the proposed ICRP 60 public limit of 1 mSv.y
Ϫ1
, whereas all crew members are well below the Figure 14 . PC-AIRE prediction of aircrew annual exposure.
proposed occupational limit of 20 mSv.y
. These data, in conjunction with Table 1, demonstrate that there is a valid requirement to monitor the radiation exposure of aircrew, perhaps using such predictive tools as that developed in this work.
It is important to recall that the quantity being determined in the proposed PC-AIRE code is the ambient dose equivalent, whereas legal regulation limits are in terms of effective dose. For typical terrestrial situations, the ambient dose equivalent is a reasonable surrogate for the effective dose since it is a more conservative quantity. However, as suggested in Reference 49, the ambient dose equivalent may no longer be a conservative estimate of the effective dose for the complex high energy cosmic spectrum, primarily due to the enhanced weighting factor of 5 for the protons. This result can be clearly seen in Figure 15(a) , where the ratio of effective dose (E) to ambient dose equivalent (H*(10)) is greater than unity based on the FLUKA analysis in References 49 and 70. On the other hand, the current LUIN calculations in Figure 15(b) suggest that E/H*(10) is typically closer to unity as a consequence of the lower proton fluence rate in Figure 2(a) . Consequently, in the PC-AIRE code, an effective dose calculation is performed where the user has a choice of scaling function as depicted in Figures 15(a) and (b) , such that In Equations 18a and 18b, A is the altitude in km and R c is the vertical cut-off rigidity in GV. These correlations are derived with the use of Lagrange interpolation polynomials and correspond to conditions near a solar minimum. Thus, the ambient dose equivalent rate in Equation 17 is multiplied by the chosen conversion function in Equations 18a or 18b to yield an effective dose, where Equation 18a will yield the more conservative estimate (i.e. by ෂ20% at subsonic altitudes). As a caveat, the LUIN predictions of ambient dose equivalent have been validated against two independent data sets in Figure 12 based on an extensive series of in-flight measurements. However, as mentioned in the derivation of Equation 4, the proton contribution will result in only a small (i.e. approximately 10%) enhancement of the dose equivalent from the absorbed dose value if one employs a standard Q(LET) relationship in such calculations. As such, the ambient dose equivalent estimates of FLUKA and LUIN should not vary significantly, although further investigation is clearly warranted to improve upon the effective dose calculation in order to reduce the observed discrepancy in Figure 15 between the two codes. This further investigation is important since an overly conservative estimate of effective dose could result in undue restrictions if such theoretically based tools are used to manage the aircrew exposure.
CONCLUSIONS
(1) A tissue-equivalent proportional counter (TEPC) was utilised to conduct an extensive in-flight measurement programme to investigate aircrew radiation exposure at jet aircraft altitudes over a one-year period. Over 20,000 total (ambient) dose equivalent rate results were collected on 62 worldwide flights, spanning altitudes up to 12.4 km, and geomagnetic latitudes from 50°south to 85°north that cover the complete cut-off rigidity of the Earth's magnetic field. This database compared extremely well to other data collected by the PTB on different flights, utilising different instruments and a contrasting research methodology (where ionisation chamber and neutron rem meter data were summed to yield the same total dose equivalent).
The current data were also successfully compared to theoretical transport calculations with the LUIN 2000 computer code. Thus, these experiments provide for a validation of the deterministic LUIN code for a prediction of the total (ambient) dose equivalent received by aircrew. On the other hand, the results from the two independent laboratories can be used to produce a single (experimentally based) function (item 2), which can be easily adapted as a practical code (item 3) for aircrew radiation exposure assessment. (2) A semi-empirical model was developed to relate the measured total (ambient) dose equivalent rate to the vertical cut-off rigidity (which is a function of the latitude and longitude). This correlation was obtained by relating the dose rate data to specific positional information as a function of time along the flight path of the aircraft. The TEPC data were summed and smoothed to minimise the data uncertainty (ෂ18% relative error) without an undue loss of data. Physically based functions were developed to scale the dose rate data as a function of altitude (using a measured relaxation length of 0.0062 g.cm
Ϫ2
) and heliocentric potential (based on a theoretical analysis with CARI 5E). The current model therefore provides for an estimate of the total (ambient) dose equivalent rate for any global flight path and time in the solar cycle. (3) The model was developed into a computer code, PC-AIRE, for global dose prediction using a great circle route calculation (e.g. between various waypoints or the departure and arrival airport locations) by summing the dose rates over the given flight path. The code methodology was directly validated against an independent set of TEPC route-dose measurements on 26 flights. An effective dose calculation is also possible with PC-AIRE using conversion functions developed from an analysis with LUIN and FLUKA, but further work is needed to improve upon the discrepancy of ෂ20% for the ratio of the effective dose to ambient dose equivalent as obtained between the two transport codes. (4) An assessment of the annual exposure of Canadianbased aircrew was performed with the PC-AIRE code using actual flight frequency information. From this analysis, most aircrew will exceed the annual ICRP 60 public limit (1 mSv.y 
Instrument calibration

TEPC (external source calibration)
Before using the TEPC to monitor radiation at jet altitudes, it is necessary to know the response of the TEPC relative to the ambient dose equivalent, H*(10). In other words, the TEPC must be calibrated in a known field of interest in order to obtain a multiplication factor, f, which can be applied to H TEPC such that (33) H*(10) ϭ fH TEPC (A1.1)
The response of the TEPC was compared to H*(10) in polyenergetic neutron reference fields ( 252 Cf and AmBe) and in monoenergetic neutron beams at the PTB. The results from the polyenergetic neutron fields are given in Table A1 .1, while the results from the mono-energetic neutron beam measurements are shown in Figure A1 .1.
These measurements show that H TEPC is systematically higher than H*(10) by an average of ෂ15% (excluding the measurement at a neutron energy of 0.144 keV, where the TEPC is known to under-respond since the range of the recoil proton is less than the TEPC diameter) (31, 34) . In addition, comparison to a calibrated 137 Cs gamma source shows that the TEPC overresponds to gamma rays by approximately 10%. Based on these various results, f in Equation A1.1 is taken as 1/1.15 ϭ 0.87.
TEPC (internal alpha source calibration)
The TEPC also contains an internal alpha source (i.e.
244
Cm) which can be used for calibration since the cosmic ray spectrum also contains particles of higher LET. Thus, the value of f in Equation A1.1 can also be confirmed by examining the position of the peak generated by the internal source. This source emits 5.8 MeV alpha particles with virtually no gamma rays (35) . The stopping power (S/) of these particles in the detector can be evaluated with a Monte Carlo analysis using the SRIM-2000 code, assuming an atomic composition of: H (10.3 wt%), C (56.9 wt%), N (3.5 wt%) and O (29.3 wt%) for the muscle-equivalent (propane) gas of density ϭ 1.68 ϫ 10 Ϫ5 g.cm Ϫ3 (at 20°C and 933 Pa (7 torr)) (34) . The SRIM calculation indicates a very large range of ෂ2.5 m in the low density gas (36) . As such, the high energy alpha particle should not slow down very much as it passes through the detector sphere (of diameter d d ϭ 12.7 cm). This can be further demonstrated with a simple energy-range calculation. The energy loss of the particle as it traverses through the gas is given by:
From the SRIM analysis, it can be seen that the stopping power is relatively constant for a high energy alpha particle (i.e. until it has slowed down and is near the end of its range), where (S/) ෂ 856 MeV.cm
Ϫ2
.g
Ϫ1
, or S ϭ 0.0146 MeV.cm Ϫ1 (36) . Equation A1.2 can therefore be directly integrated to yield:
where E o (ϭ 5.8 MeV) is the initial energy of the alpha particle. The average energy of the particle must be evaluated over a mean chord length of the spherical detector, ᐉ ϭ (2/3)d d , where on use of Equation A1.3:
Equations A1.3 and A1.4, with the above parametric values, yield an average energy in the detector sphere of ͗E͘ ϭ 5.7 MeV, which is close to the initial energy E o .
It is possible to determine the amount of energy imparted to the counter gas using the relation
Hence, with an (S/) ෂ 856 MeV.cm 2 .g
, a tissue site density t ϭ 1 g.cm Ϫ3 and tissue sphere diameter, d t ϭ 2 m, the energy imparted by the 5.8 MeV alpha particle in the current detector cavity is ⑀ ϭ 171 keV. This value is in excellent agreement with that reported in the literature (i.e. 170 keV for a 2 m site size) (37) . From the definition of the lineal energy y y ϭ ⑀/ᐉ (A1. 6) where, for the simulated tissue site, the mean chord length ᐉ ϭ (2/3) d t it follows that y ϭ 1.5(⑀/d t ) (A1.7)
A lineal energy peak is therefore predicted to occur with Equation A1.7 at a value of 128 keV.m −1 . The actual spectrum measured by the TEPC consists of a single peak with a maximum near 148 keV.m Ϫ1 (consistent with an original calibration by the manufacturer to a peak position of 150 keV.m
). Thus, this actual peak occurs at a lineal energy which, again, is ෂ15% higher than that predicted by theory (128 keV.m
). The absorbed dose calculation will be directly affected by this same factor, which further supports the use of the proposed value of f in Equation A1.1.
Comparison to the HANDI TEPC at CERN
The TEPC was also compared to a HANDI TEPC with a cross comparison measurement of the integral field at CERN (which simulates a high energy cosmic neutron spectrum as depicted in Figure 4 ). The HANDI TEPC typically yielded a total ambient dose equivalent which was ෂ20% higher as compared to the TEPC measurement after using the correction factor derived in the external and internal calibration studies. However, the use of independent combined instrumentation suites in both the RMC and PTB investigations (see for example the section on at-altitude measurements) further support the current TEPC calibration and its ability to measure both the low and high LET components of the complex cosmic ray field at altitude.
Bubble detectors
In an earlier study, BDs were used to measure the dose equivalent of cosmic neutrons (2) . These measurements were subsequently scaled to a total dose equivalent (i.e. for all particle types) using an estimate of the neutron fraction based on CARI-LF equivalent dose calculations. The present study, however, also provided a unique opportunity to determine experimentally the scale factor from the ratio of the BD/TEPC measurement. This type of evaluation is particularly important since simple passive, direct-reading BDs can alternatively be used to measure the high LET component of the at-altitude field, which can be easily scaled to yield a total dose equivalent without the need for sophisticated instrumentation. Therefore, for this analysis, the BDs were also calibrated in ground-based accelerator studies using the monoenergetic neutron source at the PTB and subsequently validated in an integral reference field at the CERF facility that simulates the cosmic neutron spectrum (Figure 4) .
For the bubble detectors, a response-to-dose equivalent calibration factor, RD amb , can be determined experimentally by taking the ratio of the integral response of the detector (i.e. the number of bubbles, M) to the dose equivalent produced in a known reference field, H:
This calibration factor (once determined) can be used to convert the number of bubbles produced by an unknown radiation field, M u , into a measured (ambient) neutron dose equivalent, DE n :
Alternatively, a theoretical RD amb can be calculated for an ideal neutron detector (9) :
which requires a knowledge of the energy response function of the detector, R (E); the shape of the cosmic neutron energy spectrum, (E); and the conversion factor, h(E)ϭH*(10)/⌽, between the ambient dose equivalent H*(10) and neutron fluence ⌽. The energy response function of the detector, including the more recent PTB data, is shown in Figure A1 .2. For this analysis, the combined H*(10)/⌽ operational coefficients of Siebert et al (for neutron energies below 200 MeV) and Sannikov et al (for neutron energies above 200 MeV) shown in Figure A1 .3 can be employed (38) (39) (40) . Thus, an ideal calibration factor can be evaluated from Equation A1.10 with a further knowledge of the neutron spectrum. The results of this calculation are shown in Table A1 .2 using the various spectra in Figure 4 , which include: (i) an actual measurement by Goldhagen (atmospheric (28) ; and (iii) a simulated spectrum measured on top of the concrete accelerator shielding at CERF (42, 43) . For neutron energies less than 1 eV, the theoretical calculations of Armstrong have been ). (b) Noulty (71) , (᭺) Noulty (71) , (̆) Tume et al (72) , (í) PTB measurements (2000), (-) proposed functions.
pinned to the measured spectrum of Goldhagen and the calculated one with FLUKA in Figure 4 (44) . As expected, the calculated value of RD amb in Table A1 .2 does not vary much with these comparable spectra. A response-to-effective dose calibration factor, RD eff , can also be similarly obtained in Table A1 .2 for the BD by replacing the quantity H*(10)/⌽ in Equation A1.10 with the neutron fluence-to-effective dose conversion coefficients E/⌽ of Figure A1 .3 (45) . Hence, the ambient dose equivalent, as measured with the bubble detector for a cosmic neutron spectrum, will provide a somewhat conservative estimate of the effective dose (as seen by replacing RD amb by RD eff in Equation A1.9).
Thus, in the current study, the calibration factor RD amb is evaluated from Equation A1.10 for the cosmic neutron spectrum of Goldhagen (Table A1. 2), yielding a value of RD amb ϭ 3.8 bubble.Sv Ϫ1 . (This calibration factor specifically corresponds to a detector with a sensitivity of 5.6 bubbles.Sv −1 for an AmBe neutron spectrum and ICRP H*(10)/⌽ conver- ) (45) , (¼) H*(10) (Siebert 1995 (38) , Sannikov 1997) (40) . Calibration factor for a detector with a nominal sensitivity of 6 bubbles.Sv Ϫ1 as calibrated by the manufacturer using an AmBe neutron spectrum and NCRP 38 units (i.e. the R (E) in Figure A1 .2 has been multiplied by a factor of 60 since the latter curve pertains to a detector with a 0.1 bubble.Sv For isotropic (ISO) geometry. sion coefficients.) With a knowledge of this factor, the neutron dose equivalent can be easily evaluated with Equation A1.9 by simply counting the number of bubbles (M u ) on a given flight. No correction has been considered for the interaction of high energy protons with the neutron bubble detectors since this effect is well within the measurement uncertainty of the detector. In particular, the particle fluence rate is an order of magnitude less for protons compared to neutrons at typical aircraft altitudes (see for example Figure 2) , and the response of the bubble detectors to high energy protons is somewhat reduced from that for neutrons, as observed in accelerator experiments at TRIUMF.
In order to confirm experimentally this calculated value of RD amb for an ideal detector, an experimental calibration was made on top of the concrete shielding at CERF. As mentioned previously, the neutron spectrum generated behind the accelerator shielding provides a reasonable simulation of the neutron spectrum at aircraft altitudes ( Figure 4) . A measured experimental response, M, was made with the bubble detectors for the integral field and compared to the actual neutron dose equivalent, H, as measured with an inhouse LINUS (Long Interval NeUtron Survey meter) extended range counter. Thus, using Equation A1.8, an experimental ratio of M/H yielded a value of RD amb ϭ 3.8 Ϯ 0.8 bubble.Sv Ϫ1 . This value is in excellent agreement with the corresponding value of 3.7 Ϯ 0.8 bubble.Sv Ϫ1 reported in Table A1 .2 for the CERF spectrum.
APPENDIX 2
Great circle calculation
An aircraft normally flies a great circle arc (or route), which is the shortest distance between the two points on the surface of a sphere. The total great circle distance (D) between the point of origin, a, and the final destination, b, is (67) The atan2(y,x) function is the arc tangent of y/x, which is a standard function used in most programming languages, and mod(y,x) is the modular function. These equations can therefore be used to calculate the path, distance and position along the path at a given time throughout the flight (with a knowledge of the total flight time and great circle distance D or alternatively the aircraft velocity). This positional latitude and longitude information can then be used to calculate a corresponding geomagnetic latitude (B m ) and, hence, a cutoff rigidity using Equations (2) and (3).
