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Abstract
We give an upper bound on the number of cycles in a simple graph
in terms of its degree sequence, and apply this bound to resolve several
conjectures of Kira´ly [8] and Arman and Tsaturian [2] and to improve
upper bounds on the maximum number of cycles in a planar graph.
1 Introduction
What is the largest number of cycles that can appear in a graph with m edges?
Trivially, there are at most 2m cycles, and it is not hard to find examples with
an exponential number of cycles. Kira´ly [8] conjectured that the number of
cycles in a graph with m edges is O(1.4m). Our first main result proves this
conjecture.
Theorem 1. Let γ = 4423681/10 ≈ 1.384. A simple graph with m edges has at
most O(γm) cycles.
Currently the best known lower bound is Ω(κm1 ) for κ1 = (2 + 2
√
2)1/5 ≈
1.3701 by Arman and Tsaturian [2] (see Figure 1).
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Figure 1: The lower bound construction of Arman and Tsaturian [2] giving
simple graphs with Ω(κm1 ) cycles for κ1 = (2 + 2
√
2)1/5 ≈ 1.3701.
We believe that this construction is the best possible (we verified by com-
puter a number of similar constructions and could not find a better one).
Conjecture 2. Every simple graph with m edges has at most O(κm1 ) cycles.
In fact, Theorem 1 is a consequence of a much more general result (Theo-
rem 7). For a graph G with (not necessarily distinct) vertices s and t, let ps,t(G)
denote the number of distinct paths from s to t in G. Theorem 7 provides a
bound on ps,t(G) as a function of the degree sequence of G, which easily implies
a bound on the number of cycles in G (see the proof of Theorem 1 for details).
As Theorem 7 is fairly technical, we defer the statement to Section 2.
Theorem 7 also yields new bounds for the number of cycles in simple graphs
with small average degree. For average degree at most four, the following the-
orem improves on a result of Kira´ly [8] of O((
√
2 − ε)m) for a very small (but
fixed) ε > 0. It also proves his conjecture that 4-regular graphs have at most
1.99m/2 cycles.
Theorem 3. A simple graph with m edges and average degree 4 has O(1.365m)
cycles.
Patko´s [10] gave a construction for 4-regular graphs with at least κm2 cycles,
where κ2 ≈ 1.356.
Bounds on the maximum number of cycles in planar graphs on n vertices
have been previously given by Alt, Fuchs and Kriegel [1] and improved upon by
Buchin et al. [4], who have proven a lower bound of Ω(2.4262n) and an upper
bound of O(2.8927n). We are also able to improve this bound.
Theorem 4. A planar graph with n vertices has O(2.643n) cycles.
Both Theorem 3 and Theorem 4 follow from a more general (but more tech-
nical) result (Corollary 8) which gives upper bounds for the number of cycles
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in simple graphs with constant average degree. The same approach implies the
following asymptotic bound, of interest for graphs with superconstant average
degree.
Theorem 5. A simple graph with n vertices and average degree d has at most((
1 +O
( log d
d
))
· d
e
)n
cycles.
This proves Conjecture 6.1 of Arman and Tsaturian [2], and is asymptotically
tight as seen by considering random graphs [6]. In combination with the Erdo˝s–
Stone theorem [5], Theorem 5 implies Theorem 1.4 of Morrison, Roberts and
Scott [9] that for a fixed graph H of chromatic number χ ≥ 3, a simple n-vertex
graph not containing H as a subgraph contains at most
(
(1 + o(1)) (χ−2)n(χ−1)e
)n
cycles. There is also a short direct proof of Theorem 5 using Bre`gman’s The-
orem [3] (see also [11]) on the permanent of a matrix, which we present in
Section 2.
The key idea in the proof of Theorem 7 is to prove a bound in terms of the
degree sequence of the graph, which enables us to use inductive arguments. In
Section 2, we introduce this idea by giving a short proof of an analogous result
for multigraphs (Theorem 6). We will then formally state Theorem 7 and deduce
Theorem 1, Corollary 8 (which will imply Theorems 3 and 4) and Theorem 5
from it. The proof of Theorem 7 is then given in Section 3. Unfortunately,
this proof relies on a large number of technical calculations. In order to not
obscure the key ideas of the proof from the reader, some of these are deferred
to Section 4.
2 Main Results
2.1 A bound for multigraphs
To introduce the main ideas in the proof of Theorem 7, let us give a short
proof of an analogous bound for multigraphs (Theorem 6 below). Our bound
is a strengthening of a result of Arman and Tsaturian [2], who proved that the
number of cycles in a multigraph with m edges is at most O(3m/3). This bound
is tight, as illustrated by the graph obtained from the cycle of length m/3 by
replacing each edge by a triple edge.
In order to state Theorem 6 we will first introduce some key definitions. We
will define functions a′, b′ and q′; analogous functions a, b and q will be defined
later for the proof of Theorem 7. Let b′(0) = a′(0) = b′(1) = 1. Let b′(k) = k/2
for k ≥ 2, and let a′(k) = 2
√
k for k ≥ 1. For a graph G with a vertex s,
let q′s(G) = a
′(deg(s))
∏
v∈V (G)\{s} b
′(deg(v)). Recall that for a graph G with
(not necessarily distinct) vertices s and t, we define ps,t(G) to be the number of
distinct paths from s to t in G.
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Theorem 6. If G is a multigraph, then ps,t(G) ≤ q′s(G) for all s, t ∈ V (G).
Proof. We prove the claim by induction on the number of vertices of G. As a′(k)
and b′(k) are non-decreasing, and b′(k) ≥ 1 for every k, we have q′s(G′) ≤ q′s(G)
for every subgraph G′ of G such that s ∈ V (G′). Thus we can assume G
is connected, s 6= t, and every cutvertex of G is distinct from s and t and
separates s from t. In particular, this implies all vertices distinct from s and t
have degree at least two.
Suppose that a vertex v 6= s has degree zero in G − s. It follows from the
previous paragraph that v = t and V (G) = {s, t}. In this case, letting l be the
multiplicity of the edge between s and t, we have q′s(G) ≥ l3/2 ≥ l = ps,t(G).
Suppose next that a vertex v 6= s has degree one in G− s, and let w be the
unique neighbor of v in V (G) \ {s}. Let G′ be obtained from G by contracting
the edge vw (retaining any multiple edges which arise). Then ps,t(G) = ps,t(G
′);
note this is the case even if v = t (here, we let t denote the vertex obtained by
the contraction). Observe that
b′(deg(v))b′(deg(w)) ≥ b′(deg(v) + deg(w) − 2),
and thus we have q′s(G) ≥ q′s(G′). Hence, ps,t(G) ≤ q′s(G) follows by applying
the induction hypothesis to G′.
It remains to consider the case when every vertex v 6= s has degree at least
two in G − s. Let r1, . . . , rc be the neighbors of s in G, for i = 1, . . . , c let li
denote the multiplicity of the edge sri, and let ni = deg(ri)− li; we have ni ≥ 2.
Let k = deg(s) =
∑c
i=1 li and β =
∏
v∈V (G)\{s,r1,...,rc}
b′(deg(v)). Applying the
induction hypothesis to G− s, we obtain
ps,t(G) =
c∑
i=1
lipri,t(G− s) ≤
c∑
i=1
liq
′
ri(G− s)
= β ·
( c∑
i=1
lia
′(ni)
b′(ni)
)
·
c∏
i=1
b′(ni).
Since q′s(G) = a
′(k)β ·∏ci=1 b′(ni + li), it suffices to prove that
a′(k)
c∏
i=1
b′(ni + li)
b′(ni)
≥
c∑
i=1
lia
′(ni)
b′(ni)
.
That is, we need to prove√√√√ c∑
i=1
li ·
c∏
i=1
(
1 +
li
ni
)
≥ 2
c∑
i=1
li√
ni
. (1)
By the Cauchy-Schwarz inequality applied to vectors (
√
li : i = 1, . . . , c) and
(
√
li/ni : i = 1, . . . , c), we have
c∑
i=1
li√
ni
≤
√√√√ c∑
i=1
li ·
√√√√ c∑
i=1
li
ni
,
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and thus it suffices to prove that
c∏
i=1
(
1 +
li
ni
)2
≥ 4
c∑
i=1
li
ni
.
This is the case, since
c∏
i=1
(1 + xi)
2 ≥ 4
c∑
i=1
xi
holds for all real numbers x1, . . . , xc ≥ 0.
Note that b′(d) ≤ 3d/6 for every d ≥ 0 (with equality for d = 6). Therefore
for a multigraph G with m edges, we have∏
v∈V (G)
b′(deg(v)) ≤ 3 16
∑
v∈V (G) deg(v) = 3m/3,
and thus ps,t(G) = O(3
m/3).
2.2 Introducing Theorem 7
Our main result is a variation on Theorem 6 which gives better bounds, but
only applies to simple graphs. For the rest of the paper, all graphs are simple,
i.e. without loops or parallel edges, and all logarithms are natural
As in the previous section we begin by defining functions that will be used
in the proof (we will motivate these definitions after stating Theorem 7). Let
b(0) = b(1) = 1. Let ρ = (4/3)1/4, and for every integer k ≥ 2, let b(k) =
((k − 1)!ρ)1/(k−1). Hence, b(2) = ρ and we have
b(k + 1)k = kb(k)k−1 (2)
for every k ≥ 2. Note that b(k) < b′(k) for every k ≥ 3 (we have b(k) =
(k + 12 log k)/e + O(1) by Stirling’s bound), which is the main source of the
improvement over Theorem 6. Let
λ(k) = log b(k+1)b(k) =
1
k(k − 1) log
kk
ρk!
for k ≥ 2. Let α(0) = 1, α(1) =
√
2
ρ5 , α(2) =
2
ρ3 , α(3) =
6
ρ4b(3)b(5) and let
α(k) =
α(k − 1)
1 + k(λ(k − 1)− λ(k))
for k ≥ 4. Finally, let a(k) = α(k)b(k) for every integer k ≥ 0. For a graph G
and a vertex s of G, we define
qs(G) = a(deg(s))
∏
v∈V (G)\{s}
b(deg(v)).
Given these definitions, we are able to state Theorem 7.
5
Theorem 7. If G is a simple graph, then ps,t(G) ≤ qs(G) for all s, t ∈ V (G).
Let now us briefly motivate the values of b. Consider the graph G obtained
from a path with ends s and t and with m edges by, for each edge e, adding
a vertex adjacent to both ends of e. Then G contains 2m paths from s to t,
m + 1 vertices of degree two distinct from s, and m − 1 vertices of degree 4.
Hence, we need (a(2)b(2)/b(4)) · (b(2)b(4))m ≥ 2m to hold for every m, and thus
we need b(2)b(4) ≥ 2. Furthermore, for the inductive argument, we need the
inequality (9), analogous to the inequality (1) from Theorem 6, to hold. When
c = k, l1 = . . . = lk = 1 and n1 = . . . = nk = k for an integer k ≥ 2, this gives
b(k + 1)k ≥ kb(k)k−1. The choice of values of b ensures that these inequalities
are tight.
As for the choice of the function a, the value of a(2) comes from considering
a triangle with distinct vertices s and t. Other values for a again follow from the
inequality (9). The value of a(3) corresponds to the case c = 1, k = 3, l1 = 3
and n1 = 2. For larger k, the value a(k) can actually be chosen by considering
the case that c = k, l1 = . . . = lk = 1, n1 = . . . = nk−1 = k and nk = k − 1.
However, for the purposes of the proof, it is more convenient to use our choice,
obtained by extrapolating the formulas to real numbers and considering the
limit case with (k − ε) of the values of ni equal to k and ε of the values equal
to k − 1, for ε→ 0.
2.3 Implications of Theorem 7
In this subsection we will deduce Theorems 1, 3, 4 and 5 from Theorem 7. As
mentioned in the introduction, a bound on ps,t easily translates to a bound on
the number of cycles; we will now make this rigorous in our proof of Theorem 1.
Let γ = sup{b(k)2/k : k ∈ N} = b(5)2/5 ≈ 1.38403.
Theorem 1 (Restated). A simple graph with m edges has at most O(γm) cycles.
Proof. Let G be a graph with m edges. Let ℓ = ⌊m/11⌋. Note that G has at
most
ℓ∑
j=3
(
m
j
)
≤ ℓ
(
m
ℓ
)
≤ m
(
(em/ℓ)ℓ/m
)m
< m1.37m = o(γm)
cycles of length at most ℓ. Let C be the set of cycles of G of length greater than
ℓ. For an edge e ∈ E(G) with ends x and y, let Ge be the graph obtained from
G− e by adding vertices s and t adjacent to x and y, respectively. Observe that∑
e∈E(G)
ps,t(Ge) ≥
∑
C∈C
|E(C)| ≥ m|C|/11.
Let β =
∏
v∈V (G) b(deg(v)). By Theorem 7, we have ps,t(Ge) ≤ qs(Ge) =
α(1)β < 2β for every edge e. Hence, G contains less than 22β cycles of length
greater than ℓ. Furthermore,
β =
∏
v∈V (G)
(
b(deg(v))2/ deg(v)
)deg(v)/2
≤ γ 12
∑
v∈V (G) deg(v) = γm,
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giving the stated bound.
More generally, since log b(k) is concave for k ≥ 2 (see Lemma 11), among
graphs of average degree d, the product
∏
v∈V (G) b(deg(v)) is maximized by
graphs with only vertices of degreees ⌊d⌋ and ⌈d⌉. Hence, the same argument
gives the following bound depending on the average degree. For a real number
d ≥ 2, let γd = b(d)2/d if d is an integer and
γd = b(⌊d⌋)2(⌈d⌉−d)/db(⌈d⌉)2(d−⌊d⌋)/d
otherwise. Thus we obtain the following corollary of Theorem 7.
Corollary 8. A simple graph with m edges, minimum degree 2 and of average
degree d ≥ 2 has at most mγmd cycles.
For graphs with constant average degree, an argument similar to that in the
proof of Theorem 1 gives a bound of O(γmd ). As γ4 < 1.365, this immediately
implies Theorem 3. As the average degree of every planar graph is less than six
and mb(6)m = O(2.643m), we also get Theorem 4.
Remark 9. Observe that γd > κ1 only when 4.24 < d < 7.18; hence, by
Corollary 8, counterexamples to Conjecture 2 would have to have average degree
in this range.
Analogously to Corollary 8, as b(k) = ((k − 1)!ρ)1/(k−1) = k+O(log k)e , Theo-
rem 7 immediately gives Theorem 5.
Theorem 5 (Restated). A simple graph with n vertices and average degree d
has at most ((
1 +O
( log d
d
))
· d
e
)n
cycles.
For the interested reader, we now present a short proof of Theorem 5 using
Bre`gman’s Theorem [3]. Recall that the permanent of A = (ai,j)1≤i,j≤n is
perm(A) =
∑
σ∈Sn
n∏
i=1
ai,σ(i).
Theorem 10 (Bre`gman’s Theorem [3]). Let A be an n × n matrix with all
entries in {0, 1} and row sums (ri)1≤i≤n. Then perm(A) ≤
∏n
i=1(ri!)
1/ri .
Proof of Theorem 5. Let A be the adjacency matrix of G and define A′ = A+ I
where I is the n× n identity matrix. In particular, perm(A′) is bounded below
by the number of cycles in G. Indeed, for each cycle C, consider the permutation
σ which maps each vertex of C to the vertex which comes immediately after it
on C and maps every vertex of V (G) \ V (C) to itself. By Bre`gman’s Theorem
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(Theorem 10), convexity (using, e.g., Karamata’s inequality [7]) and Stirling’s
bound (see Lemma 19), the number of cycles in G is therefore at most
∏
v∈V (G)
(d(v) + 1)!1/(d(v)+1) ≤ (d+ 1)!n/(d+1) ≤
((
1 +O
( log d
d
))
· d
e
)n
.
3 Proof of Theorem 7
In order to prove Theorem 7, we use the following properties of the func-
tions a and b. Since their proofs are rather technical (especially in the case
of Lemma 14), we postpone them for now.
Lemma 11. For k ≥ 2, the sequence b(k) is increasing, and the sequence b(k+1)b(k)
is decreasing.
Lemma 12. For k ≥ 0, the sequence a(k) is increasing.
For integers l ≥ d ≥ 1, let φ(l, d) = ρl−2b(l − d+ 2).
Lemma 13. For all integers l ≥ d ≥ 1, we have a(l)φ(l, d)b(d) ≥ l.
Lemma 14. Let c, l1, . . . , lc, d1, . . . , dc and n1, . . . , nc be integers such that
li ≥ di ≥ 1 and ni ≥ 2 for 1 ≤ i ≤ c. Then
a
( c∑
i=1
li
) c∏
i=1
φ(li, di)b(ni + di) ≥
( c∑
i=1
liα(ni)
)
·
c∏
i=1
b(ni).
A triple (G, s, t) is a counterexample to Theorem 7 if G is a graph with
specified vertices s and t satisfying the assumptions of the theorem but con-
taining more than qs(G) paths from s to t. Since a(k), b(k) ≥ 1 for every k
and ps,s(G) = 1, a counterexample satisfies s 6= t. A counterexample (G, s, t) is
smallest if G has the smallest number of vertices among all counterexamples.
For a set Z ⊆ V (G), we say G is (Z, 2)-connected if G is connected and for
every v ∈ V (G), every component of G− v intersects Z.
Lemma 15. Every smallest counterexample (G, s, t) to Theorem 7 is ({s, t}, 2)-
connected.
Proof. Clearly, G is connected. Suppose for a contradiction that there exists a
vertex v and a non-empty set K ⊆ V (G) \ {w, s, t} such that no vertex of K
has a neighbor outside of K ∪ {v}. Since both a and b are non-decreasing by
Lemmas 11 and 12, and since b(k) ≥ 1 for every k ≥ 0, we have qs(G −K) ≤
qs(G), while ps,t(G) = ps,t(G − K), thus contradicting the assumption that
(G, s, t) is a counterexample.
Let us give a quick corollary of Lemma 11.
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Lemma 16. For all integers n ≥ m ≥ 2, we have
b(m)b(n−m+ 2) ≥ b(2)b(n).
Proof. Since the sequence b(k+1)b(k) is decreasing for k ≥ 2 by Lemma 11, we have
b(l+1)
b(l) ≤ b(k+1)b(k) for every l ≥ k ≥ 2. Taking the product of these inequalities
with l replaced by l, l + 1, . . . , l + t − 1 and k replaced by k, . . . , k + t − 1 in
turn, we have b(l+t)b(l) ≤ b(k+t)b(k) for every t ≥ 0. The claim of the lemma follows
by setting k = 2, l = m and t = n−m.
Let us now derive a bound on qr(T )/a(r) where T is a special kind of a tree
with root r.
Lemma 17. Let T be a tree with root r of degree d ≥ 1 and with l leaves distinct
from the root. Suppose that no vertex of T is adjacent to more than one leaf of
T distinct from r. Let S be the set of non-leaf vertices of T distinct from the
root. Then ∏
v∈S
b(deg(v)) ≥ φ(l, d).
Proof. We prove the claim by induction on the number of vertices of T . Without
loss of generality, we can assume that all vertices in S of degree two are adjacent
to leaves distinct from r, as otherwise they can be suppressed. If all vertices
in S have degree two, then l = d and |S| ≥ l − 1 by the assumption that r is
adjacent to at most one leaf, and thus the inequality holds.
Otherwise, let w be a vertex of S of degree m ≥ 3 that is farthest from r
and let D denote the set of vertices of S separated from r by w; all vertices of
D are adjacent to w and have degree two. If |D| = m − 1, then a vertex of D
can be suppressed; hence, we can assume that |D| = m − 2 and w is incident
with a leaf.
Note that the condition that no vertex is adjacent to more than one leaf of
TY distinct from r follows from the fact that every leaf of G[Y ]−s is adjacent to
s (by Lemma 15) and the fact that G does not have parallel edges (and this is
indeed the only place in the proof where we take advantage of this assumption).
we have l ≥ d+m−2, and thus l−d+2 ≥ m > 2. Hence, b(m)b(l−m−d+4) ≥
b(2)b(l− d+ 2) by Lemma 16, and thus
φ(l, d)
φ(l −m+ 2, d) = b(2)
m−2 b(l− d+ 2)
b(l −m− d+ 4) ≤ b(m)b(2)
m−3.
Let T ′ be the tree obtained from T by deleting D and the leaves adjacent to D
(so w is a vertex of degree two in T ′). By the induction hypothesis applied to
T ′, we have
b(2)
∏
v∈S\(D∪{w})
b(deg(v)) ≥ φ(l −m+ 2, d).
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Therefore, ∏
v∈S
b(deg(v)) = b(m)b(2)m−2
∏
v∈S\(D∪{w})
b(deg(v))
≥ b(m)b(2)m−3φ(l −m+ 2, d) ≥ φ(l, d).
Let G be a graph with distinct vertices s and t. For r ∈ V (G)\ {s}, a funnel
with root r in G is a set of vertices Y ⊆ V (G) such that s, r ∈ Y , t 6∈ Y \ {r},
no vertex of Y other than s and r has a neighbor outside of Y , and G[Y ] − s
is a tree. Clearly, a funnel contains at most degG[Y ](s) paths from s to r. Let
b(Y ) =
∏
v∈Y \{s,r} b(deg(v)). We now apply Lemma 17 to the tree TY obtained
from G[Y ] by splitting s into degG[Y ](s) leaves. Note that that condition that
no vertex is adjacent to more than one leaf of TY distinct from r follows from
the assumption that G does not have parallel edges (and this is indeed the only
place in the proof where we take advantage of this assumption).
Corollary 18. Let G be a graph with distinct vertices s and t. If Y is a funnel
with root r, then b(Y ) ≥ φ(degG[Y ](s), degG[Y ](r)).
We are now ready to prove the main result.
Proof of Theorem 7. Suppose for a contradiction that (G, s, t) is a smallest
counterexample to Theorem 7. Let Y1, . . . , Yc be all distinct maximal fun-
nels in G. We additionally choose the counterexample so that |E(G[Y1])|+ . . .+
|E(G[Yc])| is maximized among all smallest counterexamples.
Suppose for a contradiction that Yi ∩ Yj 6= {s} for some 1 ≤ i < j ≤ c. Let
ri and rj be the roots of Yi and Yj , and choose v ∈ (Yi ∩ Yj) \ s so that the
length of the unique path P in G[Yi] with ends v and ri in G[Yi] is minimum.
Then v ∈ {ri, rj}, as otherwise the neighbor of v in V (P ) does not lie in Yj ,
contradicting the definition of a funnel. Thus we may assume by symmetry
that rj ∈ Vi. It is now easy to verify that Yi ∪ Yj is a funnel with root ri, in
contradiction to our choice of Y1, . . . , Yc.
It follows that any two of the subgraphs G[Y1], . . . , G[Yc] intersect exactly
in s. Moreover, each edge of G incident with s belongs to exactly one of these
subgraphs.
Let r1, . . . , rc be the roots of the funnels; clearly the roots are pairwise
distinct. For i ∈ {1, . . . , c}, let li = degG[Yi](s), di = degG[Yi](ri), and ni =
degG(ri)− di. By symmetry, we can assume that r2, . . . , rc are distinct from t,
and by the maximality of the funnels, we conclude that n2, . . . , nc ≥ 2.
Let us first consider the case that n1 ≤ 1, and thus by the maximality of Y1
we have r1 = t. If n1 = 0, then by Lemma 15 we have c = 1. Consequently,
ps,t(G) = l1 ≤ a(l1)φ(l1, d1)b(d1) ≤ a(l1)b(Y1)b(d1) = qs(G) by Lemma 13 and
Corollary 18. Hence, we can assume n1 ≥ 1.
Suppose that n1 = 1, and let x be the neighbor of t not in Y1. Note that
tx is a bridge in G − s, and thus ps,x(G) = ps,t(G). Furthermore, Y1 ∪ {x},
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Y2, . . . , Yc are funnels in G with specified vertices s and x, and by the choice
of (G, s, t), we conclude that (G, s, x) is not a counterexample. Hence, we have
ps,x(G) ≤ qs(G). However, this contradicts the assumption that (G, s, t) is a
counterexample.
Therefore, we can assume n1 ≥ 2. Let G′ = G−((Y1∪ . . .∪Yc)\{r1, . . . , rc})
and let β =
∏
v∈V (G′)\{r1,...,rc}
b(deg(v)). Since G is a smallest counterexample
and using Lemma 14 and Corollary 18, we have
ps,t(G) =
c∑
i=1
lipri,t(G
′) ≤
c∑
i=1
liqri(G
′)
= β ·
( c∑
i=1
lia(ni)
b(ni)
)
·
c∏
i=1
b(ni) = β ·
( c∑
i=1
liα(ni)
)
·
c∏
i=1
b(ni)
≤ β · a
( c∑
i=1
li
) c∏
i=1
φ(li, di)b(ni + di)
= β · a(degG(s))
c∏
i=1
φ(li, di)b(degG(ri))
≤ β · a(degG(s))
c∏
i=1
b(Yi)b(degG(ri)) = qs(G).
This contradicts the assumption that G is a counterexample. Hence, no coun-
terexample to Theorem 7 exists.
4 Postponed proofs
We use the Stirling bound for factorials in the following form.
Lemma 19. For every integer k ≥ 1,
√
2π ≤ k!e
k
kk+1/2
≤ e.
This gives us the following bound for λ.
Corollary 20. For every integer k ≥ 2,
1− log(
√
2π) ≥ k(k − 1)λ(k)− (k − log(ρe√k)) ≥ 0
Let us now give the proofs postponed from the previous section. Let us start
with Lemma 11, whose statement we repeat for convenience.
Lemma 11 (Repeated). For k ≥ 2, the sequence b(k) is increasing, and the
sequence
b(k+1)
b(k) is decreasing.
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Proof. Equivalently, we need to show that the function λ is positive and de-
creasing. Since ρ < 2, we have kk > ρk!, and thus λ(k) > 0 for every k ≥ 2.
Furthermore, using Corollary 20, we have
λ(k)− λ(k + 1)
≥ k(k + 1)− (k + 1) log
(
ρe
√
k
)− (k + 1)(k − 1) + (k − 1) log(ρ√2π(k + 1))
(k − 1)k(k + 1)
≥ k + 1− (k + 1) log
(
ρe
√
k
)
+ (k − 1) log(ρ√2πk)
(k − 1)k(k + 1)
≥ (k − 1) log
√
2π − 2 log(ρ√k)
(k − 1)k(k + 1) ,
which is positive for k ≥ 2; hence, λ(k) is decreasing for k ≥ 2.
Since the function λ is decreasing, the function α(k) is decreasing for k ≥ 3.
Actually, α(k) is decreasing for k ≥ 2, as can be verified by calculating the
values α(2) > 1.61 and α(3) < 1.37.
We will need an additional monotonicity result.
Lemma 21. The sequence b(k)/k is decreasing for k ≥ 1.
Proof. We need to show that
b(k + 1)
k + 1
<
b(k)
k
for every k ≥ 1. This is true for k = 1, since ρ < 2. For k ≥ 2, we equivalently
need to verify that λ(k) < log(1 + 1/k). Since log(1 + x) ≥ x− x2/2 for x ≥ 0,
by Corollary 20, it suffices to prove that
1
k(k − 1)
(
k − log(ρ√2πk)) < 2k − 1
2k2
.
This is equivalent to
k log(2ρ2πk) > 3k − 1.
This is true, since log(2ρ2πk) > 3 for k ≥ 3 and the case k = 2 can be verified
directly.
We are now ready to prove Lemma 12, whose statement we repeat for con-
venience.
Lemma 12 (Repeated). For k ≥ 0, the sequence a(k) is increasing.
Proof. We have a(0) = 1, and a direct calculation shows that 1.1 < a(1) < 1.2,
1.7 < a(2) < 1.8 and a(3) > 1.9; hence, a(0) < a(1) < a(2) < a(3). For
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k ≥ 4, we have (using the definitions, (2) to replace bk(k + 1) and bk−1(k), and
Lemma 21)
a(k)
a(k − 1) =
α(k)b(k)
α(k − 1)b(k − 1) =
b(k)
b(k − 1)(1 + k(λ(k − 1)− λ(k)))
≥ b(k)
b(k − 1)ek(λ(k−1)−λ(k)) =
bk−1(k − 1)bk(k + 1)
b2k−1(k)
=
kbk−1(k − 1)
b(k) · bk−1(k) =
kb(k − 1)
(k − 1)b(k) > 1.
Corollary 22. The sequence kα(k) is increasing for k ≥ 1.
Proof. Since kα(k) = a(k)b(k)/k , the claim follows from Lemmas 21 and 12.
Lemma 13 is straightforward to prove.
Lemma 13 (Repeated). For all integers l ≥ d ≥ 1, we have a(l)φ(l, d)b(d) ≥ l.
Proof. For l ≥ 1, let us define p(l) = a(l)min{φ(l, d)b(d) : 1 ≤ d ≤ l}− l; hence,
we aim to prove that p(l) ≥ 0 for every l ≥ 1. The claim is trivial for l = 1. For
l = d = 2, we have a(2)φ(2, 2)b(2) = α(2)ρ3 = 2 by the definition of α(2); and
for l = 2 and d = 1, we have a(2)φ(2, 1)b(1) = a(2)b(3) > 2.53; hence, p(2) = 0.
We have numerically verified that p(3) > 0.3, p(4) > 0.9, p(5) > 1, p(6) > 2,
p(7) > 3, p(8) > 5, and p(9) > 7.
We now prove by induction that p(l) > 7 for l ≥ 9. We just established the
basic case l = 9. Suppose now l ≥ 10, and consider any integer d ∈ {1, . . . , l}.
Let d′ = 1 if d = 1 and d′ = d− 1 otherwise. Lemmas 11 and 12 imply
a(l)φ(l, d)b(d) ≥ a(l − 1)φ(l − 1, d′)b(d′) · ρ,
and thus p(l) + l ≥ (p(l − 1) + l− 1)ρ and
p(l) ≥ p(l − 1) + (ρ− 1)(p(l − 1) + l)− ρ > 7 + 17(ρ− 1)− ρ > 7,
as required.
We now start our work towards proving the crucial Lemma 14. For integers
k, n ≥ 2 and l ≥ 1, let
f(k, n, l) = kα(k)
(
log
ρl−1b(n+ l)
b(n)
− lλ(k)
)
.
We say that a triple (k, n, l) is well-behaved if f(k, n, l) ≥ l(α(n) − α(k)). The
motivation for this definition is as follows. Consider the situation in Lemma 14
in the special case that li = di for i = 1, . . . , c (it is easy to reduce the proof to
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this case), and let k =
∑c
i=1 li. If all triples (k, ni, li) for i = 1, . . . , c are well-
behaved, the inequality of Lemma 14 follows by a straightforward manipulation.
Let us remark that
f(k, n, 1) = kα(k)(λ(n) − λ(k)), (3)
and in particular f(k, k, 1) = 0 for every k ≥ 2; hence, the triple (k, k, 1) is well-
behaved. The next lemma allows us to generate many additional well-behaved
triples.
Lemma 23. Let (k, n, l) be a well-behaved triple of integers, where k, n ≥ 2 and
l ≥ 1.
(a) If k ≥ max(n, 3), then the triple (k + 1, n, l) is well-behaved.
(b) If n ≥ max(k, 3) and l = 1, then the triple (k, n+ 1, 1) is well-behaved.
Proof. Note that the definition of α gives
(x+ 1)α(x+ 1)(λ(x + 1)− λ(x)) = α(x+ 1)− α(x). (4)
for every integer x ≥ 3.
(a) We have f(k, n, l) ≥ l(α(n) − α(k)) ≥ 0 as (k, n, l) is well-behaved, k ≥
n ≥ 2 and α(x) is decreasing for x ≥ 2. Using (4) and Corollary 22 we get
f(k + 1, n, l)
=
(k + 1)α(k + 1)
kα(k)
f(k, n, l)− l(k + 1)α(k + 1)(λ(k + 1)− λ(k))
≥ f(k, n, l)− l(α(k + 1)− α(k)) ≥ l(α(n)− α(k + 1)),
as desired.
(b) By (3), Lemma 11 and Corollary 22, and (4), we get
f(k, n+ 1, 1) = f(k, n, 1)− kα(k)(λ(n) − λ(n+ 1))
≥ f(k, n, 1)− (n+ 1)α(n+ 1)(λ(n) − λ(n+ 1))
≥ (α(n) − α(k)) + α(n+ 1)− α(n) = α(n+ 1)− α(k).
Consequently, the triple (k, n+ 1, 1) is well-behaved.
Corollary 24. The triple (k, n, 1) is well-behaved for all pairs of positive inte-
gers k and n such that k, n ≥ 2. Moreover, the triple (k, 2, 3) is well-behaved
for all k ≥ 4, and (k, 3, 4) is well-behaved for all k ≥ 5.
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Proof. We have numerically verified that triples (2, 3, 1), (3, 2, 1), (4, 2, 3), and
(5, 3, 4) are well-behaved. As (n, n, 1) is well-behaved for all n ≥ 2, and the
triples (2, 3, 1) and (3, 2, 1) are well-behaved, Lemma 23 implies that (k, n, 1) is
well-behaved for k, n ≥ 2.
Moreover, since (4, 2, 3) is well-behaved, Lemma 23 implies that (k, 2, 3) is
well-behaved for all k ≥ 4. Similarly, (5, 3, 4) being well-behaved implies that
(k, 3, 4) is well-behaved for all k ≥ 5.
We need one more technical computational lemma.
Lemma 25. If integers k ≥ l ≥ 2, n ≥ 2 satisfy
ρl−1
b(n+ l)
b(n)
<
(
b(n+ 1)
b(n)
)l
, (5)
a(k)ρl−1b(n+ l)− a(k − l)b(n) < la(n), (6)
a(k)ρl−1b(n+ l)− a(k − 1)ρl−2b(n+ l − 1) < a(n), (7)
then the triple (k, n, l) is well-behaved.
Proof. We will show that if the conditions of the lemma are satisfied then n = 2,
l = 3 and k ≥ 4, or n = 3, l = 4 and k ≥ 5, implying the lemma by Corollary 24.
Since b is increasing by Lemma 11, (5) implies b(n + 1)/b(n) > ρ. Since
b(n+ 1)/b(n) is decreasing by Lemma 11 and b(14)/b(13) < ρ, we have
n ≤ 12.
By Lemma 12, a is increasing, and thus (6) implies
a(l)(ρl−1b(n+ l)− b(n)) ≤ a(k)(ρl−1b(n+ l)− b(n))
≤ a(k)ρl−1b(n+ l)− a(k − l)b(n) < la(n). (8)
We claim that b(n+l) ≥ b(n+2) ≥ α(n)b(n) = a(n) for all n, l ≥ 2. Indeed, since
α(5) < 1 and α is decreasing, we have α(n) < 1 and b(n+2) > b(n) > α(n)b(n)
for n ≥ 5, and we can verify the inequality for n ∈ {2, 3, 4} by direct calculation.
Dividing the inequality (8) by a(n) and using the fact that α is decreasing and
n ≤ 12, we obtain
l > a(l)
(
ρl−1
b(n+ l)
a(n)
− 1
α(n)
)
≥ a(l)(ρl−1 − 1/α(12)).
This only holds for
l ≤ 39.
A direct computation for 2 ≤ n ≤ 12 and 2 ≤ l ≤ 39 shows that (5) and (8)
only hold when (n, l) is contained in the set
P = {(2, 3), . . . , (2, 7), (3, 4), . . . , (3, 9), (4, 7), (4, 8), (4, 9)}.
15
Let us remark that for n = l = 2, we have ρ b(4)b(2) =
( b(3)
b(2)
)2
in contradiction
to (5) by the definition of b, while in all other cases not belonging to P , the
inequalities fail by at least 0.03.
If k ≥ l + 10, then since both a and b are increasing, by (7) we have
a(l + 10)ρl−2(ρb(n+ l)− b(n+ l − 1))
≤ a(k)ρl−2(ρb(n+ l)− b(n+ l − 1))
≤ a(k)ρl−1b(n+ l)− a(k − 1)ρl−2b(n+ l − 1) < a(n);
a direct computation shows that among the possible pairs (n, l) ∈ P , this is only
satisfied by (n, l) = (2, 3) and (n, l) = (3, 4). Hence, in this case we have n = 2
and l = 3 or n = 3 and l = 4, and k ≥ 13.
To finish the proof, we verify by a direct computation that the only triples
(k, n, l) satisfying (n, l) ∈ P , l ≤ k ≤ l + 9, (5), (6), and (7) are those where
n = 2, l = 3 and k ≥ 4, or n = 3, l = 4 and k ≥ 5. Let us remark that in the
case k = 3, n = 2, l = 3 we have a(3)ρ2b(5)− a(0)b(2) = 3a(2) by the definition
of α(2) and α(3), contradicting (6); in all other cases, the inequalities fail by at
least 0.005.
We are now ready to prove the variant of Lemma 14 where li = di for
1 ≤ i ≤ c.
Lemma 26. Let c ≥ 0, l1, . . . , lc ≥ 1, and n1, . . . , nc ≥ 2 be integers. Let
k =
∑c
i=1 li. Then
a(k)
c∏
i=1
(
ρli−1
b(ni + li)
b(ni)
)
≥
c∑
i=1
liα(ni). (9)
Proof. We prove the claim by induction on k, and for a fixed k by induction on∑c
i=1(li − 1). The claim is trivial for k = 0. If k = 1, then c = l1 = 1, and
we need to verify that a(1) b(n+1)b(n) ≥ α(n) for every n ≥ 2. This is trivial for
n ≥ 5, since α(5) < 1, α(n) is decreasing for n ≥ 2, and b is increasing. For
n ∈ {2, 3, 4}, the claim holds by the choice of α(1), as can be verified by a direct
calculation.
Let us now assume k ≥ 2. Let n = nc and l = lc, for brevity. Suppose first
that l ≥ 2 and the triple (k, n, l) does not satisfy at least one of the conditions
(5), (6) and (7)
• Let us consider the case that (5) is false, i.e.,
ρl−1
b(n+ l)
b(n)
≥
(
b(n+ 1)
b(n)
)l
. (10)
Then we can replace (nc, lc) by lc appearances of (nc, 1), keeping k un-
changed but decreasing the value of
∑c
i=1(li− 1). Applying the induction
hypothesis to the resulting sequence and combining the resulting inequal-
ity with (10), we obtain (9) as desired.
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More precisely, by (10) and the induction hypothesis for the sequence
c+ l − 1, l1, . . . , lc−1, 1, . . . , 1, and n1, . . . , nc−1, n, . . . , n, we have
a(k)
c∏
i=1
(
ρli−1
b(ni + li)
b(ni)
)
≥ a(k)
(
b(n+ 1)
b(n)
)l
·
c−1∏
i=1
(
ρli−1
b(ni + li)
b(ni)
)
≥ lα(n) +
c−1∑
i=1
liα(ni) =
c∑
i=1
liα(ni),
as required.
• Suppose now that (6) is false, i.e.,
a(k)ρl−1
b(n+ l)
b(n)
≥ a(k − l) + lα(n). (11)
In this case, we can remove (nc, lc), decreasing k, and obtain the desired
inequality from the induction hypothesis applied to the resulting sequence,
combined with (11).
More precisely, by (11) and the induction hypothesis for the sequence c−1,
l1, . . . , lc−1, and n1, . . . , nc−1, we have
a(k)
c∏
i=1
(
ρli−1
b(ni + li)
b(ni)
)
≥ (a(k − l) + lα(n))
c−1∏
i=1
(
ρli−1
b(ni + li)
b(ni)
)
≥ lα(n) + a(k − l)
c−1∏
i=1
(
ρli−1
b(ni + li)
b(ni)
)
≥ lα(n) +
c−1∑
i=1
liα(ni) =
c∑
i=1
liα(ni).
• Finally, suppose that (7) is false, i.e.,
a(k)ρl−1
b(n+ l)
b(n)
≥ a(k − 1)ρl−2 b(n+ l − 1)
b(n)
+ α(n). (12)
In this case, we can replace (nc, lc) by (nc, lc − 1), decreasing k, and
obtain the desired inequality from the induction hypothesis applied to the
resulting sequence, combined with (12).
More precisely, by (12) and the induction hypothesis for the sequence c,
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l1, . . . , lc−1, lc − 1, and n1, . . . , nc, we have
a(k)
c∏
i=1
(
ρli−1
b(ni + li)
b(ni)
)
≥
(
α(n) + a(k − 1)ρl−2 b(n+ l − 1)
b(n)
)c−1∏
i=1
(
ρli−1
b(ni + li)
b(ni)
)
≥ α(n) + a(k − 1)ρl−2 b(n+ l− 1)
b(n)
c−1∏
i=1
(
ρli−1
b(ni + li)
b(ni)
)
≥ α(n) + (l − 1)α(n) +
c−1∑
i=1
liα(ni) =
c∑
i=1
liα(ni).
Therefore, we can assume that either lc = 1, or k ≥ lc ≥ 2 and the
triple (k, nc, lc) satisfies the conditions (5), (6) and (7). By Corollary 24 and
Lemma 25, it follows that (k, nc, lc) is well-behaved. By symmetry, we can
assume that the triple (k, ni, li) is well-behaved for i = 1, . . . , c. Then
a(k)
c∏
i=1
(
ρli−1
b(ni + li)
b(ni)
)
(2)
= α(k) · k
(
b(k)
b(k + 1)
)k
·
c∏
i=1
(
ρli−1
b(ni + li)
b(ni)
)
= kα(k)
c∏
i=1
((
b(k)
b(k + 1)
)li
ρli−1
b(ni + li)
b(ni)
)
= kα(k)
c∏
i=1
e
1
kα(k)
f(k,ni,li) = kα(k)e
1
kα(k)
∑
c
i=1 f(k,ni,li)
≥ kα(k)
(
1 +
1
kα(k)
c∑
i=1
f(k, ni, li)
)
≥ kα(k) +
c∑
i=1
li(α(ni)− α(k))
=
c∑
i=1
liα(ni),
as desired.
It is now easy to finish the proof of Lemma 14.
Lemma 14 (Repeated). Let c, l1, . . . , lc, d1, . . . , dc and n1, . . . , nc be integers
such that li ≥ di ≥ 1 and ni ≥ 2 for 1 ≤ i ≤ c. Then
a
( c∑
i=1
li
) c∏
i=1
φ(li, di)b(ni + di) ≥
( c∑
i=1
liα(ni)
)
·
c∏
i=1
b(ni).
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Proof. Let k =
∑c
i=1 li. Note that by Lemma 16, we have
φ(li, di)b(ni+di) = ρ
li−2b(li−di+2)b(ni+di) ≥ ρli−2b(2)b(ni+li) = ρli−1b(ni+li)
for i = 1, . . . , c. Using Lemma 26, we obtain
a(k)
c∏
i=1
φ(li, di)b(ni + di) ≥ a(k)
c∏
i=1
ρli−1b(ni + li)
= a(k)
c∏
i=1
(
ρli−1
b(ni + li)
b(ni)
)
·
c∏
i=1
b(ni)
≥
( c∑
i=1
liα(ni)
)
·
c∏
i=1
b(ni),
as desired.
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