Abstract Plants and microbes secrete mucilage into soil during dry conditions, which can alter soil structure and increase contact angle. Structured soils exhibit a broad pore size distribution with many small and many large pores, and strong capillary forces in narrow pores can retain moisture in soil aggregates. Meanwhile, contact angle determines the water repellency of soils, which can result in suppressed evaporation rates. Although they are often studied independently, both structure and contact angle influence water movement, distribution, and retention in soils. Here drying experiments were conducted using soil micromodels patterned to emulate different aggregation states of a sandy loam soil. Micromodels were treated to exhibit contact angles representative of those in bulk soil (8.48 6 1.98) and the rhizosphere (658 6 9.28). Drying was simulated using a lattice Boltzmann single-component, multiphase model. In our experiments, micromodels with higher contact angle surfaces took 4 times longer to completely dry versus micromodels with lower contact angle surfaces. Microstructure influenced drying rate as a function of saturation and controlled the spatial distribution of moisture within micromodels. Lattice Boltzmann simulations accurately predicted pore-scale moisture retention patterns within micromodels with different structures and contact angles.
Introduction
Unsaturated soil exhibits dynamic hydraulic conditions governed by physically and biologically induced resistances to evaporation. Invasion of air into emptied pores proceeds according to pore size and capillary forces. Plants have developed a variety of adaptations to alter moisture dynamics and optimize water availability in the rhizosphere . Mucilage, a polymeric gel secreted from plant roots, is capable of altering hydraulic conductivity [Zarebanadkouki et al., 2015] , shifting the moisture retention curve [Carminati et al., 2010] , and promoting soil particle aggregation [Czarnes et al., 2000; Traor e et al., 2000] .
Plant mucilage acts as a hydrogel, swelling with water and increasing the equilibrium water content in the rhizosphere at a given matric potential, resulting in typically higher water contents within the rhizosphere versus bulk soil [Carminati et al., 2010] . As mucilage dries out, however, it shrinks and binds to soil particles-hydrophobic functional groups, presented at the solid-vapor interface, increase soil water repellency (SWR) and soil contact angle. The combination of increased SWR and slow rewetting rate of mucilage results in reduced water content within the rhizosphere for days after rewetting [Moradi et al., 2012] . The reduced moisture content during rewetting events serves to shield roots from extreme shifts in osmotic pressure , while the increased moisture retention during dry conditions promotes plant resiliency. As mucilage ages within soil, hydrophobicity becomes increasingly permanent, which can lead to SWR independent of moisture content [Carminati, 2013] . Although SWR can be independent of moisture content, it is important to note that the previously described drying and rewetting behavior is not the result of permanent SWR, but rather the result of wetting properties that change with increasing and decreasing capillary pressure and moisture content.
The lattice Boltzmann method (LBM) simulates fluid flow based on a discrete approximation of the Boltzmann equation and has become a powerful tool for simulation of microscale multiphase flow in porous media [Ahrenholz et al., 2008; Aidun and Clausen, 2010; Bao and Schaefer, 2013] . LBM has been used to study infiltration and percolation phenomena in soils [Li et al., 2005; Sukop and Or, 2003] , as well as diffusive evaporation [Chau and Or, 2006; Chau et al., 2005; Haussels et al., 2001] . Using X-ray computed microtomography, studies have coupled experimental observations of real and artificial soil with LBM to determine pore-scale fluid distributions and movement [Landry et al., 2014; Sukop et al., 2008] . Microfluidic devices have been used to study both physical [Karadimitriou et al., 2014 [Karadimitriou et al., , 2013 Liu et al., 2011; Pyrak-Nolte et al., 2008] and biological [Markov et al., 2010a; Olson et al., 2004; Rubinstein et al., 2015; Singh and Olson, 2011; Stanley et al., 2016; Tang et al., 2013] pore-scale soil phenomena, and have been combined with LBM to evaluate fluid flow phenomena [Dye et al., 2016; Gray et al., 2015] and reactive transport [Yoon et al., 2012] at the pore scale. Precise control of micromodel physical structure can be achieved, and devices cast in polydimethylsiloxane (PDMS) can be fabricated with similar surface properties to quartz sand [Roman and Culbertson, 2006] . Although LBM and microfluidics have proven useful in studying pore-scale soil processes, they have not been combined previously to study rhizosphere moisture dynamics.
Recently, we studied the influence of microbial mucilage, produced by the legume rhizosphere bacterium Sinorhizobium meliloti, on soil drying kinetics using a soil micromodel emulating the structure of a sandy loam soil [Deng et al., 2015] . Results indicated that mucilage produced by bacteria promoted slower drying rates and increased drying times, but only within a microstructured environment. In this study, our objectives were to (i) determine whether soil microstructure or wettability had a greater effect on evaporative drying kinetics in porous media and (ii) validate a lattice Boltzmann method (LBM) model for studying moisture distribution and drying kinetics in our micromodels. Contact angle in soil is dynamic and changes with moisture content; however, this behavior can be difficult to replicate. Our study focused on using two contact angles which represent the differences in wettability between bulk and rhizosphere soil. Drying experiments were conducted using pseudo-two-dimensional soil micromodels modified to emulate the physical restructuring and wettability differences between the rhizosphere and bulk soil. Each micromodel was patterned to emulate the microstructure of a sandy loam soil in different aggregation states, and modified through plasma activation to have different contact angles. A lattice Boltzmann model was developed to simulate the effects of pore microstructure changes and contact angle variations on drying and moisture distribution within our micromodels, and validated with experimental results.
Materials and Methods

Micromodel Design and Fabrication
Pseudo-two-dimensional emulated soil micromodels were fabricated from two-dimensional (2-D) micromodel patterns using standard methods of photolithography and soft lithography as previously described Water Resources Research 10.1002/2016WR019862 [Deng et al., 2013; Markov et al., 2010a Markov et al., , 2010b . Micromodel patterns were designed with three identical channels each containing a 1 mm 3 1 cm soil microstructure region. Two different micromodel patterns were used to emulate aggregated and nonaggregated soil microstructures, respectively. Both aggregated and nonaggregated micromodel microstructure patterns were derived from a three-dimensional (3-D) random packing of ellipsoidal particles whose diameters were based on measured particle diameters of a sieved sandy loam soil with porosity 0.52 [Deng et al., 2015] . 2-D particle distributions were identical between micromodel patterns and consistent with particle distribution of a sieved sandy loam soil [Deng et al., 2015; Furrer and Bagtzoglou, 2017] (supporting information Figure S1a) ; however, aggregated micromodel particle positions were manipulated to generate aggregates of particles (250 lm to 2 mm diameter). With different particle positions, the pore geometries between nonaggregated and aggregated micromodels were different, resulting in difference in their pore size distributions (supporting information Figure  S1b ). Aggregated micromodels exhibited larger (>100 lm) and smaller (< 20 lm) pore radii versus nonaggregated micromodels. Pore radii were estimated as the maximum radii of circles which could be inscribed between particles in a 2-D plane [M€ unster and Fabry, 2013] , while particle diameters were estimated as equivalent diameters; both were calculated using MATLAB (Mathworks, Natick MA). Fabricated micromodel channels were 34.5 6 2.5 lm tall, and micromodels were composed of polydimethylsiloxane (PDMS, Sylgard 184, Dow Corning, Midland, MI) castings bound to glass slides.
PDMS and glass slides were cleaned with isopropyl alcohol and methanol, respectively, dried at 608C for at least 1 h, cooled to room temperature, then exposed to oxygen plasma for 30 s (Harrick PDC-32G, 18W RF Coil, Harrick Plasma, Ithaca, NY). Micromodels used for low contact angle (hydrophilic) experiments were filled immediately with DI water. High contact angle (hydrophobic) micromodels were stored at 608C for 24 h and allowed to reach room temperature before being filled by perfusion with DI water. PDMS and glass slide contact angles were captured using a Dino Lite Edge digital microscope set up as a goniometer, then measured using an ImageJ plugin [Stalder et al., 2006] . Low and high contact angles were measured, in triplicate, as 8.48 6 1.98 and 658 6 9.28, respectively (supporting information Figure S2 ), and are described here as low water repellency (LWR) and high water repellency (HWR), respectively.
Drying Experiments
Micromodels filled with DI water were placed horizontally, so as to remove gravity effects, within a custom built control chamber which was kept under consistent relative humidity (RH) conditions [Deng et al., 2015] . Micromodel wells were punched on both sides of the microfluidic device using a 4 mm biopsy punch, allowing evaporation from both sides of the micromodel channels. Experiments were conducted in triplicate, with two micromodel devices in each experiment. Each device contained three replicate microchannels, resulting in data from six microchannels per experiment. The two micromodels used in each LWR experiment were the same microstructure pattern as each other (both aggregated or both nonaggregated). HWR experiments were conducted slightly differently due to increased variability in RH; the two micromodels used were each a different microstructure pattern (aggregated and nonaggregated). This ensured differences in drying between micromodels were not caused by variations in RH. An Oasis Excel humidifier was used to regulate humidity, and both RH and temperature were measured using a MSR humidity and temperature data logger. An experimental schematic (supporting information Figure S3 ) and summary of RH conditions (supporting information Table S1) can be found in the supporting information.
The control chamber was mounted horizontally on an AxioObserver Z1 AX10 inverted wide field microscope (Carl Zeiss, Oberkochen, Germany) and mosaic images of microstructured micromodel channels were taken at 5X magnification. Images were captured every 20 min for the length of each experiment. Data from 18 microchannels in total were collected from the triplicate experiments. Some conditions are reported with data from less than 18 replicates due to channel obstructions from debris introduced during device bonding or filling. If micromodel channels were obstructed by debris introduced during bonding/filling, or micromodel drying occurred from within the microstructure region due to trapped vapor bubbles within pores, all images for the channel were excluded from analysis.
Lattice Boltzmann Method (LBM): Model Formulation
The lattice Boltzmann method is a fluid dynamics modeling methodology that computes the evolution of particle distributions on a lattice. It accurately reproduces solutions to the Navier-Stokes equations in simple geometries [Qian et al., 1992] and is highly adaptable to simulation of fluid behavior in complex geometries The LBM has been extensively described elsewhere [Martys and Chen, 1996; Qian et al., 1992; Shan and Chen, 1994; Zou and He, 1997] , including the development of the current implementation [Chau et al., 2005] but we give a brief overview here. Particle distributions f i move on a lattice according to the lattice Boltzmann equation:
which describes the processes of streaming (movement toward neighboring nodes) and collision (in which particle distributions relax toward a Gaussian equilibrium distribution, unless impacted by other factors).
Here f i represents the direction-specific particle density at lattice node x,ê i are the lattice velocity vectors, s is a relaxation parameter, t is the time step, and f eq i is the equilibrium distribution at each node. The macroscopic quantities of density and velocity for each node are obtained by summing the direction-specific densities and momenta as follows:
Our code is implemented in 2-D, and simulates a single fluid, capable of evaporation and condensation (single-component, nonideal gas equation of state) following Sukop and Or [2004] . It employs the following potential function:
with w 0 5 4 and q 0 5 200 [Martys and Chen, 1996; Shan and Chen, 1994] . The potential function is used to modify the velocity in the equilibrium distribution, in order to include nonideal gas interactions (interaction between liquid and solid phases) [Shan and Chen, 1994] . Fluid-solid interactions (wettability) are also implemented as a modification to the equilibrium distribution f eq according to Shan and Chen [1994] .
Wetting behavior in the LBM code is implemented as a local applied acceleration toward neighboring solid nodes following Luo [2000] , the magnitude of which is controlled by the wetting parameter G adsorption . Contact angles were determined for different values of G adsorption by running simple simulations (liquid droplets on solid surfaces) to equilibrium, then measuring the contact angle of the resulting liquid configuration using the half-angle method. G adsorption was varied from 0.02 to 0.10 to achieve wetting and nonwetting conditions within LBM simulations. Values of G adsorption of 0.08 and 0.06 corresponded to contact angles of 68 and 728, respectively (supporting information Figure S4 ). These were tuned to mimic the LWR (contact angle 8.48 6 1.98) and HWR (contact angle 658 6 9.28) experimental conditions in soil micromodels.
LBM Implementation
Evaporation simulations were performed in geometries identical to those of the aggregated and nonaggregated micromodels. Microscope images of micromodels were converted to bitmaps with a scale of 10 lm per lattice unit (lu), or pixel. Bitmaps showing 2-D soil particles as impermeable solid nodes were converted to x-y coordinate datafiles with MATLAB and used as boundary conditions for the LBM simulations.
A single nonideal fluid capable of evaporation and condensation was initially distributed evenly throughout the computational domain, with density values representing the liquid phase. (This is analogous to the initially saturated condition in micromodel drying experiments.) Simulations were set up with constant density (pressure) boundary conditions at the left and right of the domain and periodic boundaries on the top and bottom. This is analogous to prescribing the relative humidity at the boundaries of the soil micromodels. The boundary density values were identical for the left and right boundaries and were constant in time throughout the simulations. Density boundary values were equivalent to dry soil air, producing simulations
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in which liquid evaporated out through the boundaries and was replaced by the invading vapor phase. Simulations were run until the computational domain was completely vapor filled, or until no further change (to within a precision of 10 210 ) in the total system mass and velocities were detected.
Simulations were performed to represent all experimental treatments: aggregated and nonaggregated geometries, each at a solid-liquid contact angle of 68 (LWR) and 728 (HWR). Additionally, simulations were performed at a range of boundary densities, representing different ambient relative humidity conditions. As expected, the evaporation behavior of the simulations varied according to the boundary conditions applied.
Analysis of Drying in Experiments and LBM Simulations
Analysis of drying experiment images was performed as previously described [Deng et al., 2015] , with slight modification. Using ImageJ version 1.51d, with the open source Fiji image-processing package [Schindelin et al., 2012] , a threshold was applied to each mosaic image of the 1 mm 3 1 cm microstructure region. The threshold allowed the continuous vapor interface along hydrated pore spaces or PDMS pillars to be resolved. The vapor-phase area behind the vapor-liquid or vapor-PDMS interface was manually filled with red pixels using the position of the vapor-liquid interface as a guide. Each image was converted to an 8 bit gray-scale image and, by applying a threshold, the red colored vapor area was selected for analysis. The selected area constituted the vapor-phase area within the microstructured region of each microchannel. The images used contained portions of micromodel channels outside the 1 mm 3 1 cm microstructure region; unstructured portions were subtracted from the total measured area of their respective images. Micromodel saturation was calculated using the ratio of vapor area to total pore area:
where S is saturation, A V is the vapor-phase area, A C is the area of the channel in each image outside the 1 mm 3 1 cm microstructure region, and A T is the total area of pore space within the micromodel.
Saturation and residual saturation values for LBM simulation images were computed using MATLAB and were based on the porosity of the micromodels.
Micromodel channels exhibited variation in the time needed for the invading vapor phase to reach the microstructured region. The starting point of drying was defined as the time at which the vapor phase reached both edges of the microstructure region, and the change in saturation was greater than 1%. In the experiments, all micromodels dried completely to within an experimental precision of 6 1%.
Drying rate [lg min 21 ] in micromodel experiments was computed by dividing the mass of liquid lost to evaporation between consecutive time points by the elapsed time:
Drying rate t5n 5 Mass t5n21 2Mass t5n t n 2t n21
Equilibrium time (t eq ) in experiments was determined as the time at which change in saturation was less than 1%, which reflected the lowest change in saturation which could be analyzed reliably using our image processing method. Lattice Boltzmann equilibrium time was determined as the time at which no further change in fluid content or configuration was occurring (no further change in total system mass and velocity).
Since the precision of the simulation far exceeded the precision of experiments, we also defined an ''apparent equilibrium'' to exclude long flat ''tails'' in the simulations when comparing characteristic drying behavior between simulations and experiments. In this case, the convergence criterion for ''apparent equilibrium'' was the twentieth consecutive time step where the change in saturation was less than 1% of the current saturation.
Drying rates were compared and significance of results was estimated using a two-tailed Student's t test for unpaired data.
Simulations with density boundary conditions (DBCs) of 50, 60, 65, 70, 72, 74, 76 , and 78 mu/lu 2 were performed, and these data were analyzed to identify which DBC best captures the characteristic drying behavior
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of the experimental data. Experiments and simulations were compared on a relative time basis; each was normalized from 0 to 1, where 1 is the time the device was dry in experiments, or the apparent equilibrium time step of the simulation. A high order (4 n 7) polynomial equation was fit to LBM simulations using the EZFIT toolbox in MATLAB. The best fit polynomial was then used to compare saturation of the experiment at each relative time to the saturation of the simulation at the same relative time. A sum of squared errors analysis showed that DBC 5 74 mu/lu 2 provided the best match for experimental data. Therefore, lattice Boltzmann simulations with DBC 5 74 mu/lu 2 will be the focus of the subsequent discussions and analysis.
Analysis of Vapor Infiltration Patterns Within Micromodels
Evolving vapor infiltration patterns within the microstructured regions of micromodels and in LBM simulations were quantitatively compared using a characteristic liquid-vapor interface length. Characteristic length (L c ) of the liquid-vapor interface was defined as the observed vapor-phase area divided by the liquid-vapor interface length:
where A V is the vapor-phase area, A C is the area of the channel in each image which does not contain microstructures, and P L-V is the perimeter of the vapor phase (liquid-vapor and vapor-PDMS interface). Area and perimeter values were measured using a macro in Fiji which applied a threshold to colored images. The characteristic length represents the shape of the vapor invasion front into the soil microstructure. The value of L C is low if vapor infiltrated into multiple pores evenly and moved as a drying front by wrapping around individual PDMS ''particles.'' The value of L C is high for finger-like invasion fronts which infiltrated between particles but did not wrap completely around them.
To compare vapor infiltration patterns between experiments and simulations, the parameter L Norm was defined, where L Norm is L C divided by the total vapor-PDMS interfacial length within the microstructure region. Normalizing characteristic length provided a dimensionless parameter which was unaffected by slight differences in total pore area or particle size differences between experimental and simulated micromodels. Values of normalized characteristic length >1 indicated vapor had infiltrated into the microstructured region of the micromodel but did not infiltrate into the smallest pore spaces, while values of 1 indicated uniform vapor infiltration into both large and small pore spaces. Normalized characteristic length of all micromodels started at a value of 0, since no vapor had begun infiltrating into the microstructure region, and converged at a value of 1 when fully dried.
Results
The Influence of Micromodel Structure and Water Repellency on Drying Rate
Differences in drying time in the micromodels were most influenced by water repellency, with high water repellency (HWR) micromodels taking approximately 4 times as long to dry versus low water repellency (LWR) micromodels (Table 1) . Also, drying rates changed as micromodels dried (Figure 1 ). At saturation values higher than 0.5, LWR aggregated micromodels exhibited periods of rapid drying, during which drying rate was significantly higher (p < 0.001) versus LWR nonaggregated micromodels across the same saturation range (Figure 1 ). At saturation values lower than 0.25, LWR aggregated micromodels dried significantly slower (p < 0.001) versus LWR nonaggregated micromodels. HWR micromodels showed no statistically significant difference in drying rate at evaluated saturation values (supporting information Table S2 ). Both HWR and LWR aggregated micromodels exhibited significantly lower drying rate at low (0.25-0) versus high (1-0.75) saturation (supporting information Table S3 ). HWR nonaggregated micromodels also showed a significantly different drying rate at low versus high saturations; however, LWR nonaggregated micromodels did not show such a difference.
Lattice Boltzmann Simulation Results
In the LBM simulations, the density boundary conditions (DBCs) are analogous to prescribing the ambient relative humidity at the boundary of the soil micromodel. Simulations were conducted over a range of density boundary conditions (DBCs 5 50-78 mu/lu 2 ) corresponding to lower (50 mu/lu 2 ) and higher relative humidity values (78 mu/lu 2 ). Density boundary conditions were varied to examine the effects of RH on drying within the two geometries (aggregated and nonaggregated). Higher DBC simulations, regardless of micromodel aggregation or water repellency, resulted in drying requiring more time steps (Figure 2) . In low water repellency simulations, higher DBC values (higher RH) resulted in larger residual saturations at equilibrium (Figure 2 ). Simulations at the lowest DBC values (low RH) dried completely, mimicking the micromodel experiments which were conducted at RH 80%. In high water repellency simulations, all DBC values dried completely.
The structure of the simulated soil geometry (aggregated versus nonaggregated) had the largest effect on drying behavior in the LBM simulations. For DBC 5 74 mu/lu 2 , the LWR aggregated simulation dried in 3.0 times faster than the corresponding nonaggregated simulation, and 3.2 times faster for the HWR condition (Figure 2) . A similar effect was observed under other RH conditions: the aggregated simulations dried 3.1-3.2 times faster for DBC 5 70 mu/lu 2 , and 3.4 times faster for DBC 5 50 mu/lu 2 .
Drying rates were calculated numerically for each DBC condition (Figure 2) . The highest drying rates were observed at saturations close to 1 (at the beginning of the simulations, when the ambient RH boundary was closest to the invading air front). Rates decreased steadily throughout the aggregated simulations, tapering off toward the end of the simulations as the saturation approached zero. In the nonaggregated simulations, the drying rate dropped quickly after the initial vapor front invasion, and proceeded at a relatively constant level as the simulations proceeded toward zero saturation.
Lattice Boltzmann Simulations Reproduce Drying Behavior
Lattice Boltzmann method simulations at DBC 5 74 mu/lu 2 ( Figure 2c ) were compared with drying experiment results using a dimensionless time scale, by plotting saturation versus relative time (Figure 3 ). This was the boundary condition that best matched the experimental drying behavior. Simulations with higher DBC values resulted in greater residual saturation which was unrealistic compared to our experiment observations. Other simulations that dried completely (DBC 5 50, 60, and 65 mu/lu 2 ) resulted in higher sum of squared errors when fitted to the experimental data, as described in section 2.5.
Simulations with DBC 5 74 mu/lu 2 of low and high water repellency within aggregated and nonaggregated micromodels generally reproduced experimental drying curves (Figure 3) , with the LWR aggregated and HWR nonaggregated cases being closest to the experimental data. Treatments exhibiting the greatest curvature indicate drying rates that are strong functions of saturation. In light of this, the LWR aggregated and nonaggregated drying rates were slightly overestimated as a function of saturation.
LBM simulations of aggregated and nonaggregated structures with LWR and HWR surface properties found that drying in aggregated structures, regardless of water repellency, was a stronger function of saturation versus drying in nonaggregated structures. In other words, drying in nonaggregated soil geometry (both micromodel and experiments) proceeded at a relatively constant rate, regardless of saturation. This is a result of the relative flatness of the drying front in the nonaggregated case, which will be discussed further in section 4.1.
LBM simulations captured the characteristic microscale patterns of vapor infiltration across all pore geometries and water repellency conditions (Figure 4) . At each saturation, the geometry of the modeled invading vapor front matched very closely with the corresponding experimental observation, indicating that the model accurately captured the physics of nonwetting phase invasion into the simulated soil. In order to quantify this match, LBM infiltration patterns were compared with experimental observations using a normalized characteristic length (L norm ), which depended on the shape of the vapor phase within each micromodel. At higher saturation values, the largest connected pores of the aggregated micromodels dried first 
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which resulted in an elongated vapor phase that was constrained within the central portion of the micromodel (Figure 4) , and values of L norm > 1 ( Figure 5 ). In nonaggregated micromodels, vapor infiltrated in a more uniform manner and moved as a front through the micromodel (Figure 4) , resulting in L norm 1. LBM normalized characteristic length calculations for HWR micromodels generally followed experimental observations; however, LBM simulations underestimated LWR aggregated micromodel normalized characteristic length at higher saturations, and overestimated it at lower saturations. These variations may have been caused by the threshold which was applied to differentiate the vapor and liquid phases in simulations. Modification of these parameters could lead to more accurate representations of vapor infiltration behaviors.
Discussion
We chose contact angles representative of those found in bulk soil and the rhizosphere and studied their effects independently and in conjunction with changes in soil microstructure. Our relative humidity conditions (80%) are too dry to directly relate our results to evaporative drying in the rhizosphere; however, experimental results indicate that changing water repellency drastically changes evaporative drying rate, and that microstructure controls the spatial distribution of soil moisture. LBM simulations of soil moisture distribution were validated for low and high water repellency conditions and different geometries. Once validated, the model allows for exploration of a wider range of RH and water repellency conditions than are possible experimentally. We now have the capability to investigate more rhizosphere-relevant relative humidity conditions, as well as spatially distributed water repellency conditions.
Microscale Patterns of Moisture Retention
Vapor infiltration into soil follows an invasion percolation behavior [Sukop and Or, 2003 ] wherein the nonwetting fluid (vapor) first invades the largest pores, where capillary forces are weakest. Qualitative analysis of vapor infiltration into each soil micromodel pattern was important to demonstrate that the LB model could predict micro-scale changes in water distribution in an emulated soil micromodel. Micro-scale progression of the vapor interface during drying was constrained by the microstructured features of each micromodel. Differences in particle positions and pore distributions between the aggregated and nonaggregated micromodels resulted in distinct vapor infiltration patterns which were qualitatively well replicated by the simulations (Figure 4) . The presence of large interconnected pores in the aggregated micromodels led to a distinctly different pattern of vapor infiltration versus that in nonaggregated micromodels. Micro-scale patterns of the invading vapor phase were also highly dependent on contact angle. Comparison between observed (drying experiment) and simulated (Lattice-Boltzmann) pore-scale water distribution for low and high water repellency and aggregated and nonaggregated geometry. Snapshots are ordered based on saturation to illustrate variation in air infiltration patterns and the spatial distribution of water, where the number to the side of each image indicates saturation for that frame.
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Low water repellency (LWR) aggregated micromodels and simulations exhibited an initial drying period during which only the largest connected pores (80-300 lm) were emptied and the micropores (20-80 lm) within aggregated groups of particles remained saturated. Once the larger pores were completely dried, intraaggregate micropores began drying and continued until the micromodel was fully dried (Figure 4 ). This effect was mitigated under very dry density boundary conditions (DBCs 5 50-65 mu/lu 2 ). More intense drying conditions at the boundaries resulted in micropores drying before the front had progressed through the simulated soil (supporting information Figure S6 ).
Drying behavior within high water repellency (HWR) aggregated micromodels were unique as well: although the largest connected pores appeared to empty first, intraaggregate micropores also began drying before the largest pores had completely dried (Figure 4 ). LWR and HWR nonaggregated micromodels exhibited infiltration from both sides of the micromodel in an alternating but relatively uniform pattern (Figure 4) , as previously described [Deng et al., 2015] . The vapor-phase infiltration from either side was controlled by the sizes of available pore throats, and the vapor interface often appeared to stop advancing on one side of the micromodel while continuing to advance on the other side. LBM simulations replicated experiment observations both qualitatively and quantitatively; however, variations occurred including different timing of advancement of the drying front from the two sides of the soil micromodel (Figure 4) . The model replicated the patterns of advancement, but in many cases the left side of the model advanced before the corresponding experiment did so, relative to the position of the right side. This variation may be attributed to slight temperature and RH variations present in real-life experiments; in this case the constant DBC in the model may be regarded as the more reliable indicator of behavior under constant RH conditions. Micron-scale differences between pore structures of devices and simulation patterns, and heterogeneity in surface wettability within experiments are other possible causes of the discrepancies.
Pore-scale phenomena were observed in drying experiments including Haine's jumps and fluid retraction events [Armstrong et al., 2015] . A Haine's jump is a rapid infiltration of vapor into pores which is a result of both fluid displacement and evaporation. Within LWR aggregated micromodels, a Haine's jump sometimes occurred just before vapor reached both sides of the microstructure region. The vapor interface would advance partially into the microstructure region, then stop at a pore constriction until vapor entered from the other side. This resulted in a reduced initial saturation, since drying was not tracked until the vapor interface was present at both sides of the microstructure region. Haine's jump likely occurred in aggregated micromodels because the largest pores allowed conductance of water by flow and did not have high enough capillary forces to prevent vapor entry by fluid displacement. Fluid retraction events, characteristic of interfacial jumps [Moebius and Or, 2012] , were also observed during drying: as vapor entered a pore the liquid-vapor interface would retract from other pore throats. 
Effects of Water Repellency and Soil Structure on Drying
Structured soil tends to retain moisture better versus unstructured soil [Tracy et al., 2015] , and water is held most tightly within the interstitial spaces of soil microaggregates . Studies have shown soils with mixed wettability dry slower [Shokri et al., 2009a] ; however, this is the first study to compare the relative effects of both wettability and pore microstructure on drying. Water repellency drastically changed drying rates within soil micromodels and mediated the effects of microstructure differences on drying rates. High water repellency (HWR) micromodels took nearly 4 times longer to fully dry versus low water repellency (LWR) micromodels. The LBM model captured the drying behavior differences between low water repellency and high water repellency micromodels. Regardless of structure, HWR simulations dried slower than LWR simulations.
This finding suggests that film flow and the shape of the vapor-liquid interface had a significant influence on evaporative drying within our micromodels. Capillary driving forces and water films are affected by changes in wettability [Shokri et al., 2009b] . Our HWR contact angle was above the critical contact angles predicted by Prat [2007] , suggesting the presence of liquid films in LWR micromodels and the absence of films in HWR micromodels. We observed the persistence of water films in LWR micromodels but not in HWR micromodels (supporting information Figure S5 ), indicating the reduced evaporation in HWR micromodels may have been caused by disconnection of water films. Disconnection of water films is characteristic of shifting from stage 1 evaporation (capillary driving forces dominant) to stage 2 (diffusion dominant) and is typically marked by a substantial reduction in drying rate [Shokri and Or, 2011] . As water repellency increases, and contact angle approaches 908, the meniscus curvature decreases to a minimum. Meniscus curvature reduction has been demonstrated to reduce drying rate in capillary channels similar to those used in microfluidics [Keita et al., 2016] . This behavior was observed in both the HWR micromodels and simulations.
While the model was calibrated to the micromodel static contact angle, both model and experimental water films exhibited contact angle hysteresis during drying front advancement. That is, the contact angle at the invading vapor-phase front varied from the static value as the front moved through each new pore in the simulated soil geometry. LBM has been shown to replicate realistic contact angle dynamics [Chau and Or, 2006; Liu et al., 2015] .
Drying rate varied as a function of saturation within aggregated and nonaggregated micromodels. Pores within nonaggregated micromodels were randomly distributed throughout the microstructured region; in contrast, the aggregated micromodels exhibited a bimodal pore size distribution, with the largest pores interconnected and the smallest pores within particle aggregates. The largest and smallest pores within low water repellency (LWR) aggregated micromodels dried at saturation values higher than 0.5 and lower than 0.25, respectively. At saturation values higher than 0.5, LWR aggregated micromodels dried significantly faster versus LWR nonaggregated micromodels. The opposite was true at saturation values lower than 0.25; LWR aggregated micromodels dried significantly slower versus LWR nonaggregated micromodels.
Differences in capillary forces between large and small pores likely contributed to the increased drying rate at high saturation and decreased drying in low saturation within LWR aggregated micromodels. The larger pores have lower capillary forces holding water and have larger surfaces areas for evaporation, resulting in faster drying. Emulated soil particle aggregates within aggregated micromodels were positioned so that when the largest pores dried, their interaggregate micropores remained saturated but disconnected from the pores of other aggregates. This discontinuity of pores may have reduced the contribution of film flow in evaporation and evaporation became diffusion controlled at low saturation. The pores of nonaggregated micromodels were always connected hydraulically and there was not as stratified a distribution of large and small pores, resulting in a more consistent drying.
Drying rates between aggregated and nonaggregated micromodels varied with saturation in LWR micromodels, but drying rate was statistically indistinguishable between HWR aggregated and nonaggregated micromodels at all evaluated saturation ranges. Both HWR and LWR aggregated micromodels exhibited significantly lower drying rate at low (0.25-0) versus high (1-0.75) saturation. HWR nonaggregated micromodels also showed a significantly different drying rate at low versus high saturations; however, LWR nonaggregated micromodels did not show such a difference. The reduced drying rate at lower saturations and the statistical similarity between HWR aggregated and nonaggregated micromodels was likely a result
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of the reduction/absence of water films. As drying progressed in both aggregated and nonaggregated micromodels, drying was diffusion controlled and drying rate decreased. Higher contact angle decreases capillary forces, allowing smaller pores to dry as larger pores dry. In HWR aggregated micromodels, reduced capillary forces allowed for a more uniform size distribution of evaporating pores, as opposed to only the largest pores evaporating first. Drying surface area in both HWR aggregated and HWR nonaggregated was similar, resulting in similar drying rates.
Dissimilarities Between Simulations and Experiments
An attempt was made to relate the LBM time scale (in time steps) to real-world time, by computing the Reynolds number for both the micromodel experiments and the LBM simulations. The Reynolds number is calculated as Re 5 VL/m, where V is front velocity, L is the particle size, and m is the kinematic viscosity. The micromodel experiments had Re in the range of 10 25 to 10 24 , while the LBM simulations had Re in the range of 10 23 to 10 22 . These values indicate that both the experiments and simulations are dominated by viscous forces rather than inertial forces, which is characteristic of most soil flow systems (except for limited cases such as preferential flow through macropores). However, the difference produces an unreasonable relationship between the experimental and simulated time scales (60,000 time steps/s). Despite this mismatch, the model faithfully recreated both the qualitative ( Figure 4 ) and quantitative ( Figure 3 ) behavior of the micromodels. Therefore, experimental and model results were compared on a relative time scale rather than using the Re-based scaling as is typically done [Latt, 2008] .
LBM simulations overpredicted the effect of soil structure on drying time. Nonaggregated simulations took more than 3 times longer to dry than aggregated ones (Figure 2) , depending on the relative humidity condition. In contrast, nonaggregated and aggregated soil micromodels took approximately the same amount of time to dry for the same water repellency condition (Table 1 ). The extended drying time for the nonaggregated simulations may be due to the increased number of pore throats through which the drying front was required to move. In the aggregated case, the invading air front moved quickly through the larger pore spaces, allowing evaporation from the intraaggregate pore space in a spatially distributed fashion. In contrast, the advancement of the front in the nonaggregated case was pinned by each subsequent pore throat, forcing evaporation to occur through a much smaller interface. Any small deviation of the LBM model from the actual evaporation kinetics of the micromodel experiments would be magnified in the nonaggregated case, resulting in much longer drying times.
Limitations of Experiments and LBM Model
Micromodels used in our experiments contained well-defined and reproducible microstructures and contact angles; however, they do not capture fully the complexity of soil. Contact angle in soil can be a dynamic property controlled by the presence of organic matter and the soil moisture regime; however, its dynamic behavior has proven difficult to replicate experimentally. Our study limited its focus to two contact angles representative of those found in the rhizosphere (higher organic matter) and bulk soil (lower organic matter). Particle sizes in soil can reach the submicron scale; fabrication of our devices can only reach a resolution of 5 lm and therefore cannot replicate the small size distribution of fine particles in soil. The spatial resolution also limits the pore sizes and porosity we can achieve within our micromodels. Micromodel resolution can be enhanced by use of advanced lithographic methods; however, the increase in resolution may be offset by cost, time, and materials. The surface treatment of PDMS by plasma to alter contact angle may introduce heterogeneities in PDMS wettability [Karadimitriou et al., 2013] ; functionalizing PDMS surfaces with carboxylated or aminated moieties could provide a more consistent and uniform wettability.
Our current lattice Boltzmann model estimates drying in a 2-D system, and although micromodels offer a physical pseudo-2-D environment, a three-dimensional rendering using a lattice Boltzmann code would more accurately reflect micromodel geometries. Simulations using a range of vapor-phase density boundary conditions (DBCs) have been run but have not been fully calibrated to multiple RH values. Only a single vapor-phase density was matched to our experimental RH based on validation of experimental drying kinetics. Future work could repeat drying experiments at higher RH and match LBM simulations to the observed drying kinetics to match calibrate the model for simulations of scenarios of increasing complexity.
RH variability in micromodel drying experiments may have been the result of excess water left in micromodel wells. A defined volume of water was easily added to low water repellency micromodels; however, high water repellency micromodels required perfusion to fill with water. Although excess water was removed from micromodel wells using a pipette, excess water left in wells may have contributed to variability in relative humidity (RH). In our drying experiments, the permeability of PDMS to vapor diffusion and its ability to absorb and release moisture may have also added to RH variability. RH variability could be further controlled by attaching an in-line fan which could recirculate humidified air between the large humidity chamber and the experiment control chamber. Image resolution from our microscope camera may have also limited our capacity to measure residual saturation within dry micromodels.
Conclusion
Moisture retention and distribution within the rhizosphere is governed by complex and dynamic processes. Soil pore geometries are complex and difficult to consistently reproduce, while soil hydrophobicity varies spatially, temporally, and with moisture content. Our study has demonstrated that soil water repellency can exert more control over evaporative drying than soil microstructure and pore size distribution. The micromodels which were used in this study were designed based on real soil structure rather than a simplified network of pores and channels, which provided us with a more realistic view into evaporative drying patterns in soil. A LBM model was developed and validated for moisture distribution predictions in our micromodels and drying of low and high water repellency (aggregated and nonaggregated) devices at low humidity. Our soil emulating micromodel experiments have implications for understanding soil moisture and nutrient distribution in the upper portions of soil during drought, and our LBM model has potential for predicting moisture distribution and drying in the rhizosphere.
Micromodel experiments were conducted under very dry conditions, which resulted in no residual saturation at the end of each experiment. Highly water repellent (HWR) micromodels took 4 times longer versus low water repellency (LWR) micromodels to completely dry. Drying rate varied with saturation between LWR aggregated and LWR nonaggregated micromodels; however, this variation was not observed between HWR aggregated and HWR nonaggregated micromodels. Our results correspond with previous studies which indicated mixed wettability [Bachmann et al., 2001; Shahidzadeh-Bonn et al., 2007] and hydrophobic layers [Shokri et al., 2008] in soil suppress evaporation, and contact angle can affect both drying time and kinetics [Chapuis and Prat, 2007; Prat, 2007] . Our study builds on previous studies which demonstrated evaporation from porous media can be influenced by minute differences in pore shape, contact angle, the shape of the meniscus, and the presence of film flow and capillary rings [Keita et al., 2016; Prat, 2007; Vorhauer et al., 2015] .
LBM simulations predicted pore-scale moisture distribution within our complex microstructured environment under different wettability conditions. Through modification of G adsorption and the density boundary condition (DBC), the LBM model was able to replicate moisture distribution and drying rate as a function of saturation within HWR and LWR micromodels during drying. Moisture distribution results were compared with experimental results using a normalized characteristic length, and matched the data well. LBM simulations were conducted for DBC values ranging from 50 to 78 mu/lu 2 . Higher humidity simulations indicated increased drying times regardless of structure. Low water repellency micromodels displayed increased residual saturation at equilibrium as LBM DBC increased. Simulation results are useful in understanding the spatial and temporal distribution of moisture within soil micromodels under complex conditions which would otherwise be difficult to test in a controlled experiment.
Increasing levels of complexity can be incorporated and controlled within soil micromodels and LBM simulations to move towards measuring and predicting moisture dynamics of the rhizosphere. Our system allows independent control of physical, chemical, and biological factors which are essential to understanding hydraulic and biophysical processes in soil. Previously we have varied solution chemistry by adding solutions of mucoid bacteria [Deng et al., 2015] , and used microfluidics to examine responses of bacterial biofilms to chemical gradients [Deng et al., 2013] . Further studies could incorporate microscale gradients of plant exudates or localized production of mucilage, by plant roots or rhizobacteria, within micropores to study pore-scale retention of moisture near plant roots. LBM simulations can be modified to include multiple components (i.e., mucilage and exudates) to predict pore-scale moisture distribution and drying in addition to surveying a wide range of relative humidity conditions and spatially distributed water repellencies. Micromodel experiments incorporating root and microbial mucilage within different structural and wettability environments combined with LBM simulations can offer new insights into the effects of moisture dynamics on overall system function.
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Macro-scale behaviors in soil are fundamentally reliant on microscale phenomena. Understanding the effects of soil microstructure and wettability on moisture distribution is important to understanding how minute differences affect the transition from stage 1 (capillary flow dominated) to stage 2 (diffusion dominated) evaporation in soil and porous media; increasing soil wettability decreases capillary forces which drastically reduces stage 1 evaporative drying, resulting in reduced macro-scale drying rates from soil. Wettability differences between adjoining soil can drastically alter the macrodistribution of moisture in soil . The development of our LBM model is a step towards modeling complex moisture dynamics within soil and the rhizosphere and has implications for understanding the influence of drought on soil moisture. The distribution of soil moisture also corresponds to the distribution of nutrients and microbial hot spots in soil and is essential for understanding the function of soil in nutrient cycling.
