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Abstract
We investigate several properties of the linear Choi–Saigo–Srivastava operator and associated
classes of analytic functions which were introduced and studied by J.H. Choi, M. Saigo and H.M. Sri-
vastava [J.H. Choi, M. Saigo, H.M. Srivastava, Some inclusion properties of a certain family of
integral operators, J. Math. Anal. Appl. 276 (2002) 432–445]. Several theorems are an extension of
earlier results of the above paper.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let A denote the class of functions of the form
f (z) = z +
∞∑
n=2
anz
n,
which are analytic in the open unit disc U = {z: |z| < 1} on the complex plane C. We say
that f ∈A is subordinate to g ∈A, written f ≺ g, iff there exists a Schwarz function ω,
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518 J. Sokół / J. Math. Anal. Appl. 318 (2006) 517–525ω(0) = 0 and |ω(z)| < 1 in U such that f (z) = g(ω(z)). Many classes of functions studied
in geometric function theory can be described in terms of subordination. Let us denote
S∗(φ) :=
{
f : f ∈A and zf
′(z)
f (z)
≺ φ(z) in U
}
,
K(φ) :=
{
f : f ∈A and
[
1 + zf
′′(z)
f ′(z)
]
≺ φ(z) in U
}
,
C(φ,ψ) :=
{
f : f ∈A and there exists h ∈K(φ) s.t. f
′(z)
g′(z)
≺ ψ(z) in U
}
,
where φ and ψ are analytic in U with ψ(0) = φ(0) = 1. For ψ(z) = φ(z) = 1+z1−z we
have the well-known classes S∗, K, C of starlike, convex and close-to-convex functions,
respectively. For special choices for the functions φ and ψ we can obtain other classes
investigated many times earlier. For example, the classes
S∗
(
1 + Az
1 + Bz
)
, −1 B < A 1,
and
K
(
1 + Az
1 + Bz
)
, −1 B < A 1,
introduced and investigated by W. Janowski [4]. For f (z) = ∑∞n=0 anzn and g(z) =∑∞
n=0 bnzn the Hadamard product (or convolution) is defined by
(f ∗ g)(z) =
∞∑
n=0
anbnz
n.
In [1] B.C. Carlson and D.B. Schaffer defined a linear operator
L(a, c) :A→A
by
L(a, c)f (z) = φ(a, c; z) ∗ f (z), (1.1)
where
φ(a, c; z) =
∞∑
n=0
(a)n
(c)n
zn+1 (z ∈ U ; c = 0,−1,−2, . . .), (1.2)
and (x)n is the Pochhammer symbol
(x)n = Γ (x + n)
Γ (x)
=
{
1 for n = 0, x = 0,
x(x + 1) . . . (x + n − 1) for k ∈ N = {1,2,3, . . .}.
The Carlson–Schaffer operator contains the Ruscheweyh operator [7]
Dλf (z) := z
λ+1 ∗ f (z) (λ > −1; z ∈ U),(1 − z)
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Dnf (z) = z(z
n−1f (z))(n)
n!
and Dnf (z) is called the Ruscheweyh differential operator. J. Dziok and H.M. Srivastava
in [3] considered a certain generalization of the operator (1.1). J.H. Choi, M. Saigo and
H.M. Srivastava in [2] by analogy with the Ruscheweyh operator defined the operator
Iλ,µ :A→A
by
Iλ,µf (z) = fλ,µ(z) ∗ f (z) (λ > −1, µ > 0), (1.3)
where
z
(1 − z)λ+1 ∗ fλ,µ(z) =
z
(1 − z)µ . (1.4)
In particular, by taking λ = n ∈ {0,1,2, . . .} and µ = 2 we obtain the operator considered
earlier by K.I. Noor [5]. The Choi–Saigo–Srivastava operator Iλ,µ is a special case of the
Carlson–Schaffer operator because Iλ,µ = L(µ,λ + 1). The authors of [2] obtained the
following properties of the operator Iλ,µ:
z
(
Iλ+1,µf (z)
)′ = (λ + 1)Iλ,µf (z) − λIλ+1,µf (z) (1.5)
and
z
(
Iλ,µf (z)
)′ = µIλ,µ+1f (z) − (µ − 1)Iλ,µf (z) (1.6)
for f ∈A, λ > −1, µ > 0. Using (1.5) and (1.6) they proved many interesting results and
introduced the following classes of analytic functions for λ > −1, µ > 0 and φ,ψ ∈N :
S∗λ,µ(φ) :=
{
f : f ∈A and Iλ,µf (z) ∈ S∗(φ)
}
,
Kλ,µ(φ) :=
{
f : f ∈A and Iλ,µf (z) ∈K(φ)
}
,
Cλ,µ(φ,ψ) :=
{
f : f ∈A and Iλ,µf (z) ∈ C(φ,ψ)
}
,
where
N = {φ: zφ ∈A, Reφ(z) > 0 for z ∈ U and φ is convex univalent}.
A function φ is called convex if φ(U) is a convex set. The several inclusion properties
of the subclasses of S∗λ,µ(φ), Kλ,µ(φ) and Cλ,µ(φ,ψ) associated with the Choi–Saigo–
Srivastava operator Iλ,µ were investigated in [2]. Some applications involving these and
other families of integral operators were also considered. In particular, the classes
S∗λ,µ
(
1 + Az
1 + Bz
)
:= S∗λ,µ[A,B] (−1 B < A 1) (1.7)
and
Kλ,µ
(
1 + Az
1 + Bz
)
:=Kλ,µ[A,B] (−1 B < A 1) (1.8)
were studied. The aim of this paper is to give more results concerning the above classes of
analytic functions. We continue and extend consideration of the basic paper [2].
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To find inclusion relationships between subclasses S∗λ,µ(φ), Kλ,µ(φ), and Cλ,µ(φ,ψ),
we use the following lemmas.
Lemma 1. Let fλ,µi and fλi,µ, i = 1,2, be defined by (1.4). Then for λi > −1, µi > 0,
i = 1,2,
fλ,µ1(z) = fλ,µ2(z) ∗ f(µ2−1),µ1(z) (2.1)
and
fλ2,µ(z) = fλ1,µ(z) ∗ fλ2,(λ1+1)(z). (2.2)
Proof. It is well known that for α > 0,
z
(1 − z)α =
∞∑
n=0
(α)n
n! z
n+1 (z ∈ U). (2.3)
From (2.3) and (1.4) we obtain
∞∑
n=0
(λ + 1)n
n! z
n+1 ∗ fλ,µ(z) =
∞∑
n=0
(µ)n
n! z
n+1. (2.4)
Then (2.4) implies that
fλ,µ(z) =
∞∑
n=0
(µ)n
(λ + 1)n z
n+1 (z ∈ U). (2.5)
The conditions (2.1), (2.2) are immediate consequence of (2.5). 
Corollary 1. If f (z) = z +∑∞n=2 anzn, then
Iλ,µf (z) = z +
∞∑
n=1
(µ)n
(λ + 1)n an+1z
n+1. (2.6)
Lemma 2. [9] If f ∈K, g ∈ S∗, then for each analytic function h in U ,
(f ∗ hg)(U)
(f ∗ g)(U) ⊂ coh(U), (2.7)
where coh(U) denotes the closed convex hull of h(U).
Lemma 3. Let 0 < α  β . If β  2 or α + β  3, then the function
f(β−1),α(z) =
∞∑
n=0
(α)n
(β)n
zn+1 (z ∈ U) (2.8)
belongs to the class K of convex functions.
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Theorem 1. Let 0 < µ1  µ2, −1 < λ and φ ∈N . If µ2  2 or µ1 + µ2  3, then
S∗λ,µ2(φ) ⊂ S∗λ,µ1(φ). (2.9)
Proof. Let f ∈ S∗λ,µ2(φ). By the definition of the class S∗λ,µ2(φ), we have
z[Iλ,µ2f (z)]′
Iλ,µ2f (z)
= φ[ω(z)] (z ∈ U), (2.10)
where φ is convex univalent with Reφ(z) > 0 and |ω(z)| < 1 in U with ω(0) = 0 =
φ(0) − 1. Applying (1.3), (2.1), (2.10) and the properties of convolution, we get
z[Iλ,µ1f (z)]′
Iλ,µ1f (z)
= z[(fλ,µ1 ∗ f )(z)]
′
(fλ,µ1 ∗ f )(z)
= z[(fλ,µ2 ∗ fµ2−1,µ1 ∗ f )(z)]
′
(fλ,µ2 ∗ fµ2−1,µ1 ∗ f )(z)
= fµ2−1,µ1(z) ∗ z[Iλ,µ2f (z)]
′
fµ2−1,µ1(z) ∗ Iλ,µ2f (z)
= fµ2−1,µ1(z) ∗ φ[ω(z)]Iλ,µ2f (z)
fµ2−1,µ1(z) ∗ Iλ,µ2f (z)
. (2.11)
It follows from (2.10) that Iλ,µ2f (z) ∈ S∗ and it follows from Lemma 3 that fµ2−1,µ1 ∈K.
Then using Lemma 2 to (2.11), we obtain
{fµ2−1,µ1 ∗ φ(ω)Iλ,µ2f }(U)
{fµ2−1,µ1 ∗ Iλ,µ2f }(U)
⊂ coφ[ω(U)]⊂ φ(U), (2.12)
because φ is convex univalent. It is known that from the conditions: g1(0) = g2(0),
g1(U) ⊂ g2(U) and g2 is univalent in U , it follows that g1 ≺ g2. Therefore (2.11) is sub-
ordinated to φ, and f ∈ S∗λ,µ1(φ). 
The above theorem generalizes [2, Theorem 1] where additional assumptions: µ2 =
µ1 + 1, µ1  1 are given.
Theorem 2. Let −1 < λ1  λ2, 0 < µ and φ ∈N . If λ2  1 or λ1 + λ2  1, then
S∗λ1,µ(φ) ⊂ S∗λ2,µ(φ). (2.13)
Proof. Let f ∈ S∗λ1,µ(φ). Then Iλ1,µf ∈ S∗. Using (2.2) and the same techniques as in the
proof of Theorem 1, we obtain
z[Iλ2,µf (z)]′
Iλ2,µf (z)
= z[(fλ2,µ ∗ f )(z)]
′
(fλ2,µ ∗ f )(z)
= z[(fλ1,µ ∗ fλ2,λ1+1 ∗ f )(z)]
′
(fλ1,µ ∗ fλ2,λ1+1 ∗ f )(z)
= fλ2,λ1+1(z) ∗ z[Iλ1,µf (z)]
′
fλ2,λ1+1(z) ∗ Iλ1,µf (z)
= fλ2,λ1+1(z) ∗ φ[ω(z)]Iλ1,µf (z) . (2.14)fλ2,λ1+1(z) ∗ Iλ1,µf (z)
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f ∈ S∗λ2,µ(φ). 
By putting λ = λ1 = λ2 − 1, λ  0 in Theorem 2, we obtain S∗λ,µ(φ) ⊂ S∗λ+1,µ(φ),
which was asserted earlier in [2].
Theorem 3.
(i) Let 0 < µ1  µ2, −1 < λ and φ ∈N . If µ2  2 or µ1 + µ2  3, then
Kλ,µ2(φ) ⊂Kλ,µ1(φ). (2.15)
(ii) Let −1 < λ1  λ2, 0 < µ and φ ∈N . If λ2  1 or λ1 + λ2  1, then
Kλ1,µ(φ) ⊂Kλ2,µ(φ). (2.16)
Proof. We begin by recalling that
f ∈Kλ,µ(φ) ⇔ zf ′(z) ∈ S∗λ,µ(φ). (2.17)
Let f ∈Kλ,µ2(φ). Then using (2.9) and (2.17), we have
Iλ,µ2f (z) ∈K(φ)
⇔ z[Iλ,µ2f (z)]′ ∈ S∗(φ) ⇔ Iλ,µ2(zf ′(z)) ∈ S∗(φ)
⇔ zf ′(z) ∈ S∗λ,µ2(φ) ⇒ zf ′(z) ∈ S∗λ,µ1(φ)
⇔ Iλ,µ1
(
zf ′(z)
) ∈ S∗(φ) ⇔ z[Iλ,µ1f (z)]′ ∈ S∗(φ)
⇔ Iλ,µ1f (z) ∈K(φ) ⇔ f (z) ∈Kλ,µ1(φ).
This proves (2.15). Since the proof (2.16) follows simply from Theorem 2, it is omit-
ted. 
Theorem 3 is a generalization of the following analogous result of [2]: If 0  λ and
1 µ, then
Kλ,µ+1(φ) ⊂Kλ,µ(φ) ⊂Kλ+1,µ(φ).
Corollary 2. If 0 < µ1  µ2, µ2  min{2,3 − µ1} and if −1 < λ1  λ2, λ2 
min{1,1 − λ1}, then
S∗λ1,µ2[A,B] ⊂ S∗λ1,µ1[A,B] ⊂ S∗λ2,µ1[A,B], (2.18)
and
Kλ1,µ2[A,B] ⊂Kλ1,µ1[A,B] ⊂Kλ2,µ1[A,B], (2.19)
where the above classes are given by (1.7) and (1.8).
Proof. The function φ(z) = 1+Az1+Bz , −1 B < A 1 belongs to the class N therefore by
Theorems 1 and 2 we obtain (2.18), and by Theorem 3 we get (2.19). 
To prove next theorems, we use the following lemma.
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Proof. If q ∈ S∗(φ), then zq ′(z) = q(z)φ[ω(z)], where ω is a Schwarz function. Thus we
have
z[f (z) ∗ q(z)]′
f (z) ∗ q(z) =
f (z) ∗ zq ′(z)
f (z) ∗ q(z) =
f (z) ∗ q(z)φ[ω(z)]
f (z) ∗ q(z) . (2.20)
By using similar arguments to those used in the proof of Theorem 1, we conclude that
(2.20) is subordinated to φ in U and finally f ∗ q ∈ S∗(φ). 
Theorem 4. If 0 < µ1  µ2, µ2  min{2,3 − µ1} and if −1 < λ1  λ2, λ2 
min{1,1 − λ1}, then
Cλ1,µ2(φ,ψ) ⊂ Cλ1,µ1(φ,ψ) ⊂ Cλ2,µ1(φ,ψ), (2.21)
where φ,ψ ∈N .
Proof. To prove the first inclusion, we note that f ∈ Cλ1,µ2(φ,ψ) if and only if there exists
a function q2 ∈ S∗(φ) such that
z[Iλ1,µ2f (z)]′
q2(z)
≺ ψ(z) (z ∈ U).
We thus get z[Iλ1,µ2f (z)]′ = q2(z)ψ[ω(z)], where ω is a Schwarz function. From Lem-
mas 3 and 4 we see that q1(z) = fµ2−1,µ1(z) ∗ q2(z) belongs to S∗(φ). Making use of
methods of earlier proofs, we have
z[Iλ1,µ1f (z)]′
q1(z)
= fµ2−1,µ1(z) ∗ z[Iλ1,µ2f (z)]
′
fµ2−1,µ1(z) ∗ q2(z)
= fµ2−1,µ1(z) ∗ q2(z)ψ[ω(z)]
fµ2−1,µ1(z) ∗ q2(z)
≺ ψ(z) (z ∈ U).
Therefore f ∈ Cλ1,µ1(φ,ψ). The proof of the second inclusion of (2.21) is similar to that
of the first part. 
Theorem 4 is a stronger version of the result [2] of the form: If 0 λ, 1 µ, φ,ψ ∈N ,
then
Cλ,µ+1(φ,ψ) ⊂ Cλ,µ(φ,ψ) ⊂ Cλ+1,µ(φ,ψ).
The above result is a generalization of a theorem due to K.I. Noor and M.A. Noor [6] with
λ = n, µ = 2, φ(z) = ψ(z) = 1+z1−z .
3. Behavior under various operators
The next theorem shows that S∗λ,µ(φ), Kλ,µ(φ), Cλ,µ(φ,ψ) are preserved under convo-
lution with convex functions which led to the conclusion that these classes are preserved
under all the operators given by Φ(f ) = h ∗ f , where h ∈K.
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f ∈ S∗λ,µ(φ) ⇒ g ∗ f ∈ S∗λ,µ(φ), (3.1)
f ∈Kλ,µ(φ) ⇒ g ∗ f ∈Kλ,µ(φ), (3.2)
f ∈ Cλ,µ(φ,ψ) ⇒ g ∗ f ∈ Cλ,µ(φ,ψ). (3.3)
Proof. Let f ∈ S∗λ,µ(φ), g ∈ K. The proof of (3.1) is based on the same concept as the
proof of Theorem 1. We have
z[Iλ,µ(f ∗ g)(z)]′
Iλ,µ(g ∗ f )(z) =
g(z) ∗ z[Iλ,µf (z)]′
g(z) ∗ Iλ,µf (z)
= g(z) ∗ φ[ω(z)]Iλ,µf (z)
g(z) ∗ Iλ,µf (z) ≺ φ(z) (z ∈ U),
and we obtain (3.1). Let f ∈ Kλ,µ(φ), and g ∈ K. Then by (2.17) zf ′(z) ∈ S∗λ,µ(φ) and
from (3.1) we have g(z) ∗ zf ′(z) ∈ S∗λ,µ(φ). Thus
g(z) ∗ zf ′(z) = z(g ∗ f )′(z) ∈ S∗λ,µ(φ)
and by (2.17) we obtain (3.2). Let f ∈ Cλ,µ(φ,ψ) and g ∈K. Then there exists a function
q ∈ S∗(φ) such that
z
[
Iλ,µf (z)
]′ = ψ[ω(z)]q(z),
where ω is a Schwarz function. By Lemma 4, we have that g ∗ q ∈ S∗(φ). Since
z[Iλ,µ(f ∗ g)(z)]′
(g ∗ q)(z) =
g(z) ∗ z[Iλ,µf (z)]′
g(z) ∗ q(z) =
g(z) ∗ ψ[ω(z)]q(z)
g(z) ∗ q(z) ≺ ψ(z) (z ∈ U),
we obtain (3.3). The proof is completed. 
Corollary 3. Let Reσ > 0, |x| 1, x = 1 and
h1(z) = h1(σ, z) =
∞∑
n=1
1 + σ
n + σ z
n, (3.4)
h2(z) = h2(x, z) = 11 − z log
[
1 + xz
1 − z
]
(log 1 = 0). (3.5)
Then for i = 1,2, we have
f ∈ S∗λ,µ(φ) ⇒ hi ∗ f ∈ S∗λ,µ(φ), (3.6)
f ∈Kλ,µ(φ) ⇒ hi ∗ f ∈Kλ,µ(φ), (3.7)
f ∈ Cλ,µ(φ,ψ) ⇒ hi ∗ f ∈ Cλ,µ(φ,ψ). (3.8)
Proof. The function h1 was shown to be convex by St. Ruscheweyh [8] while h2 is well
known to be convex in U . Therefore (3.6)–(3.8) follow from Theorem 5. 
It is a simple observation that
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zσ
z∫
0
tσ−1f (t) dt,
(f ∗ h2)(z) = Ωxf (z) =
z∫
0
f (t) − f (xt)
t − zt dt
are well-known operators. The implications (3.6)–(3.8) for i = 1 were given in [2]. Our
method of proof takes care of all operators of this kind and, consequently, is much simpler
than verifying that the resulting transformations satisfy the defining conditions in each
individual case.
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