Introduction
A commutative algebra is realized as an algebra of (polynomial) functions on a certain space. Even for a noncommutative algebra, it can perhaps be considered as an algebra of "functions" on a "noncommutative space" which is an object in noncommutative geometry. In particular, in obtaining the deformation quantization of Poisson algebras on symplectic manifolds, we introduced the notion of Weyl manifold, which can be viewed as a "space" for noncommutative algebras (cf.
OMY1], OMY2]).
The purpose of this paper is to present noncommutative algebras other than deformation quantizations still having the notion of "space". Deformation quantization suggests a mode of deforming various geometric structures. From this point of view, we will discuss the deformations of (contact) algebras arisen from contact structures as a typical example of geometric structures similar to symplectic structures.
We will show that the deformation parameter of a contact algebra is not in the center; in contrast, deformation quantization of Poisson algebras is given as algebras of formal power series of functions on manifolds with the deformation parameter a central element. We will call this deformation algebra a noncommutative contact algebra. Since our aim is to exhibit a concrete noncommutative 3-sphere as an example of noncommutative contact algebras, this paper is not intended to go into the details of noncommutative contact algebras, which are treated in the forthcoming paper OMMY] .
The noncommutative 3-sphere we present here has a hierarchy structure corresponding to the Hopf beration of the 3-sphere over the 2-sphere. By "Noncommutizing" of the Hopf beration, we derive a deformation quantization of the Riemann sphere (cf. CGR], B]). We also arrive at a notion of noncommutative K ahler manifolds, which is a Weyl manifold with a complex structure. Although it is essentially the same notion as in Karabegov K] , we work only in the noncommutative algebra setting. This paper is organized as follows. Our rst approach is to start with a noncommutative algebra of matrices of in nite rank given by the Fock space representation of the Wick algebra. By choosing a transcendental element, called the radial element, of the Wick algebra, we obtain an algebra A as a reduction of the Wick algebra W(see De nition 1.4 in x1) . In x2, we attempt another approach to the deformation quantization of C 2 ? f0g. The radial element also gives a reduction of the deformation quantization of the Poisson algebra C 1 (C 2 ?f0g), and the algebra A 1 obtained by the reduction contains the algebra A densely, where A 1 is endowed canonically with the C 1 -topology. We will show that the algebra A gives a noncommutative algebra corresponding to the standard 3-sphere, and call it noncommutative 3-sphere. Introducing the notion of localization in x4, we give the geometric picture of the noncommutative 3-sphere. The localization process is crucial for the algebra A 1 .
For a geometric description of the noncommutative algebras we treat, we set up a class of noncommutative algebras, called regulated smooth algebras, which include deformation quantizations and noncommutative contact algebras. In x3, we give a rigorous meaning to certain delicate computations in noncommutative algebras. Namely, we establish a useful formula, called the bumping lemma (cf. Lemma 3.5) that simpli es our computations. Through these computations, we nd several interesting transcendental formulas coming from the non-commutativity.
x5 is devoted to the explicit description of the Riemann sphere whose generators can be expressed as matrices of in nite rank. In x6, we study the representations of noncommutative Riemann sphere. This agrees with the well known work on geometric quantization for K ahler manifolds by Berezin B] and Cahen-Gutt- Rawnsley CGR] . It should be remarked that our approach gives the representation not for functions but for automorphisms of the noncommutative Riemann sphere. In particular, we show that a class of in nitesimal automorphisms of the noncommutative Riemann sphere is obtained by the projective limit of nite dimensional Lie groups(cf. Theorem 6.2).
The second author would like to thank the Erwin Schr odinger International Institute for its hospitality during the preparation of the manuscript. Let us note the following elementary relation used below:
(1.2) 1 1 + 2 2 = 1 1 + 2 2 : It is known that W=~W is isomorphic to the polynomial algebra of 4-variables and that any maximal 2-sided ideal of W corresponds to a point of C 4 .
We recall the Fock space representation of W (cf. Messiah M] , Dirac D] in the extended algebra.
The left action of w 2W on V (1) gives a representation of W. This action can be expressed as a matrix of in nite rank and it gives the representation of the Wick algebra. For w2 W,ŵ denotes the matrix representation of w on V (1) . Namely, w has the following blockwise form:
(1.4)ŵ = 2 6 6 6 6 6 6 4 In what follows, w will be substituted for the matrix representationŵ, whenever it creates no confusion. We will still denote by a b the product of the matrix a and b. Note that there are elements which are not well de ned as elements of W but have rigorous meanings as matrices of in nite rank. Such an element will be called a transcendental element. As a typical example, we consider a matrix given by (1.6) where I k is the k k identity matrix, Although we have not mentioned the topology of matrices of in nite rank, we have to make it explicit in order to treat transcendental elements. Recall again that any matrix in W can be considered as a densely de ned unbounded operator acting on l 2 . We say that a series fu n g of elements of W converges to a matrix u if it converges to u in the weak topology (cf. Y]). We denote this by u = w-lim n!1 u n . This is equivalent to convergence with respect to any (i; j)-component of matrices.
Let fp k (t)g be a sequence of polynomials which converges to a function on a certain domain I. For u 2 W, we consider the matrix p k (u) by replacing t with u in p k , where the lower index denotes the product of matrices. Assuming moreover that fp k (u) g converges to a matrix v, we denote it by v = (u) , i.e.
(u) = w-lim k!1 p k (u) Lemma 1.1. (Bumping property for matrices) Let p k (t) be a series of polynomials such that fp k (t)g converges (t) on some domain I. For u; v 2 W, assume that
Then the following identity holds:
Proof. By associativity, we see that v (u v) 
The formula (2.1) extends naturally to the associative product on C 1 (C 2 ) ~]]. The associative algebra (C 1 (C 2 ) ~]]; ) is called the deformation quantization of C 1 (C 2 ). As a general reference for deformation quantizations, we refer to e.g. B] , OMY], A]. Here, C 1 (C 2 ) ~]] is the set of formal power series with values in C 1 (C 2 ) with the formal parameter~. We endow C 1 (C 2 ) and C 1 (C 2 ) ~]] the C 1 topology and the direct product topology, respectively. Then the Wick algebra W is a dense subalgebra of (C 1 (C 2 ) ~]]; ).
It is easy to see that (2.2) r 2 = 1 1 + 2 2 = 1 1 + 2 2 :
As each~k-term in the Moyal product formula (2.1) is expressed as a bidifferential operator, the star-product has locality. Hence, for any open subset U of C 2 , we can de ne the star-product of the deformation quantization C 1 (U) ~]] by the same formula (2.1). Note that 2-sided ideals (classical points) of C 1 (U) ~]] correspond to points of U. In the following, we will work mainly on C 2 = C 2 ?f0g.
We consider a function r as the square root of r 2 with respect to the ordinary commutative product on the space C 2 . The function r is an element of C 1 (C 2 ) satisfying (2.3) r r = r r = r 2 :
We regard r as the radial element de ned in x1, (1.5) and we will denote r by r alone.
We de ne a one parameter group of automorphisms
as follows:
(2.5) R(e t ) i = e t i ; R(e t ) i = e t i ; R(e t )~= e 2t~:
De ne an closed subalgebra A 1 of C 1 (C 2 ) ~]] by (2.6)
Under the relative topology from C 1 (C 2 ) ~]], A 1 is a complete topological associative algebra. As in (1.10), we set The algebra A 1 is called the non-commutative contact algebra on S 3 . The reason for the terminology is as follows. Let us rst introduce some general notation for complete topological algebras.
We call a complete topological associative algebraÃ a regulated algebra, (or more explicitly -regulated algebra) if there exists an element and a closed subspaceB satisfying (A.1)? (A.5). is called the regulator ofÃ. Note that (2.7) holds for any -regulated algebra. A -regulated algebraÃ is called formal if it satis es (A.6). By (2.7), a formal -regulated algebraÃ may be denoted byÃ A commutative associative product onÃ= Ã induces one onB by the identi cationB withÃ= Ã .
It is easy to see that 1 in (2.10) is a biderivation of (B; ) and 0 in (2.11) is a derivation of (B; ). We remark here that one can change the ltration by a linear isomorphism a ! a + L(a) ofB ]] de ned by any continuous linear operator L :B !B.
De nition 2.3. A formal ( -)regulated algebraÃ will be called a ( -)regulated smooth algebra if there exists a ltrationÃ =B ]] satisfying the following:
(1)B in (A:3) is isomorphic to a closed subalgebra of the commutative algebra (C 1 (M) ; ) of all C 1 functions on a nite dimensional manifold M, where C 1 (M) has the C 1 toplology. (2) WithB considered as a subalgebra of C 1 (M) , k in (2.11) is a linear operator ofB intoB expressed as a di erential operator on M of order k + 1 for any k 0. (3) For any k 0, k in (2.10) is a bilinear operator ofB B intoB expressed as a bidi erential operator on M of order 2k.
In any smooth algebra, 0 in (2.11) is a C 1 vector eld on M, called the characteristic vector eld, and 1 in (2.10) is a C 1 bivector eld on M. Remark 2.4. In the forthcoming paper OMMY], we show that the conditions (2) and (3) are automatically satis ed ifB = C 1 (M) in assumption (1). This is proved using the localization theorem given in OMY1].
De nition 2.5. Let ? 1 be the skew symmetric part of 1 . A smooth algebra of weight (0; 1) is called a noncommutative contact algebra if the rank of ? 1 in (2.10) is maximal at each point of M. Remark 2.6. The notion of (classical) contact algebras can be obtained by considering the rst term ( 0 -term) and the second term ( 1 -term) of the product (2.10) and (2.11) in noncommutative contact algebras. The space of C 1 functions on a contact manifold naturally forms a contact algebra. Moreover, any contact algebra extends to a noncommutative contact algebra, that is any contact algebra is quantizable. Various properties on noncommutative contact algebras are shown in the forthcoming paper OMMY].
As for noncommutative contact algebras, let us only note their local property. By properties (2) and (3), the product and the action of ad( ?1 ) of a regulated smooth algebraÃ extend to C 1 (M) ]] = Q k C 1 (M) by the same product formulas. Moreover, they have locality: that is, for any open subset U of M one can make C 1 (U) ]] a smooth algebra by the same formulae, where we give the C 1 topology on C 1 (U) and the direct product topology on C 1 (U) ]]. We will refer to this topology as the direct C 1 topology. Moreover, the associative product of a regulated smooth algebra can be de ned on C 1 (M) ]] for the universal covering spaceM of M.
Recall that the algebra A 1 in Theorem 2.2 is a closed subalgebra of C 1 (C 2 Remark 2.10. One might try to construct the noncommutative 3-sphere by "restricting" the algebras C 1 (C 2 ) ~]] to the energy surface r 2 = 1. However, this is problematic, because r 2 ? 1 = 0 implies i ; r 2 ] = 0 and hence~ i = 0 for i = 1; 2. To consider the energy surface f = 1 for given function f, we have to localize the algebra to an open neighborhood U of the subset f = 1, on which the element f ?1 can be formally de ned. Then, we consider the algebra generated by f ?1 fgeneratorsg. We belove this is a noncommutative version of the process of restriction.
Calculus on smooth algebras
In a matrix algebra it is possible to de ne the matrix f(u) for a matrix u for a suitable class of smooth function f(t), which we will call a transcendental computation. We will extend transcendental computations to the algebraÃ 1 . As a corollary, we show the bumping lemma for a smooth algebraÃ 1 .
LetÃ 1 be a regulated smooth algebra with regulator . Note that, by (3) in De nition 2.3, the product onÃ 1 extends naturally to C 1 (M) ]]. Thus, in this section, we may assume the following:
As we do not have operator representations in a smooth algebra, it is not trivia l that p a a is an element ofÃ 1 .
We rst note the following: (1 + g 1 + 2 g 2 + )g f = 1 at each k-th term in k . Using (2.10), and (2.11), we compute the k-th term in , which produces g k inductively. (M) ]] by the following formula:
where C is a simple closed curve in U containing R(f 0 ) in the interior.
In particular, if (z) is approximated by a series of polynomials fp n (z)g, then (f) is approximated by a series fp n (f)g in C 1 (M) ]]. Proof. z ?f is invertible in this algebra whenever z moves on the contour C. As in the above lemma, we see that (z ?f) ?1 is written in the form (z ?f) ?1 = 1 z ? f 0
(1 + g 1 + 2 g 2 + )
where g i depends on z continuously. It follows that the right hand side of (3.2) is well de ned.
Expanding (z ?f) ?1 in a Neumann series, we see easily that
Thus the second assertion follows directly.
For the computation of the value of (3.2) at each point p 2 M, it is enough to know the value (z ?f) ?1 (p) by choosing C to be a small circle with center at f 0 (p), or only to know the jet j 1f (p).
The above remark is useful on a noncompact manifold M, since there are unbounded elements in C 1 (M) . Even if the contour C is so small that C is covered by R( In particular, Theorem 3.3 says that the polynomial approximation theorem holds.
By Theorem 3.3, we have Corollary 3.4. Let be a entire function on C. Then for anyf 2 C 1 (M) 
(f) is de ned as an element of C 1 (M) 
Corollary 3.4 shows in particular that e tf is well de ned for any elementf 2 C 1 (M) ]]. Recall thatg(t) = e tf satis es the di erential equation
Lemma 3.5. The solution to (3.4) has the form (3.5) e tf = e tf 0 (1 + g 1 (t) + + k g k (t) + ) with g k (t) = g k (t; f 0 ; f 1 ; ; f k ) a polynomial in t of order k(k + 1) (SEE DEF-INITION 2.3) whose coe cients involve derivatives of f 0 ; f 1 ; ; f k up to order 2k: Proof. Assume thatg(t)= P k k h k . Substituting this into (3.4) and using the formulae (2.10) and (2.11), we have the following in nite system of di erential equations: (3.6) V (p)e pt dp:
] be such that f 0 is a real valued function and f 0 > 0. As in the proof of Lemma 3.6, the following quantity is obtained:
V (p)e pf dp:
If (t) = t n , then V (p) = n!p ?n?1 . Repeated integration by parts shows (3.14) 1 2 i Z c+i1
c?i1
n!p ?n?1 e pf dp =f n where (3.8) is used to compute the case n = 0. Thus, we see that the polynomial approximation theorem and bumping lemma hold for (f).
The following is an important lemma for computations:
Lemma 3.7. ?(3=2)p ?3=2 e pr 2 dp By (3.13), r is de ned as an element of C 1 (C 2 ? f0g) ]]. As in x1, (1.6), we denote by p the square root of an element in the algebra. We call f 2C 1 (M) ]] an unitary element if f f = f f = 1. Using (3.13) and Lemma 3.6, we have the following application: Lemma 3.8. (Polar decomposition) Assume thatf = P f k k 2C 1 (M) ]] satises jf 0 j > 0. Then, jfj = p f f and jfj ?1 are de ned as elements of C 1 (M) Let C( ) = C ? fre ?i ; r 0g and letM( ) = M ? a ?1 0 (C( )).
We now de ne the function -log on C( ) as a holomorphic mapping as follows: if z = re i then -log(z) = log r + i : By Theorem 3.3, -log a is de ned as an element of C 1 (M( )) ]]. is obtained by easily from these constructions.
As a byproduct, one can de ne "noncommutative polar coordinates" on C = C ? f0g. Consider the smooth algebra C 1 (C ) ~]] such that ; ] = 2~(cf. x1).
By the above argument we set r = p , (3.18) e i = r ?1 ; and = r 2 =2
where is an element of the universal covering space of C . Proof. This is easy to see from i i ; i i ] = 0:
On A 1 U + (resp. A 1 U ? ), f ; z; z; 1 ; 1 g (resp. f ; w; w; 2 ; 2 g) generates a dense subalgebra.
The following relations are given for f ; z; z; 1 ; 1 g, with the corresponding relations holding for f ; w; w; 2 ; 2 g: Lemma 4.2. The coordinate transformation (4.9) may be understood as follows:
(i) First, f ; zg and f ; wg give holomorphic local generator systems on the Riemann sphere P 1 (C) = S 2 , (ii) (4.9) de nes a holomorphic line bundle L over S 2 . Since z; i ] = 0, w; i ] = 0 (i = 0; 1) by Lemma 4.2, one may regard 1 , 2 as holomorphic sections of L, although these are not mappings but only elements of the algebra. Such elements will be referred to as holomorphic q-sections.
On U + (resp. U ? ), we see that 2 = z 1 (resp. 1 = w 2 ). Similarly, under the condition~= 0 or = 0. In our system, relations expressed via commutator brackets do not give constraint relations since commutators are vanishing under~= 0 or = 0.
To obtain a local generator system without constraint relations, we use Lemma 3.9. By this lemma, we can de ne 2 C 1 (W ) whereW is the universal covering space of U ? f0g as follows: set e i + = j 1 j ?1 1 ; e i ? = j 2 j ?1 2 : Then f ; z; z; e i + g, f ; w; w; e i ? g are local generator systems without constraint relations. The coordinate transformation is given by (4.13) f ; w; w; e i ? g = f ; z ?1 ; z ?1 ; e i e i + g where e i is the unitary part of the polar decomposition of z. It is not hard to see that (4.14) e i e i + = e i + e i : The coordinate transformation (4.13) may be understood as that of Hopf beration of S 3 over the Riemann sphere P 1 (C) = S 2 .
By (4.10) we have De nition 4.3. Let (C 1 (M) ]]; ) be a smooth algebra. (C 1 (M) It is clear that S 2 given above is a noncommutative K ahler manifold. Remark 4.4. (i) Karabegov K] gives a slightly di erent de nition of noncommutative K ahler manifolds using both of the -product and the usual commutative product. De nition 4.3 contains only the -product. Note that the commutative structure cannot be speci ed from a given -product; namely, we will show that there are various commutative products coming from a -product in the forthcoming paper OMMY] .
(ii) In OMMY], we will show that on any K ahler manifold M, we can construct a noncommutative K ahler manifold. Furthermore, if the original K ahler manifold is of integral class, then we can construct a noncommutative contact algebra, which may be regarded as an S 1 -bundle over M.
In the last part of this section, we give a local generator system which may be understood as a canonical local coordinate system on a contact manifold. 
A 0 is the algebra generated by ; H; Z; Z and A 0 is linearly isomorphic to C H; Z; Z ; ] Let k (a) be the B k;k -component of a 2 A 0 . k is then an algebra homomorphism of A 0 onto the full matrix algebra of rank k. The above argument shows that the kernel of k does not correspond to a classical point. Moreover, it is not hard to see that k (I p ) = k (A 0 ) for any p and k
It is remarkable that we have to forgo matrix representations to obtain the classical picture. As we have seen above, the classical picture does not appear directly in these matrix representations. If we want to recover the classical picture, then we have to take asymptotic expansions by . Thus it is impossible to recover the classical picture from k (A 1 ) for a xed k. Let Note that 1 (1+v v) 2 dvd v is the volume form on S 2 and the integral can be regarded as being over S 2 .
Taking the above lemma into account, we de ne the projection operator P m by (6.7) (P m f)(z) As we have seen in x1, the algebra A is represented as matrices, although this is not blockwise diagonal representation.
Recall the topology on matrices given in x1. Since the above representation is given via the -product, we see this representation gives a continuous homomorphism of A into the space of matrices with the weak topology. Hence, we see the following:
Theorem 6.2. The above matrix representation extends to the algebra A 1 , and the algebra A 1 0 is represented by blockwise diagonal matrices. Since ?1 is represented, the Lie algebra ?1 A 1 is also represented as matrices. In particular, the Lie algebra ?1 A 1 0 is represented by blockwise diagonal matrices. Since each block is nite rank, we see that the group G generated by exp ?1 A 1 0 is also represented by blockwise diagonal matrices. This means that ?1 A 1 0 is continuously embedded in a projective limit of nite dimensional Lie algebras. It follows also that G has a series of nite codimensional normal subgroups N k such that N k N k+1 , \N k = feg. This means that there is an isomorphism from G into the group F obtained as the projective limit of nite dimensional Lie groups.
We nish with some remarks on the noncommutative Riemann sphere from a more general point of view. Thinking of S 2 as a compact K ahler manifold, we have an S 1 -bundle S 3 = S 1 S 2 , and then a holomorphic line bundle L S 2 associated with the K ahler polarization of S 2 . Let L ;S 2 be L S 2 ?f0-sectiong, which is in fact the space C 2 ? f0g. It appears that this method can be applied for any K ahler manifold whenever the associated line bundle of the S 1 -bundle over M has a nontrivial holomorphic section.
