

























































































































































































































































































































































R(of )S1(in)S2 R(of )SX(in)SX+1[...] [...] [...] [...]
SX
S1
SN
 
Figure 3. Nested hierarchy of systems and super‐systems. There are N levels of system 
hierarchy (S1 to SN), with any given system, SX, playing a role in its immediate super‐
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system, SX+1. Although not shown explicitly, any system might also be seen to play a role in 
any of its more distant super‐systems.  
 
Any system may perform more than one role in its super‐system. If we 
identify a system, SX, which plays various roles in its super‐system, SX+1, then 
these roles might be referred to as RA, RB, RC, and so on. More completely, 
these roles might be written as RA(of)SX(in)SX+1, RB(of)SX(in)SX+1, 
RC(of)SX(in)SX+1, and so on. These multiple roles can be represented with a tree 
structure of branching roles as shown in Figure 4. However, not only do 
systems play multiple roles, but roles are played by multiple systems. If we 
identify a role, RY, that is performed by (immediate) sub‐systems of SX+1, then 
these sub‐systems might be referred to as SXA, SXB, SXC, and so on. These 
systems perform roles R(of)SXA(in)SX+1, R(of)SXB(in)SX+1, R(of)SXC(in)SX+1, and so 
on. Here, the sub‐systems of SX+1 are collectively performing a single role 
which can be referred to as RY or as R(of)SXA(in)SX+1, R(of)SXB(in)SX+1 or 
R(of)SXC(in)SX+1. This can be represented by another tree structure, this time of 
systems converging on a given role as shown in Figure 5. (In this basic 
notation, incrementing numbers denote different layers of a nested hierarchy, 
and incrementing letters denote different systems or roles at the same layer in 
the nest.) 
 
SX+1
RC(of )SX(in)SX+1
RB(of )SX(in)SX+1
RA(of )SX(in)SX+1
Rm(of )SX(in)SX+1
[...]
SX
 
 
Figure 4. Tree structure of multiple roles played by a system. System, SX, plays m roles (RA 
– Rm) in its super‐system, SX+1. The diverging tree structure is similar in principle to the 
‘event tree’ diagrams used in reliability engineering (Roush & Webb, 2006, pp. 264–266). 
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SX+1
R(of )SXA(in)SX+1
RY
R(of )SXB(in)SX+1
[...]
SXA
SXB
SXC
SXn
R(of )SXn(in)SX+1
[...]
R(of )SXC(in)SX+1
 
 
Figure 5. Tree structure of sub‐systems performing a role. System SX+1 has n immediate sub‐
systems playing a role, R. The bracketed roles are all equivalent; there is a single role 
being played in SX+1 and that role is collectively played by SXA to SXn. The converging tree 
structure is similar in principle to the ‘fishbone’ diagrams used in quality engineering 
(Ishikawa, 1990, pp. 229–233). 
 
If a given system can play multiple roles, and if a given role can be 
collectively played by multiple systems, then the different types of tree shown 
in Figure 4 and Figure 5 can be combined to form a pair of opposing trees. If 
functions are considered within the context of a nested hierarchy, such as that 
shown in figure 3, then these opposing trees propagate through the nest to 
form a network of possible functions (see figure 6). The network gets very 
dense very quickly as we increase the number of nested systems, the number 
of roles that each system might play, and the number of sub‐systems that 
comprise each system.  
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RB(of)S1B(in)S2B 
RC(of )S1A(in)S2B 
RA(of )S1C(in)S2B 
RA(of )S1B(in)S2B
RC(of )S1B(in)S2B
S1B
S1A
S1C
S2B
S3B
S4
RC(of )S1C(in)S2B
RA(of )S1A(in)S2B
RB(of )S1B(in)S2B
RB(of )S1A(in)S2B
RB(of)S2B(in)S3B 
RC(of )S2A(in)S3B 
RA(of )S2C(in)S3B 
RA(of )S2B(in)S3B
RC(of )S2B(in)S3B
RC(of )S2C(in)S3B
RA(of )S2A(in)S3B
RB(of )S2B(in)S3B
RB(of )S2A(in)S3B
RB(of)S3B(in)S4 
RC(of )S3A(in)S4 
RA(of )S3C(in)S4 
RA(of )S3B(in)S4
RC(of )S3B(in)S4
RC(of )S3C(in)S4
RA(of )S3A(in)S4
RB(of )S3B(in)S4
RB(of )S3A(in)S4
S2A
S2C
S3A
S3C
 
Figure 6. A combination of nested hierarchies, branching roles and branching systems. To 
avoid taking up too much space here, only four levels of hierarchy are shown (N = 4), each 
sub‐system only performs three roles (m = 3 at each level), and each super‐system only has 
three sub‐systems contributing to a role (n = 3 at each level). In this basic diagram, a role 
such as “RB(of)S1B(in)S2B” could be more simply denoted as “RB” because the system 
playing the role (S1B) and the super‐system that that role is played within (S2B) are indicated 
diagrammatically. 
 
Regarding the systems and roles that are arranged along the central axis of 
figure 5, we could say that system S1B plays roles RA, RB and RC in system S2B. 
We could also say that RB, or more precisely, RB(of)S1B(in)S2B, is supported by 
both systems S1A and S1C, which play roles RC(of)S1A(in)S2B and 
RA(of)S1C(in)S2B, respectively. Thus, in combination, S1A, S1B and S1C permit S2B 
to perform its own RB, or more precisely, RB(of)S2B(in)S3B. Similarly, we could 
also say that RB(of)S1B(in)S2B, is supported by both S2A and S2C, which play 
RC(of)S2A(in)S3B and by RA(of)S2C(in)S3B, respectively. This pattern of collective 
and multiple role playing is here called proliferation of functions. It extends out 
to the third and fourth levels of the system hierarchy, and would extend 
further if other systems were considered. 
The proliferation of functions is distinct from the concept of function 
propagation, where the function of S1B might be to perform RB(of)S1B(in)S2B, 
RB(of)S1B(in)S3B or RB(of)S1B(in)S4. Instead, considering the proliferation of 
functions means acknowledging that the function of S1B might otherwise be to 
perform RA(of)S1B(in)S2B or RC(of)S1B(in)S2B (depending on perspective), just as 
performing RB(of)S1B(in)S2B is something that S1B does in conjunction with S1A 
and S1C. So, if we were to make a simple statement like “the function of SX is 
RY in SZ”, then we have selected systems SX and SZ from somewhere in the 
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nest, and we have selected a role RY from somewhere in the network of 
branches between them. We could also describe the function of some other 
system, but even if we do select system SX to be the functioning system, we 
can still say that the function of SX is to play some role other than RY, simply 
by selecting a different super‐system that SX functions within, by selecting 
some other role that SX plays within the same super‐system or some other 
system that contributes to RY. These matters are at the discretion of the 
analyst. 
With so many systems playing so many roles in so many other systems, what 
is it that determines that we select SX, RY and SZ rather than some other 
systems and some other role? Well, first, it is determined by our being 
interested in a certain type of system; in design that is often a system that we 
can specify, introduce or improve. Second, it is determined by our being 
interested in a certain super‐system that the system plays a role within; in 
different design disciplines this varies from a relatively local technical 
systems to more global socio‐technical systems. Third, it is determined by our 
being interested in a certain type of role rather than other types; in design that 
is often those intended beneficial roles that the first system plays with respect 
to the second. Those reasons for selecting SX, RY and SZ can be made explicit 
by contrasting them with the alternatives drawn out in a function network 
such as that shown in Figure 5 but are perhaps more easily considered by 
applying the concept of proliferation to an example. 
6 Application to an example 
To illustrate the general argument developed above, let us return to the 
example of the indicator bulb of a motor vehicle. In particular, let us again 
consider the situation in which the driver of a stationary vehicle uses the 
indicator to signal their intention to pull out into moving traffic. As before, 
when activated in the right way, the indicator bulb pulses light which signals 
intention (the driver’s intention to turn) which encourages other drivers to 
clear a path (in the traffic). It is by means of the bulb’s pulsing light that the 
indicator system signals the driver’s intention. However, the indicator bulb 
does much more than just pulse light; it also (as side‐effects) generates heat, 
occupies space, and so on. Furthermore, by pulsing light, the indicator system 
does not just signal intention, but also, for example, indicates the location of 
the vehicle, and so on. Finally, although the signalling of intention permits the 
car (including the driver) to clear a path in the traffic, it also does other things 
such as generates noise and increases the local traffic density (see Figure 7). 
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Figure 7. Example of how functions proliferate through nested systems. The diagram is 
necessarily incomplete, but attention has been focussed on developing the central chain 
which runs from the bulb to the clearing of the path.  
 
Each system only plays its role with respect to another system if certain other 
systems also play their roles. The bulb only pulses light if it is connected in an 
electrical circuit, if a switch alternates between an on and off state, and so on. 
In this sense, we could say that the electrical circuit pulses light only if the 
bulb and the switch play their roles, or conversely that the switch pulses light 
only if the circuit and the bulb play their roles. At the next level out in the nest 
of systems, the driver, in combination with the indicator, signals intention. 
Whether the function of the driver is to signal intention (with the support of 
the indicator), or whether the function of the indicator is to signal intention 
(with the support of the driver) is a matter of perspective. Similarly, the 
signalled intention only clears a path if the other vehicles respond and if there 
is a set of rules (e.g. legal or social rules) that tells them how to respond. 
Clearing a path can be seen as a function of the rules or a function of the other 
vehicles, the car, its driver, its indicator, the switch, the circuit or the bulb. It is 
at our discretion how we specify which is the functioning system and which 
are the supporting systems, just as we must distinguish functions from side‐
effects.  
Despite the complexity outlined above (which in any case is only for a small 
set of systems), in many instances analysts will adopt a perspective where 
there is one simple route through the network of branches that is considered 
functional. If we pick a line through the network that connects the pulsing of 
the bulb to the clearing of the path then we have simply picked the line that 
most interests us. If the network had been drawn out more completely, then it 
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would be possible to pick some other line through the network and thereby 
connect the pulsing of the bulb with some other final role, or connect the 
clearing of the path with some other functioning system. Although function 
statements can often seem objective and descriptive, they are subjective and 
normative. The relevant systems and roles that define a function are selected 
from a wide range of alternatives and that selection is determined by the 
interests and preferences of the analyst. 
7 Summary and discussion 
In this article, I have sought to make explicit the range of alternatives from 
which a function statement is selected. Where such statements take the 
general form “the function of S is R”, then three things have been left implicit. 
First, the functioning system, S, may perform the role, R, in one super‐system, 
but might perform other roles in other super‐systems; the number of systems 
that support S in performing R increases as the super‐systems become more 
distant. Second, the functioning system, S, does not perform the role, R, all by 
itself; those other systems that support S in performing R might also have 
been considered functional, with S then being a supporting system. Third, 
there are many other roles that S plays in a given super‐system apart from R; 
the role, R, is not the only role that S performs and those other roles might 
also have been considered functional.  
This article has used diagrams that depict functions propagating through 
hierarchies of nested systems and proliferating at each layer of the nest, thus 
forming a network of functions. That picture can be complicated in three 
ways: (i) by how much branching occurs at each node of the trees (how many 
systems shall we consider for each role and how many roles for each 
system?); (ii) by the possible variation in how fine‐grained the distinction is 
between system boundaries (how many systems do we see mediating 
between the ‘smallest’ sub‐systems and the ‘largest’ super‐systems?); and (iii) 
by what we define to be those smallest and largest systems (when shall we 
stop asking what the sub‐systems and super‐systems of our systems are?). 
There is no definite answer to these questions, they are perspective‐
dependent and may reasonably vary according to what different systems are 
identified and what different roles are seen to be played by and in those 
systems. 
Although we could complicate the representations used here by attending to 
the three questions above, this would not necessarily change the basic 
structure of that representation. Still, that structure might be changed by 
taking a more sophisticated step. Not all systems nest in the relatively neat 
way considered here, with all of a system’s sub‐systems also being sub‐
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systems of that system’s super‐systems. Instead, it might be that a system is 
contained by two or more encompassing super‐systems which overlap rather 
than nest within each other. Those roles that are considered non‐functional 
with respect to one set of super‐systems (i.e. considered as side‐effects) might 
still be considered functional with respect to another. Especially when large, 
complex socio‐technical systems are considered, technical devices might be 
seen as sub‐systems of a broad range of other systems, including not only 
larger technical systems, but also social, economic and political systems. 
Those systems and roles that are considered non‐functional with respect to 
one set of super‐systems (i.e. those that are assumed or are considered as side‐
effects) might still be considered functional with respect to another. 
Whether in simple or complex form, explicitly representing the range of 
alternatives from which a function statement is selected encourages 
statements that are more complete. This is of interest when developing design 
methods or tools that recognise the many different types of system and 
different layers of systems that designers might be working on and the many 
different types of roles that those systems play, often in concert. This might be 
relevant to a single project with a design team working on specific 
components, systems and environments. Alternatively, it might be used for 
communication across projects and teams, where different types of systems 
and different types of roles are considered functional. Explicitly representing 
the range of options from which a function statement is selected also 
encourages consideration of the analytic perspectives that are used to 
construct such statements. This is of interest when researchers strive to 
formalise design knowledge, especially for developing computing 
technologies that can represent and reason about a device’s function rather 
than just its structure. 
The arguments presented in this article raise two important questions when 
we consider the formalisation and representation of function statements. First, 
if a system plays many roles in many super‐systems, how should we specify 
which of these roles are the functions of interest? Second, if a given role is 
collectively performed by many systems, how should we specify which of 
these systems is the functional one and which are supporting that functioning 
system? Considering the traditional example of a pen inking paper, a human 
analyst might intuitively distinguish inking as the functional role rather than 
any other side effect of the pen’s existence or operation, such as taking up 
space or emitting noise. Similarly, a human analyst might intuitively consider 
the pen to be the functioning system rather than any other system that 
contributes to the inking, such as the writer, the paper, the planetary system 
or the atmospheric system. However, only by making intuitions such as these 
explicit and by distinguishing them from the alternatives can we begin to 
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formalise and encode them, and thus develop more complete representations 
of function. 
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1 Using function in one or other of these ways has precedent in the earliest works of design 
theory (see review in Winsor & MacCallum, 1994: pp. 166‐167). More recently, many variants 
of this conceptual distinction have been proposed, including function‐as‐intended‐behaviour 
and function‐as‐abstract‐purpose (Chakrabrati, 1998), device‐centric functions and 
environment‐centric functions (Chandrasekaran & Josephson, 2000), action functions and 
purpose functions (Deng, 2002), internal functions and external functions (Gzara, Rieu, & 
Tollenaere, 2003) and endogenous functions and exogenous functions (Crilly, 2013). 
2 This general form of expression has been employed with many different variable labels, for 
example: “The function of X is Z…” (Wright, 1973: p161); “the function of x in s is to φ…” 
(Cummins, 1975: p 762); “The capacity to φ is ascribed as a function to an artifact x…” 
(Houkes & Vermaas, 2004: p 53); “An artefact x has the technical function φ…”(Hansson, 
2006: p 22). In this article, the functioning entity and the system that the functioning entity is 
in are taken to be the same type of thing and so both are denoted with a variant of “S”, 
distinguished by subscripts. 
3 A distinction is made here between a system’s environment and a system’s super‐system. A 
system’s environment is defined as everything outside of the system and therefore does not 
include the system. In contrast, a system’s super‐system includes the system itself (just as any 
system includes its components). 
4 Cummins (1975: p. 762): “It is appropriate to say that the heart functions as a pump against 
the background of an analysis of the circulatory systemʹs capacity to transport food, oxygen, 
wastes, and so on, which appeals to the fact that the heart is capable of pumping. Since this is 
the usual background, it goes without saying, and this accounts for the fact that ‘The heart 
functions as a pump’ sounds right, and ‘The heart functions as a noise‐maker’ sounds wrong, 
in some context‐free sense. This effect is strengthened by the absence of any actual 
application of the analytical strategy which makes use of the fact that the heart makes noise.” 
Kitcher (1993: p. 390): “The constituents of a machine have functions because the machine, as 
a whole, is explicitly intended to do something”. 
5 Searle (1995: p. 19): “Whenever the function of X is to Y, X and Y are parts of a system where 
the system is in part defined by purposes, goals, and values generally. This is why there are 
functions of policemen and professors but no function of human as such – unless we think of 
human as part of some larger system where their function is, e.g., to serve God.” Houkes and 
Vermaas (2009: p. 407): “An agent a justifiably ascribes the physicochemical capacity to  as a 
function to an item x, relative to a use plan up for x and relative to an account A, if [amongst 
other conditions:] a believes that x has the capacity to ; a believes that up leads to its goals 
due to, in part, x’s capacity to φ …”. 
6 Tree diagrams that divide systems into their sub‐systems are logically equivalent to the 
nested box diagrams used in this paper. 
7 Neander (1995) provides a view of how functions propagate through nested systems. As an 
example, she describes how, in a species of antelope, a given trait might alter the structure of 
haemoglobin which increases oxygen uptake which permits the antelope to survive at higher 
altitudes which contributes to gene replication (p. 115). Neander notes that as we move 
through this list of selected effects, we are describing the functions of ever larger systems: 
within individual cells, the trait alters the structure of the haemoglobin; the circulatory 
system takes up oxygen; the animal survives; the species replicates genes (p. 117). Neander 
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argues that all of the listed downstream effects that the trait has (in its many super‐systems) 
are all functions of the trait. McLaughlin (2001) also recognises the propagation of effects in 
nested systems, saying “An artefact can [...] have a nested set of functions: If the function of 
the switch is to turn on the motor that opens the garage door, it also has the function of 
opening the door” (p. 55). In considering such arguments, Lewens (2005: pp. 133, 158) 
similarly concludes that for organisms and artefacts there is no basis for assigning only single 
functions to a given system where we can distinguish different functions of the system at 
different levels of explanation. 
8 This specification of the situation in which the indicator is being used is necessary because 
indicators are used to do many different things. Whilst a working indicator might reliably 
pulse light of certain intensity at a certain frequency, what this means is matter of intention 
and interpretation. Depending on the circumstances, indicators are used to, and are seen to, 
signal intention, make requests, issue warnings, offer thanks, and so on. Which of these is the 
case is determined by the specific mode of deployment, and local legislation or custom, each 
of which can be considered in terms of the various systems that encompass the bulb. 
