We consider the modified ratio estimator proposed by Swain (2013) 
Introduction
Let U = (U 1 , U 2 … U N ) be the finite population of size N and take X, Y as two characteristics of interest. To each unit we attached (y i , x i ) and ρ=σ yx /σ y σ x ≠0 where: 
It is well known that y is an unbiased estimator of the population mean Y . Its sampling error is its variance:
When we have full information on x it may be used for improving the efficiency of the estimations. The classic ratio estimator is (2):
We have that ‫ݔ‬ ଵ , . . , ‫ݔ‬ and ‫ݕ‬ ଵ , . . , ‫ݕ‬ are sequences of iid random variables. Let us consider that ݃ሺ‫ݔ‬ ଵ , . . , ‫ݔ‬ ሻ and ‫ݕ‪ሺ‬ݍ‬ ଵ , . . , ‫ݕ‬ ሻ are statistics related with the parametric functions represented by:
ߜ ் is a bias term. The terms based on single variables have zero expectation:
‫ܧ‬ሺ߬ ሺܼ ሻሻ = ‫ܧ‬ሺ߬ ଵ ሺܼ ሻሻ = 0
We also have:
and for the third order cross terms:
When treating with the ratio G/Q, we can use a certain order representation in Taylor Series. This method is used on the sequel.
Accepting that the approximation error of order O(1/n), say AE(O(1/n)), the bias and mean square error (MSE) of the estimator in (2), see standard text books as
Cochran (1977), Singh and Deo (2003) , are:
Well known results are that R y is more efficient than y if 
The RSS alternative for different ratio type estimators has been studied. Bouza (2013) developed them and established their preference to the estimators belonging to the class: 
Defining b=s xy /s x 2 , B 2 (x)=kurtosis coefficient of the distribution of X. The estimators proposed by Singh-Taylor (2003) and Kadilar-Cingi (2004 y 2005 belong to
F.
Ranked set sampling (RSS) is a sampling procedure, which is not only cost effective when compared to the commonly used simple random sampling in many situations but more efficient. Mcintyre (1952) proposed the sample mean based on RSS as an estimator of the population mean and established that it allowed using smaller samples. Takahasi and Wakimoto (1968) In this paper we make a comparative study of the modified ratio proposed by Swain (2013) and a RSS counterpart where a transformation of the auxiliary variable X is used both for ranking and computing the estimator.
Swain Generalized Modified Ratio Estimators and its RSS Counterpart
Take the auxiliary variable X and the transformed variable:
The population mean of Z is:
while the sample Z-mean and Z-ratio are: Swain (2013) proposed the modified ratio estimator (3):
Using his results for that case of SRSWR, the bias and MSE, in terms of O(1/n), are easily derived . They are:
Let us use X for ranking the units. The basic RSS procedure is the following:
Step 1 Step2: From the first set of m units, the smallest ranked unit is measured; from the second set of m units the second smallest ranked unit is measured.
Step 3: Continue until the mth smallest unit (the largest) is measured from the last set.
Step 4: Repeat the whole process r(i) times (cycles)
Step 5: Evaluate the corresponding units.
We can denote it a follows Due to the unbiasedness of:
‫ݖ‬ ሺ:ሻ௧ = ‫̅ݔܽ‬ ௦௦ + ሺ1 − ܽሻܺ ത ୀଵ is unbiased. As we are dealing with order statistics:
where
We propose the RSS-GR class of modified ratio estimator of the mean: 
accepting that O(1/n) in the Taylor series expansion of ‫ݕ‬ ത ீோሺ௦௦ሻ is sustained by the validity of using:
The mean square is approximately:
Hence the use of RSS generates a gain in accuracy:
The optimum value of a is obtained by minimizing ‫ݕ‪ሺ‬ܧܵܯ‬ ത ீோሺ௦௦ሻ ሻ.
Differentiating ζሺ‫ܴܩ‬ሺ‫ݏݏݎ‬ሻ, ‫ܴܩ‬ሻ and equating to zero we derive that the solution of that optimization problem is:
Numerical Comparisons
We compared the behavior of our proposed RSS method with the proposal of Swain (2013) when SRSWR is used using data from three populations. Their description is given as follows: Population 1. A set of 244 accounts was considered. The balance of each of them in the previous semester was X and Y was produced by an auditory. 
for m=3, 4, 6. The results are given in Table 1 . They sustain that the use of RSS provides gains of accuracy larger than 20%. 
ε was generated using the same distribution. The results are given in Table 2 . Note that generally the gain in efficiency is larger when the underlying distribution is symmetric. The best results are derived when m=4. 
Conclusions
The accuracy of the proposed method in the considered real life problems moved between 0,233 and 0,424. Hence the sample size to be used can be diminished seriously for obtaining a fixed efficiency. Then we consider that our proposal is better than the SRSWR method. When G rss is analyzed using m=4 seems to be the best choice.
The results with probabilistic models suggest that the derived RSS estimator is also better. Its worst gain in accuracy was obtained for the Beta distribution (0,104) and the best with the Logistic (0,311). Using m=4 appeared as the best choice in 87,5% of the cases.
