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Abstract 
The paper provides results for the application of boundary feedback 
control with Zero-Order-Hold (ZOH) to 1-D linear, first-order, 
hyperbolic systems with non-local terms on bounded domains. It is 
shown that the emulation design based on the recently proposed 
continuous-time, boundary feedback, designed by means of 
backstepping, guarantees closed-loop exponential stability, provided that 
the sampling period is sufficiently small. It is also shown that, contrary to 
the parabolic case, a smaller sampling period implies a faster 
convergence rate with no upper bound for the achieved convergence rate. 
The obtained results provide stability estimates for the sup-norm of the 
state and robustness with respect to perturbations of the sampling 
schedule is guaranteed. 
 
Keywords: sampled-data control, hyperbolic PDE systems, boundary feedback. 
 
 
1. Introduction 
 
   Sampled-data feedback control has been studied extensively for finite-dimensional systems due to 
the use of digital technology in modern control systems for the implementation of the controller 
(see for instance [7,11,13,15,23,24,33] and the references therein). However, sampled-data 
feedback control has been scarcely studied for infinite-dimensional systems. Most of the available 
results deal with delay systems (see [8,14,26,27,28,29,32]). For systems described by Partial 
Differential Equations (PDEs) the design of sampled-data feedback control faces major technical 
difficulties: even the notion of the solution of a PDE under sampled-data feedback control has to be 
clarified. Sampled-data controllers for parabolic systems were designed by Fridman and coworkers 
in [1,9,10,31] by using matrix inequalities. The works [21,30] provided necessary and sufficient 
conditions for sampled-data control of general infinite-dimensional systems under periodic 
sampling (see also [22,35] for the case of “generalized sampling”). Approximate models of infinite-
dimensional systems were used in [34] for practical stabilization. A sampled-data feedback 
controller for hyperbolic age-structured models was proposed in [17].   
    In the linear finite-dimensional case, there are results that guarantee closed-loop exponential 
stability for continuous-time linear feedback designs when applied with Zero-Order-Hold (ZOH) 
and sufficiently small sampling period (see for instance [11,13,23,24]). The results deal with the 
globally Lipschitz case (which contains the linear case as a subcase) and the application of the 
continuous-time feedback under ZOH is called the “emulation” sampled-data feedback design.   
     A general robustness result that guarantees closed-loop exponential stability for continuous-time 
linear boundary feedback designs when applied with ZOH and arbitrary (not necessarily periodic) 
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sampling schedules of sufficiently small sampling period is missing for the case of systems 
described by PDEs. In the recent work [18], efforts were made towards the development of such 
general results for linear parabolic PDE systems. 
   While the development of continuous-time boundary feedback controllers for hyperbolic PDE 
systems has progressed significantly during the last decade (see [2,3,5,16,19,20] for a single PDE 
and [4,6,12] for systems of PDEs), there are no results that guarantee stability properties for the 
sample-and-hold implementation of continuous-time controllers with arbitrary sampling schedules 
of sufficiently small sampling period. The present paper provides sampled-data, boundary feedback 
controllers for 1-D, first-order, linear, hyperbolic PDEs with non-local terms. The design is based 
on the emulation of the continuous-time boundary feedback design presented in [19]. It is proved 
that there is a sufficiently small sampling period, such that the closed-loop system preserves 
exponential stability under the sample-and-hold implementation of the controller (Theorem 2.1). In 
other words, we prove that emulation design works for the case of linear hyperbolic PDEs with 
boundary feedback. The derived exponential stability estimates are expressed in the sup-norm of the 
state and (conservative) upper bounds for the sampling period are derived. Finally, robustness with 
respect to the sampling schedule is established, exactly as in the finite-dimensional case.  
    The methodology for proving the main result of the present work is very different from the 
corresponding methodology in the parabolic case. While both proofs of the main results in [18] 
exploit an eigenfunction expansion procedure, the proof of Theorem 2.1 relies on the representation 
of the solution of the closed-loop system by means of an Integral Delay Equation (IDE), as 
proposed in [16]. However, there is an additional important difference between the parabolic and 
the hyperbolic case. In the hyperbolic case (Theorem 2.1), by selecting a sufficiently small 
maximum allowable sampling period we can achieve an arbitrarily fast rate of convergence. This is 
not possible in the parabolic case. This important difference can be explained by the fact that the 
nominal continuous-time feedback law (proposed in [19]) achieves finite-time stability in the 
hyperbolic case, while the nominal continuous-time feedback laws in the parabolic case achieve 
exponential stability. The proof of Theorem 2.1 provides an estimate of how small the maximum 
allowable sampling period must be in order to achieve a given rate of convergence.        
    The structure of the present work is as follows: Section 2 is devoted to the presentation of the 
problem, the clarification of the notion of the solution for a hyperbolic PDE system under boundary 
sampled-data control, the statement of the main result (Theorem 2.1) and a discussion about the 
main result. The proof of the main result is provided in Section 3. A simple illustrating example is 
presented in Section 4. Finally, the concluding remarks are provided in Section 5. 
 
Notation. Throughout this paper, we adopt the following notation.  
  ),0[:  . 
Z  denotes the set of all non-negative integers. 
  Let nU   be a set with non-empty interior and let   be a set. By );(0 UC , we denote the 
class of continuous mappings on U , which take values in  . By );( UC k , where 1k , we 
denote the class of continuous functions on U , which have continuous derivatives of order k  on 
U  and take values in  .  
  Let I  be an interval. A function If :  is called right continuous on I  if for every It  
and 0  there exists 0),( t  such that for all I  with ),( ttt    it holds that 
  )()( tff . A function If :  is called left continuous on I  if for every It  and 0  
there exists 0),( t  such that for all I  with ),( ttt    it holds that   )()( tff . A 
function If :  is called piecewise continuous on I  if for every compact IK   the numbers 
of points Kt  where f  is discontinuous is finite and furthermore, for every It  all meaningful 
limits  )(lim
0
htf
h


,  )(lim
0
htf
h


 exist and are finite. Let a  be a given real number. A 
function ),[: af  is called right differentiable on ),[ a  if for every at   the limit 
  )()(lim 1
0
tfhtfh
h

 
 exists and is finite. A piecewise continuous, right differentiable function 
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),[: af  is called piecewise 1C  on ),[ a  if for every at   the limit   )()(lim 1
0
tfhtfh
h

 
 
exists and is finite and furthermore, for every compact ),[  aK  the numbers of points 
}{\ aKt   where      )()(lim)()(lim 1
0
1
0
tfhtfhtfhtfh
hh
 


 
 is finite. 
  Let  ]1,0[:x  be given. We use the notation ][tx  to denote the profile at certain 0t , i.e., 
),()])([( ztxztx   for all ]1,0[z .    
  Let I  be an interval. )(2 IL  denotes the class of measurable functions If :  which are 
square integrable. )(IL  denotes the class of measurable functions If :  which are 
essentially bounded on I .  )(ILloc
  denotes the class of measurable functions If :  which are 
of class )(KL  for every compact IK  . 
  We define  
t
a dsstatp
0
))(exp(:)(  for all 0t  and a . Notice that 
a
at
tpa
)exp(1
:)(

  for 0a  
and ttp :)(0 .   
 
 
 
2. Main Result  
 
 
We consider the control system 





1
),(),()1,()(),(),(
z
dsstyszftyzgzt
z
y
zt
t
y
, for ]1,0[),(  zt                    (2.1)  

1
0
),()()()0,( dsstysptuty , for 0t                                                  (2.2)  
where )];1,0([0 Cg , )];1,0([1 Cp , );]1,0([ 20 Cf  are given functions, ][ty  is the state and )(tu  
is the control input. More specifically, we consider the system under boundary sampled-data control 
with ZOH: 
iutu )( , for ),[ 1 iit   and for all 
Zi                                          (2.3) 
 
where  ,...2,1,0,0  ii  is an increasing sequence (the sequence of sampling times) with 00  , 
  

i
i
lim  and  ,...2,1,0,  iui  is the sequence of applied inputs. 
 
Let ])1,0([10 Cy   be given. By a solution of the initial value problem (2.1), (2.2), (2.3) with initial 
condition 0y , sampling times  ,...2,1,0,0  ii  and applied inputs  ,...2,1,0,  iui , we mean a 
function  ]1,0[:y , which satisfies the following properties: 
a) the mapping  ),( ztyt  is piecewise continuous and right differentiable for all 
]1,0[z ,  
b) the mapping  ),(]1,0[ ztyz  is piecewise continuous and left continuous for all 0t ,  
c)  ]1,0[:y  is continuous on  ,...2,1,0,:]1,0[),(:   iztztB i  and is of class 
1C  
on  ,...2,1,0,1,:]1,0[),(:   iztztztA ii  ,  
d) the limit 
h
hztyzty
h
),(),(
lim
0


 exists and is finite for all ]1,0(),(  zt ,   
e) for every 0r  the mappings   


 ),(),(]1,0[],0[),( zt
t
y
ztrztA  and 
  


 ),(),(]1,0[],0[),( zt
z
y
ztrztA  are bounded,  
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f) equation (2.1) holds for all Azt ),( , equations (2.2), (2.3) hold and )(),0( 0 zyzy  , for all 
]1,0(z . 
 
Theorem 1 in [19] guarantees the existence of functions   21 1,0, Clk   such that the Volterra 
transformation 

1
),(),(),(),(
z
dsstyszkztyztx , for all ]1,0[),(  zt                               (2.4) 
with inverse 

1
),(),(),(),(
z
dsstxszlztxzty , for all ]1,0[),(  zt                               (2.5) 
 
maps the solutions of (2.1), (2.2) to the solutions of  
 
0),(),( 





zt
z
x
zt
t
x
, for ]1,0[),(  zt                                             (2.6) 
 
  
1
0
),(),0()()()0,( dsstysksptutx , for 0t ,                                         (2.7) 
 
More specifically, the kernels   21 1,0, Clk   satisfy the following equations for all ]1,0[, sz : 
 






s
z
dwswlwzfszfsz
s
l
sz
z
l
zgzl
),(),(),(),(),(
)()1,(
                                        (2.8) 
 









s
z
z
dwswfwzkszfsz
s
k
sz
z
k
dssgszkzgzk
),(),(),(),(),(
)(),()()1,(
1
                                     (2.9) 
 

s
z
dwswkwzlszkszl ),(),(),(),(                                                           (2.10) 
 
Using the emulation sampled-data design based on the continuous time feedback law 
  
1
0
),(),0()()( dsstysksptu  for the control system (2.1), (2.2), (2.3), we are in a position to establish 
the following stabilization result.  
 
Theorem 2.1: For every 0  there exist constants 0, GT  with the following property: for every 
])1,0([10 Cy   and for every increasing sequence   ,...2,1,0,0  ii  with 00  ,   Tii
i


 1
0
sup  and 
  

i
i
lim  the initial value problem of the closed-loop system (2.1), (2.2), (2.3) with  
  
1
0
),(),0()( dssyskspu ii  , for all 
Zi                                         (2.11) 
 
and initial condition 0y  has a unique solution, which also satisfies the following estimate: 
 

 0)exp(][ ytGty  , for all 0t                                                  (2.12) 
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The proof of Theorem 2.1 is provided in the following section. The ideas behind the proof of 
Theorem 2.1 are described next.  
 
Idea 1: In order to establish estimate (2.12) for ][ty , it suffices to establish a similar estimate for 
][tx , where x  is the solution of (2.6), (2.7), (2.3), (2.12) with initial condition ])1,0([10 Cx   that 
satisfies 
1
000 )(),()()(
z
dssyszkzyzx  for all ]1,0[z  (see (2.4)).     
 
Idea 2: The solution of (2.6), (2.7), (2.3), (2.12) can be determined without knowledge of ][ty . 
Indeed, using (2.5), (2.7) and (2.11), we get: 
 
      
1
0
1
0
11
0
),()(
~
)(),(),(),0()(),(),0()()()0,( dsstxsktudsdwwtxwslskspdsstxsksptutx
s
, for 0t , 
        (2.13) 

1
0
),()(
~
dssxsku ii  , for 0t ,                                                         (2.14) 
where 
  
s
dwswlwkwpskspsk
0
),(),0()(),0()(:)(
~
, for all ]1,0[s                               (2.15) 
 
So, we need to establish an exponential stability estimate (similar to (2.12)) for the solution ][tx  of 
(2.3), (2.6), (2.13), (2.14).  
 
Idea 3: Since the solution ][tx  of (2.3), (2.6), (2.13), (2.14) will be (in general) discontinuous, we 
need to work with the mild solution of (2.3), (2.6), (2.13), (2.14) (see [16] for the notion of the mild 
solution). Moreover, the mild solution of (2.3), (2.6), (2.13), (2.14) will be constructed by an IDE 
(see [16]). Consequently, we need to construct solutions for a particular IDE and we need to show 
exponential stability estimates for the solutions of this particular IDE. To this end, we are using the 
fact that for every 0 , ])1,0((0
Lx , )( 
  locLv , the unique mild solution of the evolution 
problem  
 0),(),( 





zt
z
x
zt
t
x
, for ]1,0[),(  zt                                 (2.16)  
 
)()0,( tvtx  , for 0t                                                  (2.17)  
 
with initial condition 0]0[ xx   satisfies the estimate: 
 
    )(exp)(sup)exp()1(exp][
)1,0max(
0 stsvxttx
tst



              (2.18) 
 
The above fact is a direct consequence of the notion of the mild solution given in [16] and the fact 
that the mild solution of the evolution problem (2.16), (2.17) is given by the formula: 
 






ztfortzx
ztforztv
ztx
)(
)(
),(
0
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Remark 2.2: A comparison between the sampled-data stabilization of parabolic PDEs given in [18] 
and Theorem 2.1 is fruitful.  
(i) For parabolic PDEs both main results in [18] (Theorem 3.1 and Theorem 3.2) provide 
exponential stability estimates in the 2L  norm, while Theorem 2.1 provides an exponential stability 
estimate (estimate (2.12)) in the L  norm. 
(ii) The proofs of both main results in [18] are very different from the proof of Theorem 2.1. While 
both proofs of the main results in [18] exploit an eigenfunction expansion procedure, the proof of 
Theorem 2.1 relies on the representation of the solution of the closed-loop system (2.1), (2.2), (2.3) 
with (2.11) by means of an IDE.  
(iii) Theorem 2.1 as well as both main results in [18] guarantee robustness with respect to 
perturbations of the sampling schedule: the exponential stability estimate (2.12) holds for every 
increasing sequence  ,...2,1,0,0  ii  with 00  ,   Tii
i


 1
0
sup ,   

i
i
lim . 
(iv) Finally, there is an additional important difference between the parabolic and the hyperbolic 
case. In the hyperbolic case (Theorem 2.1), by selecting a sufficiently small maximum allowable 
sampling period 0T  we can achieve an arbitrary rate of convergence 0 . This is not possible in 
the parabolic case. This important difference can be explained by the fact that the nominal 
continuous-time feedback law   
1
0
),(),0()()( dsstysksptu  achieves finite-time stability in the 
hyperbolic case, while the nominal continuous-time feedback law in the parabolic case achieves 
exponential stability. The proof of Theorem 2.1 provides an estimate of how small the maximum 
allowable sampling period 0T  must be in order to achieve a given rate of convergence 0 : the 
inequality  
1))1(exp()( TTMpa                                                          (2.19) 
must be satisfied, where  

1
0
)(
~
)1(
~
: dss
ds
kd
kM , )0(
~
: ka                                                  (2.20) 
Formulas (2.19), (2.20) can be used by the control practitioner in order to obtain a qualitative 
estimate for the maximum allowable sampling period 0T . However, it should be noticed that 
inequality (2.19) is conservative and larger values for the maximum allowable sampling period 
0T  can be used in practice. Figure 1 shows the dependence of the rate of convergence 0  on 
the maximum allowable sampling period 0T .  
 
 
 
Fig. 1: The dependence of the rate of convergence 0  on the maximum allowable sampling 
period 0T , as predicted by inequality (2.19) for 0a , 1M . 
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3. Proof of Theorem 2.1 
 
The rigorous presentation of the proof of Theorem 2.1 follows the aforementioned ideas and relies 
on certain facts. The first fact is a technical fact that allows us to construct the solution of a specific 
IDE on an infinite interval. 
 
Fact I: Let   1,0~ 1Ck   be a given function. Then for every iu , 0i  and for every 
)),1([0 iiLv  
  being right continuous and piecewise continuous, the initial value problem of the 
IDE  
 
1
0
)()(
~
)( dsstvskutv i                                                      (3.1) 
 
for it  , with initial condition )()( 0 svsv   for ),1[ iis   , has a unique right-continuous solution 
 ),1[: iv  , which is continuous on ),( i . Moreover, )(tv  is piecewise 
1C  and right 
differentiable on ),[ i . Finally, if ],1[},...,,{ 21 iimtttB    is the (finite) set of points of 
discontinuities of )(tv , then )(tv  is 1C  on Bi  \),(  and satisfies for all Bt i  \),(  the 
differential equation 
 
1
0
)()(
~
)1()1(
~
)()0(
~
)( dsstvs
ds
kd
tvktvktv                                   (3.2) 
where }1,...,1,1{ 21 mtttB  .  
 
Proof of Fact I: Let iu , 0i  and )),1([0 iiLv  
  be given (arbitrary). Theorem 2.1 in [16] 
guarantees that there exists ],0(max t  and a unique mapping )),1([ maxtLv iiloc 
   such that 
)()( 0 svsv   for ),1[ iis    and (3.1) holds for ),[ maxtt ii    a.e.. It follows from (3.1) and its 
equivalent form 



t
t
i dssvstkutv
1
)()(
~
)( ,                                                   (3.3) 
 
that )),1([ maxtLv iiloc 
   is a right continuous and piecewise continuous function satisfying (3.1) 
for all ),[ maxtt ii   . Moreover, )(tv  is continuous on ),( maxtii  .  
 
We will show next that maxt . Indeed, if maxt , then it will follow from Theorem 2.1 in [16] 
that   


)(suplim
max
sv
tstt i
. Let 0, GR  be positive constants so that 
 

1
0
)(
~
dsskR ,  )(~max
]1,0[
skG
s
                                                       (3.4) 
 
Equation (3.3) implies that for all   2/,1min, maxtt ii    the following equation holds: 
 



i
i t
t
i dssvstkdssvstkutv

 1
0 )()(
~
)()(
~
)(                                             (3.5) 
 
Using inequalities (3.4), (3.4), we obtain from (3.5) for all   2/,1min, maxtt ii   : 
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   )(sup)(sup)()( 0
1
svRsvtGutv
iii sts
ii



                                    (3.6) 
Define: 
 
)1(2
,1min
: max
G
t
h

                                                                 (3.7) 
 
It follows from (3.6) and (3.7) that the following estimate holds: 
 
   










)(sup2)(sup 0
1
svRusv
iii s
i
ts 
 for ],[ ht ii                                       (3.8) 
 
Without loss of generality, we may assume that 1R . Then we obtain from (3.8) and the fact that 
)()( 0 svsv   for ),1[ iis    the following estimate: 
   










)(sup2)(sup 0
11
svRusv
iiii s
i
hs 
                                               (3.9) 
 
Applying (3.9) repeatedly, we obtain the following estimate for all integers 1m : 
 
   
12
1)2(
2)(sup)2()(sup
1
0
11 



 R
R
usvRsv
m
i
s
m
Ts iimii 
                                  (3.10) 
 
where ),min( maxtmhTm  . Estimate (3.10) contradicts the fact that   


)(suplim
max
sv
tstt i
. Therefore, we 
must have maxt .  
 
It follows from (3.3) that v  is right differentiable on ),[ i  with   
 
 

1
0
)()(
~
)1()1(
~
)()0(
~
)( dsstvs
ds
kd
tvktvktvD                                       (3.11) 
 
for all it  , where )(tvD
  denotes the right derivative of v  at t . It follows from (3.11) that )(tvD  
is continuous on Bi  \),(  with }1,...,1,1{ 21 mtttB  . Corollary 1.2 on page 43 in [25] implies 
that )(tv  is 1C  on Bi  \),(  and satisfies (3.2) on Bi  \),( . Finally, (3.2) implies that )(tv  is 
piecewise 1C  on ),[ i  (since )(tv  has finite left and right limits everywhere). The proof of the fact 
is complete.       
 
Applying Fact I repeatedly, we obtain the following fact.  
 
Fact II: Let   1,0~ 1Ck   be a given function. Then for every increasing sequence   ,...2,1,0,0  ii  
with 00  ,   

i
i
lim , for every sequence  ,...2,1,0,  iui  and for every ))0,1([0 
Lv  being 
right continuous and piecewise continuous, the IDE (3.1) for ),[ 1 iit   and 
Zi  with initial 
condition )()( 0 svsv   for )0,1[s , has a unique right-continuous solution  ),1[:v , which is 
continuous on  ,...2,1,0,0\  ii . Moreover, )(tv  is piecewise 
1C  and right differentiable on 
 . Finally, if )0,1[},...,,{ 21  mtttB  is the (finite) set of points of discontinuities of 0v , then )(tv  is 
1C  on     ,...2,1,0:0,...2,1,0:01\  iiB ii   and satisfies for all 
    ,...2,1,0:01,...2,1,0:01\   iiBt ii   the differential equation (3.2), where 
}1,...,1,1{ 21 mtttB  .  
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The following fact provides an exponential stability estimate for the IDE (3.1) with sampled-data 
control. The stability analysis follows a small-gain technique.  
 
Fact III: Let   1,0~ 1Ck   be a given function. Let 0, T  be constants satisfying inequality (2.19), 
where the constants a , 0M  are given by (2.20). Then for every increasing sequence  
 ,...2,1,0,0  ii  with 00  ,   Tii
i


 1
0
sup ,   

i
i
lim  and for every ))0,1([0 
Lv  being right 
continuous, the unique solution )(tv  of the IDE  
 
1
0
)()(
~
)()( dsstvsktutv , for 0t                                                 (3.12) 
with 
 
1
0
)()(
~
)( dssvskutu ii  , for all ),[ 1 iit   and for all 
Zi ,           (3.13) 
 
and initial condition )()( 0 svsv   for )0,1[s , satisfies the estimate 
 
 )(sup)exp()( 0
01
svttv
s
 , for all 1t                                        (3.14) 
 
Proof of Fact III: Fact II guarantees that for every integer 0i , differential equation (3.2) holds for 
),( 1 iit   a.e.. It follows from (3.12) and (3.13) that 0)( iv   for every integer 0i . Using this 
fact, right continuity of  ),1[:v  and absolute continuity of )(tv  on ),( 1ii  , we get the 
following formula that holds for all ),[ 1 iit  : 
     








t
ii
i
dsdllsvl
ds
kd
svkstavtatv


1
0
)()(
~
)1()1(
~
)(exp)()(exp)(                         (3.15) 
 
where )0(
~
ka  . Using (3.15) and definitions (2.20) we obtain for all ),[ 1 iit   and every integer 
0i : 
 )(sup)()(
1
svMtptv
ts
ia
i 


                                                        (3.16) 
 
A direct consequence of (3.16) is the following estimate that holds for all ),[ 1 iit  : 
 
   )exp()(sup)(exp)()exp()(
1
ssvttpMttv
ts
iia
i

 
                           (3.17) 
 
It follows from (3.17), the fact that   Tii
i


 1
0
sup  and the fact that the mapping )(tpt a  is 
non-decreasing for all a , that the following estimate holds for all ),[ 1 iit  : 
 
   )exp()(sup)1(exp)()exp()(
1
ssvTTpMttv
ts
a 

                                      (3.18) 
 
At this point, it should be noticed that estimate (3.18) holds for all 0t , since there is no 
dependence on the integer 0i . Consequently, we obtain from (3.18) the following estimate that 
holds for all 0t : 
     







)exp()(sup,)exp()(supmax))1(exp()()exp()(sup
0010
ssvssvTTMpssv
tss
a
ts
             (3.19) 
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Distinguishing the cases      )exp()(sup)exp()(sup,)exp()(supmax
0001
ssvssvssv
tstss








 and 
     )exp()(sup)exp()(sup,)exp()(supmax
01001
ssvssvssv
stss








 in conjunction with inequality (2.19), 
we obtain from (3.19) for all 0t : 
 
   )exp()(sup))1(exp()exp()(sup
010
ssvTTMssv
sts


                                (3.20) 
 
Inequality (3.20) in conjunction with the fact that )()( 0 svsv   for )0,1[s  implies estimate (3.14). 
The proof of the fact is complete.       
 
We are now ready to provide the proof of Theorem 2.1.  
 
Proof of Theorem 2.1: Define   1,0~ 1Ck   by means of (2.15). Let 0  be a given constant and let 
0T  be a sufficiently small constant so that (2.19) holds.  
 
Let (arbitrary) ])1,0([10 Cy   be given and let an (arbitrary) increasing sequence  ,...2,1,0,0  ii  
with 00  ,   Tii
i


 1
0
sup  and   

i
i
lim  be also given. Define 
 

1
000 )(),()(:)(
z
dssyszkzyzv  for all ]1,0(z                                       (3.21) 
 
It follows from Fact II and definition (3.21) (which guarantees that ))0,1([10 Cv  with finite limits 
for 0v  and 0v  as 
 0t ) that the IDE (3.12), (3.13) with initial condition )()( 0 svsv   for )0,1[s , 
has a unique right-continuous solution  ),1[:v , which is continuous on 
 ,...2,1,0,0\  ii . Moreover, )(tv  is piecewise 
1C  and right differentiable on  . Finally, )(tv  
is 1C  on     ,...2,1,0:0,...2,1,0:01\  ii ii   and satisfies for all 
    ,...2,1,0:01,...2,1,0:01\   iit ii   the differential equation (3.2). 
 
It follows from Fact III that estimate (3.14) holds.  
 
Next, define  




zt
tz
dwwvwtzlztvdsstvszlztvzty
1
1
)(),()()(),()(:),( , for ]1,0[),(  zt           (3.22) 
 
It follows from (2.10), (3.21) and (3.22) that )(),0( 0 zyzy  , for all ]1,0(z . Moreover, the regularity 
properties of guarantee that the function  ]1,0[:y  satisfies the following properties: 
a) the mapping  ),( ztyt  is piecewise continuous and right differentiable for all 
]1,0[z ,  
b) the mapping  ),(]1,0[ ztyz  is piecewise continuous and left continuous for all 0t ,  
c)  ]1,0[:y  is continuous on  ,...2,1,0,:]1,0[),(:   iztztB i  and is of class 
1C  
on  ,...2,1,0,1,:]1,0[),(:   iztztztA ii  ,  
d) the limit 
h
hztyzty
h
),(),(
lim
0


 exists and is finite for all ]1,0(),(  zt ,   
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e) for every 0r  the mappings   


 ),(),(]1,0[],0[),( zt
t
y
ztrztA  and 
  


 ),(),(]1,0[],0[),( zt
z
y
ztrztA  are bounded. 
 
Using (2.8) and definition (3.22) that equation (2.1) holds for all Azt ),( . Finally, it follows from 
(3.12), (3.13) and definitions (2.15), (3.22) that equations (2.2), (2.3), (2.11) hold.  
 
Definition (3.21) implies the existence of a constant 01 P  such that 
 
 


 010
01
)(sup yPsv
s
                                                         (3.23) 
 
Notice that the constant 01 P  is independent of ])1,0([
1
0 Cy  . Moreover, definition (3.22) implies 
the existence of a constant 02 P  such that 
 
 )(sup][
01
2 stvPty
s



, for all 0t                                         (3.24) 
 
Again, notice that the constant 02 P  is independent of  ),1[:v . Estimate (2.12) is a direct 
consequence of estimates (3.14), (3.23) and (3.24). The proof is complete.       
 
 
 
4. Illustrative Example 
 
We consider the following control system 
)1,()exp(),(),( tyrzAzt
z
y
zt
t
y






, for ]1,0[),(  zt                             (4.1)  
)()0,( tuty  , for 0t                                                           (4.2)  
 
where 0, rA  are positive constants, ][ty  is the state and )(tu  is the control input. System (4.1), 
(4.2) is a system of the form (2.1), (2.2) with )exp()( rzAzg  , 0),( szf  and 0)( sp . A stability 
analysis of the open-loop system (4.1), (4.2) with 0)( tu  may be performed by converting the 
system (4.1), (4.2) to a system of IDEs and applying Theorem 3.7 in [16]. Indeed, system (4.1), 
(4.2) with 0)( tu  is equivalent to the following system of IDEs (see [16]) 
 
 

1
0
)1()exp()1()(
0)(
dwwtprwAtvtp
tv
 
 
and applying Theorem 3.7 in [16] with 1N , 1c , pvKvpW :),(  and arbitrary 1K , we can 
conclude that the open-loop system (4.1), (4.2) with 0)( tu  is Globally Asymptotically Stable 
provided that 
1)exp( 

r
r
A                                                                  (4.3) 
 
On the other hand, when condition (4.3) is violated, then there are solutions which do not converge 
to zero: the functions  
 
  1exp
1)(exp
)1(exp),(






r
zr
ztztx , where 0  is the unique solution of the 
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equation 
 
  1exp
exp)(





r
r
A  (guaranteed to exist when (4.3) does not hold) are solutions of the open-
loop system (4.1), (4.2) with 0)( tu . Therefore, the stability condition (4.3) is sharp.  
 
When (4.3) does not hold, there is need for control. The case of applying a continuous-time 
feedback law was considered in Example 2.1 in [19] (with different space orientation), where finite-
time stabilization was achieved. Here, we consider the system under boundary sampled-data control 
with ZOH: 
iutu )( , for ),[ 1 iit   and for all 
Zi                                          (4.4) 
 
where  ,...2,1,0,0  ii  is an increasing sequence (the sequence of sampling times) with 00  , 
  

i
i
lim  and  ,...2,1,0,  iui  is the sequence of applied inputs. 
 
For this problem, the kernels   21 1,0, Clk   that satisfy (2.8), (2.9) and (2.10) are given by the 
following equations for all ]1,0[, sz : 
  )()exp(exp)exp(:),( szrArrAszk                                       (4.5) 
 
 )1(exp:),(  szrAszl                                                    (4.6) 
 
It follows from Theorem 2.1 that for every 0  there exist constants 0, GT  with the following 
property: for every ])1,0([10 Cy   and for every increasing sequence   ,...2,1,0,0  ii  with 00  , 
  Tii
i


 1
0
sup  and   

i
i
lim  the initial value problem of the closed-loop system (4.1), (4.2), 
(4.4) with  
   
1
0
),()exp(exp)exp( dssysrrArAu ii  , for all 
Zi                       (4.7) 
 
and initial condition 0y  has a unique solution, which also satisfies estimate (2.12). The proof of 
Theorem 2.1 guarantees that for every 0 , the maximum allowable sampling period 0T  for 
which estimate (2.12) holds may be selected so as to satisfy condition (2.19), where 0M  and 
a  are given by (2.20). For this example, we have: 
 
 rsrAsk  exp)exp(:)(
~
, for all ]1,0[s                                              (4.8) 
and   
)exp(: rAM  , )exp(: rAa                                                         (4.9) 
 
Formulas (4.8), (4.9) can be used in order to obtain a qualitative estimate for the maximum 
allowable sampling period 0T  from inequality (2.19). However, since inequality (2.19) is 
conservative, larger values for the maximum allowable sampling period 0T  can be used in 
practice.   
 
Figure 2 shows the evolution of )1,(ty  for the closed-loop system (4.1), (4.2), (4.4) with (4.7), 
iTi   for 
Zi , 1.0T , 1 Ar  and initial condition  1)exp(
2
1
)(0  ezzy  for ]1,0[z . Figure 3 
shows the evolution of the input )(tu  for the same case. Notice that the open-loop system (4.1), (4.2) 
with 0)( tu  is unstable, since (4.3) does not hold. For this particular case, the convergence rate 
predicted from condition (2.19), (4.8), (4.9) satisfies 058.1 .  
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Fig. 2: The evolution of )1,(ty  for the closed-loop system (4.1), (4.2), (4.4) with (4.7), iTi   for 
Zi , 1.0T , 1 Ar  and initial condition  1)exp(
2
1
)(0  ezzy  for ]1,0[z . 
 
 
Fig. 3: The evolution of the input )(tu  for the closed-loop system (4.1), (4.2), (4.4) with (4.7), 
iTi   for 
Zi , 1.0T , 1 Ar  and initial condition  1)exp(
2
1
)(0  ezzy  for ]1,0[z . 
 
 
 
 
5. Concluding Remarks 
 
   The paper provides results for the application of boundary feedback control with ZOH to 1-D 
linear, first-order, hyperbolic systems with non-local terms on bounded domains. The control design 
is based on the continuous-time, boundary feedback, designed by means of backstepping in [19], 
which guarantees finite-time stability for the corresponding closed-loop system. The application of 
the aforementioned feedback design with ZOH guarantees closed-loop exponential stability, 
provided that the sampling period is sufficiently small. It is also shown that, contrary to the 
parabolic case, a smaller sampling period implies a faster convergence rate with no upper bound for 
the achieved convergence rate. The obtained results provide stability estimates for the sup-norm of 
the state and robustness with respect to perturbations of the sampling schedule is guaranteed.    
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    Future work may involve the development of boundary feedback designs that are capable to 
handle simultaneous sampling in space and time. To this purpose, sampled-data observers for 
hyperbolic PDEs with non-local terms must be developed.  
 
 
 
 
References 
  
[1] Bar Am, N., and E. Fridman, “Network-Based H  Filtering of Parabolic Systems”, Automatica, 
50, 2014, 3139–3146. 
[2] Bernard, P. and M. Krstic, “Adaptive Output-Feedback Stabilization of Non-Local Hyperbolic 
PDEs”, Automatica, 50, 2014, 2692–2699. 
[3] Bribiesca-Argomedo, F. and M. Krstic, “Backstepping-Forwarding Control and Observation for 
Hyperbolic PDEs With Fredholm Integrals”, IEEE Transactions on Automatic Control, 60(8), 
2015, 2145-2160. 
[4] Coron, J.-M., R. Vazquez, M. Krstic, and G. Bastin. “Local Exponential H2 Stabilization of a 
2×2 Quasilinear Hyperbolic System Using Backstepping”, SIAM Journal on Control and 
Optimization, 51(3), 2013, 2005–2035. 
[5] Coron, J.-M., L. Hu and G. Olive, “Stabilization and Controllability of First-Order Integro-
Differential Hyperbolic Equations”, Journal of Functional Analysis, 271, 2016, 3554–3587. 
[6] Coron, J.-M., L. Hu and G. Olive, “Finite-Time Boundary Stabilization of General Linear 
Hyperbolic Balance Laws via Fredholm Backstepping Transformation”, 
arXiv:1701.05067 [math.OC], 2017.  
[7] Fridman, E., A. Seuret, and J.-P. Richard, “Robust Sampled-Data Stabilization of Linear 
Systems: An Input Delay Approach”, Automatica, 40, 2004, 1441–1446. 
[8] Fridman, E., and M. Dambrine, “Control Under Quantization, Saturation and Delay: An LMI 
Approach”, Automatica, 45, 2009, 2258-2264. 
[9] Fridman, E., and A. Blighovsky, “Robust Sampled-Data Control of a Class of Semilinear 
Parabolic Systems”, Automatica, 48, 2012, 826–836. 
[10] Fridman, E., and N. Bar Am, “Sampled-Data Distributed H  Control of Transport Reaction 
Systems”, SIAM Journal on Control and Optimization, 51, 2013, 1500–1527. 
[11] Herrmann, G., S.K. Spurgeon and C. Edwards, “Discretization of Sliding Mode Based Control 
Schemes”, Proceedings of the 38th Conference on Decision and Control, Phoenix, Arizona, 
U.S.A., 1999, 4257-4262. 
[12] Hu, L., F. Di Meglio, R. Vazquez and M. Krstic, “Control of Homodirectional and General 
Heterodirectional Linear Coupled Hyperbolic PDEs”, IEEE Transactions on Automatic Control, 
61, 2016, 3301–3314. 
[13] Karafyllis, I., and C. Kravaris, “Global Stability Results for Systems under Sampled-Data 
Control”, International Journal of Robust and Nonlinear Control, 19(10), 2009, 1105-1128. 
[14] Karafyllis, I., and M. Krstic, “Nonlinear Stabilization under Sampled and Delayed 
Measurements, and with Inputs Subject to Delay and Zero-Order Hold”, IEEE Transactions on 
Automatic Control, 57(5), 2012, 1141-1154. 
[15] Karafyllis, I. and M. Krstic, “Global Stabilization of Feedforward Systems Under Perturbations 
in Sampling Schedule”, SIAM Journal on Control and Optimization, 50(3), 2012, 1389–1412. 
[16] Karafyllis, I. and M. Krstic, “On the Relation of Delay Equations to First-Order Hyperbolic 
Partial Differential Equations”, ESAIM Control, Optimisation and Calculus of Variations, 20(3), 
2014, 894 - 923. 
[17] Karafyllis, I., and M. Krstic, “Stability of Integral Delay Equations and Stabilization of Age-
Structured Models”, to appear in ESAIM Control, Optimisation and Calculus of Variations (see 
also arXiv:1609.09437 [math.OC]). 
[18] Karafyllis, I. and M. Krstic, “Sampled-Data Boundary Feedback Control of 1-D Parabolic 
PDEs”, submitted to Automatica (see also arXiv:1701.01955 [math.OC]). 
 15 
[19] Krstic, M. and A. Smyshlyaev, “Backstepping Boundary Control for First-Order Hyperbolic 
PDEs and Application to Systems with Actuator and Sensor Delays”, Systems and Control 
Letters, 57(9), 2008, 750–758. 
[20] Krstic, M. and A. Smyshlyaev, Boundary Control of PDEs: A Course on Backstepping 
Designs, SIAM, 2008. 
[21] Logemann, H., R. Rebarber, and S. Townley, “Stability of Infinite-Dimensional Sampled-Data 
Systems”, Transactions of the American Mathematical Society, 355, 2003, 3301–3328. 
[22] Logemann, H., R. Rebarber, and S. Townley, “Generalized Sampled-Data Stabilization of 
Well-Posed Linear Infinite-Dimensional Systems”, SIAM Journal on Control and Optimization, 
44, 2005, 1345–1369. 
[23] Nešić, D. and A.R. Teel, “Sampled-Data Control of Nonlinear Systems: An Overview of 
Recent Results”, Perspectives on Robust Control, R.S.O. Moheimani (Ed.), Springer-Verlag: 
New York, 2001, 221-239. 
[24] Nešić, D., A. R. Teel and D. Carnevale, “Explicit computation of the sampling period in 
emulation of controllers for nonlinear sampled-data systems”, IEEE Transactions on Automatic 
Control, 54(3), 2009, 619-624. 
[25] Pazy, A., Semigroups of Linear Operators and Applications to Partial Differential Equations, 
New York, Springer, 1983. 
[26] Pepe, P., “Stabilization in the Sample-and-Hold Sense of Nonlinear Retarded Systems”, SIAM 
Journal on Control and Optimization, 52, 2014, 3053-3077. 
[27] Pepe, P., “Lyapunov-Razumikhin Methods for Stabilization in the Sample-and-Hold Sense of 
Retarded Nonlinear Systems”,  Proceedings (on-line) of SIAM Conference on Control and Its 
Applications, Paris, France, 2015, 197-204. 
[28] Pepe, P., “Robustification of Nonlinear Stabilizers in the Sample-and-Hold Sense”, Journal of 
The Franklin Institute, 352, 2015, 4107-4128. 
[29] Pepe, P., “On Stability Preservation Under Sampling and Approximation of Feedbacks for 
Retarded Systems”, SIAM Journal on Control and Optimization, 54, 2016, 1895-1918. 
[30] Rebarber, R., and S. Townley, “Robustness With Respect to Sampling for Stabilization of 
Riesz Spectral Systems”, IEEE Transactions on Automatic Control, 51, 2006, 1519-1522.  
[31] Selivanov, A., and E. Fridman, “Distributed Event-Triggered Control of Diffusion Semilinear 
PDEs”, Automatica, 68, 2016, 344–351. 
[32] Seuret, A., E. Fridman, and J.-P. Richard, “Exponential Stabilization of Delay Neutral Systems 
under Sampled-Data Control”, Proceedings of the 2005 IEEE International Symposium on 
Intelligent Control, Mediterranean Conference on Control and Automation, Cyprus, 2005.  
[33] Sontag, E. D., Mathematical Control Theory, 2nd Edition, Springer-Verlag, New York, 1998. 
[34] Tan, Y., E. Trelat, Y. Chitour and D. Nešić, “Dynamic Practical Stabilization of Sampled-Data 
Linear Distributed Parameter Systems”, Proceedings of the 48th IEEE Conference on Decision 
and Control, 2009, 5508–5513. 
[35] Townley, S., R. Rebarber, H. J. Zwart, and D. K. Oates, “Stabilization of Infinite-Dimensional 
Systems by Generalized Sampled-Data Control”, Proceedings of the 3rd International 
Symposium on Methods and Models in Automation and Robotics, Miedzyzdroje, Poland, 1996, 
127–132. 
 
 
 
 
