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ABSTRACT
The purpose of this paper is to study stochastic evolution inclusions of the form
η(t, z)NΘ(dt⊗ z) ∈ dX(t) +AX(t)dt,
where A is a multi-valued operator acting on a separable Banach space and NΘ is the counting measure
induced by a point process Θ. Firstly, we will set up the concepts of strong and mild solutions; then we
will derive existence as well as uniqueness criteria for these kinds of solutions and give a representation
formula for the solutions.
The results will be formulated by means of nonlinear semigroup theory and except for separability, no
assumptions on the underlying Banach space are required.
Mathematical Subject Classification (2010). 47J35, 60H15, 35A01, 35A02
Keywords. Nonlinear evolution equation, Stochastic differential inclusion, Pure jump noise, Existence
and uniqueness, Weighted p-Laplacian evolution equation
1 Introduction
Nonlinear SPDEs as well as nonlinear PDEs are both vibrant areas of research. Moreover, the theory of
nonlinear semigroups and m-accretive operators is a powerful tool to establish the existence of unique
solutions for many nonlinear PDEs; including the weighted p-Laplacian evolution equation (cf. [2]),
which serves as a model example throughout this paper.
Probably one of the most celebrated results regarding nonlinear semigroup theory reads as follows: If
(V, || · ||V ) is an arbitrary (real) Banach space and A : D(A) → 2V is an m-accretive, densely defined
operator, then the initial value problem
0 ∈ u′(t) +Au(t), a.e. t ∈ (0,∞), u(0) = v, (1)
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2has for any v ∈ V a uniquely determined mild solution, denoted by TA(·)v : [0,∞) → V , see [6, Prop.
3.7].
The purpose of this paper is to derive a similar result for the stochastic evolution inclusion
η(t, z)NΘ(dt⊗ z) ∈ dX(t) +AX(t)dt. (ACPRM)
Surprisingly, it seems that there are very few results connecting abstract Cauchy problems governed by
m-accretive, multi-valued operators and SPDEs on separable Banach spaces.
Before stating our results in more detail, let us give the reader an intuition on how to define what a
solution of (ACPRM) is:
To this end, let (Ω,F ,P) be a complete probability space, (Z,Z) a measurable space and let
NΘ : (B((0,∞)) ⊗ Z) × Ω → N0 ∪ {∞} be the counting measure induced by a finite and simple
point process Θ. Consequently, the noise term ”η(t, z)NΘ(dτ ⊗ z)” is a pure jump noise; in particular
we do not assume that the random measure NΘ is compensated. In addition, let (V, || · ||V ) be a real,
separable Banach space and let η : (0,∞) × Z × Ω → V be jointly measurable. Then for a multi-
valued operator A : D(A) → 2V , one would at first try to define a solution of (ACPRM) as a process
X : [0,∞)× Ω→ V which is sufficiently regular and fulfills
∫
(0,t]×Z
η(τ, z)NΘ(dτ ⊗ z) ∈ X(t)− x+
t∫
0
AX(τ)dτ,
where x : Ω→ V is an initial, i.e. X(0) = x. The obvious issue is that A takes values in the power set
of V . Consequently, one either has to somehow define the set-valued integral, or one has to ”pick” for
each τ and ω an element of AX(τ, ω) by some rule. We choose to do the latter. To define this rule,
assume that A is m-accretive and densely defined and let TA denote the semigroup associated to A.
Moreover, assume that A admits an infinitesimal generator A◦ : V → V , that is
− lim
hց0
TA(h)v − v
h
=: A◦v ∈ Av, (2)
for all v ∈ D(A) and A◦v = 0 for all v ∈ V \D(A). (In the nonlinear case, the existence of that limit
is an assumption and not necessarily fulfilled.)
Consequently, we have found a rule and would like to define a solution as a process fulfilling
∫
(0,t]×Z
η(τ, z)NΘ(dτ ⊗ z) = X(t)− x+
t∫
0
A◦X(τ)dτ.
The issue with this equation is that one needs A◦X ∈ L1((0, t);V ) for all t > 0 with probability one.
To get an existence result as applicable as possible, we will therefore formulate the preceding equation
3in a weak sense; more precisely, we will term strong solution, as a process X fulfilling
∫
(0,t]×Z
〈Ψ, η(τ, z)〉VNΘ(dτ ⊗ z) = 〈Ψ, X(t)− x〉V +
t∫
0
〈Ψ,A◦X(τ)〉V dτ,
for all ψ ∈ V ∗, where V ′ denotes the dual of V , 〈·, ·〉V the duality between V and V ′ and V ∗ ⊆ V ′ is
a set which separates points. Of course, the process X also has to fulfill some regularity assumptions,
which mainly serve to make sure the uniqueness of solutions.
In addition, we will introduce a ”mild solution of (ACPRM)”, as a process which can be approximated
in some sense by strong solutions.
Having done so, we shall see that (ACPRM) has for any F -B(V )-measurable initial x : Ω → V
a unique mild solution, if: A is densely defined, m-accretive, domain invariant, admits an infinites-
imal generator and if there is a dense subset V ⊆ V , which is invariant w.r.t. TA and such that
〈Ψ,A◦TA(·)v〉V ∈ L
1(0, t) for all t > 0, v ∈ V and Ψ ∈ V ∗. Particularly, this result only requires
that η and x are measurable. Moreover, it will be demonstrated that mild solutions depend Lipschitz
continuously on the initial x and the drift η. Furthermore, if x ∈ V and η(t, z) ∈ V for all t > 0, z ∈ Z
almost surely, then the mild solution is even a strong one. Along the way, a representation formula for
mild (and therefore also for strong) solutions is derived.
In addition, these results will be exemplified by the weighted p-Laplacian evolution Equation with Neu-
mann boundary conditions acting on an L1-space.
The main advantages of employing the theory of m-accretive operators to solve (ACPRM) is that
this works on any separable Banach space. Moreover, the fairly lean assumptions on A allow to con-
sider a large group of operators, such as the weighted p-Laplacian operator with a weight function only
fulfilling boundedness, measurability and integrability assumptions, but no differentiability assumptions.
The investigation of (ACPRM) will be continued in [14]. There, we employ the representation for-
mula derived here, to prove intriguing asymptotic results for the solutions, such as the strong law of
large numbers and the central limit theorem.
That all of this works is highly owed to the fact that the noise term is a pure jump noise. However,
it seems reasonable to conjecture that one can extend these results to compensated random measures
by applying the theory of m-accretive operators for inhomogeneous Cauchy problems.
This paper is structured as follows: Section 2 is a collection of preliminary results and clarifies
the notation we use. Section 3 is this paper’s centerpiece; all general results regarding existence and
uniqueness are proven there. And last but not least, the applicability of these results to the weighted
p-Laplacian evolution equation is demonstrated in Section 4.
42 Preliminary Results and Notation
Throughout everything which follows (Ω,F ,P) denotes a complete probability space and (Z,Z) a mea-
surable space.
Let us start with some stochastic preliminaries and proceed with the functional analytic ones.
We call a mapping θ : D(θ) → Z, where D(θ) ⊆ (0,∞) is countable, a point function. Moreover, pi(Z)
denotes the set of all point functions mapping into Z and we equip this space with the σ-algebra
Π(Z) := σ
({
θ ∈ pi(Z) : #{t ∈ D(θ) : (t, θ(t)) ∈ U} = k
}
; k ∈ N0, U ∈ B((0,∞))⊗Z
)
,
where B(T ) always denotes the Borel σ-algebra, if (T, T ) is a topological space.
In addition, a mapping Θ : Ω → pi(Z) which is F − Π(Z)-measurable, is called a random point
function, or point process. Moreover, for a point process Θ : Ω → pi(Z), we introduce the mapping
NΘ : (B((0,∞)) ⊗Z)× Ω→ N0 ∪ {∞} by
NΘ(U, ω) := #{t ∈ D(Θ(ω)) : (t,Θ(ω)(t)) ∈ U}, ∀U ∈ B((0,∞))⊗Z, ω ∈ Ω
and refer to it as the counting measure induced by Θ.
It is plain to verify that the mapping B((0,∞)) ⊗Z ∋ U 7→ NΘ(U, ω) is a measure for each ω ∈ Ω and
that Ω ∋ ω 7→ NΘ(U, ω) is a (extended) real-valued random variable for each ω ∈ Ω. (Hereby extended
refers to the fact that this random variable might take the value +∞.)
Note that, by definition, any point process Θ is simple, i.e. NΘ({t× z}, ω) ≤ 1 for all (t, z) ∈ (0,∞)×Z
and ω ∈ Ω.
A point process Θ : Ω → pi(Z), or the random measure NΘ induced by Θ, is called finite if
ENΘ((0, t] × Z) < ∞ for all ∀t > 0. It is easy to infer that this implies NΘ((0, t] × Z) < ∞ for
all t ∈ (0,∞) with probability one.
Remark 2.1. Let NΘ be the counting measure induced by a finite point process Θ : Ω → Π(Z). Then
there is a P-null-set M ∈ F , such that NΘ((0, t] × Z, ω) < ∞ for all t > 0 and ω ∈ Ω \M . Hence,
D(Θ(ω)) ∩ (0, t] contains only finitely many elements for any t > 0; which yields that D(Θ(ω)) is
an isolated set for any ω ∈ Ω \ M . Therefore, we can find a sequence of mappings (αm)m∈N, with
αm : Ω→ (0,∞), such that
i) D(Θ(ω)) = {α1(ω), α2(ω), ...} for all ω ∈ Ω \M and
ii) 0 < αm(ω) < αm+1(ω) <∞ for all m ∈ N and ω ∈ Ω \M .
The sequence of mappings (αm)m∈N fulfilling these two assertions is obviously unique on Ω \M . We
will refer to the (up to a P-null-set) uniquely determined sequence fulfilling the assertions i)-ii), as the
sequence of hitting times induced by Θ.
One instantly verifies that each αm is F-B((0,∞))-measurable and that lim
m→∞
αm = ∞ almost surely.
Moreover, with slightly more effort one verifies that the mapping defined by Ω ∋ ω 7→ Θ(ω)(αm(ω)) is
F − Z-measurable.
5For a function f : (0,∞)× Z ×Ω→ R which is B((0,∞))⊗Z ⊗F −B(R)-measurable and a finite
point measure NΘ, we introduce
 ∫
(0,t]×Z
f(τ, z)NΘ(dτ ⊗ dz)

 (ω) := ∫
(0,t]×Z
f(τ, z, ω)NΘ(dτ ⊗ dz, ω), ∀t > 0, P− a.e. ω ∈ Ω. (3)
Hereby the right hand side is understood as a Lebesgue integral w.r.t. the measure N(·, ω). Basic
properties of this integral will be stated at this section’s end, see Lemma 2.7. Particularly, it is proven
there that this integral is indeed finite for any measurable f and finite point measure NΘ.
Remark 2.2. Throughout everything which follows, Θ : Ω → pi(Z) denotes a finite point process and
NΘ : (B((0,∞))⊗Z)×Ω→ N0 ∪{∞} denotes the counting measure induced by Θ. Moreover (αm)m∈N
denotes the sequence of hitting times induced by Θ. Finally, for notational convenience we also introduce
α0 : Ω→ R, with α0 := 0.
Now we will proceed with the functional analytic preliminaries: Let (V, ||·||V ) denote a real, separable
Banach space with dual space V ′. Moreover, let 〈·, ·〉V denote the duality between V and V ′. As usually,
a subset V ∗ ⊆ V ′ is said to separate points, if for all v ∈ V we have that 〈Φ, v〉V = 0 for all Φ ∈ V ∗
implies v = 0.
In addition, let
W 1,1([a, b];V ) := {f : [a, b]→ V : f is absolutely continuous and differentiable a.e.}.
Moreover, for a measurable space (K,Σ), we denote byM(K,Σ;V ) the space of all functions f : K → V
which are Σ −B(V )-measurable; and we may simple write M(K;V ), if it is clear which σ-algebra is
meant; particularly:
M((0,∞)× Z × Ω;V ) :=M((0,∞)× Z × Ω,B((0,∞)⊗Z ⊗ F ;V ) and M(Ω;V ) :=M(Ω,F ;V ).
Now we also need to briefly recall some definitions and results regarding nonlinear semigroup theory.
The reader is referred to [6] for a comprehensive introduction to this topic. Moreover, [1] deals with
existence, uniqueness and asymptotic results for many initial valued problems and this book’s appendix
contains a more concise introduction to nonlinear semigroups.
Let A : V → 2V be a multi-valued operator, then we introduce D(A) := {v ∈ V : Av 6= ∅} and may
write A : D(A)→ 2V . Moreover, we call this operator single-valued if Av contains precisely one element
for all v ∈ D(A). In addition, G(A) := {(v, vˆ) : vˆ ∈ Av} is the graph of v. We identify operators with
its graph, and may simply write (v, vˆ) ∈ A, instead of v ∈ D(A) and vˆ ∈ Av.
In addition, A : D(A) → 2V is called accretive, if ||v1 − v2||V ≤ ||v1 − v2 + α(vˆ1 − vˆ2)||V for all α > 0
and (v1, vˆ1), (v2, vˆ2) ∈ A; m-accretive, if it is accretive and R(Id+ αA) = V for all α > 0; and densely
defined, if D(A) = V .
Using these simple definitions enables us to invoke the following well-known result:
6Remark 2.3. Let A : D(A) → 2V be m-accretive and densely defined; moreover, let v ∈ V . Then the
initial initial value problem
0 ∈ u′(t) +Au(t), for a.e. t ∈ (0,∞), u(0) = v, (4)
has precisely one mild solution. The reader is referred to [6, Proposition 3.7] for a proof and to [6,
Definition 1.3] for the definition of mild solution.
For a given m-accretive and densely defined operator A : D(A) → 2V , we denote for each v ∈ V by
TA(·)v : [0,∞)→ V the uniquely determined mild solution of (4). The most important properties of TA
which are needed throughout this paper are as follows:
i) Contractivity: ||TA(t)v1 − TA(t)v2||V ≤ ||v1 − v2||V , for all t ∈ [0,∞) and v1, v2 ∈ V . (cf. [6,
Theorem 3.10.i)])
ii) Continuity: [0,∞)× V ∋ (t, v) 7→ TA(t)v is jointly continuous. (cf. [6, Theorem 3.10.iii)]
iii) Semigroup Property: TA(t1 + t2)v = TA(t2)TA(t1)v and TA(0)v = v for all t1, t2 ∈ [0,∞) and
v ∈ V . (cf. [6, Theorem 1.10])
The family of mappings (TA(t))t≥0 will be called the semigroup associated to A.
Definition 2.4. Let A : D(A) → 2V be m-accretive and densely defined. Moreover, let V˜ ⊆ V . Then
we say that V˜ is an invariant set w.r.t. TA, if TA(t)v˜ ∈ V˜ for all t ∈ [0,∞) and v˜ ∈ V˜ .
Moreover, TA is called domain invariant, if TA(t)v ∈ D(A) for all t ∈ (0,∞) and v ∈ V .
Definition 2.5. Let A : D(A) → 2V be m-accretive and densely defined. Then we say that TA admits
an infinitesimal generator, if there is an operator A◦ : V → V such that
− lim
hց0
TA(h)v − v
h
= A◦v ∈ Av, (5)
for all v ∈ D(A) and A◦v = 0 for all v ∈ V \D(A). In this case, we call A◦ the infinitesimal generator
of TA.
Using these definitions enables us to rigorously define the different notions of solutions of (ACPRM).
Definition 2.6. Let (V, || · ||V ) denote a separable Banach space, let η ∈ M((0,∞) × Z × Ω;V ) and
x ∈ M(Ω;V ). In addition, let V ∗ ⊆ V ′ be a set that separates points and let A : D(A) → 2V be a
densely defined, m-accretive operator which admits an infinitesimal generator A◦ : V → V .
Then a B([0,∞))⊗F-B(V )-measurable stochastic process X : [0,∞)×Ω→ V is called a strong solution
of (ACPRM){x, η, V ∗} if all of the following assertions hold for P-a.e. ω ∈ Ω.
i) X(0, ω) = x(ω),
ii) the mapping [0,∞) ∋ t 7→ X(t, ω) is ca`dla`g,
iii) X(t, ω) ∈ D(A), ∀t ∈ (0,∞) \ {αm(ω) : m ∈ N},
7iv) ∀m ∈ N0, ∀[a, b] ⊆ (αm(ω), αm+1(ω)) : X(·, ω)|[a,b] ∈W
1,1([a, b];V ),
v) 〈Ψ,A◦X(·, ω)〉V ∈ L
1(0, t), ∀t > 0, Ψ ∈ V ∗ and
vi) 〈Ψ, X(t, ω)−x(ω)〉V +
t∫
0
〈Ψ,A◦X(τ, ω)〉V dτ =
∫
(0,t]×Z
〈Ψ, η(τ, z, ω)〉VNΘ(dτ⊗z, ω), ∀t > 0, Ψ ∈ V
∗.
In addition, a B([0,∞)) ⊗ F-B(V )-measurable stochastic process Y : [0,∞) × Ω → V is called a
mild solution of (ACPRM){x, η, V ∗}, if it fulfills conditions i-iv) with probability one and if there are
sequences (xm)m∈N, (ηm)m∈N and (Xm)m∈N such that
vii) xm ∈ M(Ω;V ) and ηm ∈M((0,∞)× Z × Ω;V ) for all m ∈ N,
viii) Xm : Ω× [0,∞)→ V is a strong solution of (ACPRM){xm, ηm, V ∗} for all m ∈ N,
ix) lim
m→∞
sup
τ∈[0,t]
||Xm(τ) − Y (τ)||V = 0 for all t > 0 almost surely and
x) lim
m→∞
∫
(0,t]×Z
||ηm(τ, z)− η(τ, z)||VNΘ(dτ ⊗ z) = 0 for all t > 0 almost surely.
As promised, this section now concludes with stating some basic properties of the integral defined in
(3).
Lemma 2.7. Let M ∈ F be a P-null-set such that
D(Θ(ω)) = {α1(ω), α2(ω), ...}, 0 < αm(ω) < αm+1(ω), ∀m ∈ N and lim
m→∞
αm(ω) =∞, (6)
for all ω ∈ Ω \M . Moreover, introduce f ∈M((0,∞)× Z × Ω;R).
Then the mapping defined by Ω ∋ ω 7→ f(αm(ω),Θ(ω)(αm(ω)), ω) := fm(ω) is well defined on Ω \M
and F −B(R)-measurable. In addition, the Lebesgue integral
∫
(0,t]×Z
f(τ, z, ω)N(dτ ⊗ z, ω) (7)
exists and is finite for all t > 0 and ω ∈ Ω \ M . Moreover, the mapping defined by
Ω ∋ ω 7→
∫
(0,t]×Z
f(τ, z, ω)N(dτ ⊗ z, ω) is well-defined on Ω \M , and it is F − B(R)-measurable for
all t > 0. Finally, the assertion
∫
(0,t]×Z
f(τ, z, ω)N(dτ ⊗ z, ω) =
∞∑
m=1
m∑
k=1
fk(ω)1 [αm(ω),αm+1(ω))(t) (8)
is valid for all t > 0 and ω ∈ Ω \M .
Proof. Employing Remark 2.1 yields that each fm is the composition of measurable functions and
consequently F −B(R)-measurable.
Now note that it is plain that the mapping defined by (0, t]×Z ∋ (τ, z) 7→ f(τ, z, ω) isB((0, t])⊗Z−B(R)
8measurable for all ω ∈ Ω and t > 0. Consequently, it follows that the Lebesgue integral considered in
(7) is well defined and finite, if
∫
(0,t]×Z
|f(τ, z, ω)|N(dτ ⊗ z, ω) <∞, ∀t > 0, ω ∈ Ω \M. (9)
To this end, note that
NΘ
((
αm(ω), αm+1(ω)
)
× Z, ω
)
= 0, ∀m ∈ N0, ω ∈ Ω \M (10)
as well as
NΘ
(
{αm(ω)} × Z, ω
)
= NΘ
(
{αm(ω)} × {Θ(ω)(αm(ω))}, ω
)
= 1, ∀m ∈ N, ω ∈ Ω \M. (11)
Moreover, for a given t > 0 and ω ∈ Ω\M there is anm ∈ N, such that t < αk(ω) for all k ∈ N\{1, ...,m}.
This combined with the preceding two equalities clearly yields (9).
Moreover, note that the right-hand-side of (8) defines an F -B(R)-measurable mapping. Consequently,
as F is complete, the claim follows as soon as (8) is proven. This is easily deduced from (10) and (11),
since these two equations yield
i)
∫
(0,αm(ω)]×Z
f(τ, z, ω)NΘ(dτ ⊗ dz, ω) =
m∑
k=1
fk(ω) for all m ∈ N,
ii)
∫
(0,t]×Z
f(τ, z, ω)NΘ(dτ ⊗ dz, ω)1 [0,α1(ω))(t) = 0 for all t > 0 and
iii)
∫
(0,t]×Z
f(τ, z, ω)NΘ(dτ ⊗ dz, ω)1 [αm(ω),αm+1(ω))(t) =
m∑
k=1
fk(ω)1 [αm(ω),αm+1(ω))(t), for all m ∈ N
and t > 0,
for all ω ∈ Ω \M .
Similar versions of the preceding result can be found in the literature. For example a similar result
(for the case that NΘ is a Poisson random measure) can be found in [10, Corollary 3.4], nevertheless we
were unable to find it stated precisely as above anywhere in the literature.
3 Abstract Cauchy problems in separable Banach spaces driven
by random Measures: Existence and Uniqueness
Now we will turn to the main objective of this paper, namely: When is there a unique (mild or strong)
solution of (ACPRM).
Throughout this section (V, || · ||V ) denotes a real, separable Banach space with dual space V ′. In
addition, A : D(A) → 2V is a densely defined, domain invariant, m-accretive operator which admits
9an infinitesimal generator A◦ : V → V . Finally (TA(t))t≥0 denotes the semigroup associated to A, see
Remark 2.3.
At first we are going to tackle the problem of uniqueness of solutions of (ACPRM), afterwards we will
derive the existence.
Lemma 3.1. Let V ∗ ⊆ V ′ be a set that separates points, η ∈ M((0,∞) × Z × Ω;V ), x ∈ M(Ω;V )
and introduce ηk(ω) := η(αk(ω),Θ(ω)(αk(ω)), ω) for all k ∈ N and P-a.e. ω ∈ Ω. Then ηk ∈ M(Ω;V )
for all k ∈ N and a B([0,∞))⊗ F-B(V )-measurable stochastic process X : [0,∞)× Ω→ V is a strong
solution of (ACPRM){x, η, V ∗} if and only if it fulfills 2.6.i-v) and
〈Ψ, X(t)− x〉V +
t∫
0
〈Ψ,A◦X(τ)〉V dτ =
∞∑
m=1
m∑
k=1
〈Ψ, ηk〉V 1 [αm,αm+1)(t), ∀t > 0, Ψ ∈ V
∗. (12)
almost surely.
Proof. Firstly, appealing to Remark 2.1 yields that each ηk is, up to a P-null-set, well-defined and that
ηk is the composition of measurable functions and consequently F -B(V )-measurable.
Lemma 2.7 yields that there is a P-null-set M ∈ F such that for all Ψ ∈ V ∗, we have
∫
(0,t]×Z
〈Ψ, η(τ, z, ω)〉VN(dτ ⊗ z, ω) =
∞∑
m=1
m∑
k=1
〈Ψ, ηk(ω)〉V 1 [αm(ω),αm+1(ω)), ∀t > 0, ω ∈ Ω \M
Consequently, we get that 2.6.vi) holds almost surely if and only if (12) does, which concludes the
proof.
Proposition 3.2. Let V ∗ ⊆ V ′ be a set that separates points, η1, η2 ∈ M((0,∞) × Z × Ω;V ) and
x1, x2 ∈ M(Ω;V ). Moreover, assume Xi : [0,∞)×Ω→ V is a strong solution of (ACPRM){xi, ηi, V ∗}
for i = 1, 2. Then we have
||X1(t)−X2(t)||V ≤ ||x1 − x2||V +
∫
(0,t]×Z
||η1(τ, z)− η2(τ, z)||VNΘ(dτ ⊗ z), ∀t ≥ 0, (13)
almost surely.
Proof. Firstly, by Lemma 3.1 and Remark 2.1 we get that there is a P-null-set M ∈ F such that
D(Θ(ω)) = {α1(ω), α2(ω), ...}, 0 < αm(ω) < αm+1(ω), ∀m ∈ N and lim
m→∞
αm(ω) =∞, (14)
and
i) Xi(0, ω) = xi(ω),
ii) the mapping [0,∞) ∋ t 7→ Xi(t, ω) is ca`dla`g,
iii) Xi(t, ω) ∈ D(A), ∀t ∈ (0,∞) \ {αm(ω) : m ∈ N},
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iv) ∀m ∈ N0, ∀[a, b] ⊆ (αm(ω), αm+1(ω)) : Xi(·, ω)|[a,b] ∈W
1,1([a, b];V ),
v) 〈Ψ,A◦Xi(·, ω)〉V ∈ L
1(0, t), ∀t > 0, Ψ ∈ V ∗ and
vi) 〈Ψ, Xi(t, ω)− xi(ω)〉V +
t∫
0
〈Ψ,A◦Xi(τ, ω)〉V dτ =
∞∑
m=1
m∑
k=1
〈Ψ, ηi,k(ω)〉V 1 [αm(ω),αm+1(ω))(t), ∀t > 0,
Ψ ∈ V ∗, where ηi,k(ω) := ηi(αk(ω),Θ(ω)(αk(ω)), ω) for all k ∈ N,
for all ω ∈ Ω \M and i = 1, 2.
Moreover, Lemma 2.7 yields that it suffices to prove that
||X1(t, ω)−X2(t, ω)||V ≤ ||x1(ω)− x2(ω)||V +
∞∑
m=1
m∑
k=1
||η1,k(ω)− η2,k(ω)||V 1 [αm(ω),αm+1(ω))(t), (15)
for all t ≥ 0 and ω ∈ Ω \M .
To this end, let ω ∈ Ω \M be arbitrary but fixed and introduce
αˆ0 := 0, αˆm := αm(ω), ηˆi,m := ηi,m(ω), xˆi := xi(ω) and Xˆi(t) := Xi(t, ω),
for all t ≥ 0, m ∈ N and i = 1, 2.
Let us start tackling the task ahead of us, by proving that
lim
εց0
Xˆi(αˆm˜)− Xˆi(αˆm˜ − ε) = ηˆi,m˜, ∀m˜ ∈ N and i = 1, 2. (16)
in norm. Let m˜ ∈ N and i ∈ {1, 2} be arbitrary but fixed and note that v) yields
lim
εց0
αˆm˜−ε∫
0
〈Ψ,A◦Xˆi(τ)〉V dτ −
αˆm˜∫
0
〈Ψ,A◦Xˆi(τ)〉V dτ = 0, ∀Ψ ∈ V
∗.
Consequently, we get by invoking vi) that
lim
εց0
〈Ψ, Xˆi(αˆm˜)− Xˆi(αˆm˜ − ε)〉V =
m˜∑
k=1
〈Ψ, ηˆi,k〉V −
m˜−1∑
k=1
〈Ψ, ηˆi,k〉V = 〈Ψ, ηˆi,m˜〉V ,
for all Ψ ∈ V ∗. Moreover, ii) implies that there is a u ∈ V such that
lim
εց0
||Xˆi(αˆm˜)− Xˆi(αˆm˜ − ε)− u||V = 0. (17)
Consequently, as convergence in norm implies weak convergence, we have
〈Ψ, ηˆi,m˜ − u〉V = lim
εց0
〈Ψ, Xˆi(αˆm˜)− Xˆi(αˆm˜ − ε)〉V − 〈Ψ, Xˆi(αˆm˜)− Xˆi(αˆm˜ − ε)〉V = 0, ∀Ψ ∈ V
∗,
which yields ηˆi,m˜ = u, since V
∗ separates points. Consequently, (17) implies (16).
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We will proceed by proving that
||Xˆ1(t)− Xˆ2(t)||V ≤ ||Xˆ1(αˆm)− Xˆ2(αˆm)||V , ∀m ∈ N0, t ∈ [αˆm, αˆm+1). (18)
Proving (18) is divided into several intermediate steps and requires some notations. To this end, fix
m ∈ N0, and introduce ε ∈ (0, αˆm+1 − αˆm) arbitrary but fixed, bε := αˆm+1 − αˆm − ε, Fi : [0, bε] → V
by Fi := Xˆi(·+ αˆm) and ui := Xˆi(αˆm) for i = 1, 2.
Firstly, note that
Fi|[a,b] ∈W
1,1([a, b];V ), ∀[a, b] ⊆ (0, bε), i ∈ {1, 2}, (19)
since: For [a, b] ⊆ (0, bε) and t ∈ [a, b] we have
αˆm < αˆm + a ≤ αˆm + t ≤ αˆm + b < αˆm+1 − ε,
which yields by appealing to iv) that Xˆi ∈ W 1,1([αˆm + a, αˆm + b];V ); and hence (19), by the definition
of Fi.
Secondly, we will prove that
Fi ∈ C([0, bε];V ), i ∈ {1, 2}. (20)
Note that (19) already yields Fi ∈ C((0, bε);V ) which then gives Fi ∈ C([0, bε);V ), since Fi inherits the
right-continuity of Xˆi. Consequently, (20) follows if Fi is left-continuous in bε. As Xˆi is ca`dla`g, we have
that there is a wi ∈ V such that
lim
hց0
Fi(bε − h)− Fi(bε) = wi.
in norm. Moreover, note that bε + αˆm ∈ (αˆm, αˆm+1), which yields by invoking vi) that
〈wi,Ψ〉V = lim
hց0
bε+αˆm∫
0
〈Ψ,A◦Xi(τ, ω)〉V dτ −
bε+αˆm−h∫
0
〈Ψ,A◦Xi(τ, ω)〉V dτ = 0
for all Ψ ∈ V ∗. As V ∗ separates points, this is only possible if wi = 0, which establishes the desired left
continuity and (20) follows.
The last intermediate step necessary to prove (18) is
0 ∈ F ′i (t) +AFi(t), a.e. t ∈ (0, bε), Fi(0) = ui, i = 1, 2. (21)
To this end, note that (19) yields that there is for each i ∈ {1, 2} a Lebesgue null-set M(Fi) ⊆ (0, bε)
such that Fi is differentiable (in norm) on (0, bε) \M(Fi).
Now let V ∗c ⊆ V
∗ be a countable set which separates points; such a set exists due to [15, Lemma 2.1
and Theorem 2.1].
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By virtue of the fundamental theorem of calculus for Lebesgue integrals, there is for each Ψ ∈ V ∗c and
i ∈ {1, 2} a Lebesgue null-set M(Ψ, i) ⊆ (0, bε) such that
lim
h→0
1
h

 t+αˆm+h∫
0
〈Ψ,A◦Xˆi(τ)〉V dτ −
t+αˆm∫
0
〈Ψ,A◦Xˆi(τ)〉V dτ

 = 〈Ψ,A◦Xˆi(t+ αˆm)〉V
for all t ∈ (0, bε) \M(Ψ, i), i = 1, 2.
Consequently, employing the previous equality, the differentiability a.e. of Fi and vi) yields
〈F ′i (t) +A
◦Fi(t),Ψ〉V
= lim
h→0
1
h
〈Fi(t+ h)− Fi(t),Ψ〉V + 〈A
◦Fi(t),Ψ〉V
= − lim
h→0
1
h

 t+αˆm+h∫
0
〈Ψ,A◦Xˆi(τ)〉V dτ −
t+αˆm∫
0
〈Ψ,A◦Xˆi(τ)〉V dτ

 + 〈A◦Fi(t),Ψ〉V
= − 〈Ψ,A◦Xˆi(t+ αˆm)〉V + 〈A
◦Fi(t),Ψ〉V
= 0
for all Ψ ∈ V ∗c , i ∈ {1, 2} and t ∈ (0, bε) \ (M(Fi) ∪M(Ψ, i)).
Now let Mi :=
⋃
Ψ∈V ∗c
M(Ψ, i)∪M(Fi), which is still a Lebesgue null-set since V ∗c is countable. Then the
previous calculation implies 〈F ′i (t)+A
◦Fi(t),Ψ〉V = 0 for all Ψ ∈ V ∗c and t ∈ (0, bε)\Mi. Consequently,
as V ∗c separates points, we get 0 = F
′
i (t) + A
◦Fi(t) for every t ∈ (0, bε) \ Mi. Finally, iii) yields
Fi(t) ∈ D(A) for all t ∈ (0, bε) and consequently A◦Fi(t) ∈ AFi(t) for all t ∈ (0, bε). Combining this
with 0 = F ′i (t) +A
◦F (t) for every t ∈ (0, bε) \Mi gives (21).
The results (19)-(21) enable us to prove (18). By (19)-(21), we have that Fi is a strong solution (cf. [6,
Definition 1.2]) of the initial value problem
0 ∈ U ′i(t) +AU(t), a.e. t ∈ (0, bε), U(0) = ui, (22)
for i = 1, 2. Consequently Fi is also a mild solution of (22), cf. [6, Theorem 1.4]. Moreover, as A is
m-accretive and densely defined (22) has precisely one mild solution, cf. [6, Prop. 3.7]. This necessarily
implies Fi(t) = TA(t)ui for t ∈ [0, bε] and i = 1, 2. Therefore invoking Remark 2.3 yields
||Xˆ1(t+ αˆm)− Xˆ2(t+ αˆm)||V = ||TA(t)u1 − TA(t)u2||V ≤ ||u1 − u2||V = ||Xˆ1(αˆm)− Xˆ2(αˆm)||V ,
for all t ∈ [0, bε] = [0, αˆm+1− αˆm− ε]. As ε ∈ (0, αˆm+1− αˆm) can be chosen arbitrarily small, this holds
for all t ∈ [0, αˆm+1 − αˆm) which proves (18).
The next (and last) intermediate step enables us to prove the claim and reads as follows: For all
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m ∈ N, all t ∈ [αˆm, αˆm+1) and all ε ∈ (0,min(αˆ1 − αˆ0, .., αˆm − αˆm−1)), we have
||Xˆ1(t)− Xˆ2(t)||V ≤ ||xˆ1 − xˆ2||V +
m∑
k=1
||Xˆ1(αˆk)− Xˆ1(αˆk − ε)− Xˆ2(αˆk) + Xˆ2(αˆk − ε)||V . (23)
This will be proven inductively. Let m = 1, t ∈ [αˆ1, αˆ2) and ε ∈ (0, αˆ1 − αˆ0). Then appealing to (18)
and i) yields
||Xˆ1(t)− Xˆ2(t)||V ≤ ||Xˆ1(αˆ1)− Xˆ2(αˆ1)||V
≤ ||xˆ1 − xˆ2||V + ||Xˆ1(αˆ1)− Xˆ1(αˆ1 − ε)− Xˆ2(αˆ1) + Xˆ2(αˆ1 − ε)||V .
Induction step: Let t ∈ [αˆm+1, αˆm+2) and ε ∈ (0,min(αˆ1 − αˆ0, .., αˆm+1 − αˆm)). Firstly, note that
αˆm+1 − ε ∈ [αˆm, αˆm+1) and that particularly ε ∈ (0,min(αˆ1 − αˆ0, .., αˆm − αˆm−1)). Consequently, the
induction hypothesis yields that
||Xˆ1(αˆm+1 − ε)− Xˆ2(αˆm+1 − ε)||V ≤ ||xˆ1 − xˆ2||V +
m∑
k=1
||Xˆ1(αˆk)− Xˆ1(αˆk − ε)− Xˆ2(αˆk) + Xˆ2(αˆk − ε)||V
Conclusively, appealing to (18), the triangle inequality and the preceding estimate gives
||Xˆ1(t)− Xˆ2(t)||V ≤ ||xˆ1 − xˆ2||V +
m+1∑
k=1
||Xˆ1(αˆk)− Xˆ1(αˆk − ε)− Xˆ2(αˆk) + Xˆ2(αˆk − ε)||V ,
which implies (23).
Now the (from here on short) proof the claim will be derived: If t ∈ [0, αˆ1) we have
||Xˆ1(t)− Xˆ2(t)||V ≤ ||xˆ1 − xˆ2||V = ||xˆ1 − xˆ2||V +
∞∑
m=1
m∑
k=1
||ηˆ1,k − ηˆ2,k||V 1 [αˆm,αˆm+1)(t),
by (18) and i). If t ∈ [αˆ1,∞), then (14) yields that there is an m˜ ∈ N such that t ∈ [αˆm˜, αˆm˜+1). Finally,
employing (23) and (16) gives
||Xˆ1(t)− Xˆ2(t)||V ≤ ||xˆ1 − xˆ2||V + lim
εց0
m˜∑
k=1
||Xˆ1(αˆk)− Xˆ1(αˆk − ε)− Xˆ2(αˆk) + Xˆ2(αˆk − ε)||V
= ||xˆ1 − xˆ2||V +
m˜∑
k=1
||ηˆ1,k − ηˆ2,k||V
= ||xˆ1 − xˆ2||V +
∞∑
m=1
m∑
k=1
||ηˆ1,k − ηˆ2,k||V 1 [αˆm,αˆm+1)(t),
which concludes the proof.
Theorem 3.3. Let V ∗ ⊆ V ′ be a set that separates points, η1, η2 ∈ M((0,∞) × Z × Ω;V ) and
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introduce x1, x2 ∈ M(Ω;V ). Moreover, assume that Xi : [0,∞) × Ω → V is a mild solution of
(ACPRM){xi, ηi, V ∗} for i = 1, 2. Then we have
||X1(t)−X2(t)||V ≤ ||x1 − x2||V +
∫
(0,t]×Z
||η1(τ, z)− η2(τ, z)||VNΘ(dτ ⊗ z), ∀t ≥ 0, (24)
almost surely.
Proof. Let xi,m ∈M(Ω;V ), ηi,m ∈M((0,∞)× Z × Ω;V ) and Xi,m : Ω× [0,∞)→ V be such that
i) Xi,m is a strong solution of (ACPRM){xi,m, ηi,m, V ∗} for all m ∈ N and i ∈ {1, 2},
ii) lim
m→∞
sup
τ∈[0,t]
||Xi,m(τ) −Xi(τ)||V = 0 for all t > 0, i ∈ {1, 2} almost surely,
iii) lim
m→∞
∫
(0,t]×Z
||ηi,m(τ, z)− ηi(τ, z)||VNΘ(dτ ⊗ z) = 0 for all t > 0, i ∈ {1, 2} almost surely, and
iv) ||X1,m(t) − X2,m(t)||V ≤ ||x1,m − x2,m||V +
∫
(0,t]×Z
||η1,m(τ, z) − η2,m(τ, z)||VNΘ(dτ ⊗ z) for all
t ≥ 0, m ∈ N, i ∈ {1, 2} almost surely.
Proposition 3.2 (and the definition of mild solution) guarantee the existence of these quantities. Conse-
quently, we have
||X1(t)−X2(t)||V
= lim
m→∞
||X1,m(t)−X2,m(t)||V
≤ lim
m→∞
||x1,m − x2,m||V +
∫
(0,t]×Z
||η1,m(τ, z)− η2,m(τ, z)||VNΘ(dτ ⊗ z)
= ||x1 − x2||V +
∫
(0,t]×Z
||η1(τ, z)− η2(τ, z)||VNΘ(dτ ⊗ z)
for all t ≥ 0, with probability one.
Theorem 3.3 has two important consequences: Uniqueness of mild solutions of (ACPRM) and an
upper bound for the solution.
Corollary 3.4. (ACPRM) has at most one mild solution; more precisely: Let V ∗ ⊆ V ′ be such that it
separates points, let x ∈ M(Ω;V ), η ∈ M((0,∞)×Z×Ω;V ) and assume that X1, X2 : [0,∞)×Ω→ V
are mild solutions of (ACPRM){x, η, V ∗}, then X1 and X2 are indistinguishable.
Theorem 3.5. Let V ∗ ⊆ V ′ be such that it separates points, let x ∈M(Ω;V ), η ∈M((0,∞)×Z×Ω;V )
and assume that X : [0,∞) × Ω → V is a mild solution of (ACPRM){x, η, V ∗}. Finally, assume that
(0, 0) ∈ A0. Then we have
||X(t)||V ≤ ||x||V +
∫
(0,t]×Z
||η(τ, z)||VNΘ(dτ ⊗ z), ∀t ≥ 0, (25)
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almost surely.
Proof. If 0 ∈ A0, then it is plain that TA(t)0 = 0 for all t ≥ 0. Consequently, we have A
◦0 = 0. This
implies that the stochastic process which is constantly zero, is a strong (and therefore also mild) solution
of (ACPRM){0, 0, V ∗}. Consequently, the claim follows from Theorem 3.3.
Due to the nonlinearity it is generally not true that 0 ∈ D(A). Moreover, we shall see that (25)
cannot be improved without additional assumptions; by that we mean that for the p-Laplacian example
considered in the next section, we will find a nontrivial drift η and a nontrivial initial x, such that the
inequality in (25) turns into an equality, see Theorem 4.9.
Now we will turn to the question of existence. To this end, some preparatory lemmas are in order:
Lemma 3.6. Let v ∈ V be arbitrary but fixed. Then TA(·)v is locally Lipschitz continuous on (0,∞)
and differentiable almost everywhere. Moreover, we have
−A◦TA(t)v = T
′
A(t)v, a.e. t ∈ (0,∞). (26)
Proof. Let m ∈ N \ {1}. We will prove that TA(·)v|[ 1
m
,m] is Lipschitz continuous, differentiable almost
everywhere and that (26) holds a.e. on ( 1
m
,m); which obviously implies the claim.
For the sake of space, introduce ζ : [ 1
m
,m] → V by ζ(t) := TA(t)v. Moreover, set u := TA(
1
m
)v and
note that u ∈ D(A), since TA is assumed to be domain invariant. Consequently, [6, Lemma 7.8] yields
that there is a constant L > 0 such that
||TA(τ1)u − TA(τ2)u||V ≤ L||τ1 − τ2||V , ∀τ1, τ2 ∈ [0,m−
1
m
].
Hence we get
||ζ(t1)− ζ(t2)||V = ||TA(t1 −
1
m
)u− TA(t2 −
1
m
)u||V ≤ L|t1 − t2|, ∀t1, t2 ∈ [
1
m
,m], (27)
which gives the desired Lipschitz continuity.
Moreover, invoking (5) and having in mind the domain invariance yields
lim
hց0
ζ(t+ h)− ζ(t)
h
=
TA(h)TA(t)v − TA(t)v
h
= −A◦TA(t)v = −A
◦ζ(t) =: ζ′r(t), ∀t ∈ [
1
m
,m). (28)
Consequently, ζ is (everywhere) right differentiable. Moreover, the preceding equation yields that it
remains to prove that it is also differentiable almost everywhere.
To this end, note that Remark 2.3.ii) implies that ζ is continuous. Consequently, it is a fortiori (w.r.t.
the Lebesgue measure) strongly measurable, see [4, Corollary 1.1.2.c)]. Moreover, the continuity also
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yields that
m∫
1
m
||ζ(t)||V dt <∞
and therefore ζ ∈ L1([ 1
m
,m];V ), by [4, Theorem 1.1.4].
Moreover, (28) implies that ζ′r is the pointwise limit of strongly measurable functions and therefore
strongly measurable as well, see [4, Corollary 1.1.2.d)]. In addition, (27) yields that
m∫
1
m
||ζ′r(t)||V dt ≤
m∫
1
m
Ldt = L(m−
1
m
) <∞,
which gives ζ′r ∈ L
1([ 1
m
,m];V ).
Now introduce ζ∗ : [
1
m
,m]→ V , by
ζ∗(t) :=
t∫
1
m
ζ′r(τ)dτ + u, ∀t ∈ [
1
m
,m].
Then the fundamental theorem of calculus for Bochner integrals (see [4, Proposition 1.2.2]) yields that
ζ∗ is differentiable almost everywhere and that ζ
′
∗(t) = ζ
′
r(t) for a.e. t ∈ [
1
m
,m].
Consequently, the claim follows if ζ(t) = ζ∗(t) for every t ∈ [
1
m
,m].
To prove this, introduce Γ : [ 1
m
,m]→ R by
Γ(t) := ||ζ(t) − ζ∗(t)||V , ∀t ∈ [
1
m
,m].
Firstly, note that obviously Γ( 1
m
) = 0. Moreover, we have
lim
hց0
∣∣∣∣Γ(t+ h)− Γ(t)h
∣∣∣∣
≤ lim
hց0
(∣∣∣∣
∣∣∣∣ζ(t+ h)− ζ(t)h − ζ′r(t)
∣∣∣∣
∣∣∣∣
V
+
∣∣∣∣
∣∣∣∣−ζ∗(t+ h) + ζ∗(t)h + ζ′r(t)
∣∣∣∣
∣∣∣∣
V
)
= 0,
for almost every t ∈ [ 1
m
,m), i.e. Γ is almost everywhere right differentiable and the right derivative is
equal to zero.
In addition, one has by invoking Lemma (27) that
|Γ(t+ h)− Γ(t)| ≤ Lt+
∣∣∣∣∣∣
∣∣∣∣∣∣
t+h∫
t
ζ′r(τ)dτ
∣∣∣∣∣∣
∣∣∣∣∣∣ ≤ Lt+
t+h∫
t
||ζ′r(τ)||dτ ≤ 2Lt
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for all t ∈ [ 1
m
,m] and 0 < h ≤ m− t.
Conclusively, the last estimate yields that Γ is Lipschitz continuous, which implies, as R has the Radon-
Nikodym property, that it is differentiable almost everywhere. Since the right derivate of Γ is zero
almost everywhere, the almost everywhere derivative is also zero a.e. Finally, the Lipschitz continuity
of Γ yields that Γ is constant, and hence Γ(t) = 0 for all t ∈ [ 1
m
,m].
Lemma 3.7. Let t > 0, v ∈ V and Ψ ∈ V ′. Moreover, assume that 〈Ψ,A◦TA(·)v〉V ∈ L1((0, t)). Then
we have
t∫
0
〈Ψ,A◦TA(τ)v〉V dτ = −〈Ψ, TA(t)v − v〉V .
Proof. Let ε ∈ (0, t) be arbitrary but fixed. Firstly, Lemma 3.6 obviously implies that the mapping
(ε, t) ∋ τ 7→ 〈Ψ, TA(τ)v〉V is Lipschitz continuous and differentiable almost everywhere with
∂
∂τ
〈Ψ, TA(τ)v〉V = −〈Ψ,A
◦TA(τ)v〉V , a.e. τ ∈ (ε, t).
Consequently, we have
t∫
ε
〈Ψ,A◦TA(τ)v〉V dτ = −〈Ψ, TA(t)v − TA(ε)v〉V (29)
Now the claim follows from (29) by taking limit, more precisely: We have
lim
εց0
−〈Ψ, TA(t)v − TA(ε)v〉V = −〈Ψ, TA(t)v − v〉V ,
by Remark 2.3.ii). Moreover, dominated convergence yields that
t∫
0
〈Ψ,A◦TA(τ)v〉V dτ =
t∫
0
lim
εց0
〈Ψ,A◦TA(τ)v〉V 1 (ε,t)(τ)dτ = lim
εց0
t∫
ε
〈Ψ,A◦TA(τ)v〉V dτ,
which is applicable since 〈Ψ,A◦TA(·)v〉V ∈ L1((0, t)) by assumption.
The stochastic process introduced in the following definition will turn out to solve (ACPRM).
Definition 3.8. Let η ∈ M((0,∞) × Z × Ω;V ) and x ∈ M(Ω;V ). Moreover, introduce
ηm(ω) := η(αm(ω),Θ(ω)(αm(ω), ω) for all m ∈ N and P-a.e. ω ∈ Ω. In addition, let Xm : Ω → V
for all m ∈ N0, be defined by X0 := x and
Xm := TA(αm − αm−1)Xm−1 + ηm, ∀m ∈ N.
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Finally, introduce X : [0,∞)× Ω→ V by
X(t) :=
∞∑
m=0
TA((t− αm)+)(Xm)1 [αm,αm+1)(t), ∀t ≥ 0. (30)
The sequence (Xm)m∈N0 will be called the sequence of jumps generated by (x, η) and X will be called the
process generated by (x, η).
Remark 3.9. Note that 0 = α0 < α1 < α2 < ... up to a P-null-set. Consequently, the right-hand-side
series in (30) simply reduces (for almost all ω ∈ Ω) to a single summand, which ensures that X is
well-defined.
Lemma 3.10. Let x ∈ M(Ω;V ), η ∈M((0,∞)×Z×Ω;V ) and let X be the process generated by (x, η).
Then X is a B([0,∞))⊗F-B(V )-measurable stochastic process4, which fulfills the following assertions
for P-a.e. ω ∈ Ω.
i) X(0, ω) = x(ω),
ii) the mapping [0,∞) ∋ t 7→ X(t, ω) is ca`dla`g,
iii) X(t, ω) ∈ D(A), ∀t ∈ (0,∞) \ {αm(ω) : m ∈ N},
iv) ∀m ∈ N0, ∀[a, b] ⊆ (αm(ω), αm+1(ω)) : X(·, ω)|[a,b] ∈W
1,1([a, b];V ) and
v) A◦X(·, ω) is B((0,∞)) −B(V )-measurable.
Proof. Firstly, introduce ηm(ω) := η(αm(ω),Θ(ω)(αm(ω), ω) for all m ∈ N and P-a.e. ω ∈ Ω. In
addition, let (Xm)m∈N0 be the sequence of jumps generated by (x, η).
We will start by showing that X(t) ∈ M(Ω;V ), i.e. that X is indeed a stochastic process. To this
end, note that we already know that each ηm is F − B(V )-measurable, that each αm is F − B(R)-
measurable and that X0 is F − B(V )-measurable, which yields (by a simple induction) that each Xm
is F − B(V )-measurable, since TA : [0,∞) × V → V is jointly continuous (see Remark 2.3) and
B([0,∞)× V ) = B([0,∞))⊗B(V ), see [7, page 244].
It is now plain to verify that X(t) is F−B(V )-measurable, for all t ≥ 0. The desired joint measurability
will be established, once we have proven that X has almost surely ca`dla`g paths.
Now let M ∈ F is a P-null-set such that 0 = α0(ω) < α1(ω) < α2(ω) < ... as well as lim
m→∞
αm(ω) =∞
and αm(ω) ∈ D(Θ(ω)) for all ω ∈ Ω \M and m ∈ N. And let us prove i)-v) for all ω ∈ Ω \M .
So let ω ∈ Ω \M be arbitrary but fixed.
It is plain that X(0, ω) = TA(0)X0(ω) = X0(ω) = x(ω) which gives i).
Proof of ii). Let t ≥ 0 be given. Then there is precisely one m ∈ N such that t ∈ [αm(ω), αm+1(ω)).
Moreover, for h ≥ 0 sufficiently small, we also have t+ h ∈ [αm(ω), αm+1(ω)) and hence
lim
hց0
X(t+ h, ω)− X(t, ω) = lim
hց0
TA(t+ h− αm(ω))Xm(ω)− TA(t− αm(ω))Xm(ω) = 0,
4Actually, we only prove that there is a process indistinguishable of X which is B([0,∞)) ⊗ F-B(V )-measurable. We
follow the common mathematical convention of identifying indistinguishable processes with each other.
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by Remark 2.3.ii), which gives the desired right continuity.
Moreover, if t ∈ (αm(ω), αm+1(ω)), it follows absolutely analogously that
lim
hց0
X(t− h, ω)− X(t, ω) = 0
Finally, if t = αm(ω) for m ∈ N, we have
lim
hց0
X(t− h, ω)− X(t, ω) = TA(αm(ω)− αm−1(ω))Xm−1(ω)− Xm(ω) = −ηm(ω),
which gives the existence of the left limits.
Note the following: If X : [0,∞) × Ω → V is defined by X := X on [0,∞) × (Ω \M) and X := 0 on
[0,∞)×M , then X and X are indistinguishable and X is a stochastic process which is ca`dla`g. Conse-
quently, X is B([0,∞))⊗F -B(V )-measurable, see [12, Proposition 2.2.3.2].
Proof of iii). Let t ∈ (0,∞) \ {αm(ω) : m ∈ N}, then there is precisely one m ∈ N0 such that
t ∈ (αm(ω), αm+1(ω)) and therefore X(t, ω) = TA(t − αm(ω))Xm(ω). Consequently, as TA is domain
invariant, we have X(t, ω) ∈ D(A).
Proof of iv). Let m ∈ N and [a, b] ⊆ (αm(ω), αm+1(ω)). Then it is plain that
X(·, ω)|[a,b] = TA(· − αm(ω))Xm(ω). But the Lipschitz continuity and differentiability almost every-
where of this mapping follows trivially from Lemma 3.6.
Proof of v). Let (hk)k∈N ⊆ (0,∞) be a null sequence. Moreover, introduce fk,m : (0,∞)→ V by
fk,m(t) :=
TA((t− αm(ω))+ + hk)Xm(ω)− TA((t− αm(ω))+)Xm(ω)
hk
1 [αm(ω),αm+1(ω))(t),
for all t ∈ (0,∞), m ∈ N0 and k ∈ N.
Then we have
lim
k→∞
fk,m(t) = −A
◦(TA((t− αm(ω))+)Xm(ω))1 [αm(ω),αm+1(ω))(t), (31)
for all m ∈ N0 and t ∈ (0,∞) \ {αj(ω) : j ∈ N}, since: If t 6∈ [αm(ω), αm+1(ω)), for a given m ∈ N0,
then (31) is trivial and if t ∈ (αm(ω), αm+1(ω)), we have by domain invariance of TA that
lim
k→∞
fk,m(t) = lim
k→∞
TA(hk)TA(t− αm(ω))Xm(ω)− TA(t− αm(ω))Xm(ω)
hk
= −A◦TA(t− αm(ω))Xm(ω).
In addition, Remark 2.3.ii) gives that each fk,m is B((0,∞)) −B(V )-measurable. Consequently, (31)
yields that (0,∞) ∋ t 7→ −A◦(TA((t − αm(ω))+)Xm(ω))1 [αm(ω),αm+1(ω))(t) is also B(0,∞) − B(V )-
measurable for all m ∈ N0, since it is (except for a countable set) the pointwise limit of B(0,∞)−B(V )-
measurable functions.
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Finally, it is plain that
A◦X(t, ω) =
∞∑
m=0
A◦(TA((t− αm(ω))+)Xm)1 [αm(ω),αm+1(ω))(t), ∀t ∈ (0,∞),
which implies the desired measurability.
The preceding lemma enables us to give a condition ensuring that (ACPRM) has a (uniquely de-
termined) strong solution. Afterwards, just one more approximation lemma is needed to formulate this
paper’s central result: A criteria ensuring the existence of a unique mild solution of (ACPRM).
Proposition 3.11. Let V ⊆ V be a subspace of V and let V ∗ ⊆ V ′ be a subset which separates points.
Moreover, let x ∈M(Ω;V ), η ∈M((0,∞)×Z×Ω;V ) and let X denote the process generated by (x, η).
In addition, assume that x ∈ V a.s. and η(t, z) ∈ V for all t ∈ (0,∞) and z ∈ Z with probability one.
Finally, assume that V is an invariant set w.r.t. TA and that 〈Ψ,A◦TA(·)u〉V ∈ L1((0, t)) for all t > 0,
u ∈ V and Ψ ∈ V ∗. Then the stochastic process X is the unique strong solution of (ACPRM){x, η, V ∗}.
Proof. Firstly, introduce ηm(ω) := η(αm(ω),Θ(ω)(αm(ω), ω) for all m ∈ N and P-a.e. ω ∈ Ω. In
addition, let (Xm)m∈N0 be the sequence of jumps generated by (x, η).
Combining Lemma 3.10 and Lemma 3.1 yields that X is a strong solution of (ACPRM){x, η, V ∗}, if
t∫
0
|〈Ψ,A◦X(τ)〉V |dτ <∞, ∀t > 0, Ψ ∈ V
∗ (32)
a.s. and
〈Ψ,X(t)− x〉V +
t∫
0
〈Ψ,A◦X(τ)〉V dτ =
∞∑
m=1
m∑
k=1
〈Ψ, ηk〉V 1 [αm,αm+1)(t), ∀t > 0, Ψ ∈ V
∗ (33)
almost surely.
Moreover, by Corollary 3.4 we get that this strong solution is unique. (The Corollary is indeed applicable,
since every strong solution is obviously also a mild one.)
Let M ∈ F be a P-null-set such that 0 = α0(ω) < α1(ω) < α2(ω) < ... as well as lim
m→∞
αm(ω) = ∞,
αm(ω) ∈ D(Θ(ω)) for all m ∈ N, η(t, z, ω) ∈ V for all t ∈ (0,∞) and z ∈ Z, x(ω) ∈ V and such that
Lemma 3.10.i-v) hold for all ω ∈ Ω \M .
Now the claims will be proven for all ω ∈ Ω \M . To this end, fix one of these ω and let us start by
proving inductively that
Xm(ω) ∈ V , ∀m ∈ N0. (34)
For m = 0, we have X0(ω) = x(ω) ∈ V . Moreover, for any m ∈ N we have ηm(ω) ∈ V . In ad-
dition, if Xm−1(ω) ∈ V , then T (αm(ω) − αm−1(ω))Xm−1(ω) ∈ V , since V is invariant w.r.t. TA and
αm(ω)− αm−1(ω) > 0. Consequently, we get Xm(ω) ∈ V , since V is a vector space.
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Proof of (32). For a given t ∈ [0,∞) there is an m ∈ N0 such that t ∈ [αm(ω), αm+1(ω)). This yields
t∫
0
|〈Ψ,A◦X(τ, ω)〉V |dτ ≤
αm+1(ω)∫
0
|〈Ψ,A◦X(τ, ω)〉V |dτ
=
m∑
k=0
αk+1(ω)∫
αk(ω)
|〈Ψ,A◦TA(τ − αk(ω))Xk(ω)〉V |dτ
=
m∑
k=0
αk+1(ω)−αk(ω)∫
0
|〈Ψ,A◦TA(τ)Xk(ω)〉V |dτ.
Moreover, invoking (34) gives
αk+1(ω)−αk(ω)∫
0
|〈Ψ,A◦TA(τ)Xk(ω)〉V |dτ <∞
for all k = 0, ...,m, which concludes the proof of (32).
Proof of (33). Let t ∈ (0,∞) and (as usually) let m ∈ N0 such that t ∈ [αm(ω), αm+1(ω)).
If m = 0, we have
∞∑
j=1
j∑
k=1
〈Ψ, ηk(ω)〉V 1 [αj(ω),αj+1(ω))(t)=0 and X(t, ω) = TA(t)x(ω). Hence in this case
(33) follows from Lemma 3.7, which is applicable since x(ω) ∈ V .
Now assume m ∈ N. Then we have
t∫
0
〈Ψ,A◦X(τ, ω)〉V dτ
=
m−1∑
k=0
αk+1(ω)∫
αk(ω)
〈Ψ,A◦X(τ, ω)〉V dτ +
t∫
αm(ω)
〈Ψ,A◦X(τ, ω)〉V dτ
=
m−1∑
k=0
αk+1(ω)−αk(ω)∫
0
〈Ψ,A◦TA(τ)Xk(ω)〉V dτ +
t−αm(ω)∫
0
〈Ψ,A◦TA(τ)Xm(ω)〉V dτ.
In addition, (34) enables us to use Lemma 3.7 now. Doing so, and having in mind that
TA(αk+1(ω)− αk(ω))Xk(ω) = Xk+1(ω)− ηk+1(ω) for all k ∈ N0 gives
t∫
0
〈Ψ,A◦X(τ, ω)〉V dτ = −
m−1∑
k=0
〈Ψ, Xk+1(ω)− ηk+1(ω)− Xk(ω)〉V − 〈Ψ, TA(t− αm(ω))Xm(ω)− Xm(ω)〉V .
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Now it is plain to deduce that also
t∫
0
〈Ψ,A◦X(τ, ω)〉V dτ =
m−1∑
k=0
〈Ψ, ηk+1(ω)〉V + 〈Ψ, x(ω)〉V − 〈Ψ,X(t, ω)〉V .
Finally, the previous equation yields
〈Ψ,X(t, ω)− x〉V +
t∫
0
〈Ψ,A◦X(τ, ω)〉V dτ =
m∑
k=1
〈Ψ, ηk(ω)〉V =
∞∑
j=1
j∑
k=1
〈Ψ, ηk(ω)〉V 1 [αj(ω),αj+1(ω))(t),
which gives (33).
Lemma 3.12. Let V ⊆ V be a dense subspace of V . Then there is a sequence of mappings (Γn)n∈N,
with Γn : V → V , such that the following assertions hold.
i) Γn(V ) ⊆ V for all n ∈ N,
ii) Γn is B(V )−B(V )-measurable for all n ∈ N and
iii) lim
n→∞
Γn(v) = v for all v ∈ V .
Proof. As V is dense and V is separable, we can find a sequence (vn)n∈N ⊆ V such that
{vn : n ∈ N} = V = V. (35)
Now introduce
Vj,n := {v ∈ V : ||v − vj ||V = min
k=1,..,n
||v − vk||V }, ∀j ∈ {1, ..., n} and n ∈ N,
set V˜1,n := V1,n for all n ∈ N and
V˜j,n := Vj,n \ (V1,n ∪ .. ∪ Vj−1,n), ∀j ∈ {2, .., n} and n ∈ N \ {1}.
Then it is plain that for each n ∈ N the system of sets (V˜j,n)j=1,..,n is a disjoint cover of V .
Now introduce Γn : V → V by
Γn(v) :=
n∑
j=1
vj1 V˜j,n(v), ∀v ∈ V, , n ∈ N.
Then it is plain that each Γn only takes values in the set {v1, .., vn} ⊆ V which gives i). In addition, we
have that each Vj,n is closed and therefore Vj,n ∈ B(V ) which implies V˜j,n ∈ B(V ); this yields ii).
Finally, let us prove iii). To this end, fix v ∈ V and note that for all n ∈ N there is precisely one
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j(n) ∈ {1, .., n} such that v ∈ V˜j(n),n and hence Γn(v) = vj(n). Since also v ∈ Vj(n),n, we obtain
||v − Γn(v)||V = ||v − vj(n)||V = min
k=1,..,n
||v − vk||V , ∀n ∈ N.
Finally, (35) yields that there is for a given ε > 0 an n0 ∈ N such that ||v− vn0 ||V < ε and consequently
||v − Γn(v)||V = min
k=1,..,n
||v − vk||V < ε, ∀n ≥ n0,
which concludes the proof.
Theorem 3.13. Let V ⊆ V be a dense subspace of V and let V ∗ ⊆ V ′ be a subset which separates
points. Moreover, let x ∈ M(Ω;V ), η ∈ M((0,∞) × Z × Ω;V ) and let X denote the process generated
by (x, η). Finally, assume that V is an invariant set w.r.t. TA and that 〈Ψ,A◦TA(·)u〉V ∈ L1((0, t)) for
all t > 0, u ∈ V and Ψ ∈ V ∗.
Then the stochastic process X is the unique mild solution of (ACPRM){x, η, V ∗}. Moreover, if in
addition (0, 0) ∈ A, we have
||X(t)||V ≤ ||x||V +
∫
(0,t]×Z
||η(τ, z)||VNΘ(dτ ⊗ z), ∀t ≥ 0, (36)
with probability one.
Proof. Let (Γn)n∈N, where Γn : V → V , be such that Γn(V ) ⊆ V , Γn is B(V )−B(V )-measurable and
lim
n→∞
Γn(v) = v for all v ∈ V . In addition, let M ∈ F be a P-null-set such that
0 = α0(ω) < α1(ω) < α2(ω) < ..., D(Θ(ω)) = {α1(ω), α2(ω), ..} and lim
m→∞
αm(ω) =∞,
for all ω ∈ Ω \M . Now introduce ηk(ω) := η(αk(ω),Θ(ω)(αk(ω)), ω) for all ω ∈ Ω \M , k ∈ N and let
(Xm)m∈N0 be the sequence of jumps generated by (x, η). Finally, for all n ∈ N, let (Xn,k)k∈N0 and Xn be
the sequence and the process generated by (Γn(x),Γn(η)).
Firstly, note that Γn(x) ∈ M(Ω;V ) and Γn(η) ∈ M((0,∞) × Z × Ω;V ), for all n ∈ N, since the
composition of measurable functions remains measurable. Moreover, it is plain that Γn(x), Γn(η) ∈ V
for all n ∈ N a.s. Consequently, we get by invoking Proposition 3.11 that Xn is the strong solution of
(ACPRM){Γn(x),Γn(η), V ∗} for all n ∈ N. Hence, it follows from Lemma 3.10 that X is a mild solution
of (ACPRM){x, η, V ∗}, if
lim
n→∞
∫
(0,t]×Z
||Γn(η(τ, z, ω))− η(τ, z, ω)||VNΘ(dτ ⊗ z, ω) = 0, ∀t > 0 and ω ∈ Ω \M (37)
and
lim
n→∞
sup
τ∈[0,t]
||Xn(τ, ω)− X(τ, ω)||V = 0, ∀t > 0 and ω ∈ Ω \M. (38)
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Now let t > 0 and ω ∈ Ω \M be arbitrary but fixed and let m˜ ∈ N0 be such that t ∈ [αm˜(ω), αm˜+1(ω)).
(37) is trivial, since Lemma 2.7 gives that
lim
n→∞
∫
(0,t]×Z
||Γn(η(τ, z, ω))− η(τ, z, ω)||VNΘ(dτ ⊗ z, ω) = lim
n→∞
m˜∑
k=1
||Γn(ηk(ω))− ηk(ω)||V = 0.
Proof of (38). Firstly, it will be proven inductively that
||Xn,m(ω)− Xm(ω)||V ≤ ||Γn(x(ω))− x(ω)||V +
m∑
k=1
||Γn(ηk(ω))− ηk(ω)||V , ∀m ∈ N0 (39)
and all n ∈ N. If m = 0, (39) is trivial and if (39) holds for an m ∈ N, then applying Remark 2.3.i) and
the induction hypothesis yields
||Xn,m+1 − Xm+1||V ≤ ||Xn,m(ω)− Xm(ω)||V + ||Γn(ηm+1(ω))− ηm+1(ω)||V
≤ ||Γn(x(ω)) − x(ω)||V +
m+1∑
k=1
||Γn(ηk(ω))− ηk(ω)||V ,
which proves (39). Now note that for each τ ∈ [0, t] there is an mτ ∈ {0, ..., m˜}, such that
τ ∈ [αmτ (ω), αmτ+1(ω)). Consequently, appealing to Remark 2.3.i) and (39) yields
||Xn(τ, ω)− X(τ, ω)||V = ||TA(τ − αmτ (ω))Xn,mτ (ω)− TA(τ − αmτ (ω))Xmτ (ω)||V
≤ ||Xn,mτ (ω)− Xmτ (ω)||V
≤ max
m=0,..,m˜
||Xn,m(ω)− Xm(ω)||V
≤ ||Γn(x(ω)) − x(ω)||V +
m˜∑
k=1
||Γn(ηk(ω))− ηk(ω)||V
As this upper bound is independent of τ ∈ [0, t], we get
lim
n→∞
sup
τ∈[0,t]
||Xn(τ, ω)− X(τ, ω)||V ≤ lim
n→∞
||Γn(x(ω)) − x(ω)||V +
m˜∑
k=1
||Γn(ηk(ω))− ηk(ω)||V = 0,
which proves (38). Consequently, X is a mild solution of (ACPRM){x, η, V ∗}. Finally, Corollary 3.4
yields the uniqueness and Theorem 3.5 gives (36).
Finally, this section concludes by loosing some words on a particular choice of Θ and the drift η,
which is considered in [14]. The results proven in [14] are solely based on the representation formula
(30). Introducing a process by (30) actually requires fewer assumptions on A than in the current paper:
Remark 3.14. Throughout this remark, just assume that A : D(A) → 2V is densely defined and
m-accretive5. Then the semigroup associated to A still exists (see Remark 2.3) and consequently the
5That means we drop the assumptions that A is domain invariant and admits an infinitesimal generator.
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sequence as well as the process generated by (x, η) are still well-defined, for any x ∈ M(Ω;V ) and
η ∈ M((0,∞)× Z × Ω;V ).
Now, fix x ∈M(Ω;V ), introduce (ηk)k∈N ⊆M(Ω;V ) and define
η(t, z, ω) :=
∞∑
k=1
ηk(ω)1 [αk(ω),αk+1(ω))(t),
for all t > 0, z ∈ Z and ω ∈ Ω. Then it is obvious that indeed η ∈M((0,∞)× Z × Ω;V ).
Now assume in addition that there is an i.i.d. sequence of almost surely strictly positive random variables
(βm)m∈N, such that the point process Θ fulfills D(Θ(ω)) = {β1(ω), β1(ω) + β2(ω), ...} for P-a.e. ω ∈ Ω.
Then Θ is necessarily finite, since
ENΘ((0, t]× Z) = E
∞∑
m=1
1
{
m∑
k=1
βk ≤ t
}
=
∞∑
m=1
P
(
m∑
k=1
βk ≤ t
)
<∞,
where the finiteness follows from [11, Theorem 1.6]. Moreover, it is plain that in this case αm =
m∑
k=1
βk
for all m ∈ N. In addition, in this case the sequence generated by (x, η) fulfills Xm = TA(βm)Xm−1 + ηm
for all m ∈ N. Finally, it is easily seen that each Xm is F-B(V )-measurable and that the process
generated by (x, η) is still a stochastic process which has almost surely ca`dla`g paths. (These assertions
follow solely from Remark 2.3.ii).)
4 Existence and Uniqueness for the weighted p-Laplacian evo-
lution Equation
The purpose of this section is to demonstrate the applicability of the developed existence and unique-
ness results to the weighted p-Laplacian evolution equation with Neumann boundary conditions on an
L1-space.
The reader is referred to [2], for existence and uniqueness results of the deterministic weighted p-
Laplacian evolution equation. Moreover, [1] and [3] contain many other examples of nonlinear evolution
equations. Finally, [5] contains a useful criteria regarding domain invariance and differentiability almost
everywhere of nonlinear semigroups, which is probably not just in our example useful to prove the
needed assumptions on A.
Throughout this section let n ∈ N \ {1} and ∅ 6= S ⊆ Rn be a non-empty, open, connected and
bounded sets of class C1. Additionally, for any q ∈ [1,∞] and m ∈ N, we set
Lq(S;Rm) := Lq(S,B(S), λ;Rm), where λ is the Lebesgue measure. Moreover, this is further ab-
breviated by Lq(S), if m = 1.
Now, let p ∈ (1,∞) \ {2}, introduce γ : S → (0,∞) and assume that γ ∈ L∞(S), γ
1
1−p ∈ L1(S) and
that there is an Ap-Muckenhoupt weight (see, [13, page 4]) γ0 : R
n → R such that γ0|S = γ a.e. on S.
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Moreover, W 1,pγ (S) denotes the weighted Sobolev space defined by
W 1,pγ (S) := {f ∈ L
p(S) : f is weakly diff. and γ
1
p∇f ∈ Lp(S;Rn)}.
Throughout this section, | · |n denotes the Euclidean norm on Rn and for any x, y ∈ Rn, x · y is the
canonical inner product of these vectors.
Using these notations, we introduce the following weighted p-Laplacian operator with Neumann bound-
ary conditions:
Definition 4.1. Let A : D(A)→ 2L
1(S) be defined by: (f, fˆ) ∈ A if and only if the following assertions
hold.
i) f ∈ W 1,pγ (S) ∩ L
∞(S).
ii) fˆ ∈ L1(S).
iii)
∫
S
γ|∇f |p−2n ∇f · ∇ϕdλ =
∫
S
fˆϕdλ for all ϕ ∈W 1,pγ (S) ∩ L
∞(S).
Remark 4.2. It is an easy exercise to see that the integrals occurring in Definition 4.1.iii) exist and
are finite. Moreover, one also easily verifies that A is single-valued, see [13, Lemma 3.1].
In addition, note that if one would choose γ = 1 on S, then A is simply the p-Laplacian operator with
Neumann boundary conditions.
Remark 4.3. It turns out that A is not m-accretive but that its closure is. In the sequel
A : D(A) → 2L
1(S) denotes the closure of A, i.e. (f, fˆ) ∈ A if there is a sequence ((fm, fˆm))m∈N ⊆ A
such that lim
m→∞
(fm, fˆm) = (f, fˆ),in L
1(S)× L1(S).
Actually, it is possible to determine the closure explicitly, see [2, Proposition 3.6] or [13, Definition 2.2].
But the explicit description of the closure is quite technical and not needed for our purposes, therefore
it will be omitted.
Now introduce J0 as the space of all convex, lower semi-continuous functions j : R→ [0,∞] fulfilling
j(0) = 0. Given f, h ∈ L1(S), we write f << h whenever
∫
S
j ◦ fdλ ≤
∫
S
j ◦ hdλ, ∀j ∈ J0.
Moreover, an operator B : D(B)→ 2L
1(S) is called completely accretive, if f − h << f − h+ α(fˆ − hˆ)
for all (f, fˆ), (h, hˆ) ∈ B and α ∈ (0,∞). The reader is referred to [5] for a detailed discussion of the
concept of complete accretivity.
Remark 4.4. A is densely defined, m-accretive and completely accretive, see [2, Theorem 3.7]. In the
sequel, TA(·)u : [0,∞)→ L1(S) denotes the semigroup associated to A, see Remark 2.3.
Moreover, we have TA(t)u << u for all t ≥ 0 and u ∈ L1(S), see [13, Lemma 3.3]. Consequently, it is
an easy exercise, to verify that
||TA(t)u||Lq(S) ≤ ||u||Lq(S) (40)
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for all t ≥ 0, u ∈ Lq(S) and q ∈ [1,∞].
Lemma 4.5. TA admits an infinitesimal generator A
◦ : L1(S)→ L1(S). In addition, we have A◦v = Av
for all v ∈ D(A) ∩ L∞(S) = D(A).
Proof. Let A◦ : L1(S) → L1(S) be defined by A◦v := 0 if v 6∈ D(A) and if v ∈ D(A), set A◦v := vˆ,
where vˆ ∈ Av is the uniquely determined element fulfilling vˆ << v˜ for all v˜ ∈ Av. ([5, Proposition
3.7.iii] gives that there is indeed exactly one element fulfilling this.)
Now appealing to [5, Theorem 4.2] yields
lim
hց0
TA(h)v − v
h
= −A◦v, ∀v ∈ D(A),
which proves that TA admits an infinitesimal generator.
Moreover, [13, Lemma 3.1] gives that if v ∈ D(A) ∩ L∞(S) and vˆ ∈ Av, then v ∈ D(A) and vˆ = Av.
Consequently, we have D(A) ∩ L∞(S) ⊆ D(A). Now note that it is plain that D(A) ⊆ L∞(S) and
D(A) ⊆ D(A), which yields D(A) = D(A) ∩ L∞(S).
The preceding observation also yields that if v ∈ D(A) ∩L∞(S), the set Av contains only one element,
which is Av. As also A◦v ∈ Av, we have A◦v = Av.
Lemma 4.6. TA is domain invariant. In addition, we have
|A◦TA(t)v| ≤ 2
|v|
|p− 2|t
a.e. on S, for all t > 0 and v ∈ L1(S).
Proof. As A is densely defined, m-accretive and completely accretive, [5, Theorem 4.4] yields that it
suffices to prove that A is positively homogeneous of degree p−1; which is true, see [2, Theorem 3.7].
The following lemma enables us to apply Proposition 3.11 and Theorem 3.13 to the (closure of the)
weighted p-Laplacian evolution equation. As the reader probably guessed correctly, the Banach Space
V considered in Section 3 has to be chosen as V = L1(S). As usually, we identify V ′ with L∞(S). Note
that in this case, the duality 〈·, ·〉L1(S) reduces to an integral, i.e.
〈f, h〉L1(S) =
∫
S
fhdλ,
for any f ∈ L1(S) and h ∈ L∞(S).
Proposition 4.7. We have
〈Ψ,A◦TA(·)v〉L1(S) ∈ L
1(0, t), (41)
for all t > 0,Ψ ∈ W 1,pγ (S) ∩ L
∞(S) and v ∈ L∞(S).
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Proof. Firstly, note that TA(τ)v ∈ L
∞(S) ∩ D(A), for all τ > 0, since v ∈ L∞(S). Consequently,
Lemma 4.5 gives A◦TA(τ)v = ATA(τ)v, for all τ > 0. Using this as well as Cauchy-Schwarz’ and
Ho¨lder’s inequality yields
|〈Ψ,A◦TA(τ)v〉V | =
∣∣∣∣∣∣
∫
S
γ|∇TA(τ)v|
p−2
n ∇TA(τ)v · ∇Ψdλ
∣∣∣∣∣∣
≤

∫
S
γ|∇TA(τ)v|
p
ndλ


p−1
p

∫
S
γ|∇Ψ|pndλ


1
p
Moreover, appealing to Lemma 4.5 again yields TA(τ)v ∈ D(A) ⊆ W 1,pγ (S) ∩ L
∞(S) for all τ > 0.
Consequently, we get
|〈Ψ,A◦TA(τ)v〉V | ≤

∫
S
TA(τ)vATA(τ)vdλ


p−1
p

∫
S
γ|∇Ψ|pndλ


1
p
Hence we have by using this, together with Lemma 4.6 and (40) that
|〈Ψ,A◦TA(τ)v〉V | ≤
(
1
τ
2λ(S)
1
|p− 2|
||v||2L∞(S)
) p−1
p

∫
S
γ|∇Ψ|pndλ


1
p
, ∀τ > 0.
The preceding inequality obviously implies (41).
In the sequel, we denote for any x ∈ M(Ω;L1(S)) and η ∈ M((0,∞) × Z × Ω;L1(S)), by
Xx,η : [0,∞)× Ω→ L1(S) the process generated by (x, η).
Theorem 4.8. Let x ∈ M(Ω;L1(S)) and η ∈ M((0,∞) × Z × Ω;L1(S)). Then Xx,η is the uniquely
determined mild solution of (ACPRM){x, η,W 1,pγ (S) ∩ L
∞(S)}.
If in addition x ∈ L∞(S) and η(t, z) ∈ L∞(S) for all t > 0 and z ∈ Z a.s., then Xx,η is even the
uniquely determined strong solution of (ACPRM){x, η,W 1,pγ (S) ∩ L
∞(S)}.
Proof. The claim follows from Proposition 3.11 and Theorem 3.13, by choosing V = L1(S), V = L∞(S)
and V ∗ = W 1,pγ (S) ∩ L
∞(S) there. Note that V is indeed dense in V and invariant w.r.t. TA and that
V ∗ separates points. (The denseness is common knowledge, the invariance follows from (40) and the
point-separation follows for example from the fact that C∞c (S) ⊆W
1,p
γ (S) ∩ L
∞(S).)
Theorem 4.9. Let x ∈ M(Ω;L1(S)) and η ∈ M((0,∞)× Z × Ω;L1(S)). Then we have
||Xx,η(t)||L1(S) ≤ ||x||L1(S) +
∫
(0,t]×Z
||η(τ, z)||L1(S)NΘ(dτ ⊗ z), ∀t ≥ 0,
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almost surely. Moreover (x, η) can be chosen such that
||Xx,η(t)||L1(S) = ||x||L1(S) +
∫
(0,t]×Z
||η(τ, z)||L1(S)NΘ(dτ ⊗ z), ∀t ≥ 0,
with probability one.
Proof. The former part of the claim follows directly from Theorem 3.13, which is applicable, since one
instantly verifies that (0, 0) ∈ A.
Now let us prove the latter. To this end, it will be useful that TA(t)ϕ = ϕ for all t ≥ 0 and ϕ : S → R
which are constant, cf. [13, Lemma 4.1].
Now, let ϕ1, ϕ2 : Ω → L1(S) be such that both of them are for P-a.e. ω ∈ Ω constant, nonnegative
functions on S and chose x := ϕ1 and η(t, z, ·) = ϕ2 for all t > 0, z ∈ Z. In addition, let (Xm)m∈N be
the sequence generated by (x, η). Then a simple induction yields
Xm = ϕ1 +mϕ2, ∀m ∈ N0,
almost surely. Consequently, we have
Xx,η(t) =
∞∑
m=0
TA((t− αm)+)Xm1 [αm,αm+1)(t) =
∞∑
m=0
(ϕ1 +mϕ2)1 [αm,αm+1)(t),
for all t ≥ 0 almost surely. Moreover, we get
||Xx,η(t)||L1(S) = λ(S)
∞∑
m=0
(ϕ1 +mϕ2)1 [αm,αm+1)(t).
In addition, it is plain that ||x||L1(S) = λ(S)ϕ1. Now, appealing to Lemma 2.7 yields
∫
(0,t]×Z
||η(τ, z)||L1(S)NΘ(dτ ⊗ z) =
∞∑
m=1
m∑
k=1
λ(S)ϕ21 [αm,αm+1)(t) =
∞∑
m=1
mλ(S)ϕ21 [αm,αm+1)(t),
for all t ≥ 0 almost surely. Finally, putting it all together gives
||Xx,η(t)||L1(S) = ||x||L1(S) +
∫
(0,t]×Z
||η(τ, z)||L1(S), NΘ(dτ ⊗ z)
for all t ≥ 0, with probability one.
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