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We present a survey on the existence of periodic solutions of singular differential equations. In particular, we pay our attention to
singularscalardifferentialequations,singulardampeddifferentialequations,singularimpulsivedifferentialequations,andsingular
differential systems.
1. Introduction
During the last two decades, singular differential equations
have attracted many researchers [1–11] because such equa-
tions describe many problems in the applied sciences, such
as the Brillouin focusing system [12–14], nonlinear elasticity
[15], and gravitational forces [3]. Besides these important
applications, it has been found that a particular case of
singular equations, the Ermakov-Pinney equation, plays an
important role in studying the Lyapunov stability of periodic
solutions of Lagrangian equations [16–18].
In the literature, two different approaches have been used
to establish the existence results for singular equations. The
first one is the variational approach [3, 4, 6, 19, 20]a n d
the second one is topological methods [1, 10, 21–28]. In
o u ro p i n i o n ,t h efi r s ti m p o r t a n tr e s u l tw a sp r o v e di nt h e
p i o n e e r i n gp a p e ro fL a z e ra n dS o l i m i n i[ 29]. They proved
that a necessary and sufficient condition for the existence of
a positive periodic solution for
𝑥
򸀠򸀠 =
1
𝑥𝜆 +𝑒(𝑡) (1)
isthatthemeanvalueof𝑒isnegative;thatis,𝑒<0 ,here𝜆≥1 ,
which corresponds to a strong force condition, according to
at e r m i n o l o g yfi r s ti n t r o d u c e db yG o r d o n[ 30]. Moreover, if
0<𝜆<1 , which corresponds to a weak force condition,
theyfoundexamplesoffunctions𝑒withnegativemeanvalues
and yet no periodic solutions exist. Therefore, there is an
essential difference between a strong singularity and a weak
singularity. Since the work of Lazer and Solimini, the strong
force condition became standard in related work, see, for
instance,[8,15,18,27,28].Comparedwiththecaseofastrong
singularity, the study of the existence of periodic solutions
under the presence of a weak singularity is more recent, but
it has also attracted many researchers [31–39]. In [39], for the
first time in this topic, Torres et al. proved an existence result
which is valid for a weak singularity, whereas the validity of
such results under a strong force assumption remains as an
open problem, which was partially solved in [32].
Th em a i na i mo ft h i ss u r v e yi st op r e s e n ts o m er e c e n t
existence results for singular differential equations. In partic-
ular, we will consider the scalar singular equations, singular
damped equations, singular impulsive equations, and singu-
lar differential systems. We will also include some examples
to illustrate the results presented.
Therestofthispaperisorganizedasfollows.InSection 2,
we will state some important results for the second-order
scalar singular differential equations. Singular damped equa-
tions will be considered in Section 3.I nSection 4, singular
impulsive differential equations will be studied. Finally in
Section 5, we will focus on the singular differential sys-
tems. Sections 2 and 3 are mainly written by the first
author. Section 4 is mainly written by the second author,
and Section 5 is mainly completed by the third author.2 Abstract and Applied Analysis
All the results presented in Sections 3–5 shed some lights
on the differences between a strong singularity and a weak
singularity.
Finally in this section, we must note that besides the
results presented in this survey, many interesting and impor-
tant results on singular differential equations have been
obtained by other researchers, see, for example, [9, 40–45]
and the references cited therein.
In this paper, we denote the essential supremum and
infimum of 𝑝 by 𝑝
∗ and 𝑝∗, respectively, for a given function
𝑝∈𝐿
1[0,𝑇] essentially bounded.
2. Second-Order Scalar Singular Equations
In this section, we recall some results for second-order
singular differential equations
𝑥
򸀠򸀠 +𝑎(𝑡)𝑥=𝑓(𝑡,𝑥) +𝑒(𝑡), (2)
here 𝑎(𝑡), 𝑒(𝑡) are continuous, 𝑇-periodic functions. The
nonlinearity 𝑓(𝑡,𝑥) is continuous in (𝑡,𝑥) and 𝑇-periodic in
𝑡 and has a singularity at 𝑥=0 .
First we need to present some preliminary results on the
linear equation
𝑥
򸀠򸀠 +𝑎(𝑡)𝑥=𝑝(𝑡) (3)
with periodic boundary conditions
𝑥(0) =𝑥(𝑇),𝑥
򸀠 (0) =𝑥
򸀠 (𝑇). (4)
We assume the following:
(A) the Green function 𝐺(𝑡,𝑠),a s s o c i a t e dw i t h( 3)-(4), is
positive for all (𝑡,𝑠)∈[0,𝑇]×[0,𝑇],o r
(B) the Green function 𝐺(𝑡,𝑠),a s s o c i a t e dw i t h( 3)-(4), is
nonnegative for all (𝑡,𝑠) ∈ [0,𝑇] × [0,𝑇].
When 𝑎(𝑡) = 𝑘
2, condition (A) is equivalent to 0<𝑘
2 <
𝜆1 = (𝜋/𝑇)
2 and condition (B) is equivalent to 0<𝑘
2 ≤𝜆 1.
In this case, we have
𝐺(𝑡,𝑠)=
{ { {
{ { {
{
sin𝑘(𝑡−𝑠 ) + sin𝑘(𝑇−𝑡+𝑠 )
2𝑘(1−cos𝑘𝑇)
, 0≤𝑠≤𝑡≤𝑇 ,
sin𝑘(𝑠−𝑡 ) + sin𝑘(𝑇−𝑠+𝑡 )
2𝑘(1−cos𝑘𝑇)
, 0≤𝑡≤𝑠≤𝑇 .
(5)
For a nonconstant function 𝑎(𝑡),t h e r ei sa n𝐿
𝑝-criterion
proved in [46], which is given in Lemma 1 for the sake of
completeness. Let K(𝑞) denote the best Sobolev constant in
the following inequality:
𝐶‖𝑢‖
2
𝑞 ≤‖ 𝑢
򸀠‖
2
2, ∀ 𝑢∈𝐻
1
0 (0,𝑇). (6)
The explicit formula for K(𝑞) is
K(𝑞) =
{ { { { {
{ { { { {
{
2𝜋
𝑞𝑇1+2/𝑞(
2
2+𝑞
)
1−2/𝑞
(
Γ(1/𝑞)
Γ(1/2 + 1/𝑞)
)
2
if 1≤𝑞<∞ ,
4
𝑇
if 𝑞=∞ ,
(7)
where Γ is the gamma function, see [47, 48].
Lemma 1 (see [46, Corollary 2.3]). Assume that 𝑎(𝑡) ≻ 0 and
𝑎∈𝐿
𝑝[0,𝑇] for some 1≤𝑝≤∞ .I f
‖𝑎‖𝑝 < K(2̃ 𝑝), (8)
then the condition (A) holds. Moreover, condition (B) holds if
‖𝑎‖𝑝 ≤ K(2̃ 𝑝). (9)
When the hypothesis (A) is satisfied, we denote
𝑚= min
0≤𝑠,𝑡≤𝑇
𝐺(𝑡,𝑠),𝑀 = max
0≤𝑠,𝑡≤𝑇
𝐺(𝑡,𝑠),𝜎 =
𝑚
𝑀
. (10)
Obviously, 𝑀>𝑚>0and 0<𝜎<1 .
The first existence result deals with the case of a strong
s i n g u l a r i t ya n dt h ep r o o fi sb a s e do nt h ef o l l o w i n gn o n l i n e a r
alternative of Leray-Schauder, which can be found in [49]o r
[50,p a g e s1 2 0 – 1 3 0 ] .
Lemma 2. Assume Ω is an open subset of a convex set K in
an o r m e dl i n e a rs p a c e𝑋 and 𝑝∈Ω .L e t𝑇:Ω→𝐾 be a
compact and continuous map. Then one of the following two
conclusions holds.
(I) 𝑇 has at least one fixed point in Ω.
(II) There exists 𝑥∈𝜕 Ωand 0<𝜆<1such that 𝑥=
𝜆𝑇𝑥 + (1 − 𝜆)𝑝.
Theorem3(see[37,Theo r em4.1]). Suppose that 𝑎(𝑡)satisfies
(A) and 𝑓(𝑡,𝑥) satisfies the following.
(H1) There exists a nonincreasing positive continuous func-
tion 𝑔0(𝑥) on (0,∞) and a constant 𝑅0 >0such that
𝑓(𝑡,𝑥) ≥ 𝑔0(𝑥)for(𝑡,𝑥)∈[0,𝑇]×(0,𝑅 0],where𝑔0(𝑥)
satisfies
lim
𝑥→0 +𝑔0 (𝑥) =+ ∞ , lim
𝑥→0 + ∫
𝑅0
𝑥
𝑔0 (𝑢)𝑑𝑢 = +∞. (11)
(H2) Thereexistcontinuous,nonnegativefunctions𝑔(𝑥)and
ℎ(𝑥) such that
0≤𝑓(𝑡,𝑥) ≤𝑔(𝑥) +ℎ(𝑥) ∀(𝑡,𝑥) ∈ [0,𝑇] × (0,∞),
(12)
𝑔(𝑥) > 0 is nonincreasing and ℎ(𝑥)/𝑔(𝑥) is nonde-
creasing in 𝑥 ∈ (0,∞).
(H3) There exists a positive number 𝑟 such that 𝜎𝑟 + 𝗾∗ >0
and
𝑟
𝑔(𝜎𝑟+𝗾 ∗){1+(ℎ(𝑟+𝗾 ∗)/𝑔(𝑟+𝗾 ∗))}
>𝜔
∗, (13)
here
𝗾(𝑡) = ∫
𝑇
0
𝐺(𝑡,𝑠)𝑒(𝑠)𝑑𝑠, 𝜔(𝑡) = ∫
𝑇
0
𝐺(𝑡,𝑠)𝑑𝑠. (14)
Then for each 𝑒∈C(R/𝑇Z,R), (2) has at least one positive
periodicsolution𝑥with𝑥(𝑡) > 𝗾(𝑡)forall𝑡and0 < ‖𝑥−𝗾‖ < 𝑟.Abstract and Applied Analysis 3
Note that the study in [37, Theorem 4.1] is slightly
different from the above presentation. However, the proof
of the above theorem follows from that of [37,Th e o r e m
4.1] with some minor necessary changes. Condition (H1)
correspondstotheclassicalstrongforcecondition,whichwas
first introduced by Gordon in [30]. In fact, condition (H1)
is only used when we try to obtain a prior lower bound. In
Theorem 4, we will show that, for the case 𝗾∗ ≥0 ,w ec a n
remove the strong force condition (H1) and replace it by one
weak force condition.
Theorem 4 (see [33, Theorem 3.1]). Assume that (A) and
(H2)-(H3) are satisfied. Suppose further the following condi-
tion.
(H4) For each constant 𝐿>0 , there exists a continuous
function 𝜙𝐿 ≻0 such that 𝑓(𝑡,𝑥) ≥ 𝜙𝐿(𝑡) for all
(𝑡,𝑥)∈[0,𝑇]×(0,𝐿].
Then for each 𝑒(𝑡) with 𝗾∗ ≥0 , (2) h a sa tl e a s to n ep o s i t i v e
periodicsolution𝑥with𝑥(𝑡) > 𝗾(𝑡)forall𝑡and0 < ‖𝑥−𝗾‖ < 𝑟.
For the superlinear case, we can establish the multiplicity
result. The proof is based on a well-known fixed point
theorem in cones, which can be found in [51]. Let 𝐾 be a
cone in 𝑋 and 𝐷 is a subset of 𝑋,w ew r i t e𝐷𝐾 =𝐷∩𝐾and
𝜕𝐾𝐷=( 𝜕 𝐷 )∩𝐾 .
Theorem 5 (see [51]). Let 𝑋 be a Banach space and 𝐾 ac o n e
in 𝑋. Assume Ω
1,Ω
2 are open bounded subsets of X with
Ω
1
𝐾 ̸ =0,Ω
1
𝐾 ⊂Ω
2
𝐾.L e t
𝑇:Ω
2
𝐾 򳨀→ 𝐾 (15)
be a completely continuous operator such that
(a) ‖𝑇𝑥‖ ≤ ‖𝑥‖ for 𝑥∈𝜕 𝐾Ω
1,
(b) there exists 𝜐∈𝐾 \ { 0 } such that 𝑥 ̸ =𝑇 𝑥 +
𝜆𝜐 𝑓𝑜𝑟𝑎𝑙𝑙 𝑥 ∈ 𝜕𝐾Ω
2 and all 𝜆>0 .
Then 𝑇 has a fixed point in Ω
2
𝐾 \Ω
1
𝐾.
Theorem6(see[33,Theorem3.2]). Supposethat𝑎(𝑡)satisfies
(A) and 𝑓(𝑡,𝑥) satisfies (H2)-(H3). Furthermore, assume the
following conditions.
(H5) There exist continuous, nonnegative functions
𝑔1(𝑥), ℎ1(𝑥) such that
𝑓(𝑡,𝑥) ≥𝑔 1 (𝑥) +ℎ 1 (𝑥),∀ (𝑡,𝑥) ∈ [0,𝑇] × (0,∞), (16)
𝑔1(𝑥) > 0 is nonincreasing and ℎ1(𝑥)/𝑔1(𝑥) is non-
decreasing in 𝑥.
(H6) There exists 𝑅>0with 𝜎𝑅 > 𝑟 such that
𝜎𝑅
𝑔1 (𝑅 + 𝗾∗){1+(ℎ 1 (𝜎𝑅 + 𝗾∗)/𝑔 1 (𝜎𝑅 + 𝗾∗))}
≤𝜔 ∗. (17)
Then(2)hasonepositiveperiodicsolution ̃ 𝑥with𝑟<‖̃ 𝑥−𝗾‖≤
𝑅.
CombinedTheorems3 and 4 with Theorem 6,w ec a ng e t
the following two multiplicity results.
Theorem7. Supposethat𝑎(𝑡)satisfies(A)and𝑓(𝑡,𝑥)satisfies
(H1)–(H3)a n d( H 5)-(H6). Then (2) has two different positive
periodic solutions 𝑥 and ̃ 𝑥 with0<‖𝑥−𝗾‖<𝑟<‖̃ 𝑥−𝗾‖≤𝑅.
Theorem8. Supposethat𝑎(𝑡)satisfies(A)and𝑓(𝑡,𝑥)satisfies
(H2)–(H6). Then (2) has two different positive periodic solu-
tions 𝑥 and ̃ 𝑥 with 0<‖ 𝑥−𝗾 ‖<𝑟<‖̃ 𝑥−𝗾 ‖≤𝑅 .
To illustrate our results, we have selected the following
singular equation:
𝑥
򸀠򸀠 +𝑎(𝑡)𝑥=𝑥
−𝗼 +𝜇 𝑥
𝗽 +𝑒(𝑡), (18)
here 𝑎,𝑒 ∈ C[0,𝑇], 𝗼,𝗽 > 0,a n d𝜇∈R is a given parameter.
The corresponding results are also valid for the general case
𝑥
򸀠򸀠 +𝑎(𝑡)𝑥=
𝑏(𝑡)
𝑥𝗼 +𝜇 𝑐(𝑡)𝑥
𝗽 +𝑒(𝑡), (19)
with 𝑏,𝑐 ∈ C[0,𝑇].
Corollary 9. Assume that 𝑎(𝑡) satisfies (A) and 𝗼>0 ,𝗽≥
0, 𝜇 > 0.Th e no n eh a st h ef o l l o w i n gr e s u l t s .
(i) If 𝗼≥1 , 𝗽<1 ,t h e nf o re a c h𝑒∈C(R/𝑇Z,R), (18)
has at least one positive periodic solution for all 𝜇>0 .
(ii) If 𝗼≥1 , 𝗽≥1 ,t h e nf o re a c h𝑒∈C(R/𝑇Z,R), (18)
has at least one positive periodic solution for each 0<
𝜇<𝜇 1;h e r e𝜇1 is some positive constant.
(iii) If 𝗼≥1 , 𝗽>1 ,t h e nf o re a c h𝑒∈C(R/𝑇Z,R), (18)
has at least two positive periodic solutions for each 0<
𝜇<𝜇 1.
(iv) If 𝗼>0 , 𝗽<1 ,t h e nf o re a c h𝑒∈C(R/𝑇Z,R),w i t h
𝗾∗ ≥0 , (18) h a sa tl e a s to n ep o s i t i v ep e r i o d i cs o l u t i o n
for all 𝜇>0 .
(v) If 𝗼>0 , 𝗽≥1 ,t h e nf o re a c h𝑒∈C(R/𝑇Z,R),w i t h
𝗾∗ ≥0 , (18) h a sa tl e a s to n ep o s i t i v ep e r i o d i cs o l u t i o n
for each 0<𝜇<𝜇 1.
(vi) If 𝗼>0 , 𝗽>1 ,t h e nf o re a c h𝑒∈C(R/𝑇Z,R),w i t h
𝗾∗ ≥0 , (18) has at least two positive periodic solutions
for each 0<𝜇<𝜇 1.
All the above results require that the linear equation
satisfies(A),whichcannotcoverthecriticalcase.Thenextfew
results deal with the case when the condition (B) is satisfied
and the proof is based on Schauder’s fixed point theorem.4 Abstract and Applied Analysis
Theorem 10 (see [31, Theorem 3.1]). Assume that conditions
(B) and (H2)a n d( H 4) are satisfied. Furthermore, suppose that
(H7) there exists a positive constant 𝑅>0such that 𝑅>
Φ∗,Φ ∗ +𝗾 ∗ >0and
𝑅≥𝑔( Φ ∗ +𝗾 ∗){1+
ℎ(𝑅+𝗾
∗)
𝑔(𝑅+𝗾 ∗)
}𝜔
∗, (20)
here Φ∗ = min𝑡Φ(𝑡), Φ(𝑡) = ∫
𝑇
0 𝐺(𝑡,𝑠)𝜙𝑅+𝗾∗(𝑠)𝑑𝑠.
Then (2) has at least one positive 𝑇-periodic solution.
As an application of Theorem 10, we consider the case
𝗾∗ =0 . Corollary 11 is a direct result of Theorem 10.
Corollary11(see [31, Corollary3.2]). Assume that conditions
(B) and (H2)a n d( H 4) are satisfied. Furthermore, assume that
(H8) there exists a positive constant 𝑅>0such that 𝑅>Φ ∗
and
𝑅≥𝑔( Φ ∗){1+
ℎ(𝑅+𝗾
∗)
𝑔(𝑅+𝗾 ∗)
}𝜔
∗. (21)
If 𝗾∗ =0 ,t h e n(2) h a sa tl e a s to n ep o s i t i v e𝑇-periodic solution.
Corollary 12 (see [31, Example 3.5]). Suppose that 𝑎 satisfies
(B) and 0<𝗼<1 , 𝗽≥0 ,t h e nf o re a c h𝑒(𝑡) ∈ C(R/𝑇Z,R),
with 𝗾∗ =0 , one has the following:
(i) if 𝗼+𝗽<1−𝗼
2,t h e n(18) has at least one positive
periodic solution for each 𝜇≥0 ,
(ii) if 𝗼+𝗽≥1−𝗼
2,t h e n(18) has at least one positive
𝑇-periodic solution for each 0≤𝜇<𝜇 2,w h e r e𝜇2 is
some positive constant.
The next results explore the case when 𝗾∗ >0 .
Theorem13(see[31,Theorem3.6]). Supposethat𝑎(𝑡)satisfies
(B) and 𝑓(𝑡,𝑥) satisfies condition (H2). Furthermore, assume
that
(H9) there exists 𝑅>𝗾
∗ such that
𝑔(𝗾 ∗){1+
ℎ(𝑅+𝗾
∗)
𝑔(𝑅+𝗾 ∗)
}𝜔
∗ ≤𝑅 . (22)
If 𝗾∗ >0 ,t h e n(2) h a sa tl e a s to n ep o s i t i v e𝑇-periodic solution.
Corollary 14 (see [31, Example 3.8]). Suppose that 𝑎(𝑡)
satisfies (B) and 𝗼,𝗽 ≥ 0,t h e nf o re a c h𝑒∈C(R/𝑇Z,R),w i t h
𝗾∗ >0 , one has the following:
(i) if 𝗼+𝗽 < 1 ,t h e n(18) has at least one positive 𝑇-
periodic solution for each 𝜇≥0 ,
(ii) if 𝗼+𝗽 ≥ 1 ,t h e n(18) has at least one positive 𝑇-
periodic solution for each 0≤𝜇<𝜇 3,w h e r e𝜇3 is some
positive constant.
3. Singular Damped Equations
In this section, we recall some results on second-order
singular damped differential equations
𝑥
򸀠򸀠 +ℎ(𝑡)𝑥
򸀠 +𝑎(𝑡)𝑥=𝑓(𝑡,𝑥,𝑥
򸀠), (23)
where ℎ,𝑎 ∈ C(R/𝑇Z,R) and the nonlinearity 𝑓∈
C((R/𝑇Z)×( 0 ,∞ )×R,R). In particular, the nonlinearity
m a yh a v ear e p u l s i v es i n g u l a r i t ya t𝑥=0 ,w h i c hm e a n st h a t
lim
𝑥→0 +𝑓(𝑡,𝑥,𝑦)=+∞, uniformly in (𝑡,𝑦) ∈ R
2. (24)
First we recall some results on the linear damped equation
𝑥
򸀠򸀠 +ℎ(𝑡)𝑥
򸀠 +𝑎(𝑡)𝑥=0 , (25)
associated to periodic boundary conditions (4). As in the
last section, we say that (25)-(4)i sn o n r e s o n a n tw h e ni t s
unique𝑇-periodicsolutionisthetrivialone.When(25)-(4)is
nonresonant, as a consequence of Fredholm’s alternative, the
nonhomogeneous equation
𝑥
򸀠򸀠 +ℎ(𝑡)𝑥
򸀠 +𝑎(𝑡)𝑥=𝑙(𝑡) (26)
admits a unique 𝑇-periodic solution which can be written as
𝑥(𝑡) = ∫
𝑇
0
𝐺2 (𝑡,𝑠)𝑙(𝑠)𝑑𝑠, (27)
where 𝐺2(𝑡,𝑠) is the Green’s function of problem (25)-(4).
We also assume that the following standing hypothesis is
satisfied.
(C) TheGreen’sfunction𝐺2(𝑡,𝑠),associatedwith(25)-(4),
is positive for all (𝑡,𝑠) ∈ [0,𝑇] × [0,𝑇].
Toguaranteethat(C)issatisfied,werequiretheantimaxi-
mumprinciplefor(25)-(4)provedbyHaklandT orresin[52].
To do this, let us define the functions
𝜎(ℎ)(𝑡) = exp(∫
𝑡
0
ℎ(𝑠)𝑑𝑠),
𝜎1 (ℎ)(𝑡) =𝜎(ℎ)(𝑇)∫
𝑡
0
𝜎(ℎ)(𝑠)𝑑𝑠 + ∫
𝑇
𝑡
𝜎(ℎ)(𝑠)𝑑𝑠.
(28)
Lemma 15 (see [52,Th e o r e m2 . 2 ] ) .Assume that 𝑎 ̸ ≡0 and
the following two inequalities are satisfied:
∫
𝑇
0
𝑎(𝑠)𝜎(ℎ)(𝑠)𝜎1 (−ℎ)(𝑠)𝑑𝑠 ≥ 0,
sup
0≤𝑡≤𝑇
{∫
𝑡+𝑇
𝑡
𝜎(−ℎ)(𝑠)𝑑𝑠∫
𝑡+𝑇
𝑡
[𝑎(𝑠)] +𝜎(ℎ)(𝑠)𝑑𝑠} ≤ 4,
(29)
where [𝑎(𝑠)]+ = max{𝑎(𝑠),0}.Th e n( C )h o l d s .
For the special case ∫
𝑇
0 𝑎(𝑡)𝜎(ℎ)(𝑡)𝑑𝑡 > 0 and ℎ∈
̃ C(R/𝑇Z): ={ ℎ∈C(R/𝑇Z):ℎ=0 } , one criterion has been
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Theorem 16 (see [40,Th e o r e m5 . 1 ] ) .Assume that ℎ∈
̃ C(R/𝑇Z) and ∫
𝑇
0 𝑎(𝑡)𝜎(ℎ)(𝑡)𝑑𝑡 > 0. Suppose further that
there exists 1≤𝑝≤∞such that
(𝐵(𝑇))
1+1/𝑞򵄩 򵄩 򵄩 򵄩A+
򵄩 򵄩 򵄩 򵄩𝑝,𝑇 < M
2 (2𝑞), (30)
where
𝐵(𝑇) = ∫
𝑇
0
𝜎(−ℎ)(𝑡)𝑑𝑡,
A+ (𝑡) =𝑎 + (𝑡)(𝜎(ℎ)(𝑡))
2−1/𝑝.
(31)
Then (𝐶)h o l d s .
Theorem 17 (see [35, Theorem 3.2]). Suppose that (25)
satisfies (C) and
∫
𝑇
0
𝑎(𝑡)𝜎(ℎ)(𝑡)𝑑𝑡 > 0. (32)
Furthermore, assume that there exists a constant 𝑟>0such
that
(G1) there exists a continuous function 𝜙𝑟 ≻0 such that
𝑓(𝑡,𝑥,𝑦) ≥ 𝜙𝑟(𝑡) for all (𝑡,𝑥,𝑦) ∈ [0,𝑇]×(0,𝑟]×
(−∞,∞),
(G2) thereexistcontinuous,nonnegativefunctions 𝑔(⋅),ℎ(⋅),
and 򰜚(⋅) such that
0≤𝑓( 𝑡 ,𝑥 ,𝑦 )≤( 𝑔(𝑥) +ℎ(𝑥))򰜚(򵄨 򵄨 򵄨 򵄨𝑦򵄨 򵄨 򵄨 򵄨),
∀(𝑡,𝑥,𝑦)∈[0,𝑇] × (0,𝑟] × R,
(33)
where 𝑔(⋅) > 0 is nonincreasing, ℎ(⋅)/𝑔(⋅) is non-
decreasing in (0,𝑟],a n d򰜚(⋅) is non-decreasing in
(0,∞),
(G 3 ) the following inequality holds:
𝑟
𝑔(𝜄𝑟){1 + (ℎ(𝑟)/𝑔(𝑟))}򰜚(𝐿𝑟)
>𝜔
∗, (34)
where
𝜔(𝑡) = ∫
𝑇
0
𝐺(𝑡,𝑠)𝑑𝑠, 𝐿 =
2∫
𝑇
0 𝑎(𝑡)𝜎(ℎ)(𝑡)𝑑𝑡
min0≤𝑡≤𝑇𝜎(ℎ)(𝑡)
,
𝜄=
𝑚
𝑀
,𝑚 = min
0≤𝑠,𝑡≤𝑇
𝐺(𝑡,𝑠),𝑀 = max
0≤𝑠,𝑡≤𝑇
𝐺(𝑡,𝑠),
(35)
then (23) h a sa tl e a s to n ep o s i t i v e𝑇-periodic solution 𝑥 with
0 < ‖𝑥‖ ≤ 𝑟.
Corollary 18(see [35, Corollary 3.3]). Let the nonlinearity in
(23) be
𝑓(𝑡,𝑥,𝑦) = (1+򵄨 򵄨 򵄨 򵄨𝑦򵄨 򵄨 򵄨 򵄨
𝗾)(𝑥
−𝗼 +𝜇 𝑥
𝗽), (36)
where 𝗼>0 , 𝗽,𝗾 ≥ 0, 𝜇>0is a positive parameter.
(i) If 𝗽+𝗾<1,t h e n(23) has at least one positive periodic
solution for each 𝜇>0 .
(ii) If 𝗽+𝗾≥1,t h e n(23) has at least one positive periodic
solution for each 0<𝜇<𝜇
∗
1,w h e r e𝜇
∗
1 is some positive
constant.
Corollary 19(see [35,Co r o l l a ry3 . 4 ] ) . Let the nonlinearity in
(23) be
𝑓(𝑡,𝑥,𝑦)=(1+򵄨 򵄨 򵄨 򵄨𝑦򵄨 򵄨 򵄨 򵄨
𝗾)(
1
𝑥𝗼 −
𝜇
𝑥𝗽), (37)
where 𝗼>𝗽>0 ,𝗾≥0with 𝗾<𝗼+1 , 𝜇>0is a positive
parameter. Then there exists a positive constant 𝜇
∗
2 such that
(23) h a sa tl e a s to n ep o s i t i v e𝑇-periodic solution for each 0≤
𝜇<𝜇
∗
2.
Corollary 19 is interesting because the singularity on the
right-handsidecombinesattractiveandrepulsiveeffects.The
analysis of such differential equations with mixed singular-
ities is at this moment very incomplete, and few references
canbecited[22,44].Therefore,theresultsinCorollary 19can
be regarded as one contribution to the literature trying to fill
partially this gap in the study of singularities of mixed type.
Asinthelastsection,ifweassumethatthelinearequation
(25)-(4)h a san o n n e g a t i v eG r e e n ’ sf u n c t i o n ,w ec a na l s og e t
someresultsbasedonSchauder’sfixedpointtheorem,andthe
results can cover the critical case.
4. Singular Impulsive Differential Equations
In this section, we will study the existence of periodic solu-
tions for some singular differential equations with impulsive
effects by using variational methods.
Firstly, we consider the following second-order nonau-
tonomous singular problem:
𝑢
򸀠򸀠 −
𝑏(𝑡)
𝑢𝗼 =𝑒(𝑡), a.e.𝑡 ∈ (0,𝑇),
𝑢(0) −𝑢(𝑇) =𝑢
򸀠 (0) −𝑢
򸀠 (𝑇) =0 ,
(38)
under the impulse conditions
Δ𝑢
򸀠 (𝑡𝑗)=𝐼 𝑗 (𝑢(𝑡𝑗)), 𝑗=1,2,...,𝑝−1, (39)
where𝑡𝑗,𝑗=1,2,...,𝑝−1aretheinstantswheretheimpulses
occur and 0=𝑡 0 <𝑡 1 <𝑡 2 <⋅⋅⋅<𝑡 𝑝−1 <𝑡 𝑝 =𝑇 , 𝐼𝑗 : R →
R (𝑗=1,2,...,𝑝−1)are continuous.
Our result is presented as follows.
Theorem 20 (see [19,Th e o r e m1 . 1 ] ) .Assume that 𝗼>1and
the following conditions hold.
(𝑆1) 𝑏∈C
1([0,𝑇],(0,∞)) is 𝑇-periodic and 𝑏
򸀠(𝑡) ≥ 0 for
all 𝑡∈[ 0 ,𝑇 ] .
(𝑆2) 𝑒∈𝐿
2([0,𝑇],R) is 𝑇-periodic and ∫
𝑇
0 𝑒(𝑡)𝑑𝑡 < 0.
(𝑆3) Thereexisttwoconstants𝑚,𝑀suchthatforany𝑡∈R,
𝑚≤𝐼 𝑗 (𝑡) ≤𝑀, 𝑗=1,2,...,𝑝−1, (40)
where 𝑚<0and 0 ≤ 𝑀 < (−1/(𝑝 − 1))∫
𝑇
0 𝑒(𝑡)𝑑𝑡.6 Abstract and Applied Analysis
(𝑆4) For any 𝑡∈R,
∫
𝑡
0
𝐼𝑗 (𝑠)𝑑𝑠≥0, 𝑗=1,2,...,𝑝−1. (41)
Then problem (38)-(39) has at least one solution.
Remark 21. In fact, it is not difficult to find some functions 𝐼𝑗
satisfying (𝑆3)a n d( 𝑆4). For example,
𝐼𝑗 (𝑡) = sin𝑡, 𝑡 ∈ R. (42)
Let
𝐻
1
𝑇 ={ 𝑢 : [0,𝑇] 򳨀→ R |𝑢is absolutely continuous,
𝑢(0) =𝑢(𝑇) and 𝑢
򸀠 ∈𝐿
2 ([0,𝑇],R)},
(43)
with the inner product
(𝑢,𝑣) = ∫
𝑇
0
𝑢(𝑡)𝑣(𝑡)𝑑𝑡 + ∫
𝑇
0
𝑢
򸀠 (𝑡)𝑣
򸀠 (𝑡)𝑑𝑡, ∀𝑢,𝑣 ∈ 𝐻
1
𝑇.
(44)
The corresponding norm is defined by
‖𝑢‖𝐻1
T =( ∫
𝑇
0
|𝑢(𝑡)|
2𝑑𝑡 + ∫
𝑇
0
|𝑢
򸀠(𝑡)|
2
𝑑𝑡)
1/2
,∀ 𝑢 ∈ 𝐻
1
𝑇.
(45)
Then 𝐻
1
𝑇 is a Banach space (in fact it is a Hilbert space).
If 𝑢∈𝐻
1
𝑇,t h e n𝑢 is absolutely continuous and 𝑢
򸀠 ∈
𝐿
2([0,𝑇],R).I nt h i sc a s e ,Δ𝑢
򸀠(𝑡) = 𝑢
򸀠(𝑡
+)−𝑢
򸀠(𝑡
−)=0is not
necessarilyvalidforevery𝑡 ∈ (0,𝑇)andthederivative𝑢
򸀠 may
exist some discontinuities. It may lead to impulse effects.
Following the ideas of [53], take 𝑣∈𝐻
1
𝑇 and multiply the
two sides of the equality
−𝑢
򸀠򸀠 +
𝑏(𝑡)
𝑢𝗼 +𝑒(𝑡) =0 (46)
by 𝑣 and integrate from 0 to 𝑇,s ow eh a v e
∫
𝑇
0
[−𝑢
򸀠򸀠 +
𝑏(𝑡)
𝑢𝗼 +𝑒(𝑡)]𝑣𝑑𝑡=0. (47)
Note that since 𝑢
򸀠(0) − 𝑢
򸀠(𝑇) = 0,o n eh a s
∫
𝑇
0
𝑢
򸀠򸀠 (𝑡)𝑣(𝑡)𝑑𝑡
=
𝑝−1
∑
𝑗=0
∫
𝑡𝑗+1
𝑡𝑗
𝑢
򸀠򸀠 (𝑡)𝑣(𝑡)𝑑𝑡
=
𝑝−1
∑
𝑗=0
(𝑢
򸀠 (𝑡
−
j+1)𝑣(𝑡
−
𝑗+1)−𝑢
򸀠 (𝑡
+
𝑗)𝑣(𝑡
+
𝑗))
−
𝑝−1
∑
𝑗=0
∫
𝑡𝑗+1
𝑡𝑗
𝑢
򸀠 (𝑡)𝑣
򸀠 (𝑡)𝑑𝑡
=𝑢
򸀠 (𝑇)𝑣(𝑇) −𝑢
򸀠 (0)𝑣(0) −
𝑝−1
∑
𝑗=1
Δ𝑢
򸀠 (𝑡𝑗)𝑣(𝑡 𝑗)
− ∫
𝑇
0
𝑢
򸀠 (𝑡)𝑣
򸀠 (𝑡)𝑑𝑡
=−
𝑝−1
∑
𝑗=1
𝐼𝑗 (𝑢(𝑡𝑗))𝑣(𝑡𝑗)−∫
𝑇
0
𝑢
򸀠 (𝑡)𝑣
򸀠 (𝑡)𝑑𝑡.
(48)
Combining with (47), we get
∫
𝑇
0
𝑢
򸀠 (𝑡)𝑣
򸀠 (𝑡)𝑑𝑡 +
𝑝−1
∑
𝑗=1
𝐼𝑗 (𝑢(𝑡𝑗))𝑣(𝑡 𝑗)
+ ∫
𝑇
0
𝑏(𝑡)
𝑢𝗼 𝑣(𝑡)𝑑𝑡 + ∫
𝑇
0
𝑒(𝑡)𝑣(𝑡)𝑑𝑡 = 0.
(49)
As a result, we introduce the following concept of a weak
solution for problem (38)-(39).
Definition 22. One says that a function 𝑢∈𝐻
1
𝑇 is a weak
solution of problem (38)-(39)i f
∫
𝑇
0
𝑢
򸀠 (𝑡)𝑣
򸀠 (𝑡)𝑑𝑡 +
𝑝−1
∑
𝑗=1
𝐼𝑗 (𝑢(𝑡𝑗))𝑣(𝑡 𝑗)
+ ∫
𝑇
0
𝑏(𝑡)
𝑢𝗼 𝑣(𝑡)𝑑𝑡 + ∫
𝑇
0
𝑒(𝑡)𝑣(𝑡)𝑑𝑡 = 0
(50)
holds for any 𝑣∈𝐻
1
𝑇.
Define the functional Φ:𝐻
1
𝑇 → R by
Φ(𝑢) :=
1
2
∫
𝑇
0
򵄨 򵄨 򵄨 򵄨 򵄨𝑢
򸀠 (𝑡)
򵄨 򵄨 򵄨 򵄨 򵄨
2
𝑑𝑡 +
𝑝−1
∑
𝑗=1
∫
𝑢(𝑡𝑗)
0
𝐼𝑗 (𝑠)𝑑𝑠
+ ∫
𝑇
0
𝑏(𝑡)(∫
𝑢(𝑡)
1
1
𝑠𝗼𝑑𝑠)𝑑𝑡 + ∫
𝑇
0
𝑒(𝑡)𝑢(𝑡)𝑑𝑡,
(51)
for every 𝑢∈𝐻
1
𝑇. Clearly, Φ𝜆 is well defined on 𝐻
1
𝑇,c o n -
tinuously G´ ateaux differentiable functional whose G´ ateaux
derivative is the functional Φ
򸀠
𝜆(𝑢),g i v e nb y
Φ
򸀠
𝜆 (𝑢)𝑣= ∫
𝑇
0
𝑢
򸀠 (𝑡)𝑣
򸀠 (𝑡)𝑑𝑡 +
𝑝−1
∑
𝑗=1
𝐼𝑗 (𝑢(𝑡𝑗))𝑣(𝑡 𝑗)
− ∫
𝑇
0
𝑏(𝑡)
𝑢𝗼 𝑣(𝑡)𝑑𝑡 + ∫
𝑇
0
𝑒(𝑡)𝑣(𝑡)𝑑𝑡,
(52)
for any 𝑣∈𝐻
1
𝑇. Moreover, it is easy to verify that Φ𝜆 is
weakly lower semicontinuous. Indeed, if {𝑢𝑛}⊂𝐻
1
𝑇,𝑢∈𝐻
1
𝑇,
and 𝑢𝑛 ⇀𝑢 ,t h e n{𝑢𝑛} converges uniformly to 𝑢 on [0,𝑇]Abstract and Applied Analysis 7
and 𝑢𝑛 →𝑢 on 𝐿
2([0,𝑇]), and combining the fact that
liminf𝑛→∞‖𝑢𝑛‖𝐻1
𝑇 ≥‖ 𝑢 ‖ 𝐻1
𝑇,o n eh a s
liminf
𝑛→∞ Φ𝜆 (𝑢𝑛)
= liminf
𝑛→∞ (
1
2
򵄩 򵄩 򵄩 򵄩𝑢𝑛
򵄩 򵄩 򵄩 򵄩
2
𝐻1
𝑇 −
1
2
∫
𝑇
0
򵄨 򵄨 򵄨 򵄨𝑢𝑛 (𝑡)򵄨 򵄨 򵄨 򵄨
2𝑑𝑡
+
𝑝−1
∑
𝑗=1
∫
𝑢𝑛(𝑡𝑗)
0
𝐼𝑗 (𝑠)𝑑𝑠
− ∫
𝑇
0
𝑏(𝑡)(∫
𝑢𝑛(𝑡)
1
1
𝑠𝗼𝑑𝑠)𝑑𝑡
+∫
𝑇
0
𝑒(𝑡)𝑢𝑛 (𝑡)𝑑𝑡)
≥
1
2
∫
𝑇
0
򵄨 򵄨 򵄨 򵄨 򵄨𝑢
򸀠 (𝑡)
򵄨 򵄨 򵄨 򵄨 򵄨
2
𝑑𝑡 +
𝑝−1
∑
𝑗=1
∫
𝑢(𝑡𝑗)
0
𝐼𝑗 (𝑠)𝑑𝑠
− ∫
𝑇
0
𝑏(𝑡)(∫
𝑢(𝑡)
1
1
𝑠𝗼𝑑𝑠)𝑑𝑡 + ∫
𝑇
0
𝑒(𝑡)𝑢(𝑡)𝑑𝑡 = Φ𝜆 (𝑢).
(53)
By the standard discussion, the critical points of Φ𝜆 are the
weak solutions of problem (38)-(39), see [53, 54].
The following version of the mountain pass theorem will
be used in our argument.
Theorem 23 (see [55,Th e o r e m4 . 1 0 ] ) .Let 𝑋 be a Banach
space and let 𝜑∈𝐶
1(𝑋,R). Assume that there exist 𝑥0,𝑥 1 ∈𝑋
and an open neighborhood Ω of 𝑥0 such that 𝑥1 ∈𝑋\Ω and
max{𝜑(𝑥0),𝜑(𝑥 1)} < inf
𝑥∈𝜕Ω
𝜑(𝑥). (54)
Let
Γ={ ℎ∈𝐶([0,1],𝑋) :ℎ(0) =𝑥 0,ℎ(1) =𝑥 1},
𝑐=inf
ℎ∈Γ
max
𝑠∈[0,1]
𝜑(ℎ(𝑠)).
(55)
If 𝜑 satisfies the (PS)-condition, that is, a sequence {𝑢𝑛} in 𝑋
satisfying 𝜑(𝑢𝑛) is bounded and 𝜑
򸀠(𝑢𝑛)→0 as 𝑛→∞ has
a convergent subsequence, then 𝑐 is a critical value of 𝜑 and
𝑐>max{𝜑(𝑥0),𝜑(𝑥1)}.
Next we consider 𝑇-periodic solution for another impul-
sive singular problem:
𝑢
򸀠򸀠 (𝑡) −
1
𝑢𝗼 (𝑡)
=𝑒(𝑡), (56)
under impulsive conditions
Δ𝑢
򸀠 (𝑡𝑗)=𝐼 𝑗 (𝑢(𝑡𝑗)), 𝑗=1,2,...,𝑝−1, (57)
where 𝗼≥1 , 𝑒∈𝐿
1([0,𝑇],R) is 𝑇-periodic, Δ𝑢
򸀠(𝑡𝑗)=
𝑢
򸀠(𝑡
+
𝑗)−𝑢
򸀠(𝑡
−
𝑗)with𝑢
򸀠(𝑡
±
𝑗)=lim𝑡→𝑡 ±
𝑗 𝑢
򸀠(𝑡);𝑡𝑗,𝑗=1,2,...,𝑝−1
are the instants where the impulses occur, and 0=𝑡 0 <𝑡 1 <
𝑡2 < ⋅⋅⋅ < 𝑡 𝑝−1 <𝑡 𝑝 =𝑇 ,𝑡 𝑗+𝑝 =𝑡 𝑗 +𝑇 ;𝐼 𝑗 : R → R(𝑗 =
1,2,...,𝑝−1)are continuous and 𝐼𝑗+𝑝 ≡𝐼 𝑗.
In1987,LazerandSolimini[29] proved a famous result as
follows.
Theorem 24 (see [29]). Assume that 𝑒∈𝐿
1([0,𝑇],R) is 𝑇-
periodic. Then problem (56) has a positive 𝑇-periodic weak
solution if and only if ∫
𝑇
0 𝑒(𝑡)𝑑𝑡 < 0.
From Theorem 24,i f∫
𝑇
0 𝑒(𝑡)𝑑𝑡 ≥ 0,t h e np r o b l e m( 52)
does not have a positive 𝑇-periodic weak solution. However,
if the impulses happen, for this singular problem may exist
ap o s i t i v e𝑇-periodic weak solution. Inspired by the above
facts,ouraimistorevealanewexistenceresultonpositive𝑇-
periodic solution for singular problem (56)w h e ni m p u l s i v e
effects are considered, that is, problem (56)-(57). Indeed, this
periodic solution is generated by impulses. Here, we say a
s o l u t i o ni sg e n e r a t e db yi m p u l s e si ft h i ss o l u t i o ni sn o n t r i v i a l
when 𝐼𝑗 ̸ ≡0 for some 1<𝑗<𝑝−1 ,b u ti ti st r i v i a lw h e n
𝐼𝑗 ≡0for all 1<𝑗<𝑝−1 . For example, if problem (56)-(57)
doesnotpossesspositiveperiodicsolutionwhen𝐼𝑗 ≡0forall
1<𝑗<𝑝−1 , then a positive periodic solution 𝑢 of problem
(56)-(57)w i t h𝐼𝑗 ̸ ≡0 for some 1<𝑗<𝑝−1is called a
positive periodic solution generated by impulses.
Our result is presented as follows.
Theorem 25 (see [35,Th e o r e m1 . 2 ] ) . Assume the following:
(𝑆1) 𝑒∈𝐿
1([0,𝑇],R) is 𝑇-periodic and ∫
𝑇
0 𝑒(𝑡)𝑑𝑡 ≥ 0;
(𝑆2) there exist two constants 𝑚,𝑀 such that for any 𝑠∈R,
𝑚≤𝐼 𝑗 (𝑠) ≤𝑀, 𝑗=1,2,...,𝑝−1, (58)
where 𝑚 ≤ 𝑀 < (−1/(𝑝 − 1))∫
𝑇
0 𝑒(𝑡)𝑑𝑡 ≤ 0.
Then problem (56)-(57) has at least a positive 𝑇-periodic
solution.
5. Singular Differential Systems
In this section,we will consider the system of Hill’sequations
𝑢
򸀠򸀠
𝑖 (𝑡) +𝑎 𝑖 (𝑡)𝑢𝑖 (𝑡) =𝐹 𝑖 (𝑡,𝑢1 (𝑡),𝑢 2 (𝑡),...,𝑢 𝑛 (𝑡)),
1≤𝑖≤𝑛 .
(59)
Here, 𝑎𝑖 and 𝐹𝑖 are 𝑇-periodic in the variable 𝑡, 𝑎𝑖 ∈𝐿
1 [0,𝑇],
and the nonlinearities 𝐹𝑖(𝑡,𝑥1,𝑥 2,...,𝑥 𝑛) can be singular at
𝑥𝑗 =0where 𝑗∈{1,2,...,𝑛}.
Throughout, let 𝑢=( 𝑢 1,𝑢 2,...,𝑢 𝑛). We are interested in
establishing the existence of continuous 𝑇-periodic solutions
𝑢 of the system (59), that is, 𝑢 ∈ (𝐶(R))
𝑛 and 𝑢(𝑡) = 𝑢(𝑡 + 𝑇)
for all 𝑡∈R. Moreover, we are concerned with constant-sign
solutions 𝑢,b yw h i c hw em e a n𝜃𝑖𝑢𝑖(𝑡) ≥ 0 for all 𝑡∈R and
1≤𝑖≤𝑛 ,w h e r e𝜃𝑖 ∈{ 1 , − 1 } is fixed. Note that positive
solution, the usual consideration in the literature, is a special
case of constant-sign solution when 𝜃𝑖 =1for 1≤𝑖≤𝑛 .8 Abstract and Applied Analysis
We will employ the Schauder’s fixed point theorem to
establish the existence of solutions. Indeed, in Section 5.1 we
will first tackle a particular case of (59)w h e n
𝐹𝑖 (𝑡,𝑢(𝑡)) =𝜕 2ℎ𝑖 (𝑡,
1
2
|𝑢(𝑡)|
2)𝑢 𝑖 (𝑡) +𝑓 𝑖 (𝑡). (60)
Here, 𝜕2ℎ𝑖 is the partial derivative of ℎ𝑖 w i t hr e s p e c tt ot h e
second variable, and |⋅|is a norm in R
𝑛.Th ep a r t i c u l a rc a s e
(60)o c c u r si nt h ep r o b l e m[ 36]
̈ 𝑢(𝑡) +∇ 𝑢𝑃(𝑡,𝑢(𝑡)) =𝑓(𝑡), (61)
where the potential
𝑃(𝑡,𝑢) =
1
2
𝑎(𝑡)|𝑢|
2 −ℎ( 𝑡 ,
1
2
|𝑢|
2), (62)
and ℎ presents a singularity of the repulsive type, that is,
lim|𝑥|→0ℎ(𝑡,𝑥) = ∞uniformlyin𝑡.Thegeneralproblem(59)
will be investigated in Section 5.2;h e r et h es i n g u l a r i t i e sa r e
not necessarily generated by a potential as in the case of (60).
To illustrate our results, several examples will be presented.
In [45] ,t h ea u t h o r su s ean o n l i n e a ra l t e r n a t i v eo ft h e
Leray-Schauder type and a fixed point theorem in cones to
establish the existence of two positive periodic solutions for
the system
̈ 𝑢(𝑡) +𝑎(𝑡)𝑢(𝑡) =𝐺(𝑢(𝑡)), (63)
where 𝐺 c a nb ee x p r e s s e da sas u mo ft w op o s i t i v ef u n c t i o n s
satisfyingcertainmonotoneconditions.Therefore,theresults
in [45]a r en o ta p p l i c a b l et o( 59)w i t h𝐹𝑖 as in (60). In [45]i t
is also shown that the system
𝑢
򸀠򸀠
1 (𝑡) +𝑎 1 (𝑡)𝑢1 (𝑡) =( √𝑢2
1 +𝑢 2
2)
−𝗽
+𝜈 ( √𝑢2
1 +𝑢 2
2)
𝗾
,
𝑢
򸀠򸀠
2 (𝑡) +𝑎 2 (𝑡)𝑢2 (𝑡) =( √𝑢2
1 +𝑢 2
2)
−𝗽
+𝜈 ( √𝑢2
1 +𝑢 2
2)
𝗾
(64)
has a solution when 𝗽>0 ,𝗾∈[ 0 , 1 ) ,a n d𝜈>0 .W ew i l l
generalize the system (64)i nE x a m p l e s46–48 to allow 𝜈 to
be zero or negative. The improvement is possible probably
due to the fact that we do not need to make a technical
truncationtogetcompactnesswhenweemploytheSchauder
fixedpointtheoremascomparedtowhentheLeray-Schauder
alternative is used. In fact, the set that we work on excludes
thesingularities.Theresultspresentedinthissectionnotonly
generalize the papers [36, 39, 45] to systems and existence of
constant-signsolutions,butalsoimproveand/orcomplement
the results in these earlier work as well as other research
papers [56–60] .Th i ss e c t i o ni sb a s e do nt h ew o r ki n[ 61].
5.1. ExistenceResults for (60). Inthissectionwewillconsider
the system of Hill’s equations
𝑢
򸀠򸀠
𝑖 (𝑡) +𝑎 𝑖 (𝑡)𝑢𝑖 (𝑡) =𝜕 2ℎ𝑖 (𝑡,
1
2
|𝑢(𝑡)|
2)𝑢 𝑖 (𝑡) +𝑓 𝑖 (𝑡),
1≤𝑖≤𝑛 .
(65)
Here, 𝜕2ℎ𝑖(𝑡,𝑠) ≡ (𝜕/𝜕𝑠)ℎ𝑖(𝑡,𝑠) and |⋅|is a norm in R
𝑛.
Moreover, 𝑎𝑖(𝑡), 𝜕2ℎ𝑖(𝑡,𝑠),a n d𝑓𝑖(𝑡) are 𝑇-periodic in 𝑡, 𝑎𝑖 ∈
𝐿
1[0,𝑇], 𝑓𝑖 ∈𝐿
1[0,𝑇],a n d𝜕2ℎ𝑖(𝑡,𝑠) can be singular at 𝑠=0 .
To seek a 𝑇-periodicsolution𝑢
𝑇 =( 𝑢
𝑇
1,𝑢
𝑇
2,...,𝑢
𝑇
𝑛)of the
system(65),wefirstobtainasolution𝑢
∗ =( 𝑢
∗
1,𝑢
∗
2,...,𝑢
∗
𝑛)of
t h ef o l l o w i n gs y s t e mo fb o u n d a ryv a l u ep r o b l e m s :
𝑢
򸀠򸀠
𝑖 (𝑡) +𝑎 𝑖 (𝑡)𝑢𝑖 (𝑡)
=𝜕 2ℎ𝑖 (𝑡,
1
2
|𝑢(𝑡)|
2)𝑢 𝑖 (𝑡) +𝑓 𝑖 (𝑡),𝑡 ∈ [0,𝑇],
𝑢𝑖 (0) =𝑢 𝑖 (𝑇),𝑢
򸀠
𝑖 (0) =𝑢
򸀠
𝑖 (𝑇), 1≤𝑖≤𝑛 .
(66)
Then, set
𝑢
𝑇(𝑡) =𝑢
∗ (𝑡−𝑚 𝑇 ),𝑡 ∈ [𝑚𝑇,(𝑚+1 )𝑇],𝑚∈Z. (67)
OurmaintoolisSchauder’sfixedpointtheorem,whichis
stated below for completeness.
Theorem 26 (see [62]). Let Ω be a convex subset of a Banach
space 𝐵 and 𝑆:Ω→Ωa continuous and compact map. Then
𝑆 has a fixed point.
To begin, let 𝑔𝑖 beGreen’sfunctionoftheboundaryvalue
problem
𝑥
򸀠򸀠 (𝑡) +𝑎 𝑖 (𝑡)𝑥(𝑡) =0 , 𝑡∈[0,𝑇],
𝑥(0) =𝑥(𝑇),𝑥
򸀠 (0) =𝑥
򸀠 (𝑇).
(68)
Throughout, we will assume that the functions 𝑎𝑖 ∈𝐿
1[0,𝑇]
are such that
(C1) the Hill’s equation 𝑥
򸀠򸀠(𝑡) + 𝑎𝑖(𝑡)𝑥(𝑡) = 0 is nonreso-
nant (i.e., the unique periodic solution is the trivial
solution), and 𝑔𝑖(𝑡,𝑠) ≥ 0 for all (𝑡,𝑠) ∈ [0,𝑇]×[0,𝑇].
Note that Torres [46]h a sar e s u l to n𝑎𝑖(𝑡) that ensures that
condition(C1)issatisfied.Infact,if𝑎𝑖(𝑡) = 𝑘
2,then(C1)holds
if𝑘 ∈ (0,𝜋/𝑇];if𝑎𝑖(𝑡)isnotaconstant,then(C1)isvalidifthe
𝐿𝑝 norm of 𝑎𝑖(𝑡) isboundedabovebysomespecificconstant.
Let 𝜃𝑖 ∈{ 1 ,− 1 } ,1≤𝑖≤𝑛be fixed. Define
𝜙𝑖 (𝑡) = ∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝜃𝑖𝑓𝑖 (𝑠)𝑑𝑠, 𝑡 ∈ [0,𝑇],1≤𝑖≤𝑛 . (69)
We also let
𝜙
min
𝑖 = min
𝑡∈[0,𝑇]
𝜙𝑖 (𝑡),𝜙
max
𝑖 = max
𝑡∈[0,𝑇]
𝜙𝑖 (𝑡). (70)
We now present our main result which tackles (65)w h e n
the norm |⋅|in R
𝑛 is the 𝑙𝑝 norm or the 𝑙∞ norm.
Theorem 27. Assume that the following conditions hold for
each 1≤𝑖≤𝑛:( 𝐶 1 ) ,
(C2) 𝜙
min
𝑖 >0 ;Abstract and Applied Analysis 9
(C3) let 𝐻𝑖(𝑡,𝑠) = (𝜕/𝜕𝑠)ℎ𝑖(𝑡,𝑠);f o ra n yn u m b e r s𝑏,𝑏
򸀠 with
𝑏
򸀠 ≥𝑏>0 ,t h ef u n c t i o n𝐻𝑖 :[ 0 ,T]×[ 𝑏 ,𝑏
򸀠]→R is
an 𝐿
1-Carath´ eodory function, that is,
(i) the map 𝑠 򳨃→𝐻 𝑖(𝑡,𝑠) is continuous for almost all
𝑡∈[ 0 ,𝑇 ] ,
(ii) the map 𝑡 򳨃→𝐻 𝑖(𝑡,𝑠) is measurable for all 𝑠∈
[𝑏,𝑏
򸀠],
(iii) forany𝑟>0 ,thereexists𝜇𝑟,𝑖 ∈𝐿
1[0,𝑇]suchthat
|𝑠| ≤ 𝑟(𝑠 ∈ [𝑏,𝑏
򸀠]) implies |𝐻𝑖(𝑡,𝑠)| ≤ 𝜇𝑟,𝑖(𝑡) for
almost all 𝑡∈[ 0 ,𝑇 ] ;
(C4) (𝜕/𝜕𝑠)ℎ𝑖(𝑡,𝑠) ≥ 0 for 𝑡∈[ 0 ,𝑇 ]and 𝑠>0 ;
(C5) there exist 𝑐𝑖 >0and 𝗼𝑖 >0such that
𝜕
𝜕𝑠
ℎ𝑖 (𝑡,𝑠) ≤𝑐 𝑖𝑠
−𝗼𝑖,𝑡 ∈ [0,𝑇],𝑠>0 ; (71)
(C6) the norm |⋅|is the 𝑙𝑝 norm where 1≤𝑝≤∞is fixed,
and
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑑𝑠 < 𝐴
𝑝
𝑖(𝑐𝑖2
𝗼𝑖)
−1,𝑡 ∈ [0,𝑇], (72)
where
𝐴
𝑝
𝑖 =
{ { { { {
{ { { { {
{
[
𝑛
∑
𝑘=1
(𝜙
min
𝑘 )
𝑝
]
2𝗼𝑖/𝑝
, 1≤𝑝<∞ ,
[max
1≤𝑘≤𝑛
𝜙
min
𝑘 ]
2𝗼𝑖
,𝑝 = ∞ .
(73)
Then, (65) has a 𝑇-periodic constant-sign solution 𝑢
𝑇 ∈
(𝐶(R))
𝑛 such that
𝜙
min
𝑖 ≤𝜃 𝑖𝑢
𝑇
𝑖 (𝑡) ≤𝑅 𝑖,𝑡 ∈ R,1≤𝑖≤𝑛 , (74)
where
𝑅𝑖 ≥𝜙
min
𝑖 ,𝑅 𝑖 ≥𝜙
max
𝑖 [1 −
𝑐𝑖2
𝗼𝑖
𝐴
𝑝
𝑖
max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑑𝑠]
−1
,
1≤𝑖≤𝑛 .
(75)
Theorem 27 is proved using Theorem 26;i nf a c tw ew i l l
seek a constant-sign solution of (66)i n(𝐶[0,𝑇])
𝑛 and then
extend it to a 𝑇-periodic constant-sign solution of (65)a si n
(67). Here, let Ω b et h ec l o s e dc o n v e xs e tg i v e nb y
Ω={ 𝑢∈(𝐶[0,𝑇])
𝑛 |𝜙
min
𝑖 ≤𝜃 𝑖𝑢𝑖 (𝑡) ≤𝑅 𝑖,
𝑡∈[0,𝑇],1≤𝑖≤𝑛|𝜙
min
𝑖 },
(76)
where 𝑅𝑖 (≥ 𝜙
min
𝑖 >0 )is chosen as in (75), and define the
operator 𝑆 : Ω → (𝐶[0,𝑇])
𝑛 as
𝑆𝑢(𝑡) = (𝑆1𝑢(𝑡),𝑆 2𝑢(𝑡),...,𝑆 𝑛𝑢(𝑡)),𝑡 ∈ [0,𝑇], (77)
where
𝑆𝑖𝑢(𝑡) = ∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)[𝜕2ℎ𝑖 (𝑠,
1
2
|𝑢(𝑠)|
2)𝑢 𝑖 (𝑠) +𝑓 𝑖 (𝑠)]𝑑𝑠,
𝑡∈[0,𝑇],1≤𝑖≤𝑛 .
(78)
Clearly, a fixed point of 𝑆𝑢 = 𝑢 is a solution of (66). We can
show that 𝑆(Ω) ⊆ Ω;t h a ti s ,𝑆𝑖(Ω) ⊆ Ω for each 1≤𝑖≤𝑛 .
Further, we can prove that 𝑆:Ω→Ωis continuous and
compact; that is, 𝑆𝑖𝑢 is bounded and is equicontinuous for
any 𝑢∈Ωand 1≤𝑖≤𝑛 .B yTheorem 26,t h es y s t e m( 66)h a s
a constant-signsolution𝑢
∗ ∈Ω .N o w ,a𝑇-periodicconstant-
sign solution 𝑢
𝑇 of (65) can be obtained as in (67).
Remark 28. The constants 𝑐𝑖 that appear in (C5) determine
the upper bounds 𝑅𝑖 of the solution 𝑢
𝑇
𝑖 ,1≤𝑖≤𝑛 .N o t i n g
(75), we see that a smaller (bigger) 𝑐𝑖 gives a smaller (bigger)
𝑅𝑖, and hence a smaller (bigger) set Ω where the solution lies.
In the next result, we will relax the condition (C6). The
tradeoff is the upper bounds 𝑅𝑖 of the solution that may
be bigger than those in (75). Also the bounds 𝑅𝑖 do not
depend on 𝑝 (𝑝 as in 𝑙𝑝 norm) and so the information of 𝑝
is not utilized. This result is obtained by following the main
arguments in the derivation of Theorem 27 but modify the
proof of 𝜃𝑖𝑆𝑖𝑢(𝑡) ≤ 𝑅𝑖,𝑡∈[ 0 ,𝑇 ] .
Theorem 29. Assume that (C1)–(C5) hold for each 1≤𝑖≤𝑛 .
The norm |⋅|is the 𝑙𝑝 norm where 1≤𝑝≤∞is fixed. Then
(65)hasa𝑇-periodicconstant-signsolution𝑢
𝑇 ∈( 𝐶 ( R))
𝑛 such
that
𝜙
min
𝑖 ≤𝜃 𝑖𝑢
𝑇
𝑖 (𝑡) ≤𝑅 𝑖,𝑡 ∈ R,1≤𝑖≤𝑛 , (79)
where, for 1≤𝑖≤𝑛we have 𝑅𝑖 ≥𝜙
min
𝑖 ,
𝑅
2𝗼𝑖
𝑖 >𝑐 𝑖2
𝗼𝑖 max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑑𝑠, if 𝗼𝑖 ∈( 0 ,
1
2
), (80)
𝑅𝑖 [1 − 𝑐𝑖2
𝗼𝑖𝑅
−2𝗼𝑖
𝑖 max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑑 𝑠 ]≥𝜙
max
𝑖 ,
if 𝗼𝑖 ∈( 0 ,
1
2
),
(81)
𝑅𝑖 ≥𝑐 𝑖2
𝗼𝑖(𝜙
min
𝑖 )
1−2𝗼𝑖 max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑑𝑠 + 𝜙
max
𝑖 ,
if 𝗼𝑖 ≥
1
2
.
(82)
Remark 30. As i m i l a rr e m a r ka sRemark 28 also holds for
Theorem 29.Moreover,wenotethattheupperbounds𝑅𝑖 that
fulfill(80)–(82)areindependentof𝑝,thustheinformationof
|⋅|being a particular 𝑙𝑝 norm is not used. On the other hand,
in Theorem 27,t h eu p p e rb o u n d s𝑅𝑖 that satisfy (75) depend
on 𝑝. The sharpness of the bounds in both theorems cannot
be compared in general; however, we will give an example at
the end of this section to illustrate the results.10 Abstract and Applied Analysis
In the next result, we will relax the condition (C2). Here,
we allow 𝜙𝑖(𝑡) ≤ 0 for some 𝑖 ∈ {1,2,...,𝑛}and some 𝑡∈
[0,𝑇].
Theorem 31. Suppose that
(C7) there exists 𝑗∈{1,2,...,𝑛}such that 𝜙
min
𝑗 >0 .
Let𝐽={𝑗∈{1,2,...,𝑛}|𝜙
min
𝑗 >0 }andlet𝐽
򸀠 ={1,2,...,𝑛}\𝐽.
Assume that the following conditions hold for each 1≤𝑖≤𝑛:
(C1), (C3), (C4), and
(C8) there exist 𝑐𝑖 >0such that
𝜕
𝜕𝑠
ℎ𝑖 (𝑡,𝑠) ≤𝑐 𝑖𝑠
−𝗼𝑖,𝑡 ∈ [0,𝑇],𝑠>0 , (83)
where 𝗼𝑗 >0for 𝑗∈𝐽and 𝗼𝑘 ∈ (0,1/2) for 𝑘∈𝐽
򸀠.
Further, let the following hold for each 𝑗∈𝐽:
(C9) the norm |⋅|is the 𝑙𝑝 norm where 1≤𝑝≤∞is fixed,
and
∫
𝑇
0
𝑔𝑗 (𝑡,𝑠)𝑑𝑠 < 𝐴
𝑝
𝑗(𝑐𝑗2
𝗼𝑗)
−1
,𝑡 ∈ [0,𝑇], (84)
where
𝐴
𝑝
𝑗 =
{ { { { {
{ { { { {
{
[∑
ℓ∈𝐽
(𝜙
min
ℓ )
𝑝
]
2𝗼𝑗/𝑝
, 1≤𝑝<∞ ,
[max
ℓ∈𝐽
𝜙
min
ℓ ]
2𝗼𝑗
,𝑝 = ∞ .
(85)
Then, (65) has a 𝑇-periodic solution 𝑢
𝑇 ∈( 𝐶 ( R))
𝑛 such that
𝜙
min
𝑗 ≤𝜃 𝑗𝑢
𝑇
𝑗 (𝑡) ≤𝑅 𝑗,𝑡 ∈ R,𝑗∈𝐽 ,
򵄨 򵄨 򵄨 򵄨 򵄨𝑢
𝑇
𝑘 (𝑡)
򵄨 򵄨 򵄨 򵄨 򵄨 ≤𝑅 𝑘,𝑡 ∈ R,𝑘∈𝐽
򸀠,
(86)
where
𝑅𝑗 ≥𝜙
min
𝑗 ,
𝑅𝑗 ≥𝜙
max
𝑗 [1 − 𝑐𝑗2
𝗼𝑗(𝐴
𝑝
𝑗)
−1
max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑗 (𝑡,𝑠)𝑑𝑠]
−1
,𝑗 ∈ 𝐽 ,
(87)
𝑅
2𝗼𝑘
𝑘 >𝑐 𝑘2
𝗼𝑘 max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑘 (𝑡,𝑠)𝑑𝑠, 𝑘 ∈ 𝐽
򸀠, (88)
𝑅𝑘 [1 − 𝑐𝑘2
𝗼𝑘𝑅
−2𝗼𝑘
𝑘 max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑘 (𝑡,𝑠)𝑑𝑠] ≥ max
𝑡∈[0,𝑇]
򵄨 򵄨 򵄨 򵄨𝜙𝑘 (𝑡)򵄨 򵄨 򵄨 򵄨,
𝑘∈𝐽
򸀠.
(89)
To derive Theorem 31,w el e tt h ec l o s e dc o n v e xs e tΩ
∗ be
Ω
∗ ={ 𝑢 ∈ (𝐶[0,𝑇])
𝑛 |𝜙
min
𝑗 ≤𝜃 𝑗𝑢𝑗 (𝑡) ≤𝑅 𝑗,𝑡∈[0,𝑇],
𝑗∈𝐽 ;򵄨 򵄨 򵄨 򵄨𝑢𝑘 (𝑡)򵄨 򵄨 򵄨 򵄨 ≤𝑅 𝑘,𝑡∈[0,𝑇],𝑘∈𝐽
򸀠},
(90)
where 𝑅𝑗 (≥ 𝜙
min
𝑗 >0 )and 𝑅𝑘 a r ec h o s e na si n( 87)–(89).
Next, we define the operator 𝑆:Ω
∗ →( 𝐶 [ 0 , 𝑇 ] )
𝑛 as in (78)
and show that Theorem 26 is applicable.
Remark 32. From the conclusion of Theorem 29,w es e et h a t
thesolution𝑢
𝑇 is“partially”ofconstantsign,inthesensethat
𝜃𝑗𝑢
𝑇
𝑗 (𝑡) ≥ 0for𝑗∈𝐽 ,butmaynotbesofor𝑗∈𝐽
򸀠.Further ,the
constants 𝑐𝑖 that appear in (C8) determine the upper bounds
𝑅𝑖 of the solution 𝑢
𝑇
𝑖 ,1≤𝑖≤𝑛 .F r o m( 87)a n d( 88), we see
thatasmaller(bigger)𝑐𝑖 givesasmaller(bigger)𝑅𝑖,andhence
a smaller (bigger) set Ω
∗ where the solution lies.
UsingsimilarargumentsasinthederivationofTheorems
31 and 29 (in getting 𝑆𝑗𝑢∈Ω
∗ for 𝑗∈𝐽and 𝑢∈Ω
∗), we
obtain the following result.
Theorem 33. Suppose that (C7) hold. Let 𝐽={ 𝑗∈
{1,2,...,𝑛}|𝜙
min
𝑗 >0 }and let 𝐽
򸀠 ={1,2,...,𝑛}\𝐽. Assume the
following conditions hold for each 1≤𝑖≤𝑛:(C1), (C3), (C4),
and (C8). Then, (65) has a 𝑇-periodic solution 𝑢
𝑇 ∈( 𝐶 ( R))
𝑛
such that
𝜙
min
𝑗 ≤𝜃 𝑗𝑢
𝑇
𝑗 (𝑡) ≤𝑅 𝑗,𝑡 ∈ R,𝑗∈𝐽 ,
򵄨 򵄨 򵄨 򵄨 򵄨𝑢
𝑇
𝑘 (𝑡)
򵄨 򵄨 򵄨 򵄨 򵄨 ≤𝑅 𝑘,𝑡 ∈ R,𝑘∈𝐽
򸀠,
(91)
where
𝑅𝑗 ≥𝜙
min
𝑗 ,𝑗 ∈ 𝐽 ,
𝑅
2𝗼𝑗
𝑗 >𝑐 𝑗2
𝗼𝑗 max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑗 (𝑡,𝑠)𝑑𝑠, if 𝗼𝑗 ∈( 0 ,
1
2
), 𝑗∈𝐽,
𝑅𝑗 [1 − 𝑐𝑗2
𝗼𝑗𝑅
−2𝗼𝑗
𝑗 max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑗 (𝑡,𝑠)𝑑 𝑠 ]≥𝜙
max
𝑗 ,
if 𝗼𝑗 ∈( 0 ,
1
2
),𝑗∈𝐽,
𝑅𝑗 ≥𝑐 𝑗2
𝗼𝑗(𝜙
min
𝑗 )
1−2𝗼𝑗 max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑗 (𝑡,𝑠)𝑑𝑠 + 𝜙
max
𝑗 ,
if 𝗼𝑗 ≥
1
2
,𝑗∈𝐽 ,
(92)
𝑅
2𝗼𝑘
𝑘 >𝑐 𝑘2
𝗼𝑘 max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑘 (𝑡,𝑠)𝑑𝑠, 𝑘 ∈ 𝐽
򸀠,
𝑅𝑘 [1 − 𝑐𝑘2
𝗼𝑘𝑅
−2𝗼𝑘
𝑘 max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑘 (𝑡,𝑠)𝑑𝑠] ≥ max
𝑡∈[0,𝑇]
򵄨 򵄨 򵄨 򵄨𝜙𝑘 (𝑡)򵄨 򵄨 򵄨 򵄨,
𝑘∈𝐽
򸀠.
(93)
Remark 34. As i m i l a rr e m a r ka sRemark 32 holds for
Theorem 33. Also, we observe once again that the upper
bounds 𝑅𝑗 that fulfill (92) are independent of 𝑝,t h u st h e
information of |⋅|being a particular 𝑙𝑝 norm is not used.
On the other hand, in Theorem 31,t h eu p p e rb o u n d s𝑅𝑗 that
satisfy (87) depend on 𝑝.Abstract and Applied Analysis 11
W ewillno wpresen tanexam pletha tillustra tesTheorems
27 and 29.
Example 35. Consider (65)w h e n
𝑇=2 𝜋 , 𝑛=2 , 𝑎 1 (𝑡) =𝑎 2 (𝑡) =
1
4
,
𝑓1 (𝑡) =1 , 𝑓 2 (𝑡) =
1
2
,ℎ 1 (𝑡,𝑠) =
ln(𝑠+1 )
|sin𝑡| +1
,
ℎ2 (𝑡,𝑠) =
ln(𝑠+1 )
3(|cos𝑡| +1 )
, |⋅| =𝑙 𝑝 norm( 1≤𝑝≤∞ ).
(94)
Fix 𝜃𝑖 =1 ,1≤𝑖≤𝑛 , that is, we are seeking positive
solutions.ThecorrespondingGreen’sfunctionhastheexplicit
expression [36]
𝑔1 (𝑡,𝑠) =𝑔 2 (𝑡,𝑠) =
{ { {
{ { {
{
cos
1
2
(𝑡−𝑠−𝜋 ), 0≤𝑠≤𝑡≤2 𝜋 ,
cos
1
2
(𝑠−𝑡−𝜋 ), 0≤𝑡≤𝑠≤2 𝜋 .
(95)
Condition (C1) is satisfied. By direct computation, we get
𝜙1(𝑡) = 4 and 𝜙2(𝑡) = 2 for 𝑡∈[ 0 ,2 𝜋 ] . Thus, (C2) is fulfilled
with
𝜙
min
1 =𝜙
max
1 =4 , 𝜙
min
2 =𝜙
max
2 =2 . (96)
Moreover, we have
𝜕
𝜕𝑠
ℎ1 (𝑡,𝑠) =
1
|sin𝑡| +1
1
𝑠+1
≤
1
𝑠+1
≤
1
𝑠
,
𝜕
𝜕𝑠
ℎ2 (𝑡,𝑠) =
1
3(|cos𝑡| +1 )
1
𝑠+1
≤
1
3(𝑠+1 )
≤
1
3𝑠
(97)
and so it is clear that (C4) and (C5) are satisfied with
𝗼1 =1 , 𝑐 1 =1 , 𝗼 2 =1 , 𝑐 2 =
1
3
. (98)
Finally, we compute
𝐴
𝑝
1 = A
𝑝
2 =( 4
𝑝 +2
𝑝)
2/𝑝, 1≤𝑝<∞ ,
𝐴
∞
1 =𝐴
∞
2 = 16.
(99)
Since ∫
2𝜋
0 𝑔𝑖(𝑡,𝑠)𝑑𝑠 = 4 for 𝑡 ∈ [0,2𝜋] and 𝑖=1 ,2 ,w ec h e c k
that (C6) holds for all 1≤𝑝≤∞ .
All the conditions of Theorem 27 are satisfied, thus we
conclude that the problem (65)w i t h( 94)h a sap o s i t i v e2𝜋-
periodic solution 𝑢=( 𝑢 1,𝑢 2) such that
𝜙
min
𝑖 ≤𝑢 𝑖 (𝑡) ≤𝑅 𝑖,𝑡 ∈ R,𝑖=1 ,2 , (100)
where (from (75))
𝑅𝑖 ≥𝜙
max
𝑖 [1 −
8𝑐𝑖
𝐴
𝑝
𝑖
]
−1
≡𝐿
𝑝
𝑖, 1≤𝑝≤∞ ,𝑖=1 ,2 . (101)
We can also apply Theorem 29 to conclude that the
problem (65)w i t h( 94)h a sap o s i t i v e2𝜋-periodic solution
𝑢=( 𝑢 1,𝑢 2) satisfying (100)a n d( f r o m( 82))
𝑅𝑖 ≥8 𝑐 𝑖(𝜙
min
𝑖 )
−1
+𝜙
max
𝑖 ≡𝑀 𝑖,𝑖 = 1 , 2 . (102)
As mentioned in Remark 30, in general we cannot com-
pare 𝐿
𝑝
𝑖 and 𝑀𝑖. In fact, a direct calculation gives
𝑝=1:
𝐿
1
1 =5 . 1 4<𝑀 1 =6 , 𝐿
1
2 =2 . 1 6<𝑀 2 = 3.33,
𝑝=2:
𝐿
2
1 =6 . 6 7>𝑀 1 =6 , 𝐿
2
2 =2 . 3 1<𝑀 2 = 3.33,
𝑝=∞:
𝐿
∞
1 =8>𝑀 1 =6 , 𝐿
∞
2 = 2.4 < 𝑀2 = 3.33.
(103)
5.2.ExistenceResultsfor (59). Inthissectionwewillconsider
the general system of Hill’s equations
𝑢
򸀠򸀠
𝑖 (𝑡) +𝑎 𝑖 (𝑡)𝑢𝑖 (𝑡) =𝐹 𝑖 (𝑡,𝑢(𝑡)), 1≤𝑖≤𝑛 . (104)
Here, 𝑎𝑖 and 𝐹𝑖 are 𝑇-periodic in the variable 𝑡, 𝑎𝑖 ∈𝐿
1[0,𝑇],
and the nonlinearities 𝐹𝑖(𝑡,𝑥1,𝑥 2,...,𝑥 𝑛) c a nb es i n g u l a ra t
𝑥𝑗 =0where 𝑗∈{1,2,...,𝑛}.
Once again, to obtain a 𝑇-periodic solution 𝑢
𝑇 =
(𝑢
𝑇
1,𝑢
𝑇
2,...,𝑢
𝑇
𝑛) of the system (104), we first seek a solution
𝑢
∗ =( 𝑢
∗
1,𝑢
∗
2,...,𝑢
∗
𝑛) of the following system of boundary
value problems:
𝑢
򸀠򸀠
𝑖 (𝑡) +𝑎 𝑖 (𝑡)𝑢𝑖 (𝑡) =𝐹 𝑖 (𝑡,𝑢(𝑡)),𝑡 ∈ [0,𝑇],
𝑢𝑖 (0) =𝑢 𝑖 (𝑇),𝑢
򸀠
𝑖 (0) =𝑢
򸀠
𝑖 (𝑇), 1≤𝑖≤𝑛 .
(105)
The periodic solution is then given by
𝑢
𝑇(𝑡) =𝑢
∗ (𝑡−𝑚 𝑇 ),𝑡 ∈ [𝑚𝑇,(𝑚+1 )𝑇],𝑚∈Z. (106)
With 𝑔𝑖 being the Green’s function of the boundary value
problem(68),throughoutwewillassumethat(C1)issatisfied.
Moreover, for fixed 𝜃𝑖 ∈{ − 1 ,1 }and𝑇-periodicfunctions𝑞𝑖 ∈
𝐿
1[0,𝑇], 1 ≤ 𝑖 ≤ 𝑛, we define
𝜂𝑖 (𝑡) = ∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝜃𝑖𝑞𝑖 (𝑠)𝑑𝑠, 𝑡 ∈ [0,𝑇],1≤𝑖≤𝑛 (107)
and also
𝜂
min
𝑖 = min
𝑡∈[0,𝑇]
𝜂𝑖 (𝑡),𝜂
max
𝑖 = max
𝑡∈[0,𝑇]
𝜂𝑖 (𝑡). (108)
For 𝑏≥𝑏
򸀠 ≥0and 1≤𝑖≤𝑛 , we denote the interval
[𝑏,𝑏
򸀠]𝑖 =
{
{
{
[𝑏,𝑏
򸀠], if 𝜃𝑖 =1 ,
[−𝑏
򸀠,−𝑏], if 𝜃𝑖 =− 1 .
(109)
A similar definition is valid for (𝑏,𝑏
򸀠)𝑖.
Using Schauder’s fixed point theorem, we will establish
existence results for the system (104).12 Abstract and Applied Analysis
Theorem 36. Assume the following conditions hold for each
1≤𝑖≤𝑛:(C1);
(C10) for any numbers 𝑏𝑗,𝑏
򸀠
𝑗,1≤𝑗≤𝑛with 𝑏
򸀠
𝑗 ≥𝑏 𝑗 >0 ,
the function 𝐹𝑖 :[ 0 , 𝑇 ]×∏
𝑛
𝑗=1[𝑏𝑗,𝑏
򸀠
𝑗]𝑗 → R is a 𝐿
1-
Carath´ eodory function, that is,
(i) the map 𝑢 򳨃→𝐹 𝑖(𝑡,𝑢) is continuous for almost all
𝑡∈[ 0 ,𝑇 ] ,
(ii) the map 𝑡 򳨃→𝐹 𝑖(𝑡,𝑢) is measurable for all 𝑢∈
∏
𝑛
𝑗=1[𝑏𝑗,𝑏
򸀠
𝑗]𝑗,
(iii) for any 𝑟>0 , there exists 𝜇𝑟,𝑖 ∈𝐿
1[0,𝑇] such
that|𝑢| ≤ 𝑟(𝑢 ∈ ∏
𝑛
𝑗=1[𝑏𝑗,𝑏
򸀠
𝑗]𝑗)implies|𝐹𝑖(𝑡,𝑢)| ≤
𝜇𝑟,𝑖(𝑡) for almost all 𝑡∈[ 0 ,𝑇 ] ;
(C11) there exist 𝗽𝑖 >0 ,𝗾 𝑖 ∈ [0,1),a n d𝑇-periodic functions
𝑤𝑖,𝑞 𝑖 with 𝑤𝑖 ∈𝐿
1[0,𝑇], q𝑖 ∈𝐿
1[0,𝑇] and 𝑤𝑖(𝑡) > 0
for a.e.𝑡 ∈ [ 0 , 𝑇 ] such that
𝜃𝑖𝑞𝑖 (𝑡)|𝑢|
𝗾𝑖 ≤𝜃 𝑖𝐹𝑖 (𝑡,𝑢) ≤𝜃 𝑖𝑞𝑖 (𝑡)|𝑢|
𝗾𝑖 +𝑤 𝑖 (𝑡)|𝑢|
−𝗽𝑖,
𝑡∈[0,𝑇],𝑢∈
𝑛
∏
𝑘=1
(0,∞)𝑘
(110)
(here |⋅|is the 𝑙𝑝 norm where 1≤𝑝≤∞is fixed);
(C12) 𝜂
min
𝑖 >0 .
Then, (104) has a 𝑇-periodic constant-sign solution 𝑢
𝑇 ∈
(𝐶(R))
𝑛 such that
𝑟𝑖 ≤𝜃 𝑖𝑢
𝑇
𝑖 (𝑡) ≤𝑅 𝑖,𝑡 ∈ R,1≤𝑖≤𝑛 , (111)
where, for 1≤𝑖≤𝑛one has
0<𝑟 𝑖 ≤𝑅 𝑖,𝑟 𝑖 ≤( 𝜂
min
𝑖 )
1/(1−𝗾𝑖)
, (112)
𝑅𝑖 ≥𝜂
max
𝑖 |𝑅|
𝗾𝑖
𝑝 + |𝑟|
−𝗽𝑖
𝑝 max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑤𝑖 (𝑠)𝑑𝑠, (113)
(here |𝑅|𝑝 is the 𝑙𝑝 norm of (𝑅1,𝑅 2,...,𝑅 𝑛),l i k e w i s e|𝑟|𝑝 is the
𝑙𝑝 norm of (𝑟1,𝑟 2,...,𝑟 𝑛)).
In proving Theorem 36,w ea c t u a l l ys e e kac o n s t a n t - s i g n
solution of (105)i n(𝐶[0,𝑇])
𝑛 and then extend it to a 𝑇-
periodic constant-sign solution of (104)a si n( 106). Let Ω be
the closed convex set given by
Ω = {𝑢 ∈ (𝐶[0,𝑇])
𝑛 |𝑟 𝑖 ≤𝜃 𝑖𝑢𝑖 (𝑡) ≤𝑅 𝑖,𝑡∈[0,𝑇],
1≤𝑖≤𝑛 },
(114)
where 𝑅𝑖 ≥𝑟 𝑖 >0are chosen as in (112)a n d( 113), and define
the operator 𝑆 : Ω → (𝐶[0,𝑇])
𝑛 as
𝑆𝑢(𝑡) =( 𝑆 1𝑢(𝑡),𝑆 2𝑢(𝑡),...,𝑆 𝑛𝑢(𝑡)), 𝑡∈[0,𝑇], (115)
where
𝑆𝑖𝑢(𝑡) = ∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝐹𝑖 (𝑠,𝑢(𝑠))𝑑𝑠, 𝑡 ∈ [0,𝑇],1≤𝑖≤𝑛 .
(116)
Clearly, a fixed point of 𝑆𝑢 = 𝑢 is a solution of (105). The
conditions of Theorem 26 a r et h e ns h o w nt ob es a t i s fi e d .
Remark37. As seen from(112)and(113),thefunctions𝑤𝑖 and
𝑞𝑖 thatappearin(C11)determinethelowerandupperbounds
of the solution 𝑢
𝑇
𝑖 ,1≤𝑖≤𝑛 .
Theorem 38. Assume that the following conditions hold for
each 1≤𝑖≤𝑛:(C1), (C10), (C11), and (C12). Then, (104) has
a 𝑇-periodic constant-sign solution 𝑢
𝑇 ∈( 𝐶 ( R))
𝑛 such that
𝑟≤𝜃 𝑖𝑢
𝑇
𝑖 (𝑡) ≤𝑅 , 𝑡∈R,1≤𝑖≤𝑛 , (117)
where 0<𝑟≤𝑅 ,a n df o ra l l1≤𝑖≤𝑛 ,
𝑟≤
{ {
{ {
{
(𝜂
min
𝑖 𝑛
𝗾𝑖/𝑝)
1/(1−𝗾𝑖)
, 1≤𝑝<∞ ,
(𝜂
min
𝑖 )
1/(1−𝗾𝑖)
,𝑝 = ∞ ,
(118)
𝑅≥
{ { { { { { { { {
{ { { { { { { { {
{
𝑅
𝗾𝑖𝜂
max
𝑖 𝑛
𝗾𝑖/𝑝
+𝑟
−𝗽𝑖𝑛
−𝗽𝑖/𝑝 [max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑤𝑖 (𝑠)𝑑𝑠],
1≤𝑝<∞ ,
𝑅
𝗾𝑖𝜂
max
𝑖 +𝑟
−𝗽𝑖 [max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑤𝑖 (𝑠)𝑑𝑠],
𝑝=∞ .
(119)
Theorem 38 is obtained by similar arguments used in the
derivation of Theorem 36,w i t han e wΩ defined as
Ω = {𝑢 ∈ (𝐶[0,𝑇])
𝑛 |𝑟≤𝜃 𝑖𝑢𝑖 (𝑡) ≤𝑅 ,𝑡∈[0,𝑇],
1≤𝑖≤𝑛 },
(120)
where 𝑅≥𝑟>0a r ec h o s e na si n( 118)a n d( 119).
Remark 39. Remark 37 also holds for Theorem 38.F u r t h e r ,
comparing the bounds 𝑟𝑖,𝑅 𝑖,1≤𝑖≤𝑛in Theorem 36 (see
(112), (113)) with the bounds 𝑟,𝑅 in Theorem 38 (see (118),
(119)),wenotethat𝑟𝑖 and𝑅𝑖 arelowerandupperboundsfora
particular𝜃𝑖𝑢
𝑇
𝑖 ,whereas𝑟and𝑅areuniformlowerandupper
bounds for all 𝜃𝑖𝑢
𝑇
𝑖 ,1≤𝑖≤𝑛 .H o w e v e r ,t h ec o m p u t a t i o no f
𝑅𝑖 from (113) is more difficult than calculating 𝑅 from (119).
Our next result tackles the case when 𝜂
min
𝑖 =0 .
Theorem 40. Assume that the following conditions hold for
each 1≤𝑖≤𝑛:(C1), (C10),
(C13) there exist 𝗽𝑖 ∈ (0,1), 𝗾𝑖 ∈ [0,1),a n d𝑇-periodic func-
tions 𝑤𝑖,𝑣 𝑖,𝑞 𝑖 with 𝑤𝑖 ∈𝐿
1[0,𝑇], 𝑣𝑖 ∈𝐿
1[0,𝑇], 𝑞𝑖 ∈
𝐿
1[0,𝑇],a n d𝑤𝑖(𝑡), 𝑣𝑖(𝑡) > 0 for a.e.𝑡∈[ 0 , 𝑇 ]such
that
𝜃𝑖𝑞𝑖 (𝑡)|𝑢|
𝗾𝑖 +𝑣 𝑖 (𝑡)|𝑢|
−𝗽𝑖 ≤𝜃 𝑖𝐹𝑖 (𝑡,𝑢)
≤𝜃 𝑖𝑞𝑖 (𝑡)|𝑢|
𝗾𝑖 +𝑤 𝑖 (𝑡)|𝑢|
−𝗽𝑖,
𝑡∈[0,𝑇],𝑢∈
𝑛
∏
𝑘=1
(0,∞)𝑘
(121)
(here |⋅|is the 𝑙𝑝 norm where 1≤𝑝≤∞is fixed);
(C14) 𝜂
min
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Then, (104) has a 𝑇-periodic constant-sign solution 𝑢
𝑇 ∈
(𝐶(R))
𝑛 such that
1
𝑅
≤𝜃 𝑖𝑢
𝑇
𝑖 (t) ≤𝑅 , 𝑡∈R,1≤𝑖≤𝑛 , (122)
where 𝑅≥1 ,a n df o ra l l1≤𝑖≤𝑛 ,
𝑅≥
{ { { { { { { {
{ { { { { { { {
{
𝑛
𝗽𝑖/𝑝(1−𝗽𝑖)[ min
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖(𝑡,𝑠)𝑣𝑖(𝑠)𝑑𝑠]
−1/(1−𝗽𝑖)
,
1≤𝑝<∞ ,
[ min
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑣𝑖 (𝑠)𝑑𝑠]
−1/(1−𝗽𝑖)
,
𝑝=∞ ,
𝑅≥
{ { { { { { {
{ { { { { { {
{
𝑅
𝗾𝑖𝜂
max
𝑖 𝑛
𝗾𝑖/𝑝+𝑅
𝗽𝑖𝑛
−𝗽𝑖/𝑝 [max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑤𝑖 (𝑠)𝑑𝑠],
1≤𝑝<∞ ,
𝑅
𝗾𝑖𝜂
max
𝑖 +𝑅
𝗽𝑖 [max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑤𝑖 (𝑠)𝑑𝑠],
𝑝=∞ .
(123)
The closed convex set used to get Theorem 40 is given by
Ω= { 𝑢∈(𝐶[0,𝑇])
𝑛 |𝑟≤𝜃 𝑖𝑢𝑖 (𝑡) ≤𝑅 ,
𝑡∈[0,𝑇],1≤𝑖≤𝑛 },
(124)
where 𝑟=1 / 𝑅and 𝑅≥1satisfies (123).
Remark 41. As seen from (123), the functions 𝑤𝑖,𝑣 𝑖,a n d𝑞𝑖
that appear in (C13) determine the lower and upper bounds
of the solution 𝑢
𝑇
𝑖 ,1≤𝑖≤𝑛 .
Finally, the next result tackles the case when 𝜂
max
𝑖 <0 .
Theorem 42. Assume that the following conditions hold for
each 1≤𝑖≤𝑛:(C1), (C10),
(C15) thereexist𝗽 ∈ (0,1)and𝑇-periodicfunctions𝑤𝑖,𝑣 𝑖,𝑞 𝑖
with 𝑤𝑖 ∈𝐿
1[0,𝑇], 𝑣𝑖 ∈𝐿
1[0,𝑇], 𝑞𝑖 ∈𝐿
1[0,𝑇],a n d
𝑤𝑖(𝑡), 𝑣𝑖(𝑡) > 0 for a.e.𝑡∈[0,𝑇]such that
𝜃𝑖𝑞𝑖 (𝑡) +𝑣 𝑖 (𝑡)|𝑢|
−𝗽 ≤𝜃 𝑖𝐹𝑖 (𝑡,𝑢) ≤𝜃 𝑖𝑞𝑖 (𝑡) +𝑤 𝑖 (𝑡)|𝑢|
−𝗽,
𝑡∈[0,𝑇],𝑢∈
𝑛
∏
𝑘=1
(0,∞)𝑘
(125)
(here |⋅|is the 𝑙𝑝 norm where 1≤𝑝≤∞is fixed);
(C16) 𝜂
max
𝑖 <0 ;
(C17) 𝜂
min
𝑖 ≥𝑛
−𝗽/(1+𝗽)𝑝𝑊
−𝗽/(1−𝗽
2)(𝑉𝗽
2)
1/(1−𝗽
2)
(1 − 1/𝗽
2)
where
𝑊=max
1≤𝑘≤𝑛
[max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑘 (𝑡,𝑠)𝑤𝑘 (𝑠)𝑑𝑠],
𝑉=min
1≤𝑘≤𝑛
[ min
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑘 (𝑡,𝑠)𝑣𝑘 (𝑠)𝑑𝑠].
(126)
Then, (104) has a 𝑇-periodic constant-sign solution 𝑢
𝑇 ∈
(𝐶(R))
𝑛 such that
𝑟≤𝜃 𝑖𝑢
𝑇
𝑖 (𝑡) ≤𝑅 , 𝑡∈R,1≤𝑖≤𝑛 , (127)
where 0<𝑟≤𝑅are given by
𝑟=
{
{
{
𝑛
−𝗽/(1+𝗽)𝑝𝑊
−𝗽/(1−𝗽
2)(𝑉𝗽
2)
1/(1−𝗽
2)
, 1≤𝑝<∞
𝑊
−𝗽/(1−𝗽
2)(𝑉𝗽
2)
1/(1−𝗽
2)
,𝑝 = ∞ ,
𝑅=
{
{
{
𝑛
−𝗽/(1+𝗽)𝑝𝑊
1/(1−𝗽
2)(𝑉𝗽
2)
−𝗽/(1−𝗽
2)
, 1≤𝑝<∞
𝑊
1/(1−𝗽
2)(𝑉𝗽
2)
−𝗽/(1−𝗽
2)
,𝑝 = ∞ .
(128)
Theorem 42 is obtained by considering the closed convex
set
Ω = {𝑢 ∈ (𝐶[0,𝑇])
𝑛 |𝑟≤𝜃 𝑖𝑢𝑖 (𝑡) ≤𝑅 ,𝑡∈[0,𝑇],
1≤𝑖≤𝑛 },
(129)
where 𝑅≥𝑟>0are determined later as those given in (128).
Remark 43. As seen from (128), the functions 𝑤𝑖 and 𝑣𝑖 that
appearin(C15)determinethelowerandupperboundsofthe
solution 𝑢
𝑇
𝑖 ,1≤𝑖≤𝑛 .
We have so far established the results when (i) 𝜂
min
𝑖 >0 ,
(ii) 𝜂
min
𝑖 =0 , and (iii) 𝜂
max
𝑖 <0for all 1≤𝑖≤𝑛 .H o w e v e r ,i t
c o u l db et h a tw eo n l yh a v e𝜂𝑖(𝑡) ≥ 0 for some 𝑖 and 𝜂𝑗(𝑡) < 0
for some 𝑗,w h i c hr e s u l t si n𝜂
min
𝑖 ≥0and 𝜂
max
𝑗 <0for some
1≤𝑖 ,𝑗≤𝑛 . We present two results for such a case as follows.
Note that Theorem 44 is obtained by applying Theorems 38–
42,w h i l eTheorem 45 is obtained by applying Theorems 36,
40,a n d42.
Theorem 44. Let (C1) and (C10) hold for each 1≤𝑖≤𝑛 .
Assume the following:
(C18) conditions (C11) and (C12) hold for some 𝑖∈𝐼⊆
{1,2,...,𝑛};
(C19) conditions (C13) and (C14) hold for some 𝑖∈𝐽⊆
{1,2,...,𝑛};
(C20) conditions (C15), (C16), and (C17) hold for some 𝑖∈
𝐾⊆{1,2,...,𝑛};
where 𝐼∪𝐽∪𝐾={ 1 ,2 ,...,𝑛 } .Th e n ,(104) has a 𝑇-periodic
constant-sign solution 𝑢
𝑇 ∈( 𝐶 ( R))
𝑛 such that
𝑟≤𝜃 𝑖𝑢
𝑇
𝑖 (𝑡) ≤𝑅 , 𝑡∈R,1≤𝑖≤𝑛 , (130)
where 0<𝑟≤𝑅satisfy
(a) (118) and (119) for 𝑖∈𝐼 ;
(b) 𝑟 = 1/𝑅, 𝑅 ≥ 1, (123) for 𝑖∈𝐽 ;
(c) (128) for 𝑖∈𝐾 .14 Abstract and Applied Analysis
Theorem 45. Let (C1) and (C10) hold for each 1≤𝑖≤𝑛 .
Assume that (C18)–(C20) hold with 𝐼∪𝐽∪𝐾={1,2,...,𝑛}.
Then, (104) has a 𝑇-periodic constant-sign solution 𝑢
𝑇 ∈
(𝐶(R))
𝑛 such that
𝑟𝑖 ≤𝜃 𝑖𝑢
𝑇
𝑖 (𝑡) ≤𝑅 𝑖,𝑡 ∈ R,𝑖∈𝐼 , (131)
where 0<𝑟 𝑖 ≤𝑅 𝑖 satisfy (112) and (113) for 𝑖∈𝐼 ,a n d
𝑟≤𝜃 𝑖𝑢
𝑇
𝑖 (𝑡) ≤𝑅 , 𝑡∈R,𝑖∈𝐽∪𝐾 , (132)
where 0<𝑟≤𝑅satisfy conclusions (b) and (c) of Theorem 44.
We will now apply the results obtained to the following
system of Hill’s equations, a particular form of it (see (64))
that has been discussed in [45],
𝑢
򸀠򸀠
1 (𝑡) +𝑎 1 (𝑡)𝑢1 (𝑡) =( √𝑢2
1 +𝑢 2
2)
−𝗽1
+𝜈 1(√𝑢2
1 +𝑢 2
2)
𝗾1
,
𝑢
򸀠򸀠
2 (𝑡) +𝑎 2 (𝑡)𝑢2 (𝑡) =( √𝑢2
1 +𝑢 2
2)
−𝗽2
+𝜈 2(√𝑢2
1 +𝑢 2
2)
𝗾2
.
(133)
Clearly, the system (133) corresponds to (104)w h e r e𝑛=2
and
𝐹𝑖 (𝑡,𝑢) =( √𝑢2
1 +𝑢 2
2)
−𝗽𝑖
+𝜈 𝑖(√𝑢2
1 +𝑢 2
2)
𝗾𝑖
,𝑖 = 1 , 2 .
(134)
We will assume that 𝑎1,𝑎 2 ∈𝐿
1[0,𝑇] s a t i s f y( C 1 ) .N o t et h a t
condition (C10) is clearly satisfied. Further, let 𝜃1 =𝜃 2 =1 ,
that is, we are interested in positive periodic solutions of
(133).
Example 46. Consider the system (133)w i t h
𝜈𝑖 >0 , 𝗽 𝑖 >0 , 𝗾 𝑖 ∈ [0,1),𝑖 = 1 , 2 . (135)
Clearly, (C11) is satisfied with 𝑝=2 ,𝑞 𝑖 =𝜈 𝑖 and 𝑤𝑖 =
1, 𝑖 = 1,2. Thus, (C12) also holds since
𝜂
min
𝑖 = min
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝜃𝑖𝑞𝑖 (𝑠)𝑑𝑠
=𝜈 𝑖 min
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑑𝑠 > 0.
(136)
Theorem 38 (or Theorem 36) is applicable and we conclude
that the system (133)w i t h( 135)h a sa𝑇-periodic positive
solution 𝑢
𝑇 ∈( 𝐶 ( R))
2 such that
𝑟≤𝑢
𝑇
𝑖 (𝑡) ≤𝑅 , 𝑡∈R,𝑖=1 ,2 , (137)
where 0<𝑟≤𝑅are such that
𝑟≤min
𝑖=1,2
{(𝜂
min
𝑖 2
𝗾𝑖/2)
1/(1−𝗾𝑖)
}, (138)
𝑅≥max
𝑖=1,2
{𝑅
𝗾𝑖𝜂
max
𝑖 2
𝗾𝑖/2 +𝑟
−𝗽𝑖2
−𝗽𝑖/2 [max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑑𝑠]}.
(139)
To illustrate numerically, suppose
𝑎1 (𝑡) =𝑎 2 (𝑡) =
1
4
,𝑇 = 2 𝜋 ,𝜈 1 =
1
4
,
𝜈2 =1 , 𝗾 1 =𝗾 2 =
1
2
,𝗽 1 =𝗽 2 =1 .
(140)
Green’s function is given in (95)a n d
𝜂
min
𝑖 =𝜈 𝑖 min
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑑𝑠 = 4𝜈𝑖. (141)
Hence, (138) yields 𝑟≤√2.L e t𝑟=√2,t h e n( 139)r e d u c e st o
𝑅≥max
𝑖=1,2
{𝑅
1/24𝜈𝑖2
1/4 +𝑟
−12
−1/24𝜈𝑖}=𝑅
1/22
9/4 +2 , (142)
whichissatisfiedby𝑅 ≥ 26.48.Let𝑅 = 26.48,thenfrom(137)
weconcludethatthesystem(133)with(140)hasa2𝜋-periodic
positive solution 𝑢 ∈ (𝐶(R))
2 such that
√2≤𝑢 𝑖 (𝑡) ≤ 26.48, 𝑡 ∈ R,𝑖=1 ,2 . (143)
Example 47. Consider the system (133)w i t h
𝜈𝑖 =0 , 𝗽 𝑖 ∈ (0,1),𝗾 𝑖 ∈ [0,1),𝑖 = 1 , 2 .(144)
Here, (C13) is satisfied with 𝑝=2 ,𝑞 𝑖 =𝜈 𝑖 =0and 𝑤𝑖 =
𝑣𝑖 =1 ,𝑖=1 ,2 . Subsequently, (C14) also holds since
𝜂
min
𝑖 = min
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝜃𝑖𝑞𝑖 (𝑠)𝑑𝑠
=𝜈 𝑖 min
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑑𝑠 = 0.
(145)
Employing Theorem 40,w ec o n c l u d et h a tt h es y s t e m( 133)
with (144)h a sa𝑇-periodic positive solution 𝑢
𝑇 ∈( 𝐶 ( R))
2
such that
1
𝑅
≤𝑢
𝑇
𝑖 (𝑡) ≤𝑅 , 𝑡∈R,𝑖=1 ,2 , (146)
where 𝑅≥1 ,a n df r o m( 123), we have for 𝑖=1 ,2 ,
𝑅≥2
𝗽𝑖/2(1−𝗽𝑖)[ min
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑑𝑠]
−1/(1−𝗽𝑖)
,
𝑅≥{ 2
−𝗽𝑖/2 [max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑑𝑠]}
1/(1−𝗽𝑖)
.
(147)
Combining the inequalities, we see that 𝑅 should satisfy
𝑅≥ max{1,max
𝑖=1,2
2
𝗽𝑖/2(1−𝗽𝑖)
×[min
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑑𝑠]
−1/(1−𝗽𝑖)
,
max
𝑖=1,2
{2
−𝗽𝑖/2 [max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖(𝑡,𝑠)𝑑𝑠]}
1/(1−𝗽𝑖)
}.
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Example 48. Consider the system (133)w i t h
𝜈𝑖 <0 , 𝗽 𝑖 =𝗽∈(0,1),𝗾 𝑖 =0 , 𝑖=1 ,2 , (149)
𝜈𝑖 min
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑑𝑠 ≥ 2
−𝗽/2(1+𝗽)𝑊
−𝗽/(1−𝗽
2)(𝑉𝗽
2)
1/(1−𝗽
2)
×( 1−
1
𝗽2), 𝑖 = 1,2,
(150)
where
𝑊=max
𝑘=1,2
[max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑘 (𝑡,𝑠)𝑑𝑠],
𝑉=min
𝑘=1,2
[ min
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑘 (𝑡,𝑠)𝑑𝑠].
(151)
Obviously, (C15) is satisfied with 𝑝=2 ,𝑞 𝑖 =𝜈 𝑖 <0and
𝑤𝑖 =𝑣 𝑖 =1 ,𝑖=1 ,2 . Then, (C16) also holds since
𝜂
max
𝑖 = max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝜃𝑖𝑞𝑖 (𝑠)𝑑𝑠
=𝜈 𝑖 max
𝑡∈[0,𝑇]
∫
𝑇
0
𝑔𝑖 (𝑡,𝑠)𝑑𝑠 < 0.
(152)
Moreover, condition (C17) is simply (150). Hence, we con-
clude from Theorem 42 that the system (133)w i t h( 149)a n d
(150)h a sa𝑇-periodic positive solution 𝑢
𝑇 ∈( 𝐶 ( R))
2 such
that
𝑟≤𝑢
𝑇
𝑖 (𝑡) ≤𝑅 , 𝑡∈R,𝑖=1 ,2 , (153)
where 0<𝑟≤𝑅are given by
𝑟=2
−𝗽/2(1+𝗽)𝑊
−𝗽/(1−𝗽
2)(𝑉𝗽
2)
1/(1−𝗽
2)
,
𝑅=2
−𝗽/2(1+𝗽)𝑊
1/(1−𝗽
2)(𝑉𝗽
2)
−𝗽/(1−𝗽
2)
.
(154)
Remark 49. In [45], it is shown that (64)h a sas o l u t i o nw h e n
𝗽>0 ,𝗾∈[ 0 , 1 )and 𝜈>0 .A ss e e nf r o mE x a m p l e s46–48,
we have generalized the system (64)t oa l l o w𝜈 to be zero or
negative.
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