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要旨
BERT の Masked Language Model を利用すると，文中のマスクされた単語を推定するこ
とができる．また BERTは２つの文 s1 と s2 を入力できる．そこで s2 の直前にマスク単語
を置き，”[CLS] s1 [SEP] [MASK] s2 [SEP]”の形の文を BERT に入力し，BERT から推定


















BERT の Masked Language Model を利用すると，文中のマスクされた単語を推定するこ
とができる．また BERTは２つの文 s1 と s2 を入力するができる．そこで s2 の直前にマス
ク単語を置き，”[CLS] s1 [SEP] [MASK] s2 [SEP]”の形の文を BERT に入力し，BERT か







の Masked Language Model を利用すれば特定箇所に入る文字や単語を推定できるので，原文
と推定した文字や単語とを比較することでスペルチェックを行うことができる．論文 (Zhang
et al. (2020))では誤り検出用ネットワークと誤り訂正用ネットワークからなるスペルチェック
のシステムを構築した．その誤り検出用ネットワークに BERT の Masked Language Model
を利用したソフトマスキング手法を用いている．
二文間の接続関係を推定する研究は従来より多くの研究 (山本和英・齋藤真実 (2008),Lin
et al. (2009),Lan et al. (2013) など) があるが，ディープラーニングの手法を利用したもの
としては論文 (大塚淳史ほか (2015))がある．そこでは再帰的なニューラルネットワークを用
いて文節や文の概念ベクトルを作成する手法である Recursive AutoEncoder (Socher et al.
(2011)) を用いた概念ベクトルによる文間の接続関係推定手法を提案している．
3. BERT による接続関係の推定
2つの文 s1 と s2 の接続関係を推定するには s1 と s2 に最も適切に当てはまる接続詞を推
定すればよい．この接続詞の推定に BERT の Masked Language Model を利用する．具体的
には s2 の直前にマスク単語を置き，以下の形の token 列を BERT に入力し，BERT から推
定される [MASK] の単語から文 s1 と文 s2 の接続関係を推定する．
[CLS] (s1の token 列) [SEP] [MASK] (s2の token 列) [SEP]
BERT の Masked Language Model を利用すると，語彙リストにある全ての単語について










図 1に本手法の動作例を示す．図では以下の二つの文 s1 「私は犬が好き．」と s2 「猫は嫌
い．」の接続関係を推定している．s1 と s2 は token id 列に変換され，[CLS] (token id は 2)，
[SEP](token id は 3)及び [MASK] (token id は 4) の token id が付与されて BERT に入力
される．BERT からは各 token の位置に BERT の語彙リストにある 32,000 単語の各単語が
現れる確率が得られる．対象単語とする 21 個の接続詞に対して，その接続詞が [MASK] 位置
に入る確率を調べ，最も高い確率の接続詞を推定結果とする．
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してランダムに 100 組取り出した．ここでコーパスとしては 1993年から 1998年までの毎日













しかし 71 また (15)，そして (4)，つまり (2)
また 85 しかし (5)，そして (4)
だが 0 しかし (65)，また (20)，そして (4)
ただ 4 しかし (50)，また (27)，ただし (10)
一方 28 また (49)，しかし (16)，なお (3)
でも 15 しかし (42)，だから (16)，そして (14)
そして 51 また (22)，しかし (17)，だから (5)
それでも 17 しかし (39)， また (22)， そして (11)
ところが 0 しかし (69)， また (17)， そこで (4)
だから 18 そして (28)， しかし (17)， また (13)
例えば 31 また (37)， しかし (9)， そして (6)
そこで 43 また (17)， そして (17)， しかし (14)
ただし 15 しかし (35)， また (33)， なお (6)
しかも 2 また (44)， しかし (35)， そして (7)
つまり 16 しかし (23)， そして (20)， また (17)
たとえば 9 また (38)， 例えば (17)， そして (13)
まずは 22 そして (27)， また (16)， そこで (10)
が 0 しかし (64)， そして (10)， また (9)
それで 10 そして (26)， だから (14)， しかし (13)
実は 5 また (32)， しかし (24)， だから (16)
なお 27 また (41)， しかし (14)， ただし (12)
合計 469
表 2 実験結果
単純に総和を取って正解率を測ると 0.233(= 469/2100) という値であった．ランダムに推















































本論文では 2文間の接続詞を推定するために BERT を利用している．BERT は既存のモデ
ルを利用しているため，結果的に本手法では学習を必要としていない．ただし本タスクに対し
ては，ラベル付きデータを自動で構築できるために，教師あり学習の枠組みで解くことも可能
である．ここでは BERT の feature based と fine tuning の方法それぞれにより本タスクを
解いた場合の正解率を測る．
図 2は利用したネットワーク図である．feature based の手法の学習では図 2の W の層の
パラメータだけを学習する形であり，fine tuning の手法の学習では図 2の W の層のパラメー
タの他に，BERT 自体のパラメータも学習する形である．どちらの手法でも先頭にある特殊
トークンの [CLS] のベクトルから１層（図の W）の Classification 層を経て表 3に示された
8種類の接続関係を識別する．










[1325, 9, 2928, 14, 3596, 8] [6040, 9, 12844, 8]
[2, 1325, 9, 2928, 14, 3596, 8, 3,  6040, 9, 12844, 8, 3]
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図 2 BERT の識別による推定







本論文では BERT の Masked Language Model を利用して二文間の接続関係を推定するこ
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