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Abstract. In recent years, increases in computing power have
reached the automotive industry in the form of advanced driver as-
sistance systems (ADAS). Cars that support these systems require
a variety of sensors and powerful computers. Sensor data must be
processed and acted upon in real time so that the car can react to
changes in its environment as they occur. This is especially impor-
tant when the car must take action to avoid a collision and poten-
tially prevent loss of life. GPUs offer a large speedup for processing
sensor data but their runtime performance can be unpredictable in
some cases. In this paper we evaluate the predictability of GPU
programs on the NVIDIA Jetson TK1 and make them perform more
predictably by using Zero Copy memory.
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1 Motivation
The leading cause of automotive accidents is driver error [1]. Self-driving
cars remove the driver from the equation and, if designed properly, make the
roadways safer for everyone. Unfortunately, self-driving cars are still far from
being commonplace. As more people become receptive to the idea of owning and
being transported by autonomous vehicles, the pressures will increase for auto-
motive manufacturers to innovate and build cars that are affordable and safe to
drive. The challenge is building a system that is reliable and predictable enough
to pass the stringent certification requirements that will regulate autonomous
vehicle manufacturing in the future [11].
1.1 Computer Systems in Automobiles
In modern cars, there are tens to hundreds of computers in use at any given
time [10]. Many of these computers perform simple tasks like controlling emis-
sions or monitoring battery levels. The higher-level operations of a car have
traditionally been handled by human drivers. The ultimate goal is to design
and ensure that a computer system can drive a car as well as—or better than—
a human driver.
Such a computer system is not readily available for our research purposes, so
instead we focus our research on advanced driver assistance systems (ADAS).
ADAS are the natural precursors to autonomous driving as the functions they
perform make up important parts of a fully autonomous system.
1.2 Advanced Driver Assistance Systems
We see the beginnings of autonomous vehicle technology already available
and on the road today in ADAS. These systems, illustrated in Figure 1, have
applications in areas like forward collision detection, automatic braking, lane
departure warning, and intelligent cruise control to name a few [3].
The high cost of ADAS is primarily driven by the cost of the sensor and com-
puter hardware required to power them and has been prohibitive for widespread
adoption; however, in some cases the safety benefits outweigh the costs and as
of 2015 several U.S. automobile manufacturers have agreed to install automatic
braking systems as standard equipment in all new vehicles [14].
ADAS have significant timing constraints. If the car fails to take action at
precisely the right time, it could cause a death. The car’s computer needs to
have an up-to-date model of its surroundings and be able to react quickly to
changes in the environment as they occur. Building a computer fast enough to
handle this task is challenging. We focus our research on the hardware platforms
and computation supporting ADAS because this is the most safety-critical and
costly aspect of assistive technologies.
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Figure 1: Advanced driver assistance systems and sensors [13].
1.3 Costs
As driver assistance technologies become standard, economies of scale dictate
that the systems will become more affordable. In order to further reduce the
cost of ADAS, we turn to the hardware supporting the computation.
Processing data on graphics processing units (GPUs) rather than CPUs
offers a large speedup for parallelizable operations [12]. In ADAS, raw camera
input must be interpreted by a computer vision algorithm before the system
can react to it. Processing a continuous stream of images from a camera at a
high speed is a common use case for GPUs.
In comparison with Google’s self-driving car and other systems today that
use LIDAR and specially designed hardware, off-the-shelf cameras and GPUs
are significantly cheaper [15]. We are evaluating the NVIDIA Jetson TK1 as a
potential GPU platform for use in an automotive setting. The Jetson is designed
for embedded applications and sells for less than $200, making it an attractive
candidate for use in a non-luxury car. We would like to determine how well a
system built with commodity hardware such as the Jetson can handle the high
workload necessary in an automotive setting.
1.4 Processing Sensory Input
ADAS get input from a variety of sensors that each provide a huge amount
of data. This data must be processed and integrated into the car’s model of its
surroundings before it can be used to make decisions. There are many computer
vision algorithms ADAS can use to accomplish this such as pedestrian detection
and vehicle tracking [2][5]. Figure 2 shows an example of the vehicle tracking
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Figure 2: Image from dashboard-mounted camera with results of the vehicle
tracking algorithm superimposed [4].
algorithm running on the images captured by a dashboard-mounted camera. In
this work, we focus specifically on processing input from car-mounted cameras.
2 Definitions
In the following sections we formalize the problem we are solving and define
terms. Our goal is to quantify the image processing workloads the Jetson is
capable of handling and determine if it is suitable for use in an automotive
setting.
2.1 Image Processing Scenario
We evaluated a variety of computer vision algorithms that are applicable
to automotive systems. In each use case a program takes input images from
car-mounted cameras, runs the algorithm, returns a result, and repeats with a
new frame. For each input frame the program’s output is used to help the car
make a driving decision.
Computer vision algorithms are often designed to achieve high accuracy
with less emphasis placed on speed [6]. ADAS require images to be processed
as they are captured so that the car can react quickly to changes. Designing
fast computer vision algorithms for automotive applications is beyond the scope
of this paper. Given a fast computer vision algorithm, we need the algorithm
to execute to completion within a predictable time bound so time spent on one
frame does not delay the next.
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2.2 Real-Time System
The timing constraints we described in the image processing scenario above
describe a real-time system. A real-time system has logical and temporal con-
straints. A program in a real-time system must 1) produce a logically correct
result and 2) complete computation by a designated time [9]. If either of these
requirements is not met, the program fails.
In the conventional real-time system model, an executing program is called
a task. A task becomes available for execution at its release time and can
begin execution at any time after. The task must complete execution before
its deadline. Tasks usually must run repeatedly so the amount of time between
consecutive releases is the program’s period. The amount of time a task requires
to execute is its execution time. The execution time can vary across different
releases of a task but all tasks require no more than their worst-case execution
time to complete. We define task utilization as the worst case execution time
divided by the task period. If the worst-case execution time is larger than the
period, the system is over utilized. We should not design a system that is over
utilized as it could fail whenever a task executes beyond its deadline [9].
A real-time system has various scheduling algorithms for ensuring that tasks
are released periodically and deadlines are met in an environment where many
programs can be running at once. In Linux we have first-in first-out, round
robin, and earliest-deadline-first scheduling algorithms available. In our exper-
iments we only ran one task at a time, which led to no significant difference
between scheduling classes. We do not consider the effect of real-time schedul-
ing algorithms in this work.
In this research we focus on the the timing requirements of a real-time system
by measuring how long computer vision algorithms take to complete computa-
tion on the NVIDIA Jetson TK1. We would like to determine the worst-case
execution time of various computer vision algorithms in order specify realistic
periods between releases.
2.3 Automotive Real-Time System
An autonomous vehicle must be as good as or better than a human driver.
The average reaction time of an alert human driver is 700ms [8]. Hence, each
task in our system must have a runtime that is bounded above by 700ms. Often,
the bound should be much lower, especially in safety-critical tasks that could
prevent the loss of life, like pedestrian detection.
In an automotive real-time system, many programs will execute as periodic
tasks, with different periods depending on the program’s purpose. For example,
the pedestrian detector must run as frequently as possible. When the pedestrian
detector finishes processing an image it should immediately start again process-
ing the newest image from the camera as what it finished processing is already
out of date. In a different system with lower criticality, such as lane departure
warning, the period between executions of the task may be much longer. The
most common period is expected to be 1/30th of a second, corresponding to the
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video frame rate available in typical video cameras.
It is difficult to predict how much time is required to execute a specific
GPU task. We must assume that every task will take as long as its worst-case
execution time. In this work, the worst-case execution time of a program is
determined experimentally by measuring the program’s runtime on a variety of
inputs and configurations. The largest runtime measured can be used as the
worst-case execution time. If the worst-case execution time of the pedestrian
detector is 100ms then the pedestrian detector can be run with a period no
smaller than 100ms. In practice, real-time systems add an additional “buffer”
to the worst-case execution time for additional assurance that the system has
enough time to complete the task in the worst case.
If the average runtime of a task is significantly lower than its worst-case
execution time then the system’s processing capacity can go unused. Hence,
our objective is to reduce the worst-case execution time of programs as near
to the average runtime as possible so that the system spends less time under-
utilized.
2.4 CUDA Programming Model
CUDA is a GPU programming language designed by NVIDIA that has been
used to implement many computer vision algorithms. CUDA programs all have
the following general structure.
1. The CPU makes data available to the GPU.
2. The GPU performs the computation on the data.
3. The GPU makes the result available to the CPU.
The simplicity of the CUDA programming model provides an easy-to-use
interface that allows programmers to use GPUs; however, we will later see that
programmer design decisions about how data is handled can cause detrimental
worst-case performance. The performance trade off is not apparent when the
programmer is writing the CUDA code because the program is functionally
correct either way. The effects of these choices on timing correctness are not
apparent until after experimentation.
2.5 NVIDIA Jetson TK1
GPUs are capable of executing computer vision algorithms much faster than
CPU-based equivalents [7]. We chose the NVIDIA Jetson TK1 as our target
platform because it has a GPU and a CPU in one package, is affordable, designed
for embedded applications like automotive systems, and has an active developer
community.
Other work in this area and in general computer vision research has focused
on discrete GPUs. Discrete GPUs are a physically separate chip that is con-
nected to the CPU via the PCI bus. Discrete GPUs have their own dedicated
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memory, many more processing cores, and consume more power than integrated
GPUs. The Jetson is unique in this area because it integrates the CPU and GPU
on the same physical chip and shares memory between the two.
Figure 3 shows the architecture of the Jetson. The GPU consists of two
major components: a copy engine and an execution engine. The copy engine is
responsible for moving data to and from GPU-managed memory. The execution
engine handles executing the GPU program, called a kernel. In the Jetson, and
other integrated systems, physical memory is shared between the CPU and the
GPU. Using the shared memory improperly increases the worst-case runtime but
it is possible to use it to our advantage, as we will see later in the experiments.
CPU
GPU
Execution 
engine
Copy engine
Shared memoryImage (orig.) Image (copy)
Figure 3: NVIDIA Jetson TK1 architecture. The Jetson integrates the CPU
and GPU on the same physical chip and both share the same physical memory.
The GPU consists of one copy engine and one execution engine. The copy engine
moves data between CPU-managed memory and GPU-managed memory.
2.6 GPU Limitations
An ideal real-time system would be able to terminate periodic tasks that
do not complete by their deadline, as the result of their computation is no
longer temporally valid. Current GPUs, including the one in the Jetson, do
not provide a mechanism for stopping GPU operations after they are launched
without resetting the entire device; GPUs cannot be considered preemptable
resources as required by many conventional real-time scheduling algorithms.
This creates the undesirable property that if we cannot bound the runtime of a
GPU program, we have no guarantees on when it will terminate.
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2.7 Zero Copy Memory
In CUDA programs, CPU memory and GPU memory are used as if they
are physically separate, as in discrete GPUs, by default. When the CPU data
is made available to the GPU, it is copied from CPU memory to GPU memory.
On systems with integrated GPUs, such as the Jetson, the CPU and the GPU
share the same physical memory so when data is copied from CPU memory
to GPU memory, it moves from one region of memory to another in the same
DRAM banks. On these systems, it is possible for the CPU and GPU to access
the same regions of memory when CUDA programs are implemented with Zero
Copy CUDA library functions.
Using Zero Copy can reduce the memory requirement of GPU programs by
up to half because the CPU and the GPU do not need to maintain separate
copies of the data. The CPU has access to the original data. Instead of making
a copy of the original data, the GPU uses a pointer to the CPU’s copy for com-
putation. We measure the impacts of caching and data movement by comparing
the runtime of the default program implementation to the runtime of the Zero
Copy implementation.
3 Experiments
Ideally, our GPU programs would have deterministic runtime for a given
input size. Determinism allows us to measure the worst-case runtime experi-
mentally and expect all future runs of the program to perform similarly. Our
initial tests suggested that some configurations of GPU programs have high
variability so we designed experiments that isolated the sources of variability in
CUDA programs.
CPU-GPU interactions are limited to memory allocation, memory copies,
and kernel execution. In our experiments, we measured the runtime of these in-
dividual GPU operations for varied input sizes. Calls to cudaMalloc, cudaFree,
and cudaMemcpy reference GPU memory and engage the GPU’s copy engine.
Calls to cudaLaunch for kernels engage the GPU’s execution engine.
Shared memory between the CPU and the GPU is another source of un-
predictability. When a CPU program accesses the shared DRAM banks at the
same time as a GPU program one must wait for the other to complete its mem-
ory operations before it can have access. We attempt to minimize these issues
by running only one experimental process at a time. In addition, we minimize
memory usage with Zero Copy memory and evaluate how Zero Copy memory
performs compared to the default implementation.
3.1 Experiment Design
We conducted timing tests to determine the worst-case execution time of a
sample GPU program. In this paper we highlight matrix multiplication, however
our experimental framework is easily extensible to many other GPU programs.
The matrix multiplication program was taken directly from the NVIDIA official
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CUDA samples and was minimally modified to support timing measurements
and Zero Copy memory.
We recorded the runtime for multiplying various sizes of square matrices on
the GPU for 10,000 iterations. Note that even 10,000 iterations is not sufficient
to be absolutely sure that we have observed the true worst-case execution time.
This is why typical real-time systems are designed with a buffer term such as
1.5 × the observed worst-case execution time. The results are summarized in
the following sections.
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4 Results
4.1 Worst-Case Execution Time
Initial observations show that off-the-shelf CUDA programs do not have
deterministic performance. Figure 4 shows a histogram of measured runtime
of the matrix multiply program for matrices containing 220 (32-bit) floating-
point numbers. The median time required to execute the program was 119.4ms
however there is a long right tail in the distribution that brings the average
execution time up to 125.5ms. The maximum observed runtime was 1357ms,
well beyond the right edge of the graph.
Figure 4: Histogram of matrix multiplication runtime for input size 220.
Since it is impossible to know how long it will take the program to run
to completion a priori, the period of invocation for matrix multiply for input
size 220 must be no smaller than the worst-case of 1357ms. In the average
case this is allotting over 10× more time than what is required. This over-
provisioning causes the GPU to be underutilized in real scenarios, even though
the system is analytically at its maximum load. In order to achieve higher
practical utilization, we must understand why this gap exists between average
runtime and worst-case runtime and shrink it.
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4.2 Matrix Multiplication Average and Worst Case
In Figure 5 we display the results of timing the matrix multiplication pro-
gram across all input sizes. We varied the input size from 210 to 220 (32-bit)
floating point numbers per matrix. A matrix with 210 floats is a 32×32 matrix.
A matrix with 220 floats is a 1024× 1024 matrix.
The plot shows the average time in milliseconds across 10, 000 iterations re-
quired to make data available to the GPU, multiply the two matrices, and return
the result to the CPU. As the size of the input to the program increases, the
average task runtime, displayed as a solid line, increases as well. The observed
worst-case execution time increases at a much faster rate and is displayed as
error bars and as the dotted line. For example, with input size 218 the average
task execution time is 15ms while the observed worst-case execution time is
170ms.
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Matrix multiplication average runtime
Figure 5: Matrix multiplication average runtime per input size represented by
solid line. Worst-case execution time shown in error bars and dotted line.
Our goal is to determine which factors have the largest influence on the
worst-case runtime. We next break the total runtime up into the amount of
time spent using the copy engine and execution engine.
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4.3 Matrix Multiplication Copy Engine
Figure 6 shows the time the matrix multiplication program spends using the
GPU’s copy engine. The copy engine is used for memory copies. In our program
the copy engine is used to copy the two input matrices to GPU memory and to
copy the resulting matrix to CPU memory after it is constructed.
Memory copies make up a small portion of the task’s overall runtime. The
worst-case runtime observed during this phase of computation (represented by
the error bars) was low and did not appear to vary with input size. The worst-
case runtime also does not approach the overall worst-case runtime (dotted) as
input size increases.
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Figure 6: Matrix multiplication copy engine average runtime per input size
(solid). Worst-case execution time of copy engine represented by error bars.
Worst-case execution time of the entire task represented by dotted line.
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4.4 Matrix Multiplication Execution Engine
Figure 7 shows the time the matrix multiplication program spends using the
execution engine. The execution engine is used for executing the GPU code. In
this case the GPU code handles loading the matrix elements from GPU memory,
performing arithmetic operations on the values, and storing the result in GPU
memory.
The execution engine runtime accounts for most of the runtime of the entire
task; however, there is still a significant gap between the worst-case execution
engine runtime and the overall worst-case execution time. The worst-case exe-
cution time is not explained by the execution engine’s runtime alone.
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Figure 7: Matrix multiplication execution engine average runtime per input size
(solid). Worst-case execution time of execution engine represented by error bars.
Worst-case execution time of the entire task represented by dotted line.
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4.5 Matrix Multiplication with Zero Copy
In order to isolate the impacts of the Jetson’s shared memory on overall
program runtime, we reimplemented matrix multiplication with CUDA’s Zero
Copy memory features. Figure 8 shows the results. We observed that using
Zero Copy memory does not significantly reduce the average execution time.
Since memory operations only accounted for a small amount of total runtime
(Figure 6), this is expected.
More importantly, the worst-case execution time of the entire task is lower
when implemented with Zero Copy compared to the default implementation.
For example, the worst-case execution time for input size 218 dropped from
170ms originally to 30ms with Zero Copy.
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Default - average runtime
Default - worst case runtime
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Figure 8: Overall runtime of matrix multiplication implemented with Zero Copy
and default.
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5 Conclusions
Our goal is to make GPU programs more predictable and to close the gap
between worst-case execution time and average execution time. We found that
the copy engine and the execution engine have unpredictability in their execution
times but the most significant source of variation was in the communication and
synchronization between the CPU and the GPU which did not involve either
engine.
Programs implemented with Zero Copy memory have significantly lower
worst-case execution time than the default implementation. Zero Copy reduces
the number of memory operations a program performs and reduces its total
memory requirements. Our findings show that Zero Copy on the Jetson has
benefits for program predictability and average runtime.
Future work investigating variability in the execution engine due to kernel
code structure and memory access patterns is another important step to achiev-
ing our goal of making GPU programs deterministic.
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Appendix A CUDA Locking and Synchronization Library
When multiple GPU-using tasks run concurrently they should share the
GPU fairly. Here, our notion of fairness depends on the task’s priority on the
CPU. This means that if two concurrent tasks request access to the GPU at
the same time, the high priority task should always receive access before the
low priority task. Further, if a low priority task is using the GPU and a high
priority task requests access, the GPU should preempt the low priority task and
allow the high priority task to run instead. We prioritize tasks based on their
safety criticality. For example, forward collision avoidance has a higher priority
than lane departure warning.
Unfortunately, the GPU’s kernel scheduler does not schedule tasks according
to their CPU priority. In addition, GPUs are non-preemptable resources so once
a task begins it is not possible to cancel or pause it [7].
We have developed a mechanism to bypass the GPU’s kernel scheduler and
impose priority on GPU operations. We accomplish this by intercepting all
function calls a program makes to the CUDA library. The intercepted function
calls use locking to ensure that only the task with the highest priority is allowed
to access to the GPU at once. All other tasks wait for the task that holds the
lock to finish before contending for the lock. Locking occurs on the CPU, so we
avoid the GPU’s scheduler altogether.
Our interception library is modeled after GPUSync, a large body of code
that achieves the same effects and much more. GPUSync was implemented by
modifying the LitmusRT patch to the Linux kernel and consists of over 20,000
lines of code [7]. Our goal with designing the locking library was to build
a lightweight version of GPUSync that could be usable in embedded systems
that are significantly less powerful than the platforms GPUSync was originally
intended for. Our locking protocol and interception library is implemented
using standard Linux libraries and with only 554 lines of code. Further, our
library has shown to be effective in making periodic tasks execute on the GPU
in accordance with their CPU priorities.
A.1 Evaluation of Locking Library
We evaluated the effectiveness of our locking protocol by running multiple
GPU programs concurrently using a simple framework for releasing tasks peri-
odically. We counted the iterations each task was able to complete in 30 seconds.
In these experiments we used vector addition and stereo disparity programs from
the official NVIDIA CUDA samples.
A.1.1 Stereo Disparity
The stereo disparity sample program copies two 640x533 (1 Mbyte) images
from the CPU to the GPU, computes a disparity map of the two images, and
copies the resulting 640x533 image from the GPU to the CPU. The program
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repeats these steps for thirty seconds. Figure 9 shows the effects of locking when
four instances of stereo disparity are run concurrently.
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Figure 9: Stereo disparity iteration count with no locks and varied priorities for
four processes.
Average total throughput was higher when locks were disabled, however, as
shown in Figure 9, this does not mean that processes executed in a manner
proportional to their priority. With locks disabled, processes use the GPU
without regard to CPU priority and block higher priority processes. With locks
engaged, processes use the GPU according to their CPU priority.
A.1.2 Vector Addition
The vector addition sample program copies two 16 Mbyte vectors from the
CPU to the GPU, performs 4 million single-precision floating point add opera-
tions, and copies the resulting 16 Mbyte vector from the GPU to the CPU. The
program repeats these steps for thirty seconds.
We saw the same behavior for vector addition as we did for stereo disparity.
Locks enable processes to use the GPU according to their CPU priority.
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Figure 10: Vector addition iteration count with no locks and varied priorities
for four processes.
Appendix B Source Code
• Locking library and sample programs.
http://github.com/vancemiller/gpu-sync
• Periodic task framework and worst-case execution time benchmarking.
http://github.com/vancemiller/PeriodicTaskReleaser.
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