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Abstract
In this paper, we derive the Kushner-Stratonovich and
the Zakai equation for the lter and the unnormalized
lter associated with a nonlinear ltering problem with
correlated noises, bounded coecients and a signal process
evolving in an innite dimensional space. A robust form
of the Zakai equation is established when the noises are
independent.
1 Introduction
The purpose of this paper is to prove that the unnormal-
ized lter associated with a nonlinear ltering problem
with correlated noises, bounded coecients and a signal
process evolving in an innite dimensional space, solves
the Zakai equation. Then, a Kushner-Stratonovich equa-
tion for the lter is deduced by usual arguments from the
Kallianpur-Striebel formula.
This problem has already been investigated when the sig-
nal process is nite dimensional by many authors. M.
Zakai [13] has showed in the case of independent noises,
that the unnormalized lter is, if it exists, solution of a
stochastic partial dierential equation of parabolical type.
Then, M. Davis [3], M. Davis and S. I. Marcus [4] and E.
Pardoux [11] have extended Zakai's method to the case of
nonlinear ltering problems with correlated noises.
As we know, innite dimensional stochastic processes, so-
lutions of a stochastic dierential equation driven by in-
nite dimensional Brownian motions, are related with cer-
tain continuous state Ising-type models in statistical me-
chanics, and also with models arising in population ge-
netics. In [5], P. Florchinger has proved that the unnor-
malized lter associated with a nonlinear ltering problem
with independent noises and bounded coecients solves a
Zakai equation, even if the signal process is innite dimen-
sional.
This paper is divided in six sections organized as follows.
In the second section, we introduce the nonlinear ltering
problem studied in this paper and we show that it has
a unique strong solution with a.s. continuous paths. In
section three, we dene an unnormalized lter linked with
the lter dened in the previous section by means of a
Kallianpur-Striebel formula. In the fourth and fth sec-
tions we derive the Zakai and the Kushner-Stratonovich
equations associated with our nonlinear ltering problem.
The sixth section, nally, is devoted to deduce a robust
form of the Zakai equation under the hypothesis that the
noises are independent.
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tion with less than linear growth.
6. The maps b;  and g are uniformly bounded.
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We use Picard's iteration method to construct an approx-
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Furthermore it is easy to see that x veries (1).
Now, let us prove now the uniqueness of the solution.
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Therefore the uniqueness of the solution follows from
Gronwall's lemma.
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To determine the in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Hence, we have :
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Then, as usually in nonlinear ltering theory we then de-
ne the lter associated with (1) by
De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Remark : We could have dened the lter for a larger
class of functions, but we have restricted it here to func-
tions in D
2
, because the Zakai and Kushner-Stratonovich
equations are only valid for such functions.
3 The reference probability mea-
sure
In order to dene an unnormalized lter, we make use
of the "reference probability measure" method to trans-
form the stochastic process fy
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Hence we can dene the unnormalized lter associated
with the system (1) in the following way
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Furthermore, we have the following Kallianpur - Striebel
formula which links the lter and the unnormalized lter.
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4 The Zakai equation
In this section, we show that the unnormalized lter 
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system (1). For this, we need the following stochastic Fu-
bini theorem :
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5 The Kushner - Stratonovich
equation
In this section, we prove that the lter 
t
dened by (5)
solves a Kushner-Stratonovich equation. With this aim,
we show at rst the following result by applying Ito^'s for-
mula to the process Z
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6 The robust form of the Zakai
equation
In this section, we derive the robust form of the Zakai
equation (8) obtained previously. The robust form of the
Zakai equation has been introduced by J. Clark [2] to de-
ne a "robust" lter associated with a noncorrelated l-
tering system with bounded observation coecients. This
method allows to turn up the resolution of an Ito^ type
stochastic dierential equation to an ordinary partial dif-
ferential equation parametrized by the paths of the ob-
servation process. W. Hopkins [8] then established, by
means of an analoguous method, a robust form for the
Zakai equation for a noncorrelated nonlinear ltering sys-
tem with unbounded observation coecients. Since, in
the case of a multidimensional observation process, this
method is however only adapted to the case of a noncor-
related ltering problem, we shall suppose in this section
that g  0, so we consider the system process-observation
pair (x
t
; y
t
) 2 L
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(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p
solution of the stochastic
dierential system
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Remark: In the case of a one-dimensional observation
process, M. Davis [3], respectively J.M. Bismut and D.
Michel [1], have derived a robust form for the Zakai
equation for a correlated nonlinear ltering system with
bounded coecients, whereas P.Florchinger [6] proved a
similar result for a correlated nonlinear ltering system
with unbounded observation coecients.
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With this, we can prove the following theorem :
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The conclusion is then straightforward by means of de-
nition 6.1 and lemma 4.1.
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