Metric MAX-CUT is the problem of dividing a set of points in metric space into two parts so as to maximize the sum of the distances between points belonging to distinct parts. We show that metric MAX-CUT has a polynomial time randomized approximation scheme.
Introduction

Background
MAX-CUT, the problem of finding a 2-partition of the vertices of a (possibly weighted) graph which maximizes the number of edges (or sum of edge weights) accross the partition, has recently attracted a lot of attention. It has been known for a long time that this basic optimization problem is NP-hard [8] but has a (straightforward) .5-approximation algorithm [18] . The best approximation in the general case is a recent exciting .87856-approximation algorithm due to Goemans and Williamson [9, 10] , building upon previous work [4, 5, 15] . Unfortunately, there is not much room for improvement since the problem is Max-SNP-hard [14] , and hence [17] has no -approximation scheme if P 6 = NP. Thus one is led to consider restricted versions of MAX-CUT. In [16, 2] , polynomial time approximation schemes were presented for dense unweighted graphs, i.e. graphs with (n 2 ) edges, and in [3] , dense weighted instances are dealt with. Related results also appear in [13, 7] .
In this paper, we focus on metric instances of MAX-CUT, when the vertices correspond to points in metric space, the graph is the complete graph, and edge fx; yg has a weight equal to the distance between x and y. Our main result is that metric MAX-CUT has a Polynomial Time Approximation Scheme.
Metric MAX-CUT is mentioned by Bern in [6, chapter 8], in relation to clustering problems. Following his presentation, we loosely define a 2-clustering problem as given by a set X of points in some metric space and seeking the "best" partition of X into two clusters. To measure the quality of the partition, some criterion is applied to each cluster individually. Some criterions for which polynomialtime algorithms exist are the diameter [19, 11] and the variance [1, 12] , but there is no polynomial-time algorithm known for minimizing the sum of pairwise distances, which is equivalent to maximizing the sum of distances between points in different clusters, i.e. to metric MAX-CUT. Thus Bern raises the question of designing an efficient approximation algorithm for metric MAX-CUT, which is answered in this paper.
The result
We now state our main theorem. One may contrast this result with the situation for the Traveling Salesman Problem (TSP): as is the case for MAX-CUT, the TSP problem is Max-SN P-hard [14] , but even the metric version of TSP is also Max-SN P-hard.
Theorem 1 Metric MAX-CUT has a Polynomial
Unfortunately, we must here mention two weaknesses of this result. First, metric MAX-CUT is not known to be NPhard, so that someone may conceivably come up with an exact polynomial-time solution (the likelihood of this event is perhaps lessened by the lack of results on clustering with respect to our criterion). Second, a PTAS for MAX-CUT is not the same as a PTAS for clustering: for example, if in one dimension there are n=2 points at position 0 and n=2 points at position 1, then the maximum cut obviously has value n 2 =4, and the value of Min-Cluster is 0. A cut (L; R) such that L contains n(1=2 ? ) of the points at 0 would be an -approximation to MAX-CUT, but would be very bad with respect to Min-Cluster. Thus we do not have a PTAS for Min-Cluster.
Proof techniques
We will obtain our main theorem as a consequence of the following reduction.
Theorem 2 Approximating Metric MAX-CUT reduces to approximating Dense MAX-CUT.
Actually, we will reduce metric MAX-CUT to an instance of ordinary MAX-CUT in which the maximum weight exceeds the average weight by at most a constant factor. It is almost immediate to check that the algorithms for dense (in the usual sense of the word) MAX-CUT work for this case with trivial modifications. We refer to [FdlVK-] for a more general definition of dense weighted instances.
In fact the main idea of the reduction is the following. Let us first see what problem is raised by a naive adaptation of dense graphs algorithms to metric MAX-CUT. The first step usually consists in taking a constant size sample of the vertices. In the dense graphs setting, all significant vertices have the same number of edges (up to a constant factor), hence contribute the same number of edges to MAX-CUT (up to a constant factor), hence a sample of constant size is sufficient to get a fairly good picture of the whole graph. In the metric setting, the situation is completely different. Outliers (points really far from the rest of the set) may contribute much more to MAX-CUT than other points. A constant size sample is bound to miss the few outliers, and examining the sample will not give good information about MAX-CUT. Thus a naive adaptation of the dense graph algorithm to metric MAX-CUT is doomed. The solution to this problem is simple: the critical observation is that the contribution of a point x to MAX-CUT is roughly proportional to the average distance from x to the rest of the set.
Thus in the metric setting one should not use a uniform sample of the set of points, but a biased sample, where the probability of taking x in the sample is proportional to the average distance from x to the rest of the set. This is the key to our algorithm. In practice, we create a "graph of clones" obtained by duplicating each vertex a number of times proportional to its distance to the rest of the set, and perform a uniform sample on the graph of clones.
The analysis uses two main observations: one, that up to a small constant factor, solving metric MAX-CUT reduces to solving MAX-CUT on the (suitably weighted) graph of clones; two, that this graph is a dense instance of MAX-CUT. Both proofs rely on the triangular inequality.
Open Problems
Reasonable extensions would include trying the same approach to solve other optimization problems of a similar flavor: bisection and cutting into k parts for example.
Notations and Definitions
We need a few important definitions.
Throughout the paper, we denote by d(x; y) the distance between two points x and y. Let X be a set of n points in a metric space. The value of a partition (or cut) (A; B) of X is the sum of the distances between points of A and points of B. Let MAXCUT(X) denote the value of an optimum cut of X. Up to scaling, we can assume that the average distance between two points drawn at random from X is equal to 1, i.e. that W = 2n 2 . 
Definition 2
The Algorithm
The algorithm is very simple.
Input:
A discrete metric space X of size n with distance function d. 
The Analysis
We will need the following lemma. This implies the theorem.
