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INTRODUCTION: PRELIMINARIES 
The main objective in this study is the asymptotic behaviour of the 
differential equation 
X(“’ +p(t) x(“- ” + q(t) Xln - 2, + H(t, x) = 0 (1) 
with n 2 4. Here the function H(t, U) is increasing in u and such that 
uH(t, U) > 0 for all u # 0. Equations of this type, and in the present spirit, 
have already been studied by Kartsatos 161 for p(t) = 0 and by Kartsatos 
and Toro (81 for q(t) = 0. Some results of this paper do overlap with the 
above results and extend and/or improve certain results of Erbe [2] and Svec 
[lo]. Erbe considered third-order equations. For an extensive account of 
results related to the ones in this paper the reader is referred to the survey 
paper of the first author [7]. 
In Section 2 we shall obtain two results that guarantee the existence of 
monotone solutions of (1) with certain asymptotic properties. The first of 
these results actually holds if H(f, x) is replaced by a function Zf,(t, x,x’...., 
x’“-I’) x, where H, is nonnegative, continuous, and bounded above by a 
function of C. This result, extended in this fashion, complements and extends 
the result of Svec in [lo]. 
Section 3 is devoted to the study of (1) via certain nonlinear operators 
involving a solution of (1) and some of its derivatives. 
642 
0022-247X/82/080642-23$02.00/0 
Copyright 63 1982 by Academic Ress Inc. 
All rights of reproduction in any form reserved. 
AN nTH-ORDER EQUATION 643 
The results of Section 3 are then employed to show the oscillation of all 
solutions of (1) for n even, and a corresponding result for n odd. This is the 
content of Section 4. 
We shall finish the paper with some examples illustrating various 
theorems. 
We believe that all the results of this paper are new even in case H(t, U) is 
linear in u. In order to make the paper self-contained, and for the sake of 
completeness, we give the complete proofs of all the results, although certain 
portions of proof follow as in [Z] for n = 3. 
We denote by R the real line and by R, the interval [0, co). Let (E) 
denote an nth-order differential equation or inequality. By a solution of (E) 
we mean a function x(r), t E [tX, co) c R, , which is n times continuously 
differentiable and satisfies (E) on [t,, ao). The number fX > 0 depends on the 
particular solution x(t) under consideration. A function f: [t,, co) + R is 
said to be oscillatory if it has an unbounded set of zeros in (to, co). If all 
solutions of (E) are oscillatory, then (E) is said to be oscillatory. We say that 
a property P holds eventually, or for all large t, if there exists T > 0 such 
that P holds for all t > T. We denote by C”[tO, co) (C”(R +)) the space of all 
n times continuously differentiable functionsf: [to, co) + R df: R + + R). We 
write C[t,, co), C(R +) instead of C’[t,, co), C”(R +), respectively. 
From Kiguradge’s paper [9] we quote 
LEMMA A. Let x E C” [ to, 00) be given with to > 0. Assume further that 
x’“‘(t) x(t) < 0 for t > to. Then there exists T > to and an integer m, 0 < m < 
n - 1, such that for t > T we have 
x’&‘(t) x(t) > 0, k = 0, l,..., m; 
(-l)n+k x(k)(t) x(t) < 0, k = m + 1, m + 2 ,..., n. 
The integer m is even if n is odd and odd r n is even. 
Now let f E Cn[tO, co) have the following property: there exists an integer 
m, 0 < m < n - 1, which is odd if n is even and even if n is odd such that, 
for t> to, 
x(t) x”‘(t) > 0, i = 0, l,..., m 
(--ly+i x(t) x”‘(t) < 0, i = m + 1, m + 2 . . . . . n. 
Such a function f is said to belong to the class B(t,, m). 
The following auxiliary result is actually due to Kartsatos [S]. The present 
version can be found in Foster and Grimmer [3]. 
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LEMMA B. Consider 
0) X@’ + H(t, x) = 0, 
(11) P’ + H(t, z) sg 0 
with H: R + x R + R continuous, increasing in its second uariable and such 
that uH(f, u) > 0 for u # 0. Let z(t) be a solution of (II) that is positive for 
all large t. Then z E B(t,, m) for some t, > 0 and some integer m. Moreover, 
m is odd if n is even and even if n is odd. If m is such that 1 < m < n - 1 
and x,, is a number in (0, z(t,)], then there exists a solution x(t) of (I) such 
that x(t,) = x0 and, for t 2 t,, 
0 < Xyr) < Zyt) \ 9 k = 0, I,..., m, 
0 > (-1)“ik > (-l)“fK z’*‘(t), k = m + 1, m + 2 ,.,., n. 
If m = 0 when n is odd and if x, satisfies 0 < x, < z(a), then there 
exists a solution x(t) of (I) with lim,,, x(t) = x, such that 
0 < (-l)k x(k)(t) Q (-l)k z(k)(t), k = 0, l,..., n, t > to. 
In what follows, H will always be assumed to be defined and continuous 
on R + x R, increasing in its second variable and such that uH(t, u) > 0 for 
all (t, U) E R + X R with u # 0. 
2. EXISTENCE OF MONOTONE SOLUTIONS WITH 
CERTAIN ASYMPTOTIC PROPERTIES 
THEOREM I. Consider Eq. (1) with n odd. Let p E C’(R + ), q E C(R +) 
be such that 
s(t) - p’(t)/2 < 07 t > 0. 
Assume further that every solution x(t) of (1) defined on an interval of R + is 
extendable to the whole of R + . Then 
(i) there exists a nontriviaI solution x(t) of (1) such that 
(-1)’ x”‘(t) > 0 for i = 0, l,..., n-2 andall tER,; 
(ii) if q(t) < 0 and H(t, u) locally satisfies a Lipschitz condition with 
respect to u, then there exists a solution of (1) such that 
(-1)’ x”‘(t) > 0 fir i = 0, 1, 2 ,..., n - 1 and all large t; 
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(iii) f q(t) -p’(t) < 0, p(t) > 0, p’(t) < 0 for all large I, we have that 
x(“-‘)(f) > 0 eventually. 
Proof. (i) We first show that for each f” > 0 there exists a solution x(f) 
of (1) satisfying the boundary conditions 
[x(O)]2 + [x’(O)]2 + ... + [x’“-“(O)]‘= 1 (2) 
and 
x(f*) = xl@*) = . . . = Jp-*‘(f*) = 0, 
and such that 
X(f) > 0, X’(f) < 0, x”(f) > 0 ,..., xcn-*)(f) < 0, tfE(O,t*). (3) 
To this end, let x(f) be a solution of (1) such that 
x(f*) = x’(t*) = . . . zz X’-(f*) zz 0, x’np’)(f*) > 0. 
Since xcn-‘)(f*) > 0, there exists t, E (0, f*) such that x’“-‘)(t) > 0 for all 
f E [f,, f*). Therefore, xfn-*) (f), f E [f, , f *), cannot have any zeros in 
[f,, f*) because it is increasing there. Hence x’n-2’(f) < 0 for f E [t, , t*). 
Thus xcnm3)(f) > 0 for all f E [f, , r*). Continuing the same way we conclude 
that 
X(f) > 0, X’(f) < 0 )..., xcn-2)(f) < 0, f E [f,, t*). 
We have thus shown that Ineq. (3) hold in a left neighborhood of t*. To sow 
that they hold on (0, f*), we multiply (1) by x(+*)(f) to get 
x(n-*)(f)X(“‘(f) +p(f)x’“-‘)(f)Xn-*(f) + q(f)[x’“-z’(f)]* 
+ xcn - Q(f) H(f, X(f)) = 0. (4) 
Suppose that x(“-*)(t2) = 0, where 0 < r, < f*, and x(‘-“(f) < 0 for 
t E (f2, f*). Then, as before, x(“-3)(f) is decreasing for all f E (f,, r*) and 
thus positive. Similarly, we have x(f) > 0 for c E (t2, t*). Integrating (4) from 
f, to t*, we obtain 
X(“-2)(f)x(n-‘)(f)(:J - ,.‘- [X(n-‘)(f)]2 df 
-I> 
+ (p(1)/2)[x’“-” Wl’l:; -J1“ (p’(~)/2)[x’“-*‘(~)12 df 
* 
(t)]* df + 1(* x(“-~) (t) H(t, x(f)) df = 0. 
-f2 
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Therefore, 
.I’ 
I x(“-“(t) H(t, x(t)) dt .I2 
= j:’ [x-“(t)]* dt - f* [q(t) - (p’(t)/2)][~‘“-~‘(t)]~ dt > 0. 
2 . 12 
Since x(“-~) < 0 and H(t, x(t)) > 0 for all t E (t2, t*), we obtain a 
contradiction. Hence (3) holds for all t E (0, f*). 
Next, we show that (2) holds for some solution x(t) as above. In fact, let k 
be a nonnegative number and let x,Jf) be a solution of (1) such that 
Let 
x,(f*) = x;(t*) = . . . = xy’(t*) = 0, xp- “(t*) = k. 
s, = {[Xk(0)12 + [x;(o)lZ + *-* + [xyyo)]‘} 
and S = (J(S,; k > 0). We observe first that the set S is connected and 
0 E S (cf. Coppel [ 1, pp. 21-221). Thus, since S is an interval, we need to 
show that sup S >, 1. This would guarantee that (2) holds for some solution 
x(t). Suppose that sup S < 1. Then since x;(t) < 0, we have that H(t, xk(t)) < 
H(t, ~~(0)) < H(t, 1) for all t E [0, t*]. On the other hand, since p(t), q(t) are 
continuous, there exists M > 0 such that 
Integrating (1) from 0 to I, 0 < t < t*, we have 
XI:-“(t)-x?-‘)(O)=- :p(s)xr”(s)ds 
J 
- r ‘q(s) x): -‘j(s) ds - j; H(s, x,Js)) ds, 
-0 
from which we obtain 
Ix:“-“(C)l < Ixy’(o)( + Mt* 
+ M .’ (I 
J 
xp-‘j(s)1 + Ix~-~‘(s)~) ds 
0 
= C + MI( (jxp-‘j(s)\ + Ix:-“(s)!) ds, (5) 
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where C= ]x p-“(O)] + Mt*. Also, note that the equation 
.I 
I xy’(s) ds = xy2’(t) - xy2’(o), o,<t,<t* -0 
implies that 
I-v’(~)l <I xy-2’(o)l + .Ib’Ixp-“(s)l ds. 
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(6) 
Adding (5) and (6) we obtain 
1x:-"([)I + Ixy2'(t)l < Ix?-" (0)l t J; IxP- ')@)I ds 
t c t M -' (Ixp-"(s)l t Ixy2'(s)l) ds J 0 
GC, t (M+ 1)j.i (lxy’(s)l 
+ Ix~-~‘(s)~) ds. 
Applying Gronwall’s inequality above, we arrive at 
(xy"(t)( t IXy2'(t)( GM,, 0 < t < t*, (7) 
where M, > 0 is a constant. Since xp-“(t*) = k and xp-“(t*) + tco as 
k + co, however, we have a contradiction. Therefore, sup S > 1. It follows 
that 1 E S. This implies the existence of a solution x(t) E xk(t) such that (2) 
and (3) hold on (0, f*). 
Now consider a sequence it,), m = 1, 2,..., of positive numbers such that 
lim I+a, t,,, = co. Then, on each interval [0, tm], there exists a solution x,Jr) 
satisfying (2) and (3). Fix m = m,. Then every function x,(t) is defined on 
the interval [O, t,,,J for each m > m,. Now we write (1) as a system: 
1’(f) = F(f, 2(t)), 
where Z(f) = (x(t), x’(t),..., x”‘-“(t)) and F: R + x R” + R” is a continuous 
function. This system is satisfied by Z,(t) = (x,(t), x;(t),..., x:-“(t)) for 
every m = m,, m, t l,.... Note that conditions (2) and (3) imply the uniform 
boundedness of the functions x:‘(t), i = 0, l,..., n - 3 on the interval [0, t,J. 
The uniform boundedness of x:-‘)(t) and x:-“(t) follows from inequality 
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(7). Thus the functions Zm(t), m = mo, m, + l,..., are also uniformly bounded 
on [0, t,J. From the inequality 
Il-C&)ll < sup IIW, %&))I1 < K rsw,,J 
for a constant K depending only on the interval [0, t,J, we obtain the 
Lipschitz equicontinuity of the set o functions f,,,(t), m = m,, m. + l,.... By 
Ascoli’s theorem, there exists a subsequence of f,Jf) which converges to a 
function F(f) = (r(f), z’(f),..., zcn-‘j(f)) uniformly on [0, t,,]. The function 
z(f) solves (1) and satisfies (2) and 
z(t) > O,z’(t) < 0 ,..., z’+yf) < 0, f E IO, &I. 
Note that z(f) sk 0. Since m, is arbitrary, we have a solution to the first 
conclusion of the theorem. 
(ii) Now we assume that q(t) > 0 and that H(f, u) locally satisfies a 
Lipschitz condition with respect to U. In order to show that (ii) holds, we 
note first that if x(“-‘)(t) < 0 eventually, then this together with xtns2’ < 0 
implies that x(f) is negative eventually; i.e., a contradiction. Consequently, 
x(“-‘)(f) > 0 eventually. Let us suppose that x(“-“(f,) = 0 for some t, > 0. 
Then (1) yields 
Xyf,) = -q(t,) x(“-2yf,) - z-z(f,, x(t,)) & 0. 
Therefore x(“-‘)(t) is decreasing in a neighborhood of each one of its zeros. 
Thus, if &-i) (f) becomes negative, then it cannot get back to zero because 
x(“)(t) < 0. It follows that x(“-‘)(t) = 0 for all t > I,. Also, x’“‘(f) = 0 and 
xcnp2’(f) = 0, f > f,. So (1) implies that H(f, x(f)) E 0, f > f,. Hence, since 
x(t) > 0, we must have x(f) E 0 for all f > f,. Now let x(t), y(t), f E [0, fl], 
be two solutions of (1) with 2(r,) =J(l,). Then we have 
f(f) -Y(f) = Is(f,) -Y(f,) + ff’ [F(s, q(s)) - F(&Y(~))] ds 
-I 
for all t E [0, t,]. Therefore, for an appropriate Lipschitz constant K, 
Now let f = --u. Then 3((t) = 3(-u) = Z,(U), y(f) = y(-U) = Z;(U) and 
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Next, set s = --u to obtain 
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= K fU Jl.F,(u) - Z,(u)lJ dv. 
-uI 
Thus, since u > U, , applying Gronwall’s inequality, we have that i,(u) = 
I;(U). This implies a(t) =7(t), t E [0, t,]. Next, note that y(f) - 0 for all 
t > 0 is a solution of (1). The uniqueness argument above, applied to this 
J(f), shows that 3(r) = 0 for 0 < t < t,. Consequently, x(t) = 0 for all 
IER,. This, however, is impossible because condition (2) must be satisfied. 
Hence x’“-‘)(t) cannot have any zeros. Thus x’“-‘)(f) > 0 for f E R + . 
Therefore, there exists T* > 0 such that 
X(f) > 0,x’(t) < 0 )...) xcn-2yf) < 0, x(“-‘)(t) > 0, t>T*. 
This completes the proof of (ii). 
(iii) We need to show that (i) and the conditions on p(t) and q(t) 
imply that x(“-‘) (t) > 0 for all large t. Suppose that x(“-” < 0 eventually. 
Then since xcnp2)(f) < 0, we have lim,,, x(f) = -co or x(f) E 0. This is a 
contradiction. Now suppose that x(“-“(t) is nonnegative and oscillatory for 
all large t. Let fr, t, be such that x(“-I)((,) = x(“-‘)(t2) = 0 and x’“-‘)(f) > 0 
for all f E (f, , f2). Then, integrating (l), we obtain 
x’“-“(t)l::+p(t)x’“-“(r)l:i--lr’p’(f)x’”-”(l)df 
11 
+ (! q(t) X(n- 2) 
.I2 
(t) dt + 1 H(t, x(f)) dt = 0. 
-11 -11 
Therefore, 
P(f2) ~‘~-~‘(t,) -p(tl) ~‘“-~(t,) + .rl” [q(O -@WI x(n-2’(0 dt 
I 
! 
.I2 
+ H(t, x(t)) df = 0. 63) 
t1 
Since x(“-‘)(f) > 0 on (tr , f2), we have that x(~-‘)([) is increasing on (t, , t2). 
Consequently, ~(~-‘)(t,) < ~(~-~)(f,) < 0. So 
-X-*)(t,) > -x(“-2yf2) > 0. (9) 
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Now we use the inequalities q(t) -p’(t) Q 0, xcn-*)(f) < 0 and H(t, x(t)) > 0 
to obtain from (8) that 
p(t*)x’“-*‘(t,) <p(t,)x’“-*‘(t,) 
[-p(f*)][-X+*’ (Ml < [-~(~,)l[-x’“-“(~,)l. 
Using (9), we find p(f2) > p(t,), which is a contradiction to the fact that p(f) 
is decreasing. This completes the proof. 
THEOREM 2. Consider (1) with n odd and pEC*(R+), qE C’(R+), 
p(f)<& p”(f)-q’(O>O, fER+. Assume furfher fhaf every solution x(f), 
fE [T, co)cR+, of (1) is extendable fo the whole of R + for every T > 0. 
Then fhere exists an eventually positive solufion x(t) of (1) with xtnm3’(t) > 0 
eventually and such that (2) is satisfied. 
ProoJ Let x(f) be a solution of (1) satisfying x(f *) = x’(f *) = ..a = 
x’“-*)(f*)=-j and x(“-1’ (t ) = k > 0. We show first that x(“-” > 0 on * 
(0, t*). Using the argument from Theorem 1, we actually have xCnm3)(t) 
positive on a left neighborhood of f*. Suppose that there exists t,, 
0 < t, < I*, such that x(“-3)(f,) =0 and xfnm3)(f) > 0 for all f E (f,, f*). 
Then, multiplying (1) by x(“-~) (f) and integrating from f, to f * > t,, we 
obtain 
(1/2)[x’“-*’ - (t,)]* + i]: ((p”(f) -q’(r))/2)[x’“-3’(f)12 dt 
- f’p(f)[x’“-*‘(t)]*df +r’x’“-“(f)H(f,x(f))df=O, 
-IL fl 
which is a contradiction because the left-hand side is positive. Therefore, 
xcnm3)(f) > 0 on (0, f*). Let S, and S be the sets in the proof of Theorem 1. 
We are going to show that sup S < 1 cannot hold. We integrate (1) from 0 to 
f* to find 
I 
t* .I’ 
x’“‘(t) df + p(r) x(“- ‘) 
0 J 0 
(t) df + i,“ q(r) x’“-*‘(f) df 
I’ 
+ I H(t, x(f)) df = 0. 0 (10) 
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Note that 
I 
1* 
p(r) X’n- ” (r)df=p(f)x’“-*’ 
0 
(c)If,‘- j;*p’(f)x”‘-“(f)df 
= -p(O) x’” - 2’(O) + p’(0) x(” -3’(o) 
I’ 
+ 
I 
p”(r) x’“-3’(t) df 
0 
and 
~~‘q(f)x’““(f)df=q(f)x’“-3)(f)I; - ).)‘- \“‘q’(f)x’“-“(f)df 
-0 -0 
= -q(O) x(n-3’(0) - 1.’ q’(r) xcn-“(f) df. 
-0 
Thus (10) gives 
+ Jo’ p”(f)x’“-3’(f) df - q(0) x(“-3’(0) . 
x(n-3’(f) df + ).‘. H(f, x(f)) dt = 0. 
-0 
Letting k = x(+“(f*) above, we get 
.I* 
k+ 
J 
H(f, x(f)) dr = x +‘yO) +p(O)x’“-2’(O) 
0 
+ J’I’ [q’(r) --p”(t)] x(n-3’(f) df 
0 
+ [q(O) -p’(O)] x(“- “(0) 
or 
k < xcn- “(0) + p(O) x’“-*‘(O) + [q(O) -p’(O)] xcn- “(0). 
651 
It follows that 
k<Jx’“-“(O)J+Ip(O)x’“-“(O)I +I[q(O)-~‘(O)]X’“-~‘(O)I. (11) 
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Since k is any positive number, we have a contradiction. Thus sup S > 1 and 
(2) is satisfied. Now we use the same argument as in Theorem l(i) to show 
that ~(“-~‘(t) > 0 for all large t. 
3. STUDY OF SOLUTIONS VIA NONLINEAR OPERATORS 
THEOREM 3. Consider Eq. (1) with p E C*(R +), q E C’(R +), p(t) < 0, 
q(t) > 0, q(t) -p’(t) > 0, q’(t) -p”(t) < 0, t E R + . Moreover, let 
!r p(t) dt > --co. 
Suppose further that H(t, u) = H,(t, u) + H,(t, u), where Hi: R + x R -+ R are 
continuous, increasing in their second variable and such that uHi(t, u) > 0 
for u # 0, i = 1,2. In addition to the above, assume that for every triplet 
(A, k,p) of positive constants there exists a number T= (A, k, ,u) > 0 such 
that 
A Ip(t)I < kq(0 f H,(t, *put”- *), t> T. (12) 
Let x(t) be a nonoscillatory solution of (1) and consider thre operator 
G(x(t)) = 2~‘“-~‘(t) xcn-“(0 + 2p(t) ~(“-~‘(t) x(“-*‘(t) 
+ [q(t) -p’(t)][x’“-3’(t)]* - [x(“-*‘(t)]*. 
Then ifx(“-*‘( ) t is nonoscillatory, we have either 
(1) x(t) x’~)(() > 0, i = 1, 2 ,..., n - 1 and x(t) x(“‘(t) < 0 eventually, or 
(2) G(x(t)) > 0 for all large t. 
Proof Let x(t) be a solution of (1) such that G(x(t,)) < 0, x(t) > 0, 
t > t, > 0. Note that if this is not possible, then conclusion (2) holds. 
Assume further that x’“-*‘(t) < 0 for t > I,. Then ~‘~-~)(t) must be positive 
on [t,, co), otherwise we obtain a contradiction to the positiveness of x(t). 
Now we differentiate G(x(t)) on [t,, co) to obtain 
G/(x(t)) = 2p(t)[x’“-*‘(t)]* + [q’(t) -p”(t)][x’“--“(t)]* 
- 2~(~-~‘(t) H(t, x(t)) < 0, 
t > t,, where G/(x(t)) denotes the derivative with respect to t. In order to 
contradict the negativeness of xCn-*)(t), we observe first that x(“-‘)(t) < 0 
cannot hold eventually because this would contradict the positiveness of x(r). 
We distinguish two cases: 
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Case I. x(‘-‘)(f) > 0 eventually. Then since 
-[x ‘“-2’(t)]2 < G(x(t)) < G(x(t,)) < 0, t > t, 2 t, 
and x(“-‘)(r) is increasing, there exists a number m > 0 such that 
x(“-2)(t) -+ -m as t -+ co. This implies that xtnd3)(t) + -co as t--t co; i.e., a 
contradiction. 
Case II. x(“-“( ) h g t c an es sign for arbitrarily large t. Recall that 
xcnm2’(t) < 0 for all t > t, > t,. Thus, 
lim sup x+‘)(t) < 0. 
I-‘rx 
If 
lim sup xcnp2’(t) < 0, 
1-53 
then x’“-2J(t) < -m < 0 eventually for some constant m > 0, a contradiction 
to the positiveness of x(“-3)(t). Hence 
Since xtn--“(t) oscillates, 
minima. So, there exists a 
and 
lim t,=+co, 
tn-zc 
Consequently, we obtain 
lim sup xcne2’(t) = 0. 
I-r,% 
~(‘-~‘(t) has arbitrarily large local maxima and 
sequence of local maxima t, such that t,,, > f, 2 t? 
lim ,Gnp2)(tm) = 0, x’- “(t,,) = 0. (13) m-cc 
--lx (n- 2’(t,)]2 < G(x(t,)) < G(x(t,)) < 0 for m > 3. 
This contradicts (13). So, we must conclude that xcnk2’(t) cannot be even- 
tually negative. Assume now that xcnm2’(t) > 0 for all t > i, > t,. We show 
that x(‘-r) (t) > 0 eventually. Let x cn-‘)(t*) = 0 for some t* > i,. Then (1) 
gives 
d”)(t*) + p(t*) x (“-‘)(t*) + q(t”)x (“-2)(t*) + fqt*, X(t*)) = 0. (14) 
Therefore, 
x(n)(t*) = -q(t*) x (“-2)(t*) - kz(t*, x(t*)) < 0. 
It follows that x(“-“( ) t is d ecreasing at each one of its zeros. This implies 
that xcn-“(t) < 0 for all t > t*. So, if x(“-‘)(t) has one zero t*, it must be 
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negative to the right of f*. Thus it cannot oscillate. Naturally, x(~-“(c) 
cannot be eventually negative, because, if it were, (1) would give x(“‘(f) < 0 
eventually. This contradicts the positiveness of x(f). Therefore we must have 
that x’“-‘)(f) > 0 for f > f, > i,. This, together with x(“-*)(t) > 0, implies 
that 
XCi’(f) > 0, i=O, l,..., n- 1, f>i,>f,. 
Next, we show that x(“)(t) < 0 eventually. Multiplying (1) by l/xcn-‘j(f) and 
integrating from fj to t > iJ, we obtain 
j; ( XC”’ s ( I/ x(“- ‘j(s)) ds + )I p(s) ds 
3 . i3 
+ 1.’ (q(s) xcn - *+)/xc” - ‘) (s)) ds + Jl’ (H(s, x(s))/x(” - ‘) (s)) ds = 0. 
. i, 3 
Since the last two integrals above are positive, we have 
J; (xys)/x(n-” 
3 
(s)) ds ~ - Jo P(S) ds ,< - Jo p(s) ds. 
3 
Therefore, 
ln(x (“-‘)(s))(& = ln(x’“-“(f)) - ln(x’“-“(I,)) < -jrmp(s) ds 
1 
or 
Thus 
0 < X’qf) <A, t > r,. (15) 
Since x(“-*‘(f) > 0 and increasing, letting k > 0 be such that xcn-*)(f) > k 
for all f > f,, we get ~(~-~)(f) > x (n-“(FJ) + k(t - ij), t > f3. Integrating this 
inequality n - 3 times, we get 
X(f) >pt”-2 forall f>T>I,, 
where ~1 is some positive constant. Since p(t) < 0, we get from (15) that 
&~(t) <p(f) x(“-‘)(f). Thus (1) gives us, for t > T, 
x(“‘(f) + H,(f, X(f)) 
,< x(“‘(f) + G’(f) + kq(f) + H,(f, pf”-*) + H2(f, x(f)) < 0. (16) 
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Here we have used our assumption in (12). Since H,(t, x(t)) > 0, we obtain 
that x’“)(t) < 0, t > T. Finally, suppose that x(t) < 0 for all large t. Then let 
u(t) = -x(t) > 0 and (1) becomes 
U’n’ + p(t) u’“- ‘) + q(t) u’“-*) - H(t, -u) = 0 
eventually. Since u[-H(t, -II)] > 0 for o f 0 and -H(t, -v) is increasing in 
L’, using the above proof we obtain that I’m) < 0 for i = 0, I,..., n - 1, and 
x’“)(t) > 0 eventually. The proof is complete. 
COROLLARY 1. Let the assumptions of Theorem 3 be satisfied except the 
ones on x’“-~)(I) and x(t). Let 
Xln) + H,(l, x) = 0 
be oscillatory. Let x(t) be an eventually positive (negative) solution of (1). 
Then ~“-~)(t) must be negative (positive) or oscillatory. Here we require n 
even. 
ProoJ Suppose that x(t) is a solution of (1) which is positive on 
[T, co)cR+. Suppose that x’~-” (t) > 0 for t > f, 2 T. From the proof of 
Theorem 3 we observe that 
x’~’ + H2(f, x) < 0 
has an eventually positive solution. Thus, by Lemma B, we have the 
existence of a positive solution to the corresponding equality, which is a 
contradiction to our hypothesis. Thus x’“-‘) # 0 eventually. 
THEOREM 4. Let the assumptions of Theorem 3 be satisfied for n even 
except the ones on x(t) and xcn-‘)(t). Let 
xc”) + H,(t, x) = 0 
be oscillatory. Then if x(t) is a nonoscillatory solution of (1) we have that 
either ~‘“-~‘(t) is oscillatory or G(x(t)) > 0 for all large t. 
Proof: We follow the proof of Theorem 3 up to (16). Then we know that 
x’“)(t) + H,(t, x(t)) < 0 has a positive solution. Thus, by Lemma B, the 
corresponding equation has a positive solution. This is a contradiction to our 
hypothesis. Hence x’~-~’ (t) cannot be positive or negative eventually. 
Therefore, it must be oscillatory. For x(t) < 0 eventually, we use the 
transformation u(t) = -x(t) to obtain the analogous result. Thus x’~-” is 
oscillatory if G(x(t)) is not positive for all large t. 
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DEFINITION. An nth-order linear differential equation is said to be 
disconjugate on an interval I c R + if no nontrivial solution of it has more 
than n - 1 zeros on I. 
THEOREM 5. Let the assumptions of Theorem 3 be satisfied for n even 
except the ones on x(t) and x(“-‘)(t). Assume further that 
xc”’ + H,(t, x) = 0 
is oscillatory and that 
u”+p(t)u’+q(t)u=O (17) 
is disconjugate on R + . Then (1) is either oscillatory, or every nonoscillatory 
solution x(t) satisfies G(x(t)) > 0 for all large t. 
ProoJ: Let x(t) be a positive solution of (1) on [t,, co) c R + such that 
G(x(t)) I$ 0 eventually. By Theorem 4, x(“-‘)(t) is oscillatory. Suppose 
u(t) = x’n-2) (t). Then (1) gives 
u”(t) +p(t) u’(t) + q(t) u(t) = -H(t, x(t)) < 0, tat,. (18) 
Let u(t,) = u(t2) = 0 and u(t) # 0 for f E (t,, t2). To show that u(t) > 0 on 
(I,, t2), we suppose the contrary is true. So, letting v(t) = --u(t) > 0, we 
obtain from (18) that 
v”(t) + p(t) V’(f) + q(t) u(r) > 0, t E (t,, tz). 
Now, applying Theorem 3.1 of Jackson and Schrader [4], we find that there 
exists a solution z(t) of (17) with z(t,) = z(t2) = 0 and 0 < v(t) < z(t), 
t E (t,, t2). This is a contradiction because Eq. (17), being disconjugate, 
cannot have a solution z(t) with two zeros on R,. Thus xcn-‘)(t) is 
nonnegative for all large t. To show that this is aso impossible, we note that 
if x’“-‘)(t) > 0, then x(“-” (t) must be positive. This follows easily as in the 
proof of Theorem 3. So, x (n-2) does not exist. Hence x(f) cannot be positive 
eventually. The case of an eventually negative x(t) is handled similarly as 
before. Thus x(f) must be oscillatory. 
The following lemma will be need in the proof of Theorem 6: 
LEMMA 1. Consider Eq. (1) with n odd, p E C’(R +), q E C(R+), 
q(t) > 0, and x” + [q(t) -p’(t)/21 x = 0 disconjugate on R + . Then f( 1) has 
a nonoscillatory solution x(t), x(t) x(n-2’(t) > 0 or x(f) xcn-‘)(t) < 0 even- 
tually. 
Proof: Let x(t) be a solution of (1) such that x(t) > 0 on [T, 00) c R + . 
Let t,, r2 > T be such that x(“-‘)(t,) = x’n-2)(t2) = 0 and xtnp2)(t) < 0 for all 
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t E (f’, tz). Multiplying (1) by xCn-*) (f) and integrating from t, to t, we 
obtain 
X(“-2)(t)Xw) (f)l:; - J;; [x(“-“(f)]’ df 
+ (p(t)/2)[x’“-2’ (t)121:; - 1.” (p’(t)/2)[~‘“-~‘(f)]~ df 
-11 
.I2 
+ 
! ’ 
q(t) X’n-2’ @)I2 dt + 1” x(n-2’ (I) H(f, x(f)) dt = 0. 
II *I 
Thus 
.I2 
) X(-~‘(C) H(t, x(t)) df 
‘II 
.I] = J ’ II 
xc”-“(f)]’ df -1” [q(f) -p’(t)/2][~‘“-~‘(f)]~ dt > 0. 
II 
Since x(“-~) (t) < 0 and H(t, x(f)) > 0 for all t E (f,, f2), we have a 
contradiction. Therefore, x(“-“(f) > 0 or xcnm2)(f) < 0 eventually. A similar 
proof goes through in the case of an eventually negative solution of (1). 
THEOREM 6. Consider Eq. (1) with n odd. LerpE C’(R+), q~ C’(R+), 
p(t) 2 0, q(t) > 0, q(f) bounded, p(f) q(f) + q’(f) < 0. Assume further that 
x” + [q(f) - p’(f)/21 x = 0 is disconjugufe on R + and 
for any constant k > 0. Let x(t) be a nonoscillatory solution of (1) which 
exists on [t,, a~) c R,. Let 
F(x(r)) = exp /jIOp(s) ds 1 [2xcn-“(r) x”‘-~‘(c) 
- lx(“-2’ WI2 + q(~)[x’“-3’(~)121, 
f > t,. Then either: 
(1) there exists T> f, so fhaf x(t) x(“(t) > 0, i = 0, l,..., n - 1, and 
x(t) x(“)(f) < 0, t > T, or 
(2) F(x(f)) > 0 for all large f. 
Proof. Let x(f) be a solution of (1) as above. Then, by Lemma 1, 
x(“-~‘(C) < 0 or xtne2) (f) > 0 eventually. Suppose that t, > t, is such that 
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F(x(t *)) < 0, x’“- *’ (t) < 0 and x(t) > 0 for all t > f,. Then we must have 
X’“-3’(t) > 0 or ~(“-~)(t) < 0 eventually. Note that ~(“-~)(t) > 0 gives a 
contradiction to the positiveness of x(r). Thus ~(“-~)(t) > 0 (say for) 
t E [t,, co). Now, we differentiate F(x(t)) on [t,, co) to obtain 
F’W))/~ = exp J PC 1 d I]: s 9 [b(t) s(t) + q’Wlb’“-3’(t)12 
-p(t)[x’“-Q(t)]2 - 2X+3’(t) H(f, x(t))] < 0, 
where K = exp(l::p(s) ds}. Since xcn-*)(r) < 0 and x(“-“(t) < 0 cannot 
eventually and simultaneously hold, we may assume that xcn-“(t) > 0 (say) 
for t > t, . Then 
-1X “‘-*‘(r)]* exp ]j’ J?(s) ds 1 < F(x(t)> < F(x(t,)) < 0 
kl 
for all t > t, > t,. Therefore x(‘-*) + -k < 0 as t + co. This is a 
contradiction to ~(“-~)(t) > 0. Suppose now that x(“-‘)(t) is oscillatory and 
changes sign for arbitrarily large t. Then lim SUP,+~ x(“-*)(t) Q 0. If 
lim supr co x (“-*j(t) < 0, then x(“-*)(t) ( -k < 0 eventually; i.e., a 
contradiction to the positiveness of ~(“-~)(t). Thus 
lim sup x(“-*‘(t) = 0. 
1’03 
Since x(“-‘)(t) changes sign, x(“-*’ (t) has arbitrarily large local maximal 
and minima. It follows that there exists a sequence of local maxima t,, 
m > 2, t, > t,, such that 
lim t,=+co, lim x(“-*)(1,) = 0, x(“-‘)(tm) = 0. (19) m-+m m--co 
Thus, as in Theorem 3, we obtain 
--lx ‘n-2’(t,>]2 exp ]fmp(s) ds 1 < F(x(t,)) < F(x(f2)) < 0, 
hl 
m > 2. This contradicts (19). Hence we must have ~(~-*)(t) > 0, say for 
tar,. We shall show now that x’“-‘)(t) > 0 eventually. Suppose that 
x(“-‘)(t*) = 0 for some t* > r, . Then (1) gives 
x’“)(t *) = -4(t*) x ‘“-2’(t*) - H(t*, X(t*)) < 0. 
Therefore x(‘-‘)( ) ’ d r is ecreasing at each one of its zeros. So, x’“-‘)(t) < 0 
for I > t*. This says that if x(“-‘) (t) has one zero, it must be negative from 
then on. Hence x(“-‘)(t) cannot oscillate. To show that x(“-‘)(t) cannot be 
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negative eventually, assume the contrary holds. Suppose that x’“-“(t) ( 0 
for every t > t, . Since p(t) q(t) + q’(t) < 0, integrating p(t) < -q’(t)/q(t) 
from t, to t > t, , we find 
f p(s) ds < J’ [-q’(s)/q(s)] ds = -In q(t) + In q(t,) = -In q(t) + K. 
‘I ‘I 
Therefore 
exp ],(,p(s)ds 1 <em ‘“q’f’ + K = e”/q(t) = M/q(t), tat,. 
Thus, since x”‘-l)(t) is negative, we have 
Mx’“-‘)(t)/q(t) Q Xtn-‘) (0 exp ] j]:p(s) ds 1. (20) 
Next, we write (1) as follows: 
[exp /[,p(s)ds ~x”‘-l~(t)]‘+q(t)x’n~z~(t)exp /j:,p(s)ds/ 
+W,x(t))exp /[,p&)ds\=O. 
Since the second term above is nonnegative, one integration from t, to t > t, 
yields 
exp /!I,p(s) ds 1 x(“-‘)(t) 
< xc”-‘)(t,) - Jy, H(s, x(s)) exp /jI,p(u) du 1 ds. 
Now, n odd and x(“-‘)(t) > 0 imply that x’(t) > 0. Consequently, letting 
x(t) > k > 0 for t > t, and using (20), we obtain 
x’“- l’(t) < (l/M) q(t) [x”‘-“(t,) - !I, H(s, k) exp ][ p(u) du 1 ds] (21) 
I 
for every t > t,. Since q(t) is bounded, the integral hypothesis on H(t, U) 
implies that the right-hand member of (21) tends to -co as t -+ +co. Thus, 
lim,, x(“-“(t) = - co; i.e., a contradiction to ~(~-‘)(t) > 0. Hence x(‘-‘)(t) 
must be eventually positive. So, x(“-*)(t) must also be eventually positive. It 
follows that there exists T large enough so that for all f > T we have 
x”‘(t) > 0, i = 0, l,..., n - 1. This fact and Eq. (1) imply now that x(“‘(t) < 0 
for all large t. A similar proof holds for an eventually negative solution x(t). 
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4. Two OSCILLATION RESULTS 
In this section we shall that additional assumptions to those of Theorem 5 
imply the oscillation of (1) for n even. Another result, Theorem 8, related to 
Theorem 6, is given for n odd. 
THEOREM 7. Let the assumptions of Theorem 5 be satisfied. Assume 
further that t”-‘p(t) T 0 as t + co, and that 
-cc 
J 
t”-’ Iq(t)l < +-al. 
0 
Then (1) is oscillatory. 
Proof: Let x(t) be an eventually positive solution of (1). Then, under the 
assumptions above, Theorem 5 implies that G(x(t)) > 0 for all large t. Now, 
from the proof of Theorem 5 we obtain that xCn-*)(t) cannot be oscillatory. 
As such, it must be eventually negative by Corollary 1. Let xcn-*‘(t) < 0 for 
t > t, > 0. Since x(“-‘)(t) < 0 eventually would imply that x(t) + --oo as 
t + co, we distinguish the following three cases: 
(1) x(“-‘)(t) 2 0 eventually; 
(4 x’“-“( ) h g t c an es sign for arbitrarily large t and dnp2’(t) is 
bounded; 
(3) x(“-‘)(t) changes sign for arbitrarily large t and dnm2’(t) is 
unbounded. 
In case (l), let x(“-‘) (t) > 0 also for t > t,. Then we have 
f-m It”-‘[p(t)x’“-“(t) + q(t)x’“-“(t)]l dt 
.I0 
< - 
i 
t; [t”-‘p(t)x (“-‘j(t) + t”-’ jq(t)lx’“-“(t)] dt 
= -t”p(t) XC” - 2) (t)l; + 1; [t”-‘p(t)]’ x(“-*)(t) dt 
-00 - 
J tn-’ Iq(t)l x(‘-*)(t) dt to 
< to”-‘p(t,)x”-*(to) - K to”-‘&,) - lrn t”-’ Is(t)1 dt] < +a~, 
to 
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where K is an upper bound for -x”-~(?). Now let 
R(t) = lw ((s - t)"-'/(n - l)!) Q(s) ds, (22) 
-I 
where Q(t) = -p(t) ~(~-*‘(t) - q(t) x(+~‘([). Then R(t) -+ 0 as t + co and, 
from the results of Kartsatos in [5], we easily obtain that x(t) + 0 as t + co ; 
i.e., a contradiction. 
Case (2) can be handled exactly as case (1) to obtain the same con 
tradiction. 
In case (3) we must have 
lim sup ~(“-~)(1) = 0, 
t-v 
lim inf x(“-‘)(t) = --a3. 
t-x 
Thus there exists a sequence t,, m = 1,2,..., such that t, + co as m --$ 00, 
x’“-‘)(t,) = 0 and x(“-~) (t,) -+ -co as m -+ co. Evaluating G(x(t)) at t,, we 
obtain 
G(x(t,)) = 2p(t,) x(” - 3’(t,) x’” - 2’(t,) 
+ [q(t,) -p’(t,)][x’“-3’(t,)]2 - [x’“-z’(t,)]z. 
Since (q -p’) x(“-~) is bounded and px(“-” tends to zero as t + co, we have 
lim G(x(t,)) = lim x”‘-“(t,)[2p(t,) x’“-~‘(~,,J - x(“-‘)(t,)] = -01. 
m-m m-co 
This contradicts the fact that G(x(t)) > 0 eventually. It follows that x(t) 
cannot be eventually positive. A similar proof covers the case of an assumed 
eventually negative x(t). Thus x(t) is oscillatory. 
For n odd we have 
THEOREM 8. Let the conditions of Theorem 6 be satisfied except the one 
on x(t). Assume further that, for any t, > 0, k > 0, M, 
Then every solution x(t) of (1) with bounded ~(“-~‘(t) is oscillatory on tends 
to zero monotonically as t -+ co. 
Proof: We first show that the above integral condition implies that the 
equation 
X(“) + H(t, x) = 0 (24) 
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has all of its solutions oscillatory or tending to zero monotonically as t + co. 
In fact, assume that x(t) is a positive solution of (24) such that x(f) > k > 0 
for t > to>O. We may also assume that all derivatives x”‘(f), 
i = 1, 2,..., n - 1 are of fixed sign for f > t,. Then, one integration of (24) 
gives 
X(“-lyt) < x(“-l) (I,) - [’ H(s, k) ds. 
.h 
(25) 
This implies the contradiction x(“-‘)(t) -+ -00, as f + co. 
Now, let x(f) be an eventually positive solution of (1) such that its 
derivative x(“-*)(f) is bounded. Then Theorem 6 implies that 
(a) x(t) x”‘(f) > 0 eventually, i = 0, l,..., n - 1, or 
(b) x(“-*)(t) < 0 and F(x(t)) > 0 eventually. 
In case (a) we have 
X’“)(f) + H(f, X(f)) < X’“‘(f) + p(t) x+ “(f) + q(t) xcn-yf) 
+ H(f, x(r)) = 0 
for all large t. Lemma B, however, implies now that (24) has a positive 
solution that is bounded below by a positive constant. This contradicts the 
fact that (24) has no such solution. Consequently, (a) is impossible. 
To show that (b) is also impossible, assume that x(f) > 0, x’~-” < 0 for 
all f > f, > 0. Then one integration of (1) from f, to f > t, yields 
x+*‘(f) + p(r) x(yf) = x(“-‘yf,) +p(t,) X’n-2’(f,) 
- f [q(s) -p’(s)] x(“-‘)(s) ds 
- -/‘I-I(s, x(s)) ds 
. 10 
= A4 -f(t) - ( H(s, x(s)) ds, 
I 10 
(26) 
where M is the constant and f(f) is the first integral above. Letting 
x(“-“(t) = u(t), we observe that u(t) satisfies a first-order linear equation. 
Thus 
(27) 
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If we assume now that x(t) >, k > 0 for I > t,, then (27) implies 
For another constant M,. Here we have used the boundedness of f(t) on 
[to, co). Inequality (28) says that u(t) -+ -co as t + co. This is a 
contradiction again of the positiveness of x(t). It follows that x(t) cannot be 
bounded below by a positive constant for all large t. Thus we must have 
x’(t) < 0 for all large t and x(t) -+ 0 as t + co. Similar considerations cover 
the case of an eventually negative x(f). The proof is complete. 
It is rather important to mention here that, under the assumptions of 
Theorem 5, a solution x(t) of (1) is oscillatory if and only if ~(“-~)(t) is 
oscillatory. In fact, if x(t) is oscillatory, then x(“-‘)(t) is oscillatory by 
repeated application of Rolle’s theorem. On the other hand, if I’m-” is 
oscillatory, then there exists a sequence t,, m = 1, 2,..., (of zeros of xcnm3’(f)) 
such that G(x(t,)) = -[xCnP2’ (t,)]’ < 0. Thus we can conclude that x(t) 5 0 
for all large t is impossible. It follows that x(t) is oscillatory. 
5. EXAMPLES 
It should be noted that all the results of this paper hold true if the half line 
R, is replaced by any other half line [to, co) with t, > 0. This remark should 
be taken into consideration in some of the following examples: 
The equation 
xf5) + 2txc4’ - (l/t) xC3’ + e’x = 0 
has a solution x(t), t E [ 1, co), such that 
(-l)i x”‘(t) > 0, i=O, 1,2,3,4, 
according to Theorem l(ii). 
The equation 
x(7) - erx’6) - e2’xt5) + (1 + t)’ x = 0 
has at least one solution x(t), t E R + , such that x(t) > 0, x’“‘(t) > 0 even- 
tually and 
[x(O)]2 + [x'(O)]2 + *** + [x'6'(o)]2 = 1. 
This follows from Theorem 2. 
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The assumptions of Theorem 7 are satisfied by the equation 
x(6) - (l/p) x(s) + (l/P) x’J) + (l/t”) x3 = 0. 
Here m,, m, are positive integers with 7 < m, < m, . In fact, the oscillation 
of xt6’ + (l/t”) x3 = 0 follows from well-known results (cf., e.g., Kartsatos 
[7]), and the disconjugacy (actually, eventual disconjugacy) of 
x” - (l/t’“‘) x’ + ( l/tm2) x = 0 follows from Willet [ 111. Thus, the above 
equation is oscillatory. 
Theorem 8 says that every solution x(t) of the equation 
x(S) + f -Zx(4) + e-‘xc3) + fx’ = 0 
with xC3)(t) bounded oscillates or tends monotonically to zero as f+ co. 
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