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ABSTRACT 
Nondestructive magnetic measurements, such as hysteresis measurements and 
Barkhausen emission, have the potential to serve as effective methods of determining case 
depth in ferrous materials. The inspection of surface modified ferromagnetic materials is 
limited by the lack of understanding of the complex dependence of Barkhausen emission on 
microstructure, which may vary with depth in surface modified materials. Characterization 
of the depth profiles of magnetic properties provides a greater understanding of the 
microstructural variations since Barkhausen signals depend on the nature and density of 
pinning sites for domain walls, particularly in the surface layer. 
With an aim of understanding the relationship between magnetic properties and 
microstructure related to case depth of surface-hardened magnetic materials, depth profiles of 
magnetic properties were completed on surface-hardened 1045 steel samples. Hysteresis 
loop and Barkhausen effect measurements were made on a series of strip samples with 
various dislocation densities cut from induction hardened rods with case depths ranging from 
0.5 mm to 15 mm. The magnetic properties, including coercivity and Barkhausen emission, 
exhibit correlation with hardness which is closely related to dislocation density. 
The relationships between the Barkhausen model parameters and the microstructure 
of surface hardened samples were also examined. Quantitative analysis of the hysteresis and 
Barkhausen data revealed simple relationships between the model parameters and the domain 
wall pinning strength, which was determined by simulating the measured hysteresis loops. 
The pinning coefficient k, which characterizes the average domain wall pinning strength, 
showed depth dependence similar to coercivity. The model parameters of fluctuation 
amplitude A, and correlation length i;, were found to be inversely proportional to k. 
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CHAPTER 1: INTRODUCTION 
The use of nondestructive techniques is increasing in importance for inspecting 
surface-modified industrial components, although characterization continues to pose many 
challenges. Knowledge of the state of surface-hardened components is critical for quality 
control since mechanical properties are related to microstructure. 
Nondestructive magnetic measurements, such as hysteresis measurements and 
Barkhausen signal, have the potential to serve as effective methods of determining case depth 
in ferrous materials. Characterization of the depth profiles of magnetic properties is essential 
since it is possible for magnetic properties to vary substantially with depth due to factors 
such as composition and microstructure. 
1.1 Motivation 
Surface hardening offers several advantages over through-hardening or no heat 
treatment. Mechanical properties of surface hardened components are improved by 
achieving increased strength and toughness at the surface while still retaining ductility at the 
core. This increases the service life of a component. Compared to through hardening, surface 
hardening reduces heat treat cycle time. Shorter cycle times lead to lower energy and labor 
costs, as well as increased productivity and lower associated opportunity costs. 
The use of nondestructive evaluation (NDE) as a quality control mechanism has 
increased in importance with the industrial use of remanufactured components. Determining 
reusability for remanufactured parts via nondestructive evaluation of materials properties is 
necessary for safety reasons. In order to reuse a component, it is essential to insure that it 
meets established minimum performance parameters for intended use, even if no history of 
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the service life is available. Increased quality control via NDE leads to improved safety, 
which in tum results in fewer warranty claims, thus resulting in higher profits. 
Other significant financial benefits are associated with remanufactured surface 
hardened parts. Raw material and labor costs are eliminated, and reduced opportunity costs 
of labor and machinery can result in higher productivity. Since it is possible for some 
components to be remanufactured and returned to service multiple times, it is possible to 
achieve cost savings several times over the original cost simply by remanufacturing a single 
component. If reliable, cost-effective inspection methods can be implemented, significant 
increases in profit can be realized. 
1.2 Research Problem 
In order to develop a cost-effective nondestructive inspection technique to evaluate 
case depth in ferromagnetic surface hardened components in-situ, a greater understanding of 
the fundamental relationships between microstructure and magnetic properties of materials is 
required. The goal of this research is to perform a basic characterization study to gain an 
understanding of the fundamental relationship between case depth and magnetic properties in 
order to evaluate performance-related properties of materials from their structure-sensitive 
magnetic properties. 
1.3 Societal Implications 
In addition to a traditional scientific study, the societal implications of nondestructive 
evaluation and science policy are also relevant. Studying issues with research and training 
related to NDE from a different vantage point may provide greater benefit for all. The role of 
NDE in national aviation systems of developing countries is also examined. 
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CHAPTER2:BACKGROUND 
2.1 Magnetic Properties & Microstructure 
Microstructure of a material is largely responsible for determining its mechanical and 
magnetic properties. In the case of surface hardened steels, both the microstructure and 
material properties vary depending on depth. In order to effectively evaluate surface 
hardened materials nondestructively using magnetic inspection techniques, it is essential to 
have a good understanding of the relationship between the magnetic properties and 
micro structure. 
2.1.1 Sulface Hardening Processes & Microstructure 
In order to improve strength of a material without sacrificing toughness, industrial 
steel components are often subjected to heat treatments or other treatments designed to 
produce a harder surface layer, or "case." Locally altering the carbon content is required to 
increase surface hardness. The depth of the case corresponds to the depth at which the 
hardness equals 50 Rockwell C (HRC). A variety of techniques can be used to obtain a 
desired surface hardness, depending on the material and desired final case depth. Surface 
hardening techniques can broadly be classified into two different categories: diffusion and 
non-diffusion methods. 
Two different general classifications of non-diffusion surface hardening exist, 
including applied energy methods and coating techniques. Surface hardening by applied 
energy exposes components to a thermal treatment without any change in chemistry. Since 
no change in composition occurs, steels to be hardened by applied energy processes must 
have enough carbon to obtain the desired hardness. Applied energy methods can range from 
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basic heat treatments to sophisticated modem methods, such as laser hardening. Induction 
hardening, which can be used for both surface hardening and through hardening, is the most 
common traditional method of hardening by applied energy. 
In order to obtain higher hardness values in the case region via induction hardening, 
the microstructure is locally transformed to martensite. Before heat treatment, the 
microstructure of steels to be surface hardened consists of a combination of a-ferrite and 
cementite, or Fe3C, in a pearlite or bainite structure that varies based upon composition 
according to the iron-carbon phase diagram shown in Figure 1. The crystal structure of a-
ferrite is body centered cubic (BCC). Prior to hardening, a steel must be heated to produce 
homogenous austenite, y, which has a face centered cubic (FCC) structure. This process is 
referred to as "austenizing." The required austenizing temperature, which can be determined 
using the FeC phase diagram and a time-temperature transformation (TTT) curve, also varies 
with composition. 
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Figure 1: Iron-carbon phase diagram (Source: [1}) 
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Martensite, which results from a diffusionless transformation of austenite, is a non-
equilibrium single-phase structure [2]. In order to form martensite, austenized steel must be 
quenched rapidly enough to prevent diffusion of carbon, which produces a supersaturated 
solid solution of iron and carbon in a body centered tetragonal (BCT) crystal structure with 
interstitial carbon impurities. If any diffusion occurs, ferrite and cementite will result. The 
critical quenching rate required to form martensite can be determined using the continuous 
cooling transformation (CCT) diagram for a specific system. The martensite transformation 
rate is considered to be independent of time due to extremely rapid rates of nucleation and 
growth, meaning the transformation is only dependant on the final quenched temperature. 
This is referred to as an athermal transformation [2]. The changes in crystal structure 
associated with the formation of martensite, including approximate lattice parameters, are 
illustrated in Figure 2. 
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Figure 2: Changes in crystal structure corresponding 
to formation of martensite in steels (Source: [3 ]) 
Depending on carbon content, two different morphologies of martensite are possible 
in steels, including lath and plate forms. These types of martensite can also be subdivided 
and identified by their habit planes [4]. For carbon contents less than approximately 0.6 
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weight percent, lath martensite forms [2]. In this case, the martensite exists as closely spaced 
long thin blades aligned parallel to each other. Groups of laths can exist as blocks; this form 
is referred to as massive martensite. Plate martensite forms at carbon contents greater than 
approximately 0.6 weight percent. Because of its needle-like nature, plate martensite is also 
referred to as lenticular martensite [ 4]. 
The electromagnetic properties of steel are very pertinent to the process of induction 
hardening. Steel has a high resistance to electrical current relative to other conductors. This 
resistance generates power loss, P, in the form of heat according to Equation 1 when current 
is passed through the material. 
P = i2R [Eq nation 1] 
WHERE: 
Current [Amperes] 
R Resistance [Q] 
Induction heating uses the convers10n of electrical power via eddy currents to 
generate heat in a workpiece in a controlled manner. Alternating current is applied to an 
induction coil, which then generates an AC magnetic field inside of the coil. The coil is then 
placed near the surface of the material to be heat treated, which then induces eddy currents in 
the workpiece. The resistance of the material to the induced currents then leads to the 
generation of heat. If the material is ferromagnetic, additional heat is also produced in the 
workpiece by the continual reorientation of the magnetic dipoles within the material which 
leads to hysteresis losses [5], although the hysteresis effects cease above the Curie 
temperature in steels as properties shift from ferromagnetic to paramagnetic. 
Induction hardened case depth is dependant on the process parameters of frequency 
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and power selection, the resistance and the magnetic permeability of the material being 
hardened. The depth of penetration of heat is also impacted by the skin effect, which is given 
here in Equation 2 and also described in §2.2.1. The depth at which approximately 86 
percent of the heating due to resistance occurs is defined as the skin heating effect, or 
reference depth, which corresponds to the theoretical minimum depth of heating for a given 
frequency [5]. Above the Curie temperature of 760 °C for carbon steels, the relative 
permeability, µr , decreases to 1, which significantly increases the reference depth, 8. 
[Equation 2] 
WHERE: 
f Frequency [Hz] 
a Conductivity [1/Q-m] 
µ 0 Permeability of free space [H/m] 
µr Relative permeability of a material 
Distortion of induction hardened steel parts can arise although to a lesser extent than 
with parts quenched directly from a furnace. Distortion occurs during austenizing or 
quenching due to residual stresses in the part. The relief of residual stresses induced during 
forging and machining can cause distortion, as can the use of certain quench medias such as 
water or brine [6]. Higher austenizing temperatures lead to higher residual stress values, too. 
The volume change associated with the transition from face-centered cubic crystal structure 
of austenite to a body centered tetragonal martensite structure also causes stress. Although 
the exact magnitude of the volume increase varies depending on alloy composition and 
lattice parameter, the increase is approximately 11 percent for low-alloy steels based upon 
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the approximate lattice parameters associated with the crystal structures m Figure 2. 
Extreme distortion can also lead to cracking. 
Other applied energy methods of surface hardening include flame hardening, laser 
surface heat treatment, and electron beam hardening. As the name suggests, flame hardening 
involves heating the area to be hardened with a torch until austenite is formed on the surface. 
The part is then rapidly water quenched in order to form martensite. If localized surface 
hardening is desired, laser heating and electron beam methods are capable of altering the 
properties of small areas of a component. Laser surface heating uses the heat generated by 
the absorption of laser light to austenize localized regions of the component being heat-
treated; for electron beam hardening, a defocused electron beam is used to rapidly heat the 
selected area to form austenite. A vacuum is required for electron beam hardening, which 
restricts the use of the method [ 6]. For both methods, the rapid transfer of heat away from 
the surface by the bulk of the work piece causes self-quenching, which requires a part 
thickness of at least ten times the thickness of the case depth [ 6]. 
The second category of non-diffusion hardening methods involves coating or surface 
modification. For this type of surface treatment, coatings with completely different chemical 
compositions and properties are deposited on top of a steel substrate. Coatings are not 
required to be ferromagnetic, which removes them from the scope of magnetic inspection. 
Common steel coating techniques include hard chromium plating, eletroless nickel coating, 
thermal spraying, and weld hard facing. More recent techniques, such as chemical vapor 
deposition (CVD), physical vapor deposition (PVD), ion implantation, and laser surface 
processing, are also possible methods [ 6]. 
Thermochemical diffusion methods involve application of heat to increase the rate of 
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diffusion of chemical species into the component being hardened. Common hardening 
species include carbon, nitrogen, and boron. Different delivery methods exist as well, such 
as solid, liquid, gas, or ions. 
Heat treatment parameter selection depends on the type of material, its hardenability, 
and the desired case depth. The diffusion coefficient, D, which is an intrinsic property of a 
given material, varies with temperature according to the Arrhenius-type function given in 
Equation 3 [7]. 
[Equation 3] 
WHERE: 
D 0 = Intrinsic diffusivity [ m2/s] 
Q Activation energy [kJ/mol] 
R Ideal gas constant [J/mol-K] 
T Temperature [K] 
The relationship between diffusion time and concentration of the diffusing species, C, 
at any given depth, x , can be approximated using Equation 4 by establishing the boundary 
conditions to be C = Cs at x = 0 and C = C0 at x = oo [7]. The solution to the diffusion 
equation is given in terms of the error function, Equation 5. 
C=C, -(C, -CJ er/(2.Jist J 
WHERE: 
Cs = Surface concentration 
C0 = Bulk concentration 
t Time [s] 
[Equation 4] 
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2 z 
erf(z) = r Jexp(-y 2 )dy 
'\/TC o 
[Equation 5] 
Carburizing is the most frequently used thermochemical diffusion method of surface 
hardening used in industry. Typical surface carbon concentration values for commercial 
carburizing processes range from 0.75 to 0.95 weight percent, although values ranging 0.6 to 
1.2 weight percent are possible [8]. As a general rule, the higher the alloy content, the lower 
the target surface carbon level. Target surface hardness values for carburized steels range 
from 58 to 62 Rockwell C hardness (HRC) after tempering [8]. Although carburizing 
provides many benefits, such as increased surface hardness, some drawbacks exist with high 
surface carbon content. At hardness values in excess of 40 HRC, high-carbon materials lose 
toughness as carbon content increases [8]. 
2.1.2 Domain Wall Dynamics 
In ferromagnetic materials, atoms have magnetic moments that arise predominantly 
due to electron spins. Neighboring spins have a strong positive interaction that leads to the 
alignment of spins parallel to one another. This phenomenon is referred to as spontaneous 
magnetization. However, many magnetic materials exist in a demagnetized state at ambient 
temperatures because spontaneous magnetization in ferromagnetic materials is dependant on 
temperature, which causes the magnetic moments in a material to vary from the parallel 
arrangement [9]. 
Even so, distribution of internal magnetization is not uniform within a 
ferromagnetically ordered material. Throughout the material, the magnetic moments are 
subdivided into three dimensional regions called domains. The individual atomic moments 
are aligned within each domain due to exchange energy. However, all domains within the 
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material are not necessarily aligned parallel; instead the domains could be randomly aligned 
with respect to each other. Technical saturation magnetization, which is equal to the 
spontaneous magnetization, occurs when all of the domains align parallel due to the force of 
an applied magnetic field [10]. 
Domains were first predicted by Weiss [9], and first experimentally identified by 
Barkhausen [9] when he amplified the voltage in a pick-up coil that was wrapped around a 
sample being magnetized and observed that the changing magnetization caused a 
characteristic noise, which is now referred to as Barkhausen noise. 
The boundaries separating the domains, which are referred to as domain walls, are a 
transition zone in which the directions of the magnetic moments realign between the two 
adjoining domains. This transition occurs over several hundred atomic layers. Two types of 
domain walls exist: Neel walls and Bloch walls. Since the concept of domain walls was 
developed by Bloch, one type of domain wall is often referred to as Bloch walls [1 OJ. 
Although other angles are possible, the angular displacements across a domain wall are most 
often 90 degrees or even 180 degrees, as shown in Figure 3. In the case of thin films, 
however, Bloch walls with magnetization normal to the plane of the material are not 
energetically favored. As a result, the magnetic moments rotate to be within the plane of the 
material, a structure which is referred to as a Neel wall [10]. 
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Figure 3: The realignment of individual magnetic 
moments within a 180 domain wall. (Source: [JO]) 
Upon exposure to an applied magnetic field, magnetic moments within domains align 
parallel or anti-parallel to the field, meaning they experience no force in terms of torque. 
However, the moments within the domain walls form a range of angles with respect to the 
applied field, which then causes them to rotate toward the field direction [9]. This causes the 
realignment of spins on the edges of the wall, which then propagates to other spins in the 
wall and causes the wall to move in a direction normal to the applied field. This process 
occurs in domains throughout the material, as depicted in Figure 4, which results in an 
increase in the volume of domains oriented parallel to the applied field [9]. Saturation 
magnetization occurs when all of the spins within the material have been oriented parallel to 
the applied field. 
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Figure 4: Depiction of domain wall motion with applied field (Source: [9]) 
The arrangement of the domains and the domain wall width is determined by 
minimizing the sum of contributions to the total energy, including exchange energy, 
magnetostatic energy, anisotropic energy, and magnetoelastic energy. Applying an external 
magnetic field causes this energy balance to change. The result is a rearrangement of the 
domains, either by domain wall motion or rotation of the magnetization with the domains, or 
sometimes by both [1 O]. 
Magnetic anisotropy energy describes the dependence of internal energy on the 
direction of inner magnetization [ 11]. Certain crystallographic directions magnetize easier 
than others, which require less energy in terms of applied field; a magnetization curve is 
dependant on the crystallographic orientation of a material. Thus the magnetic energy of the 
system depends on the direction of the magnetization vector relative to the crystallographic 
direction since additional energy is required to magnetize domains not aligned along the easy 
axis. 
Exchange energy relates to the interaction between magnetic moments. Since 
exchange energy is dependant on the interaction with nearest neighboring moments, the 
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angle, ¢, between the moments, m, impacts the exchange energy according to Equation 6 
[10]. The number of nearest neighbors is indicated by z, µ 0 is the permeability of free space, 
and J represents an interaction term. 
[Equation 6] 
WHERE: 
z Number of nearest neighbor atoms 
J Exchange constant [ J] 
m Magnetic moment [A m2] 
¢ Angle between moments [Degrees] 
Minimizing exchange interaction energy is accomplished by increasing domain wall 
width, or decreasing the angle between magnetic moments. Thus anisotropy energy and 
exchange energy wall energy are competitive processes for determining domain wall width, 
8. The relationship is described in Equation 7 [10]. 
[Equation 7] 
WHERE: 
K Anisotropy coefficient [J/m2] 
A Exchange stiffness [J/m] 
Magnetoelastic energy accounts for strain in the lattice. Upon magnetization, the 
bond length and bond direction between two moments shifts, which results in strain. An 
elastic energy is required to counterbalance the magnetoelastic energy to minimize the total 
energy [9]. 
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Certain domain wall processes are irreversible, meaning if the applied field is reduced 
the magnetization does not completely recover. For example, after reaching saturation 
magnetization, the magnetization will decrease but not return to the initial value of zero at 
zero applied field. This is referred to as magnetic hysteresis. The magnitude of the 
irreversible changes in magnetization can be quantified by plotting induction versus the 
applied field (B vs. H), which is referred to as a hysteresis loop. A sample hysteresis loop 
with several parameters indicated is given in Figure 5. Integrating the area within the loop 
determines the value of hysteresis loss, WL. The applied field at B = 0 indicates the 
coercivity, He, which is the magnetic field required to reduce the magnetization to zero from 
saturation [10]. The remanent magnetization, BR, or remanence, is remaining magnetic 
induction after the applied field is reduced to zero. 
B Flux Density 
Saturation 
-H ----------.---r-~---------- H 
Magnetizing Force Magnetizing Force 
In Opposite Direction 
Saturation 
In Opposite Direction Flux DeMity 
-8 In Opposite Direction 
Figure 5: B-H plot of a hysteresis loop for aferromagrietic material 
with several key parameters indicated. (Source: [ 12}) 
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By understanding such interactions, the magnetic properties of a material can be 
related to microstructure. Domain size is determined by inhomogeneity in specimens, which 
is related to microstructure. Examples of inhomogeneities in a material include voids, 
inclusions, precipitates, composition fluctuations, internal stresses, and grain boundaries. As 
the microstructure of a material is altered, the domain structure changes to compensate. 
Variations of possible altered domain structures caused by an inclusion are shown in Figure 
6. Neel predicted that domain structure would change to decrease the magnetostatic energy 
of the free pole distribution by orientations such as blade walls, depicted in Figure 6 ii, which 
were later observed experimentally [9]. 
i i 
s s s. s s 
N N N 
N N 
i i 
(i) (ii) 
Figure 6: Possible variations of altered domain structure 
due to the presence of an inclusion. (Source: [1 OJ) 
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In addition to domain structure, domain wall motion is impacted by microstructural 
inhomogeneities. For example, more barriers to domain wall motion exist in ferromagnetic 
materials with higher dislocation densities, such as martensite in steel. Martensite also has 
higher values of coercivity and loss compared with soft ferrite. The hysteresis loss can be 
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partially explained by domain wall motion; as domain walls move, they can be pinned by 
inhomogeneous strain fields within the material. These strain fields are caused by 
magnetoelastic coupling between domain wall and dislocations [ 1 OJ. Isolated regions of 
second phase materials with different magnetic properties from the matrix can also act to 
impede domain wall motion, including retained austenite, which is paramagnetic. Grain size 
also affects magnetic properties by changing the volume of domain walls [1 OJ. Spontaneous 
magnetization is usually a function of composition, so when compositional changes occur 
within a material, as with case depth, changes in the intensity of spontaneous magnetization 
occur in the sample. 
When inhomogeneous domain structures exist, additional energy in terms of applied 
magnetic field is required to realign moments in order to reach saturation magnetization 
because the domain walls must overcome obstacles. The permeability of a material is 
determined partly by the inhomogeneity of the material and partly by anisotropy [9J. 
Mechanical hardness and coercivity are both related to grain size, dislocation density, 
and material composition, which provides a basis for correlating magnetic and mechanical 
properties. Smaller grain size results in a higher volume fraction of grain boundaries, which 
corresponds to a greater number of pinning sites for domain walls. Thus higher field 
strengths are required to overcome the energy barriers associated with the pinning sites in 
order to reach saturation magnetization, which leads to increased coercivity. In the instance 
of large grains, a lack of significant domain wall pinning sites within the volume of the 
grains combined with a smaller relative volume of grain boundaries leads to lower 
coercivities as well as lower hardness values. An increase in inhomogeneities that act as 
pinning sites, such as grain boundaries and dislocations, also leads to higher values of 
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hardness. Changes in composition, for example an increase in carbon content in plain 
carbon steel, also provide a greater number of pinning sites, such as carbide particles, which 
also may result in increased hardness since such pinning sites for domain walls also impede 
dislocation motion. 
2.2 Nondestructive Magnetic Measurement Techniques 
Magnetic methods of nondestructive evaluation, such as hysteresis measurements and 
Barkhausen emission (BE), have long been used as characterization methods. Analysis of 
BE data for quantitative information on structural conditions, such as case depth, has 
nevertheless remained a long standing challenge due to the complex dependence of 
Barkhausen emission on microstructure which, in the case of surface-modified materials, 
may vary with depth. 
2.2.1 Barkhausen Emission 
The magnetization curve can be divided into three distinct regions based upon slope 
where changes in flux density occur with applied field as depicted in Figure 7. The first 
region occurs briefly after the applied field is increased from zero and features a constant 
slope, which is referred to as the initial permeability. The domain wall displacements in this 
region are continuous and reversible, meaning that if the applied field is removed the 
induction will also return to zero without any hysteresis. 
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Figure 7: Typical magnetization curve divided into regions according 
to predominant processes governing change in magnetization (Source: [13]) 
In Region II where the maximum slope occurs, domain wall motion continues to 
dominate as the process for changing magnetization. Such changes appear to occur in a 
smooth, continuous process when initially examining a magnetization curve. However, 
upon magnification of the magnetization curve in the region, as shown in Figure 7, it is 
possible to discern small discrete discontinuous "jumps" in magnetization. A pick-up coil 
can be used to record the voltages induced by irreversible changes in the flux density due to 
discontinuous magnetization, which are referred to as Barkhausen emissions [I 0]. 
Domain rotation, which is a continuous and reversible process, is the pnmary 
mechanism for changes in magnetization approaching and within Region III where the slope 
is significantly less than in Region IL 
Barkhausen emissions can be related to microstructure in ferromagnetic materials. 
The discontinuous changes in flux density that occur when a ferromagnetic material is 
magnetized are predominately caused by domain walls within the material that move and 
interact with obstacles to produce Barkhausen emission. The magnitude of the Barkhausen 
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effect signals depend on the nature and density of pinning sites for domain walls, which are 
often the same type of barriers to dislocation motion and dictate micro structure [ 14]. 
Since both Barkhausen emissions and the hysteresis properties of a given material are 
dependant upon microstructural considerations, the two outputs can be related as shown in 
Figure 8. Greater microstructural inhomogeneity results in a greater number of pinning sites 
per volume of material, which causes higher values of coercivity on the magnetization curve. 
Increased inhomogeneity also results in less distance between pinning sites, which 
corresponds to smaller Barkhausen jumps. However, if the spacing between pinning sites of 
a given strength is increased, the size of the discontinuous changes in flux density increases 
as well, which produces a higher Barkhausen signal. Thus increasing slope at the coercive 
point of the magnetization curve, or increasing permeability, correlates with increasing 
amplitude of the Barkhausen emission. In the region of the magnetization curve where 
domain wall motion dominates, the maximum Barkhausen signal occurs near the coercivity 
value because at that point enough field is applied to overcome the strongest barriers to 
domain wall motion, which causes more jumps and thus more Barkhausen activity. 
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Figure 8: Graphical relationship between hysteresis loop and 
Barkhausen emission outputs for ferromagnetic materials 
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Barkhausen effect (BE) measurements can be used for nondestructive evaluation of 
surface-modified magnetic materials because these emissions typically occur over the range 
of tens to hundreds of kilohertz, and therefore only Barkhausen signals from the surface layer 
can be detected. The electromagnetic skin depth equation, given in Equation 2, describes the 
depth of penetration from which Barkhausen emissions can occur using varied excitation 
frequencies, assuming a plane wave interacting with a flat surface. In addition to frequency, 
f, the skin depth 8 is dependant upon conductivity, a, and relative permeability, µr, which are 
both inherent properties of a material. The permeability of a vacuum, µ0 , which is constant, 
is also incorporated. 
2.2.2 Evaluation of Case Depth 
Magnetic nondestructive techniques for evaluating case depth in steel components 
were of interest as early as the 1970's. In 1973, the British Society for NDT organized a 
conference on using nondestructive evaluation to measure case depth, specifically noting the 
relevance to industry as a motivation [15]. At the conference, the limitations of the skin 
effect associated with using eddy current techniques were noted. The use of "magnetic pole 
techniques," which involved magnetizing ferromagnetic samples to determine properties 
such as coercivity, was suggested to overcome such difficulties. 
In 1988, Bach et al. [16] reported being able to quantify case depth up to 5 mm deep 
using Barkhausen signals. The study analyzed case hardening as if it produced a two-layered 
structure. The relationship between frequency and penetration depth was used to distinguish 
between the two "layers." Three types of industrial samples were examined, including 
induction hardened crankshafts, induction hardened rack teeth, and flame hardened brake 
pulley fragments. Barkhausen noise M(H) profiles with two distinct peaks were observed. 
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The peak that occurred at higher values of applied field was attributed to the surface state, 
and the peak with the contribution from the bulk region appeared at lower values of applied 
field. The maximum amplitudes for the surface peak and bulk peak were referred to as Ms 
and Mb, respectively. Increasing case depth was found to lead to damped Barkhausen signal 
from the bulk of the specimen, which was related to increases in the ratio of M/ Mb , called the 
noise ratio. A linear correlation was observed between the noise ratio and the hardening 
depth at which a hardness value of 50 Rockwell C was obtained. 
Using a set of calibration specimens with results obtained from destructive tests and 
the noise ratios at a given frequency was proposed to provide a means of quantitatively 
determining unknown case depths to provide heat treatment process control. However, 
processing the Barkhausen data was cited as key since the local coercivities from the bulk 
and surface states must be clearly separated into two peaks. 
Other efforts have focused on the frequency dependence of magnetic properties 
associated with case depth. Dubois and Fiset [ 17] published work examining carburized 
(9310 & 8620) and ion-nitrided tool steel (P20, D2, H13) samples. A liquid carburizing 
process produced case depths ranging from 100-1000 µm. Nitriding involved diffusion of 
monatomic nitrogen produced from a plasma field around the sample, which resulted in case 
depths ranging from 1 to 200 µm. 
Different frequencies were again used to distinguish between the case and bulk 
regions of the samples. Initially, the same analysis techniques as Bach et al. were applied, 
and similar results were obtained when it was possible to distinguish two separate peaks. 
However, M(H) plots with double peaks were not obtained for all samples. 
More advanced data processing techniques that encompassed the frequency spectrum 
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of the Barkhausen noise were then used. The excitation frequency was fixed at 3 Hz. A fast 
Fourier transform was determined, which had previously been established in work completed 
by Birkett et al. The spectrum was then integrated on ten frequency bands, and these values, 
which were referred to as "Barkhausen Noise Level" in arbitrary units, were plotted as a 
function of case depth. The plots were used to determine which ranges of frequencies were 
the most appropriate for evaluating case depth with each alloy. The results indicated that the 
optimal frequency range is greater than 100 kHz, which is also supported by the FFT. 
Dubois and Fi set [ 17] confirmed that Barkhausen emission decreases with increasing 
hardness values. The decreased Barkhausen activity near the surface was attributed to the 
presence of near-surface compressive stresses caused by the carburizing and nitriding 
processes. It was also suggested that their testing method could be used for process control if 
calibration standards were created for each alloy and the optimal frequency band for analysis 
was determined. 
The effects of tempering were examined by Moorthy et al. [ 18] who sought to 
understand the impact of martensite tempering time, and thus the precipitation of carbide 
particles, on Barkhausen signal generation. Rod samples of 0.2 % carbon steel were used; 
tempering in this alloy causes dissolution of martensite plus precipitation and spherodization 
of cementite particles. The samples were annealed for one hour at 950 °C, water quenched, 
then tempered at 600 °C for various durations, including 0.5, 1, 5, 15, 25, and 100 hours. 
After heat treatment, the rods were ground to 10 mm and then polished mechanically and 
electrochemically. Low Barkhausen activity levels were observed in the untempered control 
sample. A single peak with increased height, due to a reduction in dislocation density, was 
observed after 0.5 hours of tempering. The increased peak height was attributed to the 
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incomplete dissolution of the martensite. Broadening of the single peak was observed after 1 
hour of tempering, and a clear double-peak had developed in the sample tempered for 5 
hours. Samples tempered for longer durations of 15, 25 , and 100 hours also exhibited 
double peaks; with increased tempering time, peak broadening and reduced peak height were 
observed. 
Relating the results to microstructure, this suggests that the critical field strength for 
overcoming the grain boundary barriers (Heb) and the critical field for overcoming the 
carbide precipitates (Hep) are competing processes. Initially, dissolution of martensite 
reduces the dislocation density at the grain boundaries, which reduced the field necessary to 
unpin domain walls and therefore increased Barkhausen emission. However, growth of 
cementite particles increased size/strength of pinning sites and inhibited domain wall motion, 
thus requiring higher field strengths to overcome the barriers. 
The first Barkhausen peak occurring at lower field strength corresponded to 
overcoming grain boundary barriers, and the second peak at higher fields represented 
overcoming pinning caused by carbide precipitates. It was suggested that the width of each 
peak indicates the change in field required to overcome each barrier, and the peak positions 
relate to the mean field values. Peak height depends on two factors at any given point in 
time: the number of domain walls moving, and the mean free path of domain wall 
displacement. Dubois and Fiset also proposed characterizing samples by internal 
demagnetization factors, as distinct from conventional external demagnetizing factors since 
interfacial demagnetizing energy is reduced by a domain wall intersecting a precipitate. 
Several other studies have been published that deal with using magnetic NDE for 
analysis of case depth in surface-hardened ferrous components. A 1997 study by 
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Vaidyanathan et al. [19] looked at evaluating carbon pick-up during service, which leads to 
much higher subsurface carburization depths of up to 30 percent of wall thickness. This is on 
the order of several millimeters, compared to other surface treatments that had previously 
been examined. Since it is not practical to measure exact depth in excess of the skin depth 
using Barkhausen, it is essential to correlate the near-surface Barkhausen measurements with 
the carbon concentration gradient experimentally and/or theoretically on the basis of 
diffusion. Combining Barkhausen measurements obtained within the skin depth region with 
calibration standards can allow the carburization depth to be extrapolated beyond the skin 
depth. 
In order to study carbon pick-up during service [17], a 0.5Cr-0.5Mo ferritic steel tube 
8 mm thick was exposed to carburization from the inside. Five samples were taken from the 
circumference of the tube. Barkhausen measurements were taken from the ends of the 
samples using a surface probe placed in seven positions ranging from the inner diameter to 
the outer diameter with a step size of 1.5 mm. Hardness measurements were also taken at the 
same positions. 
Plots of both hardness and Barkhausen peak height with depth showed a dramatic 
shift in the measurements taken at the outer diameter. The authors attributed this 
phenomenon to the exposure of the outer diameter to continuous heating at 573 K during 
service life. Optical microscopy was used to determine that carburization occurred up to 
approximately 4 mm from the inner diameter. Using this region, a linear correlation was 
formed between Barkhausen peak height and Vickers hardness value which quantitatively 
showed the sensitivity of Barkhausen emission to both carbon content and hardness. 
Understanding this relationship can then allow estimation of case depth even for depths 
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below the skin depth and thereby enable development of criteria for nondestructively 
evaluating the integrity of carburized components. 
In 2003, Moorthy et al. [20] published another study exammmg the effects of 
tempering and the frequency dependence of Barkhausen emission associated with case depth. 
A carburized EN36 alloy sample with a nominal case depth of 1 mm was used. The surface 
carbon content was 0.85 weight percent. Two groups of samples were tempered; one for 2 
hours at 192 °C, and the other for 4 hours at 250 °C, which is considered overtempered. 
Barkhausen signal was correlated with variation in hardness to approximately 500 µm 
m depth. The excitation frequency was varied to examine the near surface using an 
excitation frequency ifex) of 125 Hz and an excitation frequency of 4 Hz for the subsurface 
conditions. Band pass filters and additional software filtering were used. Linear correlation 
between the hardness profile and Barkhausen emission profile existed in the subsurface 
transition region between 200 and 600 µm since lower carbide density allowed for more 
rapid diffusion during tempering. 
Using an excitation frequency of 125 Hz, all samples showed a single Barkhausen 
peak. More tempering led to increased peak height and a shift to lower applied fields, which 
was also observed in previous studies [17, 16]. According to the skin depth equation, a 
frequency of 125 Hz gives an excitation field penetrating into the material to a mean depth of 
approximately 100 µm. However, little change was observed in hardness profile until 
approximately 200 µm, meaning measurements in this range don't provide much useful 
information. 
When the excitation frequency of 4 Hz was used, double peaks were observed for all 
tempering conditions. As with the higher excitation frequency, longer tempering led to 
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increased peak height and a shift in the second peak to lower values of applied magnetic 
field. High signal amplitude was seen at low frequency regions; again this amplitude 
increased with tempering time. Using a frequency of 4 Hz, case depth can be evaluated up 
to approximately 425 µm deep, which encompasses the transition region of the hardness. 
The frequency range for signal from all three samples was the same, meaning that simply 
analyzing frequency distribution will not uniquely distinguish between heat treatments or 
case depth in this case. 
Comparing the two excitation frequencies, higher intensity Barkhausen em1ss10n 
occurs with higher frequency. It is believed that the second peak appears only at low 
frequencies because of eddy current opposition to magnetic field at high frequencies which 
only provides enough energy for domain walls to overcome weaker obstacles. These include 
ferrite grain boundaries, whereas the eddy current effects to not detract from the effective 
field at low frequencies, which thus enables domain walls to move past stronger obstacles, 
including carbides, and retained austenite. Results showed little benefit of additional 
software filtering for signals obtained at 125 Hz. However, additional software frequency 
filtering on the data collected using 4 Hz had a dramatic impact on peak shape and height as 
the frequency range was narrowed. 
Regardless of frequency range, two peaks were distinguishable in all instances of 
additional filtering. This showed that the double peak phenomenon is not simply an artifact 
of the frequency range used or other equipment effects, but rather a material response. The 
explanation of domain walls overcoming carbides near the surface and ferrite grain 
boundaries deeper in the case explains presence of double peaks in this study. Correlations 
made between the relative Barkhausen peak heights versus hardness at various depths also 
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showed good agreement, and the data obtained at 4 Hz can be used to quantitatively 
determine the hardness profile of an unknown heat treatment based upon Barkhausen peak 
data. 
The effect of surface layer removal on magnetic property profiles of surface hardened 
steels has also been investigated by Moorthy et al [21]. The double-peak phenomenon was 
also observed in the Barkhausen emission of carburized gear steels (G86200 & G33106) with 
case depths of less than 1 mm. The effects of surface layer removal were also observed for 
both chemical etching and grinding operations. 
Double peaks in the Barkhausen signal were observed for the samples with shallower 
case depth, with a shift to a single peak at greater case depth. In the double peak structure, 
the first peak at lower applied fields decreased and then disappeared with increasing case 
depth; the second peak was approximately the same for all depths. Moorthy et al. suggested 
that due to the effects of attenuation, it is not possible that the first peak came from the core 
region but rather probably from microstructural variations within the surface, or from less 
than 700 µm. 
With surface layer removal, the magnitude of the first peak increased with increasing 
quantity of material removed, whereas the second peak remained approximately constant. 
This indicates that after surface removal, a greater quantity of signal came from the softer 
core region that had previously been attenuated. However, the first peak remained 
significantly smaller than the second peak even after removing 300 µm of material; this was 
likely because the skin depth was still less than the depth of the surface layer. This confirms 
that the skin depth is less than 700 µm as previously calculated, which suggests that 
Barkhausen emission can be used to accurately predict case depths of less than 1 mm. The 
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sharp drop in single peak emission also clearly separates samples with larger and smaller 
case depths. 
Other electromagnetic methods of nondestructive evaluation have also been used to 
detect case depth, including direct current potential difference (DCPD) and alternating 
current potential difference (ACPD) measurements. For this method, an alternating current 
source is applied to the sample, and the potential difference is measured at specific 
increments on the sample. Johnson et al. [22] have determined conductivity depth profiles of 
induction hardened steels using DCPD measurements. 
2.3 Barkhausen Model 
The use of Barkhausen emission (BE) for characterization has been aided by the 
recent development of a hysteretic-stochastic process model of domain wall dynamics [23 , 
24, 32] which provides a mathematical description of the intrinsically random nature of 
Barkhausen emissions. The model has recently been extended to describe the effects of grain 
-size and creep damage [25] on BE signals. 
Microstructural effects are important considerations for the hysteretic-stochastic 
Barkhausen model. In this model of Barkhausen effect, the characteristics of BE signals are 
determined by two parameters, A and ~ ' which correspond to the intensity of the short-range 
fluctuation of the local pinning field experienced by a moving domain wall and the range of 
interaction of a domain wall with pinning sites respectively [23 , 24]. In the surface layer of 
hardened steel the domain walls in martensite are strongly pinned due to high density of 
pinning sites such as dislocations. Therefore, one would expect that the interaction range ~ is 
determined by the average spacing between pinning sites given by p-112, where p is pinning 
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site density in units of m-2, as described in Equation 8, where a is a proportional constant 
[26]: 
[Equation 8) 
Meanwhile, in the martensitic region with a high density of pinning sites, such as 
dislocations, the local domain wall pinning would be more spatially uniform than in regions 
where pinning sites are sparsely distributed, such as ferrite/pearlite in the steel core. 
Therefore, the intensity of short-range pinning field fluctuation A can be considered to be 
proportional to the average spacing between pinning sites, as described in Equation 9, where 
b is a constant. 
A= b P-1 12 [Equation 9) 
Based on this argument it is expected that both A and~ have similar dependence on 
pinning site spacing, and both parameters increase as the pinning site density p decreases 
[26]. 
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CHAPTER3: EXPERIMENTAL PROCEDURE 
To gain a better understanding of the relationships between the Barkhausen effect 
model parameters and microstructure in surface hardened steels, a characterization study was 
undertaken. Magnetic hysteresis and Barkhausen emission measurements were performed on 
a series of samples with various pinning site densities which were obtained from induction-
hardened steel rods at different depths. Hysteresis and Barkhausen measurements were also 
completed on the unaltered case hardened rods. 
3.1 Description of Samples 
Several induction hardened 1045 steel rods were obtained from Caterpillar, Inc. for 
characterization [27]. Nominal compositional data for AISI 1045 steel used in this study are 
given below in Table 1. AISI 1045 is considered a medium carbon steel, which encompasses 
the range of alloys from 1035 to 1050 [1]. The alloy examined is commonly used in 
automotive applications, such driveshafts and crankshafts. 
Table 1: Compositional data for AISI 1045 Steel (Source: [1}). 
AISI 1045 Steel 
Component Wt.% 
c 0.42 - 0.5 
Fe 98 .51 - 98.98 
Mn 0.6 - 0.9 
p Max 0.04 
s Max 0.05 
All samples examined in this study were induction hardened to produce varying case 
depths. Properties for all of the samples used in this study along with approximate 
austenizing temperature [6] and corresponding nominal case depths are given in Table 2. 
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Table 2: Description of samples used for case depth characterization study 
#1 #2 #3 #4 #5 #6 #7 
Nominal Case 15 mm 10 mm 2.0 mm 1.5 mm 1.0 mm 0.5 mm Omm Depth 
Diameter 50 mm 50 mm 11 mm 11 mm 11 mm 11 mm 11 mm 
Material 1045 1045 1045 1045 1045 1045 1045 Steel Steel Steel Steel Steel Steel Steel 
Austenizing 845 °C 845 °C 845 °C 845 °C 845 °C 845 °C 845 °C Temperature 
Surface Ground No No Yes Yes Yes Yes Yes 
Initially, an induction hardened steel rod with a nominal case depth of 15 mm and a 
diameter of 50 mm was examined. A series of samples with various hardness values were 
taken at different radial increments in thin strips that spanned both the martensite case and 
ferrite/pear lite core regions of the rod, as depicted in Figure 9. Electric discharge machining 
(EDM) was used to obtain a total of 34 strip samples with the approximate dimensions of 20 
mm long by 3 mm wide by 0.4 mm thick. This corresponds to a depth resolution of 0.6 mm 
for a case depth of 15 mm. The samples were then ground by hand to a final thickness of 
approximately 0.1 mm. A hardness-depth profile for the rod was also obtained using a 
micro-hardness tester [28]. 
Figure 9: Depiction of the method of extracting strip samples from a surface-hardened rod 
33 
The same process was also repeated on a rod with a nominal case depth of 10 mm. A 
total of 36 strip samples with the same approximate dimensions as those from the 15 mm 
nominal rod were obtained, which gives a depth resolution of 0.3 mm for a case depth of 10 
mm. A micro-hardness profile was also completed [28] . 
A set of five induction hardened 1045 steel rods with diameters of 11 mm was also 
obtained. The magnitude of case depth varied by sample, including an untreated control rod 
and four rods with nominal case depths of 0.5 mm, 1.0 mm, 1.5 mm, and 2.0 mm. After 
induction hardening, the rods were surface ground to remove the decarburized layer. Strip 
samples from the 11 mm diameter rods were then obtained using EDM. In order to minimize 
the curvature effects that resulted from using rods with such a small diameter, the width of 
this set of samples was reduced to yield samples with the approximate dimensions of 20 mm 
long, by 1 mm wide by 0.4 mm thick. A total of ten samples per rod were acquired. 
Hardness profiles for all of the rods in the series were completed [29]. The samples were left 
unpolished. 
3.2 Measurement Procedures 
Magnetic property depth profiles were characterized both using hysteresis and 
Barkhausen effect measurements for all strip samples. Hardness profiles were also measured 
on the rods. 
3.2.1 Hysteresis Measurements 
Single hysteresis loop measurements were completed usmg a hysteresisgraph 
configured according to Figure 10 to determine the B-H loop parameters on both sets of strip 
samples obtained from the 10 mm and 15 mm nominal rods. A field of 200 Oe was applied 
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using a solenoid driven by a Kepco power supply. A pick-up coil consisting of 500 turns 
was used to measure the induction, B, and the applied field, H, was determined using a Hall 
effect sensor. A minimum of three repetitions per sample were completed. 
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Cbnvermr Power Supply 
Pick-Up 
Coil 
Flux meter 
Solenoid Hall Sensor 
Gauss meter 
Figure 10: Diagram of hysteresis measurement set-up 
For the series of induction hardened samples with a diameter of 11 mm, hysteresis 
measurements were performed on both the strip samples from incremental depths and the 
bulk rods also using the hysteresisgraph configuration described in Figure 10. 
Measurements on the strip samples were completed using the same pick-up coil and applied 
field settings previously described. For the rod samples, an applied field of 300 Oe and a 
pick-up coil with 900 turns were used. 
3.2.2 Barkhausen Emission Measurements 
Barkhausen emission signals were measured from the strip samples of the rod with a 
nominal depth of 10 mm using the experimental configuration shown in Figure 11. For the 
Barkhausen measurements, an excitation field with an amplitude of 2.0 V and a frequency of 
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20 Hz was used, which corresponded to an applied field of approximately 90 Oe. A pick-up 
coil consisting of 500 turns wrapped around the samples and placed inside of the solenoid 
was used to detect changes in magnetization with applied field. To improve the signal-to-
noise ratio, a bandpass filter (frequency passband: 5 kHz to 100 kHz) was used to filter and 
amplify (total gain: 40 dB) the detected Barkhausen emission signal which was acquired into 
a PC at a sampling rate of 200 kHz for analysis. For each sample, three repetitions were 
completed. The root mean square (RMS) Barkhausen voltage was determined for all 
Barkhausen measurements according to Equation 9. 
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Figure 11: Diagram of Barkhausen emission measurement set-up 
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The same configuration described in Figure 11 was used to measure Barkhausen 
signal for the samples from the series of 11 mm diameter rods. An excitation frequency of 2 
Hz with an amplitude of 6.0 V was used. Due to the small cross sectional area of the 
samples, a 1200 tum coil was used to detect changes in flux density. A band pass filter 
(frequency passband: 10 kHz to 100 kHz) was again used to filter and amplify (total gain: 60 
dB) the detected Barkhausen signal. Five repetitions per sample were completed per sample. 
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CHAPTER 4: EXPERIMENTAL RESULTS 
4.1 Individual Induction Hardened Rods 
Characterization of magnetic and hardness profiles was initially completed on sets of 
samples taken from two rods with relatively large case depths, including 10 and 15 mm, in 
order to understand the variation in properties with depth on a broader scale. Large case 
depths allowed sufficient quantities of samples to be obtained from both the case and core 
regions of the rods to yield high-resolution depth profiles for characterization. 
4.1.1 J 5 mm Nominal Case Depth 
The micro hardness profile for the 15 mm nominal case depth induction hardened rod is 
shown in Figure 12. Three distinct regions are visible in the profile: the core region below 
approximately 250 Vickers hardness, the case region above approximately 600 Vickers 
hardness, and a transition region existing between the two. Qualitatively, the profile 
corresponds to the expected hardness profile from an induction hardened process, which 
includes nearly constant values in both the case and core region separated by a symmetric 
transition region. The midpoint of the hardness profile was found to be 16.4 mm by applying 
the error function, given in Equation 5, to the hardness data [22]. As the midpoint of the 
error function fit, this value is considered to be the ideal case depth. 
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Figure 12: Vickers hardness profile of the 15 mm nominal 
case depth induction hardened rod. (Source: [22], [30]) 
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The depth profile of coercivity obtained from hysteresis measurements is compared to 
the hardness profile of the rod with a nominal case depth of 15 mm in Figure 13. Upon 
visually examining the two profiles, it is evident that the coercivity profile exhibits variation 
from the hardness profile. In order to quantitatively evaluate the correlation between 
coercivity and hardness, the error function was fitted to the coercivity profile in order to 
obtain the midpoint of the curve for comparison. The midpoint of the coercivity profile was 
determined to be 17.9 mm. 
Additional normalized electromagnetic property profiles are presented with the 
normalized hardness profile in Figure 14 [22]. For comparative purposes, some of the 
profiles including those for hardness, coercivity, remanence, and loss, were inverted to reflect 
an initial normalized value of zero. The profiles for remanence, initial permeability, and loss 
were also obtained using hysteresis measurements. The DCPD conductivity measurements 
were completed by M. Johnson. The error function was again fitted to the profiles in order to 
determine the midpoints for comparison with the hardness profile. 
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Nominal Case Depth: 15 mm 
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Figure 13: Plot of Vickers hardness and coercivity versus depth 
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Figure 14: Normalized profiles of Vickers hardness and electromagnetic properties of the 15 mm 
nominal case depth induction hardened rod. (Source: [22], [30]) 
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In comparing the normalized depth profiles in Figure 14, it is apparent that the 
magnetic measurements exhibit a significant lag with respect to actual hardness values [22]. 
The midpoints of coercivity and the other depicted electromagnetic property profiles are 
given in Table 1, which shows substantially larger midpoint depths for the magnetic property 
profiles compared to the hardness profile midpoint. Coercivity shows the best correlation 
with hardness among the magnetic measurement parameters with a difference of 
approximately nine percent. This is consistent with the fact that both coercivity and hardness 
are primarily determined by microstructure, which varies with depth in surface-hardened 
steels. The midpoint of DCPD conductivity measurements is also given in Table 3 [22]. Of 
the electromagnetic properties examined, the midpoint of the conductivity profiles shows the 
least discrepancy from the hardness profile midpoint with a difference of 3. 7 percent. 
Table 3: Property comparison with hardness midpoint for 15 mm nominal case depth rod 
Property Midpoint Percentage 
(mm) Difference 
Vickers hardness 16.4 -
Coercivity 17.9 9.1 % 
Remanence 18.7 14.0 % 
Initial 19.1 16.4 % 
Hysteresis loss 20.6 25.6 % 
Conductivity 17.0 3.7% 
Although discrepancies in the characterization of the magnetic property and hardness 
profiles may add complexity to using magnetic measurements for industrial NDE, differences 
in the two types of profiles are to be expected. Although magnetic properties such as 
coercivity are known to be related to hardness in ferromagnetic materials, there are many 
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reasons why coercivity values would not be expected to track directly with hardness values. 
For example, both properties are related to grain size, but grain size and domain size are not 
identical. Dislocation density also affects both hardness and coercivity values, but other 
types of domain pinning sites that impact coercivity without significantly altering hardness 
may exist. 
In order to correlate the hardness and magnetic property depth profiles with 
microstructure, micro graphs were obtained from different depths of the 15 mm nominal case 
depth rod to examine the changes in morphology with depth. Figure 15 contains the 
micrographs from a sampling of depths from the original rod, although not all depths are 
represented. The micrographs are combined in the central composite image to provide a 
qualitative description of changes in microstructure with depth. 
The micro graphs also confirm the presence of the three distinct regions of the case, 
core, and transition region. Martensite exists as the primary structure from the outer 
perimeter to a depth of approximately 12.7 mm. In the transition region from approximately 
15.2 to 17.8 mm, a mixture of martensite and ferrite/pearlite was found to be present. Fine-
grained ferrite/pearlite dominates the microstructure at a depth of 20.3 mm and increases in 
grain size result in coarse-grained ferrite/pearlite emerging by 22.9 mm in depth [22]. 
Although the ideal case depth of 16.4 mm labeled in Figure 15 is the theoretical point at 
which the shift from a predominantly martensitic structure to a ferrite/pearlite structure 
would occur, a more visible transformation in microstructure occurs at an approximate depth 
of 19 mm [22]. This depth corresponds to the approximate location of the transitions in the 
initial permeability and the hysteresis loss profile, which are also indicated in the figure. 
42 
50 µm 
Figure 15: Micro graphs taken at different depths below the surface of the 15 mm 
nominal case depth induction hardened rod. (Source: [22}, [28}) 
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Since hardness is only a single-valued function of depth, it is not reasonable to expect 
the hardness profile to encompass all of the complexities of micro structure, specifically 
microstructure that varies with depth. Understanding and thus comparing electromagnetic 
properties with microstructure morphology rather than hardness may be more representative; 
large qualitative changes in microstructure may correlate to variation in magnetic 
measurements. Electrical conductivity is less affected by microstructure, perhaps correlating 
better with carbon potential and to some extent dislocation density and thus hardness [22]. 
However, developing a reliable nondestructive inspection method based upon variation in 
microstructural morphology would be significantly more challenging than using a 
conventional single-valued measure of mechanical properties such as hardness testing. 
A near-surface anomalous linear trend was observed in approximately the first 3 mm of 
the coercivity profile, meaning the coercivity values in this region are lower than expected. 
The inverse of the linear trend in which the conductivity data were higher than anticipated in 
the near-surface region was also observed in the conductivity profile, which is shown in 
Figure 16. However, a similar trend was not present in the hardness profile, which raises the 
question of its cause. 
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Figure 16: Conductivity profile for the 15 mm nominal 
case depth induction hardened rod. (Source: [22], [30]) 
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Several possible reasons exist to explain the presence of the near-surface linear trend. 
After surface hardening, the rod was not surface ground, which is typically completed for 
parts to be used in service. Any retained austenite near the surface could also influence the 
magnetic properties, as could increased quantities of high temperature transformation 
products (HTTP) associated with internal oxidation [8]. However, if the observed near-
surface linear trend in the coercivity profile was to be attributed wholly or partially to any of 
these causes, the hardness profile would be expected to reflect the trend as well. 
Another possible cause of the near surface linear trend is partial decarburization near 
the surface, which results in a negative carbon gradient as carbon atoms enter the furnace 
atmosphere. In order for decarburization to occur, temperatures must exceed approximately 
700°C, and the atmosphere to which the component being heat treated is exposed must 
contain either C02, H20, H2, or 0 2 [8]. Depending on the conditions, the magnitude of 
decarburization can vary. Decarburization is actually a common phenomenon that occurs 
when heat treating steel. In the case of shallow decarburization, which involves only a small 
reduction in surface carbon content, slight increases in hardness are possible as retained 
austenite is reduced, which is depicted in Figure 17 (b) [8]. However, severe decarburization 
can significantly reduce the near-surface hardness, as shown in Figure 17 (a). 
The magnitude and range in depth over which the variation in coercivity occurs in the 
surface layer of the 15 mm nominal case depth sample suggests the presence of severe 
decarburization. The similar near-surface variation in the conductivity data appears to 
confirm a local change in carbide content. However, the lack of variation in the hardness 
profile over the same depth range makes attributing the trend to decarburization inconclusive. 
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Figure 17: Influence of decarburization on hardness profile for instances of (a) severe 
decarburization, (b) slight decarburization, and (c) no decarburization. (Source: [8}) 
Edge effects associated with the samples being taken from the surface of the rod are 
another possible cause of the observed near-surface anomaly. Prior to being extracted from 
the rod, samples near the edge were surrounded by less material on the outer radius, which 
would result in lower signals. The fact that the conductivity data also show the presence of a 
trend indicates that this is a real phenomenon rather than an artifact of the measurements. 
4.1.210 mm Nominal Case Depth 
The depth profiles of Barkhausen effect signal and coercivity for the induction 
hardened rod with a nominal case depth of 10 mm are plotted with the hardness profile in 
Figure 18. The error function was again fit to the profiles, and the midpoint of each curve 
was determined, as also shown in Figure 18. 
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Figure 18: Plot of hardness and magnetic properties versus depth 
for a rod with 10 mm nominal depth (Source: [26)) 
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Three distinct regions representing the case, the core, and the transition zone were 
visible in each of the profiles. Compared to the 15 mm nominal case depth rod, the transition 
zone in the 10 mm nominal case depth rod occurs over a reduced range of depths. 
Barkhausen emission was found to vary inversely with hardness; the Barkhausen depth 
profile clearly shows a sharp transition at a depth of approximately 10 mm to 13 mm from a 
low signal level in the case layer to a high signal level in the core. 
The midpoints of the coercivity and Barkhausen emission profiles deviate only 
slightly from the midpoint of the hardness profile for the 10 mm nominal case depth rod. 
The midpoint of the coercivity profi le of 10.7 mm differed by only 3.6 percent from the 
midpoint of 11.1 mm for the hardness profile. In the instance of the midpoint of the 
Barkhausen profile, the value of 11.1 mm agreed with the midpoint of the hardness profile. 
(a) 
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Representative Barkhausen em1ss10n results from the case, transition, and core 
regions, which are shown in Figure 19, provide a companson of the differences m 
Barkhausen signal. The experimental Barkhausen data corroborate the coercivity depth 
profile, which decreases from about 25 Oe for the case to about 8 Oe for the core. It is of 
interest to note that both profiles exhibit a transition zone spanning from 9 mm to 12 mm 
below the surface, and that the depths corresponding to the mid-points of the Barkhausen 
signal and coercivity profiles are 10.5 mm and 11 mm, respectively. These values agree well 
with the nominal case depth of 10 mm. 
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Figure 19: Representative Barkhausen emission/ram samples taken.from (a) the case, (b) the 
transition region, and (c) the core of a rod with a 10 mm nominal case depth (Source: [26}) 
Another near-surface trend was observed in the coercivity profile of the 10 mm 
nominal case depth samples. A linear decrease in coercivity was observed in samples taken 
from the initial 2.5 mm near the surface of the rod, as seen in Figure 18. This trend is in 
contrast to the near-surface trend observed in the 15 mm nominal case depth specimen in 
which coercivity values from the surface to approximately 4 mm in depth exhibited a linear 
increase in the case of the rod with a nominal depth of 15 mm. However, in the instance of 
the 10 mm nominal rod, the hardness profile data show a similar trend to the coercivity data, 
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which indicates that a variation in mechanical properties occurs in the near-surface, although 
the Barkhausen data show no such variation. 
As with the near-surface trend in the 15 mm case depth sample, several causes may 
exist for the trend. The 10 mm case depth rod was also not surface ground before testing, 
which may also account for the anomaly. The fact that the hardness profile also shows near-
surface variation suggests the trend is actually related to the mechanical properties of the rod 
rather than simply an artifact of the measurements. Comparing the coercivity and hardness 
profiles of the 10 mm nominal case depth rod with the hardness profile depicted in Figure 
17(b) representing slight decarburization shows relatively good agreement. The heat 
treatment conditions in the induction furnace would also suggest slight decarburization as a 
possible cause of the linear trend. 
4.211 mm Diameter Induction Hardened Rods 
Examining samples from the same series allows for comparison of profiles with 
constant composition. The case depth values associated with 11 mm diameter series of rods 
are more representative of typical case depth values associated with induction hardening 
found in industry. The sensitivity of the hysteresis loop measurements was examined with 
the 11 mm diameter samples, which had nominal case depth values as low as 0.5 mm. The 
smaller diameter also allows for magnetic measurements to be completed on the actual rods 
themselves, which allows for comparison with the characterization profiles. 
4.2.1 Depth Profile Measurements 
The hardness profiles for the rods with nominal depths of 0.5 mm, 1.0 mm, 1.5 mm, 
and 2.0 mm are presented in Figure 20. As with the hardness profiles from the previous 
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samples, the case, core, and transition regions are represented. The depths corresponding to a 
hardness of 50 HRC are also given for each hardness profile in parentheses, as well as in 
Table 4. With the exception of the 0.5 mm nominal case depth rod, the case depth values 
associated with a hardness of 50 Rockwell C (HRC) agree with the nominal values within ±5 
percent. The error function was also fitted to each hardness profile in order to determine the 
ideal midpoints, which are also given in Table 4. The measurement comparison values given 
in Table 4 compare the difference between the midpoint of the error function fit and the 
depth corresponding to a hardness value of 50 HRC; for all samples, the midpoint values 
differs by less than ten percent. The depth range of the transition region is reduced, as can be 
expected with reduced nominal case depth values that yield fewer samples in the case and 
transition regions, which results in a steeper slope in the error function curve. 
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Figure 20: Hardness profiles for a series of 1045 rods 
with varying nominal case depths (Source: [29}) 
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Table 4: Comparison of case depth values for 1045 rods based upon hardness values 
Nominal 50 HRC Hardness Measurement 
Case Depth Depth Midpoint Difference 
(mm) (mm) (mm) (%) 
0.5 0.38 0.42 9.3 
1.0 1.03 1.07 3.5 
1.5 1.49 1.51 1.1 
2.0 1.90 1.93 1.8 
The coercivity data from the hysteresis loop measurements on the set of 11 mm 
diameter strip samples with varying case depths are presented in Figure 21. The error 
function was again used to determine the midpoint of each profile. A comparison of the 
midpoint values from the hardness and coercivity profiles along with the percent difference 
are given in Table 5. 
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Figure 21: Coercivity versus depth for a series of 1045 rods with varying nominal case depths 
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Table 5: Comparison of midpoints from the 1045 coercivity and hardness profiles 
Nominal Hardness Coercivity Midpoint 
Case Depth Midpoint Midpoint Difference 
(mm) (mm) (Oe) (%) 
0.5 0.42 0.59 42.0 
1.0 1.07 1.10 3.5 
1.5 1.51 1.40 7.1 
2.0 1.93 1.85 4.5 
Although the transition regions are not as clearly defined as in the previously 
examined samples with larger case depths, contrast between the coercivity of the case and 
core regions of the samples are evident. The fact that a case depth as shallow as 0.5 mm is 
discemable using hysteresis measurements is encouraging for developing a magnetic 
nondestructive evaluation method with high sensitivity. With the exception of the 0.5 mm 
nominal case depth rod, the coercivity midpoint values are within ten percent of the hardness 
profile midpoint values. This is in agreement with the observed magnitude of difference 
between the coercivity and hardness profiles for both the 15 mm and 10 mm nominal case 
depth samples. However, the significant discrepancy between the two profile midpoints 
determined using the error function for the 0.5 mm nominal sample raise issues about the 
minimum detection limits of case depth using coercivity values alone. The midpoint values 
can vary if a different function is used for curve fitting, which would then possibly result in 
different midpoint values and potentially less variation between the hardness and coercivity 
profile midpoints. However, for this application, the error function was used since the results 
can be related to material properties, such as intrinsic diffusivity. 
No near-surface linear trends were detected in any of the coercivity profiles for the 
1045 rods. This may be partially due to the low resolution of the profiles. The thickness of 
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each strip sample is only 100 µm less than the case depth increments of 0.5 mm, and 
approximately 0.4 mm of additional material is removed between each sample using EDM. 
The result is significant portions of both the case and transition regions are unavailable for 
measurements. While the same quantity of material was lost between samples due to EDM 
for the strip samples from the rods with case depths of 10 mm and 15 mm, the wider 
transition region and larger quantity of samples compensated for the lost material. 
Profiles of the RMS Barkhausen voltage for each of the 11 mm diameter rods are 
shown in Figure 22 with the corresponding error function curves. As previously seen in the 
sample with a nominal case depth of 10 mm, the Barkhausen emission profiles for the series 
of 1045 steel rods are inversely proportional to the coercivity and hardness profiles. A 
comparison of the midpoints of the Barkhausen and hardness profiles along with the percent 
difference between the two profile midpoints is given in Table 6. 
Significant differences, greater than 10 percent, exist in between the Barkhausen 
RMS voltage midpoints and the hardness midpoints for the rods with nominal case depths of 
0.5 mm, and 1.0 mm. However, it should be noted that the discrepancy of 23 percent for the 
0.5 mm nominal sample is much less than the difference between coercivity and hardness 
midpoints for the same sample. The significant differences between the midpoint values is in 
contrast to the correlation in Barkhausen emission and hardness profile observed in the 
sample with a nominal case depth of 10 mm. A lack of data from the 11 mm diameter rod 
samples contributes to the greater variation. The reduced case and transition regions again 
lead to a lack of data in the profile, which affects the midpoint of the error function fit. 
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Figure 22: RMS Barkhausen voltage versus depth for a series of 
1045 rods with varying nominal case depths 
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Table 6: Comparison of midpoints from 1045 Barkhausen and hardness profiles 
Nominal Hardness Barkhausen Midpoint 
Case Depth Midpoint Midpoint Difference 
(mm) (mm) (V) (%) 
0.5 0.42 0.51 23.3 
1.0 1.07 0.77 28.2 
1.5 1.51 1.40 7.1 
2.0 1.93 2.01 4.1 
The following Figures 23 through 30 combine the hardness, coercivity, and 
Barkhausen voltage plots for each rod in the 11 mm diameter series. Representative 
Barkhausen signals obtained for the case, core, and transition region also provide insight into 
the relationship between magnetic property profiles and microstructure. 
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Figure 23: Plot of hardness and magnetic properties versus depth 
for a rod with 0.5 mm nominal case depth 
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Figure 24: Representative Barkhausen emission from samples takenfrom (a) the case near the 
transition region and (b) the core of a rod with a 0.5 mm nominal case depth 
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Figure 25: Plot of hardness and magnetic properties versus depth 
for a rod with 1. 0 mm nominal case depth 
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Figure 26: Representative Barkhausen emission from samples takenfrom (a) the case, (b) the 
transition region, and (c) the core of a rod with a 1. 0 mm nominal case depth 
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Figure 27: Plot of hardness and magnetic properties versus depth 
for a rod with 1. 5 mm nominal case depth 
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Figure 28: Representative Barkhausen emission.from samples taken.from (a) the case and 
(b) the core of a rod with a 1. 5 mm nominal case depth 
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Figure 29: Plot of hardness and magnetic properties versus depth 
for a rod with 2. 0 mm nominal case depth 
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Of all of the samples in the series of 11 mm diameter rods, the only sample to fall 
clearly within the transition region of profile was from the 1.0 mm nominal rod at a depth of 
approximately 1 mm. As seen in Figure 27(b ), the Barkhausen emission from this sample 
shows features similar to peaks from both the case and core region, represented by a 
composite signal consisting of two separate peaks. The right portion of the composite signal 
has approximately the same peak shape as Figure 27(a) corresponding to a martensitic 
microstructure, where as the signal from the core ferrite/pearlite region in Figure 27(c) and 
the left portion of the peak have comparable amplitudes. 
Samples taken from the case near the transition region, such as the 0.5 and 2.0 mm 
nominal case depth samples depicted in Figures 25( a) and 31 (b ), show variations in 
Barkhausen peak geometry compared to typical Barkhausen emissions from the martensitic 
case region. Although the magnitude of amplitude differences in the composite peak is not 
as great in these instances compared to the amplitude variation in the transition region of the 
1.0 mm case depth sample, the left portion of the peaks in Figures 25(a) and 31(b) again 
resembles Barkhausen signals from the core region of the respective samples. The shape and 
amplitude of the right portion of the peaks are comparable to emissions from the case region. 
The presence of a double peak associated with case depth has previously been 
observed in several other studies as well [16, 17, 18, 20]. By characterizing depth profiles in 
the manner undertaken in this study, it is possible to correlate with hardness, microstructure, 
and other magnetic properties at specific depths with the characteristics of the observed 
double peak rather than simply speculate on the depth dependence of the double peak 
properties. 
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4.2.2 Bulk Property Measurements 
Differences in the bulk magnetic properties of the 11 mm diameter rods with varying 
case depths are also evident. The B-H plots of the hysteresis data from the individual rods 
are presented in Figure 31 (a) through (e), beginning with the untreated control rod and 
increasing in nominal case depth. 
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Figure 31: B-H plots of 11 mm diameter rods with a case depth of (a) 0 mm, (b) 0.5 mm, (c) 1.0 mm, 
(d) 1.5 mm, and (e) 2.0 mm. A compilation of three hysteresis loops is given in(/). 
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The final B-H plot in Figure 31 (f) is a compilation of data from three of the rods to 
illustrate the distortion of the loops with increasing case depth. Even the B-H loop for the 
sample with a case depth of 0.5 mm is visibly distorted relative to the control loop, which 
also qualitatively suggests a high degree of sensitivity to surface modification. 
Figure 32 presents the coercivity of the bulk rods versus depth. The trend of 
coercivity increasing with case depth was observed, which is to be expected. However, the 
trend does not correlate well with any standard function, such as the error function that was 
applied to individual profiles. This may be due to the fact that despite the increasing 
distortion of the loops with case depth, the coercive point on the B-H plots appears to be 
predominantly associated with the coercivity of the core region even though the maximum 
width of the loop varies significantly between the plots represented in Figure 31. 
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Figure 32: Bulk coercivity versus case depth for the series of 11 mm diameter 
1045 rods with varying case depths. 
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Examining trends associated with other hysteresis loop parameters reveals similar 
relationships. The plot of hysteresis loss versus case depth in Figure 33 also shows a general 
trend of increasing with case depth which tracks with coercivity as expected. The mean loss 
of the 2.0 mm nominal case depth rod, which is actually slightly less than the 1.5 mm 
nominal rod, is a notable exception to the general trend. Although the shapes of the two B-H 
loops are clearly different, as seen in Figure 30 and evidenced by the coercivity values, the 
areas contained within the curves are approximately equal. 
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Figure 33: Bulk hysteresis loss versus case depthfor the series of 11 mm diameter 
1045 rods with varying case depths. 
Another property that can be obtained from the hysteresis loops for the rods with 
varying case depths is the maximum differential permeability, or the differential permeability 
at the coercive point. The maximum differential permeability for the series of 1045 rods was 
determined using the method of least squares regression. The plot of maximum differential 
permeability versus case depth is given in Figure 34. Applying a linear regression results in 
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a correlation coefficient of over 0.9, which would suggest a good fit considering only five 
rods were included in the series. Although determining the radius of curvature at the 
coercive point would provide more information about the geometry of the hysteresis loop for 
a given specimen, using the maximum differential permeability, or the slope of the curve at 
the coercive point, is more practical for developing an industrial inspection technique since 
no additional data processing is required. 
3000 
2500 
cu 
-.:; 
c: 
Maximum Differential Permeability 
vs. Case Depth 
-11 mm Rods-
-----------1Y = -860.92x + 2078 
R2 = 0.909 
2000 C1) ~ ... ~ .c 
c cu C1) 
E E 
:::l ... E C1) 
·- £l. 
>< cu 
:!: 
e 1500 
....... 
:I: 
- 1000 
500 
0 
0.0 0.5 1.0 1.5 2.0 
Case Depth (mm) 
Figure 34: Bulk maximum differential permeability versus case depth 
for the series of 11 mm diameter 1045 rods with varying case depths. 
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Utilizing the relationship between the coercivity and the maximum differential 
permeability, which is shown in Figure 35, could serve as a better method for correlating 
coercivity with case depth. Using a power law regression results in a correlation coefficient 
greater than 0.99. The linear relationship between maximum differential permeability and 
63 
case depth could then be used to determine case depth with only coercivity data. A similar 
set of plots could be developed for use as calibration curves for a given alloy and heat 
treatment process for use in industrial case depth evaluation. 
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Figure 35: Bulk maximum differential permeability versus coercivity 
for the series of 11 mm diameter 1045 rods with varying case depths. 
Relationships between other properties determined from the hysteresis loops also 
correlate well with case depth. Figure 36 depicts the relationship between the product of 
hysteresis loss and coercivity versus case depth, and Figure 3 7 plots the normalized ratio of 
differential permeability to loss versus case depth. The linear regression applied to the loss-
coercivity product results in a correlation coefficient of 0.9686, and the correlation 
coefficient corresponding to the exponential decay of the permeability-to-loss ratio has an R2 
value of greater than 0.98. 
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4.3 Barkhausen Modeling 
The experimental Barkhausen and hysteresis data were quantitatively analyzed using 
a hysteretic-stochastic Barkhausen model [14, 32] to examine the theoretical relationships 
between the measured parameter values and microstructure using the BE model parameters, 
A and ; , and the domain wall pinning strength, k. 
In order to determine the model parameters, the experimental hysteresis loops at 
different depths from the previously characterized profiles were simulated using the energetic 
model of magnetic hysteresis [ 1, 26]. After completing curve-fitting operations on the 
simulated hysteresis loops, the five model parameters for each loop were obtained, including 
the coefficients for domain density a, domain wall pinning strength k, domain coupling a , 
reversibility c, and magnetic saturation Ms. These five parameters were then used to simulate 
Barkhausen emission under the experimental conditions, where the adjustable parameters 
were the pinning field fluctuation amplitude, A, and the correlation length, ; [26]. 
Only one type of dominant domain wall pinning site was assumed to exist for this 
analysis. The data were then analyzed in terms of the density of this type of pinning site. In 
this case, dislocations were assumed to be the dominant domain wall pinning site since 
dislocation density also varies with hardness in case-hardened magnetic materials. 
4.3.1 10 mm Nominal Case Depth 
For the rod with a nominal case depth of 10 mm, several hysteresis loops from the 
case, core, and transition regions of the magnetic property depth profile in Figure 18 were 
simulated. The depth profile of the pinning coefficient k, which characterizes the average 
domain wall pinning strength, shows a theoretical depth dependence similar to the coercivity 
profile for this sample as shown in Figure 38. 
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Figure 38: Depth profile of the pinning coefficient kfrom the hysteresis model 
for the JO mm nominal case depth rods (Source: [26, 28}). 
The Barkhausen model parameters pinning field fluctuation A and interaction range~, 
which were determined by simulating Barkhausen emissions measured from samples from all 
three regions of the Barkhausen depth profile, were found to exhibit depth profiles similar to 
the experimental BE data. As shown in Figure 39, the depth profiles for both of the model 
parameters also exhibit similar behaviors. Since only a single type of predominant domain 
wall pinning site was considered for this analysis, this suggests that both parameters are 
predominantly controlled by the same microstructural factor that varies with depth and 
determines the domain wall pinning strength [26]. 
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Figure 39: Depth profile of the pinning field fluctuation amplitude A and correlation length 
parameter ~of the stochastic BE model for the 10 mm nominal case depth rods (Source: [26, 28)) . 
Based upon this reasoning, it was therefore expected that the Barkhausen model 
parameters are related to pinning coefficient k [26]. Theoretical analysis of BE data 
presented in Figure 40 shows that both the BE model parameters A and ~ are inversely 
proportional to k which characterizes the domain wall pinning strength. 
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Figure 40: Pinning field fluctuation amplitude A and correlation length parameter~ of the stochastic 
BE model as a function of l /kfor the 10 mm nominal case depth rods (Source: [26, 28)). 
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The observed relationship can be explained in terms of microstructure. The domain 
wall pinning site density, which varies based upon micro structure, determines domain wall 
pinning strength. The magnitude of the domain wall pinning strength impacts irreversible 
domain wall motion and hence affects generation of Barkhausen emission [26]. High 
dislocation densities associated with the martensitic region of the case layer would yield 
small pinning field fluctuation A and interaction range ~' and also strong domain wall 
pinning and hence larger k within the case region of the specimen. The opposite trend would 
be anticipated in the ferrite/pearlite core region of the sample which should have lower 
dislocation densities relative to the case region. This is consistent with the experimental 
observations. 
A recent theoretical study by Sablik et al [31] suggested that k depends on grain size 
d and dislocation density p according to the relationship k = (m+n/d)p 112 , where m and n are 
constants. Considering the relationships to dislocation density described by Equations 8 and 
9 in addition to the work by Sablik et al, it follows that both A and~ are proportional to Ilk. 
The theoretical modeling completed on the Barkhausen data for the 10 mm nominal case 
depth rod supports such a relationship. 
4.3.2 11 mm Diameter Rods 
Theoretical modeling of the experimental results for two of the samples in the series 
of 11 mm diameter rods with varying case depths was also completed to examine variation in 
the model parameters with case depth for samples of the same composition and geometry. 
The depth profiles of the domain wall pinning coefficient k for the 1.0 mm and 2.0 mm 
nominal samples is presented in Figure 41 . As was observed with the 10 mm nominal depth 
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sample previously examined, the profile of k are similar to the coercivity profiles for the 
samples. 
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Figure 41: Depth profile of the pinning coefficient kfrom the hysteresis model 
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CHAPTER 5: SOCIETAL IMPLICATIONS OF 
NONDESTRUCTIVE EVALUATION 
In order to gain a better understanding of how nondestructive evaluation both affects 
and is affected by society as a whole, an additional study of the societal impacts of NDE was 
undertaken. The scope included examining aviation safety and training issues in both 
developed and developing countries, as well as studying the role of the scientific community 
and professional societies in establishing NDE-related policy, including research agendas and 
inspection standards. 
The establishment of a functional, effective national transportation system is a 
necessary, but not sufficient, condition for economic development in under-developed 
countries. Within a developing country, the institution of a national aviation system can lead 
to the attainment of many other economic development and social goals, such as food supply 
independence, increased agricultural markets, and improved access to vital health services. 
Globally, an effective air transportation system facilitates growth of multinational 
corporations, tourism, international and intergovernmental agencies, and idea exchange. 
Although many benefits may be reaped from the introduction of modem national aviation 
systems in developing countries, many challenges must first be overcome. 
Differences in operating conditions are too rarely considered in efforts to institute 
new or upgrade existing transportation systems, specifically national aviation systems. Air 
travel involves the use of very sophisticated technologies, which puts constraints on access to 
those in the developing world. Like many other technologies developed in the Northern 
hemisphere and simply exported to the South, little consideration has been given to 
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differences in social, economic, and political differences between exporting and importing 
nation states. Transportation issues differ greatly between urban and rural areas. Terrain 
type and climate play a role. National income, education level, gender roles, and other 
cultural factors have also been widely neglected. 
Like most technologies, nondestructive testing techniques have evolved because of 
social constructions. Not only are scientific researchers essential to develop the 
technologies; regulatory institutions and technical training systems are required to integrate 
NDE technologies into use by society. By understanding the relationships between aviation 
inspection technologies and the associated social institutions, national aviation systems in 
developing countries can be adapted in a more appropriate manner without sacrificing safety. 
Analyzing such a diverse issue requires an approach including several methods of 
analysis that view the problem of implementing successful national aviation systems from 
many angles. Economic aspects of the problem must be examined using both traditional 
cost benefit analysis and looking at the greater effects on the national economy. Societal 
issues must also be examined, such as equity of benefit distribution, benefits to society at 
large, improvements in the educational system, and environmental impact of aviation 
systems in developing countries. The technological issues of safety and training require 
attention, as do the political factors of national government policies and the role of 
international organizations. 
A survey of the national aviation systems and safety records of several states 
classified as "developing countries" was completed. Issues and potential benefits associated 
with maintaining strong national aviation systems were examined, and alternative more 
appropriate solutions were explored. One of the main issues identified was safety, and one 
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of the largest challenges associated with promoting safety is providing proper training for 
inspection personnel. 
Case studies focused on Ghana, Mozambique, and Tanzania, as described in 
Appendix B. Ghana incurred high levels of national debt to pursue massive improvement 
efforts throughout the 1990s. Today, Ghana' s system is considered the most prominent sub-
Saharan national aviation system due to compliance with international regulations and an 
improved safety record, although significant mismanagement has lead to financial problems. 
In contrast, the national aviation system in Mozambique is non existent for most 
practical purposes despite reforms in the mid-1990s as a course of privatization was taken as 
a last resort. Faced with a lack of trained inspection personnel and equipment issues, as well 
as opportunities for collaboration and the implementation of more cost-effective, appropriate 
technologies, Tanzania serves as an example of a national aviation system on the brink. 
In the field of aviation, sacrificing safety almost always means putting human life at 
risk. Nondestructive testing plays a vital role in insuring the safety of operating aircraft and 
the passengers being transported. Developing a sound aviation industry requires the 
integration of educational, professional, and policy-making institutions. By utilizing 
available communication technologies such as the internet, training and professional 
development can be enhanced. 
Developing countries face many obstacles in the process of developing national 
aviation systems, but the benefits can be great. However, it is essential that those in 
developed nations recognize the unique cultural, economic, and societal situations of 
developing countries to help institute appropriate solutions. 
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CHAPTER 6: CONCLUSION 
6.1 Summary 
Nondestructive magnetic measurements, such as hysteresis measurements and 
Barkhausen emission, have the potential to serve as effective methods of determining case 
depth in ferrous materials. The inspection of surface modified ferromagnetic materials is 
limited by the lack of understanding of the complex dependence of Barkhausen emission on 
microstructure, which in may vary with depth in the case of surface modified materials. 
Characterization of the depth profiles of magnetic properties provides a greater 
understanding of the microstructural variations since Barkhausen signals depend on the 
nature and density of pinning sites for domain walls, particularly in the surface layer. 
With an aim of understanding the relationship between magnetic properties and 
microstructure related to case depth of surface-hardened magnetic materials, depth profiles of 
magnetic properties were completed on surface-hardened 1045 steel samples. Hysteresis 
loop and Barkhausen effect measurements were made on a series strip samples with various 
dislocation densities cut from induction hardened rods with case depths ranging from 0.5 mm 
to 15 mm. The magnetic properties, including coercivity and Barkhausen emission, exhibit 
correlation with hardness, which is closely related to dislocation density. Bulk hysteresis 
measurements were also completed on the group of induction hardened rods with a diameter 
of 11 mm and nominal case depths ranging from 0 mm to 2.0 mm. 
The relationships between the Barkhausen model parameters and the microstructure 
of surface hardened samples were also examined. Quantitative analysis of the hysteresis and 
Barkhausen data revealed simple relationships between the Barkhausen model parameters 
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and the domain wall pinning strength, which was determined by simulating the measured 
hysteresis loops using the energetic hysteresis model. The pinning coefficient k, which 
characterizes the average domain wall pinning strength and is dependant on dislocation 
density, shows a depth dependence similar to the coercivity. The Barkhausen model 
parameters of fluctuation amplitude, A, and correlation length, ~' are inversely proportional 
to the pinning coefficient, k. 
6.2 Future Research 
Characterization of depth profiles of samples with different types of surface 
treatments, such as carburization, would be important to pursue. Work in this area is very 
relevant to industry since carburization is the most common thermochemical diffusion 
method of surface hardening. Although characterization studies similar to the work 
presented here have not been reported in the literature for carburized samples, the literature 
does contain numerous relevant studies for comparison. 
Further investigation into the . cause of near surface trends m induction hardened 
samples is necessary to fully understand the causes of the observed phenomena in the 
magnetic property profiles. Completing a study to characterize depth profiles of a series of 
samples with varying degrees of decarburization would be beneficial to confirm or disprove 
the contention that carburization is partially responsible for the trends observed in this study. 
A similar study examining the effects of different types of grinding operations could also be 
completed to provide a better understanding of challenges to met in order to develop a truly 
useful industrial nondestructive inspection method to examine both new and remanufactured 
components. 
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Additional analytical techniques could be developed to synthesize hysteresis loops 
and Barkhausen emissions from the case and core regions to reflect the composite signals of 
the bulk rods observed experimentally. Modification of the hysteresis model to account for 
presence of case depth could be undertaken in order to simulate hysteresis loops obtained 
from experimental measurements of the bulk rods as well. 
Other steps could be taken towards developing a feasible industrial NDE method for 
evaluating case depth. Correlating the current magnetic profiles with ACPD conductivity 
measurements in order to gain information on broader correlation between electromagnetic 
properties and case depth would also be beneficial. Developing new surface probes to 
accurately quantify case depths for complex geometries would increase the industrial 
applications for analyzing case depth using magnetic methods as well. Improved numerical 
models for simulation of results and for prediction would also be useful avenues for further 
investigation. 
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Abstract- Relationships between magnetic properties and microstructure in surface hardened -steel were studied through 
measurements and model simulations, with the objective of developing techniques for quantitative measurements of case depth of surface 
hardened steels. The depth profiles of the magnetic properties were found to correlate with the hardness profile. Theoretical analysis 
using the hysteresis model and the stochastic · model of domain wall dynamics indicates that the Barkhausen model parameters are 
inversely proportional to the domain wall pinning coefficient k. These relationships can be interpreted in terms of the effects of pinning 
site density on the local pinning field and distance of domain wall jumps which determine the Barkhausen activity . 
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I. INTRODUCTION 
S URFACE modification of materials is becoming increasingly. important for altering and controlling material 
properties. Barkhausen emission (BE) measurements can be 
used for nondestructive evaluation of surface-modified 
magnetic materials because these emissions typically occur 
over the range of tens to hundreds of kilohertz, and therefore 
only Barkhausen eniissfons from the surface layer can be 
detected. Barkhausen emission depends on the nature and 
density of pinning sites for domain walls [1]. Analysis of BE 
data for quantitative information on structural conditions (e.g. 
case depth of hardened steels) has nevertheless remained a 
long standing challenge due to the complex dependence of BE 
on microstructure which, in the case of surface-modified 
materials, may vary with depth. This has been aided by the 
recent development ofa hysteretic-stochastic process model of 
domain wall dynamics [2, 3] that provides a mathematical 
description of the intrinsically random nature of Barkhausen 
emissions. The .model has recently been extended to describe 
the effects of grain size and creep damage [ 4] on Barkhausen 
emissions. 
To gain a better understanding of the relationships between 
the BE model parameters and microstructure in surface 
hardened steels, an experimental study was undertaken with a 
long-term objective of understanding the effects of surface 
modification on Barkhausen emissions and developing a 
technique for quantitative magnetic measurements of case 
depth of surface-hardened steels. Magnetic hysteresis and BE 
measurements were performed on a series of samples with 
various pinning site densities which were obtained from an 
induction-hardened steel rod at different depths. 
Characterization of the depth profiles of magnetic properties 
is essential since it is possible for the magnetic properties, in 
particular magnetic permeability, to vary substantially with 
depth. The present results indicate a high degree of correlation 
between measured values for coercivity and hardness values. 
Theoretical analysis of BE data showed that the BE model 
parameters are inversely proportional to the pinning coefficient 
k w.hich characterizes the domain wall pinning strength. These 
relationships can be interpreted in terms of the effects of 
pinning site density on domain wall dynamics, including local 
pinning field and distance of domain wall jumps, which 
determine the Barkhausen activity. 
II. MICROSTRUCTURAL EFFECTS ON BARKHAUSEN MODEL 
PARAMETERS 
In the hysteretic-stochastic process model of Barkhausen 
emission the characteristics of Barkhausen emission& are 
determined by two parameters, A and ~, which correspond to 
the intensity of the short-range fluctuation of the local pinning 
field experienced by a moving domain wall and the range of 
interaction of a domain wall with pinning sites respectively [2, 
3]. In the surface layer of hardened steel domain walls in 
martensite are strongly pinned due to a high density of pinning 
sites such as dislOcations. ~erefore, one would expect that the 
interaction range ~ is determined by the average spacing 
between pinning sites given by p-112, where p is pinning site 
density, i.e. ~ = a p'112, and a is a proportional. constant. 
Pinning site density p is expressed in units of m·2 since only 
linear pinning sites, such as dislocations, are considered. 
Meanwhile, in the martensitic region with high density of 
pinning sites (e.g. dislocations) the local domain wall pinning 
would be more spatially uniform than in regions where pinning 
sites are sparsely distributed, such as ferrite/pearlite in the steel 
core. Therefore, the · intensity of short-range pinning field 
fluctuation A can be considered to be proportional to the 
average spacing between pinning sites, e.g. A= b / 112, where b 
CD-11 
is a constant. Based on this argument one would expect that · 
both A and ~ have similar dependence on pinning site spacing, 
and both parameters increase as the pinning site density p 
decreases. 
III. EXPERIMENTAL PROCEDURE 
A series of steel samples with various hardness values were 
cut at different depths from an induction-hardened steel rod 
with a nominal case depth of 10 mm, which is commonly 
defined to be the depth where the hardness value is 50 in the 
Rockwell C scale. Electric discharge machining (EDM) was 
used to obtain a total of 36 strip samples with the approximate 
dimensions of20 mm long, 3 mm wide and 0.4 mm thick. This 
corresponds to a depth resolution of 0.3 mm for a case depth 
of 10 mm. A hardness-depth profile for the rod was also 
obtained using a micro-hardness tester. 
Understanding the constraints involved with sectioning the 
samples is important. Cutting the original rods to produce the 
strip samples inherently affects the magnetic properties 
because stress relief occurs upon removal of the samples from 
the rod. A dead zone in which the magnetic properties are 
altered also exists near the sample surfaces due to the EDM 
process. Optical microscopy has revealed that the dead zone is 
approximately 20 to 30 µm thick. 
Hysteresis loop and Barkhausen emissions were measured 
from the strip samples. The samples were magnetized inside a 
solenoid . . A pickup coil was used to detect magnetic signals. 
For the Barkhausen measurements, an excitation field with an 
amplitude of 2.0 V, which corresponds to a magnetic field of 
approximately 90 Oe, and a frequency of 20 Hz was used. To 
improve the signal-to-noise ratio, a bandpass filter (frequency 
passband: 5 kHz to 100 kHz, total gain: 40 dB) was used to 
filter and amplify the detected BE emission. 
IV; RESULTS AND DISCUSSION 
The depth profiles of hysteresis loop properties (e.g. 
coercivity) and Barkhausen emission are compared with the 
hardness profile in Fig. 1. Both magnetic property profiles 
exhibit a transition zone spanning from 9 mm to 12 mm below 
· the surface. The profiles were fitted using the error function 
from which the midpoints of the curves were determined as 
· one of the fitting parameters. The depths corresponding to the 
midpoints of tlie Barkhausen emission and coercivity profiles 
are 11.l mm and 10.7 mm, respectively. The mid-point of the 
hardness profile was determined to be 11.1 mm as well. These 
values agree well with the nominal case depth of 10 mm. 
The magnetic properties exhibit correlations with hardness, 
both of which are dependent on the density of pinning sites 
. (e.g. dislocations). Samples from the surface layer, which have 
primarily a martensitic structure, showed a large coercivity and 
low BE activities due to their high dislocation densities. The 
coercivity ·decreased whereas the Barkhausen emission 
increased significantly at a depth of 10 mm where the sample 
structUre transformed from martensite to a ferrite/pearlite 
structure with a substantially lower dislocation density. Figs 2 
78 2 
(a) and (b) illustrate the differences in Barkhausen emission 
obtained from two strip samples on either side of the 
microstructural transition falling in the ferrite/pearlite region 
of the core.and martensitic region of the case, respectively. 
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Fig. 1.. Root-mean-square (RMS) Barkhausen emission, coercivity, and 
Vickers hardness versus depth below the surface of an induction-hardened 
rod with a nominal case depth of l 0 mm. 
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Fig. 2. Barkhausen emission from samples of an induction-hardened rod 
with a nominal case depth of 10 mm taken from (a) the fenitic/pearlitic 
region !it a depth of 13.3 mm, and (b) the martensitic region at a depth of8.S 
mm . 
Quantitative analysis of the hysteresis and BE data revealed 
simple relationships between the BE model parameters, A and 
~. and the domain wall pinning strength. The latter was 
determined by simulating the measured hysteresis loops using 
the energetic model of magnetic hysteresis [1]. Curve-fitting 
operations were performed on experimental hysteresis data, 
CD-11 
and five model parameters were then obtained [l] . These five 
parameters were then used to simulate Barkhausen emission, 
where A and ~ were adjustable parameters. 
For this analysis, it was assumed that there was only one 
· type of dominant domain wall pinning site, and the data were 
analyzed in terms of the density of this type of pinning site. 
The pinning coefficient k; which characterizes the average 
domain wall pinning strength, shows similar dependence on 
depth as the coercivity (Fig. 3 (a)). 
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Fig. 3 (a) Depth profile of the pinning coefficient k of the hysteresis model. 
(b) Depth profiles of the pinning field fluctuation amplitude A and 
correlation length parameter~ of the stochastic BE model. 
The Barkhausen model parameters A and i;, which were 
determined by simulating Barkhausen emissions, were found 
to exhibit siinilar depth profiles (Fig. 3 (b)). This suggests that 
both parameters are predominantly controlled by the same 
microstructural factor that varies with depth and determines 
the domain wall pinning strength. It is therefore expected that 
the Barkhausen model parameters are related to pinning 
coefficient k. As shown in Fig. 4, both A and I; were found to 
vary inversely with k. 
These refationships can be interpreted in terms of pinning 
site density which determines domain wall pinning strength 
and hence affects generation of Barkhausen emission. In the 
martensitic region of the case layer, the high dislocation 
density gives rise to small pinning field fluctuation A and a 
short interaction range I;, and also strong domain wall pinning 
and hence larger k. This is consistent with the recent 
theoretical study by Sablik et al [5], who recently pointed out 
that k depends on grain size d and dislocation density p as k = 
(m+n/d)p112, where m and n are constants. Since i; =a p·112 and 
A= b p-112, it follows that both A and I; are proportional to llk, 
which was observed in the present study. 
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Fig. 4. Plots of the pinning field fluctuation amplitude A and correlation 
iength parameter~ of the stochastic BE model as a function of Ilk, where k 
is the pinning coefficient of the hysteresis model. 
V. CONCLUSION 
Determination of surface states of materials is becoming 
increasingly important because surface modification is 
commonly used to improve properties of materials. The 
results of the present work show that Barkhausen emission 
measurements can be used for nondestructive evaluation of 
surface hardness. The relationships between magnetic 
properties and microstructure in surface hardened steel were 
investigated through measurements and model simulations for 
a series of samples taken from a sUrface-hardened steel rod at 
different depths. Significant differences in magnetic properties, 
including coercivity and Barkhausen emission, were observed 
between the surface and bulk regions. The depth profiles of 
these properties were found to correlate with hardness profile. 
Theoretical analysis of the experimental results indicates that 
the .Barkhausen model parameters A and s are inversely 
proportional to the domain wall pinning coefficient k which 
depends on the pinning site density. The results have been 
interpreted in terms of the established stochastic/deterministic 
model ofBarkhausen emission. 
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Quantitative Evaluation of Stress Distribution in 
Magnetic Materials by Barkhausen Effect and 
Magnetic Hysteresis Measurements 
C. C.H. Lo, Member, IEEE, J. A. Paulsen, E. R. Kinser, and D. C. Jiles, Fellow, IEEE 
Abstract-The feasibility of determining surface stress distri-
bution in magnetic materials by magnetic measurements has been 
studied using a newly developed magnetic imaging system. The re-
sults indicate that magnetic measurements can be usefully used for 
detecting stress concentration in magnetic materials nondestruc-
tively. The system measured hysteresis loop and Barkhausen effect 
signal using a surface sensor, and converted the data into a two-di-
mensional image showing spatial variations in magnetic properties. 
The sample used in this study was a nickel plate machined into a 
shear stress load beam config1lration. When compressive stresses 
were applied along the neutral axis of the sample, the image of mag-
netic properties such as coercivity exhibited patterns which·were· 
Similar to the stress distributions calculated using :finite element 
model (FEM). For direct comparison with FEM results, stress dis-
tributions were determined empirically from the measured coer-
civity values using experimental calibration of the stress· depen-
dence of coercivity. The stress patterns derived from the measured 
magnetic properties were found to closely resemble those calcu· 
lated using FEM~ 
Index Terms-Barkhausen effect, magnetic hysteresis, magnetic 
imaging, magnetomechanical effect. 
I. INTRODUCTION 
T HERE HAS been increasing demand for nondestruc-tive evaluation (NDE) techniques for monitoring 
residual stress profiles in surface-treated components such as 
shot-peened or case-hardened steels, in which a compressive 
residual stress is usually induced in the. surface layer to help 
retard fatigue crack growth. After extended service, the residual 
stress profiles of these components could change significantly 
as a result of degradation processes such as fatigue or creep, 
or stress release that occurs when the components are used 
at .elevated temperatures. Noninvasive stress measurements 
become essential to exploiting the beneficial effects of sur-
face treatment, since residual stress profiles are needed for 
predicting impending failure of critical components. 
Currently, x-ray diffraction is the most reliable technique for 
residual stress assessment. The technique is however limited 
to probing .a thin surface layer, which is about an order of 
magnitude thinner than the typical penetration depth of residual 
stress induced by surface treatments. Magnetic methods such 
Manuscript received October 16, 2003. This work was supported by Center 
for Nondestructive Evaluation, Iowa State University under the National Science 
Foundation Industry/University Cooperative Research Program. 
The authors are with the Center for Nondestructive Evaluation, Iowa State 
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tate.edu; ekinser@iastate.edu; magnetics@iastate.edu). 
Digital Object Identifier 10. l 109ffMAG.2004.832272 
as hysteresis measurement off er an attractive technique for 
detecting stress profile in bulk materials. It has been established 
in previous work that the mechanical condition of magnetic 
materials, such as the residual stress state, strongly affects the 
magnetic properties via the magnetomechanical coupling [1]. 
Therefore, stress or microstructural variations can be monitored 
from the data obtainable from magnetiC measurements [2]-[5). 
In this paper, the potential of magnetic measurement methods 
for detecting stress distribution in materials was evaluated 
with the use of a recently developed magnetic imaging system 
[6]. The system measures the spatial variations of magnetic 
properties nondestructively by scanning a sensor probe over 
the material surface. The image of the surface obtained by 
mapping the spatial variations of magnetic properties, contains 
information about the stress concentrations because of the 
magnetoelastic coupling. 
II. EXPERIMENTAL DETAILS 
The sample used· in this study was a . 6.4-mm ·thick, cold-
worked nickel plate which was machined using an electric dis-
charge machine (EDM) into a shear-beam load cell configura-
tion as shown in Fig. l(a). Calculation of stress distributions 
using a finite element model (FEM) showed that different stress 
patterns could be produced indifferent parts of the sample by ap-
plying a stress along the neutral ax.is of the sample. For compar-
ison with the FEM results, strain gauges were used to measure 
simultaneously the strains in the sample plane along the direc-
tions perpendicular to, and at 45° on either side of, the neutral 
ax.is. 
The magnetic imaging system used in this work consists of 
an x-y scanning frame and a. signal processing module which 
were controlled using a personal computer [6]. During the mea-
surements the sample was mounted on a vise and a compres-
sive stress was applied along the neutral ax.is. The sample re-
mained stationary while a sensor probe was scanned in steps of 
1.27 mm over an area of 127 mm x 102 mm to measure hys-
teresis loop and Barkhausen effect (BE) signals. The measure-
ments were repeated under various applied compressive stresses 
up to -116 MPa. The measured signals were analyzed to extract 
the magnetic properties such as coercivity, remanence, perme-
ability, hysteresis loss, rms value and total power of BE signals. 
These measurement parameters were plotted as a function of the 
probe position using either a color or grayscale to form two-di-
mensional images showing the spatial variations of the magnetic 
properties. 
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Fig. 1. (a) Geometry and dimensions of the nickel plate. Scanned images of 
coercivicy under compressive applied stresses of (b) 0 MPa, (c) -54 MPa, (d) 
- 79 MPa, and (e) -116 MPa. All images are of the same size (127 mm x 102 
· mm) and of the same grayscale. Each of the images was constructed from the 
results of 8000 individual hysteresis loop measurements. The inset is an eillarged 
image of (d) near the end ofthe bottom slot. 
III. REsULTS AND DISCUSSION 
The scanned magnetic property images exhibit patterns in-
dicative of nonuniform stress distribution in the sample. An ex-
ample is given in Fig. l, which shows the measured coercivity 
images without any applied stress and under different compres-
sive stresses applied along the neutral axis. Significant changes 
in image pattern were found near the ends of the slots as the ap-
plied stress was increased. In this region the coercivity exhibited 
a strong spatial variation~ For example, under an applied stress 
of - 79 MPa the coereivity increased from 1.87 kA/m (the co-
ercivity at zero applied stress at this location is 1.97 kA/m) at 
the edge of the slot to 2.38 kA/m at 30 mm away from the sfot 
[indicated by the arrow in the inset of Fig. l(d)]. At the center 
of the sample a pattern emerged as the applied stress increased. 
In this region the change in coercivity with applied stress was 
less significant (the largest difference in coercivity is 0.25 kA/m 
under an applied stress of - 79 MPa) than those measured near 
the ends of the slots. 
To aid interpretation of the results, stress distributions in the 
sample were calculated using FEM. As shown in Fig. 2, the cal-
culated stress patterns are similar to the measured coercivity im-
ages shown in Fig. 1, particularly near the end of the slots. A 
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Fig. 2. Stress component in the x-direction calculated using FEM ·for applied 
compressive stress of (a) -54 MPa, (b) -79 MPa, and (c) -116 MPa. (d) 
Enlarged image showing that the stress component near the end of the slot 
changes from compressive to tensile. 
high stress gradient is present in these regions where the stress 
component along the field direction changes from compressive 
at the edge of the slot to tensile in the surrounding region. The 
observed increase in coercivity with increasmg distance from 
the end of the slot can be interpreted in the context of stress~in­
duced anisotropy, in which for nickel with a negative magne-
tostriction coefficient, coercivity increases with tension but de-
creases with compression [7], [8]. 
To evaluate the feasibility of detecting stress distribution by 
magnetic measurements, stress patterns were determined em-
pirically from the measured spatial variations of magnetic prop-
erties. This was carried out by measuring in situ the magnetic 
properties of a nickel rod subjected to various uniaxial stresses 
within the elastic limit of the sample. The experimental calibra-
tion curve of the stress dependence of the normalized coercivity, 
as shown in Fig. 3, showed a sigmoidal shape which can be de-
scribed using the function 
Hc(u) Ai - A2 
H (0) = <a- ... o> + A2 c 1 + e c 
(1) 
where Hc(O) is the coercivity under zero stress and Hc(a) is 
the coercivity at the applied stress a. The fu11ction parameters 
Ai. A2, uo and c were determined empirically by curve fit-
ting to be Ai = 0.355, A2 = 1.270, ao = -50.0 MPa and 
c = 61.3 MPa. To estimate the stress component at each loca-
tion of magnetic measurement, the ratio of the coercivity value 
measured under an applied stress to that measured under zero · 
stress at that location was first calculated. The stress value was 
then estimated from the calibration curve shown in Fig. 3. The 
result was plotted as a function of location in two dimensions 
using a color or grayscale to form images showing the stress 
distributions in the sample under different applied stresses. 
· As shown in Fig. 4, the stress distributions determined from 
the measured coercivity values exhibited patterns near the ends 
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stress values higher than those calculated using FEM [Fig. 2(c)] . 
of the. slots that closely resembled those of the FEM results 
(Fig. 2). However a discrepancy was also observed, in particular 
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along the side of slot at the top and at the center of the sample 
[compare Figs .2(c) and 4(c)]. It is noted that in these regions 
the difference between the stress values calculated by FEM and 
those determined empirically from measured coercivity values 
became larger as the applied stress was increased. A possible 
reason is that there may already have been residual plastic defor-
mation in these regions that gave rise to nonuniform mechanical 
properties (e.g.· elastic modulus) and therefore produces stress 
distributions different from the results of the FEM calculation 
which assumed that the mechanical properties were homoge-
neous throughout the material. 
IV. CONCLUSION 
· ·. The feasibility of detecting surface stress distribution in an 
S-shaped nickel plate through magnetic measurements has been 
studied by measuring the spatial variations of magnetic proper-
ties using the magnetic imaging system. The image of measured 
coercivity exhibited features which resembled the stress patterns 
calculated using FEM. Stress distributions were determined em-
pirically from measured coercivity values, and were found to ex-
hibit patterns similar to those calculated using FEM, particularly 
in regions where a high stress level or a high stress gradient ex-
ists. The results show that the magnetic iniaging technique can 
be used for noninvasively detecting stress conceritration in mag-
netic materials. 
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Modeling the interrelating effects of plastic deformation and stress 
on magnetic properties of materials 
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A model has been developed that describes the interrelating effects of plastic deformation and 
applied stress on hysteresis ·1oops based on the theory of ferromagnetic hysteresis. In the current 
model the strength of pinning sites for domain walls is characterized by the pinning coefficient keff 
given by keff=k0+k,.u. The term k0 depicts pinning · of domain walls by dislocations and is 
proportional to pn, where p is the number density of dislocation which is related to the amount of 
plastic strain, and the exponent n depends on the strength of pinning sites. The second term k' u 
ex: - 3/2A/2mu, where m is magnetization and As is magnetostriction constant, describes the 
changes in pinning strength on a domain wall induced by an applied stress er. The model was . 
capable of reproducing the stress dependence of hysteresis loop properties such as coercivity and 
remanence of a series of nickel samples which were pre-strained to various plastic strain levels. An 
empirical relation was found between the parameter k0 and the plastic strain, which can be 
interpreted irt terms of the effects on the strength of domain wall pinning of changes in dislocation 
density and substructure under plastic deformation: © 2003 American Institute of Physics. 
[DOI: 10.1063/1.1557356] 
I. INTRODUCTION 
A model description of the effects of plastic deformation 
and applied · stress on hysteresis loop has been developed 
based on the theory of ferromagnetic hysteresis. 1 It is well 
established that the magnetic properties of materials such as 
coercivity and remanence are sensitive to both microstruc-
ture and stress state of the materials;2.3 and that a material 
can e:Xhibit different stress dependence of magnetic proper-
ties depending on the structural conditions (e.g., hardness) of 
the material. 4•5 Several models have been developed to ac-
count for the effects on magnetic properties of either applied 
stresses6 or microstructul'.e such as dislocation, density or 
grain size. 7 In this work experimental and theoretical studies 
were performed to investigate the stress dependence of mag-
netic properties in materials subjected to different amounts of 
plastic deformation. A model was developed by incorporat-
ing the effects of plastic deformation ·and applied stress on 
domain wall pinning into the theory of magnetic hysteresis. 1 
The extended model was found to be capable of reproducing 
. the stress dependence of the magnetic properties of nickel 
samples which were pre-strained to various plastic strain lev-
els. 
11. EFFECTS OF MICROSTRUCTURE AND APPLIED 
STRESS ON DOMAIN WALL PINNING 
The model description of the effects of stress and micro-
structure on magnetic properties was developed based on the 
theory of ferromagnetic hysteresis, 1 which provides the basis 
for linking macroscopic magnetic properties to microscopic 
magnetization processes such as domain wall motion. Ac-
cording to the theory the energy Epin dissipated through pin-
al Author to whom correspondence should to addressed; electronic mail: 
clo@iastate.edu 
ning and unpinning of a domain wall is proportional to the 
change in magnetization. m and the pinning coefficient k0 
=no(eo)l2m, where no is the pinning site density and (eo) 
is the average pinning energy. It has been shown in a previ-
ous study8 that the average pinning energy (e0) can be in-
fluenced by an applied stress which induces changes in the 
anisotropy energies of the domains on either side of the do-
main wall due to the magnetoelastic coupling. This in turn 
alters the local energy barrier that a domain wall needs to 
overcome before it moves irreversibly from one pinning site 
to another. The pinning coefficient keff• which characterizes 
the strength of the pinning site, becom.es dependent on the 
applied stress CJ' and · is given by 
(1) 
where k' = :_ 3/2b'As, b is a constant factor, and · As is the 
magnetostriction constant. The first term k0 characterizes the 
strength of domain wall pinning by structural defects such as 
dislocations. The second term k' CJ' describes the stress-
induced changes in pinning strength on a domain wall, where . 
the factor b is . dependent on the material conditions such as 
microstructure. According to Eq. (I), keff decreases with ten-
sion but increases with compression for materials with posi-
tive As (e.g., iron at low field strengths). Such stress depen-
dence of keff has been found in a previous study.8 
The structural effects can be incorporated into the hys-
teresis model through the model parameter k0 • For single-
phase magnetic materials the most important microstructural 
factors affecting magnetic properties are grain size and num-
ber density of dislocations, since grain boundaries and dislo-
. cations act as pinning sites for domain walls. Empirical re-
lationships between these microstructural features and 
hysteresis loop properties have been reported in previous 
studies,9•10 and the general consensus is that coercivity He is 
inversely proportional to grain size9 and is proportional to 
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the square root of dislocation density. 10 Since the pinning 
· coefficient is approximately equal to coercivity for soft mag-
netic materials, 11 it is reasonable to assunie that k0 has the 
same dependence as H c on grain size and dislocation density 
p, i.e. 
korx.P112. (2) 
This equation has been adopted in a recent modeling study of 
the effect of grain size and dislocation density on magnetic 
properties of steels. 7 In this approach, the pinning strength 
parameter k0 can be correlated with the macroscopic material 
conditions such as the amount of plastic deformation e, 
which is related to the dislocation density. In this case, one 
can write 
(3) 
where a is a constant factor and n is the index characterizing 
how domain wall pinning varies as c:Jislocations multiply and 
evolve into dislocation substructures under plastic deforma-
tion. 
Ill.PROCEDURES 
A series .of pure nickel samples were first annealed at 
500 °C for 2 h. One sample was kept in the annealed condi-
tion while the others were pre-strained to various plastic ten-
sile strain levels eP using a servo-hydraulic mechanical test-
ing system. In situ hysteresis loop measurements were made 
on the pre-strained samples under various tensile stresses 
within the elastic limitS of the samples. During the measure-
ment a 2 Hz sinusoidal magnetizing field was applied to the 
sample using a solenoid. A Hall effect sensor was used to 
measure the tangential magnetic field H at the sample sur-
face. The output of a search coil encircling the sample was 
integrated to obtain the hysteresis loop. 
Using model calculations, hysteresis loops were simu-
lated for various stress levels using the following values for 
the model parameters: Ms= 5. 04 X 105 Alm, c = 0 .1, a 
= 1300 Alm, and a=0~006. The values of ketr were deter-
mined by obtaining the best fit to the experimental hysteresis 
loops. 
· JV. RESULTS AND DISCUSSION 
It was found that the effects of plastic deformation and 
applied stress on the hysteresis loops of the nickel samples 
can be reproduced using the extended hysteresis model. Ex-
amples · are given in Fig. 1, which shows the measured and 
modeled hysteresis loops for the sample pre-strained to eP 
= 736X 10-6 at cr=O and 50 MPa. The modeled hysteresis 
loops were fo\J.nd to agree with the experimental data in the 
low field regime (i.e., at field strengths below the coercive 
field) . Discrepancies between the modeled and measured re-
sults were nevertheless observed at the knee of the hysteresis 
loops, in particular when the samples were under tensile 
stresses (Fig. 1). The shape of the measured hysteresis loops 
in the high field regime suggests that the magnetization re-
versal processes involved mainly reversible rotation of do-
main magnetization towards the applied field against the 
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FIG. l. Measured and modeled hysteresis loops under 0 and 50 MPa for the 
nickel sample pre-strained to 736X 10-6 • 
stress-induced anisotropy. This process is not accounted for 
in the previous model equation, which is based primarily on 
the consideration of domain wall motion: 
As shown in Fig. 2, the coercivity of all samples in-
creased while the remanence decreased with tensile stress, 
except for the sample with ep= 0 where the remanence in-
creased initially and then decreased as the applied stress was 
further increased. The stress dependence of coercivity ·and 
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FIG. 2. Variations in (a) coercivity and {b) remanence with applied stress for 
the nickel samples plastically deformed to various plastic strain levels e P 
prior to the in situ hysteresis measurements under applied stresses . . 
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FIG. 3. Dependence of the pinning coefficient k0rr on applied s?'ess for 
samples pre-strained to different plastic strain levels. The dotted Imes rep-
resent least-square linear fits to the data. 
remanence was reproduced in the simulated hysteresis loops 
for all samples. Samples .pre-strained to higher plastic strain 
levels in general showed larger values of coercivity and re-
manence. This is attributed to the multiplication of disloca-
tions caused by plastic deformation. Dislocations are associ-
ated with localized strain field which interacts with domain 
walls via the magnetoelastic coupling. Increase in dislocation 
density therefore results in stronger domain wall pinning and 
·hence higher coercivity and remanence. 
· The pinning coefficient ketr exhibits dependence on ap-
plied stress and plastic deformation similar to that of the 
coercivity. It is evident in Fig. 3 that the pinning coefficient 
ketr increases linearly with applied stress, in agree~ent with 
Eq. (1) which indicates that . the pinning strength mcre~es 
with tensile stress for materials with negative magnetostnc-
tion constant such as nickel. The effects of plastic deforma-
tion on domain wall pinning strength were studied by exam-
ining the relation between the plastic strain level and ~e 
factors ko and k', which characterize the strength of domam 
wall pinning at structural defects and the stress dependence 
of domain wall pinning strength, respectively. The values of 
ko and k' were determined by least-squares fitting of Eq. (1) 
to the results in Fig. 3. As shown in Fig. 4, the parameter ko 
increases while k' decreases with the amoilnt of plastic de- · 
formation. It was found by empirical curve fitting that the 
· factor ko is related to the plastic strain level e P by ko 
oc 8 °.s6 • Comparing this relationship with Eq. (2), the present res~lt seems to suggest that the number density of disloca-
tions increases approximately linearly with plastic strain e P 
within the range of the plastic deformation investigated in 
this study. Similar relations between strain and dislocation 
density have been observed during the early stages of defor-
mation in materials such as lithium fluoride. 12 
The dependence of the model parameter k' on plastic 
deformation found in the present study suggests that the ef-
fects of applied stresses and microstructure on domain wall 
pinning are interrelated. The effect of an applied stress on 
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plastic strain eP of the samples. The dotted curves were obtained by empiri-
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magnetization can be treated as an effective field which, in 
the presence of an externally applied field, may induce irre-
versible domain wall motion if the total internal field is large 
enough to o~ercome the pinning force. When a material is 
subjected to plastic deformation, the dislocations rapidly 
multiply, which then develop into substructures such as dis-
location tangles and cells if the material has a high stacking 
fault energy (e.g., nickel). These deformation substructures 
consist of highly dense dislocations, and they are therefore 
stronger pinning sites for domain walls than the individual 
dislocations. As a result the coercivity increases. This also 
results in a decrease in the influence of the applied stress on 
domain wall pinning, since the stress-induced changes in lo-
cal energy barrier to domain wall motion become less sig-
nificant compared to the pinning energy of the existing dis-
location substructures. 
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Abstract. Researchers interested in model-based methods for the measurement of case 
depth have needed to assume a relationship between hardness and electromagnetic 
properties. For example, a recent two layer implementation assumes that the 
breakpoint in electromagnetic properties falls at a point where the hardness is midway 
between surface and substrate values. Depending on definitions, this location may or 
may not correspond to the so-called case depth (as measured destructively) for a given 
specimen. · The true relationship between hardness (or microstructure) and 
electromagnetic properties has been explored in this paper. 
· 1. Introduction 
The ·nondestructive measurement of modified surface layers · on steel components 
remains a difficult and elusive problem. The ability to characterize hardness profiles in 
components such as gear teeth and cam shafts is important for quality inspection purposes. 
In addition, the assessment of remaining case prior to remanufacturing operations could 
provide significant economic advantages. These potential benefits to industry have fueled a 
moderate amount of research in the area over the past few decades [1-4]. However, despite 
this research, a reliable general purpose method has failed to emerge. While instruments 
and techniques exist for the · measurement of case depth, these approaches tend to be 
empirical and are very application specific. Such methodologies are easily confused by 
changes in the base material · grade or variations in · heat treatment. Recent advances in 
modeling and model-based eddy-current and . alternating-current potential drop 
methodologies offer perhaps the best hope of a solution [5]. However, model-based 
methods are in their infancy and are, for now, confined to laboratory trials. 
There are two problems associated with the model-based characterization of layered 
ferromagnetic materials. Firstly, . even in the simple case of a single layer on an infinite 
substrate, there are a total of five parameters (surface and substrate permeability and 
conductivity, surface layer thickness) that need to be determined. Secondly, there is 
degeneracy in µ-cr at all but the very lowest frequencies. Despite these difficulties, 
broadband alternating current potential drop and eddy-current measurements, made with 
great care and accuracy, have been used with some success to estimate case depth [3]. This 
work was motivated by a documented tendency of these inverse methods to over predict 
case depth [5]. Models used to represent variations in conductivity and permeability within 
the specimens assume that these parameters track the hardness profile. Surprisingly, little 
work has been done looking at the relationship between hardness profiles and 
electromagnetic properties. Glorieux [ 6] studied the relationship between thermal 
conductivity, hardness and microstructure but did not look at electromagnetic properties. 
The purpose of this paper is to assess whether or not hardness profiles can be used to 
estimate electromagnetic property profiles. 
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While carrying out eddy-current measurements [7-8], some researchers have noticed 
an effect that can be ·explained by the presence of a surface layer having unexpected 
electromagnetic properties. A second objective of this research is to attempt to identify any 
anomalous surface properties or behavior such as reduced permeability. 
Figure 1. Slices were cut from the rod in an axial direction from the outside diameter of the rod to the central 
'soft' interior. 
2. Approach 
~n order to characterize electromagnetic property variations with depth in a heat 
treated component, it is necessary to make an individual assessment of samples cut from the 
component at different locations. Conductivity can be measured using a four-point DC 
resistivity measurement. Magnetic hysteresis measurements can then be used to determine 
magnetic B-H loop parameters. In both cases, it is convenient to use · a specimen in the 
shape of a thin strip. For two reasons it is beneficial to choose a relatively large component 
with a deep case~ Firstly, the effects of radius or curvature within a thin cut specimen can 
be readily·neglected. Secondly, the transition region will be fairly large meaning that it can 
be sampled many times in order to build up an accurate representatfon of the region. 
A 5 cm diameter steel rod (wt% 96.97 Fe, 2.07 Mn, 0.3_7 Cr) was induction hardened. 
During the induction-hardening process, carbon migrates towards the surface contributing 
to increased hardness. In some instances, decarburization is possible whereby near-surface 
regions actually lose carbon; this can complicate interpretation of electromagnetic 
measurement data. A number of 20 mm long axial slices were cut from the rod by means 
of electric-discharge machining (EDM). The slices were approximately 0.5 mm thick and 4 
mm wide. The process of EDM results in a modified surface layer, the so-called white 
layer [9], basically a heat-affected zone. In order to eliminate the influence of the white 
· layer on conductivity and magnetic measurements, the slices were hand-ground down to a 
final thickness of 100 µm. 
A 100 mA constant current source was attached to either end of the strips using 
copper foil to ensure good electrical contact. The potential drop was measured at two 
points 1 cm apart between the current-injection points. Conductivity was calculated using 
the potential drop value and dimensional ·measurements obtained from the strip. Three 
separate thickness measurements were obtained from each strip and the value averaged. 
Magnetic hysteresis measurements were also carried out on the strips using a solenoid-field 
approach. Magnetic measurements provided values of magnetic remanence, coercivity, 
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loss and initial permeability. Finally, a micro-hardness traverse was performed across the 
diameter of the original rod using a microhardness tester (Wilson® Tukon® Series 200) 
with a Vickers indenter. An applied load of 1000 gram was used. A minimum of five 
measurements were made at each depth to obtain an average hardness value. 
A good fit of hardness data and electromagnetic property profile measurements can be 
achieved using the hyperbolic tangent function: 
V = a2 + a1 + a2 -a1 tanh(X -d) 
2 2 
(1) 
where Vis the property being modeled (hardness, permeability, conductivity, etc), Xis the 
depth below surface, al is the initial (surface) value, a2 the final (internal) value and d the 
midpoint of the function. In the case of a two-layer model where the layer thickness is 
defined as the midpoint between surface and substrate property values, the parameter d will 
be equal to the thickness of the upper layer. Equation (1) was fit to each set of 
electromagnetic and hardness profile data sets. 
3. Results 
Results from a micro-hardness traverse are shown in Figure 2. The data are typical 
for the induction hardening process, i.e. surface and core hardness values are constant, the 
transition region abrupt and symmetric. After fitting Equation 1, a midpoint of 16.4 mm is 
defined. This value represents the effective case· depth that would be considered in a two-
layer model [5]. In such a model, one set of electromagnetic properties are used to 
represent the upper 16.4 mm of the specimen and another set for all depths below 16.4 mm. 
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Figure 2. Results from a micro-hardness traverse of the 50 mm induction-hardened specimen. A fit of 
Equation 1 yields a midpoint value of 16.4 mm. 
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Remanence and initial permeability values are shown as a function of depth in Figures . 
. 3 and 4 respectively. Midpoint values come in at 18.7 and 19.1 mm respectively, the first 
indication that electromagnetic properties do not align with the hardness profile for the 
heat-treated steel specimen. 
A similar set of curves was obtained for values of coercivity, loss and conductivity, 
the midpoint values being tabulated in Table 1. · In Table 1, the percentage error between 
the Vickers hardness midpoint and electromagnetic property midpoints is given. This error 
can be used to estimate the over prediction made by model-based measurement systems due 
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to the fact that electromagnetic properties do not align with hardness measurements. The 
issue is complicated by the fact that the error changes depending on which parameter is 
being studied. For example, the error is fairly small for conductivity (3. 7 % ) but very large 
for hysteresis loss (25.6 %). So, conductivity and hardness are closely correlated whereas 
loss and hardness are not. 
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Figure 3. Magnetic remanence (Gauss) as a function of depth. 
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Table 1. Midpoint values following fitting of Equation 1. The percentage error can be used to estimate over 
prediction of a model-based approach that assumes alignment of hardness and electromagnetic properties. 
Property Midpoint Percentage Error 
Vickers hardness 16.4 n/a 
Coercivity 17.9 9.1 % 
Remanence 18.7 14.0 % 
Conductivity 17.0 3.7% 
Initial permeability 19.l 16.4 % 
Loss 20.6 25.6% 
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In order to determine how the depth-dependent properties of the material compare 
with hardness values, it is convenient to normalize-the data fitted by Equation 1. This 
normalization can be seen in Figure 5. From Figure 5 it can be clearly seen how model-
based measurement systems overestimate case depth. Electrical conductivity values align 
fairly well with hardness measurements; however, magnetic measurements exhibit a 
significant lag with respect to actual hardness profiles. A two-layer model representing the 
hysteresis loss ·will have a thicker upper layer than a corresponding model representing 
. Vickers hardness. 
Micrographs were obtained from a variety of different depths, Figure 6. Of course it 
makes more sense to compare electromagnetic properties with microstructure rather than 
hardness. Hardness is a single-valued function of depth and cannot be expected to · 
encompass all the complexities of the microstructure. For now only cursory attention is 
paid to the microstructure with a more complete analysis being saved for future studies. An 
ideal case-depth (ideal in the sense that it is free from arbitrary definitions such as those 
employed by Rockwell-C) can be defined at the hardness midpoint, see Figure 6. Visually 
speaking, a greater change in microstructure occurs at around 19 mm which happens to 
correspond to permeability and hysteresis-loss midpoint values. It is not unreasonable to 
assume large visual changes in microstructure lead to large changes in magnetic properties. 
Electrical conductivity is less affected by microstructure, perhaps correlating better with 
carbon concentration and therefore hardness. 
Figures 7 and 8 show conductivity and magnetic coercivity as a function of depth .. At 
first glance, these two figures may appear similar to those already presented. However, at 
the .· smaller depths some anomalous behavior· can be observed. From the conductivity 
profile, Figure 7, it can be seen that the first four values are somewhat high. In other 
words, the outer 2-3 mm of the rod has a higher conductivity than expected. In addition, 
surface coercivity values, Figure 8, are somewhat lower than expected. For the time being, 
the origin of this phenomenon is unknown. However, it is likely that this effect, unless 
accounted for, could result in a significant error in model-based measurement systems. · 
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Figure 5. Normalized hardness and electromagnetic profiles. Significant discrepancies between hardness and 
some of the magnetic properties are observed. 
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50 µm 
Figure 6. Micrographs taken at different depths (mm) below the surface of the induction hardened rod. The 
central strip is a composite and does not contain micrographs from all regions of the actual strip. 
Microstructures present: 2.5 mm to 12.7 mm: martensite, 15.2 mm to 17.8 mm: mixture of martensite and 
ferrite/pearlite, 20.3 mm: fine-grained ferrite/pearlite, 22.9 mm: coarse-grained ferrite/pearlite. The 'ideal' 
case depth (hardness midpoint) and loss/permeability midpoints are shown. 
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Figure 7. Conductivity as a function of depth. The top three mm of the rod have an unexpectedly high 
conductivity. 
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Figure 8. Coercivity as a function of depth. Surface coercivity values appear to be lower than expected. 
4. Conclusions 
35 
35 
The electrical and magnetic properties of an induction-hardened steel rod have been 
profiled and compared with hardness values and, to a lesser ·extent, microstructure. 
Electromagnetic properties such as the hysteresis loss and initial permeability appear to lag 
significantly behind the specimen's hardness profile leading to a potential over prediction 
by model-based measurement methodologies. Conversely, electrical conductivity appears 
to track hardness fairly well. A solution to enable model-based approaches to function 
correctly would . be the application of a correction term specific to the material and 
treatment type. Future work will look at different materials and also correlate 
electromagnetic properties with microstructure in more detail. 
Some anomalous values for surface conductivity (the upper 2-3 mm) and coercivity 
were observed. The effect -is not obviously reflected in the micrographs but it is possible 
that the high surface conductivity could be a result of migrated carbon although we have no 
direct evidence for this. Future research should verify the phenomena and attempt to offer 
physical explanations, in the near future we plan to study carbon concentration in the 
individual strips. It is certain that high surface values of conductivity will impact model-
based inversion strategies in a negative way so a thorough understanding is essential. 
93 
Acknowledgements 
This work was. supported by the NSF Industry/University Cooperative Research program. 
Specimens were provided by Dr. D. Rebinsky, Caterpillar, Inc. 
References 
[1] R. Palanisamy, Prediction of Eddy Current Probe Sensitivity for The Sizing of Case Depth in Ferrous 
Components, IEEE Trans. Mag., Vol. 23, 1987, pp. 3308-3310. 
[2] ~.Zhu, M. J. Johnson and D. C. Jiles, Evaluation of wear-induced material loss in case-hardened steel 
using magnetic Barkhausen emission measurement, IEEE Trans. Mag., Vol. 36 , 2000, pp. 3602 -
3604. 
[3] D. C. Jiles, R. Kern and W. A. Theiner, Evaluation of surface modifications in high strength steels, 
Nondestructive Testing & Evaluation, 10, 317, 1993. 
[4] B. Zhu, M. J. Johnson and D. C. Jiles, Magnetic Measurement of Material Loss in Case-Hardened Steel 
Using a New Barkhausen Effect System, Internationa1 Magnetics Conference, Toronto, Canada, April 
9-13, 2000: IEEE Transactions on Magnetics, 36, 3602, 2000. 
[5] H. Sun, J. R. Bowler, N. Bowler and M. J. Johnson, Eddy-Current Measurements on Case-Hardened 
Steel, Review of Progress in Quantitative Nondestructive Evaluation, 21B, pp. 1561-1568, 2001. 
[ 6] C. Glorieux, C. Desmet, W. Lauri ks, M. Wevers, and H. Coufal , Photo thermal and Elastic 
Characterization of a Hardened Steel Rod, Progress in Natural Science, 1996, pp. 406-408. 
[7] J. H. Rose, C. --C. Tai and J. C. Moulder, Extreme Sensitivity of Eddy Currents to the Surface 
Condition of Nickel, Review of Progress in Quantitative Nondestructive Evaluation, 16, pp. 249-255, 
1997. 
[8] J.C. Moulder, C. --C. Tai, B. Larson and J. H. Rose, Inductance of a Coil on a Thick Ferromagnetic 
Plate, IEEE Trans. Mag,, 34, pp. 505-512, 1998. 
[9] L. C. Lee, L. C. Lim,V. Narayanan and V. C. Venkatesh, Quantification of Surface Damage of Tool . 
Steels After EDM, International Journal of Machine Tools & Manufacture, 28, No. 4, pp. 359-372, 
1988. 
94 
APPENDIX B: NATIONAL AVIATION SYSTEMS, SAFETY, 
ANDDEVELOPLEMENTSTUDY 
National Aviation Systems, Safety, 
and Development 
-Research Paper-
Emily Kinser 
Dr. Robert Mazur 
T SC 541 
Fall 2004 
Presentation Date: December 7, 2004 
Paper Submission Date: December 7, 2004 
95 
Problem Statement: 
The establishment of a functional, effective national transportation system is a 
necessary, but not sufficient, condition for economic development in under-developed 
countries. Within a developing country, the institution of a national aviation system can lead 
to the attainment of many other economic development and social goals, such as food supply 
independence, increased agricultural markets, and improved access to vital health services. 
Globally, an effective air transportation system facilitates growth of multinational 
corporations, international and intergovernmental agencies, and idea exchange. Although 
many benefits may be reaped from the introduction of modem national aviation systems in 
developing countries, many challenges must first be overcome. 
Differences in operating conditions are too rarely considered in efforts to institute 
new or upgrade existing transportation systems, specifically national aviation systems. Air 
travel involves the use of very sophisticated technologies, which puts constraints on access to 
those in the developing world. Like many other technologies developed in the Northern 
hemisphere and simply exported to the South, little consideration has been given to 
differences in social, economic, and political differences between exporting and importing 
states. Transportation issues differ greatly between urban and rural areas. Terrain type and 
climate also play a role. National income, education level, gender roles, and other cultural 
factors have also been widely neglected. 
Advocates for appropriate or indigenous technologies are confronted with a major 
dilemma since many argue the inherent high-tech nature and international regulatory policies 
of modem aviation require an "all-or-nothing" approach, which creates many issues for 
countries wishing to implement an effective national aviation system [Simon: 32]. Taking a 
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less technologically advanced approach to air travel almost certainly means sacrifices in 
safety, which is not in the best interest of any country or its citizens. 
Integration of nondestructive testing techniques is key to maintaining high standards 
of air travel safety in any type of national aviation system. In this context, nondestructive 
evaluation refers to the concept of examining a component or system to interrogate its 
integrity in a manner that does not damage the component [Magnaflux.com]. Nondestructive 
testing can be used to detect problems in the materials of a component that could cause it to 
fail, including both surface and sub-surface cracks that develop during use, initial flaws that 
exist from the manufacturing process, and characterization of a material's properties such as 
residual stress, which is critical to materials performance. 
Nondestructive evaluation (NDE) encompasses a wide range of testing techniques, 
including ultrasonic testing, eddy current analysis, magnetic inspection, liquid penetrant 
testing, acoustic emission, and x-ray analysis. Crude acoustic tests were used in the early 
1900s, and x-ray technology and magnetic testing began to be used for NDE purposes in the 
1920s [Magnaflux.com]. Interest in NDE greatly increased throughout the twentieth century 
as higher quality control standards were sought for aerospace projects such as manned space 
flight. All of these methods are currently an integral part of aviation industry inspection 
procedures. 
Like most technologies, nondestructive testing techniques have evolved because of 
social constructions. Not only are scientific researchers essential to develop the 
technologies; regulatory institutions and technical training systems are required to integrate 
NDE technologies into use by society. By understanding the relationships between aviation 
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inspection technologies and the associated social institutions, national aviation systems in 
developing countries can be adapted in a more appropriate manner without sacrificing safety. 
Conceptual Framework: 
Analyzing such a diverse issue requires an approach including several methods of 
analysis that view the problem of implementing successful national aviation systems from 
many angles. Economic aspects of the problem must be examined using both traditional 
cost benefit analysis and looking at the greater effects on the national economy. Societal 
issues must also be examined, such as equity of benefit distribution, benefits to society at 
large, improvements in the educational system, and environmental impact of aviation 
systems in developing countries. The technological issues of safety and training require 
attention, as do the political factors of national government policies and the role of 
international organizations. 
Cost-benefit analysis provides a rational method for examining the economic issues 
associated with national aviation systems. Many new development possibilities are made 
available by investment in a strong national aviation system, but there are costs. The 
opportunity costs of taking large international loans must be considered in addition to the 
standard material costs and interest. 
Emphasis is typically only placed on the initial investment rather than maintenance. 
While the actual construction of infrastructure required for an air traffic system is actually 
much less costly than the required capital investment for a road system, the operating and 
maintenance costs are much higher. Typically, international lending institutions look more 
favorably on development proposals such as airports with lower initial capital investment 
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requirements and significant potential rewards compared to capital-intensive projects such as 
roadways. However, the operating costs for projects such as airports are typically not 
funded, which places a significant burden on the state [de Neufville: IO]. This approach to 
funding exemplifies the lack of consciousnesses of the importance of cultural and 
sociological issues in development efforts. 
Aviation systems also have the potential for far-reaching economic benefits in other 
economic sectors. Agricultural goods spoil if not transported to market or processing facility 
in a timely manner, meaning even if a surplus exists it could be wasted to an inadequate 
transportation system. Constructing processing facilities nearer to the raw materials is often 
not economically feasible. Increased production may be constrained by the knowledge that 
a surplus would most likely simply go to waste [Barwell: 101]. Without an adequate 
transportation system, other community needs such as healthcare and building projects are 
put into jeopardy since such efforts may be unable to be adequately supplied. 
Fruits, vegetables, and cut flowers from Southern countries have found large markets 
in the United States and Europe, which has helped to diversify national economies in 
developing countries and provide opportunities for value-added agricultural activities. 
Typically, fresh products arrive to market within 24 to 48 hours after harvest [Simon, 142]. 
However, many of such operations are controlled by multinational corporations, which 
provides less economic benefit to the host state than if such industries were locally 
controlled. 
Tourism is another industry that would benefit by the implementation of strong 
national aviation systems in developing countries. Currently tourism is being promoted both 
by the governments of developing countries as part of their economic development agenda as 
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part of strategies to diversify and generate employment, as well as by the international 
tourism industry. However, in order for a destination to be attractive for international 
tourism, the airports and transportation infrastructure in general need to be very user-friendly, 
which typically implies higher investment and maintenance costs [Simon: 140, 142]. 
Also, aviation can promote intermodal transportation. Intermodal transportation is 
defined as many different types of transportation utilized together, such as airplanes, trains, 
trucks, and ferries. Airfields can lead to road development, which sets the stage for growth 
because intermodal transportation helps link rural producers to urban markets. Airlines also 
promote the document and parcel courier industry, which is essential for international 
business [Simon: 143]. However, substantial infrastructural investments are required. 
The incorporation of a national system of aviation should bring substantial 
improvements in the quality of life to the majority of the population. Employment 
opportunities would be improved, both in quantity and quality, in rural areas. This would 
provide incentive for educated youth to remain in the rural areas where their activities, 
talents, and incomes would have a positive impact locally rather than encourage migration to 
the urban centers. In areas where high levels of unemployment exist, appropriate more labor-
intensive construction technologies may be used to construct the airport facilities. 
The level of civil aviation traffic has a high degree of correlation with average living 
standards within a country. For example, over 500 million North American passengers were 
transported in 1992, compared to only 25 million passengers from Africa, which account for 
45 and 2 percent of total world air traffic, respectively [Simon:27]. Perhaps of even more 
significance, the middle-income nations of North Africa accounted for 4 7 percent of the 
African total, and South Africa was credited with 18.5 percent of the total. Thus the rest of 
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the continent only transported approximately 8.5 million passengers by air in 1992. As 
previously mentioned, national aviation systems assist in helping to achieve food 
independence by facilitating more rapid transport of agricultural goods from the rural 
producers to the cities. 
Improved aviation systems in developing countries also provide better access for rural 
and potentially marginalized citizens to the government officials located in urban areas, 
which would allow rural citizens to have increased participation in the law-making process 
and aggregate their interests more effectively. Transportation sector decisions are highly 
scrutinized by the public. Due to tax revenue as a funding source, people feel they are more 
entitled to direct how transportation funds are spent. The long-term vision necessary to 
design a functioning national aviation system may be out of sight for the general public [de 
Neufville: 18]. 
Environmental costs are often neglected in developing countries for the promise of 
profit and employment from the aviation industry. However, even greater environmental 
degradation is caused by airplanes typically used in developing countries because the older 
planes are less fuel-efficient. The older planes also create more noise, which can be 
destructive to wildlife. Another less obvious effect is the passenger waste generated by 
airline hospitality efforts [Simon: 143]. More recent considerations have focused on the 
final destination of retired aircraft and the environmental impacts that may result from this 
type of waste product. 
The equitable distribution of the benefits of a national aviation system is also 
important to evaluate, as is the inclusion of potentially marginalized groups. Since airports in 
urban areas are often located in close proximity to low income areas on the outskirts of cities, 
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access to employment opportunities is greater than for other industries, although those living 
in inner-city slums are still for the most part limited in access. 
One notable example is the shantytown bordering the Bombay airport in India 
[Simon: 29-30]. However, the nearness to such activities also puts the poor at a greater risk 
for the adverse effects of noise pollution, fuel pollution, and destruction of property and loss 
of life due to an accident at take-off or landing. Also, the use of laborsaving techniques in 
many modem airports seeks to reduce the quantity of manual laborers as much as possible. 
Greater opportunity also exists for the inclusion of scientists and engineers in development 
process for inspection standards. 
Increased educational and employment opportunities for technicians, engineers, and 
associated NDE industries would help increase the middle class. Also, by strengthening ties 
with national research universities, scientists could do feasibly be funded to assist in 
developing indigenous technologies and carry out research that focuses on needs of aviation 
industries specifically in developing countries. 
Technological analysis of the problem is also important. Aviation industry safety has 
been a long-time priority in the North, but safety has been delegated to a secondary 
consideration compared with the struggle to survive in the developing world. The result has 
been a poor safety record. Even in developing countries air transportation is still one of the 
safest forms of transportation in the sense that fewer people die per amount of travelers than 
in automobiles. However, just as in the United States and other developed countries, aircraft 
accidents are more highly publicized. 
Frequent inspection of aircraft components increases in importance as aircraft age, so 
recruiting and training additional technicians and engineers in the accepted inspection 
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techniques is essential in developing countries. Recently concerns have arisen about non-
genuine or second-hand spare components being used widely by the aviation industries in 
developing countries [Simon:l 79]. If proper NDE systems are used, such parts can be 
examined quickly and cheaply to determine if they have a high probability of failing in use. 
National governments also play an important role in making a national aviation 
system a success by pursuing policies that facilitate improvement and establishing national 
aviation regulatory agencies. Examples of some policies that have been implemented both in 
the North and South include liberalization (or deregulation), meaning removing of 
restrictions on economic activity proposed by the state; and privatization where the 
ownership of economic enterprises is transferred to the private sector. Both of these 
strategies were part of structural adjustment policies instituted by international lending 
institutions since the 1980s. Some other possible incentives include subsidies in the form of 
rebates or allocations of spare parts and fuel, and the availability of credit or reduced interest 
rates on loans [Simon: 168-69]. 
National-level regulatory and oversight agencies are also essential. Perhaps even 
more important than establishing such agencies are ensuring that they are adequately funded 
and staffed to insure that safety and technological standards can be met. In the case of small 
states or weak national aviation systems, there is also an increased call for cooperation on a 
regional scale for transportation and economic activities at the agency level. 
As societies around the world become more interconnected both economically and 
socially, international regulatory agencies will continue to play a greater role. The 
International Civil Aviation Organization (ICAO) sets standards for safety and navigational 
controls, and compliance with standards is a requirement to participate in their system. 
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Adoption of all regulations is mandatory, regardless of relevance to a local situation. With so 
much at stake politically and economically, not a single country has decided to remain of the 
ICAO system, regardless of political persuasion [Simon: 16]. The International Air 
Transport Association (IATA) is another international regulatory body. 
However, developing countries are typically at a disadvantage since Northern 
countries often dominate the direction of such international regulatory organizations, too. An 
example is the imposition of noise restrictions dictated by regulatory agencies and the North 
which has unequal impacts on developing countries since their fleets are typically older and 
perform at a lower standard. 
Potential Solutions: 
Reform of development activities by international lending agencies is a necessity. A 
more holistic, sustainable approach to development needs that looks at factors other than 
simply economic impact must be mandated as the norm rather than the rare exception. 
Specifically when dealing with national aviation systems, provisions need to be made for 
funding early operation costs rather than simply the initial capital investment to build a 
facility. The logic for not funding such costs has been a lack of collateral, which is 
questionable since the ability to repossess the majority of funded development projects, 
including roads and airports. Such reforms must be demanded and instituted by the 
developed nations who are the main power holders in such organizations. 
Another area requiring reform is that of the international aviation standards 
organizations, such as ICAO and IAT A. Developing countries who are members should 
have more input on determining what and how standards are established. Members from 
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developed countries must recognize that standards should be set at a level that is feasible for 
all participating nations rather than introduce practices that exclude certain states. 
The educational and professional development systems in developing countries can 
greatly benefit from advances in information and communication technology. Many 
professional societies related to engineering and nondestructivce evaluation now feature 
extensive online access to technical resources, such as ASM International and the American 
Society of Nondestructive Testing. Additional training and educational resources have been 
developed by academic institutions in developed countries. An excellent example is the 
training material designed by the Center for Nondestructive Evaluation (CNDE) at Iowa 
State University, which was created as a distance education tool for use in community 
college technician training programs across the United States [NDT Resource Center 
Website]. 
In order to increase safety and training standards, a country can opt to go to outside 
experts in other more developed countries for pre-planned training. However, working with 
experts to develop a certifiable "home grown" training program could help create a local 
expert base and reduce training costs associated with pay an outside training organization. 
Also, indigenous and more appropriate technologies designed to address issues in the 
aviation industries in developing countries can be incorporated into the engineering 
education and research systems that exist in developing countries. Such a step would help to 
reduce the reliance on technologies handed down as "canned" solutions from the developed 
world. 
Technical knowledge and practitioners can benefit immensely from better 
organization in professional organizations or skilled trade unions. For example, many 
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materials engineering-related professional organizations, including ASM International, are 
also now seeking to incorporate scientists and engineers in developing countries by offering 
online memberships at deeply discounted rates. Another opportunity for greater exchange in 
technical knowledge is the World Federation ofNodestructive Evaluation Centers, which 
includes members from Argentina, South Africa, China, India, Russia, Ukraine, Belarus, 
Brail, Korea, and the United States. Iowa State's CNDE is one of the founding members of 
this organization [CNDE Website]. 
The distribution of technicians and maintenance facilities could also be used to help 
reduce some of the disparities between the urban and rural regions of many developing 
countries. Maintenance and inspection facilities could be located at airports located in 
several areas rather than at a single hub. Not only would this reduce air traffic at the main 
airport; more well-paying jobs and thus more income would also flow to other areas of the 
country. 
Several lower-cost, lower-tech options also exist for implementation in the aviation 
systems of developing countries. For example, airports can be equipped with less 
technology-intensive control equipment and established to perform only daylight or manual 
aircraft movements [Simon: 140]. However, few developing countries opt for this potential 
solution because of the chance that customers will be inconvenienced or feel less secure and 
thus not desire to travel to countries with such systems that are less service-oriented. 
Another way to achieve cost savings in developing countries is by using older jets. 
This practice is used frequently by the national aviation systems in developing countries 
rather than incur large debts to buy state-of-the-art jets. Leasing or purchasing pre-owned 
jets is often the most cost-effective short-term solution. However, there are some drawbacks 
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to using older jets, including more stops before reaching the final destination, higher fuel 
consumption, more pollution, and more noise. Having older jets still in use makes safety, 
and thus efficient inspection systems, even more critical. Also, new international noise 
restrictions have been dictated by regulatory agencies with unequal impacts on developing 
countries. 
Another potential solution is to give those in charge of management of public 
transportation systems the opportunity to act in more commercially profitable ways, such as 
forming partnerships with other airlines. Although it is by no means applicable in every 
situation, approaches including liberalization and/or privatization can be instituted to help a 
national aviation system evolve from publicly subsidized to profit generating. 
Case Study Examples: 
The United States -
After being proven as an effective means of transportation in World War I, 
commercial aviation in the United States began in 1918 with mail routes between major cities 
on the East coast. A transcontinental mail route from New York to San Francisco was 
instituted in 1920. The Civil Aeronautics Authority (CAA) was formed in 1938. This 
organization would later evolve into the Federal Aviation Administration (FAA) in 1958. In 
1967, the FAA became part of the US Department of Transportation. The organizational 
framework has continued to evolve throughout the decades that have followed, including 
expansion of duties of air traffic control and inspection. 
A division for inspection was put into place as early as 1932. The CAA did a $450 
million overhaul of the inspection system in the US in 1956. The Army and Navy flight 
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inspection programs were transferred to the FAA in 1959, and the Air Force later followed 
suit and instituted policies that were more cooperative in 1962. Standards were unified 
throughout the 1960's. Technology has increased dramatically, the organizational system for 
completing inspection has remained similar [Thompson]. 
Two main standards exist for training technicians and engineers involved with 
maintenance and nondestructive testing. The first is a system developed by the American 
Society for Nondestructive Testing (ASNT), which consists of a series of three levels of 
practical examinations and experience for each testing technique. The Air Force also has a 
separate training and classification for military personnel, which is also recognized in 
commercial industry. 
Research funding for nondestructive evaluation come from a variety of sources. The 
Air Force is a major participant, as is the FAA. Researchers at academic institutions are able 
to obtain funding from the National Science Foundation. Many jet engine manufacturers 
such as GE, Rolls Royce, and Pratt & Whitney also heavily fund research facilities, including 
the Center for Nondestructive Evaluation at Iowa State University. Partner centers such as 
CNDE provide a venue for collaboration between academia, government, and industry in a 
cost-effective manner that reduces bureaucratic roadblocks as much as possible. 
Commercial airlines such as Delta, Northwest, United, and American play a role in 
funding research as well; although they not surprisingly typically seek more applied research 
or simply technological development rather than basic research. Consortiums such as the 
Titanium Engine Consortium ran through CNDE are a mechanism that has been instituted 
for airlines to pool their research resources to achieve common goals. 
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Not surprisingly, the American aviation system contains many more players in terms 
of commercial airlines than most developing countries. The system is also considered to be 
one of the best organized and safest in the world. The ICAO found that the USA meets the 
International Safety Oversight Standards and that the US FAA has "comprehensive and 
complete regulatory framework" for safety oversight that allows it to ensure a "high level of 
safety in its aircraft operations." 
African Example - Ghana 
The British-owned West African Airways initially provided air service to Ghana until 
the British granted Ghana independence in 1957. Ghana Airways was formed in July 1958 
with the government owning 60 percent of the company. In 1960, Ghana's president began 
to put more politically appointed managers in place within the airline, which is highly 
correlated with a period of great losses. Even after the overthrow of the president in 1966, 
routes and managers continued to be chosen for political reasons, which continued to lead to 
losses. 
Reforms took place in 1968 designed to get the company on a profitable path. The air 
force in Ghana was used to carry passengers in 1985, as well as transport UN troops. The 
airline currently offers twice-weekly service to New York, along with several other 
prominent international routes. Ghana Airways has had accidents in 1971, 1981, 1983, 2000, 
and 2003 [Guttery:74-77]. 
Ghana Civil Aviation Authority (GCAA) is the regulatory agency for civilian aviation 
in Ghana. Prior to the formal establishment of GCAA as a corporate body in 1986, Civil 
Aviation was a unit in the Public Works Department. Over the past decade, GCAA has 
invested significant financial resources for training of personnel and equipment to ensure 
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compliance with ICAO standards. The efforts have paid off; Ghana has been found to meet 
the ICAO standards for safety. The mission of the GCAA is "to establish Ghana as aviation 
hub in the sub region by 2005 [GCAA Website]." 
The GCAA performs many functions, including maintaining airfields and 
maintenance facilities within the Ghana aviation system. The agency also deals with air 
traffic control, navigation, licensing, regulation, future aviation planning, and advising the 
government on matters of aviation [GCAA Website]. 
The main airport in Ghana is Kotoka International Airport in the capital city of Accra. 
Built in the 1960s after Ghana gained independence, Kotoka underwent an extensive upgrade 
in 1993 at a cost of $53 million (US$). The airport was designed to be one of the most 
modem airports in the region in an effort to attract tourism and international business. The 
majority of costs for the project were financed by British lending agencies because the 
government was unable to cover the immense capital investment [Simon: 140-141]. 
Privatization has been considered by the government since 1993, although so far no action 
has been taken. Three other domestic airports are also operating in Ghana. As of 1998, 
Ghana Airways employs approximately 1,100 people [Guttery:77] 
African Example - Mozambique 
A nationally owned airline named DET A formed in 1936. Under colonial rule, 
DETA and Swazi Air undertook cooperative routes in the 1960's. The only crash in DETA's 
late history occurred in March 1970. In 1975, Mozambique was granted independence from 
Portugal, and DETA's routes increased substantially. The name of the airline was changed to 
Linhas Aereas de Mrn;ambique (LAM) in 1980. Additional cooperative efforts were 
undertaken with Lesotho Airways in 1983. Other minor accidents also occurred in 1983 and 
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February 1989 [Guttery:129-132]. More accidents occurred in 1993, 1998, 2000, and 2004, 
which killed eight people. As of July 2004, Mozambique was found to be in non-compliance 
with ICAO standards [ASN Database Website]. 
Under neo-liberal political rule, LAM was to be sold as an attempt at liberalization 
and privatization of the economy. One of two leased Boeing 737 jets had to be returned to 
the owner in 1995, which resulted in services being cut. A significant financial investment 
would be required to lease additional aircraft and make the airline appear attractive to 
investors. Plus airline is too small for high profit margins. As of 1998, LAM employed 
2,000 people, and the airline was still nationally owned. 
African Example - Tanzania 
Great disparities exist between the transportation systems in the urban and rural 
regions of Tanzania. A primary example of the lack of infrastructure in rural areas is the 
isolated Makete District in the Ukinga region, where the main roads are impassable during a 
significant portion of the year. This is very significant since all manufactured goods and 
outside supplies come from this road [Barwell:98]. Other roads ofless quality exist to 
smaller cities, but head-loading and walking are the main means of transportation for both 
people and goods, which requires two to three days to reach the major commercial centers 
approximately 300 kilometers away. 
The village road systems were constructed by voluntary labor, which serves as a 
testament to the commitment and work ethic of those living in the Makete District. 
However, the lack of drainage, steep grades, and inadequacy of the building materials in 
some regions demonstrate the need for some engineering expertise. The World Bank funded 
a road expansion project in the region in 1980, but much more work is necessary. The lack 
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of vehicles and poor condition of roads is related to the social and economic problems of the 
region, which has one of the worst performing economies in Tanzania despite sufficient 
resources and dedicated citizens [Barwell:99-101]. 
The Makete region is a prime example of an area that could benefit from the 
completion of a small-scale local airport. In order to gain the maximum benefit from a local 
airport in the Makete District, additional infrastructural improvements to the road system in 
the area must be implemented to provide local agricultural producers with a means to quickly 
transport their goods to such an airport for sale in urban areas where greater food supplies are 
needed. 
The first air service in Tanzania provided by the East African Airways, which was 
organized by the British to provide transportation both to and from the newly acquired 
colonies in east Africa following World War IL The airline operated from 1946-1977 
[Guttery:89]. The national airline Air Tanzania was formed on March 11, 1977, one month 
after the East African Airways ceased to operate. The airline remains wholly owned by the 
government, and assets were valued at $31 million (US$) as of 2000 [ ASN Database 
Website]. 
The airline was constantly dealing with financial difficulties, and several high-profile 
crashes occurred during the 1980s, including July 1981, December 1984, and January 1988. 
Another crash occurred in May of 1990, followed by a fifth crash in December 1993. Non-
payment of fees yielded a suspension from the IATA in 1992. The last major overhaul on the 
two Boeing 737 jets in the Air Tanzania fleet was completed in 1994 [Guttery:207-208]. 
Numerous accidents have marred the recent history of Air Tanzania, including 
accidents in 1997, 1999, 2000, and two in 2004, including three fatal accidents that killed all 
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36 passengers involved. Due to numerous safety violations, Tanzania was also found to be in 
non-compliance with !CAO standards as of July 2004, although marked improvements had 
been made from the initial audit in 2000 [ ASN Database Website]. 
Regional airline Alliance Airline Services, launched by South African Airways, and 
the governments of Tanzania and Uganda in June of 1995. Tanzania is a 10 percent 
shareholder in the effort. As of 1998, Air Tanzania employed 760 people [Guttery:208]. 
Tanzania is currently concentrating on increasing training and safety in response to 
the numerous recent accidents. A special federal training fund was established in 2003 after 
Tanzania Commercial Aviation Authority had been requesting money for such training since 
the mid-1990s. Previous funding had been suspended following liberalization and 
privatization efforts during the early 1980s. No new maintenance facilities have been 
constructed since 1984. Pilots and maintenance engineers are now completing training in 
other countries, such as South Africa and Ethiopia. Training one maintenance engineer, who 
would be certified to perform nondestructive testing, costs approximately $40,000, which is a 
significant investment. However, the current maintenance workforce is quickly approaching 
retirement, which led the Aircraft Maintenance Engineers Association of Tanzania to demand 
action [Kenge]. 
In terms of organizational infrastructure, the state-level regulatory agency in Tanzania 
is the Tanzania Civil Aviation Authority (TCAA). The agency is charged with air 
navigation as well as insuring safety, security, and economic regulation of civil aviation. 
Establishment of national inspection standards, including those pertaining to NDE, are within 
the jurisdiction of this agency. Accidents are also investigated by TCAA. Another 
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regulatory agency is the Tanzanian Airport Authority (TAA), which maintains state-owned 
airports [TCAA Website]. 
Tensions were raised between the British and Tanzanian governments in 2002 over 
the sale of a British-manufactured air traffic control system for approximately $50 million 
(US$). An independent study completed by the World Bank and the IACO found that the 
system was "a complete waste of money" because it was overpriced, outdated, and designed 
for military rather than civilian use [Hencke]. 
Experts suggested that a better quality system could be purchased for a mere $5 
million. It was also revealed that the British bank Barclays financed a loan for the purchase a 
less than the standard interest rate, which also increases suspicion that the Tanzanian 
government was greatly exploited for British profit. Some British legislators even publicly 
argued that saving 380 British manufacturing jobs was more important than working towards 
achieving global development goals in Tanzania. In response to the revelation, all British aid 
to Tanzania was suspended due to allegations of wasteful spending on behalf of the 
Tanzanian government [Hencke]. The aid was reinstated the following month after the 
Tanzanian president made assurances of sound economic practices [Denny]. 
Assessment of Case Studies: 
United States-
Since the US was the birthplace of aviation and continues to be a leader in inspection 
technology, it is not surprising that the regulatory and inspection systems received such high 
commendations by the ICAO. 
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However, the system is far from perfect. Issues with airport security and NDE will 
likely continue to be at the forefront of the public agenda in the future due to security threats. 
Despite the increased need for advances in NDE, recent declines in American research 
spending in the areas of engineering and the physical sciences will likely impede more rapid 
technological development. 
The aircraft within the fleets of many US companies are also aging, and lagging 
profits have caused older vehicles to remain in service, which increases the importance of 
inspection. As one of the leading developed countries, the burden will also fall on the US to 
take a strong proactive position in the areas of environmental impact. 
Advances in the educational system are required in the United States, too. Engineers 
need to adopt more wholistic concepts of design, including cradle-to-grave manufacturing 
principles. More interconnectivity is essential between the technicians performing NDT 
techniques in the field and scientists seeking to develop better methods and devices. As the 
need for more maintenance and inspection technicians increases, access to training programs 
at community colleges needs to be improved. 
African Example - Ghana 
Significant opportunity costs were involved with incurring large amounts of debt for 
the Ghana airport renovation efforts in 1993, but it appears to have paid dividends. The 
aviation system was one of the few African examples found to meet ICAO standards, and by 
many criteria Ghana has fulfilled its mission of having the flagship aviation system of 
W estem Africa. 
Lessons have been learned from the early mismanagement of the aviation system for 
political reasons, which was in retrospect very inappropriate. However, it can be argued that 
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the early levels of prestige and high levels of early investment have led to the current relative 
success of the Ghanaian national aviation system. If privatization is the chosen path for this 
system, it would likely be most smoothly accomplished in small steps. 
African Example - Mozambique 
Policy makers and key decision makers did not consider all of the possible options 
during the reforms that occurred during the mid 1990s. Collaborations had previously been 
attempted successfully with other regional airlines throughout the operating history of DETA 
and LAM; it would likely have been worth the effort to attempt to broker another such 
agreement rather than pursue a path of privatization with little regard for the damage done 
along the way. Another option would be to implement a plan of liberalization and 
privatization in steps rather than attempt a single set of swift actions. 
African Example - Tanzania 
The Makete district in Tanzania is a perfect example of where a small-scale local 
airport could be used to provide adequate, cost-effective means of transportation to rural. A 
smaller local airport wouldn't fall under international regulations; planes servicing the airport 
could just serve as a "puddle jumpers" for cargo and possibly some passenger traffic from 
rural areas to larger cities where goods would bring in a higher profit. The greater profits 
and tax revenue could be reinvested in the form of better roads to reach the local airports and 
provide even more benefit to citizens. If properly located, the airport could help re-supply 
maintenance and medical treatment facilities in the district, which would enhance quality of 
life in the area. Such an airport would also create more demand for educated, trained youth 
in the area, which would prevent brain drain from rural to urban areas. 
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Joining the Alliance Airline Services was a positive step for Air Tanzania. Officials 
satisfactorily recognized the importance of regional collaboration on transportation issues, 
and partnering with the more established and profitable South African Airways will likely 
benefit Air Tanzania both financially and provide exposure to an example of an effective 
management system. 
Safety is a major issue for Air Tanzania. While it is better late than never on the issue 
of training new maintenance engineers, technology has advanced dramatically during the 
nearly twenty years that have elapsed since the maintenance facilities were upgraded. 
The training could be done more time and cost-effectively if more planning were 
done create a certified training institution within Tanzania. Such an institution could 
potentially use online resources and connections within professional societies to speed up the 
training process while still maintaining high quality training. Not only would such efforts 
better utilize allocated resources; an increase the number of working maintenance engineers 
would also be experienced. Implementing a tiered classification system such as that 
administered by ASNT would enable a greater number of maintenance engineers to be placed 
in workforce more quickly while still allowing for additional training at higher levels as more 
funding becomes available and the immediate need for more maintenance personnel is less 
urgent. 
Although it is extremely unethical on the part of the British agencies to sell an 
outdated, overpriced piece of equipment to the Tanzanian government, some blame in the 
instance must fall on the Tanzanian government. The Tanzanian government failed to 
adequately investigate all possible alternatives to find the most beneficial and appropriate 
solution before spending such large amounts of taxpayer funds. 
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Conclusions: 
When dealing with enhancing or implementing a national system of aviation in a 
developing country, many complex factors must be considered to implement solutions that 
are sound in both economic and societal impact. National governments and international 
regulatory institutions alike play major roles in making such decisions. 
In the field of aviation, sacrificing safety almost always means putting human life at 
risk. Nondestructive testing plays a vital role in insuring the safety of operating aircraft and 
the passengers being transported. Developing a sound aviation industry requires the 
integration of educational, professional, and policy-making institutions. By utilizing 
available communication technologies such as the internet, training and professional 
development can be enhanced. 
Developing countries face many obstacles in the process of developing national 
aviation systems, but the benefits can be great. However, it is essential that those in 
developed nations recognize the unique cultural, economic, and societal situations of 
developing countries to help institute appropriate solutions. 
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