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On the algebraic Gordian distance
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Abstract
Using Blanchfield pairings, we show that two Alexander polyno-
mials cannot be realized by a pair of matrices with Gordian distance
one if a corresponding quadratic equation does not have an integer
solution. We also give an example of how our results help in calculat-
ing the Gordian distances, algebraic Gordian distances and polynomial
distances.
1 Introduction
A knot is an oriented circle embedded in the three-sphere S3, taken up
to isotopy, and a knot diagram is an oriented circle immersed in S2 with
at worst double points, which are crossings and where one records over
and under crossing information. Any knot diagram can be converted to a
diagram for the trivial knot by crossing changes, and thus crossing change is
an unknotting operation for knots. The Gordian distance dG(K,K
′) between
two knots K and K ′ is the minimal number of crossing changes needed to
turn K into K ′, and the unknotting number of K is defined by u(K) =
dG(K,O), where O is the trivial knot.
Murakami defined the algebraic unknotting operation in [Mur90] in terms
of the corresponding Seifert matrices. Let V be a Seifert matrix, and let [V ]
be its S-equivalence class. The algebraic Gordian distance daG([V ], [V
′]) be-
tween two S-equivalence classes of Seifert matrices is the minimal number
of algebraic unknotting operations needed to turn a Seifert matrix in [V ]
into a Seifert matrix in [V ′]. The algebraic unknotting number is defined
by ua([V ]) = d
a
G([V ], [∅]), where [∅] denotes the S-equivalence class of the
empty matrix.
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Seifert showed that a Laurent polynomial ∆ ∈ Z[t, t−1] is the Alexander
polynomial of knot if and only if ∆(t−1) = ∆(t) and ∆(1) = 1; see [Sei35a].
Given two such polynomials ∆,∆′, Kawauchi defined the distance between
them by setting
ρ(∆,∆′) = min
K,K′
dG(K,K
′),
where K and K ′ are knots with Alexander polynomials ∆K = ∆ and ∆K′ =
∆′; see [Kaw12]. It is known that ρ(∆,∆′) ∈ {0, 1, 2}, and that ρ(∆,∆′) =
0 ⇔ ∆ = ∆′. There are many examples of Alexander polynomials ∆, ∆′
with ρ(∆,∆′) = 1. Jong posed the problem of finding examples of Alexander
polynomials ∆ and ∆′ with ρ(∆,∆′) = 2; see [Kaw12,Jon09,Jon10, IJ11].
Let Λ be the Laurent polynomial ring Z[t, t−1]. For a polynomial c ∈ Λ,
put c¯ = c|t=t−1 . In [Kaw12, Theorem 1.2, p.949] Kawauchi proved the
following theorem:
Theorem 1.1 (Kawauchi). If u(K) = dG(K,K
′) = 1, then there exists
c ∈ Λ such that ±∆K′ ≡ cc¯ (mod ∆K).
In this paper, by considering the corresponding algebraic unknotting
operations, we obtain the following result.
Corollary 4.3. If ua([V ]) = d
a
G([V ], [V
′]) = 1, then there exists c ∈ Λ such
that ±∆V ′ ≡ cc¯ (mod ∆V ).
The proof of Corollary 4.3 will be given in Section 4. Note that Corol-
lary 4.3 implies Theorem 1.1, for if K and K ′ are knots with Seifert matrices
V and V ′, respectively, then dG(K,K ′) = 1 implies daG([V ], [V
′]) ≤ 1. Note
further that the converse may not hold, and that Corollary 4.3 does not re-
quire any geometric assumption on the unknotting number. Further, Corol-
lary 4.3 gives some new results that cannot be derived from Theorem 1.1. For
instance, the following corollary gives an obstruction to daG([V ], [V
′]) = 1.
Corollary 4.5. Suppose that V and V ′ are Seifert matrices with Alexander
polynomials ∆V and ∆V ′ , respectively. Suppose further that ∆V = h(t +
t−1) + 1 − 2h for |h| a prime or 1 and that ∆V ′ ≡ d (mod ∆V ), where
0 6= d ∈ Z. If ua([V ]) = 1 and if h2x2 + y2 + (2h − 1)xy = ±d admits no
integer solutions, then the algebraic Gordian distance daG([V ], [V
′]) > 1.
The following corollary, also derived from Corollary 4.3, gives a new
solution to Jong’s problem.
Corollary 4.6. The Alexander polynomial distance ρ(t− 1 + t−1,∆) = 2 if
∆ ≡ 2 + 4m (mod t− 1 + t−1) for some m ∈ Z.
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In Section 5, we apply Corollary 4.6 to show that the Gordian distance
dG(K1,K2) ≥ 2 for any pair of knots K1 and K2 with ∆K1 = ∆31 and
∆K2 = ∆925 .
The remainder of this paper is organized as follows. In Section 2, we
review preliminary material. In Section 3, we present some results on Seifert
matrices. In Section 4, we prove Theorem 4.1, our main result, which is an
improvement to Theorem 1.1 and gives new answers to Jong’s problem. In
the final section, we present an example illustrating how to calculate various
distances in knot theory.
2 Preliminaries
A Seifert matrix V is a 2n× 2n integer matrix, satisfying det(V −V T ) = 1.
Two Seifert matrice V and W are said to be congruent if W = PV P T for a
unimodular matrix P . A Seifert matrix W is called an enlargement of V if
W =
0 0 01 x M
0 NT V
 or
0 1 00 x M
0 NT V
 ,
where M and N are row vectors. In this case, we also say that V is a
reduction of W . Two Seifert matrices are said to be S-equivalent if one
can be obtained from the other by a sequence of congruences, enlargements,
and reductions. Note that any two Seifert matrices of the same knot are
S-equivalent [Lev71]. For a given Seifert matrix V , we use [V ] to denote its
S-equivalence class, which consists of all Seifert matrices S-equivalent to V ;
see [Sei35b,Tro73].
Motivated by the unknotting operation, the algebraic unknotting opera-
tion assigns a Seifert matrix W to
ε 0 01 x M
0 NT W
 for ε = ±1 and x ∈ Z,
where M and N are row vectors [Mur90].
The unknotting operation can be seen as adding a twist to a knot, turn-
ing Figure 1-a into Figure 1-b, which is equivalent to 1-c. The twist may fall
into two types, corresponding to two types of the algebraic unknotting oper-
ations. To distinguish them, set ε = 1 for Figure 1-b and ε = −1 otherwise.
We call the corresponding operation an ε-unknotting operation. Set W to
be a Seifert matrix of Figure 1-d. We add a twist to the knot in Figure 1-d,
so that the result is the knot in Figure 1-e or Figure 1-f. Set α and β to be
the two new generators of the first homology group of the Seifert surfaces in
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Figure 1-e,f which do not appear in Figure 1-d. By choosing the direction
of α such that lk(α, β+) = 1, we have lk(α, α+) = ε and lk(β, β+) = x.
The Seifert matrices of Figure 1-e,f coincide with the result of the algebraic
unknotting operation.
(a) (b) (c)
⊕ 	
α
β
⊕ 	
α
β
⊕ 	
(d) (e) (f)
Figure 1: Unknotting operation
The Gordian distance [Mur85] betweenK andK ′, denoted by dG(K,K ′),
is the minimal number of crossing changes needed to turn K into K ′. The
unknotting number of K, denoted by u(K), is defined by u(K) = dG(K,O),
where O is the trivial knot. Let V and V ′ be two S-equivalence classes. For
any two Seifert matrices V and V ′ such that V ∈ V and V ′ ∈ V ′, there exist
a sequence of algebraic unknotting operations and S-equivalences transform-
ing V to V ′. The algebraic Gordian distance between V and V ′, denoted by
daG(V,V ′), is the minimal number of algebraic unknotting operations in such
a sequence [Mur90,Fog94].
Clearly, daG(V,V ′) = daG(V ′,V) and daG(V,V ′) = 0 if and only if V = V ′,
hence daG defines a metric on the space of S-equivalence class of Seifert
matrices.
The following lemma, first proved in [Mur90, Proposition 2, p.286], is an
immediate consequence of the following observation. Given any sequence of
unknotting operations for a knot, one can construct a sequence of algebraic
unknotting operations for its Seifert matrix.
Lemma 2.1 (Murakami). For two knots K1 and K2 with Seifert matrices
V1 and V2, respectively, we have dG(K1,K2) ≥ daG([V1], [V2]).
The algebraic unknotting number ua(V) is defined to be daG(V,O), where
O is the S-equivalence class of the 0× 0 matrix [Mur90].
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The Alexander polynomial of a Seifert matrix V , denoted by ∆V , can
be calculated by ∆V = det
(
t
1
2V − t− 12V T
)
. The Alexander polynomial is
a knot invariant, which means that any two Seifert matrices of a given knot
have the same Alexander polynomial. If V is a Seifert matrix of K, we write
∆K = ∆V . Saeki proved ua([V ]) = min
K0
dG(K,K0), where K0 is a knot with
∆K0 = 1; see [Sae99]. We will write ua(V ) = ua([V ]) for convenience and
set ua(K) = ua(V ).
Analogously, the Alexander polynomial distance between two Alexander
polynomials ∆ and ∆′, denoted by ρ(∆,∆′), is defined by
ρ(∆,∆′) = min dG(K,K ′),
where the minimum is taken over all knots K,K ′ with Alexander polynomi-
als ∆,∆′, respectively [Kaw12]. Kawauchi pointed out that 1 ≤ ρ(∆,∆′) ≤ 2
for ∆,∆′ distinct; see [Kaw12, p.954]. Given any Alexander polynomial ∆,
there exists a knot K with unknotting number one such that ∆K = ∆
[Kon79, Theorem 3, p.558]. It follows that ρ(∆, 1) ≤ 1 for any ∆, and hence
ρ(∆,∆′) ≤ ρ(∆, 1) + ρ(∆′, 1) ≤ 2 for any pair of Alexander polynomials ∆
and ∆′.
Kawauchi called the following question Jong’s Problem [Kaw12, p.954]
as mentioned in Jong’s papers [Jon09,Jon10, IJ11].
Question. Find Alexander polynomials ∆ and ∆′ such that ρ(∆,∆′) = 2.
Equivalently, this question asks when two Alexander polynomials cannot
be realized by knots with Gordian distance one. In [Kaw12, Corollary 4.2,
p.955], Kawauchi gives a criterion for this, assuming that both Alexander
polynomials ∆ and ∆′ have degree two. In Section 4, we will give new criteria
in Corollaries 4.5 and 4.6 which require that only one of the Alexander
polynomials has degree two.
Note that a question of Nakanishi asks if ρ(∆31 ,∆41) = 2; see [Nak07,
p.334]. It is answered positively by Kawauchi [Kaw12]. Our result gives
another method to answer it.
The study of the unknotting number and the Gordian distance is closely
related to pairing relations of covering spaces. Let V be a Seifert matrix, i.e.
V is a 2n×2n integral matrix with det(V −V T ) = 1. The Alexander module,
denoted by AV , is defined by AV = Λ
2n/(tV −V T )Λ2n, where Λ = Z[t, t−1].
If V is a Seifert matrix for K, then AV ∼= H1(X˜(K);Z), where X˜(K) is
the infinite cyclic cover of the complement of K. If two Seifert matrices,
V and V ′ are S-equivalent, then their Alexander modules are isomorphic.
The Blanchfield pairing of V is a map β : AV × AV −→ Q(Λ)/Λ, which is
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a sesquilinear form, meaning β(ax, by) = ab¯β(x, y), where b¯ = b|t=t−1 and
Q(Λ) is the field of fractions of Λ; see [Bla57]. By [FP17, Theorem 1.3],
if K is an oriented knot in S3 with Seifert matrix V of size 2n, then the
Blanchfield pairing is isometric to the pairing
Λ2n/(tV − V T )Λ2n × Λ2n/(tV − V T )Λ2n −→ Q(Λ)/Λ
given by (v, w) 7→ vT (t− 1)(V − tV T )−1w¯ modulo Λ.
Note that two matrices have the same Blanchfield pairing structure, if
and only if they are S-equivalent [Tro73].
There are a lot of papers on how to calculate the Gordian distance for
two given knots. A large table of the Gordian distances is given by Moon
[Moo10]. However, the algebraic Gordian distance of knots is rarely studied.
We are interested in the restrictions on their S-equivalence classes when their
algebraic Gordian distance is one. We will use these restrictions to provide
lower bounds for various distances in knot theory.
We now list some existing results for future use. To detect the Gordian
distance, some lower bound criteria are proved. The signature criterion
[Mur70,Mur85] is dG(K,K
′) ≥ 12 |σ(K)−σ(K ′)|, where σ(K) is the signature
of K.
Murakami generalized Lickorish’s result [Lic85] on the double branched
cover and showed that if u(K) = dG(K,K
′) = 1, then there exists an integer
d such that
2d2
D(K)
≡ ±D(K)−D(K
′)
2D(K)
(mod 1),
where D(K) and D(K ′) denote the determinants of K and K ′, respectively
[Mur85]. We call it Murakami’s obstruction.
As to the algebraic unknotting number, we refer to the following lemma
of Murakami [Mur90, Theorem 5, p.288], which we will use later in Section 4.
Lemma 2.2 (Murakami). If ua(K) = 1, then there exists a generator α for
the Alexander module of K such that the Blanchfield pairing β(α, α) = ± 1∆K .
Moreover, the Blanchfield pairing is given by a 1× 1-matrix (± 1∆K ).
3 The Seifert matrix
In this section, we recall the definition of the algebraic unknotting operation.
We notice that the matrix
ε 0 01 x M
0 NT W
 is not the only possible result of
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adding a twist.
Lemma 3.1. Let W be a Seifert matrix of K. If an ε-unknotting operation
relates K to K ′, then both
 ε 0 0±1 x M
0 NT W
 and
ε ±1 00 x M
0 NT W
 are Seifert
matrices of K ′.
Proof. The Seifert surface of K ′ can be constructed as in Figure 2-a or Fig-
ure 2-b, corresponding to
ε 0 0ς x M
0 NT W
 and
ε ς 00 x M
0 NT W
, respectively.
The direction of α determines ς = 1 or ς = −1.
α
β
⊕ 	
α
β
⊕ 	
α
β
⊕ 	
α
β
⊕ 	
(a) (b)
Figure 2: Seifert surfaces
It is often hard to tell whether two matrices are S-equivalent or not, espe-
cially for matrices of size larger than 2×2. As a consequence to Lemma 3.1,
we have the following equivalence.
Lemma 3.2.
 ε 0 0±1 x M
0 NT W
 is S-equivalent to
ε ±1 00 x M
0 NT W
 for ε =
±1.
Now we show that some Alexander polynomials are only realizable by
Seifert matrices with algebraic unknotting number one.
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Lemma 3.3. If a 2× 2 Seifert matrix V has detV = D ∈ {1, 2, 3, 5}, then
ua(V ) = 1.
Proof. Since detV > 0 and the matrix size is 2×2, either V or −V is positive
definite. Every 2×2 positive definite Seifert matrix is congruent to a matrix(
a b+ 1
b c
)
, where 0 < 2b + 1 ≤ min(a, c); see [Tro73, p.204]. Since b = 0
is the only solution to ac− b(b+ 1) = D, we obtain ac = D. Therefore, we
have either a = D and c = 1, or a = 1 and c = D. By Lemma 3.2,
(
1 1
0 D
)
is S-equivalent to
(
1 0
1 D
)
, which is congruent to
(
D 1
0 1
)
.
By Lemma 3.1, both
(
1 1
0 D
)
and
(−1 −1
0 −D
)
have algebraic unknot-
ting number one, so the proof is complete.
Lemma 3.4. For a Seifert matrix V , if ∆V = ht + ht
−1 + 1 − 2h with
h ∈ {1, 2, 3, 5}, then ua(V ) = 1.
Proof. Because ∆V = ht+ht
−1 +1−2h, V is S-equivalent to a 2×2 Seifert
matrix V ′ with detV ′ = h ; see [Tro62, pp.484-486]. By Lemma 3.3, we
have ua(V ) = 1.
The next lemma relates the distance between matrices with the distance
between polynomials.
Lemma 3.5. If K1 and K2 are knots with Seifert matrices V1 and V2
and Alexander polynomials ∆K1 and ∆K2 , respectively, then d
a
G([V1], [V2]) ≥
ρ(∆K1 ,∆K2).
Proof. If daG([V1], [V2]) = 0, V1 is S-equivalent to V2 and hence ∆K1 = ∆K2 ,
which gives ρ(∆K1 ,∆K2) = 0.
If daG([V1], [V2]) = 1, then we can find Seifert matrices V
′
1 ∈ [V1] and
V ′2 ∈ [V2] such that V ′1 can be turned into V ′2 by one algebraic unknotting
operation. We can construct two Seifert surfaces as shown in Figure 1-d,e
(or Figure 1-d,f), where Seifert matrices of them are V ′1 and V ′2 respectively.
Let K ′1 and K ′2 be the boundaries of these two Seifert surfaces. Then we
have dG(K
′
1,K
′
2) = 1. Since ∆K′1 = ∆K1 and ∆K′2 = ∆K2 , we obtain
ρ(∆K1 ,∆K2) ≤ 1.
If daG([V1], [V2]) ≥ 2, the inequality holds because ρ(∆1,∆2) ≤ 2 for any
pair of Alexander polynomials ∆1,∆2.
Consequently, we have dG(K1,K2) ≥ daG([V1], [V2]) ≥ ρ(∆K1 ,∆K2).
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4 Main theorem and its consequence
In this section, we examine the structure of the Blanchfield pairing realized
by a pair of S-equivalence classes with algebraic Gordian distance one. We
obtain conditions expressed in terms of the Alexander polynomials for two
S-equivalence classes to have algebraic Gordian distance one. In corollaries
to the main theorem, we provide an answer to Jong’s question by showing
that two Alexander polynomials cannot be realized by knots with Gordian
distance one unless a corresponding quadratic equation admits an integer
solution.
Theorem 4.1 (Main Theorem). Let V and V ′ be two Seifert matrices.
If the algebraic Gordian distance daG([V ], [V
′])=1, then there exist a ∈ AV
and a′ ∈ AV ′ such that β(a, a) ≡ ±∆V
′
∆V
(mod Λ) and β(a′, a′) ≡ ±∆V
∆V ′
(mod Λ).
Proof. If [V ] and [V ′] have algebraic Gordian distance one, there exist W ∈
[V ] and W ′ ∈ [V ′] such that W can be obtained from W ′ by an algebraic
unknotting operation. By definition, the algebraic unknotting operation
assigns W ′ to
ε 0 01 x M
0 NT W ′
 for ε = ±1. Therefore, we have
W − tW T =
ε(1− t) −t 01 x(1− t) M − tN
0 NT − tMT W ′ − tW ′T
 .
Let a1 be the first element of the basis for AV so that the Blanchfield
pairing β(a1, a1) is the (1, 1)-entry of matrix (t − 1)(W − tW T )−1 modulo
Λ. The inverse of a non-singular matrix M is equal to
adjM
detM
, where adjM
is the adjugate matrix, i.e. the transpose of the cofactor matrix of M .
β(a1, a1) ≡ (t− 1)
[
adj(W − tW T )]
1,1
det(W − tW T ) (1)
≡ (t− 1)
det
[
x(1− t) M − tN
NT − tMT W ′ − tW ′T
]
det(W − tW T ) . (2)
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The Alexander polynomials are given by
∆V = ∆W = t
−g det(W − tW T ) (3)
∆V ′ = ∆W ′ = t
1−g det(W ′ − tW ′T ), (4)
where 2g is the size of W . The determinant
det(W − tW T ) = ε(1− t) det
[
x(1− t) M − tN
NT − tMT W ′ − tW ′T
]
+ tdet(W ′− tW ′T ).
(5)
By substituting (3), (4), (5) from (2), we have
β(a1, a1) ≡ ε(∆V ′ −∆V )
∆V
≡ ε∆V ′
∆V
(mod Λ).
Let a′1 be the first element of the basis for AV ′ . The equation of β(a′1, a′1)
can be derived in the same way.
Theorem 4.1 gives a condition on the Blanchfield pairing when the al-
gebraic Gordian distance is one. Using similar methods, we deduce the
following corollary, which gives the same obstruction as above for a pair of
knots with Gordian distance one.
Corollary 4.2. If K and K ′ are two knots with dG(K,K ′) = 1, then
there exist a ∈ H1(X˜(K)) and a′ ∈ H1(X˜(K ′)) such that β(a, a) ≡ ±∆K′
∆K
(mod Λ) and β(a′, a′) ≡ ±∆K
∆K′
(mod Λ).
As the Blanchfield pairing is a complicated form, we now focus on the
case where the Alexander module is cyclic. We prove the following corollary
and show that it improves existing results.
Corollary 4.3. If ua([V ]) = d
a
G([V ], [V
′]) = 1, then there exists c ∈ Λ such
that ±∆V ′ ≡ cc¯ (mod ∆V ).
Proof. Since ua([V ]) = d
a
G([V ], [V
′]) = 1, by Theorem 4.1, there exist a ∈
AV and g ∈ AV such that
β(a, a) ≡ ±∆V ′
∆V
(mod Λ) and β(g, g) ≡ ± 1
∆V
(mod Λ).
By Lemma 2.2, the Blanchfield pairing on AV is cyclic and generated by
g. Therefore, there exists c ∈ Λ such that a = cg. Hence we have
±∆V ′
∆V
≡ β(cg, cg) ≡ cc¯β(g, g) ≡ cc¯
∆V
(mod Λ),
which gives ±∆V ′ = cc¯ (mod ∆V ). This completes the proof.
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The following result is a natural consequence of Corollary 4.3.
Corollary 4.4. If ua(K) = dG(K,K
′) = 1, then there exists c ∈ Λ such
that ±∆K′ ≡ cc¯ (mod ∆K).
Proof. Let V and V ′ be Seifert matrices for K and K ′, respectively. Clearly
∆V = ∆K and ∆V ′ = ∆K′ . Since d
a
G([V ], [V
′]) ≤ dG(K,K ′) = 1, we have
daG([V ], [V
′]) ≤ 1.
If daG([V ], [V
′]) = 0, then [V ] = [V ′] and ∆K = ∆K′ , and the result holds
by taking c = 0.
If daG([V ], [V
′]) = 1, then by Corollary 4.3 there exists c ∈ Λ such that
±∆K′ ≡ cc¯ (mod ∆K).
Remark. It is worth mentioning that Corollary 4.3 implies Kawauchi’s re-
sult Theorem 1.1. Note that there are infinitely many knots with trivial
Alexander polynomial. Since u(K) = 1 is a special case of ua(K) = 1,
Corollary 4.4 implies Theorem 1.1. However, since Corollary 4.4 follows
from Corollary 4.3, we see that Corollary 4.3 also implies Theorem 1.1. In
Section 5, we will present an example to show the strength of our approach.
Let K1 and K2 be knots with the same Alexander polynomials as 31 and 925,
respectively. By Lemma 3.4, we have ua(K1) = 1, so Corollary 4.3 applies
to show that dG(K1,K2) ≥ daG([V1], [V2]) ≥ 2. However, Theorem 1.1 does
not apply in this case, because we do not necessarily have u(K1) = 1.
Our next aim is to give new solutions to Jong’s problem by finding
Alexander polynomials ∆ and ∆′ such that ρ(∆,∆′) = 2.
Corollary 4.5. Suppose V and V ′ are Seifert matrices with Alexander poly-
nomials ∆V and ∆V ′, respectively, such that ∆V = h(t + t
−1) + 1 − 2h,
where |h| is prime or 1, and ∆V ′ ≡ d (mod ∆V ) for some 0 6= d ∈ Z. If
ua([V ]) = 1 and if h
2x2 + y2 + (2h − 1)xy = ±d does not have an integer
solution, then the algebraic Gordian distance daG([V ], [V
′]) > 1.
Proof. Seeking a contradiction, suppose daG([V ], [V
′]) = 1. By Corollary 4.4,
there exists c ∈ Λ such that cc¯ ≡ ±∆V ′ ≡ ±d (mod ∆V ). Let
c =
∑
−n≤i≤m
ait
i and c¯ =
∑
−m≤i≤n
a−iti,
which gives
cc¯ = a−namtm+n + · · ·+ ama−nt−(m+n).
If c can be expressed as c = ptj+1 + qtj , where p and q are integers,
we have (p2 + q2) + pq(t + t−1) ≡ ±d (mod ∆V ). Since |h| is prime or 1,
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either h|p or h|q. Without loss of generality, we may assume p = hx. By
substituting p, we obtain that h2x2 + q2 + (2h − 1)xq = ±d. If it does not
have an integer solution, the algebraic Gordian distance must be greater
than one.
If c has more than two terms, we have h|a−nam follows from cc¯ ≡ ±d
(mod ∆V ), so either h|a−n or h|am. Hence we obtain
c ≡
∑
1−n≤i≤m
a′it
i or
∑
−n≤i≤m−1
a′it
i (mod ∆V ),
where {a′i} are integer coefficients. Repeat this step until we deduce c ≡
ptj+1 + qtj (mod ∆V ), where p and q are integers. The rest of the proof
follows in the same manner.
The following corollary is an immediate consequence.
Corollary 4.6. The Alexander polynomial distance ρ(t− 1 + t−1,∆) = 2 if
∆ ≡ 2 + 4m (mod t− 1 + t−1) for some m ∈ Z.
Proof. By Lemma 3.4, any knot with Alexander polynomial t− 1 + t−1 has
algebraic unknotting number one. By Corollary 4.5, it suffices to show that
x2 + y2 + xy = 2 + 4m does not have an integer solution.
Now we check the parities of x and y. If x and y are both odd or one is
even and the other is odd, then x2 +y2 +xy is odd, which is a contradiction.
Otherwise, if x and y are both even, then x2 + y2 + xy ≡ 0 (mod 4), which
is also a contradiction. Hence the proof is complete.
Remark. There are other applications of Corollary 4.5. For example, by
Lemma 3.4, Corollary 4.5 gives the same result for ρ(∆, ht+ht−1+1−2h) = 2
with h ∈ {1, 2, 3, 5} provided that h2x2 + y2 + (2h − 1)xy = ±d does not
have an integer solution.
Remark. Corollary 4.6 offers another route to answer Nakanishi’s question
[Nak07, p.334], which asks if ρ(∆31 ,∆41) = 2. Moreover, it implies that
any two Seifert matrices with Alexander polynomials same as 31 and 41,
respectively, cannot be turned into each other by one algebraic unknotting
operation.
5 Example
Moon computed the Gordian distances between many knots, which he listed
in a table. By Moon’s results, the lower bound of dG(31, 925) is one. By our
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method, we now prove that any pair of knots with the same Alexander
polynomial as 31 and 925, respectively, cannot have Gordian distance one.
Therefore, the inequality dG(31, 925) ≥ 2 holds. Moreover, we will deduce
that the algebraic Gordian distance daG([V1], [V2]) = 2, where V1 and V2 are
Seifert matrices for 31 and 925, respectively.
31 925
Figure 3: Knot diagrams for 31 and 925.
Consider the knot diagrams for 31 and 925 in Figure 3. From [CL17] we
have
∆31 = t+ t
−1 − 1 ∆925 = −3t2 − 3t−2 + 12t+ 12t−1 − 17
σ(31) = −2 σ(925) = −2
D(31) = 3 D(925) = 47
Since ∆925 = (−3t+ 9−3t−1)∆31 −2, Corollary 4.6 applies to show that
ρ(∆31 ,∆925) = 2. From Lemma 3.5, we have
dG(K1,K2) ≥ daG([K1], [K2]) ≥ ρ(∆31 ,∆925) = 2
for any pair of knots K1 and K2 with ∆K1 = ∆31 and ∆K2 = ∆925 .
Note that dG(31, 925) ≥ 2 can also be proved by Kawauchi’s Theorem 1.1,
which is a result of Kawauchi. This is because 31 satisfies the geometric
assumption that u(31) = 1. However, for any pair of knots K1 and K2 with
the same Alexander polynomial as 31 and 925 respectively, Theorem 1.1 does
not apply because we may not have that u(Ki) = 1 for i = 1, 2. For example,
31#11n34 and 925.
Moreover, this example demonstrates how our result helps in calculating
the algebraic Gordian distance of two given S-equivalent classes. We know
ua(925) = ua(31) = 1; see [BF17]. It gives that d
a
G([V1], [V2]) ≤ ua(31) +
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ua(925) = 2, where V1 and V2 are Seifert matrices for 31 and 925, respectively.
Therefore, we have daG([V1], [V2]) = 2.
It is worth mentioning that Murakami’s method does not apply here.
Following Murakami’s method, we would have to prove there does not exist
an integer d such that
2d2
D(31)
≡ ±D(31)−D(925)
2D(31)
(mod 1).
In fact, any integer d, such that d 6≡ 0 (mod 3), satisfies this requirement,
which means Murakami’s method does not work in this case.
Meanwhile, the knot signature criterion fails as well in this case. Since
σ(31) = σ(925) = −2, the signature criterion cannot determine whether
dG(K,K
′) is one or not.
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