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ABSTRACT 
If the inverse of a square polynomial matrix L(s) is proper rational, then L(s)-’ 
can be written as C(sl- I)-%. The result of this note states that if I is an n X n 
Jordan matrix, with n = degreedet L (s), then C consists of Jordan chains of L(s), and 
BT of Jordan chains of L(s)=. This is a generalization of the fact that each matrix 
which transforms a complex matrix A into Jordan form is made up of eigenvectors 
and generalized eigenvectors of A. The proof of our result relies on the realization 
theory of rational matrices. 
1. EINLEITUNG 
Die Inverse einer Polynom-Matrix 
L(s)=A,+A,s+... +A,s” 
mit komplexen q X 9 Matrizen A, ist unter der Voraussetzung 
detA,,,#O 
sicher eine echt rationale Matrix und lasst sich daher in der Form 
(I4 
L(s)_I= C(sI-A)-‘B 
schreiben [2]. Lancaster [6] hat gezeigt, dass es eine Realisierung [A,B,C] 
von L(s)-’ gibt, bei der A Jordansche Normalform besitzt und die Spalten 
l Diese Arbeit wurde von der Alexander von Humboldt-Stiftung (Bonn-Bad Godesberg, 
BRD) gefb;rdert. 
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von C und Br aus Jordan-Ketten von L(s) bzw. L(s)r bestehen.’ In dieser 
Note geben wir unter einer Voraussetzung, die schwacher als (1.1) ist, einen 
neuen Beweis fur das Ergebnis von Lancaster und zeigen zudem, dass sich in 
jeder minimalen Realisierung [J, B, C] von L(s)- ’ die Spalten von C und Br 
aus Jordan-Ketten von L(s) und Lo zusammensetzen, sobald J eine Matrix 
in Jordan-Form ist. 
2. HILFSS;~TZE UBER REALISIERUNGEN 
Fur die Begriffe und Ergebnisse aus der linearen Systemtheorie, die hier 
gebraucht werden, verweisen wir auf [2] und [3]. Es sei R (s) eine echt 
rationale 9 x 9 Matrix, d.h. eine Matrix, bei der alle Elemente echt 
gebrochene rationale Funktionen sind, und es sei detR (s) r0. 
DEFINITION 1. Ein Tripe1 [A,B, C] h eisst eine Realisierung von R (s), 
wenn 
R(s)= C(sl-A)-% 
gilt. Die Ordnung n der Matrix A heisst Dimension der Realisierung. Gibt es 
keine Realisienmg von R (s) mit einer Dimension < 12, dann nennt man 
[A,B, C] minimal. 
HILFSSATZ 1. Es sei det R(s) = g(s)/h(s), g(s) und h(s) seien 
zueinander teilerfwmd. Die Dimension einer minim&n Realisierung von 
R (s) ist gleich dem Grad des Nennerpolynoms h(s). 
HILFSSATZ 2. Zu ie zwei minimalen Realisierungen [Ai, Bj, C,], i= 1,2, 
von R (s) gibt es eine nichtsinguliire Matrix T, so ~U.SS 
[A,,B~,C,]= [ T-~A,T,T-~B,,C,T] 
gilt. 
HILFSSATZ 3. [Aj, Bi, Ci] sei eine Realisierung von Ri (s), i = 1,. . . ,p. Setzt 
man 
A=blockdiag(A,,...,A,), 
Br 
B= : 
.B,, 
und C=(C,,...,C,), 
‘Die in der Einleitung verwendeten Begriffe werden in den folgenden Abschnitten e&l&t. 
JORDAN-KETTEN UND REALISIERUNGEN 103 
dann ist [A, B,C] eine Realisiermng van 2f’=I,Ri(s). Man nennt [A,B,C] die 
Summe der Reulisierungen [Aj, Bi, CJ, und schreibt [A, B, C] = Zf’= ,[Aj, Bi, CJ. 
DEFINITION 2. 
bachtbar, wenn 
Das Paar (A,C), AEC,,., CEC~~~, heisst beo- 
<C 
CA 
rang . =n 
,CA”-‘, 
gilt. Das Paar (A,B), B EC,,~~, heisst steuerbar, wenn (A r, B ‘) beobachtbar 
ist. 
HILFSSATZ 4. Eine Realisierung [A, B, C] ist genuu dunn minimal, wenn 
(A, B) steuerbar und (A, C) beobachtbar ist. 
HILFSSATZ 5. (A,C) ist genau dunn beobachtbar, wenn die Spalten der 
Matrix Ce At linear unabhtingig sind. 
Beweis. 1st (A, C) nicht beobachtbar, dann gibt es einen Vektor y EC,, 
y #O, mit der Eigenschaft 
Cy= CAY=. . . = CA”-‘y=(). (2.1) 
Wegen des Satzes von Cayley-Hamilton ist C’(At) y=O fur jede ganze 
Funktion f(t). Man hat also insbesondere CeAty = 0, y #O. Die Spalten von 
CeAt sind daher linear abhangig.-Nehmen wir umgekehrt an, dass fiir ein 
y # 0 und fur alle t 
CeAty=O (2.2) 
gilt. Setzt man in (2.2) und in den Ableitungen von (2.2) t = 0, dann fiihrt das 
auf (2.1). n 
3. JORDAN-KETTEN 
Wir setzen stets detl(s) SO voraus und setzen 
n=graddetl(s). 
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DEFINITION 3a (vgl. [l]). h E C heisst Eigenwert von L(s), und c E C,, 
c#O, ein zu A gehoriger Eigenvektor, wenn L(h)c =0 gilt. Die Vektoren 
Cl, * * * > ck bilden eine Jordan-Kette der Lange k, die zum Eigenwert A gehort, 
wenn c,#O und 
(34 
erfiillt ist. 
DEFINITION 3b. Ordnet man die Vektoren ci aus (3.1) in der Reihen- 
folge +...,ci, so spricht man von einer umgekehrten Jordan-Kette. Eine 
Jordan-Kette ci, . . . , c, heisst ~011, wenn sie nicht durch einen Vektor ck+i zu 
einer Kette der Lange k + 1 erweitert werden kann. 
Im Fall L(s) = - SZ + A liefert (3.1) die Gleichungen 
(A-AZ)c,=O, (A-XZ)ci=ci_,, j=2 ,..., k-l, 
fiir eine Hauptvektorkette [8].-Hat A E Cqx4 das Minimalpolynom (s -h)q 
und ist c r,. . . , cq eine Jordan-Kette von - sZ + A, dann gibt es bekanntlich 
eine umgekehrte Kette bq, *. . , b, von (-sZ+A)r, so dass C=(C,,...,C~) und 
B=(b,,..., bJT die Matrix A auf Jordan-Form J transformieren, d.h. BAC= 
J, und dass B= C-’ gilt. 
BEZEICHNUNG. Wir schreiben Zk fur die k X k Einheitsmatrix. Die Matrix 
RkECkxk sei definiert durch 
‘0 1 0 + 0’ 
0 0 1 . 0 
R, = . . . . . . 
0 0 0 0 1 
,o 0 0 0 0, 
Wenn es der Zusammenhang erlaubt, lassen wir den Index k weg und 
schreiben I= Zk und R = R,. Ebenso bleibt beim Summationszeichen Z: 
gelegentlich die obere und untere Grenze weg. 
HILFSSATZ 6 (vgl. [7]). Die Vektoren cl,. . . , ck bilo!m genau o!ann eine 
Jordan-Kette mm Eigenwert X von L(s), wenn die durch 
1, . . . , uk) = (cl) . . . , ck)exp(hz + Rk ) t (3.2) 
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L(D)x=A,x+A,Dx+ 1.1 +A,D%=O, Dpx= $x(t) (3.3) 
sind. 
Aus dem Zusammenhang (3.2) von Jordan-Ketten und der Dif- 
ferentialgleichung I, (D)x = 0 ergibt sich sofort folgende Aussage. 
HILFSSATZ 7 [S]. Die S~ult~ der ~~t~~ C={c,,.. ..c& biZ~~ genus 
dann eine Jordan-Kette van L(s) mm Eigenwert A, weran 
A,C-tA,C(XIfRk)+... +A,C(XI+R,)m=O 
gilt. 
Beweis. Wir gehen hier von der Definition (3.1) aus und geben mit 
Hilfe des Kronecker-Produktes (vgl. [S]) einen rein algebraischen Beweis. 
Wir setzen 
BP = $U)(X), p=O,l,..., k-l. 
Die Gleichungen (3.1) Iassen sich zu dem folgenden System zusammenfassen. 
‘B, 0 0 -0 
B, Bo 0 * 0 
oder 
wobei E = col( c r,. . .,ck) ist. (3.4) ist gleichwertig mit (vgl. [5], p. 261) 
k-l 
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Aus L(s)=ZA,s~==B,,(s-h)” folgt 
BP= 2 ( ;)Xp-pAp, 
p=O 
woraus man 
?ilBpc~‘= 2 f: ( ;)AP-“A,cR'= 2 A,C(Az+fj)P 
p=O p=o p=o p=o 
erhalt. W 
DEFINITION 
c or,“‘,c~k_, P= 
4. Die jeweils zu Eigenwerten X, gehiirigen Jordan-Ketten 
1 , . . . , r von L(s) bilden ein vollstandiges System von Jordan- 
Ketten. v&n 
i k,=n 
p=l 
(3.5) 
gilt und das Paar 
(J, C ) beobachtbar (3.6) 
ist. Dabei sind C und J durch 
C=(C,,...,C,), c, = ( cpl, * * * > cpk,) 
und 
J=blockdiag(h,Z+Rkl ,..., X,Z+R,,) 
definiert. 
Der folgende Hilfssatz zeigt, dass die Definition sinnvoll ist. 
HILFSSATZ 8. Die Vektoren cpl,. . . ,cpkp, p = 1,. . . ,r, bilden genuu dunn 
ein vollstiindiges System von Jordan-Ketten von L(s), wenn U(t) = Ce” ein 
Fundamentalsystem von (3.3) ist. 
Beweis. Wenn C aus Jordan-Ketten besteht, dann sind die Spalten von 
U(t) wegen Hilfssatz 6 Losungen von (3.3), die auf Gnmd von (3.6) und 
Hilfssatz 5 linear unabhangig sind. Die Dimension des Losungsraumes von 
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(3.3) ist nach dem Satz von Chrystal (vgl. [7]) gleich n. Wegen (3.5) l&t sich 
somit jede Losung von (3.3) als Linearkombination der Spalten von U(t) 
schreiben. Der Beweis verlauft in der umgekehrten Richtung ahnlich. n 
Mit Hilfssatz 7 kann man die Definition 4 umschreiben. 
SATZ 1. Die Spalten einer Matrix C bilden genau dann ein vollstiindiges 
System von Jordan-Ketten von L(s), wenn es eine n x n Matrix J in Jor&n- 
Form gibt, so dass 
2 A,$]“=0 
a=0 
gilt und (J,C) beobachtbar ist. 
In [7] haben wir gezeigt, wie man ein vollstandiges System von Jordan- 
Ketten erhalten kann, indem man L(s) auf Smith-Form transformiert. Man 
geht dabei so vor. 
F(s)=(f,(s),...,f,(s)) und G(~)=(g~(s),...,g~(s))~ (3.7) 
seien zwei Matrizen mit nicht-verschwindender und von s unabhangiger 
Determinante, die L(s) in die folgende Form iiberfiihren: 
G(s)L(s)F(s)=D(s)=diag(d,(~),...,d~(s)), (3.8) 
di-1 W-4 (4 i=2,...,q. 
Wenn sich di(s) aufspalten lasst in 
di(s)=(s-h,)k’aip(s), aiP(XP)+O, hP) 1, 
dann ist h, ein Eigenwert von L(s) mit einem Elementarteiler (s - hp)k’p. Die 
Vektoren 
bilden eine volle Jordan-Kette der Lange ki, zu X,. Zu jedem Elementarteiler 
von L(s) kann man eine solche Kette konstruieren, was auf ein vollstandiges 
System fiihrt. (3.9) liefert wieder eine Kette zu A,, wenn man fi durch & 
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ersetzt und 
i,w= - t s aip;s) f( ) (3.10) 
definiert. Schreibt man in (3.9) gi anstelle von fi, dann erhalt man eine 
Jordan-Kette von L ( s)~. 
4. DIE REALISIERUNG VON KALMAN 
Von L(s) setzen wir im weiteren voraus, dass L(s)- ’ eine echt rationale 
Matrix ist. Mit einem Verfahren von Kalman [4] konstruieren wir zunachst 
eine spezielle Realisienmg der Form 
L(s)_l= C(sZ-I)-‘B, (4.1) 
und zeigen dann, dass sich dabei C und BT aus Jordan-Ketten zusammen- 
setzen. Wir gehen von (3.7) und (3.8) aus und erhalten 
L(s)-‘=F(s)D-‘(s)G(s)= i~l~(s)di-l(s)g’(s). 
Mit Hi,(s) werde der Hauptteil der Laurent-Entwicklung urn den Pol s =h,, 
von fi(s)di-‘(s) g:(s) bezeichnet. Es gilt 
L-‘(s)= 5 zHip(s)> 
i=l P 
(4.2) 
wobei in der Doppelsumme jeder Elementarteiler (s - h,)kp von L(s) einen 
Summanden liefert. Es geniigt eine Realisienmg von Hip(s) in der Form 
Hip (s) = tip ( sz - lip ) - lBip, Jip=Xpz+Rk,,> (4.3) 
zu finden. Wegen (4.2) und Hilfssatz 3 ist 
eine Realisienmg von L(s) - ‘. Summiert man die Grade aller Elementarteiler 
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von L(s), so ergibt sich X,ki,, = n, die Realisienmg (4.4) ist somit wegen 
Hilfssatz 1 minimal und wegen Hilfssatz 4 ist (J, C) beobachtbar. 
Urn Hi,(s) zu bestimmen, entwickelt man 
(s_hp;kPo,,(s) fi (s) gi?) 
an der Stelle s =h, in eine Laurent-Reihe. Verwendet man dabei die 
Taylor-Entwicklungen 
so erhalt man [4, pp. 532-5331 Hip(s) in der Form (4.3) mit 
Cip=(p{pO),...,p@-i)) und B,,=(qj,k~~-l),...,q~pO))r. 
Wegen (4.5) und (3.10) hat man 
Cip enthalt damit eine Jordan-Kette von L(s) und Bi;f eine umgekehrte Kette 
von L(s)T und die Spalten von C (bzw. B r) in (4.4) bilden ein vollstandiges 
System von Jordan-Ketten (bzw. umgekehrten Jordan-Ketten). Im nachsten 
Abschnitt zeigen wir, dass jede Realisierung der Form (4.1) diese Eigenschaft 
hat. 
5. DAS ERGEBNIS 
SATZ 2. Es sei L(s) eine Polynom-Matrix mit einer echt ration&en 
Znversen L(s)-’ und es sei n=graddetL(s). Dunn l&t sich L(s)-’ in der 
Form 
L(s)_l= C(sZ-J)_‘B 
schreiben, wobei J eine n x n Matrix in Jordan-Form ist. Bei jeder derartigen 
Realisierung [I, B, C] besteht C aus einem vollstiindigen System von Jordan- 
Ketten von L(s) und BT au.s einem vollstiindigen System von umgekehrten 
Jordan-Ketten von Lo. 
110 HAFULD K. WIMMER 
Beweis. Es sei [f, 8, C] eine minimale Realisierung, die man mit dem 
Verfahren von Kalman konstruiert hat. Dann ist wegen Satz 1 
CA@=0 (5.1) 
erfiillt. Aus Hilfssatz 2 folgt [f, B^, c^] = [ T - ‘JT, T - ‘B, CT] und aus (5.1) erhalt 
man XA,CJ!-‘=O. Da die Realisierung [J, B,C] minimal ist, ist (J, C) beo- 
bachtbar. Damit sind fur C die Bedingungen von Satz 1 erfiillt. Die Aussage 
fur B ergibt sich analog. n 
Fur den Spezialfall L(s) = A - sZ erhalt man aus Satz 2 die bekannte 
Aussage, dass jede Matrix C, die A auf Jordan-Form transformiert, C -‘AC= 
J, aus Hauptvektorketten von A besteht. 
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