The paper investigates connections between linear inequalities that are valid for Shannon entropy and for Kolmogorov complexity.
Introduction
Since the very beginning the notion of complexity of finite objects was considered as an algorithmic counterpart to the notion of Shannon entropy. Kolmogorov's paper [4] was called "Three approaches to the quantitative definition of information"; Shannon entropy and algorithmic complexity were among these approaches.
It was mentioned by Kolmogorov in [5] that the properties of algorithmic complexity and Shannon entropy are similar. We investigate one aspect of this similarity. Namely, we are interested in linear inequalities that are valid for Shannon entropy and for Kolmogorov complexity.
It turns out that (1) all inequalities that are valid for Kolmogorov complexity, are also valid for Shannon entropy and vice versa; (2) all inequalities that are valid for Shannon entropy, are valid for ranks of finite subsets of linear spaces; (3) the opposite statement is not true: Ingleton's inequality ( [3] , see also [8] ) is valid for ranks but not for Shannon entropy; (4) for some special cases all three classes of inequalities coincide and have simple description.
We present an inequality for Kolmogorov complexity that implies Ingleton's inequality for ranks; another application of this inequality is a new simple proof of one of Gács-Körner's results on common information [1] . Acknowledgements. The work of Moscow authors was supported in part by the INTAS project No 93-0893. A. Shen thanks also the Volkswagen Foundation for support, and Bonn University and Prof. M. Karpinski for hospitality.
Shannon entropy and Kolmogorov complexity
Let α be a random variable with a finite range a 1 ; : : : ; a n . Let p i be the probability of the event α = a i . Then the Shannon entropy of α is defined as H(α) = ? ∑ i p i log p i (All logarithms in the paper are base 2 logarithms.) Using the convexity of the function p 7 ! ?plog p, one can prove that the Shannon entropy of a random variable does not exceed the logarithm of the cardinality of its range (and is equal to it only for uniformly distributed variables).
Let β be another variable with a finite range b 1 ; : : : ; b k defined on the same probabilistic space as α is. We define H(αjβ = b j ) in the same way as H(α); the only difference is that p i is replaced by the conditional probability Pr α = a i jβ = b j ]. Then we define the conditional entropy as
It is easy to check that
H(hα; βi) = H(β) + H(αjβ):
Using the convexity of logarithm function, one can prove that
H(αjβ) H(α);
and that
H(αjβ) = H(α)
if and only if α and β are independent. This inequality may be rewritten as
H(hα; βi) H(α) + H(β):
The mutual information in α and β is defined as
I(α : β) = H(α) ?H(αjβ) = H(α) + H(β) ?H(hα;βi):
The mutual information I(α : β) is always non-negative and is equal to 0 if and only if α and β are independent. The conditional version of mutual information is defined as
I(α : βjγ) = H(αjγ) + H(βjγ) ?H(hα;βijγ)
and is always non-negative, too. Indeed, for any possible value c i of γ we have
H(αjγ = c i ) + H(βjγ = c i ) ?H(hα;βijγ = c i ) 0:
Multiplying this inequality by Pr γ = c i ] and summing over i, we get the desired inequality. All these notions have their counterparts in Kolmogorov complexity theory.
The Kolmogorov complexity of a binary string a is defined as the minimal length of a program that generates a. There are different refinements of this idea (called simple Kolmogorov complexity, monotone complexity, prefix complexity, decision complexity, see [6] , [7] ). However, for our purposes the difference is not important, since all these complexity measures differ only by O(logm) where m is the length of a. Therefore, in the sequel we denote Kolmogorov complexity of a binary string a by K(a) not specifying which version we use, and all our equalities and inequalities are valid up to O(logm) term where m is the total length of all strings involved.
The conditional complexity K(ajb) is defined as the minimal length of a program that produces a having b as input; one can prove that K(bja) = K(ha; bi) ?K(a); (see [9] ). Here ha;bi denotes the encoding of the pair a; b by a binary string (different computable encodings lead to complexities that differ only by O (1) 
As for the Shannon case, the mutual information is always non-negative (up to O(logm) term). The conditional version of mutual information is defined as
The inequality
is valid up to a logarithmic term, that is, I(a : bjc) ?O(log(jaj+jbj+jcj)). This inequality plays an important role in the sequel.
Inequalities
We have already mentioned several inequalities for Shannon entropy and Kolmogorov complexity. Some others are known. For example, consider the inequality
This inequality is equivalent in a sense to the following geometric fact: if V is the volume of the set A R 3 and S xy , S xz and S yz are areas of its three projections (to the coordinate planes Oxy, Oxz and Oyz), then
S xy S xz S yz
(see [2] ).
It turns out that the inequality (1), as well as all other known inequalities for Kolmogorov complexity, is a corollary of the inequalities of type
used together with equalities
that express mutual information and conditional complexity in terms of unconditional complexity. (Here P; Q; R are some tuples (possibly empty) of binary strings.) Indeed, (1) and so on. Let us consider another example. Assume that a and b are two binary strings. Let us prove that the mutual information I(a : b) is an upper bound for complexity K(x) of any string x which has negligible conditional complexity K(xja) and K(xjb). Indeed, the following inequality holds for any three strings a; b; x:
This inequality is a consequence of the equality
and inequalities K(xjha; bi) 0 and I(a : bjx) 0.
The inequalities of type (2) can be written in different equivalent forms:
Here P, Q and R are strings or tuples of strings; hP;Ri denotes the union of tuples P and R (it does not matter whether we list strings that are in P \R twice or not, the complexity does not change), etc. The latter form does not involve conditional complexity. In general, we may always replace conditional complexity and mutual information by linear combinations of unconditional complexity using (3) and (4) . Therefore, in the sequel we consider inequalities containing only unconditional complexity. The same applies to inequalities for Shannon entropy.
We call the inequalities
(for any tuples P; Q; R) basic inequalities. Let us mention two special cases of inequalities (7) . If P = Q, we get an inequality
(bigger tuple has bigger complexity) or
(conditional complexity is non-negative). Now we see that the inequality K(xjha; bi) 0 in our second example is also a corollary of basic inequalities (7) . If R is empty, we get the inequality
This inequality implies that all unconditional complexities are non-negative, too. All inequalities mentioned in this section have counterparts that involve Shannon entropy instead of Kolmogorov complexity. We would like to know if (1) the same linear inequalities are true for Shannon entropy and Kolmogorov complexity and if (2) all linear inequalities valid for Shannon entropy (or Kolmogorov complexity) are consequences of basic inequalities. In next section, we obtain a positive answer to the first question (for the general case) and a positive answer to the second question in the case when at most three random variables (binary strings) are involved.
Linear inequalities
Consider n variables a 1 ; : : : ; a n whose values are binary strings (if we consider Kolmogorov complexity) or random variables (for Shannon entropy). There are 2 n ?1 nonempty subsets of the set of variables. Therefore, there are 2 n ?1 tuples whose complexity (or entropy) may appear in the inequality. We consider only linear inequalities. Each inequality has 2 n ? 1 coefficients λ W indexed by nonempty subsets W of the set f1;2;::: ; ng; for example, for n = 3 the general form is
Here a 1 ; a 2 ; a 3 are binary strings; for Shannon entropy they should be replaced by random variables, and K should be replaced by H. For arbitrary n the general form of a linear inequality is: 
that form the rows of a N n random matrix. We assume that α 1 ; α 2 ; : : : are independent and have the same distribution as α. Now consider the columns of this matrix. We may assume without loss of generality that all values of α 1 ; α 2 ; : : : are binary strings of some fixed length (the same for all variables). Then the columns of this matrix may be considered as strings whose length is N times bigger. We denote them by 
?clog(N)?c;
for some c that does not depend on N. Now we divide this inequality by N and get
The right-hand side has limit 0 as N ! ∞. It remains to use the following connection between Shannon entropy and Kolmogorov complexity. 
with probability 1.
We fix W and apply this lemma to
with probability 1. Hence the inequality ∑ W λ W H(α W ) 0 is true. Alternatively, we may use that the expected value of Kolmogorov complexity of a random variable is close to its entropy, see [6] , Theorem 8.1.1 (p. 522).
[Shannon ! Kolmogorov] Now we have to prove the converse: if the in-
is true for any random variables α 1 ; : : : ; α n , then the inequality
is true for any tuple of binary strings A = ha 1 ; a 2 ; : : : ; a n i, where A W is a tuple formed by all a i such that i 2W and jAj = ja 1 j+ja 2 j+ + ja n j is the total length of A. (Please note that the constant hidden in O(logjAj) may depend on n.)
To prove this inequality, for a given A we want to construct random variables α 1 ; : : : α n whose entropies are close to the complexities of a 1 ; a 2 ; : : : ; a n . We also want the entropies of all pairs, triples, etc. to be close to the complexities of the corresponding pairs, triples, etc. of binary strings.
The following construction achieves this goal. Assume that a tuple A = ha 1 ; a 2 ; : : : ; a n i is fixed. Consider the set of all tuples B = hb 1 ; b 2 ; : : : ; b n i that satisfy the following conditions: First, the complexity of each b i does not exceed the complexity of the corresponding a i . Moreover, the same is true for all pairs, triples, etc. Finally, the same should be true for all conditional complexities. Formally, we consider the set B formed by all tuples B = hb 1 ; b 2 ; : : : ; b n i such that O-notation depends on n and grows exponentially, but we assume n to be fixed.) And any set X having a simple description (as an enumerable set) and having a point x with high complexity should have many elements. Indeed, any point in X may be identified by its number (in the enumeration order) and the enumeration program, so K(x) cannot be high if jXj is small.
More formally, the following lemma that gives the lower bound for the cardinality of B (denoted by jBj) is true: Lemma 2. logjBj K(ha 1 ; : : : ; a n i)?O(logjAj): Proof. Consider the program that prints ha 1 ; : : : ; a n i and works as follows. It enumerates M; a tuple B = hb 1 ; : : : ; b n i is included in the enumeration after we have found that its complexity is in the required range (looking for all programs that print B and finding a short one); and, moreover, the conditional complexities are in the required ranges. The program counts the elements of B that were already generated; it stops when z elements are found. Here z is the number of A (it is a compiled-in constant in the program). After the last element (i.e., A) is printed, the length of this program does not exceed log z 
Combining this bound with the lower bound for B, we get the desired inequality for probabilities.
Our next result is about the inequalities for ranks of finite subsets of linear spaces.
Assume that a linear space L over a finite field or over R is given. Let α 1 , : : : , α n be finite subsets of L. For any subset A fα 1 ; : : : ; α n g consider the rank of the union of all α 2 A. Now consider all linear inequalities that are valid for ranks of these subsets for all α 1 ; : : : ; α n L. For example, inequality of type (7) for ranks says that
This inequality can be rewritten in terms of dimensions of subspaces: Replacing each α i by a linear subspace A i generated by α i , we get
It is easy to verify that this inequality is true for any linear subspaces of any linear space. So, all basic inequalities are true when K( ) is replaced by rk( ) and strings are replaced by vectors. Moreover, the following is true: Let α be a random variable, uniformly distributed in the unit disk in L. For any subspace A, consider a random variable α A that is the orthogonal projection of α onto A. This random variable has an infinite domain, so we need to digitize it. For any ε > 0 and for any subspace A L we divide A into equal cubes of dimension dim A and size ε ε. By α A;ε we denote the variable whose value is the cube that contains α A . Let us prove that
If ε is small enough the number k A;ε of the cubes which are possible values of α A satisfies the inequality
where C is a constant slightly bigger than the volume of unit disk in A. Therefore,
On the other hand, for any fixed cube the probability of α A getting into it is at most cε dim A where c is a constant equal to the ratio of volumes of unit disks in Euclidean spaces of dimensions dim L ?dimA and dim L.
The projection α A 1 +A 2 is equivalent to hα A 1 ; α A 2 i. This is not true for ε-versions; the random variables α A 1 +A 2 ;ε and hα A 1 ;ε ; α A 2 ;ε i do not determine each other completely. However, for any fixed value of one of these variables there exist only a finite number of possible values of the other one; therefore, the conditional entropies are limited and the entropies differ by O(1). Now we let ε ! 0 and conclude that any inequality that is valid for Shannon entropy is valid for ranks.
Therefore, we have a sequence of inclusions: (basic inequalities (7) and their non-negative linear combinations) (inequalities valid for Kolmogorov complexity) = (inequalities valid for Shannon entropy) (inequalities valid for ranks).
For n = 1; 2; 3 all these sets are equal, as the following theorem shows:
Theorem 3. For n = 1; 2; 3 any inequality valid for ranks is a consequence (linear combination with non-negative coefficients) of basic inequalities (7) .
Proof The cases n = 1; 2 are trivial. Let us consider the case n = 3. Consider the following 9 basic inequalities:
We claim that any valid linear inequality for dim
is a non-negative linear combination of these nine ones (for instance, so are all other basic inequalities). Here e 1 ; e 2 ; e 3 are three pairwise independent vectors in 2-dimensional space; fu;:::g stands for the linear subspace generated by u; : : : . By 0 we denote the 0-dimensional subspace.
Let us show that any point in C can be represented as a non-negative linear combination of those 8 points. 
Ingleton's inequality
As we have seen in the preceding section, for n = 3 the same inequalities are true for Shannon entropy, Kolmogorov complexity and ranks, namely, the nonnegative linear combinations of basic inequalities. However, for n = 4 the situation becomes more complicated: there is an inequality that is true for ranks but not for Shannon entropy. A.W. Ingleton [3] established the following necessary condition for a matroid with ground set S and rank function r to be representable over a field F: for any subsets A, B, C, D of S there must hold
r(A) + r(B) + r(C D) + r(A B C) + r(A B D) r(A B) + r(A C) + r(A D) + r(B C) + r(B D): (11)
In terms of dimensions of subspaces Ingleton's inequality says that In other terms, γ and δ are independent, and α and β are independent for any fixed values of γ and δ; however, α and β are dependent.
Proof of Theorem 4. Let the range of all for variables α; β; γ; δ be f0;1g. Let γ and δ be independent and uniformly distributed.
Any possible distribution of α; β is determined by four non-negative reals whose sum is 1 (i.e., by the probabilities of all four combinations), so the distribution can be considered as a point in a three-dimensional simplex S in R 4 . For any of the four possible values of hγ;δi we have a point in S (whose coordinates are conditional probabilities). We denote these points by P 00 , P 01 , P 10 and P 11 .
What are the conditions we need to satisfy? Let I be the subset of S that corresponds to independent random variables; I is a quadratic curve (the independence condition means that the determinant of the probabilities matrix is equal to zero). The conditions I(α : βjγ) = 0 and I(α : βjδ) = 0 mean that midpoints of segments P 00 P 01 , P 10 P 11 , P 00 P 10 , P 01 P 11 belong to I . The inequality I(α : β) > 0 means that the point (P 00 + P 01 + P 10 + P 11 )=4 does not belong to I . In other terms, we are looking for a parallelogram whose vertices lie on a quadratic curve but whose center does not, so almost any example will work. Figure 4 shows one of them:
Figure 4. Conditional probability distributions for hα;βi
It is easy to check that all four conditional distributions (for conditions γ = 0, γ = 1, δ = 0, δ = 1) satisfy the independence requirement. However, the unconditional distribution for hα;βi is
so α and β are dependent. A simpler example, though not so symmetric, can be obtained as follows. Let γ and δ be independent random variables with range f0;1g and uniform distribution, α = γ(1 ?δ) and β = δ(1 ?γ). For any fixed value of γ or δ one of the variables α and β is equal to 0, therefore they are independent. However, α and β are not (unconditionally) independent, since each of them can be equal to 1, but they cannot be equal to 1 simultaneously.
We see that for n = 4 not all the inequalities valid for ranks are valid for entropy, so the rank and entropy cases should be considered separately. For ranks we have the complete answer: It is not hard to show that this cone is generated by (i.e., is the convex hull of) the 35 points shown in Figure 5 . Since it requires a great deal of (not very interesting) computation, we refrain from demonstrating this proof here. However, it can be performed by hand (using, for instance, Fourier-Motzkin elimination) or with the help of an appropriate software.
To proof the theorem, it remains to show that for each generator ρ i there exists a quadruple of subspaces A; B;C; D that represents this point. ρ 1 (1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1) ρ 19 (0; 1; 1; 1; 1; 1; 1; 2; 2; 2; 2; 2; 2; 2; 2) ρ 2 (1; 1; 1; 0; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1) ρ 20 (1; 1; 1; 1; 2; 2; 2; 2; 2; 1; 2; 2; 2; 2; 2) ρ 3 (1; 1; 0; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1) ρ 21 (1; 1; 1; 1; 2; 2; 2; 2; 1; 2; 2; 2; 2; 2; 2) ρ 4 (1; 0; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1) ρ 22 (1; 1; 1; 1; 2; 2; 2; 1; 2; 2; 2; 2; 2; 2; 2) ρ 5 (0; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1) ρ 23 (1; 1; 1; 1; 2; 2; 1; 2; 2; 2; 2; 2; 2; 2; 2) ρ 6 (1; 1; 0; 0; 1; 1; 1; 1; 1; 0; 1; 1; 1; 1; 1) ρ 24 (1; 1; 1; 1; 2; 1; 2; 2; 2; 2; 2; 2; 2; 2; 2) ρ 7 (1; 0; 1; 0; 1; 1; 1; 1; 0; 1; 1; 1; 1; 1; 1) ρ 25 (1; 1; 1; 1; 1; 2; 2; 2; 2; 2; 2; 2; 2; 2; 2) ρ 8 (1; 0; 0; 1; 1; 1; 1; 0; 1; 1; 1; 1; 1; 1; 1) ρ 26 (1; 1; 1; 1; 2; 2; 2; 2; 2; 2; 2; 2; 2; 2; 2) ρ 9 (0; 1; 1; 0; 1; 1; 0; 1; 1; 1; 1; 1; 1; 1; 1) ρ 27 (1; 1; 1; 1; 2; 2; 2; 2; 2; 2; 3; 3; 3; 3; 3) ρ 10 (0; 1; 0; 1; 1; 0; 1; 1; 1; 1; 1; 1; 1; 1; 1) ρ 28 (2; 1; 1; 1; 2; 2; 2; 2; 2; 2; 2; 2; 2; 2; 2) ρ 11 (0; 0; 1; 1; 0; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1) ρ 29 (1; 2; 1; 1; 2; 2; 2; 2; 2; 2; 2; 2; 2; 2; 2) ρ 12 (1; 0; 0; 0; 1; 1; 1; 0; 0; 0; 1; 1; 1; 0; 1) ρ 30 (1; 1; 2; 1; 2; 2; 2; 2; 2; 2; 2; 2; 2; 2; 2) ρ 13 (0; 1; 0; 0; 1; 0; 0; 1; 1; 0; 1; 1; 0; 1; 1) ρ 31 (1; 1; 1; 2; 2; 2; 2; 2; 2; 2; 2; 2; 2; 2; 2) ρ 14 (0; 0; 1; 0; 0; 1; 0; 1; 0; 1; 1; 0; 1; 1; 1) ρ 32 (2; 1; 1; 1; 3; 3; 3; 2; 2; 2; 3; 3; 3; 3; 3) ρ 15 (0; 0; 0; 1; 0; 0; 1; 0; 1; 1; 0; 1; 1; 1; 1) ρ 33 (1; 2; 1; 1; 3; 2; 2; 3; 3; 2; 3; 3; 3; 3; 3) ρ 16 (1; 1; 1; 0; 2; 2; 1; 2; 1; 1; 2; 2; 2; 2; 2) ρ 34 (1; 1; 2; 1; 2; 3; 2; 3; 2; 3; 3; 3; 3; 3; 3) ρ 17 (1; 1; 0; 1; 2; 1; 2; 1; 2; 1; 2; 2; 2; 2; 2) ρ 35 (1; 1; 1; 2; 2; 2; 3; 2; 3; 3; 3; 3; 3; 3; 3) ρ 18 (1; 0; 1; 1; 1; 2; 2; 1; 1; 2; 2; 2; 2; 2; 2) It is easy to check that the above indicated quadruples of subspaces meet all necessary requirements. Here e 1 , e 2 , e 3 , e 4 are four pairwise independent vectors in 2-dimensional space; j 1 , j 2 , j 3 , j 4 , j 5 are five pairwise independent vectors in 3-dimensional space; fu;:::g stands for the linear subspace generated by u; : : : . By 0 we denote the 0-dimensional subspace.
For Shannon entropy (Kolmogorov complexity) we do not know the complete answer. The only thing we know is the following conditional result. 
One more inequality for Shannon entropy
In this section we present one more inequality for entropy and show how it can be used to prove Ingleton's inequality and Gács-Körner result on common information.
Theorem 8.
For any random variables ξ, α, β, γ and δ
Proof This inequality is a non-negative linear combination of basic inequalities. However, we present a proof that reflects the intuitive meaning of the inequality.
As we have seen, Ingleton's inequality
is not always true for entropy. However, if a random variable ξ has zero complexities H(ξjα) and H(ξjβ), then
Indeed, as we know from Section 2, inequality (6),
H(ξ) H(ξjγ) + H(ξjδ) + I(γ : δ)
Now we use the conditional versions of this inequality,
Recalling that H(ξjhα; γi) H(ξjα), H(ξjhα; δi) H(ξjα), etc., and combining last three inequalities, we get the inequality of Theorem 8.
We present two corollaries of this inequality. The first one is the generalization of Ingleton's inequality. We formulate this corollary for Shannon entropy; the similar result is true for Kolmogorov complexity.
Let us call the random variable ξ a common information for random variables α and β if The proof is easy: just apply the Theorem 8 to the random variable ξ that is the common information of α and β. However, I(a : b) may still be significant, and in this case we get an example of two strings with significant mutual information but with no common information. Such an example can be constructed using Theorem 4.
Consider two coins (random variables) α and β used in the proof of Theorem 4, see (14) . Each coin has two equiprobable outcomes; α and β are dependent: This result was proved (among others) in [1] , but the proof is rather technical and long.
Conclusions and Open Questions
The obtained results are summarized in the following picture: In the general case the class of the basic inequalities (7) and their non-negative linear combinations is a subclass of the class of all inequalities valid for Kolmogorov complexity or Shannon entropy which is a subclass of the class of all inequalities valid for ranks (left side of Figure 6 ). The latter two classes are separated by Ingleton's inequality, and, hence, the inclusion is strict. Therefore, the area marked by * is nonempty.
For n = 1; 2; 3 all these classes coincide (right side of Figure 6 ). Is it true that all inequalities valid for ranks are consequences of basic inequalities and Ingleton-type inequalities?
What inequalities are true for ranks in arbitrary matroids? (For n = 4 the answer is given by Theorem 7.)
The proof of Gács-Körner's result given above works only if the probabilities are close enough to 1=2; we cannot use it directly if 3=8 and 5=8 are replaced, say, by 1=8 and 7=8. Is it possible to modify it and get a simple proof of Gács-Körner's result for general case?
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