Abstract -In this paper, a decision support system is presented based on the machine learning approach of rough sets. The resulting decision support system was able to reduce the dimensionality of the data, produce a highly accurate classifier, and generate a rule based classifier that is readily understood by a domain expert. These preliminary results indicate that the rough sets machine learning approach can be successfully applied to biomedical datasets that contain a variety of attribute types, missing values and multiple decision classes.
knowledge from data data [3] . Rough sets have been used in as a tool to investigate the relationships between attributes and clinical outcomes across a variety of biomedical datasets. [4] - [6] . One of the hallmark features of rough sets is the ability to remove redundant attribute [7] . In addition, rough sets provides a highly accurate classification system that is rule based. In this paper, we utilise these features of rough sets to data-mine the PCB dataset. This paper is organised as follows: in the next section we present a brief description of the rough set algorithm, followed by a description of the dataset, then a results section followed by a conclusion and future work.
II. ROUGH SETS
Our PCB classifier is based on the concept of approximate reducts derived from the data-mining paradigm of the theory of Rough Sets [3] , [7] . The dataset consists of a number of attributes (18) and a decision for each patient. We used these datasets to generate a set of rules of the form "if (Attribute 1 = X) and (attribute 2 = Y) => decision= Z". These rules are generated automatically through the application of the rough set algorithm (we used the Rosetta implementation) [8] . We divide the decision table into training and test cases, employing N-fold cross validation. The data set is transformed into a decision table (DT) from which rules are generated to provide an automated classification capacity. In generating the decision table, each row consists of an observation (also called an object) and each column is an attribute, with the last one as the decision for this object {d}. Formally, a DT is a pair A = (U, Au{d}) where d t A is the decision attribute, where U is a finite non-empty set of objects called the universe and A is a finite non-empty set of attributes such that a:U->Va is called the value set of a. Rough sets seeks data reduction through the concept of equivalence classes (through the indiscernibility relation). By generating such classes, one can reduce the number of attributes in the decision table by selecting any member of the equivalence class as a representation of the entire class.
This process generates a series of reducts -which are subsequently used in the classification process. Finding the reducts is an NP-hard problem, but fortunately there are good heuristics that can compute a sufficient amount of reducts in reasonable time to be usable. In the software system that we employ an order based genetic algorithm (o-GA) [9] which is used to search through the decision Table 1. IV. METHODS With a fully complete decision table, we proceeded to apply the rough sets algorithm on the dataset. As a first step, we discretised the data using an entropy preserving/MDL (minimal description length) algorithm. This produces a complete discretisation of all of the continuous attributes (please see Table I for details on the type of attributes included in this decision table). The same discretisation was applied to the training/test cases. Next reducts were generated using a genetic algorithm based search technique. The resulting reducts were used to generate decision rules, by mapping the attribute values directly onto the decision table and reading off the resulting classification value. In order to determine the accuracy of the classification task, the sensitivity and specificity values were measured, along with the positive predictive value (PPV) and the predictive negative value (PNV). Confusion matrices and ROC curves can be automatically generated in Rosetta (see Table III below for a set of representative confusion matrices). These results provide quantitative data that can be used to compare various machine learning algorithms in a unified and consistent fashion, allowing users to select the optimal approach for a given class of problems. These steps were repeated 10 times, randomly selecting 70% (218) entries with replacement for training and the balance (94 entries) for testing purposes. Lastly, we present a sample of rules that represent the result of the classification algorithm.
V. RESULTS we want short and highly accurate rules. In Table 4 below, we present a small sample of the rules that were generated with our rough sets classifier. Table 4 . As ample of the rules produced by the rough sets classifier. The rules combine attributes in conjunctive normal form and map each to a specific decision class. The '*' corresponds to an end point in the discretised range -the lowest value if it appears on the left hand side of a sub-range or the maximum value if it appears on the right hand side of a sub-range Please note that decision class '0' corresponds to 'Alive,' '1' corresponds to 'Transplant,' and '2' corresponds to 'Death.' The rules from this dataset tended to have a defining length on average of 3. In addition, only 5 out of the total attribute set was obtained in the rule set, resulting in a significant simplification of the decision table (5/18). This is one of the hallmark features of the rough sets paradigm -the automated dimensionality reduction of attributes from decision tables. The significance of this result is that the dataset appears to contain many attributes that are not related to the decision class. This result means we can reduce this dataset considerably, without losing valuable information. In addition to the complexity of the rules, another issue is the number of rules that are generated.. if the rules are going to form the basis for a rule-based expert system, it would be useful if the number of rules was kept to a minimum in order to reduce the computational expense of searching through the rule base in order to answer a query. Table 5 , data is presented relating the quality of the classification with respect to the number of rules. The rules were filtered based on RHS support (specified as a range) and mapped against the resulting classification accuracy. What was sought was a reduction in the cardinality of the antecedents without significantly reducing the classification accuracy. Through empircal exploration, it was found that specifying a RHS support bewteen 2-4 reduced the cardinality of the rules significantly without a concomitant loss in classification accuracy. These results are depicted in Table 5 below. [10] , [11] . An accuracy of 95% was quite positive (97% area under the ROC curve). Rough sets was also able to reduce the attributes to five (ascites, edema, platelets, albumin, and enroll days). Although the data was not presented, when all but these five attributes were masked from the decision table and the entire rule generation process completed as in the control case, there was not significant change in the classification accuracy. Unfortunately, none of the attributes appeared to be highly correlated with the decision class (as per Table 2 ). Rough sets generates a set of easy to interpret rules that can be directly useful to a person with the appropriate domain knowledge. These rules relate directly to the attributes and can map to the appropriate decision class. In this decision table, there are three different decision outcomes, in principle there can be as many as one wishes -there are no theoretical limits here. What is important in rough sets is the number of objects of a given decision class -in this particular dataset, there were only 32 objects with decision class '1' -that is 'transplant.' In this case, the resulting classification accuracy tends to be reduced when compared to cases where the number of objects for a class is large compared with the number of attributes. Currently, there is no specific ratio based on theoretical principles -this is an area of active investigation when dealing specifically with rough sets. Lastly, the number of rules generatedalthough fairly high -is still manageable by today's computational capacities. The rule set can be easily integrated into an expert system forming the basis of a powerful medical expert diagnosis facility. This area will be explored in further efforts on this dataset.
