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Abstract
Graph-to-text generation, a subtask of data-to-
text generation, aims to generate fluent texts
from graph-based data. Many graph-to-text
models have shown strong performance in this
task employing specialized graph encoders.
However, recent approaches employ large pre-
trained language models (PLMs) achieving
state-of-the-art results in data-to-text genera-
tion. In this paper, we aim to investigate the
impact of large PLMs in graph-to-text gener-
ation. We present a study across three graph
domains: meaning representations, Wikipedia
knowledge graphs (KGs) and scientific KGs.
Our analysis shows that PLMs such as BART
and T5 achieve state-of-the-art results in graph-
to-text benchmarks without explicitly encod-
ing the graph structure. We also demonstrate
that task-adaptive pretraining strategies are
beneficial to the target task, improving even
further the state of the art in two benchmarks
for graph-to-text generation. In a final anal-
ysis, we investigate possible reasons for the
PLMs’ success on graph-to-text tasks. We find
evidence that their knowledge about the world
gives them a big advantage, especially when
generating texts from KGs.1
1 Introduction
Graphs are important structures in natural language
processing (NLP) as they represent complex rela-
tions between a set of objects. For example, syn-
tactic and semantic structures of sentences can be
represented using different graph representations
(Bastings et al., 2017; Banarescu et al., 2013) and
Knowledge Graphs (KGs) are used to encode fac-
tual knowledge in the form of relations between
entities (Gardent et al., 2017).
Graph-to-text generation, a subtask of data-to-
text generation (Gatt and Krahmer, 2018), aims to
1We will release our code, datasets and pretrained models
upon publication.
create meaningful and coherent natural language
text to describe an input graph. Recent efforts for
graph-to-text generation (Song et al., 2018; Da-
monte and Cohen, 2019; Ribeiro et al., 2019, 2020)
focus on effectively encoding the input graph, em-
ploying graph encoders usually built upon Graph
Neural Networks (GNN) (Kipf and Welling, 2017;
Hamilton et al., 2017) or Transformers (Vaswani
et al., 2017). These models better represent in-
put graphs than standard text-to-text models where
input graphs are linearized, neglecting structural
graph information (Konstas et al., 2017; Colin and
Gardent, 2018). In graph-to-text models, the en-
coder computes representations for a graph-based
input that should be invariant to the node order,
whereas the decoder generates text as a linear chain
structure. The complex nature of graphs increases
the difficulty of defining alignments between the
source nodes/edges and the target tokens, broad-
ening the structural gap between the encoder and
decoder (Zhao et al., 2020a).
Transfer learning has become ubiquitous in NLP
and pretrained Transformer-based architectures
considerably have outperformed prior state of the
art (Devlin et al., 2019; Liu et al., 2020; Radford
et al., 2019). Following this trend, very recent
work (Mager et al., 2020; Harkous et al., 2020;
Kale, 2020; Radev et al., 2020) apply transfer learn-
ing for data-to-text generation, where a language
model is first pretrained on massive corpora before
being fine-tuned on the target task. More interest-
ingly, some of these approaches are successfully
employed in graph-to-text generation, even though
they do not explicitly encode the graph structure.
In this paper, we investigate pretrained language
model (PLM) approaches for graph-to-text gener-
ation. We present a study across three graph do-
mains (meaning representations, Wikipedia KGs
and scientific KGs) and show strong results even
though the models do not encode any graph-
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Text: Alan Bean graduated from UT Austin in 1955 with a Bachelor 
of Science degree. He was hired by NASA in 1963 and served as a 
test pilot. Apollo 12's backup pilot was Alfred Worden and was 
commanded by David Scott.
Input: <H> Apollo 12 <R> backup pilot <T> Alfred Worden <H> 
Alan Bean <R> was a crew member of <T> Apollo 12 <H> Apollo 12 
<R> operator <T> NASA <H> Alan Bean <R> occupation <T> Test 
pilot <H> Apollo 12 <R> commander <T> David Scott <H> Alan 
Bean <R> was selected by NASA <T> 1963 <H> Alan Bean <R> 
alma Mater <T> UT Austin B.S. 1955 
Text: As his children, we feel very terrible now.
Input: ( feel :ARG0 ( we ) :ARG1 ( terrible :degree ( very ) ) :time 
( now ) :ARG1-of ( cause :ARG0 ( have-rel-role :ARG0 we :ARG1 ( he ) 
:ARG2 ( child ) ) ) ) 
cause-01
ARG1ARG0
feel-01have-rel-role-91
child he we terrible-01 now
very
time
ARG1ARG0
degree
ARG0ARG2 ARG1
b)
Figure 1: Examples of (a) AMR and (b) WebNLG graphs, the reference texts and the input for the graph-to-text
models.
specific structural bias. In particular, we examine
two recent text-to-text models: BART (Lewis et al.,
2020) and T5 (Raffel et al., 2019). Those architec-
tures are suitable for conditional text generation as
they both follow a Transformer encoder-decoder
architecture. Their main differences are different
pretraining strategies and the datasets, on which
they were trained.
Our contributions are three fold:
• We execute extensive experiments with BART
and T5 and show that PLMs consistently out-
perform recent specialized graph-to-text mod-
els on three benchmarks for graph-to-text gen-
eration.
• We collect additional task-specific data and
propose a supervised and unsupervised task-
adaptive pretraining, which further improves
the performance on two graph-to-text bench-
marks. Additionally, we will release these
datasets.
• We show that even though encoding the struc-
tural graph bias improves results in previous
models that were trained from scratch, PLMs
even perform well when trained on a shuffled
version of the graph input. In further analysis,
we show that the knowledge acquired during
pretraining gives PLMs such a significant ad-
vantage on certain graph-to-text benchmarks
that they do not need to understand the input
graph structure for good performance.
2 Related Work
Graph-to-text generation can be divided into two
main tasks: (i) MR-to-text generation - generating
text from meaning representations (Konstas et al.,
2017) and (ii) KG-to-text generation - generating
text from knowledge graphs (KG) (Gardent et al.,
2017).
AMR-to-Text Generation. Abstract Meaning
Representation (AMR; Banarescu et al. (2013))
is a semantic formalism that represents the mean-
ing of a sentence as a rooted directed graph ex-
pressing “who is doing what to whom”. In an
AMR graph, nodes represent concepts and edges
represent semantic relations. Various neural mod-
els have been proposed to generate sentences from
AMR graphs. Konstas et al. (2017) propose the first
neural approach for AMR-to-text generation that
uses a linearized input graph. Song et al. (2018)
and Beck et al. (2018) propose GNNs based on
recurrent mechanisms to directly encode the AMR
graph structure. Damonte and Cohen (2019) in-
vestigate combinations of graph convolutional net-
works (GCN) and LSTMs in order to encode the
AMR nodes. Ribeiro et al. (2019) develop a graph
encoder that computes a top-down and a bottom-up
representation of the AMR graph whereas Guo et al.
(2019) employ dense connections between GNN
layers. Recent methods (Zhu et al., 2019; Cai and
Lam, 2020; Wang et al., 2020; Song et al., 2020)
employ Transformers to learn node representations
injecting the graph structure into the self-attention
aggregation.
KG-to-Text Generation. Recent neural ap-
proaches for KG-to-text generation linearize the
KG triples ignoring the graph structure (Moryossef
et al., 2019; Castro Ferreira et al., 2019). Trisedya
et al. (2018) develop an LSTM encoder that en-
codes relationships within and between triples.
Marcheggiani and Perez Beltrachini (2018) pro-
pose to employ GNNs to capture node contexts,
and demonstrate superior performance compared to
LSTMs. Koncel-Kedziorski et al. (2019) propose a
Transformer-based approach which encodes the in-
put graph by computing node representations based
on the node context of direct neighbors. Recently,
Ribeiro et al. (2020) propose a unified Graph Atten-
tion Network (GAT) framework that encodes both
global and node contexts in order to better capture
the graph topology.
Pretrained Models. Pretraining Transformer-
based methods, such as BERT (Devlin et al., 2019),
GPT-2 (Radford et al., 2019), XLNet (Yang et al.,
2019), or RoBERTa (Liu et al., 2020), have estab-
lished a qualitatively new level of baseline perfor-
mance for many widely used Natural Language Un-
derstanding (NLU) benchmarks, including the pop-
ular GLUE (Wang et al., 2018). Mager et al. (2020)
is the first approach that employs a pretrained
Transformer-based language model (GPT-2) for
AMR-to-text generation. Very recently, Harkous
et al. (2020) and Kale (2020) demonstrate state-of-
the-art results in different data-to-text benchmarks,
employing GPT-2 and T5 models respectively. Con-
current to our work, Radev et al. (2020) propose
DART, a large dataset for data-to-text generation,
and employ BART in the WebNLG dataset, aug-
menting the training data with DART and achieving
good performance in the out-of-domain setting.
3 Fine-tuning Pretrained Models
In this paper, we investigate two PLMs based
on the Transformer encoder-decoder architecture
(Vaswani et al., 2017): BART and T5. The main
differences between these two models are how they
are trained and the input corpora for pretraining.
Our main motivation for using BART and T5 is that
their encoder-decoder architectures are particularly
flexible and thus likely well-suited for conditioned
text generation tasks.
BART. BART (Lewis et al., 2020) is pretrained
as a text-to-text denoising autoencoder. In par-
ticular, in BART, ReLU activation functions are
replaced by GeLUs. The pretraining stage has two
phases. First, the input text is corrupted with an ar-
bitrary noising function, and, second, a text-to-text
model is learned in order to reconstruct the original
text. The model is pretrained on a combination of
books and Wikipedia data. In our experiments, we
evaluate the impact of the model capacity with two
versions: base with 140M parameters and large
with 400M parameters.
T5. The T5 (Raffel et al., 2019) model aims to
convert different problems into a text-to-text format.
T5 follows the original Transformer architecture
with a modification regarding the positional em-
beddings. Instead of using a fixed embedding for
each position, they employ a simplified form of
position embeddings where each embedding is sim-
ply a scalar that is added to the corresponding logit
used for computing the attention weights. T5 is pre-
trained on a clean up version of Common Crawls
web and demonstrated state-of-the-art performance
on datasets such as CNN/Daily Mail (Chen et al.,
2016) and SuperGLUE (Wang et al., 2019). We ex-
periment with T5 models with different capacities:
small with 60M, base with 220M, and large with
770M parameters.
Fine-tuning. In order to explore transfer learn-
ing with large PLMs for graph-to-text generation,
we train BART and T5 for some epochs on a super-
vised downstream dataset, in a process referred to
as fine-tuning. We also experiment with an interme-
diate pretraining step before the fine-tuning phase.
In this intermediate pretraining step, we train the
models with additional task-specific data, employ-
ing supervised and unsupervised approaches (see
Section 6). For T5, in the supervised setup, we
add a prefix “translate from Graph to Text:” before
the graph input. We add this prefix to imitate the
setup used during T5’s original pretraining, when
translating between different languages. The moti-
vation for adding this kind of prefix is that it could
help the model to identify the new task as a form of
translation and to better distinguish between graphs
and natural language texts.
4 Datasets
In this work, we evaluate text-to-text pretrained
models in three graph-to-text benchmarks: AMR17
(LDC2017T102), WebNLG (Gardent et al., 2017),
2Downloaded from https://amr.isi.edu/download.html.
Model BLEU METEOR chrF++ BS (F1) MS BT
Damonte and Cohen (2019) 23.30 - 50.40 - - -
Ribeiro et al. (2019) 27.87 33.21 - - - -
Zhu et al. (2019) 31.82 36.38 64.05 - - -
Guo et al. (2019) 27.60 - 57.30 - - -
Cai and Lam (2020) 29.80 35.10 59.40 - - -
Zhao et al. (2020b) 32.46 36.78 - - - -
Yao et al. (2020) 34.10 38.10 65.60 - - -
based on pretrained language models
Mager et al. (2020) 33.02 37.68 63.89 - - -
Harkous et al. (2020) 37.70 38.90 - - - -
BART-Base 36.43 36.95 64.24 94.15 54.55 45.64
BART-Large 43.72 41.27 71.27 95.59 62.92 55.01
T5-Small 39.15 38.98 66.39 94.64 58.64 48.37
T5-Base 43.37 40.43 69.22 95.12 60.87 50.75
T5-Large 43.18 40.10 66.79 95.20 61.01 52.28
Table 1: Results on AMR-to-text generation for the AMR17 test set. BS, MS and BT stands for BertScore,
MoverScore and BLEURT, respectively.
#train #dev #test
AGENDA 38,720 1,000 1,000
WebNLG 18,102 872 971
AMR17 36,521 1,368 1,371
Table 2: Data statistics.
and AGENDA (Koncel-Kedziorski et al., 2019).
Table 2 shows statistics for each dataset.
AMR17. The LDC2017T10 corpus contains in-
stances with a sentence annotated with its cor-
responding AMR graph. The AMR graphs are
processed and represented using PENMAN nota-
tion (see Figure 1) as it was shown to have better
performance compared to other processing tech-
niques (Mager et al., 2020). We use the preprocess-
ing script by Ribeiro et al. (2019) to linearize the
graph.
WebNLG. Each instance of WebNLG contains
a KG extracted from DBPedia3 (Auer et al., 2007)
in the form of triples and a target text, consisting
of one or multiple sentences, describing the graph.
The test set is divided into three partitions: seen,
which contains only DBPedia categories presented
in the train set; unseen, which covers categories
never seen during training; and all, which includes
categories from both seen and unseen sets. Simi-
larly to previous work (Harkous et al., 2020; Kale,
2020), we linearize the triples adding special to-
kens. In particular, we prepend the tokens 〈H〉,
3DBPedia is constructed extracting structured content from
Wikipedia.
〈R〉, and 〈T 〉 before the head entity, the relation
and tail entity of a triple, respectively.
AGENDA. This dataset is constructed from the
scientific AI domain. In particular, KGs are paired
with scientific abstracts extracted from proceedings
of 12 top AI conferences. Each sample contains
the paper title, a KG and the corresponding paper
abstract. A KG contains entities corresponding to
scientific terms, which are often multi-word expres-
sions, and the edges represent relations between
the entities. This dataset has loose alignments be-
tween the input graph and the corresponding text
as the graphs were automatically generated by em-
ploying an information extraction system (Koncel-
Kedziorski et al., 2019). The input for the models
is a text containing the title, a sequence of all KG
entities, and the linearized triples. The target text is
the paper abstract. We add special tokens into the
triples in the same way as for WebNLG. In contrast
to WebNLG, we had to list all entities given in the
input additionally to listing all the triples because
AGENDA contains a lot of instances with isolated
entities, i.e., entities that do not occur in any triple.
In WebNLG, this is never the case.
5 Experiments
We develop our experiments based on BART
and T5 pretrained models released by Wolf et al.
(2019). We use Adam optimization (Kingma and
Ba, 2015) as the optimizer with an initial learn-
ing rate of 3 × 10−5. We do not employ warm-
up in our learning rate schedule. For decoding,
BLEU METEOR chrF++
Model A S U A S U A S U
Melbourne 45.13 54.52 33.27 37.00 41.00 33.00 - - -
Trisedya et al. (2018) 37.10 54.00 29.20 31.00 37.00 28.00 - - -
Castro Ferreira et al. (2019) 51.68 56.35 38.92 32.00 41.00 21.00 - - -
Moryossef et al. (2019) 47.24 53.30 34.41 39.00 44.00 37.00 - - -
Schmitt et al. (2020) - 59.39 - - 42.83 - - 74.68 -
Ribeiro et al. (2020) - 63.69 - - 44.47 - - 76.66 -
Zhao et al. (2020a) 52.78 64.42 38.23 41.00 46.00 37.00 - - -
based on pretrained language models
Harkous et al. (2020) 52.90 - - 42.40 - - - - -
Kale (2020) 57.10 63.90 52.80 44.00 46.00 41.00 - - -
BART-Base 49.81 58.71 38.47 39.20 42.94 35.05 67.65 73.30 61.50
BART-Large 49.49 62.46 35.87 41.47 45.68 36.92 71.08 77.92 63.61
T5-Small 55.02 62.53 45.83 41.86 44.78 38.57 71.54 76.20 66.46
T5-Base 57.46 62.93 50.88 43.05 44.99 40.81 73.31 76.57 69.75
T5-Large 59.29 63.06 54.69 43.99 45.35 42.41 74.54 76.89 71.98
Table 3: Results on WebNLG test set. A, S and U stands for all, seen and unseen partitions of the WebNLG test
sets, respectively.
we use beam search with the beam sizes of 5, 3,
and 5 for AMR17, WebNLG, and AGENDA, re-
spectively. Following previous works, we eval-
uate the results using BLEU (Papineni et al.,
2002), METEOR (Denkowski and Lavie, 2014)
and CHRF++ (Popovic´, 2015) automatic met-
rics.4 We also evaluate the results using Mover-
Score (Zhao et al., 2019), BERTScore (Zhang et al.,
2020) and BLEURT (Sellam et al., 2020) metrics,
as they employ contextual embeddings to incorpo-
rate semantic knowledge. We report the test results
when the BLEU score on development set is opti-
mal.
5.1 Results on AMR-to-Text
Table 1 shows the results of our experiments and
several recent results reported on the AMR17 test
set. Note that we also report results from mod-
els that leverage PLMs. Mager et al. (2020) and
Harkous et al. (2020) employ the GPT-2 model
in their approaches. Note whereas GPT-2 is a
Transformer-based decoder, our approaches em-
ploy BART and T5 that follow a Transformer-based
encoder-decoder architecture. T5-Large achieves
a considerable improvement of 5.48 BLEU and
1.2 METEOR scores over the previous state-of-
the-art model that uses GPT2. BART achieves the
new state-of-the-art BLEU score of 43.72, 15.9%
4For BLEU, we use the multi-BLEU script from the
MOSES decoder suite (Koehn et al., 2007). For ME-
TEOR, we use the original meteor-1.5.jar script
(https://github.com/cmu-mtlab/meteor)
higher. Note that the semantic metrics follow simi-
lar trends.
5.2 Results on WebNLG
We compare the performance of our experiments
with many state-of-the-art results reported on this
dataset. Table 3 shows the results for the WebNLG
test set. Melbourne is one of the best competi-
tors in the WebNLG challenge. Moryossef et al.
(2019) and Castro Ferreira et al. (2019) develop
neural pipeline approaches with explicit interme-
diate steps in the generation process and achieve
strong performance in the unseen dataset. On the
other hand, fully end-to-end models (Ribeiro et al.,
2020; Schmitt et al., 2020) have strong perfor-
mance on seen dataset and usually perform poorly
in unseen data. A very recent model (Zhao et al.,
2020a) achieves the best performance in the seen
test set. However, this model leverages additional
information about the order that the triples are re-
alized into the target text. T5 achieves 59.29 and
54.69 BLEU points on all seen and unseen datasets.
Note that Kale (2020) also employ T5 in this
benchmark. In particular, in our T5 setup, we add a
prefix before the input graph (see section 3). BART
performs much worse than T5 on this dataset, with
around 10 BLEU points lower compared to T5 in
all seen partition.
5.3 Results on AGENDA
In Table 4 we show the results for the AGENDA
test set. We compare our approaches against sev-
Model BLEU METEOR chrF++ BS (F1) MS BT
Koncel-Kedziorski et al. (2019) 14.30 18.80 - - - -
An (2019) 15.10 19.50 - - - -
Schmitt et al. (2020) 17.33 21.43 44.53 - - -
Ribeiro et al. (2020) 18.01 22.23 46.37 - - -
BART-Base 22.01 23.54 48.02 89.36 34.33 -13.02
BART-Large 23.65 25.19 50.44 88.74 32.24 -10.93
T5-Small 20.22 21.62 44.91 88.56 30.25 -24.10
T5-Base 20.73 21.88 48.14 88.81 31.33 -21.03
T5-Large 22.15 23.73 48.14 89.60 35.23 -13.96
Table 4: Results on AGENDA test set. BS, MS and BT stands for BertScore, MoverScore and BLEURT, respec-
tively.
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Figure 2: Task-adaptive pretraining with additional
data. We experiment employing supervised and unsu-
pervised approaches.
eral recent results reported on this dataset. It is
worth mentioning that AGENDA graphs are in-
complete regarding the target text. In contrast to
WebNLG, this dataset is from scientific domain
and the KGs and texts are extracted from the AI
domain (Koncel-Kedziorski et al., 2019). The mod-
els also have strong performance on this dataset.
We believe that their capacity to generate fluent
text helps when generating paper abstracts, even
though they were not pretrained in the scientific do-
main. We note that an intermediate task-adaptive
pretraining can enable the models to achieve better
performance. Finally, note that BART has impres-
sive performance with its large variant achieving a
score of 23.65 BLEU points, 5.6 points higher than
the previous state of the art.
6 Task-adaptive Pretraining
Following recent previous work (Gururangan et al.,
2020), we would like to investigate whether lever-
aging additional task-specific data can further im-
prove the performance on graph-to-text generation.
Task-specific data refers to a smaller pretraining
corpus that is more task-relevant. In order to lever-
age the task-specific data, we add an intermediate
pretraining step between the original pretraining
and fine-tuning phases for graph-to-text generation.
Figure 2 shows the proposed training pipeline strat-
egy.
More precisely, we first continue pretraining
BART and T5 using an unsupervised or supervised
training. In the supervised approach, we use pairs
of graphs and corresponding texts collected from
the same or similar domain as the target task. In
the unsupervised approach, we follow BART and
T5 pretraining strategies, corrupting the target text.
Note that we do not use the graphs in the unsuper-
vised pretraining, but only the target text of our
task-specific data collections. In particular, we
randomly mask text spans, replacing 15% of the
tokens.5 Finally, we fine-tune the models using the
original training set.
We employ this strategy for two graph domains:
meaning representations (AMR17) and scientific
data (AGENDA), in which we collected additional
task-specific data.
AMR Silver Data. In order to generate addi-
tional data for AMR, we sample 200K Gigaword6
sentences and use JAMR7 (Flanigan et al., 2016)
to parse them into AMR graphs. Note that the
newswire data in Gigaword is also one of the data
sources in the AMR17 benchmark. We use the
200K silver graphs to pretrain the models in a su-
pervised way before fine-tuning them on gold AMR
graphs. For the unsupervised pretraining, we only
use the sentences.
Semantic Scholar AI Data. We collect titles and
abstracts of around 190K scientific papers from the
5Please, refer to Lewis et al. (2020) and Raffel et al. (2019)
for details about the unsupervised pretraining strategies.
6https://catalog.ldc.upenn.edu/LDC2003T05.
7https://github.com/jflanigan/jamr.
Title Abstract KG
Vocab 48K 173K 113K
Tokens 2.1M 31.7M 9.6M
Entities - - 3.7M
Avg Length 11.1 167.1 -
Avg #Nodes - - 19.9
Avg #Edges - - 9.4
Table 5: Statistics for KGAIA. Averages are computed
per instance.
AMR17
Model BLEU METEOR chrF++
BART 43.72 41.27 71.27
BART-TSU 43.94 41.15 71.14
BART-TSS 45.54 42.50 72.78
T5 43.18 40.10 66.79
T5-TSU 45.91 41.82 71.19
T5-TSS 48.85 43.12 73.10
AGENDA
Model BLEU METEOR chrF++
BART 23.65 25.19 50.44
BART-TSU 25.30 25.54 51.33
BART-TSS 25.66 25.74 51.63
T5 22.15 23.73 48.14
T5-TSU 22.92 24.40 49.37
T5-TSS 23.69 24.92 50.27
Table 6: Impact of additional task-adaptive pretrain-
ing of BART-Large and T5-Large on AMR17 and
AGENDA datasets. TSU and TSS refer to unsuper-
vised and supervised pretraining on the additional task-
specific data.
Semantic Scholar (Ammar et al., 2018) taken from
the proceedings of 36 top Computer Science/AI
conferences. We construct KGs from the paper ab-
stracts employing DyGIE++ (Wadden et al., 2019),
an automatic information extraction system. Note
that the AGENDA dataset was constructed using
the SciIE system (Luan et al., 2018), which also
extracts KGs from AI scientific papers. However,
in our new dataset, the domain is broader as we
collected data from 36 conferences compared to 12
from AGENDA. Furthermore, to prevent data leak-
age, all AGENDA samples used for performance
evaluation are removed from the dataset. We will
call this dataset KGAIA (KGs from AI Abstracts).
Table 5 shows the dataset statistics.
6.1 Results
Table 6 compares the models’ performance with
either no additional pretraining, with additional un-
Pretrained on Evaluated on BLEU
None AGENDA 22.01
KGAIA AGENDA 23.48
WebNLG AGENDA 21.98
None WebNLG-Seen 58.71
KGAIA WebNLG-Seen 63.20
AGENDA WebNLG-Seen 61.25
Table 7: Impact of cross-domain supervised pretraining
for BART-Base on KG-to-text generation.
supervised pretraining solely on the target texts
of the respective in-domain corpus (TSU), and
with additional task-adaptive supervised pretrain-
ing (TSS), before being fine-tuned on the respective
train sets. Unsupervised pretraining helps less than
supervised pretraining but also brings gains in most
cases. This suggests that the performance increases
after additional supervised pretraining do not only
come from seeing more task-specific target texts
but that the models learn how to handle graphs and
the graph-to-text correspondence. Also note that
we use the same number of datapoints for unsuper-
vised and supervised experiments. It is probable
that unsupervised pretraining on larger amounts of
in-domain data would improve the models even
more.
AMR17. When fine-tuned directly after the orig-
inal pretraining, BART has better performance than
T5. However, when pretraining on the task-specific
data, T5 outperforms BART by 3.3 BLEU points,
achieving 48.85 BLEU points, the new state of the
art for the AMR-to-text generation.
AGENDA. BART benefits more from the task-
adaptive pretraining, achieving the new state of the
art of 25.66 BLEU points, a gain of 2 BLEU points.
The improvements from task-adaptive pretraining
are not as large as in the AMR dataset. We believe
that this is due to the fact that the input graphs do
not completely cover the target text, making this
dataset more challenging.
6.2 Cross-domain Pretraining
We also investigate how cross-domain pretraining
affects the performance after fine-tuning. Table 7
shows the results executed using BART. While the
target texts in KGAIA and AGENDA share the
domain of scientific abstracts, texts in WebNLG
are more general. The graphs in all three datasets
are KGs, but WebNLG graphs do not share any
relations with the other KGs. Nevertheless, super-
T/F Input Fact order shuf
(1) F · Ohio · is Part Of · Cleveland Ohio is part of Cleveland. Cleveland is part of Ohio.
(2) F · United States · is Part Of · Amarillo, Texas Amarillo, Texas is part of Amarillo, Texas is part of
the United States. the United States.
(3) F · Leinster · is Part Of · Dublin Leinster is part of Dublin. Leinster is part of Dublin.
(4) F · Rome · capital · Italy Romes capital is Italy. Rome is the capital of Italy.
(5) T · Italy · capital · Rome Italys capital is Rome. Rome is the capital of Italy.
(6) F · rome · capital · italy The capital of rome is italy. Italy is the capital of rome.
(7) T · italy · capital · rome Italys capital is rome. Italys capital is rome.
Table 8: Example generations from corrupted (F) and true (T) WebNLG dev set facts by T5-Small models fine-
tuned on correctly ordered nodes (order) and randomly shuffled nodes (shuf) from the WebNLG training set. ·
denotes the separator tag.
vised pretraining increases the performance in the
cross-domain setting in most of the cases. Only
pretraining on the smaller WebNLG does not help
for the larger AGENDA.
In general, the experiments suggest that explor-
ing additional pretraining for graph-to-text gener-
ation tasks can improve the models’ performance
even if the data do not come from the same do-
main. Therefore, we hope that our newly collected
datasets will be valuable for future work on graph-
to-text generation.
7 Graph Structure and Pretrained
Models
7.1 Bag of Entities and Relations
To further examine to what extent the graph struc-
ture is used by the pretrained models, we conduct
additional experiments where the graph structure
is only encoded by the order of node labels, i.e.,
we remove parentheses in AMRs and replace 〈H〉,
〈R〉, and 〈T 〉 tags by neutral separators for KGs.
In this way, the graph structure is completely ob-
scured if we shuffle the node labels. In particular,
we investigate two model variants: a T5 model
finetuned on ordered nodes, and another one fine-
tuned on shuffled nodes. In Table 9, we compare
the effects on the performance of the T5 models
when the graph structure is lost during training or
evaluation.
We observe that the AMR-to-text performance
drops significantly when the graph structure is miss-
ing. KG-to-text performance, however, does not
decrease much, indicating that most of the PLMs’
success in this task stems from their language mod-
eling rather than their graph encoding capabilities.
It has recently been argued that large PLMs ac-
quire a certain amount of world knowledge during
pretraining (Petroni et al., 2019). We hypothesize
AMR17
Train Eval BLEU METEOR chrF++
order order 36.83 38.17 65.57
shuf order 17.02 27.79 51.00
order shuf 05.18 19.63 39.97
shuf shuf 15.56 27.23 50.20
WebNLG-Seen
Train Eval BLEU METEOR chrF++
order order 63.41 44.98 76.56
shuf order 61.54 44.19 75.55
order shuf 54.08 40.63 70.77
shuf shuf 61.07 44.26 75.58
AGENDA
Train Eval BLEU METEOR chrF++
order order 19.86 21.73 44.90
shuf order 19.03 21.40 44.31
order shuf 19.04 21.53 44.60
shuf shuf 19.08 21.49 44.37
Table 9: Impact of using a bag of entities and relations
(shuf) as input for training or evaluation on AMR17,
WebNLG-Seen, and AGENDA datasets. T5-Small was
used for this experiment.
that this knowledge makes it easier to recover KG
facts based on a set of entities and relations than
reconstructing a corrupted AMR.
7.2 Qualitative Analysis
To further test our hypothesis that pretrained mod-
els make use of their world knowledge during KG-
to-text generation, we take example facts from the
WebNLG dev set, corrupt them, and feed them
to the two T5 models introduced in the previous
section. Table 8 shows the generations.
Note that the model trained on correctly ordered
nodes inside the triples has learned a bit more to
rely on the input graph structure. The false fact
in example (1) is reliably transferred to the text by
order but not by shuf, which silently corrects it. But
even order is not completely free from its world
knowledge bias, as illustrated in example (2) where
both models refuse to generate an incorrect fact.
This indicates that world knowledge is a strong
guide during text generation even for models that
were fine-tuned with the graph structure clearly
marked. Interestingly, neither model corrects the
wrong input in (3). The fact that Leinster is a region
in Ireland and not, e.g., a neighborhood of the city
Dublin is probably unknown to T5. It seems that T5
falls back to the order of words in the input in such a
case. Examples (4)–(7) also illustrate this behavior
nicely. While the well-known entities “Rome” and
“Italy” produce a similar behavior as “Ohio” and
“Cleveland”, i.e., order complies with generating
a false statement and shuf rather follows its world
knowledge, lowercasing the entity names changes
that. In case of the unknown entities “rome” and
“italy”, both models fall back to the order of the
input to produce their texts.
8 Conclusion
We have studied the problem of generating text
from graphs, employing two PLMs: BART and
T5. Interestingly, these models achieve state-of-the-
art results on different graph-to-text benchmarks,
even though they do not explicitly encode the
graph structure. Second, we demonstrate that task-
adaptive pretraining improves the performance of
PLMs for graph-to-text generation. Third, we ex-
amine to what extent the graph structure is con-
sidered for the text generation process, and our
experiments suggest that prior world knowledge
is a strong guide for these models. Future work
should explore ways to inject the graph structure
more intimately into large PLMs, thus possibly
both leveraging their strong language modeling ca-
pabilities and keeping the output more faithful to
the input.
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