In the attempt to reduce migration pressure, since 1995, the European Union has been planning to establish a free trade area with developing countries bordering the Mediterranean Sea. The process is still ongoing. Our paper tests whether it is likely to be an effective policy. We estimate a gravitational model of bilateral migrations on bilateral exports from the Mediterranean Third Countries (South) to the European Union (North) over the period 1970-2000, using different specifications. We find, in line with most of the literature, a significantly positive correlation (called "complementarity") between exports and migrations from the South to the North. Then we go one step further, trying to solve the potential endogeneity problem using average trade tariffs and bilateral exchange rate volatility as instruments for trade. Based on the OLS as well as the 2SLS results, liberalizing trade in the area of the Euro-Mediterranean partnership does not seem to be an effective policy to mitigate the migration flows, at least in the short run.
The relationship between international trade and migration has been long debated, especially for its policy implications.
The use of trade policy to deal with the migration problem has been considered by both the European Union and the United States policy-makers. Their view is that opening their markets to exports from countries in the South reduces the pressure to migrate. In particular, Presidents Carlos Salinas and George H. W.
Bush argued that the North American Free Trade Agreement (NAFTA) would have helped Mexico to export more goods and less people, while EU countries hope, more or less explicitly, that migration flows from the South Mediterranean shore to the North will decrease as a consequence of the beneficial impact of trade liberalisation on employment and living standards in the sending countries (Garson, 1998) . These statements are based on the view that trade liberalization would have increased the level of exports from the Southern countries increasing labour demand and wages in the same countries, therefore decreasing migration from these countries.
Zimmermann (1995) suggests that stagnating and aging populations like those of the European Union tend to attract migrants, while young and large populations, like those of North Africa, tend to be more prone to move. In Figure 5 (in the appendix) we plot the population trends in each of the European country that we consider in our analysis. The population growth has been very low, on average 14%, between 1970 and 2010. Since we use official data on migration and do not have information on the illegal migrants, such numbers represent lower bounds. All the Third Mediterranean Countries (TMCs) show larger increasing trends in population 6 (in the appendix). With a few exceptions, migration flows are also trending up-wards.
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This evidence suggests that migrations to Europe will keep on being a major concern in the next few decades. For this reason the EU has shown an increasing interest in the Mediterranean region and has tried to create an interregional framework of cooperation that could contribute to prevent the Mediterranean to be a conflicting frontier. In 1995 the European Union signed the Barcelona Declaration that is the founding act of a partnership between the European Union and twelve countries in the Southern Mediterranean (now re-launched with the Union for the Mediterranean) to help the economic development of the Third Mediterranean Countries, especially through trade liberalization, in an attempt to reduce migratory flows from such areas. This paper is going to test whether this policy is likely to be effective in reducing migrations in the short-run. We use bilateral exports and migration flows from the 12 South Mediterranean countries (Morocco, Algeria, Tunisia, Egypt, Israel, Jordan, Palestinian Territories, Lebanon, Syria, Turkey, Cyprus and Malta) to the 15 European Union ones (Belgium, Denmark, Germany, Greece, Spain, France, Ireland, Italy, Luxembourg, Netherlands, Austria, Portugal, Finland, Sweden, United Kingdom) that signed the Euro-Mediterranean partnership over the period 1970 -2000 in the appendix). In our paper we refer to the EU countries as "North", while to the others as "South".
Quite surprisingly there are no studies that consider the relationship between trade 1 The reasons for these exceptions (Algeria, Libya and Malta) are different. In 1973 the Algerian government, after the large migration wave to France in previous decades, and thanks to its natural resources (oil and gas), decided to prohibit out-migration, which was considered a form of postcolonialism. For the next three decades migration was just driven by French family reunification schemes (Di Bartolomeo et al., 2010) . Libya has recorded more immigration than emigration flows, thanks, again, to its natural resources and the lack of internal labour supply, that attracted people from Arab countries (Di Bartolomeo et al., 2011) . Malta experienced a terrific emigration from 1945 to 1979 due to over-population and unemployment, while in the following decades became a country of destination of migration flows (Plowman, 2010). and migration looking at all the countries of the Euro-Mediterranean partnership, which represents the EU's first comprehensive policy for the region and one of its most ambitious and innovative foreign policy initiatives.
Furthermore, the empirical studies on this topic, that we are going to mention later in the literature review, disregard the potential reverse causality between trade and migrations. We go further trying to identify the causal effect of trade on migration.
To this aim we use an instrumental variable approach exploiting information on factors that are likely to influence the relationship between Southern exporting firms and Northern importing firms without directly influencing migration. These factors are the trade tariffs in the destination countries and the exchange rate volatility between pairs of exporting and importing countries.
As a first preliminary evidence of the relationship between trade and migration, Figure 1 shows that over the 1970 to 2000 period the correlation between the logmigration (over population) and log-export (over GDP) from the Southern Mediterranean countries to the EU is undoubtedly positive. But in this figure we are not controlling for several confounding factors, observable and unobservable ones, that might bias the results towards finding a positive elasticity. For example, Southern Mediterranean countries that are closer to Europe might, because of that, export more and have more migrants. This means that it is certainly important to control for the distance between countries to partial out the effect of trade on migration.
All the OLS results show an elasticity between trade and migration of around 40%.
When using average trade tariffs and bilateral exchange rate volatility as instruments for trade the results of the instrumental variable are larger, but we cannot reject the hypothesis that they are the same. Trade does not reduce migration, at least in the short run. The paper is structured as follows: in section 2 we present the literature review, in section 3 the empirical strategy, while we show and discuss the results in section 4. In section 5 we identify the causality using an instrumental variable approach to cope with the potential endogeneity problem and to measure the effect of trade on migration. Section 6 is devoted to some robustness checks.
Finally section 7 presents the conclusions and the policy implications.
Literature Review
Most of the research on trade and migration focuses on investigating the relationship of complementarity or substitutability between trade and factor movements (capital and labour). This relationship has been widely studied at a theoretical level, while the empirical evidence is rather scarce.
Traditional theory suggests that both should be substitutes. Mundell (1957) used the Heckscher-Ohlin model to demonstrate that trade and factor movement are substitutes: countries can either export labour-intensive goods or have their labour migrate to produce them in the destination country. Similarly, Layard (1992) claims that the substantial migration pressure from the East and South can be reduced by exporting capital, and liberalizing trade.
Modern trade theory and extensions of traditional models show that the relationship can also be of complementarity. Several theoretical papers (Markusen, 1983 , Wong, 1983 ) perturb some of the assumptions underlying the Heckscher-Ohlin model (e.g. different technologies or scale effects in production), and trade and migration become complements. The idea is that with migration labour can move where it is most productive and increase output and exports. Lopez and Schiff (1998) demonstrates that complementarity is more likely the higher the migration costs, the tighter the credit constraints of migrants, and the lower the skills and income of potential migrants. It means that opening markets in the North is more likely to slow down migration from Eastern Europe to the EU than from Africa to the EU, or from Latin America to the U.S. Furthermore, free trade may worsen the skill composition of migration from Africa to the EU and from Latin America to the U.S.
The empirical papers on this subject are quite recent and mainly based on studies which consider trade and migration flows between a single country and the rest of Cointegration analysis shows that migration and trade are complements for these two countries. But many other countries signed the Mediterranean agreements. We are going to use data on all of them. Collins et al. (1997) try to use a more flexible approach to highlight for which economies of the "Atlantic community" (plus Australia) between 1870 and 1940 factor mobility and international trade have been complements or substitutes. They find that they were rarely substitutes and often complements. Acevedo and Espenshade (1992) and Martin (1993) show that in the shortto-medium period NAFTA is likely to increase migrations from Mexico to the United States, but that narrowing the wide economic differentials between the two countries could substantially reduce the migratory flow. Martin (1993) In line with Lopez and Schiff (1998) 's theoretical predictions they find no evidence of decreasing flows of illegal migrants between Mexico and the US when bilateral trade increases (with the creation of NAFTA). Bettin and Lo Turco (2010) look at the relationship between trade and migration in a North-South framework using OECD countries. They use a specific measure of imports and exports: primary and final goods and labour and capital intensive goods. They find that bilateral trade in differentiated goods is positively affected by the stock of immigrants from the South in developed countries; the effect is larger for exports than for imports. Girma and Yu (2002) find that immigration in the United Kingdom from non-Commonwealth countries has a significant and positive impact on UK exports, while there is no effect when they consider Commonwealth countries. As for UK imports, they find a relationship of complementarity with UK immigration from the non-Commonwealth countries, and a relationship of substitutability from the Commonwealth countries.
Faini and Venturini (2010) use a sample of Southern European countries that included Greece, Portugal, Spain, and Turkey and estimate two different effects of GDP growth (for example due to an increase in exports) on the propensity to migrate, that depends on the level of income of the potential sending countries. In relatively poor sending countries, an increase in GDP has a positive impact on the decision to migrate even after controlling for the income differential with the receiving country, because the financial constraint of the poorest become less binding.
Their results suggest that the pressure to migrate from Northern African countries and other developing countries may increase with further growth. In the second sce-nario, when the sending country is relatively better off (they estimate°4,300 in 1985 prices as a threshold), an increase in income may decrease the migratory pressure.
Overall most studies on "South-North" migration and trade find these to be complements. The problem of all these papers is that they look at simple correlations and not at causal effects. As mentioned by Gen et al. (2011) , just a few papers try to tackle the problem of endogeneity, focussing on the effect of migration on trade, rather than on the effect of trade on migration. Furthermore the identification strategy of these papers is not very convincing, as they use the lags of migration as a instrument for migration under the assumption that past migrant flows are based on historical networks and 'well-trodden paths' rather than current economic conditions. This instrument would not be valid if current trade depends also on past migrations, violating the assumption of orthogonality between the instrument and the error term. To the best of our knowledge there are no papers that try to identify the causal effect of trade on migration. This is exactly the aim of our study.
3 The empirical strategy
The gravity model
In our paper we adopt the most popular model used to explain international migration patterns: the gravity model, first introduced by Tinbergen (1962) The theory has been long recognized for its empirical success in explaining different types of flows in economics, such as migration, commuting, shopping trips, tourism, and trade. Furthermore the gravity model has a rather high explanatory power, which makes it an attractive specification to test the marginal influence of additional explanatory variables, such as language similarity, colonial ties, exchange rates, contiguity and trade agreements (Gen et al., 2011) . The amount of migration between two countries is likely to increase in the economic size of the countries (measured by their GDP) and decreasing in the cost of transportation between them (measured by geographical distance).
We use a log-linear gravity model of migrations and the empirical specification is the following:
where the subscript i and j represent, respectively, each of the 12 Southern and 15 Northern countries that signed the Euro-Mediterranean partnership, t are the years 1970, 1980, 1990 and 2000 , M measures migrations from the Southern Mediterranean Countries, P GDP is the Purchasing Power Parity (PPP) converted GDP, P OP is the population, D is the bilateral geographic distance, E is the bilateral export flow from Southern Mediterranean countries to 15-EU, EXR is the bilateral exchange rate (importing country currency divided by exporting country currency, normalized to be 1 in 1970), C is a dummy for ex-colony, Y is the year, α are country fixed effects (FEs) of country of origin and/or destination that capture all the unobserved, time-constant factors that affect migrations, γ i *Y t and γ j *Y t are country (respectively of origin and of destination) specific trends. Finally, ε are the idiosyncratic errors.
We are interested in the coefficient of the trade exports variable E, that is β 6 .
If it is statistically significant and positive, it means that migration and export are complements; while if it is statistically significant and negative, it means that they are substitutes. Table 1 shows the descriptive statistics, with two different samples: the full sample used in the OLS and the sample used in the IV strategy. The data sources are reported in the appendix. Given that adding country and time fixed effects may be quite data demanding, in Table 2 we show how much variability, both unconditional and conditional (adding all the regressors that we will use in the empirical estimation) is captured by combinations of such effects (1 minus the R-squared measures how much variation is left in the data). Each entry in the table represents a different linear regression. The first row, for example, shows that a linear time trend captures 7% of the variation of our dependant variable, log Migration. This number is only slightly lower than what is captured using year effects (column 2). The same is true for log Export in the second row of the table, especially when one conditions on all the other regressors. The only variable that preserves more variation conditional on a linear trend than on year fixed effects is one of our instruments, namely, the log Bilateral exchange rate volatility. In this case, year fixed effects capture ten times more variability than the linear trend in the unconditional setting and one time more variability in the conditional one (see columns 1 and 2 of table 2). Thus, in order to preserve the strenght of our instrument we are going to use linear trends when using the instruments and, for coherence, also in the OLS specifications.
3 Adding country fixed effects and their interaction with a linear time trend captures a large degree of variation for all the variables.
Country FEs capture the countries unobserved heterogeneity. In other words they reflect all factors of the sending or receiving country that influence the decision to migrate but do not change over time, such as institutions, culture, and attitudes toward immigration that vary considerably across countries, but very slowly within countries over time (Ortega and Peri, 2012) . Together with country specific trends (in particular for the country of origin) they also capture the potential "multilateral resistance" (see Anderson and Van Wincoop (2003) with respect to bilateral trade flows and Peri (2012, 2013) with respect to bilateral migration flows)
or, in other words, the influence that possible destinations exert on the decision to migrate to a given destination. Bertoli and Fernández-Huertas Moraga (2013) use the Common Correlated Effects estimator proposed by Pesaran (2006) to tackle the issue of multilateral resistance to migration, but argue that, to be applied, it requires a long panel and that, in case of a short panel, the methodology proposed by Peri (2012, 2013 ) might be used instead. Since we have a short panel we are going to use their approach. Given the variability of our data, we can control for "multilateral resistance" when using OLS, while when using the 2SLS strategy, the country fixed effects weaken the IV too much. Yet, later we will show that there is little evidence of multilateral resistance and that the OLS and IV estimates are quite close to each other (indeed we cannot reject the two to be the same). Finally, when using the interaction of the country of origin and country of destination fixed effects (see column 7 of table 2) too little variability is left to be explained. To solve the problem of heteroskedasticity due to intragroup correlations we cluster the standard errors at the country of destination and origin level in all our estimates. Table 3 shows our estimates of the gravitational equation using alternative specifications with and without fixed effects. Column 1 shows that controlling for distance, origin and destination GDP, origin and destination population, a linear function of year, the bilateral exchange rate (normalized to be 1 in 1970), and to be an ex-colony of the destination country reduces the elasticity of migration with respect to trade from almost 80 percent we had in Figure 1 Trade and migration appear to be complements (they move in same direction), but the positive correlation may be driven by reverse causality or by an omitted variable and we cannot infer any causal relationship.
As for the other regressors, the most important determinants of migration to the EU countries are distance and the population of the country of origin (see Karemera et al., 2000) . The coefficient on distance is significant with the expected negative sign, because it affects the cost of migration. The estimated elasticity is close to -1. Population has always a positive sign for the country of origin and a negative one for those of destination. Such negative sign is capturing that what matters for migration decisions is GDP per capita and not total GDP. The coefficients on the two GDPs are significant in more than half of the specifications: with a negative sign for the country of origin and a positive sign for the country of destination. This is again in the direction that we expected, because people tend to migrate from poorer (South Mediterranean shore) to richer countries (EU), where income opportunities are higher (see Mayda, 2010) . The bilateral exchange rates (normalized to 1970) are negative in all the specifications, but significant in 3 of them. The reason might be that people decide to migrate to countries where the exchange rate with their country of origin is low, because the remittance receipts are larger and, in case of temporary migrations, they can accumulate savings (Yang, 2008) . Time is significant (and negative) just for the baseline gravity equation.
Past colonial relationship positively affects the migration flows in all the specifications we use. South-North migration is positively correlated to South-North exports.
Causality
Fixed effect specifications may not be able to capture time varying unobserved heterogeneity, and thus be unable to identify the causal mechanism between trade and migration. As we mentioned before the correlation between the two variables might due to an omitted variable we do not control for or to reverse causality: migrations may increase trade. To address the endogeneity problem we adopt a Two Stage Least Square (2SLS) approach, that uses two different instruments for trade flows, which are plausibly exogenous with respect to migration: average trade tariffs and bilateral exchange rate volatility.
Trade tariffs are all levies collected on goods that are entering the country or services delivered by nonresidents to residents. They include levies imposed for revenue or protection purposes and determined on a specific or ad valorem basis as long as they are restricted to imported goods or services. In other words these taxes increase the cost of imported goods, giving an advantage to the domestic producers. We first collected data on tax revenues on customs and other import duties over GDP and then data on total imports at country level for all the 15-EU countries. In this way we calculate the percentage of taxation applied to imports for each country
(from now on we will refer to it as to tariff or trade tariff ). We are going to show that tariffs predict trade flows, but are they also a valid instrument, meaning that migration does not depend on tariff other than trough trade? The way tariffs are measured in this paper make them not only depend on bilateral trade agreements and international agreements but also on the cost of custom operations. The identification assumption of this paper is that such an aggregate measure of tariffs does not depend on migratory flows. In other words, we assume that governments set overall trade tariffs to influence trade and not migration flows. Suppose EU countries set bilateral tariffs to influence trade but also migration. In such case one would like to use the part of tariffs that is set to influence overall trade and not migration from a specific country as an instrument. A potential measure for such part would be the tariffs versus all the non-Third Mediterranean countries. Unfortunately data bilateral tariffs are not available back in time, but since we are using an imports-weighted aggregate measure of tariffs, such aggregate is going to be very similar to the measure that excludes these countries as long as imports from Third
Mediterranean Countries are small with respect to all the other imports. Indeed, their exports to EU countries represent between 0.04 percent (Portugal) and 0.23 percent (Italy) of total imports to these countries. Table 4 shows the trade tariffs of the EU countries in the years 1970, 1980, 1990 and 1997 . We use 1997 because it's the first year going back from the 2000 with a complete and coherent measurement for the countries we look at. Note that there is a decreasing trend for tariffs from 1970 to 1997 for all the EU countries. The most dramatic variation is from 1970 to 1980 (on average -72%). This is not surprising because during the oil and financial crises of the 1970s protectionism was widespread in world trade. In Figure   2 we plot tariffs of European countries (the instrument) against their imports from Third Mediterranean partners (the instrumented variable) after conditioning on all the regressors used later in the main specification (Column 1 of Table 3 ). There is clearly a negative correlation between the two variables. The coefficient in a simple bivariate regression is equal to 0.48.
As a second instrumental variable we use the bilateral exchange rate volatility. There is consistent evidence in the literature that exchange rate volatility negatively affects bilateral trade (Byrne et al., 2008 , Chowdhury, 1993 , Dell'Ariccia, 1998 , Pozo, 1992 ). The argument is that by increasing uncertainty and risk, if hedging is impossible or costly, risk-averse agents are discouraged to engage in trade, especially since trade relations between exporting and importing firms are bound to persist over time. Expectations of future volatility are based on past trends and for this reason we consider a period of 10 years. We normalize the annual bilateral exchange rates over a 10-year period to the exchange rate of the first year of each decennial period (1970, 1980, 1990, 2000) and then calculate the variance. In figure 3 we plot exports against exchange rate volatility after conditioning on all the other regressors used later in the main specification (Column 1 of Table 3 ). There is a clear negative correlation between the two variables. While there is no empirical evidence that tariffs are set in order to control migration and that the second moment of exchange rates determines migratory flows (for example none of the papers that we are aware of control for the second moment of exchange rate when explaining migratory flows), having two instruments allows us to perform an overidentification test. Even if nobody has ever made this point before, one might argue that immigrants might choose the country of destination taking the variability of the exchange rate into consideration in order to smooth potential future remittances and that the average trade tariffs are set taking bilateral migratory flows into account. If this was the case, the fact that we cannot reject the overidentification test means that the biases introduced by the two instruments would have to be the same, which is arguably unlikely. The results from the first stage are shown in Table 5 . Table 6 shows the results of the IV (2SLS) estimation using both the bilateral exchange rate volatility and average trade tariffs as instruments. The first stage F-statistic is equal to 19.251, which is above the rule of thumb value of 10 indicated by the literature on weak instruments (Bound et al., 1995, Stock and Yogo, 2002) . Then we use the J-statistic to test the exogeneity and we find a p-value equal to 0.674.
Finally, we use the Hausman t statistic to compare OLS and 2SLS estimates of the coefficient on exports finding no evidence of endogeneity (the p-value is equal to 0.43). The results that we find with the 2SLS are in line with those of the OLS.
In particular the coefficient of interest, that on exports, is significant and positive.
Note that in the IV there is no variation left after controlling for the FEs (see table   2 ), but adding those FEs change the OLS estimates very little, suggesting that the bias is small and is likely to be small for the IV as well. Moreover, as already pointed out, the estimate based on the IV specification is not statistically different from the model that assumes that trade is exogenous to migration. To conclude, exports, at least in the short run, do not seem to mitigate the migration pressure, but to encourage it.
In this section we perform different robustness checks to be sure that our results are not biased by the particular specification we used. First of all we run the regressions using a Poisson estimator, as suggested by Silva and Tenreyro (2006): under heteroskedasticity, the parameters of log-linearized models estimated by OLS lead to biased estimates of the true elasticities. We find a positive and significant semi-elasticity of 1.297 on the coefficient export. As a second robustness check, we introduce as a regressor in the OLS the sum of all exports from a given Third
Mediterranean Country i to all European Union countries excluding country j, allowing for an indirect effect on migrations towards the European country j. We find a higher coefficient compared to that of the baseline specification of the OLS, equal to 0.526 on the variable export.
One could argue that since we are controlling for GDP of the country of origin, the elasticity is bound to be positive. Migration flows might decrease when countries export more and become richer, but controlling for country of origin GDP we are shutting off such a channel. This is the reason why in the third robustness we subtract exports from GDP. In this way an increase in export determines a one to one increase in GDP. Doing so barely changes the results. An alternative way to completely get rid of GDP is not to control for country of origin GDP. The coefficient on the variable export is the same as in the main specification.
Another objection could be related to the inclusion of Israel and Malta among the Southern countries. Indeed their economic conditions are very similar to those of the EU countries. For this reason we run the regressions without Malta and Israel and we find very similar results. As shown in table 7 in all of these robustness checks we find a positive and significant relationship between trade and migration. All these results are in line with those of the main analysis.
Conclusions
In 1995 European Union policymakers decided to establish a free trade area in the region of the Euro-Mediterranean partnership hoping that such policy would increase trade (in particular exports from the TMCs) and that, in turn, trade would lead to a reduction in migration. The process is still ongoing. Policy makers assumed that trade has a negative effect on migrations. In our paper we find, looking at the period , that the effect is the opposite: exports increase migration.
Such a conclusion is reached not just looking at simple correlations between trade and migration, but trying to solve the potential endogeneity problem using an instrumental variable approach. In particular we adopt a 2SLS approach that use average trade tariffs and bilateral exchange rate volatility as instruments for trade flows. We find that increasing trade is likely to increase the number of migrants from Southern Mediterranean to the European Union. These results might be driven by the creation of links between the countries involved in trade: migrants need these links to enter the receiving country. For example Italy sets immigration quotas that can only be filled by migrants with a job offer in Italy. We just conclude saying that EU policymakers should not consider free trade as a valid policy to decrease migrations from the Third Mediterranean countries to Europe, at least in the short run. Due to data limitations it is impossible to analyze whether such patterns can be reversed in the long-run, when Southern countries will have converged to the economic development of Northern ones (see Faini and Venturini, 2010) . Notes: The table shows how much variability, both unconditional and conditional (adding all the regressors that we will use in the empirical estimation) is captured by the fixed effects or, substracting the R-squared to 1, how much variation is left to be explained in the data. In Column 1 we use the linear trend, while in Column 2 we use year fixed effects. In all the other columns we use linear time trends and we add different fixed effects. In Column 3 we include origin fixed effects, while in Column 4 we include country of destination fixed effects. In Column 5 we include both origin and destination fixed effect. In Column 6 we use both origin-year and destination-year fixed effects. In Column 7 we use origin-destination fixed effect. Finally, Column 8 includes origin-destination, origin-year and destination-year fixed effects. Notes: We perform five different robustness checks. In the first one we run the regressions using a Poisson estimator. The population in the country of origin measures the exposure. In the second one we introduce as a regressor in the OLS the sum of all exports from a given Third Mediterranean Countriy i to all European Union countries excluding country j, allowing for an indirect effect on migrations towards the European country j. In the third one we use GDP-exports of the country of origin instead of GDP. In the fourth one we don't control for GDP of the country of origin. In the fifth one we exclude Israel and Malta from the analysis. Notes: We focus on these countries, but we include Libya and we exclude the Palestinian Authority. 6 1970 1980 1990 2000 2010 1970 1980 1990 2000 2010 1970 1980 1990 2000 2010 1970 1980 1990 
