Kernel methods provide a principled framework in which to represent many types of data, including vectors, strings, trees and graphs. As such, these methods are useful for drawing inferences about biological phenomena. We describe a method for combining multiple kernel representations in an optimal fashion, by formulating the problem as a convex optimization problem that can be solved using semidefinite programming techniques. The method is applied to the problem of predicting yeast protein functional classifications using a support vector machine (SVM) trained on five types of data. For this problem, the new method performs better than a previously-described Markov random field method, and better than the SVM trained on any single type of data.
Introduction
Much research in computational biology involves drawing statistically sound inferences from collections of data. For example, the function of an unannotated protein sequence can be predicted based on an observed similarity between that protein sequence and the sequence of a protein of known function. Related methodologies involve inferring related functions of two proteins if they occur in fused form in some other organism, if they co-occur in multiple Online supplement at noble.gs.washington.edu/yeast. species, if their corresponding mRNAs share similar expression patterns, or if the proteins interact with one another.
It seems natural that, while all such data sets contain important pieces of information about each gene or protein, the comparison and fusion of these data should produce a much more sophisticated picture of the relations among proteins, and a more detailed representation of each protein. This fused representation can then be exploited by machine learning algorithms. Combining information from different sources contributes to forming a complete picture of the relations between the different components of a genome. This paper presents a computational and statistical framework for integrating heterogeneous descriptions of the same set of genes, proteins or other entities. The approach relies on the use of kernel-based statistical learning methods that have already proven to be very useful tools in bioinformatics.
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These methods represent the data by means of a kernel function, which defines similarities between pairs of genes, proteins, etc. Such similarities can be quite complex relations, implicitly capturing aspects of the underlying biological machinery. One reason for the success of kernel methods is that the kernel function takes relationships that are implicit in the data and makes them explicit, so that it is easier to detect patterns. Each kernel function thus extracts a specific type of information from a given data set, thereby providing a partial description or view of the data. Our goal is to find a kernel that best represents all of the information available for a given statistical learning task. Given many partial descriptions of the data, we solve the mathematical problem of combining them using a convex optimization method known as semidefinite programming (SDP).
2 This SDP-based approach 3 yields a general methodology for combining many partial descriptions of data that is statistically sound, as well as computationally efficient and robust.
In order to demonstrate the feasibility of these methods, we address the problem of predicting the functions of yeast proteins. Following the experimental paradigm of Deng et al., 4 we use a collection of five publicly available data sets to learn to recognize 13 broad functional categories of yeast proteins. We demonstrate that incorporating knowledge derived from amino acid sequences, protein complex data, gene expression data and known proteinprotein interactions significantly improves classification performance relative to our method trained on any single type of data, and relative to a previously described method based on a Markov random field model. Considerable work has been devoted to the problem of automatically integrating genomic datasets, leveraging the interactions and correlations between them to obtain more refined and higher-level information. Previous research in this field can be divided into three classes of methods.
The first class treats each data type independently. Inferences are made separately from each data type, and an inference is deemed correct if the various data agree. This type of analysis has been used to validate, for example, gene expression and protein-protein interaction data, 5, 6, 7 to validate proteinprotein interactions predicted using five different methods, 8 and to infer protein function.
9 A slightly more complex approach combines multiple data sets using intersections and unions of the overlapping sets of predictions.
10
The second formalism to represent heterogeneous data is to extract binary relations between genes from each data source, and represent them as graphs. As an example, sequence similarity, protein-protein interaction, gene co-expression or closeness in a metabolic pathway can be used to define binary relations between genes. Several groups have attempted to compare the resulting gene graphs using graph algorithms, 11, 12 in particular to extract clusters of genes that share similarities with respect to different sorts of data.
The third class of techniques uses statistical methods to combine heterogeneous data. For example, Holmes and Bruno use a joint likelihood model to combine gene expression and upstream sequence data for finding significant gene clusters. 13 Similarly, Deng et al. use a maximum likelihood method to predict protein-protein interactions and protein function from three types of data.
14 Alternatively, protein localization can be predicted by converting each data source into a conditional probabilistic model and integrating via Bayesian calculus. 15 The general formalism of graphical models, which includes Bayesian networks and Markov random fields as special cases, provides a systematic methodology for building such integrated probabilistic models. As an instance of this methodology, Deng et al. developed a Markov random field model to predict yeast protein function. 4 They found that the use of different sources of information indeed improved prediction accuracy when compared to using only one type of data.
This paper describes a fourth type of data fusion technique, also statistical, but of a more nonparametric and discriminative flavor. The method, described in detail below, consists of representing each type of data independently as a matrix of kernel similarity values. These kernel matrices are then combined to make overall predictions. An early example of this approach, based on fixed sums of kernel matrices, showed that combinations of kernels can yield improved gene classification performance in yeast, relative to learning from a single kernel matrix. 16 The current work takes this methodology further-we use a weighted linear combination of kernels, and demonstrate how to estimate the kernel weights from the data. This yields not only predictions that reflect contributions from multiple data sources, but also yields an indication of the relative importance of these sources.
The graphical model formalism, as exemplified by the Markov random field model of Deng et al., has several advantages in the biological setting. In particular, prior knowledge can be readily incorporated into such models, with standard Bayesian inference algorithms available to combine such knowledge with data. Moreover, the models are flexible, accommodating a variety of data types and providing a modular approach to combining multiple data sources. Classical discriminative statistical approaches, on the other hand, can provide superior performance in simple situations, by focusing explicitly on the boundary between classes, but tend to be significantly less flexible and less able to incorporate prior knowledge. As we discuss in this paper, however, recent developments in kernel methods have yielded a general class of discriminative methods that readily accommodate non-standard data types (such as strings, trees and graphs), allow prior knowledge to be brought to bear, and provide general machinery for combining multiple data sources.
Methods and Approach
Kernel Methods Kernel methods work by embedding data items (genes, proteins, etc.) into a vector space F, called a feature space, and searching for linear relations in such a space. This embedding is defined implicitly, by specifying an inner product for the feature space via a positive semidefinite kernel function: K(x 1 , x 2 ) = Φ(x 1 ), Φ(x 2 ) , where Φ(x 1 ) and Φ(x 2 ) are the embeddings of data items x 1 and x 2 . Note that if all we require in order to find those linear relations are inner products, then we do not need to have an explicit representation of the mapping Φ, nor do we even need to know the nature of the feature space. It suffices to be able to evaluate the kernel function, which is often much easier than computing the coordinates of the points explicitly. Evaluating the kernel on all pairs of data points yields a symmetric, positive semidefinite matrix K known as the kernel matrix, which can be regarded as a matrix of generalized similarity measures among the data points.
The kernel-based binary classification algorithm that we use in this paper, the 1-norm soft margin support vector machine, 17, 18 forms a linear discriminant boundary in feature space F, f (x) = w T Φ(x) + b, where w ∈ F and b ∈ R.
Given a labelled sample S n = {(x 1 , y 1 ), . . . , (x n , y n )}, w and b are optimized to maximize the distance ("margin") between the positive and negative class, allowing misclassifications (therefore "soft margin"):
subject to
where C is a regularization parameter, trading off error against margin. By considering the corresponding dual problem of (1), one can prove 18 that the weight vector can be expressed as w = n i=1 α i Φ(x i ), where the support values α i are solutions of the following dual quadratic program (QP):
An unlabelled data item x new can subsequently be classified by computing the linear function
If f (x new ) is positive, then we classify x new as belonging to class +1; otherwise, we classify x new as belonging to class −1.
Kernel Methods for Data Fusion Given multiple related data sets (e.g., gene expression, protein sequence, and protein-protein interaction data), each kernel function produces, for the yeast genome, a square matrix in which each entry encodes a particular notion of similarity of one yeast protein to another. Implicitly, each matrix also defines an embedding of the proteins in a feature space. Thus, the kernel representation casts heterogeneous data-variablelength amino acid strings, real-valued gene expression data, a graph of proteinprotein interactions-into the common format of kernel matrices. The kernel formalism also allows these various matrices to be combined. Basic algebraic operations such as addition, multiplication and exponentiation preserve the key property of positive semidefiniteness, and thus allow a simple but powerful algebra of kernels.
19 For example, given two kernels K 1 and K 2 , inducing the embeddings Φ 1 (x) and Φ 2 (x), respectively, it is possible to define the kernel
Of even greater interest, we can consider parameterized combinations of kernels.
In this paper, given a set of kernels K = {K 1 , K 2 , . . . , K m }, we will form the linear combination
As we have discussed, fitting an SVM to a single data source involves solving a QP based on the kernel matrix and the labels. We have shown that it is possible to extend this optimization problem not only to find optimal linear discriminant boundaries but also to find optimal values of the coefficients µ i in (2) for problems involving multiple kernels. 3 In the case of the 1-norm soft margin SVM, we want to minimize the same cost function (1), now with respect to both the discriminant boundary and the µ i . Again considering the Lagrangian dual problem, it turns out 3 that the problem of finding optimal µ i and α i reduces to a convex optimization problem known as a semidefinite program (SDP):
subject to trace
where c is a constant. SDP can be viewed as a generalization of linear programming, where scalar linear inequality constraints are replaced by more general linear matrix inequalities (LMIs): F (x) 0, meaning that the matrix F has to be in the cone of positive semidefinite matrices, as a function of the decision variables x. Note that the first LMI constraint in (3), K = m i=1 µ i K i 0, emerges very naturally because the optimal kernel matrix must indeed come from the cone of positive semidefinite matrices. Linear programs and semidefinite programs are both instances of convex optimization problems, and both can be solved via efficient interior-point algorithms.
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In this paper, the weights µ i are constrained to be non-negative and the K i are positive semidefinite and normalized ([K i ] jj = 1) by construction; thus K 0 is automatically satisfied. In that case, one can prove 3 that the SDP (3) can be cast as a quadratically constrained quadratic program (QCQP), which improves the efficiency of the computation:
Thus, by solving a QCQP, we are able to find an adaptive combination of kernel matrices-and thus an adaptive combination of heterogeneous information sources-that solves our classification problem. The output of our procedure is a set of weights µ i and a discriminant function based on these weights. We obtain a classification decision that merges information encoded in the various kernel matrices, and we obtain weights µ i that reflect the relative importance of these information sources.
Experimental Design
In order to test our kernel-based approach, we follow the experimental paradigm of Deng et al. 4 The task is predicting functional classifications associated with yeast proteins, and we use as a gold standard the functional catalogue provided by the MIPS Comprehensive Yeast Genome Database (CYGD-mips.gsf.de/ proj/yeast). The top-level categories in the functional hierarchy produce 13 classes (see Table 1 ). These 13 classes contain 3588 proteins; the remaining yeast proteins have uncertain function and are therefore not used in evaluating the classifier. Because a given protein can belong to several functional classes, we cast the prediction problem as 13 binary classification tasks, one for each functional class.
The primary input to the classification algorithm is a collection of kernel matrices representing different types of data. In order to compare the SDP/SVM approach to the MRF method of Deng et al., we perform two variants of the experiment: one in which the five kernels are restricted to contain precisely the same binary information as used by the MRF method, and a second experiment in which two of the kernels use richer representations and a sixth kernel is added.
For the first kernel, the domain structure of each protein is summarized using the mapping provided by SwissProt v7.5 (us.expasy.org/sprot) from protein sequences to Pfam domains (pfam.wustl.edu). Each protein is characterized by a 4950-bit vector, in which each bit represents the presence or absence of one Pfam domain. The kernel function K P f am is simply the inner product applied to these vectors. This bit vector representation was used by the MRF method. In the second experiment, the domain representation is enriched by adding additional domains (Pfam 9.0 contains 5724 domains) and by replacing the binary scoring with log E-values derived by comparing the HMMs with a given protein using the HMMER software toolkit (hmmer.wustl.edu).
Three kernels are derived from CYGD information regarding three different types of protein interactions: protein-protein interactions, genetic interactions, and co-participation in a protein complex, as determined by tandem affinity purification (TAP). All three data sets can be represented as graphs, with proteins as nodes and interactions as edges. Kondor and Lafferty 20 propose a general method for establishing similarities among the nodes of a graph, based on a random walk on the graph. This method efficiently accounts for all possible paths connecting two nodes, and for the lengths of those paths. Nodes that are connected by shorter paths or by many paths are considered more similar. The resulting diffusion kernel generates three interaction kernel matrices, K Gen , K P hys and K T AP . A diffusion constant τ controls the rate of diffusion through the network. 20 For K Gen and K P hys τ = 5, and for
The fifth kernel is generated using 77 cell cycle gene expression measurements per gene. 21 Two genes with similar expression profiles are likely to have similar functions; accordingly, Deng et al. convert the expression matrix to a square binary matrix in which a 1 indicates that the corresponding pair of expression profiles exhibits a Pearson correlation greater than 0.8. We use this matrix to form a diffusion kernel K Exp . In the second experiment, a Gaussian kernel is defined directly on the expression profiles: for expression profiles x and z, the kernel is K(x, z) = exp(−||x − z|| 2 /2σ) with width σ = 0.5. In the second experiment, we construct one additional kernel matrix by applying the Smith-Waterman pairwise sequence comparison algorithm 22 to the yeast protein sequences. Each protein is represented as a vector of SmithWaterman log E-values, computed with respect to all 6355 yeast genes. The kernel matrix K SW is computed using an inner product applied to pairs of these vectors. This matrix is complementary to the Pfam domain matrix, capturing sequence similarities among yeast genes, rather than similarities with respect to the Pfam database.
Each algorithm's performance is measured by performing 5-fold crossvalidation three times. For a given split, we evaluate each classifier by reporting the receiver operating characteristic (ROC) score on the test set. The ROC score is the area under a curve that plots true positive rate as a function of false positive rate for differing classification thresholds. 23 For each classification, we measure 15 ROC scores (three 5-fold splits), which allows us to estimate the variance of the score.
Results
The experimental results are summarized in Figure 1 . The figure shows that, for each of the 13 classifications, the ROC score of the SDP/SVM method is better than that of the MRF method. Overall, the mean ROC improves The resulting mean ROC is 0.870. Again, the improvement occurs in every class, although some class-specific differences are not statistically significant. Table 2 provides detailed results for a single functional classification, the transport facilitation class. The weight assigned to each kernel indicates the importance that the SDP/SVM procedure assigns to that kernel. The Pfam and Smith-Waterman kernels yield the largest weights, as well as the largest individual ROC scores. Results for the other twelve classifications are similar (see supplement)
Discussion
We have described a general method for combining heterogeneous genomewide data sets in the setting of kernel-based statistical learning algorithms, and we have demonstrated an application of this method to the problem of predicting the function of yeast proteins. The resulting SDP/SVM algorithm yields significant improvement relative to an SVM trained from any single data type and relative to a previously proposed graphical model approach for fusing heterogeneous genomic data.
Kernel-based statistical learning methods have a number of general virtues as tools for biological data analysis. First, the kernel framework accommodates non-vector data types such as strings, trees and graphs. Second, kernels provide significant opportunities for the incorporation of specific biological knowledge, as we have seen with the Pfam kernel, and unlabelled data, as in the diffusion and Smith-Waterman kernels. Third, the growing suite of kernel-based data analysis algorithms requires only that data be reduced to a kernel matrix; this creates opportunities for standardization. Finally, as we have shown here, the reduction of heterogeneous data types to the common format of kernel matrices allows the development of general tools for combining multiple data types. Kernel matrices are required only to respect the constraint of positive semidefiniteness, and thus the powerful technique of semidefinite programming can be exploited to derive general procedures for combining data of heterogeneous format and origin.
