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1 Introduction
Since more than 100 years, the physical phenomenon superconductivity and the continuous
improvement of the performance of batteries fascinated many research groups all over
the world. These topics are still very interesting and enormous effort has been performed
to discover their secrets.
Today the world wide energy consumption has reached its highest level since the recording
started. It is expected that it will grow further due to the increase of the world population.
The electrical energy supply is mainly based on fossil raw materials. Therefore, it is
alarming that the energy supply can not be assured forever. Intensive research is essential
to develop alternative energy supply systems.
Improved Lithium Ion Batteries (LIB) and the application of superconducting materials
can be a promising way to reduce the demand of fossil raw materials. Scientist are
convinced that LiBs have a higher potential of applications than is exploited today.
A battery stores chemical energy and can convert it into electrical energy. Li is the
element with the highest standard electrode potential. Therefore, it is suitable for an
application in batteries which supply a higher voltage than NiCd (Nickel-Cadmium) or
NiMH (Nickel-Metal Hydride) based accumulators. The rechargeable LIB replaced other
battery technologies because LIBs show a variety of advantages compared to NiCd and
NiMH batteries. In Fig. 1.1 a comparison of different available battery technologies
is presented. It can be seen that LIBs exhibit comparatively high energy densities at
high power densities. Further advantages of LIBs are the thermal stability and the high
durability. Besides, LIBs provide a constant output voltage during the total discharging
time. They show no memory effect and loose only a small part of their capacity when they
are not in use [1–6]. Based on these advantages, LIBs are interesting for the automotive
industry. According to prospecting reports [6], LIBs are counting as a key technology for
electric drive mechanisms. The application in cars can lead to a reduced CO2 emission in
cities which will result in a positive effect of the environment and the health of humans.
One main problem of LIBs is the high demand of time for the charging process. Fast
charge rates are required to provide electric drive systems which can be comparatively to
combustion engines.
Today in LIBs rock salt layered systems (LiMnO2, LiNiO2, LiCoO2) and spinel structured
materials LiM2O4 (M=Metal) are used as cathode materials. Recently the application
of olivine phosphate materials (LiMnPO4, LiFePO4, LiCoPO4, LiNiPO4) grows in the
industry where LiFePO4 is used successfully for the cathode [7].
For expanding the Li ion technology, it is essential to investigate the olivine phosphates
because they are promising candidates for cathodes [8]. The detailed understanding of
the olivine phosphates can lead to LIBs with higher energy density, lower weight, faster
charge rates, longer durability and lower expenses.
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Figure 1.1: The Ragone chart compares the energy and power density of existing battery
technologies. Graphic adapted from [17].
In this thesis the cathode material LiMnPO4 is investigated. It is still not applied in LIBs
because it suffers from low electrical and ionic conductivity. Substantial investigations
are performed to improve the electrochemical performance of LiMnPO4 [9–16]. LiMnPO4
shows not only excellent chemical and thermal stability, it also provides a higher voltage
of 4.1V compared to LiFePO4 with 3.5V. The security level can be improved by using
LiMnPO4 as a cathode material because of its nonpoisonous behavior in contrast to
LiCoO2. Furthermore, LiMnPO4 satisfies requirements regarding important criteria like
economic viability and availability of the raw material [17,18].
The electric energy supply over long distances usually shows a high power loss. This
problem could be solved by loss-free electrical energy transport of superconducting
materials. Then the place of producing the electrical energy and the place of consuming
it, could be separated by large distances. However, this are dreams of the future.
Today superconductors are already in use for example at superconducting coils which
are applied in medical imaging techniques like magnetic resonance tomographs (MRT).
Besides, superconductivity is exploited in short-term energy storages which can be
constructed with the use of superconducting bearings. Then the energy can be stored in
flywheels which are mounted without friction. However, the superconductors which are
known today have a disadvantage. They exhibit their superconducting properties only at
low temperatures. Thus, it is very expensive to apply superconductors caused by their
enormous demand of cooling.
In 1986 a new class of materials has been found labeled as the Cuprates by J. G. Bednorz
and K. A. Müller [19]. They show relatively high critical temperatures Tc. For example
93 K in YBa2Cu3O7−x and 138 K in Hg0.8Tl0.2Ba2Cu3O8 [20]. Even higher Tc can be
3reached in HgBa2Ca2Cu3O1+x by applying high-pressure [21]. The critical temperatures
of the Cuprates are higher than the temperature of liquid nitrogen (77K), which is
very interesting for superconducting applications. Then the material can be cooled with
liquid nitrogen instead of the expensive manufactured liquid helium. Unfortunately, the
Cuprates are brash ceramics and therefore it has taken more than 20 years to manufacture
superconducting cables of them. Today the application of the Cuprates is still very
expensive.
In 2008 the iron based superconductors were discovered by Hosono et al. [22] called
the Pnictides. Since magnetism and superconductivity are competing phenomena it
is surprising that they contain Fe which has a magnetic moment. In the family of the
Pnictides the currently highest Tc exhibits the SmFeAsO0.85 compound with 55K [23]
which is much lower than the Tc of the Cuprates. Nevertheless, the discovery of the
Pnictides generated intensive research of many scientists because the Pnictides as well as
the Cuprates are unconventional superconductors which can not be understand in the
frame of the BCS (J. Bardeen, L. N. Cooper, R. J. Schrieffer) theory [24]. A detailed
understanding of the Cooper pairing mechanism in unconventional superconductors can
lead to further ideas how Tc can be increased. Furthermore, it is aspired to develop a
theory which can explain the high Tc in unconventional superconductors.
In accordance to both interesting fields, LIBs and superconductivity, this work is divided
into two parts. The first section highlights the experiments on the single crystalline
LiMnPO4. Nuclear Magnetic Resonance (NMR) has been used to investigate the magnetic
properties and the Li ion diffusion processes. Besides, disorder is indicated in LiMnPO4
by NMR. Therefore, x-ray diffraction experiments have been performed to analyze the
presence of disorder in the single crystal.
The second section reports on the Li deficit single crystal Li0.9FeAs which belongs to
the family of the Pnictides. Recent investigations reveal triplet superconductivity in
LiFeAs [25–28] which demands ferromagnetic coupling of the electrons in the Cooper
pairs. Therefore, it is very interesting that ferromagnetism has been found in Li0.9FeAs.
The aim of the investigation of Li0.9FeAs is to clarify the origin of the ferromagnetic
transition that occurs in the Li deficit samples. For this research interest, the results of
the DC/AC susceptibility and NQR/NMR studies are presented in this thesis.
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2 Theory and Experimental Techniques
2.1 DC Susceptibility
The magnetic susceptibility χ represents the relation between magnetization M and
the applied external magnetic field H0. In other words, χ demonstrates the magnetic
behavior of a material in an external magnetic field. In general χ is a tensor. Then the
components are defined by
χij =
∂Mi
∂Hj
. (2.1)
The indices i, j identify the components of three-dimensional orientation. For a single
direction χ = M/H0 is a scalar. Then the sign determines the type of magnetism of the
material.
For the susceptibility measurements reported in this thesis a commercial SQUID magne-
tometer from Quantum Design MPMS has been used. The basic working principle of a
SQUID magnetometer can be found in [29–31].
Diamagnetism (χ < 0)
Diamagnetic materials do not have permanent magnetic dipole moments. In an applied
external field dipole moments are induced which orient against the external field axis.
Then the applied field is repelled from the material and the resulting field inside the
material is smaller than the applied field which leads to χ < 0. For example supercon-
ductors can show perfect diamagnetism χ = −1. Almost every material has diamagnetic
contributions which are difficult to measure, when additional forms of magnetism are
present. For example in contrast to paramagnetism, diamagnetic contributions are very
weak and show no temperature dependence.
Paramagnetism (χ > 0)
Paramagnetic materials have permanent dipole moments. Without an external field they
are oriented uniformly over all spatial orientations. Then the net magnetization is zero.
When an external field is applied, the dipole moments are polarized along the field axis
and increase the value of the field inside the material which leads to χ > 0. In general
the effect of paramagnetism increases with decreasing temperature due to less thermal
fluctuations.
The magnetic moments in a paramagnetic material can be localized or itinerant which
can be distinguished by their different characteristic temperature dependencies of χ. In
5
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the case of interacting, local magnetic moments the temperature dependence of χ follows
the Curie-Weiss law, given by [32–35]
χ(T ) = C
T −ΘCW . (2.2)
With C as the material specific Curie-Weiss constant and the Curie-Weiss temperature
ΘCW which characterizes the phase transition.
In the paramagnetic state the effective magnetic moment µeff can by calculated by [32]
µeff =
√
3k · C
n
µB. (2.3)
In many materials the magnetic moments are itinerant which means that they are moving
through the solid in the model of the free electron gas. This behavior originates from
strong interactions caused by the overlap of the electron wave functions. Then the
magnetism is called Pauli paramagnetism and the susceptibility is labeled as Pauli
susceptibility χP, given by
χP = µ2B ·DS(EF). (2.4)
DS(EF) represents the density of states at the Fermi level. Therefore a measurement of
χP on a free electron gas, directly measures DS(EF). The derivation of Eqn. 2.4 can be
found in [33,36].
Ferromagnetism (χ >> 0)
Ferromagnetic materials have permanent magnetic moments which align parallel without
the need of an external field. In contrast to dia- and paramagnetism, ferromagnetic
materials are permanent magnets and the magnetic field inside the solid is not induced
by an external field [33,37, 38]. Therefore, if the external field is lower than the internal
field the absolute value of the magnetic field inside the material does not dependent on
the external field.
Ferromagnetism originates from unpaired electrons which is exemplified shown for the
incompletely occupied d-orbitals of the ferromagnetic elements Fe, Co and Ni. The
electronic constitution of the elements is shown in Tab. 2.1. In general, when an external
field is applied on a ferromagnet the magnetic moments align along the field axis. For
ferromagnetic materials χ >> 0 is expected.
Table 2.1: Electronic constitution of Fe, Co and Ni.
Metal free ion configuration
Fe d6s2
Co d7s2
Ni d8s2
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In the case of itinerant electron ferromagnetism the temperature dependence of χ can
be predicted by the SCR (self-consistent renormalization) theory [39] which considers
itinerant magnetic moments of d-electrons. The predicted temperature dependencies of
χ for the different models are listed in Tab. 2.2.
Table 2.2: Temperature dependencies of the magnetic susceptibility χ for itinerant
electron ferromagnetism predicted by the SCR theory [39].
model 3D 2D Fermi liquid
χ(T ) ∝ T−4/3 ∝ T−4/5 ∝ (a+ bT 2)−1
Antiferromagnetism
Antiferromagnetism (AFM) is an extensive field in physics. The reported knowledge
about antiferromagnetism in this section is based on the references [32, 33]. For detailed
information about the physics of AFM the reader is referred to [40–42].
In an antiferromagnetic system the order of magnetic moments is present at temperatures
below the Néel temperature TN. Then the lattice can be considered as two interpen-
etrating sublattices as shown in Fig. 2.1. Each magnetic moment is surrounded by
nearest neighbors belonging to the other sublattice. The magnetic moments are aligned
antiparallel along one axis, called the easy axis. In general, reasons for antiferromagnetic
order can be dipole-dipole interactions, spin-momentum coupling, shape anisotropy and
anisotropy of the crystal lattice.
The relation between the axis of an applied external magnetic field and the axis of
antiparallel alignment becomes important for χ at T < TN. At T = 0 thermal effects can
be ignored and the magnetization can be divided in two opposite parts M+ and M−. In
this temperature range there is no energetic advantage for the sublattice magnetizations
M+ and M− to follow the orientation of the external field H0. Any energy saving on
one sublattice will be canceled by the energy cost for the other sublattice, if the absolute
values of M+ and M− are equal. When a small magnetic field is applied parallel to the
easy axis, a small term is added or subtracted to the sublattice magnetizations M+ and
M−. Since both sublattices are saturated, this has no effect and the net magnetization
induced in the material is zero χ|| = 0. When a magnetic field is applied perpendicular to
the easy axis, the sublattice magnetizations M+ and M− can be tilted slightly into the
Figure 2.1: An antiferromagnet can be decomposed into two interpenetrating sublattices.
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(a) (b)
Figure 2.2: (a) Typical temperature dependence of χ for an antiferromagnet for paral-
lel χ|| and perpendicular χ⊥ alignment of easy axis and external field. (b) The external
field H0 applied perpendicular to the sublattice magnetization can tilt the magnetic
moments in the direction of H0. Graphic adapted from [32].
direction of the applied field (see Fig. 2.2b) which results in a remaining part χ⊥ > 0 (see
Fig. 2.2a). The temperature dependence of χ for an antiferromagnetic material shows
typically a maximum at TN, as illustrated in Fig. 2.2a.
The application of a strong external magnetic field H0 on an AFM system can affect the
antiparallel ordered magnetic moments. If H0 is applied perpendicular to the sublattice
magnetization, the magnetic moments can be tilted into the direction of H0 as shown
in Fig. 2.2b. The canting angle φ between magnetic moments and H0 becomes smaller
with increasing field, until the magnetic moments line up with H0.
In the case of an external field applied parallel to the sublattice magnetization the
system can snap into a different configuration called spin-flop transition. The sublattice
antiparallel to the external field flips which results in tilted magnetic moments into the
external field direction as shown in Fig. 2.3b. A further increase of H0 lowers the angle
until the moments line up with the external field.
The energy E for the AFM and spin-flop phase can be described quantitatively by
E = −MH0 cos θ −MH0 cosφ+ AM2 cos(θ + φ)− 12∆(cos
2 θ + cos2 φ). (2.5)
The first two terms correspond to the Zeeman levels of the sublattices. The third term
describes the exchange coupling between the sublattices, with A as coupling constant.
The magnetic anisotropy is modeled by the fourth term, where ∆ is a small constant. In
the AFM phase which corresponds to the angles θ = 0 and φ = pi, Eqn. 2.5 simplifies to
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(a) (b)
Figure 2.3: (a) Energy E of the AFM phase and the spin-flop phase as a function of H0.
At the critical field Hspin−flop the transition into the spin-flop phase occurs. (b) A small
field parallel to the sublattices does not affect the magnetic moments and the system
remains in the AFM phase. At a critical field a spin-flop transition occurs which changes
the alignment of the moments (θ = φ). Graphics adapted from [32].
EAFM = −AM2 −∆ which is unaffected by H0. In the spin-flop phase the angles are
equal θ = φ which results in
E = −2MH0 cos θ + AM2 cos 2θ −∆ cos2 θ. (2.6)
The minimum energy can be found by using the condition ∂E/∂θ = 0. For the calculation
the anisotropic term is neglected. After using the addition theorem sin(2x) = 2 sin x cosx
the condition for the minimum energy is found by cos θ = H0/2AM . The result is applied
to Eqn. 2.6 and the obtained E(H0) dependence is plotted in Fig. 2.3a. The energy
lowers with increasing field at the AFM phase until a critical field Hspin−flop is reached.
For higher field values the spin-flop phase is energetic preferred.
10 2 Theory and Experimental Techniques
2.2 AC Susceptibility
An AC susceptometer uses a detection coil to detect changes in the magnetic flux due
to the sample, similar to a DC magnetometer. The DC and AC Susceptibility methods
differ in how the flux variation is achieved.
In an AC susceptometer the sample is centered in a detection coil. An applied AC
current induces an AC magnetic field in the coil which alternates by the frequency of the
AC current. By driving the frequency, the magnetic moment of the sample will follow
the applied field cycle. Due to the time dependence of the magnetic moment the AC
susceptibility (χAC) is called dynamic susceptibility. The change in the flux is attributed
to the changing moment of the sample as it responds to the AC field and not to the
moment itself as in a DC magnetometer. This is the fundamental difference to a DC
magnetometer [43]. Thus, even for large magnetic moments, small differences can be
measured.
The AC susceptibility is a powerful tool to investigate the nature of magnetic phase
transitions and to determine phase transition temperatures. For example at the critical
temperature of a superconducter χAC diverges [44]. Moreover, itinerant ferromagnetism
can be investigated by a broad peak in the AC susceptibility [45]. Local moments can
be detected by a small sharp peak. In Sec. 6.3.1 examples of the AC susceptibility on
compounds that contain itinerant and local moments are shown.
2.2.1 Experimental Setup
The AC Susceptibility experiments reported in this thesis are performed by using the radio
frequency circuit of the NMR probe shown in Fig. 2.5. The resonance frequency ωprobe
of the circuit is measured by a network analyzer (Agilent Technologies), which applies
alternating current to the circuit and observes the responding signal. When the frequency
of the alternating current matches ωprobe, then a sharp drop at the display of the network
analyzer is shown (see Fig. 2.5).
The AC Susceptibility experiments are very sensitive to the external field. Therefore, it
has been set to 0T for the zero field measurements. This is done by alternating field
sweeps where the field value is reduced by 75% after each sweep (see Fig. 2.4). Then the
final field is closer to 0T than it can be achieved by a single field sweep.
The temperature of the sample inside the coil is measured and controlled by a LakeShore
device (see Fig. 2.5). The ramp mode of the LakeShore device can be used to decrease or
Figure 2.4: The field is set to 0 T by alternating field sweeps with decreasing amplitude.
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Figure 2.5: Setup of the AC-Susceptibility experiment. Driving the temperature results
in a change of the frequency of the resonant circuit. The temperature is controlled by the
LakeShore device and the frequency is measured by the Network Analyzer. The pair of
frequency and temperature values is logged by a Python script running on the Network
Analyzer.
increase the temperature of the sample Tsample in defined temperature steps in K/min.
For the AC susceptibility experiments it is more useful not to use the ramp mode because
it is realized by controlling the balance between the heater and the He flow. Then the
heating can affect ωprobe which increases the error bar of the measurement. Therefore, it
is recommended to wait until the temperature and the heating power are balanced at
constant values at a temperature Tsample > Tstart. The temperature decrease can simply
be started by turning off the heater at the LakeShore device. Then Tsample decreases and
the AC susceptibility measurement starts at Tsample = Tstart and ends at Tsample = Tend.
It should be mentioned that the He flow needs to be large enough to reach Tend. If
necessary, the He flow can be increased slightly without affecting the measurement. In
general the resonance frequency ω0 of a resonant circuit, is given by
ω0 =
1√
C · L (2.7)
at which L and C represent inductance and capacity, respectively. If L varies temperature
dependent by ∆L(T ) then ω0 changes by ∆ω(T ) written as
ω0 + ∆ω(T ) =
1√
C · (L+ ∆L(T ))
. (2.8)
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In first order, for small values of ∆L the relation above can be rewritten as
∆ω(T ) ≈ −12
∆L(T )
L
ω0 (2.9)
If the change in inductance is related to a magnetic active sample then the expression
can be rewritten by [45]
∆ω(T )
ω0
=
ω0 − ωprobe(T )
ω0
≈ −2pi VS
VC
χAC(T ).
(2.10)
VS and VC represent the volumes of the sample and coil, respectively. Eqn. 2.10 shows
clearly that the measurement of the frequency shift ∆ω(T ) is directly proportional to
the magnetic susceptibility labeled with χAC(T ).
The temperature dependence of ωprobe(T ) is logged by a Python script which operates at
the network analyzer. Therefore, in comparison to the NMR experiments, the additional
demand of a computer is saved. The experimental parameters
• Tstart - Start temperature of the sample
• Tend - End temperature of the sample
• pause - Time interval of temperature readout
• path and file name for the data
can be set in the Python1 script file.
2.3 Jahn-Teller Effect
In this section the Jahn-Teller (JT) effect is briefly introduced for octahedral environments
in transition metal compounds. For detailed understanding of the JT effect the reader is
referred to [32, 46–49]. In 1937 the Jahn-Teller effect was discovered by E. Teller and
H. A. Jahn [46]. They developed the theorem which explains the geometrical distortion
of the field of ligands.
In many transition metal compounds a metal ion is located at the center of an octahedron
with an oxygen ion on each corner. For these compounds the crystal field arises from
electrostatic repulsion from the negatively charged electrons in the oxygen orbitals.
According to the symmetry of the 3d orbitals of the central ion, the energy levels can be
divided in t2g orbitals (dxy, dxz, dyz) which point between the x, y, z, axes and the eg
orbitals (dz2 , dx2−y2) which point along the axes. The corresponding energy levels eg and
t2g are degenerated for a free ion. The situation changes when the central ion is embedded
1The corresponding Python code can be found in the appendix A.3
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Figure 2.6: Energy level splittings exemplified shown for Mn3+ with four electrons in
the 3d orbitals. (a) For a free ion the energy levels are degenerated. (b) In an octahedral
environment the energy levels split in eg and t2g niveaus. (c) Jahn-Teller effect: A
distortion of the octahedral environment leads to a further decrease of the net energy by
an additional splitting. Graphic adapted from [32].
in an octahedral environment. Then the energy levels are splitted as shown in Fig. 2.6.
For the 3d4 configuration of a Mn3+ the net energy is lowered by ∆E = (1 ·3/5−3 ·2/5)∆.
More energy can be saved by a distortion of the octahedral environment which leads to
a further splitting of the energy levels. In this case the net energy is deceased by the
energy decrease of the singly occupied eg level. The energy splitting of the t2g level does
not contribute to a decrease of the net energy.
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2.4 Nuclear Magnetic Resonance
The experimental technique of the Nuclear Magnetic Resonance (NMR) was discovered
by F. Bloch and E. M. Purcell in 1945 who got the Nobel prize for their work. NMR
is the oldest nuclear method to investigate electronic and magnetic properties of solids.
Li ion diffusion processes can be investigated by NMR as well. Furthermore, it is a
qualified method in many sections of natural sciences and medicine. For example it
can be used to analyze molecular structures in chemistry and biology. In the field
of medical investigations NMR is used in a modified way called magnetic resonance
tomography (MRT), which provides information about tissued parts of the human body.
2.4.1 Basic Theory
The nucleus of an atom has a total angular momentum I which is also called nuclear spin.
The size of I is composed of the spin and angular moments of protons and neutrons of
the nucleus. I is proportional to the nuclear magnetic moment µn with the gyromagnetic
ratio γn of the corresponding nuclei.
µn = γn}I (2.11)
Without an additional field all nuclear spins of an ensemble are distributed uniformly.
Applying an external field H0 to a nuclear spin ensemble leads to the nuclear Zeeman
energy level splitting. In the thermodynamic equilibrium the nuclear energy levels are
populated according to a Boltzmann distribution as shown in Fig. 2.7. Therefore a
part of the nuclear spins aligns parallel to the external field which results in a spin
polarization.
In the external field H0 the nuclear energy level splits into 2I+1 states due to the nuclear
Zeeman splitting, illustrated in Fig. 2.7. The equidistant splitting of the energy levels
can be described by the corresponding Hamiltonian HˆZ which expresses the interaction
Figure 2.7: Energy level splitting due to the nuclear Zeeman effect for I = 3/2.
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Figure 2.8: Precession of the nuclear magnetic moment around the external field axis.
between external field H0 and nuclear magnetic moment µn, given by
HˆZ = −µn ·H0 = −}γnH0I. (2.12)
Then the corresponding quantized energy values Em can be expressed by
Em = −m}γnH0 (2.13)
with the magnetic quantum number m = −I,−I + 1, ..., I − 1, I. In an applied external
field H0 the nuclear spins precess around the field axis (shown in Fig. 2.8). The frequency
of the precession is called Larmor frequency ωL. The thermodynamic equilibrium can
be disturbed by applying electromagnetic radiation pulses perpendicular to the external
field H0 with ωL. The applied alternating magnetic field Brf in x direction is given by
Brf = 2Bx cos(ωLt). (2.14)
The orientation of H0 and Brf is shown in Fig. 2.16. Then the nuclear spins are affected by
the radio frequency pulses and precess around the x axis. After the excitation the return
to the thermodynamic equilibrium is not possible without the interaction of the nuclear
spins with their environment. They are interacting with the lattice and surrounding
magnetic moments. During the relaxation process the nuclei emit radio frequency which
is detected by a complex system of electronic devices (described in Sec. 2.4.8). The
detailed analysis of the corresponding resonance line leads to information about the
magnetic and electronic environment of the nucleus.
2.4.2 Hyperfine Interactions
The resonance frequency of a bare nucleus ω0 can be calculated by
ω0 = γnH0. (2.15)
For compounds the Larmor frequency can be shifted due to the interaction between the
nuclear moment and its magnetic environment. Then additional magnetic fields can arise
and ωL can be expressed by
ωL = ω0 + ωK = γnH0(1 +K). (2.16)
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Table 2.3: Contributions to the Knight shift [50]
Contribution Properties Description
Dipolar shift anisotropic, T. dep. paramagnetic contribution from
unpaired p,d,f -electrons
Fermi Contact isotropic, T. dep. from unpaired s-electrons
Core Polarization isotropic, T. dep. from unpaired p,d,f -electrons
acting on full s-shell
Orbital shift isotropic, T. indep. from currents due to valence
electrons with static orbital
Chemical shift anisotropic, T. indep. diamagnetic contribution from
inner closed electron shells
The Knight shift K represents the interaction of the nuclear moment with its environment.
The name is based on W. D. Knight who discovered a shift between the resonance
frequencies of the same nucleus in a metal and in an insulator in a constant magnetic
field. The shift of the resonance frequency originates from an additional magnetic field
which is caused by the magnetic environment of the nuclear spins. K can be analyzed
in accordance to its orientation and temperature dependence. Often in combination
with information about the crystal structure, the type of hyperfine interaction can be
determined. In solids often more than one hyperfine interaction can contribute to K.
Today different contributions to K are known. Some of them and their properties are
listed in Tab. 2.3. The contributions can be divided in magnetic and electric hyperfine
interactions [50]. Magnetic hyperfine interactions describe the relations between the
nuclear spin and the spin of the electrons. An example for an electric hyperfine interaction
is quadrupolar coupling, which leads to additional satellite peaks in the NMR spectra.
In the following sections the most interesting hyperfine interactions for this thesis are
introduced briefly.
Dipolar Contribution
The dipolar contribution is based on the interaction between the nuclear spin I and
local magnetic moments which stem from unpaired electron spins Sj in orbitals without
spin density at the nucleus site. The coupling of I with distant electron spins Sj can be
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expressed by the Hamiltonian Hˆdip given by
Hˆdip = −µ04piγeγn}
2∑
j
(
I · Sj
r3j
− 3(I · rj)(Sj · rj)
r5j
)
(2.17)
where γe represents the gyromagnetic ratio of the electron [50–52]. For an orthogonal
system Eqn. 2.17 can be rewritten as
Hˆdip = −µ04piγeγn}
2∑
j
(IxIyIz) ·

r2j−3x2j
r5j
−3xjyj
r5j
3xjzj
r5j
−3yjxj
r5j
r2j−3y2j
r5j
−3yjzj
r5j
3zjxj
r5j
−3yjzj
r5j
r2j−3z2j
r5j
 · (SxjSyjSzj)T
= −µ04piγeγn}
2∑
j
(I · Aˆj,dip · STj ). (2.18)
The dipolar hyperfine coupling tensor Aˆj,dip represents the anisotropic character of this
interaction. The variables xj , yj , zj stand for the distance in the corresponding direction
between I and Sj.
In case of a paramagnetic system with local magnetic moments, an isotropic magnetic
susceptibility χ and exclusive dipolar contributions to the Knight shift the resonance
frequency can be expressed explicitly by
ω = γnH0(1 +Kdip)
= γnH0
(
1 + I|I|Aˆdip · χ
S
|S|
)
= γnH0
1 +
sinθcosφsinθsinφ
cosθ
 Aˆdip · χ
sinθcosφsinθsinφ
cosθ

 . (2.19)
The magnetic moments S represent the magnetic susceptibility χ and can be replaced (com-
pare Eqn. 2.18 and 2.19). The unit vectors which contain the angles θ and φ represent
the orientation of the nuclear spins and the local magnetic moments, respectively. In a
paramagnetic system I and S are polarized in the same direction along H0. It should
be emphasized that the presented mathematical description is valid for orthorhombic
crystal structures in the paramagnetic phase.
Fermi Contact
The Fermi contact contribution is caused by unpaired s-electrons which have a finite
probability at the nuclear site. The electron spins from s-orbitals Sj couple directly to
the nuclear moment I. The Hamiltonian of the Fermi Contact interaction HˆFC can be
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expressed by
HˆFC =
2
3µ0γeγn}
2∑
j
|ψj(0)|2I · Sj
=
∑
j
AjI · Sj. (2.20)
In contrast to Aˆdip the hyperfine coupling constant
∑
j Aj = Aiso is purely isotropic due
to the isotropic character of the s-orbitals. The electron density of the jth s-electron at
the nuclear site is represented by |ψj(0)|2.
Core Polarization
The effect of Core Polarization is an isotropic contribution to the Knight shift. The radial
distribution of closed s-orbitals can be modified by incomplete shells and conduction
electrons. This leads to a non-compensated spin density at the nucleus which results in
an additional internal field .
Quadrupole Interaction
The quadrupole interaction affects nuclear spins with I > 1/2 which have an electric
quadrupole moment Q due to their non-spherical charge distribution that interacts with
the Electric Field Gradient (EFG). In the EFG a positively charged nucleus will align
in order to minimize the Coulomb energy with the surrounding electronic charges. The
EFG causes a perturbation of the Zeeman levels which leads to a level splitting in first
order as shown in Fig. 2.9. The non equidistant splitting results in three components in
the NMR spectra, the main excitation with two satellites, one at lower and one at higher
frequency. The quadrupole frequency νQ corresponds to the distance of the two satellites
from one to another in the NMR spectra (see Fig. 2.9).
The quadrupole moment Q is given by
Q = 1
e
∫
Vn
(3z2 − r2)ρ(r)d3r (2.21)
with Vn as the volume and ρ(r) as the charge density of the nucleus. The tensor
components of the EFG are given by
Vij =
∂2V
∂xi∂xj
. (2.22)
In its prinicipal axes system the EFG tensor is described by the diagonal elements Vxx,
Vyy and Vzz.
The perturbed Zeeman Hamiltonian HˆQ can be expressed in its principal axes system
by [50,51,53,54]
HˆQ = }νQ
[
(3I2z − I2) + η(I2x − I2y )
]
. (2.23)
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with η = Vxx−Vyy
Vzz
as asymmetry parameter of the EFG. With axial symmetry Vxx = Vyy
of the EFG the corresponding quantized energy values Em can be expressed by
Em = }νQ(3m2 − I(I + 1)). (2.24)
The characteristic quadrupolar coupling energy }νQ is given by
}νQ =
eQVzz
4I(2I − 1) . (2.25)
The quadrupole interaction does not depend on the external field. The energy level
splitting can be observed by NQR (Nuclear Quadrupole Resonance) which measures the
energy transitions without external field (see Fig. 2.10).
Figure 2.9: Energy levels and NMR spectrum for the perturbed Zeeman effect in first
order by quadrupole interaction for I = 3/2 and η = 0. The central transition will be
shifted for second order quadrupole interaction.
Figure 2.10: Quadrupole energy splitting and NQR spectrum for I = 3/2.
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Perturbed NQR
In small external fields perturbed NQR can be performed. At zero field, the energy levels
Em for m = ±1/2 and m = ±3/2, respectively are degenerated which leads to a single
resonance line. When a small magnetic field is applied parallel to the principal axis of
the quadrupole interaction, the Zeeman interaction −γn}IH0, which can be treated as a
perturbation to the quadrupole interaction, lifts the degeneracy of the NQR levels [55].
This leads to a splitting of the quadrupole resonance as shown in Fig. 2.11.
Figure 2.11: Illustration of the energy level splitting for a nuclear spin I=3/2 in zero
field and in a small external field which is treated as a perturbative interaction. Then in a
small field the splitted resonances shift by the same amount to lower (ν2) and higher (ν1)
frequencies. Graphic adapted from [55].
2.4.3 Hahn-Spin-Echo
In general, the Hahn-Spin-Echo is used for the detection of NMR spectra. The sequence
of the radio frequency pulses is shown in Fig. 2.12. At first a pi/2-pulse aligns the nuclear
magnetization in the xy-plane. During the time τ the magnetization vanishes because the
nuclear spins start to get out of phase due to small field inhomogeneities which lead to
slight different precession frequencies. This induces an oscillating voltage in the detection
coil called the Free Induction Decay (FID) which follows directly after the pulse. The
FID can be overwhelmed by the ringdown of the coil that typically needs up to a few
Figure 2.12: Hahn-Spin-Echo pulse sequence which is used for measurements of the
NMR spectra. T2 can be measured with a variable time τ .
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microseconds to vanish. To prevent this effect a second pulse pi after τ is applied which
flips the nuclear spins by 180◦. After the pulse pi the nuclear spins start to refocus. After
the time 2τ the nuclear spins are in phase and the nuclear magnetization is restored.
Due to the change of the nuclear magnetization an echo can be observed.
This method has the advantage that only the echo is detected and no artefacts of the
radio frequency pulse. Besides small field inhomogeneities which cause the dephasing are
compensated by refocusing the nuclear spins [54,56].
2.4.4 Relaxation Phenomena
The nuclear magnetization M in an external magnetic field H0 follows the equation of
motion given by
dM
dt
= γn(M×H0) (2.26)
which describes the precession of M around the axis of H0 with the Larmor frequency ωL.
In the thermodynamic equilibrium the transverse components of the magnetization Mx,
My are zero and the longitudinal component Mz equals M0. After applying radio
frequency pulses the system is disturbed and starts to return to its thermodynamic
equilibrium with characteristic relaxation times T1 and T2. The relaxation process can
be described mathematically by the Bloch equations
dMz
dt
= γn(M×H0)z − M0 −Mz
T1
(2.27)
dMx,y
dt
= γn(M×H0)x,y − Mx,y
T2
. (2.28)
T1 is called the spin-lattice relaxation time which represents the characteristic time scale
for the exchange of energy between the nuclear spin ensemble and the lattice. It describes
the time which is necessary for the z-component of the magnetization Mz(t) to return to
the equilibrium value Mz(t) = M0 along the applied static magnetic field H0. There are
two possible pulse sequences to measure T1, Inversion Recovery (shown in Fig. 2.13) or
Saturation Recovery. In the case of Inversion Recovery, the magnetization is inverted
to −Mz by the first pi pulse. The following pi/2 and pi pulse sequence is in accordance
to the Hahn-Spin-Echo. The complete sequence measures the magnetization Mz(τ1)
depending on the variable time τ1 between the first and the second pulse. In the case
of using Saturation Recovery the first pi pulse is replaced by a random pulse sequence
which destroys the z-component of the magnetization leading to Mz = 0.
The spin-spin relaxation time T2 corresponds to the decay of coherence between the
different transverse components Mx and My due to nuclear spin-spin interaction and
inhomogenous local magnetic fields. T2 can be measured via the Hahn-Spin-Echo pulse
sequence with a variable time τ between the pi and pi/2 pulses (see Fig. 2.12).
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Figure 2.13: Inversion Recovery pulse sequence and the corresponding progress of the
z-component of the magnetization Mz(τ1).
2.4.5 Fluctuations measured by T−11
Transverse fluctuating fields bm(t) lead to a relaxation to the equilibrium of a disturbed
system. Therefore, measurements of the relaxation rate T−11 provide information about
fluctuating fields perpendicular to the applied external field.
In the Redfield theory [50] the time dependence of bm(t) is defined by an autocorrelation
function Gmm(τ) for the field at t and τ + t.
Gmm(τ) = 〈bm(t)bm(t+ τ)〉 = 〈b2m〉e−|τ |/τc (2.29)
The auto correlation function Gmm(τ) and the spectral density function kmm(ω) are
related via the Fourier transformation
Gmm(τ) =
1
2
∫
kmm(ω)eiωτdω
kmm(ω) =
1
2
∫
Gmm(τ)e−iωτdτ.
(2.30)
The Fourier transform of Gmm(τ) yields to the spectral density function kmm(ω) of the
fluctuating field components.
kmm(ω) =
1
2
∫
〈bm(t)bm(t+ τ)〉e−iωτdτ (2.31)
At a given Larmor frequency ωL the lattice relaxation rate T−11 is proportional to the
spectral density function
T−11 ∝ kmm(ωL). (2.32)
In the Redfield approach T−11 is given by the Fourier component at ωL of the time
correlation of bm(t) at the nucleus site. For applying the external field along z (H0 ‖ c)
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the relaxation rate T−11z is given by
T−11z =
γ2n
2
∑
m=x,y
∫
〈bm(t)bm(0)〉e−iωLtdt. (2.33)
In magnetic systems, like LiMnPO4, temporal fluctuations of the local field originate from
fluctuating electron spins δSn(t). Therefore, the fluctuating field bm(t) at the nucleus
site can be expressed by the corresponding components Amn of the hyperfine coupling
tensor Aˆdip and the fluctuating electron spin δSn(t)
bm(t) =
∑
n
AmnδSn(t). (2.34)
Here, the elements Amn are given by the sum of dipolar and possible isotropic contribu-
tions. Eqn. 2.33 and 2.34 demonstrate that the T1 relaxation rate has contributions of
longitudinal and transverse fluctuating spins.
If the spin fluctuations are independent of the three field components, T−11 is explicitly
given by
T−11z =
γ2n
2
∫
((A2xz + A2yz)〈δSz(t)δSz(0)〉
+ (A2xx + A2yx)〈δSx(t)δSx(0)〉
+ (A2xy + A2yy)〈δSy(t)δSy(0)〉)e−iωLtdt.
(2.35)
The corresponding expressions for T−11x and T−11y can be obtained by cyclic permutations.
Eqn. 2.35 is a qualified relation to predict field fluctuations in magnetic compounds at
the nuclear spin site.
2.4.6 Diffusion measured by T−11
In this section a short overview about the basic behavior of diffusion processes according
to the relaxation rate T−11 is presented. For details about diffusion processes and detection
methods the reader is referred to [57–60].
Diffusion can be probed by T1 measurements caused by the temporal fluctuations of local
fields due to the motion of particles carrying a nuclear spin. The fluctuating field can be
described by the correlation function G(t) which contains the temporal information on
the atomic diffusion process. G(t) is given by
G(t) = G(0)e−
t
τc , (2.36)
as assumed by Bloembergen, Purcell and Pound (BPP) in [58] for a 3D system with
random jump diffusion. The correlation time τc which represents the hopping time of
the ions is expressed by an Arrhenius relation [57]
τc = τc0 · e
EA
kT (2.37)
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which contains the temperature dependence, the activation energy EA and the correlation
time at infinitely high temperatures τc0. EA represents the energy that is necessary
to activate the diffusion process. The corresponding Fourier transformation of G(t) is
represented by the spectral density function J(ω) which is expressed by
J(ω) = G(0) · 2τc1 + (ωτc)2 . (2.38)
In Fig. 2.14a the plot of J(ω) shows a maximum at a specific temperature T which is
determined by the condition ωLτc ≈ 1. At a given Larmor frequency ωL the relaxation
rate T−11 is proportional to J(ωL)
T−11 ∝ J(ωL) ∝
2τc
1 + (ωLτc)2
. (2.39)
Measuring T−11 (T ) at ωL and plotting log(T−11 ) versus 1/T shows the standard behavior
in a 3D system for the example of self-diffusion in 8Li in Fig. 2.14b. The limiting cases
ωLτc  1 and ωLτc  1 correspond to temperatures above and below the maximum,
respectively. In Fig. 2.14b the shift of the maximum describes the dependence of the
external field. In accordance to the limiting cases ωLτc  1 and ωLτc  1 Eqn. 2.39
yields to
T−11 ∝
e
EA
kT ωLτc  1
ω−2L · e−
EA
kT ωLτc  1
(2.40)
(a) (b)
Figure 2.14: (a) Spectral density function for low, medium and high temperatures.
Maximum at medium temperature values with ωLτc ≈ 1. (b) Characteristic tempera-
ture and external field dependence of the diffusion-induced T−11 exemplified by 8Li in
polycristalline Li. Graphics adapted from [57].
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Table 2.4: Asymptotic behavior of T−11 for diffusion processes with different dimen-
sions [57].
ωLτc  1 (high T) ωLτc  1 (low T)
jump diffusion continuum diffusion
3D ∼ τc
∼ τ−1c ω−2L2D ∼ τcln(1/ωLτc) ∼ τ−1/2c ω−3/2L
1D ∼ τc(ωLτc)−1/2
for a 3D jump diffusion process. Corresponding to Eqn. 2.40 the slope below and above
the maximum in Fig. 2.14b leads to EA. In general the asymptotic behavior of the
log(T−11 ) vs. 1/T plot at low and high temperatures determines the type and dimension of
the diffusion process (see Tab. 2.4). To summarize, it is possible to get information about
the activation energy EA, correlation time τc and the type and dimension of diffusion by
measuring the temperature dependence of the diffusion-induced relaxation rate T−11 of
the Li nuclei.
2.4.7 Motional Narrowing
Measurements of the NMR line width as a function of the temperature can provide
information about the correlation time τc and the activation energy EA.
In an external field nuclear spins which experience dipolar interaction at low temperatures
show one broad static NMR line without substructure. This is caused by the fact that
the nuclei experience different spin environments which results in different local magnetic
fields. Then many slight different resonances form a single NMR line in the range of
some kHz which is called the rigid lattice line width ∆νR.
At higher temperatures the hopping of the ions becomes so fast that they are experiencing
the same average local field. Then the correlation rate τ−1c is larger than the width of
the rigid lattice line ∆νR [57]
τ−1c & 2pi ·∆νR. (2.41)
Caused by the fast hopping of the ions the NMR is unable to detect all the different
local fields of the moving ions. Then only an averaged local field can be measured which
results in a narrowed resonance line at higher temperatures. The phenomenon of abrupt
narrowing of the resonance line is called motional narrowing. At this temperature regime
the spin-spin relaxation rate T−12 corresponds to ∆νR and is approximately given by [57]
T−12 ∝ J(0) ∝ τc. (2.42)
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(a) (b)
Figure 2.15: (a) Effect of motional narrowing to the resonance line and (b) the cor-
responding temperature dependence of the line width on LixCoO2 for x=0.6, 0.8, 1.
Graphics adapted from [61].
From the functional temperature dependence it is possible to extract EA and τc0.
Below, the NMR measurements on LixCoO2 performed by K. Nakamura et al. [61]
are reported to explain the basic principle. The NMR results of LixCoO2 show the
motional narrowing in Fig. 2.15a as a function of the Li content x. It illustrates that
the temperature at which motional narrowing sets in, depends on the Li content x. The
corresponding temperature dependent line width is shown in Fig. 2.15b. K. Nakamura
assumed a simple relation given by
∆W (T ) = ADe
EA
KT + ∆W0 (2.43)
to describe the temperature dependent line width data. In Eqn. 2.43 AD stands for
a dipolar coupling constant and ∆W (T ), ∆W0 represent the line width temperature
dependent and independent, respectively. For the Li contents x = 0.8 and x = 1 an
activation energy of EA=0.3 eV has been extracted from Eqn. 2.43. The sample with
lower Li content x = 0.6 showed a lower activation energy of EA = 0.08 eV which allows
the conclusion that with decreasing Li content x, less energy is needed to activate the
diffusion process.
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2.4.8 Experimental Setup
The experimental setup of the NMR experiments is illustrated schematically in Fig. 2.16.
The sample is positioned inside the sample coil (Magnification in Fig. 2.16) and located
at the bottom of the probe. The probe is plugged into a cryostat. The insulating vacuum
of the cryostat offers measurements in the temperature range from 4.2K to 420K. Liquid
4He gas can be used to cool down the sample. For the overall work reported in this thesis
liquid 4He gas was used, thus it is labeled simply as He in the following sections. For
providing constant low temperatures the balance between the He flow and the heater
can be controlled by a LakeShore device. The external magnetic field H0 is provided by
a superconducting coil, made of Nb3Sn, which is cooled permanently below its critical
temperature of 18K [62]. Liquid He and N2 reservoirs ensure the cooling.
The NMR spectrometer from Tecmag is controlled by the computer program NTNMR. It
can be used to set and modify the pulse sequence. The pulses are amplified by the high
frequency amplifier and forwarded to the directional coupling device. Where a small part
of the power is separated and transmitted to the oscilloscope, to check the power and the
Figure 2.16: Schematic setup of the NMR experiments. The arrows indicate the radio
frequency pulses which are emitted (orange) and detected (green) by the spectrometer.
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rectangle like shape of the applied pulses. The main part of the power is transmitted to
the transcoupler which separates the high power pulses from the small radio frequency
signal of the sample (see below for the detailed functional principle). After applying the
pulse sequence to the sample coil, the responding signal of the sample is forwarded to the
transcoupler. The amplified signal is detected by a built-in receiver in the spectrometer.
Finally the computer logs the detected signal by the NTNMR program.
Transcoupler
The transcoupler is realized by circuits made of crossed diodes shown in Fig. 2.17. which
act as a voltage amplitude dependent switch. For radio frequency pulses with U > 0.6V
the diodes are open. A part of the high power is directly forwarded to the sample. The
rest of the power is sent via a λ/4 cable to a further circuit of crossed diodes followed by
a line-to-earth end. At this end a phase shift of λ/2 occurs which leads to destructive
interference at point D. This ensures that no power is applied to the preamplifier. The
power which is sent back via the λ/4 cable causes a full phase shift of λ at point C with
constructive interference. This guarantees that most of the power is applied to the sample
probe. The smaller radio frequency pulses from the sample pass to the preamplifier
because their voltage of some mV is lower than 0.6V. The transcoupler and the λ/4 cable
can be replaced by a duplexer which provides the same functionality.
Figure 2.17: Schematic view inside the transcoupler box at the circuits made of crossed
diodes. The λ/4 cable is drawn inside, but it is placed outside of the box at the real
device. At the bottom the phase shifts are shown schematically.
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Magnets
The NMR experiments have been performed on two magnets at the IFW in Dresden.
The temperature dependent NMR experiments are done in a magnet (BRUKER) which
supplies a permanent field of 7.0494 T with a homogeneity of 10−6 over 1 cm [54]. The
cryostat (Janis) allows measurements in a temperature regime from 1.5 to 325 K.
The orientation dependent measurements were performed in a field sweep magnet (Oxford
Instruments), by using a probe with a single axis goniometer to rotate the sample inside
the magnet. The homogeneity of that magnet is lower than 10−5 over 1 cm [63] and the
magnetic field can be swept from 0 to 16 T. The temperature control at the Oxford magnet
is realized by a VTI unit (Variable Temperature Insert) combined with a LakeShore device
which provide stable temperatures in the range of 1.5K to 400K. For the orientation
dependent measurements on LiMnPO4 the same field of 7.0494T was applied at the
Oxford magnet. The magnetic fields of both magnets were compared by the measured
NMR frequencies for the same orientation. The same applied field leads to the same
resonance frequency within an error bar of < 1 kHz.
Sample Probes and Circuits
For the temperature dependent NMR measurements on LiMnPO4 at the BRUKER
magnet a probe with a diameter of 52 mm and a resonant circuit which consists of a
tunable capacitor and a coil, have been used (see Fig. 2.18a). The resonance frequency
can be tuned by a movable capacitor Ctune over the fixed dielectric medium. The matching
of the resonance frequency can be tuned by an engaging and disengaging brass block in
the coil Lmatch. The tuning range of the resonant circuit is about 30 to 80 MHz. The
frequencies which are necessary for the NMR experiments on the LiMnPO4 sample could
not be reached by that setup of the circuit. Therefore, an additional not tunable parallel
capacitor Cadd has been added to adapt the tunable frequency interval to 90 - 140MHz.
For the angle dependent NMR measurements on LiMnPO4 and Li0.9FeAs a probe with a
single axis goniometer and a diameter of 30 mm has been used (see Fig. 2.18b). The
smaller diameter fits into the VTI of the field sweep magnet. The resonant circuit of that
probe has two tunable capacitors Cser and Cpar, which are connected serial and parallel.
The resonance frequency of the circuit can be tuned by Cpar, the matching by Cser via a
movable dielectric medium inside the capacitors.
For the orientation dependent measurements on LiMnPO4, the sample has been turned
inside the fixed sample coil as shown in Fig. 2.18b. In contrast, the orientation of the
Li0.9FeAs sample has been realized by turning the glass tube with the coil and the sample
inside at the same time (see Fig. 5.5).
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Figure 2.18: Images of the probes used in (a) the BRUKER and (b) the 16T Oxford
magnet. Their corresponding resonant circuits are shown above. The probe of the 16T
Oxford magnet has a single axis goniometer.
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2.5 X-Ray Diffraction
X-ray diffraction is a qualified method to investigate the crystal structure of single
crystals. In a diffraction pattern of a perfect crystal structure sharp Bragg peaks with
high intensity are expected. From the Bragg positions and their intensity the crystal
structure can be derived. Deviations from the average crystal structure can be indicated
by diffuse scattering. In disordered systems the Bragg peaks can be broadened or
additional peaks can be observed. Often diffuse intensity between the Bragg spots can be
found. The analysis of the diffraction patterns, especially the diffuse scattering, is more
difficult. To develop a model of disorder it can be useful to detect the disorder by further
microscopic methods like the NMR spectroscopy for example. Then, in a combined study
the interpretation of the data can reveal additional insights into the disorder of a crystal.
To obtain useful information about the structure of the analyzed material, the wavelength
of the incident radiation should be in the same order of magnitude as the interatomic
spacing in the crystal structure. Typical lattice constants are in the range of several
Ångströms.
Below, a short introduction to Bragg scattering and diffuse scattering with x-rays is
presented. For more detailed knowledge about x-rays and the interpretation of the results,
the reader is referred to [33,36,64–69].
2.5.1 Basics
Plain Waves
X-rays are waves composed of oscillating electric and magnetic fields which can be
mathematically described in the same way. Thus, for simplification the propagation of
the electric field is presented. In general a linear polarized, electromagnetic plain wave
can be described by
E(r, t) = E0ei(kr−ωt). (2.44)
The wave vector k represents the direction of propagation and contains the wave length
λ by |k| = 2pi/λ. The oscillating frequency of the electric field is given by ω which is
related to the energy of the x-rays via E = }ω.
Bravais Lattice
A Bravais lattice is an infinite periodic set of discrete points rj with jN. In three
dimensions each member rj of the direct lattice can be described by a set of three linear
independent vectors a1, a2 and a3 with the integer coefficients xj, yj and zj.
rj = xja1 + yja2 + zja3 (2.45)
It should be mentioned that the choice of the basis vectors is not unique.
In three dimensions, 14 Bravais lattices exist due to the translation symmetry and 32
point groups describe the point symmetry of the basis atoms. Point symmetries are, for
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example, rotations and mirror planes. The combination of Bravais lattices and point
groups lead to 230 space groups, which determine the symmetry of a crystal completely.
Reciprocal Lattice
The reciprocal lattice is a set of all k, which fulfill
eik·(r+rj) = eik·r
eik·rj = 1
(2.46)
Eqn. 2.46 is solved for discrete k vectors comply with k = G. The vector G is identified
as the reciprocal lattice vector which is expressed by a linear combination of the reciprocal
lattice vectors b1, b2 and b3 with the integer coefficients H, K, L
G = Hb1 +Kb2 + Lb3. (2.47)
The reciprocal lattice vectors are defined by the basis vectors of the direct lattice.
b1 := 2pi
a2 × a3
a1(a2 × a3)
b2 := 2pi
a3 × a1
a2(a3 × a1)
b3 := 2pi
a1 × a2
a3(a1 × a2)
(2.48)
From the definition in Eqn. 2.48 follows the relation
am · bn = 2piδmn (2.49)
(a) (b)
Figure 2.19: Two different families of lattice planes (dashed lines) in 2D with the Miller
indices (10) and (21) in (a) and (b), respectively. The grey points correspond to the
members of the Bravais lattice and the vectors a1 and a2 are the basis vectors. Graphic
adapted from [64]
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which ensures that the scalar product of a Bravais lattice vector rj and a reciprocal lattice
vector G is an integer multiple of 2pi. The coefficients H, K, L are identified as the
Miller indices and describe the family of lattice planes. The reciprocal lattice vector G is
normal to the family of lattice planes with the Miller indices H, K, L and corresponds
to the smallest distance d between the lattice planes.
d = 2pi|G| (2.50)
In Fig. 2.19 two examples of lattice planes are shown in two dimensions. The closest
plane to the origin which does not include the origin crosses the axis of basis vector a1
at the point 1/H. K and L follow from the crossing points with the axes a2 and a3 in
the same way. If the plane does not cross an axis of a basis vector, the corresponding
Miller index is set to be 0 [64].
2.5.2 Bragg Scattering
In an x-ray scattering experiment the scattering process can be described by the incoming
ki and scattered ks wave vectors, illustrated in Fig. 2.20. The beam of incoming, parallel
x-rays under an incident angle θ, is penetrating a stack of planes with distance d. A
portion of the beam is reflected on each lattice plane in the direction of ks. The reflected
beams are parallel and interfere. In Fig. 2.20 the path difference between incident and
scattered wave amounts to 2AB. The geometry of Fig. 2.20 shows that the distance AB
can be expressed by
AB = d sin θ. (2.51)
Figure 2.20: Geometry of scattered electromagnetic waves on lattice planes leading
to Eqn. 2.52. ki and ks represent the propagation of incident and scattered wave,
respectively.
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For constructive interference the distance 2AB needs to be equal to a multiple nN of
the wavelength λ
nλ = 2AB
nλ = 2d sin θ. (2.52)
This relation corresponds to the “Bragg” condition which can be fulfilled for wavelengths
λ < 2d. The x-rays can interact with the electrons of an atom via elastic or inelastic
scattering. The elastic scattering of x-rays represents the main process that is exploited
to investigate the structure of materials. In the scattering process the electric field of the
incident x-ray exerts a force to the electronic charge on the atom which then accelerates
and radiates the scattered wave. The incident x-ray photon has a momentum }k and an
energy of }ω. In an elastic scattering process the energy of the incident and the scattered
photon are equal. However, there is a momentum transfer to the atom, expressed by
}Q = }ki − }ks (2.53)
where }Q represents the transferred momentum, }ki the initial and }ks the scattered
momentum. The vector Q is labeled as the scattering vector.
The elementary scattering unit of x-rays in an atom is the electron. Therefore, the
amount of scattered x-rays is defined by the number of electrons at an atom. An atom
is specified by its electron density n(r) which represents the number of electrons at the
position r per volume unit. The periodicity of the electron density n(r) in the crystal
structure can be written by a Fourier series,
n(r) =
∑
G
nGeiGr (2.54)
where G represents the reciprocal lattice vector.
The phase difference of the incident ki and the scattered ks beam can be expressed by
e−iQr = ei(ks−ki)r. (2.55)
Each atom type has a unique ability to scatter radiation. Atoms with many electrons
are scattering more than atoms with a low number of electrons. The ability of scattering
is described by the atomic form factor fj(Q), which measures the power of scattering of
the jth atom at the scattering vector Q. fj(Q) is defined by an integral over the electron
density nj(re) of the jth atom.
fj(Q) =
∫
V
dV nj(re)e−iQre (2.56)
For the scattering on a volume V that contains many atoms, it can be assumed that the
scattered amplitude F of the volume V is proportional to the local electron density n(r).
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Then the scattered amplitude F can be expressed by
F =
∫
V
dV n(r)e−iQr (2.57)
Replacing the electron density n(r) with Eqn. 2.54 leads to
F =
∫
V
∑
G
nGei(G−Q)rdV. (2.58)
If the scattering vector Q and the reciprocal lattice vector G are equal, the scattered
amplitude has a remaining amount which results in high intensity of the Bragg spots in
the diffraction pattern. This is due to the “Laue“ condition Q = G which is equal to the
”Bragg“ condition.
Unfortunately in an x-ray experiment the scattered amplitude F can not be observed
directly. The magnitude of F is related by
I ∝ |F |2 (2.59)
to the intensity I which is observable, but does not contain the phase difference.
From the intensity in the diffraction pattern the direct lattice structure can not be
determined definitely.
The crystal structure can be derived by calculating the intensity for a suggested lattice
structure. Then the calculated and the experimental diffraction pattern can be compared.
In the case of bad agreement the parameters of the suggested crystal structure can be
varied. This can be repeated until a good match results, when the suggested structure is
close to the real crystal structure. These steps can be automatically performed in the
frame of Monte Carlo simulations [68].
2.5.3 Structure Factor
The scattered amplitude F in Eqn. 2.57 can be rewritten in a more practical form and
is normally identified with the structure factor FHKL [33, 36]. FHKL corresponds to
the integration of all infinitesimal scatterers in a crystal and is defined by the lattice
structure.
The jth atom is placed at rj. The corresponding electron density nj(re) is given at the
surrounding points re. Then r can be rewritten as
r = rj + re. (2.60)
The electron density n(r) of the crystal can be expressed by the sum of the electron
densities nj(re) of each atom in the unit cell by
n(r) =
∑
j
nj(r− rj). (2.61)
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Replacing n(r) in Eqn. 2.57 leads to
FHKL(Q) =
∑
j
∫
V
dV nj(re)e−iQree−iQrj . (2.62)
In this relation the definition of the atomic form factor fj(Q) (see Eqn. 2.56) is included
which leads to
FHKL(Q) =
∑
j
fj(Q)e−iQrj . (2.63)
To present FHKL in a more practical form, it can be expressed by the components of rj
and G
FHKL(Q) =
∑
j
fj(Q)e2pii(Hxj+Kyj+Lzj). (2.64)
Eqn. 2.64 shows, that FHKL is determined by the crystallographic lattice positions xj , yj
and zj. FHKL defines the position (HKL) of allowed and forbidden Bragg spots in the
diffraction pattern.
2.5.4 Diffuse Scattering
Diffuse scattering appears mostly with low intensity at unexpected positions for example
between or around Bragg spots. It can be located in a small area of the reciprocal
space or be extended over a few Bragg spots. In general diffuse scattering is caused
by deviations from the average crystal structure. For example small displacements of
atoms away from the average structure lead to a modified structure factor FHKL. Then,
in accordance to I ∝ |FHKL|2, intensity can appear at other positions compared to the
diffraction pattern without displacements. The high impact of disorder on the diffraction
pattern is illustrated by simulations on disordered crystal structures (see Fig. 2.21). They
were performed by the software program ”DISCUS“ [68]. It can be seen that the direction
of disorder is perpendicular to the corresponding diffraction pattern. The calculation of
the diffraction pattern of a given disordered crystal structure can be done relatively easy.
The other direction, to conclude the disordered structure by a given diffraction pattern,
can not definitely be performed. Therefore, in most cases the interpretation of diffuse
scattering is difficult. To discover the details of disorder, Monte Carlo simulations can
be useful.
A selection of types of disorder that can cause diffuse scattering is listed in Tab. 2.5.
When disorder is present the electronic or magnetic environment is not equal for the
same atom in different unit cells. This can affect the crystal structure which can lead to
an additional type of disorder. Therefore, the deviations from the average structure are
often explained by more than one type of disorder. For details about diffuse scattering
and models of disorder the reader is referred to [66,70,71].
A simple relation between displacements and the resulting intensity in the diffraction
pattern is exemplified given in the following. The structure factor in Eqn. 2.64 describes
the intensity of a perfect crystal structure Icrystal. To obtain the intensity attributed to
deviations from the average structure, small displacements δ of the atomic positions are
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Table 2.5: Types of disorder that can cause diffuse intensity.
Type Description
Substitutional disorder the same site in different unit cells is replaced
by different species of atoms or vacancies.
Interstitial sites sites which are positioned between the regular sites
Displacements atoms are shifted away from their average positions
Stacking faults due to irregular layer sequences of atoms
Magnetic disorder magnetic spins on the same site in different unit
cells are unequal
added. Then the modified intensity Isum can be written as
Isum ∝
∣∣∣∣∣∣
∑
j
fje−iG(rj+δj)
∣∣∣∣∣∣
2
. (2.65)
The additional term can be expressed in terms of a Taylor series as
e−iGδj =
∑
n
(−iGδj)n
n! (2.66)
For small displacements it is sufficient to consider only the terms up to the first order in
Gδj of the Taylor series.
Isum ∝
∣∣∣∣∣∣
∑
j
fje−iGrj · (1− iGδj + ...)
∣∣∣∣∣∣
2
(2.67)
Then, it can be shown that the resulting Intensity Isum consists of
Isum = Icrystal + Idisplace (2.68)
the intensity related to the periodic crystal structure Icrystal and the intensity related
to the displacements of the atomic positions Idisplace. This gives a first idea about the
origin of intensity related to disorder. It should be stressed that the variety of models
of disorder is large and their application leads to much more complex mathematical
descriptions [66, 70,71].
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Figure 2.21: The results from simulations performed by ”DISCUS“ are shown from
top to bottom. The disordered structure is shown on the left and the corresponding
calculated diffraction pattern in the HK plane is shown on the right. Graphic adapted
from [68].
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2.5.5 Experimental Setup
The x-ray diffraction experiments have been performed at the high energy beamline BW5
at HASYLAB (Hamburg Synchrotron Labor) on the site of the Deutsches Elektronen
Synchrotron (DESY) in Hamburg in collaboration with M. v. Zimmermann, Jochen Geck
and Sven Partzsch. The general functional principle of a storage ring as a synchrotron
radiation source is reported in [64, 65]. The measurements were performed at room
temperature with an incident photon energy of 100 keV. At this energy the x-ray
penetration depth is of the order of millimeters, enabling the study of bulk properties of
the large LiMnPO4 single crystal. Furthermore, the brilliance2 B of synchrotron light
is more than 10 orders of magnitude larger than that of a normal commercial x-ray
tube. Thus small effects like tiny structural disorder, can be observed which would be
impossible to detect under normal laboratory conditions [67].
At the beamline BW5 the triple axis diffractometer has been used for the experiments,
shown in Fig. 2.22. The white radiation coming from the storage ring hits the monochro-
mator after being collimated by a water cooled slit system. The monochromator crystal
allows to select a narrow energy band by choosing an appropriate scattering angle. Once
the beam has been monochromatized, it crosses another set of collimators and a monitor
before hitting the sample crystal. The monitor counts the photon flux that enters the
sample stage and this signal is used to normalize the measured intensity in the detector.
After the beam has been scattered from the sample, it passes through two slits and an
absorber. The slits define the scattering volume at the sample position. The absorber
reduces the intensity to be measured finally in the detector, in case that the diffracted
beam intensity is so large that it saturates the detector count rate. Finally, the diffracted
beam is again scattered by the analyzer crystal towards the detector. The description of
the triple axis diffractometer has been taken from [67] where more details of the beamline
BW5 can be found.
Figure 2.22: Schematic experimental setup of the triple axis diffractometer at the
beamline BW5. Graphic adapted from [67].
2Photon flux per unit area and within a unit of solid angle B = phsec·mm2·mrad2
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3 LiMnPO4
3.1 Motivation
In 1997 the research group of A. K. Padhi, K. S. Najundaswamy and J. B. Goodenough [8,
72] found that materials of the olivine structure are promising candidates for the cathode
material of rechargeable LIBs. They demonstrated the reversible electrochemical Li
insertion-extraction in LiFePO4. Therefore, intensive research on olivine structured
materials has been started in the following years in order to increase their electrochemical
performance. The improvements were very successful so that the application of LiFePO4
in LIBs started in the automotive industry recently [7].
The outstanding improvements of LiFePO4 as a cathode material stimulated the research
on the related compounds LiMnPO4, LiCoPO4 and LiNiPO4. The electrochemical
properties of the related olivine-phosphates are listed in Tab. 3.1 in comparison to the
rock salt layered system LiCoO2. It should be mentioned that Tab. 3.1 contains guideline
data to compare the materials. Especially the listed capacities Cexp strongly depend on
the charge rate and further experimental conditions, like carbon-coating, temperature
Table 3.1: Electrochemical properties of the listed olivine-phosphates compared to
LiCoO2. The intercalation voltage U, the theoretical capacity Ctheo, the energy density ρ,
the activation energy EA and the diffusion coefficent DLi are taken from the references [61,
73–81]
LiMnPO4 LiFePO4 LiCoPO4 LiNiPO4 LiCoO2
U [V] 4.1 3.5 4.8 5.1 3.7
Ctheo [mAh/g] 171 170 167 167 274
Cexp [mAh/g] 145 160 120 50 140
ρ [Wh/kg] 697 586 750 900 1110
EcalcA [meV] 250 270 360 130 300
DcalcLi [cm2/s] 10−9 10−8 10−9 10−5 10−8
41
42 3 LiMnPO4
(a) (b)
Figure 3.1: (a) The cycling performance of the Li/LixMnPO4 cell by using LiPF6 as
electrolyte shows the reversible extraction and insertion of Li ions [10]. (b) The specific
discharge capacity versus cycle number at 50 ◦C (open symbols) and at 30 ◦C (closed
symbols) shows that the capacity improves at higher temperatures. However, with
increasing number of cycles the capacity decreases. The data were obtained at a charge
rate of 0.1C up to 4.6V [9].
and doping with transition metal ions. For example, the experimental capacity is mostly
lower than the theoretical value Ctheo of the cathode material.
In 2002 G. Li et al. [10] investigated successfully the reversible extraction and insertion
of Li ions on LiMnPO4 by using Lithium Hexafluorophosphate (LiPF6) as electrolyte.
The cycling performance is presented in Fig. 3.1a. It shows that a reversible capacity of
140mAh/g was obtained by cycling the cell between 2 and 4.5V.
In Fig. 3.1b the specific capacities at 30 ◦C and 50 ◦C versus cycles at a charge rate of
0.1C up to 4.6V can be seen. It can be observed that the cycling causes a reduction of
the capacity. Furthermore, the influence of the temperature shows a higher capacity at
50 ◦C than at 30 ◦C.
Moreover, there are several works which investigated the electrochemical performance of
LiMnPO4 by carbon coating, reducing the particle size and replacing the Mn2+ ion with
other metals or transition metals [9, 10,82–91].
The understanding of the Li ion diffusion processes in LiMnPO4 is essential for further
electrochemical improvements. NMR is a qualified method to measure the activation
energy EA for a hopping process, the hopping time and the dimensionality of the Li
ion diffusion [57,59]. Besides, the magnetic properties as for example the arrangement
of the local electronic spins in the ordered state (see below) can be analyzed by NMR.
Therefore, the NMR experiments have been motivated to investigate the Li ion diffusion
processes and the magnetic properties of LiMnPO4.
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3.2 Sample and Basic Properties
The single crystalline LiMnPO4 sample investigated in this work stems from the batch
HKZ431 which was grown by the traveling-solvent floating-zone technique under argon
pressure by N. Wizent et al. [92, 93] at the IFW Dresden.
The LiMnPO4 sample (29mg) corresponds to a large grain of 2×2×4mm3 (see Fig. 3.2a).
The single crystalline nature of the grain was examined by x-ray Laue back scattering
and the lattice parameters were determined by a four circle diffractometer. LiMnPO4
shows an orthorhombic olivine structure belonging to the Pnma spacegroup presented
in Fig. 3.2b. The corresponding lattice parameters are listed in Tab. 3.2. There are four
formula weights per unit cell. The four Mn are crystallograhically equivalent as are the
four Li and the four P sites. The 16 oxygen ions are divided in the ratio 4-4-8 among
three sets of crystallograhically equivalent sites [94]. The Mn2+ ions form buckled
layers that are stacked along the a direction. Moreover, the Mn2+ ions are surrounded
Table 3.2: Lattice parameters of the LiMnPO4 crystal structure [92].
a [Å] b [Å] c [Å]
LiMnPO4 10.419 6.0881 4.7304
(a) (b)
Figure 3.2: (a) Image of the oriented single crystalline LiMnPO4 sample. (b) The
crystal structure of LiMnPO4 was obtained from the corresponding crystallographic
information file (cif).
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(a) View along the a axis (b) View along the b axis (c) View along the c axis
Figure 3.3: Crystal structure drawn with octahedrons(magenta) around the Mn and
tetrahedrons(blue) around the P site. Free one dimensional channels for a potential
possible Li ion mobility along the b and c axes can be observed.
by slightly distorted octahedrons (MnO6) that share oxygen ions with tetrahedral PO3−4
groups [94–96]. In Fig. 3.3 the crystal structure is drawn with the octahedrons and
tetrahedrons showing one dimensional channels along the b and c direction for possible
Li ion motion, but not along the a axis. Theoretical studies by D. Morgan et. al [75]
reveal a diffusion constant of 10−7 cm2/s along the b direction. Furthermore, they report
that no other directions contribute significantly to the Li ion transport.
The 3d5 electrons of the Mn2+ with a spin of S = 5/2 are forming a local magnetic moment
of 4.67µB which was obtained from LDA (Local Density Approximation) calculations
performed by O. Bacq et al. [97].
In 1959 the presence of AFM in LiMnPO4 was discovered by susceptibility measurements
by R. M. Bozorth and V. Kramer [98]. In the following years the AFM with the easy
axis a and the orientation of the magnetic moments were confirmed and investigated
by susceptibility, NMR and neutron diffraction experiments [94,96,99]. Susceptibility
measurements performed at the IFW Dresden [92] reported the c axis as the easy axis
which is in contradiction with the earlier results [94, 96, 99]. Therefore, the susceptibility
measurements were repeated on LiMnPO4 and the easy axis a has been confirmed (see
Fig. 3.4).
The orientation of the antiferromagnetically aligned moments below TN ∼ 34K along the
a axis is shown in Fig. 3.4a. The antiferromagnetic coupling between nearest neighbors
in the bc plane can be described by a strong exchange interaction J1 through a Mn-O-
Mn bond reported in [96] where also next nearest neighbor exchange interactions are
discussed.
In 1967 J. H. Ranicar and P. R. Elliston [100] reported a spin-flop (SF) transition by
pulsed-field spin-flop magnetization measurements on single crystalline LiMnPO4. They
observed a critical field of Hc = 4T at which the AFM changes to the SF alignment for
H0 ‖ a. In the SF phase the magnetic moments reorient from being parallel to the a axis
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(a) (b)
Figure 3.4: (a) Orientation of the magnetic moments in the antiferromagnetic phase
along the a axis. For simplification the phosphorus and oxygen ions are removed. (b)
The antiferromagnetism along the a axis is confirmed by the drop of the susceptibility
for H0‖a. It should be mentioned that the axes are labeled correctly in contrast to the
caption of the corresponding graph in [92].
Figure 3.5: Alignment of the magnetic moments forH0 ‖ a below TN. Left: ForH0 < 4T
the moments align antiparallel along the a axis. Right: In a field 4T < H0 < 4.7T the
magnetic moments orient antiparallel along the c axis. Graphic adapted from [101].
to be nearly parallel to the c axis at magnetic fields between 4T < H0 < 4.7T [101]. The
arrangement of the magnetic moments in the SF phase is shown in Fig. 3.5. The NMR
study by J. Mays et al. [94] has been performed at H0 ∼ 0.9T in the antiferromagnetic
phase. In contrast, in the frame of this work the NMR experiments were performed in
the SF phase at 7.0494T.
46 3 LiMnPO4
Figure 3.6: The total density of states for LiMnPO4, Li0.5MnPO4 and MnPO4 shows
drastic changes of the energy gap [102].
Below, theoretical studies are presented which calculate the electronic structure as a
function of the Li content x in LixMnPO4 (x = 0, 0.5, 1). For x = 1, the distorted
octahedral environment of the Mn2+ ions lifts the degeneracy of the energy levels due to
the Jahn-Teller (JT) effect (see Fig. 2.6). Removing the Li (x = 0) leads to a change
of the oxidation level from Mn2+ to Mn3+. Additionally, this causes an increase of the
distortion of the octahedrons which is reported by Z. X. Nie et al. [102].
The total density of states (TDOS) was calculated for MnPO4, Li0.5MnPO4 and LiMnPO4
in [102]. The results are shown in Fig. 3.6. It can be observed that the TDOS changes
drastically with the Li content. In LiMnPO4 the predicted energy gap of 4 eV leads
to a very low intrinsic electrical conductivity. For x = 0 and 0.5 comparatively higher
electrical conductivity can be concluded due to the smaller calculated energy gaps.
In contrast, in the olivine-phosphates the electrical conductivity is explained by polaronic
rather than band-like transport [82,103–105]. T. Maxisch et al. [103] reported a small
polaron migration mechanism to explain the electrical conductivity in LiMnPO4. It
can be understood by a hopping process of the polaron from one Mn site to another.
M. D. Johannes et al. [104] calculated an energy barrier of the polaron hopping of 0.33 eV.
In summary, the electrical conductivity is very low and has a strong dependence of the
Li content and the oxidation level of the Mn ion. The poor electrochemical performance
is believed to be related to the high effective mass of the polarons, resulting from the JT
anisotropic lattice deformation around the Mn ion [11,106].
4 Results - LiMnPO4
4.1 DC Susceptibility
The DC susceptibility (χ) measurements were performed for the orientations H0 ‖ a and
H0 ‖ c in the temperature range from 4.2 to 130K. The orientation dependence of χ is
used to confirm the orientation of the LiMnPO4 single crystal sample.
The temperature dependence of χ is compared with the published DC susceptibility
measurements by N. Wizent et al. [92] which are labeled correctly1 in Fig. 4.1. Good
agreement can be observed for H0 ‖ a and H0 ‖ c because for these orientations the
susceptibility follows the published data [92]. Therefore, the orientation of the LiMnPO4
single crystal is confirmed as shown in Fig. 3.2a. Moreover, it can be concluded that the
LiMnPO4 sample has the same magnetic properties as reported in [92].
Figure 4.1: The comparison of χ (open circles and triangles) with the
measurements1 (solid lines) of N. Wizent et al. [92] shows good agreement. It should be
mentioned that the labels of the axes are corrected.
1To avoid confusion, it should be mentioned that the crystal axes a and c are mixed up in [92].
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In the paramagnetic phase above TN, χ shows the same temperature dependence for each
orientation. The paramagnetic behavior is examined by plotting the inverse susceptiblity
χ−1 versus temperature which leads to a linear relation in accordance to a Curie-Weiss
law (see inset of Fig. 4.1). From the linear fit in terms of the Curie-Weiss law given in
Eqn. 2.2 the Curie constant C and the Curie-Weiss temperature ΘCW = −65K have
been obtained. The effective moment of µeff = 5.9µB was identified by Eqn. 2.3 which
is ∼ 20% larger than calculated by LDA [97]. The effective moment, the spin and the
g-factor are related by
µeff = g
√
S(S + 1)µB. (4.1)
The g-factor of 1.98 has been determined by ESR (Electron Spin Resonance) measure-
ments [92]. Its value is very typical for Mn2+ ions and confirms the mean valence of 2+.
The results confirm the spin of S = 5/2 as expected for the 3d5 electrons of the Mn2+.
Below TN, χ exhibits different behavior for the orientations H0 ‖ a, b and c. For H0 ‖ a
the drop of χ at 34K corresponds to the formation of antiparallel alignment of the
magnetic moments along the a axis which represents the easy axis. At T = 4.2K, the
net magnetization is close to zero which underlines the perfect antiparallel orientation
of the electronic spins. The χ data for the orientations H0 ‖ b and c show a remaining
component at 4.2K that corresponds to a remaining magnetization perpendicular to the
easy axis a .
The orientation of the crystal axes of the sample was confirmed by the susceptibility data.
They reveal the axis a as the easy axis in agreement with neutron diffraction, NMR and
earlier susceptibility measurements on LiMnPO4 reported in [94,96,98,99].
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4.2 Calculation of Aˆdip
LiMnPO4 has a relatively high local magnetic moment of 5.9µB at the Mn site [92].
These moments cause large internal fields which are anisotropic. Then the external field
H0 applied in the NMR experiments overlays with the internal field Hint. This leads to
NMR frequencies which can strongly depend on the orientation of the crystal in H0. The
dipolar hyperfine coupling tensor Aˆdip describes the anisotropic coupling between the
nuclear spin and the local magnetic moments. Its diagonal elements Amm (m =1,2,3)
can be used to calculate the NMR frequency for H0 ‖ a, b, c, respectively (see Sec. 2.4.2).
In order to explain the 7Li and 31P NMR frequencies the dipolar hyperfine coupling
tensors are calculated for the paramagnetic and the AFM phase, labeled as Aˆparadip and
AˆAFMdip , respectively. The calculations were performed by a self made program2 which is
written in C.
The tensor elements Amn are calculated by
Aˆdip =
A11 A12 A13A21 A22 A23
A31 A32 A33
 = ∑
j
Aˆdip,j =
∑
j

r2j−3x2j
r5j
−3xjyj
r5j
3xjzj
r5j
−3yjxj
r5j
r2j−3y2j
r5j
−3yjzj
r5j
3zjxj
r5j
−3yjzj
r5j
r2j−3z2j
r5j
 . (4.2)
The variables xj, yj, zj represent the distances between the nuclear spin at the Li or,
respectively, the P site and the jth electron spin at the Mn site in the corresponding
direction. The distances are taken from the crystallographic information file (cif) of
LiMnPO4. The file has been created from the measurements on a four circle diffractometer
at the IFW performed by S. Partzsch.
The elements are proportional to 1/r3j , which shows that
∑
j Aˆdip,j is converging for
large rj. A spheric volume with the radius rsphere around the nuclear spin of 7Li or 31P,
respectively is used to determine the converging range of the sum ∑j Aˆdip,j. Electron
spins with rj < rsphere are considered in Eqn. 4.2. For rj > rsphere the electron spins are
not considered. The larger the distance rj between nuclear and jth electron spin, the
smaller is the dipolar field of the electron spin at the site of the nuclear spin. The dipolar
hyperfine coupling element converges when the electron spin is far enough away from the
nuclear spin. Then the dipolar interaction can be neglected.
The elements in 7Aˆparadip are calculated as a function of the radius rsphere. The result is
exemplified in Fig. 4.2 for the diagonal elements 7A11, 7A22 and 7A33. It shows that the
limiting value is almost reached at rsphere ≈ 30 Å. Therefore, a radius of rsphere = 100 Å
is sufficient to ensure the convergence of the sum in Eqn. 4.2.
For the calculation of the hyperfine coupling tensor in the AFM phase, the antiparallel
orientation of the electron spins is considered by the alternating sign in the term STj . In
accordance to Eqn. 2.18 the sign is included in Aˆdip,j for the calculation of AˆAFMdip .
In the literature the hyperfine coupling elements are often given in different units. In
2The source code is given in the appendix A.1.
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accordance to Eqn. 4.2 the tensor elements are calculated in Å−3. The conversion into
the cgs-system from Å−3 to mol/emu is done by multiplying by 1.66, which can be
understood by
mol
emu =ˆ
6.022 · 1023
cm3 =ˆ
6.022 · 1023
(108 · Å)3
1.66 molemu =ˆ
1
Å3
.
(4.3)
The modern unit of hyperfine coupling elements is given by Tesla per µB (T/µB). Then
the conversion between Å−3 and T/µB can be expressed by3
1
Å3
=ˆ 1.66 · 9.274 · 10
−21 · 6.022 · 1023
10000
T
µB
(4.4)
The calculated hyperfine elements are presented in Tab. 4.1 and 4.2 for the Li and P
sites in the paramagnetic and AFM phase. The results of the calculation of the hyperfine
coupling tensor elements for the paramagnetic phase are in agreement with the calculated
values reported by Mays et al. [94].
In the paramagnetic phase, four hyperfine coupling tensors are obtained for the Li site (see
Tab. 4.1). They have the same diagonal elements (7Amm) and differ only by the sign of
Figure 4.2: Convergence of 7A11, 7A22 and 7A33 in dependence of the radius rsphere of
the sphere that contains the considered electron spins at the Mn sites. It can be observed
that the limiting value is reached at ≈ 30 Å.
3For more detailed information on the relations of magnetic units the reader is referred to [32].
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their off diagonal elements (7Amn, m 6= n). This leads to four magnetically inequivalent
Li sites. In accordance to Eqn. 2.19, the equal diagonal elements lead to a single 7Li
resonance for H0 ‖ a, b and c. The off diagonal elements can cause up to four 7Li NMR
lines in the spectra for orientations H0 ∦ a, b and c . In the AFM ordered state 7AˆAFMdip
vanishes, which shows that no internal dipolar field remains at the Li sites. Therefore,
an unshifted single resonance line for the 7Li NMR is expected in the AFM phase.
In the paramagnetic phase, two hyperfine coupling tensors are calculated for the P sites
with equal diagonal elements (see Tab. 4.2). The off diagonal elements differ by their sign.
The two tensors correspond to two magnetically inequivalent P sites. The equal diagonal
elements should lead to a single 31P NMR line for H0 ‖ a, b and c. The different sign of
the off diagonal elements can lead to two 31P resonances for orientations H0 ∦ a, b and
c. In the AFM phase, the calculation of 31AˆAFMdip leads to four magnetically inequivalent
P sites. The four tensors of 31AˆAFMdip show different signs for the diagonal elements (see
Tab. 4.2). Therefore, up to four 31P NMR lines are expected in the AFM phase.
In Sec. 4.3.5 the tensor elements of 7Aˆparadip and 31Aˆ
para
dip are compared with the dipolar
hyperfine coupling elements obtained from NMR.
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Table 4.1: Calculated 7Aˆparadip for the paramagnetic phase and 7AˆAFMdip for the AFM phase.
Four different tensors are calculated which differ by their off diagonal elements. This
corresponds to four magnetically inequivalent sites and four 7Li resonances for orientations
H0 ∦ a, b and c. The equal diagonal elements are leading to a single 7Li NMR line
for H0 ‖ a, b and c. In the AFM phase the dipolar tensor vanishes which leads to an
unshifted 7Li NMR line. The tensor elements are given in T/µB. The Li sites are given
in fractional coordinates.
Li sites 7Aˆparadip 7AˆAFMdip
( 0 / 0 / 0 )
0.0690 0.0058 0.00300.0058 −0.0401 −0.0060
0.0030 −0.0060 −0.0289

0 0 00 0 0
0 0 0

( 0 / 0.5 / 0 )
 0.0690 −0.0058 0.0030−0.0058 −0.0401 0.0060
0.0030 0.0060 −0.0289

( 0.5 / 0 / 0.5 )
 0.0690 0.0058 −0.00300.0058 −0.0401 0.0060
−0.0030 0.0060 −0.0289

( 0.5 / 0.5 / 0.5 )
 0.0690 −0.0058 −0.0030−0.0058 −0.0401 −0.0060
−0.0030 −0.0060 −0.0289

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Table 4.2: Calculated 31Aˆparadip for the paramagnetic phase and 31AˆAFMdip for the AFM
phase. In the paramagnetic phase two tensors are calculated differing by their off diagonal
elements. This corresponds to two magnetically inequivalent P sites and the expectation
of two resonances in the 31P NMR spectra for orientations H0 ∦ a, b and c. The equal
diagonal elements lead to a single 31P NMR line for H0 ‖ a, b and c. In the AFM phase
the four tensors correspond to four magnetically inequivalent P sites. Consequently, up
to four resonances for 31P NMR are expected in the AFM phase. The tensor elements
are given in T/µB. The P sites are given in fractional coordinates.
P sites 31Aˆparadip 31AˆAFMdip
( 0.408 / 0.75 / 0.908 ) 0.0376 0 0.02820 −0.0193 0
0.0282 0 −0.0183

−0.0881 0 −0.03740 0.1560 0
−0.0374 0 −0.0679

( 0.592 / 0.25 / 0.091 )
0.0881 0 0.03740 −0.1560 0
0.0374 0 0.0679

( 0.092 / 0.25 / 0.408 )  0.0376 0 −0.02820 −0.0193 0
−0.0282 0 −0.0183

 0.0881 0 −0.03740 −0.1560 0
−0.0374 0 0.0679

( 0.908 / 0.75 / 0.592 )
−0.0881 0 0.03740 0.1560 0
0.0374 0 −0.0679

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4.3 7Li and 31P NMR
4.3.1 Spectra
In Fig. 4.3 the 7Li and 31P NMR spectra are shown for H0 ‖ a, b and c at 292K. Due
to the anisotropy of the dipolar hyperfine couplings 7Aˆparadip and 31Aˆ
para
dip , the resonance
frequency is different for the orientations H0 ‖ a, b and c.
The 7Li NMR spectra for all different orientations span a frequency interval of about
300 kHz. This value agrees with the 7Li NMR line width reported on LiMnPO4 powder
samples by D. Arčon et al. [107]. Nevertheless, the resonance lines and the average full
width at half maximum of ∆ω ∼ 80 kHz differ much from the expected line shape of a
single crystal. Possible explanations of the large line width are given in Sec. 4.3.3 and 4.4.
A comparison of the 7Li and 31P NMR spectra shows that, for corresponding orientations,
the shape of the resonance line looks similar. Therefore, it can be concluded that the
nuclear spins 7Li and 31P are dominated by the local magnetic moment at the Mn site.
Due to the asymmetric shape, especially for H0 ‖ b, Mn disorder can be concluded in
agreement with Mn disorder reported by H. Fang et al. [108].
A single Gaussian fit of the spectra for the three orientations does not describe the
spectra very well which is caused by their asymmetric shape. Therefore, fits with up
to three Gaussian lines have been performed on the 7Li NMR spectra at 292K. The
resulting fitted spectra are presented in Fig. 4.4.
For H0 ‖ a the spectrum can be fitted with a main Gaussian and two additional Gaussian
peaks at the high and low frequency site. For H0 ‖ c one additional peak is added. The
resonance line for H0 ‖ b shows the strongest asymmetry. Two additional peaks are
added at the lower frequency site for the fit.
(a) (b)
Figure 4.3: Spectra for the alignments H0 ‖ a, b and c. (a) 7Li NMR and (b) 31P NMR
spectra are looking similar, leading to the conclusion that the resonance lines are
dominated by the local magnetic moment at the Mn site. The strong asymmetric shape
of the spectra is believed to be related to Mn disorder.
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Figure 4.4: Fitted 7Li NMR spectra for H0 ‖ a, b and c. Up to three Gaussian lines are
necessary to fit the spectra. At the bottom the corresponding residual of experimental
and fitted data is shown.
In principle in the 7Li NMR spectra a quadrupole splitting can be expected due to the
nuclear spin of 7I = 3/2. In contrast, the 31P resonance with 31I = 1/2 can not show
satellites. Therefore, it can be concluded that the additional Gaussians are not related
to satellites because the NMR spectra of 7Li and 31P look similar. Since no quadrupole
splitting can be observed it can be concluded that the EFG seems to be zero at the 7Li
nucleus.
The overall line width of the spectra is comparable which indicates disorder in a, b and c
direction at first glance. From the asymmetric shape of the resonance line for H0 ‖ b can
be concluded, that the possible Mn disorder along the b axis is large compared to the a
or c direction. It can be assumed that the magnetic moments are distributed around
their Mn site which corresponds to a distribution of the dipolar hyperfine coupling in
accordance to Eqn. 4.2. This leads to a distribution of resonances around the expected
frequency value which results in a broad line width and the anomalous shape of the
spectra.
The impact of Mn disorder on the NMR spectra and possible further explanations of
disorder are discussed in Sec. 4.4 in detail.
4.3.2 Knight Shift
The resonance frequencies of the 7Li and 31P NMR spectra can be calculated in accordance
to Eqn. 2.19 which simplifies to
ω(T ) = γnH0(1 + Ammχ(T )) (4.5)
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for the alignment of the external field along the crystal axes. The hyperfine coupling
Amm corresponds to the alignment of the external field H0 along the crystal axes H0 ‖ a,
b, c (m=1,2,3). In Eqn. 4.5 the sign of the hyperfine coupling element Amm determines
the positive or negative shift of the resonance frequency. The temperature dependence of
ω is determined by the temperature behavior of χ(T ).
Temperature Dependence
The temperature dependence of the 7Li NMR frequency can be expressed by considering
the gyromagnetic ratio4 7γ and the diagonal elements 7Amm of the dipolar hyperfine
coupling of the 7Li nucleus in Eqn. 4.5. The shifts of the 7Li NMR line can be explained
by the calculated diagonal hyperfine coupling elements (see Sec. 4.2). Thus, the main
part of the Knight Shift of the 7Li NMR is assumed to be related to the anisotropic
dipolar hyperfine coupling 7Aˆparadip . However, small differences between calculated and
experimental elements are present which are discussed in Sec. 4.3.5.
On the contrary, the 31P NMR spectra show larger shifts to higher frequencies compared
to 31γH0, exemplified shown for 292K in Fig. 4.3b. The calculated diagonal hyperfine
coupling elements 31Acalcmm are too small to explain these large shifts. See Sec. 4.3.5 for a
comparison between experimental and calculated dipolar hyperfine coupling elements.
Therefore, an additional isotropic contribution to the hyperfine coupling is assumed
which is identified by Aiso. Assuming that the experimental amount equals to the sum of
calculated and isotropic value, 31Aexpmm can be written as
31Aexpmm = 31Acalcmm + 31Aiso. (4.6)
The origin and the impact of Aiso are discussed in Sec. 4.3.5. Then, the resonance
frequency of the 31P NMR spectra can also be expressed by Eqn. 4.5. with 31γ as the
gyromagnetic ratio5 of the nuclear spin 31P.
The resonance frequencies 7ω and 31ω have been measured in the temperature range
from 4.2 to 292K for the three orientations H0 ‖ a, b and c. The results are presented
in Fig. 4.6 indicated by the dots. The center of the NMR lines is obtained from the
fitted main Gaussian above for H0 ‖ a and c. In the case of the asymmetric shape of the
resonance line for H0 ‖ b, the frequency at the center of gravity has been obtained.
The experimental diagonal elements Aexpmm for 7Li and 31P are determined from Clogston
Jaccarino plots shown in Fig. 4.5. For the paramagnetic phase, the Knight Shift K(T ) (la-
beled as 7K and 31K for 7Li and 31P, respectively) is plotted vs. χ(T ) with the temperature
as an intrinsic parameter. The Clogston Jaccarino plots exhibit the validity of the linear
relation
Kmm(T ) = Aexpmm · χ(T ) (4.7)
for each orientation. In accordance to Eqn. 4.7, the corresponding hyperfine coupling
tensor elements (7Aexp11 , 7Aexp22 , 7Aexp33 , 31Aexp11 , 31Aexp22 , 31Aexp33 ) have been extracted from a
linear fit. They are listed in Tab. 4.6 in Sec. 4.3.5.
4gyromagnetic ratio 7Li: 7γ = 16.5461MHz/T
5gyromagnetic ratio 31P: 31γ = 17.2347MHz/T
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(a) (b)
Figure 4.5: Clogston Jaccarino plots for (a) 7Li (closed symbols) and (b) 31P (open
symbols) for H0 ‖ a, b and c. The slope of the linear behavior corresponds to the dipolar
hyperfine coupling element (Aexpmm). The dots are attributed to the experimental and the
solid lines to linear fits.
(a) (b)
Figure 4.6: Temperature dependence of 7ωmm and 31ωmm (m=1,2,3) for H0 ‖ a, b
and c, (a) 7Li NMR (closed symbols) and (b) 31P NMR (open symbols). The symbols
correspond to the center of the fitted main Gaussian of the NMR spectra. The solid lines
are attributed to Eqn. 4.5 with the corresponding hyperfine coupling element (Aexpmm).
Angle Dependence
For the orientation dependent NMR measurements, the LiMnPO4 sample was rotated
by a single axis goniometer at 292K. They were performed in three experiments around
each axis a, b and c which are listed in Tab. 4.3.
The angle dependent results of 7Li and 31P NMR of the three experiments are presented
in Fig. 4.8. The NMR frequency is indicated by the black dots and the solid lines
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correspond to the equations given in Tab. 4.3 for each orientation dependent experiment.
For the NMR experiments at 292K, the angle dependence of the resonance frequency ω
can be described by Eqn. 2.19, which simplifies to
ω(φ, θ) = γnH0(1 +
cosφsinθsinφsinθ
cosθ
 Aˆparadip
cosφsinθsinφsinθ
cosθ
χ(292 K)) (4.8)
due to the isotropic χ in the paramagnetic phase. For the angle dependent NMR
experiments, the off diagonal elements cause a splitting of the NMR line due to their
alternating sign which depends on the magnetic Li or P site.
The experimental angle dependence of the NMR frequency agrees to the expected behavior.
In all three experiments a splitting of the 7Li NMR spectra is expected which can not
be observed in the experiment (see Fig. 4.8). The off diagonal elements 7A12, 7A13 and
7A23 are relatively small (see Tab. 4.6), which leads to a small splitting. Therefore, the
expected splitting can not be observed due to the broad line width which overlaps the
splitting.
In contrast, in the 2nd experiment, a splitting is observed in the 31P NMR spectra. The
off diagonal element 31A13 is 10 times larger than the off diagonal elements 7A12, 7A13
and 7A23. Therefore, the splitting is larger than the line width and can be observed in
the 31P NMR spectra. From a fit in accordance to Eqn. 4.8 of the 2nd experiment, the
Table 4.3: Overview of the performed angle dependent NMR experiments, orientation,
angles and the label of the corresponding resonance frequency ω. The mathematical
decriptions of the orientations, that stem from Eqn. 4.8, are listed for each experiment.
Experiment no. spinning axis orientation φ, θ
1st a H0 ‖ b ↔ H0 ‖ c φ = 90◦
ωbc = γnH0(1 + (Aexp22 sin2θ + 2Acalc23 cosθsinθ + A
exp
33 cos
2θ)χ(T ))
2nd b H0 ‖ c ↔ H0 ‖ a φ = 0◦
ωac = γnH0(1 + (Aexp11 sin2θ + 2Acalc13 cosθsinθ + A
exp
33 cos
2θ)χ(T ))
3rd c H0 ‖ b ↔ H0 ‖ a θ = 90◦
ωab = γnH0(1 + (Aexp11 cos2φ+ 2Acalc12 cosφsinφ+ A
exp
22 sin
2φ)χ(T ))
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off diagonal element 31A13 has been determined. Its value is listed in Tab. 4.6.
The corresponding angle dependent 7Li and 31P NMR spectra are presented in Fig. 4.7.
The splitting in the 31P NMR spectra is clearly observable and the center of the resonances
are obtained from single Gaussian fits of each separate resonance. Additional features
in the 7Li NMR spectra can be seen which indicate the splitting of the 7Li NMR line.
However, fitting the 7Li NMR spectra by two or three Gaussian lines does not lead to a
consistent angle dependent behavior.
(a) (b)
Figure 4.7: Angle dependent (a) 7Li and (b) 31P NMR spectra of the 2nd experiment.
The additional features in the 7Li NMR spectra are attributed to the line splitting for
angles off H0 ‖ a and c. In the 31P NMR spectra the splitting can be observed clearly.
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Figure 4.8: Angle dependence of the 7Li and 31P NMR lines of the three experiments
oriented in 1st bc, 2nd ac and 3rd ab at 292K. The NMR data points correspond to the
black dots. The solid lines correspond to the expected angle dependent behavior due
to the equations given in Tab. 4.3. No splitting of the 7Li resonances can be observed
due to the small off diagonal elements in 7Aˆparadip . In experiment 2, the 31P resonance
splits due to the larger off diagonal element (31A13) compared to the vanishing 31A12 and
31A23 (see Tab. 4.6).
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4.3.3 Line Width
The width ∆ω of the spectra of ∼80 kHz at 292K is unusual broad for a single crystal. It
can be explained by the presence of Mn disorder (see Sec. 4.3.1) which could be related
to a distribution of the dipolar hyperfine coupling. In general a distribution due to any
reason, validates the field dependence of ∆ω given by
∆ω ∝ H0. (4.9)
Eqn. 4.9 has been checked by the 7Li NMR line width measurements at the two different
external fields of 3T and 7.0494T. The corresponding 7Li NMR spectra are compared in
Fig. 4.9. It has been found that at the half field, the line width reduces to the half (see
Tab. 4.4) which underlines the validity of Eqn. 4.9 in LiMnPO4. Therefore, it can be
concluded that at H0 = 7.0494T the NMR line width is dominated by the dipolar
broadening. Additionally, the Mn disorder forms the shape of the spectra and does
contribute to the line width as well.
Furthermore, temperature dependent investigations of the line width have been performed
to search for the effect of motional narrowing. With increasing temperature a continuous
Figure 4.9: Comparison of the 7Li NMR spectra measured at 7.0494T and 3T. For the
comparison the spectra are superimposed at the center of the resonances.
Table 4.4: The applied field and the line width values confirm Eqn. 4.9 in LiMnPO4.
factor
H0 [T] 7.0494 → 3 2.35
∆(7ω) [kHz] 85 → 40 2.12
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narrowing of the line widths ∆(7ω) and ∆(31ω) can be observed (see Fig. 4.10a). For
H0 ‖ c the spectra have been measured with almost constant line width up to 420K
which is supposed to be an estimation of the narrowed line width at temperatures where
motional narrowing is expected. However, no evidence of motional narrowing due to
the mobility of the Li ions can be found. K. Nakamura et al. [61] reported motional
narrowing in LiCoO2 by a drop of the line width from 10 kHz to 2 kHz (see Fig. 2.15b).
Therefore, it can be concluded that the motional narrowing in LiMnPO4 is possibly
covered by the broad line width. Furthermore, it can be concluded that the observed
continuous narrowing can be related to the fluctuations of the dipole moments. At high
temperatures the moments fluctuate faster than the rigid lattice line width. Then, only
an averaged environment of the nuclei can be observed which results in narrowing of the
line width.
It has been found that the susceptibility χ scales with the line width ∆ω
∆ω ∝ χ (4.10)
which is shown in Fig. 4.10b. This leads to the conclusion that the temperature dependent
broadening is predominantly due to a magnetic broadening which is related to the
magnetic moments at the Mn site.
A comparison of the line width of 7Li and 31P NMR spectra for corresponding orientations
in Fig. 4.10a shows the validity of the relation
∆(31ω) > ∆(7ω). (4.11)
At first glance this might be attributed to the fact that the 31P nucleus sits closer to
(a) (b)
Figure 4.10: The closed and open circles represent the line width of 7Li and 31P NMR
spectra, respectively. (a) Comparison of the temperature dependent ∆(7ω) and ∆(31ω).
(b) 7Li and 31P NMR line width vs. χ with the temperature as an intrinsic parameter
shows a linear relation.
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the electron spin at the Mn site than the 7Li nucleus. The minimal 31P-Mn distance
of 2.86 Å is smaller compared to the minimal 7Li-Mn distance of 3.32Å. Thus, the 31P
nucleus should experience a higher dipolar field. In contrast to this, the hyperfine field
caused by the anisotropic dipolar coupling on the P site is approximately half of the field
at the Li site because the diagonal tensor elements fulfill the relation
7Acalcmm ∼ 2 · 31Acalcmm. (4.12)
This shows that the distance nucleus - magnetic moment can not explain the difference
of the 7Li and 31P NMR line widths.
One possible explanation could be related to the effect of the contact interaction which
affects only the 31P nucleus. Therefore, a distribution of internal fields caused by the
contact interaction can be assumed to explain relation 4.11. The effect of the contact
interaction is isotropic. Hence, the 31P NMR spectra are broadened without additional
features in the shape of the spectra.
To summarize, the presence of disorder followed by a distribution of the dipolar hyperfine
coupling leads to the broad line width in the range of 80 kHz. Then it is difficult to
measure the effect of motional narrowing which should appear at line widths smaller
than 10 kHz.
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4.3.4 AFM and Spin-Flop Phase
The temperature range of the AFM phase extends from 0 to 34K. Due to the loss of the
net magnetization in the susceptibility data at 4.2K, the antiferromagnetic formation
of the magnetic moments is completed at low external fields. J. H. Ranicar et al. [100]
reported a spin-flop (SF) transition for external fields H0 > 4T for the orientation H0 ‖ a.
The SF formation strongly depends on the orientation of the external field. For the
measurements reported in this thesis an external field of 7.0494T was used. Therefore,
the measurements for H0 ‖ a are performed in the SF phase. For H0 ‖ b and c the
spin-flop changes to the AFM order along a [100]. Therefore, it is expected to obtain
different NMR results in a field of 7.0494T compared to the experiments performed at
0.9T by J. Mays et al. [94]. Furthermore, a strong external field can tilt the magnetic
moments [32], which leads to shifts of the resonances. To understand the NMR spectra
of the AFM and the SF phase it is useful to do some preliminary considerations. In the
AFM phase, the NMR frequency is given by
ω = ω0 + ωC + ωAFMdip
= γn(H0 +BC +BAFMdip ) (4.13)
with the internal fields BC and BAFMdip which stem from the Fermi contact contribution
and the dipolar hyperfine coupling in the AFM phase, respectively.
The antiparallel alignment of the electron spins has to be considered in Eqn. 2.18 by
the sign of STj . For the calculation of the dipolar hyperfine coupling tensor in the AFM
(a) (b)
Figure 4.11: Spectra of the SF phase for H0 ‖ a and the AFM phase for H0 ‖ b and
c. (a) The 7Li resonances indicate a shift to the frequency of a bare 7Li nucleus. (b)
The experimental 31P NMR spectra show up to four resonances. For comparison, the
calculated frequencies which are obtained by the canting angles α = 11◦, β = 4◦, γ = 13◦
are indicated by the small black stripes.
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(a) (b)
Figure 4.12: Assumed tilts of the magnetic moments. (a) H0 ‖ b or c: The external
field tilts the magnetic moments in the direction of H0. Exemplified shown for H0 ‖ b.
For H0 ‖ c the situation is similar. This leads to the canting angles β and γ for H0 ‖ b
and c, respectively. (b) H0 ‖ a: In the SF phase the magnetic moments are aligned
antiparallel along the c axis for 4T < H0 < 4.7T [101]. In the higher field of 7.0494T
the moments are supposed to be tilted in the a direction which results in components
along a and c. For H0 ‖ a the canting angle is labeled as α.
phase the sign of STj has to be included in Aˆj,dip. Then Eqn. 2.18 can be rewritten as
ωAFMdip = γnBAFMdip
= −µ04piγeγn}(I · Aˆ
AFM
dip · ST). (4.14)
The 7Li NMR resonance is expected to appear at the frequency 7γH0 of a bare nucleus
because the Fermi contact contribution and the dipolar hyperfine field vanish on the
7Li (see Tab. 4.1). Consequently, BC and BAFMdip are zero at the site of the 7Li nucleus.
For the 31P nuclei, there exist four different tensors AˆAFMdip,P (see Tab. 4.2) which leads to
the expectation of up to four resonances in the AFM phase.
The measured 7Li and 31P NMR spectra at 4.2K for the orientations H0 ‖ a, b and c are
shown in Fig. 4.11. The single 7Li NMR lines for each orientation are slightly shifted in
the direction of the frequency 7γH0 of the bare 7Li nucleus. The insufficient shift can be
explained by a remaining dipolar field, which stems from magnetic moments being tilted
out of the a axis (see Fig. 4.12). The tilt is due to the large external field [101].
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Table 4.5: Calculation of the 31P NMR frequencies in the AFM state by Eqn. 4.14. The
orientations of nuclear spin and magnetic moment in the AFM or, respectively, SF phase
are given in the 2nd column. They are linked by the dipolar hyperfine coupling tensor
31AˆAFMdip . The number Nω of the different calculated resonances 31ωAFMdip is obtained from
possible combinations of the ± sign of the tensor elements in the 3rd column. The angles
α, β, γ are defined as shown in Fig. 4.12.
IP· 31AˆAFMdip ·ST ∝ 31ωAFMdip Nω
H0 ‖ a

1
2
0
0

±A11 0 ±A130 ±A22 0
±A13 0 ±A33

sinα0
cosα
 (±A11) sinα + (±A13) cosα 4
H0 ‖ b
012
0

±A11 0 ±A130 ±A22 0
±A13 0 ±A33

cos βsin β
0
 (±A22) sin β 2
H0 ‖ c
00
1
2

±A11 0 ±A130 ±A22 0
±A13 0 ±A33

cos γ0
sin γ
 (±A13) cos γ + (±A33) sin γ 4
For the orientations H0 ‖ a, b and c the tilt is described by the angles α, β and γ,
respectively. They are defined in Fig. 4.12. Then the magnetic moments have an
additional component in the direction of the external field.
For fields H0 ‖ a between 4T and 4.7T the magnetic moments are aligned antiparallel
along the c axis due to the SF order [101]. In the higher external field of H0 = 7.0494T
the moments are supposed to be tilted in the a direction. This will result in components
of the magnetic moments in a and c direction (see Fig. 4.12b).
In the 31P NMR spectra in Fig. 4.11b, the number of resonances varies depending on the
orientation H0 ‖ a, b and c. Up to four resonances can be observed which correspond to
up to four internal fields. The frequencies are calculated by Eqn. 4.14 which is shown
in Tab. 4.5. The impact of the contact interaction ωc was considered by an isotropic
contribution to the resonances (not shown in Tab. 4.5). Then the 31P NMR frequencies
were calculated as a function of the canting angle. The results are shown in Fig. 4.13 for
the corresponding orientations. For H0 ‖ a and b the four experimental and calculated
resonances match at the canting angles α = 11◦ and β = 4◦. A discrepancy is shown for
H0 ‖ c, where one of the four calculated resonances does not match the experimental
frequency. This can be related to Mn disorder which can affect the alignment of the
moments. However, for H0 ‖ c the canting angle γ = 13◦ can be estimated.
The calculated frequencies with the optimal canting angles are indicated by short stripes
in Fig. 4.11b. For comparison, in [101] a canting angle of 5.4◦ at H0 = 4.5T is reported.
This corresponds to the NMR determined value of α = 11◦ at the higher external field of
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7.0494T.
To summarize, the assumed model can be used to describe the resonances quantitatively
in the AFM and SF phase. However, it does not work at one resonance for H0 ‖ c. This
indicates that a simple canting seems not to be sufficient to describe the alignment of
the moments due to a possible impact of disorder.
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(a)
(b)
(c)
Figure 4.13: Calculation of the 31P NMR frequencies as a function of the canting angles
α, β, γ which correspond to H0 ‖ a, b, c, respectively. The dots correspond to the
calculated frequencies. The experimental frequencies are indicated by the horizontal
dashed lines. (a) and (b): The experimental and calculated resonances match at the
canting angles α = 11◦ and β = 4◦. (c) Only three of the four resonances match at
γ = 13◦. This discrepancy can be related to Mn disorder.
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4.3.5 Comparison of Tensor Elements
The comparison of the calculated and the experimental tensor elements in Tab. 4.6
emphasizes the presence of Mn disorder and reveals the effect of the contact contribution
on the 31P nuclei.
The calculated 7Acalc11 and experimental 7A
exp
11 elements are conform to each other. There-
fore, disorder is not expected along the crystal axis a. In contrast, 7A22 and 7A33 show
residues (see Tab. 4.6). This indicates disorder along the crystal axes b and c. The larger
residue of 7A22 can be explained by the asymmetric shape of the NMR line for H0 ‖ b.
For the determination of 7Aexp22 the center of gravity of the 7Li NMR line has been used
which leads to a larger value than calculated.
The off diagonal elements of 7Aˆparadip are small compared to the diagonal elements. The
angle dependent calculation of the resonance frequencies shows that the off diagonal
elements cause only small splittings in the range of 10-40 kHz for H0 ∦ a, b and c (see
Sec. 4.3.2). However, the splitting can not be observed in the 7Li-NMR spectra (see
Fig. 4.7) because of the broad resonance line.
The comparison between the experimental and the calculated diagonal elements 31A11,
31A22, 31A33 in Tab. 4.6 shows large residues. This discrepancy was already reported by
J. Mays et al. [94]. They reported that these large residues arise from uncompensated
s electrons through the O-P bond. Then it can be concluded that this effect is due
Table 4.6: Comparison of calculated and NMR determined tensor elements for the
paramagnetic phase. The elements of the AFM phase are calculated. All elements are
given in T/µB.
Element Paramagnetic phase AFM phase
Crystal structure NMR Residue Crystal structure
(calculated) (experimental) (calculated)
7A11 0.0690 0.0717 0.0027 0
7A22 -0.0401 -0.0198 0.0203 0
7A33 -0.0289 -0.0430 -0.0141 0
7A12 ±0.0058 - - 0
7A13 ±0.0030 - - 0
7A23 ±0.0060 - - 0
31A11 0.0376 0.4429 0.4053 ±0.0881
31A22 -0.0193 0.3847 0.4040 ±0.1560
31A33 -0.0183 0.3710 0.3893 ±0.0679
31A12 0 - - 0
31A13 ±0.0282 +0.0388 / -0.0362 0.0106 / 0.0080 ±0.0374
31A23 0 - - 0
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to the isotropic contact interaction. The amount of the contact term given by 31Aiso
corresponds to the difference between experimental and calculated diagonal element.
Rewriting Eqn. 4.6 leads to the isotropic contribution
31Aiso = 31Aexpmm − 31Acalcmm. (4.15)
The amount of 31Aiso ∼ 0.4T/µB is similar for each orientation which emphasizes the
isotropic character of the contact interaction. Furthermore, it is assumed that diamagnetic,
orbital and Van Vleck contributions are negligible.
The off diagonal element 31A13 is large enough to cause an observable splitting in the
angle dependent 31P-NMR spectra (see Fig. 4.7). Then the angle dependence of the
two resonances can be fitted in accordance to Eqn. 4.8 for the 2nd angle dependent
experiment (see Tab. 4.3). The fit reveals the two experimental values +0.0388 and
−0.0362 T/µB for 31Aexp13 . Compared to the calculated off diagonal element 31Acalc13 , the
experimental values are larger, which can not be explained by the contact interaction
because the off diagonal elements are not affected by isotropic contributions. The
deviations are possibly due to the influence of the Mn disorder.
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4.3.6 Spin Lattice Relaxation Rate T−11 of 7Li
The temperature dependence of the 7Li relaxation rate T−11 has been measured for the
orientations H0 ‖ a, b and c in the temperature range from 12 to 420K. Depending on
the orientation of the crystal in the external field, an additional longer relaxation T−11,long
appears.
In Fig. 4.14 the measurements of the relaxation curves of the nuclear magnetization
at 200K are shown. They are obtained by Inversion Recovery. For the orientations
H0 ‖ a and b, the relaxation curves consist of two components T1,short and T1,long which
correspond to a short and a long relaxation, respectively. The long relaxation appears
at temperatures below 220K for H0 ‖ a and b. The relaxation function of the nuclear
magnetization Mz(τ) for 7Li (I=3/2) simplifies to the function of I=1/2, since the EFG
at the 7Li nucleus seems to be zero [109]. The vanishing of the EFG is explained in
Sec. 4.3.1. The fit functions of the nuclear magnetization for a single and two components
are shown in Tab. 4.7. When the relaxation is composed of two components the number
of 7Li nuclei with T1,short is given by A and those with T1,long by B. The fit functions
match the experimental relaxation curves well, which can be seen in Fig. 4.14.
The results are presented in Fig. 4.15, where the relaxation rates are plotted on a semi-
logarithmic scale versus the inverse temperature for the orientations H0 ‖ a, b and c.
The two components T−11,short and T−11,long remain almost constant in these plots. The short
relaxation is attributed to the fluctuations of the electron spins at the Mn site.
In comparison to the results of Li1−xCoO2 by K. Nakamura et al. [61], the long component
can be related to the diffusion-induced relaxation rate. However, the almost temperature
independent behavior of T1,long does not show any evidence of a BPP model. Another
explanation of the long component can possibly related to the Mn disorder. Then the
additional internal fields caused by disorder can prevent the relaxation which can lead to
longer relaxation times. This shows that the reason of the long relaxation can not be
identified clearly.
Figure 4.14: T1 relaxation curves of the nuclear spin 7Li for H0 ‖ a, b and c. The slow
component is presented for H0 ‖ a and b by the nonexistence of a plateau at high τ
values.
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Table 4.7: Fit functions of the magnetization Mz(τ) which are used to extract the T−11
relaxation rates. The coefficients f , A, B correspond to the number of 7Li nuclei which
correspond to T1, T1,short, T1,long, respectively. T1,short and T1,long represent the short and
long component, respectively. The fit functions are taken from [109].
magnetization/ Mz(τ) =
components
one M0[1− fe−
τ
T1 ]
two M0[1− Ae−
τ
T1,short −Be−
τ
T1,long ]
Figure 4.15: The relaxation rates of 7Li for H0 ‖ a, b and c show almost no temperature
dependence in the semi-logarithmic plots. Their values are obtained from fits of the
relaxation curves. The used fit functions are listed in Tab. 4.7. The full circles correspond
to T−11,short, the open circles to T−11,long.
In Fig. 4.16 (T1,shortT )−1 is plotted versus the temperature. It can be seen that (T1,shortT )−1
is a measure of the dynamic susceptibility χ′′(q, ωL) in accordance to the relation [110]
(T1,shortT )−1 ∝
∑
q
|A⊥(q)|2χ′′(q, ωL)
ωL
. (4.16)
χ′′(q, ωL) can be related to the fluctuations of the electron spins. At high temperatures
the coupling J between electron and nuclear spins is lower than the temperature. Then
the electron spins fluctuate uniformly in all directions. When the decreasing temperature
reaches the range of J , then fluctuations perpendicular to the field axis lead to the
increase of χ′′(q, ωL). Below TN, J is larger than the temperature and the electron
spins do not fluctuate when the static order sets in. Then no relaxation can take place
which explains the drop of (T1,shortT )−1 at low temperatures. In Fig. 4.16 (T1,shortT )−1
is lower for H0 ‖ c than for H0 ‖ a and b. This can be understood by the anisotropy of
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Figure 4.16: The plot (T1,shortT )−1 versus temperature shows the anisotropy of the
fluctuations in the paramagnetic phase. In the ordered state the magnetic moments do
not fluctuate which is indicated by the drop of (T1,shortT )−1 below TN.
fluctuations in the model of the Redfield theory (introduced in Sec. 2.4.5). T−11,short has
been calculated in accordance to Eqn. 2.33 where the experimental dipolar hyperfine
coupling elements of 7Aparadip are considered. The results (not shown) do not match the
experimental values, but they underline the anisotropy of (T1,shortT )−1.
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4.4 Discussion of Disorder
The presence of disorder is indicated in the LiMnPO4 single crystal sample by the broad
asymmetric NMR line shape (see Sec. 4.3.1) and by the results of the x-ray diffraction
experiments (see Sec. 4.5). From the NMR results it can be concluded that the disorder
should be related to displacements of the Mn. However, in the progress of this work the
7Li NMR spectra were measured before the 31P NMR measurements have been performed.
Therefore, without the consideration of the 31P NMR results, Li disorder was concluded.
The possiblity of Li disorder is shown because it shows the development of the disorder
model.
4.4.1 The possibility of Li Disorder
In Tab. 4.6 the experimental values of the dipolar coupling in b and c direction (7A22,
7A33) do not match the calculated values. But in a direction the experimental and
calculated 7A11 are almost equal. This leads to the expectation that the Li could be
displaced along the b and c axes, but not along the a axis. If a nuclear 7Li spin is slightly
shifted away, then it experiences a different magnetic field compared to its average
position. This changes the dipolar hyperfine interaction due to Eqn. 4.2. Then the shift
of the nuclear spin in the lattice causes a shift of the resonance frequency. Consequently,
the sum of all shifted resonance frequencies would result in a single broad NMR line.
To point out the Li disorder a distribution of the dipolar hyperfine coupling tensor
elements ∆(7Amm) is assumed. Therefore, the discrete values of the diagonal elements are
replaced by an interval 7Amm → ∆(7Amm) for the orientations H0 ‖ a, b and c (m=1,2,3).
This replacement is applied to Eqn. 4.5 which leads to
∆(7ωmm) = 7γH0(1 + ∆(7Amm)χ). (4.17)
This relation links the broad 7Li NMR line width and the distribution of hyperfine
coupling diagonal elements. For the calculation of the Li displacements a cuboid with
the dimensions of the lattice parameters was filled with Li as shown in Fig. 4.17. For
simplification, all other atoms were removed. Then each displaced Li site has a different
hyperfine coupling 7Amm due to the change of the distance between Li and Mn (see
Eqn. 4.2). In accordance to Eqn. 4.17, it was checked if the NMR frequency of the displaced
Li site does fit into the distribution of the dipolar hyperfine coupling ∆(7Amm). If the
shifted resonance frequency fits into the experimental 7Li NMR interval the corresponding
shifted Li is shown in Fig. 4.17. If the resonance frequency of a Li displacement causes
a resonance frequency that does not fit into the experimental frequency interval the
corresponding Li was removed (see Fig. 4.17).
For the calculation of the Li displacements the frequency intervals which correspond
to the line widths of the 7Li NMR spectra at 292K were used. The result is shown in
Fig. 4.17 which shows displacements of Li along b and c, but not along the a axis. This is
in agreement with the deviations of the experimental and calculated tensor elements (see
Tab. 4.6). Furthermore, the displacements in b and c direction agree to the 1D channels
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Figure 4.17: Illustration of the calculation of the Li displacements. A cuboid with the
dimensions of the lattice parameters was filled with Li. Then the different distances
between Li and Mn lead to a distribution of the hyperfine coupling elements ∆(7Amm).
In accordance to Eqn. 4.17 the distribution corresponds to the line width. When the
calculated frequency of a displaced Li does fit into the experimental 7Li NMR line width
the Li is shown. When it does not fit, it was removed. The remaining Li sites show
displacements in b and c direction in agreement with the 1D channels in Fig. 3.3. It
should be mentioned that for simplification only the Li atoms are shown in the image
with the disordered Li sites.
shown in the crystal structure plotted with the polyhedrons around the Mn and P
sites (see Fig. 3.3). For the calculation of the Li displacements, the dipole program
given in the Appendix A.1 was used with small modifications. Moreover, the calculation
was also performed for a single frequency value ωc which corresponds to the center of
the experimental resonance line. Then the original LiMnPO4 crystal structure remains
unchanged. For the overall line width, the Li displacements grow in b and c direction
which is shown in Fig. 4.19a.
This approach includes several weak points which contradict the idea of Li disorder.
For example, in this model it can not be explained why the shape of 7Li and 31P NMR
resonance line is looking similar. When Li and P are both disordered, it is very unlikely
that both are disordered in the same way which would lead to the same shape of the 7Li
and 31P NMR spectra. Besides, not all of the line width can be related to disorder (see
Sec. 4.3.3). Furthermore, the intensity of the x-ray diffraction patterns can not be related
to Li disorder, because x-rays are not very sensitive to the small Li atoms. To summarize,
the possibility of Li displacements is suggestive due to the 1D channels. However, it is not
consistent with the additional results of the 31P NMR and x-ray diffraction experiments.
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4.4.2 Mn Disorder
The assumption of Mn disorder is justified by the diffuse scattering experiments because
Mn has the highest atomic number. Therefore, the forbidden intensity in the diffraction
pattern should be related to disorder of the Mn. Furthermore, Mn disorder can be
assumed due to the similar shape of the 7Li and 31P NMR spectra. The dipolar field
of the local magnetic moments affects each surrounding nucleus in the same way. Then
the magnetic moments are supposed to dominate the resonances which can lead to the
similar shape of the spectra for both nuclei. In this model the broad NMR line width can
be explained by Mn displacements and the Li and P maintain their position. When the
Mn is shifted from its average site the Mn-Li and Mn-P distances change which leads to
the distributions of hyperfine couplings ∆(7Amm) and ∆(31Amm) due to Eqn. 4.2. This
corresponds to frequency intervals for the broad 7Li and 31P NMR line width
∆(7ωmm) = 7γH0(1 + ∆(7Amm)χ)
∆(31ωmm) = 31γH0(1 + ∆(31Amm)χ)
(4.18)
with m = 1, 2, 3 for H0 ‖ a, b and c, respectively. Then the Mn displacements can lead to
a broadening of the 7Li and 31P NMR spectra in the same way. For the calculation of the
disorder, small cubes around the ideal Mn sites were filled with Mn atoms (see Fig. 4.18).
For each Mn position inside the cubes the new dipolar hyperfine coupling elements 7Amm
and 31Amm were calculated by Eqn. 4.2. The shift of a single Mn site does not lead to a
Figure 4.18: Illustration of the calculation of the Mn displacements. Cubes around the
Mn sites were filled with Mn. Then the different distances between Li-Mn and P-Mn
correspond to distributions of the hyperfine coupling elements ∆(7Amm) and ∆(31Amm),
respectively. This leads to shifted calculated resonance frequencies in accordance to
Eqn. 4.18. When the new calculated frequencies fit into the experimental 7Li and
31P NMR line width the Mn is shown. When they do not fit, the corresponding Mn was
removed. The remaining Mn sites show displacements in b and c direction in agreement
with the deviations of the tensor elements 7A22 and 7A33.
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significant change of the dipolar hyperfine coupling. For three or four shifted Mn the
change of the diagonal hyperfine coupling elements is large enough. In order to keep the
model6 as simple as possible, the set of the four Mn sites in the unit cell was shifted at
once. Then the Mn do not change their distances among each other. The displacements
which lead to NMR frequencies which do not fit into the line width were removed from the
cube. Then the remaining Mn atoms correspond to possible Mn displacements along the
b and c axes shown in Fig. 4.18. This is in agreement with the comparison of the tensor
elements given in Tab. 4.6 where the calculated and experimental diagonal elements 7A22
and 7A33 exhibit deviations. The calculation was also performed as a function of the
frequency interval. Then additional Mn displacements in a direction can be observed for
the overall line width.
In Sec. 4.3.3 it is shown that the line width depends on the external field. Thus, not all
of the broad line width can be related to Mn displacements. It can be estimated that
the small displacements in b and c direction should not be larger than 0.1Å [111]. The
displacements in a direction can be excluded due to the good agreement of 7Acalc11 and
7Aexp11 (see Tab. 4.6).
To summarize, it is shown that the broad resonances can be explained by Mn displacements
consistent with the similar shape of the 7Li and 31P NMR spectra. However, the detailed
structure, especially the asymmetric shape for H0 ‖ b of the NMR spectra, can not be
explained. Therefore, it can be concluded that the Mn disorder is more complex than
presented here.
6The modified dipole program for the Mn displacements is given in the Appendix A.2
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Figure 4.19: The presented displacements correspond to the considered size of the
frequency interval illustrated at the upper panel. a) Possible Li displacements are
indicated by transparent green circles. They correspond to the size of the 7Li NMR line
width. b) Possible Mn displacements are indicated by transparent pink circles. They
correspond to the size of the line width of 7Li and 31P NMR.
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4.4.3 Disorder by Distributed Jahn-Teller Distortions?
This model of disorder considers a possible distribution of Jahn-Teller (JT) distortions
which can originate from a possible Li deficit or excess [92]. Removing Li+ leads to a
corresponding increase of the average Mn valency. For example, removing all Li+ leads to
a Mn3+ valency which affects the distorted octahedrons. Z. X. Nie et al. [102] calculated
the change of the distorted MnO6 octahedrons due to JT distortion in LixMnPO4 in
dependence of the Li content x. The Mn-O bond lengths as a function of the Li content
are presented in Fig. 4.20. The differences of the bond length for different Li contents
indicate an increase of the distortions of the MnO6. This means that a Li+ deficit or
excess can lead to changes of the distortion of the octahedrons via the corresponding Mn
valency. Then a distribution of distortions can result which can be the reason for the
diffuse intensity in the x-ray diffraction patterns. Moreover, in this model a distributed
distortion corresponds to a distribution of the Mn valency which can be the reason for
the broad and asymmetric shape of the 7Li and 31P NMR spectra.
Susceptibility and ESR measurements yield to a mean valency of Mn2+ [92]. These
measurements are not sensitive to a distribution of the valency. Therefore, they do not
argue against the possible Mn valency.
Figure 4.20: Mn-O bond lengths as a function of the Li content [102]. An increase of
the distortion of the octahedral environment with reduced Li content can be observed.
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4.5 Diffuse X-Ray Scattering
The diffuse scattering experiments have been performed at the high-energy triple axis
diffractometer BW5 at HASYLAB in Hamburg. The experiments were motivated by
the unusual broad line width and the asymmetric line shape of the 7Li and 31P NMR
spectra (see Sec. 4.3.1) which indicate disorder. On the cathode material LiMnPO4, local
deviations away from the average structure or occupational disorder can play an essential
role for the performance of batteries based on this compound. It should be mentioned
that the interpretation of the diffuse scattering reported here does give a preliminary
idea about the disorder in the LiMnPO4 sample. Indeed, intensity at forbidden positions
and diffuse scattering have been observed on the LiMnPO4 sample. Thus, structural
disorder can be concluded in agreement with the NMR results.
In LiMnPO4, the element Mn shows the highest atomic number (see Tab. 4.8). Ac-
cordingly, Mn has the highest number of electrons on which the x-rays are scattered.
Therefore, the x-rays are more sensitive to the Mn than to the other elements. Then it
can be concluded that the intensity should be attributed to disordered Mn atoms.
Table 4.8: Atomic numbers of the elements contained in LiMnPO4.
Element Li Mn P O
atomic number 3 25 15 8
(a) (b)
Figure 4.21: Comparison of experimental and calculated x-ray diffraction pattern in
the H3L plane. (a) Intensity at the forbidden Bragg positions (-130), (030) and (130) is
shown. Additionally, lower intensity corresponding to diffuse scattering centered around
the Bragg positions is observed. The diffuse intensity shows a lobe-like shape with the
long axis along the H direction. (b) Calculated pattern for substituting 5% Mn by Fe.
The calculated intensity appears at the correct Bragg positions.
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(a) (b)
Figure 4.22: Comparison of experimental and calculated x-ray diffraction pattern in
the HK0 plane. (a) The forbidden Bragg positions (-130), (030) and (130) and diffuse
scattering are shown. The diffuse scattering is strongly confined along the H direction.
(b) The calculated pattern for substituting 5% Mn by Fe shows intensity at the correct
positions.
Intensity is shown at the formally forbidden positions (-130), (030) and (130) in the
H3L, HK0 and 0KL planes which are shown in Fig. 4.21a, 4.22a and 4.23a, respectively.
The intensity is given in counts/second at 100mA ring current. For a perfect crystal
structure no intensity at the (-130), (030) and (130) positions is expected, because the
structure factor FHKL given in Eqn. 2.64 vanishes for the crystallographic positions of
the Li, O, P and Mn atoms. Thus, the appearance of the forbidden reflections implies
that the symmetry of the average structure is reduced.
One explanation for the intensity at the forbidden Bragg positions can be substitutional
disorder. This possibility has been verified with the x-ray diffraction pattern simula-
tion software called “DISCUS” written by R.B. Neder and Th. Proffen. The detailed
description and the manual of the software can be found in [68,112,113]. The program
is able to calculate x-ray diffraction patterns for modified crystal structures. For the
simulations, 5% of Mn has been replaced randomly by Fe. Then ”DISCUS” calculated7 in
accordance to Eqn. 2.64 the diffraction patterns in the H3L, HK0 and 0KL plane. The
simulated patterns plotted with “GNUPLOT“ are presented in Fig. 4.21b, 4.22b, 4.23b.
In agreement with the intensity at the forbidden Bragg positions in the experimental
x-ray diffraction patterns, the calculations show intensity at the correct positions in the
three planes H3L, HK0 and 0KL underlining the suggested substitutional disorder. In
the calculated patterns, the low intensity around the Bragg positions corresponds to
artefacts of the calculation due to the limited size of the simulated crystal.
In addition to the intensity at the forbidden Bragg positions, significant diffuse scattering
is shown mainly centered around the (030) position, which has a lobe-like shape with the
7The source code is given in the Appendix A.4
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(a) (b)
Figure 4.23: Comparison of experimental and calculated x-ray diffraction pattern in
the 0KL plane. (a) Diffuse scattering around the forbidden (030) Bragg position is
shown. The extension of the intensity in L direction corresponds to the intensity in L in
Fig. 4.21a. (b) The calculated pattern for substituting 5% Mn by Fe shows intensity at
the correct position in the simulated pattern.
long axis along the H direction (see Fig. 4.21a). In accordance to Fig. 4.21a the diffuse
scattering is strongly confined along the H direction in the HK0 plane (see Fig. 4.22a),
but only low along K. In comparison to the 2D crystal structures in Fig. 2.21 the
intensity along the H direction can correspond to disorder along the b and c crystal axes.
This is in good agreement with the directions of Mn displacements indicated by NMR. In
Fig. 4.23a the intensity in the 0KL plane is presented which shows a single broad Bragg
spot. Its extension along L corresponds to the L extension observed in Fig. 4.21a.
In agreement with the Mn displacements found by NMR, small shifts δ of the Mn atoms
are indicated by the calculation of the structure factor FHKL. The shift δ added to the
structure factor modifies FHKL which is given by
FHKL(Q) =
∑
j
fj(Q)e−iQ(rj+δj). (4.19)
In terms of a Taylor series and only small displacements δ = δj, the structure factor
FHKL can be expressed by
FHKL ≈ (1− iQδ)
∑
j
fj(Q)e−iQrj . (4.20)
Then the term Qδ corresponds to the deviation of the average structure. Resolving
Qδ =
 0K
0
 ·
δxδy
δz
 = Kδy (4.21)
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leads to corresponding displacements for K 6= 0. Therefore, the appearance of the (-130),
(030) and (130) position with K = 3 indicates displacements along the y direction which
corresponds to the b axis of the crystal structure. In this model the intensity at the (-130)
and (130) positions with H 6= 0 indicates displacements in a direction as well, which are
in contrast to the NMR results. Nevertheless, it is shown that the results of the x-ray
diffraction experiments could be related to Mn displacements. This is in agreement with
the NMR results which indicate Mn displacements in b and c direction.
On the one hand, the combined NMR and x-ray diffraction study indicates Mn disorder
which can be related to displacements. On the other hand, experimental and calculated
diffraction patterns show intensity at the forbidden positions when substitutional dis-
order is applied to the crystal structure. Additional simulations for modified crystal
structures which contain Mn displacements as found by NMR do not show any matching
intensity (not shown). This leads to the conclusion that displacements are not obligatory
required to explain the diffuse intensity.
To resolve this discrepancies and to determine the disordered crystal structure in more
detail further research is demanded. For example, the presence of displacements can
be examined by measurements of the intensity I as a function of the Bragg position.
In the model of displacements, the intensity would increase with increasing K value in
accordance to
I ∝ (Kδy)2 (4.22)
which follows from Eqn. 2.59 and 4.21. Then the existence of displacements would be
verified definitely.
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4.6 Conclusions - LiMnPO4
The LiMnPO4 sample was investigated by susceptibility, NMR and x-ray diffraction
experiments. The frequencies of 7Li and 31P NMR can be described consistently by the
anisotropy of the hyperfine coupling and the susceptibility data in the paramagnetic
phase. The hyperfine coupling tensor elements were determined by the results of the
NMR and the susceptibility experiments. The comparison of experimental and calculated
diagonal 7Amm elements indicates disorder in b and c direction. These directions agree to
the possible diffusion paths which are derived from the crystal structure. Furthermore,
the isotropic differences of the experimental and calculated 31Amm dipolar hyperfine
coupling elements reveal the effect of the contact contribution on the 31P nucleus.
In the AFM and SF phase the number of peaks in the 31P NMR spectra corresponds to a
canting of the magnetic moments in the direction of the external field. The arrangement
of the magnetic moments is described by a mathematical model which is applied to
calculate the canting angles.
From the NMR diffusion experiments by measuring the T1 relaxation rate, no BPP
behavior can be observed, which is certainly related to the coupling between the nuclear
spin 7Li and the high electron spin at the Mn site. From the temperature dependence
of the line width, the effect of motional narrowing could not be observed. This should
be related to the broad NMR line width which can lead to an overlap of the motional
narrowing. Besides, it is possible that the effect of motional narrowing is only observable
at temperatures T > 420K. Therefore, no details of the diffusion processes can be
reported and no magnitudes, like the activation energy and the hopping time can be
determined. Nevertheless, a calculated activation energy of 250meV was found in the
literature [75]. For further investigations of the motional narrowing, it is recommended
to perform NMR experiments at lower external fields and at temperatures higher than
420K to measure a thin line width.
NMR and x-ray diffraction measurements reveal consistently the presence of disorder
in the LiMnPO4 sample. Disorder of the Mn sites is indicated by the unusual broad
NMR line widths and the intensity at forbidden positions in the diffraction patterns. The
NMR line width consists of two contributions. One seems to be related to dipolar line
broadening where the high applied external field leads to the broad line width. The second
contribution should be related to the disorder which is indicated by the asymmetric
shape of the NMR spectra. It can not be reported quantitatively how much of the line
width corresponds to the disorder and how much is related to the linear dependence of
the external field. However, the results indicate the presence of a distribution of the
dipolar hyperfine coupling.
5 Li0.9FeAs
5.1 Motivation
In conventional superconductors the mechanism of superconductivity is found by electron
phonon coupling which is described successfully by the BCS theory of Bardeen, Cooper
and Schrieffer developed in 1957 [24].
The superconductors which contain FeAs layers are called “Pnictides“. They have been
discovered in 2008 by H. Hosono et al. [22]. The Pnictides belong to the unconventional
superconductors where the superconducting mechanism can not be attributed to electron
phonon coupling [31]. In the recent years many research activities are performed to
investigate the Cooper pairing mechanism. Today it is still not understood. A possible
coupling mechanism is related to spin fluctuations [114,115]. The FeAs layers are believed
to play a crucial role for the superconductivity, like the CuO2 layers in the cuprates [31].
The FeAs layered superconductors can be divided in several structural families [116, 117].
The four most representative ones are shown in Fig. 5.1. They are classified in accordance
to their stoichiometries of their parent compounds as “1111”, “122”, “111” and “11”
systems [116]. The common feature of these families is the iron-pnictogen layer (or in the
case of the “11” a 2D iron-chalcogen layer). These layers where the superconductivity
is believed to take place, can be intercalated by a rare earth-oxygen layer (“1111”), by
alkali ions (“111”) or by alkaline earth ions (“122”).
Figure 5.1: Crystal structure of the four main compounds. The iron-pnictogen layer is
intercalated (a) by an rare earth-oxygen layer (e.g. LaOFeAs), (b) by an alkaline earth
element (e.g. BaFe2As2), (c) by an alkali element (e.g. LiFeAs) or (d) by nothing (e.g.
FeSe). Figure adapted from [116].
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Figure 5.2: Preliminary phase diagram of LiFeAs. The Li deficient samples are fer-
romagnetic and exhibit an increase of 75νQ. The samples S1 and S2 with slight Li
deficiency are investigated in the frame of this work, symbolized by the open squares.
The corresponding Curie temperatures of S1 and S2 were taken from the DC susceptibility
data of sample S3. The data of the stoichiometric LiFeAs samples (red circle) and the
Co-doped sample (blue triangle) are measured by S.-H. Baek.
The stoichiometric “1111” and “122” systems have a spin density wave (SDW) ground state
where the magnetic moments are ordered antiferromagnetically. Theoretical calculations
support the validity of the itinerant nature of antiferromagnetism in the pnictides where
the magnetization is closely related to Fermi-surface nesting [118]. Therefore, in the
undoped parent materials “1111” and “122” no superconductivity is present [119–121].
For example, to introduce superconductivity in Ba(Fe1−xCox)2As2 and LaFeAsO1−xFx
Co- and F-doping is essential, respectively [122–127]. Then a possible optimal doping
level can be found in the superconducting phase where Tc can have a maximum.
No doping of LiFeAs is necessary to introduce superconductivity. It already shows
superconductivity in the stoichiometric composition [117,128, 129]. Introducing electrons
by Co-doping reduces the critical temperature [130] (see Fig. 5.2) which is in contrast to
Ba(Fe1−xCox)2As2 where electron doping yields to superconductivity.
On the other hand, measurements of the Hall coefficient indicate that Li deficit acts like
hole doping [131]. In the Li deficient samples the superconductivity is suppressed [132]
and ferromagnetism can be observed. This is supported by band structure calculations
which predict ferromagnetic fluctuations in LiFeAs [26].
Detailed studies of the stoichiometry revealed that Ni-doping in LiFeAs goes along with
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Li deficiencies. The Ni-doped samples Li0.67Fe1−xNixAs (x = 0.02, 0.025, 0.06 ) are also
ferromagnetic which leads to the assumption that the Li deficiency is correlated with the
ferromagnetism.
In the “1111” compounds RFeAsO1−xFx (R = La, Sm) the 75As nuclear quadrupole
resonance (75νQ) is sensitive to the doping level. In accordance to undoped, optimally
doped and overdoped compounds the resonance shifts from lower to higher frequencies,
respectively [133].
A similar relation between the doping level and 75νQ has been found in LiFeAs. A
preliminary phase diagram with the temperature versus 75νQ can be established which is
shown in Fig. 5.2. It can be observed that 75νQ of electron doped samples (Co-doped)
shifts to lower frequencies and suppresses the superconductivity [130]. On the other
hand, Li deficient samples reveal a shift to higher frequencies. In these samples the
superconductivity is suppressed and ferromagnetism arises [131].
In recent studies evidences of triplet superconductivity have been found which are related
to a ferromagnetic coupling of the electrons in the Cooper Pairs [25–28]. Therefore, the
proximity to the ferromagnetic phase of LiFeAs is an exciting topic.
The NMR/NQR experiments on Li0.9FeAs presented here are motivated to clarify the
origin of a ferromagnetic transition. With the microscopic methods it can be analyzed,
if the ferromagnetism may arise from an impurity phase or if it is located in the bulk.
Furthermore, itinerant magnetism is predicted in LiFeAs [118]. Therefore, an AC
susceptibility study is performed to investigate the itinerant ferromagnetic nature of the
magnetism in Li0.9FeAs.
5.2 Basic Properties of LiFeAs
LiFeAs crystallizes in a tetragonal Cu2Sb/PbClF type structure in the space group
P4/nmm with the lattice parameters a = b = 3.7715Å and c = 6.3574Å [129,134]. The
crystal structure contains alternating FeAs layers and buckled Li layers, as illustrated in
Fig. 5.1. In contrast to the pnictide families “1111”, “122” and “11”, LiFeAs does not
show a structural phase transition at lower temperatures.
In stoichiometric LiFeAs, the presence of superconductivity without applying external
pressure is discovered below the critical temperature Tc ∼ 18K [117, 128, 129]. The
most common detection of superconductivity is reported by temperature dependent
resistivity and susceptibility measurements, as presented in Fig. 5.3. The presented data
are measured at the IFW Dresden on LiFeAs single crystals which are grown by the
same self-flux technique [134] that is used for the Li0.9FeAs samples. Metallic behavior
of LiFeAs is detected by resistivity measurements above Tc. The drop of the resistivity
indicates the onset of superconductivity. The magnetic susceptibility in Fig. 5.3 shows
complete diamagnetic shielding, which confirms bulk superconductivity in the LiFeAs
single crystal. Resistivity and susceptibility data show consistently a critical temperature
of Tc ∼ 18K.
In general, in the pnictides spin density wave order (SDW) is attributed to FS nesting
between electron and hole pockets which can be observed by ARPES (Angle-Resolved
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Figure 5.3: Data showing the superconductivity in single crystalline LiFeAs. (a) The
temperature dependent resistivity data discovers the superconductivity by a drop at
18 K. (b) The susceptibility data (ZFC) and (FC) measured for H0 ‖ c show diamagnetic
shielding confirming bulk superconductivity. (c) Magnetization as a function of magnetic
field shows linear dependence which proves the paramagnetic behavior at 300K. (d) The
superconducting transition is confirmed by specific heat measurement revealing a sharp
transition. Figure adapted from [134].
Photoemission Spectroscopy) measurements. There are theoretical calculations which
underline the antiferromagnetic SDW ground state [118]. For example, nesting is observed
in the SDW ground state of the “1111” system LaOFeAs. When it is electron doped with
F− (LaO1−xFxFeAs) the SDW order is suppressed and superconductivity arises [127]. In
stoichiometric LiFeAs the absence of nesting is reported in the superconducting state
by S. V. Borisenko et al. [135]. In Fig. 5.4 ARPES data are presented at T = 970mK.
The FS consisting of three hole-like FSs around the Γ point and two electron-like FSs
around the M point is shown. For checking the presence of nesting all five FSs are
centered schematically in one point. Due to their different sizes no nesting is detected.
Consequently, no SDW order is present in stoichiometric LiFeAs and superconductivity
is possible.
The superconducting ground state exhibits two nearly completely isotropic gaps with
∆1 ∼ 1.5meV for the hole-like Fermi surfaces and ∆2 ∼ 2.5meV for the electron-like
Fermi surface sheets [135,136]. Compared to Tc, the larger gap is close to the BCS weak-
coupling limit, 2∆2/kBTc = 3.22. This is not sufficient to explain the relatively high Tc of
18K by electron-phonon coupling. Band structure calculations on LiFeAs which include
the absence of nesting do not find an antiferromagnetic ground state, but dominant
“almost ferromagnetic” incommensurate fluctuations near (0, 0) and thus a proximity to a
ferromagnetic instability [26]. Therefore, in LiFeAs triplet superconductivity is assumed
which is underlined by recent experiments and calculations [25,27,28]
It can be concluded that some aspects of the superconductivity in LiFeAs might be
different from the other pnictide families.
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Figure 5.4: (a) Fermi surface map of LiFeAs measured by ARPES, showing three
hole-like Fermi surface sheets around Γ and two electron-like around M. The sketch
at the bottom (Γ-centered contours as solid lines, M-centered contours as dashed lines)
presents the absence of nesting. (b) Momentum-energy cut along the direction b marked
in (a). (c) Momentum-energy cut along the direction c marked in (a). The tops of
both small bands practically touch the Fermi level. The upper band shows nearly no
dispersion, leading to an enhanced density of states at the Fermi level. Figure adapted
from [135].
5.3 Sample Preparation of Li0.9FeAs
The Li0.9FeAs single crystals investigated in this thesis were grown by the self-flux method
which is described in [134]. The investigated samples have a nominal composition of
Li0.98Fe1.02As which was measured by ICP - OES (Inductively Coupled Plasma Optical
Emission Spectroscopy) with a standard deviation of ±0.02, consistent with a stoichio-
metric LiFeAs composition. After the crystal was grown the Li content was measured by
ICP - OES again which reveals x = 0.90 ± 0.01. From energy dispersive x-ray (EDX)
measurements a molar ratio of Fe:As close to 1± 0.03 was obtained. Therefore, the Li
deficient sample is referred as Li0.9FeAs.
The crystal was brick shaped with the dimensions of 2× 2.3× 0.3mm3. Unfortunately,
Li0.9FeAs samples are very air sensitive because of the high reactivity of the Li with
O2 and moisture. Therefore, it is impossible to wind a coil directly around the crystal
without breaking the sample. To overcome this problem, a coil was constructed for a
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Figure 5.5: Preparation steps of the LiFeAs sample performed in the argon glove box.
The coil with the sample was shifted into the small gap made by Teflon. Then the tube
was closed by a ball of Teflon and was locked out of the argon box. Finally the glass
tube was sealed by a drop of glue (2-part Epoxy). The mounted glass tube at the sample
probe with the single axis goniometer can be turned around the symmetry axis of the
tube as indicated by the arrows. After this preparation the sample can be turned around
the crystal axis a or b. Then orientations of external field and crystal axes between
H0‖ab and H0‖c are possible.
template made of aluminum with the same dimensions. For the coil a wire with 0.1mm
diameter was used. The turns of the coil were fixed by a two component glue (2-Part
Epoxy). For mounting the sample onto the sample probe and to ensure no air contact a
glass tube was prepared (see Fig. 5.5) and filled with Teflon so that a small gap was left
for the coil at the center.
After these preparation steps the glass tube and the coil were put into the argon box
where the final preparation steps have been performed. At first the sample was moved
into the coil. Then the coil with the sample inside was shifted into the gap at the glass
tube. With a ball made of Teflon the glass tube was closed. Immediately after locking
out of the argon box the glass tube was sealed by a drop of glue (2-Part Epoxy). Note
that the wires of the coil lead to the outside of the tube as shown in Fig. 5.5.
6 Results - Li0.9FeAs
The three investigated samples labeled with S1, S2 and S3 stem from the same batch
SE2573. The NMR/NQR experiments on Li0.9FeAs were performed at the NMR setup
with the 16T magnet which is introduced in Sec. 2.4.8.
Caused by the sensitivity to air it is difficult to measure the same sample in a SQUID
and in the NMR/NQR setup. For example, removing the crystal from the SQUID to
the NMR probe leads to unavoidable contact to air. Besides, to fix minor experimental
problems it was necessary to plug and unplug the probe from the magnet. Then it could
not be excluded that the sample was in contact to air caused by the increasing porosity
of the 2-Part Epoxy glue, when it was cooled and heated several times. Therefore, after
each remounting of the probe the 75As NQR signal was measured to be sure that the
sample is still alive.
The experimental methods which were performed on the samples are shown in Tab. 6.1.
The results of the NMR/NQR experiments are given in comparison with the NMR/NQR
study on stoichiometric LiFeAs reported by S. H. Baek et al. [25].
Table 6.1: Performed experimental methods on the different samples.
Sample Method
S1 NMR/NQR
S2 AC Susceptibility/NQR
S3 DC Susceptibility
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6.1 Calculation of Aˆdip
LiFeAs has a small local magnetic moment of 0.1 µB which stems from the Fe. This
causes a relatively weak dipolar hyperfine coupling interaction with the surrounding
nuclear spins. The calculation was motivated to show that the dipolar hyperfine coupling
in LiFeAs is not sufficient to explain the large experimental hyperfine coupling constants
observed in [25] in the paramagnetic phase.
For example in BaFe2As2 small dipolar fields are calculated which are two orders of
magnitude smaller than the experimental hyperfine coupling constants. Therefore, the
dominant contribution is believed to stem from transferred hyperfine fields which was
reported by K. Kitagawa et. al [115]. The situation seems to be similar for LiFeAs.
The dipolar hyperfine coupling tensors for the 7Li and 75As sites (labeled as 7Aˆdip and
75Aˆdip) have been calculated for stoichiometric LiFeAs by using Eqn. 4.2 (see Sec. 2.4.2).
For the calculation of the dipolar sum the self-written program (see Appendix A.1) has
been used.
In LiFeAs the magnetic moments correspond to the 3d electron spin of the Fe. Assuming
local moments at the Fe site, the dipolar sum can be calculated by considering the
distance between the nucleus (7Li and, respectively, 75As) and the magnetic moment.
The crystallographic data of LiFeAs are taken from [129].
The calculated 7Aˆdip and 75Aˆdip (see Tab. 6.2) differ from each other which shows, that
the nuclear spin 7Li experiences not the same dipolar field as the nuclear spin 75As.
For the Li and the As sites a single dipole tensor was calculated, respectively. Conse-
quently, one magnetic Li site and one As site exist in LiFeAs. This is in agreement with
the single 7Li and 75As NMR main transitions observed by S. H. Baek et al. [25].
All off diagonal elements in the dipole tensors 7Aˆdip and 75Aˆdip vanish which shows
that the principal axis of the dipole tensor and the crystallographic axes are equal.
Additionally, the equality of the elements Acalc11 and Acalc22 underlines the equal magnetic
properties along the axes a and b.
According to the hyperfine coupling constants in a and b direction (∼ 6.3T/µB) and c
direction (∼ 0.95T/µB) reported by S. H. Baek et al. [25], the calculated dipolar elements
in LiFeAs are much smaller. This indicates that the large coupling constants can be
related to transferred hyperfine fields in stoichiometric LiFeAs similar to BaFe2As2.
Table 6.2: Calculated dipolar hyperfine coupling tensors for the 7Li and 75As site in
stoichiometric LiFeAs. The elements given in T/µB are calculated by the assumption of
local moments at the Fe site.
7Aˆdip
75Aˆdip
−0.0667 0 00 −0.0667 0
0 0 0.1334

−0.0329 0 00 −0.0329 0
0 0 0.0658

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6.2 DC Susceptibility
The DC susceptibility measurements were performed by L. Harnagea for the orientation
H0 ‖ ab after cooling in zero applied field (ZFC). The temperature dependencies of
the magnetization M given in µB/f.u. (formula unit) are presented in Fig. 6.1a for
0.005T and 1T. The data exhibit ferromagnetic behavior [137] with a Curie temperature
of TC ∼ 164K, which was determined from the inflection point of the magnetization
curves as well as from Arrot plots (not shown) [131]. The observed ferromagnetism is in
agreement with the prediction of band structure calculations by Brydon et al. [26].
It can be observed that the transition from para- to ferromagnetism becomes broader
by increasing the magnetic field to 1T. An explanation could be that a fraction of the
magnetic moments aligns already at temperatures above TC caused by the stronger field.
Then the magnetic moments align gradually by decreasing temperature.
From the field dependence of the magnetization (not shown) the magnetic moment of
the 3d electrons of the Fe of 0.1µB has been obtained in the ferromagnetic phase [131].
This value is smaller compared to the “1111” and “122” systems with magnetic moments
in the range of 0.25 - 1µB [115,127,138–145].
In the field of 0.005T the magnetization increases abruptly at TC. This corresponds to
the formation of ferromagnetic order of the magnetic moments along the a or b axis.
Below 50K, the data indicate a temperature-induced magnetization reversal which is
compensated at the higher field of 1T. This temperature induced partial cancellation can
be attributed to the presence of domains in the Li0.9FeAs sample. Therefore, domains
with different spin orientations of the Fe can be assumed. In the ZFC process, the sample
is cooled through the ordering temperature and the spins are locked in the direction
(a) (b)
Figure 6.1: (a) Comparison of the magnetization M along H0 ‖ ab at 0.005T and
1T in ZFC. At 1T the transition from para- to ferromagnetism becomes broader. At
low temperatures the magnetization reversal is compensated at 1T. (b) The inverse
susceptibility χ−1ab at 1T can be used to separate the ferro- and the paramagnetic phase.
The susceptibility measurements were performed by L. Harnagea.
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of the corresponding domain. When the small field of 0.005T is applied at the lowest
temperature, far below TC, the magnitude of the resulting magnetization will depend
on the different oriented domains [146]. At low temperatures the small field will not be
sufficient to orient the spins in the direction of the applied field. When the temperature
is increased the spins will release and a section of the domains will start to orient along
the external field until the maximum at about 60 K is reached.
Another explanation of the partial cancellation of the magnetization can be given by an
antiferromagnetically aligned magnetic sublattice which leads to ferrimagnetism in the ab
plane. The assumption of ferrimagnetic behavior can be underlined by the susceptibility
data on the ferrimagnetic chromium(II) orthophosphate α-Cr3(PO4)2 reported by Vasiliev
et al. [147].
In the field of 1T the para- and the ferromagnetic phase are merged into each other
at TC. In Fig. 6.1b the boundaries can be set at 150K and 200K to separate the
pure para- and the ferromagnetic phases. The paramagnetic phase is determined by
the linear decrease of χ−1ab which corresponds to a Curie-Weiss law. The Curie-Weiss
temperature of ΘCW ∼ 69K was determined by a linear fit in accordance to Eqn. 2.2. The
ferromagnetic phase is characterized by the drop close to zero of χ−1ab at about 150K and
the following almost constant behavior. Then the paramagnetic and the ferromagnetic
phase are linked by a transition phase in the range of about 150K to 200K.
Additionally, to prove the presence of itinerant electron ferromagnetism, fits in terms of
the SCR theory [39] have been performed which show no agreement. Therefore, itinerant
moments can not be concluded from the DC susceptibility data.
To summarize, it can be concluded that the Li0.9FeAs sample exhibits ferromagnetism
below the Curie temperature of TC ∼ 164K. The behavior of the magnetization at low
temperatures can indicate the presence of domains.
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6.3.1 Reference measurements - Co2TiGa
The reliability of the insitu AC susceptibility (χAC) using the NMR radio frequency
circuit has been checked by reference measurements on Co2TiGa. The investigated
polycrystalline sample was grown by A. Omar at the IFW Dresden. Co2TiGa is a well
known itinerant ferromagnetic Heusler compound. The presence of itinerant moments
can be verified by the AC susceptibility measurements.
The temperature dependence of χAC as a function of the applied magnetic field is shown
in Fig. 6.2. The comparison of the measurements for 0T, 0.01T and 0.05T shows
inconsistent shifts of the onset temperature where the spontaneous magnetization sets in.
This discrepancy is discussed in Sec. 6.3.3.
In Fig. 6.2b a Curie temperature of TC = 133 ± 3K was determined by a linear
interpolation of the 0T curve which crosses the 0.5T curve. The obtained TC is higher
than the reported value of 128K on Co2TiGa [148]. This discrepancy is also discussed in
Sec. 6.3.3 with respect to the AC susceptiblility on Li0.9FeAs.
The AC susceptibility data on Co2TiGa can be compared with the measurements reported
on the local moment system CeAgSb2 and the weak itinerant system ZrZn2 which have
been performed in a sensitive tunnel-diode resonator [45]. Local and itinerant magnetic
(a) (b)
Figure 6.2: (a) AC susceptibility measurements on Co2TiGa as a function of the
applied external field by using the NMR radio frequency circuit. The broad peak
corresponds to unpolarized itinerant moments. With increasing field the polarization of
the itinerant moments increases which is shown by the decrease of intensity. (b) The
magnification shows how TC was extracted. The temperature difference of 2.8K between
the measurements at 0T and 0.01T is discussed in Sec. 6.3.3.
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(a) (b)
Figure 6.3: AC susceptibility measurements as a function of the applied external field in
a tunnel-diode resonator reported by M. D. Vannette et al. [45]. (a) CeAgSb2 - the sharp
peak corresponds to unpolarized local moments. (b) ZrZn2 - the broad peak corresponds
to unpolarized itinerant moments.
moments can be distinguished by sharp and broad peaks, respectively (see Fig. 6.3).
Co2TiGa and ZrZn2 show a similar broad peak in the field dependent AC susceptibility
data (compare Fig. 6.2a and Fig. 6.3b). Therefore, itinerant moments in Co2TiGa can
be concluded.
At low fields the increase of χAC in the range of 120 - 133K with decreasing temperature
can be related to unpolarized fluctuating itinerant moments. After passing the maxi-
mum value at about 120K, χAC decreases with decreasing temperature. This can be
attributed to the increasing number of polarized moments which do not contribute to
χAC. Furthermore, the decrease of the maximum of χAC with increasing applied field
can be explained in analogy to the field dependent AC susceptibility data of ZrZn2 [149].
At lower field values (0− 0.1T) not all moments are polarized. With increasing external
field the polarization increases gradually, until all moments are polarized at 0.5T, when
all the intensity has gone.
The linear behavior at 0.5T has been analyzed in terms of a linear fit which was subtracted
from the AC susceptibility data of the lower fields. Then it is possible to fit the data
according to [149]
χAC(T ) =
χ0
1− (T/T ∗)n cosh
−2 h
1− (T/T ∗)n . (6.1)
This relation is valid for the weak itinerant ferromagnet ZrZn2 reported by M. D. Vannette
et al. [149]. The parameter n = 2 refers to the Stoner theory [150] established by Stoner
in 1938 which describes the collective electron ferromagnetism. On the other hand,
n = 1 corresponds to the spin-fluctuation theory which describes the itinerant electron
ferromagnetism developed by Moriya and Kawabata [151] in 1973. Their work of
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Figure 6.4: Fitted field dependent AC susceptibility measurements on Co2TiGa. (a)
Fitted data in accordance to Eqn. 6.1. The solid lines correspond to the fit. (b)
Corresponding field dependence of the fit parameters χ0, T ∗, h in agreement with the
literature [149].
theoretical descriptions are outstanding achievements in the field of magnetism. For
detailed informations the reader is referred to the literature [152,153].
In Co2TiGa the best match of experimental and fitted curves has been achieved for n = 1.
The fit parameter T ∗ represents a characteristic temperature not necessarily equal to
TC. h is a dimensionless field term which includes the applied and the self-field from the
magnetization. χ0 corresponds to a susceptibility parameter.
The results of the fits and the corresponding fit parameters are presented in Fig. 6.4. χ0
decreases with applied field H0 and the value of h increases monotonically with increasing
field. The field dependencies of χ0 and h are in agreement with the reported field
dependence of ZrZn2 [149]. The temperature parameter T ∗ deviates from the reported
TC of 128K on Co2TiGa. This can be due to the differences between the measurements
of the AC susceptiblity by using the NMR radio frequency circuit and the measurements
performed in a SQUID magnetometer by T. Sasaki et al. [148].
It has been shown by measurements of the Co2TiGa compound that the NMR circuit
can indeed be used for the AC susceptibility measurements. The itinerant electron
ferromagnetism has been proven successfully by the comparison with the tunnel-diode
resonator measurements of the ZrZn2 compound. Additionally, it is possible to analyze
the AC susceptibility data quantitatively by Eqn. 6.1. This underlines the reliability of
the insitu AC susceptibility by using the NMR radio frequency circuit.
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6.3.2 Li0.9FeAs
After the successful tests of the AC susceptibility by using the NMR radio frequency
circuit on Co2TiGa, the measurements on the Li0.9FeAs (sample S2) have been performed
in the same setup.
The AC susceptibility (χAC) as a function of the applied field on Li0.9FeAs is presented
in Fig. 6.5a. TC was determined by a linear interpolation of the onset at H0 = 0 T. The
value of 172K is higher than 164K which was determined from the DC susceptibility [131].
This discrepancy is discussed in Sec. 6.3.3.
A broad maximum of χAC is observed which extends from 172K down to 30K. In the
inset in Fig. 6.5a, an additional small maximum is visible close to 172K which is only
observed for H0 = 0T and 0.005T.
The small and broad features can be interpreted in analogy to the AC susceptibility
data of Co2TiGa and GdFe2Zn20 [45]. It should also be mentioned that AC susceptibility
measurements on Pd-Mn compounds show a similar behavior [154,155].
The broad features of the AC susceptibility data of Li0.9FeAs and Co2TiGa are looking
similar (compare Fig. 6.2a and Fig. 6.5a). This indicates itinerant ferromagnetism
in Li0.9FeAs which is supported by band structure calculations performed by Brydon
et al. [26].
The comparison of the AC susceptibility data of Li0.9FeAs and GdFe2Zn20 is given in
Fig. 6.5. In GdFe2Zn20 also broad and small features are observed which can be attributed
to itinerant and local moments, respectively [45]. M. D. Vannette et al. [45] assigned
the small maximum to the local moments of the 4f electrons of the Gd and the broad
(a) (b)
Figure 6.5: Comparison of the AC susceptibility data of (a) Li0.9FeAs and (b)
GdFe2Zn20 [45]. Both compounds show a large broad and a small maximum which
can be attributed to unpolarized ferromagnetic itinerant and local moments, respectively.
From the comparison the presence of local and itinerant moments in Li0.9FeAs can be
concluded.
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Figure 6.6: Fit of the corrected AC susceptibility data 0T in accordance to Eqn. 6.1
for n = 1 which refers to itinerant electron ferromagnetism. The bad agreement shows
that Li0.9FeAs exhibits not pure itinerant electron ferromagnetism.
maximum to the itinerant moments of the 3d electrons of the Fe. Then the comparison
of the AC susceptibility data reveals that the small feature can be an indication for local
moments in Li0.9FeAs.
In Fig. 6.5a the intensity of the broad maximum decreases with increasing field until no
intensity is left at H0 = 0.1T. The AC susceptibility data of Co2TiGa and GdFe2Zn20
show a similar loss of the intensity when the field is increased. It can be explained by
the polarization of the itinerant magnetic moments. When the moments are polarized
they do not contribute to χAC and the intensity decreases. The intensity of the small
peak is lost at fields higher than 0.02T. The itinerant moments are polarized completely
at comparatively higher fields up to 0.1T where all of the intensity is gone.
To perform a fit, the AC susceptibility data of Li0.9FeAs were corrected by subtracting
the linear background which was obtained by a linear fit of the 0.1T χAC data (orange
curve in Fig. 6.5a). Then fits in accordance to Eqn. 6.1 for n = 1 and n = 2 were
performed. Both fits show bad agreement. Only the fit for n = 1 is shown in Fig. 6.6
which refers to the itinerant electron ferromagnetism of the spin-fluctuation theory by
Moriya et al. [151]. Due to the bad agreement, it can be concluded that Li0.9FeAs
exhibits not pure itinerant electron ferromagnetism. This can be related to the presence
of disorder which is indicated by the NMR/NQR measurements (see Sec. 6.4 and 6.5).
Fe excess can not be excluded because the molar ratio of Fe/As was determined to
1± 0.03. Then it can be possible, that the local moments could stem from interstitial
Fe sites or that the Fe is placed at the Li sites which can affect the itinerant electron
ferromagnetism.
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6.3.3 Remarks
The curves of χAC of Co2TiGa and Li0.9FeAs show inconsistent shifts along the tempera-
ture axis. This makes it difficult to extract TC properly. The values of TC determined
by the AC susceptibility measurements differ from the values obtained by DC suscep-
tibility [131, 148]. An overview is given in Tab. 6.3. It can be observed that the AC
susceptibility shows a higher TC than the values which are determined by DC suscepti-
bility measurements. This effect can be related to the small temperature difference of
Tsample and Tsensor when the temperature is swept. Then the sample is already cooled, but
the sensor measures a temperature higher than Tsample (see Fig. 6.7c). Additionally, it
should be underlined that the AC and DC susceptibility measurements are not performed
on the sample. This can also contribute to the different TC values between AC and DC
susceptibility.
Furthermore, the AC susceptibility measurements on Co2TiGa and Li0.9FeAs reveal
Table 6.3: The comparison of the TC values reveals that the AC susceptibility leads to
higher values than the DC susceptibility. This can be explained by the small temperature
difference of Tsample and Tsensor illustrated in Fig. 6.7c.
AC susceptibility DC susceptibility
Co2TiGa 133K 128K [148]
Li0.9FeAs 172K 164K [131]
Figure 6.7: Illustration of the liquid He level inside the Oxford magnet and the corre-
sponding He pressure symbolized by the arrows. (a) At high liquid He level, a higher He
pressure causes a higher He flow through the needle valve than (b) at low He level. (c)
According to the small temperature gradient when the temperature is swept, the He flow
cools at first the sample and then the sensor which leads to Tsample < Tsensor. The size of
the temperature gradient depends on the liquid He level of the He reservoir.
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inconsistent shifts of the onset temperature (see Fig. 6.2 and Fig. 6.5a, respectively). A
temperature difference of about 2.8K is obtained. This effect could be related to the
He flow at the needle valve which seems to depend on the filling status of the liquid He
reservoir of the Oxford magnet (see Fig. 6.7). At a high level the pressure of the liquid He
can cause a faster flow through the needle valve. Consequently, at low He level, the He
flow can be reduced. At the NMR probe, the distance between the temperature sensor
and the sample amounts to 2 cm (see Fig. 6.7c). The temperatures Tsample and Tsensor are
equal at a constant temperature when the heater and the He flow are balanced. When
the temperature is swept the distance of 2 cm leads to a small temperature gradient with
Tsample < Tsensor. In the AC susceptibility experiments the temperature is permanently
swept. Then the size of the temperature gradient can depend on the He flow and thus
on the liquid He level of the He reservoir. Therefore, when the temperature is swept, at
high He levels the temperature gradient between Tsample and Tsensor should be larger than
at low He levels.
To summarize, the inconsistent shifts in the AC susceptiblity data can be related to the
He level which can affect the measurement when the temperature is swept. Therefore,
the faster the temperature is swept the more inaccurate becomes the measurement of
the temperature. To get almost static conditions, it is recommended to perform the
AC susceptibility measurements at the lowest possible sweep rate. Alternatively, the
temperature can be decreased in small intervals. Then after each temperature step the
heater and the He flow can be balanced. However, it should be mentioned that the heater
can affected the AC susceptibility data.
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6.4 75As NQR
The quadrupole frequency is a direct measure of the EFG in a crystal and thus probes
the local charge distribution. Therefore, the 75As quadrupole resonance 75νQ is sensitive
to the doping level of the iron pnictides. For instance, the doping dependence of 75νQ was
investigated in the “1111” compounds RFeAsO1−xFx (R = La, Sm) by G. Lang et. al [133]
where electron doping yields to a shift of 75νQ to higher frequencies.
In contrast, electron doped LiFeAs with Co exhibits a shift in the opposite direction to
lower frequencies. Recent studies revealed that Li deficit samples show a shift of 75νQ to
higher frequencies as indicated in the phase diagram in Fig. 5.2 [131].
6.4.1 Spectra
An 75As quadrupole resonance line of 75νQ ∼ 21.8 MHz has been found at 296K. This
frequency corresponds to the ferromagnetic phase shown in Fig. 5.2. The resonances of
the Li deficit samples S1 and S2 appear at higher frequencies compared to stoichiometric
LiFeAs which exhibits resonances in the range of 21.55 to 21.59MHz [25].
In the upper panel of Fig. 6.8a the spectra at 296K of the samples S1 and S2 are
compared. The shape of the spectra looks similar which shows that the samples from
the same batch are comparable. A line width of 216 and 174 kHz has been observed for
S1 and S2, respectively. They are broader than the line width of 60 - 80 kHz measured in
stoichiometric LiFeAs [25]. This can be related to the presence of disorder. The Li deficit
and the possible Fe excess are supposed to affect the charge environment which leads
to a distribution of the EFG. The differences of 75νQ and ∆(75νQ) between S1 and S2
are pointing towards slightly different charge environments for each sample. The values
of the resonances and the line widths of the Li deficit and stoichiometric samples are
summarized in Tab. 6.4.
The temperature dependence of 75νQ is shown in the upper panel of Fig. 6.8b. Compared
to stoichiometric LiFeAs the frequencies of Li0.9FeAs show an temperature independent
offset of about 200 kHz. In the lower panel of Fig. 6.8b the temperature dependence of
Table 6.4: Comparison of 75νQ and the line width ∆75νQ of Li0.9FeAs and stoichiometric
LiFeAs at 296 K.
Li0.9FeAs LiFeAs
S1 S2 S.-H. Baek et al. [25]
75νQ [MHz] 21.80 21.76 21.55 - 21.59
∆(75νQ) [kHz] 216 174 60 - 80
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the line width ∆(75νQ) is shown. In the paramagnetic phase it remains almost constant.
Below TC an increase can be observed which is supposed to be magnetic broadening due
to the ferromagnetism. This behavior is similar to a NQR study on ferromagnetic UCoGe,
where the increase of the line width can be related to the existence of an internal field
Hint [156]. Additionally, µSR and ESR measurements indicate the presence of Hint [131]
as well.
Hint is also indicated by the decrease of the intensity of the unperturbed NQR spectra (see
middle panel of Fig. 6.8b). To calculate the integrated intensity of the spectra the
experimental intensity was corrected by
Icorr ∝ Iexp · T
Nscans
eτ/T2 . (6.2)
Where Iexp and Icorr are the experimental and corrected intensity, respectively. T2 is
the spin-spin relaxation time and τ represents the time between the pi/2 and pi pulses.
Eqn. 6.2 was applied to the perturbed and unperturbed spectra (see below). The resulting
intensities are compared in the middle panel of Fig. 6.8b. The presence of Hint will cause
a splitting of the energy levels due to the Zeeman effect. Then NQR is not possible
anymore which can explain the decrease of the intensity.
In the presence of an internal field Hint, zero field NMR should be possible [157, 158].
However, the ferromagnetic resonance could not be found which can be an indication
that the ferromagnetism occurs not in the bulk. The missing zero field NMR line can
also be explained by assuming a distribution of magnetic moments. Then each magnetic
moment has a different value around the mean value of 0.1µB. This can lead to a broad
zero field NMR line with low intensity which can not be detected.
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(a) (b)
Figure 6.8: Spectra and temperature dependence of the nuclear quadrupole resonance
75νQ in Li0.9FeAs. (a) Upper panel: Comparison of the 75As NQR spectra between
the samples S1 and S2 at 296 K. Lower panel: The spectrum of the perturbed 75As
NQR shows a splitting into two resonances. Upper and lower panel: The vertical line
corresponds to the center of the 75As NQR spectrum of S1 and illustrates that one of
the two components remains almost unshifted at the perturbed 75As NQR spectrum.
(b) Upper panel: Temperature dependence of 75νQ (black dots) and the perturbed
resonances (red triangles). Middle panel: Corrected intensity Icorr of perturbed (red
triangles) and unperturbed (black dots) 75As NQR measurements on S1. Lower panel:
The line width ∆(75νQ) of S1 increases below TC. The vertical line corresponds to the
Curie temperature TC.
6.4 75As NQR 105
6.4.2 Comparison of Perturbed and Unperturbed 75As NQR
In contrast to the decreasing intensity of the unperturbed NQR spectra, the intensity
of the 75As NMR spectra remains constant across the ferromagnetic transition (see the
75As NMR spectra in Sec. 6.5.2). Therefore, perturbed NQR measurements have been
performed, where a very small field was applied to investigate the effect of magnetic
fields on the ferromagnetism.
The small external field of 0.02T was applied parallel to the c axis. In the upper and
lower panel of Fig. 6.8a the spectra of sample S1 at 0 T and 0.02 T are compared. It
can be observed that the additional small field causes a splitting into two resonances,
where one remains almost unshifted due to unknown reason and the second appears at
higher frequencies. For comparison, the splitting is also found in Sr2RuO4 by perturbed
NQR [55]. The explanation of the splitting is given in Sec. 2.4.2. The two resonances are
due to 1/2↔ 3/2 and −1/2↔ −3/2 transitions. In the ferromagnetic phase the internal
field should affect the splitting of the perturbed NQR spectrum due to
75ν1.2 = 75νQ ± 75γ[H0 +Hint(T )]. (6.3)
If Hint would be oriented parallel to H0 the splitting should increase with decreasing
temperature because Hint and H0 can simply be added (see Fig. 6.9a). A temperature
dependence of the splitting would also be observable for H0 ⊥ Hint, if the external field
polarizes the magnetic moments along c. For the orientation H0 ⊥ Hint, the effect of the
internal magnetic field on the spectra is not straight forward (see Fig. 6.9b). However, the
perturbed 75As NQR spectra in the upper panel of Fig. 6.8b show a constant, temperature
independent splitting. Furthermore, the intensity of the perturbed spectra decreases down
to 60%, whereas the intensity of the unperturbed spectra decreases down to 0% (see
middle panel in Fig. 6.8b). This indicates that the small field H0 is sufficient to affect
(a) (b)
Figure 6.9: (a) If internal and external field are parallel Hint ‖ H0 then the fields can
simply be added. (b) For H0 ⊥ Hint the external field can polarize Hint into the direction
of H0. For both orientations a temperature dependence of the splitting in the perturbed
75As NQR spectra should be observable. It should be mentioned that the fields are drawn
without consideration of their magnitude.
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the ferromagnetism. The magnetic moment of 0.1µB and the dipolar tensor elements of
75Aˆdip which are calculated in Sec. 6.1 can be used to estimate the magnitude of Hint.
Neglecting any further contributions leads to an estimated range of 0.003 - 0.006T for
Hint. Then the comparison of the magnitude between H0 and Hint reveals that the small
external field of 0.02 T could indeed affect Hint.
In fact, further measurements need to be done to clarify this surprising behavior of the
75As NQR spectra in weak magnetic fields.
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6.5 7Li and 75As NMR
The measurements have been performed on sample S1 in an external field ofH0 = 2.3996T
and 5.2928T for the 7Li and 75As nucleus, respectively. The accurate orientations
H0 ‖ ab and H0 ‖ c were identified by angle dependent 75As NMR experiments. The
ferromagnetism was found by DC susceptiblity measurements for H0 ‖ ab. Therefore,
the temperature dependent 7Li and 75As NMR study was accomplished for the same
orientation. Additionally, the measurements on the ferromagnetic Li0.9FeAs sample are
compared with the NMR investigations of stoichiometric LiFeAs by S.-H. Baek et al. [25].
6.5.1 Angle Dependent 75As NMR
The 75As NMR experiments were performed angle dependent at 296K to find the desired
exact orientations H0 ‖ ab and H0 ‖ c. The large quadrupole frequency of the 75As
nucleus of ∼ 21.8MHz (see Sec. 6.4) causes a high impact of the second order quadrupole
shift. This results in a strong orientation dependence of the 75As NMR frequency. The
maxima of the frequency correspond to the orientations H0 ‖ ab and H0 ‖ c, shown
in Fig. 6.10. The angle dependence of the central 75As NMR frequency 75ω(θ) can be
calculated by [51,159]
75ω(θ) = 75γH0(1 + 75K) +
3 75ν2Q
16 75γH0
(1− cos2θ)(1− 9cos2θ) (6.4)
which is in general valid for nuclear spins with I = 3/2 and the asymmetry parameter
of η = 0 of the EFG. 75K represents the Knight shift which contains contributions
from hyperfine coupling interactions. In principle 75K is anisotropic, but the second
term that contains the angle dependence in Eqn. 6.4 is much larger. Therefore, for the
calculation of the angle dependent behavior 75K can be neglected. The angle dependent
term represents the second order quadrupole shift of the resonance where θ is the angle
between the main axis Vzz of the EFG (in this case Vzz ‖ c) and H0. The term shows
that the strong angle dependence is related to the relatively high 75νQ. In Fig. 6.10a
the angle dependence is plotted for 75K = 0, 75γ = 7.2917MHz/T, H0 = 5.2928T and
75νQ = 21.7930MHz of S1.
For the angle dependent experiments, the sample was rotated around the a or b axis by
the single axis goniometer introduced in Sec. 2.4.8. When the maximum of the frequency
was achieved at H0 ‖ ab, then temperature dependent measurements were performed for
this orientation. H0 ‖ ab and H0 ‖ c have been found with an accuracy of about 2◦ at
296K.
The experimental and calculated angle dependencies are compared in Fig. 6.10b. The
calculated behavior is plotted with 75K = 0. Then the difference corresponds to the
amount of 75K as indicated in Fig. 6.10b. 75K is labeled as 75Kab and 75Kc for H0 ‖ ab
and H0 ‖ c, respectively. The values are extracted from Eqn. 6.4 and the results are
shown in Sec. 6.5.3. At 296 K the Knight shift 75Kab of about 0.20% is obtained which
is comparable to 0.18 − 0.26% reported in stoichiometric LiFeAs [25]. For H0 ‖ c
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(a) (b)
Figure 6.10: (a) The calculated angle dependent behavior of the 75As NMR line shows
maxmia at H0 ‖ ab and H0 ‖ c. (b) Comparison of calculated and experimental angle
dependence. The difference corresponds to 75K.
the experimental and the calculated frequency are similar which leads to 75Kc ∼ 0 (see
Fig. 6.10b). The difference between H0 ‖ ab and H0 ‖ c shows the anisotropy of 75K.
To summarize, Eqn. 6.4 was verified on Li0.9FeAs and can be applied successfully
to describe the angle dependence of the 75As NMR frequency, consistent with the
corresponding 75νQ.
6.5.2 7Li and 75As Spectra
In Fig. 6.11 the 7Li NMR spectra at 296K are presented for the orientations H0 ‖ ab
and H0 ‖ c. For both orientations the quadrupole splitting is observed due to the first
order quadrupole effect. The two satellites close to the central line correspond to the
(1/2 ↔ 3/2) and (-3/2 ↔ -1/2) transitions.
The distance between the satellites was derived by Gaussian fits for both orientations (see
Fig. 6.11). As expected for Vzz ‖ c, the satellites are separated by 7νQ and 2 · 7νQ
for H0 ‖ ab and H0 ‖ c, respectively. The obtained values of 7νQ (see Tab. 6.5) are in
agreement with the data reported on stoichiometric LiFeAs by S.-H. Baek et al. [25].
Larger line widths of the main transition and the satellites are observed than in stoichio-
metric LiFeAs (see Tab. 6.5). This can be attributed to the presence of structural disorder
in the deficient sample. Furthermore, the line widths of the satellites are larger than of
the main transition. In general, the main transition is sensitive to magnetic broadening
and to quadrupole broadening in second order [51,53]. In Li0.9FeAs 7νQ is relatively small
and therefore the second order quadrupole broadening is small. Then it can be concluded
that the main transition is affected predominantly by magnetic broadening. In contrast,
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Table 6.5: Comparison of the nuclear quadrupole frequency 7νQ and the 7Li NMR line
width ∆(7ω) obtained from Gaussian fits of the main transition and the satellites for
H0 ‖ ab and H0 ‖ c. Note, that the values of the line widths given in [25] correspond to
T=200K.
7νQ [kHz] ∆(7ω) [kHz]
1/2↔ 3/2 1/2↔ −1/2 −1/2↔ −3/2
Li0.9FeAs
H0 ‖ ab 34 18 14 18
H0 ‖ c 32.5 21 19 21
LiFeAs
S.-H. Baek et al. [25] 33 9 9 9
(H0 ‖ ab and c, 200K)
Figure 6.11: 7Li NMR spectra at 296 K for (a) H0 ‖ ab and (b) H0 ‖ c. The main tran-
sition overlaps with the satellites. The frequency distances of the transitions correspond
to 7νQ and reveal the tetragonal symmetry.
the satellites are sensitive to first order quadrupole broadening and magnetic broadening
which leads to the larger line width compared to the main transition. The broad line
widths lead to an overlap of the satellites and the main transition in the spectra (see
Fig. 6.11). For H0 ‖ c the satellites can be observed separately, whereas for H0 ‖ ab the
main transition and the satellites are more overlapped.
The temperature dependence of the 7Li NMR spectra forH0 ‖ ab is presented in Fig. 6.12a.
A small shift to higher frequencies can be observed with decreasing temperature. Further-
more, the shoulders which indicate the satellites disappear at 180K. This is attributed to
the extending magnetic broadening with decreasing temperature and the corresponding
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(a) (b)
Figure 6.12: Spectra for H0 ‖ ab as a function of temperature. (a) 7Li NMR: The line
width of the spectra is increased predominantly by magnetic broadening. (b) 75As NMR:
The larger line width compared to 7Li NMR can be related to second order quadrupole
and magnetic broadening.
overlap of the main transition and the satellites.
For comparison the temperature dependent spectra of the 75As NMR are presented
in Fig. 6.12b where only the main transition is shown. It should be mentioned that
the complete spectrum contains the satellites at 75ω ± 75νQ. In Fig. 6.12b a shift to
lower frequencies and a broadening of the line width can be observed with decreasing
temperature. The temperature dependencies of the 7Li and 75As line width are compared
in Fig. 6.13a. It can be observed that the 75As is larger than the 7Li line width. Due to
the relatively large 75νQ, it can be concluded that quadrupole broadening in second order
does contribute to the 75As NMR line width. This quadrupole contribution to the NMR
line width is labeled as ∆(75ωquad). It can be estimated by Eqn. 6.4 which is explained
below. The width of the 75As NQR spectra (∆(75νQ)) is given by the difference of 75νQ1
and 75νQ2 which correspond to the high and the low frequency site, respectively (see
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Fig. 6.14a). Then ∆(75ωquad) can be expressed by
∆(75ωquad) = 75ω(75νQ1)− 75ω(75νQ2) (6.5)
75ω(75νQ1) and 75ω(75νQ2) correspond to the high and low frequency site in the NMR
spectrum (see Fig. 6.14b) and are calculated by Eqn. 6.4. Then ∆(75ωquad) can be
expressed by
∆(75ωquad) =
3
16 75γH0
(75ν2Q1 −75 ν2Q2) (6.6)
This reveals a quadrupole contribution to the NMR line width given by
∆(75ωquad)
∆(75ωspec)
∼ 60± 5 % (6.7)
where ∆(75ωspec) corresponds to the line width which was obtained by Gaussian fits of
the 75As NQR spectra. The calculation reveals that about 60 % of the 75 NMR line width
can be related to quadrupole broadening.
The 7Li line width can not be affected by second order quadrupole effects due to the
low 7νQ. Moreover, slight increased slopes of the 7Li and 75As NMR line width can be
observed in the range of TC. This behavior is in agreement with NMR line width studies
on other itinerant electron ferromagnetic compounds [160,161]. The line width data of
the 7Li shows a slight stronger temperature dependence than the 75As (see Fig. 6.13a).
(a) (b)
Figure 6.13: (a) Line widths of the 7Li and 75As spectra. Due to the quadrupole
broadening in second order the line width of the 75As is larger than of the 7Li spectra.
It should be mentioned that the 7Li line width was extracted from single Gaussian fits
for all temperatures. The slight stronger temperature dependence of the 7Li than of the
75As line width evidences that the ferromagnetism can be located in the Li layers. (b)
The magnetization M at 1 T shows a similar temperature behavior like the 7Li NMR
line width.
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(a) (b)
Figure 6.14: Illustration of the frequencies 75νQ1, 75νQ2 and 75ω(75νQ1), 75ω(75νQ2). They
are exemplified shown in the 75As NQR and NMR spectra at 160K. (a) The difference
between 75νQ1 and 75νQ2 corresponds to line width of the NQR spectrum. (b) With 75νQ1
and 75νQ2 the frequencies 75ω(75νQ1) and 75ω(75νQ2) are calculated by Eqn. 6.4. Their
difference corresponds to ∆(75ωquad).
This could indicate that the ferromagnetism can be located rather in the Li than in
the As layers. Recent results of neutron diffraction experiments underline that the
ferromagnetism should occur in the Li layers [162]. Furthermore, the similarity of the
macroscopic magnetization M and the temperature dependent behavior of the 7Li NMR
line width (compare Fig. 6.13a and Fig. 6.13b) can be an indication that the 7Li line
width is more sensitive to the ferromagnetism than the line width of 75As.
To summarize, the larger NMR line widths compared to stoichiometric LiFeAs indicate
the presence of structural disorder which is certainly related to the deficit of Li and the
possible Fe excess. The relatively low sensitivity of the NMR line widths at TC is typical
for itinerant ferromagnets.
6.5.3 7Li and 75As NMR Knight Shift
In many itinerant ferromagnetic compounds the Knight shift shows only low sensitivity
at the Curie temperature [163,164]. For comparison the ferromagnetic Li0.9FeAs sample
shows small changes of the 7Li Knight shift below TC. The 75As Knight shift shows
almost the same temperature behavior as reported in stoichiometric LiFeAs [25].
In Fig. 6.15 the 75As NMR Knight shift 75Kab of Li0.9FeAs and stoichiometric LiFeAs [25]
along ab are compared. 75Kab was extracted from Eqn. 6.4. In the range of TC, 75Kab
shows no sensitivity to the ferromagnetism. Its temperature dependence in Li0.9FeAs
looks similar to the Knight shift of S1 (2◦) in stoichiometric LiFeAs that indicates singlet
superconductivity. A similar temperature dependence in stoichiometric LiFeAs is also
reported in [165]. Consequently, the Li deficit seems to have no influence to the magnetic
environment of the 75As nucleus. Therefore, it can be concluded that the ferromagnetism
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(a) (b)
Figure 6.15: (a) The 75As NMR Knight shift along H0 ‖ ab in Li0.9FeAs is similar to
(b) the LiFeAs sample S1 (2◦) which indicates singlet superconductivity [25].
Figure 6.16: The temperature dependence of 7K on Li0.9FeAs is very low. Nevertheless,
a slight increase in the ferromagnetic phase can be observed. This is in contrast to the
7Li NMR study on stoichiometric LiFeAs, where 7K remains almost constant [117]. The
increase of 7K can be an indication that the ferromagnetism could be located in the Li
layers.
seems not to affect the As layers.
In contrast to the 75As NMR frequency, the 7Li resonance is not affected by the second
order quadrupole shift due to the relatively small quadrupole resonance 7νQ (see Tab. 6.5).
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Therefore, it is sufficient to extract the 7Li NMR Knight shift 7K from
7K =
7ωexp
7γH0
− 1 (6.8)
where 7ωexp represents the measured 7Li NMR frequency of the central line. The
temperature dependence of 7K is shown in Fig. 6.16. In the paramagnetic phase 7K
remains almost constant. Below TC, a slight increase can be observed. For comparison,
the 7Li NMR Knight shift in stoichiometric LiFeAs is almost constant [117]. Therefore,
the slight increase in the deficit sample could indicate the presence of the internal field
Hint. Across the ferromagnetic transition 7K changes slightly, but 75K does not. This
indicates that the ferromagnetism should be located in the Li and not in the As layers
which is in agreement with the 7Li line width data.
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6.6 Conclusions - Li0.9FeAs
The three samples S1, S2 and S3 from the same batch were investigated by DC/AC
susceptibility and NMR/NQR measurements. The different methods corroborate the
ferromagnetism in the Li0.9FeAs samples. Unfortunately, the different measurements are
not performed on the same sample caused by the high sensitivity to air and moisture.
This makes it difficult to transfer the samples from the SQUID to the NMR/NQR
setup without contact to air. Nevertheless, the obtained quadrupole resonance 75νQ and
Curie temperature TC contribute to the development of a phase diagram for LiFeAs (see
Fig. 5.2).
The samples S1 and S2 are only distinguishable by their slightly different quadrupole
frequencies 75νQ, suggesting tiny differences in the charge environment of the 75As nucleus
which can not be detected by macroscopic measurements.
The DC susceptibility measurements show a clear transition to the ferromagnetic phase at
164K. Below TC, the AC susceptibility measurements by using the NMR radio frequency
circuit are sensitive to the ferromagnetism. They indicate the itinerant character of the
magnetic moments. The NMR measurements do not exhibit drastic changes of the line
width or the Knight shift at TC. However, the line width and the Knight shift of the 7Li
nucleus show a slight sensitivity to the ferromagnetism in the range of TC. In contrast,
the 75As NMR data seem to be unaffected by the ferromagnetism. This indicates that
the ferromagnetism should be located in the Li layers and not in the As layers. The
comparison of the NMR/NQR measurements between Li0.9FeAs and LiFeAs reveals
broader line widths in the deficient sample. This underlines the presence of structural
disorder which can be related to the Li deficit and the possible Fe excess.
The zero field NMR frequency was not found which could also be an indication that the
ferromagnetism does not occur in the bulk. However, this does not exclude that Hint can
possibly be distributed. The perturbed 75As NQR measurements show that a small field
of 0.02T is sufficient to affect the ferromagnetism.
In addition, the insitu AC susceptibility by using the NMR radio frequency circuit has
been tested successfully on the itinerant ferromagnet Co2TiGa. The AC susceptibility
data of Co2TiGa can be described quantitatively which underlines the reliability of
the AC susceptibility measurements. In Li0.9FeAs the AC susceptibility measurements
indicate the existence of itinerant magnetic moments. A quantitative description fails
which shows that Li0.9FeAs is not a pure itinerant ferromagnet. For further investigations
it can be interesting to measure a Li0.9FeAs sample in a conventional AC susceptometer
to exclude possible differences to the insitu AC susceptibility measurements.
Moreover, the dipolar hyperfine coupling elements were calculated for stoichiometric
LiFeAs. They are compared with the experimental hyperfine coupling constants of LiFeAs
reported in [25]. The large discrepancy indicates the presence of transferred hyperfine
fields similar to BaFe2As2.
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7 Summary
In this thesis NMR measurements on the single crystals LiMnPO4 and Li0.9FeAs have
been presented. The focus in LiMnPO4 has been put on the diffusion of the Li ions and
the related structural disorder. Nevertheless, also magnetic properties of this compound
could be extracted from the NMR spectra, as for example the orientation and canting of
the local electronic spins in the antiferromagnetically ordered phase.
The aim of the investigation of Li0.9FeAs was to clarify the origin of a ferromagnetic
transition that occurs in Li deficit samples at around TC ∼ 164K. For this purpose,
NMR, NQR and in situ AC susceptibility measurements have been performed. While
the AC susceptibility shows distinct features of an itinerant ferromagnetic transition
at TC, the NMR and NQR results are not so clear, and could also be compatible with
disordered ferromagnetism that occurs in the Li interlayers of the FeAs planes.
Chapter 4 reports about the magnetization, NMR and x-ray diffraction measurements
performed on LiMnPO4.
The macroscopic susceptibility shows isotropic behavior in the paramagnetic phase. In
the ordered state the susceptibility indicates the antiferromagnetic alignment of the
magnetic moments along the a axis.
Furthermore, the spin arrangement in the antiferromagnetic and spin flop phase was
determined by 31P NMR experiments. The relatively large external field of 7.0494T
leads to a spin flop transition for H0 ‖ a, and tilts the local magnetic moments in the
ordered state into the direction of H0. From the observed frequencies in the ordered
state, the tilt angle of the magnetic moments has been determined.
The local magnetic moment of 5.9µB sitting at the Mn site causes a strong orientation
dependence of the dipolar field at the Li and P sites. This orientation dependence
was probed by angle dependent 7Li and 31P NMR experiments. For the orientations
H0 ‖ a, b and c the dipolar hyperfine coupling constants have been determined. They
are compared with the elements of the calculated hyperfine coupling tensor which was
calculated by a self written program. The comparison between the experimental and the
calculated elements of the 7Li nucleus indicates disorder in b and c direction. The large
discrepancy of the elements of the 31P nucleus originates from an additional isotropic
contact contribution to the hyperfine coupling at the P site. In addition, the calculation
of the dipolar hyperfine coupling tensor reveals non vanishing off diagonal elements which
cause a splitting of the NMR spectra. The splitting is difficult to observe because it is
relatively small compared to the averaged NMR line width. The splitting was observed
in the angle dependent 31P NMR spectra due to the comparatively large corresponding
off diagonal element.
Spin lattice relaxation measurements have been performed to investigate the Li ion
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diffusion. T1 measurements reveal a second long relaxation component which can be
related to the diffusion-induced relaxation rate. Unfortunately, no strong temperature
dependence of the relaxation rate can be observed. Consequently, the BPP model can
not be applied to determine diffusion parameters. Furthermore, the effect of motional
narrowing could not be found by temperature dependent investigations of the line width.
This should be related to the broad NMR spectra which possibly cover the motional
narrowing of the line width. Nevertheless, possible Li ion diffusion paths along b and c
are derived from the crystal structure.
The NMR line widths are unusual broad for the LiMnPO4 single crystal. The asymmetric
shape of the 7Li and 31P NMR spectra and their similarity indicate Mn disorder. The large
magnetic moment at the Mn site seems to dominate the NMR resonances. The disorder is
corroborated by the results of the diffuse x-ray diffraction experiments. Different possible
models of disorder are presented in this thesis. The most promising model considers a
distribution of the dipolar hyperfine coupling which is caused by Mn displacements. The
model combines the NMR and x-ray diffraction results. Surprisingly, calculations of x-ray
diffraction patterns for a crystal structure with Mn displacements show no agreement
with the experimental pattern. Nevertheless, Mn displacements were calculated from the
NMR data which show that the Mn can be shifted from its average position along the b
and c axis. This model does explain the similarity of the shape of the 7Li and 31P NMR
spectra, but not their asymmetric shape.
In conclusion, the NMR and susceptibility results of LiMnPO4 are well understood in
the paramagnetic as well as in the AFM phase. In contrast, the results of the diffuse
x-ray diffraction experiments raise many open questions in accordance to the details of
the disorder. To find the disordered crystal structure which corresponds to the x-ray-
diffraction patterns is an exciting topic for following research activities. Therefore, to
investigate the disorder in more detail further x-ray diffraction studies are scheduled.
Chapter 6 highlights the results of the NMR/NQR and magnetization studies on
Li0.9FeAs and the calculation of the dipolar hyperfine coupling tensors for stoichiometric
LiFeAs. The calculation was performed by the same dipole program which was used for
LiMnPO4. The comparison of experimental and calculated elements reveals that the large
experimental hyperfine coupling constants which were found by S. H. Baek et al. [25]
can be attributed to transferred hyperfine fields similar to BaFe2As2.
The three Li0.9FeAs samples from the same batch have been investigated to analyze
the ferromagnetism which was found recently in Li deficit samples by magnetization
measurements. Compared to stoichiometric LiFeAs the 75As quadrupole frequency is
larger in the deficit samples. From the 75As quadrupole frequency, which seems to depend
on the Li content of the sample, and the values of the superconducting and ferromagnetic
transition temperatures, a phase diagram of Li1−xFeAs has been drawn.
The itinerant character of the ferromagnetism was investigated by the AC susceptibility
by using the NMR radio frequency circuit. Before the measurements were performed on
Li0.9FeAs, the system was tested with the well known itinerant ferromagnetic compound
Co2TiGa. The AC susceptibility data of Co2TiGa can be described quantitatively by
an equation which is valid for the itinerant ferromagnet ZrZn2. This underlines the
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reliability of the AC susceptibility measurements. Li0.9FeAs shows similar behavior in
the AC susceptibility which indicates the itinerant magnetic moments. However, the
data can not be described quantitatively which indicates that Li0.9FeAs does not show
pure itinerant ferromagnetism.
The broader line width of the NQR spectra indicates the presence of structural disorder
in the Li0.9FeAs samples which should be related to the Li deficit and the possible Fe
excess. Furthermore, the vanishing intensity of the NQR spectra indicates the presence
of an internal field. On the contrary, the internal field can not be used to perform zero
field NMR measurements.
To investigate the effect of magnetic fields on the ferromagnetism perturbed NQR
measurements have been performed. They show that a small field of 0.02T is sufficient
to affect the ferromagnetism. To clarify this surprising behavior further measurements
are necessary.
The orientation dependence of the 75As NMR frequency is caused by the strong second
order quadrupole effect. Therefore, angle dependent measurements have been performed
to find the exact orientations H0 ‖ ab and H0 ‖ c. For H0 ‖ ab temperature dependent
7Li and 75As NMR measurements were done. The temperature dependence of the 7Li
NMR line width and Knight shift indicates that the ferromagnetism can be located in
the Li layers which is supported by recent neutron diffraction experiments.
In conclusion, the results of Li0.9FeAs present a signficant contribution to an improved
interpretation of the ferromagnetism. However, it is far from being understood completely.
In order to investigate the interplay of superconductivity and ferromagnetism in more
detail a systematic study of LixFeyAs with defined Li and Fe content is in progress at
the IFW Dresden.
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A.1 Source Code of the Dipole Program
/*Dipole Program calculates hyperfine Dipole Tensor*/
#include <math.h>
#include <stdio.h>
#include <time.h>
void CalcTensor(float posX, float posY, float posZ)
//lattice constants a,b,c in Angstroem
{const float a=10.419, b=6.0881, c=4.7304;
//include spins in a sphere with radius r_e in Angstroem
const float r_e=100;
//Spin sites in fractional coordinates, spin direction
float spinpos[4][4]={{0.781699809,0.25,0.528100759,1},
{0.281699809,0.25,0.971899241,1},{0.718300191,0.75,0.028100759,1},
{0.218300191,0.75,0.471899241,1}};
int i,nx,ny,nz;
double x,y,z,r,a11,a12,a13,a22,a23,a33;
FILE *Ptr;
a11=0;a12=0;a13=0;a22=0;a23=0;a33=0;
for (nx=-r_e/a; nx<=r_e/a; nx++)
for (ny=-r_e/b; ny<=r_e/b; ny++)
for (nz=-r_e/c; nz<=r_e/c; nz++)
for (i=0; i<=3; i++)
{x=((spinpos[i][0]+nx)-posX)*a; //x-distance probe-Mn
y=((spinpos[i][1]+ny)-posY)*b; //y-distance probe-Mn
z=((spinpos[i][2]+nz)-posZ)*c; //z-distance probe-Mn
r=sqrt(pow(x,2)+pow(y,2)+pow(z,2));
if (r<r_e) //if spin is in the sphere --> consider spin
{a11=a11-((pow(r,2)-3*pow(x,2))/pow(r,5))*spinpos[i][3];
a12=a12-(-3*y*x)/pow(r,5)*spinpos[i][3];
a13=a13-(-3*z*x)/pow(r,5)*spinpos[i][3];
a22=a22-(pow(r,2)-3*pow(y,2))/pow(r,5)*spinpos[i][3];
a23=a23-(-3*y*z)/pow(r,5)*spinpos[i][3];
a33=a33-(pow(r,2)-3*pow(z,2))/pow(r,5)*spinpos[i][3];}
}
printf("Dipole Tensor [mol/emu] for probe atom [%f,%f,%f]:\r",
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posX,posY,posZ);
printf("\n( %f %f %f )\n( %f %f %f )\n( %f %f %f )\n",a11*1.66,
a12*1.66,a13*1.66,a12*1.66,a22*1.66,a23*1.66,a13*1.66,a23*1.66,a33*1.66);
//Save elements und sites in file
Ptr = fopen("elements.txt", "a");
fprintf(Ptr, "%f %f %f %f %f %f\n",a11*1.66,a22*1.66,a33*1.66,
posX,posY,posZ);
fclose(Ptr);}
int main()
{clock_t start,finish;
float fGesTime;
start=clock();
//Start function with fractional site of the probe atom
CalcTensor(0,0,0);
finish=clock();
fGesTime = (float)(finish - start) / (float)CLOCKS_PER_SEC;
printf("\nZeit: %.2fs\n",fGesTime);
return 0;}
A.2 Source Code - Mn Displacements
#include <math.h>
#include <stdio.h>
#include <time.h>
void CalcDisorder(float shift_Mn_a,float shift_Mn_b,float shift_Mn_c)
{const float a=10.419, b=6.0881, c=4.7304; //lattice constants a,b,c
//include spins in a sphere with radius r_e in Angstroem
const float r_e=100;
//Spin sites and shifts in fractional coordinates, spin direction
float spinpos[4][4]={
{0.781699809+shift_Mn_a,0.25+shift_Mn_b,0.528100759+shift_Mn_c,1},
{0.281699809+shift_Mn_a,0.25+shift_Mn_b,0.971899241+shift_Mn_c,1},
{0.718300191+shift_Mn_a,0.75+shift_Mn_b,0.028100759+shift_Mn_c,1},
{0.218300191+shift_Mn_a,0.75+shift_Mn_b,0.471899241+shift_Mn_c,1}};
const float gamma_P=17.2347; //in MHz/T
const float gamma_Li=16.5461; //in MHz/T
const float H_0=7.0494; //in Tesla
int i,nx,ny,nz;
double x,y,z,r,posX,posY,posZ,k,a11,a12,a13,a22,a23,a33,
omega_a11_Li,omega_a22_Li,omega_a33_Li,omega_a11_P,
omega_a22_P,omega_a33_P;
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FILE *Ptr;
for (k=0; k<=2; k++)
{
if (k==0)
{posX=0;posY=0;posZ=0;} //probe atome Li
if (k==1)
{posX=0.092300191;posY=0.25;posZ=0.40810;} //probe atome P
a11=0;a12=0;a13=0;a22=0;a23=0;a33=0;
for (nx=-r_e/a; nx<=r_e/a; nx++)
for (ny=-r_e/b; ny<=r_e/b; ny++)
for (nz=-r_e/c; nz<=r_e/c; nz++)
for (i=0; i<=3; i++)
{x=((spinpos[i][0]+nx)-posX)*a; //x-distance probe-Mn
y=((spinpos[i][1]+ny)-posY)*b; //y-distance probe-Mn
z=((spinpos[i][2]+nz)-posZ)*c; //z-distance probe-Mn
r=sqrt(pow(x,2)+pow(y,2)+pow(z,2));
if (r<r_e) //if spin is in the sphere --> consider spin
{a11=a11-((pow(r,2)-3*pow(x,2))/pow(r,5))*spinpos[i][3];
a12=a12-(-3*y*x)/pow(r,5)*spinpos[i][3];
a13=a13-(-3*z*x)/pow(r,5)*spinpos[i][3];
a22=a22-(pow(r,2)-3*pow(y,2))/pow(r,5)*spinpos[i][3];
a23=a23-(-3*y*z)/pow(r,5)*spinpos[i][3];
a33=a33-(pow(r,2)-3*pow(z,2))/pow(r,5)*spinpos[i][3];}
}
printf("\n Dipole tensor [mol/emu] for probe atom [%f,%f,%f]:\r",
posX,posY,posZ);
printf("\n( %f %f %f )\n( %f %f %f )\n( %f %f%f)\n",
a11*1.66,a12*1.66,a13*1.66,a12*1.66,a22*1.66,a23*1.66,a13*1.66,
a23*1.66,a33*1.66);
//Calculate NMR resonances Li
if (k == 0)
{omega_a11_Li=gamma_Li*H_0*(1+a11*1.66*0.01217)-0.00665;
//correction -0.00665
omega_a22_Li=gamma_Li*H_0*(1+(a22*1.66)*0.0122)+0.07384;
//correction +0.07384
omega_a33_Li=gamma_Li*H_0*(1+(a33*1.66)*0.0124)-0.0449;
//correction -0.0449
}
//Calculate NMR resonances for P
if (k==1)
{omega_a11_P=gamma_P*H_0*(1+a11*1.66*0.01217)+1.037157;
//correction +1.037157
omega_a22_P=gamma_P*H_0*(1+a22*1.66*0.0122)+1.143007;
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//correction +1.143007
omega_a33_P=gamma_P*H_0*(1+a33*1.66*0.0124)+1.001018;
//correction +1.001018
}
//note, the corrections in MHz are necessary to
//match the experimental center of line width
//in the case of P the isotropic part needs to balanced
}//end of resonance calculation
//Save disordered site in file only if the corresponding resonance fits
//into the frequency interval
//frequency interval corresponding to
//the full line width of Li- and P-NMR at 292K
if (((116.66<omega_a11_Li) && (omega_a11_Li<116.89) &&
(116.42<omega_a22_Li) && (omega_a22_Li<116.67) &&
(116.36<omega_a33_Li) && (omega_a33_Li<116.65)) &&
((122.508<omega_a11_P) && (omega_a11_P<122.753) &&
(122.369<omega_a22_P) && (omega_a22_P<122.62) &&
(122.298<omega_a33_P) && (omega_a33_P<122.575)))
for (i=0; i<=3; i++)
{Ptr = fopen("Mn_Shift_full_line.xyz", "a");
fprintf(Ptr, "Fe %f %f %f\n",
spinpos[i][0]*a,spinpos[i][1]*b,spinpos[i][2]*c);
fclose(Ptr);}
//frequency interval corresponding to
//FWHM of Li- and P-NMR at 292K
if (((116.763<omega_a11_Li) && (omega_a11_Li<116.86) &&
(116.582<omega_a22_Li) && (omega_a22_Li<116.649) &&
(116.466<omega_a33_Li) && (omega_a33_Li<116.568))&&
((122.594<omega_a11_P) && (omega_a11_P<122.686) &&
(122.536<omega_a22_P) && (omega_a22_P<122.6) &&
(122.398<omega_a33_P) && (omega_a33_P<122.503)))
for (i=0; i<=3; i++)
{Ptr = fopen("Mn_Shift_FWHM_line.xyz", "a");
fprintf(Ptr, "Fe %f %f %f\n",
spinpos[i][0]*a,spinpos[i][1]*b,spinpos[i][2]*c);
fclose(Ptr);}
}
int main()
{
clock_t start,finish;
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float fGesTime;
float counterX,counterY,counterZ;
start=clock();
//Call CalcDisorder, note that the parameters
//of CalcDisorder are corresponding
//to the shift of Mn site in fractional coordinates
for (counterX=-2; counterX<=2; counterX++)
for (counterY=-2; counterY<=2; counterY++)
for (counterZ=-2; counterZ<=2; counterZ++)
CalcDisorder(counterX/20,counterY/10,counterZ/10);
finish=clock();
fGesTime = (float)(finish - start) / (float)CLOCKS_PER_SEC;
printf("\nZeit: %.2fs\n",fGesTime);
return 0;
}
A.3 Source Code - AC Susceptibility
############################################################################
#Set Marker1 on "Min" (Marker Search --> Min, Marker Search --> Tracking = ON)
#use smaller span for better resolution
#set parameters:
T_start=292 #in K
T_end=10 # in K
pause=1 # Waiting time in s between 2 measure points
#set save file parameters
path="d:/users/Christian/"
filename="test_001.dat"
#################################
user = ’g_lang’
execfile(’d:/users/hilarious/init.py’)
flag_dryrun = 0
#################################
#from visa import instrument
import win32com.client
import time
app = win32com.client.Dispatch("E5070.Application")
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ls = LakeShore_331(’serial’) #create ls
T_ls = ls.testreadT(input=’A’) #get T
#wait until T is reached
while (T_start<T_end and T_ls<T_start) or (T_start>T_end and T_ls>T_start):
T_ls = ls.testreadT(input=’A’) #get T
time.sleep(pause)
#set min to center
freq_center=float(app.Parse(’:CALC1:MARK1:X?’))/1e6
app.Parse(’:SENS1:FREQ:CENT ’+str(freq_center*1e6))
#set span
app.Parse(’:SENS1:FREQ:SPAN 100000’)
#run experiment
while (T_start<T_end and T_ls<=T_end) or (T_start>T_end and T_ls>=T_end):
T_ls = ls.testreadT(input=’A’) #get T
#get frequency value by Marker1 in MHz
freq_center=float(app.Parse(’:CALC1:MARK1:X?’))/1e6
# get matching value
y_str = app.Parse(":CALC1:MARK1:Y?")
y_str,t1,t2=y_str.partition(",")
matching = float(y_str)
print ’T =’,T_ls,’K Frequency =’,freq_center,
’MHz Matching Value=’,matching
#follow resonance without changing span
app.Parse(’:SENS1:FREQ:CENT ’+str(freq_center*1e6))
#write data to file
datei = path+filename
in_file = open(datei,"a")
in_file.write(’\n’+str(T_ls)+’ ’+str(freq_center)+’ ’+str(matching))
in_file.close()
time.sleep(pause)
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A.4 Source Code - DISCUS
set prompt,on
#read crystal structure and set crystal size
read
cell LiMnPO4.cif,50,60,65
#remove Mn and add Fe
do i[7]=1,50
remove 5+28*i[7]
ins FE,x[5+28*i[7]],y[5+28*i[7]],z[5+28*i[7]]
enddo
#wait return
chem
elem
exit
fourier
#set view in reciprocal space
ll -1.5,3,-0.5
lr 1.5,3,-0.5
ul -1.5,3,0.5
#ll -1.5,2.5,0
#lr 1.5,2.5,0
#ul -1.5,3.5,0
#ll 0,2.6,-0.5
#lr 0,2.6,0.5
#ul 0,3.5,-0.5
#set x and y axis
abs h
ord l
#set wavelength
wvle 0.120137
#set data points
na 212
no 381
#calculate average structure factor
set aver,40
#lots elli,20,20,29,50,y
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lots off
run
exit
output
outf pattern030.gnu
form gnu
valu intensity
run
exit
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