For positive integers n, m, and h, we let ρˆ(Zn, m, h) denote the minimum size of the h-fold restricted sumset among all m-subsets of the cyclic group of order n. The value of ρˆ(Zn, m, h) was conjectured for prime values of n and h = 2 by Erdős and Heilbronn in the 1960s; Dias da Silva and Hamidoune proved the conjecture in 1994 and generalized it for an arbitrary h, but little is known about the case when n is composite. Here we exhibit an explicit upper bound for all n, m, and h; our bound is tight for all known cases (including all n, m, and h with n ≤ 40). We also provide counterexamples for conjectures made by Plagne and by Hamidoune, Lladó, and Serra.
Introduction
Let G be a finite abelian group written with additive notation. For a positive integer h and a nonempty subset A of G, we let hA and hˆA denote the h-fold unrestricted sumset and the h-fold restricted sumset of A, respectively; that is, hA is the collection of sums of h not-necessarily-distinct elements of A, and hˆA consists of all sums of h distinct elements of A. For a positive integer m ≤ |G|, we let ρ(G, m, h) = min{|hA| : A ⊆ G, |A| = m} and ρˆ(G, m, h) = min{|hˆA| : A ⊆ G, |A| = m} (as usual, |S| denotes the size of the finite set S).
The value of ρ(G, m, h) has a long and distinguished history and has been determined for all G, m, and h, but the quantity ρˆ(G, m, h) remains largely unknown to this day. In this paper we attempt to find good upper bounds for ρˆ(G, m, h) in the case when G is cyclic.
We start by a brief review of the case of unrestricted sumsets. In 1813, Cauchy [3] found the value of ρ(Z p , m, 2) for prime p; in 1935 Davenport [4] rediscovered Cauchy's result, which is now known as the Cauchy-Davenport Theorem. (Davenport was unaware of Cauchy's work until twelve years later; see [5] .) Theorem 1 (Cauchy-Davenport Theorem) For a prime p and any positive integer m ≤ p we have ρ(Z p , m, 2) = min{p, 2m − 1}.
After various partial results, the general case was finally solved in 2003 by Eliahou, Kervaire, and Plagne [11] (see also [26] , [10] , and [27] ). To state the result, we introduce the function u(n, m, h) = min{f d : d ∈ D(n)}, where n, m, and h are positive integers, D(n) is the set of positive divisors of n, and
(Here u(n, m, h) is a relative of the Hopf-Stiefel function used also in topology and bilinear algebra; see, for example, [29] , [26] , and [20] .) Theorem 2 (Eliahou, Kervaire, and Plagne; cf. [11] ) Let n, m, and h be positive integers with m ≤ n. For any abelian group G of order n we have ρ(G, m, h) = u(n, m, h).
We can observe that we have f 1 = hm − h + 1 and f n = n; therefore, Theorem 2 is indeed a generalization of the Cauchy-Davenport Theorem.
The fact that ρ(G, m, h) ≥ u(n, m, h)
follows readily from the following version of Kneser's Theorem (see [21] and [27] ). (As customary, for subsets X and Y of G we let X + Y denote the set of sums x + y with x ∈ X and y ∈ Y ; if X = {x}, we also write x + Y instead of X + Y . The stabilizer of a subset X of G is the largest subset-as it turns out, subgroup-H of G for which X + H = X.)
Theorem 3 (Generalized Kneser's Theorem; cf. [27] ) Let G be an abelian group, m and h positive integers, and A be an m-subset of G for which |hA| ≤ hm − h. Then the stabilizer H of hA is a nontrivial subgroup of G, and, with A/H denoting the image of A under the canonical projection G → G/H, we have |h(A/H)| ≥ h|A/H| − h + 1.
To see that Theorem 3 implies (1), choose an m-subset A of G for which ρ(G, m, h) = |hA|. Clearly, if |hA| ≥ hm−h+1 = f 1 , then ρ(G, m, h) = |hA| ≥ u(n, m, h), so assume that |hA| ≤ hm−h. In this case, we can apply Theorem 3: letting d denote the order of H and noting that A intersects at least ⌈m/d⌉ cosets of H and thus |A/H| ≥ ⌈m/d⌉, we have |hA| = |hA + H| = |h(A/H)| · d ≥ (h|A/H| − h + 1) · d ≥ f d ≥ u(n, m, h).
Therefore, to establish Theorem 2, we need to prove the existence of an m-subset A of G with |hA| = u(n, m, h); to do so, we may proceed as follows. For a given divisor d of n, we write m as m = cd + k with 1 ≤ k ≤ d, and set
where H is the (unique) subgroup of order d of Z n . As we verify in Section 2, we have
since f n = n and f 1 = hm − h + 1, we get
This, with (1), establishes Theorem 2 for cyclic groups.
In this paper we find |hˆA d (n, m)|, the size of the h-fold restricted sumset of A d (n, m); as it turns out, it will yield a very good upper bound (though sometimes not the exact value) for ρˆ(Z n , m, h). Our computations result in the following. 
where δ d is the "correction term" defined as
We prove Theorem 4 in Section 2.
As an analogue of the function u(n, m, h) defined above, we introduce the function
where n, m, and h are positive integers, m ≤ n, D(n) is the set of positive divisors of n, and
is given explicitly by Theorem 4.
It is easy to see that uˆ(n, m, 1) = m for all n and m, and we will find simple expressions for uˆ(n, m, 2) and uˆ(n, m, 3) in Section 4. We can also observe that f1 = fn = min{n, hm − h 2 + 1}, and thus for prime p values we have
Obviously, uˆ(n, m, h) provides an upper bound for ρˆ(Z n , m, h), and it seems that it is a remarkably good one. In an exhaustive computer search for all n ≤ 40, all m-subsets of Z n (with m ≤ n), and all h (with 1 ≤ h ≤ m), we found that uˆ(n, m, h) agrees with ρˆ(Z n , m, h) in the overwhelming majority (over 99%) of cases, and when it does not, we have ρˆ(Z n , m, h) = uˆ(n, m, h) − 1. In light of this we pose the following:
Problem 5 Classify all situations when
in particular, how much smaller than uˆ(n, m, h) can ρˆ(Z n , m, h) be?
As we just mentioned, in all cases that we are aware of, we have ρˆ(Z n , m, h) = uˆ(n, m, h) or ρˆ(Z n , m, h) = uˆ(n, m, h) − 1.
Let us mention three-as it turns out, quite predicative-examples for the case when ρˆ(Z n , m, h) = uˆ(n, m, h) − 1.
• uˆ(12, 7, 2) = 11, but ρˆ(Z 12 , 7, 2) = 10 as shown by the set
• uˆ(10, 6, 3) = 10, but ρˆ(Z 10 , 6, 3) = 9 as shown by the set
• uˆ (15, Needless to say, we chose to represent our sets in the particular formats above for a reason. In fact, all known situations where ρˆ(Z n , m, h) < uˆ(n, m, h) can be understood by a particular modification of our sets A d (n, m), as we now describe.
Observe that the m elements of A d (n, m) are within ⌈m/d⌉ cosets of the order d subgroup H of Z n , and at most one of these cosets does not lie entirely in A d (n, m). We now consider the situation when the m elements are still within ⌈m/d⌉ cosets of H, but exactly two of these cosets don't lie entirely in our set. In order to do so, we write m in the form
for some positive integers c, k 1 , and k 2 ; we assume that
We then are considering m-subsets B of Z n of the form
where H is the subgroup of Z n with order d, g is an element of Z n , B ′ is a proper subset of H given by
′′ is a proper subset of cg + H of the form
for some integer j 0 with 0
It turns out that our set B (under some additional assumptions to be made precise in Section 3) has the potential to have a restricted h-fold sumset of size less than uˆ(n, m, h) in only three cases:
• h = 2, m − 1 is not a power of 2, and n is divisible by 2m − 2;
• h = 3, m = 6, and n is divisible by 10; or
• h is odd, m + 2 is divisible by h + 2, and n is divisible by hm − h 2 .
In particular, we have the following.
be the m-subset of Z n defined above, and let h be a positive integer with h ≤ m − 1.
• If h = 2, m − 1 is not a power of 2, n is divisible by 2m − 2, and d is an odd divisor of m − 1
has a restricted 2-fold sumset of size 2m − 4.
• If h = 3, m = 6, and n is divisible by 10, then
has a restricted 3-fold sumset of size 3m − 9 = 9.
• If h is odd, m + 2 is divisible by h + 2, and n is divisible by hm − h 2 , then
has a restricted h-fold sumset of size hm − h 2 − 1.
Our examples above demonstrate the three cases of Proposition 6 in order: we have The proof of Proposition 6 is an easy exercise; it will also follow from our proof of Theorem 14 where we verify that, in a certain sense that we make precise, there are no other such sets.
Let us now review some of the results that are known about the exact value of ρˆ(G, m, h). As we have mentioned, we clearly have ρˆ(G, m, 1) = ρˆ(G, m, m − 1) = m, and ρˆ(G, m, 1) = 0 for h > m; therefore, we can assume that 2 ≤ h ≤ m − 2. (Since we also have |(m − h)hˆA| = |hˆA|, we could further assume that h ≤ ⌊m/2⌋, but we see no reason to do so.)
Recall that, by (3) , for a prime p we have
The conjecture that equality holds here for h = 2 has been known since the 1960s as the Erdős-Heilbronn Conjecture (not mentioned in [13] but in [12] ). Three decades later, Dias da Silva and Hamidoune [6] succeeded in proving the Erdős-Heilbronn Conjecture and established the following.
Theorem 7 (Dias da Silva and Hamidoune; cf. [6] ) For a positive prime p we have
Theorem 7 was re-established soon after by Alon, Nathanson, and Ruzsa using their so-called polynomial-method; cf. [1] , [2] , and [25] .
For composite values of n, we know very little about ρˆ(Z n , m, h) in general. One reason for this is that we do not have a version of Kneser's Theorem for restricted sumsets.
We do know a bit about the value of ρˆ(Z n , m, h) in its extremal cases. It is easy to see that
and we can also verify that equality holds when h = 1 or h = m − 1, when m ∈ D(n), or when n is even, m = 4, and h = 2. The fact that the inequality is strict in all other cases was proved for odd n by Wang in 2008 [30] , and for all n by Girard, Griffiths, and Hamidoune in 2012 [15] . In fact, [15] provides a complete analysis of the case ρˆ(G, m, h) ≤ m for all abelian groups.
As an upper bound, we of course have
we call the minimum value of m for which equality occurs the restricted h-critical number of Z n . It is an easy exercise to establish that the restricted 2-critical number of Z n equals n 2 + 2; in particular, that ρˆ(Z n , n 2 + 2, 2) = n. It is also not hard to see (for example, from Corollary 15 in Section 4) that we have
n − 2 otherwise.
In 2002, Gallardo, Grekos, et al. proved that, in fact, equality holds.
Theorem 8 (Gallardo, Grekos, et al.; cf. [14] ) For every positive integer n ≥ 2 we have
With some hesitation, we pose the following general conjecture.
Conjecture 9
For all positive integers n and m with 3 ≤ m ≤ n we have
With Corollary 15 we establish that ρˆ(Z n , m, 2) cannot be more than the value given by Conjecture 9; and, according a computer search we performed, equality indeed holds for all 3 ≤ m ≤ n ≤ 40. Note also that Conjecture 9, once established, would generalize Theorems 7 and 8.
We know less about the cases of h ≥ 3; in particular, we do not know the reduced h-critical number of Z n in general, in spite of some promising approaches for h = 3 by Gallardo, Grekos, et al. in [14] and by Lev in [23] .
Finding ρˆ(G, m, h) for general finite abelian groups is even more difficult; as many examples demonstrate, in contrast to the case for unrestricted sumsets, the value of ρˆ(G, m, h) depends heavily on the structure of G and not just its size. To illustrate the difficulty, we point out that even ρˆ(Z 2 p , m, 2) is not fully known in general (cf. the series of papers [7] , [8] , and [9] , by Eliahou and Kervaire). One rare result for the exact value of ρˆ(G, m, h) is the following extension of the Erdős-Heilbronn problem.
Theorem 10 (Károlyi; cf. [18] , [17] ) Suppose that the smallest prime divisor of |G| is at least 2m − 3. Then ρˆ(G, m, 2) = 2m − 3.
We should also mention the following conjecture of Plagne. (See also similar conjectures of Lev in [22] and [24] .) Conjecture 11 (Plagne; cf. [28] ) For every abelian group G and for every m ≤ |G| we have
We should point out that Conjecture 9 implies Conjecture 11 for cyclic groups. Indeed, we have
furthermore, when n is even, we have
and when n is divisible by 2m − 2, we find that
However, a similar bound for h ≥ 3 will definitely not hold; as the following proposition demonstrates, the difference of ρ(G, m, h) and ρˆ(G, m, h) may be arbitrarily large.
Proposition 12
For every h ≥ 3 and for every positive real number C, one can find a finite abelian group G and a positive integer m so that
Proof. Choose a prime p > h and a positive integer t > 2 so that
One can readily verify that for n = p t and m = p t−1 + 1 we have
from which our claim follows. 2
Before ending this section, we exhibit some counterexamples for conjectures that have appeared in the literature.
In their interesting paper [16] , Hamidoune, Lladó, and Serra conjectured (Conjecture 3.5) that if A is a finite generating m-subset of an abelian group G of order n with 0 ∈ A and m ≥ 6, then
They mention that m ≥ 6 is necessary, since if A is an arithmetic progression of length m < 6, then |2ˆA| = 2m − 3 < 3m/2. However, one can see that there are 7-subsets of Z 12 contradicting this claim; for example, for the set C 1 mentioned above, we have
In fact, one can find arbitrarily large counterexamples, as follows. Suppose that G is of the form
of G. Observe that A generates G, and
where 0 is the identity element of Z k 2 . Then m = |A| = 2 · 2 k and |2ˆA| = 3 · 2 k − 2, contradicting the conjecture.
Plagne, in his powerful paper [28] , made the following conjecture (as part of Conjecture 9): For every abelian group G of odd order n, there is a constant c G , so that c G = o(n) as n tends to infinity, and for every m with c G ≤ m ≤ n that is "exceptional" for G, we have
Plagne defines m to be exceptional for G if for every finite nontrivial minimal subgroup M of G one has m ≡ 1 mod |M |.
For a counterexample, let p be an odd prime, t ≥ 2, n = p t , G = Z n , and m = p t−1 + 1 (cf. the proof of Proposition 12). Then m is exceptional for G; furthermore,
It can be easily verified that
The pursuit of finding the value of ρˆ(G, m, h) remains challenging and exciting.
2 The set A d (n, m)
In this section we compute |hA d (n, m)| and |hˆA d (n, m)|; in particular, we prove (2) and Theorem 4. But first, a brief justification for why the set A d (n, m) is of interest.
How can one find m-subsets A in a group G that have small h-fold sumsets hA? Two ideas come to mind. First, observe that if A is a subset of a subgroup H of G, then hA will be a subset of H as well; a bit more generally, if A is a subset of the coset g + H of H for some g ∈ G, then hA will be a subset of the coset hg + H. Therefore, we have |hA| ≤ d for every divisor d of n that is not less than m.
The second idea is based on the observation that, when A is an arithmetic progression A = {a, a + g, a + 2g, . . . , a + (m − 1)g} for some a, g ∈ G, then many of the h-fold sums coincide; in particular, hA = {ha, ha + g, ha + 2g, . . . , ha + (hm − h)g}, thus, consequently, we have |hA| ≤ hm − h + 1.
As a combination of these two ideas, we choose a subgroup H of G, and then select an m-subset A of G so that its elements are in as few cosets of H as possible; furthermore, we want these cosets to form an arithmetic progression.
More explicitly, we let G = Z n , fix a divisor d of n, and consider the (unique) subgroup H of order d of Z n , namely,
Then m ≤ n assures that c < n/d, thus A d has m distinct elements. Note that, when m ≤ d (that is, c = 0), then A d lies entirely within a single coset and forms an arithmetic progression. We should also point out that here we chose the cosets represented by a = 0 and g = 1; the assumption a = 0 we can make without any loss of generality since |h(a + A)| does not depend on a, and we also chose g = 1 as the general case does not yield any benefits here (in contrast to Section 3).
We see that We now turn to the computation of |hˆA d (n, m)| and the proof of Theorem 4. We first state and prove the following lemma.
Lemma 13
Suppose that d and t are positive integers with t ≤ d − 1, and let j ∈ Z d . Then there is a t-subset J = {j 1 , . . . , j t } of Z d for which
Note that the restriction of t ≤ d − 1 is necessary: for t = d there is exactly one j ∈ Z d for which such a set exists, and there are no such sets when t > d.
Proof of Lemma 13. Let j 0 be the nonnegative remainder of the integer j − t 2 −t 2 mod d. We can then easily check that the set J defined (for example) as
Proof of Theorem 4. Let us recall our notations and introduce some new ones. We write
where H is the order d subgroup of Z n . Note that every element of hˆA d is of the form
with i 1 , . . . , i h ∈ {0, 1, . . . , c} and j 1 , . . . , j h ∈ {0, 1, . . . , d − 1}, with the added conditions that when any of the i-indices equals c, the corresponding j-index is at most k − 1, and that when two i-indices are equal, the corresponding j-indices are distinct.
Clearly, the least value of i 1 + · · · + i h is
To compute the largest value i max of i 1 + · · · + i h , we consider four cases depending on whether r > k or not and whether q = 0 or not.
First, when q = 0 and r > k, then r = h and 1 ≤ h − k ≤ d, so it is easy to see that
Next, when q = 0 and r ≤ k, then r = h ≤ k, so we have
In the case when r > k and q ≥ 1, we write h as h = k + dq + (r − k); thus
Finally, in the case when q ≥ 1 and r ≤ k, then
and thus (using our result from the previous case)
All four cases can be summarized by the formula
Obviously, i = i 1 + i 2 + · · · + i h can assume the value of any integer between these two bounds, and thus hˆA d lies in exactly min {n/d, i max − i min + 1}
cosets of H. This immediately yields the upper bound
where, by a simple calculation from (4) and (5) above,
We will separate the rest of the proof into several cases. We can easily check (by considering the cases of d = 1 and d ≥ 2 separately) that our formula holds for h = 1, so below we assume that 2 ≤ h ≤ m − 1.
Proof of Claim 1: Note that the assumptions give i min = 0, i max = hc; using Lemma 13 above, we have
Therefore, we see that
as claimed.
Proof of Claim 2:
Our assumptions yield i min = 0, i max = hc = dc; we note that h < m = dc + k = dc + h, so c ≥ 1. In the case of h = k = d, Lemma 13 cannot be used for the coset i + H when i = 0; we now have
If we have
Assume now that dc − 1 ≤ n d − 2. In this case
This leaves us with the case of dc − 1 = n d − 1, when we have
But d = h ≥ 2, so, as above, we find that
completing the proof of Claim 2.
Claim 3:
If h > k, r = d, and r = k, then
Proof of Claim 3:
Observe that, by Lemma 13, the three conditions imply that
Our result now follows from (6).
Claim 4:
Proof of Claim 4: This time we have
where x min equals the sum of the h elements of the set
Therefore,
Our claim then follows, since we now have k < r = d and thus from (6) we get
Claim 5:
Proof of Claim 5: Our conditions imply that
where x max equals the sum of the h elements of the set
Our claim then follows as in Claim 4.
Proof of Claim 6: This time we get
where x min and x max were defined in the proofs of Claims 4 and 5, respectively.
With r = k = d, we see from (6) above that
We consider three subcases. If m is more than n/h + h, then i max − i min − 1 is more than n/d − 1 so, since it is an integer, it is at least n/d. Therefore, |hˆA d | = n; furthermore,
If m is less than n/h + h, then i max − i min − 1 is less than n/d − 1 and thus at most n/d − 2. Therefore,
furthermore, hm − h 2 − d + 2 is less than n − d + 2 and thus at most n − d + 1, which is never more than n, and thus again we have
This leaves us with the case of m = n h + h, in which case our claim becomes
We now have
A simple computation shows that, denoting the sum of the elements in a subset S of Z n by S, we have 
Special sets
We here present a variation on the construction of Section 2 that, under specific conditions, yields smaller sumsets. The subsets we present here are very similar to A d (n, m): we still pack our m elements into the ⌈m/d⌉ cosets of the subgroup H of Z n of order d, these cosets are still forming an arithmetic progression, but this time we have the common difference g that is not necessarily 1, and we allow not one but two of the cosets to not be entirely in our set.
To do this, we write m in the form
for some positive integers c, k 1 , and k 2 ; we assume that k 1 < d, k 2 < d, but k 1 + k 2 > d, and thus, as before, c = ⌈m/d⌉ − 1.
For a nonnegative integer i, we let
with which we can write
where i min and i max denote the value of
for the "first" and "last" h elements of B, respectively. Note that c ≥ 1 implies that i max > i min . We will select g ∈ Z n so that
with this choice we have
Therefore, hî max B and hî min B are subsets of the same coset of H; we are interested in the situation when one of them is a subset of the other, in which case we call B special.
In particular, we examine special sets in two cases: when both k 1 and k 2 are greater than or equal to h, and when exactly one of them is less than h. The extent to which such special sets yield an improvement over the upper bound uˆ(n, m, h) in these cases, and the conditions under which they occur, are given by the following theorem.
Theorem 14 Suppose that the set B (as defined above) is special and that
h ≤ max{k 1 , k 2 }. Then |hˆB| ≥ uˆ(n, m, h) − 1;
furthermore, if equality holds, then
Our proof below will also verify Proposition 6.
Proof. Without loss of generality, we assume that k 2 ≤ k 1 , in which case B is special when
We will consider to cases: when h ≤ k 2 ≤ k 1 and when k 2 < h ≤ k 1 .
Case 1: Suppose first that B is a special set and that h ≤ k 2 ≤ k 1 , in which case i min = 0 and i max = hc; furthermore, to satisfy (7), n must be divisible by hcd, in which case we set g = n hcd . We thus see that
, and hî max B = hˆB
We start by proving that
When c ≥ 2, then (9) follows immediately from Lemma 13, so assume that c = 1. In this case B = B ′ ∪ B ′′ , and
where
2 , and
2 . We see that, for 1 ≤ i ≤ h − 1, we have
Recall that B is special and thus
so from (9) we see that
and, therefore,
Assume now that |hˆB| < uˆ(n, m, h).
and thus
Therefore, by (11) we have
Now if we were to have |hˆB| ≤ uˆ(n, m, h) − 2,
so by (12) and (13) we have
But, since d > h, this is impossible: the left hand side is more than the right hand side when d ≥ h + 2, and for d = h + 1, there are no multiples of h between the two sides. Therefore, |hˆB| ≥ uˆ(n, m, h) − 1, as claimed.
Assume now that |hˆB| = uˆ(n, m, h) − 1; from which we get
We see that (14) can only hold if k 1 = k 2 . Indeed, the difference of the right hand side and the left hand side is at most h − 1, since 2
But k 1 = k 2 means that hˆB ′ = hˆB ′′ , which can only happen if
As an immediate consequence, we see that gcd(d, h) = 1.
Let us return to (14) , which we can now write as
If 3 ≤ h ≤ d − 3, then the left hand side is more than the right hand side, unless h = 3 and d = 6, which leads to no solutions for k 1 and k 2 .
since d must be odd, we get k 1 = k 2 = (d + 1)/2 and m = cd + 1, so n is divisible by hcd = 2m − 2. Furthermore, d is odd and d > h = 2, so 2m − 2, and thus m − 1, is not a power of 2. From (15) we get j 0 = (d − 1)/2, and so we arrived at the set
exhibited in the first part of Proposition 6. This set can be written explicitly as
, and it has a 2-fold restricted sumset of size 2m − 4. 
This set has h-fold restricted sumset of size hm − h 2 − 1.
Finally, if h = d − 1, then the only solution to (16) is k 1 = k 2 = d − 1, in which case m = (c + 1)d − 2 = (c + 1)(h + 1) − 2, so m + 2 is divisible by h + 1, and n is divisible by hcd = hm − h 2 + h. In this case, we can assume that h ≥ 3, since for h = 1 we always have |1ˆB| = uˆ(n, m, 1) = m, and for h = 2, m + 2 must be divisible by 3 and thus m − 1 cannot be a power of 2, thus the situation is a subcase of our first case above. Note also that if m + 2 is divisible by h + 1, then h ≤ m − 2, since otherwise m = h + 1, and h + 3 cannot be divisible by h + 1 if h ≥ 3. Furthermore, we have m ≥ 6 as all smaller cases yield contradictions. Now observe that if m + 2 is divisible by h + 1, then hm − h 2 + h is always even; therefore,
which is a contradiction.
Case 2: Let us turn to the case when B is a special set and k 2 < h ≤ k 1 . We still have i min = 0, but now
thus we see that
We can observe right away that, if c ≥ 2, then, by Lemma 13,
in fact, in this case we have
and B being special further implies that
Note also that, to satisfy (7), n must be divisible by d 0 = (hc − h + k 2 )d, and we also have
and so
Assume now that |hˆB| < uˆ(n, m, h),
, and we also note that m > d implies that k 2 > 1. We then have
where, as before,
2 . We find that, for 1 ≤ i ≤ k 2 − 1, we have
We also find that j max (0) − j min (0) + 1 = hk 1 − h 2 + 1, and
we must have
Therefore, we get
Observe that, since |hˆB| < uˆ(n, m, h) ≤ hm − h 2 + 1, we must have
Recall that k 1 ≥ h > k 2 > 1 and
, and thus (18) implies that h ≤ k 1 ≤ h + 2. We can rule out k 1 = h as that would contradict (17) . If we were to have k 1 = h + 2, then from (18) we get d > 2h + 1, so
This leaves us with k 1 = h + 1, from which by (17) we get k 2 = h − 1. Since k 2 ≥ 2, we get h ≥ 3. Furthermore, from (18) and (21) we get h ≤ 3. Therefore, h = 3, k 1 = 4, k 2 = 2, m = 6, and d = 5. In this case n must be divisible by 10, and g = n/10. We then have The cases of h = 2 and h = 3
Since most effort in the literature thus far has focused on the cases of h = 2 and h = 3, it is worth stating explicitly what we are able to using Theorem 4 and Proposition 6.
Let us start by determining uˆ(n, m, 2); we may assume that 3 ≤ m ≤ n. By Theorem 4, if d ≥ 3 and k ≥ 2, then fd(n, m, 2) = min{n, f d , 2m − 3}.
The value of fd(n, m, 2) in the other cases can be summarized as follows. Next, we use Proposition 6 to determine the values of n and m that allow for an improvement over uˆ(n, m, 2). Only one case applies: when m − 1 is not a power of 2 and n is divisible by 2m − 2, in which a special set B exists with |2ˆB| = 2m − 4. Therefore, using Theorem 2 as well, we have the following result. In fact, we believe that equality holds in Corollary 15; see Conjecture 9.
We can carry out a similar analysis for the case of h = 3, where we may assume that 4 ≤ m ≤ n. By Theorem 4, if d ≥ 4 and k ≥ 3, then fd(n, m, 3) = min{n, f d , 3m − 8}.
For the remaining cases we have the following. We then examine Proposition 6 for the case h = 3 to see if we can do better. We find two such instances: when n is divisible by 10 and m = 6, and when n is divisible by 3m − 9 and m − 3 is divisible by 5. Observe that, in the latter case, we may assume that m is even, since otherwise d 0 = (3m − 9)/2 ∈ D(n) and thus We have performed a computer search for all m-subsets of Z n with 4 ≤ m ≤ n ≤ 40, and in each case we found that equality holds in Corollary 16.
