Abstract. We describe a formula for computing the product of the Young symmetrizer of a Young tableau with the Young symmetrizer of a subtableau, generalizing the classical quasi-idempotence of Young symmetrizers. We derive some consequences to the structure of ideals in the generic tensor algebra and its partial symmetrizations. Instances of these generic algebras appear in the work of Sam and Snowden on twisted commutative algebras, as well as in the work of the author on the defining ideals of secant varieties of Segre-Veronese varieties, and in joint work of Oeding and the author on the defining ideals of tangential varieties of Segre-Veronese varieties.
Introduction
In this paper we describe a formula for computing the product of the Young symmetrizer of a Young tableau with the Young symmetrizer of a subtableau. This is a generalization of the classical result which states that an appropriate multiple of a Young symmetrizer is idempotent, and is closely related to the formulas describing the Pieri maps in [Olv82, Section 5]. The main motivation for our investigation comes from the study of the equations of special varieties with an action of a product of general linear groups. The GL-modules of equations correspond via Schur-Weyl duality to certain representations of symmetric groups, which we refer to as generic equations. Understanding the ideal structure of the generic equations depends substantially on understanding how the Young symmetrizers multiply. Special instances of our main result (Theorem 1.1) and its application (Theorem 1.5) are implicit in [Rai12, OR11] where we establish and generalize conjectures of Garcia-Stillman-Sturmfels and Landsberg-Weyman on the equations of the secant and tangential varieties of a Segre variety (see also Section 5.1). We expect that Theorem 1.1 will have applications to a number of other problems such as
• describing the relations between the minors of a generic matrix [BCV11] .
• proving (weak) Noetherianity of certain twisted commutative algebras generated in degree higher than one [SS12] .
• determining the equations of secant varieties of Grassmannians.
We introduce some notation before stating our main results: see Section 2 for more details, and [Jam78, FH91, Ful97] for more on Young tableaux and the representation theory of symmetric groups. For λ a partition of n (denoted λ ⊢ n) a Young tableau of shape λ is a collection of boxes filled with entries 1, 2, · · · , n, arranged in left-justified rows of lengths λ 1 ≥ λ 2 ≥ · · · . For µ a partition with µ i ≤ λ i for all i (denoted µ ⊂ λ), the subtableau S of T of shape µ is obtained by selecting for each i the first µ i entries in the i-th row of T . For example for λ = (4, 3, 1, 1) and µ = (2, 1, 1), one can take T = 1 2 3 4 5 6 7 8 9 and S = 1 2 5 8 .
We write S n for the symmetric group of permutations of {1, 2, · · · , n} and K[S n ] for its group algebra, where K is any field of characteristic zero. To any Young tableau T and subtableau S as above, we associate the Young symmetrizers c λ (T ) and c µ (S), which are elements of K[S n ] (see (2.3) for a precise formula).
Theorem 1.1. Let k ≤ n be positive integers, let λ ⊢ n, µ ⊢ k be partitions with µ ⊂ λ, and let T be a Young tableau of shape λ containing a Young subtableau S of shape µ. We write L(T ; S) ⊂ S n for the set of permutations σ with the property that for every entry s of S, either σ(s) = s or σ(s) lies in a column of T strictly to the left of the column of s, and moreover if σ(s) = s for all s ∈ S then σ = 1 is the identity permutation. There exist m σ ∈ Q such that where m 1 = α µ is the product of the hook lengths of µ (see (2.5)). We can take m σ ≥ 0 when σ is an even permutation, and m σ ≤ 0 when σ is odd.
When V is a vector space, λ ⊢ n, and c λ is some Young symmetrizer, we can think of multiplication by c λ /α λ on V ⊗n as a projection V ⊗n → S λ V , where S λ denotes the Schur functor associated to λ. In particular, (1.1) describes a surjective map S µ V ⊗ V ⊗(n−k) → S λ V , so it provides some information about the λ-isotypic component of the ideal generated by an irreducible component S µ V in the tensor algebra m≥0 V ⊗m . We formulate this more precisely for the generic tensor algebra in Theorem 1.5. Note that in the case when T = S formula (1.1) is the classical statement that c λ (T )/α λ is an idempotent of K[S n ] (see (2.6)). The conclusion that m σ ∈ Q is sufficient for our applications, but we believe that a version of (1.1) is valid where m σ are in fact integers. We prove that this is the case when n = k + 1 in Theorem 1.2 below, where a precise formula for the coefficients m σ is given. The case n = k + 1 of Theorem 1.1 also follows from [Olv82, Theorem 5.2], which however does not guarantee the integrality of the m σ 's. To formulate Theorem 1.2 we need some more notation. We can divide any tableau T of shape λ into rectangular blocks B 1 , B 2 , · · · by grouping together the columns of the same size. For example when λ = (4, 3, 1, 1) there are three blocks B 1 , B 2 , B 3 : T = 1 2 3 4 5 6 7 8 9
, B 1 = 1 5 8 9
, B 2 = 2 3 6 7 , B 3 = 4 .
(1.
2)
The lengths and heights of the blocks B i are defined in the obvious way: in the example above they are 1, 2, 1 and 4, 2, 1 respectively. Theorem 1.2. With the notation in Theorem 1.1, assume that n = k + 1 and that the unique entry in T outside S is equal to a, and is located in position (u, v), i.e. λ i = µ i for i = u, λ u = v = µ u + 1. LetS be the Young tableau obtained by removing from S its first v columns: the shapeμ ofS hasμ i = µ i − v for i < u, andμ i = 0 otherwise. WriteB 1 , · · · ,B t for the blocks ofS and denote byl i (resp.h i ) the length (resp. height) of the blockB i . For each i = 1, · · · , t, writer i for the length of the hook of µ centered at
In the case when the blocksB i consist of a single column (l i = 1 for i = 1, · · · , t), it follows from the discussion following Theorem 1.1 that (1.3) is equivalent to the formulas describing the Pieri maps
, up to a change in the convention used for constructing Young symmetrizers (see also [Sam09] ). Our approach offers an alternative to that of [Olv82] , in that we work entirely in the group algebra of the symmetric group.
Example 1.3. Let T be as in (1.2), n = 9, k = 8, and let S be the subtableau of T obtained by removing the box 9 , so (u, v) = (4, 1) and a = 9. We have t = 2,r 1 = 4,r 2 = 6, and
x 1 = (9, 2) + (9, 3) + (9, 6) + (9, 7),x 2 = (9, 4).
If we use the same T and take S to be the subtableau obtained by removing 7 , then a = 7, (u, v) = (2, 3), t = 1,r 1 = 2, andx 1 = (7, 4). Finally, if S is the subtableau obtained by removing 4 thenμ is empty and (
Remark 1.4. When expanding the product formula (1.3), all the denominators are products of distinct hook lengths of the Young diagram µ, so they divide α µ . Moreover, any product of distinctx i 's is a linear combination of cyclic permutations
where b i appears to the left of b i+1 in T , in particular σ ∈ L(T ; S). Furthermore, m σ ≥ 0 when r is even, and m σ ≤ 0 when r is odd. We get that Theorem 1.2 implies the special case of Theorem 1.1 when n = k + 1.
As an application of Theorem 1.1 we derive certain ideal membership relations of Young symmetrizers with respect to ideals in the generic tensor algebra. We describe a preliminary version of this algebra here in order to state the results, while in Section 5 we take a more functorial approach. The generic tensor algebra is the K-vector space T = n≥0 K[S n ] with multiplication defined on the basis of permutations and extended linearly, as follows. For σ ∈ S n and τ ∈ S m , σ * τ ∈ S n+m is given by
A homogeneous invariant right ideal I = n≥0 I n is a homogeneous right ideal in T with the property that each homogeneous component I n is a left ideal in the group algebra K[S n ]. If A ⊂ T , we write I (A) for the smallest homogeneous invariant right ideal containing A. If S, S ′ are Young tableaux with set of entries [k] = {1, 2, · · · , k}, we say that S ′ dominates S if for every i ∈ [k], writing j (resp. j ′ ) for the column of S (resp. S ′ ) containing i, then j ≥ j ′ . We have the following (see Theorem 5.2 for a stronger statement, and Theorem 5.4 for a partially symmetrized version) Theorem 1.5. Let k ≤ n be positive integers, let λ ⊢ n, µ ⊢ k be partitions with µ ⊂ λ, and let T be a Young tableau of shape λ containing a Young subtableau S of shape µ and set of entries [k] . Let S be the set of Young tableaux S ′ that have shape δ ⊢ k, δ ⊂ λ, set of entries [k], and dominate S. We have
Example 1.6. Take n = 7, k = 5, λ = (4, 2, 1), µ = (3, 2) and T = 1 2 3 6 4 5 7
, S = 1 2 3 4 5 .
The set S in Theorem 1.5 consists of the Young tableaux The structure of the paper is as follows. In Section 2 we give some preliminary definitions and results on Young tableaux and Young symmetrizers. In Section 3 we prove Theorem 1.2, and in Section 4 we use an inductive argument based on Theorem 1.2 in order to prove Theorem 1.1. In Section 5 we describe the generic tensor algebra and a symmetric version of it, together with some consequences of Theorem 1.1 to the ideal structure of these generic algebras.
Preliminaries
Given a finite set A of size n = |A|, we write S A for the symmetric group of permutations of A. When A = {1, · · · , n} we simply denote S A by S n . If B ⊂ A then we regard S B as a subgroup of S A in the natural way. We fix a field K of characteristic zero, and write K[S A ] for the group algebra of S A .
When λ ⊢ n is a partition of n, D λ = {(i, j) : 1 ≤ j ≤ λ i } is the associated Young diagram. A Young tableau T of shape λ and set of entries A is a bijection T : D λ → A. We represent Young diagrams (resp. Young tableaux) pictorially as collections of left-justified rows of boxes (resp. filled boxes) with λ i boxes in the i-th row, as illustrated in the following example: for A = {a, b, c, d, e, f, g} and λ = (4, 2, 1), we take
The (2, 1)-entry of T is e. The i-th row of T is the set R i (T ) = {T (i, j) : 1 ≤ j ≤ λ i }, and its j-th column C j (T ) is defined analogously. In the example above C 2 (T ) = {a, d}. The conjugate of a partition λ (resp. Young diagram D λ /tableau T ) is obtained by reversing the roles of rows and columns, and is denoted λ ′ (resp. D λ ′ , T ′ ). In our example T ′ has shape λ ′ = (3, 2, 1, 1). If µ is another partition, we write µ ⊂ λ if If X is any subset of A, we write
If a ∈ A \ X and if we let z = x∈X (a, x), where (a, x) ∈ S A denotes the transposition of a with x, then
to see this, consider a transposition τ ∈ S X∩Y and note that
We define the row and column subgroups associated to T as the subgroups of S A
The Young symmetrizer c λ (T ) is defined by
, where
S A acts naturally on the set of Young tableaux with set of entries A, and we have c λ (δ · T ) = δ · c λ · δ −1 , with similar formulas for a λ (δ · T ) and b λ (δ · T ). It follows from (2.1) and the fact that a(
This relation is an instance of the Garnir relations [Jam78, Section 7]. The hook of λ centered at (x, y) is the subset
Its length is the size of H x,y . We write 
We begin by rewriting equation (1.3) in a more convenient form. We define for 1 ≤ j ≤ µ 1
Writing µ! = i µ i !, we note that
Consider the blocks B 1 , · · · , B m of the Young tableau obtained by removing the first (v − 1) columns of S, denote by l i (resp. h i ) their lengths (resp. heights), let x i = b∈B i (a, b) and let r i denote the length of the hook of µ centered at (h i , v),
Note that we have two possibilities:
With the notation above, we have
In particular, equation (3.3) is equivalent to
We first prove a number of relations that will be useful throughout this section.
As a consequence, for 1 ≤ j < i ≤ m we have
and (using the fact that
To see how (3.9) follows from (3.8), write C i = {j : C j (S) ⊂ B i } for the indices of the columns contained in the block B i . We have
Using the fact that
, and b i ∈ C j i (S) a collection of entries lying in distinct columns of S, we let σ be the cyclic permutation (a,
Proof. Suppose first that b 1 , b 2 lie in distinct rows of S, say b 2 ∈ R s (S), and let x = S(s, j 1 ). Since
The last equality holds true because the intersection C j 1 (S) ∩ σ(R s (S)) contains at least two elements, namely x = σ(x) and b 1 = σ(b 2 ).
Suppose now that b 1 , b 2 belong to the same row of S.
To prove (3.10) note that it is equivalent, after subtracting the right hand side from the left and multiplying by r 1 r 2 , to
The left hand side expands into an expression (with coefficients c b ∈ Q)
For fixed b 2 ∈ B 2 we have by the first part of the lemma that
if b 1 is not in the same row as b 2 , and (with the previous notation for τ and σ)
if b 1 and b 2 are in the same row of S. Since there are exactly r 1 = l 1 elements of B 1 lying in the same row as b 2 , the conclusion follows easily.
Proof of Lemma 3.1. Both (3.5) and (3.6) are trivially satisfied when µ ′ v > µ ′ v+1 because in this case x 1 = z v , r 1 = 1, x i =x i−1 and r i =r i−1 for i > 1. We may then assume that µ ′ v = µ ′ v+1 . To prove (3.5), sincex i = x i andr i = r i for i > 1, it is enough to show that
Using the relation above together with the fact thatr 1 =l 1 + 1 = l 1 = r 1 , and
as desired. To prove (3.6), we multiply (3.11) on the right by c µ (S), and it remains to show that
where the second to last equality follows from Lemma 3.3 and the fact that for each b 2 ∈ C j (S) there exists exactly one b 1 ∈ C v (S) situated in the same row.
Proof of Theorem 1.2. Let
Using (3.10) we see that (3.7) is equivalent, after multiplying by (−1) m r 1 · · · r m , to
We will show in Lemma 3.7 that there exists a polynomial Q(X)(= Q m ) with the property
Using this, (3.13) is equivalent to
which is proved in Lemma 3.6 below.
Lemma 3.4. If z j is as in (3.1) for some j < v, and σ ∈ S n is a permutation that fixes all the entries of S contained in its first (v − 1) columns, then
(3.16) follows from the Garnir relation (2.4). We may thus assume that σ(a) = a, so σ · (1 − z j ) · σ −1 = (1 − z j ) and we are reduced to the case when σ is the identity. Since
We show that in fact for any permutation τ appearing in the expansion of c µ (S), i.e. τ = τ 1 τ 2 with τ 1 ∈ R S , τ 2 ∈ C S , we have a(
For this it is enough to prove that |R u (T ) ∩ τ (C j (S) ∪ {a})| ≥ 2. Since τ (a) = a and a ∈ R u (T ), it follows that a is always an element of the intersection. Write b for the (u, j)-entry of S, and observe that since τ 2 ∈ C S , it induces a permutation of C j (S), so b ∈ τ 2 (C j (S)). Since τ 1 ∈ R S it follows that
Lemma 3.5. Consider σ ∈ S n with σ(a) = a, and for z j as in (3.1) let
We have σ · Z = Z · σ, and as a consequence c µ (S) · Z = Z · c µ (S) = Z.
Proof. This relation σ · Z = Z · σ follows from the fact that
For the consequence, note that all σ in the expansion of c µ (S) satisfy σ(a) = a.
Lemma 3.6. With z j as in (3.1), and X as in (3.14), we have that for any polynomial P (X)
Proof. By linearity, it suffices to prove (3.18) when P (X) = X t . We argue by induction on t: for t = 0, the result follows from (2.6). Assume now that t > 0. Expanding X t−1 , we get a linear combination of permutations σ that fix all the entries in the first (v − 1) columns of S. Using Lemma 3.4 and letting Z as in (3.17), we get
(3.19)
Multiplying both sides by α µ and using the induction hypothesis and the fact that Z and c µ (S) commute (Lemma 3.5), we get
Applying (3.19) again to the last term of the equality yields the desired conclusion.
The last ingredient of the proof of Theorem 1.2 is (3.15), which we prove in the rest of this section. We define for t = 1, · · · , m (recall the definition of l i , h i and r i from (3.4)) Note that X m = X (as defined in (3.14)), that Q t is a polynomial in X t , and that the definition of P m coincides with that in (3.12). For an element f ∈ K[S n ], we define its right annihilator by
We define a congruence relation
Since I is a right ideal, f ≡ g implies f h ≡ gh, but in general hf ≡ hg. However, for any polynomial P (X) (where X is as defined in (3.14)) we have
Moreover, we have
(3.23) This is because (3.21) is equivalent after multiplying both sides by α µ and using (3.18) to
It follows from (3.9) and (3.23) that
(3.24)
We will show that P m ≡ Q(X) for some polynomial Q (namely Q(X) = Q m ), which will imply (3.15) and thus conclude the proof of Theorem 1.2. We will prove by induction on t the following Lemma 3.7. With ≡ as defined in (3.21), the following relations hold for 1 ≤ t ≤ m:
Before that, we formulate some preliminary results.
Lemma 3.8. For 2 ≤ j ≤ m and t ≥ 1 we have
If Q(X t ) is any polynomial in X t and t + 1 ≤ j ≤ m then
In particular, for t + 1 ≤ j ≤ m we have
Proof. (3.25) follows from c µ (S) · x j · (x 1 − l 1 ) = 0 for j ≥ 2, and c µ (S) · (x 1 + h 1 ) · (x 1 − l 1 ) = 0, which are special cases of (3.9). Since j > t we have by (3.9) that
, which when applied iteratively yields (3.26). (3.27) now follows from (3.26) and the fact that Q t is a polynomial in X t divisible by (X t − s t t ) (see (3.20)).
Lemma 3.9. For 2 ≤ j ≤ m and t ≥ 1 we have
Proof. This follows from Lemma 3.8 using (3.23).
Lemma 3.10. If Q is a polynomial then
Proof. We prove by induction on i that
, the result being trivial for i = 0. Assuming that the result is true for some i and multiplying both sides by X, we get using (3.22) that
Proof of Lemma 3.7. We do induction on t, showing that (a t ) ⇒ (b t ) and (a t ), (b t ) ⇒ (a t+1 ). When t = 1, we have r 1 = s 1 1 = l 1 so P 1 = Q 1 = x 1 − l 1 and (a 1 ) holds. (a t ) ⇒ (b t ): We have
We have
By (3.22) this chain of congruences is preserved if we multiply on the left by Q(X), so (3.33) is equivalent to
Using (3.31) with t replaced by (t + 1) and Q(X) replaced by Q(X) · (X − s t+1 t ), and using the fact that s t i = s t+1 i
for i ≤ t − 1, we obtain
, which concludes the proof of Lemma 3.7 and that of Theorem 1.2.
Proof of Theorem 1.1
We prove Theorem 1.1 by induction on the difference (n − k). When n − k = 0, the theorem follows from the quasi-idempotence of Young symmetrizers (2.6). When n − k = 1, the theorem is a consequence of Theorem 1.2 (Remark 1.4). We may thus assume that n − k ≥ 2.
We consider the subtableau U of T obtained by removing the rightmost corner box of T not contained in S. More precisely, U is obtained by removing the box in position (u, v) where v = max{j :
We write δ for the shape of U . For example take n = 8, k = 4, λ = (3, 2, 2, 1), µ = (3, 1), in which case (u, v) = (3, 2) and δ = (3, 2, 1, 1):
,
We claim that
Assuming that this is the case, we have by induction
where n 1 = α δ , and moreover n τ = 0 only for permutations τ that fix the entries in the first v columns of U . By the choice of (u, v), all entries of U in the columns v + 1, v + 2, · · · belong to S, so the permutations τ appearing in (4.3) fix all the entries of U outside S. Combining (4.1) with (4.3) we obtain
It is clear that if τ ∈ L(T ; U ) and σ ∈ L(U ; S) then for every s ∈ S either (τ · σ)(s) = s or (τ · σ)(s) lies strictly to the left of s. Assume now that (τ · σ)(s) = s for all entries s in S. Since every τ appearing with non-zero coefficient in (4.3) fixes the entries of U outside S, it must be that σ permutes the entries of S, but then the definition of L(U ; S) yields σ = 1. It follows that τ fixes the entries of S along with those of U \ S, so τ = 1. The conclusion of Theorem 1.1 now follows by expanding (4.4) and using (4.1).
To prove (4.1) it suffices to show that for every τ = 1 appearing in (4.3) with non-zero coefficient we have c λ (T ) · τ · c µ (S) = 0, or equivalently (after multiplying on the right by τ −1 ) c λ (T ) · c µ (τ · S) = 0. Since τ = 1, there exists an entry s in S such that τ (s) = a is the unique entry of T outside U (s = b 1 in the notation of Remark 1.4). If we write (i, j) for the coordinates of s, we have j > v. Let s ′ = S(i, v) and note that τ (s ′ ) = s ′ . We have that a and s ′ are both contained in C v (T ) and in R i (τ · S), which forces c λ (T ) · c µ (τ · S) = 0, as desired.
Ideals in the generic tensor algebra
In this section we illustrate some applications of Theorem 1.1 to the structure of the ideals in the generic tensor algebra and its partial symmetrizations. Special instances of Theorems 5.2 and 5.4 below were used in [Rai12, OR11] in the study of the equations and homogeneous coordinate rings of the secant line and tangential varieties of Segre-Veronese varieties. We illustrate the relevant constructions in the case of the Veronese variety, the extension to the multigraded situation being just a matter of notation.
We write V ec K for the category of finite dimensional vector spaces, and Set for the category of finite sets, where morphisms are bijective functions. Note that Hom Set (A, A) = S A , so for any functor F :
By an element of F we mean an element of F A for some A ∈ Set. Consider T : Set → V ec K the functor which assigns to a set A with |A| = n, the vector space T A having a basis consisting of symbols z α where α runs over the set of bijections between [n] = {1, · · · , n} and A. We think of z α as the tensor z α(1) ⊗ z α(2) ⊗ · · · ⊗ z α(n) . We have a natural multiplication on T , namely for A, B ∈ Set we have a map µ A,B : T A ⊗ T B → T A⊔B which extends linearly the concatenation of tensors. In terms of the symbols z α , if α : [r] → A and β : [s] → B are bijections, then µ A,B (z α , z β ) = z γ , where γ(i) = α(i) for i = 1, · · · , r, and γ(i) = β(i − r) for i = r + 1, · · · , r + s. We will often write µ A,B (x ⊗ y) simply as x · y. We call T the generic tensor algebra. A (right) ideal in T is a subfunctor I ⊂ T with the property that I A · T B ⊂ I A⊔B for all A, B ∈ Set. The ideal I (E) generated by a set E of elements of T is the smallest ideal that contains them.
Consider a partition λ ⊢ n and a Young tableau F :
. We define the Young tabloid associated to F to be the collection [F ] = {t F (A, T ) ∈ T A } of elements of T obtained as follows. For any A ∈ Set with |A| = n, and any Young tableau T : 
We define the ideal generated by F by I (F ) = I ([F ]), and more generally we can define the ideal generated by a collection of Young tableaux. Observe that in fact I (F ) = I (t F (A, T )) for any A ∈ Set with |A| = n and any Young tableau T of shape λ and entries in A. To see this, consider another pair (A ′ , T ′ ) and the corresponding element t
so in fact any subfunctor of T that contains t F (A, T ) will also contain t F (A ′ , T ′ ), and vice versa. We write (x 1 , y 1 ) ≺ (x 2 , y 2 ) if y 1 < y 2 and (x 1 , y 1 ) (x 2 , y 2 ) if y 1 ≤ y 2 . If (x i , y i ) are the coordinates of a box b i in a Young tableau T , then (x 1 , y 1 ) ≺ (x 2 , y 2 ) means that b 1 is contained in a column of T situated to the left of the column of b 2 .
Theorem 5.2. Let k ≤ n be positive integers, let λ ⊢ n, µ ⊢ k be partitions with µ ⊂ λ, and let
with the properties
(5.1)
In particular, if we write G 0 for the restriction of
Example 5.3. Take n = 7, k = 5, λ = (4, 2, 1), µ = (3, 2) and 
, and observe that
Multiplying both sides of (5.3) by z T •F −1 yields
To prove (5.1) it is thus enough to show that for σ ∈ L(T ;
We prove that G satisfies condition (1) of the theorem. To see this, write (x, y) = F −1 (i) and let b = T (x, y). We have G −1 (i) = T −1 (σ(b)), and by the definition of L(T ; T 0 ), either σ(b) = b, or σ(b) lies strictly to the left of b in the Young tableau T . It follows that
with equality if and only if
, the conclusion follows.
In general it won't be the case that G also satisfies (2), but we can perform a straightening algorithm based on Lemma 5.1 to write [G] as a linear combination of [G i ] with G i ∈ G. First of all, using part (a) of Lemma 5.1, we may assume that for each column
is not the Young diagram of a partition, it means that we can find consecutive columns
Condition (1) will be satisfied by the G j 's since the shuffling relation only moves elements of [k] to the left, so iterating the process yields the desired conclusion.
To prove (5.2), apply (5.1) and induction to each G ∈ G to conclude that
5.1. Partially symmetric generic tensor algebras. Starting from the generic tensor algebra T , one can construct by partial symmetrization other generic algebras that come up naturally in the study of varieties of tensors with a GL-action. We describe the generic algebras relevant to the study of the secant and tangential variety of a Veronese variety, and leave it to the interested reader to perform the construction in other cases of interest.
Write Set d for the subcategory of Set consisting of sets whose size is divisible by d. Consider the functor S (d) : Set d → V ec K which assigns to a set A ∈ Set d , |A| = nd, the vector space S The condition G ∈ G can be restated simply by saying that when going from F to G, each entry of F contained in D µ either remains in the same column, or is moved to the left, the latter situation occurring for at least one such entry. The exact location of an entry within a column is irrelevant due to part (a) of Lemma 5.1. We end with a series of examples of ideals in the generic algebra S (d) , explaining their relevance to the study of spaces of tensors. Before that, we introduce one last piece of notation.
For a functor F : Set d → V ec K and a partition λ ⊢ nd, write F λ for the subfunctor that assigns to a set A ∈ Set d the λ-isotypic component (F A ) λ of the S A -representation F A (note that (F λ ) A = (F A ) λ ). A choice of a set A with |A| = nd and of a Young tableau T : D λ → A, gives rise to a vector space c λ (T )·(F A ) λ of dimension equal to the multiplicity m λ (F ) of the irreducible S A -representation [λ] inside F A . We call this space a λ-highest weight space of F and denote it by hwt λ (F ). We call the elements
