Abstract-Engineers designing and installing outdoor and indoor wireless communications systems need effective and practical tools to help them determine base station antenna locations for adequate signal coverage. Computer-based radio propagation prediction tools are now often used in designing these systems. In this paper, we assess the performance of such a propagation tool based on ray-tracing and advanced computational methods. We have compared its predictions with outdoor experimental data collected in Manhattan and Boston (at 900 MHz and 2 GHz). The comparisons show that the computer-based propagation tool can predict signal strengths in these environments with very good accuracy. The prediction errors are within 6 dB in both mean and standard deviation. This shows that simulations, rather than costly field measurements, can lead to accurate determination of the coverage area for a given system design.
I. INTRODUCTION

I
N this paper, we present comparisons between propagation predictions performed by a computer-based propagation prediction tool (WiSE) 1 and experimental data collected in urban microcellular environments. In our study, terrain is assumed to be flat, with the transmitting and receiving antenna heights below the rooftops of the surrounding buildings, in which case the rooftop-diffracted rays can be neglected. If the antenna heights are comparable to the heights of the surrounding buildings or greater, then diffraction above the rooftops can become a dominant factor. In this case, predictions can be obtained using a full three-dimensional raytracing algorithm with rooftop diffractions. This case is not considered here.
An important part of any computer-based propagation prediction tool is the building and street database on which the ray-tracing algorithm is performed. To compute predic-tions, we used computer-aided-design (CAD) tools to generate building databases (wall files) from simple paper street maps (showing only blocks of buildings) for the areas of Manhattan and Boston where the measurements were taken.
The importance of this paper is to show how accurately computer-aided propagation tools (based on ray tracing and diffraction theory) can predict signal strength in urban microcellular environments using very simple building and street databases. Extensive propagation measurements were performed in Manhattan and Boston to validate the predictions. Both individual experimental data files (propagation loss along individual streets) as well as collections of experimental data files (area coverage) were compared with predictions. The results show excellent agreement between predictions and measurements for different frequency bands and different locations. The prediction error is within 6 dB in both its mean and standard deviation. This shows that simulations, rather than costly field measurements, can lead to accurate determination of the coverage area for a given system design. When building and street databases are available, the computer-based radio propagation tools can be used to predict the signal coverage in large cities, thus allowing system designers to determine cell layouts, reuse factors, capacity, etc.
The theoretical model and software of the radio propagation tool are described in Section II. The estimation of local mean power is presented in Section III. Comparisons between the experimental data and predictions are presented in Section IV.
II. THEORETICAL MODEL AND SOFTWARE
A. Theoretical Model
The theoretical model used in WiSE for outdoor locations is based upon geometrical optics (GO) and the uniform theory of diffraction (UTD) [2] - [8] , [15] . The street corners are assumed to be dielectric wedges [8] . The electric field of a ray at the receiving antenna is calculated using (1) for reflected rays for rays diffracted once, and (3) for rays diffracted twice, where is the Fresnel reflection coefficient, which is different for an electric field perpendicular to an incidence plane and for an electric field parallel to an incidence plane. It also depends upon the number of reflections, incidence angle, and the reflecting material. In our computations, we specified the reflection coefficient parameters (permittivity) and (conductivity). Also the propagation constant, ; the free space field strength; the wavelength; the propagation path length; the diffraction loss coefficient for the first wedge; the diffraction loss coefficient for the second wedge; the propagation path length from the source to the first diffracting wedge; the propagation path length from the first to the second diffracting wedge; the propagation path length from the second diffracting wedge to the receiver; and all quantities are in consistent units.
The dielectric wedge diffraction constant for the parallel polarization was taken from [8] , and can be calculated using (4) where (5) is a Fresnel integral; (6) and (7) are the integers which most nearly satisfy the equations (8) are the reflection coefficients for the 0 face angle and for the face angle , respectively, where for the 90 wedge.
B. WiSE Software
The WiSE propagation prediction software [1] uses a building database to determine propagation paths. The database is a collection of polygons, each representing a wall or ceiling of a building or the ground. Each polygon has a label that determines reflection coefficients. A diffracting wedge is formed whenever two polygons meet along a common edge and form a dihedral angle of more than 180 . A coverage map (such as Fig. 6 or 8) is determined by tracing propagation paths from a transmitter to a set of sample points (or bins). Typically, the sample points are the grid points of a square grid lying on a horizontal plane. WiSE finds all propagation paths up to a user-specified number of diffractions (at most four) and reflections (at most 20).
Outdoor prediction uses a "ray launching" (or "pincushion") algorithm [13] . A finite sample of the propagation directions from the transmitter is chosen. For each such direction, a ray is launched. If a ray hits a wall, then a reflecting ray is generated; if a ray hits a wedge, then a family of diffracting rays is generated. If a ray captures a sample point, then the propagation power to the sample point is recorded. A sample point is captured by a ray if it lies inside the "capture cone" of the ray; the "capture cone" is a polyhedral cone about the ray with triangular cross section. The capture cones for the initial set of rays are pairwise disjoint and together contain every point in space. Ray splitting [14] guarantees a fixed upper bound on the spatial separation of adjacent rays. A triangulation-based spatial data structure [1] allows the next wall intersected by a ray to be determined in constant time, independent of the size of the database.
The contribution of multiple propagation paths to a sample point can be accumulated in two ways in WiSE, which can produce quite different results (see [2] ). With the powerof-complex-sum method, each path contributes a field, with both strength and phase change from the transmitter. The total signal power is obtained from the sum of the individual complex rays. The paths may add constructively or destructively, depending upon the difference of the phase changes of the paths. With the sum-of-individual-ray-powers method, the total signal power is obtained by summing the individual ray powers. This summation predicts local mean power at the sample point, assuming no correlation of the spatial phase dependence of distinct incoming paths. Complex summation is useful if incoming paths phases are correlated; Section III describes averaging techniques useful in such cases to predict local mean power in outdoor environments.
WiSE includes both a two-dimensional (includes groundreflected rays) and a three-dimensional pincushion algorithm. For the two-dimensional algorithm, the horizontal cross section of the building database must be constant above the ground. A ray is traced in the horizontal plane, using the vertical walls of the building database. If a propagation path to a sample point is found, then it is adjusted using the heights of the transmitter and sample point. If desired, a path reflecting off the ground (with the same horizontal projection) can also be generated. The two-dimensional algorithm is reasonably fast. A coverage map such as Fig. 6 or 8 requires about 10 min on a 200 MHz workstation (ten reflections, two diffractions, initial angular separation of 2 , 125 000 sample points with 2 m bin size).
The three-dimensional algorithm allows more complex scenarios, such as variable-height buildings, an antenna on a roof, and over-the-roof diffraction. Prediction is much slower for this algorithm, however.
More details on WiSE are available in [1] , particularly the indoor prediction algorithms. These papers describe the system architecture, the user interface, the data structures, and the optimization capabilities of WiSE.
III. ESTIMATION OF LOCAL MEAN POWER
A. General Principles
To estimate the local mean power of the received signal, the fast fading of the signal envelope has to be spatially averaged when using the complex sum method of combining rays. The number of samples ( ) averaged specifies a degree of certainty that the sample mean lies within some range about the true mean. This range is also called the "confidence interval." In [9] , it is shown that, assuming Rayleigh fast fading and samples measured in power (not voltage), for a 90% degree of confidence that the sample mean lies within dB, has to be 57. The 57 samples of the Rayleigh faded envelope have to be uncorrelated, which requires that the minimum distance between samples is 0.38 [9] . Therefore, the minimum distance over which the data have to be averaged is approximately 22 . At 900 MHz, 22 is approximately 7.3 m, and at 2 GHz, it is approximately 3.3 m. Fig. 1 shows the non-line-of-sight (NLOS) experimental data at 2 GHz collected in midtown Manhattan, together with the same data averaged using 10 and 20 m averaging windows. The transmitter and receiver antenna heights were 10 and 2 m, respectively. The experimental data samples were taken every 0.1 ms, which is approximately every 2 mm at a vehicle speed of 20 m/s, and then averaged every meter. From this figure, we can see that using a 20 m averaging window often fails to follow the slow fading variation of the signal power. A 10 m averaging window is about the right size window to be used in these environments in that it follows the slow variations while giving adequate averaging over the fast ones (see [11] for a general treatment of this tradeoff). We used this window size in our analysis in Section IV for both experimental data and predicted results.
When generating the coverage maps, the radio propagation tool divides the digital map into squares (bins) whose size is user-specified. For each bin, the received signal power is calculated. To calculate the local mean power, the bins are averaged using a two-dimensional sliding window. The bin size and the averaging window size have to be carefully specified so that the mean power is estimated with reasonable accuracy (confidence interval) and computation time.
A potentially important issue is the precise location of the transmitting antenna. Specifically, we observe that, by moving the transmitter antenna location a couple of wavelengths, the predicted received mean signal power can vary significantly. This effect is especially strong for NLOS conditions. The reason for this is that the rays reaching a diffracting corner can add in a constructive or destructive manner. If one imagines a diffracting corner as a point source, the intensity of this point source depends on the relative phases and magnitudes of rays reaching it. By analyzing the predicted data, we find that both corner fading created by moving the transmitter and fading created by moving the receiver can have Rayleigh fading statistics at some locations. This results in two independent fading processes in cascade. In [12] (indoor environment), it was shown both theoretically and experimentally that when averaging is accomplished by moving only the receiving antenna, the result can vary as much as 2 dB when the transmitting antenna is moved by a fraction of a wavelength. In our predictions, the variation in mean received power as a result of small changes in transmitter location is much more pronounced. However, this is an artifact of the simple environmental model we use, which ignores traffic and assumes perfectly smooth building walls. In reality, there is moving traffic, and building surfaces are rough and irregular (windows, columns, etc.), in which case ray phases are less coherent. Therefore, the dependence on the precise transmitter position should be far less pronounced. The nonidealities of the environment can be said to provide a kind of averaging, which we attempt to capture in our predictions via averaging over the transmitter position. Our results show that this way of accounting for the nonidealities leads to highly accurate predictions.
B. Single and Cascaded Rayleigh Fading
The probability density function of a Rayleigh fading signal envelope (field strength or voltage, not power) is given by (9) where is the mean power. By substituting , where is power, we get (10) The cumulative distribution function of (the probability that does not exceed a specified value ) is Prob (
If there are two independent Rayleigh-distributed random variables and in cascade, the resulting random variable can be calculated as follows (we assume ): (12) and it can be shown that (13) where is the modified Bessel function of the second kind and zero order.
The cumulative distribution function of can be calculated using Prob (14) To investigate the effect of the transmitter antenna location on the statistics of the predicted received signal, 10 000 data points were computed with the transmitter antenna location both stationary and moving within a circle of a 1 m radius. The receiver antenna locations were randomly chosen within a 10 m 10 m square (NLOS conditions). The local mean of the received signal power within a 10 m 10 m square where the sample points were taken was approximately a constant, so that these samples represent the fast fading statistics of the received signal envelope. For both cases (fixed and moving transmitter antenna), Fig. 2 shows the CDF of the computed received signal powers, together with the theoretical results using (11) and (14) . From this figure, we can see that the received signal has a Rayleigh characteristic (11) for the fixed transmitter antenna location, and the characteristic of two cascaded Rayleigh processes (14) for the varying transmitting antenna location. The probability of deep fades is higher for the varying transmitter antenna location than for the fixed transmitter antenna location. At other locations, we note that fading can be less pronounced (lower probability of deep fades), depending on the ray phases reaching the diffracting corner and the receiving antenna. 
IV. COMPARISONS OF PREDICTIONS WITH EXPERIMENTAL DATA
A. Experimental Parameters
To characterize the performance of the radio propagation tool, we have compared its predictions with the experimental data collected in Manhattan and Boston. Manhattan has mostly rectilinear streets, while some Boston areas have curvilinear streets. In Manhattan, data were collected at 900 MHz and 2 GHz; in Boston, data were collected only at 2 GHz. The transmitting and receiving antenna heights for all of the Manhattan and Boston measurements were 10 and 2 m, respectively. At 2 GHz, vertically polarized dipole antennas were used at both ends. At 900 MHz, the transmitting antenna was a vertically polarized dipole, and the receiving antenna was a monopole on a large ground plane. At both 900 MHz and 2 GHz, a CW signal was transmitted. The 900 MHz Manhattan data were compared only on an individual street basis. The data collected at 2 GHz also contained global positioning system (GPS) and other vehicle location information, which made it possible to compute and compare area coverage plots.
B. Results
First, we compare predictions with experimental data on an individual street basis. The street geometry for this comparison is a rectilinear street grid such as Manhattan. The transmitter was located on one street, while the receiver was moving along an NLOS cross street. For different distances to the corner (cross street), path loss versus distance was plotted for both the experimental data and the predictions. Figs. 3 and 4 represent the local mean path loss curves where the fast fading was averaged over distance. For the predicted results, the mean path loss was also averaged over different transmitting antenna locations (within a circle of 1 m radius). Two diffractions, a maximum of ten reflections, and the powerof-complex-sum method of combining rays were specified in the computer program. The two-dimensional algorithm which includes ground-reflected rays was used in the prediction. Fig. 3 shows uptown Manhattan experimental data and predicted results at 900 MHz (corner distance is 398 m). Fig. 4 shows midtown Manhattan experimental data and predicted results at 2 GHz (corner distance is 130 m). The mean and standard deviation of the error between the experimental and prediction curves are shown on each of the graphs. Each graph shows excellent agreement. Considering other data not shown here (12 sets total), the results show that the mean of the error ranges from 5.3 to 0.6 dB, while the standard deviation ranges from 3.4 to 5.7 dB (the negative sign means that the predicted path loss is less than the experimental data path loss). The prediction accuracy is very good, even though the building database does not account for building surface irregularities, parking lots, traffic, terrain irregularities, details of wall material characteristics, etc. The prediction in most cases over predicts the received signal power. The main reason is traffic blockage, which was experienced frequently while taking measurements.
The second comparison deals with the area coverage plots at 2 GHz. Using vehicle location information, we generated area coverage plots on the digitized building and street databases using experimental data. We compared these plots with the ones generated using the prediction tool. The comparisons were made by assuming simple shapes of the microcell coverage area: in the curvilinear regions, it is a circle, and in rectilinear regions, it is a diamond. 2 In both cases, the shape comprises an area that covers 90% of the averaged data points with path loss less than or equal to some chosen level. In the rest of this paper, we call this 90% coverage.
Figs. 5-8 show coverage plots based on experimental data as well as coverage plots generated using the radio propagation tool, together with diamonds and circles showing 90% coverage. Figs. 5 and 6 are for midtown Manhattan, and Figs. 7 and 8 are for Boston's downtown area. All coverage plots were generated for a path loss of 120 dB (black color represents path loss less than or equal to 120 dB). For fair comparison, predictions are shown only for locations where experimental data were taken. In the propagation tool, we have specified a bin size of 2 m and a two-dimensional averaging window of 10 m. Fig. 9 shows the side of a diamond versus path loss in Manhattan for both coverage plots based on experimental data and coverage plots generated using the radio propagation tool. These results are in close agreement with the theoretical result for the side previously reported in [2] using a slightly different coverage criterion. Fig. 10 shows the radius of the circle versus path loss in Boston's Financial District for both coverage plots based on experimental data and coverage plots generated using the radio propagation tool. The data-derived cell sizes for Boston were also reported in an earlier document [10] .
The comparisons between predictions and experimental data show excellent agreement. The differences are not greater than 5 dB when the 90% criterion is used. That is, when a 5 dB increment (or less) is added to the mean path loss predicted by the radio propagation tool, the result corresponds to the coverage area determined experimentally.
V. CONCLUSION
Ray theory, together with advanced computational methods, were used to characterize signal propagation characteristics in urban microcells. The prediction results have been compared with experimental data collected in New York and Boston. These comparisons show excellent agreement for different frequency bands and locations. The resultant ability to predict signal and interference levels using computer methods will allow system designers to determine cell layouts, reuse factors, and capacity with a minimum of city-specific measurements.
