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$X$ (p.d.f.) $f(x, \theta)(\theta\in\subset \mathbb{R}^{1})$ , $X$
$\theta$ . , $Y$
$S$ , p.d.f.
$g(y, \theta)=\{$
$f(y, \theta)/P_{X}^{\theta}\{X\in S\}$ $(y\in S)$ ,
$0$ ( )
(2.1)
. , $\theta\in$ , {X $\in S$ } $>0$ . )
(2.1) (selection model) (truncation model) , (2.1)
(selection sample) , (2.1) – ,
$w(x)$ , p.d.f.
$g(x, \theta)=\frac{w(x)f(x,\theta)}{m(\theta)}$ (22)
, (2.2) – . , $m(\theta)$ p.d.f. $g(x, \theta)$
1 . ,
$\int g(x, \theta)d\mu(x)=\int\frac{w(x)f(x,\theta)}{m(\theta)}d\mu(x)=\frac{1}{m(\theta)}\int w(x)f(x, \theta)d\mu(x)=\frac{1}{m(\theta)}E_{\theta}[w(X)]=1$




, , . ,
(2.2) $w$ .
, $X:=(X_{1}, \cdots, X_{n})$ $k$ j.p.d.f.
$f_{X}(x, \theta)=C(\theta)h(x)\exp\{\sum_{j=1}^{k}Q_{j}(\theta)T_{j}(x)\}$ (2.3)
. , $\theta:=(\theta_{1}, \cdots, \theta_{k})\in\Theta$ , $\Theta$ $\mathbb{R}^{k}$ , $T_{1},$ $\cdots$ , $h$
$\mathbb{R}^{n}$ , $Q_{1}’.\cdots,$ $Q_{k}$ $C$ $\Theta$ , $k\leq n$ .
2.1 (2.3) , $\eta_{j}=Q_{j}(\theta)(j=1, \cdots, k)$ , (2.3) ,
$f_{X}(x, \eta)=D(\eta)h(x)\exp\{\sum_{j=1}^{k}\eta_{j}T_{j}(x)\}$







, , (2.1) $S$ $Y$
. , $X$ $N(\theta, 1)(\theta\in \mathbb{R}^{1})$
. , $I_{X}(\theta)=1$ $([\mathrm{A}03])$ . , $\mathbb{R}^{1}$ $\triangleleft J\frac{\vee}{\backslash }$ 1/
$S$ , $m(\theta):=1P_{X}^{\theta}\{X\in S\}$ , p.d.f.
$g(y, \theta)=\frac{\phi(y-\theta)}{m(\theta)}$ $(y\in S)$ (3.1)
$Y$ . , $\phi(\cdot)$ p.d.f. .
,
$\frac{\partial}{\partial\theta}\log g(y, \theta)=\frac{\partial}{\partial\theta}\{\log\phi(y-\theta)-\log m(\theta)\}=y-\theta-\frac{m’(\theta)}{m(\theta)}$
, $\mathrm{Y}$ $\theta$ Fisher
$I_{Y}(\theta)$















(i) $S=[\tau, \infty)$ . $m(\theta)=1-\Phi(\tau-\theta)$ , $m’(\theta)=\phi(\tau-\theta)$ , $m”(\theta)=(\tau-$
$\theta)\phi(\tau-\theta)$ , $M(x):=(1-\Phi(x))/\phi(x)$ (Mills’ ratio) ,




$1- \Phi(x)=\int_{x}^{\infty}\phi(u)du=-\int_{x}^{\infty}\frac{\phi’(u)}{u}du=\frac{\phi(x)}{x}-\int_{x}^{\infty}\frac{\phi(u)}{u^{2}}d\cdot u<\frac{\phi(x)}{x}$ $(x>0)$
, $\phi(x)>0$ ,
$xM(x)=x \cdot\frac{1-\Phi(x)}{\phi(x)}<x\cdot\frac{1}{x}=1$ (3.2)
. , $\tau>\theta$ , $I_{Y}(\theta)<1$ . , $\Lambda I(\tau-\theta)>0$ ,
$\tau\leq\theta$ $I_{Y}(\theta)<1$ . , $\tau$ , $\theta$
$I_{X}(\theta)>I_{Y}(\theta)$ . , ,
.
3
(ii) $S=(-\infty, \tau_{1}]\cup[\tau_{2}, \infty)$ . , $\tau_{1}<\tau_{2}$ . , $m(\theta)=1-\Phi(\tau_{2}-$




. , $\tau_{1}=0,$ $\tau_{2}=2$ , , $I_{X}(\mathrm{O})>I_{Y}(0)$ , $I_{X}(1)<I_{Y}(1)$
.
(iii) $S=[\tau_{1}, \tau_{2}]$ , (ii) ,
$I_{Y}(\theta)$
$=1- \frac{\{(\tau_{2}-\theta)\phi(\tau_{2}-\theta)-(\tau_{1}-\theta)\phi(\tau_{1}-\theta)\}\{\Phi(\tau_{2}-\theta)-\Phi(\tau_{1}-\theta)\}+\{\phi(\tau_{2}-\theta)-\phi(\tau_{1}-\theta)\}^{2}}{\{\Phi(\tau_{2}-\theta)-\Phi(\tau_{1}-\theta)\}^{2}}$




$f^{*}(x, \eta)=\exp\{\eta T(x)+D(\eta)+S(x)\}$ (3.3)
. , $T,$ $S$ $\mathbb{R}^{1}$ .
, $\mathbb{R}^{1}$ $A$ , $m(\eta):=P_{X}^{\eta}\{X\in A\}$ , $\mathrm{Y}$ , p.d.f.
$g(y, \eta)=\frac{f^{*}(y,\eta)}{m(\eta)}$ $(y\in A)$ (3.4)
. $Y$ $\eta$ Fisher $I_{Y}^{*}(\eta)=E[-(\partial^{2}/\partial\eta^{2})\log g(Y, \eta)]$
, (3.4) ,
$- \frac{\partial^{2}}{\partial\eta^{2}}\log g(y, \eta)=-\frac{\partial^{2}}{\partial\eta^{2}}\log f^{*}(y, \eta)+\frac{\partial^{2}}{\partial\eta^{2}}\log m(\eta)$
,
$I_{Y}^{*}( \eta)=E[-\frac{\partial^{2}}{\partial\eta^{2}}\log f^{*}(\mathrm{Y},\eta)]+\frac{d^{2}}{d\eta^{2}}\log m(\eta)$
. , (3.3) , $-(\partial^{2}/\partial\eta^{2})\log f^{*}(y, \eta)=-(d^{2}/d\eta^{2})D(\eta)$ , $y$
,
$I_{Y}^{*}( \eta)=E[-\frac{\partial^{2}}{\partial\eta^{2}}\log f^{*}(X, \eta)]+\frac{d^{2}}{d\eta^{2}}\log m(\eta)=I_{X}^{*}(\eta)+\frac{\partial^{2}}{\partial\eta^{2}}\log m(\eta)$
.
, $I_{Y}^{*}(\eta)\geq I_{X}^{*}(\eta)$ $\eta$ ,
$\log m(\eta)$ , $I_{Y}^{*}(\eta)\leq I_{X}^{*}(\eta)$ , $7\mathfrak{j}$
, $\log m(\eta)$ .
4
3.1 (Lehmann[L99]) $X$ $\theta$ Fisher $I_{X}(\theta),$ $\eta=h(\theta)$
, $\eta$ Fisher $I_{X}^{*}(\eta)$ , . ,
$I_{X}^{*}( \eta)=\frac{I_{X}(\theta)}{\{h’(\theta)\}^{2}}$
.
, (3.3) , $\eta=Q(\theta)$ ,
$f(x, \theta)=\exp\{Q(\theta)T(x)+C(\theta)+S(x)\}$ (3.5)
. , $C(\theta)=D(\eta)$ . 3.1 , $\theta$ $I_{Y}(\theta)\geq I_{X}(\theta)$
, $\eta$ $I_{Y}^{*}(\eta)\geq I_{X}^{*}(\eta)$ .
, , $I_{Y}^{*}(\eta)$ $I_{X}^{*}(\eta)$ ,
, $\log_{7}n(\eta)$ .
, $\tau$ , $S=[\tau, \infty)$ . , p.d.f. (3.5) c.d.f.
$F(x, \theta)$ , $m(\theta)=1-F(\tau, \theta)$ . , $F(\cdot, \theta)$ , $\theta$
, , $F(x_{:}\theta)=F_{0}(x-\theta)$ , , , , $F(x, \theta)=F_{0}(\theta x)$
. , $\log m(\theta)$ (hazard ratio) $r_{0}(x)=$
$f\mathrm{o}(x)/(1-F_{0}(x))$ , $f_{0}(x)=(d/dx)F_{0}(x)$ . $\theta$
, $I_{Y}(\theta)\geq I_{X}(\theta)$ $r_{0}(x)$ $x$ .
3.1 ( ) $X$ $\alpha$ , $\beta$ ,
, p.d.f.
$f(x; \alpha, \beta)=\frac{1}{\beta\Gamma(\alpha)}(\frac{x}{\beta})^{\alpha-1}e^{-x/\beta}$, $(x>0)$
,
$f_{0}(x; \alpha)=\frac{1}{\Gamma(\alpha)}x^{\alpha-1}e^{-x}$ , $(x>0)$
,
$\frac{1}{r_{0}(x)}=\int_{x}^{\infty}(\frac{t}{x})^{\alpha-1}e^{-(t-x)}dt=\int_{0}^{\infty}(1+\frac{u}{x})^{a-1}e^{-u}du$ $(u:=t-x)$
, , , $r_{0}(x)$ , $0<\alpha<1$ , $\alpha>1$
, $\alpha=1$ . , $0<\alpha<1$ $I_{Y}(\theta)\geq I_{X}(\theta),$ $\alpha>1$
$I_{\mathrm{Y}}(\theta)\leq I_{X}(\theta),$ $\alpha=1$ $I_{Y}(\theta)=I_{X}(\theta)$ .
4
$X$ ( ), $\mathcal{X},$ $X$ $(\mathrm{j}.)\mathrm{p}.\mathrm{d}.\mathrm{f}.$ , $(\mathrm{j}.)\mathrm{p}.\mathrm{m}.\mathrm{f}$. $f(\cdot, \theta)(\theta\in)$
, $X$ $\mathcal{E}_{X}=\{X, \mathcal{X}, f(\cdot, \theta), \theta\in\Theta\}$ . ,
, ( )Y $\mathcal{E}_{Y}=\{Y, \mathcal{Y},g(\cdot, \theta), \theta\in\Theta\}$ .
5
, $\theta\in\Theta$ , $X$ $Z(X)$ $Y$ $-$ ,
$\mathcal{E}_{X}$ $\mathcal{E}_{Y}$ (sufficient) , $\mathcal{E}_{X}>\mathcal{E}_{Y}\sim$ . , $\theta\in\Theta$
, $I_{X}(\theta)-I_{Y}(\theta)\geq 0$ , $\mathcal{E}_{x^{>}F}\mathcal{E}_{Y}\sim$ . , $\mathcal{E}_{\mathrm{X}}.>\mathcal{E}_{Y}\sim$
, $\mathcal{E}_{\mathrm{x}^{>}F}\mathcal{E}_{Y}\sim$ , ( 4.1 ).
4.1 $X$ 2 Bin$(n,p)$ . , $n$ , $P(0<p<1)$
. , $X$ (p.m.f.)
$f(x,p)=p^{x}q^{n-x}$ , $(x=0,1, \cdots, n;q=1-p)$
, $X=0$ p.m.f. ,
$g(y,p)= \frac{1}{1-q^{n}}p^{y}q^{n-y}$ , $(y=1, \cdots, n)$ (4.1)
. $\mathcal{E}_{X}>\mathcal{E}_{Y}\sim$ , $P(0<p<1)$ ,
$\sum_{x=0}^{n}\text{ }(y, x)f(x, p)=g(y, p)$ , $(y=1, \cdots, 7l)$
.
(4.2)
$h(y, x)$ , $h(y, x)$ ,
,
$\sum_{y=1}^{n}h(y, x)=1\backslash$, $(x=0,1, \cdots, 7l)$
.
$y$ , (4.2) $P$ , (4.1)
, $P$ (4.2)
. , $\mathcal{E}_{X}>\mathcal{E}_{Y}\sim$ .













$w(\cdot)$ $S$ , (2.1) –
. , $w(\cdot)$ .
5.1 $f(x, \theta)$ $\mathrm{E}\mathrm{x}\mathrm{p}(\lambda)$ $\mathrm{p}.\mathrm{d},\mathrm{f}.$ , ,
$f(x, \lambda)=\frac{1}{\lambda}e^{-x/\lambda}$
. , $\lambda(>0)$ . , $(\lambda)=1/\lambda^{2}$ $([\mathrm{A}03])$ . ,
$w(x)=e^{-x/a}$






, $Y$ $\mathrm{E}\mathrm{x}\mathrm{p}(1/(1/a+1/\lambda))$ . , $I_{Y}(\lambda)=1/(\lambda^{4}(1/a+1/\lambda)^{2})$
, IX $(\lambda)>I_{Y}(\lambda)$ .
6
$X$ p.d.f. $f(x, \theta)$ , (2.2) $g(x, \theta)$ . , $0\leq w(x)\leq 1$
, $E_{\theta}[w(X)]$ $\theta$ .






$\{\{\{\log f(x,\theta_{0})\}^{2}\partial\partial\theta\log f(x,\theta_{0})<k\alpha \text{ }\log f(x,\theta_{0})\}_{=\partial}^{2}\log f(x,\theta_{0})=k\alpha \text{ }\}\{\frac{\partial}{=_{\partial}^{\partial\theta}\partial\theta,\partial\theta\partial}\log f(x,\theta_{0})\}^{2}-\frac{2\beta}{=_{2\beta}^{\alpha}2\beta,\alpha\alpha}\frac{\partial}{=\partial\theta\partial}\log f(x,\theta_{0})>k\alpha \text{ }\theta$
” (6.1)
, Fisher $I_{Y}(\theta_{0}):=E_{\theta_{0}}[\{(\partial/\partial\theta)\log g(Y, \theta_{0})\}^{2}]$ , $k,$ $\gamma$
$\int w^{*}(x)f(x, \theta_{0})d\mu(x)=\alpha$ , (6.2)
$\int w^{*}(x)\frac{\partial}{\partial\theta}f(x, \theta_{0})d\mu(x)=\beta$ (6.3)
.
7
. , (2.2) ,
$\log g(x, \theta)=\log w(x)+\log f(x, \theta)-\mathrm{l}\mathrm{o}\mathrm{g}\prime m(\theta)$
,
$\frac{\partial}{\partial\theta}\log g(x,\theta)=\frac{\partial}{\partial\theta}\log f(x, \theta)-\frac{m’(\theta)}{m(\theta)}$
. , $m’(\theta_{0})/m(\theta_{0})=\beta/\alpha$ ,
$I_{Y}( \theta_{0})=\int\{\frac{\partial}{\partial\theta}\log g(x, \theta_{0})\}^{2}g(x, \theta_{0})d\mu(x)$
$= \int\{\frac{\partial}{\partial\theta}\log f(x, \theta_{0})-\frac{\beta}{\alpha}\}^{2}g(x_{\backslash }, \theta_{0})d\mu(x)$
$= \int[\{\frac{\partial}{\partial\theta}\log f(x, \theta_{0})\}^{2}-\frac{2\beta}{\alpha}\frac{\partial}{\partial\theta}\log f(x, \theta_{0})+(\frac{\beta}{\alpha})^{2}]g(x, \theta_{0})d\mu(x)$
$= \int[\{\frac{\partial}{\partial\theta}\log f(x, \theta_{0})\}^{2}-\frac{2\beta}{\alpha}\frac{\partial}{\partial\theta}\log$ $f(x, \theta_{0})]g(x, \theta_{0})d\mu(x)+(\frac{\beta}{\alpha})^{2}$
$= \frac{1}{\alpha}\int[\{\frac{\partial}{\partial\theta}\log f(x, \theta_{0})\}^{2}-\frac{2\beta}{\alpha}\frac{\partial}{\partial\theta}\log f(x, \theta_{0})]w(x)f(x, \theta_{0})d\mu(x)+(\frac{\beta}{\alpha})^{2}$
(6.4)
, $m(\theta_{0})=\alpha,$ $m’(\theta_{0})=\beta$ ,
$w^{*}$ . , $w$ ,
$L:= \frac{1}{\alpha}\int[\{\frac{\partial}{\partial\theta}\log f(x, \theta_{0})\}^{2}-\frac{2\beta}{\alpha}\frac{\partial}{\partial\theta}\log f(x, \theta_{0})]w^{*}(x)f(x, \theta_{0})d\mu(x)$
$- \frac{1}{\alpha}\int[\{\frac{\partial}{\partial\theta}\log f(x, \theta_{0})\}^{2}-\frac{2\beta}{\alpha}\frac{\partial}{\partial\theta}\log f(x, \theta_{0})]w(x)f(x, \theta_{0})d\mu(x)$
, $L\geq 0$ . , $w$
$\int w(x)f(x, \theta_{0})d\mu(x)=\alpha$ (65)
. , (6.2)




,$L= \frac{1}{\alpha}\int[\{\frac{\partial}{\partial\theta}\log f(x, \theta_{0})\}^{2}-2\frac{\beta}{\alpha}\frac{\partial}{\partial\theta}\log f(x, \theta_{0})]\{w^{*}(x)-w(x)\}f(x, \theta_{0})d\mu(x)$
$= \frac{1}{\alpha}\int[\{\frac{\partial}{\partial\theta}\log f(x, \theta_{0})\}^{2}-2\frac{\beta}{\alpha}\frac{\partial}{\partial\theta}\log f(x, \theta_{0})]\{w^{*}(x)-w(x)\}f(x, \theta_{0})d\mu(x)$
$-k \{\int\{w^{*}(x)-w(x)\}f(x, \theta_{0})d\mu(x)\}$
$= \frac{1}{\alpha}\int[\{\frac{\partial}{\partial\theta}\log f(x, \theta_{0})\}^{2}-2\frac{\beta}{\alpha}\frac{\partial}{\partial\theta}\log f(x, \theta_{0})-k\alpha]\{w^{*}(x)-w(x)\}f(x, \theta_{0})d\mu(x)$
$= \frac{1}{\alpha}(\int_{S_{+}}+\int_{So}+\int_{S_{-}})[\{\frac{\partial}{\partial\theta}\log f(x, \theta_{0})\}^{2}$
$-2 \frac{\beta}{\alpha}\frac{\partial}{\partial\theta}\log f(x, \theta_{0})-k\alpha]\{w^{*}(x)-w(x)\}f(x, \theta_{0})d\mu(x)$
. ,
$S_{+}:= \{x|\{\frac{\partial}{\partial\theta}\log f(x, \theta_{0})\}^{2}-2\frac{\beta}{\alpha}\frac{\partial}{\partial\theta}\log f(x, \theta_{0})-k\alpha>0\}$ ,
$S_{0}:= \{x|\{\frac{\partial}{\partial\theta}\log f(x, \theta_{0})\}^{2}-2\frac{\beta}{\alpha}\frac{\partial}{\partial\theta}\log f(x, \theta_{0})-k\alpha=0\}$ ,
$S_{-}:= \{x|\{\frac{\partial}{\partial\theta}\log f(x, \theta_{0})\}^{2}-2\frac{\beta}{\alpha}\frac{\partial}{\partial\theta}\log f(x, \theta_{0})-k\alpha<0\}$
. , $S_{0}$ $0$ , , $0\leq w(x)\leq 1$ , $w^{*}(x)$
(6.1) ,
$w^{*}(x)-w(x)=\{$
$1-w(x)\geq 0$ , $x\in S_{+}$ ,
$0-w(x)\leq 0$ , $x\in S_{-}$
, $f(x, \theta_{0})\geq 0$ $S_{+},$ $S_{-}$ , $L\geq 0$
. , $w^{*}$ $w$ $I_{Y}(\theta_{0})$ .
61 $X$ $N(\theta, 1)$ . , $\theta$ . ,
$X$ p.d.f. ,





6.1 $\beta=0$ , (6.2) $k=u_{\alpha/2}^{2}/\alpha$ . , $u_{\alpha/2}$
$N(\mathrm{O}, 1)$ 100(\alpha /2)% . , $w_{0}^{*}(x)=1-\chi[-u_{\iota\backslash /2},u_{\alpha/2}](x)$ ,
$w^{*}(x)=w_{0}^{*}(x-\theta_{0})$
. , $\chi_{A}(\cdot)$ $A$ . ,
$\frac{\partial}{\partial\theta}f(x, \theta)=(x-\theta)\frac{1}{\sqrt{2\pi}}e^{-\frac{(x-\theta)^{2}}{2}}$







, $m(\theta_{0})=\alpha,$ $m’(\theta_{0})=0$ , 6.1 (6.2), (6.3)
, $Y$ Fisher ,




61 , $\theta$ , , p.d.f. $f(x, \theta)=f_{0}(x-\theta)$
, 6.1 .
62 $X$ $N(\mathrm{O}, \theta)$ . , $\theta$ . , $X$
p.d.f. ,










, $w^{*}(x)$ (6.3) . , 6.1
.
, So $\mathbb{R}^{1}$ , $w(x):=\chi s_{\text{ }}(x)$ .\acute $\beta=0$
,
$\int_{S\mathrm{o}}f(x, \theta_{0})dx=\alpha$ , $\int_{S\mathrm{o}}\frac{x^{2}}{\theta_{0}}f(x, \theta_{0})dx=\alpha$
$S_{0}$ . $S_{0}:= \bigcup_{i=1}^{k}(\sqrt{\theta_{0}}a_{i}, \sqrt{\theta 0}b_{i}),$ $S:=$
$\bigcup_{i=1}^{k}(a_{i}, b_{i})$ , $x/\sqrt{\theta_{0}}$ $x$ ,
$\int_{S}\phi(x)dx=\alpha$ , $\int_{S}x^{2}\phi(x)dx=\alpha$
. , $\phi(x),$ $x^{2}\phi(x)$ 6.1 , $S$ , $S_{1}=(-\infty, -\tau_{12})\cup$
$(-\tau_{11}, \tau_{11})\mathrm{U}(\tau_{12}, \infty),$ $S_{2}=(-\tau_{22}, -\tau_{21})\mathrm{U}(\tau_{21}, \tau_{22})$ , $S_{1},$ $S_{2}$
















, $I_{Y}(\theta_{0})$ . , $u_{\alpha}$ , $N(\mathrm{O}, 1)$
100\alpha % . , $w_{1}$ )







$= \frac{1}{\alpha}\int_{-\sqrt\pi}^{\sqrt\partial_{\mathrm{o}u_{(1-a)/2}}^{-}}u_{(1-\alpha)/2}\{\frac{1}{2\theta_{0}}$ $(-1+$ $\frac{x^{2}}{2\theta_{0}}$ $-$ $\frac{A(\alpha)}{\alpha}$) $\}^{2}f(x, \theta_{0})dx$
$= \frac{11}{\theta_{0}^{2}4\alpha}\int_{-u_{(1-a)/2}}^{u_{(1-a)/2}}\{(-1+y^{2}-\frac{A(\alpha)}{\alpha})\}^{2}f(y)1)dy$
, $I_{Y}(\theta_{0})=I_{Y}(1)/\theta_{0}^{2}$ . , ., $w_{2},$ $w_{3},$ $w_{4}$ $I_{Y}(\theta_{0})=$
$I_{Y}(1)/\theta_{0}^{2}$ . , $\alpha$ $I_{Y}(1)$ , 63 .
63 $I_{Y}(1)$
6.3 $X$ $\mathrm{E}\mathrm{x}\mathrm{p}(\lambda)$ , $X$ p.d.f. ,
$f(x, \lambda)=\frac{1}{\lambda}e^{-x/\lambda}$ $(x>0;\lambda>0)$
,
$\frac{\partial}{\partial\lambda}\log f(x, \lambda)=-\frac{1}{\lambda}+\frac{x}{\lambda^{2}}$ ,







, $w^{*}$ (6.3) , 6.1 Fisher
.
, $S_{0}$ $\mathbb{R}^{1}$ , $w(x):=\chi s_{\text{ }}(x)$ , $\beta=0$
,
$\int_{S_{0}}f(x, \lambda_{0})dx=\alpha$, $\int_{S_{0}}\frac{x}{\lambda_{0}}f(x, \lambda_{0})dx=\alpha$
$S_{0}$ . $s_{0}:= \bigcup_{i=1}^{k}(\lambda_{0}a_{i}, \lambda_{0}b_{i}),$ $S$ $:=$
$\bigcup_{i=1}^{k}(a_{i}, b_{i})$ , $X/\lambda_{0}$ $x$ ,
$\int_{S}f(x, 1)dx=\alpha$ , $\int_{S}xf(x, 1)dx=\alpha$
. , $f(x, 1))xf(x, 1)$ 64 , $S$ , $S_{1}=(0, \tau_{11})\mathrm{U}$
$(\tau_{12}, \infty),$ $S_{2}=(\tau_{21}, \tau_{22})$ , $S_{1},$ $S_{2}$ , $\beta=0$




, $I_{Y}(\lambda_{0})=I_{Y}(1)/\lambda_{0}^{2}$ . , $\alpha$ $I_{Y}(1)$
65 .











, $I_{Y}(\lambda_{0})$ . , v , $\mathrm{E}\mathrm{x}\mathrm{p}(\mathrm{I})$
100\alpha % .
, $w_{1}$ ,
$m’( \lambda_{0})=\int_{\lambda \mathrm{o}v_{(1-\alpha)/2}}^{\lambda \mathrm{o}v_{(1-\alpha)/2+\alpha}}\frac{1}{\lambda_{0}}(-1+\frac{x}{\lambda_{0}})\frac{1}{\lambda_{0}}e^{-x/\lambda_{0}}dx$
$= \frac{1}{\lambda_{0}}\int_{\lambda 0v_{(1-\alpha)/2}}^{\lambda \mathrm{o}v_{(1-\alpha)/2+\alpha}}(-1+y)e^{-y}dy$
. ,




$= \frac{1}{\lambda_{0}^{2}}\frac{1}{\alpha}\int_{v_{(1-a)/2}}^{v_{(1-\alpha)/2+a}}\{(-1+\prime y^{2}-\frac{A(\alpha)}{\alpha})\}^{2}f(y, 1)dy$
, $I_{Y}(\lambda_{0})=I_{Y}(1)/\lambda_{0}^{2}$ . , , $u$)$2,$ $w_{3},$ $w_{4},$ $w_{5}$








Fisher . Fisher ,
, ,
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