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IAbstract
The application of composite materials as a building material has been constantly growing
in popularity during the last decades. Composite materials combine several material
components to allow for an optimal utilization of their favorable properties. The focus of
this work is the modeling of the cementitious composites at the meso-scale. In particular,
the motivation of the thesis is to model textile reinforced concrete, a new composite
material combining a high-strength textile reinforcement with a fine grained concrete
matrix.
The existing models for concrete and composites are not directly applicable for textile
reinforced concrete. This is due to the fact, that in comparison to other composite ma-
terials, except the cementitious matrix, the scales of heterogeneity of textile reinforced
concrete include additionally the yarn cross-section, the scale of the bond imperfections
as a result of the irregular penetration of the matrix into the yarn and the scale of the
textile fabric mesh. As consequence, the damage localization process of textile reinforced
concrete exhibits interactions between elementary failure mechanisms in the matrix, in
the reinforcement and in the bond.
The objective of this thesis is to provide the simulation environment for an easy im-
plementation of the advanced applications of the finite element method required in the
modeling of cementitious composites. This includes particularly the modeling of the crack
development at meso-scale. The considered failure mechanisms on the meso-scale include
debonding of the yarn from the matrix, the brittle cracking of the matrix, and yarn failure.
The used models require effective bond laws for yarns with irregular bond to the concrete
matrix reflected in appropriate non-linear material models.
The simulation of the crack development is focused on zones with complex stress states,
like shear zones or construction details characterized by dominant, interacting cracks
bridged by the tensile reinforcement. In such situations, the state of the crack bridge in
terms of its opening and sliding is crucial for the assessment of the ultimate structural
strength. An explicit representation of the matrix crack is therefore inevitable and is
effectively introduced using the extended finite element method (XFEM).
The mentioned numerical techniques are setting requirements on the numerical framework
in terms of flexibility and extensibility. Therefore, special attention in the thesis is given
to the design of the framework, which has to take into account not only the requirements
of the simulation but also the demands defined by its application as a scientific develop-
ment tool in the fields of material science and numerical methods. In this context, the
application of modern approaches like the object-oriented design and the utilization of
scripting languages are emphasized.
Keywords: numerical methods, software design, extended finite element method, cemen-
titious composites
II
III
Acknowledgment
This work would not have been possible without the support of a great many people who
contributed to it in one way or another. I owe my gratitude to all these people who have
made this dissertation possible.
First of all, I would like to thank my supervisor Professor Konstantin Meskouris for
motivating and supporting me throughout my work. My deepest gratitude goes to my
advisor Dr.-Ing. Rostislav Chudoba. His patience and support helped me overcome many
critical situations and finalize this dissertation. I would like to thank my colleagues and
friends, especially Alexander Scholzen, Martin Konrad, Frank Peiffer and Rostislav Rypl
for the many stimulating discussions and generous support received during all the years.
I am grateful to Ingo Assenmacher, Lenka Jeřábková, Matúš Gašparík and Pavel Brada for
their advice and inspiration. Many friends have helped me go through difficult moments
during last years. Their support and care helped me overcome setbacks and stay focused
on my graduate study. I greatly value their friendship and I deeply appreciate their belief
in my efforts.
Most importantly, none of this would have been possible without the love and patience of
my family, especially my parents who have been a great support trough all my life. I have
been fortunate to grow up among the brightest, the most modest and proudest people I
know. My sister Lenka and brother-in-law Ingo have been a constant source of love, care,
support and strength all those years.
This work was carried out in the “Collaborative Research Center 532 Textile reinforced
concrete – Basics for the development of a new technology” and sponsored by the
“Deutsche Forschungsgemeinschaft (DFG)”. The support is gratefully acknowledged.
Aachen, March 2011
IV
Contents
Introduction 1
Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Goal setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
Overview of the dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
I Modeling tool 7
1 Numerical framework 11
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 Time stepping framework . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3 Time steppers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4 Boundary conditions and constraints . . . . . . . . . . . . . . . . . . . . . 14
1.5 Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.6 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2 Integration domains 23
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Implementation structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3 Geometrical transformation . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4 Linking of multiple domains . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.5 Hierarchical refinement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.6 Level set method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
V
VI CONTENTS
3 Finite element time steppers 39
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Implementation structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3 Standard element library . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4 Generic elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.5 Postprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4 Material time steppers 57
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2 Linear material models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3 Plastic material models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.4 Damage material model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
II Modeling of the crack development 77
5 Modeling of discontinuities using the XFEM 81
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.2 XFEM discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.4 Numerical integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.5 Postprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6 XFEM enrichment for brittle matrix composites 99
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.2 Variational formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.3 Discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.4 Verification examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.5 Application example: shear zone . . . . . . . . . . . . . . . . . . . . . . . . 115
6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
Contents VII
Summary and Outlook 119
Bibliography 132
VIII CONTENTS
Introduction
Motivation
The application of composite materials as a building material has been constantly growing
in popularity during the last decades. The combination of several material components
allows for an optimal utilization of their favorable properties. As far as the mechanical
behavior is concerned the composite materials make it possible to design materials with
desirable properties. In case of cementitious composites the quasi-ductile behavior is
achieved through a deliberate distribution of the damage over large volume, yielding
better utilization of the involved materials. Additional failure modes of decomposition
between the material components such as debonding or delamination frequently play
an essential role in the material behavior of such composites. Furthermore, the high
heterogeneity of the material structure and the complexity of frequently simultaneous
failure and localization on several scales make an understanding and description of the
failure processes a tremendous challenge.
Textile-reinforced concrete (TRC) belongs to the group of new composite materials com-
bining a high-strength textile reinforcement with fine grained concrete matrix. TRC
combines the advantages of traditional cementitious composite – steel reinforced concrete,
with the steel reinforcement concentrated in the most tensile-exposed zones, and the fiber
reinforced concrete, with reinforcing fibers equally distributed in the specimen (see Fig. 1).
TRC uses reinforcement fabrics which are offering a great flexibility in terms of positioning
within the specimen yielding an optimal mechanical performance.
The textile reinforcement is produced from rovings consisting of several hundreds of fila-
ments made from alkali-resistant glass, carbon or aramid. In contrast to steel reinforced
concrete, TRC requires minimum concrete cover due to its corrosion-resistant reinforce-
ment material. As a consequence, very thin-walled structures can be produced. Further
favorable properties of TRC are shape flexibility and its high surface quality. Several
application examples are depicted in Fig. 2.
The work on this thesis was conducted as a part of the collaborative research center
SFB 532 at RWTH Aachen University, embracing 13 institutes and about 30 scientists,
conducting research on many aspects, ranging from chemical composition to mechanical
properties and architectural design, with the focus on the development of prefabricated
TRC components. The author of this thesis is a member of a modeling group on the
Institute of Structural Concrete and Chair of Statics and Dynamics responsible for the
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Figure 1: Textile Reinforced Concrete (TRC) in comparison with steel reinforced and short
fiber concrete [Hegger et al. 2006].
development of the SFB 532 modeling framework, and its implementation in the simula-
tion tool SimVisage.
In parallel to the research of the SFB 532 at RWTH Aachen University the collabora-
tive research center SFB 528 at Technische Universität Dresden aims at the structural
strengthening of existing structures. In addition to these projects further research on
TRC is conducted e.g. in USA [Dubey 2006], Israel [Peled 2005], UK [Purnell and Bed-
dows 2005], Greece [Papanicolaou et al. 2005], Belgium [Cuypers et al. 2003] and Canada
[Aldea et al. 2001]. A state of the art report on textile reinforced concrete has been
published by the RILEM Technical Committee 201-TRC [Brameshuber 2006].
The focus of the present work is on textile reinforced concrete in particular, however the
same or a slightly modified approach can also be applied to other brittle matrix composites
with steel or short fiber reinforcement. On the other hand, the existing models for concrete
and composites are not directly applicable for textile reinforced concrete. This is due to
the fact, that in comparison to other composite materials, apart from the cementitious
matrix, the scales of heterogeneity include the yarn cross-section, the scale of the bond
imperfections due to the irregular penetration of the matrix into the yarn and the scale
of the textile fabric mesh. As a consequence, the damage localization process of textile
reinforced concrete exhibits interactions between elementary failure mechanisms in the
matrix, in the reinforcement and in the bond.
It can be expected that the loading exposure of a heterogeneous structure made of TRC
will lead to complex multi-dimensional stress states with frequent appearance of stress
peaks and localization on various scales. In particular, three levels of abstraction can be
distinguished: micro–, meso– and macro-scale, differing in their resolution of the material
and the involved failure processes, calling for specific modeling approaches at each scale
(see Fig. 3).
On the micro-scale the essential processes of failure are filament rupture and debonding
of single filaments from the concrete matrix. The filaments differ in their orientation and
the quality of their bond to the matrix and to adjanced filaments. Furthermore, they vary
in strength and cross section not only from one to another but also along their length.
A statistical description of the above mentioned parameters is utilized in the models on
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Figure 2: Application examples of the Textile Reinforced Concrete.
the micro-scale. The Fiber Bundle Models (FBM) [Daniels 1945] provide the stepping
stone for the modeling of the failure processes involving both the brittle matrix and the
filaments. They are constructed as a set of parallel fibers with a brittle failure once their
strength is reached during the loading process. The basis for these models is the weakest-
link model established by Fisher and Tippett [1928]; Weibull [1939] and Phoenix [1974].
Thorough studies using FBM to identify the influence of the variation of parameters and
the performance of TRC specimens are presented in detail in references [Chudoba et al.
2006; Vořechovský and Chudoba 2006] and [Konrad 2008].
On the meso-scale, the reflection of the initiation and development of the individual cracks
is stressed. On this scale the structure of the yarns is idealized either as a monolithic bar
or by dividing the cross-section of the yarn into a small number of sections or layers [Ohno
and Hannant 1994]. These filament groups are equipped with varying bond characteris-
tics in order to reflect their varying connection to the brittle matrix. As a consequence,
meso-scale models require effective bond laws for yarns with irregular bond to the con-
crete matrix reflected in appropriate non-linear material models. The considered failure
mechanisms on the meso-scale include the debonding of yarn from the matrix, the brittle
cracking of the matrix and yarn breaking. The modeling on the meso-scale, which is the
main topic of the present thesis, is described in detail later in this section.
Macro-scale models aim at the computation of the structural behavior of complete TRC
structures. A smeared representation of the material components is applied idealizing the
textile reinforcement as a layer or by combining it with the concrete matrix into a single
effective material. Nevertheless, the spatial variation of the properties has to be captured
in order to correctly describe the structural behavior.
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Figure 3: Scales of the material structure.
The approach within the SFB 532 modeling framework applies the smeared modeling
using a damage model including initial and damage-induced anisotropy [Chudoba et al.
2010]. This gives the possibility to take into account the orientation of the reinforcement as
well as the evolution of damage due to matrix cracking, while at the same time maintaining
a required computational efficiency, permitting its application for computation and design
of whole TRC structures (see [Scholzen et al. 2010] for details).
The focus of this work is the modeling of the cementitious composites at the meso-scale.
As mentioned before, the aim of the models on the meso-scale is to capture the devel-
opment of the individual cracks, with a special attention to the simulation of structural
details and of zones with a few dominant cracks such as shear zones of the bended beams.
In such situations, the description of the crack state in terms of its opening and sliding
is crucial for the assessment of the ultimate structural strength. As the Finite Element
Method (FEM) is not capable of capturing the kinematics of such dominating cracks
or the discontinuous nature of the stress fields, the eXtended Finite Element Method
(XFEM) [Belytschko and Black 1999; Fries and Belytschko 2010] is used to describe the
crack-centered enrichment of the debonding between matrix and textile reinforcement.
The mentioned numerical methods are setting requirements on the numerical framework
in terms of flexibility and extensibility. Therefore special attention in this thesis is given
to the design of the numerical framework, which has to take into account not only the
requirements of the simulation but also the demands defined by its application as a sci-
entific development tool in the fields of the material science and numerical methods. The
requirements on the framework are summarized in the following points:
open - giving developers a possibility to adapt all necessary numerical components to
the problems at hand.
modular - numerical components are clearly separated, allowing the work to concentrate
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on the development or extension of any of the components.
extensible - extensibility and interchangeability of the numerical components considered
already in their design stage.
The application of scripting languages has had a growing tendency during the recent
years thanks to their many convenient features, simplifying the development process, as
the developer can focus on the solution of the problem at hand instead of on implemen-
tation issues. Furthermore, their growing support of the libraries for high performance
computation is making the scripting languages competitive tool in relation to compiled
languages with optimized code, as many recent numerical applications show (e.g. [Poinot
2010; Cimrman 2010a; Stein 2010]).
The presented framework is written completely in the scripting language Python, which
is a general-purpose high-level scripting programming language, known for its intuitive
syntax, multi-paradigm support and comprehensive database of libraries including e.g.
libraries for data processing and powerful numerical computation. These optimized li-
braries made it possible to combine an open and flexible design with computational effi-
ciency, which permits the computation and design of structures of considerable size and
complexity.
Goal setting
The main goals of this work can be summarized as follows:
1. Provide a simulation environment for an easy implementation of advanced applica-
tions in the field of finite element analysis required in the modeling of cementitious
composites at the meso-scale.
2. Demonstrate the feasibility of the numerical framework, based on a scripting lan-
guage and open-source libraries, on the implementation of the required numerical
tools.
Overview of the dissertation
This thesis is divided into two thematic parts:
• In the first part the numerical framework is introduced. Its essential components,
like mesh management, finite element and material model libraries are presented in
detail, their design and implementation are emphasized.
• In the second part of the thesis the discrete modeling of the crack development using
XFEM is described. In its chapters the method is introduced in detail, followed by
demonstration of its application in the modeling of crack bridges in textile reinforced
concrete.
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Part I
Modeling tool
7

9The modern numerical methods, required for the simulation of cementitious composites
on the meso-scale set requirements on the numerical framework in terms of flexibility and
extensibility. The numerical framework has to take into account on one hand the require-
ments of the simulation and on the other hand the demands defined by its application
as a scientific development tool in the fields of material science and numerical methods.
Therefore, special attention in this thesis is given to the design and implementation of
the framework.
This part is subdivided into four chapters: Ch. 1 gives an overview of the framework
starting with the split between the time step control and the spatial representation of the
model followed by the presentation of the solution techniques for non-linear problems and
treatment of boundary conditions. In the final part of the chapter the implementation of
the framework is discussed in detail in terms of requirements, design and choice of the
programming language, and applied libraries.
Ch. 2 presents the discretization tools of the numerical framework. An innovative concept
of using orthogonal grids to construct the finite element discretization, which leads to a
full utilization of the underlying high performance libraries, is introduced. In the second
half of Ch. 2 a set of grid editing methods are presented, extending in a consistent way
the flexibility and versatility of the numerical framework.
Chapters 3 and 4 introduce the libraries of the finite elements and material models.
The emphasis in these chapters is on the open design and extensibility of the presented
libraries simplifying the implementation of the advanced numerical tools required for the
simulation of the cementitious composites on the meso-scale.
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Chapter 1
Numerical framework for modeling of
cementitious composites
1.1 Introduction
The aim of the present chapter is to introduce the numerical framework and its particular
features. It starts with the review of the structure and the essential separation of its
components between the time loop responsible for time stepping and the time stepper
representing the instantaneous state of the model.
The key principle in the design of the simulation of the nonlinear time stepping problem
is the separation of the data structures for time stepping and for the spatial integration.
The former, represented by time loop, stands for the implementation of the nonlinear
solution strategies (e.g. Newton-Raphson or arc-length) and adaptive strategies over the
constantly growing time-like quantity, while the latter - time stepper represents the state
of the model in an instant of time in terms of geometry and history variables. The time
stepper may represent an equation, material point, finite element or whole finite element
domain. Three specific implementation of time stepper are available:
1. The domain time stepper implements the integration over a spatial domain repre-
sented by a finite element grid.
2. The finite element time stepper implements mapping of control and response vari-
ables to and from the element and point level, respectively. Further, it implements
the integration of the response values (stress) and their derivatives (stiffness) over
a single finite element.
3. The material time stepper implements the evaluation of the response values (stress)
and their derivatives (stiffness) at a particular spatial point given the strain incre-
ment and state variables.
After the introduction given in Sec. 1.2 the main focus lies on the description of the
components of the framework. The domain time steppers, implementing the integration
11
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Figure 1.1: Implementation structure of the time loop, time steppers and its specific imple-
mentations: Domain Time Stepper (DOTS), Finite Element Time Stepper (FETS) and Material
Time Stepper (MATS).
over a spatial domain represented by a finite element grid, will be introduced in Sec. 1.3
while two other essential types, the finite element time stepper and material time stepper
are presented in the subsequent chapters 3 and 4, respectively.
After that, the framework for the treatment of the constraints is presented in Sec. 1.4.
The emphasis of the implementation is on the generality and flexibility in order to cover
the broad spectrum of requirements on boundary conditions and constraint types. In the
subsequent Sec. 1.5 the visualization tools are presented. They are used on one hand for
postprocessing, gathering and visualizing the results of the numerical computation, on
the other hand for the verification, and for visualizing the fields and processes required
for the numerical simulation. The visualization fully capitalizes on the open form of the
framework as due to the many predefined visualization schemes it is easy to visualize any
desired quantity or process, making the framework a powerful tool in the hands of users
and developers.
The last part of the present chapter (Sec. 1.6) is dedicated to the implementation details
of the framework. Openness and flexibility are emphasized as the main requirements. The
selected implementation tools are described in terms of their capabilities, implementation
effort, and computational efficiency.
1.2 Time stepping framework - time dimension
The adaptive time stepping framework described in this section was developed and thor-
oughly described by Peiffer [2008]. Therefore only a short overview is given in the follow-
ing, in order to provide a platform for the extensions described in this thesis. For more
details see the above mentioned reference.
The essential concept of the framework is the split between the time stepping control rep-
resented by the time loop, and the model representation, reflected in the time stepper. The
structure is presented in Fig. 1.1. The tasks of the time loop including the discretization of
the time into the sequence t0, ..., tn+1 = tn + ∆t, ..., and initiation of the evaluation of the
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Figure 1.2: Domain Ω of the boundary value problem (with essential and natural boundary
conditions).
unknown quantities in each discrete time step. Furthermore, the time loop includes the
solution algorithms for nonlinear problems. In particular the adaptive Newton-Raphson
method is implemented in an open and flexible way, permitting adjustments to specific
control strategies like modified Newton-Raphson or adaptive time step control, as well as
both load- and displacement-control of the algorithm.
Especially in non-linear problems, where damage tends to localize in a relative small
region, so-called dissipation-based arc-length algorithms are relevant. These algorithms
are controlled by a constraint requiring a constant amount of energy to be dissipated in
each step. A suitable formulation was first introduced by Gutiérrez [2004] for geometrically
linear continuum damage, and later extended by Verhoosel et al. [2008] to geometrically
non-linear damage and geometrically linear plasticity. The strength of the formulation
lies in the fact that it uses the displacement and load vector to derive the dissipated
energy and no special procedure to gather it from material models over the domain is
necessary. The method has been implemented into the framework by the author.
1.3 Time steppers
The Domain Time Stepper (DOTS) is a representation of the (discretized) domain Ω
on which the boundary value problem is defined (see Fig. 1.2). In other words it is the
domain over which the integration is performed within the finite element computation.
From an implementational point of view the Domain Time Stepper is a particular imple-
mentation of the Time Stepper (see Fig. 1.1). Two other essential types of time stepper
exists: the Finite Element Time Stepper and the Material Time Stepper. They are de-
scribed in the subsequent chapters 3 and 4, respectively. The main tasks of the class DOTS
are to gather and scatter 1 the quantities between the system and the element level. The
1alternatively referred to as assembly and distribute in the literature, see e.g. [Zienkiewicz et al. 2005b]
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most essential method get_corr_pred() runs the loop over the elements discretizing the
domain in order to gather the domain stiffness matrix K and the vector of internal forces
fint.
K =
ne∑
i
Kei , (1.1)
fint =
ne∑
i
f eint,i, (1.2)
where ne is the number of elements and the superscript e denotes the element matrices.
In the class FETSEval, representing the implementation of finite elements, this method
evaluates the elements stiffness matrix Ke and the vector of internal forces of the element
f eint using the numerical integration
Ke =
nq∑
i
BTi DiBi det(Ji) wi, (1.3)
f eint =
nq∑
i
BTi σi det(Ji) wi, (1.4)
where wi is the weight factor of the quadrature in the sampling point i, nq denotes the
number of the quadrature points, σ is the stress tensor and D,B denote the constitu-
tive and the stiffness matrices respectively. The material models are represented by the
subclasses of class MATSEval. In this case the get_corr_pred() method evaluates the al-
gorithmic stiffness matrix, or its approximation, required to evaluate the tangent stiffness
matrix D as well as the stress tensor σ.
1.4 Boundary conditions and constraints
In this section the framework for the treatment of the constraints is introduced. It was
designed with the aim to cover a broad spectrum of requirements on boundary conditions
(BC) and constraints required in numerical computation. In particular, the flexibility in
terms of combination of arbitrary degrees of freedom or their groups as well as the pre-
scribed values for the static and kinematic constraints makes it a very versatile modeling
tool.
Furthermore, the general structure of the constraint implementation is especially impor-
tant for advanced finite element concepts with enriched finite element formulations (see
Ch. 5) that need to be embedded in the existing discretization. These constraints must be
imposed on-the-fly during the computation depending on the progress of cracks and/or
damage.
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1.4.1 Specification of constraints at the level of system equations
The equation system is decomposed in the usual way into a dependent and independent
part (denoted by subscripts (.)a and (.)n respectively). The presented fomulation is der-
rived for singe dependent value ua and vector of m independent values un = [u1, ..., um]
T:
[
Kaa Kan
Kna Knn
][
ua
un
]
=
[
Pa
Pn
]
(1.5)
where the variable ua is constrained in the form
ua = αun + u¯a (1.6)
where α is a constraint vector with prescribed scalar multipliers α = [α1, ..., αm] and u¯a
is a prescribed value of ua. In order to substitute this constraint into the system (1.5) the
full vector of unknowns is first expressed as[
ua
un
]
=
[
α
I
]
un +
[
1
0
]
u¯a (1.7)
where I is a unit matrix and 0 a zero matrix. Substituting (1.7) into (1.5) the constrained
system gets the form[
Kaa Kan
Kna Knn
]([
α
I
]
un +
[
1
0
]
u¯a
)
=
[
Pa
Pn
]
. (1.8)
In the next step the terms are rearranged with the goal to have the unknown vector on
the left hand side. Further, all terms are pre-multiplied by the transposed kinematic
constraint matrix[
α I
]
(1.9)
in order to recover the symmetry of the system matrix[
α I
] [ −Kaa Kan
Kna Knn
][
α
I
]
un =
[
α I
] [ Pa
Pn
]
−
[
α I
] [ 1
0
]
u¯a. (1.10)
After performing the multiplication the resulting reduced set of independent equations is
obtained as[
αTKaaα+ 2Knaα+ Knn
]
un = α
TPa + Pn −
[
αTKaa + Kna
]
u¯a. (1.11)
It would now be possible to use the system matrix in equation (1.11) to solve for un
and then calculate the dependent value of ua using (1.7). This approach, however, would
require the bookkeeping of the constraints and additional mapping of the independent
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vector of unknowns into the shape including the dependent unknowns, such that it is
conforming to the finite element discretization. Therefore, for implementation purposes,
it is more convenient to integrate the kinematic constraint and the constrained variable
ua directly into the global system so that no additional treatment of the result is required.
In the first step, the constrained variable ua must be explicitly expressed in (1.11). It can
be resolved using the constraint (1.6) in the form
αun = ua − u¯a. (1.12)
Rewriting (1.11) with the first term containing αun
αTKaaαun + [2Knaα+ Knn] un = α
TPa + Pn −
[
αTKaa + Kna
]
u¯a (1.13)
and substituting (1.12) the desired resolved form without the constraint is obtained
αTKaaua + [2Knaα+ Knn] un = α
TPa + Pn −Knau¯a. (1.14)
In order to recover the original structure of the unknown vector, the constraint (1.6) is
multiplied by Kaa as
−Kaaua +Kaaαun = −Kaau¯a. (1.15)
The modified equation system, implicitly including the constraint (1.6), can then be
rewritten as[
−Kaa Kaaα
αTKaa Knaα+ Knn
][
ua
un
]
=
[
−Kaau¯a
−Knau¯a
]
+
[
0
αTPa + Pn
]
. (1.16)
Any kind of constraint can be expressed in this form. This is presented in the subsequent
example.
Example 1.1 Constraints
For demonstration purposes the following possible cases of system constraints are con-
sidered reflecting different kinds of boundary conditions of the associated variational
problem:
1. For an arbitrary external load, vector Pn acting on an independent degree of
freedom appears in the right hand side vector.
2. If a stiff support should be defined (u¯a = 0, α = 0), the constrained equation
becomes fully decoupled from the system.
3. A prescribed unknown (u¯a 6= 0, α = 0) results in a decoupling of the constrained
equation and adjustment of the right hand side to get the desired value of ua.
4. For (u¯a = 0, α 6= 0), ua is defined as a linear combination of other degrees of
freedom.
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5. For (u¯a 6= 0, α 6= 0), ua is defined as a linear combination of other degrees of
freedom multiplied with Kaa and shifted by the value u¯a.
6. If Pa is nonzero, the load is projected onto the independent degrees of freedom
according to the constraint vector α. Thus, if α = 0 then Pa has no effect.
The inclusion of recursive constraints is order dependent: When, for example, defining a
constraint u2 = u1 is defined, the displacements u1 must remain unconstrained. In other
words, it is not allowed to be constrained by u1 = 0. This constraint must be imposed in
two steps u1 = 0 and u2 = u1. This problem is accounted for by sorting the constraints
according to the constraint dependency graph constructed from the control displacements.
1.5 Visualization
This section introduces the applied visualization methods by a description of the imple-
mented tools and their application. The visualization serves for two major purposes:
Postprocessing with the main focus on the maximum flexibility in visualizing the re-
sponse values of the numerical computation for the user.
Verification of the numerical components, where the open structure allows the developer
to trace the interim results, like stiffness matrices, shape functions, etc. during the
computation (see e.g. Fig. 2.4 or Fig. 3.9 for the visualization of the Jacobian and
shape functions over elements).
In the following, the tools designed for postprocessing are elaborated in detail. All of
them can be easily adapted by the developer for verification purposes.
1.5.1 Postprocessing
The fully integrated postprocessing utilizes the open form of the framework. Furthermore,
it is built on top of flexible and powerful libraries (see Sec. 1.6.3 for details). Therefore,
it fulfills the following requirements already by design:
1. Visualize fields or discrete values on the domain or its arbitrary section;
2. Sorting, filtering for example by spatial direction, properties or geometrical position;
3. Evaluating integral quantities over the domain (e.g. elastic or dissipated energies or
numerical errors);
4. Visualization of the results in the time sequence;
5. Storing the numerical results in a compact manner without loss of information.
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In this section, the first three points will be described in detail while the other two will
be discussed later in Sec. 1.6.3 in the context of the implementation. The visualization of
the fields with physical quantities distinguishes three cases:
Scalar fields used for visualization of scalar values e.g. temperature, isotropic damage
variable, elastic or dissipative energy, error norms;
Vector field used for the vector fields e.g. displacement, force vectors or velocity vectors;
Tensor field used for second order tensors, e.g. stress or strain tensors. The compact
Voigt notation (see e.g. Belytschko et al. [2000] App. 1) is used storing the tensors
in a flat form. For example, the symmetric stress tensor σ is written
σ = [σ11, σ22, σ33, σ23, σ13, σ12]
T .
It is important to note that this approach was applied consistently also in one-dimensional
and two-dimensional components (although they have a reduced number of components
in the field variables). This brings the flexibility in combining the components with
different dimensionality in models without any constraints. Furthermore, the storing the
evaluated fields in a consistent lossless form permits their further sorting and evaluation
(see Sec. 1.6.3 for details).
The evaluation of the integral quantities is done in the following steps:
1. Loop over the discretization units (subdomains, elements, layers, integration points);
2. Mapping of the primary variable U → u (from the higher level to the lower level);
3. Evaluation of the field and storing the value f ;
4. Mapping of the result f → F (from the lower level to the higher level);
5. Accumulation of the results in the variable F .
As mentioned before, the response tracing system can be utilized for the evaluation of
the elastic or dissipated energies. The obtained information about the overall dissipated
energy can be further used as a control parameter in physically non-linear computation
as mentioned before in Sec. 1.2.
A further use of integral response tracers is the error assessment of the numerical compu-
tation. Two examples of implemented norm are:
• The L2 norm
‖uh − u‖L2 =
(∫
Ω
(
uh − u)2 dx) 12 (1.17)
expressing the quality of the approximation of the primary unknown field u, and
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• the energy norm
‖uh − u‖e =
(∫
Ω
(
εh − ε)T D (εh − ε) dx) 12 , (1.18)
where ε denotes the gradient of the unknown field and D denotes the constitutive
matrix. This norm possesses the qualities of the Hilbert norm H1, but is easier to
implement and faster evaluated. Examples of application of the implemented norms
are presented in Sec. 6.4 on page 108.
There are two options available for the tracing of fields during the loading process:
• by default, the field state is captured in every equilibrated time step;
• or it can be evaluated in every iteration. This provides the user or developer with
a better control of the process, especially during highly non-linear computations or
the development of non-linear numerical components.
The storing of the evaluated fields is discussed together with specific implementation
issues of the visualization in Sec. 1.6.3. The visualization in the specific context of the
finite elements will be presented in Sec. 3.5 and Sec. 5.5.
1.6 Implementation
The purpose of this section is to present and discuss the implementation of the numerical
framework. As already mentioned in the introduction, the presented framework is fully
implemented using the programming language Python [Beazley 2009; Martelli et al. 2005].
This approach is also applied in other existing finite element codes like SfePy [Cimrman
et al. 2009] and FEnics [FEniCS 2009; Logg and Wells 2010]. Nevertheless, those libraries
rely on external discretization tools or components written in compiled languages. To
the knowledge of the author there is no other complete FEM tool which is completely
based on Python as its only programming language. In the following, the features of the
programming language will be elaborated in detail together with the libraries utilized for
the numerical computation and visualization.
1.6.1 Python
The features of the Python programming languages shall be discussed here in the context
of the implementation of the numerical components. Python is:
Easy to learn due to its clean syntax, requiring a short time for the creation of first
running scripts by the newcomers.
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A scripting language. It can be used in the straightforward creation of running proto-
types, which can be subsequently adapted to a robust object-oriented design. This
process of fast implementation of the concept without need for efficiency or techni-
cal issues, followed by a subsequent adaptation to the required robust and efficient
structure when the prototype shows to be satisfying the intended purpose, is re-
ferred as prototyping [Langtangen 2008] and is one of the essential components of
scientific computing.
Interpreted language. It is supported by the extensive built-in runtime checks and
a fully featured debugging environment significantly simplifying the development.
Furthermore, the frequently cumbersome setting of the compilers needed by com-
piled languages is alleviated, yielding the favorable platform independence of the
language. The disadvantages of interpreted codes, namely the lower performance
(compared to compiled languages) in terms of speed and computational resources,
can be addressed in many ways as shown in the two following points.
Easy to combine with other languages as can be seen in many projects (e.g. Google
or Abaqus). In the context of numerical computation the most essential point is
the combination with fast compiled languages, to outsource the computationally de-
manding parts of the code. In particular, consider the interconnection with C/C++
and FORTRAN done by many tools ( e.g. Cython, SWIG, WEAVE, see [Müller
2010] for overview ).
Equipped for efficient numerical computing based on a constantly growing group
of libraries. The biggest of those projects Numpy/Scipy is using compiled libraries to
perform the numerical tasks while preserving the Python interface. These libraries
are widely used within the presented framework; the following part of this chapter
(Sec. 1.6.2) is devoted to their description.
Interconnected with many libraries making it a versatile tool for various applica-
tions. In the context of the presented framework especially the Visualization Toolkit
(VTK) [Schroeder et al. 2006] library was broadly utilized, mainly for visualization
purposes (see Sec. 1.6.3 for details).
Open-source making it an ideal tool for the academic application, both in terms of open
code as a tool for sharing ideas, spreading and reuse of the code without legal issues
(released under General Public License - compatible license).
1.6.2 Numpy and Scipy libraries
Numpy/Scipy [Oliphant 2008] is an extension to the Python programming language,
adding support for large, multi-dimensional arrays and matrices, along with a comprehen-
sive library of high-level mathematical functions to operate on these arrays. The routines
are implemented using the C and FORTRAN programming languages in order to mini-
mize the computational overhead and maximize the computational speed. Furthermore,
the flexible interface of Numpy arrays permits versatile end efficient handling of the data
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Figure 1.3: Example of slicing of Numpy arrays presenting for various slices of a two-dimensional
6 × 6 array a (note that the indexing starts with zero in Python ). Source: [Numpy online
documentation].
used for the numerical computation. In particular the slicing concept, demonstrated in
Fig. 1.3, allows for an easy and flexible approach to any periodic structure of data stored
in an array.
The numerically most demanding task in a finite element analysis is usually the solution
of large systems of algebraic equations where the fact that the method yields sparse (and
frequently symmetrical) matrices is a big advantage, significantly reducing the required
resources. For this purpose the tools included in Scipy are used [Cimrman 2010b]. Scipy
uses behind the scene either the UMFPACK [Davis 2004] or the SuperLU [Demmel et al.
1999] library (depending on the operating system and architecture). These two libraries
are known to be superior in term of performance based on their common main features:
• they are written in C,
• include optimized routines for symmetric matrices,
• are optimized for various architectures (e.g. parallel processing, shared/distributed
memory), and
• are open-source projects.
1.6.3 VTK library
The Virtual Toolkit (VTK)[Schroeder et al. 2006] is an open-source software system for
3D computer graphics, image processing and visualization. Its comprehensive library of
tools combined with high performance processing makes it an industrial standard used in
a wide spectrum of applications.
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The application of VTK dramatically simplified the implementation of the visualization
described in Sec. 1.5 as its methods can automatically deal with the following tasks:
Extraction of the components of the stored fields in terms of the particular element
or the projection in a chosen direction (for vectors and tensors) or extraction of the
principal directions (for tensors).
Extraction of the arbitrary section or slice of the stored fields defined by the geo-
metrical position or the structure of stored data.
Gathering data in the time sequences
Storing data in a compact and lossless way offering several standardized formats
(see [Schroeder et al. 2006] for details).
Furthermore, it extends the standard functionality by its build-in filters extracting the
determinant and effective stress of the stored tensorial fields. The determinant can be
applied for example for the control of the convexity of the Jacobi transformation (see
Fig. 2.4 on page 27) J = det(J) > 0, which follows from the requirement of uniqueness
of mapping from the parametric to global coordinates (see e.g. [Felippa 2004] Ch. 19), or
mass conservation. The effective stress is defined as
σ′ =
√
J2 =
{
1
6
[
(σ11 − σ22)2 + (σ22 − σ33)2 + (σ33 − σ11)2
]
+ σ212 + σ
2
23 + σ
2
13
} 1
2
, (1.19)
and is used for instance in the plasticity theory ( referred to as von Mises stress) [Simo
and Taylor 1986]. It also plays an essential role in the field of geomechanics [Zienkiewicz
et al. 1999].
1.7 Conclusion
In the present chapter the developed numerical framework has been introduced. Its flexible
design emphasizing openness and extensibility leads to its modular structure utilizing an
object-oriented approach. These properties will be demonstrated several times later on
in this thesis in the context of particular modules, underlined by numerous examples.
The three following chapters are devoted to the elaboration of essential elements of the
framework: the discretization (Ch. 2), finite elements (Ch. 3) and material models (Ch. 4).
Chapter 2
Integration domains - spatial dimension
2.1 Introduction
The focus of the present chapter lies on the description of the spatial dimension of the
presented framework. In particular, the first part of this chapter (Sec. 2.2) describes the
management of the domains subjected to the (numerical) integration commonly referred
to in the context of finite element analysis as mesh generation and mesh management.
The presented discretization framework uses the hierarchical structure of the mesh which
offers the flexibility required by modern numerical procedures like adaptive remeshing or
local enrichment.
The elementary building block of the described hierarchical structure is a rectangular,
homogenous (consisting of one element type) grid. In other words, every discretization is
a collection of rectangular homogeneous grids regularly subdivided in its spatial direction.
This approach leads to high efficiency of the performed numerical operations utilizing the
strength of the underlying numerical libraries mentioned in the previous chapter (see
Sec. 1.6.2).
On the other hand, the use of rectangular grids seems to constrain the flexibility and
applicability to discretize more complex geometries. This apparent limitation is alleviated
using a set of grid editing methods described in the second half of the present chapter. In
particular, the geometrical transformation (Sec. 2.3) and the level set method (Sec. 2.6),
creating the possibility to cut off a domain of arbitrary geometrical complexity, fully
recover the discretization flexibility of the framework.
It is important to note that all the mentioned grid editing methods are benefiting from
the homogeneous structure as well. Therefore, the presented discretization subsystem
possesses flexibility comparable with inhomogeneous mesh generators combining several
shapes and formulations of finite elements.
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Figure 2.1: Implementation structure of the integration domain.
2.2 Implementation structure
In this section the structure of the implementation of the modules responsible for the
discretization will be described. The finite element discretization is commonly written as
u ≈ uh =
∑
i∈I
Niui, (2.1)
where a continuous unknown field u is approximated by the sum of products of (shape)
functions Ni with local support and unknown parameters ui over the set of all nodes in
the domain I.
The structure of the implementation is presented using the Unified Modeling Language
(UML)[Fowler 2003] diagram in Fig. 2.1. In the following paragraphs the focus will be
on the description of the functionality of the central component of the discretization
subsystem FEGrid representing a homogeneous grid.
2.2 Implementation structure 25
0.5 0
.2
5
Figure 2.2: Examples of a rectangular domain: left: geometry; right: discretization.
Alongside the attributes defining the corner coordinates and the fineness of the rectangular
grid it has a parameter defining the type of finite element, unique for the grid. From this
attribute (i.e. from the definition of the particular element type, see the following chapter
for details) follows the form of the underlying (automatically generated) grid of nodes
attributed to the unknowns. Also the grid of nodes used in the geometrical nodes as
well as the form and order of the numerical quadrature is derived. The definition of a
rectangular domain using FEGrid is presented in the following example.
Example 2.1 Definition of a rectangular domain
Listing 2.1 presents the definition of the rectangular domain depicted in Fig. 2.2 using
the following parameters:
coord_max - tuple of floats defining the upper right corner of the domain, its comple-
mentary parameter coord_min defining the lower left corner, is set to the origin
by default and can be omitted.
n_elems - tuple of integers defining the discretization fineness of the domain.
fets_eval - instance of FETSEval defining the element type of the domain.
Listing 2.1: Definition of the rectangular domain.
1 domain1 = FEGrid( coord_max = ( 0.5, 0.25 ), # dimensions of the quadrangle
2 n_elems = ( 10, 5 ), # number of elements in each direction
3 fets_eval = elem # type of element defining integration operators
4 ) # on a single element
An orthogonal grid represents the simplest unit of the discretization in the framework
and it can be used for the computation on its own. This obviously limits the application
to the simple rectangular domain. Therefore, the following grid editing methods are used
to establish the required flexibility of discretization process:
1. geometrical transformation
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Figure 2.3: Example of the geometrical transformation of the domain: left: geometry; right:
discretization.
2. linking of multiple domains
3. hierarchical refinement, element deactivation and substitution
4. level set method
The above listed tools are mutually independent and there is no constraint in combining
them. In many cases the same idealization can be constructed using more of them and it
is a convenience choice of the user which one to use.
2.3 Geometrical transformation
The coordinates of the orthogonal grids constructed using FEGrid can be transformed using
a mapping function which can be defined by using the built-in parameter geo_transform
(yielding the identity function as default). There is no constraint on the functionality of
the mapping function permitting use of various geometrical techniques. The functionality
of the geometrical transformation is presented in the following example.
Example 2.2 Geometrical transformation
In this example the domain with a circular arc shape depicted in Fig. 2.3 (left) is cre-
ated. Listing 2.2 presents the definition of the transformation function, using array
coordinates as input, giving the transformed array of coordinates (with the same num-
ber of components) on return. At the end of the listing a rectangular unit domain is
defined in a standard way using the parameter geo_transform where the above defined
transformation function is provided.
Fig. 2.4 on the facing page presents further examples of application of the geometrical
transformation:
a) hyperbolic paraboloid constructed using an analytical expression;
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Figure 2.4: Examples of the geometrical transformation (the Jacobian scalar field is presented).
b) discretization of a benchmark for plasticity (see example 4.1 on page 71). The three
patches of elements are transformed using the bicubic Lagrangian shape function, in
order to preserve the circular form of the hole during the refinement. These patches
are linked together by static constraints along their edges;
c) example of pseudo refinement using a biquadratic function;
d) discretization of the patch test (see Sec. 3.3.4 on page 49). To construct this dis-
cretization five patches are transformed using a bilinear function and linked together.
2.4 Linking of multiple domains
The general scheme of boundary conditions presented in Sec. 1.4 on page 14 does not
constrain the choice of degrees of freedom on which the boundary conditions are applied.
In other words, it can be used to define a constraint or any mentioned type of boundary
conditions on two independent domains or two refinement levels of one domain. The
linking of the domains is presented in the following example.
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Listing 2.2: Geometrical transformation.
1 def arch_2d( points ):
2 ’’’
3 definition of the method used for the geometric transformation
4 ’’’
5 x,y = points.T #coordinate array split to x,y coordinates
6 R = .75 # outer radius of the arc
7
8 # −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
9 # transformation from Cartesian coordinates (x,y)
10 # to curvilinear (polar ) coordinates (phi , r ):
11 # −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
12
13 # angle starts at the vertical line turning right :
14 phi = pi / 2. + x ∗ ( −pi / 2. )
15
16 # radius:
17 r = R − ( 1. − y ) ∗ 0.25
18
19 # Cartesian coordinates transformed in the arc geometry and shifted
20 x, y = r ∗ cos( phi ) + 0.5, r ∗ sin ( phi ) − 0.5
21 return c_[ x, y ]
22
23
24 domain2 = FEGrid( coord_max = ( 1., 1. ), # dimensions of the quadrangle
25 n_elems = ( 15, 5 ), # number of elements in each direction
26 fets_eval = elem, # element type
27 geo_transform = arch_2d ) # method used for geometric transformation
u
A
 = u
B
vertical displacement [mm]
-5.0 2.5 0.0
u = 5 mm 
Figure 2.5: Example of the linking of the domains: left: idealization and discretization; right:
vertical displacement field uy.
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Listing 2.3: Linking of the domains.
1 BCDofGroup( var = ’u’, # abbreviation for the displacement constraint
2 get_dof_method = domain1.get_right_dofs,
3 get_link_dof_method = domain2.get_left_dofs )
Example 2.3 Linking of domains
In this example two domains created in examples 2.1 and 2.2 are linked in order to
compute a simple numerical problem. The linking is performed by stating the dis-
placement equality along the neighboring boundaries (see Fig. 2.5, left). Listing 2.3
presents the class BCDofGroup defining the displacement constraint between the de-
grees of freedom evaluated using the built-in topological methods of FEGrid defined in
parameters get_dof_method and get_link_dof_method. The coupling of the domains
is demonstrated with a simple numerical example, where the clamping and the vertical
support were applied at the left and the right end, respectively. In addition, a vertical
displacement u¯ = 5 mm was imposed in the top right corner of the first domain (see
Fig. 2.5, left). The evaluated vertical displacement is presented in Fig. 2.5 (right).
2.5 Hierarchical refinement
During the hierarchical refinement the quantity and connectivity of elements change dy-
namically but the type of the numerical quadrature (type of the element) remains invari-
ant. The grid classes are organized within a quadtree (in 2D, octree in 3D) hierarchical
data structure which is widely used in graphics (e.g. [Frisken and Perry 2002]) and the
finite element method (e.g. [Tabarraei and Sukumar 2005]). The hierarchical structure
provides the possibility of flexible substitution of a part of the grid with a finer one accord-
ing to the current state of the simulation. The main features of the hierarchical refinement
are presented in the following example.
Example 2.4 Hierarchical refinement
Fig. 2.6 presents an example of three subsequent steps of hierarchical refinement. List-
ing 2.4 presents the code used for the first refinement step defining the parent domain
on the 0th level and child domain on the 1st level, respectively. For the definition of
the child domain the FERefinementGrid is used. This class augments the FEGrid by the
functionality required for the accommodation of the defined domain in the coarser one,
realized through the link in the parameter parent_domain. In this example the homoge-
nous refinement (the element type does not change through the refinement levels) is
presented, therefore the child domain reuses the definition of the element type from the
parent domain.
The final form of the discretization can be formally written as
uh =
∑
N 0uˆ0 +
∑
N 1uˆ1 +
∑
N 2uˆ2 +
∑
N 3uˆ3, (2.2)
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a)
c) d)
b)
level 0
level 1
level 2
level 3
level 0
level 1
level 2
level 3
node constrained node hanging node
Figure 2.6: Example of three subsequent steps of a hierarchical refinement.
where each summation term represents one refinement level, underlining the possibility
of unlimited further refinement by simple addition of a new summing term for every
new refinement level. Each refinement is realized by the substitution of a selected
element with four (or eight in three dimensions) elements on the finer level (referred to
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node constrained node hanging node
a) b)
Figure 2.7: Comparison of the refined discretization using: a) Serendipity (Q8) and b) Lagrange
(Q9) type of biquadratic elements.
as 2:1 rule). Each refinement level is represented as an instance of the FEGrid class. The
red marked nodes are anchored in the underlying coarser mesh. On the nodes marked
with squares a special constraint is applied in order to preserve the consistency of the
mesh on the borders between the refined and unrefined area. The associated operations
including deactivation of the refined elements and enumeration of the degrees of freedom
are performed automatically.
Listing 2.4: Hierarchical refinement.
1 parent_domain = FEGrid( coord_max = ( 1., 1. ), # dimensions of the quadrangle
2 n_elems = ( 1, 1 ), # number of elements in each direction
3 fets_eval = elem ) # element type
4
5 child_domain = FERefinementGrid( parent_domain = parent_domain, # link to parent domain
6 coord_max = ( 1., 1. ),
7 n_elems = ( 2, 2 ),
8 fets_eval = parent_domain.fets_eval )
The 2:1 refinement rule leads to obvious patterns for each element type. This is presented
by exchanging the element type in Fig. 2.6 (c)(representing bilinear (Q4) element) by
biquadratic elements of Serendipity (Q8) and Lagrange (Q9) type, presented in Fig. 2.7 (a)
and (b), respectively (see Sec. 3.2 on page 39 for the details on element type notation).
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0.0 1.960.98
effective stress σ' [MPa]
Figure 2.8: Double-edge-notched specimen [Nooru-Mohamed 1992]: left: geometry and bound-
ary conditions of the tests 4a and 4b where the shear force Ps is applied first under displacement
control up to 5kN (test 4a) or 10kN (test 4b). The shear load is subsequently kept constant and
the specimen is loaded in the normal direction Pn under displacement control until its failure.
The positioning of linear variable differential transformers (LVDT) used for the measurement of
displacements δ, δs is depicted; right: effective stress (1.19) at the onset of the crack initiation.
Note that independently of the used element type the hierarchical refinement always yields
a clear pattern of nodes required to be constrained (anchored or hanging nodes) making
it easy to accommodate the constraints using the slicing method introduced in Sec. 1.6.2
on page 20 without need to perform costly search operations.
During the refinement process the elements at the coarse level, which are replaced by
the refinement patch, have to be deactivated (i.e. the sum in (2.2) is performed only
over the set of active elements, meaning that the first term of the sum is applied over an
empty set ). The deactivation is triggered automatically by the refinement procedure, but
can be also used explicitly for modeling purposes. This is exemplified in Fig. 2.8 show-
ing the double-edge-notched specimen experimentally tested by Nooru-Mohamed [1992]
(commonly abbreviated as “Nooru-Mohamed” test) frequently used as a benchmark in
nonlinear analysis (e.g. [Unger et al. 2007; Jirásek and Grassl 2007]). The notches in this
example were created by explicit deactivation of elements.
2.6 Level set method
The Level Set Method (LSM) [Osher and Sethian 1988; Osher and Fedkiw 2002] is a
numerical technique widely used to track interfaces and shapes. It describes the border
between the positive and negative half-spaces as the zero level γ of the implicit scalar
function φ. The function φ is abbreviated as Level Set (LS). One of the advantages of the
level set method is that it permits the choice of an arbitrary complex level set because the
function only needs to be evaluated on the fixed grid without need to be parametrized.
The principle of the method is presented in the following example.
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zero level plane
r = 0.25 
-0.0625 0.9375 0.4375 
Figure 2.9: Example of the level set: left: axonometry; right: plan view.
Example 2.5 Level set method
In the example depicted in Fig. 2.9 a unit square domain Ω is divided into subdomains
ΩA,ΩB and their boundary γ by the level set function φ defined as:
φ(x) =
√
x2 + y2 − r2 =
√
x2 + y2 − 0.0625.
Generally, the expressions for zero level and subdomains read:
γ = {x ∈ Rn : φ(x) = 0} (2.3)
ΩA = {x ∈ Rn : φ(x) > 0} (2.4)
ΩB = {x ∈ Rn : φ(x) < 0} (2.5)
The mesh independence of the level set method makes it a suitable geometric operator
in many areas of the described numerical framework. For example, the application of
level sets for definition of boundary conditions during the hierarchical refinement process
(presented in Sec. 2.5) guarantees the smooth transfer of the boundary conditions between
the levels of the refinement. In postprocessing (presented Sec. 1.5.1) the user may apply
the level sets in order to define an arbitrary geometrical section of the domain on which
the fields of interest should be traced. Finally, the level set method plays an essential role
in the definition of discontinuities in the eXtended Finite Element Method (see Ch. 5 for
details).
2.6.1 Multiple level sets
By definition there is no limitation for using as many level sets as necessary or convenient
for the user. It will be shown in this section that their versatility can be magnified by
an aimed combination of multiple instances of level sets. In general, two use-cases can be
distinguished:
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discontinuity
Figure 2.10: Example of the application of the multiple level sets.
1. multiple level sets are used to divide the domain into multiple subdomains using
the mathematical set theory (e.g. intersections or complements);
2. using one or more level sets to constraint the validity of another level set.
These two options are presented in the following example.
Example 2.6 Application of multiple level sets
Let’s consider a four-material composite construction, with materials A, B, C and D,
as shown in Fig. 2.10 (left). For the description of this division two closed level sets
are needed to divide the whole domain into four subdomains. Therefore, the following
level set formulations apply, which describe each subdomain exactly:
φ1(x) > 0, φ2(x) > 0 ∀x ∈ A
φ1(x) > 0, φ2(x) < 0 ∀x ∈ B
φ1(x) < 0, φ2(x) > 0 ∀x ∈ C
φ1(x) < 0, φ2(x) > 0 ∀x ∈ D
φ1(x) · φ2(x) = 0 ∀x ∈ (γ1, γ2)
In general, n level set functions divide a domain into at most 2n sub domains.
The second application depicted in Fig. 2.10 (right) uses one level set to constrain
the validity of the other one (bold line). This approach finds its application in the
geometrical description of the evolving discontinuities as well as in the definition of the
boundary conditions and subdomains for postprocessing.
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Figure 2.11: Application of multiple level sets: left: ring shaped domain bounded by two zero
level sets; right: a scalar field created by analytical level sets.
2.6.2 Implementation aspects of the level sets
In order to cover various use-cases of level sets two possible ways of their definition are
permitted:
analytical - using a set of pairs of analytical expressions, the first expression in the pair
defines the level set itself and the second one defines the area of its validity by the
positive level set.
discrete - using an ordered array of coordinates.
In the discrete case a signed distance function [Osher and Fedkiw 2002] defined as
φ(x) = ±min‖(x - xγ)‖, ∀xγ ∈ γ, ∀x ∈ Ω (2.6)
is used for the evaluation of the level set. The sign differs on each side of the zero-
level curve. A normal vector pointing from the negative towards the positive side of the
subdomain is defined as
n =
∇φ
‖∇φ‖ (2.7)
where condition ‖∇φ‖ = 1 holds for the signed distance function. The curvature κ is
defined by the divergence of the normal vector.
κ = ∇ · n (2.8)
The application of the analytical and discrete definition is presented in the subsequent
examples.
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Figure 2.12: Example of analytical and discrete level set definitions: left: the level set scalar
field; right: displacement field ux on a rectangular domain with two holes.
Example 2.7 Definition of analytical level sets
This example presents the definition of a ring shaped domain using two analytical
functions (see Fig. 2.11). In the listing 2.5 the above mentioned pairs of analytical
functions are defined as a string, using the semicolon (;) for the separation of the pairs
of expressions and at sign (@) for the separation between the first and second expression
within a pair.
Formally the expressions read:
φ1(x, y) = −(
√
x2 + y2 − ri) on R2 := {
√
x2 + y2 < ri+re
2
}
φ2(x, y) = +(
√
x2 + y2 − re) on R2 := {
√
x2 + y2 >= ri+re
2
}
Listing 2.5: Definition of the analytical level sets.
1 level_set = ’sqrt( x∗∗2 + y∗∗2 ) − r_i @
2 sqrt ( x∗∗2 + y∗∗2 ) < ( r_i + r_e ) / 2.;
3 sqrt ( x∗∗2 + y∗∗2 ) − r_e @
4 sqrt ( x∗∗2 + y∗∗2 ) => ( r_i + r_e ) / 2.’ ]
Example 2.8 Combination of the level set definitions
The final example presents the combination of analytical and discrete level sets. List-
ing 2.6 defines two level sets in order to model two holes in the rectangular domain
depicted in Fig. 2.12 (left) using the XFEM method (see Ch. 5 for details):
1. Circular function, using a single analytical expression. In this case the second
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expression for the validity is automatically added as the validity over the whole
domain is assumed by default.
2. Irregular hexahedron, expressed as an ordered array with seven coordinates (the
first/ last coordinate is repeated in order to express the closed form of the level
set).
The definition of the level set is stored in the attribute level_set of the child domain.
Behind the scene the class FELevelSetRegion (see Fig. 2.1) is instantiated, providing the
functionality required by the child domain, like returning elements intersected by the
level sets or elements with the positive level set.
Note that the final form of the inclusions depends on the fineness and element types
of the discretization as presented in Fig. 2.12 (right) where the resulting displacement
field ux is depicted (the uniform horizontal load was applied in order to demonstrate
the mechanical performance of the perforated domain).
Listing 2.6: Definition of analytical and discrete level sets.
1 domain = FEGrid( coord_max = ( 2., 2. ), # dimensions of the quadrangle
2 n_elems = ( 22, 22 ), # number of elements in each direction
3 fets_eval = elem) # element type
4
5 child_domain1 = XFESubDomain( parent_domain = domain, # link to parent domain
6 fets_eval = cracked_elem, # type of element
7 level_set = ’sqrt (( x−0.7 )∗∗2 + ( ( Y − 0.6 ))∗∗2 ) − 0.4’
8 )
9
10 child_domain2 = XFESubDomain( parent_domain = domain, # link to parent domain
11 fets_eval = cracked_elem, # type of element
12 level_set = array ([[ 1.4, 1.7 ], [ 1.75, 1.6 ],
13 [ 1.75, 1.4 ], [ 1.4, 1.3 ],
14 [ 1.05, 1.4 ], [ 1.05, 1.6 ],
15 [ 1.4, 1.7 ]])
16 )
2.7 Conclusion
This chapter presented the discretization tools of the numerical framework. An inno-
vative concept of using orthogonal grids to construct finite element discretizations was
introduced. This approach leads to the full utilization of the underlying high perfor-
mance libraries. On the other hand it sets an apparent constraint on the flexibility of the
discretization. Therefore, the second part of this chapter introduced a set of grid edit-
ing methods which in a consistent way fully recovers the discretization flexibility and, in
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addition, substantially extends the versatility of the numerical framework. This chapter
was focused on the construction and management of finite element meshes; the comple-
mentary component of the discretization, the definition and implementation of the finite
elements will be presented in the following chapter.
Chapter 3
Finite element time steppers
3.1 Introduction
Having introduced the discretization framework in the previous chapter the focus of the
present chapter turns to the definition and implementation of the finite elements. The
finite elements are, as the name already shows, the central components of the finite element
method (FEM) because the choice of the elements has a tremendous influence on the
quality of the approximation of the problem at hand. Contrawise, an incorrect choice of
element formulation can lead to misleading results of the simulation. Therefore, attention
is paid to the formulation and properties of elements in the classical literature about the
method [Belytschko et al. 2000; Zienkiewicz et al. 2005b].
In Sec. 3.3 the standard library of finite elements is presented. The term “standard” has
a twofold meaning in the present context. On the one hand, it refers to the broad set
of irreducible displacement elements, suitable for the wide spectrum of the applications.
On the other hand these elements form the basis for the generic elements described in
the second part of the chapter. From the implementation point of view the standard
elements are fully functional finite elements, while the generic elements are delegating
most of their functionality to the standard elements, adding their specific features. Next
to the simplification of the implementation, this gives a large flexibility as it is possible
to easily adapt the chosen standard element, referred in this context as parent element,
in order to find the most suitable approximation for the problem at hand.
The concept of generic elements is elaborated in detail in Sec. 3.4. The element formu-
lations implemented in the generic form are introduced and discussed with the emphasis
on their particular features.
3.2 Implementation structure and naming convention
The implementation structure of the finite elements is presented in the UML diagram
[Fowler 2003] in Fig. 3.1. As presented in Sec. 1.2 the finite elements are represented
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Figure 3.1: Implementation scheme of the finite elements.
by Finite Elements Time Steppers (FETS). The naming convention of the classes rep-
resenting the particular elements is summarized in Tab. 3.1. For example FETS2D4Q8U
represents a two-dimensional subparametric, Serendipity, biqudratic (bilinear geometry)
element and FETS3D8H a three-dimensional isoparametric, trilinear element (see Fig. 3.2).
This naming convention is used exclusively within this chapter in the context of the imple-
mentation of the finite elements. In the remainder of this thesis the common, abbreviated
convention, using a capital letter and number (see e.g. [Krysl 2006; Belytschko et al.
2000]), is applied. The letter abbreviates the shape of the parametric element, e.g. L -
line, Q - quadrilateral, H - hexahedron and so forth. The number expresses the number
of nodes, giving an implicit information about the type of the shape function (e.g. Q9
induces a quadrilateral element with 3× 3 nodes organized in a regular grid common for
Langrange shape functions).
Further examples of the implemented standard elements are presented in Fig. 3.2. Note
the position of the triangles, characterizing the nodes used for the geometrical approxi-
mation, emphasizing the fact that the majority of implemented higher order elements are
subparametric. This permits an additional reduction of the computational costs of the
simulations using orthogonal meshes (see Ch. 2 for details).
The FETSEval is the base class of the element implementation. It includes the following
functionality common to all element types:
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DESCRIPTION VALUE REMARKS
common identifier FETS abbreviation for Finite Element Time Stepper
dimensionality 1D, 2D, 3D, half dimension (nD5) possessing features
1D5, 2D5 from the higher dimension (see Ch. 3.4.1)
geometrical nodes integer number of nodes of geometrical approximation
geometrical form L, Q, H ... abbreviation of Line, Quadrilateral, Hexahedron
DOF nodes integer number of nodes of primary unknown
specific identifier LRH, GTB ... free identifier specific for the element
Table 3.1: The naming convention of the Finite Element Time Steppers (FETS)
• construction of the Jacobi matrix J,
• definition of the quadrature type, and
• numerical integration of the element stiffness matrix Ke and the vector of internal
forces feint defined by equations (1.3) and (1.4), respectively.
In order to cover the requirement on the flexibility of the integration procedure the fol-
lowing quadrature (numerical integration) schemes were implemented (see Fig. 3.3 for the
presentation of implemented schemes and [Šolín et al. 2003] for an overview of quadrature
rules):
Gauss - most frequently used scheme, particularly for its highest efficiency, where a
polynomial function of degree 2n − 1 can be exactly integrated using n sampling
points (see Fig. 3.3, a)(efficiency 2n− 1);
Gauss-Lobatto - adding the end point of the integration domains to the Gauss scheme.
It is used for example in integrating over an interface with non-linear constitutive
law (see e.g. [Unger and Könke 2006]) where the end point can capture the initiation
of the non-linear process (efficiency 2n− 3);
Newton-Cotes - its property of an equidistant position of the sampling points including
ends of the integration domain is utilized for example in bond elements (Sec. 3.4.1)
in order to avoid spurious oscillations [Schellekens and de Borst 1993](efficiency
n− 1).
The subsequent dimension-specific subclasses FETSnD are responsible for:
• selection of the method used for construction of the kinematic matrix B, formally
defined as matrix product
B = S ·N, (3.1)
where S is the differential operator and N an array of shape functions. The rele-
vant kinematic matrices are predefined in the class KinOperator and the selection is
42 CHAPTER 3: FINITE ELEMENT TIME STEPPERS
linear quadratic cubic
1D Lagrange
FETS2L FETS2L3 FETS2L4
2D
Lagrange
FETS4Q FETS4Q8 FETS4Q16
Serendipity
FETS4Q9 FETS4Q12
3D
Lagrange
FETS8H FETS8H27
Serendipity
FETS8H20 FETS8H32
point at which coordinate is specified point at which function parameter is specified
Figure 3.2: Examples of implemented standard elements. Triangles characterize the nodes
used for the geometrical approximation, points the nodes used for the primary unknown field
approximation.
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d)c)
a) b)
Figure 3.3: Numerical integration schemes: a) comparison of efficiency; b-d) examples of a 4×4
integration order using: b) Gauss; c) Gauss-Lobatto; d) Newton-Cotes quadrature schemes.
expressed by the attribute kin_op, which takes a string value from the list of pre-
configured string values for the respective dimensions stored in the FETSxD class
(e.g. 2d_displ for two-dimensional displacement operator or 3d_cond for three-
dimensional conduction problem, see example 3.2),
• gathering of the kinematic matrix B, and
• dimension specific transformations of the variables.
3.3 Library of standard finite element formulations
As mentioned before the term standard has a twofold meaning in the present context. It
is used to refer to the irreducible elements with the shape functions from the Langrange or
Serendipity family integrated by Gaussian quadrature (see e.g. [Zienkiewicz et al. 2005b]).
The second meaning refers to the fact that they can be used as basis forms to construct
the generic elements with the altered functionality as described later in Sec. 3.4.
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As presented in the previous section, the general methods are implemented in the parent
classes, leaving following specific methods to be implemented in each standard element:
• definition of the geometric shape functions. In particular the Langrangian and
Serendipity shape functions are used within the standard library.
• definition of the gradient of the geometric shape functions used for the construction
of the kinematic matrix B.
• definition of the shape functions of the primary unknown field and their gradients for
the sub– or superparametric elements. This is not necessary for the isoparametric
elements as the previously defined shape function and gradients are reused in their
implementation.
In addition each element type defines the default (recommended) order of the numerical in-
tegration and visualization scheme. The simplicity of the implementation is demonstrated
in listing 3.1, presenting the implementation of a linear isoparametric truss element rep-
resented by class FETS1D2L (depicted in Fig. 3.2, top left).
3.3.1 Irreducible displacement elements
The irreducible displacement elements are used to solve the static equilibrium equation
∂σ + b(x) = 0 (3.2)
where σ is the Cauchy stress tensor and b stands for the volumetric forces. The differential
operator S is defined as:
S =

∂
∂x
0 0 0
∂
∂z
∂
∂y
0
∂
∂y
0
∂
∂z
0
∂
∂x
0 0
∂
∂z
∂
∂y
∂
∂x
0

T
. (3.3)
3.3.2 Axisymmetric elements
The axisymmetric elements are widely used for analysis of axisymmetric solids subjected
to axisymmetric loading. In the context of modeling quasi-brittle materials it is used for
the assessment of the (three-dimensional) physical fields surrounding the linear reinforce-
ment. Departing from the two-dimensional standard element formulation the following
adaptations are necessary:
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Listing 3.1: Implementation of the linear isoparametric truss element.
1 class FETS1D2L( FETS1D ):
2 ’’’
3 linear truss element
4 ’’’
5
6 # node coordinates
7 dof_r = [[−1], [1]]
8 # geometrical node coordinates
9 geo_r = [[−1], [1]]
10
11 # data used for the VTK visualization
12 vtk_r = [[−1.], [1.]]
13 vtk_cells = [[0, 1]]
14 vtk_cell_types = ’Line’
15
16 # integration order
17 ngp_r = 2
18
19 def get_N_geo_mtx( self, r_pnt ):
20 ’’’
21 Return geometric shape functions
22 ’’’
23 r = r_pnt[0]
24 N_mtx = array( [[0.5 − r / 2., 0.5 + r / 2.]] )
25 return N_mtx
26
27 def get_dNr_geo_mtx( self, r_pnt ):
28 ’’’
29 Return the matrix of shape function derivatives .
30 Used for the construction of the Jacobi matrix .
31 ’’’
32 return array ( [[−1. / 2, 1. / 2]] )
• augmentation of the kinematic matrix B by the radial strain component εθ defined
as
εθ =
u
r
(3.4)
• multiplication of the Jacobian (implemented in general form for standard elements
in FETSEval, see Sec. 3.2) by the circumference 2pi.
Note that the planar global coordinates x and y are in this case replaced by the radius r
measuring the distance from the axis of symmetry and the height coordinate z. Conse-
quently, the elements are not direction-invariant and have to be aligned with respect to
the symmetry axis of the model, easily realized by the geometric transformation intro-
duced in Sec. 2.3 on page 26. The functionality and the application of the axisymmetric
elements is presented in the following examples.
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a) b)
d)c)
ring stress
0.44 4.02.220.33 1.00.66
Figure 3.4: Verification example of axisymmetric elements: a) idealization; b) radial stress σr
evaluated using bilinear elements; c) radial displacement ur; d) radial stress σr evaluated using
biquadratic elements.
Example 3.1 Axisymmetric elements - verification example
The axisymmetric elements were verified by the axisymmetric solid bounded by the
co-centric circles presented by Timoshenko and Goodier [1970] Ch. 4 (see Fig. 3.4).
The analytical solution reads
σr =
a2b2(po − pi)
b2 − a2
1
r2
+
pia
2 − pob2
b2 − a2 , (3.5a)
σθ = −a
2b2(po − pi)
b2 − a2
1
r2
+
pia
2 − pob2
b2 − a2 , (3.5b)
where pi and po are the uniform internal and external pressures (see Fig. 3.4, a) for two
load cases:
1. pi = po = 1. so that the first term in equations 3.5 vanishes and the stress tensor
is constant with the values σr = σθ = −1. Therefore the exact values can be
obtained with one bilinear element.
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2. pia2 = pob2 = 1. so that the second term in equations 3.5 vanishes and the stress
is a quadratic function of r with the following values:
• r = a: σr = −4, σθ = 4.
• r = b: σr = 1/2.25 = −0.444, σθ = 1/2.25 = 0.444, which can be repre-
sented exactly by bicubic elements (see Fig. 3.4, d).
Example 3.2 Axisymmetric elements - application example
Listing 3.2 shows the specification of the problem from the previous example (second
load-case, shown in Fig. 3.4, b-d) demonstrating the definition of the numerical problem
subjected to the finite element computation. In particular, the following components
have to be defined:
• element type - in this case specifying the subparametric biquadratic element
FETS2D4Q9U with the kinematic operator for axial symmetric problems;
• computational domain - specifying the geometry and the fineness of the dis-
cretization (see Ch. 2 for details);
• boundary conditions - this process is described in detail in the subsequent
paragraph;
• construction of the time loop - defining the parameter tstepper by the general
implementation of time stepper TimeStepper (see Fig. 1.1), which takes the spatial
domain and the boundary conditions as parameters.
The boundary conditions are defined as a list including the instances of the BCDofGroup
class with the following parameters:
var for the distinction of the type of the boundary condition (u for essential and f for
natural boundary conditions);
value defining the value of the prescribed entity;
dims for the distinction of the spatial direction of the boundary condition;
get_dof_method specifying the methods used to obtain the affected degrees of free-
dom, utilizing the built-in functions of the FEGrid class.
3.3.3 Scalar field elements
Scalar field elements are relevant in numerous formulations of problems in physics such
as heat conduction, torsion of elastic rods, electrostatics, diffusion, inviscid fluid flow and
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Listing 3.2: Application of axisymmetric elements.
1 elem = FETS2D4Q9U( kin_op = ’2d_axisymm’) # kinematic operator
2
3 domain = FEGrid( coord_min = ( 0.5, 0. ), # bottom−left corner of the quadrangle
4 coord_max = ( 1.5, 1. ), # top−right corner of the quadrangle
5 n_elems = ( 1, 1 ), # number of elements in each direction
6 fets_eval = elem ) # element type
7
8 bc = [# natural boundary condition on the outer boundary of the ring
9 BCDofGroup( var = ’f ’ ,
10 value = 2 ∗ pi ∗ 0.5 / 0.5 ∗∗ 2,
11 dims = ’x’ ,
12 get_dof_method = domain.get_left_dofs),
13 # natural boundary condition on the iner boundary of the ring
14 BCDofGroup( var = ’f ’ ,
15 value = 2 ∗ pi ∗ 1.5 / 1.5 ∗∗ 2,
16 dims = ’x’ ,
17 get_dof_method = domain.get_right_dofs),
18 # vertical support of bottom boundary
19 BCDofGroup( var = ’u’ ,
20 value = 0.,
21 dims = ’y’ ,
22 get_dof_method = domain.get_bottom_dofs)]
23
24 # time loop construction
25 tloop = TLoop( tstepper = TimeStepper( sdomain = domain,
26 bcond_list = bc ))
water waves. In addition, due to its relative simplicity, it is a valuable tool for validation
of numerical codes. The governing strong form is given by Poisson’s equation (or Laplace’s
equation for the case f = 0) as:
∇2ϕ = f or
(
∂2
∂x2
+ ∂
2
∂y2
+ ∂
2
∂z2
)
ϕ (x, y, z) = f (x, y, z) , (3.6)
used for example as equation of (isotropic) steady state conduction:
− ∂
∂x
(
k
∂φ
∂x
)
− ∂
∂y
(
k
∂φ
∂y
)
− ∂
∂z
(
k
∂φ
∂z
)
+Q = 0, (3.7)
where k is the conductivity coefficient and Q the source term. The scalar field elements
are represented by the classes FETSnDsT, where n ∈ [1, 2, 3] defines the dimension and
s the geometrical form of the element. In their implementation the kinematic matrix B
has to be defined considering the differential operator given as:
S =

∂
∂x
0 0
0
∂
∂y
0
0 0
∂
∂z
 , (3.8)
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Figure 3.5: Torsion of rectangular prismatic bar: left: due to symmetry only one quarter of
the cross section is used in computation; right: resulting field.
with the number of columns corresponding to the number of degrees of freedom in each
node and the number of rows corresponding to the number of the gradient components.
The implemented scalar field element was verified using the torsion of a rectangular prism
problem presented by Zienkiewicz and Cheung [1965] depicted in Fig. 3.5. Listing 3.3
presents the script defining the discretization of this example using the bilinear scalar
elements.
Listing 3.3: Application of axisymmetric elements.
1 elem = FETS2D4Q( kin_op = ’2d_cond’, # differential operator
2 n_nodal_dofs = 1 ) # nuber of DOFs/node
3
4 domain = FEGrid( coord_max = ( 0.3, 0.4 ), # top−right corner of the quadrangle
5 n_elems = ( 3, 4 ), # number of elements in each direction
6 fets_eval = elem ) # element type
3.3.4 Patch test
The patch test plays an essential role in the implementation and development of finite
elements. In the literature patch tests suitable for various formulations of finite elements
can be found [Zienkiewicz et al. 2005b; Bathe 1995]. In general, the patch test is used:
• to test the completeness of the formulated elements,
• as a necessary condition for assessing the convergence,
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Figure 3.6: Patch test introduced by Bathe [1995]: top: load cases; bottom: the resulting
deformation; left: uniform tension; right: pure shear.
• as tool of verification,
• to check the robustness of the implemented algorithm.
In order to test the standard elements the patch test presented by Bathe [1995](Ch.4) is
used. In this case, the patch is an assembly of five distorted elements subjected to two
loading scenarios: uniform extension and pure shear (see Fig. 3.6). The generation of this
patch test is automatized for all formulations included in the standard library, making it
an inherent verification procedure of the implementation process.
3.4 Generic elements
The concept of generic elements is to implement only its specific functionality (e.g. the
kinematics by axisymmetric elements, additional fields by the bond elements and so forth)
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Figure 3.7: Examples of the implemented bond elements: left: one-dimensional linear LRH
element (slip of the left and right nodes are decoupled); right: two-dimensional bond element
constructed from bilinear element (Q4).
and delegate the standard functionality (e.g. definition of the shape functions, integra-
tion scheme) to the element from the standard library. This element is referred to as
parent element and is supplied in the parent_fets parameter to the generic element. The
choice of the parent element is generally constrained only by the dimensionality (e.g.
one-dimensional generic bond element can be combined with arbitrary one-dimensional
standard elements).
This approach has the following advantages:
• The process of the implementation of the new generic elements is considerably sim-
plified, as only the specific features have to be formulated and implemented.
• Reduction of the possible implementation errors, as the majority of the element
functionality is delivered by the elements from the standard library, which are veri-
fied using the patch tests as described above in Sec. 3.3.4.
• The full spectrum of elements in the associated dimension is available to each generic
element. For instance, the rotational symmetric finite element can use all forms of
shape functions implemented in the standard library.
• Avoiding repetition of code, simplifying the maintenance of a compact implementa-
tion within the numerical framework.
In the following the implemented generic elements are described with the emphasis on
their specific features and implementation details.
3.4.1 Bond elements
Failure modes reflecting disintegration of the material components such as debonding or
delamination frequently play an essential role in the failure of the cementitious composites.
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a) idealization b) normal stress
c) radial stress d) ring stress
y
x
z
debonding 
process zone
concrete 
block
plane of the crack 
segment symmetry
Figure 3.8: Crack bridge model [Jeřábek et al. 2009]: a) idealization of the crack segment
utilizing the symmetry by modeling one fourth of the cross-section and one half of the length.
A normal load applied on the linked bond element leads to the depicted stress distributions: b)
normal stress σn; c) radial stress σr; d) ring stress σt.
Therefore, bond elements are an important and widely used modeling component.
The bond elements are constructed as two layers of the displacement elements, repre-
senting the matrix and the reinforcement components, interconnected by a zero-thickness
bond layer (see Fig. 3.7). Two formulations of one-dimensional bond elements are available
within the numerical framework: the formulation introduced by Goodmann et al. [1968]
(GTB) and the formulation derived by Herrmann [1978](LRH). The essential difference
between the formulations is the representation of strains. While in the GTB-element the
slip variables ascribed to the nodes are coupled through components of the stiffness ma-
trix, they are completely uncoupled in the LRH-element, yielding better (oscillation free)
performance of the elements (see Konrad [2008] Ch. 4 for details).
3.4 Generic elements 53
(a)
(c) (d)
(b)
Figure 3.9: Examples of the implemented enrichment methods using the bilinear element (Q4):
a) standard, continuous shape function of the front left node; b-d) shape function multiplied by
a discontinuous function: b) sign function; c) shifted sign function; d) modified abs function.
In the implementation of the bond elements, the following attributes have to be defined:
• The kinematic matrix B which has to be extended in order to accommodate the
additional slip components.
• Setting the Newton-Cotes or Gauss-Lobatto integration scheme (see Sec. 3.2 for
details) in order to capture debonding/delamination process on the element edges.
The application of two-dimensional bond elements for the simulation of the debonding
process in the vicinity of the crack bridge is shown in Ch. 6. A one-dimensional bond
element is used in the context of a mesoscopic modeling for the analysis of the stress
states leading to splitting failure of Textile Reinforced Concrete (see Fig. 3.8 references
[Jeřábek et al. 2009; Reisgen et al. 2010] for details).
3.4.2 Extended elements
The extended elements play an essential role in the modeling of the discontinuities. The
main principle of the formulation of the extended element is to augment the standard
elements by a set of discontinuous shape function with corresponding degrees of freedom in
order to better reflect local discontinuities in the solutions, like cracks, material interfaces,
wave fronts or local singularities. The discontinuous shape functions are constructed
as a product of a standard, continuous shape function with a discontinuous function.
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Fig. 3.9 shows three examples of implemented discontinuous enrichment functions. The
formulation and application of these functions is presented in detail in Sec. 5.2.
The generic implementation of extended elements is done by using following attributes:
• An instance of the parent element defining a set of standard, continuous shape
functions.
• A second instance of parent element to construct a set of discontinuous shape func-
tions. The first formulation is reused if this parameter is omitted.
In addition, the elements have to redefine the integration and visualization schemes of the
standard elements. These processes are thoroughly described in Ch. 5.
3.5 Postprocessing
The postprocessing tools of the framework were described in Sec. 1.5.1 on page 17. There-
fore, only the specific issues concerning the visualization of the response values of finite
elements computation are presented here. The VTK library (introduced in Sec. 1.6.3 on
page 21) includes many kinds of predefined geometrical entities, covering to date linear
and quadratic element approximation of both Langrangian and Serendipity type in all
dimensions. In other words, the visualization of all presented elements from the standard
library (Sec. 3.3) is supported by the VTK toolkit. Furthermore, VTK offers a generic
framework to implement higher order visualization elements [Schroeder et al. 2005].
Following features are implemented as a standard visualization tools in the presented
numerical framework:
• visualization of the results on elements using appropriate shape functions,
• visualization of the results in the sampling points of the numerical quadrature,
• visualization of an arbitrary subset of elements,
• warping of the presented field using an arbitrary field (the displacement field used
as default).
The application of those tools is presented in the following example.
Example 3.3 Postprocessing
The visualization is demonstrated for the example of a two-dimensional rectangular
specimen clamped on the left hand side subjected to bending (see Fig. 3.10 a). The
depicted fields are the horizontal displacement field ux warped by the displacements
(Fig.3.10 b), the strain field εx evaluated in the Gauss points (Fig. 3.10 c) and the
principle stresses σI,II evaluated in the Gauss points in Fig. 3.10 (d) (colored by their
magnitude).
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a) b)
d)c)
Figure 3.10: Example of the visualization of the response values: a) idealization and dis-
cretization; b) horizontal displacement field ux; c) strain field εx evaluated in the Gauss points;
d) principle stresses σI,II in the Gauss points.
Many other forms of visualization can be created by exploiting the modular structure of
VTK, for example the visualization of isomaps (see Fig. 5.7 on page 88, d) or evaluated
values as labels (see Fig. 3.5 on page 49, right).
3.6 Conclusion
The finite elements of the numerical framework were presented. First, the standard li-
brary of elements suitable for a broad range of applications has been described. In the
subsequent part of the chapter the concept of generic elements was introduced, followed
by an explanation of particular implemented generic elements. The examples emphasize
the extensibility of both standard and generic part of the library permitting further devel-
opment in the sense of both higher (polynomial) approximation and element formulation
(e.g. selective integration or mixed formulation). The described infrastructure has been
used for the formulation of finite elements with discrete approximation of crack bridges
in Ch. 5 of part II.
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Chapter 4
Material time steppers
4.1 Introduction
In this chapter the material time stepper (MATS) is introduced. The material time stepper
represents the implementation of the material models. As the algorithmic counterpart of
the constitutive equation, it returns the stress as a function of the deformation history of
the material point.
The aim of the chapter is to present the derivation, essential features and implementation
of material models available in the numerical framework. All described material models
are strain-driven meaning that they use strains or strain increments to compute the stress
σ (corrector), which is required for the evaluation of the internal forces feint using (1.4)
as well as the algorithmic stiffness matrix (predictor), or its approximation, required to
evaluate the stiffness matrix Ke using (1.3). As a measure of the deformation the strain
tensor ε, defined as a symmetrical gradient of the displacement u, is used
ε =
1
2
(
(∇u)T +∇u
)
. (4.1)
In this chapter the tensor notation will be preferably used as it is convenient in the field of
(non-linear) mechanics (see [Malvern 1969] Ch. 2 or [Jirásek and Bažant 2001] App. D for
introduction to the tensor notation). Nevertheless, for the implementation the compact
Voigt notation (see e.g. [Belytschko et al. 2000] App. B) was used. Therefore, the Voigt
notation will be presented as well in cases where the expression substantially differs from
its tensor form.
The implementation structure of the material models is presented in the UML-diagram
[Fowler 2003] in Fig. 4.1. The base class MATSEval includes the default methods used
for the initiation of the material models. Its specific subclasses MATSnD, where n ∈
[1, 2, 3] for respective spatial dimensions, are responsible for the dimension dependent
transformation between the tensor and the Voigt notation, i.e. the storage schemes of the
variables used in the computation and for the postprocessing. Their subclasses represent
specific implementations of material models.
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Figure 4.1: Implementation structure of material time steppers.
Linear, history-independent material models are presented in Sec. 4.2. The implemen-
tation of a non-linear material model is discussed in detail in Sec. 4.3 for the plastic
material models, represented by the classes MATSnDPlastic. In the subsequent sec-
tion 4.4 the analogy to the plastic model is used to describe the one-dimensional and
multi-axial isotropic damage models, represented by MATS1DDamage, MATS2DSDamage
and MATS3DSDamage, respectively. Classes MATS2DCMDM and MATS3DCMDM are
the two- and three-dimensional implementations of the composite microplane model, an
anisotropic damage model including initial and damage-induced anisotropy. The devel-
opment of the model is the focus of a parallel project within the SFB 532 modeling
framework [Chudoba et al. 2010; Scholzen et al. 2010].
A special family of material models is represented by the classes MATS1D5Bond and
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E1 = 10 000 MPa
E2 = 1 000 MPa
ft = f (x, y)
Figure 4.2: Applications of the proxy model: left: Spatial field defining the variation of the
Young’s modulus used in example 5.2 on page 91; right: random field simulation used for the
verification of the adaptive algorithm [Jeřábek et al. 2007].
MATS2D5Bond as they are not implementing any specific material models, but only ac-
commodating three existing material models reflecting the constitutive behavior of two
composite-layers linked by the bond layer. These generic material models are used to
model the debonding process using the element formulation introduced in Sec. 3.4.1.
The proxy model, represented by the classMATSProxy, is used to augment the flexibility of
the material models by allowing for a spatial variation of its parameters. The application
of the proxy model is exemplified in Fig. 4.2 (left), depicting the spatial field defining
the variation of the Young’s modulus used in example 5.2 on page 91. An additional
example is depicted in Fig. 4.2 (right) showing the simulation of a random field used for
the verification of an adaptive numerical algorithm (see references [Jeřábek et al. 2007]
for details). The proxy model can also be used to avoid undesirable effects of structural
singularities caused e.g. by point loads or supports through explicit suppression of failure
in such zones by multiplication of the critical stress (strain) parameters by an upper limit.
4.2 Linear material models
The material models described in the present section are used to model a linear, reversible,
history- and rate-independent constitutive behavior. From an algorithmic point of view
this is expressed by a constant constitutive matrix D, which is used for the computation
of the “stresses” in a straightforward manner. Due to their history-independence no state
array management is needed.
4.2.1 Conduction material models
The conduction material model, represented by classes MATSnDCond, where n ∈ [1, 2, 3]
for the respective dimensions, is relevant in numerous physical contexts, like heat conduc-
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tion, torsion of elastic rods, electrostatics, diffusion, inviscid fluid flow and water waves.
Furthermore, due to its simplicity, it is a valuable tool for verification purposes (in combi-
nation with the scalar field elements introduced in Sec. 3.3.3 on page 47). The constitutive
matrix of the isotropic conductivity model reads:
D = k · I, (4.2)
where the conductivity parameter k is expanded using the identity matrix I with a rank
equal to the number of dimensions of the model.
4.2.2 Elastic material models
The elastic material models are represented by the classes MATSnDElastic, where n ∈
[1, 2, 3] for respective dimensions. The constitutive behavior of the linear-elastic material
model is expressed by the generalized Hooke’s law:
σ = D : ε. (4.3)
Following cases are implemented in the particular spatial dimensions:
The class MATS1DElastic represents the one-dimensional case yielding a scalar value of
the stiffness matrix
D1De =
[
E
]
, (4.4)
where E is the Young’s modulus.
In two dimensional isotropic elasticity the class MATS2DElastic is applied distinguishing
the following cases1(see e.g. [Wilson 2002] for details):
• plain strain
D2Dεe =
E
(1 + ν)(1− 2ν)

1− ν ν 0
1− ν 0
(sym.)
1− 2ν
2
 , (4.5)
where ν is the Poisson’s ratio.
• plain stress
D2Dσe =
E
1− ν2

1 ν 0
1 0
(sym.)
1− ν
2
 (4.6)
1 The (sym.) - symbol indicates a symmetric matrix
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p
Y
Figure 4.3: Schematic representation of the constitutive behavior of a plastic model.
• axisymmetric state
D2Dθe =
E
(1 + ν)(1− 2ν)

1− ν ν ν 0
1− ν ν 0
1− ν 0
(sym.)
1− 2ν
2
 . (4.7)
In the simulation the first two models can be combined with an arbitrary 2D element
from the standard library (Sec. 3.3 on page 43). The axisymmetric model should be
applied within an axisymmetric element formulation (Sec. 3.3.2 on page 44). The class
MATS3DElastic represents the three-dimensional isotropic case:
D3De =
E
(1 + ν)(1− 2ν)

1− ν ν ν 0 0 0
1− ν ν 0 0 0
1− ν 0 0 0
1− 2ν
2
0 0
(sym.)
1− 2ν
2
0
1− 2ν
2

. (4.8)
4.3 Plastic material models
In this section the definition and implementation of a plastic material model is pre-
sented. First, the formulation of the model is introduced using the one-dimensional case
in Sec. 4.3.1, which is then generalized to the multi-dimensional model in Sec. 4.3.2 fol-
lowed by an overview of the implemented yield criteria in Sec. 4.3.3. In section 4.3.4 the
stress update algorithms, referred to in the context of plasticity as return mapping, are
presented. This part concludes with the implementation notes in Sec. 4.3.5.
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4.3.1 One-dimensional plastic material model
Phenomenologically, plasticity is characterized by an irreversible strain εp persisting after
full unloading of the material (see Fig. 4.3). In particular the “classical” plasticity is
used to define the implemented material model. This means that the material exhibits
linear-elastic behavior within its elastic domain defined in the stress space. In the one-
dimensional model this limit is defined by a scalar value - yield stress σY. In the general,
multi-axial case the elastic region is defined by a yield surface. Formally, plasticity is
defined through the following series of expressions:
• Constitutive relation
σ = De : εe, (4.9)
where the elastic strain εe follows alongside with the plastic strain εp from the
additive elastic-plastic split
ε = εe + εp. (4.10)
So (4.9) can be written as
σ = De : (ε− εp) . (4.11)
• Yield condition
f(σ, q) ≤ 0, (4.12)
where f is the yield function and q the hardening parameter. The yield condition
bounds the values of the yield function. From a physical point of view it limits the
admissible states. States for which f < 0 are elastic, states where f = 0 are plastic
and states violating the condition (f > 0) are physically not admissible.
• Flow rule
ε˙p = λr(σ, q). (4.13)
• Hardening law
q˙ = λh(σ, q), (4.14)
where λ is the non-decreasing plastic multiplier, which is zero in the elastic state
and increases during plastic flow.
In “classical” plasticity an associative case is distinguished defining the flow rule and
hardening law as derivatives of the yield function f with respect to stress and hardening
parameters, respectively
ε˙p = λ
∂f
∂σ
, (4.15)
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q˙ = λH
∂f
∂q
, (4.16)
where H is a matrix of generalized plastic moduli. Other cases are referred to as the
non-associative plasticity, flow rule or hardening law. The above requirements can be
written as loading/unloading conditions in the so-called Kuhn-Tucker form:
f(σ, q) ≤ 0, λ ≥ 0, λf(σ, q) = 0. (4.17)
Listing 4.1 presents the implementation of the one-dimensional plastic material model.
The functionality of the model is realized by two methods:
• get_corr_pred
This method evaluates the stress and the (algorithmic) stiffness matrix based on
the current strain, current strain increment and the state-variables.
• get_state_site
This method is evaluated in the initiation phase of the numerical computation, used
for the allocation of required space in the (global) state array. In the case of general
plastic model three scalar values, representing the plastic strain εp as well as the
isotropic and kinematic hardening parameters q1, q2 are required.
4.3.2 Isotropic plastic material model
The multi-axial isotropic model is obtained by a straightforward generalization of the
one-dimensional plastic model. The main difference is that the yield condition (4.12) in
the multi-axial case is defined by the yield face bounding the elastic domain in the stress
space.
4.3.3 Yield conditions
A variety of yield conditions are available to capture a particular constitutive behavior
of the modeled material. The following yield conditions, traditionally referred to by the
names of their authors, are implemented in the numerical framework:
von Mises [1913] (Fig. 4.4, a)
f(σ, q) = J2 − 1
3
(σY + q1)
2, (4.18)
also called J2 as it uses the second deviatoric stress invariant
J2 =
1
6
[
(σ11 − σ22)2 + (σ22 − σ33)2 + (σ33 − σ11)2
]
+ σ212 + σ
2
23 + σ
2
31 (4.19)
as a stress measure compared with the yield stress σY.
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Listing 4.1: Implementation of the 1D plastic material model.
1 class MATS1DPlastic( MATS1DEval ):
2 ’’’
3 1D Plastic Model.
4 ’’’
5 def get_state_array_size( self ):
6 ’’’
7 Give back the number of floats to be saved
8 ’’’
9 return 3
10
11 def get_corr_pred( self , sctx , eps_n1, d_eps, tn, tn1 ):
12 ’’’
13 Corrector predictor computation.
14 ’’’
15 if sctx .update_state_on: # access the state variable in the spatial context sctx
16 eps_n = eps_n1 − d_eps
17 eps_p_n, q_n, alpha_n = sctx.mats_state_array
18
19 # Get the characteristics of the trial step
20 #
21 sigma_trial = self .E ∗ ( eps_n − eps_p_n )
22 xi_trial = sigma_trial − q_n
23 f_trial = abs( xi_trial ) − ( self .sigma_y + self.K_bar ∗ alpha_n )
24
25 if f_trial > 1.e−12 : # nummerical tolerance
26 d_gamma = f_trial/( self.E + self .K_bar + self.H_bar)
27 eps_p_n += d_gamma ∗ sign(xi_trial)
28 q_n += d_gamma ∗ self.H_bar ∗ sign(xi_trial)
29 alpha_n += d_gamma
30 sctx .mats_state_array[:] = eps_p_n, q_n, alpha_n
31
32 eps_p_n, q_n, alpha_n = sctx.mats_state_array
33 sigma_trial = self .E ∗ ( eps_n1 − eps_p_n )
34 xi_trial = sigma_trial − q_n
35 f_trial = abs( xi_trial ) − ( self .sigma_y + self.K_bar ∗ alpha_n )
36
37 if f_trial <= 1.e−12 : # nummerical tolerance
38 sigma_n1 = sigma_trial
39 D_n1 = E
40 else :
41 d_gamma = f_trial / ( self .E + self .K_bar + self.H_bar )
42 sigma_n1 = sigma_trial − d_gamma ∗ self.E ∗ sign(xi_trial)
43 D_n1 = ( self .E ∗ ( self .K_bar + self.H_bar)) / \
44 ( self .E + self .K_bar + self.H_bar)
45
46 return sigma_n1, D_n1
4.3 Plastic material models 65
Drucker and Prager [1952] (Fig. 4.4, b)
f(σ, q) = αI1 +
√
J2 − 1√
3
(σY + q1) = 0, (4.20)
where α is a scale parameter, scaling the dependency on the first volumetric invariant
I1 defined as
I1 = σ11 + σ22 + σ33. (4.21)
This definition yields the above mentioned von Mises criterion for α = 0). The
Drucker-Prager yield condition is smooth and therefore a computationally more
suitable version of the Mohr-Coulomb criterion [Mohr 1900; Coulomb 1776].
Gurson [1977] (Fig. 4.4, c)
Popular model for simulation of metals taking into account the porosity of the
material expressed as volume fraction p:
f(σ, q) =
3J2
σ2Y
+ 2p cosh
I1
2σY
− (1 + p2 + q1) = 0. (4.22)
modified Cam-Clay (Fig. 4.4, d)
The definition introduced by Roscoe and Burland [1968] is nowadays the most pop-
ular elasto-plastic model for clays:
f(σ, q) = 27J2 +M
2I1(I1 + 3pc) = 0, (4.23)
where pc is so-called pre-consolidation pressure and M denotes a shape parameter.
4.3.4 Return mapping
The stress update procedure of the plastic material model is frequently referred to as a
stress return mapping algorithm, because the stresses have to be “returned” to the yield
surface if the yield condition (4.12) is violated. The algorithm uses the two-step elastic
predictor - plastic corrector process. The steps of the algorithm are:
1. Perform a predictor step for the strain increment ∆ε
εn+1 = εn + ∆ε. (4.24)
2. Compute the trial stress (4.11) (denoted by superscript trial) assuming elastic be-
havior (the state parameters are frozen during the step)
σtrialn+1 = D
e :
(
εn+1 − εpn+1
)
. (4.25)
Note, that the subscript denoting the elastic and plastic components is raised to
superscript in the remainder of this section for better readability.
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b)
d)c)
a)
Figure 4.4: Yield surfaces in the principal stress space. The intersection of the yield surface
with the σ1-σ2 plane is emphasized in the figures: a) von Mises; b) Drucker-Prager; c) Gurson;
d) Cam-Clay.
3. Evaluate the yield condition (4.12) for the trial stress and the state parameters
f trialn+1 = f
(
σn+1,qn+1
) ≤ 0. (4.26)
If the yield condition is satisfied the step is elastic, the current stress σn+1 equals the
trial value σtrialn+1 and the state variables remain unchanged. When the yield condition
is violated, i.e. f trialn+1 > 0, a set of discretized plasticity rate equations has to be solved.
In particular the flow rule (4.13) and the hardening law (4.14) must be integrated by an
appropriate numerical technique.
In the following section two implemented numerical techniques are presented. First, the
closest point projection, using the implicit integration scheme (Sec. 4.3.4) is introduced,
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Figure 4.5: Geometrical interpretation of the return mapping algorithms: a) closest point
projection; b) cutting plane.
followed by the cutting plane algorithm utilizing the explicit integration. As example
for other possible approaches the semi-explicit scheme introduced by Moran et al. [1990]
shall be mentioned. This scheme leads to a closed form solution, with the main drawback
that the consistent algorithmic stiffness evaluated by the algorithm is in general not
symmetrical.
Closest point projection
The return mapping algorithm using the implicit backward Euler scheme was first pro-
posed by Wilkins [1964] in the context of J2 plasticity and became known as radial return
mapping, because the algorithm uses the radial direction to return to the cylindrical yield
surface. In the general case, the evaluated stress σn+1 corresponds to the point on the
yield surface with the shortest distance from the trial state σtrialn+1 (see Fig. 4.5, a). This
property gave the method introduced by Simo and Taylor [1985] its name. The algorithm
evaluates the flow rule (4.13) and hardening law (4.14) in the form
εpn+1 = ε
p
n + ∆λn+1rn+1,
qn+1 = qn + ∆λn+1hn+1,
(4.27)
using a linearization of the plastic parameter λ at the end of the step. Equation (4.27)
together with equations (4.24) and (4.25) defines a set of algebraic equations typically
solved by the Newton method. The algorithm is summarized in Box 4.1 for the case of
classical plasticity including the isotropic and kinematic hardening. Due to its implicit
form the algorithm is unconditionally stable for convex domains (including all yield con-
ditions introduced in Sec. 4.3.3). The main drawback associated with the closest point
projection is the need for computing the gradient of the flow rule and the hardening law
for the consistent tangent modulus (step 3 in Box 4.1), which may prove laborious for
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1. Initialize: k = 0, εp(0)n+1 = εpn, α
(0)
n+1 = αn, ∆λ
(0)
n+1 = 0.
2. Check the yield condition and evaluate the flow rule/hardening law residuals
σ
(k)
n+1 = D
e : (εn+1 − εp(k)n+1)
q(k)n+1 = Hα
(k)
n+1
f
(k)
n+1 = f(σ
(k)
n+1,q
(k)
n+1)
R(k)n+1 =
{ −εp(k)n+1 + εpn
−α(k)n+1 + αn
}
+ ∆λ
(k)
n+1
{
∂σfn+1
∂qfn+1
}(k)
IF: f (k)n+1 < TOL1 and ‖R(k)n+1‖ < TOL2 THEN: EXIT.
3. Compute the elastic modulus and consistent tangent modulus
[A(k)n+1]−1 :=
[
[(De)−1 + ∆λn+1∂2σσfn+1] ∆λn+1∂2σqfn+1
∆λn+1∂
2
qσfn+1 [H
−1 + ∆λn+1∂qqfn+1]
](k)
4. Compute the increment of the consistency parameter
∆2λ
(k)
n+1 :=
f
(k)
n+1 −
[
∂σf
(k)
n+1∂qf
(k)
n+1
]T
A(k)n+1R
(k)
n+1[
∂σf
(k)
n+1∂qf
(k)
n+1
]T
A(k)n+1
{
∂σfn+1
∂qfn+1
}(k)
5. Obtain the incremental plastic strains and the internal variables{
∆ε
p(k)
n+1
∆α
(k)
n+1
}
=
[
(De)−1 0
0 H−1
]
A(k)n+1
R(k)n+1 + ∆2λ(k)n+1
{
∂σfn+1
∂qfn+1
}(k)
6. Update the state variables and consistency parameter
ε
p(k+1)
n+1 = ε
p(k)
n+1 + ∆ε
p(k)
n+1
α
(k+1)
n+1 = α
(k)
n+1 + ∆α
(k)
n+1
∆λ
(k+1)
n+1 = ∆λ
(k)
n+1 + ∆
2λ
(k)
n+1
Set k → k + 1 and GO TO 2.
Box 4.1: Closest point projection algorithm.
complex plastic models. This drawback is bypassed by the explicit algorithm introduced
in the following section.
Cutting plane algorithm
The cutting plane algorithm proposed in references [Simo and Ortiz 1985; Ortiz and Simo
1986] is a fully explicit algorithm, i.e. it does not require a solution of any system of
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1. Initialize: k = 0, εp(0)n+1 = εpn, q
(0)
n+1 = qn, ∆λ
(0)
n+1 = 0.
2. Compute stresses, hardening modulus, and yield function
σ
(k)
n+1 = D
e : (εn+1 − εp(k)n+1)
q(k)n+1 = Hα
(k)
n+1
f
(k)
n+1 = f(σ
(k)
n+1,q
(k)
n+1)
IF f (k)n+1 ≤ TOL THEN: EXIT
ELSE:
3. Compute the increment of the plastic consistency parameter
∆2λ
(k)
n+1 :=
f
(k)
n+1
∂σf
(k)
n+1 : D
e : ∂σf
(k)
n+1 + ∂qf
(k)
n+1 · ∂qf (k)n+1
4. Update state variables and consistency parameter
ε
p(k+1)
n+1 = ε
p(k)
n+1 + ∆
2λ
(k)
n+1∂σf
(k)
n+1
q(k+1)n+1 = q
(k)
n+1 −∆2λ(k)n+1∂qf (k)n+1
∆λ
(k+1)
n+1 = ∆λ
(k)
n+1 + ∆
2λ
(k)
n+1
Set k → k + 1 and GO TO 2.
ENDIF
Box 4.2: Cutting plane algorithm.
equations. Of course such an explicit procedure can be only conditionally stable. The
algorithm using the forward Euler scheme yields the following expressions for the flow
rule (4.13) and the hardening law (4.14):
εpn+1 = ε
p
n + ∆λnrn,
qn+1 = qn + ∆λnhn,
(4.28)
where the plastic multiplier λ is linearized in the initial (known) iteration. The geometric
representation of the procedure is presented in Fig. 4.5 (b). The algorithm is summarized
for the case of classical plasticity including isotropic and kinematic hardening in Box 4.2.
Return mapping for plane stress problems
In this section the return mapping algorithms have been presented in a general three-
dimensional context. In two dimensions, the plane strain and axial symmetry problems
can be handled by slight modifications of the general algorithm. In contrast to that,
the case of plane stress needs special attention, since the return mapping (and thus the
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Figure 4.6: Implementation scheme of the three-dimensional plastic material model.
resulting stress) should not violate the assumption of zero out-of-plane stress. A general
remedy is to include the out-of-plane components σz and εz in the stress and strain
tensors and treat εz as unknown which can be determined from the condition σz = 0
[Jirásek and Bažant 2001]. An alternative, robust algorithm using the linearization of the
yield condition in the constrained plane stress subspace was proposed by Simo and Taylor
[1986]. This algorithm was prototypically implemented by the author of this thesis for
the von Mises plastic criterion.
4.3.5 Implementation notes
Comparing the algorithms in Boxes 4.1 and 4.2 it can be stated that both return mapping
procedures are using the following components derived from the yield condition:
1. The evaluator of the trial state of the yield function f trial returning a scalar value
of the trial function,
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2. the derivative of the yield function with respect to the stress ∂σf , and
3. the derivative of the yield function with respect to the hardening variables ∂qf .
In addition, the closest point projection algorithm requires the second derivatives, i.e.
∂σσf , ∂qqf and ∂σqf . Note that in the case of ideal plasticity (without hardening) only
the derivatives with respect to the stress have to be evaluated. Therefore, it is reasonable
to distinguish between the methods calculating the derivatives with respect to the stress
and with respect to the hardening parameters. The mentioned requirements are reflected
in the implementation structure of the plastic models depicted in Fig. 4.6. The parent
class for the yield conditions suitable for the closest point projection (CPP) is a superset of
the class representing the yield conditions suitable for the cutting plane algorithm (CPA),
where only first derivatives have to be evaluated. The subclassed, specific implementations
of the yield criteria have to define the following methods:
• get_f_trial
returning the scalar value of the yield function for provided strain and history vari-
ables
• get_diff1s, get_diff1q
giving the fist derivatives of the yield function with respect to stress and hardening
parameters, respectively
• get_diff2ss, get_diff2qq, get_diff2sq
giving the second derivatives of the yield function with respect to stress, hardening
parameters and the mixed derivative (used only by the closest point projection
algorithm).
The presented implementation structure substantially simplifies the extension of the yield
conditions library as new formulations can be implemented simply by defining the above
mentioned methods. For the computation the plastic material model represented by the
class MATS3DPlastic implementing both mentioned return mapping algorithms checks
which base class is instantiated by the yield condition used in the model in order to
decide which of the algorithms to use. Until now, all implemented yield conditions are
implementing methods returning both first and second derivatives (i.e. they are subclasses
of CPP), leaving the choice of the return mapping algorithm to the user. The functionality
of the plastic material model is demonstrated in the following example 4.1.
Example 4.1 Perforated plate benchmark
A plasticity benchmark published in [Zienkiewicz and Taylor 2005] was constructed
with the following aims:
• verification of the implemented plastic material model,
• evaluation of the ability of various element formulation to avoid the volumetric
locking, and
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a) b)
18 243 MPa = σY131
Figure 4.7: Perforated plane strain tension strip: a) discretization using bilinear (Q4, left) and
biquadratic (Q8 and Q9, right) elements. The von Mises stress in the 20th load step is visualized;
b) limit load behavior for selected element formulations.
• establishment of a platform for the validation of the developed material models
and finite elements.
The problem is defined as a strip with 200 mm width and 360 mm height contain-
ing a central hole of 100 mm diameter. Young’s modulus and Poisson’s ratio are
E = 70000 MPa and ν = 0.3 respectively. The von Mises criterion is used with the
yield stress σY = 243 MPa. Exploiting the symmetry of the system only one quad-
rant with appropriate boundary conditions is modeled, as presented in Fig. 4.7 (a),
depicting the discretization used with combination with bilinear (left) and biquadratic
(right) elements. Plane strain state and ideal plasticity (no hardening) are assumed.
Additionally to the symmetry boundary condition, the zero lateral displacement con-
dition is enforced along the outer edges in order to increase the confinement and to
increase the sensitivity to volumetric locking an issue the irreducible elements have in
the combination with plastic material models (see e.g. [Belytschko et al. 2000; Wells
et al. 2002]). The load is applied by a uniform normal displacement with constant
increments. The resulting curves in Fig. 4.7 (b) show that the biquadratic Lagrangian
element (Q9) is locking-free in agreement with the referred study.
4.4 Damage material model
The implemented damage models represent a class of material models stemming from
continuum damage mechanics. This constitutive theory describes the progressive loss of
integrity due to the propagation of micro-defects. These changes in the micro-structure
are manifested by degradation of the macroscopic material stiffness. This is formally
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Figure 4.8: Schematic representation of the constitutive behavior of damage model.
written as:
σ = (I−Ω) : σ¯, (4.29)
where I is a symmetric fourth order unit tensor, Ω the damage tensor and σ¯ is the effective
stress of undamaged bulk material defined by the generalized Hooke’s law:
σ¯ = De : ε. (4.30)
4.4.1 One-dimensional damage material model
For the one-dimensional damage model, represented by the class MATS1DDamage, the
equation (4.29) is simplified to a scalar expression:
σ = (1− ω)Eε, ω ≥ 0, (4.31)
where the fourth order tensors I and Ω are replaced by scalars, so that the elastic stiffness
is multiplied by a scalar decreasing from one to zero during the loading, governed by the
damage function g:
ω = g(ε). (4.32)
In the following, the notation commonly used in classical plasticity (see Sec. 4.3) is adopted
to the case of a damage material model emphasizing the similarities of the frameworks.
This leads to the following set of expressions:
• Loading function
f (ε, κ) = |ε| − κ, (4.33)
where κ is a scalar measure of the largest strain level ever reached in the history of
the material.
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• Kuhn-Tucker conditions
f ≤ 0, κ ≥ 0, .κ f = 0 (4.34)
where
.
κ denotes the derivative of κ with respect to time
.
κ=
∂κ
∂t
. (4.35)
Damage evolution law
For brittle materials, such as concrete, the exponential damage law is frequently used:
ω = g (κ) =
 0 if κ ≤ ε01− ε0
κ
exp
(
− κ− ε0
εf − ε0
)
if κ ≥ ε0 , (4.36)
where ε0 = ft/E is the strain at peak stress under uni-axial tension and εf is a parameter
controlling the slope of the softening curve (see Fig. 4.8, left). This parameter can be
adjusted in such a way that the area under the stress-strain curve, which has the meaning
of the dissipated energy per unit volume, has the prescribed value Gf [Bažant and Planas
1997]:
εf =
ε0
2
+
Gf
ft
. (4.37)
4.4.2 Isotropic damage material model
A simple multi-dimensional isotropic damage model is obtained by a straightforward
generalization of (4.31):
σ = (1− ω)De : ε, (4.38)
where the Young’s modulus is replaced by the elastic stiffness matrix while preserving the
scalar character of the damage factor. Therefore, this class of models is referred to as
scalar or isotropic damage model. The loading function in this case reads
f (ε, κ) = ε˜− κ, (4.39)
where the one-dimensional strain is replaced by a scalar parameter - equivalent strain
ε˜. The definition of the equivalent strain plays a similar role as the yield functions
in plasticity (see Sec. 4.3.3) as it defines the elastic domain. Again, there are several
formulation to choose from:
Euclidean norm
ε˜ =
√
ε : ε (4.40)
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Figure 4.9: Implementation scheme of the three-dimensional scalar damage material model.
Note that for the evaluation of this expression for the strains written in the Voigt
notation the scaling matrix P defined as
P =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1
2
0 0
0 0 0 0 1
2
0
0 0 0 0 0 1
2

(4.41)
needs to be used, yielding the following expression:
ε˜ =
√
εTPε. (4.42)
Energy norm
ε˜ =
√
ε : De : ε
E
, (4.43)
which can be directly rewritten in Voigt notation as:
ε˜ =
√
εDeε
E
. (4.44)
Mazars definition
ε˜ =
√
〈ε〉 : De : 〈ε〉
E
, (4.45)
where the McAuley brackets 〈.〉 denote the positive part of the tensor [Mazars 1985].
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Rankine definition
ε˜ =
1
E
max
I=1,2,3
〈De : ε〉I , (4.46)
where 〈De : ε〉I , I = 1, 2, 3, are the positive parts of principal values.
4.4.3 Implementation notes
Similar to the implementation of plasticity introduced in Sec. 4.3.5 the implementation
of the scalar damage model is divided into the class MATSnDSDamage, evaluating the
corrector and predictor, and the subclasses of IStrainNorm (see Fig. 4.9), representing
the definitions of equivalent strain introduced in the previous section. The equivalent
strain ε˜ is evaluated by the method get_s_norm, which is the only method that has to
be implemented in order to include a new scalar damage formulation.
4.5 Conclusion
The material models available in the numerical framework have been presented. The
implementation structure was introduced in the beginning of the chapter, followed by
the presentation of linear material models. The extensibility of the framework has been
presented in detail on the generic implementation of the plastic material model including
the appropriate non-linear solution algorithms, permitting an easy implementation of new
yield criteria. In the last section an analogy to the plastic model has been used to describe
the theory and the implementation of scalar damage models, in order to underline the
general design of the material models library.
Part II
Modeling of the crack development
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In this part the modeling of the development and interaction of individual cracks on
the meso-scale is discussed. In particular, the simulation of zones with complex stress
states, such as shear zones or construction details, characterized by dominant, interacting
cracks is emphasized. In such situations, the state of the cracks in terms of their opening
and sliding is crucial for the assessment of the ultimate structural strength. An explicit
representation of cracks in the concrete matrix is therefore inevitable and is effectively
introduced applying the extended finite element method (XFEM).
This part is subdivided in two chapters: Ch. 5 introduces the extended finite element
method as an elegant and efficient tool for inclusion of discontinuities and material in-
terfaces into an originally smooth discretization. After presenting the formulation and
implementation of the method, its specific issues are discussed in this chapter. The sub-
sequent Ch. 6 presents the application of XFEM for the modeling of the crack bridges in
textile reinforcement concrete. This simulation is of major interest as the crack bridges are
the hot-spots of damage of this composite material. The robustness of the implementation
is underlined by feasibility studies of various XFEM formulations.
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Chapter 5
Modeling of discontinuities using the
XFEM
5.1 Introduction
The finite elements introduced in Ch. 3 are applied in a broad variety of problems in the
fields of physics and mechanics (see e.g. [Zienkiewicz et al. 2005a,b]). Difficulties arise,
when the solution of the problem at hand is not smooth and regular, for example in the
presence of singularities, high gradients or discontinuities. As the particular interest of
this part of the thesis is the modeling of the development of individual cracks, which are
reflected as discontinuous jumps in the displacement field, the application of the standard
finite element method would not deliver the results with sufficient accuracy.
This issue is demonstrated in Fig. 5.1 showing a continuous patch subdivided into two
parts by a vertical stress-free crack. The right part is first subjected to motion and then,
in a second step, to a vertical compression (see Fig. 5.1, a for the idealization). As can
be seen in Fig. 5.1 (b) the standard continuous element fails this separation test as the
relative motion transforms into strain in the entire element and the compression applied
to the right part imposes a deformation on the left part.
A popular approach to solve this problem is to incorporate the discontinuity in the element
formulation. This method known as elements with embedded discontinuities (EED) origi-
nally introduced by Ortiz et al. [1987] has been extended to various formulation during the
last decades (see [Jirásek and Zimmermann 2001a,b] for an overview). The popularity of
the method is based on its relatively simple implementation, as the additional (internal)
degrees of freedom are added into the element formulation in order to capture the new
kinematic modes (e.g. sliding of the shear band or crack opening) without the need to
deal with them on the system level.
Considering an element with embedded discontinuity in the described test (Fig. 5.1, c),
one can see that the stress-free relative motion is captured but it fails in the second step,
when the right part is subjected to compression because it still preserves the continuity
of the strain.
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(a) (b) (c) (d)
Figure 5.1: Separation test: a) continuous patch split into two parts; b) standard finite element
with smeared representation of fracture; c) element with embedded discontinuity; d) extended
finite element with additional discontinuous modes (the continuous lines represent the deformed
state of the element, the dashed lines indicate the additional shape functions).
This deficiency is fully alleviated by the eXtended Finite Element Method (XFEM) (see
Fig. 5.1, d), which is a modern numerical method experiencing a massive development in
the last decade with a wide range of applications. XFEM is an efficient and elegant tool for
introducing discontinuities and material interfaces into an originally smooth discretization.
The discontinuities are included in a standard finite element framework by augmenting
the set of displacement shape functions with additional discontinuous terms through the
partition of unity method (PUM) [Melenk and Babuška 1996; Babuška and Melenk 1997].
An additional advantage of this method is that the enrichment is independent of the mesh
and no (or only minimum) remeshing is required.
XFEM has its roots in the work of Belytschko and Black [1999] who used the local par-
tition of unity enrichment of finite elements. They enriched the nodes around a crack
tip with the near-tip, linear-elastic fracture mechanics solution. Moës et al. [1999] intro-
duced enrichment for the nodes whose support is fully cut by the crack. By enriching
these nodes with a Heaviside function the treatment of cracks in the interior of elements
became possible. In the following years the method was further enhanced and applied
to numerous problems dealing with discontinuities. Daux et al. [2000] constructed the
enriched approximation in consideration of the interaction of the discontinuous geometric
features. Sukumar et al. [2000] were the first to use XFEM for three-dimensional crack
modeling. An algorithm that couples XFEM with the level set method by applying a
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Figure 5.2: Classification of the discontinuities. Weak discontinuity (left); strong discontinuity
(right).
discontinuous function in modeling two-dimensional linear elastic crack-tip displacement
field was presented by Stolarska et al. [2001]. Belytschko et al. [2001] unified and further
extended the above methods. Belytschko et al. [2003b] and Zi and Belytschko [2003]
introduced new crack-tip elements and their application to cohesive cracks. A compre-
hensive overview of the method and its applications has been published recently by Fries
and Belytschko [2010].
The following subsection introduces the classification of the discontinuities and the ter-
minology that will be used in the present and in the following chapter.
5.1.1 Classification of the discontinuities
The discontinuities may be classified as follows:
strong – weak (see Fig. 5.2)
Strong discontinuity refers to the jump in the field, i.e. the function f(x) contains
strong discontinuity at x0 when
lim
x→x−0
f(x) 6= lim
x→x+0
f(x). (5.1)
For example the crack in the continuum causes a strong discontinuity in the dis-
placement field. Weak discontinuity refers to a jump in the gradient of the field, i.e.
(C0-continuous) function f(x) contains the weak discontinuity at x0 when
lim
x→x−0
f ′(x) 6= lim
x→x+0
f ′(x). (5.2)
An example for a weak discontinuity is the displacement field of the bi-material
solid.
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domain boundary
discontinuity
Figure 5.3: Classification of the discontinuities. Open discontinuity (left); two closed disconti-
nuities (right).
open – closed (see Fig. 5.3)
Closed discontinuity divides the domain into two subdomains, all other discontinu-
ities are referred to as open.
moving – fixed
This distinction refers to the relative position of the discontinuity in the deforming
continuum with respect to the chosen reference coordinate system (Eulerian or La-
grangian). For example, in a total Lagrangian description the discontinuity is fixed
if its displacement conforms to the deformation of the continuum. The crack growth
problem is an example of the moving discontinuity.
The remainder of this chapter is organized in the following way: Section 5.2 introduces
the discretization of the XFEM method. In particular, the Level Set Method (LSM)
is presented as the geometrical tool to set the position of the discontinuity and two
particular families of XFEM enrichments, used for the approximation of weak and strong
discontinuities, are elaborated in detail. After that, the implementation of the enriched
finite elements and the treatment of the additional degrees of freedom on the level of the
system stiffness matrix is discussed in Sec. 5.3. The numerical integration of the weak
form is presented in Sec. 5.4 followed by a section dealing with postprocessing issues of
the XFEM (Sec. 5.3).
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Figure 5.4: The enrichment discretization procedure presented on the crack propagation prob-
lem; left: definition of the crack position using the level sets; middle: enrichment of the affected
elements; right: evaluation of the results (horizontal displacement ux is presented).
5.2 XFEM discretization
The discretization of XFEM has generally the form
uh =
∑
i∈I
Niui +
m∑
k=1
∑
j∈Jk
N∗j ψ
k
j a
k
j (5.3)
where m is the number of enrichments, Jk the nodal subset of enrichment k and N∗j
the shape functions building the local partition of unity. Note that the first term is
the standard finite element discretization (2.1) and the enrichment is solely defined by
the second, additive term (note the similarity to the hierarchical discretization defined
by (2.2)), consisting of the product of the set of shape functions N∗ and discontinuous
function ψ. The choice of this function is a crucial part of the method. In the subsequent
sections several common choices of enrichment functions are presented and discussed in
detail in terms of their suitability and performance. The essential features of the XFEM
discretization process are presented in the following example.
Example 5.1 Modeling of cracks
The XFEM discretization process is exemplified on the crack propagation problem,
which is the major application of XFEM in the field of solid mechanics (see e.g. [Be-
lytschko et al. 2003b]). Fig. 5.4 presents the steps of the XFEM discretization proce-
dure:
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Figure 5.5: Scheme of the XFEM enrichment. Squares mark the fully cut elements, circles
mark the elements with crack tip enrichment.
1. The position of the crack on the finite element mesh is specified using two level
sets (defined in Sec. 2.6 on page 32). The first level set is used to define the axis of
the crack, the second one for the definition of the crack tip (see Fig. 5.4, left). The
corresponding code is presented in listing 5.1, where the finite element domain
is defined by the instantiation of FEGrid class followed by the definition of the
enriched domain constructed by the class XFESubDomain (see Fig. 2.1 on page 24),
defining appropriate element type and the two level sets.
2. Enrichment of the affected elements. In this case two kinds of enrichment are
recognized (Fig. 5.4, middle):
• jump enrichment for the elements fully cut by the crack
• crack-tip enrichment. This step is generalized in Fig. 5.5 presenting the
division of the affected elements into subset of the fully cut elements marked
with squares and the crack tip enrichment marked with circles.
3. Evaluate the results (Fig. 5.4, right) using the standard components of the com-
putations (time stepper and time loop) introduced in Ch. 1. No special treatment
is necessary for enriched discretizations in this step.
In this example, the simplification suggested by Wells and Sluys [2001] was used, pro-
longing the crack tip to the next edge between two neighboring elements. The presented
steps are elaborated in detail in the subsequent sections.
5.2.1 Geometrical description
The application of the level sets for the geometrical definition of discontinuities in XFEM
was introduced in references [Stolarska et al. 2001; Belytschko et al. 2001] and widely
used since. The application of level sets was presented in the broader context in Sec. 2.6,
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Listing 5.1: Definition of the analytical level sets.
1 domain = FEGrid( coord_max = ( 1., 3. ), # dimensions of the quadrangle
2 n_elems = ( 1, 3 ), # number of elements in each direction
3 fets_eval = elem) # element type
4
5 child_domain = XFESubDomain( parent_domain = domain, # link to parent domain
6 fets_eval = crack_tip_elem, # element type
7 level_set = ’x − 0.05 ∗ y − 0.5 ’ , # LS for crack geometry
8 level_set_tip = ’y − 1.5 ’ ) # LS for crack tip
including the concept of using multiple level sets for the definition of crack tips originally
introduced by Gravouil et al. [2002].
5.2.2 Strong discontinuities
Along the strong discontinuities the jump in the sought field is present in the solution.
The original choice for the global enrichment function was therefore the Heaviside or
sign function (see Fig. 3.9 on page 53) [Belytschko and Black 1999]. Nevertheless, this
approach required an additional enrichment of the neighboring band of elements and the
treatment of boundary conditions was cumbersome. These problems have been alleviated
by the shifted sign function introduced by Zi and Belytschko [2003] as in this formulation
the enriched shape functions vanish on the edges of the element (see Fig. 5.6). The
enrichment function of the shifted jump function is defined as
ψj(x) = sign(φ(x))− sign(φj), j ∈ J (5.4)
where φ(x) denotes the level set function (see Sec. 2.6),φj the nodal value of the level set
function, j is the current node from the set of enrichen nodes J . For the verification of
the implementation of the strong discontinuity, the example of the square domain with a
circular hole has been used (see Fig. 5.7). In this case the whole domain was discretized
Q4 Q16
Figure 5.6: XFEM enrichment N1ψ1 (xξ) for a single discontinuity exemplified for a bilinear
(Q4) and bicubic element (Q16).
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Figure 5.7: Benchmark test of a domain with a circular hole: a) idealization; b) discretization
and displacement field ux; c) stress field σx; d) error map (energy norm).
using the standard elements (see Fig. 5.7, b), the circular hole was imposed using the
enrichment of the elements intersected by the level set. The elements inside the circle
(not visualized) were sufficiently supported in order to avoid the singularity of the system
matrix.
The convergence was assessed using the exact solutions for the stress and the displacement
fields known from the classical textbooks of mechanics (e.g. [Timoshenko and Goodier
1970]) and the convergence rates published by Sukumar et al. [2001] were obtained (m =
0.96 in energy norm).
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Figure 5.8: Three enrichment functions used for weak discontinuities presented on the one-
dimensional example: abs enrichment (dotted line), abs enrichment plus smoothing on the ele-
ments not intersected by the interface (dashed line) and modified abs enrichment (solid line).
5.2.3 Weak discontinuities
In contrast to the undisputed quality of the shifted sign enrichment (presented in the
previous section) in terms of optimal convergence and the simplicity of the implementation
of the enrichment method for strong discontinuities, the similarly effective reflection of
week discontinuities is still the object of ongoing research. In general, the approximation
of weak discontinuities can be achieved by one of the following approaches:
• enrichment using shape functions with a kink in the displacement field referred to
as weak discontinuity enrichment, or
• enrichment using shape functions with a jump and subsequent recovery of the con-
tinuity using additional constraints.
Weak discontinuity enrichment
The kink in the displacement field has been first introduced as the so called abs-enrichment
[Sukumar et al. 2001; Belytschko et al. 2003a](see Fig. 5.8). However, the convergence of
the resulting approximation turned out to be sub-optimal due to the violation of partition
of unity in the blending elements. Smoothing the abs-enrichment away from the elements
intersected by discontinuity (Fig. 5.8) improves the situation, but does not completely
avoid the problem as it only lowers the polynomial degree of the spurious terms in the
blending elements. This problem has been addressed in enhanced strain elements [Chessa
et al. 2002] for recovering the convergence by the targeted elimination of the undesir-
able terms in the blending elements. The drawback of the method is the fact that the
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Q4 Q16
Figure 5.9: XFEM enrichment N1ψ1 (xξ) for a single discontinuity exemplified for a bilinear
(Q4) and bicubic element (Q16).
blending elements need to be enhanced using a specific enrichment reflecting the current
configuration of the discontinuities.
The intrinsic XFEM introduced by Fries [2006] uses the Moving Least Squares (MLS) pro-
cedure in order to generate new shape functions for the intersected elements that replace
the standard set of functions without introducing new degrees of freedom. This approach
combines the components of the PUM with the generation of the approximation functions
with the local scope of the XFEM. The resulting flexible pattern has a broad application
domain and achieves optimum convergence rates [Fries 2006]. The main drawback of this
method is the fact that the generation of the shape functions on-the-fly is numerically
expensive compared to closed form enrichment.
The same author introduced the corrected XFEM [Fries 2007] multiplying the enrichment
term by the ramp function that is constant over the fully enriched elements and grad-
ually vanishes over the blending elements. This approach has also shown the optimum
convergence rates [Fries 2007; Cheng and Fries 2009]. Nevertheless, the fact that also
the neighboring layers of elements have to be enriched increases the complexity of the
implementation and the numerical costs.
From the implementation point of view the most appealing solution seems to be the mod-
ified abs-enrichment [Moës et al. 2003](Fig. 5.9) as it requires only the enrichment of the
elements intersected by the discontinuity. This method alleviates the problem of blending
elements in a similar way as the shifted sign enrichment since the enrichment function
vanishes on the element edges. In this approach, the weak discontinuity is introduced only
approximately. Even though a sufficient convergence rate in the global sense (L2-norm) is
achievable, the local quality of the strain and stress fields along and across the discontinu-
ity is not generally guaranteed. Additionally, attention has to be paid to cases when the
interface aligns with the mesh, creating a degenerated case leading to linear dependency.
The simplest remedy is to switch off the enrichment. The enrichment function of the
modified abs-enrichment reads
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Figure 5.10: The example of a quadrilateral domain with a circular inclusion introduced by
Sukumar et al. [2001]: a) idealization; b) horizontal displacement ux; c) stress component σx; d)
error map (energy norm).
ψj(x) =
∑
k∈J
abs (φk)N
∗
k (x)− abs
(∑
k∈J
φkN
∗
k (x)
)
(5.5)
where φj denotes the nodal value of the level set function, j and k are nodes from the set
of enrichen nodes J . This formulation was implemented and verified using the bi-material
inclusion problem presented in the following example.
Example 5.2
The numerical study of the bi-material inclusion problem depicted in Fig. 5.10 (a)
was introduced by Sukumar et al. [2001]. The material properties of the quadrilateral
domain and the circular inclusion were set utilizing the proxy model introduced in
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Sec. 4.1. The convergence rate of the L2 norm known from the literature [Cheng and
Fries 2009] was obtained (m = 2.4).
Strong discontinuity with continuity constraint
In this class of approaches the strong discontinuity is introduced first using the shifted sign
function. After that, the continuity is recovered using an additional continuity condition
imposed either in the weak or in the strong form.
In the former case, the variational formulation of the equilibrium condition is augmented
with terms corresponding to the crack bridging forces. For this purpose the penalty
or Lagrange multiplier group of methods can be used [Kölke 2005; Béchet et al. 2009].
The most flexible approach of this class seems to be Nitsche’s method [Nitsche 1971;
Hansbo 2005] bounding the domains without introduction of additional unknowns. The
methods explicitly accounting for the cohesive forces at the discontinuity in the weak form
[Dumstorff and Meschke 2007; Unger et al. 2007] also belong to this class of methods.
In the latter case, the continuity is enforced in the strong sense. The recovery of the
reinforcement continuity using a kinematic constraint for the uni-axial case has been pre-
sented earlier by Chudoba et al. [2009]. Even though the formulation of the kinematic
constraint for two-dimensional problems is possible, it leads to a rather complex data
structure required for the implementation. The complexity arises from the need to dis-
tinguish the degrees of freedom at the edges cut by the crack. Further, for higher order
elements the number and positioning of the kinematic constraints must reflect the order
of the shape functions.
5.3 Implementation
In this section implementation issues of the XFEM are discussed. First, the generic im-
plementation of the extended finite elements is presented following the concepts presented
in Ch. 3. In the subsequent section the treatment of additional degrees of freedom in the
level of system stiffness matrix is introduced.
5.3.1 Extended elements
As presented in Fig. 3.1 on page 40 the extended finite elements are implemented by
subclasses of the class XFETSEval, which redefines (overloads) the following parameters
of the general finite element class FETSEval:
• the scheme of the quadrature, as presented in Sec. 5.4.
• the visualization scheme as discussed in Sec. 5.5.
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Figure 5.11: Structure of the system matrix - separation between the standard and enriching
unknowns : left: separated indexing; right: optimized indexing.
The specific implementations of the strong and weak enrichment are located in the classes
XFETSStrong and XFETSWeak, respectively, utilizing the shape functions on the parent
element in the construction of enriched shape functions. In this case the choice of the
parent element is not explicitly constrained by the dimension.
The XFETSEval can be easily further subclassed in order to implement further enrichment
formulations, opening new application possibilities of the framework (e.g. high gradients
enrichment used for modeling of shear bands [Patzák and Jirásek 2003; Song et al. 2006]).
5.3.2 Treatment of additional unknowns
As presented before, the XFEM enrichment introduces additional unknowns in the system.
This imposes an additional requirement on the flexibility of the implementation of the
assembly procedures of the simulation framework. The common way of assembling the
system matrix is to separate degrees of freedom (DOF) in sets of standard degrees of
freedom ui assembled in vector u (finite element part of the formulation) and enrichment
degrees of freedom aj assembled in vector a. Using this separation the system of equations
reads:[
Kuu Kua
Kau Kaa
][
u
a
]
=
[
Pu
Pa
]
, (5.6)
where Kuu is a standard finite element system matrix, Kaa is a matrix of extended degrees
of freedom, Kua and Kau are submatrices with mixed terms coupling the standard and
extended degrees of freedom. These submatrices are symmetrical with respect to the
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main diagonal of resulting matrix. Therefore the resulting system (matrix) is always
symmetrical. Pu denotes the vector of external forces acting on the standard degrees of
freedom and Pa denotes the vector of external forces acting on the extended degrees of
freedom. These can be for example forces acting on the crack surfaces i.e. zero vector is
applied when a stress-free crack is considered.
This treatment preserves the structure of the finite element system matrix, to which
additional submatrices have to be attached (see Fig. 5.11, left). This is advantageous
in the (frequent) adaptive application of XFEM with a changing enrichment structure
(and number of additional unknowns aj) during the numerical computation. An addi-
tional speedup can be achieved by optimizing the bandwidth of the system matrix by
standard bandwidth reduction algorithms (e.g. reverse Cuthill–McKee) as presented in
Fig. 5.11 (right).
In this context the following advantages of XFEM shall be underlined:
• no or minimum remeshing is required and
• the number of the additional unknowns in the system is relatively small as the
enrichment is applied locally, only on the elements intersected by the discontinuity.
This is presented in Fig. 5.12 showing the structure of the system matrix of the bi-material
inclusion problem presented in example 5.2. The ratio of extended to standard degrees of
freedom during the refinement is presented for three element types in the bi-logarithmic
graph in Fig. 5.12 (bottom right) showing the proportional decrease of required additional
unknowns during the h-refinement caused by the local form of the XFEM enrichment.
5.4 Numerical integration of the weak form
The discontinuous shape function violates the continuity assumption of the standard finite
elements quadrature schemes. Common practice to solve this problem is to separate the
extended elements into the continuous subdomains divided by the discontinuity. The
general geometry of such defined subdomains is triangulated permitting the utilization of
standard quadrature schemes for triangles (or tetrahedrons in 3D) [Sukumar et al. 2001;
Moës et al. 1999]. Several alternative approaches that do not require this subdivision have
been proposed in the literature [Ventura 2006; Ventura et al. 2009]. Nevertheless, they
cannot be applied in the general case as they are setting constraints on the geometry of
the discontinuity or type of the enrichment function ψ.
In order to offer maximum flexibility and accuracy of the quadrature several techniques
based on the Delaunay triangulation (see e.g. [George and Borouchaky 1998]) have been
implemented by the author alongside with the Gaussian quadrature schemes for triangles
(presented e.g. by Dunavant [1985] up to 20th order). These triangulation procedures (and
quadrature patterns) are presented in the subsequent example.
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Figure 5.12: The structure of the system matrix of the bi-material inclusion example presented
in Fig. 5.10. Top left: using 10× 10 standard elements (48 XDOFs/242 DOFs); Top right: using
20×20 standard elements (112 XDOFs/882 DOFs); Bottom left: using 40×40 standard elements
(240 XDOFs/3362 DOFs); Bottom right: bilogarithmic graph comparing the number of standard
and enriched degrees of freedom of bililenear (Q4), biquadratic (Q9) and bicubic elements (Q16).
Example 5.3 Numerical integration
Fig. 5.13 shows an example of a square domain discretized by a 2×2 mesh. An inclined
strong discontinuity is introduced so that three elements are enriched and one (bot-
tom right) remains in the standard form. An essential boundary condition is imposed
along the left edge in order to open the crack 5.13 (a). Three different approaches to
triangulation are presented together with three different degrees of numerical integra-
tion. Fig. 5.13 (b) shows the triangles generated by the Delaunay triangulation. In
the case depicted in Fig. 5.13 (c) a point was added in the middle of each subdomain
divided by the discontinuity in order to improve the quality of the triangles. Finally,
Fig. 5.13 (d) visualizes the triangulation using quadratic triangles for higher polynomial
approximation (see Ch. 5.5 for details).
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Figure 5.13: Triangulation and numerical integration: a) idealization; b) triangulated shape
with second order quadrature c) refined triangulation with first order quadrature; d) triangulation
using quadratic triangles with fourth order quadrature.
5.5 Postprocessing
The postprocessing of the described numerical framework has already been presented in
sections 1.5.1 and 3.5. In this section specific aspects of the XFEM postprocessing are
pointed out. In particular, following issues need to be considered:
1. The fact that in general the extended degrees of freedom do not have the meaning
of nodal displacement.
2. Especially in the modeling of strong discontinuities it is essential to visualize subdo-
mains divided by the discontinuity separately in order to avoid the visual fragments
crossing the jump in the fields. The subdomains are further subdivided using the
Delaunay triangulation presented in Sec. 5.4 and displayed as a set of triangles.
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Figure 5.14: Shift of the visualization points away of the discontinuity using the outer normal
of the level set n.
3. In the case that the enrichment function ψ (e.g. sign or shifted sign) is discontin-
uous, it is important to make sure that the sampling points, in which the data for
visualization are gathered, are not placed on the wrong side of the discontinuity due
to numerical errors. Therefore, the points lying in the vicinity of the discontinuity
are slightly shifted away from the discontinuity. For this purpose the outer normal
of the level set is used as shown in Fig. 5.14.
4. The visualization has to respect the approximation of the standard, non-enriched
elements. When higher order polynomial elements are used the application of the
linear triangles for the XFEM visualization would lead to (purely visual) gaps or
overlapping zones on the boundaries of the enriched and standard elements (see
Fig. 5.15 for the comparison of the linear and quadratic elements used together
with quadratic finite elements).
5.6 Conclusion
In this chapter the eXtended Finite Elements Method (XFEM) was presented. XFEM is a
modern, fast developing method for the discrete modeling of discontinuities, as presented
in the introductory part of this chapter. The implementation of the method requires
several important extensions of the simulation framework compared to the standard finite
element modeling tool. In particular, the treatment of additional kinematic modes and
unknowns, the central issue of the method, has been presented both on the element and the
98 CHAPTER 5: MODELING OF DISCONTINUITIES USING THE XFEM
Figure 5.15: Comparison of the XFEM visualizations using linear (left) and quadratic (right)
triangles in the combination with quadratic quadrilateral used for the visualization of the ele-
ments without enrichment.
system level. In addition, the discontinuous nature of the enrichment requires adaptation
of the numerical quadrature and postprocessing procedures, as has been described in the
last section of this chapter.
In the description of the implementation, general design and modularity have been empha-
sized, permitting easy extension in terms of new enrichment formulations and application
fields. In the following chapter the application of the described XFEM infrastructure for
the simulation of crack-bridges in brittle-matrix composites will be described.
Chapter 6
XFEM-based enrichment for brittle
matrix composites
6.1 Introduction
This chapter is focused on the simulation of the load-carrying behavior of planar cemen-
titious composites subjected to two-dimensional loading. In particular, the simulation of
shear zones and structural details with a few dominant cracks and critical crack bridges is
of primary interest. In such situations, the state of a crack bridge in terms of its opening
and sliding is crucial for the assessment of the ultimate structural strength. Here, the
motivation is provided especially by need to reflect local damage effects occurring in the
bond and in the textile reinforcement consisting of continuous multifilament yarns. How-
ever, the same or slightly modified arguments hold also for other brittle matrix composites
with steel or short fiber reinforcement.
The localization of the matrix damage in a non-uniform two-dimensional stress state
leads to several interacting cracks (see Fig. 6.1). With further loading the bond and yarn
damage develops particularly at the crack bridges. Therefore, an accurate assessment of
the ultimate failure is only possible with improved kinematics reflecting the discontinuities
in the displacement fields. In zones with fine and regular crack pattern developing under
dominating uni-axial loading (see Fig. 6.2) the smeared approach to the damage modeling
is appropriate as documented e.g. in reference [Scholzen et al. 2008, 2010] presenting a
smeared model with initial and damage-induced anisotropy.
The formulation of the numerical model is focused on thin-walled composite elements
exposed to in-plane shear and tensile loading. The damage effects to be reflected by the
model are the matrix cracks emerging in the out-of-plane direction and the debonding
of the reinforcement from the matrix. As the reinforcement layout is fine, regular and
orthogonal (cf. Fig. 6.3) a smeared representation of the reinforcement layers at the meso-
scale can be assumed. For the given geometrical configuration and assumed damage
effects an efficient two-dimensional model consisting of the matrix and reinforcement
layers coupled with a general bond law is proposed. The particular focus of the paper is
to introduce and assess several possibilities how to include matrix cracks into the two-layer
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Figure 6.1: Shear zone with few dominant cracks. Source: [IMB RWTH]
idealization of the composite.
The constructed displacement approximation is intended to serve as a basis for an im-
proved coupled meso-micro scale simulation of planar boundary value problems with
coarse crack pattern. The explicitly obtained values of crack opening and crack slid-
ing provide the necessary input for the micro-scale representation of the critical crack
bridges. For the related work on micro-scale modeling of multi-filament yarns and crack
bridges refer to [Chudoba et al. 2006; Vořechovský and Chudoba 2006; Konrad et al. 2007,
2006]. Here, the focus is on the comparison and verification of the formulated enrichment
approaches.
The present approach falls into the family of models with an explicit representation of the
matrix and reinforcement fields. An application of XFEM enrichment for the modeling of
composite materials has been presented by Moës et al. [2003]. The interfaces between the
Figure 6.2: TRC tensile specimens with fine crack patterns. Source: [IBAC RWTH]
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Figure 6.3: Structure of the textile fabrics. Source: [ITA RWTH]
matrix and reinforcement have been included using weak discontinuities, the propagating
cracks were introduced using the XFEM method. This type of application was further
extended with debonding on the boundary between material phases using energetic criteria
by Huynh and Belytschko [2009] and strength based criteria by Hettich et al. [2008].
Similar questions have been addressed recently by Rabczuk and Belytschko [2006] and
Rabczuk et al. [2008] in the field of modeling of steel reinforced concrete. In their approach
the meshless discretization including discontinuities is used to represent the matrix, the
standard finite element discretization is used for the reinforcement and the bond is realized
using Lagrange multipliers. In contrast to the previously cited applications both material
components are discretized independently and connected using a bond law.
As shall be documented later, the common deficiency of the resolved models including
matrix cracks is a low quality of stress representation in the vicinity of the cracks. For
steel-reinforced concrete, with highly ductile reinforcement, this inaccuracy is not critical.
However, composites using brittle reinforcement, like multi-filament AR-glass and carbon
fabrics need an improved formulation of the resolved model of the composite.
In the present application, independent discretization of the matrix and reinforcement in
separate layers is used similarly to references [Rabczuk and Belytschko 2006; Rabczuk
et al. 2008]. However, both components are discretized using the finite element method
with the bond implicitly included in the two-field formulation. The motivation for such
an approach is to provide a compact implementation framework for this class of enriched
approaches.
The chapter is organized as follows: In Sec. 6.2 the variational formulation of the two-field
boundary value problem is established, followed by the discretization of the weak form
using the XFEM introduced in Sec. 6.3. Verification examples are presented in Sec. 6.4
with the focus on the quality of the crack bridge approximation by the introduced method.
Finally, in Sec. 6.5 an application of the model to the simulation of inelastic debonding
in the cracked shear zone is exemplified.
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Figure 6.4: Two-field boundary value problem.
6.2 Variational formulation
The variational framework (see e.g. [Washizu 1975; Rektorys 1980]) is established for a
two-layered, two-dimensional body occupying the domain Ω with the boundary Γ. The
domain Ω is decomposed according to the layout of the material components: Ωm for the
cementitious matrix, Ωf for the fibers or reinforcement and Ωmf for the intersection of
these subdomains (see Fig. 6.4). Further, the zones of potential debonding Ωe ⊆ Ωmf
where the displacement fields are explicitly resolved in the numerical representation are
introduced.
The boundaries of the subdomains are denoted by Γm and Γf and are further distinguished
between parts of the boundaries where the essential (Γum , Γuf ) and natural boundary
conditions (Γtm , Γtf ) are applied. The stress and strain components are aggregated in
the vectors σ(.) = {σ(.)x, σ(.)y, σ(.)xy}T and ε(.) = {ε(.)x, ε(.)y, ε(.)xy}T , respectively. The
index (.) stands for the two material phases [m, f]. The surface friction is denoted as
τmf = {τx, τy}T . Throughout the subsequent derivation a unit thickness of the cross
sections bm = bf = 1 will be assumed to make the expressions shorter (see Fig. 6.5).
Then, the local equilibrium of both layers is given as
∂Tσm − τmf = 0, ∂Tσf + τmf = 0 (6.1)
where ∂T denotes the differential operator with the following distribution of partial deriva-
tives along x and z
∂T =
[
(.),x . (.),y
. (.),y (.),x
]
.
The corresponding essential and natural boundary conditions are specified as
um = u¯m on Γum and nσm = t¯m on Γtm
uf = u¯f on Γuf and nσf = t¯f on Γtf
(6.2)
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Figure 6.5: Stress state within an infinitesimal segment of the composite.
where n represents the boundary operator projecting the stress tensor into surface trac-
tions (n1, n2 are the normal and tangential components of the normal surface vector
respectively), which in two-dimensional case in the Voigt notating reads:
n =
[
n1 . n2
. n2 n1
]
.
The weak form of the boundary value problem given in equations (6.1) and (6.2) can be
constructed using the variation fields vm and vf(
vm,∂
Tσm − τmf
)
Ω
+ (vm,um − u¯m)Γum + (vm,nσm + t¯m)Γtm +(
vf ,∂
Tσf + τmf
)
Ω
+ (vf ,uf − u¯m)Γuf + (vf ,nσf + t¯f)Γtf = 0
(6.3)
where (u, v)Ω denotes the integration of the product of the terms u, v over Ω.
Applying the integration by parts and assuming that the essential boundary conditions are
implicitly satisfied by the chosen approximation we obtain the reduced weak formulation
as (
∂Tvm,σm
)
Ω
+ (vm, τmf)Ω − (vm, t¯m)Γt +(
∂Tvf ,σf
)
Ω
− (vf , τmf)Ω − (vf , t¯f)Γt = 0.
(6.4)
The stresses σm, σf and τmf are linked with the sought displacements um and uf through
constitutive models and kinematic relations. In the present formulation, a generally non-
linear material behavior is assumed
σm = Σm(εm), σf = Σf(εf), τmf = Σmf(s) (6.5)
with Σm,Σf ,Σfm representing distinct constitutive models of the matrix, reinforcement
and bond layer, respectively. The strain fields in the material components are denoted as
εm and εf , the slip field as s. Linear kinematic relations are further assumed in the form
εm = ∂ um, εf = ∂ uf , s = um − uf . (6.6)
In the following section the approximation of the sought displacement fields um, uf leading
to a discrete form of the weighted residual problem (6.4) shall be formulated.
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6.3 Discretization of the weak form
6.3.1 Jump enrichment of the matrix displacement field
The displacement field of the matrix is additionally enriched to introduce a displacement
jump at points xξ belonging to a crack ξ using the XFEM method introduced in the
previous chapter, Eq. (5.3).
uhm =
∑
i∈I
Ni(x)um,i +
∑
j∈J
Nj(x)ψm,j(x)am,j, (6.7)
where I denotes the set of all nodes, J denotes the enriched set of nodes, Ni is the standard
finite element shape function at node i and um,i and am,j represent the standard and
additional degrees of freedom, respectively. The jump function ψm,j for the enrichment of
node j is defined by (5.4), repeated here for convenience.
ψξm,j(x) = sign(φ
ξ(x))− sign(φξj), j ∈ J. (6.8)
Here, φξ represents the level set function (see Sec. 2.6 on page 32) implicitly specifying
the position xξ of the crack as φξ(xξ) = 0, φξj stands for the value of the level set at the
node j.
6.3.2 Approximation of the reinforcement displacement field
As the reinforcement displacement field is continuous, the standard shape functions would
be the initial choice
uhf =
∑
i∈I
Ni(x)uf,i, (6.9)
where uf,i denotes the nodal reinforcement displacement.
However, the displacement jump in the matrix um (6.7) induces a kink in the gradient of
the reinforcement displacement field uf . This holds for any type of bond law between the
matrix and the reinforcement. Therefore, an explicit reflection of the kink in the shape
functions needs to be considered. In the following studies, the kink has been introduced
using the weak discontinuity enrichment of the form
uhf =
∑
i∈I
Ni(x)uf,i +
∑
j∈J
Nj(x)ψ
ξ
f,j(x)af,j. (6.10)
Note, that the enrichment structure is identical with (6.7) and that the same subset
of nodes J is enriched. The enrichment function ψξf,j corresponds to the modified abs-
enrichment which is defined by equation (5.5), repeated here for the reader’s convenience.
ψξf,j(x) =
∑
k∈J
abs
(
φξk
)
N∗k (x)− abs
(∑
k∈J
φξkN
∗
k (x)
)
. (6.11)
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Figure 6.6: Enrichment of the bond element at the crack bridge. The FEM discretization is
enriched by strong (matrix field) and optionally weak (reinforcement field) discontinuity.
The available discretization structure is schematically depicted in Fig. 6.6. The imple-
mentation is generic for an arbitrary order of the standard and partition of unity shape
functions Ni and Nj in equations (6.7), (6.9) and (6.10). The convergence studies for
varied fineness of discretization (h) and order of polynomial (p) shall be provided in the
Sec. 6.4. The role of the kink inclusion in the reinforcement displacement field (6.10) shall
be studied as well.
6.3.3 Linearization of the discrete form
By substituting the displacement approximations (6.9) or (6.10) and (6.7) into the vari-
ational formulation (6.4) and applying the kinematics to both the trial and the test
functions
u(.),x = N,xu(.) = Bu(.) (6.12)
the discrete weak form of the boundary value problem is obtained as
δvTm
[(
BTm,σm
)
Ω
+
(
NTm, τmf
)
Ω
−(NTm, t¯m)Γt]+
δvTf
[(
BTf ,σf
)
Ω
−(NfT, τmf)Ω−(NTf , t¯f)Γt] = 0. (6.13)
Here, also the fact was exploited that the variations δvf and δvm are constant within the
spatial integrals. The above equation must be fulfilled for arbitrary variations of δvf and
δvm resulting in two sets of possibly nonlinear equilibrium equations
R(d) =
[
Rm(um,uf)
Rf(um,uf)
]
=
[
0
0
]
(6.14)
with the residuals Rm and Rf defined as
Rm =
(
BTm,σm
)
Ω
− (NTm, τmf)Ω − (NTm, t¯m)Γt
Rf =
(
BTf ,σf
)
Ω
+
(
NTf , τmf
)
Ω
− (NTf , t¯f)Γt . (6.15)
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In case of nonlinear material behavior assumed either for the matrix, reinforcement or
bond equation (6.14) must be solved iteratively. The following derivation of the incremen-
tal time-stepping procedure falls into the general formulation of backward Euler scheme
provided e.g. by Simo and Hughes [1998]. The equilibrium equations are first linearized
by Taylor expansion and the quadratic and higher order terms are neglected to obtain the
linear approximation of R at the instantaneous displacements u(k) as
R(u(k)) = R(u(k−1)) +
∂RT(u)
∂u
∣∣∣∣
u(k−1)
∆u(k). (6.16)
By substituting this approximation into equation (6.14) the standard iterative Newton-
Raphson scheme with ∆u(k−1) representing the displacement correction in the k-th itera-
tion step is obtained in the form:
∂RT(u)
∂u
∣∣∣∣
u(k−1)
∆u(k) = R(u(k−1)). (6.17)
The derivatives of the residuals represent the algorithmic stiffness matrix and shall be
further denoted as
K(ij) = ∂R(i)/∂d(j), i, j ∈ [m, f]. (6.18)
Resolving these derivatives using the chain rule and substituting the kinematic relations
given earlier in equation (6.6) for the strains εm, εf , and slip s the terms of the algorithmic
tangent operator K(..) can be written as
K
(k−1)
mm =
∫
Ω
BTmD
(k−1)
m Bm dx +
∫
Ω
NTmD
(k−1)
τ Nm dx
K
(k−1)
mf = −
∫
Ω
NTmD
(k−1)
τ Nf dx
K
(k−1)
fm = −
∫
Ω
NTf D
(k−1)
τ Nm dx
K
(k−1)
ff =
∫
Ω
BTf D
(k−1)
f Bf dx +
∫
Ω
NTf D
(k−1)
τ Nf dx.
(6.19)
Here, D(k−1)(.) denotes the instantaneous material stiffness defined as the derivative of the
stress tensor with respect to the strain tensor. With reference to the equations (6.5) the
material stiffness terms read
D(k−1)m =
∂Σm
∂εm
∣∣∣∣
ε(k−1)
, D
(k−1)
f =
∂Σf
∂εf
∣∣∣∣
ε(k−1)
, D(k−1)τ =
∂τmf
∂s
∣∣∣∣
s(k−1)
. (6.20)
The particular form of the tangent operator depends on the chosen material model Σ(.)
describing the behavior for the matrix, reinforcement and bond.
As stated in the introduction, the primary motivation for the present model is an accurate
reflection of the displacement fields around existing cracks including the debonding effects
in the vicinity of the cracks. Even though, inelastic behavior of the matrix and of the
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Figure 6.7: Schematic representation of the constitutive behavior of a bond model.
reinforcement is easy to include, it is not relevant in the assessment of the approximation
quality in the vicinity of the crack bridges. Therefore, the material behavior of the matrix
and reinforcement is further assumed linear elastic so that
D(k−1)m = D
(k−1)
f = constant. (6.21)
For the elementary convergence studies in Section 6.4 also the debonding is reflected
elastically using the orthotropic shear law
τi∈[x,y] = Gi · si (6.22)
with G representing the effective shear modulus per unit length. For the simulation of the
shear zone in Section 6.5 a nonlinear bond model with linear elastic and ideally plastic
branch is used in the form
τi∈[x,y] =
{
Gi · si, si ≤ scrit
Gi · scrit, si > scrit.
(6.23)
For such a bilinear bond model with scrit delimiting the elastic and plastic domains, the
algorithmic stiffness in equation (6.20) simplifies to
D
(k−1)
τ,i∈[x,y] =
{
Gi, si ≤ scrit
0, si > scrit.
(6.24)
The one-dimensional plastic model introduced in Sec. 4.3.1 is used, setting its paramerers
as follows (see Fig. 6.7):
• yield stress σY = τfr = G · scrit,
• idelal plastic behavior (no hardening) is assumed i.e. matrix of generalized plastic
moduli equals zero H = 0.
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Figure 6.8: Single crack bridge problem; left: geometrical configuration, boundary conditions
and numerical discretization; right: one-dimensional configuration with analytical solution.
Summarizing, the incremental solution scheme with the equation system resolved for the
matrix and reinforcement has the form[
bmK
(k−1)
mm K
(k−1)
mf
K
(k−1)
fm bfK
(k−1)
ff
] ∆um
(k)
∆uf
(k)
 = −
{
R
(k−1)
m
R
(k−1)
f
}
. (6.25)
Here, the RHS is evaluated according to the equation (6.15) and the tangent operator is
given by equation (6.18) including the constitutive laws as exemplified in equations (6.21)-
(6.24). The finite cross section thicknesses bm and bf , omitted throughout the derivation,
have been included for completeness.
6.4 Verification examples
6.4.1 Assessment of the discretization quality using the pull-out
problem
The convergence of the numerical model to an exact solution is studied using the pull-out
boundary conditions shown in Fig. 6.8 (left) leading to a one-dimensional stress state. An
analytical solution of the halve of this symmetric problem (see Fig. 6.8, right) has been
presented by Stang et al. [1990]. It has been utilized for the present convergence study in
the following way:
• only an elastic bond is considered (no inelastic frictional debonding occurs)
• the fiber is clamped on the left hand side uf(0) = 0 in contrast to the original
solution presented by Stang et al. [1990] where it was free.
Ef νf bf G P L
[Pa] [−] [m] [Pa/m] [N] [m]
1.0 0.0 1.0 10.0 1.0 1.0
Table 6.1: Parameters of the pull-out example.
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Figure 6.9: Strain profiles of the pull-out problem approximation with the strong discontinuity
enrichment of the matrix displacement field. Left: Bilinear elements. Right: Bilinear element
plus additional weak enrichment on the reinforcement displacement field.
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Figure 6.10: Strain profiles of the pull-out problem approximation with the strong disconti-
nuity enrichment of the matrix displacement field. Left: Biquadratic elements. Right: Bicubic
elements.
These adaptations lead to the following expressions for displacement and strain fields:
uexactf,x =
P
Efbfω
· sinh(ωx)
cosh(ωL)
(6.26)
εexactf,x =
P
Efbf
· cosh(ωx)
cosh(ωL)
(6.27)
where ω is defined as
ω =
√
G
Efbf
. (6.28)
The numerical two-dimensional model has been constructed as a rectangular domain with
the matrix crack perpendicular to the uniform tensile loading (P = 1 N) imposed at the
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cubic element
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Figure 6.11: Qualitative comparison of the exact solution and linear, quadratic and cubic
approximation of the reinforcement stress field σf in the element intersected by a crack.
right edge (see Fig. 6.8, left). At the left edge, both fields were fixed (um = 0, uf = 0).
The parameters of the model are summarized in Table 6.1. In order to comply with the
assumptions of the analytical solution specified in equations (6.26) and (6.27) the stiffness
of the matrix has been set much larger than the reinforcement stiffness. The strain and
stress fields in the y-direction are constant. The stress in the reinforcement in the x-
direction must converge to one (σexactf,x = 1) at the crack bridge due to the fact that the
matrix crack is stress-free. The exact strain profile at both sides of the crack is given by
equation (6.27). This profile is depicted as dotted line in all diagrams with numerically
calculated strain field.
The strain profile depicted in the Fig. 6.9 (left) has been obtained using bilinear approx-
imation without weak discontinuity in uf . Its counterpart with additional weak disconti-
nuity is shown in Fig. 6.9 (right). It is apparent that the weak discontinuity enrichment
leads just to a local improvement of the piecewise constant field and that this improvement
will become insignificant with further mesh refinement.
Fig. 6.10 shows the comparison of the strain profiles obtained using the biquadratic (left)
and bicubic (right) shape functions for continuous termsNi. As expected, the p-refinement
leads to an increase of the smoothness of the fields and, at the same time, to the reduction
of the strain jumps at the element edges. This improves the agreement with the analytical
solution. Note, however, that the biquadratic approximation leads to a horizontal cutoff
of the peak strain value resulting in the underestimation of the crack bridging force.
The fundamental problem of the low-order (linear and quadratic) shape functions lies
in their inability to reflect the kink in the reinforcement strains within the cracked ele-
ment. The situation is qualitatively sketched in Fig. 6.11. The profile of the reinforcement
strain/stress field is compared with the shape function derivatives of the linear, quadratic
and cubic approximation. For linear elastic bond, the profile of the exact solution con-
sists of two convex functions centered at the crack. Obviously, the linear and quadratic
approximations can only reflect the average constant strain within the element. For a
cubic element, the continuous approximation leads to concave reinforcement strain in the
bridging element. Thus, even this approximation cannot reproduce the convex profile of
the exact solution and results in an underestimation of the peak strain.
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Figure 6.12: Left: Convergence of the maximum norm error against the number of degrees of
freedom in the direction of loading; right: Energy norm error to number of DOFs; (Q4 – bilinear,
Q9 – biquadratic, Q12 – bicubic Serendipity and Q16 – bicubic Lagrange elements)
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Figure 6.13: Convergence of the maximum norm error against number of DOFs in the direc-
tion of loading. Left: Comparison of various polynomial PUM approximation and polynomial
families. right: Comparison between the approximation with and without the weak discontinuity
enrichment.
The quantitative assessment of the discretization quality for an increasing number of
DOFs in the x-direction shall be performed using two types of error measures: The local
convergence to the exact bridging stress is evaluated in terms of the maximum norm of
the difference between the exact value of the bridging stress and the numerically obtained
stress as
η =
σexactf,x − σhf,x
σexactf,x
∣∣∣∣∣
x=xξ
. (6.29)
The non-local measure of the discretization error is provided by the energy norm as
‖e‖e =
(∫
Ω
(
εhf,x − εexactf,x
)T
Efbf
(
εhf,x − εexactf,x
)
dΩ
) 1
2
. (6.30)
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enrichment type FEM PU m
strong 1 1 0.82
strong + weak 1 1 0.82
aligned mesh 1 – 0.82
strong 2 1 1.63
strong 2 2 1.63
strong 3 1 1.96
strong 3 3 1.96
Table 6.2: Convergence rates of the performed studies.
Fig. 6.12 (left) shows the convergence in terms of the local error measure (6.29) for an
increasing number of DOFs in the x-direction. The convergence of the model for varying
order of polynomial of the standard (FEM) term in the approximations (6.7) and first
order polynomial in the PU term is depicted in Fig. 6.12 (left). Note, that the reinforce-
ment field has been modeled using the approximation defined in (6.9) containing only the
continuous standard term Ni.
In view of the local maximum norm (6.29) the highest rate of convergence is obtained
with linear and bicubic elements. On the other hand, poor convergence is observed for
biquadratic elements. As already discussed earlier using the Fig. 6.11, this is caused by
the inability of the approximation to reflect the kink in the reinforcement strain field. In
terms of the global energy norm, the convergence improves for higher-order polynomial
approximation as documented in Fig. 6.12 (right).
Fig. 6.13 (left) depicts the study of convergence for the bicubic Lagrange (Q16, 3PU) and
Serendipity (Q12, 3PU) shape functions Ni used for the continuous term of um approxi-
mation (6.7). The 3PU in the legend denotes that higher-order (cubic) PU approximation
of the discontinuous term. For comparison, the bicubic approximation (Q16, 1PU) from
the previous plot in Fig. 6.12 (left) with linear PU is included as well. With increasing
number of degrees of freedom there is no difference between the results obtained with the
linear and with the cubic order of PU. The convergence study in energy norm yielded the
same results. This study delivers two conclusions:
• higher order PU enrichment for the discontinuous term Nj does not lead to any
improvement in the convergence, and
• for the continuous term Ni the Serendipity shape functions are clearly inferior to
Lagrangian polynomials.
The study shown in Fig. 6.13 (right) compares the convergence of uf approximation
with and without weak discontinuity enrichment. It addresses the question, whether the
convergence can be improved by including the kink in the reinforcement strain field using
the weak enrichment Njψξf,j in equation (6.10). The diagram shows that the model with
the weak enrichment yields better convergence rate for a coarse mesh. Nevertheless the
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εn strain normal to crack 
Figure 6.14: Tensile specimen with inclined matrix crack discretized by 30x20 bilinear elements
with varying crack angle (measured relatively to the loading direction); a) 90◦; b) 60◦; c) 45◦;
d) 30◦.
difference gradually vanishes with the increasing number of DOFs as the proportion of
the elements with the improved quality of the approximation diminishes.
The convergence rates achieved in energy norm are summarized in Table 6.2. The slow
convergence has been obtained for low-order elements. In this category, also the simu-
lation without enrichment and with the matrix mesh aligned with the crack has been
included. Obviously, this case exhibits the same convergence rate as for the equivalent
order of approximation with an enrichment. With an increasing order of polynomial the
convergence rapidly improves. The quadratic convergence rates have been achieved using
the cubic shape functions for the standard finite element field and a linear partition of
unity for the discontinuity. This type of discretization provides the sufficient accuracy,
numerical efficiency and flexibility needed to reflect arbitrary crack patterns as shall be
documented on the application example in Sec. 6.5.
6.4.2 Qualitative assessment of strain field with inclined crack
bridge
The applicability of the approach for reproducing non-uniform strain states along an
inclined crack bridge is studied using a two layer 2D composite rectangle (3×2 m) loaded
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bilinear
elements
bicubic
elements
stress peak
Figure 6.15: Comparison of the quality of the approximation of the strain peak in the rein-
forcement field.
by uniform displacement of the reinforcement layer uf in x-direction (urightx = 0.3 m) at
the right end. As in the previous study, the bond law is assumed linear in the form
τmf = G · s. The matrix layer um is cut by a single crack with varied orientation angle
α measured relatively to the direction of loading. The values of the material parameters
are provided in Table 6.3.
The example was computed using 30 × 20 linear elements for both the matrix and the
reinforcement fields with the total of 2688 degrees of freedom (including degrees of freedom
for the XFEM contribution in the enriched elements).
The obtained strain tensor has been projected into the direction normal to the crack
εn = nε in order to visualize and assess the approximation of the state variables in the
crack bridge. The operator n projecting the strain tensor into direction normal to the
crack in two-dimensional case in the Voigt notating reads:
n =
[
cos2(α) sin2(α) 2sin(α)cos(α)
]
.
As expected, the matrix strains normal to the crack shown for selected crack configura-
tions in Fig. 6.14 tend to zero along the crack bridge in the average. A more detailed view
to the reinforcement strains perpendicular to the crack is shown in Fig. 6.15 providing
Em νm bm Ef νf bf G α
[MPa] [-] [m] [MPa] [-] [m] [MPa] [◦]
2.0 0.0 1.0 1.0 0.0 1.0 10.0 30, 45, 60, 90
Table 6.3: Parameters of the running example.
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Figure 6.16: Four point bending test used to experimentally detect the crack pattern and the
boundary conditions to be imposed to the simulated area.
the possibility to assess the quality of the kink representation across the crack bridge.
For linear elements, the low order of strains results in a saw-tooth profile of the bridging
reinforcement strain along the crack bridge depicted in detail in Fig. 6.15 (left). The
consequence is the same as for the perpendicular crack studied previously in Sec. 6.4.1:
underestimated peak strain in the reinforcement and spurious stress transfer across the
matrix crack. The depicted “hangovers” in the strain field can be reduced using elements
with higher polynomial approximation as shown in Fig. 6.15 (right) using bicubic ele-
ments. Their polynomial basis is able to approximate the kink across the strain peak and
apparently decreases the strain incompatibilities at the element edges. This underlines
the conclusions made at the end of Sec. 6.4.1.
6.5 Application example: shear zone
The feasibility of the described modeling framework shall be documented on the exam-
ple of the shear zone with several cracks developed in the web of an I-beam during the
four-point bending test depicted in Fig. 6.16 (left). Based on the previous convergence
studies, the discretization has been defined using 38x10 bicubic elements for both matrix
and reinforcement. The cracks have been inserted into the matrix displacement field using
the linear PU enrichment. The weak discontinuity has not been included in the reinforce-
ment displacement field. This choice was justified by the fact that the performed studies
indicated the superiority of the hp-refinement with respect to the explicit representation
of the kink in the reinforcement strain field.
The boundary conditions of the simulated part of the web depicted in Fig. 6.16 (right)
have been determined using the measurement of the displacements in the zone of interest.
The cracks have been explicitly inserted into the discretization. Their geometry has been
derived from the tests using an automated crack detection procedure [Benning et al. 2004;
Lange 2009]. The material behavior of the matrix and reinforcement has been assumed
linear elastic. For the bond, the elastic-plastic model (6.23) has been chosen to study the
propagation of the debonding zone away from the crack bridges.
The material parameters of the matrix, reinforcement and bond are summarized in Ta-
ble 6.4. The equivalent thickness of the reinforcement bf = 1.11e-4 m has been evaluated
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Em νm bm Ef bf G scrit τfr = G · scrit
[MPa] – [m] [MPa] [m] [MPa] [m] [MPa]
34e+3 0.2 0.01 54e+3 1.11e-4 125e+3 1.0e-4 1.25
Table 6.4: Parameters of the shear zone example
x [m]
bond 
stress [MPa]
bond stress [MPa]
-1.25                       0.0                       1.25
Figure 6.17: Bending specimen: bond stress between the matrix and reinforcement oriented in
the x-direction.
for AR-glass textile fabrics (see Fig. 6.3) with an equidistant orthogonal mesh of the multi-
filament yarns. The spacing between the yarns is 8 mm and the average cross sectional
area is 0.89 mm2.
The distribution of the bond stress between the matrix and reinforcement oriented in the
x-direction is shown in Fig. 6.17. The distribution of the stress in the reinforcement at
the ultimate state of the beam is depicted in Fig. 6.18 indicating the maximum stress
246 MPa at the bottom of the right-most crack at the transition between the web and
the flange of the I-beam. This value corresponds well with the maximum yarn stress
achieved in tensile tests on specimens with varied angle between the crack direction and
the reinforcement [Voss 2008; Hegger and Voss 2008]. Such an agreement is promising and
motivates further work on the validation of the approach on modified composite layouts
and material combinations.
In its present form, the model can be used to get an insight into the inelastic debonding
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stress [MPa]
Figure 6.18: Bending specimen: stress in the reinforcement oriented in the x-direction.
effects occurring in the shear zone of the tested specimens. Using parametric studies and
sensitivity analyses of the material parameters in connection with further experiments it
can provide a valuable contribution to the formulation of dimensioning rules of textile
reinforced cross sections subjected to shear.
6.6 Conclusion
The purpose of the present chapter was to assess the feasibility of the numerical ap-
proximation for two-field problems with XFEM enrichment of the shape functions. The
reproduction of the field values in the discontinuity has been used as a criterion for evalua-
tion of the approximation. The convergence studies showed that for lower-order elements,
an inclusion of the jump in the matrix displacements leads to an underestimated value of
the bridging strains in the reinforcement phase. This issue is critical since the failure of the
reinforcement initiates the ultimate failure of the structure. Therefore, the possibilities
of the consistent enrichment of the reinforcement field using higher-order elements have
been studied and discussed. The performed numerical analyzes have shown that superior
convergence rate could be achieved for h- refinement using bicubic elements. On the other
hand, the studies have shown that higher-order of the enrichment functions introducing
the crack into the matrix displacement does not significantly improve the convergence
rate.
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The technical advantage of the present approach is the fact that it can be implemented
into a finite element software with XFEM support without the need to modify its core
components. The flexibility of the formulation has been documented in the paper by
the fact that various types and orders of shape functions entering the discrete variational
formulation could be easily included so that it was possible to cover a broad spectrum of
their combinations with a minimum implementation effort in the numerical studies.
The work motivates further developments in the field of the crack bridge enrichments.
Possible approaches have been presented recently in the reference [Chudoba et al. 2009]
using crack-centered enrichment of both the matrix and reinforcement fields with strong
discontinuity and subsequent use of a kinematic constraint recovering the continuity of
the reinforcement displacements field.
Summary and Outlook
The two main objectives of this thesis were:
• to provide a simulation environment for an easy implementation of advanced appli-
cations in the field of finite element analysis required in the modeling of cementitious
composites at the meso-scale.
• to demonstrate the feasibility of the numerical framework, based on a scripting
language and open-source libraries, on the implementation of the required numerical
tools.
Within this work, the components required for modeling of cementitious composites at the
meso-scale have been formulated and implemented in the numerical framework SimVisage.
This simulation tool is a result of a long-term development in a team at the Institute of
Structural Concrete and the Chair of Statics and Dynamics at RWTH Aachen.
The main contributions of the author of the thesis to the numerical framework are:
• Extension of an adaptive numerical framework in terms of solution techniques,
constraints treatment, and postprocessing presented in Ch. 1. Furthermore, the
adaptation of the framework to become fully written in a scripting language.
• Introduction of the concept of homogeneous grids used for the finite element
discretization presented in Ch. 2.
• Formulation and implementation of generic finite elements presented in Ch. 3.
• Formulation and implementation of a library of material models, in particular the
generic implementation of plasticity and damage models presented in Ch. 4.
• Formulation and implementation of a generic enrichment framework in context
of the eXtended Finite Element Method (XFEM) shown in Ch. 5.
• Application of the XFEM in high quality approximation of the crack-bridges of the
cementitious composites presented in Ch. 6.
The thesis is divided into two thematic parts. In part I, chapters 1 to 4, the numeri-
cal framework is introduced and its essential components, like mesh management, finite
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element and material model libraries are presented in detail, with an emphasis on their
design and implementation using the scripting language Python. Part II deals with the
modeling of discrete crack development using eXtended Finite Element Method (XFEM).
The XFEM is introduced in detail in Ch. 5 and its application in the modeling of crack
bridges in textile reinforced concrete is demonstrated in Ch. 6.
In the following paragraphs the main results of the respective chapters are summarized:
Ch. 1 gives an overview of the numerical framework starting with the distinction between
the time step control and the spatial representation of the model followed by the presen-
tation of the solution techniques for non-linear problems and the treatment of boundary
conditions. In the final part of the chapter the implementation of the framework is dis-
cussed in detail addressing questions of design and choice of the programming language
and applied libraries.
The discretization tools of the numerical framework are described in Ch. 2. An innovative
concept of using orthogonal grids to construct the finite element discretization is intro-
duced leading to a full utilization of the underlying high performance libraries. In the
second half of Ch. 2, a set of grid editing methods is presented extending considerably
the flexibility and versatility of the discretization subsystem.
In Ch. 3 an overview of the finite element formulations implemented in the numerical
framework is given. The first part describes the standard element applicable in a broad
range of engineering problems. In the second part the concept of generic elements is
introduced followed by an explanation of particular implemented generic elements. The
extensibility of both standard and generic part of the library permitting further develop-
ment in terms of both, higher (polynomial) approximation and element formulation, is
emphasized.
Ch. 4 deals with the material models available in the numerical framework. A presentation
of the class of linear material models is followed by demonstration of the extensibility of
the framework showing the generic implementation of the plastic material model. In
the last section an analogy to the plastic model is used to describe the theory and the
implementation of scalar damage models in order to underline the general design of the
material model library.
The significant outcomes of part I are:
• An open and flexible numerical framework for non-linear simulation of cementitious
composites using appropriate solution algorithms and visualization techniques.
• Open and modular structure of the modeling tool demonstrated in detail for the
implementation of finite element and material model libraries.
• An efficient numerical computation performed on homogeneous grids utilizing opti-
mized underlying libraries.
Ch. 5 introduces the eXtended Finite Elements Method, a modern, fast-developing tool
for the discrete modeling of discontinuities. The implementation of the method requires
several important extensions of the simulation framework compared to the standard finite
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element modeling tool. In particular, the treatment of the additional kinematic modes
and unknowns, the central issue of the method, is presented both on the element and the
system level. In addition, the discontinuous nature of the enrichment requires adaptation
of the numerical quadrature and postprocessing procedures, as described at the end of
the chapter.
In Ch. 6 the applicability of the XFEM is demonstrated in a feasibility study of a two-
field problem. The reproduction of the field values in a discontinuity is used as a criterion
for the qualitative evaluation of the approximation. Convergence studies show that mere
inclusion of a jump function in the cracked field leads to an underestimation of the strains
in the bridging reinforcement phase. This issue is crucial since the failure of the rein-
forcement initiates the ultimate failure of the structure. Therefore, the possibilities of a
consistent enrichment of the reinforcement field are discussed. The performed numerical
studies and their interpretation lead to the conclusion that the adaptive hp-refinement
provides an optimum balance between the efficiency, accuracy, and implementation com-
plexity of the numerical model.
In summary, the main outcomes of part II are:
• A generic implementation of the eXtended Finite Elements Method, with a choice
of approximation functions for both the continuous and discontinuous part of the
formulation.
• The derivation of a numerical enrichment for the crack bridge simulation providing
a robust and flexible simulation platform in terms of numerical approximation and
constitutive relations.
• The numerical studies have shown superior results for the higher order of the poly-
nomial approximation of the continuous parts yielding a high quality of the gradient
quantities. On the other hand, only a linear approximation of the enriched part is
necessary to introduce the discontinuities in the computed fields, reducing the num-
ber of additional unknowns required by the local enrichment and thus increasing
the numerical efficiency.
Outlook
A number of further working steps can be identified in the two field covered by the present
work:
For the discrete modeling of the crack development at meso-scale:
• Simulation of the debonding process within the crack bridges using the implemented
non-linear material models. Numerical studies should be performed in order to
identify suitable constitutive relations.
• Coupling of the discrete crack model with the micro- and macro-scopic models
available in the SFB 532 modeling framework, in particular the coupling with the
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micro-mechanical models, yielding detailed information about the crack bridging
forces including the micro-mechanical effects. Further, the interconnection with the
macroscopic composite microplane model, in order to create an efficient modeling
tool for the non-linear analysis of whole structures. For this purpose, suitable criteria
for the crack initiation and for the transition between the smeared and discrete crack
approximation should be defined.
• Extension of the XFEM-approximation library by formulation for branching or in-
tersection of cracks as well as three-dimensional enrichment formulation.
In the design and extension of the numerical modeling tool:
• Incorporation and extension of the prototypically implemented numerical methods
for non-linear simulations like dissipation control and non-local damage in the nu-
merical framework.
• Further application and development of the presented principles for utilization of
high-efficient libraries, for example on management of input data and response trac-
ing.
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