We establish oracle inequalities for a version of the Lasso in high-dimensional fixed effects dynamic panel data models. The inequalities are valid for the coefficients of the dynamic and exogenous regressors. Separate oracle inequalities are derived for the fixed effects. Next, we show how one can conduct simultaneous inference on the parameters of the model and construct a uniformly valid estimator of the asymptotic covariance matrix which is robust to conditional heteroskedasticity in the error terms. Allowing for conditional heteroskedasticity is important in dynamic models as the conditional error variance may be non-constant over time and depend on the covariates. Furthermore, our procedure allows for inference on high-dimensional subsets of the parameter vector of an increasing cardinality. We show that the confidence bands resulting from our procedure are asymptotically honest and contract at the optimal rate. This rate is different for the fixed effects than for the remaining parts of the parameter vector.
Introduction
Dynamic panel data models are widely used in economics and the social sciences in particular. They are extremely popular as workers, firms, and countries often differ due to unobserved factors. Furthermore, these units are often sampled repeatedly over time in many modern applications thus allowing to model the dynamic development of these. However, so far no work has been done on how to conduct inference in the high-dimensional dynamic fixed effects model
α l y i,t−l + x ′ i,t β + η i + ε i,t , i = 1, ..., N, and t = 1, ..., T (1.1) where the presence of L N lags of y i,t allows for autoregressive dependence of y i,t on its own past. x i,t is a p x,N × 1 vector of exogenous variables and η i , i = 1, ...., N are the N individual specific fixed effects while ε i,t are idiosyncratic error terms. The fixed effects let us model the heterogeneity of the individuals in a flexible way not possible in the cross sectional model y i = x ′ i β + η i + ε i where the η i are unidentifiable and all individual specific variation must be pushed to the error term. It is common to think of the subscript t as time such that one observes N individuals in T time periods. Applications of panel data are widespread: ranging from wage regressions where one seeks to explain worker's salary, to models of economic growth where one seeks to determine the factors that impact growth over time of a panel of countries. In wage regressions the fixed effects are often interpreted as accounting for unobserved characteristics such as ability, intelligence or perseverance of a worker while in growth models they are often understood as accounting for culture of a country or other unobserved factors remaining (approximately) constant over time. As an example of the latter, Islam (1995) used exactly a dynamic panel data model to study growth convergence of a panel of countries and reached conclusions vastly different from the ones obtained by a plain linear regression model which ignores the repeated sampling and individual specific heterogeneity.
Recent years have witnessed a great deal of research on high-dimensional models with particular emphasis on the linear regression model. Among the most popular procedures is the Lasso of Tibshirani (1996) which sparked a lot of research on estimators possessing the oracle property of Fan and Li (2001) , such as e.g. the adaptive Lasso of Zou (2006) or the Bridge estimator of Huang et al. (2008) among others. Subsequently to the oracle property, which is an asymptotic one, a lot of focus has been devoted to establishing finite sample oracle inequalities. That is, upper bounds on the estimation and prediction error that are valid with a guaranteed probability for a fixed sample size, see Candes and Tao (2007) ; Bickel et al. (2009) ; Bunea et al. (2007) ; Zhang and Huang (2008) ; Meinshausen and Yu (2009); van de Geer (2008) ; Negahban et al. (2012) among many others. However, until recently, not much work had been done on inference in high-dimensional models for Lasso-type estimators as these possess a rather complicated distribution even in the low dimensional case, see Knight and Fu (2000) . This problem has been cleverly approached by unpenalized estimation after double selection by Belloni et al. (2012 or by desparsification in Zhang and Zhang (2014) ; van de Geer et al. (2014) ; Javanmard and Montanari (2013) ; Caner and Kock (2014) . See also Lockhart et al. (2014) ; Meinshausen (2013) and Nickl and van de Geer (2013) .
The focus in the above mentioned work has been almost exclusively on independent data and often on the plain linear regression model while high-dimensional panel data has not been treated. Exceptions are Kock (2013) and who have established oracle inequalities and asymptotically valid inference for a low-dimensional parameter in static panel data models, respectively. Caner and Zhang (2014) have studied the properties of penalized GMM, which can be used to estimate dynamic panel data models, in the case of fewer parameters than observations. To the best of our knowledge, no research has been conducted on inference in high-dimensional dynamic panel data models. Note that high-dimensionality may arise from three sources in the dynamic panel data model (1.1). These sources are the coefficients pertaining to the lagged left hand side variables (α l ), the exogenous variables (β), as well as the fixed effects (η i ). In particular, we shall see that (joint) inference involving an η i behaves markedly different from inference only involving α l 's and β. Furthermore, panel data differs from the classical linear regression model in that one does not have independence across t = 1, ..., T for any i as consecutive observations in time can be highly correlated for any given individual. Ignoring this dependence may lead to gravely misleading inference even in low-dimensional panel data models. For that reason we shall make no assumptions on this dependence structure across t = 1, ..., T for the x i,t . Static panel data models are a special case of (1.1) corresponding to α l = 0, l = 1, ..., L N .
Traditional approaches to inference in low-dimensional static panel data models have considered the N fixed effects η i as nuisance parameters which have been removed by taking either first differences or demeaning the data over time for each individual i, see e.g. Wooldridge (2010) ; Arellano (2003) ; Baltagi (2008) . However, this approach does not work as straightforwardly in dynamic panel data models as first differences or demeaning results in a model where the error terms and covariates are correlated. Furthermore, in this paper we take the stand that the fixed effects may be of intrinsic interest, and thus one may also be interested in testing hypothesis on these instead of removing them.
By now it has become common practice to assume ℓ 0 -sparsity in high-dimensional models. That is, only a subset of the many potential explanatory variables are truly relevant such that many coefficients are zero. However, classical ℓ 0 -sparsity may be a severe restriction to impose in particular on the vector of fixed effects (η 1 , ...., η N ). For that reason, we only impose an assumption of ℓ 1 -sparsity on the fixed effects which nests ℓ 0 -sparsity as a special case. In the low-dimensional case Bonhomme and Manresa (2012) have assumed a different type of struc-ture, namely grouping, on the fixed effects. However, in the high-dimensional setting we are considering ℓ 1 -sparsity works well.
Our inferential procedure is closest in spirit to the one in van de Geer et al. (2014) who cleverly used nodewise regressions to desparsify the Lasso and to construct an approximate inverse of the non-invertible sample Gram matrix in the context of the linear regression model. In particular, we show how nodewise regressions can be used to construct one of the blocks of the approximate inverse of the empirical Gram matrix in dynamic panel data models. More precisely, we contribute by first establishing an oracle inequality for a version of the Lasso in dynamic panel data models for all groups of parameters. As can be expected, the fixed effects turn out to behave differently from the remaining parameters. Next, we show how joint asymptotically gaussian inference may be conducted on the three types of parameters in (1.1). In particular, we show that hypotheses involving an increasing number of parameters can be tested and provide a uniformly consistent estimator of the asymptotic covariance matrix which is robust to conditional heteroskedasticity. Thus, we introduce a feasible procedure for inference in high-dimensional heteroskedastic dynamic panel data models. Allowing for conditional heteroskedasticity is important in dynamic models like the one considered here as the conditional variance is known to often depend on the current state of the process, see e.g. Engle (1982) . Thus, assuming the error terms to be independent of the covariates with a constant variance is not reasonable. Next, we show that confidence bands constructed by our procedure are asymptotically honest (uniform) in the sense of Li (1989) over a certain subset of the parameter space. Finally, we show that the confidence bands have uniformly the optimal rate of contraction for all types of parameters. Thus, the honesty is not bought at the price of wide confidence bands as is the case for sparse estimators, c.f. Pötscher (2009) . Simulations reveal that our procedure performs well in terms of size, power, and coverage rate of the constructed intervals.
The rest of the paper is organized as follows. Section 2 introduces the estimator and provides an oracle inequality for all types of parameters. Next, Section 3 shows how limiting gaussian inference may be be conducted and provides a feasible estimator of the covariance matrix which is robust to heteroskedasticity even in the case where the number of parameter estimates we seek the limiting distribution for diverges with the sample size. Section 4 shows that confidence intervals constructed by our procedure are honest and contract at the optimal rate for all types of parameters. Section 5 studies our estimator in Monte Carlo experiments while Section 6 concludes. All the proofs of our results are deferred to Appendix A; Appendix B contains further auxiliary lemmas needed in Appendix A.
The Model

Notation
|x i | and x ∞ = max 1≤i≤n |x i | denote the ℓ 0 , ℓ 2 , ℓ 1 and ℓ ∞ norms, respectively. Let e m denote the unit column vector with mth entry being 1 in some Euclidean space depending on the context. If the argument of · ∞ is a matrix, then · ∞ denotes the absolute elementwise maximum of the matrix. For some generic set R ⊆ {1, . . . , n}, let x R ∈ R |R| denote the vector obtained by extracting the elements of x ∈ R n whose indices are in R, where |R| denotes the cardinality of R; R c = {1, . . . , n} \ R. For an n × n matrix A, A R denotes the submatrix consisting of the rows and columns indexed by R. ⊗ is the Kronecker product. Let a ∨ b and a ∧ b denote max(a, b) and min(a, b), respectively. For two real sequences (a n ) and (b n ), a n b n means that a n ≤ Cb n for some fixed, finite and positive constant C for all n ≥ 1. sgn(·) is the sign function. maxeval(·) and mineval(·) are the maximal and minimal eigenvalues of the argument, respectively. For some vector x ∈ R n , diag(x) gives a n × n diagonal matrix with x supplying the diagonal entries.
The model in (1.1) can be rewritten as
where
The subscript N indicates that dimensions of T N , L N , p x,N and p N vary with the cross-sectional dimension N but we suppress the subscript N whenever no confusion arises. Note however, that in asymptotic arguments where N as well as T tend to infinity, we shall often think of T being a function of N . We assume that initial observations y i,0 , y i,−1 , . . . , y i,1−L are available for i = 1, ...N . Next, (2.1) may be written more compactly as
where Z i := (z i,1 , . . . , z i,T ) is a p × T matrix, y i := (y i,1 , . . . , y i,T ) ′ , ε i := (ε i,1 , . . . , ε i,T ) ′ , and ι is a T × 1 vector of ones. Then, one can write
. . , η N ) ′ contains the fixed effects, D := I N ⊗ ι, and Π := (Z, D). Finally, γ := (α ′ , η ′ ) ′ contains all p + N parameters of the model. Thus the dynamic panel model (1.1) can be written more compactly as something resembling a linear regression model. There are several differences, however. First, blocks of rows in the data matrix Π may be heavily dependent. Second, we shall see that α and η have markedly different properties as a result of the fact that the probabilistic properties of the blocks of a properly scaled version of the Gram matrix pertaining to Π are very different. Third, imposing ℓ 1 -sparsity only on η implies that the oracle inequalities which we use as a stepping stone towards inference do not follow directly from the technique in, e.g., Bickel et al. (2009) . In fact, we do not get explicit expressions for the upper bounds but instead characterize them as solutions to certain quadratic equations in two variables.
ℓ 1 -sparsity and the Panel Lasso
Let J 1 = {j : α j = 0, j = 1, . . . , p} denote the active set of lagged left hand side variables and x i,t with s 1 = |J 1 |. In this sense α is said to be ℓ 0 -sparse with the sparsity index s 1 . ℓ 0 -sparsity is by now a standard assumption in the high-dimensional statistics. On the other hand, and as already mentioned in the introduction, the fixed effects η might not be ℓ 0 -sparse as unobserved heterogeneity might have an effect for all individuals/countries. For example, the effect of the often unmeasured intelligence of a worker may not have a zero impact for any worker in a wage model. However, we believe it is much more reasonable to assume that there exists a group of individuals either well below or well above average intelligence for which η i is either very negative or very positive while a big group of the populations may be considered "average" in the sense that their intelligence only marginally impacts their salary after controlling for a high-dimensinal vector of x i,t and lagged y i,t . This is certainly the case when modeling y i,t in deviations from its population mean. Similarly, there are many other examples where a large group may be conjectured to have very small individual specific fixed effects. This motivates ℓ 1 -sparsity.
Let J 2 be the indices of the s 2 largest elements in |η i |, i = 1, ..., N , i.e. the s 2 largest fixed effects in absolute value. Assume that η J c 2 1 ≤ c N for some c N ≥ 0. In words, the s 2 largest fixed effects are unrestricted while the ℓ 1 -norm of the remaining fixed effects can not be larger than c N . Note that c N = 0 is equivalent to ℓ 0 -sparsity. ℓ 1 -sparsity seems to have been used first in the high-dimensional statistics literature by Zhang and Huang (2008) and is useful in dynamic panel data models where the matrix D has a natural scale such that J 2 is uniquely identified (J 2 does not depend on any specific normalization). Finally, we remark that ignoring the absence of a natural scale of the random and temporally dependent y i,t and x i,t one could also impose ℓ 1 -sparsity on α. However, we refrain from this generalization here.
Our starting point for inference is the minimiserγ = (α ′ ,η ′ ) ′ of the following panel Lasso objective function
As usual λ N is a positive regularization sequence. Note that we penalize α and η differently to reflect the fact that we have N T observations to estimate α j for j = 1, ..., p while only T observations are available to estimate each η i . The minimization problem can be solved easily as it simply corresponds to a weighted Lasso with known weights. However, the probabilistic analysis of the properly scaled Gram matrix is different from the one for the standard Lasso as it must be broken into several steps. We now turn to the assumptions needed for our inferential procedure.
is an independent sequence and
Assumption 1 imposes independence across i = 1, ..., N which is standard in the panel data literature, see e.g. Wooldridge (2010) or Arellano (2003) . Note however, that we do not assume the data to be identically distributed across i = 1, ..., N . Assumption 1 also implies, by iterated expectations, that the error terms form a martingale difference sequence with respect to the filtration generated by the variables in the above conditioning and thus restricts the degree of dependence in the error terms across t. 1 However, it still allows for considerable dependence over time, as higher moments than the first are not restricted. Furthermore, the error terms need not be identically distributed over time for any individual. We also note that Assumption 1 does not rule out that the error terms are conditionally heteroskedastic. In particular, they may be autoregressively conditionally heteroskedastic (ARCH). In panel terminology, both lags of y i,t and x i,t are called predetermined or weakly exogenous.
In order to introduce the next assumption define the scaled empirical Gram matrix
However, it suffices that a compatibility type condition tailored to the panel data structure is satisfied. To be precise we define
2 and we shall later see that κ 2 (Ψ N , r 1 , r 2 ) is bounded away from zero provided κ 2 (Ψ, r 1 , r 2 ) is bounded away from zero, where
3 It is of interest that the compatibility constant κ 2 (Ψ N , r 1 , r 2 ) does not depend on the level c N 1 It can also be verified that {εi,t} T t=1 forms a martingale difference sequence with respect to the natural filtration for all i = 1, . . . , N . This is because the εi,t are (linear) functions of the variables in the conditioning set in Assumption 1.
2 Here R1 ∪ R2 is understood as R1 ∪ (R2 + p) where the addition is elementwise. 3 Ψ actually also depends on N and T but for brevity we are silent about this.
of ℓ 1 -sparsity. The reasons become clear from the proof of Theorem 1 below.
Assumption 2. κ 2 = κ 2 (Ψ, s 1 , s 2 ) is uniformly bounded away from zero.
Assumption 2 is rather innocent as it is trivially satisfied when the Ψ is positive definite as is often imposed. Compatibility type conditions are standard in the literature and various versions and their interrelationship have been investigated in van de Geer et al. (2009) .
Assumption 3. There exist positive constants C and K such that (a) ε i,t are uniformly subgaussian; that is, P(|ε i,t | ≥ ǫ) ≤ 1 2 Ke −Cǫ 2 for every ǫ ≥ 0, i = 1, . . . , N and t = 1, . . . , T .
(b) z i,t,l are uniformly subgaussian; that is, P(|z i,t,l | ≥ ǫ) ≤ 1 2 Ke −Cǫ 2 for every ǫ ≥ 0, i = 1, . . . , N , t = 1, . . . , T and l = 1, . . . , p.
In the context of the plain static regression model it is common practice to assume the error terms as well as the covariates to be subgaussian. However, this assumption is not quite innocent in the context of the dynamic panel data model (1.1) as y i,t is generated by the model and its properties are thus completely determined by those of x i,t , ε i,t as well as the parameters of the model. Lemma 2 in Appendix A shows that y i,t is subgaussian if x i,t and ε i,t satisfy this property and the parameters are well-behaved. In particular, a wide class of (causal) stationary processes are included.
The Oracle Inequalities
With the above assumptions in place we are ready to state our first result. Defining
.., N } with |I| ≤ s 2 and η I c 1 ≤ c N , one has Theorem 1 (Oracle inequalities). Let Assumptions 1 -3 hold. Then, choosing λ N = 4M N T (log(p ∨ N )) 3 for some M > 0, the following inequalities are valid with probability at least
for positive constants A and B and s 1 + s 2 ≤ √ N .
Moreover, the above bounds are valid uniformly over F(s 1 , s 2 , c N ).
Theorem 1 provides oracle inequalities for the prediction error as well as the estimation error of the parameter vectors. While these bounds are of independent interest we shall primarily use them as means towards our ultimate end of conducting (joint) inference on α and η. We stress that the bounds in Theorem 1 are finite sample bounds; they hold for any fixed values of N and T . The special case of ℓ 0 -sparsity corresponds to c N = 0 and simplifies the above bounds. However, in the case where one is only interested in α − α 1 , it suffices that c N = o( √ N ) in order to make the contribution from c N vanish asymptotically. c N of this order is not unreasonable, as the number of lags of y i,t and covariates in x i,t can increase fast in N , thus leaving less unexplained heterogeneity for the fixed effects as more variation in y i,t is explained by the other covariates, resulting in c N → 0.
We also note that the oracle inequalities are not obtained in an entirely standard manner as the mixture of ℓ 0 -and ℓ 1 -sparsity in dynamic panel data models calls for a different proof technique which yields the upper bounds as solutions to certain quadratic equations. Finally, we remark that in analogy to oracle inequalities in the plain linear regression model the number of covariates in x i,t (p x ) may increase at an exponential rate in N T without hindering the right hand sides of the oracle inequalities in being small. Furthermore, we do not assume independence across t = 1, ..., T for any individual thus altering the standard probabilistic analysis as well. Instead we use concentration inequalities for martingales to obtain bounds almost as sharp as in the completely independent case.
Inference
Following the idea of van de Geer et al. (2014) we next desparsify the Lasso estimator in order to conduct inference. To this end, we construct an approximate inverse of Ψ N . One sub-block of the approximate inverse will be constructed by nodewise regressions, while we use the structure of the lower right N × N block of Ψ N to directly construct an inverse for that part.
The Desparsified Lasso Estimatorγ
First, observe that L(γ) in (2.2) is convex in γ and thatγ satisfies the Karush-Kuhn-Tucker (KKT) conditions
whereκ 1 andκ 2 are p × 1 and N × 1 vectors, respectively, such thatκ 1j
Using that y = Πγ + ε and multiplying by S −1 yields
Usually one would proceed by isolating S(γ −γ) which implies inverting Ψ N . However, when p+ N > N T , Ψ N is not invertible. The idea of van de Geer et al. (2014) and Javanmard and Montanari (2013) is to instead use an approximate inverse of Ψ N . Suppose thatΘ is a reasonable approximation to such an inverse and rewrite the above display as
Thus,γ is the desparsified Lasso estimator in the dynamic panel context. Clearly, it is nonsparse as it adds a bias correction term to the sparseγ. ∆ is the error resulting from using an approximate inverseΘ as opposed to an exact inverse. Note also that by (3.1)γ can be easily calculated in practice. Thus, for any (p + N ) × 1 vector ρ with ρ = 1 we shall study the asymptotic behavior of
In order to conduct asymptotically gaussian inference forγ it thus suffices to establish a central limit theorem for ρ ′Θ S −1 Π ′ ε as well as to show that ρ ′ ∆ is asymptotically negligible. Furthermore, we shall provide a feasible estimator of the asymptotic variance of ρ ′Θ S −1 Π ′ ε even in the presence of conditional heteroskedasicity. A leading special case of (3.3) is when one is only interested in the asymptotic distribution ofγ j corresponding to ρ = e j being the j'th basis vector of R p+N . In general, we will be interested in the asymptotic distribution of a subset H ⊆ {1, ..., p + N } of the indices of γ with cardinality h and shall show that asymptotically honest gaussian inference is possible even for h → ∞, H simultaneously involving elements of α and η, in the presence of heteroskedasticity with feasible covariance matrix estimation.
Construction ofΘ
As is clear from the discussion above we need a good choice forΘ. In particular we shall show thatΘ = Θ Z 0 0 I N works well. HereΘ Z will be constructed using nodewise regressions as in van de Geer et al. (2014) and we show that this is possible even when the rows of Z are not independent and identically distributed. The construction ofΘ Z parallels the one in van de Geer et al. (2014) to a high extend but we shall sketch it here in our context as some of the definitions are needed again later. First, definê
where z j is the jth column of Z, Z −j is the N T × (p − 1) submatrix of Z with Z's jth column removed, and the (p − 1)
. Finally, we set Θ Z =T −2Ĉ . LetĈ j denote the jth row ofĈ and letΘ Z,j denote the jth row ofΘ Z but both written as a p × 1 vectors. Then,Θ Z,j =Ĉ j /τ 2 j . For any j = 1, ..., p, the KKT condition for a minimum in (3.4) are
where w j is the subdifferential of the function f (x) = x evaluated atφ j . Using this, the definition ofτ j , andφ ′ j w j = φ j 1 yieldŝ
Thus, by the definition ofΘ Z,j , and asτ 2 j is bounded away from zero (we shall later argue rigorously for this) 1
Furthermore, the KKT conditions (3.5) can also be written as
Combining with (3.7) yields
thus giving an estimate on how closeΘ Z is to being an inverse of the upper left p × p block of Ψ N . This result will be used as an important tool in Appendix A when we show thatΘ is a good approximate inverse for Ψ N as a stepping stone towards showing the asymptotic negligibility of ρ ′ ∆.
Asymptotic Properties of the Approximate Inverse
In order to show that ρ ′Θ S −1 Π ′ ε is asymptotically gaussian one needs to understand the limiting behaviour ofΘ. We shall show thatΘ is close to
in an appropriate sense (Ψ Z is invertible under Assumption 4 below). To that end, note that by Yuan (2010)
where Θ Z,j,j is the jth diagonal entry of Θ Z , Θ Z,j,−j is the 1 × (p − 1) vector obtained by removing the jth entry of the jth row of Θ Z , Ψ Z,−j,−j is the submatrix of Ψ Z with the jth row and column removed, and Ψ Z,j,−j is the jth row of Ψ Z with its jth entry removed. Next, let z i,t,j be the jth element of z i,t and z i,t,−j be all elements except the jth. Define the (p − 1) × 1 vector
where Ψ Z,−j,j is the jth column of Ψ Z with its jth entry removed. Therefore, Θ Z,j,−j = −Θ Z,j,j φ ′ j and the jth row of Θ Z is sparse if and only if φ j is sparse. Furthermore, defining ζ j,i,t := z i,t,j − z ′ i,t,−j φ j we may write
where by the definition of φ j
Thus, in light of Theorem 1 it is sensible thatφ j defined in (3.4) is close to φ j (we shall make this more formal in Appendix A). Next, defining
Thus, we can write Θ Z = T −1 C where T = diag(τ 2 1 , ..., τ 2 p ) and C is defined similarly toĈ but with φ j replacingφ j for j = 1, ..., p. Finally, let Θ Z,j denote the jth row of Θ Z written as a column vector. In Lemma 1 we will see thatφ j andτ 2 j are close to φ j and τ 2 j , respectively such thatΘ Z,j is close to Θ Z,j . Write ρ = (ρ ′ 1 , ρ ′ 2 ) ′ with ρ = 1, where ρ 1 ∈ R p and ρ 2 ∈ R N . Hence define
and defines := max j∈H 1 s node,j .
Assumption 4. (a) mineval(Ψ Z ) is uniformly bounded away from zero and maxeval(Ψ Z ) is uniformly bounded from above.
(b)
(c) There exist positive constants C and K such that ζ j,i,t are uniformly subgaussian; that is,
Assumption 4(a) is standard and strengthens Assumption 2 slightly. Note that it implies that τ 2 j is uniformly bounded away from zero as τ 2 j = 1/Θ Z,j,j ≥ 1/maxeval(Θ Z ) = mineval(Ψ Z ). Part (b) restricts the rate of growth ofs and implies in particular thats = o( √ N ). It is used in verifying the compatibility condition for the nodewise regressions. Part (c) imposes subgaussianity on the error terms from the nodewise regressions. Lemma 1. Let Assumptions 1, 3 and 4 hold. Define λ node = 4M (log p) 3 /N for some M > 0. Then, for M sufficiently large,
Lemma 1 is used as a stepping stone towards the asymptotically gaussian inference as it indicates at what rateΘ Z approaches Θ Z uniformly over H 1 . Note that for H 1 = {1, ..., p}, (3.16) provides an upper bound on the induced ℓ ∞ -distance betweenΘ Z and Θ Z . However, we only need to control this distance for those indices corresponding to the parameters we seek the joint limiting distribution of. On the other hand, it should be stressed that the uniformity over H 1 of the above results is crucial in establishing the limiting gaussian inference and providing a feasible estimator of the covariance matrix of the parameter estimates.
The Asymptotic Distribution ofγ
In this section we formalise the discussion in Section 3.1 as Theorem 2. To this end, define
and note that
where the second and third equality both follow from Assumption 1. Likewise,
, where d ′ i is the ith T × N block of D, and d i,t is a N × 1 zero vector with the ith entry replaced by 1. In the same
In words, Σ 2,N is a p × N matrix with its ith column being
The following assumptions are needed to establish the validity of asymptotically gaussian inference of our procedure.
is uniformly bounded away from zero and maxeval(Σ 1,N ) is uniformly bounded from above.
Assumption 5 is slightly stronger than what we actually need in order to prove Theorem 2 but it is less cluttered in terms of notation. Assumption 5 restricts the rate at which p, T , s 1 , s 2 ,s, h 1 and h 2 are allowed to increase as none of these are assumed to be bounded. First, note that p = L + p x only enters through its logarithm. Thus, we can allow for very high-dimensional models. Furthermore, h 1 as well as h 2 are allowed to increase with the sample size such that hypotheses of an increasing dimension involving α and η simultaneously can be tested. In the classical setting where one is only interested in testing hypotheses on α one has that h 2 = 0 such that assumption 5 simplifies. The case of hypotheses only involving the fixed effects η corresponds to h 1 = 0 and again the assumptions simplify. We also note that Assumption 5 requires thats, h 1 and s 1 + s 2 to be o(N 1/2 ) while h 2 must be o(T 1/2 ).
Theorem 2. Let Assumptions 1, 3, 4, and 5 be satisfied. If, furthermore, {ε i,t } T t=1 is an independent sequence for all i = 1, ..., N , then
Finally, for every fixed set H ⊆ {1, ..., N + p} with cardinality h, we have
Theorem 2 provides sufficient conditions under which our procedure allows for asymptotically gaussian inference. We stress again that hypotheses involving an increasing number of parameters can be tested and that the total number of parameters in the model may be much larger than the sample size. Furthermore, the error terms are allowed to be conditionally heteroskedastic and we provide a consistent estimator of the asymptotic covariance matrix even for the case of hypotheses involving an increasing number of parameters. Indeed, this estimator converges uniformly over F(s 1 , s 2 , c N ) which we use in establishing the the honesty of confidence intervals based on (3.19) over this set in Theorem 3. van de Geer et al. (2014) have derived similar results in the setting of the homoskedastic linear cross sectional model for the case of inference on a low-dimensional parameter. Thus, our results can be seen as an extension to dynamic panel data models. Relaxing the homoskedasticity assumption is important as volatility is known to vary over time in dynamic models, see e.g. Engle (1982) , and the conditional volatility often depends on the state of the process. Theorem 2 is also related to who consider inference in static panel data models for a low-dimensional parameter of interest.
The classical setup where one is only interested in inference on α corresponds to ρ 2 = 0 such that
is asymptotically gaussian with variance equal to the limit of
If furthermore, ε i,t is homoskedastic with variance σ 2 and independent of z i,t for all i = 1, ..., N and t = 1, ..., T , it follows from the definition of Σ 1,N that this variance equals the limit of
The leading special case where one is interested in testing a hypothesis on the j'th entry of α corresponds to ρ 1 = e j . Similar reasoning shows that in the case where one is testing hypotheses involving fixed effects only, corresponding to ρ 1 = 0, one has that ρ ′ 2 √ T (η − η) is asymptotically gaussian with variance σ 2 . This simple form of the variance follows from the asymptotic independence of the components ofη. Note that the different rates of convergence forα andη are in accordance with Theorem 1.
(3.21) is a straightforward consequence of (3.19) and reveals that classical χ 2 inference can be carried out in the usual manner. Thus, asymptotically valid χ 2 -inference can be performed in order to test a hypothesis on h parameters simultaneously. Wald tests of general restrictions of the type H 0 : g(γ) = 0 (where g : R p+N → R h is differentiable in an open neighborhood around γ and has derivative matrix of rank h) can now also be constructed in the usual manner, see e.g. Davidson (2000) Chapter 12, even when p + N > N T which has hitherto been impossible.
Finally, the independence assumption on ε i,t across t is needed only if one tests hypotheses involving {η i } N i=1 (h 2 = 0). Weaker assumptions the error terms such as mixing are possible at the expense of more involved expression but will not be pursued here.
Honest Confidence Intervals
In this section we show that the confidence bands based on (3.19) are honest (uniformly valid) and contract at the optimal rate. The precise result is contained in the following theorem.
Theorem 3. Let Assumptions 1, 3, 4, and 5 be satisfied. Then, for all ρ ∈ R p+N with ρ = 1,
where Φ(·) is the CDF of the standard normal distribution. Furthermore, defineσ α,j := 
for j = 1, ..., p and i = 1, ..., N , respectively.
(4.1) reveals that the convergence to the normal distribution in Theorem 2 is actually uniform over F(s 1 , s 2 , c N ). Since the desparsified Lasso is not a sparse estimator this uniform convergence does not contradict the work of Leeb and Pötscher (2005) . Next, (4.2) is a direct consequence of (4.1) and reveals that the desparsified Lasso produces confidence bands which are honest (uniform) over F(s 1 , s 2 , c N ). Honest confidence bands are important in practical applications of dynamic panel data models as they guarantee the existence of a known N 0 , not depending on γ ∈ F(s 1 , s 2 , c N ), such that α j − z 1−δ/2σ
covers α j with probability not much smaller than 1 − δ. Here the important point is that one and the same N 0 guarantees this coverage, irrespective of the true value of γ ∈ F(s 1 , s 2 , c N ). On the other hand, pointwise consistent confidence bands only guarantee that
implying that the value of N needed in order to guarantee a coverage of close to 1 − δ may depend on the unknown true parameter. Thus, for some parameter values one may have to sample more data points to achieve the desired coverage than for others which is unfortunate as one does not know for which parameters this is the case. An honest confidence set S N for α j can of course trivially be obtained by setting S N = R. However, this is clearly not very informative and therefore (4.4) is reassuring as it guarantees that the length of the honest confidence interval contracts at the optimal rate. Therefore, our confidence bands are not only honest, they are also very informative as they contract as fast as possible. Furthermore, this contraction is uniform over F(s 1 , s 2 , c N ). Since the desparsified Lasso is not a sparse estimator, this fast contraction does not contradict inequality 6 in Theorem 2 of Pötscher (2009) who shows that honest confidence bands based on sparse estimators must be large. Similarly to the confidence bands pertaining to α, the ones for the fixed effects are also honest and contract at the optimal rate. Note that this rate is again slower than the one for α. It is also worth remarking that the above inference results are valid without any sort of lower bound on the non-zero coefficients as inference is not conducted after model selection.
Monte Carlo
In this section we investigate the finite sample properties of our estimator by means of simulations. All calculations are carried out in R using the glmnet package and λ N and λ node are chosen via BIC by the formula given in (9.4.9) in Davidson (2000) . We compare the results for our estimator to the least squares oracle which only includes the relevant variables. When sample size allows it, that is when p + N ≤ N T , we also implement naive least squares including all variables. The number of Monte Carlo replications is 1,000 for all setups and we consider the performance of our estimator along the following dimensions.
1. Estimation error: We compute the root mean square errors (RMSE) of all procedures averaged over the Monte Carlo replications.
2. Coverage rate: We calculate the coverage rate of a gaussian confidence interval constructed as in Theorem 3. This is done for a coefficient belonging to the lags of the left hand side variable, the coefficient of a regressor in x i,t as well as a fixed effect.
3. Length of confidence interval: We calculate the length of the three confidence intervals considered in point 2 above.
Size:
We evaluate the size of the χ 2 -test in Theorem 2 for a hypothesis involving the same three parameters we construct confidence intervals for in point 2 above.
5. Power: We evaluate the power of the χ 2 -test in point 4 above.
All tests are carried out at the 5% level of significance and all confidence intervals have a nominal coverage of 95%. Furthermore, as our results regarding estimation error are for the plain Lasso, the root mean square errors are reported for this instead of the desparsified Lasso. As our models are dynamic, we allow for a burn-in period of 1,000 observations when generating the data. The data generating process is (1.1) and in all experiments (α 1 , α 2 , α 3 , α 4 ) = (0.9, 0, 0, −0.3) such that the roots of the corresponding lag polynomial lie outside the unit disk. The covariance matrix of x i,t is chosen to have a Toeplitz structure with the (i, j)th entry equal to ρ |i−j| with ρ = 0.75. We also experimented with other choices of ρ which did not change the results dramatically. Furthermore, we also tried to let the covariance matrix of x i,t be block-diagonal. Again, this did not alter our results. Finally, we implemented the desparsified conservative Lasso of Caner and Kock (2014) . However, this only improved the results slightly and so we do not report these results here.
As our theory allows for heteroskedasticity, we also investigate the effect of this. To be precise, we consider error terms of the form ε i,t = u i,t x i,t,1 / √ 2 + b x x i,t,2 where u i,t is independent of y i,t−1 , ..., y i,1−L and x i,t , ..., x i,1 . b x is chosen such that the unconditional variance of ε i,t is the same as the one of u i,t which in turns equals the one from the homoskedastic case. A simple calculation reveals that b x = − √ 2ρ 12 + 2ρ 2 12 + 2 /2, where ρ 12 is the covariance between x i,t,1 and x i,t,2 . Note that ε i,t constructed this way satisfies Assumption 1. The reason we ensure that the unconditional variance is the same as in the homoskedastic case is that we do not want any findings in the heteroskedastic case to be driven by a plain change in the unconditional variance. The following experiments were carried out • Experiment 1: (moderate-dimensional setting): N = 20 and T = 10. β is 50 × 1 with five equidistant non-zero entries equaling one. Thus, p = 54 and s 1 = 7. η is 20 × 1 with four equidistant non-zero entries equaling 1. Thus, s 2 = 4 and c N = 0. In total, γ = (α ′ , η ′ ) ′ is 74 × 1. Covariates x i,t and error terms are standard gaussian. We test the true hypothesis
by the χ 2 3 test described in Theorem 2 in order to gauge the size of the test. The power is investigated by the hypothesis
The following variations of this setting are considered (a) The baseline case described so far. • Experiment 2: (high-dimensional setting). N = 20 and T = 10. β is 400 × 1 with ten equidistant non-zero entries equaling one. Thus, p = 404 and s 1 = 12. η is as in Experiment 1(a). In total, γ = (α ′ , η ′ ) ′ is 424 × 1. Covariates x i,t and error terms are standard gaussian. We test the true hypothesis
The following variations of this setting are considered (a) The baseline case described so far.
(b) Same as (a), but assuming ℓ 1 -sparsity by replacing the zero components of η with 0.1 implying c N = 1.6.
(c) Same as (b) but with heteroskedastic errors.
• Experiment 3: (increase T ): As Experiment 2 but with T = 25.
• Experiment 4: (increase N ): As Experiment 2 but with N = 40. η has eight non-zero entries and when ℓ 1 -sparsity is assumed all non-zero entries are replaced by 0. • Experiment 5: (Heavy tails): As experiment 2 but the covariates x i,t and error terms are t-distributed with 3 degrees of freedom. Table 1 contains the results of experiment 1. Setting 1(a) reveals that the RMSE of the Lasso are lower than those for least squares including all variables but higher than those of least squares only including the relevant variables. This is the case for α as well as the fixed effects. Next, it is very encouraging that the coverage probabilities for the desparsified Lasso are almost as good as those based on the oracle for γ 1 and γ 25 and actually superior for γ 55 . By inspecting the length of the confidence intervals it is seen that this superior coverage is due to wider confidence intervals reflecting a more accurate assessment of uncertainty. Finally, the size and power of the χ 2 -test based on the desparsifed Lasso are almost as good as the ones for the oracle and clearly superior to least squares including all variables.
Experiment 1(b) relaxes the sparsity assumption on the fixed effects such that no fixed effect is assumed to be zero. In this setting, our procedure actually produces confidence bands with coverage probabilities superior to those of the oracle. In fact, the coverage rates of our procedure are unaffected by relaxing the sparsity assumption -they even increase slightly. Interestingly, the size and power are not affected either, resulting in a less size distorted test than the one based on the least squares oracle. Panel 1(c) adds heteroskedasticity and as expected from our theory the results seem robust towards this.
Next, we turn to experiment 2(a) which is high-dimensional. The results can be found in Table 2 . As expected, the estimation error is much higher for the Lasso than for the oracle. However, it is encouraging that the confidence intervals produced by the desparsified Lasso have a coverage which is as good as the one for the the oracle and close to the nominal rate of 95%. The price paid is that the confidence bands are wider than the ones based on the oracle. However, we believe it is preferable to have confidence bands with accurate coverage rates which are wide due to an accurate reflection of uncertainty than to have narrow bands which undercover 4 . Experiment 2(b) relaxes the ℓ 0 -sparsity assumption and this results in our confidence bands having more accurate coverage than the oracle based ones. Similarly, the χ 2 -test has better size properties, but lower power. These findings confirm the ones from the moderate dimensional setting. Adding heteroskedasticty does not alter the findings. In Table 3 , T has been increased to 25 compared to Table 2 . This results in lower estimation errors for the Lasso as well as oracle assisted least squares. The coverage rates of the confidence bands are unaltered and still close to the nominal rates. However, the bands are now much narrower, thus making them more informative. The power of the χ 2 -test has increased to 1 for the desparsified Lasso and the size is comparable to the one of the oracle procedure. Experiment 3(b) relaxes the ℓ 0 -sparsity assumption and shows that our method is robust towards this. The same may be concluded from 3(c) which adds heteroskedasticity. Table 4 increases N to 40 compared to Table 2 . This results in more fixed effects to be estimated. Thus, it is not surprising that the estimation error for α goes down while the one for η increases. Furthermore, the confidence bands based on the desparsified Lasso actually have better coverage rates than the oracle assisted ones for the fixed effects. Compared to have become more narrow while the width of the bands of the fixed effects are unchanged as is to be expected from our theory. Finally, tests based on our method have better size properties than the ones based on the oracle while having similar power. As the ℓ 0 -sparsity assumption on the fixed effects is relaxed in experiment 4(b) we note that coverage of our procedure is markedly better than the one of the oracle without the confidence bands becoming wider. Size and power remain unchanged and experiment 4(c) reveals robustness to heteroskedasticity. Table 5 : Experiment 5. LS, DL and Ora: least squares including all variables, desparsified Lasso and least squares oracle. RMSE: root mean square error. Coverage: the coverage rate of the asymptotic 95% confidence intervals. Length: the average length of the asymptotic 95% confidence intervals. Size: size of the correct hypothesis H 0 : (γ 1 , γ 85 , γ 405 ) = (0.9, 1, 1). Power: the probability to reject the false H 0 : (γ 1 , γ 85 , γ 405 ) = (0.8, 1, 1).
RMSE
Our final experiment adds heavy-tailed error terms and covariates x i,t to the high-dimensional setting presented in Table 2 . The results are contained in Table 5 . The estimation error of α and η increases for the Lasso as well as the least squares oracle. On the other hand, the coverage rates remain high but the price paid is that the length of the confidence bands pertaining to the fixed effects increases for both procedures. Experiment 5(b) relaxes the ℓ 0 -sparsity assumption on the fixed effects. Compared to Table 2, the oracle estimates the fixed effects markedly less precisely while the Lasso is unaffected. The coverage rates are roughly unchanged in the sense that our procedure still performs uniformly better than the oracle. The addition of heteroskedasticity in experiment 5(c) does not alter our conclusions.
Conclusion
This paper has considered inference in high-dimensional dynamic panel data models with fixed effects. In particular we have shown how hypotheses involving an increasing number of variables can be tested. These hypotheses can involve parameters from all groups of variables in the model simultaneously. As a stepping stone towards this inference we constructed a uniformly valid estimator of the covariance matrix of the parameter estimates which is robust towards conditional heteroskedasticity.
Next, we showed that confidence bands based on our procedure are asymptotically honest and contract at the optimal rate. This rate of contraction depends on which type of parameter is under consideration. Simulations revealed that our procedure works well in finite samples. Future work may include relaxing the sparsity assumption on the inverse covariance matrix Θ Z as well as extending our results to non-linear panel data models.
7 Appendix A 7.1 Sufficient Conditions for y i,t to be Subgaussian
The following Lemma provides sufficient conditions for y i,t to inherit the subgaussianity from the covariates and the error terms. It allows for a wide range of models but rules out dynamic panel data models which are explosive or contain unit roots. Lemma 2. Let x i,t,k and ε i,t be uniformly subgaussian for i = 1, ..., N , t = 1, ..., T and k = 1, ..., p x and assume that β 1 ≤ C for some C > 0 for all N and T . Furthermore, max 1≤i≤N |η i | is bounded uniformly in N and T . Then, if all roots of 1 − L j=1 α j z j (α 1 , . . . , α L fixed) are outside the unit disc, y i,t is uniformly subgaussian for i = 1, ..., N and t = 1, ..., T .
Proof of Lemma 2. Let y t = L j=1 α j y t−j + u t be an AR(L) process with roots outside the unit disc. Write the companion form as ξ t = F ξ t−1 + v t . Then, by the monotone convergence theorem for Orlicz norms, see van der Vaart and Wellner (1996) exercise 6, page 105,
where · ℓ 2 is the ℓ 2 induced norm, and the last equality used that v t is L×1 with only one non-zero entry equaling u t . By Corollary 5.6.14 in Horn and Johnson (1990) there exists a δ > 0 such that F j ℓ 2 ≤ (1 − δ) j for j sufficiently large. Thus, if u t ψ 2 is uniformly bounded we conclude y t ψ 2 ≤ ξ t ψ 2 ≤ K for some K > 0. Thus, in our context it suffices to show that
which is bounded by the assumptions made.
Proof of Theorem 1
In this section we prove Theorem 1. In order to do so we introduce the events
Lemma 3. On the event A N , the following inequalities are valid
Proof. By the minimizing property of the Lasso,
such that inserting y = Πγ + ǫ yields
Using this and adding λ N α − α 1 + λ N √ N η − η 1 to both sides of (7.3) gives
where the second inequality used
This coincides with (7.1). (7.2) follows trivially from this.
Lemma 4 (Deterministic oracle inequalities). Let Assumption 2 hold. On the event A N ∩ B N one has for any positive constant λ N ,
Moreover, the above bounds are valid uniformly over F(s 1 , s 2 , c N ) = α ∈ R p : α 0 ≤ s 1 × η ∈ R N : ∃ I ⊆ {1, ..., N } with |I| ≤ s 2 and η I c 1 ≤ c N .
Proof. By (7.1) of Lemma 3, which is valid on A N ,
Consider the auxiliary event
On the event A N ∩ C N , from (7.2) of Lemma 3, we have
In order to apply the compatibility condition, re-parametrise the vector δ in the definition of the compatibility condition as follows. Let b 1 and b 2 be p × 1 and N × 1 vectors, respectively,
Hence, that κ 2 (Ψ N , r 1 , r 2 ) is bounded away from zero for integers r 1 ∈ {1, . . . , p} and r 2 ∈ {1, . . . , N } is equivalent to κ 2 (Ψ N , r 1 , r 2 ) := min
By (7.5), our estimator satisfies the constraint of the just introduced version of the compatibility condition and so
where the last inequality is valid on B N . Hence, on A N ∩ B N ∩ C N upon combining with (7.4) one has,
which, since κ 2 > 0 by Assumption 2, is equivalent to
. Thus one has x 2 − ax + by 2 − cy ≤ 0. (7.7)
First bound x = α J 1 − α J 1 1 . For every y the values of x that satisfy the above quadratic inequality form an interval in R + . The right end point of this interval is the desired upper bound on x. Clearly, by the solution formula for the roots of a second degree polynomial, this right end point is a decreasing function in by 2 − cy. Hence, we first minimize the polynomial by 2 − cy to find the largest possible value of x which satisfies (7.7). This yields y = c/2b and the corresponding value of by 2 − cy is −c 2 /(4b). Hence, our desired upper bound on x is the largest solution of x 2 − ax − c 2 4b ≤ 0. By the standard solution formula for the roots of a quadratic polynomial this yields
Switching the roles of x and y, one gets a similar bound on y = η J 2 − η J 2 1 , namely
Inserting the definitions of a, b and c into (7.8) and (7.9), we get
Therefore, on A N ∩ B N ∩ C N , it follows from (7.1) that
On A N ∩ C c N one has trivial oracle inequalities via (7.1) of Lemma 3. To be precise,
These inequalities are valid on event A N ∩ B N ∩ C c N too. Thus the results of the lemma follow upon synchronising constants and using that (
To see the uniformity F(s 1 , s 2 , c N ), note that only properties s 1 , s 2 and c N characterizing α and η enter the deterministic oracle inequalities. Hence, the deterministic oracle inequalities are uniform over the set F(s 1 , s 2 , c N ).
For the proof of Lemma 5 below, we shall use Orlicz norms as defined in van der Vaart and Wellner (1996) : Let ψ be a non-decreasing, convex function with ψ(0) = 0. Then, the Orlicz norm of a random variable X is given by
where, as usual, inf ∅ = ∞. We will use Orlicz norms for ψ(x) = ψ b (x) = e x b − 1 for various values of b. The following Lemma provides a lower bound on the probability of A N .
Lemma 5. Let λ N = 4M N T (log(p ∨ N )) 3 for some M > 0. By Assumptions 1 and 3, we have
for positive constants A and B.
Proof. Consider the event { Z ′ ε ∞ > λ N /2} first. To this end, let z j,l denote the jth entry of the lth column of Z, i.e. the jth entry of (z 1,1,l , z 1,2,l , . . . , z 1,T,l , z 2,1,l , . . . , z N,T,l ) ′ . Similarly, we write ε j for the jth entry of ε. Now note that j → (⌈ j T ⌉, j − ⌊ j T ⌋T ) is a bijection from {1, ..., N T } to {1, ..., N } × {1, ..., T } where ⌊x⌋ denotes the greatest integer strictly less than x and ⌈x⌉ the smallest integer greater than or equal to x ∈ R. In case the lth column of Z corresponds one of the lags of the left hand side variable, assume for concreteness the kth lag, define
Using that ⌈ n T ⌉, n − ⌊ n T ⌋T is a unique pair (i, t) ∈ {1, . . . , N } × {1, . . . , T } we have that
5 where the last equality follows from the assumption of independence across 1 ≤ i ≤ N (Assumption 1). By Assumption 1, this conditional expectation equals zero as the ε i,s are linear functions of y i,s , . . . , y i,s−L and x i,s . Thus, S n,l is a martingale with mean zero (the increments are martingale differences by the above argument). A similar argument applies when the lth column of Z equals {x 1,1,k , x 1,T,k , x 2,1,k , ..., x N,T,k } ′ for some 1 ≤ k ≤ p x such that every row of Z ′ ε is a zero mean martingale. Next, note that by Assumption 3, for all 1 ≤ j ≤ N T , 1 ≤ l ≤ p and ǫ > 0, one has
It follows from Lemma 2.2.1 in van der Vaart and Wellner (1996) that z j,l ε j ψ 1 ≤ (1 + K)/C. Then, by the definition of the Orlicz norm, E e C/(1+K)|z j,l ε j | ≤ 2. Now use Proposition 2 in Appendix B with D = C/(1 + K), α = 1/3 and C 1 = 2 to conclude
Note also that the upper bound of the preceding probability becomes arbitrarily small for sufficiently large N and M such that we also conclude
Assumption 1 a small calculation shows that all entries of D ′ ε are zero mean martingales with respect to the natural filtration. As above, Assumption 3 and Lemma 2.2.1 in van der Vaart and Wellner (1996) yield ε i,t ψ 2 ≤ 1+K/2 C 1/2 such that by the second to last inequality on page 95 in van der Vaart and Wellner (1996) one has ε i,t ψ 1 ≤ ε i,t ψ 2 (log 2) −1/2 ≤ 1+K/2 C 1/2 (log 2) −1/2 for all i and t. Then using the definition of the Orlicz norm, E exp C 1+K/2 1/2 (log 2) 1/2 |ε i,t | ≤ 2 and Proposition 2 in Appendix B with D = C 1+K/2 1/2 (log 2) 1/2 , α = 1/3 and C 1 = 2 implies
Note also that the upper bound of the preceding probability becomes arbitrarily small for sufficiently large N and M , such that we may also conclude
The following lemma shows that κ 2 (Ψ N , s 1 , s 2 ) and κ 2 (Ψ, s 1 , s 2 ) are close if Ψ N and Ψ are in some sense close.
Lemma 6. Let A and B be two positive semidefinite (p + N ) × (p + N ) matrices and δ := max 1≤i,j≤p+N |A ij − B ij |. For integers s 1 ∈ {1, . . . , p} and s 2 ∈ {1, . . . , N }, one has
Proof. Let x be a (p + N ) × 1 non-zero vector, satisfying
where J 1 ⊆ {1, ..., p} with |J 1 | ≤ s 1 , and J 2 ⊆ {1, ..., N } with |J 2 | ≤ s 2 . Now,
Hence,
where the last inequality is true because of the definition of κ 2 (A, s 1 , s 2 ). Minimising the lefthand side over non-zero x satisfying x J c 1 ≤ 4 x J 1 yields the claim.
Setting A = Ψ, B = Ψ N it follows from Lemma 6 thatB N ⊆ B N . Thus, we just need to find a lower bound on P(B N ) in order to prove Theorem 1.
Lemma 7. Let Assumptions 1, 2 and 3 hold. Assume that s 1 + s 2 ≤ √ N . Then there exist positive constants A, B such that
Proof. Since the lower right N × N blocks of Ψ N and Ψ are identical, it suffices to bound the entries of
for some l, k ∈ {1, . . . , p}. By Assumption 3 we have for every ǫ > 0
It follows from Lemma 2.2.1 in van der Vaart and Wellner (1996) that z i,t,l z i,t,k ψ 1 ≤ (1 + K)/C. Hence, by subadditivity of the Orlicz norm and Jensen's inequality
Thus, by the definition of the Orlicz norm, E exp
Using independence across i (Assumption 1) to invoke Proposition 2 in Appendix B with D = C 2(1+K) , α = 1/3 and C 1 = 2 such that for every (7.14) for positive constants A and B. Next, consider
A typical element can be written as 1 √ N T T t=1 z i,t,l for some i ∈ {1, . . . , N } and l ∈ {1, . . . , p}. By Assumption 3, we have P(|z i,t,l | ≥ ǫ) ≤ 1 2 Ke −Cǫ 2 for all ǫ > 0 and it follows from Lemma 2.2.1 in van der Vaart and Wellner (1996) 
. Hence,
Thus, it follows by Markov's inequality, positivity and increasingness of ψ 2 (x), as well as 1 ∧ ψ 2 (x) −1 = 1 ∧ (e x 2 − 1) −1 ≤ 2e −x 2 that for any x > 0 (7.15) where the last estimate follows by choosing A and B sufficiently large/small for (7.14) and (7.15) both to be valid. Setting x = → 0 as N → ∞. Thus the lower bound on the probability in Theorem 1 goes to one as N → ∞ for large enough M > 0 and the conclusion follows from Theorem 1.
Proof of Lemma 1
The following lemma gives the rates of the uniform prediction and estimation errors for nodewise regression.
Lemma 8. Let Assumptions 1, 3 and 4 hold. Let λ node = 4M (log p) 3 /N for some M > 0. For M sufficiently large, we have
Proof. We say that a (p − 1) × (p − 1) matrix A satisfies the compatibility condition CC(r) for some integer r ∈ {1, . . . , p − 1} if
and consider the events
By standard arguments or using the same technique as in Lemma 3 it can be shown that for
Thus, the inequalities in the above display are valid simultaneously on D N ∩ (∩ j∈H 1 E N,j ). Noting that κ 2 Ψ Z,−j,−j , r ≥ κ 2 (Ψ Z , r) for all j = 1, ..., p and r = 1, ..., p − 1 we conclude that
. Thus, we proceed by establishing a lower bound on this set. Consider
T t=1 z i,t,l ζ j,i,t for some l = j. By (3.12), one has
By Assumptions 3 and 4(c), it holds for any ǫ > 0 that
such that Lemma 2.2.1 in van der Vaart and Wellner (1996) yields that z i,t,l ζ j,i,t ψ 1 ≤ (1 + K)/C. Therefore, by Jensen's inequality and subadditivity of the Orlicz norm
Using the definition of the Orlicz norm E exp
Using independence across i (Assumption 1) to invoke Proposition 2 in Appendix B with D = C/(1 + K), α = 1/3, C 1 = 2 and ǫ = λ node /2 1 √ N , we conclude (using h 1 ≤ p)
for positive constants A and B. The upper bound of the preceding probability becomes arbitrarily small for M sufficiently large such that
which is (7.18).
In order to provide a lower bound on the probability of ∩ j∈H 1 E N,j define the event
by Proposition 1 in Appendix B with
. Observe that the relation
⊆Ẽ N,j ⊆ E N,j for all j ∈ H 1 and hence E N ⊆ ∩ j∈H 1 E N,j . It remains to provide a lower bound on P(E N ). A typical element of
for positive constants A and B. Therefore,
Proof of Lemma 1. Recall (3.6) and use z j = Z −j φ j + ζ j : (7.19) Consider the first term on the right of the inequality in (7.19). By Assumption 4(c), we have for all ǫ > 0, P(|ζ 2 j,i,t | ≥ ǫ) = P(|ζ j,i,t | ≥ √ ǫ) ≤ 1 2 Ke −Cǫ . It follows from Lemma 2.2.1 in van der Vaart and Wellner (1996) that ζ 2 j,i,t ψ 1 ≤ (1 + K/2)/C. Therefore, by Jensen's inequality and subadditivity of the Orlicz norm
Using the definition of the Orlicz norm, E exp
Using independence across i = 1, . . . , N (Assumption 1) to invoke Proposition 2 in Appendix B with D = C/(2 + K), α = 1/3 and C 1 = 2 for x
for positive constants A and B. Setting x = M (log h 1 ) 3 N for some M > 0, we have
Recognising that the upper bound of the preceding probability becomes arbitrarily small for sufficiently large N and M , we have
Now consider the second term on the right of the inequality in (7.19). Recall that
such that C j is the jth row of C but written as a p × 1 vector. Then 20) where the first equality is due to (3.11), and the third inequality is due to that Assumption 4(a) implies that Ψ −1 Z,−j,−j is positive definite for all j ∈ H 1 . Now,
where the first equality is due to (7.18). The third term in (7.19) is bounded as
where the equality is due to (7.17) and (7.18).
To bound the fourth term on the right of the inequality in (7.19), recall (3.8) and manipulate to get
where the equality is due to (7.18). Thus,
where the last equality is due to (7.20). Summing up all four terms on the right of the inequality in (7.19), we get
where the first equality is due to that O p ( √s λ node ) dominates O p (sλ 2 node ) by Assumption 4(b) (sλ node = o(1)) impliessλ 2 node = o(1). The second equality is also due to Assumption 4(b). This establishes (3.13).
We now prove (3.14). We first recall
The preceding inequality is uniform in j. Thus, min j∈H 1 τ 2 j ≥ mineval(Ψ Z ), which is uniformly bounded away from zero by Assumption 4(a). Therefore,
Hence, we conclude that min j∈H 1τ 2 j is bounded away from zero for N large enough and max j∈H 1 1 τ 2 j = O p (1) which establishes (3.14).
which establishes (3.15).
We can now bound max j∈H 1 Θ Z,j − Θ Z,j 1 . Use the definition of C j and (3.10) to recognise that Θ Z,j = C j Θ Z,j,j = C j /τ 2 j .
max
which establishes (3.16). Next, we bound max
(7.22) Consider the first term on the right hand side of (7.22).
where the last equality is due to (7.16). Next, consider the second term on the right of the inequality (7.22). Invoke (7.14) with
for positive constants A and B. The upper bound of the preceding probability becomes arbitrarily small for sufficiently large N and M . Therefore,
. We have
where the first equality is due to the definitions ofĈ j and C j , and the second equality is due to (7.17). Adding up the two terms, we have
where the last equality is due to
Ĉ j −C j 2 and mineval(Ψ Z ) is uniformly bounded away from zero we have
where in the last equality we have used that max j∈H 1 φ j = O(1), which follows from (7.20).
We have hence established (3.17). Finally, recall that Θ Z,j = C j Θ Z,j,j = C j /τ 2 j . Thus,
Proof of Theorem 2
Proof of Theorem 2. The following assumption is implied by Assumption 5. However, as Assumption 5 is much simpler we have chosen to use the latter in the main text even though it is slightly less general than the following assumption. Note again how the assumptions simplifies when wither h 1 or h 2 equals 0.
We show that
To this end, note that by (3.3) one may write t = t 1 + t 2 , where
, and t 2 = o p (1). In the sequel we first show
, it suffices to show that the denominators as well as the numerators of t 1 and t ′ 1 are asymptotically equivalent, since
which is uniformly bounded away from zero by Assumptions 4(a) and 6(d).
Denominators of t 1 and t ′ 1
We first show that the denominators of t 1 and t ′ 1 are asymptotically equivalent, i.e.,
To establish (7.25), we show that (7.26), (7.27) and (7.28) are o p (1), respectively.
(7.26) is o p (1):
To show that (7.26) is o p (1), it suffices to show that
We prove (7.29) first. Note that
First, 32) where the last equality is due to (3.18). We now bound
Consider the first term of (7.33). A typical element of
for some l, k ∈ {1, . . . , p}, where the inequality is due to Cauchy-Schwarz inequality. Use independence across i (Assumption 1) and subgaussianity (Assumption 3) to invoke Proposition 3 in Appendix B, such that
for some positive constant A. Then, by the triangle inequality,
Combining (7.34) and (7.35), we have
We now consider the second term of (7.33). A typical element of
Recall that we have proved in the proof of Lemma 7 that z i,t,l z i,t,k ψ 1 ≤ (1+K)/C. Using the definition of the Orlicz norm, we have Ee C 1+K |z i,t,l z i,t,k | ≤ 2. Using Markov's inequality, we have for any ǫ > 0
ǫ .
Set ǫ = M log(p 2 N T ) for some M > 0 and note that the upper bound of the preceding probability becomes arbitrarily small for N and M sufficiently large. Thus,
and we get
(7.37) Combining (7.36) and (7.37), conclude
Therefore, combining the preceding rates with (7.32) one gets
where the last equality is also due to Assumption 6(b)(i)-(ii), which establishes (7.29).
Next, turn to (7.30). Note that
. Given (7.32), we only need to consider Σ 1,N − Σ 1,N ∞ . Using independence across i (Assumption 1) and subgaussianity (Assumption 3) to invoke Proposition 3 in Appendix B such that
(7.38) Thus,
where the last equality is due to Assumption 6(a)(i), establishing (7.30).
To prove (7.31) invoke Lemma 9 in Appendix B:
First, note that Σ 1,N ∞ is uniformly bounded as every entry is an average of uniformly bounded population moments (see Proposition 3 in appendix B). 39) where the first equality is due to (3.16), and the last equality is due to Assumption 6(a)(i). Next,
, which is uniformly bounded from above by Assumption 4(a). Furthermore,
where the second last to equality is due to (3.17), and the last equality is due to (7.39). Thus, we have established (7.31) concluding the proof of (7.26) is o p (1).
(7.27) is o p (1):
Consider (7.40) first. Note that
where the last equality is due to (7.32). In addition,
Consider the first term of (7.43). A typical element of
for some l ∈ {1, . . . , p} and k ∈ {1, . . . , N } where the inequality is due to Cauchy-Schwarz inequality. By subgaussianity, Assumption 3, we can use the same technique as in (8.3) in Proposition 3 in Appendix B to prove Ee
≤ BT for positive constants D, B. Using Markov's inequality, we have for ǫ > 0
Set ǫ = M (log(pN T )) 2 for some M > 0 and note that the upper bound of the preceding probability becomes arbitrarily small for N and M sufficiently large. Thus, max 1≤l≤p max 1≤k≤N
Now consider the second term of (7.43). A typical element of
for some l ∈ {1, . . . , p}, k ∈ {1, . . . , N }. Using Markov's inequality, we have for any ǫ > 0
Set ǫ = M log(pN T ) for some M > 0 to see that the upper bound of the preceding probability becomes arbitrarily small for N and M sufficiently large. Thus,
Therefore, combining (7.44) and (7.45)
where the last equality is due to Assumption 6(b)(iii)-(iv), which establishes (7.40). Next, turn to (7.41). Note that
Given (7.32), it suffices to consider
By subgaussianity, Assumption 3, we can use the same technique as in (8.3) in Proposition 3
in Appendix B to prove Ee
≤ BT for some positive constant B. Using Markov's inequality, we have for any ǫ > 0
e Dǫ 2/3 ≤ BpN T e −Dǫ 2/3 .
Set ǫ = M (log(pN T )) 3 for some M > 0 and note that the upper bound of the preceding probability becomes arbitrarily small for N and M sufficiently large. Thus,
and so
(7.46)
In total,
where the last equality is due to Assumption 6(a)(ii), establishing (7.41). We now establish (7.42).
where the first equality is due to (7.39), the second equality is due to the definition of Σ 2,N and (8.1), and the last equality is due to Assumption 6(a)(ii). Thus, we have established (7.42), concluding the proof of that (7.27) is o p (1).
We now prove that (7.28) is o p (1). First,
Consider the first term of (7.47). A typical element of
for some l, k ∈ {1, . . . , N }, where the inequality is due to Cauchy-Schwarz inequality. By Assumption 3 we have P(|ε 2 i,t | ≥ ǫ) ≤ P(|ε i,t | ≥ ǫ 1/2 ) ≤ 1 2 Ke −Cǫ for every ǫ > 0. It follows from Lemma 2.2.1 in van der Vaart and Wellner (1996) that ε 2 i,t ψ 1 ≤ (1 + K/2)/C for all i and t. Hence, by subadditivity of the Orlicz norm and Jensen's inequality,
Use independence of ε i,t across t to invoke Proposition 2 in Appendix B for D = C 2+K and α = 1/3 to conclude
The upper bound of the preceding probability becomes arbitrarily small for N and M sufficiently large. Hence,
Now consider the second term of (7.47). A typical element of
uniformly over l, k ∈ {1, . . . , N }. Combining (7.50) and (7.51), we have 53) where the last equality is due to (7.48). Summing up (7.52) and (7.53) yields
where the last equality is due to Assumptions 6(b)(v), which, in turns, implies that (7.28) is o p (1).
Thus, we have proved (7.25). (3.20) then follows trivially since the conclusions of Theorem 1 and Corollary 1 are uniform over the set F(s 1 , s 2 , c N ) and the true parameter vector only entered the above arguments when these results were used.
Numerators of t 1 and t ′ 1
We now show that the numerators of t 1 and t ′ 1 are asymptotically equivalent, i.e.,
Note that
where the second equality is due to (7.39), and the third equality is due to (7.12) and (7.13), and the last equality is due to Assumption 6(a)(iii).
We now prove that t ′ 1 is asymptotically distributed as a standard normal by verifying (i)-(iii) of Theorem 5 in Appendix B. Note that
where k N := N T N = N T . In the proof of Lemma 5, we have shown that t ′ 1 is a martingale difference array with variance
where we have used the definition of Σ Πε . We have already shown in (7.24) that the denominator of t ′ 1 is uniformly bounded away from zero. Thus, verifying that t ′ 1 satisfies (i) and (ii) of Theorem 5 in Appendix B is equivalent to verifying that the numerator of t ′ 1 satisfies (i) and (ii) of Theorem 5. First, note that
Thus, we establish that (7.57), (7.58) and (7.59) are o p (1). Consider (7.57) first.
where the first equality is due to (7.55) and (7.38), and the last equality is due to Assumption 6(a)(i). Now consider (7.58).
where the first equality is due to (7.46), and the last equality is due to Assumption 6(a)(ii). Finally, consider (7.59).
where the first equality is due to (7.53), and the last equality is due to Assumption 6(b)(v). Therefore, we have established (7.56) and t ′ 1 is asymptotically standard gaussian.
Last, we prove that t 2 = o p (1). Since the denominator of t 2 is bounded away from zero by a positive constant with probability approaching one by (7.24) and (7.25), it suffices to show ρ ′ ∆ = o p (1).
whereΘ j is the jth row ofΘ but written as a (p + N ) × 1 vector, and I p+N,j is the jth row of I p+N but written as a (p + N ) × 1 vector. Note that
where the inequality is due to the extended KKT conditions (3.9), and the equality is due to (3.14). Recall that by (7.15) we have that for every ǫ > 0
for positive constants A, B. Setting ǫ = M log(pN ) N (M > 0) makes the upper bound of the preceding inequality arbitrarily small for sufficiently large N and M , such that
Thus, |ρ ′ ∆| = o p (1) by Assumption 6(c). For later reference,
by the same reasoning leading to the uniform validity of (3.20).
Proof of Theorem 3
Proof of Theorem 3. For every ǫ > 0, define
By (7.60), (3.20), (7.24) and (7.54), the probabilities of the preceding three events all tend to one. Thus, for every t ∈ R,
We consider P
≤ t, A 1,N , A 2,N , A 3,N first.
for some positive constant D, where the first and second inequalities are due to the fact that ρ ′ ΘΣ Πε Θ ′ ρ is uniformly bounded away from zero, see (7.24). Since the last inequality in the above does not depend on γ, sup γ∈F (s 1 ,s 2 ,c N )
By the asymptotic normality of t ′ 1 , for N sufficiently large, sup γ∈F (s 1 ,s 2 ,c N )
ρ ′ΘΣ ΠεΘ ′ ρ ≤ t, A 1,N , A 2,N , A 3,N ≤ Φ(t(1 + ǫ) + 2Dǫ) + ǫ.
As the above arguments are valid for every ǫ > 0, we can use the continuity of q → Φ(q) to conclude that for every δ > 0, one can choose ǫ sufficiently small such that sup γ∈F (s 1 ,s 2 ,c N ) We next find a lower bound for P
for some positive constant D, where the first and second inequalities are due to the fact that ρ ′ ΘΣ Πε Θ ′ ρ is uniformly bounded away from zero, see (7.24). Since the last inequality in the above display does not depend on γ, and P(∩ 3 i=1 A i,N ) can be made arbitrarily close to one for sufficiently large N , inf γ∈F (s 1 ,s 2 ,c N )
By the asymptotic normality of t ′ 1 , for N sufficiently large, inf γ∈F (s 1 ,s 2 ,c N )
As the above arguments are valid for every ǫ > 0, we can use the continuity of q → Φ(q) to conclude that for every δ > 0, one can choose ǫ sufficiently small such that inf γ∈F (s 1 ,s 2 ,c N ) Thus, by (7.61), (7.62) and the fact that sup γ∈F (s 1 ,s 2 ,c N ) P(∪ 3 i=1 A c i,N ) = P(∪ 3 i=1 A c i,N ) = o(1), we have proved (4.1) (the uniformity over t ∈ R follows from the fact that Φ(t) is continuous). To see (4.2), note that
Thus, taking the supremum over γ ∈ F(s 1 , s 2 , c N ) and letting N tend to infinity yields (4.2) via (4.1). The proof is the same for (4.3). Next, we turn to (4.4). where the third equality follows from the arguments above (7.49).
8 Appendix B Proposition 1. Let A and B be two positive semidefinite (p − 1) × (p − 1) matrices and δ := max 1≤l,k≤p−1 |A lk − B lk |. For some integer r ∈ {1, . . . , p − 1}, one has κ 2 (B, r) ≥ κ 2 (A, r) − δ16r.
Proof. The proof is exactly the same as that of Lemma 6.
Theorem 4 (Fan et al. (2012) ). Let α ∈ (0, 1). Assume that (X i , F i ) n i=1 is a sequence of supermartingale differences satisfying sup i E[e |X i | The preceding theorem is not exactly the same as Theorem 2.1 in Fan et al. (2012) , but taken from the proof of Theorem 2.1 in Fan et al. (2012) . This theorem generalises Theorem 3.2 in Lesigne and Volny (2001) .
Proposition 2. Let α ∈ (0, 1). Assume that (X i , F i ) n i=1 is a sequence of martingale differences satisfying satisfying sup i E[e D|X i | Proof. This proposition is a simple adaptation of preceding theorem. Note that for some positive constant D, (−Y i ) n i=1 is also a sequence of martingale differences satisfying the same exponential moment condition. Thus, Proposition 3. Suppose we have random variables Z l,i,t,j uniformly subgaussian for l = 1, . . . , L (L ≥ 2 fixed), i = 1, . . . , N , t = 1, . . . , T and j = 1, . . . , p. Both p and T increase with N (functions of N ). Z l 1 ,i 1 ,t 1 ,j 1 and Z l 2 ,i 2 ,t 2 ,j 2 are independent as long as i 1 = i 2 regardless of the values of other subscripts. Then, for some positive constant A and , where the first two inequalities are taken from p95 of van der Vaart and Wellner (1996) , and the third inequality is due to Lemma 2.2.1 in van der Vaart and Wellner (1996) . (8.1) then follows.
For every ǫ ≥ 0,
Ke CA 2/L and where the second to last inequality is due to subadditivity of x → x 2/L such that x 2/L ≤ y 2/L +(x−y) 2/L for x ≥ y ≥ 0, L ≥ 2. Let X i,j denote for some M > 0, we have
The upper bound of the preceding probability becomes arbitrarily small for N and M sufficiently large. Hence (8.2) follows.
Lemma 9. Let A be a symmetric p × p matrix, andv and v ∈ R p . Then
Proof. See Lemma 6.1 in the working-paper version of van de Geer et al. (2014) .
Theorem 5 (McLeish (1974) ). Let {X n,i , i = 1, ..., k n } be a martingale difference array with respect to the triangular array of σ-algebras {F n,i , i = 0, ..., k n } (i.e., X n,i is F n,i -measurable and E[X n,i |F n,i−1 ] = 0 almost surely for all n and i) satisfying F n,i−1 ⊆ F n,i for all n ≥ 1. Assume, 
