Abstract. This work studies the asymptotic behavior of the spectral condition number of the matrices Ann arising from the discretization of semi-elliptic partial differential equations of the form
with Dirichlet boundary conditions on the domain Ω = (0, 1) 2 . Important examples of PDEs with such a nonnegative canonical form, which appear in the study of transonic flow, are the families of equations of the so called Keldysh/Tricomi type (see [7, 8] ), which are given by y 2m+1 u xx + u yy = 0 and u xx + y 2m+1 u yy = 0, respectively. Also the Laplace-Beltrami equation, defined as (1 − x 2 )u xx + (1 − y 2 )u yy = 0, belongs to the considered class. The latter has applications in differential geometry and specifically to isometric embedding of Riemannian manifolds. We can indicate other research fields where PDEs with a nonnegative characteristic form are involved: mathematical biology, physical models, chemistry and mathematical finance. Usually, the strict ellipticity is lost due to some isolated zeros of the coefficient functions usually located at the boundary ∂Ω of the definition domain Ω (see [2] , [9] , and references therein). Using the centered finite difference (FD) formula of precision order two and minimal bandwidth for discretizing (1.1), we obtain a 5-points formula, with respect to the x axis and to the y axis. The resulting linear system is
where A nn is a symmetric positive definite two-level banded matrix. Although the latter does not have the multilevel Toeplitz structure, the associated matrix sequence belongs to the wider class of Generalized Locally Toeplitz (GLT) sequences of matrices (see [15] , [13] , and for more details [3] ). In the framework of this beautiful and powerful theory, many properties concerning the spectral distribution of these sequences of matrices can be proved.
Despite the block band form of A nn , the associated system (1.1) is not trivial to solve. In the 1D case there are many optimal direct solvers, with Thomas being the best known, but in multidimensional settings things are completely changed. The reason relies in the difficulty of exploiting the inner structure of block band matrices and, as a consequence, to benefit from their inner sparsity. Adding to the above reasoning, the inevitably sequential nature of such methods makes direct methods not an ideal choice for multilevel linear systems, as those appearing in (1.2).
Iterative techniques, like SOR, ADI, Chebyshev or the Conjugate Gradient method, take advantage of the sparsity of A nn , but their convergence features depend mainly on the condition number of the matrix which, as we will show for our problem, grows at least as O(n 2 ). To alleviate this problem, preconditioning is usually the first option. Popular preconditioners arise from the incomplete Cholesky factorization or matrices belonging to some special class, such as trigonometric matrix algebras (usually circulant or τ ), and Toeplitz plus diagonal [12] , or band plus algebra matrices [6] . On the other hand, full-multigrid (FMG) techniques are probably the fastest known solver for discretized elliptic PDEs. However, attempts to extend the same techniques to its degenerate cases, for example the Keldysh equation, have met with a more limited success. We mention that multigrid methods can be used also within the PCG method in the "inversion" of the preconditioner in each step, if the latter is chosen to belong to some specific class of matrices [1] .
For all the above methods and for any iterative methods that will be developed in the future, the crucial information that is needed in order to establish fast convergence is the knowledge of the spectrum of A nn and, especially, the source of ill conditioning. In this work, we extend the theory developed in [4] concerning the asymptotic behavior of the condition number of A n , i.e., the analogue of the 1D matrix, in the multidimensional case. We note that in the aforementioned paper, it was mentioned that the main goal of that work was to develop the tools and to set the foundations for the interesting two-dimensional, or, more generally, to the multi-dimensional, case. Our results complete the spectral picture described by the GLT theory. Specifically, adopting a different point of view, we show again that there are two sources of ill conditioning, one coming from the discretization of differential operator via the FD method and the other from the sampling of the functions a(x, y) and b(x, y) near their zeros. Moreover, our analysis leads to the interesting corollary that the two sources of ill-conditioning, i.e., the low frequencies coming from the constant-coefficient Laplacian, and the space spanned by few canonical vectors related to the position of the zeros of the coefficient functions, do not in general interfere, and thus, also the extreme eigenvalues of the aforementioned matrices behave smoothly and according to what we expect from the GLT theory.
• f (x) = O(g(x)) as x → ∞, if and only if there exists a pure positive constant M such that
, for all sufficient large values of x.
• f (x) = o(g(x)) if and only if for every positive constant , exists positive constant N , such that |f (x)| ≤ g(x), for all x > N . In other words, if g(x) is nonzero (or at least becomes nonzero beyond a certain point), it holds lim x→∞ f (x)
) is the negation of f (x) = o(g(x)), i.e., if and only if lim x→∞
Definition 2.1. A nonnegative function f has a zero at (x 0 , y 0 ) if for every neighborhood I of (x 0 , y 0 ) we have inf (x,y)∈I f (x, y) = 0. Moreover, a set Z of the zeros of f ≥ 0 is called isolated if there exists a neighborhood J of Z such that for every neighborhood I ⊂ J, I = J of Z we have inf (x,y)∈J\I f (x, y) > 0. 
We mention that in [5] , a more general definition about the order of a zero was given. However, for our needs, Definition 2.2 is sufficient.
We briefly introduce the 1D instance of the problem, i.e., (2.3)
since results referring to this case, will be used in our generalization process.
Using centered finite differences, of minimal bandwidth and precision order two, and stepsize h = (n + 1) −1 on the grid-points x 0 = 0, x 1 , x 2 , . . . , x n , x n+1 = 1, we arrive to the n × n linear system A n (a)x = b whose coefficient matrix has the form −a n− 1 2 a n− 1 2
An immediate consequence is that A n (·) is also a monotone operator, that is, a ≥ã implies A n (a)−A n (ã) > 0, and thus, A n (a) > A n (ã). Moreover, the j-th eigenvalue of A n (a) is bounded by the j-th eigenvalue of A n (ã), where the eigenvalues of each matrix are ordered non decreasingly (see [11] , [14] , for a general discussion and several results on matrix-valued linear positive operators).
In [4] , the asymptotic behavior of the condition number of A n (a) was studied, and the main result presented there is summarized in the next theorem.
n×n , be the sequence of matrices derived from the discretization of the semi-elliptic differential equation (2.3) with the bounded coefficient function a(x) having a unique root at x 0 ∈ I = [0, 1] of order α, i.e., a(x) ∼ |x − x 0 | α on I. Then, for the spectral condition number
n (a) 2 of the matrix A n (a), which coincides in order with the spectral radius
3. Main analysis. We return to the 2D setting, i.e., to the problem described by (1.1), where we have assumed Dirichlet boundary conditions on the domain Ω = [0, 1] 2 and both the coefficient functions are bounded, piecewise continuous and nonnegative on it. Discretizing the rectangular boundary of Ω in n and m nodes in the x and y direction, respectively, and using centered FDs with step-size h = 1 n+1 in the x direction and k = 1 m+1 in y direction, we arrive at the following set of equations:
for i = 1(1)n and j = 1(1)m, or, in matrix vector notation, to the system
where f nm depends on the nm vector containing the discretized values of f on the grid and A nm (a, b) = A nm (a(x, y), b(x, y)). Since, in practice we always have n ∼ m, for simplification in the computations, and without loss of generality, for the rest of the manuscript we will assume n = m. Obviously, the coefficient matrix A nn (a, b) is block tridiagonal with the diagonal blocks being tridiagonal matrices and the upper and lower to these blocks being diagonal matrices containing the sampling values b i,j− 2 ), i.e., is linear with respect to its arguments and positive in the sense that for every a, b ∈ J (Ω) with a, b ≥ 0, A nn (a, b) is symmetric nonnegative definite. In addition, the monotonicity implies
, whenever a ≤ã, b ≤b. An immediate consequence of the latter is that
where L nn is the well known 2D Laplacian matrix that can be written as 
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with L n = trid[−1 2 −1] being the Laplace matrix, i.e., the tridiagonal Toeplitz matrix having 2 in the main diagonal and −1 in the superdiagonal and subdiagonal, respectively. With I n we denote the identity matrix of dimension n. Since the functions a(x, y), b(x, y) are assumed to be bounded on the domain Ω, then, from (3.6), also the maximum eigenvalue λ max (A nn (a, b)) is asymptotically bounded. Accordingly, the spectral condition number of A nn (a, b), depends only on the behavior of λ min (A nn (a, b) ), whose study is our main goal.
There exists a specific selection of coefficient functions that, under some assumptions concerning their zeros, significantly simplifies the analysis of the general problem and reveals some counterintuitive situations. For that, we choose
where α, β, γ, δ ∈ R + 0 . Taking into account the specific structure of A nn (â,b), it can be shown that for these coefficient functions, the matrix can be decomposed in the following form
where A n (·) is defined in (2.4), and D n (x γ ), D n (y β ) are the diagonal matrices formed by the values of the functions x γ and y β on the points i n+1 , i = 1(1)n, respectively. In addition, (3.8) shows the exact connection between the 2D case and 1D case, and uncovers the possible influence that each term can have separately. A concrete application is the following lemma.
Lemma 3.1. Let a(x, y), b(x, y) be nonnegative, piecewise continuous and bounded functions of Ω. If at least one of them is strictly positive on Ω, then, no matter how many zeros the other has or which are their orders, the minimum eigenvalue of A nn (a, b), behaves as n −2 .
Proof. Assuming that a(x, y) is the strictly positive function, then there exists a universal positive constant c such that a(x, y) ≥ c > 0. Moreover, from (3.8),
Taking the Rayleigh quotient on the above relationships, and using the well known property connecting the eigenvalues of the Kronecker product with these of each part, we arrive at
On the other hand,
Using the same reasoning as before, we have
. Thus, from (3.9) and (3.10), whenever at least one of the coefficient functions is uniformly bounded below by a positive constant, then
Corollary 3.2. A concrete application of Lemma 3.1 is the case of the Keldysh class of PDEs that we presented in the introductory section. As a result, the FD techniques applied to this kind of problem will lead to a coefficient matrix having spectral condition number behaving exactly as the constant Laplace 2D analogue, i.e., as n 2 .
The following theorem concerns the case where both the coefficient functions have a single and common zero at the point (x 0 , y 0 ) ∈ Ω.
and
By defining ρ = min {α, β}, we have
Proof. The key points of our proof are the monotonicity of the operator A nn (·, ·) and the use of proper inequalities on the coefficients a(x, y) and b(x, y). We will study in details the case where ρ = α, and the other case is similarly treated. From the monotonicity of the operator and the assumptions about the partial minimum orders of the zero we have that
where c = min {c 1 , c 3 } and C = max {c 2 , c 4 }. Thus, taking advantage of the above equivalently, is sufficient to study the behavior of the minimum eigenvalue of A nn (â,b).
Omitting in (3.8) the positive terms contain the matrix L n , we have
From [4] we know that the minimum eigenvalue of A n (|x − x 0 | α ) tends to zero as (2.5) predicts. As a consequence, the minimum eigenvalue of A nn (a, b) cannot tend to zero asymptotical faster than the theorem predicts.
On the other hand, using Rayleigh quotients we can show that the minimum eigenvalue of the matrix A nn (â,b), and so this of A nn (a, b), tends to zero at least as fast as O(n −α ). We break down the complete analysis in two cases: α ≥ 2 and α < 2.
In the first case, we defineā (x, y) ≡ |x − x 0 | α + |y − y 0 | α .
Electronic 
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Obviously a(x, y) ≤ C 1ā (x, y) and b(x, y) ≤ C 2ā (x, y), where C 1 , C 2 are properly chosen universal positive constants. Accordingly, we choose the normalized vector e kl = e k ⊗ e l where e k , e l are the k-th and l-th columns of n × n identity matrix, respectively. The indexes k, l are given by k = arg min
with x i , y j being the discretization points in x and y direction, respectively. The idea behind this selection is to point at the minimum value of the diagonal of A nn . Hence, using this vector in the Rayleigh quotient and C = max {C 1 , C 2 }, we obtain that
Then, from the way we selected k, l, we obtain that the latter quantity tends to zero as n −α .
In the second case, since max (x,y)∈Ω x α + y α = 2,
Since L nn is the 2D Laplacian matrix, the eigenvalues are explicitly known and are given by
, i, j = 1(1)n, with the corresponding eigenvectors being
and the proof is completed.
Remark 3.4. The assumptions of Theorem 3.3 exclude cases where the minimum of the order is in y direction of a(x, y) or the x direction of b(x, y). The reason is evident, again, by virtue of (3.8). Specifically, the terms L n ⊗ D n (x γ ) and D n (y β ) ⊗ L n increase the corresponding orders of the zero by 2. Therefore, if the rest of the partial orders are large enough, there exists a possibility that the order of growth of the condition number of A nn (a, b) is greater than the quantity min {β, γ}. An illustrative example describing the above situation is the following: let a(x, y) = x 10 + y 1 and b(x, y) = x 10 + y 10 , i.e., α = γ = δ = 10, β = 1. Then, from (3.8) we expect that λ min (A nn (a, b) ) can tend to zero much faster than the order of the differential operator, which is 2, a speculation numerically confirmed in Section 6. We mention that, in the above example, swapping the value of α with that of β, we can guarantee that the condition number of the new matrix will grow as n 2 , since now the assumptions of Theorem 3.3 hold.
4. a(x, y) and b(x, y) with zeros at different points. We start this section assuming that the coefficient functions a(x, y), b(x, y) each have a single zero on Ω, but the zeros are different to each other. As we prove in the next theorem, in this case the orders of the zeros of a(x, y) and b(x, y) do not play any role in the asymptotic behavior of the condition number of A nn (a(x, y), b(x, y) ). In that case, it is the differential operator that always governs the behavior of the minimum eigenvalue of this matrix.
Theorem 4.1. Let us assume that the nonnegative coefficient functions a(x, y), b(x, y) each have in Ω a single, but different from each other, zero, at the points (x 0 , y 0 ) and (x 1 , y 1 ), respectively, of any polynomial order. Then, the minimum eigenvalue of A nn (a, b) tends asymptotically to zero as n −2 , and thus, the spectral condition number of A nn (a, b) grows as n 2 .
Proof. From the inequality
we immediately have that λ min (A nn (a, b)) tends to zero at least as fast as the minimum eigenvalue of 2D Laplacian, i.e., as O(n −2 ).
From the assumptions of the theorem and (3.7), we have that
Consequently, from the monotonicity of the operator A nn we have that
where c = min {c 1 , c 2 }, C = max {C 1 , C 2 }. Thus, the behavior of the minimum eigenvalue of A nn (a, b) is similar to that of A nn (â,b). Moreover using (3.8), we have
Since the zeros are different from each other, either x 0 = x 1 or y 0 = y 1 . If x 0 = x 1 , omitting the symmetric and positive definite terms caused by the variable y, we havê
otherwise, it holds thatÂ
In both cases, the following argument holds unaltered. Thus, we choose to present only the first case, i.e., x 0 = x 1 and the other case is similarly treated. Without loss of generality, we assume 
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where r = max {γ, α}. As a result, we concentrate our attention to the study of the asymptotic behavior of the minimum eigenvalue of
or, equivalently, to the study of the Rayleigh quotient (4.15) min
Since a(x 0 ) = 0, there exists an index k n depending on the dimension n, such that (4.17) i kn = arg min i∈{1,2,...,n+1}
Consequently, if we define as I x 0 the set containing all the neighboring indexes i's of i kn for which
then that set will have cardinality o(n). Moreover, for all the others O(n) indexes belonging to I c x 0 , with
The same argument, but for a different index i ln , holds true also for b(x 1 ). Specifically, there exists an index l n such that i ln = arg min i∈{1,2,...,n} 
Electronic , such that
We use this index to splitÂ n in two positive semidefinite terms,Â U n andÂ L n , such that
Choosing the canonical base {e 1 , e 2 , . . . , e n } for writing z in (4.15), we arrive at
where we have omitted in the first term the zeros obtained by the last n − i qn zero rows and columns ofÂ U n , and in the second one, the zeros obtained by the first i qn−1 rows and columns. This is permitted, since we know that the initial matrixÂ is diagonally dominant and as such it has only positive eigenvalues.
The first term in (4.19) is bounded from below by λ min ((Â U ) iq n ), i.e., from the minimum eigenvalue of the principal submatrix of order i qn ofÂ U n . From the monotonicity of a(x) and b(x) we obtain
where L 1 is the 1D Laplace matrix of dimension i qn , with the only difference being that at the position (i qn , i qn ) it has the value 1 instead of 2. We recall that matrices of this form can be obtained by the discretization of the second derivative using mixed boundary conditions and especially Dirichlet condition on the left and Neumann condition on the right. Since i qn belongs to I c x 1 , from (4.20) we conclude that the first part of the sum in (4.15) can give terms up to an order n −2 . 
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Similarly, the second term in (4.19) is bounded from below by the minimum eigenvalue of (Â L ) n+1−iq n . In addition, omitting the positive values b(x i ), i ≥ i qn in its diagonal, we have that
where the dimension n + 1 − i qn matrix L 1 is like L n+1−iq n with the only difference being that at the position (1, 1) it is equal to 1 instead of 2. Similarly to L 1 this matrix -observe that for the same dimension L 1 and L 1 are similar matrices-can be obtained by the discretization of the second derivative using Neumann condition on the left and Dirichlet condition on the right. Moreover, using difference equations, it can be shown that the minimum eigenvalue λ 1 (L 1 ) of L 1 is given by the formula
, and, thus, tends to zero as fast as n −2 . Since i qn belongs to I c x 0 , we conclude that also the second term in (4.19) cannot tend to zero faster than n −2 , and the proof is completed .
The above rigorous proof can be supplemented with an informal one, that spotlights in-depth our reasoning and shows in a different way the local effect of the possible zeros of the coefficients functions in (1.1), in the ill-conditioning subspace of A nn .
The matrixÂ n can be expressed (see [10] ) as,
where the matrices Q n (i) are symmetric nonnegative definite dyads given by
and E n (i, i) = e i e T i , with e j , j = 1, . . . , n, representing the j-th column of the identity matrix. Obviously,
We recall that the matrix L n , which is the contribution of the differential operator, can be completely decomposed in terms of dyads. From the above relationship we infer that the influence of the zeros of the coefficient function has a local effect and contributes to a specific elements E n (s, t) of the basis of the vector space of matrices, i.e., affects only o(n) elements where the generating vectors e s and e t are close, in the are sufficiently far away from each other, the relationship (4.21) ensure us that the asymptotically small weights on the correspondent E n (i, j), caused by the zero of the first coefficient, are canceled by the O(1) weights on the same E n (i, j) caused by the second one, and vise versa. As a consequence, we expect that the case where the coefficient functions have zeros at different locations, is quite similar in the spectral analysis sense, to the case where the coefficient functions are strictly positive.
Remark 4.2. Things significantly change if we assume that each of a(x, y), b(x, y) has two -or moreisolated zeros in points of Ω. In this circumstance, in Section 6, we give numerical examples where the condition number of the generated matrix behaves in an unpredictable way. This result is not surprising since it has been observed in the 1D case (see [4] ) and the analysis presented in (3.8) exposes the influence of the latter one to the multidimensional one. As a result, the observed anomaly in the asymptotic behavior of the condition number of A n (a(x)) is expected to be inherited by that of κ 2 (A nn ), when analogous assumptions hold.
Curves of zeros.
In this section, we study the case where the coefficient functions a(x, y), b(x, y) have curves of zeros on Ω. Obviously, under these assumptions, the general analysis is much more complicated and perhaps new tools have to be used. Similarly to the case of more than one isolated roots per coefficient, it seems that there might not be a general rule describing the asymptotic behavior of the condition number of A nn . The following statements, which are supported by the numerical experiments of the next section, describe the difficulties. Let r = min {α, β, γ, δ}. Then:
• There exist a(x, y), b(x, y) such that r < 2 and κ 2 (A nn ) n 2 .
• There exist a(x, y), b(x, y) such that r = 2 and κ 2 (A nn ) n 2 log(n) ∩ Ω(n 2 ).
• There exist a(x, y), b(x, y) such that r > 2 and κ 2 (A nn ) n r .
However, there are concrete occasions where the condition number of A nn behaves according to what Theorem 3.3 predicts. For instance, assuming that one of the coefficient functions, say a(x, y), is of the form p(x, y) · |x − cy| α where α > 1, c positive constant and p(x, y) > 0, ∀(x, y) ∈ Ω, and the other, b(x, y), has a root at the origin of order β, in the y direction, i.e., is of the form b(x, y) = (x γ + y β )q(x, y) with q(x, y) > 0, ∀(x, y) ∈ Ω and β ≤ γ. Then, if β ≤ α, to be the common zero. The asymptotic behavior of the minimum eigenvalue of A N is presented through the quantity ρ m in the columns 2-4 of Table 1 .
The examples 4) a 4 (x, y) = x 10 + y 1 and b 4 (x, y) = x 10 + y 10 , 5) a 5 (x, y) = x 5 + y 2 and b 5 (x, y) = x 5 + y 5 , 6) a 6 (x, y) = |x − 
