We introduce the concept of Stieltjes integral of an operator-valued function with respect to the spectral measure associated with a normal operator. We give sufficient conditions for the existence of this integral and find bounds on its norm. The results obtained are applied to the Sylvester and Riccati operator equations. Assuming that the entry C is a normal operator, the spectrum of the entry A is separated from the spectrum of C, and D is a bounded operator, we obtain a representation for the strong solution X to the Sylvester equation XA − CX = D in the form of an operator Stieltjes integral with respect to the spectral measure of C. By using this result we then establish sufficient conditions for the existence of a strong solution to the operator Riccati equation YA −CY +Y BY = D where B is another bounded operator. 1 2 S. ALBEVERIO AND A. K. MOTOVILOV
INTRODUCTION
In this paper we deal with integrals formally written as Ω F(z)dE (z) or Ω dE(z)G(z), (1.1) where Ω is a Borel subset of the complex plane C and E(·) the spectral measure associated with a normal operator on a Hilbert space K. It is assumed that F is an operator-valued function on Ω with values in the space B(K, H) of bounded operators from K to another Hilbert space H. Similarly, G is assumed to be an operator-valued function mapping Ω into B(H, K). Clearly, a reasonable definition of integration in (1.1) should yield operators from K to H and from H to K, respectively. The integrals of the form (1.1) are of interest in itself. But they also arise in many applications, in particular in the study of spectral subspace perturbation problems (see, e.g., [1] ). Such integrals appear to be a useful tool in the study of the Sylvester and Riccati operator equations (see [2, 4, 22, 25] ).
There is an important particular case where F(z) is given by
with ϕ(ζ , z) a sufficiently nice scalar function of two complex variables ζ and z, A another normal operator on H, and T a bounded operator from K to H. In this case the integral Ω F(z)dE(z) can be understood as a double operator Stieltjes integral [7] . More precisely,
under the assumption that dist spec(A), spec(C) > 0 (1. 9) we prove that X ∈ B(H, K) is a unique strong solution to (1.8) if and only if it can be represented in the form of the operator Stieltjes integral
which converges in the sense of the strong operator topology (see Theorem 4.5) . So far, such a representation was only proven in the case where C is a self-adjoint operator (see [4, Theorem 2.14] ). We apply the results obtained also to the operator Riccati equation (1.11) where B ∈ B(K, H) and the entries A, C, and D satisfy the same assumptions as in (1.8) . If X ∈ B(H, K) is a strong solution to (1.11) such that spec spec(A + BX), spec(C) > 0, by using (1.10) one writes the Riccati equation in the equivalent integral form
Under the assumption (1.9) and additional "smallness" assumptions upon B and D we prove the existence of a solution X ∈ B(H, K) to the integral equation (1.12) . This solution to (1.12 ) also solves the Riccati equation (1.11) (see Theorem 5.7) . The plan of the paper is as follows.
In Section 2 we introduce the concept of a Stieltjes integral of an operator-valued function with respect the spectral measure of a normal operator and prove the main result (Theorem 2.5) concerning sufficient conditions for the existence of such integrals. We also derive a norm estimate (Lemma 2.9) for these integrals.
In Section 3 we extend the concept [4, 22] of the norm of a bounded operator with respect to a spectral measure to the case where this measure is associated with a normal operator.
In Section 4 we discuss the Sylvester equation (1.8) . In particular, we prove that any weak solution to this equation is also a strong solution. This result allows us to present refined versions of the representation theorems [4, Section 2] for the solution X of the operator Silvester equation, extending the integral representations for X to the case where the entry C in (1.8) is a normal operator.
Finally, in Section 5 we prove the above mentioned existence result (Theorem 5.7) for the Riccati equation (1.11) .
We conclude the introduction with the description of some more notations that are used throughout the paper. The identity operator on any Hilbert space K is denoted by I. If T is a closed operator on K, by spec(T ) we always denote the spectrum of T . We will also use the notation σ (T ) = (λ , µ) ∈ R 2 | λ + iµ ∈ spec(T )
for the natural imbedding of spec(T ) into the real plane R 2 . The set
is called the numerical range of the operator T .
INTEGRAL OF AN OPERATOR-VALUED FUNCTION WITH RESPECT TO THE SPECTRAL MEASURE OF A NORMAL OPERATOR
Let A Borel (C) denote the algebra of Borel subsets of the complex plane C and let {E(Ω)} Ω∈A Borel (C) be the spectral family of a (possibly unbounded) normal operator C.
Recall that E(Ω)'s are orthogonal projections in K that possess the properties (see, e.g., [ With the spectral family {E(Ω)} Ω∈A Borel (C) by
we associate the projection-valued measure
on the algebra A Borel (R 2 ) of Borel subsets of R 2 . Clearly, (2.1) and (2. 2) are equivalent to
and E(R 2 ) = E σ (C) = I, (2.5) respectively. In terms of the spectral measures E(·) and E(·), we write the spectral decomposition of the normal operator C either as Further, we introduce the projection-valued function E(λ , µ) on R 2 by
In the following the function E(λ , µ) is called the spectral function of the normal operator C. In contrast to the case of self-adjoint operators the spectral function of a normal operator is a function of two real variables. Clearly, for λ ≤ λ ′ and µ ≤ µ ′ the additivity property of a spectral measure implies
that is, E(λ , µ) is a non-decreasing function in both variables λ and µ.
One also observes that if λ ≤ λ ′ and µ ≤ µ ′ then
and thus
(2.11)
We remark that (2.9) implies
x . Hence (2.12) is a consequence of (2.9).
By using the fact that both right-hand and left-hand sides of (2.11) are orthogonal projections, in a similar way one concludes that
For notational setup we adopt the following
be the spectral family associated with a normal operator on K. is said to be uniformly (resp. strongly, weakly) integrable from the right with respect the spectral measure dE(λ , µ) on ∆ if the limit
exists in the uniform (resp. strong, weak) operator topology. Here, δ
The limit value (2.14) , if it exists, is called the right Stieltjes integral of the operator-valued function F with respect to the measure dE(λ , µ) on ∆.
Similarly, a function G : ∆ → B(H, K) is said to be uniformly (resp. strongly, weakly) integrable from the left with respect to the measure dE(λ , µ) on ∆, if the limit
exists in the uniform (resp. strong, weak) operator topology. The corresponding limit value (2.15), if it exists, is called the left Stieltjes integral of the operator-valued function G with respect to the measure dE(λ , µ) on ∆.
The following statement can be considered an extension of [22, Lemma 10 .5] to the case of the spectral measure associated with a normal operator. Lemma 2.3. Assume Hypothesis 2.1. Then an operator-valued function F(λ , µ),
is integrable in the weak (uniform) operator topology with respect to the measure dE(λ , µ) on the rectangle ∆ from the left if and only if the function [F(λ , µ)] * is integrable in the weak (uniform) operator topology with respect to the measure dE(λ , µ) on ∆ from the right and then
(2.16)
Proof. Like in the proof of Lemma 10.5 in [22] , the assertion is proven by taking into account the continuity property of the involution T → T * with respect to operator uniform and operator weak convergence in B(K, H). It suffices to apply this property to the integral sums in (2.14) and (2.15).
Remark 2.4.
Since the involution T → T * is not continuous with respect to the strong convergence (see, e.g., [6, §2.5]), the convergence of one of the integrals (2.16) in the strong operator topology in general only implies the convergence of the other one in the weak operator topology.
Some sufficient conditions for the integrability of an operator-valued function F(λ , µ) with respect to the spectral measure of a normal operator are described in the following statement. 
and the condition 
jk , j = 1, 2, . . . , m, k = 1, 2, . . ., n} are two sets of points.
First, we prove that the limit (2.14) (if it exists) does not depend on the choice of the points (ξ j , ζ k ) within the partition rectangles ∆ and
Observe that
and hence
Represent the difference J m,n − J ′ m,n as the sum of two terms that are more convenient for estimating
where
and
By inspection one verifies that
Clearly, for any x ∈ K by the Lipschitz property (2.17)
In a similar way one shows that for any x ∈ K
Finally, by using (2.18) at the fist step, for any x ∈ K one estimates S 3 x as follows:
by applying (2.25) at the last step. Obviously, for any k = 1, 2, . . . , n − 1
and we arrive at the following final estimate for S 3 : 
In a similar way one proves that an analogous estimate holds for the term L 2 given by (2.22) ,
Combining (2.21), (2.28), and (2.29) proves that if the sum in (2.14) converges strongly (resp. weakly, in the operator norm topology) for some choice of the numbers {ξ j ∈ δ (m) j } m j=1 and {ζ k ∈ ω (n) k } n k=1 , then it converges strongly (resp. weakly, in the operator norm topology) to the same limit for any other choice of these numbers, in particular this takes place for the choice where ξ j = λ j−1 , j = 1, 2, . . . , m, and ζ k = µ j−1 , k = 1, 2, . . . , n.
(2.30)
It remains to prove that the double sequence of the operators J m,n given by (2.19) has a limit as m → ∞, n → ∞, 
(2.32)
In the following we assume that one chooses the points ξ j , ζ k and ξ j,s , ζ k,t like in (2.30) and thus
Taking into account (2.31) and (2.32) one verifies by inspection that
One also notes that
By (2.17) and (2.18) the equality (2.39) implies that for any
Then by using (2.41) and (2.13) one infers from (2.40) that
It is proven analogously that
It only remains to find an estimate for the contribution to the difference (2.37) from the terms T (3) jk given by (2.38). By using identity (2.10) and taking into account (2.18) it follows from (2.38) that 
(2.46)
By regrouping the terms and taking into account that λ 0 = a, λ m = b, µ 0 = c, and µ n = d one then verifies that
We have E(λ , µ) ≤ 1 for any λ , µ ∈ R (2.49) and hence 
where dE(z) stands for the spectral measure of the same normal operator as the measure dE(λ , µ) but on the complex plane. 
we define the corresponding integrals of F and G over the part of the spectrum of C lying in Ω.
In particular, if a function F : spec(C) → B(K, H) (resp. G : spec(C) → B(H, K)) defined (only) on the spectrum of C admits an extension F (resp. G) to the whole rectangle Ω in such a way that conditions (2.17) and (2.18) hold for F(λ + iµ) (resp. for G(λ + iµ)), 
If dE(z) (or, equivalently, dE(λ , µ)) is the spectral measure associated with a normal operator C, we set spec(C)
assuming that F : spec(C) → B(K, H) and G : spec(C) → B(H, K) admit extensions F and G from spec(C) to the whole complex plane C 2 in such a way that F(λ + iµ) and G(λ + iµ) satisfy conditions (2.17), (2.18) as functions of the variables λ , µ ∈ R.
We conclude this section with the the following natural result. Assume that the open circle mentioned in hypothesis is centered at the point z 0 and its radius equals r. Denote this circle by C r (z 0 ) and write the Taylor formula
is the remainder term. Since the function G(z) is holomorphic on C r (z 0 ) and the set Ω is a compact contained in C r (z 0 ), the remainder R n (z) and its derivatives converge to zero as n → ∞ and the convergence is uniform with respect to z ∈ Ω. In particular, this implies that 
From (2.65) and (2.66) it follows that there is sequence of γ n > 0, n = 0, 1, 2, . . . , such that γ n → 0 as n → ∞ (2.67) and By a similar reasoning one also infers that
71)
by taking into account that Ran E(Ω) ⊂ Dom(C l ) for any l = 1, 2, . . .. On the other hand by (2.63) it follows that
Comparing this equality with (2.71) yields
which by (2.69) and (2.70) completes the proof.
NORM OF AN OPERATOR WITH RESPECT TO THE SPECTRAL MEASURE
The paper [22] introduced the concept of the norm of a bounded operator with respect the spectral measure of a self-adjoint operator. This concept turned out to be a useful tool in the study of the operator Sylvester and Riccati equations (see [4] for details). The goal of the present section is to extend the above concept to the case where the spectral measure is associated with a normal operator. 
where the supremum is taken over finite (or countable) systems of mutually disjoint Borel subsets Ω k of the complex plane C, Ω k ∩ Ω l = ∅, if k = l. The number Y E is called the norm of the operator Y with respect to the spectral measure dE(z) or simply E-norm of Y .
One easily verifies that if the norm Y E is finite then
If, in addition, Y is a Hilbert-Schmidt operator, then
where · 2 denotes the (Hilbert-Schmidt) norm on the ideal B 2 (H, K) of Hilbert-Schmidt operators from H to K.
The following statement is an extension of [22, Lemma 10.7]. 
exist in the uniform operator topology. Moreover, the following bounds hold
Proof. The proof is given for the case of the integral in (3.3).
For the extension of the function F(λ + iµ) from the set σ (C) to R 2 we will use the notation F(λ , µ), λ , µ ∈ R.
Let 
for any x ∈ H one obtains
In (3.6) the supremum is taken over finite (or countable) systems of Borel subsets
By hypothesis the function F(λ , µ) satisfies the assumptions of Theorem 2.5 and hence by Corollary 2.7 it is right-integrable on the rectangle ∆ with respect to the measure dE(λ , µ). From (3.5) it follows that
(3.9)
which together with (3.9) proves the existence of the limit The proof is complete.
SYLVESTER EQUATION
Assuming that the entry C in the operator Sylvester equation (1.8) is a normal operator, the principal goal of this section is to introduce a Stieltjes integral representation for the solution X in terms of the spectral measure associated with C.
We begin with recalling the concepts of weak, strong, and operator solutions to the operator Sylvester equations. Along with the Sylvester equation (4.1) we also introduce the dual equation
for which the notion of weak, strong, and operator solutions is defined in a way analogous to that in Definition 4.1. H) is an operator solution of the Sylvester equation (4.1), it is also a strong solution to (4.1). In its turn, any strong solution is also a weak solution. In fact, one does not need to distinguish between weak and strong solutions to the Sylvester equation (4.1) since any weak solution to this equation is in fact a strong solution.
Lemma 4.2. Let A and C be densely defined possibly unbounded closed operators on the
Hilbert spaces H and K, respectively. If X ∈ B(K, H) is a weak solution of the Sylvester equation (4.1) then X is a strong solution of (4.1), too.
Proof. Given f ∈ Dom(A), introduce a linear functional l f with Dom(l f ) = Dom(C * ) by
Clearly, for any f ∈ Dom(A) the functional l f is bounded,
The functional l f is also densely defined since Dom(l f ) = Dom(C * ) is dense in K as domain of adjoint of a closed densely defined operator. Thus, X f ∈ Dom (C * ) * = Dom(C) which implies that (4.3) holds and
Hence (4.4) also holds, completing the proof.
It is easy to see that if one of the equations (4.1) or (4.6) has a weak (and hence strong) solution then so does the other one. It is well known that if the spectra of the operators A and C are disjoint and one of them is a bounded operator then the Sylvester equation XA − CX = D has a unique solution. This was first proven by by M. Krein in 1948. Later, the same result was independently obtained by Y. Daleckii [11] and M. Rosenblum [28] . The precise statement is as follows. 
where γ is a union of closed contours in the complex plane with total winding number 0 around every point of spec(A) and total winding number 1 around every point of spec(C).
where |γ| denotes the length of the contour γ.
A relatively recent review of results on the Sylvester operator equation (4.1) with both bounded entries A and C and applications of them to various problems can be found in [5] .
If A and C are unbounded densely defined closed operators, even with separated spectra, then the Sylvester equation (4.1) may not have bounded solutions at all (a corresponding example can be found in [27] ). Nevertheless, under some additional assumptions equation Then the following statements are valid: (i) Assume that the Sylvester equation (4.1) has a strong solution X ∈ B(H, K) . Then X is a unique strong solution to (4.1) and it can be represented in the form of the Stieltjes integral
which converges in the sense of the strong operator topology in B(H, K) .
Conversely, if the Stieltjes integral (4.9) exists in the sense of the strong operator topology, then X given by (4.9) is a strong solution to (4.1).
(ii) Assume that the dual Sylvester equation
has a strong solution Y ∈ B(K, H). Then Y is a unique strong solution to (4.10) and it can be represented in the form of the Stieltjes operator integral
that exists in the sense of the strong operator topology in B(K, H). d) are finite real intervals. Let {δ j } be a finite system of mutually disjoint intervals such that [a, b) = ∪ j δ j and {ω k } another finite system of mutually disjoint intervals such that [c, d) = ∪ k ω k . Further, introduce the partition rectangles ∆ jk = δ j × ω k . For the pairs j, k such that ∆ jk ∩σ (C) = ∅ pick ζ ∆ jk ∈ C such that the point (Re ζ ∆ jk , Im ζ ∆ jk ) ∈ R 2 belongs to the intersection ∆ jk ∩ σ (C). Applying to both sides of (4.4) the spectral projection E C (∆ jk ), a short computation yields
for any f ∈ Dom(A). Since (Re ζ ∆ jk , Im ζ ∆ jk ) ∈ ∆ jk ∩ σ (C), by (4.8) one concludes that ζ ∆ jk belongs to the resolvent set of the operator A. Hence, (4.12) implies
Using (4.13) one obtains
The left hand side of (4.14) can be computed explicitly:
is the imbedding of the rectangle ∆ into the complex plane C. Below we will also write the set Ω in the form
The first term on the right-hand side of (4.14) is the integral sum for the Stieltjes integral (4.9). More precisely, since (A − ζ ) −1 is analytic in a complex neighborhood of Ω ∩ spec(C), by Theorem 2.5 and definitions (2.57), (2.59) one infers
By the same reasoning for the last term on the right-hand side of (4.14) we have
By using Lemma 2.10 one easily proves that the right-hand side of (4.18) is zero, that is,
Passing to the limit max 
(4.20) implies (4.9), which, in particular, proves the uniqueness of a strong solution to the Riccati equation (4.1). In order to prove the converse statement of (i), assume that the Stieltjes integral on the right-hand side of (4.20) converges in the strong operator topology as a, c → −∞ and b, d → +∞ in (4.16). Denote the resulting integral by X. Then, (4.20) holds for any finite rectangle Ω of the form (4.16). This implies that for any f ∈ Dom(A) we have
Hence,
for any f ∈ Dom(A).
In particular, (4.21) implies that CE C (Ω)X f with Ω given by (4.16) converges to XA f − D f as a, c → −∞ and b, d → +∞. Since spec(C)∩Ω ζ dE C (ζ )X f = CE C (Ω)X f , from (4.21) it also follows that
where P stands for the set of all rectangles in C of the form (4.16). Hence,
Then (4.21) can be rewritten as
Combining (4.22) and (4.23) proves that X is a strong solution to the Sylvester equation (4.1).
(ii) Assume that the dual Sylvester equation (4.6) has a strong solution Y ∈ B(K, H). As in the proof of (i), choose a finite rectangle ∆ ⊂ R 2 such that ∆ ∩ σ (C * ) = ∅. Since E C * (∆)K ⊂ Dom(C * ), we have Y E C * (∆) f ∈ Dom(A * ) for any f ∈ K by the definition of a strong solution. Take a point ζ ∆ ∈ spec(C * ) such that (Re ζ ∆ , Im ζ ∆ ) ∈ ∆. It follows from (4.8) that ζ ∆ ∈ spec(A * ). As in the proof of (i), it is easy to verify that
which holds for any f ∈ K.
Next, let [a, b) be a finite interval and {δ j } a finite system of mutually disjoint intervals such that [a, b) = ∪ j δ j . Similarly, let {ω k } be a finite system of mutually disjoint intervals partitioning a finite interval [c, d), i.e., ∪ k ω k = [c, d). Set ∆ j,k = δ j × ω k . For j, k such that ∆ j,k ∩ σ (C * ) = ∅ pick a point ζ ∆ j,k ∈ spec(C * ) such that (Re ζ ∆ j,k , Im ζ ∆ j,k ) ∈ ∆ j,k . Using (4.24) one then finds that 
Thus, passing in (4.25) to the limit as max
where Ω is given by (4.16) . Since for any
one concludes that the integral on the right-hand side of (4.27) converges as a, c → −∞ and b, d → +∞ in the strong operator topology and thus (4.11) holds, which gives a unique strong solution to the dual Sylvester equation (4.10).
In order to prove the converse statement of (ii), assume that there exists the strong operator limit
Then for any finite a, b, c, and d such that a < b and c < d we have
By (4.8) any point ξ ∈ spec(C * ) belongs to the resolvent set of the operator A and, hence, to the one of A * . Picking such a ξ ∈ spec(C * ), the operator (4.29) can be split into two parts
Using the functional calculus for the normal operator C * one obtains
Thus, for f ∈ Dom(C * ) one concludes that
That is,
by (4.28) . It follows from (4.33) that Y f ∈ Dom(A * ) for any f ∈ Dom(C * ) and, thus,
Applying A * − ξ to both sides of the resulting equality (4.33) one infers that Y is a strong solution to the dual Sylvester equation (4.10), which completes the proof. Proof. Suppose that the integral (4.9) converges in the sense of the weak operator topology. Let
is a finite rectangle in C. By the same reasoning as in the proof of equality (4.21) one obtains 
for all f ∈ Dom(A) and g ∈ Dom(C * ).
Passing in (4.37) to the limit as a, c → −∞ and b, d → +∞ yields that X given by the (improper) weak integral (4.9) is a weak solution to the Sylvester equation (4.1) since by the assumption w-lim X Ω = X and since s-lim E C (Ω) = I. Then by Lemma 4.2 the operator X is a strong solution to (4.1) and hence Theorem 4.5 (ii) implies that the integral (4.9) converges in the sense of the strong operator topology. By Remark 4.6 one concludes that so does the integral (4.11) . Under the assumption that the integral (4.11) converges in the sense of the weak operator, the assertion is proven in a similar way. 
holds and the operator D has a finite E C -norm, that is,
Then equations (4.1) and (4.6) have unique strong solutions X ∈ B(H , K ) given by (4.9) and Y ∈ B(K , H ) given by (4.11), respectively. Moreover, Y = −X * and the Stieltjes integrals (4.9) and (4.11) exist in the sense of the uniform operator topology. Assume, in addition, that and thus X and Z appear to be operator solutions to (4.1) and (4.6), respectively.
We skip the proof since it almost literally repeats the proof of Lemma 2.18 in [4] . The only difference is in extending the Stieltjes integration in the corresponding formulas from the real axis to the complex plane. 
43)
Remark 4.10. If A is normal, then by (4.9) it immediately follows from (4.39) that
where d = dist spec(A), spec(C) . In this case one can also represent the operator X in the form of a double Stieltjes operator integral [7] ,
If D ∈ B(H, K) then by [8, Theorem 1] the operator X is also Hilbert-Schmidt and the following estimate holds
which is sharp in the class of Hilbert-Schmidt operators.
RICCATI EQUATION
There are at least three approaches that allow to tackle the Riccati equations involving operators on infinite-dimensional Hilbert spaces. The first of these approaches, going back to C. Davis [12] and Halmos [15] , is based on a deep connection between theory of Riccati equations and results on variation of invariant subspaces of an operator under perturbation. We refer to the recent publication [17] discussing this purely geometric approach and its present status in great detail. Here we only mention that such an approach is essentially restricted to the operator Riccati equations associated with self-adjoint block operator matrices, that is, to the case of (1.11) with A = A * , C = C * , and D = B * . Notice that the sharp norm estimates for variation of spectral subspaces under a perturbation obtained in [13, 19, 26] imply the corresponding sharp norm estimates for solutions of the associated Riccati equations.
The other approach is based on the factorization theorems for holomorphic operatorvalued functions proven by Markus and Matsaev [21] and by Virozub and Matsaev [29] . Several existence results for operator Riccati equations have been obtained within this approach (see [18, 23] ) including an existence result [20] for the case where the entries A and C are allowed to be non-self-adjoint operators.
The third approach [4, 22, 24] (see also [2] and [16] ) is closely related to the integral representation (4.9) for the solution of the operator Sylvester equation in the form of an operator integral. Using this representation allows one to rewrite the Riccati equation in the form of an equivalent integral equation that admits an application of Banach's Fixed Point Principle. So far, only the Riccati equations (1.11) with at least one of the entries A and C being a self-adjoint operator were studied within such an approach. In this section we derive consequences of the integral representation (4.9) that work for more general Riccati equations (1.11) , where one of the entries A and C is merely a normal operator.
First, we recall the concepts of weak, strong, and operator solutions to the operator Riccati equations.
Definition 5.1. Assume that A and C are possibly unbounded densely defined closed operators on the Hilbert spaces H and K, respectively. Let B and D be bounded operators from K to H and from H to K, respectively.
A bounded operator X ∈ B(H, K) is said to be a weak solution of the Riccati equation Along with the Riccati equation (5.1) we also introduce the dual equation
The following assertion is a corollary of Lemma 4.2.
Lemma 5.2. Let A and C be densely defined possibly unbounded closed operators on the Hilbert spaces H and K, respectively. If X ∈ B(K, H) is a weak solution of the Riccati equation (5.1) then X is also a strong solution of (5.1).
Proof.
The assumption that X is a weak solution to the Riccati equation (5.1) implies that X is a weak solution to the Sylvester equation
where A = A + BX with Dom( A) = Dom(A) (5.7) is a closed densely defined operator on H. Hence by Lemma 4.2 the operator X is also a strong solution to (5.6) , that is, Ran(X| Dom( A) ) ⊂ Dom(C) and
Taking into account (5.7), one then concludes that X is a strong solution to (5.1).
The next statement is a direct corollary of Lemma 4.3.
Lemma 5.3. Let A and C be densely defined possibly unbounded closed operators on the Hilbert spaces H and K, respectively, and B ∈ B(K, H), D ∈ B(H, K) . Then X ∈ B(H, K) is a weak (and hence strong) solution to the Riccati equation (5.1) if and only if Y = −X * is a weak (and hence strong) solution to the dual Riccati equation (5.5) .
Throughout the remaining part of the section we assume the following hypothesis. where the operator Stieltjes integral exists in the sense of the weak (and hence strong) operator topology.
Proof. (i) The operator X is a weak (and hence strong) solution to (5.1) if and only if X is a weak (and hence strong) solution to the equation
where A = A + BX. Applying Theorem 4.5 (i) and Lemma 4.7 completes the proof of (i).
(ii) The operator Y is a weak (and hence strong) solution to (5.5) if and only if Y is a weak (and hence strong) solution to the equation
where A = A − Y B * . Applying Theorem 4.5 (ii) and Lemma 4.7 completes the proof of (ii).
The proof is complete.
The following statement is a direct corollary of Lemma 4.8.
Theorem 5.6. Assume Hypothesis 5.4 and let D have a finite norm with respect to the spectral measure of the normal operator C, that is,
Assume, in addition, that a bounded operator X from H to K is a weak solution of the Riccati equation (5.1) such that dist spec(A + BX), spec(C) > 0, (5.13) and that the condition sup ζ ∈ spec(C)
holds. Then X is a strong solution to (5.1) and the operator Y = −X * is a strong solution to the dual Riccati equation (5.5) .
The strong solutions X and Y admit the representations then Ran(X) ⊂ Dom(C), Ran(Y ) ⊂ Dom(A * ) and, hence, the strong solutions X and Y appear to be operator solutions to the Riccati equations (5.1) and (5.5), respectively.
In the case where the spectrum of the normal operator C is separated from the numerical range W (A) of the operator A we are able to prove the existence of a fixed point for the mapping (5.9), provided that the operators B and D satisfy certain "smallness" assumptions. If, in addition, A is also a normal operator, we prove the existence of such a fixed point under weaker assumptions. The assumption that X ∈ O r implies that the numerical range W (A+BX) of the operator A + BX lies in the closed ( B r)-neighborhood of W (A). Since B r < d and spec(A + BX) ⊂ W (A + BX), one then concludes that dist spec(A + BX), spec(C) ≥ d − B r > 0. Hence from Theorem 5.5 (i) it follows that any fixed point of the mapping F in the ball O r , if it exists, appears to be a strong solution to the Riccati equation (5.1).
Using (5.30) we obtain the following two estimates
and 
then F is a strictly contracting mapping of the ball O r into itself. Applying Banach's Fixed Point Theorem one then infers that equation (5.9) has a unique solution in any ball O r whenever r satisfies (5.36). Therefore, the fixed point does not depend on the radii satisfying (5.36) and hence it belongs to the smallest of these balls. This observation proves the estimate
Finally, using (5.32), for the fixed point X one obtains the estimate
