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Abstract
In the paper some problems connected with a process of knowledge discovery are
considered. These problems are reduced to the set cover problem. It is known
that under a plausible assumption on the class NP the greedy algorithm is close to
best approximate polynomial algorithms for the set cover problem solving. Unfor-
tunately, the performance ratio of this algorithm grows almost as natural logarithm
on the cardinality of covered set. Instead of usual greedy algorithm we consider
greedy algorithm with threshold. This algorithm constructs a partial cover, which
covers at least a xed part (for example, 90%) of the set. We prove that the car-
dinality of constructed partial cover is bounded from above by a linear function on
the minimal cardinality of exact cover C
min
. In the case of 90%-cover, for example,
in the capacity of such function we can take the function 2:31 C
min
+1. This bound
is independent of the cardinality of covered set. Notice that the concept of partial
cover in context of knowledge discovery problems is very close to the concept of
approximate reduct.
Key words: Data table, knowledge discovery, greedy algorithm,
partial cover.
1 Introduction
Data tables are widely used in various applications. Real data tables can
have hundreds of columns (variables) and millions of rows (tuples of variable
values). Such tables can have both continuous and discrete variables, possibly,
with missing values.
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Usually, the aim of data table inv estigation is thediscovery of new knowl-
edge. This knowledge can consist, for example, of relationships among vari-
ables from the table. T o this end statistical approaches and approaches based
on methods of discrete mathematics are applied. In the second case values of
variables are not used directly, as a rule. Instead of this, values of some checks
(predicates) depending on the considered variables are used.
In the paper we assume that a data table T and a set of checks F , each of
which depends on one variable, are given. We say that a variable x
i
separates
two rows of T if there exists a check from F depending on x
i
, which takes
dierent values on the considered rows. We study the separating set problem:
for a given subset H of pairs of rows from T it is required to nd minimum
(with respect to cardinality) subset of variables that separates all pairs from
H separable by the whole set of variables. We consider also three subproblems
of this problem:

The simulating set problem: for a given variable x
j
it is required to nd
minimum set of variables (dierent from x
j
) that allows simulate the possi-
bilities of x
j
to separate rows from T as the whole set of v ariables dierent
from x
j
.

The informative set problem: let each row of T be labelled by an element of
a nite set; it is required to nd minimum subset of variables, which gives
the same information on labels of rows as the whole set of variables.

The isolating set problem: for a giv enset R of ro ws from T it is required
to nd minimum subset of variables, which has the same possibilities for
isolation of rows belonging to R from the other rows as the whole set of
variables.
Solutions of the separating set problem are using with a view to knowledge
discovery. We will not consider this step, but mention some peculiarities
connected with it. The constructed separating set must be enough small,
since it is diÆcult to analyze large sets of variables. The separating set may
be inexact, and separate only part of separable pairs from H, for example,
95%. This peculiarity is explained, in particular, b y the presence of noise in
variable values.
There is simple reduction of the separating set problem to the set cov er
problem. F rom results of U. Feige [2] follows that under some natural assump-
tion on the class NP the well-known greedy algorithm is close to best approx-
imate polynomial algorithms for the set co v erproblem solving. So we begin
our study from the consideration of the greedy algorithm. Unfortunately, the
performance ratio of this algorithm grows almost as natural logarithm on the
cardinality of co v eredset. In connection with the separating set problem we
obtain (using results of P .Slavk [8 ]) that for data tables with 10
6
ro ws the
performance ratio of greedy algorithm lies between 10:87 and 24:43. This is
too much.
Instead of usual greedy algorithmwe consider greedy algorithmwith thresh-
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old. This algorithm constructs a partial cover which covers at least xed part
(for example, 95%) of the set. We prov e that the cardinality of constructed
partial cover is bounded from abov eb ya linear function on the minimal car-
dinality of exact cover C
min
. In the case of 95%-cover, for example, in the
capacity of such function we can take the function 3 C
min
+1. Note that the
obtained bound does not depend on the cardinality of the co vered set.
The notion of partial cov er in the context of the considered knowledge dis-
cov ery problem is very close to the notion of approximate reduct introduced by
Z. Pawlak in [7], where he wrote that "the idea of an approximate reduct can
be useful in cases when a smaller number of condition attributes is preferred
over accuracy of classication".
2 Set Cover Problem and Greedy Algorithm for its
Solving
Let A be a nonempty nite set and S = fS
1
; : : : ; S
n
g be a family of subsets
of A such that S
1
[ : : : [ S
n
= A. A subfamily fS
i
1
; : : : ; S
i
p
g of S is called an
(A; S)-cover if S
i
1
[ : : : [ S
i
p
= A.
Let us formulate the set cover problem: for a given pair (A; S) it is required
to nd minimum (A; S)-co ver (an (A; S)-cov er ofminim um cardinality). It is
well known that the set cov er problem is NP -hard (see, for example, [3]).
Denote b yC
min
(A; S) the cardinality of minimum (A; S)-cover. U. Feige
proved in [2] the following statement.
Theorem 2.1 (Feige's theorem) If NP 6 DTIME(n
O(log log n)
) then for
any ", 0 < " < 1, there is no polynomial algorithm which for an arbitrary pair
(A; S) constructs an (A; S)-cover, which car dinalityis at most
(1  ")C
min
(A; S) ln jAj :
Now we describe the work of well-known greedy algorithm, which for a
given pair (A; S) constructs an (A; S)-cov er. The output of the algorithm is
a set C.
Algorithm 1 (greedy algorithm)
Step 1: Set B := A and C := ;.
Step 2: If B = ; then we nish the algorithm work. Let B 6= ; and
S
i
0
be a set from the family S with minimal number such that jS
i
0
\Bj =
maxfjS
i
\Bj : S
i
2 Sg. Set C := C [ fS
i
0
g, B := B n S
i
0
and rep eatStep 2.
As a result of greedy algorithm work we obtain an (A; S)-cov er C. We
denote b y C
greedy
(A; S) the cardinality of this (A; S)-cov er. It was prov ed
independently b yR. G. Nigmatullin [6], D. S. Johnson [4] and L. Lovasz [5]
that
C
greedy
(A; S)  C
min
(A; S)(ln jAj+ 1):
176
Moshko v
>From this inequality and from F eige'stheorem follows that the greedy
algorithm is close to best approximate polynomial algorithms for the set cov er
problem.
The considered bound was improv edb yP .Slavk in [8].
Theorem 2.2 (Slavk'stheorem)
a) If jAj  2 then
C
greedy
(A; S) < C
min
(A; S)(ln jAj   ln ln jAj+ 0:78):
b) F orany n  2 there exists a pair (A; S) such that jAj = n and
C
greedy
(A; S) > C
min
(A; S)(ln jAj   ln ln jAj   0:31):
If jAj = 10
3
then 4:97 < ln jAj  ln ln jAj < 4:98. If jAj = 10
6
then 11:18 <
ln jAj   ln ln jAj < 11:19. If jAj = 10
12
then 24:31 < ln jAj   ln ln jAj < 24:32.
We see that the performance ratio of the greedy algorithm depends on the
cardinality of the set A, and the ratio is too large even if A is relatively small
set.
F urtherwe will consider an approximate approach to construction of a
cover, when it is enough to co v er,for example, 90% of elements from the
set A. We will show that modied greedy algorithm constructs a subfamily
of S, which co ver 90% of elements from A and which cardinality is at most
2:31  C
min
(A; S) + 1. Here C
min
(A; S) is the minimal cardinality of exact
(A; S)-co v er.
Such approach is justied in the case, when we simulate a problem, con-
nected with knowledge discovery, as the set cover problem. If a given data
table contains a noise, then the construction of an exact co v ermay be exces-
sive. On the other hand, if we will try discover a knowledge based on obtained
cover, it will be more conv enient for us to work with smaller set.
3 Greedy Algorithm with Threshold
Let  be a real number such that 0 <  < 1. Now we describe the work of
greedyalgorithm with threshold , which for a given pair (A; S) constructs a
subfamily of S co v eringat least (1  )-fraction of the set A. The output of
the algorithm is a set C.
Algorithm 2 (greedy algorithm with threshold )
Step 1: Set B := A and C := ;.
Step 2: If jBj   jAj then we nish the algorithm work. L et jBj >  jAj
and S
i
0
be a set from the family S with minimal number such that jS
i
0
\ Bj =
maxfjS
i
\Bj : S
i
2 Sg. Set C := C [ fS
i
0
g, B := B n S
i
0
and repeat Step 2.
As a result of the work of greedy algorithm with threshold  we obtain a
subfamily C of S, which covers at lest (1  ) jAj elements of the set A. We
denote b yC

greedy
(A; S) the cardinality of this subfamily.
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Theorem 3.1 If C

greedy
(A; S) > 1 then C

greedy
(A; S) < C
min
(A; S) ln
 1
+1.
Proof. Let C

greedy
(A; S) = k+1, where k  1, and C
min
(A; S) = m. Assume
that m = 1. Then, evidently, k + 1 = 1, which is impossible. Therefore
m  2. Let the greedy algorithm with threshold  construct the set C =
fS
i
1
; : : : ; S
i
k+1
g, where the sets S
i
1
; : : : ; S
i
k+1
are enumerated in the same order
as they were added to C b y the considered algorithm. Denote A
0
= A, and
for j = 0; : : : ; k denote A
j+1
= A
j
n S
i
j+1
. Let us show that
jA
j+1
j 

1 
1
m

jA
j
j(1)
for j = 0; : : : ; k. Since the set A can be co v eredb ym sets from S, the set A
j
can be cov ered by m sets from S too. Therefore there exists a set S
p
2 S such
that jS
p
\ A
j
j 
1
m
jA
j
j. From the description of the greedy algorithm with
threshold  follows that


S
i
j+1
\ A
j


= maxfjS
i
\ A
j
j : S
i
2 Sg. Therefore


S
i
j+1
\ A
j



1
m
jA
j
j and jA
j+1
j =


A
j
n S
i
j+1


 (1  
1
m
) jA
j
j. Hence, the
inequality (1) holds.
>From (1) follows that jA
k
j 
 
1 
1
m

k
jAj. F romthe description of the
greedy algorithmwith threshold  follows that jA
k
j >  jAj. Therefore  jAj <
 
1 
1
m

k
jAj and  <
 
m 1
m

k
. Since m  2, we obtain that
 
m
m 1

k
< 
 1
.
If we take the natural logarithm of both sides of this inequality we get that
k ln
 
1 +
1
m 1

< ln
 1
. It is known that for any natural n the inequality
ln
 
1 +
1
n

>
1
n+1
holds. Since m  2, we obtain that k
1
m
< ln
 1
and k <
m ln
 1
. Taking into account that C

greedy
(A; S) = k+1 and C
min
(A; S) = m
we get that C

greedy
(A; S) < C
min
(A; S) ln
 1
+ 1. 2
Note that bounds from Theorem 3.1 does not depend on the cardinality of
A. Consider some examples of such bounds.
Example 3.2 If we want co v er50% of A we must take  = 0:5. In this case
ln
 1
< 0:70. In the case of 60%-cover  = 0:4 and ln
 1
< 0:92. In the case
of 70%-cov er = 0:3 and ln
 1
< 1:21. In the case of 80%-cov er = 0:2 and
ln
 1
< 1:61. In the case of 90%-cov er  = 0:1 and ln
 1
< 2:31. In the
case of 95%-cover  = 0:05 and ln
 1
< 3. In the case of 99%-cov er = 0:01
and ln
 1
< 4:61. In the case of 99:9%-cov er = 0:001 and ln
 1
< 6:91.
4 Data Tables and Checks
A data table T is a rectangular table with t columns, which correspond to vari-
ables x
1
; : : : ; x
t
. The rows of T are t-tuples of variable x
1
; : : : ; x
t
values. Values
of some variables in some rows can be missed. Denote V (T ) = fx
1
; : : : ; x
t
g.
The variables fromV (T ) are divided into discrete and continuous. A discrete
variable x
i
takes values from an unordered nite set. A continuous variable
x
j
takes values from the set R of real numbers.
We will consider possibilities of variables to separate rows from T . T o this
end we will not use values of variables from V (T ) directly. Instead of this we
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will use values of some checks each of which depends on a variable from the
set V (T ).
A check over T is a function f depending on a variable x
i
2 V (T ) and
taking values from the set E = f0; 1; g. Let r be a row of T . If the value of
x
i
is denite in r then for this row the value of f(x
i
) belongs to the set f0; 1g.
If the value of x
i
is missed in r then for this row the value of f(x
i
) is equal to
. Consider some examples of checks.
Example 4.1 In the system CART [1] the following kinds of checks are con-
sidered. Let x
i
be a continuous variable, and a 2 R. Then the considered
check takes value 0 if x
i
< a, takes value 1 if x
i
 a, and takes value  if the
value of x
i
is missed. Let x
i
be a discrete variable, which takes values from
a set D, and B be a subset of D. Then the considered check takes value 0 if
x
i
=2 B, takes value 1 if x
i
2 B, and takes value  if the value ofx
i
is missed.
Example 4.2 It is possible to consider another types of checks. Let ' be a
function from R to R. F or example,'(x) = x
2
  1 or '(x) = sin x. Let x
i
be
a continuous variable. Then the considered check takes value 0 if '(x
i
) < 0,
takes value 1 if '(x
i
)  0, and takes value  if the value ofx
i
is missed.
5 Separating Set Problem
One of the problems connected with a data table T is to separate pairs of rows
from some set of pairs H using checks depending on variables from a subset
U of the set V (T ). We would lik e to nd minimum subset W of the set U ,
which has the same possibilities for separation as the whole set U . Now we
give exact denition of the considered problem.
Let T be a data table, F be a nite set of checks ov erT , H be a nonempty
set of unordered pairs of rows from T , and U be a subset of the set V (T ). F or
any x
i
2 V (T ) we denote by P (x
i
) = P (T; F; x
i
) the set of all unordered pairs
(r
1
; r
2
) of rows from T such that there exists a check f(x
i
) 2 F , which takes
dierent values on rows r
1
and r
2
. Denote q = (T; F;H; U).
A subset W of the set U will be called q-separating set if
H \
 
[
x
i
2W
P (x
i
)
!
= H \
 
[
x
i
2U
P (x
i
)
!
:
Let us explain the introduced notion. Checks from F depending on x
i
can
separate only such pairs of rows from T that belongs to P (x
i
). Denote Q(q) =
H\
 
S
x
i
2U
P (x
i
)

. Checks from F depending on variables from U can separate
only such pairs of rows from H that belongs to Q(q). A subset W of the set
U is q-separating set if checks from F depending on variables from W can
separate all pairs of rows from Q(q). In the other words, an q-separating set
W has the same possibilities to separate pairs of rows from H as the whole
set U .
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Now we can formulate exactly the separating set problem: for a given
quadruple q = (T; F; P; U) it is required to nd minimum q-separating set (q-
separating set of minimum cardinality). Later on we consider some properties
of the separating set problem and some algorithms for its approximate solving.
Consider a pair (A; S), where A = fa
1
; : : : ; a
N
g is a nite set and S =
fS
1
; : : : ; S
n
g is a family of subsets of A such that S
1
[ : : :[S
n
= A. We reduce
the cov er set problem for the pair (A; S) to the separating set problem for
some quadruple.
Denote b yT (A; S) the data table with n columns, corresponding to vari-
ables fx
1
; : : : ; x
n
g, and N + 1 rows. Each variable x
i
2 fx
1
; : : : ; x
n
g is a
discrete variable, which takes values from the set f0; 1g, and has no missing
values. F ori = 1; : : : ; N and j = 1; : : : ; n the i-th row on the intersection
with the j-th column has the value 1 if and only if a
i
2 S
j
. F orj = 1; : : : ; n
the (N + 1)-th ro won the in tersectionwith the j-th column has the value 0.
For j = 1; : : : ; n we denote by f
j
the check, which depends on the variable x
j
,
takes the value 0 if x
j
=2 f1g, and takes the value 1 if x
j
2 f1g. It is clear that
f(x
j
) = x
j
. Denote F (A; S) = ff
1
; : : : ; f
n
g.
Denote H(A; S) = f(r
N+1
; r
i
) : i = 1; : : : ; Ng, where r
i
, i = 1; : : : ; N + 1,
is the i-th ro w of the table T , denote U(A; S) = fx
1
; : : : ; x
n
g, and denote
q(A; S) = (T (A; S); F (A; S); H(A; S); U(A; S)).
Let i
1
; : : : ; i
p
2 f1; : : : ; ng. One can show that the subfamily fS
i
1
; : : : ; S
i
p
g
of the family S is an (A; S)-co v er if and only if the set of variables fx
i
1
; : : : ; x
i
p
g
is an q(A; S)-separating set.
T akingin toaccount that the set co v erproblem is NP -hard problem and
using the considered reduction we obtain the following statement.
Proposition 5.1 The sep arating set pr oblemis NP -hard.
F ora quadruple q = (T; F;H; U) we denote b yS
min
(q) the cardinality of
minimum q-separating set, and by R(T ) we denote the number of rows in the
table T . Using the considered reduction and F eige'stheorem we obtain the
follo wing statement.
Proposition 5.2 If NP 6 DTIME(n
O(log log n)
) then for any ", 0 < " <
1, there is no polynomial algorithm, which for an arbitrary quadruple q =
(T; F;H; U) constructs an q-separating set, which cardinality is at most
(1  ")S
min
(q) ln(R(T )  1):
We can formulate the separating set problem for quadruple q = (T; F;H; U)
as the set cover problem for the pair (A(q); S(q)), where A(q) = Q(q) and
S(q) = fS
i
= P (x
i
) \ Q(q) : x
i
2 Ug. Let fx
i
1
; : : : ; x
i
m
g  U . It is clear
that fx
i
1
; : : : ; x
i
m
g is an q-separating set if and only if fS
i
1
; : : : ; S
i
m
g is an
(A(q); S(q))-cov er.
Let us apply the greedy algorithm to the pair (A(q); S(q)). As a result we
obtain an (A(q); S(q))-cov er, which corresponds to an q-separating set. We
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denote b y S
greedy
(q) the cardinality of this q-separating set. It is clear that
jQ(q)j 
 
R(T )
2

=
R(T )(R(T ) 1)
2
. The function lnx   ln lnx is an increasing
function for x  3. Using part a) of Slavk'stheorem we obtain the follo wing
statement.
Proposition 5.3 F orany quadruple q = (T; F;H; U) such that jQ(q)j  3
S
greedy
(q) < S
min
(q) (ln jQ(q)j   ln ln jQ(q)j+ 0:78)
 S
min
(q)

ln
 
R(T )
2

  ln ln
 
R(T )
2

+ 0:78

:
It is clear that jAj = R(T (A; S))   1 and C
min
(A; S) = S
min
(q(A; S))
for any pair (A; S). It is easy to check that C
greedy
(A; S) = S
greedy
(q(A; S)).
Using these equalities and part b) of Slavk's theorem we obtain the following
statement.
Proposition 5.4 F orany n  2 there exists a quadruple q = (T; F;H; U)
such that R(T ) = n + 1 and
S
greedy
(q) > S
min
(q)(ln(R(T )  1)  ln ln(R(T )  1)  0:31):
Example 5.5 >From Propositions 5.3 and 5.4 follows that for data tables
with 10
6
ro ws the performance ratio of greedy algorithm (in connection with
the separating set problem) lies between 10:87 and 24:43.
Let  be a real number such that 0 <  < 1. Let us apply the greedy
algorithm with threshold  to the pair (A(q); S(q)). As a result of the al-
gorithm work we obtain a subfamily fS
i
1
; : : : ; S
i
m
g of S(q), which co v ersat
least (1   ) jA(q)j elements of the set A(q). The corresponding set of vari-
ables fx
i
1
; : : : ; x
i
m
g "separates" at least (1 ) jQ(q)j pairs from the set Q(q).
More exactly, jQ(q) \ (P (x
i
1
) [ : : : [ P (x
i
m
))j  (1   ) jQ(q)j. We denote
b yS

greedy
(q) the cardinality of constructed set of variables fx
i
1
; : : : ; x
i
m
g. It
is clear that S
min
(q) = C
min
(A(q); S(q)) and S

greedy
(q) = C

greedy
(A(q); S(q)).
Using Theorem 3.1 we obtain the following statement.
Proposition 5.6 If S

greedy
(q) > 1 then S

greedy
(q) < S
min
(q) ln
 1
+ 1.
Example 5.7 If it is enough to separate 99% of pairs from the set Q(q) then
we can use the greedy algorithm with threshold 0:01. From Proposition 5.6
follows that if S
0:01
greedy
(q) > 1 then S
0:01
greedy
(q) < 4:61  S
min
(q) + 1.
6 Three Subproblems of Separating Set Problem
In this section we consider three subproblems of the separating set problem.
Of course, for each of these subproblems it is possible to formulate and prov e
analogs of Propositions 5.3 and 5.6. Moreover, for each subproblem we de-
scribe a reduction of the set co ver problem to the subproblem in the same
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way as to the separating set problem. So for each of these subproblems it is
possible to formulate and prov e analogs of Propositions 5.1, 5.2and 5.4 too.
6.1 Simulating Set Problem
The rst of considered subproblems is connected with "simulation" of the
capacity of a variable x
j
2 V (T ) to separate rows from T using variables from
a subset W of the set V (T ) n fx
j
g. We would like to nd minimum W which
has the same possibilities for the variable x
j
"simulation" as the whole set
V (T ) n fx
j
g.
Let x
j
2 V (T ) and W be a subset of the set V (T ) n fx
j
g. The subset W
will be called (T; F; x
j
)-simulating set if
P (x
j
) \
 
[
x
i
2W
P (x
i
)
!
= P (x
j
) \
0
@
[
x
i
2V (T )nfx
j
g
P (x
i
)
1
A
:
Now we can formulate exactly the simulating set pr oblem: for a giv entriple
(T; F; x
j
) it is required to nd minimum (T; F; x
j
)-simulating set ((T; F; x
j
)-
simulating set of minimum cardinality).
It is clear that the simulating set problem for a triple (T; F; x
j
) is the
separating set problem for the quadruple (T; F; P (x
j
); V (T )nfx
j
g).
Consider a pair (A; S), where A = fa
1
; : : : ; a
N
g is a nite set and S =
fS
1
; : : : ; S
n
g is a family of subsets of A such that S
1
[ : : :[S
n
= A. We reduce
the cov er set problem for the pair (A; S) to the simulating set problem for
some triple.
Let T (A; S) and F (A; S) be the data table and the set of checks dened in
Section 5. We add new (n + 1)-th column to the table T (A; S). This column
corresponds to new variable x
n+1
, which takes value 1 in rst N rows and the
value 0 in the (N +1)-th row. We denote the obtained data table by T
1
(A; S).
We add new check f
n+1
(x
n+1
) = x
n+1
to the set F (A; S), and denote the
obtained set b y F
1
(A; S). One can show that P (x
n+1
) = f(r
N+1
; r
i
) : i =
1; : : : ; Ng, where r
i
, i = 1; : : : ; N + 1, is the i-th row of the table T . Let
i
1
; : : : ; i
m
2 f1; : : : ; ng. One can prov e that the subfamily fS
i
1
; : : : ; S
i
m
g of
the family S is an (A; S)-co ver if and only if the set of variables fx
i
1
; : : : ; x
i
m
g
is an (T
1
(A; S); F
1
(A; S); x
n+1
)-simulating set.
For the simulating set problem it is possible to formulate and prov e analogs
of all propositions from Section 5.
6.2 Informative Set Problem
The second of considered subproblems is connected with analysis of classi-
cation problem which can be obtained from T if we mark each row of T b y
an element of a nite set. We would lik e to nd minimum subset W of the
set V (T ), which gives us the same information about marks as the whole set
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V (T ).
Let  be a map from the set of rows of the table T to a nite set M .
This map "marks" each row r b y an element (r) from the set M . Denote
b yH(T; ) the set of all unordered pairs (r
1
; r
2
) of ro ws of the table T such
that (r
2
) 6= (r
2
). Let W be a subset of the set V (T ). The subset W will be
called (T; F; )-informative set if
H(T; ) \
 
[
x
i
2W
P (x
i
)
!
= H(T; ) \
0
@
[
x
i
2V (T )
P (x
i
)
1
A
:
Now we can formulate exactly the informative set problem: for a given triple
(T; F; ) it is required to nd minimum (T; F; )-informative set ((T; F; )-
informative set of minimum cardinality).
It is clear that the informative set problem for a triple (T; F; ) is the
separating set problem for the quadruple (T; F;H(T; ); V (T )).
Consider a pair (A; S), where A = fa
1
; : : : ; a
N
g is a nite set and S =
fS
1
; : : : ; S
n
g is a family of subsets of A such that S
1
[ : : :[S
n
= A. We reduce
the cover set problem for the pair (A; S) to the informative set problem for
some triple.
Let T (A; S) and F (A; S) be the data table and the set of checks dened
in Section 5. We denote b y the map from the set fr
1
; : : : ; r
N+1
g to the set
f0; 1g such that (r
1
) = : : : = (r
N
) = 1 and (r
N+1
) = 0. One can show that
H(T (A; S); ) = f(r
N+1
; r
i
) : i = 1; : : : ; Ng. Let i
1
; : : : ; i
m
2 f1; : : : ; ng. One
can prov e that the subfamilyfS
i
1
; : : : ; S
i
m
g of the family S is an (A; S)-cov er
if and only if the set of variables fx
i
1
; : : : ; x
i
m
g is an (T (A; S); F (A; S); )-
informative set.
For the informative set problem it is possible to formulate and prov e
analogs of all propositions from Section 5.
6.3 Isolating Set Problem
The third of considered subproblems is connected with the following situation.
Let we choose a subset R of the table T ro ws. We would like to nd minimum
subset W of the set V (T ), which has the same possibilities for isolation of
ro wsof R from the other rows as the whole set V (T ).
Let R be a subset of the table T rows. Denote b yH(T;R) the set of all
unordered pairs (r
1
; r
2
) of rows of the table T such that r
1
2 R and r
2
=2 R. Let
W be a subset of the set V (T ). The subset W will be called (T; F;R)-isolating
set if
H(T;R) \
 
[
x
i
2W
P (x
i
)
!
= H(T;R) \
0
@
[
x
i
2V (T )
P (x
i
)
1
A
:
Now we can formulate exactly the isolating set problem: for a given triple
(T; F;R) it is required to nd minimum (T; F;R)-isolating set ((T; F;R)-
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isolating set of minimum cardinality).
It is clear that the isolating set problem for a triple (T; F;R) is the sepa-
rating set problem for the quadruple (T; F;H(T;R); V (T )).
Consider a pair (A; S), where A = fa
1
; : : : ; a
N
g is a nite set and S =
fS
1
; : : : ; S
n
g is a family of subsets of A such that S
1
[ : : :[S
n
= A. We reduce
the cov er set problem for the pair (A; S) to the isolating set problem for some
triple.
Let T (A; S) and F (A; S) be the data table and the set of checks dened
in Section 5. Denote R = fr
N+1
g. One can show that H(T (A; S); R) =
f(r
N+1
; r
i
) : i = 1; : : : ; Ng. Let i
1
; : : : ; i
m
2 f1; : : : ; ng. One can prov e that
the subfamily fS
i
1
; : : : ; S
i
m
g of the family S is an (A; S)-cov er if and only if
the set of variablesfx
i
1
; : : : ; x
i
m
g is an (T (A; S); F (A; S); R)-isolating set.
F or the isolating setproblem it is possible to formulate and prov eanalogs
of all propositions from Section 5.
7 Conclusion
Some problems close to the set co v erproblem and connected with a process
of knowledge discov ery in real data tables are considered. Greedy algorithm
with threshold for partial cov er construction is studied. The obtained results
may be useful for simplication of processes of knowledge discovery.
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