This paper presents the design of optimal Bonus-Malus Systems (BMS) using …nite mixture models, extending the work of Lemaire (1995) and Frangos and Vrontos (2001) . Speci…cally, for the frequency component we employ a …nite Poisson, Delaporte and Negative Binomial mixture, while for the severity component we employ a …nite Exponential, Gamma, Weibull and Generalized Beta Type II mixture, updating the posterior probability. We also consider the case of a …nite Negative Binomial mixture and a …nite Pareto mixture updating the posterior mean. The generalized BMS we propose, integrate risk classi…cation and experience rating by taking into account both the a priori and a posteriori characteristics of each policyholder.
Introduction
A Bonus-Malus System (BMS) penalizes policyholders responsible for one or more claims by a premium surcharge (malus) and rewards the policyholders who had a claim-free year by awarding discount of the premium (bonus). An optimal BMS is …nancially balanced for the insurer and fair for the policyholder. Optimal BMSs can be broadly derived in two ways; based only on the a posteriori classi…cation criteria and based on both the a priori and the a posteriori classi…cation criteria. Typically, a posteriori classi…-cation criteria include the number and severity of individual claims, while a priori classi…cation criteria include variables such as characteristics of the policyholder and the automobile.
Contributions to the literature of BMS include, among others, Lemaire (1995) , Vanasse (1989, 1992) , Picech (1994) , Pinquet (1997 Pinquet ( , 1998 , Frangos and Vrontos (2001) , Brouhns et al. (2003) , Denuit et al. (2007) and Mahmoudvand and Hassani (2009) . The literature more closely related to ours is Lemaire (1995) , Vanasse (1989, 1992) , Pinquet (1997) and Frangos and Vrontos (2001) . Lemaire (1995) considered the good risk/bad risk model employing a two component Poisson mixture distribution. Vanasse (1989, 1992) proposed a BMS that integrates a priori and a posteriori information on an individual basis. Speci…cally, this generalized BMS is derived as a function of the years that the policyholder is in the portfolio, the number of accidents and their individual characteristics. Pinquet (1997) proposed the design of a BMS on the pure premium of insurance contracts from Poisson and Lognormal distributions on the number and cost of claims, with a joint distribution on the random e¤ects. Frangos and Vrontos (2001) considered an optimal BMS based on both the number of accidents and their severity employing Negative Binomial and Pareto distributions/regression models by updating the posterior mean of the claim frequency and severity respectively.
Our …rst contribution is the development of an optimal BMS that takes into account the number of claims of each policyholder and the exact size of loss that these claims incurred using various …nite mixtures of distributions. For the frequency component we assume that the number of claims is distributed according to a …nite Poisson, Delaporte and Negative Binomial mixture, and for the severity component we consider that the losses are distributed according to a …nite Exponential, Gamma, Weibull and Generalized Beta Type II (GB2) mixture. In this way we expand the setup that Lemaire (1995) used to design an optimal BMS based on the number of claims. Applying Bayes theorem we derive the posterior probability of the policyholder's classes of risk. Furthermore, we extend the setup of Frangos and Vrontos (2001) for Negative Binomial and Pareto mixtures and derive the posterior distributions of the mean claim frequency and the mean claim size given the information we have for the claim frequency and severity for each policyholder for the period they are in the portfolio. Our third contribution is the development of a generalized BMS that integrates the a priori and the a posteriori information on a individual basis, extending the framework developed by Vanasse (1989, 1992) and Frangos and Vrontos (2001) . This is achieved by using …nite mixtures of generalized linear models. In this generalized BMS, the premium is a function of the years the policyholder is in the portfolio, the number and size of loss of their accidents, and the signi…cant a priori rating variables for the number of accidents and their severity.
The layout of the paper is as follows. Section 2 introduces the …nite mixture models we use. Section 3 describes the design of optimal BMS by updating the posterior probability and Section 4 by updating the posterior mean. Section 5 contains an application to a data set concerning car-insurance claims at fault. Finally, Section 6 concludes the paper.
Finite Mixture Models
Finite mixture models are a popular statistical modelling technique since they constitute a ‡exible and easily extensible model class for approximating general distribution functions in a semi-parametric way and accounting for unobserved heterogeneity. Finite mixture models have been widely applied in many areas, such as biology, biometrics, genetics, medicine and marketing. However, as we have mentioned, with the exception of Lemaire (1995) , these models have not been extensively studied in BMS literature.
In what follows we present a short summary of the main characteristics of …nite mixture models. McLachlan and Peel (2000) provide a detailed treatment of …nite mixture models and their applications. We consider the random variable Y having probability density function
where 0 z 1 is the prior (or mixing) probability of component z and n X z=1 z = 1; z = 1; ::; n:
The simplest …nite mixture models are …nite mixtures of distributions which are used for modelbased clustering. In this case the model is given by a convex combination of a …nite number of di¤erent distributions where each of the distributions is referred to as component.
An extension is to estimate …nite mixture models assuming that the n components f z (y) can be represented by generalized additive models for location scale and shape, GAMLSS (see Stasinopoulos, 2005 and . In this setup the probability density function f z (y) for component z depends on z ; a vector of the distribution parameters, each of which can be a function of the explanatory variables x z , i.e. f z (y) = f z (yj z ; x z ). Similarly, f Y (y) depends on parameters = ( ; ) ; where = ( 1 ; :::; n ) and T = ( 1 ; :::; n ) and explanatory variables x = (x 1 ; :::; x n ); i.e. f Y (y) = f Y (yj ; x); and
Note that the prior probabilities may also depend on explanatory variables x 0 and parameters through a multinomial logistic model (for more information, refer to Rigby and Stasinopoulos, 2009) . In this study, we assume that all the component distributions, f z (y), arise from the same parametric distribution family and the covariates are only included in the linear predictor for the mean parameter (of claim frequency or severity). Using this formulation, the heterogeneity in the data can be accounted for in two ways. Firstly, the population heterogeneity is accounted for by choosing a …nite number of unobserved latent components, each of which may be regarded as a sub-population. This is a discrete representation of heterogeneity since the mean is approximated by a …nite number of support points. Secondly, depending on the choice of the f z (y) distribution, heterogeneity can also be accommodated within each component by including the explanatory variables in the mean function.
The log-likelihood function can be maximized with respect to , i.e. with respect to and , using the EM algorithm (for more details see Rigby and Stasinopoulos, 2009 ).
Frequency Component
Mixtures of count distributions can be considered as counterparts or generalizations to the simple count distribution (e.g. Poisson) for the description of non-homogeneous populations, consisting of a …nite number of homogeneous sub-populations. In these cases the probability distribution (pdf) of the population can be regarded as a …nite mixture of count distributions (e.g. …nite mixture of Poisson distributions). The use of mixture distributions is justi…ed when the portfolio is considered to be heterogeneous, consisting of n categories of policyholders classi…ed according to their driving skills. In this respect, we have fractions of drivers z where the risk that each policyholder of category z is imposing to the pool, with respect to their claim frequency is denoted by z ; z = 1;
; n. The distribution of the number of claims k in each category is denoted by P z (k). Thus, the structure function is an n-point discrete distribution and the unconditional distribution of the number of claims, denoted by P (k) ; is given by
for k = 0; 1; 2; 3; :::; z ; z > 0; and
The expected value of the number of claims is equal to
In this study we model the claim frequency using a …nite Poisson, Delaporte and Negative Binomial mixture.
In the case of the …nite Poisson mixture Eq.(3) is equal to
In the case of the …nite Negative Binomial 1 mixture distribution Eq.(3) is equal to
The Optimal BMS Derived by Updating the Posterior Probability
We assume that the number of claims of each policyholder is independent from the severity of each claim so as to deal with the frequency and severity components separately. In Section 3.1 we consider the design of an optimal BMS based on the a posteriori criteria while in Section 3.2 we present a generalized BMS based on both the a priori and a the posteriori criteria.
A BMS Based on the a Posteriori Criteria
The framework we develop for both the claim frequency and the severity components is a generalization of the good risk/bad risk model proposed by Lemaire (1995) .
Frequency Component
In what follows, we consider a policyholder with claims history k 1 ; :::; k t , where k j is the number of claims the policyholder had in year j; j = 1; :::; t. Let us denote by K = P t j=1 k j the total number of claims they had in t years and with R l the risk, imposed on the insurance company, associated by the lth category of policyholders. Moreover, the posterior probability of the policyholder belonging to the lth category is denoted by l (k 1 ;
; k t ) : Applying Bayes theorem, the posterior probability of the policyholder belonging to the lth category is given by l (k 1 ; :::; k t ) = P (k 1 ; :::
In this way, we update the posterior probability of belonging in category l given the information we have for the claim history of the policyholder. The setup we described above is applied to the …nite Poisson, Negative Binomial and Delaporte mixture distributions and the following results are obtained:
In the case of the …nite Poisson mixture distribution Eq.(12) becomes
In the case of the …nite NBI mixture distribution Eq.(12) becomes
It should be noted that due to the existence of k j in Eq. (14) and Eq.(15), the explicit claim frequency history determines the calculation of the posterior probabilities and thus of premium rates and not just the total number of claims as in the case of the two component Poisson mixture.
Under a quadratic error loss function, the optimal choice of^ t+1 for a policyholder with claim history k 1 ; :::; k t is the mean of the posterior structure function given bŷ
Severity Component
We assume again that a policyholder stays in the portfolio for t years and that the number of claims in year j is denoted by k j , the total number of claims in t years is denoted, as before, by K and the claim amount for the kth claim is denoted by x k . In such a case the information we have for their claim size history will be in the form of a vector x 1 ; :::; x K . The risk imposed on the pool by the policyholder who belongs to the lth category of policyholders based on the severity of their claims is denoted by Q l : Then the posterior probability of the policyholder belonging to the lth category is given by l (x 1 ; :::; x K ). In order to design an optimal BMS that accounts for each claim amount, we must …nd the posterior probability of belonging in each risk class, given the information we have about the claim size history for each policyholder for the period they are in the portfolio. Applying Bayes theorem, the posterior probability of the policyholder belonging to the lth category is given by
Thus, we update the posterior probability of belonging in category l given the information we have for the claim size history of the policyholder. The framework we introduced above is applied to …nite Exponential, Weibull, Gamma and GB2 mixture distributions.
In the case of the …nite mixture of Exponential Eq. 
In the case of the …nite mixture of Gamma Eq.(17) becomes
In the case of the …nite mixture of Weibull Eq.(17) becomes
In the case of the …nite mixture of GB2 Eq.(17) becomes l (x 1 ; :::;
Using the quadratic error loss function the optimal choice of y t+1 for a policyholder with claim size history x 1 ; :::; x K ; in t years is the mean of the posterior structure function, that iŝ
for the case of the …nite mixture of Exponential, Gamma and Weibull, while for the case of GB2 it iŝ
A BMS Based Both on the a Priori and the a Posteriori Criteria
In the models discussed above, the characteristics of each policyholder and the insured vehicle are not taken into consideration for the calculation of^ t+1 andŷ t+1 . In this way the premiums do not vary simultaneously with other variables that a¤ect the claim frequency and/or the claim severity distributions. For this purpose in 3.2.1 and 3.2.2 we employ …nite mixture generalized linear models. Speci…cally, using the exponential link function we allow the parameters of the claim frequency distribution, z ; and severity distribution, y z , presented in Sections 2.1 and 2.2 respectively, to be modelled as functions of the signi…cant a priori rating variables for the number and costs of claims.
Frequency Component
Consider a policyholder i with an experience of t periods whose number of claims for period j, denoted as K j i are independent. If we assume that the portfolio consists of n categories of policyholders classi…ed with respect to the risk they impose on the pool and that the observations K j i follow an n-point discrete …nite mixture of Poisson, Negative Binomial and Delaporte, given by Eq.(4), Eq. (5) and Eq.(6) respectively, then we have fractions of policyholders z , z = 1; :::; n; with mean claim frequency, denoted as 
Severity Component
Let us consider now the severity component. Consider a policyholder i with an experience of t periods. whose number of claims for period j are independent and are denoted as K j i = k, her total number 6 All the characteristics we consider are observable. of claims over t periods is denoted as K and by X j i;k is denoted the loss incurred from her claim k for the period j. Then, the information we have for her claim size history will be in the form of a vector X i;1; X i;2 ; :::; X i;K and the total claim amount for the speci…c policyholder over the t periods that she is in the portfolio will be equal to K X k=1 X i;k . We assume that the portfolio consists of n categories of drivers based on their claims severity and their losses follow an n-point discrete …nite mixture of Exponential, Gamma, Weibull and GB2, given by Eqs(8, 9, 10 and 11) respectively. Furthermore, we consider that the expected claim severity, y Let us denote as Q l the risk that is imposed on the insurance company assuming that the policyholder belongs to the lth category of drivers sorted by the amount of loss that their accidents produce. In order to design an optimal BMS that will take into account the size of loss of each claim, we must estimate the posterior probability l X i;1; X i;2 ; :::; X i;K ; d of belonging in each risk class given the information we have about the claim size history for each policyholder for the period they are in the portfolio. Applying Bayes theorem, the posterior probability of the policyholder belonging to the lth category is given by Eqs (18, 19, 20 and 21) for the case of …nite Exponential, Gamma, Weibull and GB2 mixture regression models respectively, by employing y 
The Optimal BMS Derived by Updating the Posterior Mean
We model the number and cost of claims using the …nite Negative Binomial and Pareto mixture models respectively. The optimal BMS we propose is derived by updating the mean claim frequency and the mean claim severity, assuming independence between the two components. Our analysis in Section 4.1 is based only on the a posteriori criteria while in Section 4.2 is based both on the a priori and a posteriori criteria.
A BMS Based on the a Posteriori Criteria
Generalizing the structure used by Lemaire (1995) and Frangos and Vrontos (2001) we present an optimal BMS derived by updating the posterior mean.
Finite Negative Binomial Mixture Distribution
As previously, the portfolio is considered to be heterogeneous and all policyholders have constant over time but unequal underlying risks of having an accident. We assume that the number of claims given the mean claim frequency, kj , is distributed as a Poisson( ) random variable and that the structure function follows an n-component mixture of Gamma distributions which has a pdf of the form
Consider a policyholder with claim history k 1 ; :::; k t , where k j is the number of claims that the policyholder had in year j; j = 1; :::; t. Let K denote the total number of claims in t years. Applying Bayes theorem, one can …nd that the posterior structure function, u ( jk 1 ; :::; k t ) ; for a policyholder or a group of policyholders with claim history k 1 ; :::; k t is given by u ( jk 1 ; :::
which is the pdf of an n-component mixture of Gamma densities. Consequently, using the quadratic error loss function, the optimal choice of^ t+1 for a policyholder with claim history k 1 ; :::; k t is the mean of the posterior structure function, that iŝ
Finite Pareto Mixture Distribution
We consider a heterogeneous portfolio with respect to the mean claim size of each policyholder. Assume that the claim severity given the mean claim severity, xjy, is distributed according to an Exponential(x) distribution and that the structure function follows an n-component mixture of Inverse Gamma distributions, with pdf given by
Then the unconditional distribution of the claim severity x will be an n-component mixture of Pareto distributions with pdf
Consider that a policyholder stays in the portfolio for t years with claims in year j; k j , and their total number of claims in t years is denoted by K: As before by x k is denoted the claim amount for the kth claim. Then, the information we have for their claim size history will be in the form of a vector x 1 ; :::; x K and the total claim amount for that speci…c policyholder over the t years that they are in the portfolio will be equal to
x k . Applying Bayes theorem, we …nd that the posterior structure function of the mean claim size y, given the policyholder's claim size history x 1 ; :::; x K ; denoted as g (yjx 1 ; :::; x K ) ; is given by g (yjx 1 ; :::;
which is the pdf of an n-component mixture of Inverse Gamma densities. Consequently, using the quadratic error loss function, the optimal choice ofŷ t+1 for a policyholder with claim size history x 1 ; :::; x K is the mean of the posterior structure function, that iŝ
A BMS Based Both on the a Priori and the a Posteriori Criteria
In this case, the generalized BMS obtained for the frequency component will be derived as a generalization of the structure proposed by Vanasse (1989, 1992 ) and the generalized system obtained for the severity component will be derived as a generalization of the setup used by Frangos and Vrontos (2001).
Finite Negative Binomial Mixture Regression Model
Consider a policyholder i with an experience of t periods whose number of claims for period j, denoted as K j i are independent. We assume that K 
Finite Pareto Mixture Regression Model
Consider a policyholder i with an experience of t periods. Assume that the number of claims of the individual i for period j are independent and is denoted by K j i and by X j i;k is denoted the loss incurred from their claim k for the period j. We consider that X j i;k follows the Exponential distribution with mean claim severity for period j; y j : We allow the y j parameter to vary from one individual to another, assuming that the expected claim severity y 
Numerical Illustration
The data were kindly provided by a Greek insurance company. In our application we …t the Poisson and Negative Binomial distributions and their two component mixtures on the number of claims and the Exponential, Gamma, Weibull, GB2 and Pareto and their two and three component mixtures on the claim sizes. Furthermore, we introduce a regression component in the above models and we include risk classifying characteristics so as to use all the available information in the estimation of the claim frequency and severity distributions. We give emphasis on both the analysis of the claim frequency and severity using two and/or three component mixtures of distributions and generalized linear models (glm) as these methods have not been extensively studied in the BMS literature. The location and weight of these components are estimated from the data employing the EM algorithm. The number of components was chosen based on the information we had from the frequency and severity data respectively 8 . The distributions and regression models were estimated using the GAMLSS package in R.
Modelling Results
The available a priori rating variables we employ are the Bonus Malus (BM) class, the horsepower (HP) of the car and gender of the driver. The variable BM class divides the classes of the current Greek BMS into …ve categories of drivers, those who belong to BM classes: C1= "1-2", C2 = "3-5", C3 = "6-9", C4 = "10" and C5 = "11-20". The variable HP consists of eleven categories of cars, those with a HP between: C1 = "0-33", C2 = "34-44", C3 = "45-55", C4 = "56-66", C5 = "67-74", C6 = "75-82", C7 = "83-90", C8 = "91-99", C9 ="100-110", C10 = "111-121" and C11 = "122-132". Finally, the gender consists of three categories: M = "male", F = "female" and B = "both", since, data for ‡eet vehicles used by either male or female drivers were also available, i.e. shared use. As suggested by Stasinopoulos (2005 and ), model selection was performed using the Generalized Akaike information criterion (GAIC) in order to …nd the variables that are considered as better predictors. The claim frequency and severity models we consider in our application were the best …tted models.
In what follows, for brevity, we present only the values of the estimated parameters of the claim severity models, i.e. the Exponential, Gamma, Weibull, GB2 and Pareto 9 and their two and three component mixture regression models for assessing claim severity. Tables 1 and 2 summarize our …ndings with respect to the one, two and three component mixture models respectively 10 . 8 In principle one could use more components regarding the data set examined and then select the best models. 9 The GAMLSS package allows us to …nd the maximum likelihood estimators of the parameters of the regression model where the distribution of the response variable is the Pareto2 (m 0 ; s 0 ) distribution, with pdf given by Tables 1 and 2 indicates the estimated values which are statistically signi…cant at a 5% threshold. Param eter - Param eter --- 
Models Comparison
So far, we have several competing models for the claim frequency and severity components. The di¤er-ences between models produce di¤erent premiums. Consequently, to distinguish between these models, this section compares them so as to select the best for each case.
Claim Frequency Models
The distributions and regression models we have for the claim frequency component are all nested. In order to accept or reject some models, classical hypothesis/speci…cation tests for nested models can be used (see Boucher et al., 2007 Boucher et al., , 2008 . The three standard tests are the log-likelihood ratio (LR), Wald, and Score (or Lagrange Multiplier, LM) tests, which are all asymptotically equivalent. Another standard method of comparing nested models (and also non-nested models) is to use the information criteria, such as the Global Deviance, AIC or the SBC (see Rigby and Stasinopoulos, 2009 ). Table 3 reports our results with respect to these nested comparisons. Speci…cally, from Panel A and Panel B we observe the superiority of the two component mixture distributions/regression models vs those with one component and the superiority of Negative Binomial vs Poisson. Overall, the best …t is given by the two component Negative Binomial mixture distribution/regression model. 
Claim Severity Models
Regarding the claim severity component, there are both nested and non-nested distributions/regression models comparisons. Table 4 reports our results with respect to the nested comparisons. We observe that there is a superiority of Gamma, Weibull and GB2 with two or three components vs Gamma, Weibull, and GB2 respectively, while for Exponential we do not reject the null hypothesis. In the case of Pareto distribution we do not reject the null hypothesis, whereas when a regression component is included, the model with two components is superior. When we compare the Exponential with one component vs the Gamma, Weibull, and GB2 with two or three components, we can conclude that mixture distributions/regression models are superior to the simpler ones. Also, the …nite mixtures of GB2 employing two and three components provided better …tting performance compared to the Pareto with one component. In Table 5 (Panels A and B) we compare the non-nested severity distributions/regression models. Overall, with respect to Global Deviance, AIC and SBC criteria and the Vuong test, the best …t is given by the GB2 when one, two or three components are used. 
Optimal BMS
Based on the current methodology as presented in Sections 3 and 4, we compute an optimal BMS with a frequency and a severity component based on the a posteriori criteria and based both on the a priori and the a posteriori criteria. When both criteria are considered, we examine a group of policyholders who share the following common characteristics: We consider that the policyholder i is a woman, who belongs to the …rst BM category, and has a car with HP between 0-33. We calculate the premium rates using the net premium principle for the set of the distributions/regression models that were presented in these sections. These premium rates will be divided by the premium when t = 0; since we are interested in the di¤erences between various classes and the results are presented so that the premium for a new policyholder is 100. We consider …rst the optimal BMS resulting from the claim frequency distributions/regression models. For the two component Poisson mixture we assume that a policyholder who belongs to the …rst category is a good risk while one who belongs to the second category is a bad risk. In the Table 6 (Panels A and B), we consider that the speci…c policyholder belongs to the second category 11 . If the policyholder i has a claim free year, the probability of being a bad risk and the premium rates reduce, whereas if she has one or more claims, the probability of being a bad risk and the premium rates increase, resulting in bonus or malus respectively. For example, from Panel B we observe that if the policyholder has one claim in the …rst year, she faces a malus of 72.44% in her premium. As we mentioned previously, the optimal BMS resulting from the two component Negative Binomial mixture can be derived in two alternative (not equivalent) ways, either by updating the posterior probability or by updating the posterior mean. Table 7 (Panels A and B) summarizes our …ndings. Note that in the case of updating the posterior probability based on the a posteriori criteria (Panel A, A1) and in the case of updating the posterior probability (Panel B, B1) and posterior mean (see Panel B, B2) based on both criteria, the explicit claim frequency history determines the calculation of the premium rates and not just the total number of claims as in the case of the two component Poisson mixture. For this reason in Panel A, A1 and Panel B we specify the exact order of the claims history in order to calculate the premium rates. For instance, when we update the posterior probability (Panel B, B1) and consider a bad risk policyholder, we observe that if she has at t = 2 claim frequency history k 1 = 0; k 2 = 2 (i.e. total number of claims K = 2 at t = 2) then the posterior probability of being a bad risk increases and thus her premium increases from 100 to 222.03 while if she has k 1 = 1; k 2 = 1 claim frequency history (i.e. total number of claims K = 2 at t = 2) then the posterior probability of being a bad risk increases and subsequently her premium increases from 100 to 219.72. When we update the posterior mean based on both criteria (Panel B, B2) we see that if she has at t = 2 claim frequency history k 1 = 0; k 2 = 2 then her premium increases from 100 to 237.37, while if she has k 1 = 1; k 2 = 1 claim frequency history her premium reaches 233.12. Posterior Probability Posterior Mean Year Number of Claims k t t = 0 k 0 = 0 100 100 100 For the severity component, we consider the optimal BMS determined by the two and three component Exponential, Gamma, Weibull and GB2 mixture distributions/regression models for the case of updating the posterior probability and the system resulting from the two and three component Pareto mixture distribution/regression model for the case of updating the posterior mean. Table 8 (Panels A and B) displays the premium rates resulting from these models with respect to the a posteriori criteria (Panel A, column A1 and Panel B, column B1) and to both the a priori and the a posteriori criteria (Panel A, column A2 and Panel B, column B2). From Table 8 we observe that the premium is equal to 100, the basic premium, in the case of the two and three component Exponential mixture, revealing the unnecessity of the two and three components. As expected, in the case of the two and three component Gamma, Weibull, GB2 and Pareto mixtures the premium values increase proportionally to the claim severity. For example, from Panel A, column A2, and Panel B, column B2, we see that for one claim size of 400 in the …rst year the premium increases from 100 to 130. 884 Finally, we present the optimal BMS with a frequency and severity component. The premiums resulting from this system are calculated via the product of the expected claim frequency and the expected claim severity with independence between the two components assumed. Table 9 
Conclusions
In this paper, we developed the design of an optimal BMS that takes into account the number of claims of each policyholder and the exact size of loss that these claims incurred using various …nite mixtures of distributions. For the frequency component we considered that the number of claims is distributed according to a …nite Poisson, Delaporte and Negative Binomial mixture, and for the severity component we consider that the losses are distributed according to a …nite Exponential, Gamma, Weibull and GB2 mixture. These optimal BMS were obtained by updating the posterior probability of the policyholder's risk class. Furthermore, we extended the setup of Frangos and Vrontos (2001) for Negative Binomial and Pareto mixtures and designed an optimal BMS based on posterior distributions of the mean claim frequency and size, given the information we have about the claim frequency and size history for each policyholder. We have also developed a generalized BMS that integrates the a priori and a posteriori information on an individual basis, extending the framework developed by Vanasse (1989, 1992 ) and Frangos and Vrontos (2001) using …nite mixtures of regression models that allow us to account for unobserved heterogeneity. The optimal BMS obtained have all the attractive properties of the BMS developed by Lemaire (1995) , Frangos and Vrontos (2001) and Vanasse (1989, 1992) . Extensions to other distributions/regression models can be obtained in a similar straightforward way. A possible line of further research is to apply the same mixtures to all the contracts of the same insured so a dependence between the contracts can be modeled (longitudinal data) see, for instance, Boucher et al. (2007) .
