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Depuis quelques annØes, la prise en compte de la non linØaritØ et plus
spØci￿quement de l￿ existence de phØnomŁnes de changement de rØgimes
tend ￿ modi￿er profondØment les approches de l￿ ØconomØtrie appliquØe ￿
la macroØconomie et ￿ la ￿nance. Cette Øvolution en devenir est sans nul
doute comparable ￿ celle qu￿ a pu conna￿tre la micro-Øconomie lorsque l￿ on a
progressivement abandonnØ l￿ univers de rØfØrence walrassien, que nous pou-
vons assimiler ￿ la modØlisation linØaire en ØconomØtrie, pour s￿ orienter vers
les multiples formes de la concurrence imparfaite, auxquelles nous pouvons
assimiler les innombrables modØlisations non linØaires.
En e⁄et, il existe aujourd￿ hui un trŁs grand nombre d￿ Øtudes ten-
dant ￿ dØmontrer la prØsence de changements structurels permanents et
l￿ existence d￿ asymØtries dans la dynamique des principaux agrØgats macro-
Øconomiques ou ￿nanciers. Etant donnØ qu￿ il est impossible de rendre
compte de ce type de phØnomŁnes ￿ partir des modŁles linØaires autorØ-
gressifs usuels qu￿ ils soient univariØs (ARMA) ou multivariØs (V AR), il a
ØtØ nØcessaire de considØrer des processus non linØaires qui soient en mesure
de reproduire ces caractØristiques.
Il s￿ avŁre que ces nouvelles formes de modØlisations conduisent ￿ un pro-
fond renouvellement de la problØmatique de la prØvision ￿ court et moyen










































Ølisations ￿ changement de rØgimes impliquent de repenser la dØ￿nition
mŒme de ce que doit Œtre une prØvision (prØvision ponctuelle, par inter-
valle ou par densitØ). Dans le cas de certains modŁles, se posent un certain
nombre de problŁmes techniques relatifs ￿ la construction de la prØvision
ponctuelle. Mais au-del￿ de ces problŁmes techniques, l￿ utilisation des mod-
Łles non linØaires ￿ des ￿ns de prØvision a conduit ￿ s￿ intØresser de plus en
plus ￿ la construction d￿ une densitØ de prØvision et non plus ￿ de simples
prØvisions ponctuelles. L￿ estimation ou le calcul directe d￿ une densitØ de
prØvision prend en e⁄et tout son sens dans le cas des modŁles ￿ changement
de rØgime : cet exercice permet de rØvØler d￿ Øventuelles asymØtries ou autres
multi-modalitØs de la distribution des prØvisions que ne pouvaient gØnØrer
de fa￿on endogŁne les modŁles linØaires. En￿n, au-del￿ de la prØvision sur
le niveau mŒme de la variable se pose bien Øvidemment un problŁme totale-
ment nouveau dans cette perspective qui est celui de la prØvision du rØgime
dans lequel se situera cette variable ￿ l￿ avenir.
DeuxiŁmement, ces modØlisations ￿ changement de rØgimes impliquent
de repenser les critŁres d￿ Øvaluation de ces prØvisions. En e⁄et, si l￿ on
dØsire juger la qualitØ des prØvisions des modŁles ￿ changement de rØgimes,
en particulier les prØvisions par densitØ, il appara￿t essentiel de recourir ￿
des critŁres di⁄Ørents de ceux qui Øtaient gØnØralement utilisØs dans le cadre
des prØvisions rØalisØes ￿ partir de modŁles linØaires. C￿ est pourquoi une
trŁs abondante littØrature est aujourd￿ hui consacrØe aux di⁄Ørents aspects
de la comparaison entre les prØvisions des modŁles linØaires, des modŁles
non linØaires en gØnØral et des modŁles ￿ changement de rØgimes (de type
STAR ou MS-AR) en particulier. C￿ est de cette diversitØ des critŁres
d￿ Øvaluation des prØvisions que peut provenir un sentiment de ￿ ou quant ￿
l￿ apport des modŁles non linØaires quant ￿ la prØvision Øconomique.
Dans ce rapport de recherche, nous proposons une synthŁse de
l￿ abondante littØrature technique consacrØe aux modŁles non linØaires et








































7ModŁles Non LinØaires et PrØvisions 3
fØrentes dimensions du dØbat sur l￿ apport de ces modŁles ￿ la prØvision. Ce
rapport comporte trois parties.
Dans la premiŁre partie, nous passons en revue les principaux modŁles
univariØs non linØaires utilisØs ￿ des ￿ns de prØvisions. En nous limitant
au cadre univariØ qui est assez simple pour permettre de comprendre le
principe des idØes proposØes et dont gØnØralement la traduction multivariØe
est une extension immØdiate, et en considØrant des modŁles qui sont une
gØnØralisation de la mØthodologie ARMA dominante dans l￿ univers linØaire,
nous prØsentons en premier lieu des processus capables d￿ approximer toute
fonction continue non linØaire. Le processus type de cette approche est
constituØ par le modŁle bilinØaire. Outre les di¢ cultØs de spØci￿cation
et d￿ estimation qui lui sont propre, on reproche souvent ￿ cette approche
l￿ absence de toute rØfØrence thØorique de description du phØnomŁne ØtudiØ.
In ￿ne l￿ utilisateur dispose d￿ un modŁle dont la justi￿cation est purement
statistique. Il n￿ est donc pas surprenant que la majoritØ des travaux ap-
pliquØs d￿ ØconomØtrie non linØaire aient suivi une autre voie en recourant
￿ des modŁles autour desquels une ￿ histoire￿Øconomique peut Œtre b￿tie.
On retrouve alors tout particuliŁrement des modŁles ￿ seuils capables par
exemple de structurer une lecture des donnØes au moyen de thŁmes tels que
￿ conjoncture basse-conjoncture haute￿avec des dynamiques spØci￿ques au
rØgime concernØ, ou bien encore de modŁles ￿ ￿ tunnels￿pour lesquels, par
exemple en raison de coßts de transaction, on va encadrer un rØgime cen-
tral au sein duquel les arbitrages spØculatifs n￿ auront pas lieu par deux
rØgimes oø s￿ imposeront les relations thØoriques d￿ Øquilibre. La classe de
modŁles concernØs est constituØe par les modŁles TARMA qui peuvent Œtre
per￿us comme une gØnØralisation simple de la classe ARMA oø la linØaritØ
est seulement vØri￿Øe par morceaux. Outre les changements de rØgimes,
un apport supplØmentaire de ces modŁles ￿ seuils est un enrichissement
du traitement de la non stationnaritØ. Les processus peuvent maintenant
Œtre globalement stationnaires tout en prØsentant des Øpisodes de non sta-









































autorØgressif caractØristique d￿ un des rØgimes possibles. Sur cette base de
processus ￿ seuils, une amØlioration notable est fournie par le modŁle STAR
: alors qu￿ avec un TARMA le changement entre chaque rØgime s￿ e⁄ectue
brutalement en fonction de la valeur prise par une variable de transition,
on va ici autoriser une transition douce entre (au moins) deux rØgimes ex-
trŒmes. Un avantage est par exemple d￿ Øviter une forte rØvision des antici-
pations ￿ la suite d￿ une modi￿cation Øventuellement minime des conditions
initiales simplement parce que cette modi￿cation, mŒme minime, est sus-
ceptible de signaler un changement de rØgime et donc une transformation
qui peut Œtre importante de la dynamique future du systŁme ØtudiØ. Dans
les modŁles qui prØcØdent la variable de transition qui gouverne le rØgime
en vigueur est supposØe Œtre observable or cette exigence est susceptible
d￿ Œtre fortement limitative. C￿ est naturellement trivialement le cas si la
variable de transition ne peut Œtre connue. Un autre cas, sans doute plus
intØressant se fait jour si l￿ on suppose que la transition s￿ e⁄ectue selon un
processus complexe mettant en jeu plusieurs variables. Dans ces condi-
tions, plut￿t que de rØaliser une modØlisation de cette transition pouvant
Œtre cause d￿ erreurs de spØci￿cation qui a⁄ectent potentiellement la qual-
itØ ￿nale du modŁle non linØaire, il peut Œtre prØfØrable de considØrer que
la variable de transition en question est inobservØe. A condition de con-
traindre les propriØtØs du processus suivi par cette variable cachØe il est
alors possible de prØciser empiriquement l￿ historique des rØgimes auxquels
￿ ØtØ soumis une variable. Cette logique est tout particuliŁrement celle des
processus ￿ changement de rØgimes markoviens. Au total il appara￿t donc
que les modØlisations non linØaires se caractØrisent certes par leur richesse,
notamment en termes d￿ interprØtation et de comprØhension de phØnomŁnes
￿ anormaux￿au regard de la modØlisation linØaire usuelle, mais en contre-
partie l￿ utilisateur est placØ devant une diversitØ de reprØsentations concur-
rentes sans procØdure de tri simple. Dans ces conditions il serait utile de
disposer d￿ un modŁle englobant qui admettrait les prØcØdents comme cas
particuliers. Une telle tentative est ainsi o⁄erte par le processus ACR (Au-








































7ModŁles Non LinØaires et PrØvisions 5
particuliŁrement avantageux.
Dans la seconde partie, nous nous intØressons ￿ la maniŁre dont on
construit une prØvision dans le cadre d￿ un modŁle non linØaire. De fa￿on
gØnØrale, on sait qu￿ il existe trois grandes mØthodes de prØvisions : prØvi-
sions ponctuelles, prØvisions par intervalle de con￿ance et densitØ de prØvi-
sion. Mais contrairement au cas des modŁles linØaires, ces trois mØthodes
(et non plus uniquement la mØthode de prØvision ponctuelle) trouvent tout
leur intØrŒt dans le cas des modŁles non linØaires. En ce qui concerne les
prØvisions ponctuelles, deux cas doivent Œtre considØrØs : pour di⁄Ørents
modŁles (modŁles markoviens, modŁles TMA) il existe une forme analy-
tique aux prØvisions ponctuelles comme dans le cas des modŁles linØaires.
En revanche, pour tous les autres modŁles et en particulier pour les modŁles
￿ seuils (TAR, STAR) il n￿ existe pas de forme analytique ￿ ces prØvisions.
Au moins cinq mØthodes alternatives (mØthode dite du skeleton, mØthode
Normal Forecast Error, mØthode de l￿ estimation dynamique, simulation
numØrique de type Monte-Carlo ou Bootstrap) permettent alors de calculer
une prØvision ponctuelle dans ces modŁles. En ce qui concerne les prØvisions
par intervalle de con￿ance, la prØsence d￿ asymØtrie ou de multi-modalitØs
des prØvisions engendrØes par ces modŁles non linØaires peut conduire ￿ des
intervalles de prØvision non nØcessairement symØtriques et non nØcessaire-
ment continus de type HDR (High Density Region).
Dans la troisiŁme partie, nous Øvoquons en￿n les mØthodes d￿ Øvaluation
des prØvisions issues de modŁles non linØaires. Pour cela, nous distin-
guons l￿ Øvaluation des prØvisions ponctuelles, des intervalles de con￿ance
et des densitØs de prØvision. En ce qui concerne l￿ Øvaluation des prØvi-
sions ponctuelles, au-del￿ de la comparaison simple des critŁres usuels
(RMSFE, etc.), nous exposons les di⁄Ørentes tests qui ont ØtØ proposØs
pour comparer les qualitØs prØdictives de deux modŁles concurrents (em-
bo￿tØs ou non embo￿tØs) sur la base d￿ une fonction de perte associØe aux









































bo￿tØs qui peuvent Œtre mis en ￿uvre dans ce contexte, mais aussi les tests
non paramØtriques de prØvision de rØgime et les tests d￿ Øchec de prØvision.
Concernant l￿ Øvaluation des prØvisions par intervalle de con￿ance, nous
dØ￿nissons les concepts de couverture non conditionnelle, de couverture
conditionnelle et d￿ indØpendance proposØs par Christo⁄ersen (1998) ainsi
que les tests de ratio de vraisemblance associØs ￿ ces di⁄Ørentes notions.
En￿n, nous prØsentons les mØthodes d￿ Øvaluation des densitØs de prØvi-
sion en distinguant les tests de spØci￿cation correcte et les tests de compara-
ison de densitØs. Dans le premier cas, il s￿ agit de tester l￿ hypothŁse nulle
selon laquelle la densitØ de prØvision obtenue ￿ partir du modŁle non-linØaire
est compatible avec le processus gØnØrateur de donnØes de la sØries ØtudiØe.
Dans le second cas, la logique est di⁄Ørente : il s￿ agit de choisir parmi un
ensemble de modŁles potentiellement mal spØci￿Øs, le moins mauvais (ou
le meilleur modŁle) par rapport ￿ un modŁle de rØfØrence. Di⁄Ørents outils
statistiques permettent d￿ Øtablir cette comparaison non plus uniquement
sur une prØvision ponctuelle, mais sur la base de l￿ ensemble de la densitØ de










































Les ModŁles UnivariØs Non LinØaires
Dans cette section, nous prØsentons les principaux modŁles non linØaires
utilisØs ￿ des ￿ns de prØvision. Seule sera traitØe ici la modØlisation de
l￿ espØrance conditionnelle et en particulier nous n￿ aborderons pas ici les
modŁles non linØaires employØs pour la modØlisation du risque tels que les
processus GARCH et leurs dØrivØs.
Il convient tout d￿ abord de rappeler la dØ￿nition d￿ un processus linØaire
dans la mesure oø les principales modØlisations non linØaires vont partir de
cette reprØsentation de base. Un processus purement stochastique est dit
linØaire s￿ il peut s￿ Øcrire comme somme pondØrØe d￿ un processus en bruits
blancs, soit :




oø ￿ est une constante,  i des coe¢ cients rØels avec  0 = 1 et futg des
variables alØatoires ayant mŒme distribution, centrØes, indØpendantes et de
variance ￿2
u < 1 et telles que E[utjyt￿1;yt￿2;:::] = 0. Si de plus
P1
i=0 j ij
alors les deux premiers moments de yt sont indØpendants du temps et yt
est dit alors faiblement stationnaire.
Dans cet univers des processus linØaires et stationnaires la modØlisation










































Jenkins d￿ Øcriture :
￿(L)yt = ￿(L)ut (2.2)
oø L est l￿ opØrateur de dØcalage dØ￿nit par Ljxt = xt￿j, ￿(L) et ￿(L)
sont des polyn￿mes en L de degrØs respectifs p et q tels que leurs racines
sont extØrieures au cercle complexe unitaire ce qui assure pour ￿(L) la
stationnaritØ du processus1 et pour ￿(L) son inversibilitØ2.
L￿ Øcriture (2.1) peut naturellement Œtre per￿ue comme Øtant un cas
particulier dØrivØe d￿ une structure dans laquelle yt est simplement fonction
des alØatoires u prØsente et passØes :
yt = f(ut;ut￿1;ut￿2;:::); (2.3)
structure dans laquelle on impose la linØaritØ de la fonction f. Si l￿ on
adopte cette vision, alors on comprend aisØment que (2.1) revient ￿ admet-
tre qu￿ un dØveloppement de Taylor du premier ordre su¢ t pour approximer
cette fonction inconnue f. Si tel n￿ est pas le cas, alors des ordres supØrieurs
￿ 1 doivent aussi Œtre considØrØs et l￿ approximation linØaire n￿ est pas sat-
isfaisante. Ce type de considØration est bien connu et fonde par exemple
les tests de linØaritØ de WHITE ou RAMSEY appliquØs dans le cadre des
rØgressions par moindres carrØs. Ici, on peut par ce raisonnement retrouver
la logique prØvalant ￿ la construction des modŁles non linØaires que sont les
processus bilinØaires proposØs par Granger et Andersen (1978).
Une autre fa￿on d￿ introduire la non linØaritØ est de considØrer que la re-
lation est linØaire par morceaux. C￿ est Øgalement une approche bien connue
dans le cadre de la rØgression linØaire lorsqu￿ on pense qu￿ un ØvØnement datØ
sur l￿ Øchelle des temps a pu a⁄ecter les coe¢ cients de la rØgression. Si l￿ on
gØnØralise cette idØe ￿ un autre type d￿ ØvØnements observables ou non, alors
on dØrive sur des processus non linØaires ￿ seuils de type TAR (Threshold
1Dans ce cas ￿(L) est inversible et on retrouve une Øcriture de type (2.1) : yt =
￿(L)￿1￿(L)ut
2Cette derniŁre condition assure que le processus possŁde une reprØsentation autorØ-








































7ModŁles Non LinØaires et PrØvisions 9
AutoRegression) ou ￿ changements markoviens envisagØs par Tong (1978,
1983) et Hamilton (1989).
Tous les modŁles paramØtriques prØcØdents permettent d￿ arriver ￿ une
Øcriture utile pour la construction de prØvisions qui possŁde la structure :
yt+1 = g (yt;yt￿1;::;ut;ut￿1;￿) + ut+1 (2.4)
oø ￿ dØsigne un vecteur de paramŁtres de dimension ￿nie. On peut dØj￿
noter que le choix d￿ une spØci￿cation pour la fonction f entra￿ne en thØorie
celle de g. Pour autant la non linØaritØ entra￿ne gØnØralement des di¢ cultØs
calculatoires pour un horizon de prØvision h quelconque si on convient,
trŁs classiquement, d￿ utiliser l￿ espØrance conditionnelle en t de yt+h comme
anticipation de la future rØalisation yt+h. Ceci est naturellement liØ au fait
que E[f(:)] 6= f(E[:]) si f est non linØaire.
PrØcisons encore que l￿ on peut vouloir ne pas spØci￿er la fonction f. En
ce cas on est amenØ ￿ utiliser des mØthodes d￿ estimation non paramØtriques
telles que les rØseaux de neurones, les rØgressions ￿ noyaux, les rØgres-
sions locales (LOESS ou LOWESS par exemple), etc. En pratique ces
techniques nØcessitent un nombre d￿ observations qui dØpasse gØnØralement
de beaucoup la taille des Øchantillons disponibles sur donnØes macroØ-
conomiques. Ceci peut expliquer que les Øtudes disponibles avec ces outils
ne donnent pas, dans ce domaine d￿ application, de rØsultats particuliŁre-
ment probants. Pour cette raison nous ne les prØsentons pas dans les
dØveloppements qui suivent.
2.1 Les Processus BilinØaires
Si on ne retient que certains des termes du second ordre dans le dØveloppe-





















































oø l￿ ensemble des coe¢ cients ￿i, ￿j, ￿ij sont des rØels et ut des vari-
ables alØatoires indØpendantes identiquement distribuØes (i.i.d.) centrØes
homoscØdastiques.
Dans ce cas yt est dit suivre un processus bilinØaire, notØ BL(p;q;m;s).
On remarque immØdiatement que l￿ on retrouve bien le processus
ARMA(p;q) lorsque ￿ij = 0;i = 1;:::;m;j = 0;:::;s. Ces proces-
sus sont linØaires en y et linØaires en u mais non linØaires sur le couple
(y;u). Ils apparaissent ainsi comme une gØnØralisation simple des modŁles
ARMA linØaires. Plus fondamentalement, leur intØrŒt vient aussi de ce
qu￿ ils sont en mesure d￿ ajuster le comportement entrØe-sortie de processus
non linØaires complexes. En e⁄et, les processus bilinØaires sont des formes
simpli￿Øes de sØries de Volterra. Celles-ci peuvent Œtre vues comme une
gØnØralisation du dØveloppement de Taylor avec prise en compte de la mØ-
moire et sont en mesure d￿ approximer toute fonction continue non linØaire3.
Les propriØtØs de ces processus bilinØaires ont notamment ØtØ analysØes
par Granger et Andersen (1978), Subba Rao (1981), Subba Rao et Gabr
(1984). Un de leurs intØrŒts est de pouvoir rendre compte avec une mod-
Ølisation relativement simple de non linØaritØs complexes et de rØponses
asymØtriques aux chocs. Par ailleurs ils peuvent Œtre employØs Øgale-
ment pour ajuster des modŁles ￿ volatilitØ conditionnelle hØtØroscØdas-
tique puisque plusieurs processus de type ARCH ou GARCH peuvent
Œtre rØØcrits sous forme de modŁles bilinØaires (voir par exemple Kris-
tensen, 2005)4. Des conditions de stationnaritØ et d￿ ergodicitØ ont ØtØ
proposØes pour certains modŁles bilinØaires (voir notamment Berlinet et
Francq (1990), Bhaskara Rao, Subba Rao et Walker (1983), Granger et
Andersen (1978), GuØgan et Pham (1987), Liu (1990, 1992), Liu et Brock-
well (1988), Pham (1985)). En pratique ces conditions sont d￿ interprØtation
3Sur ces aspects, voir par exemple Brockett (1976), Priestley (1991).
4En ce cas on fait plut￿t rØfØrence ￿ des modŁles bilinØaires gØnØralisØs dans la mesure
oø ces processus ne sont pas nØcessairement Øcrits sur le bruit blanc lui-mŒme mais sur
des fonctions de ce bruit. En pratique cela a pour consØquence que l￿ on peut facilement








































7ModŁles Non LinØaires et PrØvisions 11
di¢ cile sauf dans des cas relativement simples pris dans les sous-classes des
modŁles bilinØaires diagonaux et super-diagonaux5. Par exemple, avec le
modŁle yt = ￿yt￿iut￿j diagonal (i = j) ou super-diagonal (i > j), la condi-
tion de stationnaritØ est ￿
2E[u2





Dans les applications empiriques des formulations simples sont d￿ ailleurs
souvent employØes. Ainsi Granger et Newbold (1976), Granger et An-
dersen (1978), Tsay (1986) ou Tong (1990) utilisent un modŁle diagonal
BL(1;0;1;1), soit :
yt = ￿0 + ￿1yt￿1 + ￿11yt￿1ut￿1 + ut (2.6)
Dans la pratique lorsqu￿ on autorise des modŁles plus complexes la
recherche des ordres (p;q;m;s) optimaux est gØnØralement e⁄ectuØe au
moyen d￿ un critŁre de sØlection et notamment le critŁre AIC d￿ Akaike.
Notons encore qu￿ une Øcriture bilinØaire a ØtØ utilisØe par Peel et David-
son (1998) dans le cadre d￿ un modŁle de type V ECM avec prise en compte
d￿ une relation de cointØgration. Par ailleurs, des travaux rØcents envis-
agent le cas de modŁles bilinØaires ￿ coe¢ cients variables (Bibi (2001), Bibi
et Oyet (2002)) et pØriodiques (Bibi et Gauthierm 2005) gØnØralisant ainsi
les processus ARMA ￿ coe¢ cients variables. En￿n Subba Rao (1997) et
Charemza, Lifshits et Makarova (2002) envisagent le cas de modŁles bil-
inØaires ￿ racine unitaire autorisant ainsi l￿ ajustement par ces modŁles de
sØries non stationnaires6.
En￿n, on peut concevoir le modŁle bilinØaire comme ajoutant ￿ une
reprØsentation linØaire ARMA(p;q) des termes de la forme yt￿iut￿j pour
5Le processus est dit super diagonal lorsque i > j, diagonal lorsque i = j, et sous-
diagonal lorsque i < j.
6Ces extensions ne sont d￿ ailleurs pas Øquivalentes : alors que le processus ￿ racine
unitaire dØ￿nit par Subba Rao est, comme habituellement, stationnaire en di⁄Ørences










































prendre en compte une Øventuelle non linØaritØ. Dans cet esprit d￿ autres
modØlisations sont Øgalement envisageables. Ainsi le processus AR expo-
nentiel de Ozaki (1985) d￿ Øcriture :











t￿i) + ut (2.7)
ou encore le modŁle AR semi-paramØtrique (voir notamment Robinson
(1983), Engle, Granger, Rice et Weiss (1986)) :
yt = ￿0 +
p X
i=1
￿iyt￿i + h(yt￿1;yt￿2;:::;yt￿p) + ut (2.8)
2.2 Les Processus TARMA
Dans une sØrie de travaux pionniers, Tong (Tong (1978), Tong et Lim
(1980), Tong (1983), Tong (1990)) envisage une linØaritØ par morceaux
de la fonction f. En d￿ autres termes, dans cette perspective il existe
plusieurs processus gØnØrateurs chacun s￿ appliquant ￿ un sous-Øchantillon.
Comme rappelØ plus haut, si les dates auxquelles se produisent les sauts
sont connues alors la modØlisation peut s￿ e⁄ectuer simplement par prise
en considØration de variables indicatrices. On peut toutefois envisager que
l￿ ØvØnement responsable du changement de rØgime n￿ est pas simplement
observØ sur l￿ Øchelle des temps mais qu￿ il peut Œtre signalØ par une autre
variable, dite variable de transition, supposØe exogŁne. En￿n, il est Øgale-
ment possible de considØrer que les ØvØnements construits sur la variable de
transition dØpendent de valeurs de paramŁtres inconnus. Par exemple, si
la variable de transition xt est simplement le temps, xt = t, cela revient ￿
poser que les dates de changement de rØgimes sont inconnues. Ainsi, dans





i=1 ￿1iyt￿i + u1t +
Pq1
j=1 ￿1ju1;t￿j si xt￿d ￿ c
￿20 +
Pp2
i=1 ￿2iyt￿i + u2t +
Pq2
j=1 ￿2ju2;t￿j si xt￿d > c
oø u1t et u1t sont deux bruits blancs de variance respective ￿2
1 et ￿2
2. L￿ entier








































7ModŁles Non LinØaires et PrØvisions 13
deux sous-espaces, est un paramŁtre de seuil. Ainsi, lorsque x est infØrieur
￿ c, alors d pØriodes plus tard, la variable y sera gØnØrØe par un certain
processus ARMA(p1;q1); en revanche, si x est plus ØlevØ que c alors aprŁs
d pØriodes y obØira ￿ un autre processus ARMA(p2;q2).
Ce processus ￿ seuil (Threshold) ￿ deux rØgimes se gØnØralise ￿ un nom-
bre quelconque k de rØgimes et se note TARMA(2;p1;p2;q1;q2): On a alors













A ￿ I(xt￿d 2 Ri) (2.9)
oø ukt est un bruit blanc de variance ￿2
k pour k = 1;￿￿￿ ;K. Les segments
Ri =]ci￿1;ci] forment une partition de l￿ espace des rØels conformØment aux
valeurs des paramŁtres de seuil ci tels que ￿1 = c0 < c1 < ￿￿￿ < cK = +1.
En￿n I() est une fonction indicatrice prenant la valeur 1 si xt￿d 2 Ri et 0
sinon.
Le processus TARMA(K;p1;￿￿￿ ;pk;q1;￿￿￿ ;qk) prØcØdent est, dans la
logique d￿ une linØaritØ par morceaux, l￿ extension la plus gØnØrale du mod-
Łle ARMA. En pratique seuls des cas simpli￿Øs sont cependant consid-
ØrØs. Ainsi Tong (1983) considŁre le cas oø la variable de transition est
l￿ expliquØe elle-mŒme obtenant alors le modŁle Self-Exciting TARMA (notØ
SETARMA) dans lequel il impose Øgalement l￿ absence de changement dans
les processus en bruits blancs entre les rØgimes, soit ukt = ut. L￿ Øcriture













A ￿ I(yt￿d 2 Ri) (2.10)
La construction de prØvisions ￿ partir de cette structure est discutØe
notamment par Amendola et Niglio (2003) qui autorisent d￿ ailleurs une
modi￿cation des variances des bruits selon les rØgimes. Des conditions de









































Liu et Tweedie (1992) dans le cas particulier oø la composante MA n￿ est
pas soumis aux e⁄ets de seuils. Face aux di¢ cultØs rencontrØes dans le
cas gØnØral, la majoritØ des travaux se fonde sur des simpli￿cations de ces
structures gØnØrales pour ne retenir que des processus ￿ seuils en moyennes
mobiles (TMA) et surtout autorØgressifs (TAR).
2.2.0.1 Les processus TMA
Un processus TMA est une structure composØe uniquement de processus
MA sur chacun des sous-ensembles disjoints dØ￿nis par la variable de tran-
sition. Ainsi un SETMA(q1;q2;d) ￿ un seul changement de rØgime (K = 1)







￿2i I(yt￿d ￿ c)ut￿i + ut (2.11)
Le processus TMA partage avec le processus MA(q) la propriØtØ d￿ Œtre
toujours stationnaire sans qu￿ il soit besoin d￿ imposer de contraintes sur les
coe¢ cients (Liu et Susko, 1992). Comme pour les MA il est cependant
nØcessaire d￿ imposer des conditions d￿ inversibilitØ. A notre connaissance,
seules des conditions su¢ santes ont ØtØ ØnoncØes par Ling et Tong (2005)
pour un TMA quelconque, et des conditions nØcessaire et su¢ sante pour un
TMA(1) par Ling, Tong et Li (2005)7. Le processus SETMA est Øgalement
analysØ par De Gooijer (1998) qui propose en particulier un test de Lagrange
de l￿ hypothŁse MA versus SETMA8.
Ces processus engendrent naturellement des rØponses asymØtriques aux
chocs : lorsque yt￿d est supØrieur ￿ c alors le poids de ut￿i dans la dØter-
mination de yt est donnØ par ￿1i, en revanche ce poids est Øgal ￿ ￿1i + ￿2i
lorsque yt￿d est infØrieur ou Øgal ￿ la valeur du seuil c.
7Soit yt = ut +f￿1 +￿2I(yt￿1 ￿ c)gut￿1 un processus stationaire et ergodique, avec
Ejlnjytjj < 1 alors il est inversible si j￿1j1￿Fy(c)j￿1+￿2jFy(c) < 1 oø Fy() est la fonction
de rØpartition de yt. Il est non inversible si j￿1j1￿Fy(c)j￿1 + ￿2jFy(c) > 1 et Ling, Tong
et Li suspectent qu￿ il ne l￿ est pas lorsque la quantitØ prØcØdente est Øgale ￿ un.









































7ModŁles Non LinØaires et PrØvisions 15
Dans l￿ esprit, un processus proche est considØrØ par Wecker (1981)
dans lequel deux ￿ltres MA(q) sont utilisØs, l￿ un fondØ sur les innovations
passØes positives et l￿ autre sur les innovations passØes nØgatives. Ainsi, en
dØ￿nissant u
+
t = max(0;ut) et u
￿
t = min(0;ut), un processus asMA(q)

























￿iI(ut￿i ￿ 0)ut￿i + ut




i 6= 0 pour au moins un i. Un test de linØaritØ versus
une rØponse asymØtrique au sein d￿ une telle structure a ØtØ proposØ par
Br￿nn￿s, De Gooijer et Ter￿svirta (1998).
2.2.0.2 Les processus TAR
Toutefois, dans cette classe de modŁles, les travaux ont dans leur trŁs
grande majoritØ portØ sur la sous-classe des processus TAR et tout par-
ticuliŁrement celle des SETAR certainement en raison de moindres di¢ -
cultØs d￿ estimation. Contrairement aux TMA, ces modŁles ne retiennent
que des Øcritures AR sur les sous-ensembles disjoints dØ￿nis par la variable






i=1 ￿1iyt￿i + u1t si yt￿d ￿ c
￿20 +
Pp2
i=1 ￿2iyt￿i + u2t si yt￿d > c
(2.13)










￿ I(yt￿d 2 Ri) (2.14)
oø, comme prØcØdemment, les Ri =]ci￿1;ci] sont des segments de la droite









































ci ordonnØes de sorte que ￿1 = c0 < c1 < ￿￿￿ < cK = +1.
Des conditions su¢ santes de stationnaritØ des SETAR ont ØtØ donnØes
mais ces conditions apparaissent comme trŁs restrictives lorsqu￿ on les com-
pare aux conditions nØcessaires et su¢ santes qui sont connues pour des cas
particuliers (Chang (1993), De Gooijer et De Bruin (1998), Tong(1990)).
A titre d￿ illustration, on peut reprendre un exemple donnØ par Terasvirta
(2005). Avec une structure SETAR(K;p;d), oø tous les AR sont du mŒme
ordre p, Chang (1993) donne comme condition su¢ sante de stationnaritØ
maxk
Pp
i j￿kij < 1 et lorsque p = 1, cette condition devient maxk j￿k1j < 1,
ce qui Øquivaut ￿ imposer la stationnaritØ de chacun des K processus AR(1).
Or, dans ce cas particulier les conditions ￿ la fois nØcessaire et su¢ sante
dans un modŁle ￿ deux rØgimes sont connues et correspondent aux con-
traintes ￿11 < 1, ￿21 < 1 et ￿11￿21 < 1. De toute Øvidence, la condition
su¢ sante de Chang est alors beaucoup trop restrictive et il est par exemple
possible de construire un SETAR stationnaire dans lequel un des rØgimes




￿2 yt￿1 + ut si yt￿1 ￿ 0
0:6 yt￿1 + ut si yt￿1 > 0
C￿ est un processus stationnaire alors mŒme que l￿ un des rØgimes est gou-
vernØ par un AR explosif. Du fait de ce coe¢ cient ￿11 = ￿2, yt sera
plus souvent positif que nØgatif de sorte que E[yt] > 0. Ainsi, l￿ espØrance
de ce processus sans terme constant est non nulle. Par contraste, on rap-
pelle qu￿ un AR est d￿ espØrance non nulle prØcisØment si et seulement si son
Øquation fait appara￿tre un terme constant non nul.
Un autre cas de ￿gure souvent employØ est celui d￿ un SETAR ￿
3 rØgimes dans lequel le processus central possŁde une racine unitaire.
Lorsqu￿ on se limite ￿ des processus autorØgressif d￿ ordre 1, cela revient
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￿1yt￿1 + ut si yt￿1 ￿ c1
yt￿1 + ut si c1 < yt￿1 ￿ c2
￿2yt￿1 + ut si yt￿1 > c2
(2.15)
Si j￿1j < 1 et j￿2j < 1 alors le processus est globalement ergodique ce
qui implique l￿ existence d￿ une distribution stationnaire pour yt (Tong, 1990)
mŒme si la sØrie est localement non-stationnaire. Ce modŁle a notamment
ØtØ employØ en ￿nance oø, lorsque l￿ on prend en compte des coßts de trans-
action, les arbitrages ne se rØalisent qu￿ ￿ la condition que les dØviations
des rendements soient su¢ sants et on observe alors un phØnomŁne de re-
tour ￿ la moyenne (ici zØro) du fait des deux processus AR stationnaires en
vigueur dans les deux rØgimes extrŒmes. Dans ce systŁme le rØgime central
est quali￿Ø de corridor inactif ce qui signi￿e qu￿ il ne nØcessite l￿ estimation
d￿ aucun paramŁtre (pour une analyse du systŁme ￿ corridor inactif, voir
notamment Kapetanios et Shin (2006)). Un systŁme plus gØnØral ou cha-
cun des trois rØgimes est gouvernØ par un AR(p) a ØtØ notamment ØtudiØ
et estimØ par Bec, Ben Salem et Carrasco (2004).
On notera que la considØration de processus de type SETAR avec racine
unitaire donne lieu ￿ des extensions particuliŁrement intØressantes gØnØral-
isant la thØorie de la cointØgration initiØe par Engle et Granger (1987) et
Johansen (1988, 1991, 1996) qui suppose la linØaritØ et la symØtrie des
ajustements9. Dans la logique prØcØdente si on considŁre que yt est une
Øquation d￿ Øquilibre de long terme, alors la cointØgration ￿ seuils correspond
￿ un SETAR ￿ trois rØgimes globalement stationnaire dans lequel le rØgime
9Par exemple l￿ approche en deux Øtapes d￿ Engle-Granger considŁre l￿ Øquation linØaire
x1t = ￿0+￿2x2t+￿￿￿+￿mxmt+vt oø xit ￿ I(1) et vt peut Œtre autocorrØlØ. La seconde
Øtape consiste en un test de racine unitaire ￿ la Dickey-Fuller sur ￿vt = bvt￿1 + ￿t
Øventuellement augmentØe de dØcalages ￿vt￿1;￿vt￿1;:::. Le rejet de l￿ hypothŁse nulle
implique que vt ￿ I(0) et dans ce cas le thØorŒme de reprØsentation de Granger assure
l￿ existence d￿ une Øcriture de type modŁle ￿ correction d￿ erreur de la forme ￿x1t =
￿(x1t ￿￿0 ￿￿2x2t ￿￿￿￿￿￿mxmt)+￿1t, Øventuellement augmentØe de dØcalages ￿xit.
Ainsi les dØviations positives et nØgatives de x1t autour de sa position d￿ Øquilibre de long









































intermØdiaire possŁde une racine unitaire (Balke et Fomby10, 1997). Dans
ce cadre des rØponses asymØtriques aux chocs sont possibles, l￿ asymØtrie
pouvant l￿ encore Œtre provoquØe par l￿ existence de coßts de transaction
comme dans l￿ Øtude portant sur les taux d￿ intØrŒt rØalisØe par Anderson
(1997). Elle peut, toujours sur ce mŒme thŁme, Œtre Øgalement justi￿Øe par
un comportement di⁄ØrenciØ de la banque centrale qui serait plus rØactive
lors des pØriodes oø les anticipations d￿ in￿ ation s￿ ØlŁvent et plus attentiste
en cas de baisse de ces anticipations11.
Dans un modŁle SETAR la variable de transition est constituØe par le
niveau dØcalØ de l￿ expliquØe, yt￿d. Enders et Granger (1998), Enders et
Siklos (2001), Caner et Hansen (2001) ont suggØrØ d￿ utiliser Øgalement la
variation dØcalØe ￿yt￿d = yt ￿ yt￿d. Un argument statistique est avancØ :
si le processus gouvernant y tout en Øtant stationnaire possŁde une racine
proche de l￿ unitØ (near unit root process) alors il peut Œtre prØfØrable de
considØrer la sØrie en di⁄Ørence. IndØpendamment de cet argument, il est
possible que la variable ØtudiØe soit-elle que les agents font particuliŁrement
attention ￿ l￿ amplitude des variations plut￿t qu￿ au niveau lui-mŒme. Ce
peut par exemple Œtre le cas pour les taux d￿ intØrŒt, les taux de change
et, plus gØnØralement, les rendements des actifs ￿nanciers. Bohl et Siklos
(2004) prØconisent aussi l￿ emploi de ce modŁle pour la dØtection des bulles
sur les marchØs ￿nanciers. Un tel modŁle, quali￿Ø de MTAR (Momentum










I(￿yt￿d 2 Ri) (2.16)
10Dans cette approche une procØdure en deux Øtapes est implØmentØe : test standard
de cointØgration ou de prØsence d￿ une racine unitaire dans la premiŁre puis, en cas de
rejet de l￿ hypothŁse nulle, test de prØsence d￿ une non-linØaritØ ￿ seuil. La puissance des
tests de Dickey-Fuller Øtant a⁄ectØe par la non linØaritØ, des tests Øvitant cette procØdure
en deux Øtapes ont ØtØ Øgalement proposØs (Bec, Ben Salem et Carrasco (2004), Caner et
Hansen (2001), Enders et Granger (1998), Kapetanios et Shin (2006), Enders et Siklos
(2001), Seo (2005))
11Sur ces aspects, voir par exemple l￿ Øtude rØcente de Haug et Siklos (2005). Pour
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La recherche de la spØci￿cation optimale, pour un nombre de rØgimes
￿xØ a priori, s￿ e⁄ectue gØnØralement au moyen de critŁres de sØlection de
type AIC ou BIC adaptØs par Wong et LI (1998) dont les valeurs sont





Tk log ^ ￿
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Tk log ^ ￿
2
k +
Tk(Tk + pk + 1)







Tk log ^ ￿
2
k + (pk + 1)logTk
￿
(2.19)
Des simulations de Monte Carlo rØalisØes par ces auteurs paraissent
indiquer que le critŁre BIC est prØfØrable sur grands Øchantillons alors
que sur petits Øchantillons l￿ emploi du critŁre d￿ Akaike corrigØ AICc serait
prØfØrable. On trouve Øgalement des critŁres de validation de choix des
paramŁtres d￿ un SETAR dans De Gooijer (2001) et Galeano et Peæa
(2004).
2.3 Les Processus STAR
Un des reproches faits ￿ l￿ encore des modŁles de type TAR concerne la bru-
talitØ de la transition entre les rØgimes pouvant notamment mettre en doute
la crØdibilitØ des prØvisions qui en sont issues. Si l￿ on suppose par exemple
dans un SETAR ￿ deux rØgimes que yt￿d est trŁs lØgŁrement infØrieur ￿ la
valeur du seuil c, mais que l￿ observation yt+1￿d soit lØgŁrement supØrieur ￿
c alors la prØvision en t+1 sera tirØe d￿ une Øquation di⁄Ørente de celle util-
isØe en t de sorte qu￿ une forte rØvision de ces prØvisions n￿ est pas impossible
alors que les conditions initiales des deux con￿gurations sont proches. Par
ailleurs la discontinuitØ au niveau du seuil complique l￿ Øtape d￿ estimation.









































une transition douce entre les di⁄Ørents rØgimes dØ￿nissant ainsi la classes
des processus STAR (Smooth Transition Autoregressions).
Dans le cas simple caractØrisØ par une seule fonction de transition qui
vient pondØrer les Øquations AR a⁄Ørentes ￿ deux dynamiques di⁄Ørentes
dans lesquelles on suppose pour simpli￿er l￿ ØgalitØ des variances des rØsidus,

















oø G() est une fonction continue de paramŁtres ￿ telle que 0 ￿ G() ￿ 1 et
xt une variable de transition stationnaire.
Comme le font remarquer van Dijk, Ter￿svirta et Franses (2000), un
modŁle STAR peut recevoir deux interprØtations possibles : soit celle d￿ un
modŁle ￿ seuil ￿ deux rØgimes, chacun Øtant associØ aux valeurs extrŒmes de
la fonction de transition, G(xt;￿) = 0 et G(xt;￿) = 1, avec une transition
continue de l￿ un des rØgimes vers l￿ autre. Soit celle d￿ un continuum de
rØgimes, celui en vigueur Øtant dØterminØ par une valeur particuliŁre de la
fonction de transition et donc de la variable de transition xt.
L￿ Øquation (2.20) peut Œtre rØ-Øcrite de maniŁre Øquivalente comme :
yt = ￿0t + ￿1tyt￿1 + ￿2tyt￿2 + ￿￿￿ + ￿ptyt￿p + ut (2.21)
avec ￿it = ￿1;i￿[1￿G(xt;￿)]+￿2;i￿G(xt;￿). En d￿ autres termes, et ainsi
que l￿ ont soulignØ Lundbergh et Ter￿svirta (2002), le modŁle STAR peu
Œtre Øgalement vu comme un AR ￿ coe¢ cients variables. En consØquence
le modŁle STAR est localement linØaire lorsque la variable de transition xt
est constante.
Dans l￿ immense majoritØ des travaux le choix de la fonction de transition
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￿ Soit avec une fonction de type logistique, pour donner le modŁle
LSTAR (Logistic STAR), qui dans sa version la plus simple a
pour expression :
G(xt;￿) = L(xt;￿;c) = [1 + exp(￿￿(xt ￿ c))]
￿1 ; ￿ > 0 (2.22)
￿ Soit avec une fonction de type exponentielle pour donner le modŁle
ESTAR (Exponential STAR),
G(xt;￿) = E(xt;￿;c) = 1 ￿ exp
￿
￿￿(xt ￿ c)2￿
; ￿ > 0 (2.23)
Comme le montre la Figure (2.1), dans un LSTAR, la fonction de tran-
sition est monotone croissante en xt avec L(c;￿;c) = 0:5. Le paramŁtre
de pente ￿ dØtermine le rythme de la transition d￿ un rØgime vers l￿ autre.
Lorsque ￿ tend vers 0 alors la fonction L(xt;￿;c) tend vers 0.5 et le SETAR
dØgØnŁre en un AR linØaire12. A l￿ autre extrØmitØ du domaine de dØ￿ni-
tion, lorsque ￿ tend vers +1; alors la fonction de transition L(xt;￿;c) tend
vers 1 si xt > c, et tend vers 0 si xt < c. En d￿ autres termes le processus
TAR a deux rØgimes est un cas particulier du LSTAR obtenu avec des
valeurs ØlevØes de la pente de la fonction de transition13. Compte-tenu de
ces caractØristiques, on con￿oit que le processus LSTAR avec une seule
transition soit intØressant pour traiter des variables pouvant obØir ￿ deux
dynamiques di⁄Ørentes dans des rØgimes extrŒmes avec un comportement
asymØtrique en fonction de l￿ Øcart ￿ l￿ Øquilibre. L￿ exemple type est celui de
la modØlisation des cycles d￿ activitØ avec alternance de phases de rØcession
et d￿ expansion.
Le comportement de la fonction de transition du processus ESTAR,
toujours dans le cas simple ￿ deux rØgimes extrŒmes et une seule valeur
pour le paramŁtre de seuil c, est sensiblement di⁄Ørent du cas LSTAR
comme le montre la Figure (2.2). Du fait de la forme quadratique retenue,
12Cela se voit aisØment ￿ partir de l￿ Øcriture du LSTAR comme AR ￿ coe¢ cients
variables. En reprenant l￿ Øquation (2.21), il vient en e⁄et ￿it ! ￿i = (￿1;i + ￿2;i)=2
lorsque ￿ ! 0.
13En considØrant ￿ nouveau l￿ Øcriture (2.21), lorsque ￿ ! 1 on vØri￿e que ￿it ! ￿2;i









































Fig. 2.1 Fonction de Transition d￿ un modŁle LSTAR L(xt;￿;c) pour c = 0
















seule la distance entre la variable de transition, xt, et le paramŁtre de seuil,
c, va intervenir sans considØration de leurs positions relatives, puisque :
E(c;￿;c) = E(xt;0;c) = 0 (2.24)
lim
x!￿1E(x;￿;c j ￿ 6= 0) = lim
￿!1E(xt;￿;c j xt 6= c) = 1 (2.25)
Ainsi, en fonction de la distance xt ￿ c, la transition ￿ une forme en U :
un rØgime extrŒme correspond au cas oø xt = c et l￿ autre au cas oø xt
tend vers +1 ou ￿1 . De ce fait, le processus ESTAR est plut￿t adaptØ
￿ l￿ ajustement de systŁmes possØdant un corridor central tel que vu plus
haut avec les SETAR ￿ trois rØgimes. Notons cependant que le processus
ESTAR ne dØgØnŁre pas en un TAR ￿ trois rØgimes selon les valeurs de ￿
puisqu￿ aux limites de son espace de dØ￿nition le modŁle devient linØaire14.
14Si ce cas particulier doit Œtre couvert, Jansen et Ter￿svirta (1996) suggŁre de
retenir un LSTAR du second ordre, c￿ est ￿ dire un processus avec une fonction de
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Fig. 2.2 Fonction de Transition d￿ un ModŁle ESTAR E(xt;￿;c) pour c = 0
















Les processus prØcØdents se gØnØralisent au moins en thØorie aisØment.










; ￿ > 0
(2.26)
Van Dijk et Franses (1999) prØsente Øgalement un processus ￿ plusieurs
fonctions de transition faisant Øventuellement chacune rØfØrence ￿ des vari-
ables de transition di⁄Ørentes pour obtenir un modŁle MRSTAR (Multiple
Regime STAR). Ce modŁle possŁde la particularitØ, au mŒme titre que les
LSTAR(xt;￿;c1;c2) = (1 + expf￿￿(xt ￿ c1)(xt ￿ c2)g)￿1. Ici, LSTAR(xt;0;c1;c2) =
1=2 et lim￿!1 LSTAR(xt;￿;c1;c2jxt < c1) = lim￿!1 LSTAR(xt;￿;c1;c2jc2 < xt) =
1, et lim￿!1 LSTAR(xt;￿;c1;c2jc1 < xt < c2) = 0 : il y a bien maintenant un bascule-
ment entre les deux Øquations selon la position de la variable de transition avec toutefois










































rØseaux de neurones, de pouvoir approximer toute fonction continue non
linØaire.
En￿n des travaux rØcents ont proposØ des processus ￿ transition douce
avec mØmoire longue : dans un modŁle FISTAR, la variable modØlisØe est
la di⁄Ørence fractionnaire de yt, soit :















￿ G(xt;￿) + ut (2.27)
Un tel processus est ØtudiØ par van Dijk, Franses et Paap (2002) avec
une fonction de transition logistique, et par Smallwood (2005) au moyen
d￿ une fonction exponentielle. Notons cependant que la possibilitØ de dis-
tinguer les deux aspects que sont la mØmoire longue et les changements
structurels peut Œtre douteuse. Ainsi Diebold et Inoue (1999) soulignent
qu￿ ils sont "intimement liØs et peuvent Œtre aisØment confondus" (p.22). Ils
montrent d￿ ailleurs que dans des cas particuliers construits sur des proces-
sus de markov, les changements structurels et la mØmoire longue sont deux
appellations di⁄Ørentes qui recouvrent en fait un mŒme phØnomŁne. Sur ces
aspects voir encore Guegan (2005), Guegan et Rioublanc (2005) ainsi que
Kapetanios (2004), ce dernier considØrant Øgalement un processus TAR.
La dØmarche a suivre pour l￿ identi￿cation, l￿ estimation et la mise en
oeuvre de tests de validation des modŁles STAR est notamment prØsentØe
par Ter￿svirta (1994, 1998) et van Dijk, D., Ter￿svirta, T. et Franses (2000).
Lorsque la fonction de transition et la variable de transition ont ØtØ choisies
alors les estimateurs des moindres carrØs non linØaires des paramŁtres peu-
vent Œtre obtenus. Une procØdure en deux Øtapes est gØnØralement employØe
: pour des valeurs donnØes de la pente et des paramŁtres de transition, on
trouve les estimateurs des MCO des paramŁtres ￿. Ces derniers Øtant
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des premiers. Le processus est itØrØ jusqu￿ ￿ ce qu￿ un critŁre de convergence
soit satisfait. Les propriØtØs de ces estimateurs et leurs caractØristiques
empiriques rØvØlØes par des simulations de Monte Carlo ont ØtØ ØtudiØes
notamment par Chan et McAleer (2002).
2.4 Les Processus ￿ Changement de RØgimes Markovien
Dans les modŁles de type TAR la variable de transition est observØe mais
on peut imaginer faire dØpendre le rØgime en vigueur d￿ une variable d￿ Øtat
inobservØe st. En faveur de cette approche, on peut imaginer que le change-
ment de rØgime est le rØsultat d￿ un ensemble de causes ce qui, dans le cadre
d￿ un modŁle TAR, obligerait ￿ prendre en compte plusieurs variables de
transition et Øventuellement contraindrait ￿ la modØlisation et ￿ l￿ estimation
d￿ un systŁme d￿ Øquations. La rØfØrence ￿ une variable d￿ Øtat o⁄re alors une
description alternative parcimonieuse.
Dans un article fondateur, Hamilton (1989) envisage ainsi un processus
autorØgressif d￿ ordre 4 sur le taux de croissance trimestriel du PNB rØel
amØricain de la forme :
4yt￿￿(st) = ￿1(4yt￿1￿￿(st￿1))+￿￿￿+￿4(4yt￿4￿￿(st￿4))+ut (2.28)
oø ut est un bruit blanc gaussien de variance constante ￿2
u, et donc ici seule
l￿ espØrance est autorisØe ￿ changer. La variable latente ￿(st) est supposØe
obØir ￿ un processus de Markov ergodique en temps discret ￿ deux Øtats
de la forme st = 0 si on est en expansion ￿ la date t , st = 1 si on est
en rØcession. Avec, par exemple, un taux de croissance moyen positif en
expansion et nØgatif en rØcession, on aura ainsi :
￿(st) =
(
￿0 > 0 si st = 0
￿1 < 0 si st = 1
(2.29)









































ensemble de probabilitØs de transition constantes :
pij = Pr(st+1 = j j st = i;st￿1 = k;:::) = Pr(st+1 = jjst = i); (2.30)
avec pij + pii = 1 8i;j;k 2 f0;1g15. Ainsi, la probabilitØ que le systŁme
soit dans l￿ Øtat j en t+1 ne dØpend que de l￿ Øtat dans lequel il se trouvait
￿ la pØriode immØdiatement prØcØdente. En d￿ autres termes, le futur du
processus ne dØpend que de son Øtat actuel et est indØpendant de son passØ.
Cette structure de base peut naturellement Œtre amendØe par exemple
en considØrant plus de deux Øtats. La variance du bruit peut aussi Œtre
dØpendante du rØgime, soit ￿2
ut = ￿2(st). Il est Øgalement possible de
lever la contrainte de constance des probabilitØs de transition. En e⁄et,
la probabilitØ de sortir d￿ un Øpisode de rØcession ou d￿ expansion peut se
modi￿er en fonction de la durØe de celui-ci (Diebold, Rudebush et Sichel
(1993), Diebold, Lee et Weinbach (1994)). Par ailleurs, avec une Øquation
telle que (2.28), le changement d￿ Øtat provoque un saut immØdiat de la
sØrie vers son nouveau niveau. Krolzig (1997) 16 montre qu￿ un ajustement
graduel du niveau de la sØrie peut Œtre pris en compte par une structure
autorØgressive avec un terme constant fonction de cette variable d￿ Øtat :
4yt = ￿0(st) + ￿14yt￿1 + ￿￿￿ + ￿p4yt￿p + ut (2.31)
Il est Øgalement possible de faire dØpendre les valeurs des coe¢ cients
autorØgressifs du rØgime en vigueur indiquØ par st. En ce cas, il peut
arriver que la racine d￿ un des polyn￿mes autorØgressifs soit unitaire, voire
explosive, alors que le processus est globalement stationnaire. Comme avec
un SETAR, le modŁle autorØgressif ￿ saut de Markov est ainsi en mesure de
15Si on note P la matrice constituØe des probabilitØs de transitions, soit pour un
systŁme ￿ E Øtats possibles, P = fpijg pour i;j = 1;2;:::;E, alors cette matrice a par
construction une valeur propre Øgale ￿ l￿ unitØ. L￿ ergodicitØ de st exige que ses autres
valeurs propres soient de modules infØrieurs ￿ l￿ unitØ.
16Par ailleurs Krolzig gØnØralise le modŁle aux processus multivariØs VAR Øventuelle-
ment cointØgrØs pour dØ￿nir une typologie de modŁles : MSM-VAR (Markov Switching
VAR avec espØrances non constantes), MSI-VAR (Markov Switching VAR avec termes
constants sujets ￿ sauts), MSMH-VAR (MSM-VAR avec hØtØroscØdasticitØ),...Dans cette
terminologie, le modŁle de Hamilton est un MSM(2)-AR(4), i:e: un processus de Markov
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reprØsenter des alternances d￿ historiques stationnaires et non stationnaires
(Hall, Psaradakis et Sola, 1999).
L￿ estimation du maximum de vraisemblance de ces processus fait ap-
pel ￿ l￿ algorithme EM (Expectation Maximization) proposØ par Demster,
Laird et Rubin (1977) qui s￿ applique prØcisØment lorsque la trajectoire ob-
servØe est fonction de variables alØatoires inobservØes17. Les propriØtØs des
estimateurs sont discutØes notamment par Douc, Moulines et Ryden (2004).
Un des intØrŒts des applications empiriques est qu￿ il est possible d￿ obtenir
les estimateurs des probabilitØs associØes aux rØgimes inobservØs condition-
nellement ￿ l￿ ensemble d￿ information disponible et donc de fournir une in-
dication sur l￿ historique de ces rØgimes. On distingue alors trois types de
probabilitØ : la probabilitØ associØe au ￿ltrage (￿ltered regime probabilities),
Pr[stjYt], la probabilitØ lissØe (smoothing regime probabilities), Pr[stjYT], et
les probabilitØs prØvues (predicted regime probabilities), Pr[stjYt￿1], oø Yt
dØsigne l￿ historique des rØalisations de la variable y jusqu￿ ￿ la date t. Il est
ainsi possible de comparer les enseignements du modŁle avec des informa-
tions tierces, l￿ exemple type Øtant la datation des cycles US du NBER.
2.5 Le Processus ACR
RØcemment, Gourieroux et Robert (2001), Rahbek et Shephard (2002), Bec,
Rahbek et Shephard (2005) ont proposØ un modŁle capable de reproduire
des Øpisodes de non-stationnaritØ au moyen d￿ un processus gØomØtrique-
ment ergodique et globalement stationnaire. Un des intØrŒts de cette mod-
Ølisation ACR (Autoregressive Conditional Root) est d￿ o⁄rir une Øcriture
englobante des processus SETAR, STAR et autorØgressif ￿ changement de
rØgime markovien.
17Cet algorithme appliquØ au processus ￿ sauts markoviens est exposØ en dØtail par









































Le plus simple des processus ACR est l￿ ACR(1) d￿ expression :
yt = ￿styt￿1 + ut (2.32)
oø st est une indicatrice binaire prenant ses valeurs dans l￿ ensemble f0;1g, ￿
un coe¢ cient rØel et ut un bruit blanc gaussien. Cette Øquation est couplØe
￿ une hypothŁse relative ￿ la probabilitØ de l￿ Øtat dØcrit par st qui est
supposØe ne dØpendre que de la valeur passØe de la variable d￿ intØrŒt y :
Pr(st = 1 j yt￿1;ut) = Pr(st = 1 j yt￿1) = P(yt￿1) (2.33)
Ainsi y se comporte comme une marche au hasard si st = 0 et comme
un AR(1) stationnaire si st = 1 et j￿j < 1. La seule exigence est que la
fonction P (yt) tende vers l￿ unitØ lorsque jytj tend vers l￿ in￿ni.
Il est aisØ de voir qu￿ un cas particulier de processus SETAR ￿ 3 rØgimes
peut Œtre dØrivØ de cette structure. En e⁄et, en posant :
P(yt) =
(






￿yt￿1 + ut si jytj > c > 0
yt￿1 + ut sinon
(2.35)
Le rapport avec les processus ￿ transition douce STAR peut Œtre il-







= ￿0 + ￿1 f(yt) (2.36)
oø f() est une fonction croissante avec jytj. Comme d￿ aprŁs (2:32), on a :
￿yt = (￿st ￿ 1)yt￿1 + ut = st(￿ ￿ 1)yt￿1 + ut = stbyt￿1 + ut (2.37)
18Il s￿ agit d￿ un cas particulier dans la mesure oø les deux rØgimes extrŒmes station-
naires sont gouvernØs par la mŒme Øquation. Dans un SETAR on peut faire appara￿tre
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avec b = ￿ ￿ 1, il vient alors :
E[￿yt j yt ￿ 1] = b ￿
￿
exp[￿0 + ￿1f(yt￿1)]
1 + exp[￿0 + ￿1f(yt￿1)]
￿
￿ yt￿1 (2.38)
et ￿nalement on retrouve sur les variations de yt une expression typique du
modŁle STAR :
￿yt = b ￿
￿
exp[￿0 + ￿1f(yt￿1)]
1 + exp[￿0 + ￿1f(yt￿1)]
￿
￿ yt￿1 + ￿t (2.39)
oø ￿t est un bruit ￿ ØlØments indØpendants. Rappelons cependant que
contrairement au STAR, un processus ACR est en mesure de conna￿tre
des pØriodes de non stationnaritØ.
En￿n, il su¢ t de considØrer l￿ Øcriture (2.33) pour noter la proximitØ
de l￿ ACR avec les processus autorØgressifs ￿ sauts markoviens prØsentØs
auparavant. Une di⁄Ørence fondamentale est que la probabilitØ associØe ￿
un Øtat de la variable st est une fonction explicite de la variable yt￿1.
Dans sa forme la plus gØnØrale, le modŁle ACR est un processus vectoriel
tel que :
yt = st(￿11yt￿1+￿￿￿+￿1kyt￿k)+(1￿st)(￿21yt￿1+￿￿￿+￿2kyt￿k)+ut (2.40)
oø yt = (y1t;:::;ynt)0 et ut = (u1t;:::;unt)0 un processus en bruits
blancs. Comme dans le cas particulier prØcØdent, l￿ une des deux matrices
￿1 = (￿11;:::;￿1k) et ￿1 = (￿11;:::;￿1k) peut avoir des racines unitaires
alors mŒme que yt est globalement stationnaire. Les hypothŁses nØces-
saires ￿ ce rØsultat ainsi qu￿ une discussion des estimateurs du maximum
de vraisemblance sont prØsentØes dans Rahbek et Shephard (2002). Une
application univariØe au taux de change franc-mark est rØalisØe par Bec,
Rahbek et Shephard (2005). Les auteurs discutent notamment des prob-
abilitØs conditionnelles des deux rØgimes tirØes respectivement d￿ un ACR
et d￿ un SETAR. En particulier il n￿ est pas fait Øtat de rØsultats relatifs ￿

















































































Comment Construire une PrØvision
dans un ModŁle Non LinØaire ?
De fa￿on gØnØrale, que ce soit dans un modŁle linØaire ou non linØaire, il
existe trois principales formes de prØvision : les prØvisions ponctuelles, les
intervalles de con￿ance et la densitØ de prØvision. Dans le cas des modŁles
linØaires de type ARMA, seules les deux premiŁres formes de prØvisions sont
gØnØralement utilisØes. Les intervalles de con￿ance supposØs symØtriques
et continus permettent alors de rendre compte de l￿ incertitude autour de
l￿ erreur de prØvision au mŒme titre que la variance de l￿ erreur de prØvi-
sion. En revanche pour ces modŁles, la fonction de densitØ de la prØvision
est rarement, voire jamais reproduite, puisque comme nous l￿ avons ØvoquØ
en introduction les modŁles linØaires ne permettent pas de reproduire les
phØnomŁnes, tels que l￿ asymØtrie ou la multi modalitØs, susceptibles d￿ Œtre
analysØs et interprØtØs lors de l￿ examen de la densitØ de prØvision.
Au contraire, dans le cas des modŁles non linØaires les trois formes de
prØvisions retrouvent toutes leurs justi￿cations et leur intØrŒt. En e⁄et,
un des messages essentiels de la littØrature est qu￿ il totalement rØducteur
de se contenter d￿ une prØvision ponctuelle dans le cas d￿ un modŁle non
linØaire susceptible par exemple de gØnØrer des asymØtries. Les intervalles
de con￿ance associØs aux prØvisions peuvent alors Œtre non symØtriques
voire mŒme discontinus avec l￿ Ømergence de concepts tels que la HDR (High
Density Region). La fonction de densitØ de la prØvision peut de la mŒme










































plus ￿nes et nuancØes, liØes notamment aux asymØtries de cette distribution,
que ne le permet une simple prØvision ponctuelle moyenne.
En￿n, se pose un certain nombre de di¢ cultØs techniques liØes ￿ la
construction mŒme d￿ une prØvision ponctuelle dans le cadre de certains
modŁles non linØaires qui nØcessitnt souvent le recours ￿ des mØthodes de
simulation numØrique. C￿ est pour cette raison que nous Øvoquerons succes-
sivement d￿ une part les mØthodes de prØvision ponctuelle et d￿ autre part
les mØthodes d￿ intervalle de con￿ance et de densitØ de prØvision.
3.1 MØthodes de PrØvision Ponctuelle
Tout comme dans le cas des modŁles linØaires, les prØvisions Øtablies ￿
partir de modŁles non linØaires peuvent Œtre exprimØes sous la forme d￿ une
valeur ponctuelle traduisant une notion de prØvision au «point moyen» .
ConsidØrons un modŁle non linØaire s￿ Øcrivant sous la forme suivante :
yt = F (xt;￿) + "t (3.1)





et xt dØsigne un ensemble de variables pouvant in-
clure ￿ la fois des variables exogŁnes et des valeurs retardØes de la vari-
able endogŁne. On appelle skeleton, l￿ espØrance conditionnelle du proces-
sus yt, i:e: F (xt;￿): Soit b yt+hjt le prØdicteur optimal de yt+h compte tenu
de l￿ ensemble d￿ information disponible ￿ la date t; notØ ￿t; et soit b "t+hjt
l￿ erreur de prØvision associØe ￿ b yt+hjt. Par dØ￿nition, on a :
b yt+hjt = E [yt+h j ￿t] h ￿ 1 (3.2)
b "t+hjt = yt+h ￿ b yt+hjt (3.3)
Quel que soit le modŁle non linØaire envisagØ, la prØvision ￿ l￿ horizon
d￿ une pØriode (h = 1) ne pose pas de problŁme particulier. Puisque
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spond toujours au skeleton1 :
b yt+1jt = F (xt+1;￿) (3.4)
DŁs lors, la prØvision ponctuelle ￿ l￿ ordre un de tout modŁle non linØaire
peut s￿ obtenir de fa￿on analytique comme s￿ Øtait le cas pour les modŁles
linØaires. En revanche, pour un ordre de prØvision h > 1, dans le cas de
certains modŁles non linØaires, il n￿ existe pas de formule analytique per-
mettant d￿ obtenir aisØment cette prØvision ponctuelle. C￿ est en particulier
le cas des modŁles ￿ seuil pour lesquels on est obligØ d￿ avoir recours ￿ dif-
fØrentes mØthodes d￿ approximation ou mØthodes numØriques pour obtenir
les prØvisions. Avant d￿ Øvoquer ces derniŁres, commen￿ons par considØrer le
cas le plus simple dans lequel il existe une forme analytique aux prØvisions
ponctuelles.
3.1.1 MØthode Analytique
Il n￿ est possible de donner une expression analytique ￿ la prØvision pour
un horizon supØrieur ￿ une pØriode que pour quelques spØci￿cations parti-
culiŁres de modŁles non linØaires. Ter￿svirta (2005) recense en particulier
deux types de modŁles : le modŁle moyenne mobile ￿ seuil TMA et le
modŁle ￿ changement de rØgime markovien.
ConsidØrons le cas le plus simple d￿ un modŁle de type moyenne mobile
￿ seuil ou moyenne mobile asymØtrique tel que :






 j"t￿jI("t￿j>0) + "t (3.5)
oø I("t￿j>0) dØsigne la fonction indicatrice valant 1 si "t￿j > 0 et 0 dans le






. Comme mentionnØ prØcØdemment, la prØvision ￿ l￿ ordre 1 est
1Rappelons que par dØ￿nition du vecteur xt, la quantitØ xt+1 est soit exogŁne, soit
connue ￿ la date t. Si, par exemple, le modŁle est autorØgressif d￿ ordre un, i.e. xt = yt￿1,









































Øquivalente au skeleton :







La formule de la prØvision ￿ l￿ ordre 2 est similaire ￿ celle d￿ un modŁle
de type moyenne mobile linØaire ￿ l￿ exception du terme correspondant ￿
l￿ espØrance de la variable censurØe, i.e. "t+1I("t+1>0):












Rappelons que mŒme si "t est un processus centrØ sur 0, l￿ espØrance de la







2￿: On obtient ainsi :












De fa￿on gØnØrale si l￿ ordre de prØvision h est infØrieur ￿ l￿ ordre q de
la moyenne mobile, la prØvision ponctuelle ￿ l￿ ordre h; notØe b yt+hjt =
E [yt+h j ￿t]; vØri￿e :














Pour un horizon de prØvision supØrieur ￿ l￿ ordre q de la moyenne mobile,
la prØvision correspond alors ￿ l￿ espØrance non conditionnelle du processus
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yt; c￿ est ￿ dire ￿ :






 j h > q (3.10)
Reste que seules quelques spØci￿cations trŁs particuliŁres des modŁles
non linØaires permettent d￿ Øtablir de telles formules analytiques pour les
prØvisions ￿ un horizon supØrieur ￿ une pØriode. Dans la plupart des
cas, et en particulier dans le cas des modŁles ￿ seuil, il n￿ existe pas de
formule analytique et l￿ on est obligØ d￿ avoir recours ￿ di⁄Ørentes mØth-
odes d￿ approximation ou mØthodes numØriques pour obtenir les prØvisions.
Parmi ces mØthodes, ￿gurent au moins cinq mØthodes alternatives :
￿ MØthode de simulation par Monte-Carlo
￿ MØthode de simulation par Bootstrap
￿ MØthode dite ￿ Na￿ve￿ou mØthode dite ￿ du Skeleton￿
￿ MØthode Normal Forecast Error (NFE)
￿ MØthode dite de l￿ Estimation Dynamique.
Nous allons ￿ prØsent, prØsenter successivement ces di⁄Ørentes mØthodes
dans le cas particulier des modŁles ￿ seuils.
3.1.2 MØthodes de Simulation NumØrique
ConsidØrons un modŁle autorØgressif d￿ ordre 1 de type STAR(1;1;1) :
yt = F (yt￿1;￿) + "t (3.11)
oø F (yt￿1;￿) est une fonction non linØaire et ￿ un ensemble de paramŁtres.
ConsidØrons le cas d￿ un modŁle STAR oø la variable de transition corre-
spond au niveau de l￿ endogŁne retardØ d￿ une pØriode; i.e. xt = yt￿1. La



















































Comme nous l￿ avions mentionnØ, ￿ l￿ horizon d￿ une pØriode, sachant que
E ["t+1j ￿t] = 0, la prØvision ponctuelle optimale correspond simplement
au skeleton :
b yt+1jt = E [yt+1j￿t] = F (yt;￿) (3.13)
Toutefois, pour un ordre h supØrieur ￿ une pØriode, il n￿ est plus possible
d￿ obtenir une forme analytique de la prØvision. Par exemple, si l￿ on souhaite
prØvoir le niveau de yt+2; le prØdicteur optimal s￿ Øcrit alors sous la forme
suivante :
b yt+2jt = E [yt+2j￿t] = E [F (yt+1;￿)j￿t] (3.14)
Tout le problŁme tient alors au fait que de fa￿on gØnØrale l￿ opØrateur linØaire
espØrance ne peut pas Œtre interchangØ avec la fonction non linØaire F (:).
En d￿ autres termes, tout le problŁme provient du fait que :
E [F (yt+1;￿)j￿t] 6= F [E (yt+1j￿t);￿] (3.15)
et donc par consØquent :





Ainsi, contrairement ￿ un modŁle linØaire, il n￿ existe pas de relation
rØcursive simple entre la prØvision ￿ des horizons successifs qui permettrait
de calculer aisØment la prØvision ￿ un horizon h quelconque. La prØvision
optimale ￿ l￿ ordre deux est ainsi dØ￿nie par la relation suivante3 :








DŁs lors, si l￿ on souhaite prØvoir la valeur de yt+2 conditionnellement ￿






b yt+1jt + "t+1;￿
￿
f (") d" (3.18)
3En e⁄et, en omettant les paramŁtres dans l￿ expression de F (:), il vient
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oø f (") dØsigne la fonction de densitØ du choc "t+1: Etant donnØ qu￿ il
n￿ est gØnØralement pas possible de dØriver une expression analytique de
cette intØgrale, l￿ Øvaluation de la prØvision ponctuelle requiert l￿ utilisation
de mØthodes numØriques fondØes sur des simulations.
La mØthode de simulation numØrique la plus simple est la mØthode de
Monte-Carlo. Cette mØthode nØcessite que l￿ on fasse une hypothŁse sur









dans cette distribution et la prØvision ponctuelle de
yt+2, notØe b yMC






















Une mØthode alternative consiste ￿ rØ-Øchantillonner les rØsidus his-











sØquence des rØsidus historiques fb "1;b "2;::;b "tg. La prØvision ponctuelle de
yt+2 par mØthode de Bootstrap, notØe b yB
t+2jt, est dØ￿nie de fa￿on similaire






















Les avantages et inconvØnients respectifs de ces deux mØthodes sont
bien connus. L￿ avantage essentiel de la mØthode Bootstrap par rapport ￿ la
mØthode de Monte Carlo est qu￿ elle ne nØcessite a priori aucune hypothŁse
sur la distribution de "t+1.
La gØnØralisation de ces deux formules conduit des relations de rØcur-









































ponctuelle ￿ un horizon h quelconque. Ainsi, de fa￿on gØnØrale, les prØvi-
sions ponctuelles obtenues par mØthode de Monte Carlo et de Bootstrap
































t+h￿1 et b "
(i)
t+h￿1 dØsignent respectivement deux tirages du choc "t+h￿1
issus soit d￿ une distribution postulØe a priori, soit d￿ un tirage au hasard
dans la sØquence historique des chocs estimØs. La condition initiale de ces
relations de rØcurrence Øtant alors fournie par le skeleton pour l￿ ordre h = 1
(Øquation 3.13).
3.1.3 MØthode "Na￿ve" ou MØthode dite du "Skeleton"
Une autre solution permettant d￿ obtenir une prØvision ponctuelle dans un
modŁle non linØaire consiste ￿ nØgliger4 le terme d￿ erreur de prØvision "t+1
dans la formule (3.17). En posant "t+1 = 0, la prØvision optimale de yt+2,
dite prØvision ￿ na￿ve￿et notØe b yN
t+2jt, correspond alors simplement au skele-














avec b yt+1jt = F (yt;￿) (cf. Øquation 3.13). On obtient alors une formule
rØcursive facile ￿ mettre en ￿uvre et qui ne nØcessite aucune simulation
numØrique. Pour un ordre h quelconque la valeur de la prØvision ￿ na￿ve￿
4Autrement dit cela revient ￿ interchanger les opØrateurs F (:) et E (:) dans l￿ Øquation
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h ￿ 1 (3.25)
Cette mØthode "na￿ve", ou mØthode dite du "skeleton", a ØtØ utilisØe
entre autres par Tong (1990) et Brown et Mariano (1989). Naturellement,
elle conduit ￿ une forte perte d￿ e¢ cacitØ et ￿ des prØvisions biaisØes. Lin
et Granger (1994) montrent ainsi que les mØthodes de type Bootstrap ou
Monte Carlo dominent largement la mØthode na￿ve en termes de biais de
prØvision dans de nombreux exercices de simulations.
3.1.4 MØthode Normal Forecast Error (NFE)
Comme nous l￿ avons vu, le calcul de la prØvision optimale de yt+2 nØces-
site d￿ Øvaluer une intØgrale dØ￿nie notamment ￿ partir de la fonction de
densitØ des erreurs de prØvisions commises sur la prØvision ￿ l￿ ordre un
(Øquation 3.18). Il existe toutefois une autre fa￿on d￿ Øcrire la prØvision
optimale. Celle-ci revient ￿ exprimer la prØvision optimale en fonction
de la distribution conditionnelle du "vrai" processus yt+1 par rapport ￿
l￿ ensemble d￿ information disponible ￿ la date t. Formellement, la dØ￿nition














F (yt+1;￿)g (yt+1j￿t)dyt+1 (3.27)
oø g (yt+1j￿t) dØsigne la distribution conditionnelle de yt+1 par rapport ￿
l￿ ensemble d￿ information ￿t: Comme le note Van Dijk (2002), cette distrib-
ution correspond ￿ la distribution du rØsidu5 "t+1 avec une moyenne Øgale
￿ F (yt;￿). En e⁄et, compte tenu de la dØ￿nition de la prØvision ￿ l￿ ordre
un (Øquation 3.13), l￿ erreur de prØvision "t+1 est dØ￿nie par l￿ Øcart entre










































le vrai processus yt+1 et le skeleton, i.e. "t+1 = yt+1 ￿ F (yt;￿): Par con-
sØquent, la fonction de densitØ associØe ￿ l￿ erreur de prØvision "t+1; notØe
f ("t+1); peut se rØØcrire sous la forme f [yt+1 ￿ F (yt;￿)]: Conditionnelle-
ment ￿ l￿ ensemble d￿ information ￿t; le skeleton F (yt;￿) est connu. Ainsi,
la densitØ non conditionnelle des erreurs de prØvision f ("t+1) correspond en
fait ￿ la densitØ conditionnelle du vrai processus yt+1 centrØ sur F (yt;￿):
En￿n, sachant que le skeleton F (yt+1;￿) correspond ￿ l￿ espØrance condi-





E (yt+2jyt+1) g (yt+1j￿t)dyt+1 (3.28)
Naturellement, cette dØ￿nition ne rØsout en rien le problŁme de
l￿ Øvaluation de cette intØgrale. Mais elle prØsente certaines propriØtØs in-
tØressantes lorsque que l￿ on envisage la formule de rØvision des prØvisions
entre deux dates successives.
En e⁄et, dŁs lors que l￿ on cherche ￿ Øvaluer la prØvision optimale ￿ un
ordre h quelconque, se pose immØdiatement le problŁme de la caractØrisa-
tion de la distribution conditionnelle g (yt+hj￿t): Toutefois, celle-ci peut





g (yt+hjyt+h￿1) g (yt+h￿1j￿t) dyt+h￿1 (3.29)
Ainsi l￿ Øquation 3.28 peut Œtre gØnØralisØe ￿ la prØvision optimale b yt+hjt
pour un ordre h quelconque.
b yt+hjt = E (yt+hj￿t) =
Z 1
￿1
E (yt+hjyt+h￿1) g (yt+h￿1j￿t) dyt+h￿1
(3.30)
Cette Øquation signi￿e que la prØvision optimale ￿ l￿ ordre h dØpend de la
distribution conditionnelle de yt+h￿1. Par consØquent, une procØdure itØra-
tive peut Œtre envisagØe ￿ partir de la relation rØcursive (3.29) : pour carac-
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g (yt+1j￿t)), il su¢ t de calculer la quantitØ g (yt+h￿1jyt+h￿2): Or rap-
pelons que celle-ci n￿ est rien d￿ autre que la distribution du choc "t+h￿1 dont
la moyenne est ￿xØe ￿ F (yt+h￿2;￿): La procØdure rØcursive peut dØmarrer
pour h = 2 en utilisant le fait que g (yt+1j￿t) = f [yt+1 ￿ F (yt;￿)]: La car-
actØrisation de g (yt+h￿1j￿t) pour h > 2 implique alors de rØpØter la phase
d￿ intØgration numØrique dans l￿ Øquation (3.29). Toutefois, cette mØthode
peut s￿ avØrer trŁs lourde ￿ implØmenter notamment pour des valeurs de h
ØlevØes.
Une solution alternative consiste ￿ supposer que l￿ erreur de prØvision
commise ￿ l￿ horizon h ￿ 1 est normalement distribuØe. Formellement, on
suppose que l￿ erreur et+h￿1 = yt+h￿1 ￿ b yt+h￿1jt est distribuØe selon une
loi normale de moyenne nulle et de variance ￿2
h￿1: Sous cette hypothŁse,
la distribution conditionnelle g (yt+h￿1j￿t) correspond ￿ une distribution
normale d￿ espØrance Øgale ￿ b yt+h￿1jt; et de variance Øgale ￿ ￿2
h￿1: Cette
mØthode, fondØe sur l￿ hypothŁse de normalitØ de la derniŁre erreur de prØvi-
sion et proposØe initialement par Pemberton (1987), est connue sous le nom
de mØthode NFE pour Normal Forecast Error.
3.1.5 MØthode de l￿ Estimation Dynamique ou Dynamic Es-
timation (DE) Method
Dans l￿ esprit des mØthodes d￿ estimation dynamique appliquØes aux mod-
Łles linØaires (Clements et Hendry, 1996), il est possible de construire une
prØvision ponctuelle pour yt+h ￿ partir de l￿ information disponible en t en
Øtablissant directement au sein de l￿ Øchantillon d￿ estimation (in sample)
une relation entre yt et yt￿h: Par exemple, si l￿ on souhaite construire une
prØvision pour un horizon h de deux pØriodes, on commence par Øtablir la
forme de la relation entre yt et yt￿2: Formellement, si l￿ on considŁre le cas
d￿ un modŁle non linØaire autorØgressif d￿ ordre un, on a :









































Ce modŁle peut parfois se rØcrire sous une forme simpli￿Øe de type :
yt = G(yt￿1;￿) + vt (3.32)
oø vt dØsigne une combinaison Øventuellement non linØaire des chocs "t et
"t￿1. Ce modŁle simpli￿Ø peut Œtre estimØ et dŁs lors, ￿ partir de cette rela-
tion estimØe, il est possible de prØvoir directement yt+2 ￿ partir uniquement
de l￿ observation de yt :









; sauf pour le cas particulier d￿ une prØvision ￿
l￿ ordre h = 1 ne correspond naturellement pas au skeleton F (yt;￿) du
modŁle non linØaire. Cette mØthode discutØe dans Granger et Ter￿svirta
(1993) a notamment ØtØ utilisØe par Clements et Smith (1997) dans le cadre
des modŁles SETAR.
3.1.6 Application au ModŁle SETAR
A￿n d￿ illustrer ces di⁄Ørentes mØthodes de calcul de prØvision ponctuelle,
nous proposons ici une application au cas d￿ un modŁle simple type
SETAR(1;1;1). On considŁre le processus non linØaire suivant :




￿ Iyt￿1>c + "t (3.34)
oø Iyt￿1>c dØsigne la fonction indicatrice telle que Iyt￿1>c = 1 si yt￿1 >
c et 0 sinon. On suppose que les paramŁtres de ce modŁles notØs ￿ =
￿
￿1;0 : ￿1;1;￿2;0 : ￿2;1;c
￿






: Soit F (yt￿1;￿) le skeleton associØ ￿
yt tel que :
yt = F (yt￿1;￿) + "t (3.35)
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Nous avons vu que pour la prØvision ￿ l￿ ordre 1, notØe b yt+1jt =
E [yt+1j￿t]; il n￿ y pas de divergence de mØthode puisque la prØvision op-
timale se ramŁne au skeleton :





En revanche, pour un horizon h au moins Øgal ￿ deux pØriodes, les dif-
fØrentes mØthodes de prØvision ponctuelle donnent des rØsultats di⁄Ørents.
La prØvision "na￿ve" ou du "skeleton" est obtenue en nØgligeant le terme
d￿ erreur de prØvision dans la formule (3.17). Ainsi, la prØvision "na￿ve" ￿
l￿ ordre h; notØe b yN
t+hjt; est dØ￿nie par une formule rØcursive en fonction de








= ￿1;0 + ￿1;1b yN
t+h￿1jt +
￿





La prØvision optimale ￿ l￿ ordre h ￿ 2 obtenue par la mØthode de Monte










dans une distribution supposØe pour les rØsidus. A
partir de ces sØquences de chocs, on peut alors reconstruire des sØquences






; selon la formule
de rØcurrence :
b yi
t+hjt = ￿1;0 + ￿1;1b yi
t+h￿1jt +
￿









t+1jt = b yt+1jt = F (yt;￿) 8i = 1;:;N (3.40)
A partir de ces N sØquences simulØes, on construit un estimateur de Monte
Carlo b yMC
t+hjt ￿ l￿ horizon h en considØrant tout simplement la moyenne em-


















































La prØvision optimale obtenue par la mØthode de Bootstrap, notØe b yB
t+hjt;
sera obtenue par une formule de rØcurrence identique ￿ la di⁄Ørence prŁs
que les chocs utilisØs dans les simulations auront ØtØ obtenus par rØ-
Øchantillonnage des rØsidus historiques.
La prØvision ponctuelle ￿ l￿ ordre h obtenue par la mØthode NFE, notØe





E (yt+hjyt+h￿1) g (yt+h￿1j￿t) dyt+h￿1 (3.42)
oø g (yt+h￿1j￿t) dØsigne une distribution normale de moyenne nulle et
de variance ￿2
h￿1: Clements et Smith (1997) montrent que dans le cas du




































oø ￿(:) et ￿(:) dØsignent respectivement les fonctions de rØpartition et de
densitØ de la loi normale standard et oø b yNFE
t+h￿1jt dØsigne la prØvision opti-
male ￿ l￿ ordre h ￿ 1: Cette formule indique que la prØvision optimale n￿ est
rien d￿ autre qu￿ une somme pondØrØe des prØvisions obtenues dans chacun
des deux rØgimes du SETAR. Les poids sont dØ￿nis par la probabilitØ que
l￿ observation yt+h appartienne ￿ un rØgime particulier. En e⁄et, condi-
tionnellement ￿ la valeur de yt+h￿1; la probabilitØ que l￿ observation yt+h
appartienne au rØgime 1 (dØ￿ni par les paramŁtres ￿1;0 et ￿1;1) est Øgale
￿ la probabilitØ que yt+h￿1 soit infØrieur au paramŁtre de seuil c; soit sous
l￿ hypothŁse de normalitØ ￿[(c ￿ yt+h￿1)=￿h￿1]:








































7ModŁles Non LinØaires et PrØvisions 45
l￿ hypothŁse de normalitØ) par comparaison de la prØvision6 b yNFE
t+h￿1jt au seuil
c. Le dernier terme correspond alors ￿ un terme de correction. De Gooijer
and de Bruin (1998) dØrivent les formules de rØcurrence pour la variance
de l￿ erreur de prØvision ￿2
















































￿1;0 + ￿1;1b yNFE
t+h￿1jt
￿i









" dØsigne la variance des rØsidus du modŁle et oø
ph￿1 = ￿
h￿






dØsigne la probabilitØ estimØe que l￿ observation yt+h appartienne au rØgime
un.
ConsidØrons en￿n la prØvision ponctuelle par la mØthode d￿ Estimation
Directe (DE). Dans ce cas il convient au prØalable d￿ estimer une relation
entre la valeur yt+h et yt: ConsidØrons le cas d￿ une prØvision ￿ l￿ ordre h = 2:
On sait que :




￿ Iyt+1>c + "t+2 (3.46)
= ￿1;0 + ￿1;1
￿














￿ Iyt>c + "t+1
￿￿
￿ Iyt+1>c + "t+2
En nØgligeant les termes multipliØs par l￿ indicatrice Iyt+1>c; on se
ramŁne ainsi ￿ une relation non linØaire entre yt+2 et yt de la forme :
yt+2 =  0;2 +  1;2yt + Iyt>￿2
￿
 2;2 +  3;2yt
￿
+ ￿t+2 (3.47)









































oø les paramŁtres  j;2; j = 0;::;3 et le seuil ￿2 sont des combinaisons non
linØaires des paramŁtres initiaux. Reste alors ￿ estimer in sample cette
relation en utilisant la mŒme mØthode de Moindres CarrØs Non LinØaires
que celle utilisØe pour l￿ estimation des paramŁtres d￿ un modŁle SETAR ou
STAR usuel. Compte tenu des paramŁtres estimØs b  j et b ￿, la prØvision
optimale, notØe b yDE
t+2jt; s￿ Øcrit :
b yDE
t+2jt = b  0 + b  1yt + Iyt>￿
￿
b  2 + b  3yt
￿
(3.48)
De la mŒme fa￿on, la gØnØralisation pour une prØvision ￿ un ordre h
conduit ￿ une relation de la forme :
b yDE
t+hjt = b  0;h + b  1;hyt + Iyt>￿h
￿
b  2;h + b  3;hyt
￿
(3.49)
oø b  j;h; j = 0;::;3 et b ￿h dØsignent des estimateurs de combinaisons (non
linØaires) des paramŁtres initiaux obtenus sur la pØriode d￿ Øchantillon par
la projection (non linØaire) de yt+h sur yt:
Lin et Granger (1994) ou Clements et Smith (1997) ont ainsi comparØ
ces di⁄Ørentes mØthodes d￿ estimation ponctuelles dans le cas des modŁles
STAR et SETAR. Leur principale conclusion est que les mØthodes de sim-
ulation par Monte Carlo ou Bootstrap donnent de bons rØsultats compar-
ativement aux autres mØthodes et prØsentent en outre l￿ avantage d￿ une
grande simplicitØ dans leur mise en oeuvre.
3.2 MØthodes de PrØvision par Intervalle de Con￿ance et
par DensitØ
Un avantage des mØthodes ponctuelles de prØvision par simulation (Boot-
strap ou Monte-Carlo) rØside dans le fait qu￿ elles permettent d￿ obtenir
en sous produit un ensemble de rØplications qui autorise ￿ sous tour
l￿ estimation de la distribution conditionnelle g (yt+hj￿t) et/ou la con-
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En e⁄et, comme nous l￿ avons mentionnØ prØcØdemment les mØthodes
de prØvision par Monte Carlo ou par Bootstrap requiŁrent le calcul d￿ un


























dans le cas des prØvisions par Bootstrap. Il est naturel de penser que, dans
ce contexte, la prØvision ponctuelle appara￿t rØductrice, dans la mesure oø




i=1 (1=N) b y
(i)
t+hjt ou b yB
t+hjt =
PN
i=1 (1=N) b y
(i)
t+hjt: Au contraire,
on peut envisager ￿ partir de la distribution empirique des N simulations
b y
(i)
t+hjt de construire (i) soit un estimateur de la distribution conditionnelle
thØorique g (yt+hj ￿t); (ii) soit directement un intervalle de con￿ance.
3.2.1 PrØvision par DensitØ
La prØvision par densitØ fournit bien plus d￿ information au dØcideur
Øconomique que la seule espØrance de cette distribution qui reportØe dans le
cas de la prØvision ponctuelle. En particulier, elle permet (i) d￿ apprØhender
les Øventuelles asymØtries de la distribution conditionnelle de la prØvision
et (ii) l￿ Øventuelle existence de plusieurs modes. En e⁄et, contrairement
au cas d￿ un modŁle linØaire, un modŁle non linØaire peut engendrer une
distribution de prØvisions asymØtrique, et cela mŒme dans le cas d￿ une dis-
tribution symØtrique des rØsidus. Or, comme le note Ter￿svirta (2005),
cette information est essentielle : si par exemple, dans le cas d￿ une prØvi-
sion d￿ in￿ ation, la densitØ de la prØvision prØsente une skewness positive,
cela implique que les erreurs associØes ￿ la prØvision ponctuelle ont une
plus forte probabilitØ d￿ Œtre positives que nØgatives. Ce qui peut nØcessiter









































prØvision permet en outre de mettre en Øvidence l￿ existence d￿ Øventuelles
caractØristiques bi-modales ou multi-modales, mŒme si ce phØnomŁne est a
priori relativement rare sur sØries macro-Øconomiques.
Techniquement, les simulations Monte Carlo ou Bootstrap b y
(i)
t+hjt peu-
vent Œtre considØrØes comme des rØalisations de la distribution condition-
nelle thØorique g (yt+hj￿t) dont l￿ espØrance correspond ￿ la prØvision op-
timale ponctuelle b yt+hjt = E (yt+hj￿t): A partir de ces N rØalisations,
on peut dŁs lors construire un estimateur ￿ noyau de la densitØ condi-
tionnelle par les techniques usuelles de l￿ ØconomØtrie non paramØtriques.
L￿ estimateur ￿ noyau de la fonction de densitØ g (yt+hj￿t) ØvaluØe au point
b y
(i)


































oø K (:) dØsigne une fonction kernel et ￿ est un paramŁtre de lissage (band-
width parameter). Di⁄Ørentes fonctions kernel peuvent Œtre utilisØes dans
ce cas (gaussienne, triangulaire, quartic, Epanechnikov, quadratic spectral
etc.), puisqu￿ il est reconnu de fa￿on gØnØrale qu￿ ￿ l￿ exception d￿ un kernel
uniforme, le choix de cette fonction n￿ a que peu d￿ incidence sur le biais
d￿ estimation de la fonction de densitØ7. Quant au choix du paramŁtre de
lissage ￿, il dØtermine le poids de chaque simulation b y
(j)
t+hjt dans la construc-
tion de l￿ estimateur de la densitØ au point particulier b y
(i)
t+hjt: Ce choix est









; mais aussi sa variance. On peut alors choisir la valeur de
￿ de sorte ￿ minimiser un critŁre de qualitØ d￿ ajustement8 de l￿ estimateur
tel que l￿ AMISE (Approximate Mean Integrated Squared Error) ou la GCV
(General Cross-Validation):
7Voir Yatchew (2003) pour plus de dØtails sur les procØdures non paramØtriques
d￿ estimation de fonction de densitØ.
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3.2.2 PrØvision par Intervalle de con￿ance
Une autre fa￿on de rendre compte de l￿ incertitude autour de la prØvision
ponctuelle consiste naturellement ￿ reporter un intervalle de con￿ance sur
cette prØvision. Dans le cadre d￿ un modŁle linØaire, l￿ intervalle de con￿-
ance sur la prØvision est construit comme un intervalle symØtrique autour
de la prØvision ponctuelle. Par exemple, sous l￿ hypothŁse de normalitØ des
rØsidus du modŁle, un intervalle de con￿ance pour un seuil de ￿% corre-
spond au segment continu dØ￿ni par les bornes b yt+hjt ￿￿￿1 (1 ￿ ￿=2)b ￿ hjt
et b yt+hjt + ￿￿1 (1 ￿ ￿=2)b ￿ hjt oø b ￿
2
hjt dØsigne la variance de l￿ erreur de
prØvision yt+h ￿ b yt+hjt: A l￿ inverse dans le cas d￿ un modŁle non linØaire,
l￿ intervalle de con￿ance sur la prØvision peut Œtre (i) symØtrique ou non
symØtrique et (ii) continu ou non continu suivant la forme de la densitØ
conditionnelle g (yt+hj￿t). Hyndman (1996) propose ainsi trois principales
mØthodes pour calculer un intervalle de con￿ance dans le cas d￿ un modŁle
non linØaire.
￿ La premiŁre mØthode consiste ￿ construire un intervalle de con￿-
ance symØtrique et continu autour de b yt+hjt tel que :
P
￿
b yt+hjt ￿ ! ￿ yt+h ￿ b yt+hjt + !
￿ ￿￿t
￿
= 1 ￿ ￿ (3.53)
￿ La seconde mØthode consiste ￿ considØrer un intervalle de con-
￿ance continu (pas nØcessairement symØtrique) entre les quan-
tiles g￿1 (￿=2) et g￿1 (1 ￿ ￿=2) de la distribution conditionnelle








= 1 ￿ ￿ (3.54)
￿ La troisiŁme mØthode revient ￿ envisager un intervalle de con￿-
ance non nØcessairement symØtrique et non nØcessairement con-
tinu. Formellement, une telle approche ￿ dØ￿nir la rØgion de plus
haute probabilitØ ou HDR (High Density Region) telle que :









































Fig. 3.1 DØ￿nition de la High Density Region
w
HDR
Pr(yt+t 2 HDR￿j￿t) = 1 ￿ ￿ (3.56)
Sur le graphique (3.1) est reprØsentØ un exemple d￿ HDR obtenu pour
une distribution conditionnelle bi-modale. Il s￿ agit alors de dØterminer un
seuil w tel que la probabilitØ que la probabilitØ que la sØrie yt+h appartienne
￿ cet intervalle disjoint soit Øgale ￿ 1 ￿ ￿%:
Lorsque la densitØ conditionnelle de la prØvision g (yt+hj￿t) est
symØtrique et unimodale, les trois intervalles de con￿ance co￿ncident. Seule
la troisiŁme approche fondØe sur la HDR permet ￿ la fois de rØvØler
l￿ asymØtrie et l￿ aspect multi-modal de la distribution de la prØvision. C￿ est
une des raisons pour lesquelles, cette mØthode de construction de l￿ intervalle
de con￿ance est gØnØralement prØconisØe (Hyndman, 1996). De plus, on
peut montrer que cette mØthode conduit toujours ￿ l￿ intervalle de con￿ance
prØsentant la plus faible amplitude (ou une amplitude identique ￿ celles des
autres intervalles dans le cas d￿ une distribution continue et symØtrique).
En￿n, cette mØthode est trŁs facile ￿ mettre en oeuvre ￿ la suite des simu-









































Comment Evaluer une PrØvision dans
un ModŁle non LinØaire ?
GØnØralement, les Øconomistes s￿ intØressent principalement ￿ la production
et par consØquent ￿ l￿ Øvaluation de prØvisions ponctuelles, accompagnØe
Øventuellement d￿ un minimum d￿ informations (sous la forme par exemple
d￿ un Øcart type de l￿ erreur de prØvision ou d￿ un intervalle de con￿ance) con-
cernant le degrØ d￿ incertitude de autour de cette prØvision. Mais, le dØbat
sur l￿ apport des modŁles non linØaires en matiŁre de prØvision a conduit ￿
un profond renouvellement des mØthodes d￿ Øvaluation de ces prØvisions.
Globalement, cette Øvolution est allØe dans le sens d￿ une plus grande
prise en compte de l￿ incertitude des prØvisions dans la phase d￿ Øvaluation.
Sont ainsi apparues des approches visant tout d￿ abord ￿ Øvaluer la va-
liditØ des intervalles de con￿ance associØs aux prØvisions avec les travaux
pionniers de Christo⁄ersen (1998). Puis toujours dans le sens d￿ une plus
grande prise en compte de l￿ incertitude, les procØdures d￿ Øvaluation se sont
progressivement orientØes vers la l￿ Øvaluation de la densitØ conditionnelle
complŁte des prØvisions. En e⁄et, on con￿oit que tester la validitØ d￿ une
prØvision ne peut se rØsumer ￿ tester la validitØ de la prØvision moyenne.
Il est certes intØressant de tester la validitØ de la prØvision moyenne de
l￿ in￿ ation (2% par exemple), mais il est Øvident que si le modŁle utilisØ
conduit ￿ une prØvision symØtrique autour de cette valeur, alors que dans
les faits, il y a deux fois plus de chances que l￿ in￿ ation soit supØrieure ￿ cette










































liditØ de ce modŁle de prØvision qui ne peut conduire qu￿ ￿ une apprØciation
erronØe du phØnomŁne prØvu.
Dans le cadre de cette Øvolution des mØthodes de validation des prØvi-
sions, plusieurs dimensions de l￿ analyse doivent Œtre prise en compte de
fa￿on simultanØe. La premiŁre dimension du dØbat oppose d￿ une part les
techniques d￿ Øvaluation des prØvisions ponctuelles et par intervalle de con-
￿ance et d￿ autre part les mØthodes d￿ Øvaluation des densitØs de prØvision.
Dans le cas des premiŁres, les tests de validation sont gØnØralement fondØs
sur des fonctions de pertes associØes aux erreurs de prØvisions dØ￿nies par
rapport aux prØvisions ponctuelles ou aux sØquences de violation dans le
cas de prØvision par intervalle de con￿ance. On dØ￿nit une violation comme
une situation dans laquelle la valeur ex-post de la variable prØvue n￿ est pas
comprise au sein de l￿ intervalle construit ex-ante. Dans le cas de l￿ Øvaluation
des densitØs de prØvisions, les tests de validation ne portent plus sur l￿ erreur
de prØvision, mais visent gØnØralement ￿ tester l￿ adØquation entre la densitØ
conditionnelle de prØvision et la densitØ du processus gØnØrateur des don-
nØes (DGP) telle que rØvØlØe par les rØalisations de la variable ￿ prØvoir.
Un modŁle de prØvision est alors jugØ valide si la densitØ conditionnelle de
prØvision est "proche" du DGP.
La deuxiŁme dimension du dØbat oppose l￿ Øvaluation des prØvisions sur
la pØriode d￿ estimation du modŁle (in sample) ￿ l￿ Øvaluation hors pØriode
d￿ estimation (out of sample). Ce choix est classique en ØconomØtrie et
n￿ est pas spØci￿que en ØconomØtrie non linØaire. L￿ Øvaluation out of sample
requiert une estimation du modŁle de type rØcursive (recursive estimate) ou
de type glissante (rolling estimate) et donc un ajustement des formules des
statistiques de tests et de leur distribution. Dans cette partie toutefois, nous
ne prØsenterons que les formules pour le cas d￿ une Øvaluation in sample1.
La troisiŁme dimension du dØbat oppose les mØthodes fondØes sur une
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Øvaluation absolue aux mØthodes fondØes sur une Øvaluation relative des
prØvisions. En e⁄et, quelle que soit la forme de la prØvision (ponctuelle ou
densitØ), il existe deux grandes classes de tests de validation. La premiŁre
classe regroupe tous les tests qui s￿ attachent ￿ tester la validitØ des prØvi-
sions issues d￿ un modŁle en particulier et qui admettent pour hypothŁse
nulle la validitØ des prØvisions issues de ce modŁle. A l￿ inverse, d￿ autres
tests reposent au contraire sur une Øvaluation relative des prØvisions issues
de deux modŁles ou plus gØnØralement d￿ un nombre ￿ni de modŁles. Un
exemple est le test de Diebold et Mariano (1995) qui permet d￿ Øvaluer si les
prØvisions ponctuelles issues de deux modŁles alternatifs sont Øquivalentes
au regard d￿ une fonction de perte calculØe ￿ partir des erreurs de prØvisions.
Dans ce cas, le rejet de l￿ hypothŁse nulle n￿ implique que la prØØminence,
mesurØe en termes de qualitØ prØdictive, d￿ un modŁle par rapport ￿ l￿ autre,
mais ce rejet n￿ implique en rien que la prØvision du meilleur modŁle soit
correctement spØci￿Øe.
Dans ce contexte, certains tests d￿ Øvaluation des densitØs de prØvisions
permettent de comparer un nombre ￿nis de modŁles alternatifs potentielle-
ment tous mal spØci￿Øs par rapport ￿ un modŁle de rØfØrence qui lui-mŒme
peut Œtre mal spØci￿Ø. Ces tests permettent ainsi de choisir parmi un ensem-
ble de modŁle le moins mauvais (ou le meilleur) part rapport ￿ un modŁle
de rØfØrence, mais en aucun cas ils ne garantissent la validitØ (au sens de
la distance avec la densitØ du DGP) de la densitØ de prØvision obtenue ￿
partir du meilleur modŁle testØ.
Nous allons ￿ prØsent successivement prØsenter les di⁄Ørentes mØthodes
d￿ Øvaluation des prØvisions propres aux prØvisions ponctuelles, aux prØvi-









































4.1 Evaluation des PrØvisions Ponctuelles
L￿ Øvaluation des prØvisions ponctuelles se fait traditionnellement sur la base
de critŁres construits ￿ partir d￿ une sØquence d￿ erreurs de prØvisions. Le
critŁre le plus communØment utilisØ correspond ￿ l￿ estimateur de la vari-
ance de l￿ erreur de prØvision, notØ2 MSFE (Mean Squared Forecast Error)
ou de son Øcart type, notØ RMSFE (Root Mean Squared Forecast Error).
Cet estimateur est gØnØralement construit ￿ partir de m expØriences succes-
sives3 de prØvisions ￿ l￿ horizon h menØes conditionnellement ￿ l￿ information

















oø b yT+h+jjt+j dØsigne la prØvision ￿ l￿ horizon h rØalisØe conditionnellement
￿ l￿ information disponible en T + j:
Une mesure alternative de la qualitØ des prØvisions ponctuelles est le
critŁre de la moyenne des erreurs absolues, gØnØralement notØe MAFE














Naturellement, le modŁle qui possŁde le plus critŁre MSFE et/ou
MAFE le plus faible est celui qui prØsente les meilleures propriØtØs prØdic-
tives. DŁs lors, la question se pose de pouvoir comparer ces critŁres pour
2On trouve aussi les appelations MSPE (Mean Squared Prediction Error) et
RMSPE (Root Mean Squared Prediction Error).
3Les paramŁtres du modŁle de prØvision peuvent Œtre estimØs de fa￿on glissante ou
de fa￿on rØcursive. Une alternative consiste ￿ consiste ￿ calculer la variance de l￿ erreur
de prØvision ￿ une date de rØfØrence donnØe, ￿ partir des N prØvisions simulØes par la













t+hjt est une simulation de prØvision (Monte Carlo ou Bootsrap) ￿ l￿ horizon h
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deux modŁles A et B concurrents. C￿ est prØcisØment a￿n de rØpondre ￿
cette question que di⁄Ørents tests ont ØtØ proposØs depuis les travaux pio-
nniers de Diebold et Mariano (1995). Nous prØsenterons successivement ce
test puis une extension proposØe par Harvey, Leybourne et Newbold (1997)
prØsentant de meilleurs propriØtØs sur petits Øchantillons.
Dans un second temps, nous prØsenterons une autre approche de
l￿ Øvaluation des prØvisions ponctuelles qui est spØci￿que aux modŁles non
linØaires. Il s￿ agit dans ce cas, non plus de mesurer directement une erreur
de prØvision sur l￿ endogŁne (ou la variance de cette erreur), mais d￿ Øvaluer
la capacitØ du modŁle ￿ bien prØvoir les rØgimes. Dans le cas oø le mØ-
canisme de transition entre rØgimes est fondØ sur les valeurs passØes de
l￿ endogŁne (SETAR par exemple), les deux approches doivent fournir des
Øvaluations compatibles.
4.1.1 Les Tests de Diebold et Mariano (1995)
Dans cette perspective de comparaison des prØvisions ponctuelles, Diebold
et Mariano (1995) ont proposØ trois statistiques permettant de tester
l￿ hypothŁse nulle selon laquelle deux modŁles concurrents prØsentent les
mŒmes qualitØs prØdictives. La grande force de leur dØmarche repose sur le
fait que ces statistiques peuvent Œtre appliquØes ￿ partir d￿ un grand nom-
bre de critŁres (MSFE, MAE, etc.) ou de fonctions de perte et que leur
distribution asymptotique est Øtablie sous des hypothŁses trŁs gØnØrales.
Ainsi, avec ces tests il est possible de comparer (sur la base de n￿ importe
quel critŁre) deux modŁles prØsentant des erreurs de prØvisions Øventuelle-
ment non normales, de moyenne non nulle, Øventuellement auto-corrØlØes
et mŒme corrØlØes entre elles.
On considŁre deux modŁles A et B (par exemple un modŁle linØaire et un









pour t = 1;::;m. Soit g (b "t+h)









































perte peut Œtre di⁄Ørente des critŁres d￿ Øvaluation usuels (MSFE, MAE)
et re￿ Øter par exemple la sensibilitØ du dØcideur Øconomique ￿ l￿ asymØtrie de
la distribution des erreurs. Quelle que soit la fonction de perte ou le critŁre
utilisØ, l￿ hypothŁse nulle du test de Diebold et Mariano (1995) est que les
deux modŁles prØsentent en moyenne des qualitØs prØdictives identiques.














ou alternativement sous la forme :
H0 : E (dt) = 0 (4.4)
oø dt dØsigne l￿ Øcart des valeurs de la fonction de perte associØes aux prØvi-










Si l￿ on souhaite par exemple comparer les deux modŁles sur la base du
critŁre de la MSFE ou de la MAE, il su¢ t respectivement de poser g (b "t) =
b "
2
t ou g (b "t) = jb "tj.
Diebold et Mariano proposent alors une premiŁre statistique, notØe
DM, fondØe sur la moyenne empirique des di⁄Ørentiels de perte d =
(1=m)
Pm
j=1 dj. Sous l￿ hypothŁse nulle, cette moyenne converge vers une loi
normale centrØe et de variance Øgale ￿ ￿2
d;0=m oø ￿2
d;0 dØsigne la variance
















La variance de long terme ￿2
d;0 peut Œtre estimØe de fa￿on standard
par un estimateur ￿ noyau qui correspond, ￿ un coe¢ cient multiplicatif
prŁs, ￿ une somme pondØrØe des auto-covariances avancØes et retardØes du
processus dj: Etant donnØ que pour une prØvision optimale ￿ l￿ horizon h;
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Diebold et Mariano proposent de considØrer ce rØsultat comme approxima-
tivement valide pour tout modŁle de prØvision et de ne retenir des poids
strictement positifs que pour les autocovariances d￿ ordre infØrieur ou Øgal
￿ h ￿ 1: Plusieurs fonctions kernel satisfont cette propriØtØ, mais Diebold
et Mariano retiennent une fonction kernel uniforme. Sous cette hypothŁse,







b ￿d (j) = b ￿d (0) + 2
h￿1 X
j=1
b ￿d (j) (4.7)








dØsigne l￿ autocovariance em-
pirique d￿ ordre j du processus dt: Notons au passage que si l￿ on consid-
Łre une prØvision ￿ l￿ ordre h = 1; un estimateur de la variance de long
terme b ￿
2
d;0 se ramŁne tout simplement ￿ la variance empirique b ￿0 (j) des
di⁄Ørentiels de pertes d1;::;dm: Dans le cas gØnØral, b ￿
2
d;0 est un estimateur
convergent de ￿2
d;0 et la statistique DM fondØe sur b ￿
2
d;0 converge asympto-
tiquement approximativement vers une loi normale centrØe rØduite.
Notons que ce test ne peut pas Œtre appliquØ lorsque les modŁles A et B
sont embo￿tØs (nested models). L￿ intuition est la suivante : supposons que
les paramŁtres des deux modŁles soient connus et que les donnØes soient
gØnØrØes par le modŁle le plus restreint, les prØvisions fournies par les deux
modŁles sont alors strictement identiques et la distance dt est nulle. Dans
ce cas, la distribution asymptotique de la statistique DM ne peut plus Œtre
Øtablie sous l￿ hypothŁse nulle. Naturellement, cette dØgØnØrescence n￿ existe
plus lorsque les paramŁtres des modŁles embo￿tØs sont estimØs. Clark et
McCracken (2001) proposent un test alternatif applicable aux modŁles em-
bo￿tØs ou non.
Diebold et Mariano (1995) ont en outre proposØ dans leur Øtude deux
autres statistiques de test qui prØsentent quant ￿ elle des distributions ex-









































￿nie des tests n￿ est pas sans intØrŒt en pratique, car dans de nombreux
cas le nombre de prØvisions m disponibles est relativement faible. Ainsi, le
second test proposØ par Diebold et Mariano (1995) est un test de signe :













Cette hypothŁse nulle ne traduit pas exactement la mŒme notion
d￿ Øquivalence des qualitØs prØdictives des modŁles A et B que celle testØe
par la statistique DM; sauf bien Øvidemment, dans le cas de distributions
de pertes symØtriques oø l￿ espØrance et la mØdiane sont confondues. Pour
autant, il s￿ agit d￿ une notion a priori intuitive qui implique notamment que
sous H0 la probabilitØ d￿ obtenir une perte plus forte avec le modŁle A (com-
parativement au modŁle B) doit Œtre identique ￿ la probabilitØ d￿ obtenir























Si l￿ on suppose que les di⁄Ørentiels de pertes sont i:i:d:, le nombre de
di⁄Ørentiels positifs suit une loi binomiale de paramŁtres m et 0:5 sous














oø I(dt>0) dØsigne la fonction indicatrice valant 1 si dt > 0 et 0 sinon. Dans
la mŒme perspective, Diebold et Mariano (1995) construisent un troisiŁme
test de Wilcoxon fondØ sur les rangs et les signes des di⁄Ørentiels de perte.
4Sur grands Øchantillons, la version de Student de cette statistique est asymptotique-







Dans le cas d￿ Øchantillons de di⁄Ørentiels non i:i:d:; Diebold et Mariano (1995) proposent
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Dans ce cas, les auteurs supposent que la distribution des di⁄Ørentiels est
symØtrique, centrØe et i:i:d: La statistique de test, notØe DM3; correspond





Cette statistique admet une distribution exacte et invariante ￿ la distribu-
tion des di⁄Ørentiels de pertes qui est tabulØe5.
4.1.2 Les Tests de Harvey, Leybourne et Newbold (1997)
Parmi les trois approches prØsentØes prØcØdemment, c￿ est sans conteste le
test asymptotique fondØ sur la statistique DM qui est le plus souvent retenu
dans les applications empiriques des tests de Diebold et Mariano (1995).
Pourtant, Harvey, Leybourne et Newbold (1997) montrent que cette sta-
tistique a tendance sur petits Øchantillons ￿ prØsenter une taille empirique
largement supØrieure ￿ la taille nominale. Ces rejets ￿ tort sont encore plus
frØquents lorsque l￿ horizon h de la prØvision augmente. C￿ est pourquoi les
auteurs ont proposØ6 en consØquence une version modi￿Øe de cette statis-
tique qui permet de corriger ce dØfaut. Pour le reste, la logique du test est
exactement le mŒme que celle du test de Diebold et Mariano (1995).
La correction proposØe par Harvey, Leybourne et Newbold est liØe tout
d￿ abord au fait qu￿ ils considŁrent l￿ expression exacte de la variance de long




et non la variance
asymptotique de cette moyenne empirique comme chez Diebold et Mariano
5La version de Student de cette statistique vØri￿e :
DM3 ￿ m(m + 1)=4
p




6Plus prØcisØment, les auteurs proposent deux tests concurrents : l￿ un fondØ sur
une statistique de Diebold Mariano modi￿Øe et l￿ autre sur une statistique de Morgan-
Granger-Newbold (Granger et Newbold, 1977) modi￿Øe. Cette derniŁre est fondØe sur
l￿ Øtude de la corrØlation de x = b "t+hjt;A ￿ b "t+hjt;B et de z = b "t+hjt;A + b "t+hjt;B:
Ils recommandent ￿nalement l￿ utilisation de la statistique de Diebold Mariano modi￿Øe,
notamment en raison du manque de robustesse du second type de test en prØsence de









































(1995): La seconde di⁄Ørence tient au fait qu￿ ils estiment cette variance de
long terme ￿ partir d￿ estimateurs des autocovariances b ￿d obtenus ￿ partir
d￿ une correction pour petit Øchantillon. Ainsi, leur estimateur de la variance
































: En supposant que
l￿ ordre j des autocovariances (j ￿ h ￿ 1) est relativement petit compara-
tivement au nombre de prØvisions disponibles m, les auteurs montrent que
cette estimateur est biaisØ sur petit Øchantillon (mais asymptotiquement





















Harvey, Leybourne et Newbold proposent dŁs lors d￿ utiliser un estima-
teur non biaisØ de la variance dans la construction d￿ une statistique de


















oø DM dØsigne la statistique de Diebold et Mariano dØ￿nie par l￿ Øquation
(4.6) et oø d = (1=m)
Pm









teurs montrent que dans di⁄Ørentes expØriences, cette correction permet de
rØduire trŁs sensiblement la frØquence de rejet ￿ tort sous l￿ hypothŁse nulle
d￿ ØgalitØ des modŁles, mŒme si elle ne permet pas totalement de corriger ce
problŁme. La statistique DM￿ a souvent une taille empirique supØrieure ￿
la taille nominale dØsirØe (oversized test).
4.1.3 Les Tests Non-ParamØtriques de PrØvisions de
RØgime : Pesaran et Timmerman (1992)
Une fa￿on alternative d￿ Øvaluer la qualitØ d￿ un modŁle de prØvision ￿
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les rØgimes futurs, qui dans le cas de modŁle STAR dØpendent du niveau
anticipØ de l￿ endogŁne. Cette idØe a ØtØ reprise notamment par Pesaran et
Timmermann (1992) qui proposent un test visant ￿ Øvaluer la validitØ des
changements de direction prØvus (predicted directions of change) pour une
variable donnØe.
ConsidØrons un modŁle de type STAR ￿ deux rØgimes admettant pour

















oø b sT+j+hjT+j dØsigne la prØvision de la variable de transition ￿ l￿ horizon
h rØalisØe conditionnellement ￿ l￿ information disponible ￿ la date t + h: A
l￿ instar de ce que l￿ on obtient dans un modŁle dichotomique (Logit, Pro-
bit, etc.), la variable b rT+j+hjT+j peut Œtre interprØtØe comme la prØvision
du rØgime ￿ l￿ horizon h obtenue ￿ partir de la prØvision de la variable
de transition b sT+j+hjT+j. On note rT+j+hjT+j la variable dichotomique
dØ￿nie comme dans l￿ Øquation (4.17), ￿ l￿ exception prŁs que cette prØvision
de rØgime est Øtablie ￿ partir de l￿ observation de la variable de transition
sT+j+h et non de sa prØvision comme dans le cas prØcØdent. On dØ￿nit
alors un ratio de succŁs7, notØ RS, par la frØquence d￿ observations d￿ une









b rT+j+hjT+j ￿ rT+j+hjT+j > 0
￿
(4.18)
oø I(:) dØsigne la fonction indicatrice.
L￿ idØe du test consiste alors ￿ mesurer la distance entre le ratio de suc-
cŁs d￿ un modŁle et le ratio de succŁs que l￿ on obtiendrait dans le cas oø les
7Ce critŁre correspond ￿ une variante prŁs au critŁre de la mØthode d￿ estimation non










































prØvisions de rØgimes Øtablies respectivement sur la base de l￿ observation
de la variable de transition et de sa prØvision seraient indØpendamment
distribuØes. Il s￿ agit donc de dØterminer si le modŁle considØrØ (plus prØ-
cisØment la prØvision de la variable de transition) conduit ￿ faire mieux en
termes de prØvisions de rØgimes qu￿ un modŁle dans lequel la prØvision de
la variable de transition serait totalement indØpendante de la rØalisation
ex-post; modŁle qui convenons-le, constituerait le comble des constructions
possibles que pourrait rØaliser un ØconomŁtre. Pour ce faire, il convient de
calculer ce que serait le ratio de succŁs dans une telle con￿guration. On
montre aisØment que sous l￿ hypothŁse d￿ indØpendance, le ratio de succŁs
vØri￿e :
RSIND = P b P + (1 ￿ P)
￿
1 ￿ b P
￿
(4.19)

























2b P ￿ 1
￿2











m2P b P (1 ￿ P)
￿
1 ￿ b P
￿
(4.21)
L￿ hypothŁse nulle du test est que les prØvisions de rØgime b rT+j+hjT+j
et rT+j+hjT+j sont indØpendamment distribuØes :
H0 : RS = RSIND (4.22)
Sachant que, dans le cas gØnØral, la variance du ratio de succŁs est Øgale
￿ var(RS) = RSIND (1 ￿ RSIND)=m; on peut alors construire un test
d￿ ØgalitØ des ratios de succŁs, notØ TR, de la fa￿on suivante :
TR =
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Sous l￿ hypothŁse nulle, Pesaran et Timmermann (1992) montrent que
cette statistique est asymptotiquement distribuØe selon une loi normale
centrØe rØduite. Une fa￿on similaire de tester la qualitØ des prØvisions,
via la prØvision des rØgimes, consiste ￿ construire un tableau de contin-
gence des rØgimes prØvus et rØalisØs et de rØaliser tout simplement un test
d￿ indØpendance du Chi-deux. Ce test peut alors Œtre Øtendu naturellement
￿ des modŁles ￿ plus de deux rØgimes (Pesaran et Timmermann, 1994).
4.1.4 Tests de PrØvisions EnveloppØes (Forecast Encom-
passing) : Harvey, Leybourne et Newbold (1998)
Une autre fa￿on de comparer les prØvisions ponctuelles de deux modŁles
consiste ￿ retenir une approche de type "prØvisions enveloppØes" (forecast
encompassing). De fa￿on gØnØrale, la mØthode dite de l￿ enveloppement (Mi-
zon et Richard, 1986) consiste ￿ Øvaluer la capacitØ d￿ un modŁle ￿ expliquer
ce que l￿ autre modŁle teste. Ainsi, le modŁle A enveloppe le modŁle B si les
faits du modŁle B peuvent Œtre expliquØs par le modŁle A mais pas l￿ inverse.
Dans le cas d￿ hypothŁses embo￿tØes, l￿ hypothŁse nulle peut s￿ Øcrire comme
une restriction sur H1. La mØthode d￿ enveloppement consiste alors ￿ crØer
une sorte d￿ embo￿tement arti￿ciel des deux modŁles et ￿ tester un ensemble
de restrictions sur cet embo￿tement.
Dans le cas des prØvisions, la logique est la mŒme. Soient deux modŁles
concurrents A et B. On cherche ￿ tester si les prØvisions du modŁle A en-
veloppent celles du modŁle B, i:e: si les prØvisions du modŁles B n￿ apportent
aucune information supplØmentaire sur la formation des prØvisions du mod-
Łle A. On note b yt+hjt;A et b "t+hjt;A (respectivement b yt+hjt;B et b "t+hjt;B) les
prØvisions et erreurs de prØvision ￿ un ordre h associØes au modŁle A (re-
spectivement B). Les tests d￿ enveloppement sont fondØs sur une rØgression
linØaire du type :
yt+h ￿ b yt+hjt;B = ￿
￿
yt+h ￿ b yt+hjt;A
￿
+ ￿t t = 1;::;m (4.24)









































enveloppent les prØvisions du modŁle B; le coe¢ cient ￿ doit Œtre nul.
Autrement dit, l￿ erreur de prØvision du modŁle A ne peut pas expliquer
une partie de celle du modŁle B; l￿ inverse n￿ Øtant pas vrai. Il su¢ t donc de
tester l￿ hypothŁse nulle H0 : ￿ = 0 pour tester l￿ enveloppement de B par
A:
GØnØralement, les tests d￿ enveloppement sont construits ￿ partir de la
forme Øquivalente suivante :
yt+h = (1 + ￿) b yt+hjt;A + ￿b yt+hjt;B + vt (4.25)
Dans les deux cas, la statistique de test se ramŁne ￿ une statistique
de Student associØe ￿ l￿ hypothŁse nulle ￿ = 0. Ces tests d￿ enveloppement
ont ØtØ appliquØs dans le cas de modŁles linØaires macro-Øconomiques no-
tamment par Chong et Hendry (1986). Harvey, Leybourne et Newbold
(1998) ont montrØ que ces tests pouvaient Œtre largement oversized sur pe-
tits Øchantillons notamment lorsque les erreurs de prØvision ne sont pas
normalement distribuØes. Aussi, ont-ils proposØ un certain nombre de sta-
tistiques alternatives parmi lesquelles ￿gure la statistique de Student mod-









b "t+hjt;A ￿b "t+hjt;B
￿2
(4.26)
oø b ￿ dØsigne l￿ estimateur MCO du paramŁtre ￿ et oø e ￿
2 correspond ￿ la
variance estimØe des di⁄Ørentiels d￿ erreurs de prØvisions. Mais contraire-
ment au cas standard, ces di⁄Ørentiels sont pondØrØs par les rØsidus estimØs












Cette statistique suit asymptotiquement une distribution normale cen-
trØe rØduite. Harvey, Leybourne et Newbold (1998) montrent en outre
que le test d￿ ØgalitØ des MSFE de Diebold et Mariano (1995) peut aussi
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4.1.5 Le Test d￿ Echec de PrØvision : Clements et Hendry
(2002)
En parallŁle de tous ces tests de validation qui permettent de comparer
deux modŁles de prØvisions, Clements et Hendry (2002) proposent un test
permettant d￿ Øvaluer les Øchecs de prØvision (forecast failure) d￿ un modŁle
particulier. L￿ idØe consiste ￿ postuler qu￿ un modŁle est mauvais en termes
prØdictifs si la variance de l￿ erreur de prØvision hors pØriode d￿ estimation
(out of sample) est statistiquement supØrieure ￿ la variance des erreurs du
modŁle sur la pØriode d￿ estimation (in sample). Ainsi, Clements et Hendry













oø b "T+1jT dØsigne l￿ erreur de prØvision ￿ l￿ horizon h = 1. Cette prØvi-
sion est Øtablie conditionnellement ￿ l￿ information disponible ￿ la date T
sur la base d￿ un modŁle estimØ sur les observations disponibles aux dates
t = 1;::;T. Le terme b ￿
2
T dØsigne alors l￿ estimateur usuel de la variance des
erreurs sur la pØriode d￿ estimation (in sample). En￿n, le terme k dØsigne
le nombre de paramŁtres du modŁle. Sous l￿ hypothŁse nulle que le mod-
Łle est un bon modŁle prØdictif, la variance de l￿ erreur de prØvision hors
pØriode d￿ estimation doit Œtre Øgale ￿ la variance des rØsidus sur la pØriode




F (1;T ￿ k ￿ 1) (4.29)
Notons que la logique du test de Clements et Hendry (2002) est sensi-
blement di⁄Ørente de la logique des tests prØsentØs prØcØdemment puisqu￿ il
ne s￿ agit pas ici de comparer deux modŁles concurrents en termes de prØvi-










































4.2 Evaluation des Intervalles de Con￿ance
Dans de nombreuses applications, l￿ Øvaluation des qualitØs prØdictives d￿ un
modŁle ne peut se limiter au seul examen de l￿ espØrance conditionnelle et
mŒme de la variance conditionnelle. C￿ est particuliŁrement vrai en ￿nance
comme par exemple dans le cas de la prØvision de la Value-at-Risk, mais
aussi dans de nombreuses autres problØmatiques. De plus, il appara￿t Øv-
ident que lorsque l￿ on dispose d￿ un estimateur de la densitØ de prØvision
(comme c￿ est le cas par exemple ￿ la suite d￿ une prØvision de type Monte
Carlo ou Bootstrap), il est totalement rØducteur d￿ Øvaluer les capacitØs
prØdictives d￿ un modŁle sur la base d￿ un seul moment conditionnel. La pre-
miŁre tentative de dØpasser cette contradiction consiste ￿ Øvaluer un modŁle
en utilisant des intervalles de con￿ance associØs aux prØvisions hors pØriode
d￿ estimation (out of sample). Cette approche a notamment ØtØ initiØe par
les travaux pionniers de Christo⁄ersen (1998).
Christo⁄ersen part du constat que s￿ il existe des critŁres d￿ Øvaluation
des prØvisions ponctuelles, il n￿ existe en revanche pas de critŁre ou de test
permettant d￿ Øvaluer la qualitØ des intervalles de con￿ance associØs ￿ ces
prØvisions. C￿ est pourquoi il propose un ensemble de dØ￿nitions relatives
￿ la validitØ des intervalles de con￿ance et en dØduit di⁄Ørents tests. Il
convient de noter que tester la validitØ d￿ un intervalle de con￿ance associØ
￿ une prØvision est une approche qui se situe ￿ mi-chemin entre l￿ Øvaluation
des prØvisions ponctuelles et de l￿ Øvaluation de la densitØ des prØvisions.
On tient compte de l￿ incertitude autour de la prØvision ponctuelle dans un
certain intervalle, mais pour autant on ne va pas jusqu￿ ￿ Øvaluer l￿ ensemble
de la densitØ de la prØvision.
Sur le plan technique, la dØmarche de Christo⁄ersen s￿ inscrit exactement
dans la mŒme logique que celle de Diebold et Mariano (1995) dans le sens
oø il propose un ensemble de tests qui ne dØpendent pas du modŁle utilisØ
pour faire la prØvision (model free) et de la maniŁre dont sont construits8
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les intervalles de con￿ance associØs aux prØvisions. Mais une di⁄Ørence
notable rØside dans le fait que Diebold et Mariano proposent des tests de
comparaison de modŁles fondØs sur les prØvisions ponctuelles, alors que
Christo⁄ersen propose di⁄Ørents tests de l￿ hypothŁse nulle de validitØ d￿ un
intervalle de con￿ance de prØvision construit ￿ partir d￿ un modŁle donnØ.
Comment juger de la validitØ d￿ un intervalle de con￿ance ? L￿ idØe de
base consiste ￿ Øvaluer si les valeurs ex-post de la variable prØvues sont com-
prises au sein des intervalles construits ex-ante dans une proportion Øgale
au niveau de risque nominal considØrØ. Cette notion de couverture avait
dØj￿ ØtØ proposØe par McNees (1995), mais aussi dans les travaux pionniers
de Kupiec (1995) sur les mØthodes de la validation de la Value-at-Risk
(V aR). La V aR est une mesure du risque extrŒme qui est en e⁄et dØ￿nie
comme le fractile de la distribution des rendements d￿ un actif ￿nanciers. En
ce sens, la V aR n￿ est rien d￿ autre que la borne supØrieure d￿ un intervalle
de con￿ance dØ￿ni sur les rendements de l￿ actif. Mais le principal apport
de Christo⁄ersen (1998) par rapport ￿ ces travaux originaux est qu￿ il Øtend
cette notion de couverture ￿ un cadre conditionnel.
A￿n de mieux apprØhender l￿ apport de Christo⁄ersen, considØrons les
cas d￿ un intervalle de prØvision associØ ￿ un modŁle de type ARMA avec une
spØci￿cation de type GARCH des rØsidus. On sait que dans cas, l￿ intervalle
de con￿ance sur les prØvisions doit Œtre construit ￿ partir d￿ un estimateur
de la variance conditionnelle des rØsidus et non plus ￿ partir d￿ un estimateur
de la variance non conditionnelle comme dans le cas standard. L￿ amplitude
de cet intervalle est alors variable dans le temps : dans les pØriodes de
faible volatilitØ (conditionnelle) les prØvisions sont prØcises et l￿ amplitude
de l￿ intervalle est faible, mais dans les pØriodes agitØes, la volatilitØ an-
ticipØe est forte et l￿ amplitude de l￿ intervalle de con￿ance s￿ accro￿t. Pour
ce mŒme processus, si l￿ on considŁre au contraire une sØquence d￿ intervalles










































conditionnelle), il se peut qu￿ en moyenne l￿ hypothŁse de couverture non
conditionnelle soit valide : la proportion d￿ observations de la sØrie au sein
de cet intervalle constant peut Œtre Øgale a niveau de risque nominal. En
revanche, conditionnellement ￿ l￿ information passØe, la couverture dite con-
ditionnelle ne peut pas Œtre rØalisØe : on devrait au contraire observer des
paquets ou successions (clusters) de violations de cet intervalle de con￿ance,
notamment dans les pØriodes de forte volatilitØ.
4.2.1 DØ￿nition de la couverture conditionnelle
Soit une sØquence d￿ observations fytg
T
t=1 d￿ un processus yt. On consid-
Łre une sØquence d￿ intervalle de con￿ance, pour un niveau de risque de ￿%,
associØes au prØvisions hors pØriode d￿ estimation (out of sample) de yt rØal-
isØes conditionnellement ￿ l￿ information disponible ￿ la date t￿1: On note
respectivement Ltjt￿1 (￿) et Utjt￿1 (￿) les bornes infØrieures et supØrieures
de ces intervalles de con￿ance successifs pour t = 1;::;T: Soit It (ou hit
function) la variable dichotomique associØe ￿ la violation de cet intervalle :
cette derniŁre prend la valeur 1 lorsque la rØalisation ex-post de yt n￿ est pas
comprise dans l￿ intervalle de con￿ance prØvus ex-ante conditionnellement


















t=1 satisfait la propriØtØ de
couverture conditionnelle par rapport ￿ l￿ ensemble d￿ information ￿t￿1 si et
seulement si :
E [Itj￿t￿1] = ￿ 8t = 1;::;T (4.31)
Naturellement, on peut dØduire de cette dØ￿nition en posant ￿t￿1 = ?,
une condition de couverture non conditionnelle, similaire ￿ celle utilisØe par
McNees (1995) ou Kupiec (1995), qui revient ￿ Øvaluer si E [It] = ￿, 8t:
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Œtre construit ￿ partir de l￿ estimateur de l￿ espØrance non conditionnelle
PT
t=1 It=T (Kupiec, 1995).
De plus lorsque l￿ on restreint l￿ ensemble d￿ information ￿t￿1 ￿ l￿ ensemble
des valeurs passØes de la hit function ￿t￿1 = fIt￿1;It￿2;::;I1g, Christof-
fersen montre que le test de couverture conditionnel E [Itj￿t￿1] = ￿ est
Øquivalent au test de l￿ hypothŁse selon laquelle les processus de violations
fItg
T
t=1 sont identiquement et indØpendamment distribuØs selon une loi de






4.2.2 Tests de Ratios de Vraisemblance : Christo⁄ersen
(1998)
Christo⁄ersen (1998) propose trois tests de ratio de vraisemblance : un test
de couverture non conditionnelle, un test d￿ indØpendance des violations et
un test de couverture conditionnelle.
(a) Test de couverture non conditionnelle
Au test de l￿ hypothŁse nulle de couverture non conditionnelle (Kupiec,
1995) H0 : E [It] = ￿ correspond une statistique LRUC vØri￿ant :




oø L(￿;It) et L(￿;It) dØsignent respectivement la vraisemblance de la
sØquence fItg
T
t=1 sous l￿ hypothŁse nulle et sous l￿ hypothŁse alternative
E [It] = ￿ 6= ￿ :
L(￿;It) = (1 ￿ ￿)
n0 ￿n1 (4.34)
L(b ￿;It) = (1 ￿ b ￿)
n0 b ￿
n1 (4.35)
avec b ￿ = n1=(n0 + n1) l￿ estimateur du maximum de vraisemblance de ￿
avec n1 =
PT









































(b) Test d￿ indØpendance des violations
De la mŒme fa￿on, Christo⁄ersen (1998) propose un test d￿ indØpendance des
violations de l￿ intervalle de con￿ance contre une alternative trŁs spØci￿que
de cha￿ne de Markov de premier ordre. On suppose ici que les violations It
satisfont une reprØsentation de type cha￿ne de Markov avec deux Øtats (1
ou 0) et pour matrice de transition :
￿1 =
￿
1 ￿ ￿01 ￿01
1 ￿ ￿11 ￿11
￿
(4.36)
oø ￿ij = Pr(It = jjIt￿1 = i): Sous l￿ hypothŁse nulle que les violations It
sont indØpendamment distribuØes dans le temps, cette matrice devient :
￿0 =
￿
1 ￿ ￿2 ￿2
1 ￿ ￿2 ￿2
￿
(4.37)
Ainsi quel que soit l￿ Øtat initial ￿ la date t￿1 du systŁme (violation ou non
de l￿ intervalle de con￿ance), la rØalisation de la variable t exactement la
mŒme probabilitØ ￿2 d￿ appartenir ￿ l￿ intervalle de con￿ance ￿ la pØriode t:
DŁs lors, une statistique de ratio de vraisemblance, notØe LRIND; permet














Si l￿ on note nij le nombre d￿ observations du couple It = j et It￿1 = i;









oø b ￿2 = (n01 + n11)=(n00 + n01 + n10 + n11) dØsigne l￿ estimateur du max-
imum de vraisemblance de ￿2: De la mŒme fa￿on sous l￿ hypothŁse alterna-
tive, la vraisemblance de la sØquences des violations fItg
T





= (1 ￿ b ￿01)
n00 b ￿
n01







1 ￿ b ￿01 b ￿01
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(c) Test de couverture conditionnelle
En￿n, Christo⁄ersen (1998) propose un test de l￿ hypothŁse nulle de cou-
verture conditionnelle. Il s￿ agit alors tout simplement d￿ un test joint de
l￿ hypothŁse de couverture non conditionnelle et d￿ indØpendance des viola-











Par construction, on vØri￿e bien Øvidemment que LRCC = LRUC +
LRIND:
Les trois tests de Christo⁄ersen (1998) permettent ainsi de porter un
diagnostic ￿n quant ￿ la validitØ des intervalles de con￿ance associØs aux
prØvisions en rØpondant ￿nalement ￿ deux questions essentielles :
￿ les valeurs rØalisØes de la variable ont elles ØtØ observØes (en
moyenne) ￿ l￿ intØrieur de mes di⁄Ørents intervalles de con￿ance
dans une proportion Øgale ￿ ￿ ?
￿ les apparitions de « mauvaises » prØvisions (c￿ est-￿-dire hors in-
tervalle de con￿ance) sont elles liØes dans le temps ?
Pour autant, ces tests ne portent pas sur la distribution complŁte de
densitØ des prØvisions. En cela ils s￿ opposent aux tests d￿ Øvaluation par
densitØ.
4.3 Evaluation des DensitØs de PrØvisions
La prØsentation de cette section reprend le plan de la prØsentation des
mØthodes d￿ Øvaluation des densitØs de prØvision proposØ par Corradi et









































4.3.1 Tests de SpØci￿cation Correcte
Les premiers tests d￿ Øvaluation des densitØs de prØvisions se sont attachØs ￿
dØterminer si les rØalisations des prØvisions Øtaient issues d￿ une distribution
identique ￿ la "vraie" distribution des donnØes, c￿ est-￿-dire ￿ la densitØ issue
du processus gØnØrateur des donnØes (DGP). Ce sont donc avant tout des
tests de spØci￿cation "correcte" de la densitØ de prØvision.
Le test pionnier dans cette perspective est sans conteste celui de Diebold,
Gunther et Tay (1998) qui repose sur la transformation probabiliste (prob-
ability integral transform) de Rosenblatt (1952). Rappelons le principe
de cette transformation. Soit ft (yj￿t￿1;￿0) la densitØ conditionnelle des
prØvisions (￿ l￿ horizon h = 1) de la variable yt obtenue dans le mod-
Łle de rØfØrence (AR, SETAR, ou autre) conditionnellement ￿ l￿ ensemble
d￿ information ￿t￿1 disponible ￿ la date t￿1 et oø ￿0 dØsigne un ensemble de
paramŁtres connus. Soit fytg
T
t=1 la sØquence des rØalisations de la variable
y sur la pØriode d￿ Øvaluation des prØvisions du modŁle. Sous l￿ hypothŁse
que la distribution conditionnelle des prØvisions associØe ￿ ce modŁle cor-
responde e⁄ectivement au processus gØnØrateur des donnØes, alors les vari-
ables transformØes :
zt = Ft (ytj￿t￿1;￿0) =
Z yt
￿1
ft (uj￿t￿1;￿0)du t = 1;:::;T (4.43)
sont identiquement et indØpendamment distribuØes selon une loi uniforme
sur [0;1]: Autrement dit, lorsque ￿ chaque date t; la densitØ conditionnelle
des prØvisions associØe au modŁle testØ correspond ￿ la "vraie" distribution
conditionnelle associØe au processus gØnØrateur de donnØes, la sØquence des
variables transformØes fztg
T
t=1 est i:i:d: U[0;1]: Par consØquent, dans cette
perspective, une maniŁre Øvidente d￿ Øvaluer si la spØci￿cation de la densitØ
conditionnelle des prØvisions est correcte revient ￿ tester l￿ adØquation de la
distribution des variables transformØes zt ￿ une loi uniforme.
Diebold, Gunther et Tay (1998) proposent ainsi de comparer sur un
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formØes et la fonction de rØpartition thØorique de la loi uniforme, i:e: la
droite ￿ 45￿. Comme cela est illustrØ sur la Figure (4.1), si le modŁle utilisØ
pour e⁄ectuer la prØvision ne permet pas d￿ obtenir une spØci￿cation cor-
recte de la densitØ conditionnelle des prØvisions, on doit alors observer un
Øcart important entre les deux fonctions de rØpartition.
Fig. 4.1 Fonctions de RØpartition Empirique des Variables TransformØes zt associØes ￿
deux ModŁles de PrØvision









Borne Inférieure IC à 95%
Première Diagonale
Borne Supérieure IC à 95%
Densité Conditionnelle Correcte
Densité Conditionnelle Non Correcte
Cette dØmarche a notamment ØtØ utilisØe par Diebold, Gunther et Tay
(1998) dans le domaine du management des risques ￿nanciers, par Diebold,
Tay et Wallis (1998) pour les prØvisions d￿ in￿ ation, par Clements et Smith
(2000) pour les prØvisions sur la production et le ch￿mage ainsi que par









































en utilisant une approche graphique de ce type, Clements et Smith (2001)
Øvaluent la capacitØ respective d￿ un modŁle de type marche alØatoire et d￿ un
modŁle de type SETAR ￿ gØnØrer une densitØ de prØvision conditionnelle
correcte pour le taux de change DM - Dollar et pour le taux de change yen-
Dollar. Ils montrent ainsi que la fonction de rØpartition empirique associØe
aux variables transformØes construites ￿ partir des prØvisions obtenues par
un modŁle de type marche alØatoire di⁄Łre sensiblement d￿ une droite ￿ 45￿.
En revanche, il n￿ existe pratiquement pas de di⁄Ørence avec cette droite
dans le cas de prØvisions gØnØrØes par un modŁle SETAR. Ces observations
illustrent le fait qu￿ il est di¢ cile de rejeter l￿ hypothŁse selon laquelle la
densitØ de prØvision (horizon h = 1 et/ou h = 2) associØe au modŁle SETAR
est correcte, alors que cette hypothŁse est clairement violØe dans le cas
d￿ un modŁle de type marche alØatoire. Ces rØsultats contrastent avec ceux
gØnØralement obtenus dans le cadre du dØbat sur l￿ utilisation de modŁles
linØaires / non linØaires pour la prØvision des taux de change, puisqu￿ il est
aujourd￿ hui convenu que l￿ utilisation de modŁles non linØaires n￿ apporte pas
grand chose par rapport aux modŁles linØaires si l￿ on s￿ en rØfŁre aux seuls
critŁres d￿ Øvaluation des prØvisions ponctuelles (MSFE, MAFE, etc.).
Une premiŁre fa￿on de tester si la densitØ de prØvision est correcte con-
siste ￿ construire un intervalle de con￿ance ￿ 1￿￿% autour de la fonction de
rØpartition thØorique de la loi uniforme. Clements et Smith (2001) utilisent
pour cela les valeurs critiques exactes de la statistique de Kolmogorov pour
des petits Øchantillons de taille T. Pour un intervalle de con￿ance ￿ 95%
(￿ = 0:025), cet intervalle est donnØ9 par la droite ￿ 45￿￿
p
ln(1=￿)=(2T):
Une seconde fa￿on consiste ￿ utiliser directement un test non
paramØtrique d￿ adØquation de loi, comme par exemple le test de
Kolmogorov-Smirnov. Le principe est alors le mŒme : il s￿ agit alors de tester
l￿ adØquation entre la rØpartition Ft (y j ￿t￿1;￿0) et la fonction de rØparti-
tion d￿ une loi uniforme sur [0;1]. Mais deux problŁmes se posent ￿ ce niveau
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l￿. Tout d￿ abord, les paramŁtres ￿0 du modŁle utilisØ pour e⁄ectuer la prØvi-
sion ne sont gØnØralement pas connus mais estimØs. L￿ erreur d￿ estimation
de ces paramŁtres vient alors "polluer" la distribution conditionnelle des
prØvisions, ce qui peut notamment induire un rejet ￿ tort de l￿ hypothŁse
nulle de spØci￿cation correcte. Sur le plan technique, la distribution asymp-
totique des tests usuels d￿ adØquation de loi (Kolmogorov-Smirnov) dØpend
alors de paramŁtres de nuisance. De plus, l￿ ensemble d￿ information ￿t￿1
n￿ est gØnØralement pas observØ dans son intØgralitØ, seul un sous ensemble
tronquØ est observØ. C￿ est pourquoi, Bai (2003) propose un test gØnØral de
spØci￿cation correcte d￿ une distribution conditionnelle qui permet en par-
ticulier de rØpondre ￿ ces deux problŁmes et qui peut Œtre appliquØ dans le
contexte des densitØs conditionnelles de prØvision.
4.3.1.1 Le Test de Bai (2003)
De fa￿on gØnØrale, l￿ hypothŁse nulle du test de Bai (2003) est la suivante :
la distribution cumulative conditionnelle de la variable yt est dans la famille
paramØtrique Ft (uj￿t￿1;￿0): Le principe du test de Bai (2003) reste alors
similaire au test de Kolmogorov : il s￿ agit de vØri￿er l￿ adØquation de la fonc-
tion de rØpartition de la sØquence des processus zt = Ft (ytj￿t￿1;￿0) avec
celle d￿ une loi uniforme sur [0;1] pour t = 1;::T: Mais contrairement au cas
standard, les paramŁtres ￿0 ne sont pas connus mais seulement estimØs. De
plus, Bai suppose que seul un sous ensemble de l￿ ensemble d￿ information
est observable. Soit e ￿t￿1 = fyt￿1;::;y1;zt￿1;::;z1g un sous ensemble ob-
servable et tronquØ de ￿t￿1: On note b ￿ l￿ estimateur de ￿0: Les variables
transformØes Øtablies ￿ partir des paramŁtres estimØs b ￿ sont notØes b zt et
vØri￿ent :
b zt = Ft
￿
ytj e ￿t￿1;b ￿
￿
(4.44)
Le problŁme est que les erreurs d￿ estimation et l￿ Øventuelle troncature
de l￿ ensemble d￿ information viennent en quelque sorte ￿ polluer￿ le test
d￿ adØquation ￿ loi uniforme que l￿ on pourrait directement rØaliser ￿ partir









































totique des statistiques de tests d￿ adØquation fondØs sur ces processus b zt
dØpend alors de paramŁtres de nuisance. C￿ est pourquoi, ￿ partir de ces
processus transformØs b zt; Bai (1993) propose un test de type Kolmogorov
couplØ ￿ une transformation martingale de Khmaladze (1981). Le principal
avantage de cette statistique est que sa distribution asymptotique n￿ est pas
a⁄ectØe par les paramŁtres de nuisance. De plus, les valeurs critiques de ce
test sont faciles ￿ calculer et ne nØcessitent pas de recours ￿ des techniques
de simulation.
Soit b VT (r) un processus empirique dØ￿ni ￿ partir de la sØquence des
variables transformØes fb ztg
T
t=1 tel que :






[I(b zt ￿ r) ￿ r] (4.45)
Soit VT (r) le processus Øquivalent dØ￿ni quant ￿ lui, ￿ partir des "vraies"
transformØes probabilistes10 zt Øtablies sur la base de la "vraie" distribution







[I(zt ￿ r) ￿ r] (4.46)
Bai montre que le processus b VT (r) admet la reprØsentation asympto-
tique suivante :




b ￿ ￿ ￿0
￿
+ op (1) (4.47)
avec












t (r j ￿t￿1;￿0)
(4.48)
Le deuxiŁme terme de droite de la relation (4.47) met en Øvidence le fait
que le processus b VT (r) dØpend asymptotiquement de la vraie distribution
Ft (xj￿t￿1;￿0) et donc des vrais paramŁtres ￿0. On retrouve donc l￿ idØe
qu￿ e⁄ectuer un test d￿ Øvaluation des prØvisions Øtablies ￿ partir d￿ un modŁle
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(AR, SETAR ou autre) dont les paramŁtres sont estimØs est rendu di¢ cile
par le fait que la distribution asymptotique des statistiques ainsi construites
dØpend des vrais paramŁtres (paramŁtres de nuisance) de la distribution
conditionnelle des prØvisions. L￿ erreur d￿ estimation venant en quelque sorte
￿ polluer￿le test d￿ adØquation ￿ loi uniforme que l￿ on pourrait directement
rØaliser ￿ partir de la sØquence b VT (r):
Toute l￿ astuce du test de Bai consiste alors ￿ appliquer une transfor-




b ￿ ￿ ￿0
￿
et d￿ obtenir un
processus transformØ admettant une distribution asymptotique correspon-
dant ￿ un mouvement Brownien. Cette transformation est la suivante :










g (￿)db VT (￿)
￿
ds (4.49)













. Bai montre que cette sta-
tistique converge vers un mouvement Brownien standard, c￿ est ￿ dire vers
une distribution totalement indØpendante du modŁle considØrØ et de la vraie













oø W (:) est un mouvement Brownien standard. Bien Øvidemment, les
valeurs critiques de cette statistique sont obtenues par simulation, mais
ceci est fait une fois pour toutes. Bai reporte ainsi les valeurs critiques ￿
10%, 5% et 1% : 1:94, 2:22 et 2:80. La derniŁre question qui se pose est
celle de la mise en oeuvre pratique de ce test.
4.3.1.2 Application au modŁle SETAR
Reprenons l￿ exemple d￿ une densitØ de prØvision obtenue ￿ partir d￿ un mod-
Łle SETAR (1;1;1) :













































￿ I(yt￿1 > c) (4.51)
avec ￿ =
￿
￿1;0 ￿1;1 ￿2;0 ￿2;1
￿0
et oø I(:) dØsigne la fonction indicatrice.
Dans cet exemple, la connaissance des valeurs passØes de yt su¢ t ￿ carac-
tØriser l￿ ensemble d￿ information ￿t￿1. DŁs lors, le problŁme de la distinc-
tion entre les ensembles d￿ information ￿t￿1 et e ￿t￿1 ne se pose pas a priori.
On suppose que les rØsidus "t sont identiquement et indØpendamment dis-
tribuØs selon une loi normale de densitØ f (x;￿) et de rØpartition F (x;￿);
oø ￿ est un vecteur de paramŁtres inconnus.
L￿ hypothŁse nulle du test de spØci￿cation correcte (in sample) de la
densitØ conditionnelle de prØvision du modŁle SETAR s￿ Øcrit alors sous la
forme :






dØsigne le vecteur des paramŁtres du modŁle. Pour des
valeurs connues des paramŁtres ￿ et ￿ du modŁle SETAR, on peut constru-
ire les variables transformØes zt telles que :
zt = Ft (yt j ￿t￿1;￿) = F [yt ￿ h(yt￿1;￿);￿] (4.53)
et appliquer ensuite les tests de Diebold, Gunther et Tay (1998). Sous
l￿ hypothŁse nulle de spØci￿cation correcte, ces variables zt sont i:i:d: et
distribuØes selon une loi uniforme sur [0;1]: Mais dans la pratique, les
paramŁtres ￿ du modŁle SETAR et les paramŁtres ￿ de la distribution des
rØsidus ne sont pas connus, mais seulement estimØs. Soient b ￿ et b ￿ deux
estimateurs convergents de ￿ et de ￿: DŁs lors, toute la dØmarche du test
de Bai repose sur l￿ utilisation des variables transformØes suivantes :
b zt = Ft
￿











Soient VT (r) et b VT (r); les processus associØs respectivement ￿ zt et
b zt dØ￿nis par les Øquations (4.46) et (4.45). De fa￿on gØnØrale, Bai montre
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scale, le processus b VT (r) peut se dØcomposer11 sous la forme :










bT + op (1) (4.57)
oø at et bt dØsignent deux paramŁtres indØpendants de r: Ainsi, pour cette
classe de modŁle, les vecteurs g (r) et
￿
g (r) comportent toujours au maxi-




































A partir de cette expression de
￿
g (r); on peut alors construire la sØquence
des variables martingales transformØes c WT (r) ￿ partir de l￿ Øquation (4.49).
Toutefois, la transformation martingale utilisØe par Bai (2003) requiert










g (￿)db VT (￿)
i
ds: Bai pro-
pose alors une mØthode numØrique permettant d￿ Øvaluer cette intØgrale et
d￿ obtenir directement une valeur pour la statistique de test TT qui cor-
respond ￿ la valeur supØrieure des valeurs c WT (r) (Øquation 4.50). Soient
v1;::;vT les valeurs ordonnØes de b z1;::;b zT, la statistique du test de Bai peut
11Dans le cas oø l￿ on considŁre des densitØs paramØtriques de la forme f (x;￿) oø le
paramŁtre ￿ est un paramŁtre d￿ Øchelle tel que f (x) = f (x=￿)=￿:; cette formule se
simpli￿e de la fa￿on suivante :








F￿1 (r) bT + op (1) (4.55)













12Par exemple, dans le cas oø la fonction de rØpartition F (r) correspond ￿ celle d￿ une



















































￿ ￿c WT (r)
￿




































0 (vi+1 ￿ vi): Sous
l￿ hypothŁse nulle de spØci￿cation correcte, cette statistique admet une dis-
tribution asymptotique libre de tout paramŁtre de nuisance. Il su¢ t de
comparer la rØalisation de cette statistique aux seuils critiques reportØs par
Bai : si la rØalisation de TT est supØrieure ￿ 2:22, on est alors conduit ￿
rejeter l￿ hypothŁse de spØci￿cation correcte de la densitØ conditionnelle de
prØvision pour un risque de premiŁre espŁce de 5%.
De fa￿on gØnØrale, sous l￿ hypothŁse nulle de spØci￿cation dynamique
correcte, les variables transformØes zt = Ft (yt j ￿t￿1;￿) sont (i) indØpen-
dantes et (ii) identiquement distribuØes selon une loi uniforme sur [0;1].
L￿ hypothŁse alternative de mauvaise spØci￿cation peut dŁs lors se traduire
par une violation de l￿ une et/ou de l￿ autre hypothŁse. Or, le test de
Bai (2003) n￿ a une puissance asymptotique unitaire uniquement que dans
le cas d￿ alternatives dans lesquelles il y a une violation de l￿ hypothŁse
d￿ uniformitØ. En revanche, ce test est peu puissant contre des alterna-
tives pour lesquelles il y a violation de l￿ indØpendance. C￿ est pourquoi,
Hong et Li (2004) ont proposØ un test puissant pour des alternatives dans
lesquelles il y ￿ la fois violation de l￿ indØpendance et de l￿ uniformitØ. Ce
test est fondØ sur la comparaison de la densitØ non paramØtrique jointe
(zt;zt￿j) ￿ la densitØ jointe de deux variables uniformes sur [0;1]: Pour
cela, ils introduisent un estimateur kernel modi￿Ø qui permet d￿ obtenir un
￿ bon￿estimateur non paramØtrique y compris sur les bords du domaine de
dØ￿nition, c￿ est ￿ dire aux alentours de 0 et de 1. Tout comme la statistique
de Bai, celle proposØe par Hong et Li prØsente en outre l￿ avantage d￿ avoir
une distribution asymptotique standard et libre de tout paramŁtre de nui-
sance. L￿ inconvØnient principal de cette approche rØside dans le fait qu￿ elle
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paramØtrique. Corradi et Swanson (2005b) proposent un test prØsentant
des propriØtØs similaires en terme de puissance au test de Hong et Li, mais
qui ne nØcessite pas le choix d￿ un paramŁtre de lissage et dont la statistique
converge ￿ un taux paramØtrique. L￿ inconvØnient de leur test est que la dis-
tribution asymptotique n￿ est pas libre de paramŁtre de nuisance et que les
valeurs critiques associØes doivent donc Œtre simulØes selon des procØdures
assez sophistiquØes de Bootstrap.
4.3.2 Tests de Comparaison de DensitØs Conditionnelles
Mal SpØci￿Øes
Les tests prØcØdents admettent tous pour hypothŁse nulle la spØci￿cation
(dynamique) correcte de la distribution conditionnelle des densitØs de prØvi-
sion. Autrement dit, ils conduisent ￿ tester si un modŁle particulier (AR,
SETAR etc.) conduit ￿ une densitØ conditionnelle de prØvision (in sample
ou out of sample) correctement spØci￿Øe au sens oø cette derniŁre corre-
spond parfaitement ￿ la densitØ conditionnelle qui peut Œtre dØrivØe du DGP
des donnØes.
Une approche alternative consiste ￿ comparer un ensemble de modŁles
de prØvisions potentiellement mal spØci￿Øs. Il s￿ agit alors de repØrer parmi
un ensemble de modŁles concurrents, le modŁle qui donne la densitØ de
prØvision la plus proche possible de la "vraie" densitØ de prØvision. La dif-
fØrence fondamentale avec l￿ approche par les tests de spØci￿cation correcte,
c￿ est que dans le cadre de l￿ approche par comparaison on ne suppose pas
sous l￿ hypothŁse nulle qu￿ il existe parmi les di⁄Ørents modŁles testØs, un
modŁle bien spØci￿Ø. Ainsi, dans le pire des cas, ces tests de comparaison
peuvent Œtre appliquØes pour discriminer des densitØs conditionnelles de
prØvision qui seraient toutes mal spØci￿Øes, c￿ est-￿-dire pour lesquelles les
tests de spØci￿cation correcte conduiraient au rejet de l￿ hypothŁse nulle.
Cette idØe de comparer les qualitØs prØdictives de deux modŁles con-









































comparaisons de prØvisions ponctuelles proposØs par Diebold et Mariano
(1995). Mais il existe deux di⁄Ørences fondamentales entre les tests de
comparaison ￿ la Diebold et Mariano et les tests de comparaison que nous
allons prØsenter dans cette section. La premiŁre di⁄Ørence c￿ est que les tests
fondØs sur des prØvisions ponctuelles permettent de comparer uniquement
des modŁles pris deux ￿ deux. Rappelons que dans le cas du test de Diebold
et Mariano, l￿ hypothŁse nulle revient ￿ tester l￿ ØgalitØ entre deux fonctions
de pertes associØes aux prØvisions de deux modŁles concurrents. A l￿ inverse
les tests de comparaison fondØs sur les densitØs de prØvision permettent de
comparer un ensemble ￿ni de N ￿ 1 modŁle(s) ￿ un modŁle pris comme
rØfØrence. La deuxiŁme di⁄Ørence plus fondamentale repose sur l￿ objet de la
comparaison. Dans le cas des tests de Diebold et Mariano, la comparaison
est Øtablie sur la base d￿ une fonction de perte calculØe ￿ partir des erreurs
de prØvisions ponctuelles. A l￿ inverse, dans le cas des tests de comparaison
de densitØs, la comparaison s￿ Øtablit sur la base de l￿ ensemble de la distri-
bution conditionnelle des prØvisions. On retrouve donc tous les avantages
de l￿ utilisation d￿ une densitØ de prØvision en lieu et place d￿ une prØvision
ponctuelle que nous avons dØj￿ ØvoquØs dans le cadre de la prØsentation des
tests de spØci￿cations correctes. Ces tests, relativement rØcents, autorisent
ainsi une sorte de synthŁse entre la littØrature sur les tests de comparaison
des prØvisions ponctuelles ￿ la Diebold et Mariano (1995) et la littØrature
sur les tests de spØci￿cation correcte des densitØs conditionnelles de prØvi-
sion.
Corradi et Swanson (2006) opposent deux fa￿ons de comparer les den-
sitØs conditionnelles : soit l￿ on recourt ￿ un critŁre d￿ information de type
Kullback-Leibler permettant de classer les modŁles, soit l￿ on se fonde sur
un test statistique (et non un simple critŁre) de comparaison des densitØs
de prØvision. Mais cette distinction pose problŁme dans la mesure oø des
tests de comparaison de densitØs conditionnelles de prØvision ont ØtØ rØcem-
ment proposØs ￿ partir des critŁres d￿ information de type Kullback-Leibler.
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reposent soit sur l￿ utilisation de mesure de distance ￿ la Kullback-Leibler,
soit sur l￿ Øtude directe des fonctions de rØpartition empiriques. Nous ne
prØsenterons qu￿ un test issu de la premiŁre approche : le test de Bao, Lee
et Saltoglu (2004).
4.3.2.1 Le test de Bao, Lee et Saltoglu (2004)
Le test de Bao, Lee et Saltoglu (2004) permet de comparer des densitØs
de prØvision potentiellement mal spØci￿Øes. Ce test est fondØ sur le critŁre
d￿ information de Kullback-Leibler (1951) qui permet de mesurer la distance
entre deux densitØs conditionnelles.
De la mŒme fa￿on que prØcØdemment, on note ft (yt;￿) = ft (yj￿t￿1;￿)
la densitØ conditionnelle des prØvisions ￿ l￿ horizon h = 1 de la variable
yt obtenue dans le modŁle (AR, SETAR, ou autre) conditionnellement ￿
l￿ ensemble d￿ information ￿t￿1 disponible ￿ la date t￿1 et oø ￿ dØsigne un
ensemble des paramŁtres de ce modŁle. Soit fytg
T
t=1 la sØquence des rØalisa-
tions de la variable y sur la pØriode d￿ Øvaluation des prØvisions du modŁle.
On suppose que les observations yt ont ØtØ gØnØrØes selon un DGP associØ
￿ une densitØ conditionnelle, inconnue, notØe ’t (yt) = ’t (yj￿t￿1). Dans
ce contexte, on dit que la densitØ de prØvision est correctement spØci￿Øe si
et seulement si pour une valeur ￿0 des paramŁtres on a :
ft (yt;￿0) = ’t (yt) 8yt (4.62)
Dans ce cas, cette densitØ de prØvision associØe au modŁle de rØfØrence
est optimale dans le sens elle domine les densitØs de prØvision de tout autre
modŁle pour n￿ importe quelle fonction de perte (Diebold, Gunther et Tay,
1998).
DŁs lors, dans ce contexte, la mesure de la distance entre la vraie distri-
bution ’t (yt) et la densitØ conditionnelle de prØvision du modŁle ft (yt;￿0)
doit permettre de ￿ classer￿les modŁles du plus proche au plus ØloignØ du









































de retenir un critŁre d￿ information de Kullback-Leibler :
I (’ : f;￿) = E [ln’t (yt) ￿ lnft (yt;￿)] (4.63)
oø l￿ espØrance est dØ￿nie par rapport ￿ la vraie loi de yt: Plus prØcisØment,
la distance entre un modŁle et la vraie densitØ est dØ￿nie comme le minimum
en ￿ du critŁre d￿ information de Kullback-Leibler :
I (’ : f;￿
￿) = E [ln’t (yt) ￿ lnft (yt;￿
￿)] ￿ I (’ : f;￿) 8￿ (4.64)
oø ￿
￿ dØsigne la pseudo vraie valeur de ￿ qui minimise I (’ : f;￿): On
admet13 que ce critŁre peut Œtre estimØ par la quantitØ suivante :
I
￿













oø b ￿ dØsigne l￿ estimateur du paramŁtre ￿
￿ qui maximise la log-












Sur la base du critŁre I (’ : f;￿
￿); ils serait donc possible thØoriquement
de comparer di⁄Ørents modŁles et de choisir le modŁle le plus proche de la
vraie distribution conditionnelle des donnØes. Naturellement, le problŁme
c￿ est que l￿ on observe pas cette vraie densitØ ’t (yt). Bao, Lee et Saltoglu
(2004) proposent donc d￿ utiliser l￿ inverse de la transformation probabiliste
PIT (probability integral transform) de Rosenblatt (1952). L￿ Øquivalence
entre ln
h
’t (yt)=b ft (yt)
i
et la log-vraisemblance des variables transformØes
permet alors d￿ estimer de fa￿on convergente la quantitØ I (’ : f;￿
￿):
Plus prØcisØment, Bao, Lee et Saltoglu (2004) reprennent un rØsultat de












13En e⁄et, cette assertion n￿ est pas triviale dans le sens om l￿ espØrance est dØ￿nie par
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oø pt (:) dØsigne la densitØ conditionnelle des fractiles de la loi normale asso-
ciØes aux variables PIT et ￿(:) dØsigne la densitØ d￿ une loi normale centrØe
rØduite. Formellement, comme nous l￿ avons vu dans la section prØcØdente,
les variables transformØes probabilistes associØes aux observations yt et ￿











b ft (u)du (4.67)
Rappelons que si le modŁle est correcte, les variables futg
T
t=1 sont identique-
ment distribuØes selon une loi uniforme U[0;1]: On note alors xt le fractile
normal associØ ￿ ut; soit :
xt = ￿￿1 (ut) (4.68)
oø ￿(:) dØsigne la fonction de rØpartition de la loi normale. Si le modŁle est
correctement spØci￿Ø, les variables fxtg
T
t=1 sont identiquement distribuØes
selon une loi N (0;1):
Toute l￿ idØe du test de Bao, Lee et Saltoglu consiste alors ￿ substituer
￿ la mesure de la distance entre ’t (yt) (inconnue) et b ft (yt); la mesure de
la distance entre la densitØ pt (xt) et celle de loi normale centrØe rØduite.
Plus la densitØ conditionnelle de prØvision est correctement spØci￿Øe, plus
la distribution conditionnelle pt (:) des variables xt sera proche d￿ une loi
normale. Ils proposent ainsi un critŁre de distance dØ￿ni par :
e I
￿







[lnpt (xt) ￿ ln￿(xt)] (4.69)
La di¢ cultØ consiste alors ￿ postuler une distribution conditionnelle
pt (:) assez gØnØrale pour les variables xt: Tout comme Berkowitz (2001),
les auteurs considŁrent un processus AR(L) tel que :
xt = ￿0Xt￿1 + ￿￿t (4.70)
oø Xt￿1 = (1;xt￿1;:::xt￿L)
0, ￿ est un vecteur de dimension (L + 1) de









































￿t sont distribuØs selon une loi normale, ce qui implique que les variables xt
sont conditionnellement normales. Cette hypothŁse ￿ ØtØ notamment cri-
tiquØe par Clements et Smith (2000) et Noceti, Smith et Hodges (2003). No-
ceti, Smith et Hodges avancent en e⁄et l￿ idØe qu￿ un simple test de normalitØ
des variables xt pourrait Œtre plus puissant que le test de spØci￿cation ainsi
construit. C￿ est pourquoi Bao, Lee et Saltoglu (2004) proposent d￿ utiliser
une loi plus ￿ exible, notØe p(￿t;￿) oø ￿ dØsigne un vecteur de paramŁtre.
Sous l￿ hypothŁse ￿ = ￿
￿; la distribution se ramŁne ￿ une loi N (0;1): Ils
retiennent une distribution de type seminonparamØtrique (SNP) d￿ ordre K














avec ￿ = (r1;::;rK)
0, r0 = 1: Si rk = 0; 8k > 0; alors p(￿t) = ￿(￿t): Ainsi,











qui dØgØnŁre en une loi N (0;1) si et seulement si ￿ = 0, ￿ = 1 et ￿ =
00

























Il su¢ t alors d￿ estimer les paramŁtres ￿; ￿ et ￿ par maximisation de
la vraisemblance (1=T)
PT
t=1 lnp(xt;￿). Soient b ￿; b ￿ et b ￿ les estimateurs
correspondants. On a ￿nalement :
e I
￿






















Bao, Lee et Saltoglu (2004) proposent en￿n une adaptation de ce critŁre
qui permet de ne considØrer que la comparaison des densitØs de prØvision
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sur un certain intervalle (et non sur le support complet) a￿n de proposer
une application aux prØvisions de Value-at-Risk. En￿n, ils proposent en
outre une modi￿cation de ce critŁre permettant de rØaliser une Øvaluation



















































































Ce rapport propose une synthŁse de la littØrature rØcente consacrØe aux
modŁles ØconomØtriques non linØaires et ￿ leurs apports dans le domaine de
la prØvision. Il s￿ inscrit dans le dØbat acadØmique qui porte sur la question
de savoir s￿ il convient de prendre en compte la non linØaritØ dans le cadre
des prØvisions des agrØgats macroØconomiques et ￿nanciers.
En e⁄et, il est largement reconnu que la plupart, si ce n￿ est la trŁs
quasi-totalitØ, des sØries Øconomiques et ￿nanciŁres sont issues de proces-
sus gØnØrateur de donnØes prØsentant de fortes non linØaritØs. Que ce
soit sous la forme d￿ asymØtries, ou plus rarement sous la forme d￿ aspect
multimodaux, ces non linØaritØs traduisent des phØnomŁnes essentiels que
l￿ on ne peut nØgliger qu￿ au prix d￿ un appauvrissement trŁs important de
l￿ analyse Øconomique. L￿ exemple typique est celui des sØries d￿ emploi ou
de ch￿mage, sur lesquelles di⁄Ørentes Øtudes fondØes sur des mØthodes
non paramØtriques, comme celle proposØe notamment par Neft￿i (1984),
mettent en Øvidence d￿ importants phØnomŁnes d￿ asymØtrie selon le cycle
Øconomique, les hausses du ch￿mage Øtant gØnØralement plus brutales que
les baisses.
Pour autant, ce n￿ est pas parce qu￿ il existe des asymØtries et plus
gØnØralement des non linØaritØs dans le processus gØnØrateur des donnØes










































￿ns de prØvision se trouve justi￿Ø. En e⁄et, tout dØpend de la forme de
non linØaritØ utilisØe (choix du modŁle), de la forme de la prØvision retenue
(ponctuelle ou par densitØ) et de la maniŁre dont on cherche ￿ Øvaluer cette
prØvision. Ainsi par exemple, il est aujourd￿ hui reconnu depuis les travaux
systØmatiques de Stock et Watson (1999), que l￿ utilisation de modŁles ￿
changements de rØgime et plus spØci￿quement de modŁles ￿ seuil de type
STAR n￿ apporte pas grand-chose en termes de prØvision par rapport aux
modŁles non linØaires de type ARIMA, lorsque l￿ on retient comme critŁre
de comparaison les seules prØvisions ponctuelles. Il y a alors une distinction
trŁs nette entre d￿ une part l￿ apport indØniable de ces modŁles en matiŁre
d￿ ajustement des donnØes in sample et d￿ autre leur apport plut￿t faible en
terme de prØvision ponctuelle out of sample.
Mais cet apport quant ￿ la prØvision dØpend du critŁre d￿ Øvaluation
retenu : si la prØvision est envisagØe sous la forme d￿ une HDR ou sous la
forme d￿ une densitØ, les prØvisions issues des modŁles ￿ seuil permettent
alors de rendre compte de l￿ asymØtrie autour des prØvisions ponctuelles, ce
que ne peuvent faire les modŁles linØaires. En ce sens, leur apport devient
essentiel.
C￿ est pourquoi ￿nalement l￿ Øvaluation de l￿ apport des modŁles non
linØaires ￿ la prØvision nØcessite qu￿ au prØalable soient clairement dØ￿nies
les di⁄Ørentes formes de modØlisations non linØaires mobilisables pour la
prØvision, les di⁄Ørentes formes de prØvisions que peuvent o⁄rir ces mod-
Łles aux Øconomistes et en￿n les di⁄Ørentes mØthodes d￿ Øvaluation qui leur
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