When two atlractors of a dynamical system have a common basin boundary B, small changes in initial conditions which lie near B can result in radically different long-term behavior of the trajectory. A quantitative description of this phenomenon is obtained in terms of the fractal dimension of the basin boundary B.
above, in which / represents a physical system, pc is the probability of making an incorrect prediction of the long-term behavior while qc is the probability of being capable of making an incorrect prediction in the presence of E-uncertainty about the initial condition. In addition, as the numerical techniques of [1] show, pc can be computed quite easily, while qt cannot.
§3 describes two examples of dynamical systems in two dimensions for which theorems analogous to Theorem 2 are true. These are the "linear" horseshoe and certain rational maps of the Riemann sphere.
In §1 we show that, for invariant sets such as A, the two most frequently used definitions of fractal dimension (i.e., the Hausdorff and capacity dimensions) are equal. The utility of this result comes from the fact that the capacity dimension is much easier to compute numerically than the Hausdorff dimension.
Much of this work was done while the author was a postdoctoral member of the Institute for Mathematics and its Applications at the University of Minnesota. He thanks Drs. Weinberger and Sell and the staff of the Institute for their hospitality. He also thanks Dr. Mary Rees for many interesting conversations concerning these and related matters. One shows (see [2] ) that there is a number a* so that h(a) = 0 if a > a* and h(a) + oo if a < a*. The Hausdorff dimension of A is HD(A) = a*.
A second notion of the fractal dimension is the capacity dimension. This is (.2) is the minimum number of sets with diameter e needed to cover A.
It is easy to see that HD(A) < cap(A), and equally easy to give examples where this inequality is strict, for example, A = {0} U {1/«}"=1. There are also examples where cap( A) is not defined.
Our purpose here is to show that if A is invariant under an expanding map (that is, satisfies some (nonlinear) self-similarity law), then cap(A) = HD(A). To be specific, consists of at least two intervals.) Let r denote the number of laps of /. In case r = \, the basin boundary is simply a point and Theorem 2 is trivially true. Note that conditions (iii) and (iv) imply that if r > 2 then r > 3 and r is odd. As mentioned earlier, we define pe to be the probability that two points x, y (chosen at random from [0,1] according to the uniform distribution and subject to the condition \x -y\ < e) tend to different attractors. That is, let Ie(x) = [x -e, Remark. Theorem 2 is true for qe also. Having established the equality of Hausdorff and Capacity dimensions, one proceeds as follows. Cover A by N(e) intervals of length e. Every point in the union of these intervals is within e/2 of A. Although the intervals are not necessarily disjoint, no point in their union is contained in more than two of the intervals since N(e) was the minimum number of intervals required to cover A. Hence, qe/2 > ¿N(e)e. If we replace each of the intervals in the cover with intervals having the same midpoint but twice the length, every point within e of A is contained in the union of these intervals and so qF < N(e)e2. Taken together, these inequalities give lim ^^ = 1 -cap(A). Note that m(A(e)) = 2e -e2. Thus, to prove the theorem, it is enough to show that limE^ 0 log «iZ>(e)/log e = 2 -a.
We define a mapping F: [0, l]2 -» R2 by F(x, y) = (f(x), f(y)). It is immediate that |det DF"(x, vO/det DF"(w, z)\ < K2 whenever (x, y) and (x, z) belong to the same set C," X Cf. Also, note that for each « and / we have that Since r2 > 2r (when r > 2, as we have assumed), this is a contradiction.
Thus D(e) O ()JjAj U 5") is contained in the image (under F2) of a subset of D(e) n (U -C" X C"). Since f2 expands areas by at most a factor 5' > 1, we have shown that (set B = B' + 1) m(D(e)) < 5m U^(e) n Cf X C/l. Figure 2 License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
We can now apply (5), sum over j and obtain (6) A-^in^eA-^C/l"1))^/!2 < m(Dc) < ßtf22>(z>(/Ce|C/ \~l))\Cf f. j j Remark. The quantity pc was interpreted as the probability of making an error when predicting the long-term behavior of the system in the presence of a uniform error (of size e) in determining the initial conditions of the system. The assumption that the errors are uniform is not, however, necessary. Let ftc be any probability measure on [-£, e] which is equivalent to normalized Lebesgue measure on [-e, e].
(That is, both (dp.Jdx)/2t and 2t/(d\ic/dx) are bounded independent of e.)
We suppose that /x£ describes the errors in observing the states of the system, and define a quantity pE analogous to pt. Set More generally, we suppose that / is a rational map of the sphere C U { oo} which has two attracting fixed points (say 0 and oo). In addition, suppose that the forward orbit of each critical point of / tends to one of the attractors. Then (see [3] ) the common boundary of the basins of the attractors of / is the set /(/) and some power of /, say f, is uniformly expanding on a neighborhood of J(f).
Let N be a neigborhood of /(/) on which f is uniformly expanding. (That is, \(d/dz)f(z)\ > y > 1 for z G N.) Denote by pt the probability that x, y chosen at random from N (according to the uniform distribution and subject only to |x -y\ < e) tend to different attractors under the action of /. Then, corresponding to Theorems 1 and 2, we have (Al) HD(/(/)) = cap(/(/)) and log P, (A2) lim 2-HD(/(/)).
E_o+ loge
The proofs of (Al) and (A2) are almost identical with the proofs of the corresponding theorems. The one difference is that, instead of using the sets {Cf}, we use sets of the form [z: fJ(z)&Akj,j = 0,\,...n-\,kj e {l,...,m}} where {Ax,...,Am} is some cover of /(/) by open sets. It should be noted that this (A2) provides a method for computing the Hausdorff dimension of some Julia sets which is particularly well-suited to the use of parallel or vector processors.
B. Horseshoes. Consider a horseshoe diffeomorphism which acts on a disk in the plane as indicated in Figure 3 .
There are two attracting fixed points for /. Trajectories starting at Lebesgue almost every point tend to one of these attractors under the action of /. The boundary of the basins of the attractors is the stable manifold Ws of the horseshoe. If we assume that / restricted to f'l(R) is an affine transformation which preserves vertical lines (so that Ws is the product of a Cantor set and an interval) we obtain, as an application of Theorem 2, that (Bl) lim^^ =2 -HD(r).
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