Engineers at Oak Ridge National Laboratory have been investigating the feasibility of computer-controlled docking in resupply missions, sponsored by the U.S. Army. The goal of this program is to autonomously dock an articulating robotic boom with a special receiving port. A video camera mounted on the boom provides video images of the docking port to an image processing computer that calculates the position and orientation (pose) of the target relative to the camera. The control system can then move the boom into docking position. This paper describes a method of uniquely identifying and segmenting the receiving port from its background in a sequence of video images.
INTRODUCTION
In some applications, it is desirable or even necessary to exploit special-purpose machines to supplement a human's abilities. A familiar example of such an application is teleoperated robots, where an operator controls the motion of a remote robot. To grasp an object with the robotic gripper, the operator advances the remote arm while viewing the approaching target on an external camera. The operator has an inherent handicap because the camera is a 2-D device and the robot moves in a 3-D environment. Typically, multiple cameras are used to give an additional angle of view, but this method is cumbersome, forcing the operator to observe two or more video displays during the approach.
Oak Ridge National Laboratory (ORNL) has investigated computer-assisted autonomous docking for a 6-D.F. robotic arm. The goal of the ORNL effort is to develop a system that will augment the operator's abilities by determining the pose of a docking port. The pose consists of the location of the reference axes in 3-D space and the orientation about those axes. By precisely determining the pose of the docking port, the robot can be instructed to move to the docking position without operator intervention. We refer to this "hands-off' operation as autodocking. The components of our autonomous docking system, shown schematically in Fig. 1 , are (l)a robotic arm, (2) a motion control system to move the robot to the desired position, (3) a docking port, and (4) a measurement system.
The measurement system uses a 2-D video camera mounted at the end of the robotic arm so that the camera is aimed in the direction of forward motion. The vision system reconstructs a 3-D representation of the docking port from the camera output. To calculate the pose from the 2-D camera, the vision system performs the three functions shown in Fig. 2: (1) image capture, (2) target identification, and (3) In the initial implementation of the target identification algorithm, the vertices were marked with statically illuminated, infrared LEDs. An optical bandpass filter, placed over the camera lens, combined with a global intensity threshold was used to segment the LEDs from the background. This method proved to be highly sensitive to nearby fluorescent and incandescent fixtures that also emitted significant infrared energy. An improved method for target identification was developed to reduce the possibility of falsely detecting ambient light sources in the image. The target LEDs were modified to be strobed at a fixed frequency. A digital demodulation algorithm was developed to filter the flashing LEDs from the background. The demodulator is necessary because the LED modulation is asynchronous to the camera sampling rate in both frequency and phase.
TARGET IDENTIFICATION THEORY
Consider the case with a stationary camera viewing the target. The signal series obtained from a single pixel, p(x,y), focused on a flashing LED will alternately be high and low, representing changes in the LED illumination. This pixel, shown by the circle in the lower left corner of each frame in Fig. 3(a) , will vary at the LED frequency, as will other pixels focused on an LED. Figure 3(b) shows the time-domain variation in intensity for the single pixel in Fig. 3(a) over seven frames.
Let p(n) represent the intensity of any pixel location x, y in the image, where n is the frame number. Ifp(n) varies at the LED frequency con, then its Fourier transform P(w) will have a strong response at that frequency. We desire to segment the target markers from the camera image, retaining the pixels representing LEDs and discarding all others. One technique is to shift each pixel signal in the frequency domain and then filter the signal, as shown in such that a flashing light is illuminating p(x,y) but not the surrounding pixels. The time-variation of p(x,y) is shown in (b).
If p(n) has a Fourier transform P(w), then a frequency shift of o is a translation along the frequency axis that is represented by the Fourier pair: P(o+o0)p(n)e .
(1)
Let h(n) be the time-domain representation of a low-pass windowing function and let H(.o) be its Fourier transform. The frequency-shifted signal P(o + o) can be filtered by multiplying by H(o)
where ® denotes the convolution operator. Note that Eq. (2) is not a spatial convolution frequently seen in image processing but a temporal convolution, more often associated with l-D signal processing.
The exponential term in the right-hand side of Eq. (2) can be expanded into cosine and sine components to give
The magnitude of Eq. (3) will be large if it arises from pixels viewing an LED flashing at the reference frequency o. Conversely, the magnitude will be small if it is from pixels that are unchanging or varying at another frequency. In this application, we are only interested in the magnitudes of the signals and can ignore their phase components. Let g(n) be the magnitude of Eq. (3), the frequency-shifted and filtered signal, where
(4)
IMPLEMENTATION OF THE TARGET IDENTIFICATION ALGORITHM
Because the sampling rate of the camera is 30 Hz, then, by the Nyquist criteria, the highest frequency that can be accurately resolved is 15 Hz. The target LEDs are strobed at 12 Hz, corresponding to a digital frequency of co = 2itJT, wherefis the flash rate and T is the sampling period. The 12-Hz modulation frequency was chosen to minimize modulation artifacts with the 30-Hz video sampling rate. 2 The input p(n) is convolved with low-pass filter h(n) in Eq. (2). The low-pass filter was implemented with a Hamming window because of its sharp frequency attenuation beyond the frequencies of interest. The Hamming window was implemented in the following form:
where N is the total number of samples (images) in the set. 3 Note that when Eq. (5) is substituted into Eq. (4), then cos(w0n) 0 h(n) is constant for any frame n. Those terms can be predetermined for each frame and stored in a lookup table we designate K(n). Similarly, the terms for sin(c00n) 0 h(n) can be predetermined and stored in iookup table K(n). Because we are only interested in the signal magnitude, we can ignore the phase components arising from the convolutions in the right-hand side of Eq. (4). When the phase components are dropped, the convolutions in Eq. (4) can be expressed as the sum-of-products, Equation (8) is implemented by the block diagram in Fig. 5 with the following sequence: (1) multiply each image frame by the predetermined sine and cosine constants for that frame, (2) sum the results into separate accumulators, (3) square the contents of each accumulator, (4) add the contents of the two accumulators, and (5) take the square root of the accumulator sum. The algorithm was implemented with hardware lookup tables for both the trigonometric and square root operations described above.
Inputp(n).
Output g One frame from a sequence of 20 consecutive frames is shown in Fig. 6(a) . Processing the entire sequence using Eq. (8) results in the image of Fig. 6(b) . The intensity values for the nonflashing background pixels were less than 2 units out of 255. The frequency response of the algorithm has a bandwidth of 4 Hz, centered at 12 Hz, as shown in Fig. 7. 
AccuRAcY
In this section, we describe the results of a measurement accuracy test by comparing the measured coordinates of the LED markers with their known positions.
The vision system determines the coordinates of the LEDs relative to the camera coordinate frame which originates inside the lens and is physically inaccessible. Therefore, we measure the accuracy indirectly, moving the camera by a known amount on a calibrated stage and comparing the change in the calculated LED position. We compute the measurement error c in percent of the actual value by (9) where p is the position coordinate of the camera. The camera was positioned perpendicularly to the target and moved in 5-mm increments toward the target. A total of 30 measurements was recorded beginning at a distance of 400 mm and ending at 105 mm. The mean positional error, computed according to Eq. (9), was -0.3%; the median error was -0.35%, and the maximum error magnitude was 0.9%. A method of identifying modulated LED markers in a sequence of video images was developed and tested. The technique uses a digital demodulator to filter the markers from their background. The demodulator was developed for an autodocking vision system designed to locate a docking target and compute its 3-D position and orientation coordinates. 
