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1 Einführung in die Thematik 
1.1 Einsatz von Virtual Reality in Medizin und Chirurgie 
1.1.1 Virtual Reality für chirurgisches Training und Telechirurgie  
Virtual Reality (VR) ermöglicht einer Person, sich durch technische Hilfsmittel in eine virtuelle Welt 
hineinzuversetzen und in dieser zu interagieren. Eines der ersten VR-basierten chirurgischen Trai-
ningssysteme (s. Abbildung 1) wurde Mitte der 1990er-Jahre für arthroskopische Operationen von 
Müller et al. entwickelt [1]. Seitdem wurden diese Simulatoren immer weiter verbessert und auf 
neue endoskopische und minimalinvasive chirurgische Anwendungsgebiete erweitert [2]. So entwi-
ckelten Park et al. einen VR-Simulator zur laparoskopischen Durchführung einer Cholezystektomie 
[3]. Heng et al. demonstrierten das Trainingspotential von VR anhand eines Arthroskopiesimulators 
[4] und Chen et al. durch die Entwicklung eines VR-basierten Simulators zum Training des Bohrens in 
das Femur bei einer Hüftfraktur [5]. Evaluationsstudien zeigen, dass VR-basierte chirurgische Trai-
ningssysteme durchaus eine qualitative Verbesserung der chirurgischen Ausbildung darstellen [6–
10]. So zeigen die Meta-Reviews von Sturm et al. [6] und Zendejas et al. [7], dass VR-Trainings von 
laparoskopischen Eingriffen zu besseren Ergebnissen der in Ausbildung befindlichen Chirurgen bei 
der späteren Durchführung realer Operationen führen. Allerdings blieb der Einsatz VR-basierter chi-
rurgischer Trainingssysteme bis heute auf minimalinvasive Operationen beschränkt. Erst kürzlich 
wurde ein Großprojekt zur Entwicklung eines Prototyps für die Hüftendoprothetik zum Abschluss 
gebracht, welcher vom Autor und seiner Projektgruppe konzeptioniert und entwickelt wurde. Dieser 
Simulator für den nicht-minimalinvasiven orthopädischen Bereich ermöglicht ein VR-basiertes Trai-
ning, in dem das Ausfräsen eines Acetabulums während des Einsetzens einer Primärendoprothese 
von Chirurgen trainiert werden kann [11–13]. 
 
Abbildung 1: VR-basierte chirurgische Trainingssimulatoren mit haptischem Feedback für laparoskopische (links) [14] und 
arthroskopische (rechts) [15] Eingriffe. 
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1.1.2 Virtual Reality in der Therapie und Rehabilitation 
Anfang der 1990er-Jahre begann die Erforschung des Einsatzpotentials von VR für psychotherapeuti-
sche und Rehabilitations-Therapien (s. Abbildung 2) [16–21]. Psychotherapeutisch wird VR vor allem 
als Ergänzung bzw. Ersatz für Expositionstherapien verwendet [22, 23]. Der Vorteil von VR liegt hier 
darin, dass der Realismus des Angstauslösers schrittweise gesteigert werden kann, ohne den Patien-
ten hierdurch einem zusätzlichen Risiko auszusetzen. So kann bspw. bei Akrophobie zunächst ein 
„Bauklotz“-Szenario verwendet werden, bei dem alle Objekte einfache Quader darstellen. Dann kann 
der Realismus hin zu einer photorealistischen Szene gesteigert werden. Außerdem kann auch die 
Tiefe des Abgrunds patientenspezifisch schrittweise erhöht werden. Weitere Einsatzfelder von VR 
sind u.a. die Behandlung von Agoraphobie [24], Arachnophobie [25], Logophobie [26], Schizophrenie 
[27, 28] und posttraumatischen Belastungsstörungen [29–33]. Auch in der Suchttherapie findet VR 
seinen Einsatz [34], indem die Patienten mit suchtauslösenden Situationen konfrontiert werden, 
bspw. einer Bar. in der getrunken und geraucht wird [35–37]. Auch in der Schmerztherapie von 
Brandverletzten zeigte VR positive Ergebnisse bei der Patientenbehandlung, indem Sie bspw. wäh-
rend der Physiotherapie ein VR-Spiel spielten. [38–40]. Dabei zeigte sich, dass auch bei wiederholten 
VR-unterstützten Physiotherapiesitzungen ein signifikant niedrigerer Schmerzpegel von den Patien-
ten berichtet wurde.  
 
Abbildung 2: VR-Therapie-Anwendung für Akrophobie (links) [41]; VR-Anwendung für die Schlaganfall-Rehabilitation 
(rechts) [42]. 
In der Rehabilitation findet VR vor allem bei der Behandlung von neurologischen Funktionseinschrän-
kungen in Folge eines Schlaganfalls [19, 42–44] und der Behandlung von Phantomschmerzen nach 
Verlust einer Gliedmaße Einsatz [20, 45]. Dabei wird der Patient mittels eines am Kopf getragenen 
VR-Displays in einen Avatar (virtuellen Körper) versetzt, inklusive gelähmter oder fehlender Gliedma-
ßen. Zusätzlich wird der Körper des Patienten durch unterschiedliche Verfahren wie etwa Kamerasys-
teme oder Bewegungsanalyseanzüge erfasst und diese Bewegungen auf den Avatar übertragen. So 
ausgerüstet führt der Patient anschließend die Therapieaufgaben aus. Im Falle einer gelähmten oder 
fehlenden Hand wird dann die Bewegung der gesunden Hand direkt auf die andere Hand übertragen. 
Der Patient bewegt also real seine gesunde Hand, sieht aber stattdessen nur seine andere Hand die 
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Bewegung ausführen. Beide Therapiemethoden nutzen dabei das Phänomen der „Gummihand-
Illusion“ [46–48], dem das Prinzip der Körpertransferillusion zugrunde liegt. Die Illusion besteht darin, 
dass eine künstliche oder virtuelle Gliedmaße als Teil des eigenen Körpers akzeptiert wird.  
Diese Beispiele zeigen, dass durch VR auch das Verhalten auf unterbewusster Ebene beeinflusst wer-
den kann. 
1.2 Presence, User Experience und Usability 
1.2.1 Begriffe 
Zur Einführung in die Thematik der vorliegenden Dissertationsschrift sollen zunächst die wichtigsten 
Begriffe vorgestellt werden. Deren ursprüngliche Definition erfolgte in englischer Sprache. In dieser 
Arbeit wird deren englische Form verwendet, da teilweise keine bedeutungsgleichen Übersetzungen 
im Deutschen existieren, vor allem aber, um eine bessere Wiederauffindbarkeit in den Publikations-
manuskripten in Kapitel 2 sowie der wissenschaftlichen Literatur zu ermöglichen.  
 
Virtual Reality (VR): Die anerkannteste Definition von Virtual Reality stammt von Mann [49] 
(s. Abbildung 4), welcher das Konzept des Reality-Virtuality-Kontinuums von Milgram et al. [50] 
(s. Abbildung 3) um Mediality erweiterte. Im Reality-Virtuality-Kontinuum stellt die Realität (z.B. ei-
nen OP-Saal) den einen Endpunkt und Virtual Reality den anderen Endpunkt dar. Dabei ist VR eine 
durch einen Nutzer erlebte, vollkommen künstliche Welt, welche eine Nachbildung der realen Welt 
darstellen kann (z.B. einen virtuellen OP-Saal), oder aber vollkommen fiktionale Welten, welche nicht 
den physikalischen Gesetzen unterlegen sein müssen [50]. Zwischen Realität und VR liegt der Bereich 
der Mixed Reality, der die verschiedenen Kombinationsgrade von realen und virtuellen Elementen 
umfasst, bspw. die Projektion der Lage von Nerven und Gefäßen auf die Haut eines Patienten für 
einen besseren operativen Zugang. 
 
Abbildung 3: Das Reality-Virtuality-Kontinuum nach Milgram et al. [50]. 
Während sich das Reality-Virtuality-Kontinuum mit dem Inhalt einer Umgebung befasst, bezieht sich 
die von Mann [49] vorgenommene Erweiterung um Mediality (s. Abbildung 4) auf die Beeinflussung 
der Wahrnehmungskanäle dieser Umgebung durch den Benutzer. Mediality modifiziert die Wahr-
nehmung [49]. Beispiele hierfür sind Hörgeräte oder Brillen, welche die Wahrnehmung einer realen 
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aber auch einer virtuellen Umgebung beeinflussen. Aber auch Noxen, wie bspw. Ethanol, Kodein, 
Cannabioide oder Opioide, beeinflussen die Wahrnehmung und müssen im Kontext von Mediality 
mitverstanden werden. 
 
Abbildung 4: Die Taxonomie von Reality, Virtuality und Mediality nach Mann [49]. 
Immersion: Mit Immersion wird ausschließlich die technische Güte beschrieben, mit der eine VR-
Umgebung erstellt wird [51], bspw. die Anzahl an Displays und deren Auflösung, Bildwiederholraten 
oder der Realismus von Licht und Schatten in virtuellen Szenen. Damit ist Immersion ein objektives 
Maß, welches verwendet werden kann, um verschiedene VR-Umgebungen zu vergleichen. Slater [51] 
zieht hier die Analogie zur Wellenlängenverteilung einer Farbe heran. 
Presence: Als Presence wird das subjektive Gefühl einer Person verstanden, sich an einem Ort zu 
befinden. Dies wird häufig mit Immersion verwechselt. Presence und Immersion stellen aber zwei 
grundlegend verschiedene Sichtweisen dar. So kann eine VR-Umgebung mit dem gleichen Immersi-
onsgrad zwischen verschiedenen Personen ein unterschiedliches Gefühl von Presence erzeugen [51]. 
Presence folgt aus Immersion, ist allerding nicht dasselbe. Um bei der Farbanalogie von Slater [51] zu 
bleiben, ist Presence die Wahrnehmung einer Farbe, während Immersion deren Wellenlängenvertei-
lung ist. 
User Experience: Nach ISO 9241-210 [52] wird User Experience als die „Wahrnehmung und Reaktion 
einer Person von der Nutzung und/oder antizipierten Nutzung eines Produktes, Systems oder Diens-
tes“ (sic. Eigenübersetzung) [52] definiert. Dabei werden explizit alle hedonischen Aspekte der Be-
nutzung eingeschlossen. Hedonische Aspekte beschreiben die nicht-aufgabenbezogenen Bewer-
tungsaspekte einer Person über ein Produkt, wie ihre Einschätzung über die Originalität, den Innova-
tionsgrad, die Neuheit etc. des Produktes. Dabei spielen Faktoren wie das visuelle Design, neue In-
teraktionstechniken oder Funktionen eine Rolle [53]. User Experience geht auf das subjektive Emp-
finden eines Nutzers ein und umfasst neben dem emotionalen Empfinden und ästhetischen Aspekten 
auch die Bedienbarkeit und Nützlichkeit [54]. User Experience beschreibt also die allumfassende 
Wahrnehmung und Reaktion eines Nutzers während der Benutzung eines Produktes. 
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Usability: In Abgrenzung zu User Experience definiert die ISO 9241-210 [52] Usability als das „Aus-
maß zu welchem ein System, Produkt oder Dienst von einen spezifischen Nutzer benutzt werden 
kann, um spezifische Ziele effektiv, effizient und zufriedenstellend in einem spezifischen Benutzungs-
kontext zu erreichen“ (sic. Eigenübersetzung) [52]. Usability ist damit eine Teilmenge von User Expe-
rience, die sich rein auf die pragmatischen Aspekte bzw. die Zielerfüllung einer Produktnutzung kon-
zentriert und sämtliche hedonischen Aspekte nicht umfasst. 
1.2.2 Verwendete Messmethoden für Presence, User Experience und Usability 
Im Folgenden werden die in den Publikationsmanuskripten (s. Kapitel 2) verwendeten Messmetho-
den für Presence, User Experience und Usability vorgestellt. Es handelt sich dabei ausschließlich um 
etablierte Fragebögen, welche immer in der Nacherhebung einer Studie verwendet werden.  
 
International Test Commission – Sense of Presence Inventory (ITC-SOPI): Der ITC-SOPI wurde von 
Lessiter et al. [55] entwickelt und ist ein Standard-Fragebogen zur Erhebung der Presence eines Nut-
zers. Er besteht aus 44 Fragen, die auf einer Fünf-Punkt-Likert-Skala zu beantworten sind. Aus diesen 
Fragen werden vier Faktoren berechnet. 
 Der Sense of physical space beschreibt das Gefühl des Nutzers, physisch in der dargestellten 
Umgebung verortet zu sein, sowie das Gefühl, mit den Objekten zu interagieren und diese 
kontrollieren zu können [55]. 
 Engagement beschreibt das Interesse und die Involvierung des Nutzers in die dargestellte 
Umgebung, das Interesse am dargestellten Inhalt sowie die allgemeine Freude an der VR-
Erfahrung [55].  
 Die Ecological validity misst, wie glaubwürdig, realistisch und natürlich sich die dargestellte 
Umgebung für den Nutzer anfühlt [55].  
 Negative effects fasst alle nachteiligen Effekte zusammen, die bei einer VR-Erfahrung auftre-
ten können, z.B. Schwindel, leichte Übelkeit oder Kinetose [55]. 
User Experience Questionnaire (UEQ): Der UEQ ist einer der etabliertesten Fragebögen zur Erhebung 
von User Experience [56] und besteht aus 26 bipolaren Items, die auf einem siebenstufigen semanti-
schen Differenzial bewertet werden. Er umfasst die folgenden sechs Skalen, die aus den beantworte-
ten 26 bipolaren Items berechnet werden: 
 Die Attractiveness beschreibt den allgemeinen Eindruck des Nutzers vom Produkt [57].  
 Efficiency gibt den Eindruck des Nutzers wieder, ob das Produkt schnell und effizient zu be-
dienen war [57].  
 Die Perspicuit gibt an, wie einfach das Produkt für den Nutzer verständlich war und wie leicht 
er sich mit dem Produkt vertraut machen konnte [57]. 
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 Dependabilty drückt das Gefühl des Nutzers aus, ob die Interaktion mit dem Produkt sicher 
und vorhersehbar war, und wie hoch sein Gefühl war, die Interaktion zu kontrollieren [57]. 
 Die Stimulation beschreibt die Einstellung des Nutzers, wie interessant und aufregend das 
Produkt war und ob er es weiter benutzen würde [57]. 
 Novelty drückt aus, ob das Produktdesign vom Nutzer als innovativ und kreativ empfunden 
wurde und ob es seine Aufmerksamkeit erregt hat [57]. 
Diese sechs Skalen des UEQ sind in Gruppen zusammengefasst, welche die Wahrnehmung der hedo-
nischen und pragmatischen Qualitäten eines Produktes durch den Nutzer angeben. Die pragmatische 
Qualität umfasst typische Usability Faktoren, da sie die aufgabenorientierten Qualitätsaspekte be-
schreibt. Sie wird aus den Skalen Efficiency, Perspicuit und Dependabilty gebildet. Die hedonische 
Qualität besteht aus den Skalen Stimulation und Novelty. Sie drückt die nicht-aufgabenbezogenen 
Qualitätsaspekte aus und beschreibt eher ästhetische Eindrücke des Nutzers sowie dessen Freude an 
der Benutzung des Produktes. 
Systems Usability Scale (SUS): Der SUS [58] ist der Industriestandard zur Messung von Usability und 
wurde über 5000 mal eingesetzt [59]. Der SUS besteht aus zehn Fragen, welche die Effizienz, Effekti-
vität und Zufriedenheit des Nutzers mit dem Produkt misst [58]. Die Beantwortung der Fragen erfolgt 
mittels einer Fünf-Punkt-Likert-Skala.  
1.3 Potentiale von Virtual Reality in der Medizinproduktentwicklung 
Neben dem in Abschnitt 1.1 beschriebenen Einsatz von VR für chirurgisches Training, Therapie und 
Rehabilitation liegen die Potentiale von VR auch in der Medizinproduktentwicklung. Allerdings schei-
nen diese Potentiale nicht umfänglich genutzt zu werden. Wissenschaftliche Aufarbeitungen zur 
Thematik sind aktuell faktisch nicht existent. Auch Informationen aus der Medizinproduktindustrie 
sind Wissenschaftlern wegen kommerzieller Interessen der Hersteller und Entwickler kaum zugäng-
lich. Allerdings scheinen gerade erste Schritte in der Vertriebsunterstützung gegangen zu werden, 
wie zwei kürzlich erschienene Produktberichte der Zimmer Biomet Holdings Inc. [60] und Stryker 
Cooperation [61] über VR-Anwendungen nahelegen. Dabei zeigen viele andere Industrien, bspw. 
Luft- und Raumfahrt, Automobilentwicklung, Maschinen- und Anlagenbau, wie VR bereits seit Jahr-
zehnten in verschiedenen Phasen von der Produktentwicklung über Produktion und Service bis zum 
Vertrieb vorteilhaft eingesetzt wird [62–72]. Aus diesen Erfahrungen lassen sich konkrete Einsatzpo-
tenziale auch im Lebenszyklus von Medizinprodukten definieren. 
Zu Beginn der Entwicklung eines Medizinproduktes, bspw. eines Narkosegerätes, könnten verschie-
dene Produktdesigns in der VR bewertet und angepasst werden. Durch die maßstabsgetreue Darstel-
lung können so wesentliche Produktmerkmale wie die Nutzungsergonomie besser als an einem nor-
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malen Bildschirmarbeitsplatz entwickelt werden. Dies wird u.a. bereits erfolgreich beim Design von 
Haushaltsgeräten eingesetzt [73]. 
Wenn ein detailliert auskonstruiertes virtuelles Modell eines Medizinproduktes vorhanden ist, kann 
dieses in einer VR-basierten interdisziplinären Konstruktionsbewertung mit Mitarbeitern aus Kon-
struktion, Vertrieb, Service und Produktionsplanung diskutiert werden. Auch hier schafft die maß-
stabsgetreue Darstellung in VR eine bessere Verständnisgrundlage für alle Beteiligten, sodass Fehler, 
die z.B. die Montage oder die Wartung erschweren würden, durch Konstruktionsänderungen ver-
mieden werden können. Erfolgreich wird dies u.a. im Werkzeugmaschinenbau eingesetzt [74]. 
Da auch bei Medizinprodukten die User Experience und Usability über deren Erfolg mitentscheiden, 
ist die frühe Einbeziehung der Nutzer sehr wichtig. VR bietet hier die Möglichkeit, Nutzerstudien mit 
einem rein virtuellen Medizinprodukt durchzuführen und so noch während der Konstruktionsphase 
Verbesserungen in das Medizinprodukt einfließen zu lassen. Eines der ersten Beispiele im Medizin-
produktebereich, welches dieses Potential verdeutlicht, ist eine Nutzerstudie zur Entwicklung eines 
chirurgischen Saug-/Spülsystems, an dem der Autor beteiligt war [75]. Für dieses System sollte eine 
Nutzungsbewertung durch Chirurgen anhand des rein virtuellen Prototyps stattfinden (s. Abbildung 
5) [75]. Die Erwartung an dieses neu zu konstruierende chirurgische Saug-/ Spülsystem war, dass das 
Saug-/Spülrohr aus einer Formgedächtnislegierung (FGL) besteht. FGL besitzt die Eigenschaft, sich 
durch thermale Aktivierung in eine beliebige eingeprägte Form zurückzuverwandeln. Das ursprüngli-
che Nutzungskonzept des FGL-Saug-/Spülsystems sah vor, dass das FGL-Rohr in gerader Form in den 
Patienten eingeführt wird und durch Aktivierung mit warmen Spülwasser eine eingeprägte anatomi-
sche Form annimmt. Die vom Autor durchgeführte VR-Nutzerstudie ergab, dass dieses Aktivierungs-
prinzip aus chirurgischer Sicht gar nicht erwünscht war [75]. Durch diese VR-Nutzerstudie konnte so 
in einer frühen Entwicklungsphase eine Fehlentwicklung vermieden werden. Ähnliche Einsatzszenari-
en finden sich bspw. in der Automobilindustrie [76]. 
 
Abbildung 5: VR-Evaluationsumgebung zur virtuellen Erprobung eines neuartigen Saug-/Spülsystems (links); Beispielsze-
ne des virtuellen Szenarios für die Produktevaluierung (rechts). 
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1.4 Motivation und Ziele der Arbeit 
Im Abschnitt 1.1 wurde gezeigt, wie vielfältig und weitverbreitet VR-Anwendungen bereits im medi-
zinischen Bereich zur Aus- und Weiterbildung von Ärzten sowie für die Therapie von Krankheiten 
eingesetzt werden. Das Potential, welches durch VR bei der Entwicklung von Medizinprodukten er-
schlossen werden könnte, wurde im Abschnitt 1.3 erläutert. Daran zeigt sich, wie wichtig das Ver-
ständnis von Presence im Zusammenspiel mit User Experience und Usability ist, da diese Faktoren 
wesentlich über die Qualität und den Erfolg von medizinischen VR-Anwendungen entscheiden. Daher 
Ist überraschend, wie wenig über dieses komplexe Zusammenspiel bekannt ist.  
Das Ziel dieser Arbeit war es daher, grundlegende Erkenntnisse über den Zusammenhang von 
Presence, User Experience und Usability zu gewinnen und zu untersuchen, welchen Einfluss Alltags-
faktoren darauf haben könnten (s. Abbildung 6). Im Folgenden werden die drei Ziele dieser Arbeit 
definiert und deren Motivation und Relevanz hergeleitet.  
 
Ziel 1: Für chirurgische VR-Trainingssysteme ist das Zusammenspiel von Presence mit User Experi-
ence und Usability wesentlich, um einen guten Trainingssimulator zu entwickeln, der von Chirurgen 
akzeptiert wird und einen hohen Trainingserfolg erzielt. Da Presence bestimmt, wie sehr sich eine 
Person in die virtuelle Welt hineinversetzt fühlt, ist sie Grundlage für einen guten chirurgischen VR-
Trainingssimulator. Eine hohe User Experience und Usability steigert die Akzeptanz, solch ein System 
zu nutzen. Wenn ein chirurgisches VR-Trainingssystem schlecht zu bedienen ist, steigt das Risiko, 
dass es nicht benutzt wird. Weiterhin ist der Trainingserfolg geringer als bei einem chirurgischen VR-
Trainingssystem mit guter User Experience und Usability.  
Obwohl etablierte Methoden sowohl zur Messung von User Experience als auch von Usability beste-
hen, sind diese entwickelt worden, um Produkte in der Realität zu testen. Die Qualität von VR-
Szenarien ist mittlerweile sehr hoch. Dennoch weicht deren Qualität, wie bei jeder anderen Simulati-
on, von der Realität ab. Negative Effekte wie Schwindel, Übelkeit und dergleichen, auch als Cy-
bersickness oder Simulatorkrankheit bezeichnet, zeigen eindrucksvoll, dass durch die nicht perfekte 
Simulation der Realität kurzfristige und vorübergehende körperliche Beeinträchtigungen ausgelöst 
werden können. Deswegen kann nicht automatisch davon ausgegangen werden, dass in VR dieselbe 
Presence wie in der Realität verspürt wird und die wahrgenommene User Experience und Usability 
davon unbeeinträchtigt bleibt. Entsprechend könnte also ein an sich funktional guter chirurgischer 
VR-Trainingssimulator durch eine schlechte Presence negativ beeinflusst werden, sodass er nicht 
genutzt wird, oder schlechtere Trainingsergebnisse erzielt werden. Daher war das erste Ziel dieser 
Arbeit, den genauen Wirkzusammenhang von Presence mit User Experience und Usability zu ergrün-
den, damit Entwickler solcher chirurgischer VR-Trainingssysteme wissen, worauf bei deren Entwick-
lung geachtet werden muss (s. Abbildung 6). 
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Ziel 2: Auch bei der Entwicklung von Medizinprodukten ist ein Verständnis des Wirkzusammenhan-
ges von Presence mit User Experience und Usability unabdingbar. Produkte mit hoher User Experi-
ence und Usability haben größere Marktchancen und sind effektiver im Gebrauch. Umso wichtiger ist 
es daher die späteren Nutzer, im vorliegenden Fall Ärzte, bei der Entwicklung von Medizinprodukten 
frühzeitig in die Entwicklung einzubeziehen. Dies kann besonders früh geschehen, indem entspre-
chende Nutzerstudien nicht erst relativ spät im Entwicklungsprozess mit physischen Prototypen er-
folgen, sondern bereits frühzeitig in VR mit dem virtuellen Prototyp. Trotz der großen Vorteile durch 
die frühzeitige Evaluation gibt es dabei folgendes Problem: Sämtliche existente Fragebögen zur Eva-
luation von User Experience und Usability wurden für Tests in der Realität mit realen Produkten ent-
wickelt. Daher ist es unbekannt, welchen Einfluss Presence auf deren Bewertung hat. Es ist also frag-
lich, ob die Probanden den virtuellen Prototyp eines Medizinprodukts genauso bewerten wie einen 
physischen. Dies zu wissen ist jedoch von Bedeutung, da durch eine Verzerrung der Studienergebnis-
se eine Analyse erfolgen könnte, die zu Fehlentscheidungen bzgl. der Verbesserung des Medizinpro-
duktes führen würde. Im vorbeschriebenen Fall des Saug-/Spülsystems wäre somit bei einer schlech-
ten Presence eine negativere Bewertung der User Experience und Usability des Medizinprodukts 
durch die evaluierenden Ärzte im Vergleich mit einem physischen Prototypen möglich gewesen. 
Deswegen ist eine tiefe Kenntnis, wie Presence die User Experience und die Usability beeinflusst, 
wichtig. Das zweite Ziel dieser Arbeit bestand daher darin zu bestimmen, ob und ggf. welche Unter-
schiede bei der Bewertung der User Experience und Usability eines Produktes in VR im Vergleich zur 
Realität auftreten und welchen Einfluss Presence darauf hat (s. Abbildung 6). 
Ziel 3: Presence steht in direkter Verbindung zur Wahrnehmung, zu kognitiven Prozessen und zu 
Emotionen. Zunächst müssen in einem virtuellen Szenario die Sinne einer Person angesprochen und 
somit dem individuellen Wahrnehmungssystem zugänglich gemacht werden. Danach muss dieser 
künstliche sensorische Input kognitiv verarbeitet und mit anderen Sinneswahrnehmungen integriert 
werden. In Abhängigkeit von der Qualität des sensorischen Inputs und seiner kognitiven Verarbei-
tung stellt sich bei der Person, welche sich in einem VR-Szenario befindet, ein mehr oder weniger 
starkes Gefühl ein, gegenwärtig in der virtuellen Welt zu sein. Aus diesem Gefühl resultiert der wahr-
genommene Grad an Presence. In Abhängigkeit davon, wie involviert die Person in das virtuelle Sze-
nario ist, können bei ihr – je nach Inhalt des virtuellen Szenarios – verschiedene Emotionen ausgelöst 
werden. Ein Beispiel hierfür wäre die Auslösung von Ängsten bei Arachnophobie-Patienten während 
ihrer Begegnungen mit virtuellen Spinnen als Teil der Behandlung [17]. Allerdings kann bereits das 
reine Verspüren von Presence in einem virtuellen Szenario Emotionen wie Aufgeregtheit oder Un-
wohlsein hervorrufen [77].  
Die Verbindung von User Experience, Usability, Wahrnehmung, kognitiver Verarbeitung und Emotio-
nen erscheint offensichtlicher. Eine Anwendung muss schließlich mit dem sensorischen System einer 
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Person wahrgenommen werden, damit die Person die Anwendung benutzen kann. Das Erlernen, wie 
diese Anwendung zu benutzen ist, und das Benutzen selbst sind kognitive Leistungen. Die Nutzungs-
erfahrung der Anwendung führt schließlich zu einer Einstellung und Meinungsbildung gegenüber 
dem Produkt. 
Wahrnehmung, kognitive Verarbeitung und Emotionsausprägung können allerdings durch verschie-
dene psychotrope Substanzen wie Ethanol, Kodein, Amphetamine, Opioide, Beruhigungsmittel und 
ähnliche Substanzen beeinträchtigt werden. Ethanol kann u.a. die Kontrastwahrnehmung beeinflus-
sen, zu verschwommenem Sehen führen, Entscheidungsprozesse beeinträchtigen und die Emotions-
kontrolle verändern [78–82]. Gerade auch im operativen Umfeld sind Ärzte während chirurgischer 
Eingriffe am Patienten konstant geringen Mengen an Narkosegasen ausgesetzt. Aufgrund der Allge-
genwärtigkeit solcher Noxen im medizinischen Feld sind diese als Alltagsfaktor zu betrachten. Daher 
ist ein Verständnis des Wirkzusammenhangs dieser Alltagsfaktoren auf Presence, User Experience 
und Usability für jede medizinische VR-Anwendung wichtig, um bspw. mögliche Lernerfolgsein-
schränkungen oder Wahrnehmungsverzerrungen während der Nutzung von VR-Trainingssystemen 
entgegenwirken zu können.  
 
Abbildung 6: Übersicht des Zusammenhangs der untersuchten Modelle (blau) und Einflussfaktoren (rot). Die Pfeile zeigen 
die in dieser Arbeit untersuchten unbekannten Zusammenhänge zwischen diesen Modellen und Einflussfaktoren. Die 
verschiedenfarbigen Hintergründe zeigen, welche Zusammenhänge mit den drei Zielen dieser Arbeit korrespondieren. 
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Auch auf therapeutischem Gebiet, bspw. der Behandlung von posttraumatischen Belastungsstörun-
gen oder Phobien, ist das Verständnis von Alltagsfaktoren auf Presence, User Experience und Usabili-
ty von hoher Relevanz. So nehmen diese Patienten oft Psychopharmaka ein und leiden häufig noch 
an einer Alkoholsucht [83, 84]. Für den Einstieg in dieses Forschungsgebiet scheint daher der Alltags-
faktor Ethanol besonders geeignet und relevant. Die Wirkung von Ethanol auf Wahrnehmung, kogni-
tive Prozesse und Emotionen wird seit Jahrzehnten erforscht und ist gut bekannt. Zudem ist Ethanol 
weltweit allgegenwärtig und wird von großen Teilen der Weltbevölkerung konsumiert [85]. Trotz 
dieser Relevanz sind die Auswirkungen der beschriebenen Alltagsfaktoren auf Presence, User Experi-
ence und Usability selbst in Ansätzen unbekannt. Daher existieren hierzu auch keine etablierten Me-
thoden. Das dritte Ziel dieser Arbeit war es daher, den methodischen Weg für die Evaluation der 
Wirkung von Alltagsfaktoren auf Presence, User Experience und Usability zu ebnen und anhand einer 
ersten explorativen Studie für niederdosierte Ethanolmengen zu evaluieren (s. Abbildung 6). 
 
Zusammenfassend sollen in dieser Arbeit Grundvoraussetzungen für die Nutzbarmachung der Poten-
tiale von VR für die chirurgische Ausbildung (z.B. Simulatoren-basiertes Training) und Medizinpro-
duktentwicklung mit der Ableitung von Handlungsempfehlungen auf Grundlage psychologischer Fak-
toren evaluiert werden. Dadurch sollen in Zukunft VR-Anwendungen für die Medizin noch attraktiver 
werden. 
 
Da sich die Erforschung des Zusammenhangs von Presence mit User Experience und Usability insge-
samt in den Anfängen befindet, sind gezielt Probanden aus der Allgemeinbevölkerung für die vorlie-
genden Untersuchungen als Stichprobe gewählt worden. So sollten zunächst Baseline-Daten erhoben 
werden, aus denen generelle Schlüsse für die Entwicklung chirurgischer VR-Trainingssysteme sowie 
der Testung von Medizinprodukten in VR durch die späteren Anwender gezogen werden können. 
Weiterhin schafft die Erhebung dieser Baseline-Daten die Grundlage für einen Vergleich verschiede-
ner Kohorten medizinischen Personals in weiterführenden Arbeiten.  
1.5 Experimenteller Aufbau 
1.5.1 Studienaufbau 
Für die Untersuchung der Interaktion von Presence mit User Experience und Usability im Vergleich 
von realen und virtuellen Umgebungen sowie unter dem Einfluss von Alltagsfaktoren wurden zwei 
Studien durchgeführt. Damit eine Vergleichbarkeit der Ergebnisse beider Studien gewährleistet ist, 
wurde dieselbe experimentelle Aufgabe verwendet. Als experimentelle Aufgabe wurde ein abstrak-
tes, bewusst nicht-medizinisches Evaluationsszenario gewählt um Baseline-Daten zu erhalten. Die 
experimentelle Aufgabe bestand darin, mittels einer Geocaching-Smartphone-App verschiedene Orte 
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in der Chemnitzer Innenstadt zu finden. Dabei sahen die Probanden auf der Geocaching-App ihren 
Standort und den Zielort, zu dem sie sich hinbewegen müssen. Bei Erreichen des Zielortes erschien 
eine Erfolgsmeldung und im Anschluss der nächste Zielort (s. Abbildung 7). Insgesamt mussten sieben 
Zielorte gefunden werden, wobei die Probanden am Schluss wieder am Startpunkt ankamen. 
 
Abbildung 7: Ablauf der Geocaching-App. Anzeige des Ortes der gefunden werden musste (links). Erfolgsbildschirm, 
wenn Ort gefunden wurde (Mitte). Der nächste Ort der zu finden war (rechts). 
Die erst Studie war als between-subject-Design konzipiert (s. Abbildung 8) und bestand aus drei Pha-
sen: (1) Vorerhebung demographischer Daten, (2) Durchführung der experimentellen Aufgabe, (3) 
Nacherhebung von Presence-, User Experience- und Usability-Daten. Die in Phase 1 erhobenen de-
mographischen Daten umfassten Alter, Geschlecht, Bildungsabschluss, Vorerfahrung mit Geocaching, 
Vorerfahrung mit VR, Selbsteinschätzung des Lesens einer Papier-Landkarte und die Selbsteinschät-
zung des Lesens einer elektronischen Landkarte. Für Phase 2, der Durchführung der experimentellen 
Aufgabe, wurden die Probanden zufällig einer von zwei Gruppen zugeordnet. In der ersten Gruppe 
führten die Studienteilnehmer die experimentelle Aufgabe in der realen Chemnitzer Innenstadt aus. 
Die zweite Gruppe ging in einer VR-Umgebung durch die virtuelle Chemnitzer Innenstadt, benutzte 
aber ein reales Smartphone mit der Geocaching-App. In Phase 3 füllten alle Studienteilnehmer den 
Presence-Fragebogen ITC-SOPI, den User-Experience Fragebogen UEQ und den Usability-Fragebogen 
SUS aus. 
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Abbildung 8: Studienablauf der ersten Studie (nach [86]). 
Auch die zweite Studie war als between-subject-Design konzipiert (s. Abbildung 9) und in dieselben 
drei Phasen unterteilt: (1) Vorerhebung demographischer Daten, (2) Durchführung der experimentel-
len Aufgabe, (3) Nacherhebung von Presence-, User Experience- und Usability-Daten. In Phase 1 
wurden dieselben demographischen Daten wie bei der ersten Studie erhoben. Phase 2 ist im Ver-
gleich zu Phase 2 der ersten Studie leicht abgeändert worden, um die Aufnahme einer niedrigen Do-
sis des Alltagsfaktors Ethanol zu integrieren. Zunächst wurde eine initiale Bestimmung des Atemalko-
hols durchgeführt, um sicherzustellen, dass die Studienteilnehmer komplett nüchtern waren. Im An-
schluss erfolgte die Aufnahme einer kleinen standardisierten Mahlzeit (ein halbes Brötchen mit Käse) 
und die Einnahme des Ethanols. Die Dosis wurde nach der Widmark-Formel mit der Erweiterung von 
Watson [87] für jeden Studienteilnehmer so bestimmt, dass ein Alkoholpegel vom 0,4 Promille nicht 
überschritten wurde. Der Wert von 0,4 Promille wurde gewählt, um zunächst Effekte bei einem nied-
rigen Alkoholpegel zu untersuchen, bei dem bekannt ist, dass sich erste subtile Beeinträchtigungen 
zeigen [88]. Nach der vollständigen Einnahme der Ethanol-Dosis warteten die Studienteilnehmer 
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30 Minuten. Nun wurde der Alkoholpegel mittels Atemmessung bestimmt. Im Anschluss führten die 
Studienteilnehmer die experimentelle Aufgabe in der VR Umgebung durch. Direkt danach wurde der 
Alkoholpegel mittels Atemmessung ein drittes Mal bestimmt. Im Anschluss füllten die Studienteil-
nehmer in Phase 3 der Studie die Fragebögen zu Presence (ITC-SOPI), User Experience (UEQ) und 
Usability (SUS) aus. Als Kontrollgruppe dienten die Ergebnisse der zweiten Gruppe der ersten Studie, 
welche die experimentelle Aufgabe nüchtern in der VR-Umgebung durchgeführt hatten. Da die expe-
rimentelle Aufgabe und die erhobenen Daten identisch waren, ist ein Vergleich der Daten zulässig. 
 
Abbildung 9: Studienablauf der zweiten Studie (Eigenübersetzung aus [86]). 
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1.5.2 Experimentaltechnik 
Zur Erstellung der Geocaching-App wurde die „Actionbound App“ von Zwick und Rauprich verwendet 
[89]. Das Modell „Google Nexus“ diente als Smartphone in allen Gruppen. Als virtuelle Testumge-
bung wurde die 5-Seiten-CAVE (Cave Automated Virtual Environment) der Professur Werkzeugma-
schinenkonstruktion und Umformtechnik der Technischen Universität Chemnitz genutzt, welche auf 
dem Grundprinzip von Cruz-Neira et al. basiert [90, 91] (s. Abbildung 10). Diese CAVE ist würfelartig 
aufgebaut und hat eine Kantenlänge von drei Metern, sodass die Testpersonen beim Betreten der 
CAVE komplett in die virtuelle Welt eintauchten und ihr gesamtes Sichtfeld abgedeckt wurde. Die 
CAVE verfügt über einen Cluster von elf Computern, die mit NVidia Quadro 6000-Grafikkarten ausge-
stattet sind. Die Bilder der CAVE werden über zwanzig Full-HD-Projektoren per zirkular polarisierter 
Rückprojektion auf die fünf Wände gestrahlt. Ein optisches Infrarot-Trackingsystem mit sechs Kame-
ras der ART GmbH wird zum Tracking verwendet. Das Tracking des verwendeten Smartphones in der 
CAVE erfolgte über künstliche GPS-Signale [86]. Da die Testpersonen in der CAVE aufgrund der räum-
lichen Einschränkungen nicht physisch durch das virtuelle Chemnitz laufen konnten wurde die Navi-
gationsmethode von Lorenz et al. [92] verwendet. Dabei wurden die Körperbewegungen der Test-
person von hinten mittels eines Microsoft Kinect-Sensors erfasst. Durch das Nach-vorn-Schieben des 
rechten Fußes bewegte sich die Testperson in der virtuellen Welt translatorisch vorwärts. Wurde der 
rechte Fuß zurückgesetzt, bewegte sie sich zurück. Die Drehung in der virtuellen Welt erfolgte über 
eine Drehung der Schultern in die gewünschte Richtung. Drehung und translatorische Bewegung 
konnten dabei kombiniert werden. Diese Navigationsmethode wurde bereits von Busch et al. in ei-
nem ähnlichen virtuellen Szenario eingesetzt [93].  
Zur Bestimmung des Alkoholpegels der Studienteilnehmer wurde der Alcotest 9510 der Firma Dräger 
verwendet (s. Abbildung 11), welcher als einziges Atemalkoholmessgerät vor deutschen Gerichten als 
Beweismittel zulässig ist. Die Messweite des Alcotest 9510 beträgt 0-3 mg/l bei einer Standartabwei-
chung von < 0,006 mg/l. Eine Messung dauert zirka fünf Minuten, wobei der angezeigte Messwert als 
Mittelwert aus zwei direkt hintereinander stattfindenden Einzelmessungen hervorgeht. 
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Abbildung 10: Proband in der CAVE während der Durchführung des Experiments. 
 
 
Abbildung 11: Der Dräger Alcotest 9510 in der Benutzung. 
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2.1 Brade, J., Lorenz, M. et al. (2017). Being there again – Presence in real and 
virtual environments and its relation to usability and user experience using a 
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2.2 Lorenz, M. et al. (2018). Presence and User Experience in a Virtual Environ-
ment under the Influence of Ethanol: An Explorative Study. 
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2.3 Diskussion 
Bezogen auf das Ziel 1 dieser Arbeit, der Art des Zusammenhangs von Presence mit User Experience 
und Usability, decken sich die vorliegenden Ergebnisse teilweise mit den wenigen vorhandenen Stu-
dien zu diesem Thema (s. Abbildung 12). So wurden ähnliche Presence-Werte wie in einer unserer 
Vorarbeiten gemessen (Busch et al. [93]), obwohl die Evaluationsszenarien der vorliegenden Arbeit 
und der Arbeit von Busch et al. [93] unterschiedlich sind. Zum ersten Mal gelang mit dieser Arbeit 
außerdem der Nachweis eines signifikanten Zusammenhangs zwischen Presence und Usability, der in 
Busch et al. [93] noch nicht gezeigt werden konnte. Zudem wurde ein Zusammenhang von Presence 
und User Experience gefunden, welcher in der bestehenden Literatur bis dahin noch nicht untersucht 
worden war. 
Die Ergebnisse zum Ziel 2 dieser Arbeit, der Bewertung des Unterschieds von Presence, User Experi-
ence und Usability im Vergleich von VR zur realen Studienumgebung, können aufgrund der unzu-
reichenden Studienlage allenfalls bedingt mit bestehenden Vorergebnissen verglichen werden. Die 
durchgeführte Studie betrachtete erstmals die Unterschiede der User Experience- und Usability-
Bewertungen im Vergleich von realer zu virtueller Umgebung, sowie den Einfluss von Presence auf 
diese Verbindung. Es konnte analog zu Patel et al. [94] und Sylaiou et al. [95] eine Verbindung von 
Presence mit der hedonischen User Experience-Dimension in VR gefunden werden. Im Gegensatz zu 
unseren Vorbefunden [93] wies diese Studie eine signifikant höhere Usability-Bewertung in der rea-
len Umgebung nach. Zudem konnte die Studie erstmals nachweisen, dass nur in einer virtuellen Um-
gebung ein Zusammenhang von Presence mit User Experience und Usability besteht, allerdings nicht 
in einer realen Umgebung (s. Abbildung 12). 
Ein Vergleich der Ergebnisse dieser Arbeit mit der bestehenden Literatur zum Ziel 3, der Untersu-
chung des Einflusses von Alltagsfaktoren, wie bspw. Ethanol, auf Presence, User Experience und Usa-
bility, ist ebenfalls nicht möglich, da derartige Zusammenhänge hier erstmals gemessen wurden. Die 
Studie konnte zeigen, dass niedrige Ethanolmengen keinen Einfluss auf die Bewertung von Presence, 
User Experience und Usability zu haben scheinen (s. Abbildung 12). Allerdings ist die nahezu vollstän-
dige Auflösung des Zusammenhangs von Presence mit User Experience und Usability bereits bei nied-
rigen Ethanolmengen feststellbar. 
 
 
2 Publikationsmanuskripte 
52 
 
Abbildung 12: Übersicht über die Studienergebnisse bzgl. der drei Ziele dieser Arbeit.  
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3.1 Hintergrund 
Virtual-Reality(VR)-Anwendungen sind in der Medizin bereits etabliert und weit verbreitet. Die VR 
wird zur Aus- und Weiterbildung von Ärzten sowie für die Therapie unterschiedlicher Erkrankungen 
wie Angststörungen und neurologischen Funktionseinschränkungen eingesetzt. Zudem besitzen VR-
Anwendungen das Potential, die Entwicklung von Medizinprodukten zu optimieren. Entscheidend für 
die Qualität und den Erfolg von medizinischen VR-Anwendungen ist dabei das Verständnis von 
Presence im Zusammenspiel mit User Experience und Usability unter der Berücksichtigung von All-
tagsfaktoren.  
3.2 Ziele 
Das erste Ziel der vorliegenden Arbeit war die Ergründung des Zusammenhangs von Presence mit 
User Experience und Usability, um Entwicklern von chirurgischen VR-Trainingssystemen einen best-
möglichen Gewinn an Grundlagenwissen und Erfahrung zu ermöglichen. 
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Das zweite Ziel der Arbeit bestand darin, zu quantifizieren, welche Unterschiede bei der Bewertung 
der User Experience und Usability eines Produktes in VR im Vergleich zur Realität auftreten und wel-
chen Einfluss die Presence darauf hat. 
Das dritte Ziel der Arbeit war es, einen methodischen Weg für die Evaluation der Wirkung von All-
tagsfaktoren auf Presence, User Experience und Usability zu ebnen und anhand einer ersten explora-
tiven Studie für niederdosierte Ethanolmengen zu evaluieren. 
3.3 Methoden 
Zwei Studien wurden durchgeführt, um Interaktionen zwischen Presence und User Experience bzw. 
Usability direkt zwischen der realen und der virtuellen Umgebung zu vergleichen, und den Einfluss 
von Alltagsfaktoren zu evaluieren. Es wurde dieselbe experimentelle Alltagsaufgabe verwendet, um 
die direkte Vergleichbarkeit der Ergebnisse beider Studien zu gewährleisten und um Baseline-Daten 
zu erhalten. Beide Studien waren als ‚between-subject‘-Design konzipiert und bestanden aus drei 
Phasen. In Phase 1 wurden demographische Daten erhoben. Für Phase 2, die Durchführung der expe-
rimentellen Aufgabe, wurden die Probanden zufällig einer von zwei Gruppen zugeordnet (Gruppe 1 = 
Kontrollgruppe, Gruppe 2 = Interventionsgruppe). Die experimentelle Aufgabe in der VR wurde in 
einer 5-Seiten-CAVE (Cave Automated Virtual Environment) durchgeführt. In Phase 3 füllten alle Stu-
dienteilnehmer den ITC-SOPI als Presence-Fragebogen, den UEQ als User Experience-Fragebogen und 
den SUS als Usability-Fragebogen aus.  
3.4 Ergebnisse 
Die Ergebnisse der Untersuchungen zu Ziel 1 wiesen nach, dass ein starker Wirkzusammenhang von 
Presence mit User Experience und Usability existiert. Im Detail zeigte sich, dass alle vier Presence-
Faktoren signifikant mit der Usability korrelieren, und 18 von 24 Korrelationen zwischen den vier 
Presence und den sechs User Experience Faktoren in der VR-Umgebung signifikant waren.  
Die Studienergebnisse zu Ziel 2 zeigten signifikante Unterschiede bei der Bewertung von Presence 
(3 von 4 Faktoren), User Experience (3 von 6 Faktoren) und Usability zwischen realer und virtueller 
Evaluationsumgebung. Ebenso bestand ein großer Unterschied bei der Anzahl signifikanter Korrelati-
onen von Presence mit User Experience und Usability im Vergleich der virtuellen zur realen Evalua-
tionsumgebung.  
Die Studienergebnisse zu Ziel 3 zeigten keine Unterschiede von Presence, User Experience und Usabi-
lity zwischen der Kontrollgruppe und der Gruppe nach Konsumierung niedrigdosierter Ethanolmen-
gen von durchschnittlich 0,23 Promille Allerdings zeigten sich Veränderungen in der Anzahl signifi-
kanter Korrelationen der 4 Presence-Faktoren mit den 6 User Experience-Faktoren der Kontrollgrup-
pe mit 14 von 24 signifikanten Korrelationen und der Ethanolgruppe mit 5 von 24 signifikanten Korre-
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lationen. Auch die Anzahl signifikanter Korrelationen von Presence mit Usability in der Kontrollgrup-
pe von 4 von 4 reduzierte sich auf 2 von 4 in der Ethanolgruppe.  
3.5 Schlussfolgerungen 
Für die Entwickler chirurgischer VR-Trainingssysteme bedeuten die in dieser Arbeit gewonnenen 
Erkenntnisse zu Ziel 1, dass durch eine sorgfältig gestaltete VR-Umgebung, die der Benutzer als be-
sonders ansprechend empfindet, die User Experience und Usability eines chirurgischen VR-
Trainingssystems gesteigert werden kann. Dies könnte auch den Lernerfolg positiv beeinflussen, da 
positive Emotionen zu einem schnelleren Erreichen des Lernziels beitragen können [96]. Im Umkehr-
schluss lassen die Ergebnisse darauf schließen, dass auch ein technisch gutes chirurgisches VR-
Trainingssystem aufgrund einer schlechten Presence von den Chirurgen abgelehnt wird bzw. zu 
schlechteren Lernergebnissen führen könnte. 
Die Ergebnisse zu Ziel 2 implizieren, dass Produktevaluationen nur nach sorgfältiger Vorbereitung der 
Studienumgebung durchgeführt und unter Berücksichtigung der Presence ausgewertet werden soll-
ten. Die virtuelle Evaluationsumgebung sollte sämtliche relevante Eigenschaften des Produktes in 
allen Wahrnehmungsmodalitäten (z.B. visuell, auditiv, olfaktorisch, haptisch) möglichst realistisch 
simulieren, um weder ein positives noch negatives Bias in die Evaluationsergebnisse einfließen zu 
lassen. Zusammenfassend lässt sich feststellen, dass die Probanden zwischen der Bewertung des 
Produktes und der VR-Umgebung mit den gegenwärtig genutzten Evaluationsinstrumenten nicht 
unterscheiden und beides zusammen bewerten. 
Die Ergebnisse zu Ziel 3 legen nahe, dass es bereits bei einem verhältnismäßig niedrigen Blutalkohol-
spiegel zu einer Entkopplung der Zusammenhänge von Presence und User Experience kommen kann. 
Die Ergebnisse geben zudem einen ersten Einblick in unterbewusste, äußerlich schwer feststellbare 
Effekte von Ethanol während einer VR-Erfahrung. Diese Befunde liefern erste Hinweise, dass auch 
der Entscheidungsfindungsprozess verändert sein kann, bzw. die Art, wie Probanden über ihre VR-
Erfahrung berichten. Diese Veränderung beeinflusst allerdings nicht die Entscheidung selbst, mög-
licherweise aber die ins Bewusstsein gelangende Entscheidungsgrundlage. In Bezug auf VR-
Trainingssysteme könnten zudem bereits niedrige Ethanolmengen den positiven Effekt der Presence 
auf den Lernerfolg ausschalten, da hierdurch die bestehenden Zusammenhänge zwischen Presence 
und User Experience minimiert werden.  
Die vorliegenden Ergebnisse bieten somit eine Grundlage, VR-basierte Anwendungen als Training 
oder Produktevaluation in der Orthopädie und Unfallchirurgie zu verbessern. Die Befunde lassen 
zudem den Schluss zu, dass für die bestehenden Instrumente zur Betrachtung von Presence, User 
Experience und Usability ein erheblicher Bedarf der Verfeinerung und Weiterentwicklung besteht.
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