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1. INTRODUCTION 
It is well known [l, 21 that if a constant coefficient linear differential system 
is completely controllable, i.e., any state of the system at any time can be 
brought to the origin in a finite time interval I by applying an appropriate 
input, then there exists an input for which I is arbitrarily small. An analogous 
result holds for the dual concept of observability. In this note we discuss the 
conditions under which the same type of result is valid for time-varying 
systems. In the case of controllability, the result designated as Theorem 1 
was originally given by LaSalle [I]. 
2. NOTATION AND DEFINITIONS 
We shall consider continuous-time systems of the form 
p =F(t) x ‘- G(t) u(t) 
y(t) = H(f) x(t) 
defined on the real line, where 
x = state vector (n-dimensional) 
II = input vector (p-dimensional) 
y = output vector (r-dimensional) 
F(t) = n X n matrix 
G(t) = 12 x p matrix 
H(t) = r X n matrix 
F( .), G( .), H( .) are suitably differentiable functions of time. 
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All entities given above are real, and the time scale is ordered in the usual 
way. 
For a given initial condition x(t,) = x0 , the solution of (1) is uniquely given 
by 
x(t) = @(t, to) xo + f, @(t, 7) G(T) 4’) do (2) 
where @ is the so-called transition matrix which satisfies the equations 
d@ 
- = F(t) @, 
dt 
@(to ) to) = I 
where I is the identity matrix. It is easy to show that @(t, T) has the property 
@(t, 7) = @(t, o) @(to, T) 
from which it follows that 
Vt, 7, to (3) 
@(t, T) = @-‘(7, t). (4) 
The solution of (1) for y follows trivially from (2) as 
y(t) = H(t) @(t, to) xo + l;& H(t) @(C 7) G(T) u(T) A. (5) 
We now give 
DEFINITION 1. (i) A state x0 of the system (1) is dz@wntiaZZyl controllable 
on a time interval I if on every arbitrarily small subinterval KC 1, one can 
find an input II, defined on K, such that x0 is taken to the origin in the inter- 
val K. 
(ii) If ewery state of the system is differentially controllable on I, the 
system is d@kntially controllable on I. 
(iii) If the system is differentially controllable on the real line, the system 
is completely diflerentially controllable.2 
DEFINITION 2. Consider the system (1) with u(t) = 0. 
(i) The system is diferentiully observable on a time interval I if the state 
of the system at any time to E I can be identified from knowledge of the 
i This terminology was suggested by Dr. R. E. Kalman. In [1], this concept is 
called “complete controllability.” The change in terminology was prompted by the 
fact that in most parts of the literature, “complete controllability” has come to take 
on the meaning given in the first sentence of the Introduction. 
* In the terminology of [l], such a system is “proper.” 
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system’s output over an arbitrarily small interval K C Z where t, is the upper 
limit of K. 
(ii) If the system is differentially observable on the real line, the svstem 
is completely ds~erentially observable. 
3. MAIN RESULTS 
We begin with two theorems, the proofs of which follow those for a more 
general result given in [3]. 
THEOREM 1. The system (1) is d@rentially controllable on an interval 
Z if and only ;f the rows of the matrix @(to , .) G(.) are linearly independent 
,functions on every subinterval of I. 
THEOREM 2. Consider the system (I) with u(t) = 0. The system is daf- 
ferentially observable on an interval Z if and only ;f the columns of the matrix 
H( .) @( ., to) are linearly independent functions on every subinterval of I. 
PROOF OF THEOREM 1. (Su$iciency) : Let ([-, t+) be any arbitrarily small 
interval contained in 1. If the rows of @(to , .) G(.) are linearly independent 
functions on (.$-, [+) the matrix 
C(f-, 6’) = j*+ @(f-, t) G(t) G’(t) @‘(t-, t) dt 
t- 
where the “prime” indicates transpose, is positive definite. If, in (2), we set 
t, := E-, x0 = x(6-) and 
u(t) = - G’(t) @‘(f-, t) C-l(&-, 5’) x(f-) 
we obtain x(8+) = 0. 
(Necessity) : Suppose the system (1) is differentially controllable, but 
there exists an interval (f-, f+) C I, on which the rows of @(to , .) G(.) are 
linearly dependent functions. Then there is a vector xi in the state space 
such that 
x,‘@(t, , t) G(t) = 0 vt E (f-7 5’). (6) 
Using (2) and (3) we can rewrite (4) as 
@tto ? t, x(t) = xO + J‘io @(to, T) G(7) U(T) dT. 
DIFFERENTIAL COA-TROLLABILITY (OBSERVABILITY) 445 
Then, replacing t, by [-, and making use of (6) gives us 
.v1’@([-, t) x(t) = Xl’XO + 
s 
t xl’@(~-, T) G(r) U(T) clr 
t- 
= xl’xo Vt E (5-p 5’). 
Now, @([-, t) x(t) is in the state space of (1) but its component in the direc- 
tion of x1 is clearly uncontrollable for all t E (.F-, [f). Since the system was 
assumed differentially controllable on I, we have a contradiction which proves 
the theorem. 
PROOF OF THEOREM 2. (Suficiency) : C onsider any arbitrarily small 
interval ([-, t+) C I. The output on this interval, with u(t) = 0, is given 
bY (5) as 
r(t) = f-w @(t, E’) x(5+), 5- < t < 5+. (7) 
Multiplying both sides of (7) by @‘(t, [+) II’(t) and integrating over 
(&, 6’) yields 
jSi@‘(t, 5’) H’(t)y(t) dt = jg+qt, 5+) II’(t) If(t) qt, 6’) dt . x(6’) 
E- E- 
where 
= W’, f-> 45’) 
Clearly, x(&t) is identifiable from knowledge of y(.) over ([-, t+) if D is 
nonsingular. The nonsingularity of D follows from (8) if the columns of 
H(.) cP(., 5’) (and hence the columns of H(.) di(., to)) are linearly indepen- 
dent functions on (t-, .$+). 
(Necessity). Suppose the system is differentially observable on I but 
there is an interval (&-, 5’) C I on which the columns of H(e) @(., to) (and 
hence the columns of H(.) a(., E+)) are linearly dependent functions. Then 
from (7), there exists x([+) such that y(t) EZ 0 Vt E ([-, t+). The system is 
then not differentially observable on I, which is a contradiction and the 
theorem is proved. 
As a direct consequence of Theorems 1 and 2 respectively, we have 
THEOREM 3. A system (I) is d#erentially controllable on an interval I 
if and only if the rows of the matrix @(to , .) G(.) are linearly independent 
functions over the interval I and, in addition, there exists a (vector) linear 
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d#erential equation, de$ned on I and having no singularities on I, for which 
the rows of @(to , .) G(.) are solutions. 
‘THEOREM 4. A system (I), with u(t) = 0, is dajferentially observable on an 
interval I if and only if the columns of the matrix H(.) D(., to) are linearly 
independent over the interval I and, in addition, there exists a (vector) linear 
differential equation, defined on I and having no singularities on I, for which 
the columns of H(.) @(., to) are solutions. 
PROOF OF THEOREM 3. (Su@iciency) : Let G’(.) @‘(to , .) be the transpose 
of @(to , .) G(.). Suppose the columns {Ri} of G’(.) @‘(to , .) are solutions of 
the differential equation 
2 Ai vtL) = 0 (9) 
i=l 
defined on I, where v is a p-vector, vci) = d%/dti , and A((.) is a p x p 
matrix of suitably differentiable time functions with det A,(t) # 0 Vt E I. 
There will be n . p linearly independent vector solutions of (9) vr , ..., v,., . 
It is easy to show that (9) can also be written as a set of n . p first-order vector 
equations whose solutions correspond to the {vi}. A fundamental matrix 
for the latter set of equations is given by VI 
(1) 
Vl 









!.I. @;l’ (10) 
Eow, a subset of the {vi} spans the linear manifold defined by the (I&}. 
Suppose we replace v1 , ..., vu, in (10) by R, , ..., R, respectively, and examine 
the determinant associated with the resulting solution matrix. By a well- 
known theorem [4] if the determinant of a solution matrix of a set of linear 
equations defined on an interval I vanishes anywhere on I, it must vanish 
everywhere on I. Conversely, if the determinant is nonzero at one point in I, 
it must be nonzero for all points in I. The former case implies that two 
columns of the matrix (10) are linearly dependent over I. But the {vi} were 
presumed linearly independent, and by hypothesis, the {Ri} are linearly 
independent over the interval I. Therefore, the determinant associated with 
(10) with R, , ..., R, replacing vr , ..., u, is nonzero for all t E I which implies 
that the {Ri} are linearly independent functions over every subinterval of I. 
Application of Theorem 1 completes this part of the proof. 
DIFFEREN-~~ CONTROLLABILITY (OBSERVABILITY) 447 
(Necessity) : If the system (1) is differentially controllable on 1, then by 
Theorem 1 the {Ri} must be linearly independent on every subinterval of I. 
By an easy extension of the argument for the scalar case, one has the following 
result from the theory of differential equations [4]. Given a set of p-vectors 
VI(.), ‘..> v,.,( .) which are linearly independent functions on every subinterval 
of a given interval 1, so that the determinant associated with (10) vanishes 
nowhere on I; then the {vi> satisfy a linear homogeneous differential equa- 
tion, defined on I and with no singular points on I, which is given explicitly by 
det 
‘01 V’nY v 
(1) 
Vl 
.,, Jl; v1)(1) 
(9) 
.Vl 
. . . &) &) 
nZ, I 
=o 
where v is the dependent variable (a p-vector). We now merely associate the 
{Ri} with 71 members of the {vi} and the theorem is proved. 
Theorem 4 is proved by strict analogy. 
4. DUALITY OF THE MAIN RESULTS 
The dual nature of the two concepts discussed in this paper is evident. 
In fact, if one considers the system 
d2 
- = F’(s) i 7 H’(s) C(s) 
ds 
j(s) = G’(s) i(s) (12) 
defined on the real line where f is n-dimensional, ii is r-dimensional, i is 
p-dimensional, F, G, H are as in (l), the “prime” indicates transpose, and the 
s scale is ordered in the opposite sense to the time scale in (l), then all state- 
ments made in this paper about the diflerential controllability of (1) become 
statements about the differential observability of (12) and vice versa. The 
same result holds for the more general controllability and observability 
concepts in [3, 51. The system (12) is then called the dual [4] of (1). 
5. AN APPLICATION OF DIFFERENTIAL OBSERVABILITY 
For certain purposes (e.g., in circuit theory), a natural representation of a 
system is by the system’s input-output relations. More specifically, suppose 
one were interested in obtaining the minimum dimension differential equation 
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relating output y to input u with the state variables (components of X) sup- 
pressed. An explicit constructive procedure is given in the sequel for obtaining 
the latter, in which the property of differential observability plays a funda- 
mental role. 
Consider the system (1) with solution (5), and assume all initial conditions 
to be zero. Then (5) represents the input-output relation of the system, 
rewritten as 
y(t) = j-1” Y(t) O(T) U(T) dr 
where 
B(T) = @(to , T) G(T). 
Clearly, (13) is also the input-output relation for a system 




r(t) = Y(t) i.(t) U4b) 
in which (14) is related to (1) by a linear transformation on the state space 
given by 
i(t) = @(to, t) x(t). (15) 
We shall obtain the minimum dimension differential equation relating y to 
u for the system (14) (and hence for the system (1)) under the assumption 
that the system is differentially observable on its interval of definition. 
For simplicity of exposition, we make the further assumption that I 
(the dimension of y) divides n (the dimension of the state space). (See [3] 
for a discussion of the general case.) 
Now, let 
Differentiating (14b) 4 times yields the set of equations 
yW(t) = yyt).qt) + hs (” 7 ‘) [Y(t) O”‘(t) -c Y(j)(t) @(t)j ~(~-J-l)(t) 
i=O 
k = 1, 2, ..., 4. (16) 
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The first p - 1 equations of (16) plus Eq. (14b) constitute a set of p r-dimen- 
sional vector equations which can be written as 
where 
Y(t) = I/(&) Z(t) + U(t) (17) 
Y(t) = col{y(t),y’l’(t) ‘..y’“-“(t)) 
I’(&) = co1 (Y(t), Y’l’(t), “.) Y’“+“(f)) 
U(t) = co1 10, Y(r) o(t) u(t), . . . . 
x E (” 7 2) [Y(t) O”‘(t) + Y(j)(t) o(t)] .(+-l)(t)/ . 
,=o 
Application of Theorem 4 shows that the matrix Vl’(p) is a fundamental 
matrix for a differential equation, and therefore the inverse of Vry’) exists. 
Hence, we can solve for 2 in (17) and substitute the result into the last equa- 
tion of (16) to give the final result 
z,y (Q)(t) - Y(")(t) V&t) Y(t) = - Y(*)(t) I/&(t) u(t) 
+ ‘2 (” 7 ‘) [Y(t) W)(t) + Y(j)(t) o(t)] ~(Q-j--~‘(t) (18) 
i=O 
where 
1, = r x r identity matrix 
V&(t) = inverse of V,,,(t) in (17). 
Equation (18) is the minimum dimension input-output differential equation 
for the systems (14) and (1). 
As a final remark we note that the columns of Y not only must satisfy the 
homogeneous equation (( 18) with u = 0), but they uniquely specify the latter 
if the coefficient of the highest derivative term is the identity. 
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