Introduction
The human gait cycle is incredibly efficient and stable largely because of the use of advance visual information to make intelligent selections of heading direction, foot placement, gait dynamics, and posture when faced with terrain complexity [Patla and Vickers 1997; Patla and Vickers 2003; Matthis and Fajen 2013; Matthis and Hayhoe 2015] . This is behaviorally demonstrated by a coupling between saccades and foot placement.
When walking at a comfortably brisk pace and in the absence of a secondary task, anticipatory planning for foot placement requires at least two step lengths of advance visual information [Patla and Vickers 2003; Matthis and Fajen 2013] , which is extracted through a "traveling gaze" pattern at a distance of approximately 4-6m ahead of the subject [Patla and Vickers 1997; Patla and Vickers 2003] , and through saccades that are coupled to the pattern of foot placement [Hollands and Marple-Horvat 2001] . However, humans in the natural environment often also engage in additional tasks during locomotion, such as social interaction when walking with friends, or use of a cell phone. While decisions related to foot placement require fixations downwards towards the ground plane, these additional tasks will often require fixations further up the visual field. Thus, the visually guided task of walking is often in competition with other tasks for the acuity-limited human visual system [Rothkopf et al. 2007] . It is likely that the ability to coordinate gaze behavior with the attentional demands related to locomotion diminish with age, ultimately contributing to the troublesome statistic that approximately 30% of those above 65 years of age fall at least once a year [Rao 2005 ]. This can be attributed to deficits of balance and sensorimotor skills, as well as an increased difficulty performing secondary cognitive tasks while walking [Beurskens and Bock 2012] .
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To rigorously test a hypothesis related to the visual control of walking requires that one vary parameters that define ground plane complexity between trials, such as the size, location, or density of obstacles in the observers path. This is not possible in the uncontrolled natural environment. In a controlled environment, this could happen between trials through the manual adjustment of a collection of physical obstacles between each trial is impractical, time-costly, and ultimately places limits on data collection. Furthermore, analysis of gaze information in the natural environment can be complicated, often involving the manual encoding of fixation locations on a frame by frame basis.
To overcome these impediments, we present a novel apparatus for the computational analysis of gaze behavior of subjects walking over visually three-dimensional terrain within a controlled laboratory setting. This approach involves the use of an augmented reality (AR) ground plane with 3D illusory obstacles as shown in Figure 1 . By using motion capture to track the subjects' viewpoint, the 2D imagery of obstacles projected on the flat laboratory floor can be dynamically updated to remain consistent with the imagery one would experience if viewing a real-world 3D scene from the same perspective. The illusion of height is further reinforced through the use of stereoscopic shutter glasses. Previously, stereo vision has been found to play a large role in visuomotor behavior during locomotion [Hayhoe et al. 2009] . Because the ground plane is aligned with the real-world ground plane, it retains the benefits of optic flow in the periphery, which has previously been found to play a role in navigation during locomotion [Turano et al. 2005] .
The benefits of the use of an AR groundplane with eye tracking are numerous. Because the ground plane is physically flat, the likelihood of falls is dramatically reduced. Because obstacles are computationally generated, the height, shape, and location of and density of several obstacles can be instantaneously manipulated, decreasing setup time, increasing the number of trials-per session, and increasing the feasibility of complex obstacle arrangements. This also allows for manipulations to obstacles that are triggered by some aspect of the participant's behavior. For example, one can implement changes that are triggered when the observer reaches a specific location, or when the observer reaches a particular phase of the gait cycle. Because head and object positions are known, the environment facilitates the computational and automated analysis of eye-tracking data during locomotion, ultimately facilitating investigation into the relationship between visual attention and gait in a controlled laboratory setting.
This manuscript details the apparatus, and presents representative data from a single subject performing a simple study on eye movements during locomotion over the AR ground plane. On each trial, the subject traversed a physically flat ground plane and stepped over a single illusory obstacle projected along his or her path. In addition, the subject was required to simultaneously perform a secondary distractor task that required visual attention to a display located further along the direction of travel at the height of the visual horizon. Thus, to avoid the obstacle while meeting the demands of the distractor task, subjects were required to intelligently schedule gaze shifts between distinct locations in service of the two independent tasks. Analysis focuses upon gaze and kinematic walking behavior as the participant approached and stepped over the virtual obstacles, and demonstrates that the system is sensitive to the subtle influences of obstacle size on visuomotor behavior during locomotion.
Methods

Apparatus
Stimuli were rendered by a PC with an Intel i7 processor and two graphics cards: an Nvidia Quadro 4000 for the rendering of the stereoscopic stimuli, and an AMD Radeon R9 200 Series for rendering of the experimenter's desktop console. The virtual environment was developed in the Vizard virtual reality toolkit version 5.0, by Worldviz. The Quadro 4000 graphics card was connected to a Volfoni RF transmitter hub, which synchronized a pair of wireless Volfoni Edge3D stereoscopic glasses worn by the subject (see Figure 1) .
The stereoscopic glasses shuttered in synchrony with the switching of frames projected by a BenQ MW870UST ultra-short throw projector at 120 Hz (60 Hz per eye) at a resolution of 1280 x 720 pixels. The projector was mounted to a tripod positioned 1.60 meters off the walking axis, and at a height of 1.6 meters and at a right angle to the floor. The projected image occupied a space of 4.15 by 2.6 meters on the laboratory floor.
Eye movements were tracked at 60 Hz by a pair of SensoMotoric Instruments (SMI) Eye-Tracking Glasses (ETG). These glasses were connected to a small laptop computer mounted to a backpack and worn by the subject. The manufacturer reported accuracy of the ETG is 0.5 degrees.
Movements of the stereoscopic glasses and the subject's body were tracked by a 14 camera PhaseSpace X2 motion capture system running at 480 Hz. The system was used to measure the position and orientation of the stereoscopic glasses and the subject's feet. In addition, the system monitored the position of four markers that were rigidly mounted to the subject's belt for the purpose of roughly approximating the subject's center of mass during locomotion.
The end-to-end latency of the system, defined as the duration between the occurrence of a physical movement of a tracked rigid body and the time that this image produced a subsequent change in rendered imagery is estimated to be above 30 milliseconds. This estimate is based on the measured latency of 27 ms when the image was displayed on a CRT monitor. Additional latency will likely be added by the use of a DLP projector operating at 60 Hz per eye (120 Hz, combined).
Data concerning experimental and trial-by-trial variables were exported from Vizard as a *.csv file. Motion capture data was also exported from Vizard in real-time into a separate *.csv file. All data were associated with timestamps for subsequent temporal alignment. Data from the glasses were synchronized with the motion capture data through the use of 5 KHz auditory signals triggered by Vizard at the start of each trial, and audibly recorded by the eye tracker's microphone. Data was exported from the SMI software as a *.csv file for subsequent analysis. The data was subsequently subjected to a notch filter, and the high frequency tones were identified using a Hilbert transform.
The Participant
Data was provided by a single 33 year old male participant. Prior to experimentation, the experiment design and protocol was reviewed and approved by the local institutional review board. In addition, the subject provided written informed consent prior to data collection.
Procedure
Prior to data collection, the subjects leg length was measured, and the SMI eye-tracker calibrated using a 3-point calibration. In addition, a recalibration procedure was used to diminish constant sources of error from misalignment of head orientation as measured by the motion capture system. The procedure involved instructing the subject to fixate on a target placed several meters away and at eye-height, and angular rotation reported by the motion capture system was zeroed out.
Experimentation involved a primary walking task in which the subject was required to step over a virtual obstacle placed within their path. The independent variable of obstacle height varied randomly between trials, and was defined in units of leg length, and were 0.15, 0.25, or 0.35 leg lengths in height. Obstacle position was varied randomly between trials. In addition, a secondary distractor task required that the subject visually attend to a display near the visual horizon. Additional task-related details are provided below. The experiment layout is presented in Figure 2 .
The subject completed 15 repetitions of each of the 3 obstacle heights for a total of 45 trials. The experiment lasted a duration of approximately 30 minutes. Figure 2 : The subject performed a secondary distractor task involving number identification as they walked from the "start" box to the "end" box. As the subject passed the 1m mark, a projected obstacle appeared further along their path of locomotion.
Primary walking task
The primary task was that of walking from the starting box to the ending box. Shortly after arriving inside the starting box, the subject would receive an auditory "go" signal, upon which the subject was free to leave the starting box and walk to the end box. The center of the start and end boxes were separated by 5.5 meters. As the subject passed a threshold distance of 1 meter from the center of the starting box, a single obstacle would be projected into the subject's path. To prevent stereotyped behavior, obstacle distance from the starting box was uniformly randomized between 3 and 3.75 meters from the starting box. Collisions with virtual obstacles were monitored using Vizard's native physics engine. The subject would receive auditory feedback if the motion-tracked feet collided with the obstacle. An auditory tone signaled the end of the trial after 6 seconds.
Secondary distraction task
While walking, the subject was also given a secondary task that required visual monitoring of a computer display positioned behind the end box. Specifically, the display was 0.9 m from the floor, and 2.75 m from the center of the end box (7.75 m from the start box). The subject began the secondary task on each trial prior to leaving the starting box, while waiting for the auditory "go" signal. The display would present the subject with different number from 0-3, with a cycle rate of one number a second. Numbers were white on a black background, with a number height of 20 cm. The subject's task was to press a button on a wireless remote every time the target number of 2 was displayed. The subject had 1250 ms to hit the button after the initial presentation of the number, allowing for slight response delays. Auditory feedback was provided upon failure to identify the target number, or upon the incorrect identification of a non-target number as the target number.
Analysis and Results
Gait kinematics
cont Analysis was performed in Matlab 2015. Data files with eyetracker, motion capture, and other experimental data were imported, parsed, temporally aligned, and interpolated to a common framerate of approximately 400 Hz. The distractor task was included only to provide a task competing for the subject's visual attention, and was omitted from the analysis. A representative trajectory is presented in Figure 3 . One can extract kinematic variables from the trajectory for a more detailed analysis of behavior. This more detailed analysis was focused upon the crossing step that brought the feet over the obstacle, where a single step of a foot was defined as the duration between a heel-strike and toe-off event. The analysis also differentiates between the "lead foot," and the "trailing foot" based upon the order in which the feet crossed the front plane of the obstacle.
One might wonder if the subject's behavior was appropriately scaled to obstacle height. Figure 4 shows that the maximum height of the lead and trailing feet observed during the crossing step increased with obstacle size. The scaling of step height with obstacle height had the affect of maintaining a near constant clearance distance between the lead foot and the top of the obstacle ( Figure 5 ). The clearance distance for the trailing foot increased slightly with obstacle size, but this effect is unlikely to be significant. 
Gaze behavior
The SMI software provides a gaze vector that describes the direction of the subject's cyclopean gaze in head-centered coordinates, The eye-in-head signal was then converted into a gaze-in-world signal by rotating and translating this direction vector in a manner consistent with the rigid body that defines the position and orientation of the subject's head within the virtual world. We hereafter refer to this vector as the gaze-in-world vector.
Analysis focused upon understanding the influence of obstacle height upon gaze behavior. One possibility is that, as obstacle height increased, so did the demands upon visually guided anticipatory adjustments to gait. If so, this might be apparent in the gaze behavior of the subject during his approach to the obstacle that varied between three possible heights. However, Figure 6 shows that the total time spent foveating the projected obstacle during the subject's approach was variable, but did not vary systematically with obstacle size. The best predictor of the subject's first gaze upon obstacle was metric distance from the start box (Figure 7) . However, this preliminary analysis does not rule out alternative, more nuanced explanations, or those related to biomechanics and the gait cycle. 
Conclusion & Future Work
This manuscript details a novel approach for the study of gaze behavior in a controlled naturalistic walking environment. In a single case study, a motion-tracked participant walked along path obstructed by augmented reality obstacles. Despite measurable effects of obstacle size on the kinematics of walking behavior, the subject's gaze behavior remained unchanged. These findings suggest that gaze behavior is incredibly robust to competing intentional demands in the one subject tested. More importantly, this study validates a novel apparatus as suitable for recording both the gaze direction and gait kinematics of a human walker. Future plans will further explore the intricacies of human behavior through alternative experimental designs. For example, increasing the complexity of either the ground plane (e.g. with additional obstacles) or the distractor task, perhaps can exaggerate the consequences of gaze shifts to and from competing tasks on walking behavior. Similarly, one might emphasize the role of vision in walking by manipulating the visibility of obstacles based upon the gaze location during locomotion, perhaps degrading the observer's ability to use information in the fovea during locomotion. One can similarly manipulate parameters of the ground plane based upon the time evolving kinematics of walking behavior.
