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This paper is concerned with exponential mean square stability of the classical stochastic
theta method and the so called split-step theta method for stochastic systems. First,
we consider linear autonomous systems. Under a sufficient and necessary condition for
exponential mean square stability of the exact solution, it is proved that the two classes
of theta methods with θ ≥ 0.5 are exponentially mean square stable for all positive
step sizes and the methods with θ < 0.5 are stable for some small step sizes. Then, we
study the stability of themethods for nonlinear non-autonomous systems. Under a coupled
condition on the drift and diffusion coefficients, it is proved that the split-step thetamethod
with θ > 0.5 still unconditionally preserves the exponential mean square stability of the
underlying systems, but the stochastic theta method does not have this property. Finally,
we consider stochastic differential equationswith jumps. Some similar results are derived.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Many real-world phenomena can be modeled by Itô stochastic differential equations (SDEs) of the form
dy(t) = f (t, y(t))dt + g(t, y(t))dw(t), (1.1)
where w(t) denotes Brownian motion. In recent years, the numerical solution of such problems has attracted a lot of
attention and a number of numerical methods have been constructed (see, e.g., [1–4]).
In order to get insight into the stability behavior of numerical methods for problem (1.1), the scalar equation
dy(t) = λy(t)dt + µy(t)dw(t), λ, µ ∈ C, (1.2)
has been used as a test problem. Mean square stability conditions for several numerical schemes have been derived (see,
e.g., [5–7]). By comparing the analytical stability region of (1.2) with the stability region of the stochastic theta method,
Higham [6] found that the theta method with θ ∈ [1/2, 1] is stochastically A-stable, i.e., it unconditionally preserves the
mean square stability of the test Eq. (1.2). This is in accordance with the situation for deterministic equations.
A natural question that follows is that of the stability of numerical methods for systems of linear equations of the form
dy(t) = Ay(t)dt +
l
j=1
Bjy(t)dwj(t), (1.3)
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where A and Bj are d× dmatrices. When all the matrices A and Bj are simultaneously triangularizable, the results obtained
for the scalar form Eq. (1.2) are applicable to (1.3). In other cases, the stability of numerical methods needs to be further
investigated. For example, Saito andMitsui [8] studied themean square stability of the Euler–Maruyama scheme for system
(1.3) with d = 2 and l = 1. Buckwar and Kelly [9] proved that the stochastic theta method with θ ≥ 0.5 preserves the mean
square stability of a special class of three-dimensional systems. Using fixed point principles, Schurz [10] proved that, when
applied to (1.3), the stochastic trapezoidal rule possesses the same asymptotic law as the underlying system. He further
pointed out that it would be interesting to study the stability of the more general class of stochastic theta methods for (1.3).
Nonlinear stability of numericalmethods has also been investigated by some authors. Under the assumption that the drift
coefficient f satisfies a one-sided Lipschitz (resp.monotone) conditionw.r.t. the second variable and the diffusion coefficient
g satisfies a global Lipschitz (resp. linear growth) condition, it is known that the backward Euler and split-step backward
Euler methods preserve the exponential mean square stability of a class of nonlinear problems (see [11,12]). This study is
further extended to SDEs with Poisson-driven jumps (cf. [13–15]). These results are undoubtedly remarkable. Nevertheless,
the assumption on stochastic systemsused in the above stability analysis consists of two separate conditions. This is different
from the situation for analytical stability, where people normally use a coupled condition. For example, the condition that
xT f (t, x)+ 1
2
trace[gT (t, x)g(t, x)] ≤ αxT x, (1.4)
with α < 0 can guarantee that the solution y(t) to system (1.1) is exponentially stable in mean square (this condition is
actually a special case of Theorem4.4 in [16, Section 4.4]). Higham,Mao and Yuan [17] studied, under a similar condition, the
almost sure and lowmoment exponential stability of the stochastic thetamethod. Recently, Szpruch andMao [18] discussed
the asymptotic stability of the stochastic thetamethod. However, it seems still openwhether there exist anymethodswhich
are exponentiallymean square stable for all problems satisfying condition (1.4).
Exponential stability is an important topic in the numerical analysis of stochastic differential equations. It can guarantee
that errors introduced in one time step will decay exponentially in future time steps. Also, exponential stability implies
asymptotic stability. By the Chebyshev inequality and the Borel–Cantelli lemma, it is well known that exponential mean
square stability implies almost sure stability. In this paper, we study exponential mean square stability of two classes of
theta methods. One is the classical stochastic theta method. Another is the so called split-step theta method, which is a
natural generalization of the split-step backward Euler method. Our results show that when θ ≥ 12 , the two classes of theta
methods unconditionally preserve the exponential mean square stability of general linear systems of the form (1.3). The
split-step theta method with θ > 12 can further preserve the exponential stability of nonlinear systems satisfying condition
(1.4) but the stochastic theta method does not have this property. In addition, some step size criteria are provided for the
methods with θ ∈ [0, 12 ] for linear and nonlinear systems.
This paper is organized as follows. In Section 2 we introduce, in addition to the classical stochastic theta method, the
split-step theta method. In Section 3, we study the linear stability of the methods. In Section 4, we turn our attention to
nonlinear non-autonomous equations, and stability and instability results are derived. In Section 5, we generalize the study
to the case of SDEs with jumps.
2. Two classes of theta methods for SDEs
Let {Ω,F , {Ft}t≥0, P} be a complete probability space with a filtration {Ft}t≥0 satisfying the usual conditions (i.e., it is
increasing and right continuous, andF0 contains all P-null sets). Letw(t) = (w1(t), . . . , wl(t))T be standard l-dimensional
Brownian motion defined on the probability space. Let f : R+ × Rd → Rd and g : R+ × Rd → Rd×l be given mappings,
where R+ = [0,+∞). Consider d-dimensional Itô SDEs of the form
dy(t) = f (t, y(t))dt + g(t, y(t))dw(t), t ≥ 0,
y(0) = y0, (2.1)
where y0 is a givenF0-measurable random variable independent ofw(t), and satisfies
E[yT0y0] < +∞. (2.2)
In order to solve problem (2.1), many numerical schemes have been constructed (see, e.g., [1–4]). The simplest and most
often used method is based on the form
yn+1 = yn + θ1tf (tn+1, yn+1)+ (1− θ)1tf (tn, yn)+ g(tn, yn)1wn, (2.3)
where 1t > 0 is the time step size, tn = n1t , yn is an approximation to y(tn), θ ∈ [0, 1] is a fixed parameter and
1wn = w(tn+1) − w(tn). This method is called the semi-implicit Euler method in [5] and the stochastic theta method
in [6]. In the deterministic case, i.e., for g ≡ 0, scheme (2.3) belongs to the linear multistep methods group (of course,
it also belongs to the Runge–Kutta methods group). In order to distinguish this method from another method with the
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parameter θ below, we will refer to (2.3) as the stochastic linear theta (SLT) method. In the special cases of θ = 0, 0.5 and
1, the methods are called the Euler–Maruyama method, the stochastic trapezoidal rule and the stochastic backward Euler
method, respectively.
Another method with the parameter θ that we consider here is given by
Yn = yn + θ1tf (tn + θ1t, Yn), (2.4)
yn+1 = yn +1tf (tn + θ1t, Yn)+ g(tn + θ1t, Yn)1wn. (2.5)
In the case of θ = 1, it is equivalent to the split-step backward Euler method introduced in [19]. Following this notation,
we will call (2.4)–(2.5) the split-step theta (SST) method. Obviously, in the case of θ = 0, the SLT and SST methods coincide
with each other.Wewill see in the following sections that the two thetamethods have the same linear stability but differing
nonlinear stability. In particular, the SST method can simulate the exponential mean square stability of continuous systems
better than the SLTmethod. This is themain reason for introducing it here.Wewill discuss its convergence in another paper.
Nowwe introduce some stability concepts which will be used later. Because of the space limitation, here we only list the
definitions for the numerical solutions and omit the counterparts for the continuous solutions to the SDE. We will further
explain the relevance of these concepts to numerical theory and practice in Section 4.
Definition 2.1. For a given step size 1t , a numerical method is said to be exponentially stable in mean square if there are
a pair of positive constants γ and C such that for any initial datum y0 the numerical solution yn produced by the method
satisfies
E[yTnyn] ≤ Ce−γ tnE[yT0y0], ∀n ≥ 0.
Definition 2.2. For a given step size 1t , a numerical method is said to be exponentially unstable in mean square if there
are a pair of positive constants γ and C such that for any initial datum y0 the numerical solution yn produced by the method
satisfies
E[yTnyn] ≥ Ceγ tnE[yT0y0], ∀n ≥ 0.
Definition 2.3. For a given step size1t , a numerical method is said to be contractive in mean square if there is a norm ∥ · ∥
on Rd such that for any initial datum y0 the numerical solution yn produced by the method satisfies
E[∥yn∥2] ≤ E[∥y0∥2], ∀n ≥ 0.
Definition 2.4. For a given step size 1t , a numerical method is said to be asymptotically stable in mean square if for any
initial datum y0 the numerical solution yn produced by the method satisfies
lim
n→∞E[y
T
nyn] = 0.
3. Linear stability
In this section, we study the stability of two classes of theta methods for linear systems of the form
dy(t) = Ay(t)+
l
j=1
Bjy(t)dwj(t), (3.1)
where A and Bj are d× d real matrices, andwj(t) are mutually independent standard Wiener processes.
We first recall a result on the stability of the theoretical solution to (3.1). The following proposition can be found in
[20, Corollary 11.4.14].
Proposition 3.1. A necessary (resp. sufficient) condition for exponential mean square stability of the trivial solution of
system (3.1) is that for every (resp. for some) symmetric negative-definite matrix M, the matrix equation
M = ATQ + QA+
l
j=1
BTj QBj (3.2)
has a symmetric positive-definite solution Q .
The application of method (2.3) to (3.1) leads to
yn+1 = yn + θ1tAyn+1 + (1− θ)1tAyn +
l
j=1
Bjyn1wjn, (3.3)
where 1wjn = wj(tn+1) − wj(tn). For this scheme, we have the following result which shows the relationship between
analytical and numerical stability.
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Theorem 3.2. Assume that the underlying system (3.1) is exponentially mean square stable. Then:
(i) when θ ∈ [ 12 , 1], scheme (3.3) is exponentially mean square stable for all1t > 0;
(ii) when θ ∈ [0, 12 ), there exists a constant 1t0 > 0 such that scheme (3.3) is exponentially mean square stable for all
1t ∈ (0,1t0).
Proof. Since system (3.1) is exponentially mean square stable, from Proposition 3.1 it follows that there exist a positive-
definite matrix Q and a negative-definite matrixM such that they satisfy (3.2). From (3.3) it is easy to find that
yTn+1(I − θ1tA)TQ (I − θ1tA)yn+1 = yTn(I − θ1tA)TQ (I − θ1tA)yn
+ 2yTn(I − θ1tA)TQ

1tA+
l
j=1
Bj1wjn

yn
+ yTn

1tAT +
l
j=1
BTj 1w
j
n

Q

1tA+
l
j=1
Bj1wjn

yn, (3.4)
where we have used that
yTn(I − θ1tA)TQ

1tA+
l
j=1
Bj1wjn

yn = yTn

1tAT +
l
j=1
BTj 1w
j
n

Q (I − θ1tA)yn,
because all quantities are real. Taking expectations on both sides of (3.4) and considering E[1wjn] = 0 and
E[1win1wjn] =

0, i ≠ j,
1t, i = j,
we have
un+1 := E[yTn+1(I − θ1tA)TQ (I − θ1tA)yn+1]
= un +1tE[yTnMyn] + (1− 2θ)1t2E[yTnATQAyn]. (3.5)
Since Q and −M are positive definite, we can choose an appropriately small positive number µ1 and an appropriately
large positive number µ2 such that both matrices−µ1Q −M and µ2Q − ATQA are nonnegative definite. Considering
(I − θ1tA)TQ (I − θ1tA) = (1+ θ1t)[Q + θ1tATQA] − θ1t(I + A)TQ (I + A),
we have
un ≤ (1+ θ1t)E[yTn(Q + θ1tATQA)yn]
≤ (1+ θ1t)(1+ µ2θ1t)E[yTnQyn],
and then
E[yTnMyn] ≤ −µ1E[yTnQyn] ≤
−µ1
(1+ θ1t)(1+ µ2θ1t)un. (3.6)
In the case of θ ∈ [1/2, 1], substituting (3.6) into (3.5) yields
un+1 ≤

1− µ11t
(1+ θ1t)(1+ µ2θ1t)

un
≤ exp

− µ11t
(1+ θ1t)(1+ µ2θ1t)

un.
By induction, one gets
un ≤ exp

− µ1tn
(1+ θ1t)(1+ µ2θ1t)

u0. (3.7)
Also, the negative definiteness of matrixM implies that the real part of every eigenvalue of matrix A is strictly less than zero.
Therefore, matrix (I − θ1tA)TQ (I − θ1tA) is positive definite. Let λ1 and λ2 be its maximum and minimum eigenvalues,
respectively. Then from (3.7) it follows that
E[yTnyn] ≤
λ1
λ2
exp

− µ1tn
(1+ θ1t)(1+ µ2θ1t)

E[yT0y0], ∀n ≥ 0,
i.e., (3.3) is exponentially mean square stable for all1t > 0.
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In the case of θ ∈ [0, 1/2), we have
yTnMyn + (1− 2θ)1tyTnATQAyn ≤ (−µ1 + (1− 2θ)1tµ2)yTnQyn.
Let
1t0 = µ1
(1− 2θ)µ2 . (3.8)
Then for any1t ∈ (0,1t0), we have
E[yTnMyn + (1− 2θ)1tyTnATQAyn] ≤
−µ1 + (1− 2θ)1tµ2
(1+ θ1t)(1+ µ2θ1t)un,
which, substituted into (3.5), gives
un+1 ≤ exp

(−µ1 + (1− 2θ)1tµ2)1t
(1+ θ1t)(1+ µ2θ1t)

un. (3.9)
Hence, scheme (3.3) is exponentially mean square stable for all1t ∈ (0,1t0). 
Remark 3.3. Under the assumption of Theorem 3.2, it is easy to find that the exact solution y(t) to system (3.1) satisfies
E[yT (t)Qy(t)] ≤ exp(−µ1t)E[yT (0)Qy(0)]. (3.10)
Hence, when1t → 0, the decay rate of the SLT method approaches that for the SDE.
Remark 3.4. Theorem 3.2 shows that, when θ ∈ [1/2, 1], the SLT method completely preserves the exponential mean
square stability of the underlying linear system. This is in accordance with the result on scalar equations presented in [6].
When θ ∈ [0, 1/2), applying Theorem 3.2 to the scalar equation
dy(t) = λy(t)dt + µy(t)dw(t), λ, µ ∈ R,
we haveM = 2λ+ |µ|2 if we choose Q = 1. In this case, we can chooseµ1 = −(2λ+ |µ|2) andµ2 = |λ|2. Hence, the step
size constraint is given by
1t <
µ1
(1− 2θ)µ2 =
−(2λ+ |µ|2)
(1− 2θ)|λ|2 .
According to Theorem 4.1 in [6], this step size criterion is optimal.
Remark 3.5. For the SST method, we can obtain the same linear stability result as appears in Theorem 3.2. Since this can be
inferred from Theorem 4.2 below, we do not give an individual proof here. In fact, in the case of θ ∈ [1/2, 1], we can obtain
under the assumption of Theorem 3.2 that, for all1t > 0,
E[yTnQyn] ≤ exp
 −µ1tn
(1+ θ1t)(1+ µ2θ1t)

E[yT0Qy0]. (3.11)
In the case of θ ∈ [0, 1/2), the corresponding conclusion is
E[yTnQyn] ≤ exp

(−µ1 + (1− 2θ)1tµ2)tn
(1+ θ1t)(1+ µ2θ1t)

E[yT0Qy0], 1t ∈ (0,1t0), (3.12)
where1t0 is defined by (3.8).
4. Nonlinear stability
In this section, we study the nonlinear stability of numerical methods. For nonlinear SDEs, it is impossible to find a
sufficient and necessary condition for analytical stability. The following result, which is an application of Theorem4.4 in [16],
provides a sufficient condition. Also, it can be regarded as a special case of Theorem 5.1 in the next section.
Proposition 4.1. If there exist a symmetric, positive-definite d× d matrix Q and a constant α such that for all (t, x) ∈ R+×Rd,
xTQf (t, x)+ 1
2
trace[gT (t, x)Qg(t, x)] ≤ αxTQx, (4.1)
then the solution y(t) to system (2.1) satisfies
E[yT (t)Qy(t)] ≤ exp(2αt)E[yT (0)Qy(0)]. (4.2)
Hence, α < 0 is a sufficient condition for exponential mean square stability of the exact solution.
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Under a condition similar to (4.1), Szpruch andMao [18] studied almost sure asymptotic stability of the SLTmethod. Now
we discuss its exponential mean square stability under condition (4.1). To this end, we consider the scalar non-autonomous
equation
dy(t) =

−1− 1
2
|b(t)|2

y(t)dt + b(t)y(t)dw(t),
where b(t) is a deterministic function. From Proposition 4.1 it follows that its solution satisfies
E[|y(t)|2] ≤ exp(−2t)E[|y(0)|2],
for all continuous functions b(t). Applying the SLT method to this equation, it is easy to find that the numerical solution
satisfies
E[|yn+1|2] =

1− (1− θ) 1+ 12 |b(tn)|21t2 + |b(tn)|21t
1+ θ 1+ 12 |b(tn+1)|21t2 E[|yn|2].
When θ ∈ [ 12 , 1], the method is asymptotically mean square stable for all 1t > 0 and for all functions b(t) (this can be
inferred from the result in [18] or Theorem 5.2 below). However, it is impossible to obtain an exponential mean square
stability result independent of the function b(t). In fact, if there exist positive constants C and γ , which are independent of
b(t), such that
E[|yn|2] ≤ C exp(−γ tn)E[|y0|2],
then 
1− (1− θ) 1+ 12 |b(t0)|21t2 + |b(t0)|21t
1+ θ 1+ 12 |b(t1)|21t2 ≤ C exp(−γ t1).
But this is impossible because |b(t0)|2 could be arbitrarily large.
However, if we apply the SST method to the above linear non-autonomous equation, it is easy to see that the method is
exponentially mean square stable if θ > 0.5. In fact, we can prove the following result for the SST method.
Theorem 4.2. Assume that system (2.1) satisfies (4.1); then we have the following statements.
(i) If θ ∈ [1/2, 1] and α ≤ 0, then the SST method (2.4)–(2.5) is mean square contractive for all1t > 0, i.e.,
E[yTn+1Qyn] ≤ E[ynQyn].
(ii) If θ ∈ (1/2, 1] and α < 0, then the SST method is exponentially mean square stable for all1t > 0.
(iii) If θ ∈ [0, 1/2], α < 0 and there exists a constant K such that
f T (t, x)Qf (t, x) ≤ KxTQx, (t, x) ∈ R+ × Rd, (4.3)
then there exists a constant 1t0 such that the SST method is exponentially mean square stable for 1t ∈ (0,1t0).
Proof. From (2.5) it follows that
yTn+1Qyn+1 = yTnQyn +1t2f T (tn + θ1t, Yn)Qf (tn + θ1t, Yn)
+1wTngT (tn + θ1t, Yn)Qg(tn + θ1t, Yn)1wn
+ 21tyTnQf (tn + θ1t, Yn)+ 2yTnQg(tn + θ1t, Yn)1wn
+ 21tf T (tn + θ1t, Yn)Qg(tn + θ1t, Yn)1wn.
Solving (2.4) for yn, substituting it into the term yTnQf (tn + θ1t, Yn) in the above equality and then taking expectations on
both sides, we get
E[yTn+1Qyn+1] = E[yTnQyn] + (1− 2θ)1t2E[f T (tn + θ1t, Yn)Qf (tn + θ1t, Yn)]
+ 21tE[Y Tn Qf (tn + θ1t, Yn)] +1tE[trace(gT (tn + θ1t, Yn)Qg(tn + θ1t, Yn))], (4.4)
where we have used
E[1wTngT (tn + θ1t, Yn)Qg(tn + θ1t, Yn)1wn] = 1tE[trace(gT (tn + θ1t, Yn)Qg(tn + θ1t, Yn))].
This is becausew(t) is standard l-dimensional Brownian motion and thus1wn ∼ N(0,1tIl)with Il being the l× l identity
matrix. Using (4.1), we further obtain
E[yTn+1Qyn+1] ≤ E[yTnQyn] + 21tαE[Y Tn QYn] + (1− 2θ)1t2E[f T (tn + θ1t, Yn)Qf (tn + θ1t, Yn)]. (4.5)
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If θ ∈ [1/2, 1] and α ≤ 0, we immediately have the first statement.
Next, we prove the second statement. In this case, considering
1tf (tn + θ1t, Yn) = 1
θ
(Yn − yn),
one obtains
E[yTn+1Qyn+1] ≤
(1− θ)2
θ2
E[yTnQyn] +

1− 2θ
θ2
+ 21tα

E[Y Tn QYn] +
2θ − 1
θ2
E[2Y Tn Qyn].
Since
2Y Tn Qyn ≤
2θ − 1− 2α1tθ2
2θ − 1 Y
T
n QYn +
2θ − 1
2θ − 1− 2α1tθ2 y
T
nQyn,
one has
E[yTn+1Qyn+1] ≤

1+ 2α1t(2θ − 1)
2θ − 1− 2α1tθ2

E[yTnQyn]
≤ exp

2α1t(2θ − 1)
2θ − 1− 2α1tθ2

E[yTnQyn]. (4.6)
This shows that the method is exponentially mean square stable for all1t > 0.
In the third case, using (4.3), we obtain from (4.5) that
E[yTn+1Qyn+1] ≤ E[yTnQyn] +1t[(1− 2θ)1tK + 2α]E[Y Tn QYn].
Let
1t0 =

+∞, θ = 1
2
,
−2α
(1− 2θ)K , θ ∈

0,
1
2

.
Considering that (2.4) plus (4.3) implies
yTnQyn ≤ (1+ θ1t
√
K)2(Y Tn QYn),
we obtain that, for1t ∈ (0,1t0),
E[yTn+1Qyn+1] ≤ exp

1t((1− 2θ)1tK + 2α)
(1+ θ1t√K)2

E[yTnQyn],
i.e., the method is exponentially mean square stable. This completes the proof of the theorem. 
Remark 4.3. If functions f and g satisfy
xTQf (t, x)+ 1
2
trace[gT (t, x)Qg(t, x)] = 0,
then the solution y(t) to system (2.1) is mean square conservative, i.e.,
E[yT (t)Qy(t)] = E[yT (0)Qy(0)], t > 0.
From (4.4) one can see that the SSTmethodwith θ = 1/2 is the onlymethodwhichpreserves this property. This conservation
could be useful for the integration of stochastic Hamiltonian systems.
Remark 4.4. Although SLT and SST methods have the same stability when applied to the test system (3.1), they have
differing nonlinear stability. For example, in the sense of exponential stability, the SSTmethod is better than the SLTmethod.
However, asymptotic stability is quite another thing. For example, the SLT method with θ = 1/2 (i.e., the stochastic
trapezoidal rule) is asymptotically stable in the mean square sense for all problems satisfying (4.1) with α < 0, but it is
impossible to prove the same conclusion for the SST method with θ = 1/2. This can be verified by applying the method
with1t = 1 to the equation
dy(t) = −(2t−0.5 + 6)y(t)dt,
with y(0) = 9. In this case, we have
yn+1 = −(1+ 2
−n+2)
1+ 2−n+3 yn = (−1)
n+1 + 8 ·
−1
2
n+1
,
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which shows that the numerical solution is not asymptotically stable. For any other step size, we can appropriately modify
the underlying equation to obtain the same conclusion.
Remark 4.5. If we use the condition
(u− v)TQ (f (t, u)− f (t, v))+ 1
2
trace[(g(t, u)− g(t, v))TQ (g(t, u)− g(t, v))] ≤ α(u− v)TQ (u− v),
t ≥ 0, u, v ∈ Rd,
instead of condition (4.1), we can derive similar results. In this case, for example, the exponential stability inequality (4.6)
will be replaced by
E[(yn+1 − zn+1)TQ (yn+1 − zn+1)] ≤ exp

2α1t(2θ − 1)
2θ − 1− 2α1tθ2

E[(yn − zn)TQ (yn − zn)],
where zn is another solution sequence generated by the same method with another initial value z0.
Remark 4.6. For any inner product ⟨·, ·⟩ on Rd, there exists a corresponding positive-definite matrix Q such that ⟨x, y⟩ =
yTQx. Therefore, condition (4.1) can also be expressed with the inner product and norm notation. In addition, it is trivial to
extend the results of this paper to the case of complex spaces. For example, in the case of l = 1, if conditions (4.1) and (4.3)
are replaced by
ℜ⟨x, f (t, x)⟩ + 1
2
∥g(t, x)∥2 ≤ α∥x∥2, (t, x) ∈ R+ × Cd,
and
∥f (t, x)∥ ≤ √K∥x∥, (t, x) ∈ R+ × Cd,
respectively, then the conclusions are still valid. Here ∥ · ∥ denotes the corresponding inner product norm.
Remark 4.7. For the study of the well posedness of algebraic equations arising from implicit methods, we refer the reader
to the books [21,22] and the paper [19].
It is appropriate at this stage to explain the relevance of stability concepts and results obtained for numerical theory
and practice. On the one hand, when a numerical method is applied to a differential equation, we obtain a discrete system.
And from the point of view of theory, it is desirable to require the discrete system to preserve the main properties of the
continuous system as much as possible. For example, if the original system is stable, we naturally hope that the discrete
system is also stable. If the original system is conservative, we hope that the discrete system is also conservative and,
preferably, they have the same conservative quantity. On the other hand, from the point of view of practical computation,
stability is concerned with the behavior of the numerical solution with a fixed step size, which is not necessarily sufficiently
small. In this situation, we regard the underlying system as an error equation. So exponential stability means that errors
introduced in one time step will decay exponentially in future time steps (see Remark 4.5), asymptotical stability means
that errors will vanish eventually and contractivity means that errors will not be amplified in future time steps.
In the rest of this section, we further study the relationship between analytical and numerical instability. To this end, we
first recall a result on the exponential mean square instability of the analytical solution (cf. [16, Section 4.4]).
Proposition 4.8. If there exist a symmetric, positive-definite d × d matrix Q and a positive constant αˆ such that for all
(t, x) ∈ R+ × Rd,
xTQf (t, x)+ 1
2
trace[gT (t, x)Qg(t, x)] ≥ αˆxTQx, (4.7)
then the trial solution y(t) to system (2.1) is exponentially mean square unstable.
For the SST method, we have the following instability result.
Theorem 4.9. Assume that θ ∈ [0, 1/2) and system (2.1) satisfies (4.7)with αˆ > 0; then the SST method is exponentially mean
square unstable for all1t > 0.
Proof. From (4.4) and (4.7) it follows that
E[yTn+1Qyn+1] ≥ E[yTnQyn] + 21tαˆE[Y Tn QYn] + (1− 2θ)1t2E[f T (tn + θ1t, Yn)Qf (tn + θ1t, Yn)].
For any fixed1t > 0, αˆ > 0 and θ ∈ [0, 1/2), it is easy to prove that there exists a positive constant c1 such that
(1− 2θ)1tf T (t, x)Qf (t, x)+ 2αˆxTQx ≥ c1(x− θ1tf (t, x))TQ (x− θ1tf (t, x)), (t, x) ∈ R+ × Rd,
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which gives
E[yTn+1Qyn+1] ≥ (1+ c11t)E[yTnQyn].
Therefore, the SST method is exponentially mean square unstable. 
This result is not ourmain result. Nevertheless, it can play a supplementary role in allowing us to identify the relationship
between analytical and numerical stability more fully.
5. Stochastic differential equations with jumps
In this section, we extend the study of numerical stability to Itô SDEs with Poisson-driven jumps. Although the results
obtained in the following are also valid for non-autonomous systems, in order to simplify the notation, we only consider
autonomous systems of the form
dy(t) = f (y(t−))dt + g(y(t−))dw(t)+ h(y(t−))dN(t), t ≥ 0,
y(0−) = y0, (5.1)
where y(t−) denotes lims→t− y(s). Here, f , g and w(t) are defined similarly to before, h : Rd → Rd is a given function and
N(t) is a scalar Poisson process with intensity λ. For system (5.1), one has the following stability result.
Theorem 5.1. If there exists a symmetric, positive-definite d× d matrix Q and a constant β such that for all x ∈ Rd,
xTQ [f (x)+ λh(x)] + 1
2
trace[gT (x)Qg(x)] + 1
2
λhT (x)Qh(x) ≤ βxTQx, (5.2)
then the solution y(t) to system (5.1) satisfies
E[yT (t)Qy(t)] ≤ exp(2βt)E[y0Qy0].
Hence, β < 0 is a sufficient condition for mean square stability of the exact solution.
Proof. Applying Itô’s lemma [23] to V (y(t)) = yT (t−)Qy(t−) and following the lines of the proof of Theorem 4 in [13], one
immediately has the conclusion of the theorem. 
Obviously, there is no essential difference between the proof process of Theorem 5.1 and that of Theorem 4 in [13].
Nevertheless, there is a difference between the two results. To illustrate this point, we consider the scalar equation with
real coefficients
dy(t) = ay(t−)dt + by(t−)dw(t)+ cy(t−)dN(t). (5.3)
Applying Theorem 4 in [13] to (5.3), the corresponding stability condition is
2a+ b2 + λ|c|(2+ |c|) < 0.
Specializing Theorem 5.1 to (5.3), the corresponding condition is
2a+ b2 + λc(2+ c) < 0. (5.4)
Hence, Theorem 5.1 gives a sharper result. We will use this weaker assumption condition (i.e., (5.2) with β < 0) to study
numerical stability. We also remark that the stability condition (5.4) for Eq. (5.3) was first given in [14], where it is proved
that condition (5.4) is not only sufficient but also necessary for the mean square stability of (5.3).
Following the idea in [13], we rewrite the jump-diffusion SDE (5.1) in the form
dy(t) = fλ(y(t−))dt + g(y(t−))dw(t)+ h(y(t−))dN(t), t ≥ 0,
y(0−) = y0, (5.5)
where
fλ(y(t−)) = f (y(t−))+ λh(y(t−)),N(t) = N(t)− λt.
An adaptation of the SLT method to (5.5) leads to
yn+1 = yn + θ1tfλ(yn+1)+ (1− θ)1tfλ(yn)+ g(yn)1wn + h(yn)1Nn, (5.6)
where 1Nn = N(tn+1) − N(tn). Since N(t) is the compensated Poisson process, it is easy to see that E[1Nn] = 0 and
E[1N2n ] = λ1t . Also, in order to distinguish from the scheme obtained by adapting the SLT method to the original Eq. (5.1),
we call scheme (5.6) the compensated SLT or CSLT method.
Similarly, an adaptation of the SST method to (5.5) leads to the compensated SST (CSST) method
Yn = yn + θ1tfλ(Yn), (5.7)
yn+1 = yn +1tfλ(Yn)+ g(Yn)1wn + h(Yn)1Nn. (5.8)
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For the CSLT method (5.6), we have the following result.
Theorem 5.2. Assume that system (5.1) satisfies (5.2)withβ < 0; then the CSLTmethod (5.6)with θ ∈ [1/2, 1] is asymptotically
mean square stable for all1t > 0. If we further assume that there exists a constant L such that
(f (x)+ λh(x))TQ (f (x)+ λh(x)) ≤ LxTQx, (t, x) ∈ R+ × Rd, (5.9)
then for any θ ∈ [0, 1/2), the method is asymptotically mean square stable for 1t ∈ (0,1t0), where
1t0 = −2β
(1− 2θ)L .
Proof. From (5.6) it follows that
(yn+1 − θ1tfλ(yn+1))TQ (yn+1 − θ1tfλ(yn+1))
= (yn − θ1tfλ(yn))TQ (yn − θ1tfλ(yn))
+ (1− 2θ)1t2f Tλ (yn)Qfλ(yn)+ 21NnhT (yn)Qg(yn)1wn + 21tyTnQfλ(yn)
+1wTngT (yn)Qg(yn)1wn +1N2nhT (yn)Qh(yn)
+ 2[g(yn)1wn + h(yn)1Nn]TQ [yn + (1− θ)1tfλ(yn)].
Taking expectations on both sides and using condition (5.2), we have
un+1 := E[(yn+1 − θ1tfλ(yn+1))TQ (yn+1 − θ1tfλ(yn+1))]
≤ un + (1− 2θ)1t2E[f Tλ (yn)Qfλ(yn)] + 21tβE[yTnQyn].
By induction, one gets
un+1 ≤ u0 + (1− 2θ)1t2
n
j=0
E[f Tλ (yj)Qfλ(yj)] + 21tβ
n
j=0
E[yTj Qyj]. (5.10)
In the case of θ ∈ [1/2, 1], considering β < 0, we immediately have
lim
n→∞E[y
T
nQyn] = 0,
i.e., the method is asymptotically mean square stable for all1t > 0.
In the case of θ ∈ [0, 1/2), using condition (5.9), we obtain from (5.10) that
un+1 ≤ u0 +1t((1− 2θ)1tL+ 2β)
n
j=0
E[yTj Qyj].
Therefore, the method is asymptotically mean square stable for1t ∈ (0,1t0). 
For the SST method, we have the following exponential stability result which can be proved similarly to Theorem 4.2.
Theorem 5.3. Assume that system (5.1) satisfies (5.2) with β < 0; then we have the following statements.
(i) If θ ∈ [1/2, 1] and β ≤ 0, then the CSST method (5.7)–(5.8) is mean square contractive for all1t > 0, i.e.,
E[yTn+1Qyn] ≤ E[ynQyn].
(ii) If θ ∈ (1/2, 1] and β < 0, then the CSST method is exponentially mean square stable for all1t > 0.
(iii) If θ ∈ [0, 1/2], β < 0 and functions f and h further satisfy (5.9), then the CSST method is exponentially mean square stable
for 1t ∈ (0,1t0), where
1t0 =

+∞, θ = 1
2
,
−2β
(1− 2θ)L , θ ∈

0,
1
2

.
Specializing Theorems 5.2 and 5.3 to the case of the linear equation (5.3), we obtain the following result.
Corollary 5.4. For the SDE (5.3), if limt→∞ E[y2(t)] = 0, then for all1t > 0 the numerical solution produced by either CSLT or
CSST methods with θ ∈ [1/2, 1] satisfies limn→∞ E[y2n] = 0.
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Remark 5.5. Corollary 5.4 is in accordance with the linear stability results presented in [13,15]. However, our nonlinear
stability results are different from the existing ones because here we use condition (5.2). For example, our results for the
case of θ > 1/2 can be applied to some highly nonlinear equations where g or h does not satisfy a linear growth condition.
Remark 5.6. In the case of complex Hilbert spaces, we can replace assumption (5.2) by
ℜ⟨x, f (x)+ λh(x)⟩ + 1
2
∥g(x)∥2 + 1
2
λ∥h(x)∥2 ≤ β∥x∥2,
to obtain the same results.
Remark 5.7. It is easy to extend Proposition 4.8 and Theorem 4.9 to the case of SDEs with jumps. For the SDE (5.3), we can
obtain a slightly better result: if the zero solution of (5.3) is not mean square stable, then for any 1t > 0 the numerical
solution produced by either CSLT or CSST with θ ∈ [0, 1/2] is not mean square stable.
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