Abstract-Agent-based approaches are becoming increasingly important because of their generality, flexibility, modularity, and ability to take advantage of distributed resources. Agents are used in information retrieval, entertainment, coordinating multiple robots, and modeling economic systems. Agents can recommend music, tell stories, and interact with people. They are useful for reducing humans' work and information load in tasks such as medical monitoring and battlefield reasoning. Agents are already changing the way in which we gather information, manage investments, and conduct business. This article provides an introduction to agent issues, outlines motivations for using agent-based paradigms, and describes some of their current uses.
INTRODUCTION
GENTS have been around for many years, but recently agent paradigms have become increasingly popular. Some of the reasons for the popularity of agents paradigms is their flexibility, modularity and general applicability to a very wide range of problems. Their recent increase in popularity is partially due to technological developments in distributed computing and robotics, and the emergence of object-oriented programming paradigms. Advances in distributed computing and robotic technologies has given rise to a greater need for paradigms such as agents that can model distributed problem solving. Object-oriented programming had introduced concepts into the main stream that are condusive structuring agent-based approaches. The goal of this paper is to provide a very brief and high level introduction to what agent systems are, including their unique properties, challenges in designing agent systems, and examples of applications.
WHAT IS AN AGENT?
There are many existing definitions of agents. Russell and Norvig state that an individual agent "is just something that perceives and acts" [34] .
Most elaborately stated, an agent is an entity (either computer, or human) that is capable of carrying out goals, and is part of a larger community of agents that have mutual influence on each other. Agents may co-exist on a single processor, or they may be constructed from physically, but intercommunicating processors (such as a community of robots). The key concepts in this definition are that agents can act autonomously to some degree, and they are part of a community in which mutual influence occurs.
1) Agents can perform some activities autonomously.
At a minimum, they must be able to carry out some instructions (but not necessarily all) without the help of other agents. Additionally, they may be able to make decisions of various levels of complexity on their own. 2) Agents are part of a community. No agent is an island. When agents co-exist in a community, although some may exhibit a very high degree of autonomy, they are never truly independent of the other agents because they share an environment and therefore may compete for resources, whether intentionally or not.
These two properties together distinguish agent-based systems from other types. The first property, partial autonomy, is especially important when agents are physically separate and their communications are intermittent and of low bandwidth, such as a team of undersea or Martian explorer robots, that may occasionally loose contact with each other and the home base. If the agents can perform some activities on their own, they can still carry out portions of their task, even when communication is temporarily cut-off. This gives agent systems robustness in hostile environments. Additionally, autonomy facilitates system modularity, and makes it make it possible to construct organizations that make use of delegation and distributed authority. The second property, being part of a community in which agents influence each other, makes it possible to build organizations of agents who's net effect is greater than the sum of the parts.
Individual agents within a community may be homogeneous, like identical ants in a colony, or they may be heterogeneous, like members of a flight crew, each having specialized functions. When agents have specialized functions they are said to have individual roles, such as pilot, navigator, or mechanic.
The style in which agents interact, as team mates or as adversaries, is closely related to the number of goals they share, or do not share. Groups of agents within this community, may share goals, have largely independent goals, or have mutually exclusive goals, such as when two groups of agents both want to win a limited food or fuel supply. Agents with shared goals may interact in a cooperative manner, acting as a team. Agents with largely independent goals can be said to act as disinterested parties that go about their business with little or no regard for the other agents. Agents having mutually exclusive goals may be competitive, viewing other agents as adversaries.
Some entities may exist that act completely on their own, such as a lone robot in a desert. However, we do not typically refer to that type of system as an agent-based for the reason that the aspects that adds interest, richness and complexity to agent systems are the interactions between agents.
CHALLENGES IN AGENT SYSTEMS
There are many interdependent design decisions that must be made in constructing an effective agent-based system. The challenges include:
• How can the inherent interdependence between agents be managed effectively? The way in which interdependence between agents is managed depends on a broad variety of factors. For example, when agents share common goals the challenge is to orchestrate agents into a smoothly interacting team through communication, negotiation, coordination and organizational division of jobs and responsibilities. When agents do not share goals, or actively work against each other, the challenge is to manage and minimize the negative effects of the agents inherent independence. This challenge is made more complex when agents are antagonistic because they may be unwilling to negotiate or even communicate; they may even communicate false information to throw the "other side" on the wrong track.
What type of agent control and organizational structure is appropriate? Likewise, the challenge of deciding what type of agent control and organization structure to use is equally complex. These decisions are dependent on the constraints of the environment, the task, and the agents. For example, if the environment makes communication difficult, a more distributed structure and more autonomy in the individual agents may be desirable. However, if the agents available to perform the task are very simple, they may not be capable of much autonomy. The inherent flexibility and reactive capabilities of the agents may also limit the flexibility that can be built into the overall agent system. For example, military battalions must jointly practice a set of predefined moves ahead of time, so if replanning is required in battle flexibility is limited, the new maneuvers must be chosen from that predefined set.
What capabilities should the agents be given? Sometimes, one must work with the agents one has, and other times one can design not only the system organization, but also the agent capabilities as well. Agents may differ in abilities complexity, intelligence along a continuum. Some agents may be simple agents that lie towards the "cruise control" end of the intelligence spectrum, and some are more complex rational agents that use specialized problem solving knowledge, and lie closer to the "human" end of the spectrum. When complex tasks are performed in complex environments, agents may need to be sufficiently intelligent to learn and adapt their behavior in order to survive. However, not all agents or agent systems need to be complex. Many successful agents are very simple. However, more complex and intelligent agents tend to be more interesting [19] .
Many lessons relevant to agent organization can be borrowed from studies of human organizations [45] , military science, and biology: for example, cellular and animal communities.
WHAT SHOULD BE MODELED AS AN AGENT?
There is a difference between what can be modeled as an agent system and what should be. In the context of studying how the human brain operates, Anderson stated that one cannot tell by observing just the input and the output of a process whether it is performed on a single processor or on multiple processors [2] . In other words, virtually anything that can be modeled on a single processor (as a single agent) can also be modeled on multiple processors by multiple interacting agents. In fact, Minsky [28] proposed that the human mind is made up of an interacting society of many small agents.
A more useful question to ask is, "When is it beneficial to model a process as a collection of agents vs. as a single process?" Benefits of agent paradigms are that they increase system robustness in hostile environments in which communications are difficult and individual agents may cease to function, increase system modularity and therefore make system maintenance easier, allow systems to take advantage of distributed computing resources, make delegation of tasks easier in a centralized control, and make distributed control more feasible.
Some examples in which agent paradigms are frequently used include: 1) To take advantage of distributed computing resources (as in distributed AI [4] and multiprocessor applications). 2) To coordinate teams of interacting robots where each robot necessarily has a physically separate processor and is capable of acting independently and autonomously.
3) To increase system robustness: When one agent is destroyed, others can still carry out the task. 4) To assist humans by reducing their work and information loads. 5) To model communities of interacting experts, as in concurrent engineering and other joint decisionmaking processes. 6) To simplify modeling of very complex processes by modeling them as a set of simpler interacting agents. 7) To model processes that are normally conducted by multiple agents, such as economic processes involving communities of buying and selling agents.
APPLICATIONS FOR AGENTS
Agent technologies are used in a wide variety of applications, from robotics to economic modeling. Each application has its own unique properties and constraints. Some common examples of agent applications are described below.
Communities of Cooperating Robots
Agent paradigms are useful for modeling communities of interacting robots. It is very natural to represent each robot as a separate agent. Applications in which groups of interacting robots can be used include nuclear waste clean-up; automated excavation, construction and mining; and exploration of other planets such as Mars. Brooks [5] has designed architectures for controlling one or more robots by modeling their overall behavior as a collections of simpler, interacting behaviors (similar to Minsky's model of the brain). MacKenzie, Cameron, and Arkin describe a framework for controlling a society of robots that must cooperate to jointly perform military scouting missions [27] . Mataric, Nilsson and Simarian [29] describe an approach for coordinating multiple robots to work together to push boxes.
Web-Based Agents, and Electronic Personal Assistants
An increasingly common type of agents are Web-based agents that take advantage of the network of information that can be accessed through the World Wide Web. Etzioni and Weld describe an agent called the Sofbot [6] , which they have constructed to act as an intelligent personal assistant to Web users searching for information. Users give The Sofbot high-level requests like "What is Joe Frank's address?' and it will figure out the best specific search method and data source for fulfilling the request. Krulwich [24] designed BarginFinder, a compact disc shopping agent that helps people get the best price on CDs by searching the Web for stores with the best prices. Maes describes a whole suite of agents that act as personal assistants, including an electronic mail filtering agent called Maxims, a meeting scheduler called MCL [23] , and a news filtering agent called NewT [38] , which picks out items of interest to the user from Internet news sources, using uses examples of news articles the user does and does not like as a guide. The Similarities Engine, created by Whiteis, works along the same lines to recommend new musical artists it thinks the user is likely to enjoy.
Agents in Entertainment
There are a number of entertainment applications in which agents play a role. Hayes-Roth et al. have created an interactive story system which allows users to define roles and personalities for agents, and then lets the agents create the story by letting them interact [17] . Maes et al. have created a system called ALIVE [26] , in which a human can interact directly with characters in a virtual story environment through hand and body gestures. Characters in the virtual environment are modeled by agents that can interact with one another or the user. A camera picks up the image of the user and projects it on a screen in front him or her. Users see their own images superimposed on the virtual environment. Agents interact with the user by sensing and reacting to the user's gestures, such as pointing or throwing a virtual ball. This system allows a user to play one of the characters in a story while agents play the other characters. Together, they collaboratively create a story.
Economic System Modeling
Agents can be used to model or simulate processes (possibly on a single processor) that are normally carried out in the world by multiple independent agents. This is true of most economic processes. Consequently, agent paradigms are very popular in modeling economic and business practice. Agent-based modeling and simulation tools such as SWARM [18] are designed to simulate the aggregate behavior of groups of economic agents. Pan and Tenenbaum [33] present a framework for modeling integration and cooperation among several organizations (enterprise integration). Swarminathan, Smith, and Sadeh [39] and Strader [40] use agent-based simulations to evaluate the impact of electronic commerce (i.e., use of electronic information media to support business decisions) on organizations and consumers. Agents are used not only to model electronic market place, but they also actively participate in the market place. Even before the World Wide Web because popular, the stock market is an example of a situation in which use of automated agents to perform tasks, such as buying and selling of stocks, has already changed the way in which the market operates. Sycara and colleagues have built an agentbased financial portfolio manager called Warren [36] to help investors manage their money and get an integrated financial picture over time. It is a common practice in electronic marketplaces on the World Wide Web to use "auction agents" to automatically process bids in electronic auctions. Agents are shaping the way in which commerce takes place and it is expected that their influence will continue to increase as use of electronic marketplaces increases and information sharing technology in businesses also increases.
Monitoring Agents
An important use of agents to monitor processes. Monitoring tasks such as watching gauges in nuclear power plants, watching patients in intensive care, and controlling satellites from groundstations, tend to be very dull for the people doing the monitoring most of the time, but when it is not dull, there is far to much happening to attend to it all, and mistakes can easily be made. Agents can help in these types of tasks because they do not get bored when nothing is happening, and during crises they can help to manage information overload. Examples of monitoring agents include Hayes-Roth and Larsson's agent [16] , which monitors patients in intensive care units, and ASPIRE (created by Jones and Jacobs [20] ), an agent that can be delegated to monitor satellite operations. The degree to which people are willing to delegate duties to monitoring agents depends on how much they trust the capabilities of that agent.
Group Decision-Making and Problem-Solving
Agent are often used to assist in group decision making and problem solving. Support of group activities using computer tools is referred to as Computer-Supported Cooperative Work (CSCW). Group problem solving is an important human activity; highly complex problems are not usually solved by individuals but by groups. This is true in aircraft design, military decision making, and strategic planning for business operations. The need for teams of problem solvers arises from the fact that one person cannot handle the complexity or the workload of a very complex problem, nor can one person be an expert in all areas. For example, aircraft design requires the cooperation experts in aerodynamics, structural analysis, manufacturing, electromechanical systems, material behavior, and so on.
The concept of perspectives is important in group problem solving. Each expert can be said to have a different perspective on the problem. A perspective entails a way of viewing and abstracting the problem, a set of goals, and a way of solving the problem. Thus, from a structural expert's perspective an aircraft may appear to be a set of support structures, while from the electromechanical expert's perspective, the same aircraft may appear to be a set of motors, solenoids, electrical wires, and wiring pathways.
Concurrent Engineering: Design and Manufacturing
The design and manufacture of a new product requires coordination of a whole team of interacting experts with different perspectives. However, because of schedule and location constraints the various experts on a design team may not all work on the problem in the same room or at the same time. Pragmatically, experts may not get to consult with each other as much as would be beneficial during the design process. The consequences are designs that are suboptimal from a global perspective. The idea behind concurrent engineering is allow experts to get the advice they need from the other design perspectives by providing them with intelligent agents that act as design assistants. The user can consult these agents for advice as they would other human experts. For example, a part designer could consult with an intelligent manufacturing agent to determine if the current design is manufacturable, and roughly how much it will cost. This helps the designer to incorporate the concerns of the other perspectives early in the design process, and create more globally satisfactory designs.
An example of a specific agent that acts as a consultant for concurrent engineering purposes is SEDAR [8] , an architect's intelligent assistant which provides criticisms and advice from a design reviewer's perspective. SEDAR provides this feedback much more quickly than a human reviewer (who may take months to provide comments) enabling the architect to incorporate the advice into the design immediately. Example agent-based systems that coordinate multiple agent perspectives for concurrent engineering include Fox et al.'s Design Fusion architecture [7] , and Tan et al.'s flexible perspective integration methodology [41] .
Decision-Making Support: Military Logistics, Command, and Control
A common problem in military command posts is that battlestaff are often overwhelmed by floods of information that comes in faster than they can process it, particularly at stressful times when critical life and death decisions need to be made quickly. Battlestaff are in need of intelligent agents that can reduce their cognitive workload by helping them to differentiate important information from the deluge of irrelevant information, generate plan alternatives, rapidly replan when circumstances change suddenly, and assess hypotheses about the world, based on uncertain data. Agents used in this context must be able to provide information to support human decision making, without taking decision making control away from the user who ultimately bears the responsibility for the consequences. Examples of intelligent planning agents in this area include SOCAP [43] , which uses Wilkin's SIPE planner, SHAKA [9] , which generates courses of action, and the Log Anchor Desk/KBLPS [12] , which answers logistical queries.
ISSUES IN AGENT-BASED SYSTEMS
All types of agent face a similar set of challenges. Many of the issues center around how to represent, describe, and control systems of agents, and how to get them to cooperate effectively. Hayes-Roth provides an additional view of research issues in agent-based systems [14] .
Agent Architectures
Agent architectures need to provide representations that make it easy to describe and define agents, and set up an over-all communication structure that is conducive to cooperation. Hayes-Roth [14] points out that architectures that use the old fashioned divide-and-conquer approach have not worked well for artificial intelligence as a whole, and therefore it is not likely it will work for agent architectures. Divide-and-conquer does not work for these purposes specifically because it is very hard to integrate component solutions into a smoothly functioning whole when they been developed independently. Hayes-Roth states that agent architectures need to emphasize integration and interoperation. There is much work on agent architectures. Early architectures were created by Brooks [5] and Kaelbling [21] . More recent examples include LOOM [25] , a language for modeling agents; Hayes-Roth and Larsson's domain-specific agent architecture [16] for medical monitoring tasks; Harandi and Rendon's intermediate level architecture [15] , which provides rich, yet general-purpose, support; and Sloman's global architecture [37] to enable construction of agents with human-like capabilities.
Communication Frameworks
Being able to communicate with other agents is a nontrivial problem. Just as computers need low-level communication protocols, agents also need communication protocols.
Agent protocols differ from low-level communication protocols like TCPIP in that agent protocols communicate information at a higher level and may include shared problem solving knowledge such as goals or plans. Numerous researchers are working on communication protocols and languages for agents. Examples include Agha's [1] language based on actors, and Genesereth and Ketchpel's Agent Communication Language (ACL) [11] , which consists of three parts: a vocabulary, a knowledge interchange format (KIF), and a knowledge query and manipulation language (KQML) [10] , to provide agents with a common format for information queries and exchanges.
Control
When there are many agents interacting, an important question is, "Who is in control?" If everyone is in control, or no one is in control, the result will be pandemonium. Control must be carefully coordinated. In systems composed entirely of computer agents, there are usually two styles of control: centralized and distributed. In centralized control, one central agent issues commands and tasks to subordinate agents. This is classical military style control. Distributed control operates more like an ant colony or a jazz jam session in which each agent has a predefined role, and knows predefined rules for how and when they can take control or pass control to others [7] . There are advantages to each style. Centralized control tends to produce more globally optimal solutions since all agents' behaviors are carefully orchestrated, but may take more time. Distributed control tends to produce solutions faster that are locally optimized since agents can act independently without waiting for orders, but it tends to produce less globally optimal solutions since individual agents may not have a good view of the overall situation.
In systems that are composed of a mix of human and computer agents, humans usually prefer to direct the behavior of the computer agents. However, control may also be either centralized or distributed. A single human may have centralized control of a group of human and computer subordinates, or a group of humans may cooperate with the assistance of computer agents. However, it is not always the case that the humans want to be in control. For example, astronauts are willing to let an automated system land the space shuttle. More specifically, humans usually want the option of taking control if necessary, since it is their jobs and perhaps lives that are on the line, and not the computer's. However, the degree to which humans are willing to delegate problem solving tasks and decisions to computer systems is in some degree determined by their trust in that system's competence, just their willingness to delegate a task to a subordinate is determined by their trust in that subordinate's abilities [30] .
Coordination and Cooperation
Much of the power of agents comes from their ability to interact and cooperate. Not all agents necessarily cooperate; for example agents that are in economic competition may actively work against each other. However, when agents do actively cooperate they multiply their abilities. A key part of cooperation is coordination so that agents do not undo each others' work, or get in each other's way. Barbuceanu and Fox's language, COOL [3] , and Haddadi's "Coordination protocols" [13] allow coordinations between agents to be defined. Olsen et al. [32] argue that efforts at standardizing collaboration protocols are misplaced because the information sharing needs between collaborators cannot be standardized; each set of collaborators may have different information sharing needs depending on their task. They propose instead that collaborators need the ability to establish and customize knowledge sharing agreements. Likewise, AgenTalk [22] is a coordination protocol description language that allows coordination protocols to be incrementally defined and customized.
Negotiation
Agents do not always agree. In particular, agents coming from different perspectives may generate conflicting constraints. For example, suppose you are on a ship that is on fire and you are responsible for dispatching teams of fire fighters to the most critically endangered areas of the ship. You consult your communications expert who tells you that your ship board communications will be endangered, and if you do not attend to the fire in the bridge immediately all communications with the various fire fighting teams will be lost. At the same time your munitions expert tells you that the fire is approaching dangerously close to the munitions area and you must attend to it immediately. Both experts are correct, but what should you do to maximize chances of survival of the ship? In such cases there must be a method for resolving conflicts. Zeng and Sycara [44] examine methods for allowing negotiations between agents. Tsukada and Shin describe PRIAM [42] a "polite" rescheduler which uses negotiation between resource agents create a new plan that disrupts the fewest agents. These types of negotiation skills are important in enabling agents to cooperate.
Reconfigurable/Reusable Agents
Given that agents may require a lot of work to build, there is a strong incentive to look for ways to reuse parts of existing agent systems in other systems. Sycara and Decker examines reusable behaviors for agents [35] , and Hayes-Roth and Larsson [16] examines reconfigurable components of expertise.
CONCLUSIONS
Agent-based approaches are becoming increasingly important because of their generality, flexibility, modularity, and ability to take advantage of distributed resources. Agents are used for information retrieval, entertainment, coordinating systems of multiple robots, and modeling economic systems. They are useful for reducing humans' work and information overload, in complex tasks such as medical monitoring and battlefield reasoning. They can serve as knowledge resources for designers and engineers. Agents can recommend music, tell stories, and interact with people. Continuing research issues include agent architectures, communication and coordination protocols, control, negotiation, and reuse. Deployed agents are already changing the way in which we gather information, conduct business, and manage our lives. In short, agents are here to stay [31] .
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