ABSTRACT Oscillatory activity and its nonlinear dynamics are of fundamental importance for information processing in the central nervous system. Here we show that in aperiodic oscillations, brain-derived neurotrophic factor (BDNF), a member of the neurotrophin family, enhances the accuracy of action potentials in terms of spike reliability and temporal precision. Cultured hippocampal neurons displayed irregular oscillations of membrane potential in response to sinusoidal 20-Hz somatic current injection, yielding wobbly orbits in the phase space, i.e., a strange attractor. Brief application of BDNF suppressed this unpredictable dynamics and stabilized membrane potential fluctuations, leading to rhythmical firing. Even in complex oscillations induced by external stimuli of 40 Hz (g) on a 5-Hz (u) carrier, BDNF-treated neurons generated more precisely timed spikes, i.e., phase-locked firing, coupled with u-phase precession. These phenomena were sensitive to K252a, an inhibitor of tyrosine receptor kinases and appeared attributable to BDNF-evoked Na 1 current. The data are the first indication of pharmacological control of endogenous chaos. BDNF diminishes the ambiguity of spike time jitter and thereby might assure neural encoding, such as spike timing-dependent synaptic plasticity.
INTRODUCTION
Central neurons fire temporally irregular spikes, as exemplified by Poisson-like histograms of interspike intervals. The patterns of activity are seemingly random and erratic, but experimental and theoretical works have revealed that neurons possess the regime of deterministic chaos, a nonlinear dynamic system with a few degrees of freedom (Elbert et al., 1994) . Chaotic instability is important in executing activity adaptation and state transitions in response to environmental changes, and consequently creates a rich repertoire of responses (Rabinovich and Abarbanel, 1998) . Indeed, neurons collectively give rise to oscillatory patterns, the frequencies and temporal dynamics of which may be associated with distinct behavioral states (Salinas and Sejnowski, 2001 ).
Recent evidence is also accumulating that external sensory stimuli or internal top-down signals lead to spike synchronization among different neurons (deCharms and Merzenich, 1996; Alonso et al., 1996; Riehle et al., 1997) , suggesting that under certain states, individual neurons in vivo can produce action potentials with high temporal accuracy. Likewise, the existence of extremely narrow time windows for bidirectional regulation of synaptic strength (Markram et al., 1997; Bi and Poo, 1998) implies that neurons are capable of transmitting signals with millisecond fidelity. If the activity of individual neurons were governed merely by chance, these high-degree organizations could never occur. Neuronal chaos is, hence, thought to represent a preliminary state for order (Elbert et al., 1994; Rabinovich and Abarbanel, 1998) . Little is known, however, about the mechanisms by which neurons transit between chaos and order or about the regulatory factors for this state switching.
Brain-derived neurotrophic factor (BDNF), a member of the neurotrophin family, has long been implicated in modulating membrane excitability (Kafitz et al., 1999; Blum et al., 2002) , synaptic transmission (Kang and Schuman, 1995; Tanaka et al., 1997; Boulanger and Poo, 1999) , and neuroplasticity (Thoenen, 1995; Figurov et al., 1996; Kovalchuk et al., 2002) . We therefore hypothesized that BDNF regulates spike fidelity in the ambiguity of neuronal chaos. In this work, we report that cultured hippocampal neurons exhibit chaotic kinetics of membrane potential responses and drift toward a more reliable state after brief exposure to BDNF.
METHODS

Materials
Human recombinant BDNF was a gift from Sumitomo Pharmaceuticals (Osaka, Japan). D,L-2-Amino-5-phosphonopentanoic acid (AP5), 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX), and picrotoxin were purchased from Sigma (St. Louis, MO). K252a was obtained from Kyowa Hakko (Tokyo, Japan). Tetrodotoxin was from Wako (Osaka, Japan).
Culture preparation
Cultured hippocampal neurons were prepared as described previously (Yamada et al., 2002) , with some modifications. Briefly, the brains were isolated from embryonic day 18 (E18) Wistar rats, and the hippocampi were dissected out and treated with 0.25% trypsin (Difco Laboratories, Detroit, MI) and 0.01% deoxyribonuclease I (Sigma) at 378C for 30 min. Neurons were plated at ;20,000 cells/cm 2 on polyethylenimine (Sigma) coated 13-mm-diameter coverslips in 35-mm-diameter dishes. The plating medium was Neurobasal medium (Life Technologies, Gaithersburg, MD) supplemented with 10% fetal bovine serum (Cell Culture Technologies, Cleveland, OH) with glutamine, penicillin, and streptomycin. Twelve hours after plating, the medium was changed to serum-free Neurobasal medium with 2% B27 supplement (Life Technologies). Electrophysiological recordings were performed after 8-12 days in culture.
Electrophysiology
A whole-cell recording technique was used with amphotericin B perforated patch configuration (Tanaka et al., 1997) . Micropipettes (4-7 MV) were made from glass capillaries (Narishige, Tokyo, Japan). The pipettes were tip filled with internal solution and then back filled with internal solution containing 1 mg/ml amphotericin B (Sigma). The internal solution consisted of (in mM): 136.5 KMeSO 4 , 17.5 KCl, 9 NaCl, 1 MgCl 2 , 10 HEPES, 0.2 EGTA (pH 7.2). The external bath solution consisted of (in mM): 150 NaCl, 5 KCl, 1 MgCl 2 , 2 CaCl 2 , 10 glucose, 10 HEPES (pH 7.3 at 248C), containing 500 mg/ml bovine serum albumin. Recordings were carried out with an Axopatch 200B amplifier (Axon Instruments, Foster City, CA). Signals were low-pass filtered at 1 kHz, digitalized at 10 kHz, and analyzed with a pCLAMP 8.0 software (Axon Instruments). All drugs were bath applied with the perfusion solution.
Analysis for chaotic profiles
To define whether or not the voltage responses were chaotic, we calculated Lyapunov exponent, which represents the degree to which the neighboring trajectories diverge exponentially on the subject of the sensitivity to the initial conditions (Wolf et al., 1985) . The formula for the Lyapunov exponent l of the trajectory computed at N time points is
where t is time iteration and d i (t) is the distance between the original trajectory and a neighboring i trajectory at time t. Post hoc analyses were performed using the custom-written software Igor Pro (Wavemetrics, Lake Oswego, OR).
Mathematical modeling of cellular excitability
We formulated and used a single compartment (lumped neuron) model with Hodgkin-Huxley type Na 1 and K 1 conductances for oscillation and spike generation (Hodgkin and Huxley, 1952) . In addition, we assumed the existence of new voltage-insensitive Na conductance g Na_VI as BDNFevoked Na 1 current. The membrane current i was expressed at the membrane potential V as follows: where m is the sodium activation, h the sodium inactivation, n the potassium activation; E Na , E K , E L are the reversal potentials for sodium, potassium, and leakage current components, respectively; g Na , g K , g L are the maximal ionic conductance through sodium, potassium, and leakage current components, respectively (Dayan and Abbott, 2001 ). In the above equations, the values of g Na , g K , g L ; and g Na_VI were initially fixed at 120, 36, 0.3, and 0.01 mS/cm 2 , respectively, and E Na , E K , E L were fixed at 50, ÿ77 and ÿ54 mV, respectively. Using varying g Na_VI values, we examined numerical solutions of the Hodgkin-Huxley equations with the sinusoidal stimulation current. Analysis was performed using the custom-written software Matlab (MathWorks, Natick, MA).
RESULTS
Hippocampal neurons drifts between periodic and chaotic states
Using the perforated-patch current-clamp recording technique, we assessed the responses of membrane potential of cultured hippocampal neurons to external current oscillators. We injected somatic current with a cyclic sinusoidal function of A 3 sin (2p 3 f 3 t), where A, f, and t denote amplitude (pA), frequency (Hz) , and time (s), respectively. Although the sinusoidal pattern of stimulation is quite artificial, this simplified method has often revealed an important basis of neural firing properties and thus is widely used as a potent model for natural synchronous oscillations. We examined the effects of various f values on membrane potential responses (A ¼ 25 pA).
Neurons spontaneously displayed irregular firing without current injection (Fig. 1 A) . They demonstrated different states of oscillations depending on varying frequencies of the driving functions (Fig. 1, B-F ). In the range of 1-10 Hz, neurons generated action potentials that were tightly locked to specific phase angles of the forcing cycle, the numbers of spikes being 6, 3, 2, and 1 per cycle at sinusoidal 1, 2, 4, and 10 Hz, respectively ( Fig. 1 , B-E). These results indicate that action potentials were efficiently entrained to the driving oscillations. At 20 Hz, however, the responses resulted in a more complicated structure, which differed from the periodic waveforms at 1-10 Hz and appeared lawless ( Fig. 1 F) . This ambiguous behavior was still observed after pharmacological blockade of excitatory/inhibitory synaptic transmission ( Fig. 2 C) but did not occur in the presence of 1 mM tetrodotoxin (N ¼ 2, data not shown). Thus, the aperiodicity was not due to synaptic events but attributable to the activity of voltage-sensitive Na 1 channels. The voltage responses to 20-Hz current were smaller than those to lower frequency (;62%). In general, the response amplitude reduces as a function of frequency; the gain G follows the next equation (Koch, 1999) :
In this experiment, the C m value was 30.1 pF, and the R m value was 420 MV. Therefore, G(f) is ;60%, consistent with our experimental data.
To quantitatively evaluate these oscillatory states, we plotted the membrane potential V versus its derivative dV/dt.
In the phase-locking responses at 1-10 Hz, the attractor was asymptotically a stable closed curve, i.e., a limit cycle (Fig.  1 , B-E). In contrast, the trajectories of the 20-Hz responses filled up a portion of the phase space because of their instability, depicting a so-called strange attractor (Fig. 1 F) . To address whether or not the membrane response is deterministic chaos, we constructed a first-return map, a logistic transfer function V i versus V i11 , where V i (i ¼ 1, 2. . .) is the sequential series of membrane potential sampled every period T (¼ 1/f ). The map represents mutual correlations of responses in the neighboring periodic cycles; periodic oscillations converge into one focus of cross points because all return values are equivalent per cycle, while random noise fills the space because of no correlation between successive return trials. The periodic responses at 1-10 Hz produced a cluster around a stable fixed point on the diagonal line (Fig. 1, B-E) . The strobomap of the 20-Hz oscillations revealed a noninvertible function that consisted of two branches (Fig. 1 F) , the characteristic trajectory of which signifies that voltage responses gradually closed up to the diagonal breakpoint and spiraled away after several iterations, indicative of a repetitive folding/stretching process. Therefore, the apparently irregular responses at 20 Hz do not in fact result from noise or stochastic behavior but rather conform to deterministic chaos.
The emergence of chaos depends on both the amplitude and frequency of the driving oscillations. To quantify the degree of chaos, we calculated the largest Lyapunov exponent, which represents the degree to which the neighboring trajectories diverge exponentially on the subject of the sensitivity to the initial conditions. If the oscillation is completely periodic, the largest Lyapunov exponent is zero, and if the response is chaotic, it shows a positive value. At lower frequency (\15 Hz), the Lyapunov exponents were small and kept constant independent of the current amplitude (Fig. 2) . The reason why the exponents were not zero was due to noise. At 15 and 20 Hz, however, the Lyapunov exponents became higher, and reached the maximum at an optimal current (;35 pA at 15 Hz, and 25 pA at 20 Hz).
BDNF enhances spike reliability and precision
We sought to determine how BDNF modulates chaotic regimes. Neurons were stimulated with sinusoidal 20-Hz current injection with a 25-pA amplitude for 25 s. They were then treated with 50 ng/ml BDNF for 5-10 min and again stimulated with the same current injection in the continuous presence of BDNF. BDNF slightly increased the membrane conductance by 1.57 6 1.07 mS/cm 2 , the maximal changes being 5.46 mS/cm 2 . The effect emerged [1 min after the bath perfusion. Consistent with this, BDNF induced a small change in the resting membrane potential by up to 2.70 mV, however, on average, the change was not significant (0.44 6 0.45 mV; mean 6 SE of six neurons). This apparent discrepancy is probably due to the problem of incomplete ''space clamp'' (Rall and Segev, 1985; Koch, 1999) . Indeed, BDNF-evoked depolarization is found at dendrites (Kovalchuk et al., 2002) . Alternatively, there could be compensatory mechanisms by which membrane potential can counteract an accidental, small fluctuation in conductance. Interestingly, BDNF-treated neurons displayed distinct oscillatory responses to the same pattern of current injection; the waveforms of membrane potential now became more stable and displayed action potentials more reproducibly (Fig. 3, A and B) . Their trajectories of V versus dV/dt resembled a limit cycle, suggesting that BDNF reduces chaotic dynamics and enhances the reliability of spike events. Fig. 3 C summarizes the effects of BDNF on the largest Lyapunov exponents. BDNF significantly decreased the Lyapunov exponents by ;50%. This action was prevented by 200 nM K252a, an inhibitor of tyrosine receptor kinases (Fig. 3 C) , which suggests that BDNF-induced TrkB activation mediates the modulation of chaos. The BDNFTrkB system is reported to alter synaptic activity (Kang and Schuman, 1995; Tanaka et al., 1997; Boulanger and Poo, 1999) , but the effect observed here was insensitive to a cocktail of channel receptor inhibitors, consisting of the non-NMDA (N-methyl-D-aspartate) receptor antagonist CNQX, the NMDA receptor antagonist AP5, and the g-aminobutyric acid type A (GABA A ) receptor antagonist picrotoxin (Fig.  3 C) . Therefore, BDNF-induced chaos stabilization is not synaptically driven.
In this series of experiments, we were aware that BDNFtreated neurons were apt to fire at more advanced phases relative to individual oscillation cycles. To analyze this phenomenon in detail, we introduced another protocol of oscillatory current injection, in which sinusoidal 5-Hz (20 pA) and 40-Hz (10 pA) were superimposed (Fig. 4) , because hippocampal neurons generate electroencephalographic u-(around 5 Hz) and g-(;40 Hz) bands in vivo (Bragin et al., 1995) and in vitro (Fellous and Sejnowski, 2000) , and their spike timing reliably shifts forward along the u-cycle phase during spatial behavior of the animals (O' Keefe and Recce, 1993) . This phase precession may play a role in cognitive processing (Lisman, 1999; Harris et al., 2002) . In addition, spike timing in vivo is preferentially locked to g-quanta, and thus, g-oscillations are likely to synchronize spikes (Fries et al., 2001a,b; Csicsvari et al., 2003) . When the combinatorial u/g-rhythm current was injected, neurons generated one action potential per u-cycle, but its timing in each u-phase varied from cycle to cycle and quantally jumped across g-cycles (Fig. 4 A) . After application of 50 ng/ml BDNF for 5-10 min, spikes were more tightly locked to a particular g-cycle (Fig. 4 B) . In five of eight neurons, BDNF significantly reduced the coefficient of variation (CV) of spike time jitter (P \ 0.05: paired t-test), which indicates that BDNF decreases spike time variability. Furthermore, BDNF-treated neurons fired action potentials at earlier u-phases, as compared with control neurons; the average advancement was 8.67 6 3.028 in u (P \ 0.05: paired t-test, mean 6 SE of eight neurons). In the presence of K252a, BDNF did not induce a phase shift; the average advance was 0.40 6 1.268 (P [ 0.9, N ¼ 7).
To further illustrate how BDNF enhances the reliability of spike timing, we injected fluctuating current with white noise in the presence of CNQX, AP5, and picrotoxin. These patterns of waveform are designed to imitate physiological synaptic noises and have been used to evaluate the stability and precision of spike generation (Mainen and Sejnowski, 1995; Nowak et al., 1997) . Spikes were weakly locked in our Gaussian white noise (m s ¼ 50 pA, s s ¼ 10 pA, t s ¼ 3 ms; see also Mainen and Sejnowski (1995)) (Fig. 5 A) . Their firing patterns became more stereotyped after application of 50 ng/ml BDNF (Fig. 5 B) . In three of five neurons, BDNF significantly reduced the mean CV of spike time (CV BDNF / CV control : 0.62 6 0.66*, 0.70 6 0.19*, 0.82 6 0.14*, 0.87 6 0.35, 1.08 6 0.37; mean 6 SD, *P \ 0.05: paired t-test). No significant effect was observed in the presence of 200 nM K252a (CV BDNF /CV control : 0.75 6 0.53, 0.78 6 0.45, 1.01 6 0.34, 1.18 6 0.55). Thus, BDNF tightened firing timing even if synaptic inputs fluctuate ambiguously.
NaV1.9-like conductance mimics the effect of BDNF in a simple model neuron Blum et al. (2002) has recently indicated that BDNF evokes membrane depolarization through rapid activation of Na V 1.9, FIGURE 4 BDNF narrows the time window of spike events and shifts spike timing relative to u-phases. Synchronized oscillations of membrane potential (left top) in response to complex current consisting of a combination of sinusoidal u-like (5 Hz, 20 pA) and g-like (40 Hz, 10 pA) rhythm (left bottom) immediately before (A) and 5 min after treatment with 50 ng/ml BDNF (B). The number of spikes was normalized to the total number for 25 s and plotted against the phase of a 5-Hz sinusoid (right). In this neuron, the average phases of spike events were 114.2 6 28.98 in control and 78.5 6 13.38 in BDNF (mean 6 SE, P \ 0.01, Student's t-test), which indicates that BDNF induced forward phase precession in spike timing. The CV values of the spike timing in phase were 28.3% in control and 19.2% in BDNF (P \ 0.01, F-test), which means that BDNF-treated neurons fired with more precise timing. See text for data of the other neurons. (N ¼ 4) . In each experiment, the driving current was adjusted to the amplitude that produced the largest chaotic response before drug application (usually 20-40 pA). *P \ 0.05 versus control; t-test. Data are mean 6 SE of N cases. a tetrodotoxin-resistant member of the family of voltagegated Na 1 channels. We thus hypothesized that the BDNF effect is attributable to recruitment of Na 1 conductance. To address this possibility, we used a mathematical neuron model based on the Hodgkin-Huxley theory (Hodgkin and Huxley, 1952) . Because the Hodgkin-Huxley model neuron responds to an exterior oscillator faster than a realistic neuron, we used a 150-Hz stimulus to induce chaos. This model neuron exhibited chaotic behavior in response to a sinusoidal 150-Hz oscillator, as evidenced by a strange attractor in the phase space and the positive value of Lyapunov exponents (Fig. 6 A, and see also Aihara et al. (1984) ).
FIGURE 5 BDNF immobilizes spike patterns in random aperiodic drive. Reliability of firing pattern (top subpanels) evoked by repeated stimulation with Gaussian white noise current (bottom subpanels; m s ¼ 50 pA, s s ¼ 10 pA, t s ¼ 3 ms) immediately before (A) and 5 min after treatment with 50 ng/ml BDNF (B). The middle subpanels indicate eight superimposed voltage traces. In this neuron, the average CV of spike timing was 72.8 6 28.4 ms (mean 6 SD of eight successive trials) in control and 32.4 6 15.6 ms in BDNF (P \ 0.05, t-test), which means that BDNF-treated neurons fired with more precise timing. See text for data of the other neurons.
FIGURE 6 Increasing Na V 1.9-like conductance induces chaos stabilization and phase precession in a HodgkinHuxley model neuron. (A and B) Voltage-insensitive Na 1 conductance (g Na_VI ) reduces chaotic activities. The phase portraits indicate membrane potential versus its temporal derivative in response to sinusoidal current injection (150 Hz, 50.4 mA/cm 2 ) before (A) and after addition of 0.01 mS/ cm 2 g Na_VI (B). (C-H) Summary of the effects of g Na_VI (C and D), g Na (E and F), and g K (G and H) on the largest Lyapunov exponents (C, E, and G) and firing phase (D, F, and H). In the simulation of phase advancement (D, F, and H), we used stimulating current consisting of a combination of sinusoidal 5-Hz (2.5 mA/cm 2 ) and 40-Hz (0.05 mA/cm 2 ) cycles, and the spike phases in the 5-Hz cycle are plotted against changes in each conductance.
The conductance of BDNF-elicited Na V 1.9 current is almost constant in the physiological ranges positive to the resting membrane potential, whereas it gradually decreases at membrane voltages below ÿ65 mV (Blum et al., 2002) . To mimic the BDNF effect with simplification, we incorporated voltage-insensitive ''DC-like'' Na 1 conductance (g Na_VI ) into the Hodgkin-Huxley neuron. When Dg Na_VI was set to 10 mS/cm 2 , the attractor depicted a stable orbit (Fig. 6 B) . Computer simulation by varying g Na_VI revealed that the critical point for transition between chaos and periodic oscillations was ;6.3 mS/cm 2 ; above this value, the Lyapunov exponents were zero (Fig. 6 C) .We next examined the effect of this Na 1 conductance on spike timing. We applied various g Na_VI values to the oscillating neuron in response to combinatorial 5-Hz (u) and 40-Hz (g) current. Increasing g Na_VI led to phase advancement of spikes in a quantal step manner (Fig. 6 D) . Each step interval corresponded to the g-cycle wavelength, i.e., 458 of u, indicating that spikes were entrained to individual g-cycles and their timing advanced at these intervals. We also assessed the impacts of changes in voltage-sensitive Na 1 conductance (g Na ) and K 1 conductance (g K ) on chaotic firing. Unlike g Na_VI , surprisingly, increasing g Na did not eliminate the chaotic properties (Fig. 6 E) whereas it induced the phase advance of spikes (Fig. 6 F) . On the other hand, a decrease in g K was capable of increasing the spike reliability (Fig. 6 G) and shifting the firing phase (Fig. 6 H) , both of which may resemble the effect of g Na_VI .
DISCUSSION
Neurons undergo complex transitions between diverse states. Irregular firing under resting conditions is probably due to synaptic noise and spontaneous self-sustained fluctuations. This unstable state is capable of drifting rapidly toward a well-defined state in response to external stimuli. The biophysical laws of synaptic plasticity require precise timing of spikes over millisecond timescales (Markram et al., 1997; Bi and Poo, 1998) . It is hence critical to understand the regulatory system responsible for state transitions and spike precision. In the present study, we confirmed that neurons display a dynamic switch between periodic and aperiodic oscillations, depending on external sinusoidal oscillators, and have shown for the first time that BDNF enhances the accuracy of spike timing. BDNF has recently emerged as a candidate molecule mediating learning and memory. A rapid and selective increase in BDNF mRNA occurs during memory formation (Tokuyama et al., 2000; Mizuno et al., 2000) , raising the possibility that BDNF/TrkB signaling may be involved in memory acquisition and consolidation (Tyler et al., 2002; Minichiello et al., 1999; Linnarsson et al., 1997) . Physiological and anatomical evidence suggests that BDNF modulates activity-dependent neuroplasticity, linking neural activity with functional and structural modification of synaptic connection (Thoenen, 1995; McAllister et al., 1999; Poo, 2001 ). In addition, we have described here that BDNF decreases irregularity of firing patterns and enhances temporal precision of spikes, suggesting that BDNF does modulate outputs as well as inputs of neurons. With respect to temporal coding in neural representation (Singer, 1993) , of particular importance is the finding that BDNF can alter spike timing even when the same input pattern of oscillation was presented; the data denote that BDNF can affect the read-out algorithm. It is our impression that the cellular mechanism by which BDNF causes the precise timing of action potentials is the stabilization of nonlinear fluctuations of membrane potential via enhancing the membrane conductance. Kafitz et al. (1999) indicated that BDNF induces inward Na 1 current (probably as large as 500 mS/ cm 2 of conductance), but we found no evidence for such a large Na 1 current. Under our conditions, BDNF-evoked changes in membrane conductance were up to only 5.46 mS/ cm 2 . However, computational simulation revealed that adding small g Na_VI (\10 mS/cm 2 ) was enough to eliminate chaotic behavior and elicit u-phase precession. This may be supported by a recent in vitro study showing that increasing amounts of current injection, coupled with u-oscillations, result in phase advancement (Magee, 2001) . Therefore, changes in g Na_VI alone can account for the effects of BDNF. Of course, this notion does not rule out a possible involvement of other mechanisms relevant to the BDNF-TrkB signaling. Indeed, our data suggest that a decrease in g k can also imitate BDNF's effects. However, there has so far been no evidence that the acute application of BDNF actually modulates g K . More importantly, the action of g K was not evident until Dg K reached as large as ;1 mS/cm 2 . Our empirical data did not indicate such a large increase in membrane conductance. Taken together, the addition of g Na_VI is the most likely explanation for BDNF-induced chaos stabilization and phase precession. Because g Na_VI is a voltage-insensitive and time-independent component, the increase in g Na_VI is, conceptionally, regarded as an increase in ion-selective ''leak'' conductance, yielding a rise in the reversal potential. This alteration in the membrane properties is possible to cause voltage-sensitive Na 1 channels to work more reliably by changing their kinetics of activation and inactivation (Keynes, 1992) . In our experiments, BNDF induced only slight depolarization in the somata, but it is possible that larger changes in the membrane potential occurred at peripheral sites, e.g., distal dendrites (Kovalchuk et al., 2002) . Such local phenomena, if any, might be inaccessible by whole-cell recording because of inadequate space clamp (Rall and Segev, 1985; Koch, 1999) .
Finally, elucidating chaos in biological systems is important in medical science; chaos control techniques are expected to bring about new diagnostic tools and therapies for certain types of diseases, including cardiac arrhythmias (Garfinkel et al., 1992; Poon and Merrill, 1997) and epilepsy (Schiff et al., 1994) . In diverse research fields such as chemistry (Petrov et al., 1993) , laser physics (Roy et al., 1992) , electronic circuits (Hunt, 1991) , mechanical systems (Ditto et al., 1990) as well as biological sciences (Garfinkel et al., 1992; Schiff et al., 1994) , it has been demonstrated that artificial ''oscillatory'' stimulation can induce periodic pacing in the chaotic regime. In this respect, it is intriguing to find that in the present study, a simple ''nonoscillatory'' stimulus is sufficient to stabilize chaos. Thus, our data may describe a new strategy for treating chaos. In addition, this work provides the first evidence for pharmacological stabilization of chaos. Pharmacological approach for probing and controlling chaos would be of clinical benefit because of its convenience and accessibility.
