In this paper, we prove that α = 0 and β =
respectively, where sinh - (x) = log(x + √  + x  ) is the inverse hyperbolic sine function. Recently, the Neuman, quadratic and second Seiffert means have been the subject of intensive 
 · · · and β  = / are the best possible constants such that the double inequalities
hold for any a, b >  with a = b.
In [, ], the authors proved that the double inequalities
= . · · · . The main purpose of this paper is to present the best possible constants α and β such that the double inequality
holds for any a, b >  with a = b. All numerical computations are carried out using MATH-EMATICA software. http://www.journalofinequalitiesandapplications.com/content/2014/1/299
Lemmas
In order to prove our main results, we need several lemmas, which we present in this section.
Lemma . The double inequality
holds for x ∈ (, .).
Proof Let
Then we only need to show that φ  (x) >  and φ  (x) <  for x ∈ (, .).
Taking the differentiation of φ  (x) yields
It is well known that the inequality
holds for all x ∈ (, ). Equation (.) and inequality (.) lead to the conclusion that
Therefore, φ  (x) >  for x ∈ (, .) follows easily from (.)-(.) and (.). Differentiating φ  (x) leads to
holds for all x ∈ (, ). Equation (.) and inequality (.) lead to the conclusion that
Therefore, φ  (x) <  for x ∈ (, .) follows from (.) and (.) together with (.).
Lemma . The double inequality
Proof A simple computation leads to
From Lemma . and (.) we clearly see that
holds for x ∈ (, ).
Then we only need to show that ϕ(x) >  for x ∈ (, ). Differentiating (.) leads to
where
We claim that
then ω(x) >  for x ∈ (, ) follows from the fact that
It follows from (.) and (.) that
follows from (.) and (.) together with (.).
Lemma . The inequality
Then simple computations lead to Therefore, ν(x) >  for x ∈ [., ) follows from (.) and the piecewise monotonicity of ν(x). Moreover, the second inequality in (.) follows from
Lemma . The inequality
holds for x ∈ [., ).
Then it suffices to show μ(x) <  for x ∈ [., ).
It is well known that
, it follows from (.) and (.) that
where 
It follows from Lemma . that
for x ∈ (., ), where
It follows from (.) and (.) that there exists x  ∈ (., ) such that μ  (x) is strictly decreasing on (., x  ] and strictly increasing on [x  , ). This in conjunction with (.) implies that there exists x  ∈ (., ) such that μ  (x) is strictly decreasing on (., x  ] and strictly increasing on [x  , ). From (.) and the piecewise monotonicity of μ  (x), we know that μ  (x) <  for x ∈ (., ); this in conjunction with (.) implies μ(x) <  for x ∈ (., ).
Lemma . The function
is strictly decreasing on [., ). Moreover, σ (x) < . for x ∈ [., ).
Proof Differentiating σ (x) yields
From Lemma . and (.) we clearly see that
for x ∈ [., ), where 
Lemma . The function
Proof Simple computations lead to
Then we clearly see that
Therefore, the double inequality (.) follows easily from (.)-(.). Equation (.) and inequality (.) imply that
. This in conjunction with (.) implies thatκ (u) is strictly decreasing on http://www.journalofinequalitiesandapplications.com/content/2014/1/299
follows from (.) and the piecewise monotonicity ofκ (u).
Therefore, κ  (x) =κ(u) <  follows from (.). This in conjunction with (.) and (.) implies that κ(x) is strictly decreasing on [., ). Moreover, it follows from (.) that κ(x) ≤ κ(.) = . · · · < . for x ∈ [., ).
Lemma . The function
Proof We first prove
Then ε(x) <  follows from ε() =  and the fact that
where the second term follows from (.). From Lemma . and (.) we clearly see that
It follows from (.) and (.) that 
Main result
Theorem . The double inequality
holds for all a, b >  with a = b if and only if α ≤  and
Proof Since the Neuman mean S CA (a, b), the quadratic mean Q(a, b) and the second Seiffert mean T(a, b) are symmetric and homogeneous of degree , without loss of generality, we assume that a > b.
Equations (.) and (.) lead to
It is easy to find that
We investigate the difference between the convex combination of Q(a, b), T(a, b) and S CA (a, b) as follows:
Then simple computations lead to 
