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Re´sume´ – La re´duction de dimension est une taˆche re´currente de l’analyse des signaux en grande dimension. Les axes principaux de l’analyse
en composantes principales sont difficilement interpre´tables. Lorsqu’on souhaite pre´server l’interpre´tabilite´ des dimensions, la se´lection
d’attributs est pre´fe´rable, mais implique a priori une optimisation combinatoire tre`s couˆteuse. Cet article contourne la difficulte´ en proposant
un nouvel algorithme de se´lection ale´atoire d’attributs, ou de manie`re e´quivalente, de colonnes de la matrice des donne´es. On utilise pour cela
un processus ponctuel de´terminantal (PPD) sur les indices des colonnes, dont le noyau est controˆle´ par la structure des donne´es.
Abstract – Dimension reduction is often a preamble to the analysis of high-dimensional signals. Principal component analysis projects data
onto directions of large variance, but these directions are difficult to interpret. Feature selection avoids this loss of interpretability, at the price
of an expensive combinatorial optimization. To avoid paying this price, we propose a novel algorithm for random feature selection, i.e., random
column subset selection in the design matrix. The crux is a determinantal point process on the column indices, with a data-dependent kernel.
1 Introduction
La re´duction de dimension est une taˆche re´currente de l’analyse
de donne´es. Les techniques les plus connues sont l’analyse
en composantes principales (ACP) et la se´lection d’attributs.
L’analyse en composantes principales projette les donne´es sur
les directions de plus grande variance, les directions princi-
pales. Ces nouveaux attributs, repre´sente´s par les axes princi-
paux, sont difficilement interpre´tables compare´s aux attributs
initiaux. Lorsqu’on souhaite pre´server la se´mantique de ces
derniers, on pratique plutoˆt la se´lection d’attributs.
Si l’on appelle X ∈ RN×d la matrice rassemblant les
donne´es sous la forme de N observations exprime´es sur
d attributs, la se´lection d’attributs consiste a` choisir un
sous-ensemble S d’indices de colonnes de la matrice X .
Inde´pendamment de la taˆche d’apprentissage a` re´aliser ensuite,
on peut mesurer la qualite´ d’une se´lection S d’attributs a`
l’aide de l’erreur d’approximation ‖X − ΠSX‖ ; ici ‖ · ‖ est
une norme matricielle, et ΠS est la projection sur l’espace
engendre´ par les colonnes deX d’indice S. Trouver naı¨vement
k colonnes qui optimisent ce crite`re requiert d’explorer les
Ckd combinaisons possibles, ce qui est habituellement hors
d’atteinte quand d 1. Une alternative a` l’exploration combi-
natoire est de sous-e´chantillonner ale´atoirement des colonnes.
Les qualite´s attendues d’un tel algorithme sont alors (i) une
erreur d’approximation moyenne faible, i.e. proche de celle de
l’ACP de cardinal comparable et (ii) un couˆt d’e´chantillonnage
polynomial.
Cet article propose un nouvel algorithme de se´lection
ale´atoire d’attributs qui posse`de ces deux qualite´s. On utilise
pour cela un processus ponctuel de´terminantal (PPD) sur les
indices des colonnes de X . Les PPD sont des distributions de
probabilite´ qui produisent des ensembles de points en interac-
tion re´pulsive. Un PPD est parame´tre´ par une matrice que l’on
appelle noyau. En choisissant un noyau lie´ a` la de´composition
en valeurs singulie`res de X , nous obtenons alors des garanties
fortes sur l’erreur moyenne d’approximation de la se´lection
d’attributs. Les re´sultats de´taille´s sont a` retrouver dans l’article
long [8].
Le reste du pre´sent article s’organise comme suit. En Par-
tie 2, on pre´sente quelques-uns des algorithmes de se´lection
existants. En Partie 3, on introduit les PPD. En Partie 4, on
introduit un PPD particulier de´fini via la de´composition en
valeurs singulie`res de X et on liste quelques-unes de ses
proprie´te´s the´oriques. Enfin, en Partie 5, on valide ces re´sultats
par des simulations.
2 La se´lection ale´atoire de colonnes
Dans cette partie, on rappelle quelques algorithmes de l’e´tat
de l’art apre`s avoir explique´ la forme des re´sultats the´oriques.
2.1 Comment et a` quoi se comparer
On compare les algorithmes de se´lection de colonnes a`
l’ACP qui utiliserait un nombre k de directions principales.
L’ACP re´sume les donne´esX par leur meilleure approximation
ΠkX de rang k. L’adjectif meilleur s’entend ici au sens de
la norme ‖·‖2 ou de la norme de Frobenius ‖·‖Fr, deux normes
matricielles usuelles [7] donnant le meˆme minimiseur
ΠkX = arg min
rgP=k
‖X − P ‖2 = arg min
rgP=k
‖X − P ‖Fr. (1)
En se´lection de colonnes, on souhaite comparer X a` sa pro-
jection sur l’espace engendre´ par les colonnes se´lectionne´es.
FIGURE 1 – La diffe´rence entre les k-leviers et les normes au
carre´ des colonnes.
Concre`tement, pour un ensemble S ⊂ [d] = {1, . . . , d}
d’indices de colonnes, on restreint le minimum de (1) aux
produits P = X:,SB, avec B de taille |S| × d. On note alors
Π2S,kX et Π
Fr
S,kX les minimiseurs obtenus pour la norme 2 et
de Frobenius, respectivement. Notons que contrairement a` la
PCA, le choix de la norme a une influence sur la projection.
L’enjeu de la se´lection de colonnes est de trouver S de
petit cardinal tel que ‖X − ΠνS,kX‖ν est comparable a` ‖X −
ΠkX‖ν , pour ν ∈ {2,Fr}.
2.2 E´chantillonnage multinomial
L’algorithme de se´lection de colonnes le plus simple consiste
a` tirer chaque colonne inde´pendamment avec une probabilite´
pi, qui traduit l’importance de la colonne i ∈ [d] dans la matrice
X . Une possibilite´ est d’utiliser directement les normes des
colonnes [4]. Une autre possibilite´, plus efficace, est de tirer
parti des k-leviers, ou k-leverage scores en anglais [1].
De´finition 1 (k-leviers). Soit X = UΣV ᵀ ∈ RN×d la
de´composition en valeurs singulie`res de X . Pour j ∈ [d], le
k-levier de la j-e`me colonne deX est de´fini par
`kj =
k∑
i=1
V 2j,i. (2)
La De´finition 1 est illustre´e Figure 1. Le k-levier `kj est
une mesure de l’alignement du j-e`me axe canonique avec les
k premie`res directions principales, cf. Figure 2. Nous revien-
drons sur cette interpre´tation en Partie 4.1. En utilisant une
distribution multinomiale de parame`tre `k pour se´lectionner
des colonnes, on favorise donc des colonnes qui sont indivi-
duellement proches des axes principaux.
The´ore`me 1 ([1]). On tire s colonnes i.i.d. de distribution
multinomiale de parame`tre `k. Si s ≥ 3200k2−2, alors
P
(
‖X −ΠFrS,kX‖2Fr ≤ (1 + )‖X −ΠkX‖2Fr
)
≥ 0.7. (3)
L’e´chantillonnage multinomial par k-leviers permet donc
d’avoir des erreurs d’approximation relatives a` l’ACP de rang
k arbitrairement petites, mais au prix de conserver un nombre
de colonnes largement supe´rieur a` k.
2.3 E´chantillonnage volumique
Un autre algorithme consiste a` se´lectionner exactement k
colonnes de fac¸on non inde´pendante pour e´viter toute redon-
dance. C’est le cas de l’e´chantillonnage volumique, ou Volume
Sampling (VS).
The´ore`me 2 ([3]). Soit S un sous-ensemble de [d] tire´ selon
PVS(S) ∝ Det(Xᵀ:,SX:,S)1{|S|=k}. (4)
Alors
EVS ‖X −ΠFrS,kX‖2Fr ≤ (k + 1)‖X −ΠkX‖2Fr, (5)
et
EVS ‖X −Π2S,kX‖22 ≤ (d− k)(k + 1)‖X −ΠkX‖22. (6)
L’e´chantillonnage multinomial en Partie 2.2 se´lectionnait
les colonnes les plus importantes de la matrice X sans tenir
compte de leur comple´mentarite´ e´ventuelle. L’e´chantillonnage
volumique favorise quant a` lui les sous-ensembles S qui cor-
respondent a` des colonnes diverses dans RN . Pour comprendre
cette diversite´, supposons que les colonnes de X sont des
e´chantillons i.i.d. de moyenne nulle. L’e´quation (4) dit alors
que l’e´chantillonnage volumique se´lectionne S proportionnel-
lement au de´terminant de la matrice de covariance des colonnes
X:,S indexe´es par S.
Nous analysons maintenant l’e´chantillonnage volumique a`
travers la lentille des processus ponctuels de´terminantaux.
3 Processus ponctuels de´terminantaux
On rappelle dans cette section quelques notions de la the´orie
des processus ponctuels de´terminantaux discrets (PPD; [5]).
De´finition 2 (PPD). Soit K ∈ Rd×d une matrice semi-de´finie
positive. Un sous-ensemble ale´atoire note´ Y ⊂ [d] est tire´ d’un
PPD de noyau marginalK si et seulement si
∀S ⊂ [d], P(S ⊂ Y ) = Det(KS), (7)
avecKS = [Ki,j ]i,j∈S . Par convention Det(K∅) = 1.
E´tant donne´e une matrice K, (7) ne permet pas
ne´cessairement de de´finir correctement une distribution de
probabilite´. Une condition suffisante est queK soit syme´trique
et de spectre inclus dans [0, 1]. Si la matriceK est syme´trique,
le PPD correspondant est une distribution re´pulsive dans le sens
suivant : pour tout i, j ∈ [d],
P({i, j} ⊂ Y ) = Ki,iKj,j −K2i,j (8)
= P({i} ⊂ Y )P({j} ⊂ Y )−K2i,j (9)
≤ P({i} ⊂ Y )P({j} ⊂ Y ). (10)
Dans le cas extreˆme ou` le spectre de K est inclus dans {0, 1},
le noyau et le PPD correspondants sont dits de projection. Les
PPD de projection ont la particularite´ de tirer des e´chantillons
Y qui ont toujours le meˆme cardinal avec probabilite´ 1, e´gal
au nombre des valeurs propres de K e´gales a` 1. Ces PPD
e1
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FIGURE 2 – Interpre´tation ge´ome´trique des k-leviers dans le
cas k = 1 : `k1 = cos
2 θ1, `k2 = cos
2 θ2.
de projection apparaissent en filigrane dans l’e´chantillonnage
volumique de la Partie 2.3, qui peut-eˆtre vu comme un me´lange
de PPD de projection. En effet, si on note λ1 ≥ · · · ≥ λd les
valeurs propres deXᵀX et r le rang deX , on a [5] :
PVS(Y = S) =
∑
T⊂[r]
|T |=k
µT
[
1
k!
Det
(
VT,SV
ᵀ
T,S
)]
(11)
avec
µT ∝
∏
i∈T
λi,
∑
T⊂[r]
|T |=k
µT = 1. (12)
Lorsque d est grand devantN , le couˆt du calcul de la matrice
V est en Nd2. Une fois V calcule´e, le couˆt d’e´chantillonnage
d’un PPD du me´lange (11) est O(dk2). Une analyse plus
de´taille´e du couˆt d’e´chantillonnage est fournie dans [5] ou [2].
4 Un PPD bien choisi
On conside`re l’algorithme de se´lection de colonnes suivant :
on tire les colonnes S avec une probabilite´
P(S) ∝ DetVS,[k](VS,[k])ᵀ (13)
Cet e´chantillonnage correspond au PPD de projection de noyau
K = V:,[k](V:,[k])
ᵀ, qui est aussi le PPD de plus grand poids
dans le me´lange (11).
4.1 Interpre´tation ge´ome´trique
Pour j ∈ [d], soit ej le j-e`me vecteur de la base canonique
de Rd et soit θj l’angle entre ej et le sous-espace Pk =
Vect(V:,[k]). Soit ΠPkej la projection orthogonale de ej sur
Pk. Alors
cos2(θj) : =
(ej ,ΠPkej)
2
‖ΠPkej‖2
= (ej ,ΠPk(ej)) (14)
= (ej ,
k∑
i=1
Vj,iV:,i) =
k∑
i=1
V 2j,i = `
k
j . (15)
Un k-levier e´leve´ indique que ej est presque aligne´ avecPk. La
se´lection des colonnes qui ont un k-levier e´leve´ comme dans le
The´ore`me 1 peut donc eˆtre vue comme le remplacement du
sous-espace principal Pk par un sous-espace forme´ par des co-
lonnes qui sont individuellement aligne´es avec Pk. Pour e´viter
la redondance entre colonnes, on peut mesurer la ressemblance
entre Pk et PS = Vect(ej , j ∈ S) d’une fac¸on naturelle a`
l’aide des angles principaux [7, Section 6.4.4]. Formellement,
cos2(Pk,PS) := Det(VS,[k])2. (16)
Ainsi, le PPD de noyau (4) est une ge´ne´ralisation naturelle
du tirage multinomial avec les k-leviers : selon (7), chaque
colonne est toujours marginalement tire´e proportionnellement
a` son k-levier, mais on ajoute la contrainte que le sous-
ensemble PS soit une bonne approximation de Pk.
4.2 Bornes sous hypothe`se de parcimonie
Avant de pre´senter les re´sultats, on de´finit la parcimonie des
k-leviers comme le nombre de k-leviers non-nuls :
p =
∣∣{j ∈ [d], `kj 6= 0}∣∣ . (17)
La de´croissance des valeurs singulie`res σ1 ≥ · · · ≥ σr de X
est caracte´rise´e par
β = σ2k+1
 1
d− k
∑
j≥k+1
σ2j
−1 ∈ [1, d− k]. (18)
Ces quantite´s controˆlent la qualite´ de l’approximation sous la
loi du PPD de noyau marginal (4). La parcimonie p des k-
leviers refle`te le nombre de coordonne´es initiales qui influent le
calcul des axes principaux. La constante β refle`te l’importance
de σ2k+1 relativement a` la moyenne des valeurs singulie`res au
carre´ (σ2i )i≥k+1. Une grande valeur de β indique une coupure
entre les directions principales d’ordre > k + 1 relativement
a` celles d’ordre ≤ k + 1. Notons que cette constante β n’in-
tervient ci-apre`s que dans les garanties en norme de Frobenius.
Nous e´nonc¸ons maintenant nos re´sultats.
Proposition 1. Sous la loi du PPD de noyau marginalK,
EDPP ‖X −Π2S,kX‖22 ≤ (1 + (p− k)k)‖X −ΠkX‖22 (19)
et
EDPP ‖X −ΠFrS,kX‖2Fr ≤
(
1 + β
p− k
d− kk
)
‖X −ΠkX‖2Fr.
(20)
Notre borne spectrale (19) est meilleure que la borne spec-
trale (6) de l’e´chantillonnage volumique d’un facteur (p −
k)/(d − k). Plus le profil des k-leviers est parcimonieux,
meilleure est la qualite´ de l’approximation. Quand il n’y a pas
de coupure de spectre (β ≈ 1), la borne (20) est meilleure que
la borne de Frobenius (5) de l’e´chantillonnage volumique.
4.3 Cas de la parcimonie approche´e
En ge´ne´ral, aucun des k-leviers n’est strictement nul et
la constante p est e´gale a` d. Toutefois, il est courant qu’un
grand nombre de k-leviers soient tre`s petits, voir [8] pour
des exemples concrets. De la meˆme manie`re que l’ACP tire
parti d’une dimension effective petite d’un proble`me, nous
souhaitons un re´sultat qui profite de cette quasi-parcimonie
des k-leviers et qui rende compte de l’ame´lioration observe´e
expe´rimentalement par rapport a` l’e´chantillonnage volumique.
On de´finit la parcimonie effective de la fac¸on suivante. Soit pi
une permutation de [d] telle que les k-leviers soient ordonne´s :
`kpi1 ≥ `kpi2 ≥ ... ≥ `kpid . (21)
Soit δ ∈ [d], et Tδ = [piδ, . . . , pid]. Soit θ ≥ 1 et
peff(θ) = min
q ∈ [d]
/ ∑
i≤q
`kpii ≥ k − 1 +
1
θ
 . (22)
Sachant que par construction, le vecteur `k somme a` k, le
parame`tre θ controˆle dans (22) le de´faut de somme cumule´e
des peff(θ) plus grands k-leviers.
Proposition 2. SoitAθ l’e´ve´nement {S ∩Tpeff (θ) = ∅}. Alors,
PDPP (Aθ) ≥ 1
θ
, (23)
EDPP
[‖X −Π2S,kX‖22 ∣∣Aθ] ≤
(1 + (peff(θ)− k + 1)(k − 1 + θ))‖X −ΠkX‖22, (24)
et
EDPP
[‖X −ΠFrS,kX‖2Fr ∣∣Aθ] ≤ (25)(
1 + β
(peff(θ) + 1− k)
d− k (k − 1 + θ)
)
‖X −ΠkX‖2Fr.
Dans la Proposition 2, la parcimonie effective peff(θ) rem-
place la parcimonie p de la Proposition 1. L’ide´e est de condi-
tionner le PPD a` ne pas contenir les colonnes qui ont des k-
leviers faibles, repre´sente´es par l’ensemble de mauvais in-
dices Tpeff (θ). En pratique, le conditionnement peut se re´aliser
a` l’aide d’une e´tape de re´jection : on tire des sous ensemble
S ∼ DPP(K) jusqu’a` re´aliser la condition S ∩ Tpeff (θ) = ∅.
Le temps d’attente moyen est alors controˆle´ par (23).
Enfin, on a pre´sente´ ici des garanties en termes de normes
matricielles de l’erreur d’approximation. Lorsqu’on connaıˆt les
e´tapes d’apprentissage qui vont eˆtre re´alise´es apre`s la re´duction
de dimension, l’objectif peut changer. Nous proposons dans
[8] des garanties sur l’erreur de pre´diction d’une re´gression
line´aire apre`s se´lection de colonnes.
5 Simulations nume´riques
Cette partie illustre les re´sultats the´oriques a` l’aide de
simulations nume´riques sur des jeux de donne´s synthe´tiques.
On compare l’erreur d’approximation E‖X − ΠFrS X‖2Fr di-
vise´e par celle de l’ACP pour l’e´chantillonnage volumique
et l’e´chantillonnage avec PPD de noyau (4). Pour cela, on
ge´ne`re des matrices X de petite taille N × d = 100 × 20, si
bien qu’on peut e´nume´rer toutes les combinaisons de k = 5
colonnes. On ge´ne`re 200 telles matrices ale´atoires X avec
des profils de k-leviers parcimonieux, a` l’aide d’un algorithme
dont la description de´taille´e est fournie dans l’article [8]. Sur
la Figure 3, pour chaque matrice on repre´sente deux croix :
en bleu l’erreur d’approximation de l’e´chantillonnage volu-
mique, en rouge celle du PPD. En trait plein bleu, la borne
the´orique (5) de l’e´chantillonnage volumique est inde´pendante
du niveau de parcimonie p, tandis que la borne the´orique du
PPD de´pend line´airement de p. On remarque que les bornes
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FIGURE 3 – L’erreur d’approximation E‖X − ΠFrS,kX‖2Fr et
la borne the´orique pour l’e´chantillonnage volumique (bleu) et
le PPD (rouge), en fonction de la parcimonie p. La valeur 1 en
ordonne´e correspond a` l’erreur de l’ACP.
the´oriques refle`tent bien les comportements empiriques des
deux approches. La pre´sence de parcimonie est favorable au
PPD, comme attendu. D’autres simulations et exemples re´els
sont disponibles dans [8].
6 Conclusion
On a propose´ un nouvel algorithme de se´lection ale´atoire de
colonnes utilisant un processus ponctuel de´terminantal inspire´
de l’ACP. On a pre´sente´ des garanties the´oriques de cet algo-
rithme, qui de´passent l’e´tat de l’art dans les cas ou` les k-leviers
sont parcimonieux. Les expe´riences nume´riques confirment la
pre´cision des bornes obtenues.
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