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A POTENTIAL THEORY FOR THE k-CURVATURE EQUATION
QIUYI DAI XU-JIA WANG BIN ZHOU
Abstract. In this paper, we introduce a potential theory for the k-curvature equation,
which can also be seen as a PDE approach to curvature measures. We assign a measure
to a bounded, upper semicontinuous function which is strictly subharmonic with respect
to the k-curvature operator, and establish the weak continuity of the measure.
1. Introduction
The potential theory for nonlinear elliptic equations has been extensively studied. For
quasilinear elliptic equations, we refer the reader to [24]. For the complex Monge-Ampe`re
equation, the weak convergence for bounded, monotone pluri-subharmonic functions was
established in [5, 6]. See [9, 10, 28, 29, 3] for further development. For the k-Hessian
equations, analogous but stronger results were obtained in [40] (see also [42]).
In a recent paper [16], the mean curvature measure was established for upper semicon-
tinuous functions which are subharmonic with respect to the mean curvature operator,
which is a notion weaker than the generalized solution studied by Giusti [21, 22]. The
purpose of this paper is to establish the k-curvature measures, where 1 < k < n, for
upper semicontinuous functions which are subharmonic with respect to the k-curvature
operator, as well as the weak convergence of measures.
For a function u ∈ C2(Ω), where Ω is a bounded domain in Rn, the k-curvature of
the graph of u is the kth elementary symmetric polynomial of the principal curvatures
(κ1, · · · , κn) of the graph of u. It can also be written as
(1.1) Hk[u] = σk
(
D
(Du
w
))
,
where w =
√
1 + |Du|2, and σk denotes the sum of the principal minors of order k of the
matrix D
(
Du
w
)
. In particular, H1 is the mean curvature and Hn is Gauss curvature.
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We say a function u in C2(Ω) is Hk-subharmonic if Hj[u] ≥ 0 for j = 1, · · · , k, namely
if the principal curvatures λ = (λ1, · · · , λn) of the graph of u lies in Γ¯k, the closure of
the convex cone
(1.2) Γk = {λ ∈ Rn | σj(λ) > 0, j = 1, · · · , k}.
This Hk-subharmonicity is equivalent to the Hk-admissibility in [8]. We use the ter-
minology subharmonicity, instead of admissibility, to reflect the following extension to
nonsmooth function in the viscosity sense, as in [40, 16]. Namely an upper semicontin-
uous function u : Ω → [−∞,∞) is called subharmonic with respect to the k-curvature
operator Hk, or Hk-subharmonic for short, if the set {u = −∞} has measure zero and
for any open set ω ⋐ Ω and any smooth function h ∈ C2(ω) with Hk[h] ≤ 0, h ≥ u
on ∂ω, one has h ≥ u in ω. This is equivalent to the inequality Hk[u] ≥ 0 holding in
the viscosity sense [37]. We denote the set of all Hk-subharmonic functions on Ω by
SHk(Ω). We say u ∈ SHk(Ω) is strictly Hk-subharmonic if h > u for any ω ⋐ Ω and any
continuous function h with Hk[h] = 0 in the viscosity sense, h ≥ u on ∂ω.
The main result of the paper is the following
Theorem 1.1. (i) For any bounded strictly Hk-subharmonic function u, there exists an
associated Radon measure µk[u], such that Hk[u] is the density function of µk[u] if u ∈ C2.
(ii) If {uj} is a sequence of bounded strictly Hk-subharmonic functions which converges
to a bounded strictly Hk-subharmonic u a.e., then µk[uj]→ µk[u] weakly.
The notion of curvature measures in Theorem 1.1 is closely related to that of Fed-
erer’s [20]. The curvature measures in Theorem 1.1 are defined in the domain Ω while
Federer’s are defined in the space Rn+1, supported on the graph of the function. But
they are essentially the same as the curvature measures in Theorem 1.1 are projections
of Federer’s from Rn+1 to Rn. When k = n, the k-curvature is the Gauss curvature and
the corresponding curvature measure has been extensively studied [34].
Federer’s curvature measures apply to general sets in the Euclidean space Rn+1 of
positive reach. If the boundary of the set is the graph of a function, the positive reach
condition means the function is semi-convex, which is a condition different from the
Hk-subharmonicity in Theorem 1.1.
The weak convergence in part (ii) is a stability of the curvature measures µk[u], as the
convergence is independent of the sequence {uj}. It also allows us to assign a measure
to a bounded strictly Hk-subharmonic function u. The stability of curvature measures is
useful in the numerical computation of curvature measures, see [11, 12].
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For the mean curvature operator (k = 1), this result was established in [16]. In
this paper, we will use some ideas from [16] and [24], such as the Perron lifting in §3.
The argument in §5 was also inspired by that in [16]. However, new difficulties arise
in treating the cases 1 < k < n. One is that the operator Hk is fully nonlinear and
there is no interior regularity for the equation, as with the case of the complex Monge-
Ampe`re equation. But the main obstacle is that the set of Hk-subharmonic functions
is not convex and so we cannot use the perturbation or mollification techniques. For
example, if u is Hk-subharmonic, u + εφ may fail to be Hk-subharmonic even if φ is
convex. An simple example is: letting u be a smooth H1[u]-subharmonic function in R
2
satisfying Du(0) = 0, uxx(0) = −1, uyy(0) = 1 and uxy(0) = 0. Then one can check that
H1[u+ ǫy] < 0 at 0.
In this paper we introduce a deformation technique, by studying the Dirichlet problem
of an associated obstacle problem. This deformation argument provides an approximation
to a nonsmooth Hk-subharmonic function by smooth Hk-subharmonic functions of posi-
tive k-curvature. This is a key ingredient in the argument of the paper. This technique
can also be used to give a new proof of the global regularization of pluri-subharmonic func-
tions on compact Ka¨hler manifolds. Namely a pluri-subharmonic function on a compact
Ka¨hler manifold can be approximated by smooth ones (see Appendix 2). Also because we
cannot use the perturbation technique, we have to assume the strict Hk-subharmonicity
condition in Theorem 1.1.
The organisation of the paper is as follows. In §2, we prove a monotonicity inequality
for the k-curvature operators. The monotonicity for k-Hessian operators can be obtained
by a simple integration by parts [39]. But for the k-curvature operators, the computation
is much more complicated.
In §3 we introduce the Perron lifting. In §4 we prove that every Hk-subharmonic
function can be approximated locally by a sequence of smooth Hk-subharmonic func-
tions. The approximation for H1-subharmonic functions was obtained in [16] by Perron
lifting. This technique does not work when k > 1, due to the lack of interior regular-
ity of the equation Hk[u] = 0. In this paper we prove the smooth approximation by
solving a sequence of Dirichlet problems with obstacles and introducing the notion of
Hk-subharmonic envelope.
In §5 we prove Theorem 1.1, by making a perturbation for a sequence ofHk-subharmonic
functions in an annulus, and using the monotonicity formula established in §2. To keep
the Hk-subharmonicity under the perturbation, we need the assumption of the strict
Hk-subharmonicity in Theorem 1.1.
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In Appendix I we prove the existence of solutions to the Dirichlet problems with
obstacle, which is needed in Section 4. As an application we prove in Appendix II that
a pluri-subharmonic function on a compact Ka¨hler manifold can be approximated by
smooth ones.
2. An integral monotonicity inequality
Denote A = D
(
Du
w
)
= (aij), where
(2.1) aij =
uij
w
− uiluluj
w3
.
Following [8], it can be written as
(2.2) aij =
1
w
uipb
pqbqj ,
where bij = δij − uiujw(1+w) . We have [37]
(2.3) Hk[u] =
1
k!
∑( i1 · · · ik
j1 · · · jk
)
ai1j1 · · · aikjk .
By proposition 4.1 in [33], Hk can be written in the divergence form
(2.4) Hk[u] =
1
k
(
H ij
uj
w
)
i
,
where a subscript of a function denotes partial derivative, namely uj = uxj , uij = uxixj ,
and
H ij =
∂Hk
∂aij
(2.5)
=
1
(k − 1)!
∑( i1 · · · ik−1 i
j1 · · · jk−1 j
)
ai1j1 · · ·aik−1jk−1.
By the divergence theorem, ∫
Ω
Hk[u] =
∫
∂Ω
Xu · γ,
where γ is the unit outer normal of ∂Ω, and Xu = (H
1j uj
w
, · · · , Hnj uj
w
).
Lemma 2.1. Suppose u, v ∈ SHk(Ω) ∩ C2(Ω). If u = v and Du = Dv on ∂Ω, then
(2.6)
∫
Ω
Hk[u] =
∫
Ω
Hk[v].
Proof. First, we show that Xu · γ is invariant under orthogonal transformation. For
convenience, by (2.2), we rewrite H ij as
H ij = w
∂Hk
∂uip
bpqbqj,
4
where bij = δij +
uiuj
1+w
. Let x = Py and denote u˜(y) = u(x), where P = (pij) is an
orthogonal matrix. Then
w˜ = w,
b˜ij = δij +
uαuβpαipβj
1 + w
,
∂Hk[u˜]
∂u˜yiyj
=
∂Hk
∂uαβ
pαipβj.
Note that u˜yi = uxαpαi and γ˜i = pαiγα. Hence,
Xu˜ · γ˜ = H˜ ij u˜j
w˜
γ˜i
=
∂Hk
∂uνµ
pνipµm · (δml + uαuβpαmpβl
1 + w
) · (δlj + uαuβpαlpβj
1 + w
) · urprjpsiγs
=
∂Hk
∂usµ
· (pµl + uµuβpβl
1 + w
) · (plr + uαurpαl
1 + w
) · urγs
=
∂Hk
∂usµ
·
[
δµr + 2
uµur
1 + w
+
u2αuruµ
(1 + w)2
]
· urγs
=
∂Hk
∂usµ
· (δµp + uµup
1 + w
) · (δpr + urup
1 + w
) · urγs
= Xu · γ.
Now for any given point p ∈ ∂Ω, by a translation and rotation of the coordinates, we
may assume that p is the origin and locally ∂Ω is given by xn = ρ(x
′) such that the inner
normal of ∂Ω is (0, · · · , 0, 1) at p. By u = v on ∂Ω, we have
(2.7) uij + unρij = vij + vnρij , 1 ≤ i, j ≤ n− 1.
As Du = Dv on ∂Ω, we have uij = vij and uin = vin at p for i, j < n. It is clear that
Xu · γ = −
∑ ∂Hk
∂uni
· (δip + uiup
1 + w
) · (δpj + ujup
1 + w
) · uj
is independent of unn since
∂Hk
∂uni
are all independent of unn. Hence Xu · γ = Xv · γ at p.
Since p is an arbitrary point on ∂Ω, the lemma follows. 
Lemma 2.2. We have
∂Hk
∂unn
=
1
k
w¯k+1
wk+2
σk−1(A¯)(2.8)
=
1
k!
w¯k+1
wk+2
∑( i1 · · · ik−1
j1 · · · jk−1
)
a¯i1j1 · · · a¯ik−1jk−1,
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where A¯ = (a¯ij),
a¯ij =
uij
w¯
−
∑n−1
l=1 uiluluj
w¯3
, 1 ≤ i, j ≤ n− 1,
w¯ =
√
1 +
∑n−1
i=1
u2i .
Proof. By definition,
∂Hk
∂unn
=
∂Hk
∂ann
·
(
1
w
− u
2
n
w3
)
+
n−1∑
j=1
∂Hk
∂anj
·
(
−unuj
w3
)
.
Since ∂Hk
∂ann
depends only on {ail}i,l 6=n and ∂Hk∂anj depends only on {ail}i 6=n,l 6=j, it is easy to
see that ∂Hk
∂unn
is independent of unn. We will further show that
∂Hk
∂unn
is independent of uni
for any 1 ≤ i ≤ n− 1 and wk+2 ∂Hk
∂unn
is independent of un.
First, for any 1 ≤ i ≤ n− 1,
∂2Hk
∂unn∂uni
=
n−1∑
j=1
∂2Hk
∂ann∂aij
·
(
−unuj
w3
)
·
(
1
w
− u
2
n
w3
)
+
n−1∑
j,l=1
∂2Hk
∂anj∂ail
·
(
−unuj
w3
)
·
(
−unul
w3
)
+
n−1∑
j=1
∂2Hk
∂anj∂ain
·
(
−unuj
w3
)
·
(
1
w
− u
2
n
w3
)
= 0.
Note that in the last equality we use the fact
∂2Hk
∂aip∂ajq
= − ∂
2Hk
∂aiq∂ajp
, 1 ≤ i, j, p, q ≤ n.
Next, we consider the dependence on un. For convenience, we denote
a˜ij = waij = uij − uiluluj
w2
, H˜k = σk({a˜ij}) = wkHk.
Then it follows
∂a˜ij
∂un
=

0, i = n,
2u2n−w
2
w4
∑n−1
l=1 uilul, i < n, j = n,
− 2
w4
∑n−1
l=1 uilulujun, i, j < n,
and
wk+2
∂Hk
∂unn
=
∂H˜k
∂a˜nn
w¯2 +
n−1∑
j=1
∂H˜k
∂a˜nj
· (−unuj).
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Since ∂Hk
∂unn
is independent of uni, we may assume uni = 0. Hence
∂
∂un
(
wk+2
∂Hk
∂unn
)
=
n−1∑
i,j,l=1
∂2H˜k
∂a˜nn∂a˜ij
w¯2
(
− 2
w4
n−1∑
l=1
uilulujun
)
+
n−1∑
j=1
∂H˜k
∂a˜nj
· (−uj)
+
n−1∑
i,j=1
∂2H˜k
∂a˜nj∂a˜in
·
(
2u2n − w2
w4
n−1∑
l=1
uilul
)
· (−unuj)
+
n−1∑
i,j=1
n−1∑
s=1
∂2H˜k
∂a˜nj∂a˜is
·
(
− 2
w4
n−1∑
l=1
uilulusun
)
· (−unuj)
Again by the fact
∂2H˜k
∂a˜ip∂a˜jq
= − ∂
2H˜k
∂a˜iq∂a˜jp
, 1 ≤ i, j, p, q ≤ n,
we have
∂
∂un
(
wk+2
∂Hk
∂unn
)
=
n−1∑
j=1
∂H˜k
∂a˜nj
· (−uj) +
n−1∑
i,j=1
∂2H˜k
∂a˜nj∂a˜in
·
(
1
w2
n−1∑
l=1
uilul
)
· (−unuj)
=
n−1∑
j=1
∂H˜k
∂a˜nj
· (−uj) +
n−1∑
i,j=1
∂2H˜k
∂a˜nj∂a˜in
· (−a˜in) · (−uj)
= 0.
This implies that we may further assume un = 0 and the lemma follows by substituting
aij =
w¯
w
a¯ij into
∂Hk
∂unn
= ∂Hk
∂ann
w−1. 
The following monotonicity integral inequality is the main result of this section. It is
critical for the proof of weak continuity in Theorem 1.1. Note that in the following we
do not assume the boundary ∂Ω is (k − 1)-convex. Due to the lack of convexity of the
set of Hk-subharmonic functions, the computation is quite complicated.
Lemma 2.3. Suppose u, v ∈ C∞(Ω) are Hk-subharmonic functions. If u = v and uγ > vγ
on ∂Ω, then
(2.9)
∫
Ω
Hk[u] ≥
∫
Ω
Hk[v],
where γ is the unit outer normal of ∂Ω.
Proof. By the divergence structure of the k-curvature operator Hk [26, 27], the integral∫
Ω
Hk[u] depends only on the value of u near ∂Ω. Hence by the condition u = v and
uγ > vγ on ∂Ω, we may also assume that u < v in Ω. This condition also implies that
∂Ω is smooth. Since the proof is complicated, we divide it into three steps:
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(i) For any p ∈ ∂Ω and δ > 0, denote by
Lδ(p) = {p+ tγ | − δ ≤ t ≤ 0},
where γ is the unit outer normal. Assume δ is small enough such that the set {pδ =
p− δγ(p) | p ∈ ∂Ω} encloses a subdomain Ωδ = {x ∈ Ω : d(x, ∂Ω) > δ} ⊂ Ω, i.e.,
Ω \ Ωδ =
⋃
p∈∂Ω
Lδ(p).
We hope to construct a suitable function u˜ = u + η ∈ C2(Ω \ Ωδ), such that for some
small constant cδ > 0,
u˜ = v − cδ,∇u˜ = ∇v on ∂Ωδ,
u˜ = u,∇u˜ = ∇u on ∂Ω.
Indeed we will get a sequence of functions that approximately satisfy the above condition,
see (2.12), (2.13).
By the smoothness of u, v, for any given ε > 0, we have
|uγ(x)− uγ(p)|, |vγ(x)− vγ(p)| ≤ ε ∀ x ∈ Lδ(p)
provided δ is small enough. Hence
|v(pδ)− u(pδ)− (uγ(pδ)− vγ(pδ))δ| ≤ Cεδ
on ∂Ωδ . Let λ = inf∂Ω(uγ − vγ) > 0. For any pδ ∈ ∂Ωδ, denote
(2.10) a = v(pδ)− u(pδ)− λδ
4
> 0, b = uγ(pδ)− vγ(pδ) > 0.
So we have v − λδ
4
> u on ∂Ωδ and v − λδ4 < u on ∂Ω. For each p ∈ ∂Ω, we aim to
construct a function to connect (pδ, v(pδ)− λδ4 ) and (p, u(p)), and whose first derivative
coincides with vγ(pδ), uγ(p), respectively, and the second derivative is O(δ
−1) as δ → 0
for our purpose. A function behaving like c1
(−t)1+α
δα
+ c2
t2
δ
(0 < α << 1) with c1, c2 to be
determined would have an O(1) jump for the first derivative and an O(δ−1) jump for the
second derivative.
Choose 0 < α << 1 and κ << δ such that
(b− 1
4
λ)δ < b
κ + δ
1 + α
.
Define a function
(2.11) η = ηδ,κ = s
b
(1 + α)(κ+ δ)α
(−t + κ)1+α + (1− s) b
2δ
t2, −δ ≤ t ≤ 0
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on each line segment Lδ(p), where
s =
a− bδ
2
κ+δ
1+α
b− bδ
2
> 0.
Here the small perturbation by constant κ ensures η is smooth up to ∂Ωδ. Note that
Ω \ Ωδ = ∪p∈∂ΩLδ(p). We obtain a function u˜ = u + η ∈ C2(Ω \ Ωδ). Combining with
(2.10), one can check that
u˜ = v − λδ
4
, Du˜ = Dv on ∂Ωδ ;(2.12)
u˜ = u+
a− bδ
2
κ+ δ − (1+α)δ
2
κ1+α
(κ+ δ)α
, u˜γ = uγ −
a− bδ
2
κ+ δ − (1+α)δ
2
(1 + α)κα
(κ+ δ)α
on ∂Ω.(2.13)
By the divergence theorem,
(2.14)
∫
∂Ω
Xu˜ · γ =
∫
∂Ωδ
Xu˜ · γ +
∫
Ω\Ωδ
Hk[u˜].
By Lemma 2.1, the right hand side is∫
Ωδ
Hk[v] +
∫
Ω\Ωδ
Hk[u˜]
while the left hand side converges to ∫
Ω
Hk[u]
when κ→ 0. It suffices to estimate the second term on the right.
(ii) In this step we estimate the derivatives of η in Ω \ Ωδ.
For any x0 ∈ Ω \ Ωδ, there exists p on ∂Ω such that x0 ∈ Lδ(p), i.e., x0 = p + tγ(p).
By a translation and a rotation of the coordinates, we may assume that p = 0, x0 =
(0, ..., 0,−δ) and γ(p) = (0, · · · , 0, 1). Denote β ′ = Dγu(p), β = Dγv(p). Then near 0 we
have
u =
n−1∑
i=1
αixi + β
′xn +
n∑
i,j=1
Aij
2
xixj +O(|x|3),
v =
n−1∑
i=1
αixi + βxn +
n∑
i,j=1
Bij
2
xixj +O(|x|3).
By the assumption of the lemma, β ′ > β and near 0, by (2.7), ∂Ω is given by
(2.15) xn = ρ(x
′) =
n−1∑
i,j=1
Bij − Aij
2(β ′ − β)xixj +O(|x
′|3),
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where x′ = (x1, · · · , xn−1). Then,
(2.16) ρi =
Bij −Aij
β ′ − β xj +O(|x
′|2).
By (2.11), to estimate the derivatives of η, we need to analyse t with respect to the
nearby points of x0. For any x = (x
′, xn) near x0, let px = (y
′, ρ(y′)) ∈ ∂Ω be the point
such that x ∈ Lδ(px). From
−( Dρ√
1 + |Dρ|2 ,
−1√
1 + |Dρ|2 ) · t + (y
′, ρ(y′)) = (x′, xn),
and (2.16), we have
t = −(ρ(y′)− xn)
√
1 + |Dρ|2,(2.17)
yi −
[
Bij −Aij
β ′ − β yj +O(|y
′|2)
]
·
[
Bij −Aij
2(β ′ − β)yiyj − xn +O(|y
′|3)
]
= xi, 1 ≤ i ≤ n− 1.(2.18)
By (2.18),
xi = yi + xn
Bij −Aij
β ′ − β xj +O(|y
′|2).
It follows
(2.19) yi = xi − xnBij − Aij
β ′ − β xj +O(|x
′|2).
Substituting it into t, we have
t = −
[
Bij − Aij
2(β ′ − β)
(
xi − xnBik − Aik
β ′ − β xk
)(
xj − xnBjl − Ajl
β ′ − β xl
)
+O(|x′|3)− xn
]
·
[
1 +
(
Bij −Aij
β ′ − β xj +O(|x
′|2)
)2] 12
= −
[
Bij − Aij
2(β ′ − β)xixj −
(
Bik − Aik
β ′ − β
Bkj − Akj
β ′ − β xn +O(|x
2
n|)
)
xixj +O(|x′|3)− xn
]
·
[
1 +
1
2
Bik −Aik
β ′ − β
Bil − Ail
β ′β
xkxl +O(|x′|3)
]
= xn +
[
−Bij − Aij
2(β ′ − β) +
3
2
Bik − Aik
β ′ − β
Bkj − Akj
β ′ − β xn +O(|x
2
n|)
]
xixj +O(|x′|3).
At x0, by (2.11),
|ηi| ≤ Cδ, |ηni| ≤ C, 1 ≤ i ≤ n− 1,(2.20)
|ηn| ≤ C, ηnn = sb(−t + κ)
α−1
(δ + κ)α
+ (1− s) b
δ
≥ Cδ−1.(2.21)
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where C is a constant depending on u, v but independent of δ. Since ∂t
∂xi
= 0 at x0 for
1 ≤ i ≤ n− 1, by the expansion of t
(2.22) ηij = b
[
s
Bij − Aij
β ′ − β · (
−t+ κ
δ + κ
)α − t
δ
Bij − Aij
β ′ − β (1− s)
]
+O(δ).
Note that b→ β ′ − β as δ → 0. By (2.22),
u˜ij = uij + ηij
= [1− (−t + κ
δ + κ
)αs− t
δ
(1− s)]Aij + [(−t+ κ
δ + κ
)αs+
t
δ
(1− s)]Bij +O(δ)(2.23)
for 1 ≤ i, j ≤ n− 1 as δ → 0.
(iii) In the final step, we estimate the integral∫
Ω\Ωδ
Hk[u˜].
For any x0 ∈ Ω \Ωδ and x0 ∈ Lδ(p) for some p on ∂Ω. As in step (ii), we may assume
that p = 0 and γ(p) = (0, · · · , 0, 1). We estimate Hk[u˜] at x0. Write
(2.24) Hk[u] =
∂Hk
∂unn
unn +Q(∇u, u11, ..., uij, ..., ûnn).
The symbol ‘ûnn’ means Q is independent of unn. Recall that
∂Hk
∂unn
was given in Lemma
2.2. By (2.20), (2.21) and (2.23), the quantity Q ≥ −C1 for u˜, where C1 > 0 is a constant
depending on u, v but independent of δ.
Next we estimate ∂Hk
∂unn
for u˜. For simplicity, we denote by
Dij = [1− (−t + κ
δ + κ
)αs− t
δ
(1− s)]Aij + [(−t + κ
δ + κ
)αs+
t
δ
(1− s)]Bij .
and ξi = ui(p) = vi(p), 1 ≤ i ≤ n − 1. By the formula (2.8) in Lemma 2.2 and (2.23),
there exists Cδ > 0 such that
(2.25)
∂Hk
∂unn
=
1
k!
w¯k+1
wk+2
∑( i1 · · · ik−1
j1 · · · jk−1
)
a¯i1j1 · · · a¯ik−1jk−1 − Cδ,
for u˜ and Cδ → 0 as δ → 0, where
a¯ij =
Dij
w¯
−
∑n−1
l=1 Dilξlξj
w¯3
, 1 ≤ i, j ≤ n− 1,
w¯ =
√
1 +
∑n−1
i=1
ξ2i ,
w =
√
1 +
∑n
i=1
ξ2i .
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By the Hk-subharmonicity of u, v,
∂Hk
∂unn
≥ 0 for u and v. This implies the first term in
(2.25) is nonnegative, i.e.,
∂Hk
∂unn
≥ −Cδ → 0
for u˜.
Hence, by (2.21),
Hk[u˜] ≥ −Cδδ−1 − C1.
at x0, which implies ∫
Ω\Ωδ
Hk[u˜] ≥ −Cδ |Ω \ Ωδ|
δ
− C1|Ω \ Ωδ| → 0
as δ → 0. Therefore sending δ → 0 in (2.14), we have∫
Ω
Hk[u] ≥
∫
Ω
Hk[v].

The following lemma is needed later to mollify a piecewise smooth Hk-subharmonic
function. The proof is similar to that of Lemma 2.3. Note that for a smooth function
defined on one side of a smooth hypersurface Γ, if it is smooth up to Γ, then one can
extend it to the other side of Γ by Taylor’s expansion in the normal bundle.
Lemma 2.4. Let v, v′ be two smooth Hk-subharmonic functions in Ω. Let u = max{v, v′}
and denote Γ = {x ∈ Ω | v(x) = v′(x)}. Assume Γ is a smooth hypersurface, Dv 6= Dv′
on Γ, and Hk[v], Hk[v
′] > 0 near Γ. Then there is a sequence of smooth Hk-subharmonic
functions uj which converges to u and uj = u outside a small neighbourhood of Γ.
Proof. First, we show that u can be approximated by C1,1 smooth Hk-subharmonic func-
tions. Denote ω = {x ∈ Ω | v < v′}. Then Γ = ∂ω. For any p ∈ ∂ω, denote β ′ = Dγv′(p),
β = Dγv(p), where γ is the unit normal of Γ. Since Dv 6= Dv′ on Γ, we have β > β ′. We
choose a smooth function η(p) on ∂ω such that 0 < η < β − β ′ and η = 0 on ∂Γ. Now
for p ∈ ∂ω and small ǫ > 0, let
L(p, ǫ) = {p+ tγ | − ǫη(p) ≤ t ≤ ǫη(p)}, and ωǫ =
⋃
p∈Γ
L(p, ǫ).
It is clear that any x ∈ ωǫ, there exists p ∈ ∂ω and −ǫη ≤ t ≤ ǫη such that x = p+ tγ(p).
Note that by the smoothness of Γ, x corresponds to a unique (p, t). Then we define
(2.26) ϕ(x) =
β(p)− β ′(p)
4ǫη(p)
(t+ ǫη(p))2
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which is a smooth function in ωǫ, and
(2.27) uǫ(x) =

u(x) + ϕ(x), x ∈ ωǫ,−ǫη(p) ≤ t ≤ 0,
u(x) + ϕ(x)− (β(p)− β ′(p))t, x ∈ ωǫ, 0 ≤ t ≤ ǫη(p),
u(x), x ∈ Ω \ ωǫ.
It is obvious that uǫ ∈ C1,1. We show that uǫ is Hk-subharmonic in ωǫ and converges to
u as ǫ→ 0. For any x0 ∈ ωǫ, we have x0 ∈ L(p, ǫ) for some p ∈ Γ. As above, we assume
that p = 0, and γ(p) = (0, · · · , 0, 1). Denote Aij = vij(p), Bij = v′ij(p). Then near 0, Γ
is given by
(2.28) xn = ρ(x
′) =
n−1∑
i,j=1
Bij − Aij
2(β − β ′)xixj +O(|x
′|3).
As in the proof of Lemma 2.3, we have, at x0,
|uǫi − ui| ≤ Cǫ, |uǫni − uni| ≤ C, 1 ≤ i ≤ n− 1,(2.29)
|uǫn − un| ≤ C, uǫnn − unn ≥
1
2ǫ
,(2.30)
uǫij = (1−
t+ ǫη
2ǫη
)Bij +
t+ ǫη
2ǫη
Aij +O(ǫ), 1 ≤ i, j ≤ n− 1(2.31)
for sufficiently small ǫ. To estimate Hk[u
ǫ](x0), we again use formula (2.24)
(2.32) Hk[u] =
∂Hk
∂unn
unn +Q(∇u, u11, ..., uij, ..., ûnn).
By (2.29)-(2.31), the quantity Q ≥ −C1, where C1 is a positive constant independent of
ǫ. By the ellipticity assumption that Hk[v], Hk[v
′] > 0 in the lemma, there exists C2 > 0,
such that ∂Hk
∂unn
> C2 for u and v. With (2.29)-(2.31), we have
∂Hk
∂unn
> C2
2
for uǫ provided
ǫ is sufficiently small. Then
Hk[u
ǫ](x0) ≥ C2
2
ǫ−1 − C1
which impliesHk[u
ǫ](x0) > 0. Hence, we obtain a sequence of C
1,1 smoothHk-subharmonic
functions which converges to u.
Next, we construct the C2,1 approximation. But the above construction, it suffices to
consider u = max{v, v′} in the lemma with further assumption that u ∈ C1(Ω). Then
ω = {x ∈ Ω | v < v′} and Dv = Dv′ on Γ = ∂ω. For any p ∈ ∂ω, denote β = Dγγv(p),
β ′ = Dγγv
′(p), where γ is the unit normal of Γ. We have β − β ′ > 0. Choose a positive
smooth function η on ∂ω and η = 0 on ∂Γ. We use the same notations L(p, ǫ) and ωǫ as
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in C1,1 approximation. Let
(2.33) uǫ(x) =

u(x) + ϕ(x), x ∈ ωǫ,−ǫη(p) ≤ t ≤ 0,
u(x) + ψ(x), x ∈ ωǫ, 0 ≤ t ≤ ǫη(p),
u(x), x ∈ Ω \ ωǫ
where
ϕ(x) =
β − β ′
24ǫη(p)
(t+ ǫη(p))3,
ψ(x) = −13(β − β
′)
24ǫη(p)
(t− ǫη(p))3 − 3(β − β
′)
4(ǫη(p))2
(t− ǫη(p))4 − β − β
′
4(ǫη(p))3
(t− ǫη(p))5.
One can check that uǫ ∈ C2,1. We show that uǫ is Hk-subharmonic in ωǫ and converges to
u as ǫ→ 0. For any x0 ∈ ωǫ, we have x0 ∈ L(p, ǫ) for some p ∈ Γ. By a transformation,
we assume that p = 0, and γ(p) = (0, · · · , 0, 1). By the assumption, we have
Dv(p) = Dv′(p) = Du(p),
vij(p) = v
′
ij(p) = uij(p), i, j = 1, ..., n− 1,
vin(p) = v
′
in(p) = uin(p), i = 1, ..., n− 1.
The main point is that under the construction (2.33), Du, {uij}n−1i,j=1, {uin}n−1i,j=1 change
very little, while unn will always be no less than min{vnn, v′nn}. First, by the above facts,
Γ is given by
(2.34) xn = ρ(x
′) =
n−1∑
i,j=1
Aijxixj +O(|x′|3)
near 0 for some Aij, i, j = 1, ..., n − 1. Then by similar arguments and computation as
before, we have
|uǫi(x0)− v′i(p)| ≤ Cǫ, , 1 ≤ i ≤ n,(2.35)
|uǫni(x0)− v′ni(p)| ≤ Cǫ, |uǫij(x0)− v′ij(p)| ≤ Cǫ, 1 ≤ i, j ≤ n− 1,(2.36)
for sufficiently small ǫ. Furthermore, since ϕnn > 0 and
ψnn = −13(β − β
′)
4ǫη(p)
(t− ǫη(p))− 9(β − β
′)
(ǫη(p))2
(t− ǫη(p))2 − 5(β − β
′)
(ǫη(p))3
(t− ǫη(p))3
> −(β − β ′),
we have
(2.37) uǫnn(x0) ≥ v′nn(p)− Cǫ
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for sufficiently small ǫ. Using formula (2.24) with (2.35)-(2.37) and the ellipticity as-
sumption that Hk[v], Hk[v
′] > 0, we have
Hk[u
ǫ](x0) ≥ Hk[v′](p)− Cǫ > 0
as ǫ→ 0.
By choosing the function ϕ more carefully, the sequence can be made C l,1 for any l ≥ 3.
Actually, the C2,1 approximation is enough for the purpose of this paper. 
We point out that for l ≥ 2, the construction of the C l,1 approximation by small
modification is complicated. If we do not request uj = u outside a small neighbourhood
of Γ, then there are other ways to get the C∞ approximation from the C1,1 approximation.
One way is to mollify the C1,1 function uε constructed in the proof of Lemma 2.4 directly
by convolution. The The other way is to consider the initial-boundary value problem
to an associated parabolic equation and obtain a smooth solution u(x, t) with initial
condition uε. Then u(·, t), as t→ 0, gives another smooth approximation.
3. Perron lifting
To prove Theorem 1.1, we assume that there exists two sequences of bounded Hk-
subharmonic functions {uj}, {vj} in SHk(Ω) which converge to an Hk-subharmonic
function u a.e. in Ω. Let Br(x0) and Br+t(x0) be two balls in Ω. The purpose of
this section is to modify uj and vj in the annulus Br+t − Br such that they are locally
uniformly Lipschitz continuous and |uj − vj | → 0 locally uniformly in the annulus.
For this purpose we use the Perron lifting for k-curvature equations, following the
treatment in [16] for the mean curvature equation. See also [24] for quasilinear elliptic
equations. As the argument is very similar, we will sketch the proof only.
However let us point out a difference, that is for the mean curvature equation, by the
interior regularity one obtains a sequence of piecewise smooth functions in the annulus.
For the k-curvature for 1 < k < n, by the interior gradient estimate [31, 41], we only
obtain a sequence of piecewise Lipchitz continuous functions in the annulus. In the next
section we will show how to obtain a smooth approximation in the annulus.
Let u be a Hk-subharmonic function in Ω and ω ⋐ Ω be a subdomain of Ω. The Perron
lifting of u, uω, is the upper semicontinuous regularization [24] of
u˜ = {v | v is Hk-subharmonic in Ω and v ≤ u in Ω \ ω},
i.e.,
uω(x) = lim
t→0
sup
Bt(x)
u˜.
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It is clear that uω ≥ u in Ω and uω = u in Ω \ ω¯ but uω = u on ∂ω may not be true.
In order to study the properties of Perron lifting, we first recall the existence of solutions
to the Dirichlet problem for k-curvature equations [27, 37, 38]. For any C2 domain, we
denote by Hk[∂Ω] the k-curvature of the boundary ∂Ω. Let us quote the following two
lemmas (Theorem 4 and 5, [38]).
Lemma 3.1. Assume ∂Ω ∈ C2, ϕ ∈ C0(∂Ω), f 1k ∈ C1,1(Ω), f > 0 in Ω. Suppose
f(x) ≤ Hk[∂Ω], x ∈ ∂Ω,(3.1) ∫
E
f ≤ 1− λ
k
Hk−1[∂E](3.2)
for some λ > 0 and all subdomains E ⊂ Ω with (k− 1)-convex boundary ∂E ∈ C2. Then
there exists a unique, Hk-subharmonic, viscosity solution u ∈ C0(Ω), which is locally
uniformly Lipschitz continuous in Ω to the Dirichlet problem
(3.3)
{
Hk[u] = f(x) in Ω,
u = ϕ on ∂Ω.
If ϕ ∈ C1,1(Ω), then u ∈ C0,1(Ω).
Lemma 3.2. Suppose that ∂Ω ∈ C3,1, ϕ ∈ C3,1(Ω), f ∈ C1,1(Ω), f > 0 in Ω. Suppose
(3.1), (3.2) hold. Then there exists a unique, Hk-subharmonic, classical solution to (3.3).
Remark 3.3. It is shown in [38] that (3.2) is a necessary condition for the solvability of
k-curvature equations.
By choosing a sequence of fi → 0 and using approximation, we have
Corollary 3.4. Assume ∂Ω ∈ C2, Hk[∂Ω] > 0 and ϕ ∈ C1,1(Ω). Then there exists a
unique, Hk-subharmonic, viscosity solution u ∈ C0,1(Ω) to the Dirichlet problem
(3.4)
{
Hk[u] = 0 in Ω,
u = ϕ on ∂Ω.
We have the following existence and Lipschitz continuity for the Perron lifting.
Lemma 3.5. Let u ∈ SHk(Ω). Then for any open set ω ⋐ Ω, the Perron lifting uω
is Hk-subharmonic function in Ω. If we further assume u ∈ L∞loc(Ω), then uω is locally
Lipchitz continuous in ω for any open set ω ⋐ Ω.
Proof. The property that uω is Hk-subharmonic function in Ω follows by definition. It
suffices to show that uω locally Lipchitz continuous in ω when u ∈ L∞loc(Ω). We outline
the proof here, as it is similar to that in [16, 24]. The idea is as follows. Since u is upper
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semicontinuous, there exists a sequence {ϕj} of smooth functions in Ω such that ϕj ց u.
Assume B ⋐ ω is a ball. By Corollary 3.4, there is a solution uj ∈ C0,1(B) to
(3.5)
{
Hk[u] = 0 in B,
u = ϕj on ∂B.
Furthermore, since u is bounded, by the interior gradient estimate [31, 41], the decreasing
sequence uj is locally uniformly Lipchitz. Hence uj converges locally, uniformly to a
locally Lipchitz function uˆ . It is obvious that uj ≥ u and hence uˆ ≥ uω ≥ u. By a
barrier construction, we can show that uˆ ≤ u on ∂B, in the sense that for any given
x0 ∈ ∂B, limx→x0 uˆ(x) ≤ u(x0). Now extend uˆ to Ω so that uˆ = u in Ω \ B. uˆ is
Hk-subharmonic in Ω, which implies that uˆ = u
ω by the definition of uω. 
We also need the following convergence of the Perron lifting.
Lemma 3.6. Let uj be a sequence of uniformly bounded Hk-subharmonic functions which
converges to u ∈ SHk(Ω) a.e. Let Br0(x0) ⊂ Ω. Then for a.e. r ∈ (0, r0), we have
uBrj → uBr a.e. in Ω, as j →∞.
The proof is by the monotonicity of uBr for r ∈ (0, r0), i.e, uBr is increasing in r and
lim
r→δ−
uBr ≤ uBδ ≤ lim
r→δ+
uBr .
It is similar to that in [16]. We refer the reader to [16] for details.
4. Approximation
In this section, we prove that every Hk-subharmonic function can be approximated by
a sequence of smooth Hk-subharmonic functions. The approximation for the case k = 1
was obtained in [16] by the Perron lifting in small balls and using the mollification as in
the proof of Lemma 2.4. However, when k > 1, the Perron lifting of an Hk-subharmonic
function may fail to be smooth. In this paper we introduce a new technique to prove
the approximation, by considering an obstacle problem of the equation. The regularity
of the solution to the obstacle problem is proved in the Appendix 1.
For u ∈ C0(Ω), define the Hk-subharmonic envelope
(4.1) u˜ = sup{v ∈ SHk(Ω) ∩ C0(Ω) | v ≤ u in Ω}.
It is the greatest subsolution to an obstacle problem for the k-curvature equation.
Theorem 4.1. Let u ∈ SHk(Ω). Then for any ball BR ⋐ Ω, there is a sequence of
smooth Hk-subharmonic functions uj ∈ C∞(BR) converging to u in BR.
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Proof. We may assume that u is continuous. Indeed, by the property of Perron lifting in
last section, we may use the techniques as Theorem 5.1 in [16] to construct a sequence
of piecewise Lipchitz, Hk-subharmonic functions to approximate it.
To obtain the smooth approximation, we first choose a sequence {ϕj} of smooth func-
tions in Ω such that ϕj ց u and ϕj > u. Let ϕ˜j be the Hk-subharmonic envelope of ϕj
in BR, as defined above. Then ϕj ≥ ϕ˜j ≥ u. Hence, ϕ˜j converges to u as j →∞.
But the function ϕ˜j is not smooth. To obtain a smooth approximation, we choose a
sequence δj > 0, converging to 0 as j → ∞, and assume that ϕj ≥ u + δj . Now we
consider the obstacle problem
(4.2) ϕ
δj
j = sup
v∈Sϕj,δj
v.
where
Sϕj ,δj = {v ∈ SHk(Ω) ∩ C0(BR) | v ≤ ϕj in BR and v ≤ ϕj − δj on ∂BR}.
We will show that (Theorem 6.1 in the Appendix 1) ϕ
δj
j is a Lipchitz Hk-subharmonic
smooth function. Furthermore, for any j, there exists a sequence of smoothHk-subharmonic
functions uǫj, which converges to ϕ˜
δj
j as ǫ → 0. Since u ∈ Sϕj ,δj , we have ϕ˜j ≥ ϕ˜δjj ≥ u.
Hence, uǫj converges to u as ǫ→ 0, j →∞. We obtain the smooth approximation. 
Remark 4.2. Note that the function u in Theorem 4.1 satisfies Hk[u] ≥ 0 in the viscosity
sense. Namely we allow that u is degenerate in the sense that Hk[u] = 0 at some points.
But by our proof of Theorem 6.1, the smooth function uj obtained in Theorem 4.1 satisfies
Hk[uj ] > 0 in Ω. This important property enables us to assume that the sequence {uj}
in Theorem 1.1 are smooth and Hk[uj] > 0. In other words, by Theorem 4.1, it suffices
to prove Theorem 1.1 (ii) for any sequence of smooth, bounded, strictly Hk-subharmonic
functions {uj} satisfying Hk[uj] > 0.
5. Weak continuity
In this section, we prove Theorem 1.1. First we prove
Lemma 5.1. Let uj be a sequence of H1-subharmonic functions which converges to an
H1-subharmonic function u a.e.. Then for any ε > 0, δ > 0, and any subset Ω
′ ⊂⊂ Ω,
there exists J > 1 such that when j > J , we have
uj(x) ≤ uδ(x) + ε ∀ x ∈ Ω′,
where
uδ(x) = sup{u(y) | |y − x| < δ}.
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Proof. For any given x0 ∈ Ω′, by subtracting a constant we assume that uδ(x0) = 0.
Replacing uj by max(uj, 0) we may assume that uj ≥ 0 in Bδ(x0). By the Harnack
inequality (see Corollary 2.1 in [16]), we have
uj(x0) ≤ Cδ−n/p
(∫
Bδ
u
p
j
)1/p
.
But since uj are uniformly bounded and uj → u a.e., the right hand side converges to 0.
Hence uj(x0) ≤ ε when j is sufficiently large. 
To prove Theorem 1.1, by Remark 4.2 it suffices to consider a sequence {uj} which are
smooth and satisfy Hk[uj ] > 0. When no confusion arises, we also use the density Hk[u]
to denote the measure µk[u] = Hk[u] dx for u ∈ SHk ∩ C2.
To prove Theorem 1.1, it also suffices to prove part (ii) of it. Therefore we need only
to prove
Lemma 5.2. Let uj ∈ C2(Ω) be a sequence of uniformly bounded, Hk-subharmonic
functions. Suppose uj converges to a strictly Hk-subharmonic function u ∈ SHk(Ω) a.e..
Then Hk[uj] converges to a measure µ weakly.
Proof. For any ball Br(x0) ⊂⊂ Ω, let φ(x) = λ(|x− x0| − r), which is the representative
function of a convex cone. We choose λ sufficiently large such that φ < u in Br−δ(x0)
and φ > u on ∂Br+δ(x0), where δ = λ
−1 supj supΩ |uj|. By Lemma 2.3, we have∫
Br−δ(x0)
Hk[uj] ≤
∫
Br+δ(x0)
Hk[max(uj, φ)] =
∫
Br+δ(x0)
Hk[φ],
which is uniformly bounded. This means that
∫
Ω′
Hk[uj] are uniformly bounded for
Ω′ ⋐ Ω. Hence, according to [1] there is a subsequence of Hk[uj] which converges to a
measure µ weakly.
To prove that the convergence is independent of the subsequences, we consider two
sequences {uj}, {vj} in SHk(Ω) ∩C2(Ω). Suppose both of them converge to u a.e. in Ω
and
(5.1) Hk[uj] −→ µ, Hk[vj ] −→ ν.
Then to prove µ = ν, it suffices to prove that for any ball Br = Br(x0) ⊂⊂ Ω and any
t > 0,
(5.2) µ(Br) ≤ ν(Br+t), ν(Br) ≤ µ(Br+t).
Our strategy of proving (5.2) is to use the Perron lifting in the annuli Nt/8(∂Br+t/4)
and Nt/8(∂Br+3t/4) and use the monotonicity formula (2.9), where Nδ denotes the δ-
neighbourhood. As can be seen in Lemma 3.1 and 3.2, the Hk-Perron lifting directly in
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an annuli domain can not guarantee the regularity. We will use the Perron lifting in a
modified way by liftings in a finite sequence of finite covering balls. We also use Lemma
2.4 to get the smoothness near the boundaries of these balls, so that the Perron lifting
of uj and vj are smooth. Details is as follows.
First we choose finitely many balls {Bˆrα}mα=1 of radius rα ≈ t8 and center xα on ∂Br+t/4,
such that
Nt/16(∂Br+t/4) ⊂
⋃m
α=1
Bˆrα ⊂ Nt/8(∂Br+t/4).
Denote uˆj,0 = uj. Let uˆ
′
j,1 be the solution to
(5.3)
{
Hk[u] = σj,1 in Bˆr1 ,
u = uˆj,0 in Ω \ Bˆr1,
where σj,1 ≤ infHk[uˆj,0] is a constant sufficiently small but positive, such that the Dirich-
let problem (5.3) is solvable. Then uˆ′j,1 is smooth in Bˆr1 and in Br+t \ Bˆr1 , up to the
boundary. By Lemma 2.4 we may modify uˆ′j,1 slightly near ∂Br1 to get a smooth Hk-
subharmonic function uˆj,1 in Ω.
We define uˆj,α inductively for α = 2, 3, · · · , m, such that uˆj,α ∈ SHk(Ω) is a modifica-
tion of uˆ′j,α near ∂Bˆrα , where uˆ
′
j,α is the solution to
(5.4)
{
Hk[u] = σj,α in Bˆrα ,
u = uˆj,α−1 in Ω \ Bˆrα.
for some sufficiently small positive constant σj,α < infHk[uˆj,α−1].
Denote uˆj = uˆj,m. Similarly, we obtain vˆj . Both uˆj and vˆj are smooth and Hk-
subharmonic. But note that the function u is not smooth and Hk[u] may vanish at some
points. So we simply let uˆ0 = u and for α = 1, 2, · · · , m, let uˆα be the solution to
(5.5)
{
Hk[u] = 0 in Bˆrα ,
u = uˆα−1 in Ω \ Bˆrα.
and denote uˆ = uˆm.
In conclusion, the almost everywhere convergent sequences {uj}, {vj} become uni-
formly convergent sequences {uˆj}, {vˆj} near ∂Br+t/4 after the above process. In fact,
by Lemma 3.6, we may choose the radii rα ≈ t8 and choose σj,α sufficiently small such
that uˆj → uˆ and vˆj → uˆ uniformly in Nt/16(∂Br+t/4). Moreover, by the interior gradient
estimate for the k-curvature equation [31, 41], uˆj, vˆj and uˆ are locally uniformly Lipchitz
continuous in
⋃m
α=1 Bˆrα . Hence by subtracting a small constant we may assume that
(5.6) uˆj < vˆj on ∂Br+t/4.
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Next we apply the above modified Perron lifting to the functions uˆj and uˆ near ∂Br+3t/4.
That is we choose finitely many balls {B˜rβ}m
′
β=1 of radius rβ ≈ t8 and center xβ on ∂Br+3t/4,
such that
Nt/16(∂Br+3t/4) ⊂
⋃m′
β=1
B˜rβ ⊂ Nt/8(∂Br+3t/4).
Let u˜j,0 = uˆj. For β = 1, 2, 3, · · · , m′, let u˜′j,β be the solution to{
Hk[u] = σj,β in B˜rβ ,
u = u˜j,β−1 in Ω \ B˜rβ ;
and let u˜j,β ∈ SHk(Ω) be a modification of u˜′j,β near ∂Brβ such that it is smooth and
Hk-subharmonic. Denote u˜j = u˜j,m′. Similarly let u˜0 = uˆ and for β = 1, 2, · · · , m′, let
u˜β be the solution to {
Hk[u] = 0 Bˆrβ ,
u = u˜β−1 Ω \ Bˆrβ .
and denote u˜ = u˜m′.
In the above we obtained by the Perron lifting the new sequences u˜j, uˆj, vˆj, and the
modified function uˆ, u˜ with the properties
u˜j = uˆj = uj,
u˜ = uˆ = u,
vˆj = vj
near ∂Br ∪ ∂Br+t/2 ∪ ∂Br+t. By assumption, u is strictly Hk-subharmonic. Hence there
exists ε > 0 such that u˜ > u + ε near ∂Br+3t/4. By Lemma 3.6, u˜j → u˜ near ∂Br+3t/4.
By Lemma 5.1, we then have
(5.7) u˜j > vˆj = vj near ∂Br+3t/4.
By (5.6) and (5.7), there exist set Gj with
(5.8) Br+t/4 ⊂ Gj ⊂ Br+3t/4
such that
u˜j(x) = vˆj(x)
for x ∈ ∂Gj and
u˜j(x) < vˆj(x)
for x ∈ Gj near ∂Gj . By Sard’s lemma, we may also assume by subtracting a small
constant to u˜j that Du˜j 6= Dvˆj on ∂Gj1. Therefore by the monotonicity formula (2.9),
1Consider the set Gδ = {u˜j < vˆj + δ}. By Sard’s lemma, the set is smooth for almost all δ > 0. We
can choose a smooth Gδ for some small δ and hence Du˜j 6= Dvˆj on ∂Gδ.
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we have ∫
Br
Hk[vj ] =
∫
Br
Hk[vˆj ] ≤
∫
Gj
Hk[vˆj ]
≤
∫
Gj
Hk[u˜j] ≤
∫
Br+t
Hk[u˜j] =
∫
Br+t
Hk[uj].
Taking limit we obtain ν(Br) ≤ µ(Br+t). By exchanging u and v we also have µ(Br) ≤
ν(Br+t). 
Remark 5.3. We point out that even if the sequence {uj} are locally uniformly Lipschitz
continuous, we cannot remove the strict Hk-subharmonicity condition, because we cannot
modify the sequence uj and vj to obtain (5.6) and (5.7) simultaneously.
Remark 5.4. The inequalities (5.2) is built upon the monotonicity formula (2.8) and
we need the modified functions of uj and vj satisfies (5.6) and (5.7). For the k-Hessian
equation or the p-Laplace equations, to obtain an inequality like (5.7), one may simply
add the function wε := ε[max(0, |x|−r− t4)]2 to uj. However for the k-curvature equation,
uj + wε is not Hk-subharmonic in general.
One may solve the Dirichlet problem
(5.9)

Hk[u] = 0 in Br+3t/4 \Br+t/4,
u = u˜j,β + ε on ∂Br+3t/4,
u = u˜j,β on ∂Br+t/4.
and send ε→ 0. However we cannot prove the convergence of the gradient of the solution
on ∂Br+t/4. For these reasons we have to assume that u is strictly Hk-subharmonic.
6. Appendix 1: An obstacle problem
Let Ω be a smooth, bounded domain in Rn with Hk[∂Ω] > 0 and let ϕ ∈ C∞(Ω).
Suppose δ > 0 is a small positive constant. In this appendix, we consider greatest
viscosity subsolution to the obstacle problem
(6.1)

Hk[u] ≥ 0 in Ω,
u ≤ ϕ in Ω,
u ≤ ϕ− δ on ∂Ω,
i.e.,
(6.2) ϕ˜δ = sup
u∈Sϕ,δ
u,
where
Sϕ,δ = {u ∈ C(Ω) | Hk[u] ≥ 0, u ≤ ϕ, u|∂Ω ≤ ϕ− δ}.
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It is clear that Sϕ,δ is nonempty, so ϕ˜
δ is well defined.
Theorem 6.1. The function ϕ˜δ is Lipchitz continuous on Ω, and satisfies
(6.3)

Hk[ϕ˜
δ] ≥ 0 in Ω,
ϕ˜δ ≤ ϕ in Ω,
ϕ˜δ = ϕ− δ on ∂Ω.
Furthermore, ϕ˜δ can be approximated by a sequence of smooth Hk-subharmonic func-
tions uǫ, which are solutions to the following perturbation problem:
(6.4)
{{Hk[u]} 1k = −βǫ(ϕ− u) in Ω,
u = ϕ− δ on ∂Ω,
where βǫ(t) is a family of smooth functions (ǫ > 0) such that
βǫ(0) = −1, βǫ(t) < 0,
βǫ(t)→ −∞, t < 0, ǫ→ 0,
βǫ(t)→ 0, t > 0, ǫ→ 0,
β ′ǫ(t) ≥ 0, β ′′ǫ (t) ≤ 0.
An example of the function βε satisfying the above conditions is βε(t) = −e−ǫ−1t.
Theorem 6.1 is inspired by [32], which deals with an obstacle problem for Monge-Ampe`re
equation.
First let us recall the a priori estimates for the curvature equation [27]
(6.5)
{
Hk[u] = f(x, u) in Ω,
u = ϕ on ∂Ω.
Theorem 6.2. [27] Let Ω be a bounded domain in Rn with C4 boundary and ϕ ∈ C4(∂Ω).
Assume Hk[∂Ω] > 0, f ∈ C2(Ω× R) and f satisfies
(6.6) f > 0,
∂f
∂u
≥ 0
and
(6.7) f < Hk[∂Ω] on ∂Ω.
2
2The condition was given by f < n−k
n
Hk[∂Ω] in [27] since the k-curvature was defined to be(
n
k
)
−1
σk(κ) there, where κ = (κ1, · · ·, κn) is the vector of principal curvatures.
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Let u ∈ C2(Ω) be a solution to (6.5). Denote M = supΩ |u|, ν = inf f(x, u) > 0. Then
there exists C > 0 depending on M , ν, ‖ϕ‖C2(∂Ω), ‖∂Ω‖C4 , ‖f‖C2 and Hk[∂Ω] − f |∂Ω,
such that
(6.8) ‖u‖C2(Ω) ≤ C.
Applying Theorem 6.2 to equation (6.5) we have the following existence result.
Theorem 6.3. For any small ǫ > 0, there exists a smooth Hk-subharmonic solution u
ǫ
to Dirichlet problem (6.4).
Proof. Let f(x, u) = −βǫ(ϕ− u). It is clear that
∂f
∂u
= β ′ǫ(ϕ− u) ≥ 0.
On the boundary ∂Ω,
f(x, u) = −βǫ(δ) < Hk[∂Ω]
provided ǫ is small enough. Thus conditions (6.6), (6.7) are satisfied. Hence by Theorem
6.2 and the regularity theory of Evans and Krylov [19, 30], we obtain a priori estimates
in C3,α(Ω). By the continuity method, we obtain the existence of solutions to (6.4). 
Proof of Theorem 6.1. Let uǫ be the smooth solution to (6.4). In the following we show
that the C0 and C1 bounds are independent of ε > 0 small. First we show
(6.9) sup
Ω
|uǫ| ≤ C
for some constant C > 0 independent of ε > 0.
Indeed, by the Hk-subharmonicity, supΩ u
ǫ = sup∂Ω ϕ. Hence, we only need to prove
uε is bounded from below. By Lemma 3.1, there exists σ0 > 0 small enough such that
the Dirichlet problem
(6.10)
{
Hk[u] = σ
k
0 in Ω,
u = ϕ− δ on ∂Ω
is solvable. Let u0 be the unique solution to (6.10). Let K > 0 be a positive constant
and denote
E = {x | uǫ(x) ≤ ϕ(x)−K}.
Then E ⊂ Ω. By the definition of βǫ,
f = −βǫ(ϕ− uǫ) ≤ −βǫ(K) ≤ σ0
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when K is chosen large enough. Hence by the comparison principle,
(6.11) uǫ ≥ u0 − CK
for some constant CK depending on ϕ and K. Hence (6.9) holds for some constant C > 0
independent of ǫ.
Next we show that
(6.12) sup
Ω
|∇uǫ| ≤ C
for some constant C > 0 independent of ǫ. The gradient estimate can be found in [8].
We include the proof, only to show that the upper bound is independent of ε.
Let us first show that f(x, uǫ) is uniformly bounded from above. Indeed, assume that
the minimum of βǫ(ϕ − uǫ) is attained at a point x0. If x0 ∈ ∂Ω, by the boundary
condition, βǫ(ϕ− uǫ)(x0) = βǫ(0) = −1. If x0 ∈ Ω, since βǫ is monotonic, we have
∇ϕ(x0) = ∇uǫ(x0), D2ϕ(x0) ≥ D2uǫ(x0).
Hence,
f(x0, u
ǫ(x0)) = {Hk[uǫ](x0)} 1k ≤ {Hk[ϕ](x0)} 1k .
Therefore,
f(x, uǫ) ≤ C0,
where C0 > 0 is independent of ǫ. This uniform bound implies
(6.13) sup
Ω
(uǫ − ϕ)→ 0
as ǫ→ 0.
By Corollary 3.4, there exists v0 ∈ C0,1(Ω) ∩ SHk(Ω),
(6.14) Hk[v0] = 0, v0|∂Ω = ϕ− δ.
Hence by the comparison principle, we have uǫ ≤ v0. Let E = {uǫ < ϕ − δ2} and
E0 = {v0 < ϕ − δ2}. Then E ⊃ E0 and E0 is a neighbourhood of ∂Ω, independent of
ǫ. Therefore, by the argument in [27] for the boundary gradient estimate, and by our
construction of βǫ, we obtain
(6.15) sup
∂Ω
|∇uǫ| ≤ C1,
where C1 is independent of ǫ.
To obtain the global estimate, we denote for simplicity that u = uǫ. Following [8] we
introduce the auxiliary function
G = |∇u|eu.
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Suppose that the maximum of G is attained at x0. If x0 ∈ ∂Ω, the gradient estimates
follows by (6.15). If x0 ∈ Ω, we may suppose that |∇u| = u1 and uj = 0 for j ≥ 2 at x0.
Then at x0,
0 = (logG)i =
u1i
u
+ ui,(6.16)
0 ≥ (logG)ij = u1ij
u
− u1iu1j
u2
+ uij.(6.17)
We now make use of the matrix
(6.18) aij =
1
w
[
uij − uiukukj
w(1 + w)
− ujukuki
w(1 + w)
+
uiujukulukl
w2(1 + w)2
]
,
where w =
√
1 + |∇u|2. Let Fk = σk(λ), where λ ∈ Rn denotes the eigenvalue vector of
the matrix (aij), and σk denotes k
th elementary symmetric function of λ. It is known [8]
that
Fk(aij) = Hk[u] = f(x, u) = −βǫ(ϕ− u).
By (6.16), u1i = 0 for i ≥ 2. By a rotation of the coordinates (x2, ..., xn), we may further
assume that uij is diagonal at x0. Then aij is also diagonal and
(6.19) a11 =
u11
w3
, aii =
uii
w
, i > 1.
Set F ij = ∂Fk
∂aij
. F ij is diagonal at x0. Assume that u1(x0) > ϕ1(x0) otherwise we
immediately get the gradient estimate. Differentiating the equation with respect to x1,
we have
(6.20) F ii
∂aii
∂x1
= β ′ǫ(ϕ− u) · (u1 − ϕ1) ≥ 0.
By computation,
(6.21)
∂a11
∂x1
=
u111
w3
− 3u
2
11
w5
,
∂aii
∂x1
= −u1u11
w2
aii +
uii1
w
, i > 1.
Combining (6.19) - (6.21), we have
(6.22)
2u1F
11u211
w5
+
u1u11
w2
n∑
i=1
F iiaii ≤ 1
w
∑
i>1
F iiuii1 +
1
w3
F 11u111.
By (6.17),
1
w3
F 11u111 ≤ F
11
w3
(
u211
u1
− u1u11) = F
11u211
u1w3
− u1F 11a11
and
1
w
∑
i>1
F iiuii1 ≤ − 1
w
∑
i>1
F iiu1uii = −u1
∑
i>1
F iiaii.
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Substituting them into (6.22) and using (6.16), we have
F 11u211
u1w5
(w2 − 2) + u1
w2
n∑
i=1
F iiaii ≤ 0.
Since u is smooth and Hk-subharmonic, F
11 > 0 and
∑n
i=1 F
iiaii > 0. Therefore, we have
w2 − 2 ≤ 0. In conclusion, there exists C ′1 depending only on supΩ |uǫ| and sup∂Ω |∇uǫ|
and ϕ, but independent of ǫ, such that supΩ |∇uǫ| ≤ C ′1.
Note that the maximum bound of |uǫ| implies that
f(x, uǫ) = −βǫ(ϕ− uǫ) ≥ νǫ > 0
for some positive constant νǫ. Hence we have the second derivative estimate [27]
(6.23) sup
Ω
|D2uǫ| ≤ C.
By the global regularity theory of Evans-Krylov [19, 30], we then have
(6.24) ‖uǫ‖C3,α(Ω) ≤ C,
where C depending on βǫ, ϕ, Ω.
To conclude the proof, we need to show that uǫ converges to ϕ˜δ and ϕ˜δ is Lipchitz
continuous. We have shown that ∇uǫ are uniformly bounded with respect to ǫ. Hence by
choosing a subsequence, uǫ converges to a Lipchitz continuous, Hk-subharmonic function
u¯. We claim that u¯ = ϕ˜δ in Ω. Indeed, by (6.13), u¯ ≤ ϕ in Ω, i.e, u¯ ∈ Sϕ,δ. This implies
u¯ ≤ ϕ˜δ in Ω. Through the definition of βǫ, we also have Hk[u¯] = 0 in viscosity sense in
the set G = {u¯ < ϕ} ⊂ Ω. If there is x0 ∈ Ω such that u¯(x0) < ϕ˜δ(x0), then by the
definition of ϕ˜δ, there exists h ∈ SHk(Ω) ∩ C0(Ω), such that u¯(x0) < h(x0). The set
G′ = {u¯ < h} ⊂ G is nonempty. Since
Hk[h] ≥ Hk[u¯] = 0 in G′,
u¯ = h on ∂G′,
by comparison, we obtain the contradiction. Hence u¯ = ϕ˜δ. The theorem is proved.
Remark 6.4. We point out that the idea above can be used to prove the approximation
results for other nonlinear elliptic equations. One example is the complex Monge-Ampe`re
equation on Ka¨hler manifolds in the next section.
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7. Appendix 2: Regularization of plurisubharmonic functions on
compact Ka¨hler manifolds
In this appendix, we give a new proof for the global regularization of plurisubharmonic
functions on compact Ka¨hler manifolds following the idea in last appendix.
The local regularisation of plurisubharmonic functions on domains in Cn is not difficult
since the standard mollification keeps the plurisubharmonicity. An interesting question
is whether one can globally regularize plurisubharmonic functions. The global regularisa-
tion of plurisubharmonic functions on Cn was obtained in [15]. Since then, the problem
on compact Ka¨hler manifolds attracted much attention.
Let (M,ω) be a compact Ka¨hler manifold. A function u : M −→ [−∞,∞) is called
ω-plurisubharmonic (quasi-plurisubharmonic), if u is an integrable, upper semicontin-
uous function on M and ωu = ω + ∂∂¯u ≥ 0 in the distribution sense. Denote by
PSH(M,ω) the set of all ω-plurisubharmonic functions. The problem of global regulari-
sation refers to whether an ω-plurisubharmonic function can be approximated by smooth
ω-plurisubharmonic functions. This approximation was first obtained in [17, 18, 23] un-
der the assumption that M admits a positive holomorphic line bundle, i.e. ω is a Hodge
class. The proof used a complicated method developed by Demailly. Later on, a sim-
pler proof was given [7], where the approximation holds in arbitrary compact Ka¨hler
case. Here we present a new proof of this theorem here by solving penalized complex
Monge-Ampe`re equations.
Theorem 7.1. Let (M,ω) be a compact Ka¨hler manifold and u ∈ PSH(M,ω). There
exists a sequence of smooth ω-plurisubharmonic functions {uk}, such that uk converges
decreasingly to u a.e..
As in the previous section, the sequence uk is the solution to an associated penalty
problem, namely equation (7.3) below. In Theorem 7.1, we may assume that u is
bounded. Otherwise, we may choose the sequence of ω-plurisubharmonic functions
uj = max{u,−j}, j = 1, 2, 3, ..., which converges to u monotone decreasingly. We also as-
sume that ωu ≥ σ 1nω for some σ > 0. For if not, we can replace ωu by ω+(1−σ 1n )
√−1∂∂¯u.
This implies that
(7.1) (ω +
√−1∂∂¯u)n ≥ σωn
in viscosity sense.
The following theorem of Aubin and Yau [2, 43] will be needed.
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Theorem 7.2. Let (M,ω) be a compact Ka¨hler manifold. Let F be a smooth function
defined on M ×R with ∂F
∂t
≥ 0. Suppose that, for some smooth function ψ defined on M ,∫
M
eF (x,ψ(x))ωn = vol(M). Then there exists a smooth function ϕ on M such that
(7.2) (ω +
√−1∂∂¯ϕ)n = eF (x,ϕ(x))ωn,
and ω +
√−1∂∂¯ϕ defines a Ka¨hler metric. Furthermore, any other smooth function
satisfying the same property differs from ϕ by only a constant.
Since u is upper semicontinuous, there exist a sequence of smooth functions ϕk which
converge decreasingly to u. Furthermore, we may assume that ϕk ≥ ϕk+1 + 1(k+1)2 . For
any integer k and ǫ > 0, we consider the equation
(7.3) (ω +
√−1∂∂¯u)n = βǫ(ϕk − u)ωn,
where βǫ(t) is the smooth function given in Appendix 1. It is easy to see that βǫ(0) = 1,
so βǫ(ϕk − u) satisfies condition (7.2) in Theorem 7.1. For any k and ǫ > 0, there exists
a smooth solution uk,ǫ ∈ PSH(M,ω) to the above equation (7.3).
We show that uk,ǫ converges to u. First, we claim that
(7.4) sup
M
{uk,ǫ − ϕk, 0} → 0
as ǫ → 0. By the definition of βǫ, it suffices to show that βǫ(ϕk − uk,ǫ) is uniformly
bounded with respect to ǫ. Assume that βǫ(ϕk − uk,ǫ) attains its maximum at p ∈ M .
Then
√−1∂∂¯(ϕk − uk,ǫ) ≥ 0. It follows that
(7.5) βǫ(ϕk − uk,ǫ) = (ω +
√−1∂∂¯uk,ǫ)n
ωn
≤ (ω + ∂∂¯ϕk)
n
ωn
≤ C
for some C independent of ǫ. Next, we consider the lower bound of uk,ǫ. For any δ > 0,
let Ωδ = {x ∈M : uk,ǫ < ϕk − δ}. It is clear that
βǫ(ϕk − uk,ǫ) ≤ e−ǫ−1δ < σ
as ǫ→ 0. Then by (7.1), we have
uk,ǫ(x) ≥ u(x)− δ, x ∈ ∂Ωδ
(ω +
√−1∂∂¯u)n > (ω +√−1∂∂¯uk,ǫ)n, x ∈ Ωδ
in viscosity sense. We claim that uk,ǫ ≥ u − δ in Ωδ. By contradiction, suppose m =
min(uk,ǫ− u+ δ) < 0 is attained at some point p ∈ Ωδ. Let v = uk,ǫ−m. It follows that
v(p) = u(p), v ≥ u in Ωδ. Hence, as a smooth test function v satisfies
(ω +
√−1∂∂¯v)n ≥ (ω +√−1∂∂¯u)n
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at p. This is a contradiction. Letting δ → 0, we obtain uk,ǫ ≥ u on M . Along with (7.5),
we have uk,ǫ converges to u as ǫ→ 0 and k →∞. It is also clear that ‖uk,ǫ‖L∞ ≤ C for
some C independent of ǫ.
In order to obtain a decreasing sequence, we show that uk,ǫ converges uniformly to a
limit as ǫ→ 0. We need the following gradient estimate.
Lemma 7.3. Let −B be the lower bound for the bisectional curvature, where B ≥ 0.
There exists C > 0 depending on ϕk, B, and ‖u‖L∞, but independent of ǫ, such that
|∇uk,ǫ| ≤ C.
Proof. The proof is a generalisation of the gradient estimate by Blocki [4]. Denote u = uk,ǫ
and f(x, u) = βǫ(ϕk − uk,ǫ). Following [4], we consider the auxiliary function
α = log |∇u|2 + γ(u),
where γ is a function of u. Assume that α attains the maximum at some p ∈M . Near p,
ω = ∂∂¯g for some smooth plurisubharmonic function g. Write v = g+ u. We can choose
holomorphic charts {z1, ..., zn} near p such that
(7.6) gij¯ = δij¯, gij¯l = 0
and (uij¯) is diagonal. By the computation in [4] with the lower bound of the bisectional
curvature, it follows
0 ≥
∑
l
αll¯
vll¯
≥ (γ′ − B)
∑
l
1
vll¯
+
2
|∇u|2Re{
∑
j
∂ log f
∂zj
uj¯}+
1
|∇u|2
∑
l,j
|ujl|2
vll¯
−[(γ′)2 + γ′′]
∑
l
|ul|2
vll¯
− nγ′(7.7)
It is shown in [4] that
(7.8)
1
|∇u|2
∑
l,j
|ujl|2
vll¯
≥ (γ′)2
∑
l
|ul|2
vll¯
− 2γ′ − 2|∇u|2 .
Assume that |∇u| ≥ C ≥ 1 is large, depending on ϕk, so that by definition of f ,
2
|∇u|2Re{
∑
j
∂ log f
∂zj
uj¯} =
2
|∇u|2
β ′ǫ
βǫ
Re{
∑
j
ǫ−1∂(ϕk − u)
∂zj
uj¯} ≥ 0.
Then we have
(7.9) 0 ≥ (γ′ − B)
∑
l
1
vll¯
− γ′′
∑
l
|ul|2
vll¯
− (n+ 2)γ′ − 2.
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Choose
γ(u) = (B + 3)u− 1‖u‖L∞ u
2.
Then
(7.10) B + 1 ≤ γ′ = B + 3− 2‖u‖L∞ u ≤ B + 5, γ
′′ = − 2‖u‖L∞ u.
By (7.9), ∑
l
1
vll¯
+
2
‖u‖L∞
∑
l
|ul|2
vll¯
≤ D := (n+ 2)(B + 5) + 2.
Therefore 1
vll¯
≤ D. Then vll¯ ≤ sup f ·Dn−1. Using (7.10) again, we have
|∇u|2 ≤ ‖u‖L∞ sup f ·D
n
2
at p. Combing this with the definition of α, we finished the proof of the Lemma. 
By the above lemma, uk,ǫ converges uniformly to a limit ϕ˜k as ǫ → 0. To get a
decreasing convergent sequence, it remains to prove that ϕ˜k ≥ ϕ˜k+1 + 1(k+1)2 . We claim
that uk,ǫ ≥ uk+1,ǫ+ 1(k+1)2 . Otherwise, Ek,ǫ = {uk,ǫ < uk+1,ǫ+ 1(k+1)2} is an open set. Then
ϕk − uk,ǫ ≥ ϕk+1 − uk+1,ǫ, i.e.,
(ω +
√−1∂∂¯uk,ǫ)n ≤ (ω +
√−1∂∂¯uk+1,ǫ)n
in Ek. The contradiction follows from uk,ǫ = uk+1,ǫ on ∂Ek,ǫ. Letting ǫ → 0, we obtain
ϕ˜k ≥ ϕ˜k+1 + 1(k+1)2 , so the sequence {uk,ǫ} is monotone decreasing.
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