This paper introduces VolMap, a real-time approach for the semantic segmentation of a 3D LiDAR surrounding view system in autonomous vehicles. We designed an optimized deep convolution neural network that can accurately segment the point cloud produced by a 360
Introduction
Autonomous driving systems require an accurate classification and localization of the perceived road objects. Such systems depend on different sensors like camera, LiDAR, RADAR and Ultrasonic sensors. LiDAR sensors play an important role for environment perception in self-driving cars as they can provide a dense 3D mapping of the surrounding environment. This work is focused towards a specific LiDAR setup, which is the 360
• surrounding view system, sometimes referred to as LiDAR cocoon. Semantic Segmentation task can be defined as a point-wise classification for the input point cloud. This task is considered as a part of the global task of scene understanding in which visual information has to be associated with an entity while considering the spatial information. Many ap- proaches tackled the problem of semantic segmentation on LiDAR point clouds. A few traditional methods focused on understanding the semantic features of the 3D shapes. With the rise of deep learning research, Convolution Neural networks have been used in a 3D manner to operate on the point cloud modeled as volumes. The volumetric CNNs achieved good progress towards solving the segmentation task but the sparsity of these volumes and the associated unnecessary computation remained a problem given the high cost of 3D CNNs. A few later works introduced the usage of view-based projections to reduce the run-time. Front view or bird-eye view projections produced good accuracy in 3D object detection as seen in MV3D (Chen et al., 2017) . Then, Spherical Projections were proposed to score well in terms of run-time and accuracy. Among all of the approaches mentioned above, there is always a trade-off between coming up with acceptable accuracy and running in real-time. Our contribution lies in:
• Achieving Real-time performance for a 3D LiDAR • Exploiting a lightweight 2D segmentation model for a 3D input point cloud.
• Using LiDAR Layers as input channels for the segmentation network
• Enabling accurate semantic segmentation for a multiLiDAR surrounding view system
The paper is structured as follows: Section 2 reviews all the related work in the literature. Section 3 introduces the problem and the motivation behind this work while section 4 describes the approach, network structure and the data used. In Section 5, experimentation results are reported and compared against other state-of-the-art architectures. Finally, an ablation study is conducted to investigate the effect of multi-LiDAR setup on the segmentation task.
Related Work
In this section, a comprehensive literature review is conducted for the semantic segmentation task in 3D point clouds. Feature Engineering based methods usually depend on different stages such as ground removal, clustering and attribute calculation based on traditional methods as in (Douillard et al., 2011 ) that involved ground removal or in (Moosmann et al., 2009 ) that performed neighborhood graph construction followed by postprocessing and geometrical calculations. In (Dubé et al., 2018) , dynamic oxeloxel grids are used in which the point normals are updated selectively to cache the geometric consistencies to an incremental segmentation algorithm. In addition, Voting for Voting (Wang & Posner, 2015) proposed using a 3D sliding window similar to convolution that was tested on KITTI (Geiger et al., 2012) object detection Benchmark. Volumetric CNNs or Voxelization is another approach widely used in the literature. VoxNet (Maturana & Scherer, 2015) created a volumetric Occupancy Grid representation with a supervised 3D Convolutional Neural Network. In 3D shapeNets (Wu et al., 2015) , a convolutional deep belief network was proposed to represent a geometric 3D shape on a 3D voxel grid to recognize and reconstruct objects from a single-view 2.5D depth map. Bo Li (Li, 2017 ) trained a 3D FCN to detect vehicles on KITTI (Geiger et al., 2012) Lidar data. Charles et. al (Qi et al., 2016) proposed a 3D CNN trained along with an image-based 2D Network In Network(NIN) to classify the 2D projection of the original 3D shape. Multi-view CNN (Su et al., 2015) introduced the usage of different views parsed with a CNN to extract view-based features followed by a view-pooling to obtain the overall classification. Most of these approaches are computationally-expensive due to using 3D convolutional layers and operating on (around 90%) sparse voxel grid cells. Unordered Point Clouds has gained more attention in the past few years to learn directly from the raw data. PointNet (Qi et al., 2017a) and PointNet++ (Qi et al., 2017b) were one of the top papers that initiated this approach by applying NN models on raw 3D point clouds directly without the need to transform into volumes. A few follow-up papers worked on capturing geometric details from the raw data. PointCNN (Li et al., 2018) introduced an x-conv layer instead of a multi-layer perceptron(MLP) to aggregate information from neighbourhoods. Dynamic Graph CNN (Wang et al., 2018b) proposed a grouping method to replace the one in PointNet++ by constructing a local neighborhood graph and applying convolution-like operations on the edges. Although this approach was a success in classifying indoor shapes, it was not extensively tested on outdoor scenes specifically in the autonomous driving context. View-based Projections have been proposed to project 3D point clouds into multiple views where 2D operations are applied. This approach improves the run-time for 3D point cloud inputs. MV3D (Chen et al., 2017) fused the Lidar front view and bird-eye view along with the RGB image to generate 3D boxes on KITTI (Geiger et al., 2012) . As a re-sult of this fusion, it outperformed the fully 3D approaches in terms of both run-time and accuracy. SqueezeSeg proposed spherical projections for Lidar data to construct a 2D image using the intensity, range, x, y and z coordinates as input channels; SqueezeNet is employed as its backbone network with a conditional random field as a post-processing step. PointSeg (Wang et al., 2018a) extended SqueezeSeg model to emphasize on the efficiency in run-time and accuracy. All of these approaches achieved efficient inference time on LiDAR data maintaining good accuracy.
Problem
Our main goal is to perform point-wise classification on the point cloud resulting from a LiDAR 360
• setup in one shot. The system designed is a LiDAR surrounding view consisting of 5 sensors, mounted in the setup shown in Figure 2 . In our literature review, the state-of-the-art approaches have been discussed while some of them were closely investigated due to their reported high performance. PointNet++ (Qi et al., 2017b) processes unordered point clouds directly so the input is not affected by the number of LiDAR sensors or the overall surrounding view. It can better capture the geometry of irregular shapes in the point clouds while objects do not occlude each other. However, the model's run-time is computationally expensive, which is not tolerated in realtime applications on embedded devices like autonomous driving. View-based approaches, especially the spherical projections , have proved to achieve good performance for point cloud segmentation that can run in real-time. In Figure 3 , a LiDAR point cloud is shown after being translated to the spherical projection representation. The image height represents the number of layers in a LiDAR sensor, and the image width represents the number of unique angles at which points are reflected. This approach is based on the fact that LiDAR beams detect the frontal objects occluding all what is behind. For our LiDAR surrounding view setup, all the five sensors are projected to a single point of reference resulting in s 3D point cloud that may have points from different objects occluding each other, as seen in Figure 4 . Hence, the resulting LiDAR point cloud cannot be represented as a sphere which makes the spherical projection ) not applicable for the multi-LiDAR surrounding view setup. To overcome the issue mentioned above, it is a need to come up with a real-time approach that maintains a good accuracy on point-wise classification. Inspired by the Voxelization in VoxelNet (Zhou & Tuzel, 2018) , the same approach was followed to represent a LiDAR point cloud as a voxel Grid map, where points on both x and y are discretized with a certain resolution as done in bird-eye view projection while LiDAR layers are represented in the height as they are. This produces a volumetric bird-eye view shape maintaining all the height information in order not to lose those features. The number of layers in LiDAR can be known in advance and so does the height as the third dimension. This volumetric map is further used as an input to a 2D segmentation network, where the third dimension(layers) is used as input channels. Key differences distinguish VolMap from VoxelNet (Zhou & Tuzel, 2018) as the latter (1) discretizes the z dimension (height) the same way as in x and y, (2) uses 3D convolutions right after the input layers which adds expensive computational cost. Two main LiDAR datasets have been used in this paper. Since a 360
• LiDAR point cloud is targeted, SCALA, Valeo's scanning laser, has been used along with its internal dataset in our experiments. The dataset consists of both highway and urban scenes with Car and Truck annotated classes. The annotations are provided as 3D bounding boxes which were used to extract the point-wise segmentation labels. KITTI (Geiger et al., 2012 ) is a public dataset for autonomous driving tasks; however, there is no benchmark for semantic segmentation so the 3D object detection benchmark has been used to extract the point-wise classifications as mentioned earlier in SCALA.
Input Representation
LiDAR sensors produce a point cloud in which all the surrounding objects are detected in the 3D world. Figure 4 shows a sample of a 3D LiDAR point cloud. A volume is constructed around this cloud as seen in Figure 5 where its the first dimension is the range(x), the second dimension is the width(y) and the third dimension is the number of Li-DAR layers. As a result, the intensity of the existing points in each cell is used to indicate the occupancy. A region of interest is assumed around the vehicle in the four directions, in order to calculate the shape of the volume. A certain resolution is used in both the X and Y directions, where each cell in X and Y are represented with a vector of size N, equal to the number of LiDAR layers to preserve the height information. This yields a volume of height: Range(X) / resolution(x) , and width: Range(Y) / resolution(y) and depth equals the number of layers.
Network Structure
Our goal is to perform semantic segmentation on a 360
• point cloud. VolMap, a lightweight version of Unet (Ronneberger et al., 2015) has been used as in the architecture shown in Figure 6 . VolMap model differs from the original Unet in the number of feature channels in the convolution layers, and the usage of upsampling layers instead of deconvolution. Added to that, only three levels of downsampling are used since the nature of our data does not require such a deep network.
The loss: Weighted cross entropy loss is used, as described in enet (Paszke et al., 2016) , where weights are assigned based on the frequency of the classes encountered, following this equation: loss = 1.0 log(1.02 + class f requency) The metric: The Intersection Over Union (IOU) is calculated for each class to evaluate our models. For the results reported in section 5, the test data is projected back to the raw point cloud to avoid data loss; hence, the IOU is measured on the original point cloud without any data transformations.
Experiments
VolMap is evaluated on two dataset benchmarks: SCALA, and KITTI (Geiger et al., 2012) as described in section 4.1. Models have been trained for 300 epochs, with the architecture described in section 4.3 using stochastic gradient descent (SGD), where a learning rate of 1e-4 and a batch size of 16 point clouds were applied.
Evaluation on SCALA benchmark

IMPLEMENTATION DETAILS
To evaluate our models performance, two main models are used to compare against: SqueezeSeg as a real-time view-based approach and PointNet++ (Qi et al., 2017b) as an unordered point-cloud based approach. SqueezeSeg: As discussed in section 3, a LiDAR surrounding view point cloud cannot be modeled with a spherical projection. As an alternative, points from each sensor are modeled in the spherical projection format. The input data coming from the five sensors have been augmented and trained altogether. This model suffered from over-fitting when trained this way given the loss noticed in the input features of each sensor to the network. A projection of each sensor's point cloud was not able to capture enough features for our classes.
PointNet++: The original model from the paper (Qi et al., 2017b) was used to train the 360
• point cloud as raw data coming directly from the sensors so that the input shape is the number of points detected in each time stamp. VolMap: The input representation described in subsection 4.2 has been followed to construct our input data. In SCALA 360
• surrounding system experiments, the chosen Region Of Interest goes to 30 meters in both the front and back directions(60m range) and 20 meters in both the right and left directions(40m width). The resolution used in both X and Y is 0.4 meters, which gives us a volume of [160, 98, 4] used as the input to our segmentation network. Different resolutions and regions of interest have been investigated to reach the chosen ones. Given the IOU results on the raw data, the current configurations are the best fit for both our run-time and accuracy.
RESULTS
Evaluation has been done on a sampled subset from the original dataset with sampling rate of 100 frames per second on completely different scenarios than the ones included in the training/validation. The three models are trained and compared using the same data splits for training, validation and testing. VolMap is able to achieve higher accuracies than PointNet++ while being 10x faster in the run-time as shown in tables 1 and 2. VolMap can capture the geometry of the irregular shapes found in SCALA point cloud even with its high sparsity, while PointNet++ requires dense input data to be able to excel the same task.
Evaluation on KITTI benchmark
IMPLEMENTATION DETAILS
KITTI (Geiger et al., 2012) dataset has been used to train and test a modified implementation of SqueezeSeg and PointNet++ (Qi et al., 2017b) against VolMap to prove the feasibility of our approach. Although KITTI's LiDAR covers a 360
• view of the scene, only the camera field of view (90 • ) has been taken into consideration as this is the only annotated part of the data-set. SqueezeSeg-Modified: The approach introduced in SqueezeSeg has been followed with slight changes in the input shape. SqueezeSeg uses the range, intensity and the three Cartesian coordinates of each point as input channels while our implementation uses the range and intensity only. The primary neural network used is the same as the one used in VolMap and described in section 4.3. The input is constructed as 80 LiDAR layers as image height and 600 angles as image width, while the range and intensity are the two input channels. PointNet++: Original PointNet++ model has been used, while the training followed the self-incremental learning approach as described in (Abdou et al., 2019) . VolMap: To prepare the VolMap input, the 90
• view has been discretized with a resolution of 0.4 meters for the range and width, maintaining ten layers in height used as input channels. This yields an input shape of [160, 112, 10 ] to our neural network, which covers a range of 60 meters and a width of 45 meters.
RESULTS
Evaluation has been done on data sequences already excluded from the original dataset during training/validation. Tables 3 and 4 show that VolMap achieves better accuracies on all the classes with 20x faster run-time than PointNet++ since it operates on the 3D raw data directly which requires higher inference time than VolMap. As for the Spherical Projecions, VolMap obtained better accuracies on 60% of the classes with a 50% faster run-time. This indicates that VolMap can better capture the features of the LiDAR detected objects while maintaining the run-time as an edge over the spherical projection. (Geiger et al., 2012) datatset provides a 360
• LiDAR point cloud, only the front camera field of view is annotated which is a total of 90
• . That's why KITTI was not part of this study and SCALA benchmark as described earlier in the data section 4.1 is used. The LiDAR setup designed in figure 2 is the main system under investigation. Different sensor configurations have been used in this experiment, starting from a single frontal left sensor (S1), a single front right sensor (S5), two left and right sensors (S1 and S5) in the front direction to the full 5-sensor setup covering 360
• view, as seen in Figure 2 . Results are reported in table 5. Capturing the point cloud structure and geometry improves as more points are detected from different LiDAR sensors. This indicates that the more sensors added in the vehicle, the better understanding VolMap can reach. A sample of the resulting point cloud is shown in Figure 1 ; different colors distinguish the reflections coming from each sensor. Multi-LiDAR setup adds more features to each object detected and hence increases the understanding of the overall scene.
Conclusion and Future Work
Pointwise classification for LiDAR point clouds has been a challenging area of research given the non-regular features and the sparsity in the data. Efforts are made to achieve good accuracy to understand the features in unordered point clouds while keeping an eye on the run-time complexities. Most of the current approaches have been tested and tuned for our problem, but none of them achieved the required run-time and accuracy. Using LiDAR Layers/height as input channels to a 2D segmentation network to segment whole 3D surrounding view point cloud was able to get the best balance between real-time running and accurate predictions. The same approach can be extended to 3D object detection, which is an expensive model. Using the LiDAR layers as input channels will replace the 3D Convolutions layers with 2D ones; hence, the same approach will be followed for 3D object detection on KITTI dataset using VoxelNet model architecture. Another problem to investigate is the effect of a single 360 LiDAR vs. multi-LiDAR sensor setup covering the 360
• view on the overall scene understanding. 
