make it possible to categorise subjects based on temporal patterns of change with latent variable methods such as growth mixture modelling (GMM) that can provide unbiased estimates of trajectories of change in the presence of missing data (Muthen & Asparouhov 2008; Beunckens et al. 2008) . This appendix describes in details the application of GMM to data from the the Genomebased Therapeutic Drugs for Depression (GENDEP) project, a twelve-weeks part-randomized openlabel study of depression treatment comparing two active antidepressant drugs.
Methods

Growth mixture modelling
The time course of change in depressive symptoms during treatment was modelled in 807 individuals with at least one observed post-baseline data point on the originally allocated medication. Dependent variables were MADRS total scores at baseline and one or more of the 12 weekly follow-up assessments. As it was our aim to externally test the classification, information on drug or genotypes was not included in the model. To establish the best classification based on the longitudinal pattern of change, we applied a series of growth mixture models. Growth mixture modelling (GMM) is a generalisation of repeated-measure mixed effect regression. In addition to random effects, GMM can account for subject heterogeneity in temporal patterns of change by latent classes corresponding to qualitatively distinct trajectories (Muthen & Asparouhov 2008; Beunckens et al. 2008) . Stability of these models has been assessed through extensive simulations (Nylund et al. 2007) . To identify the most parsimonious and interpretable solutions, we have Technical Appendix to Uher et al "Trajectories of change during antidepressant treatment" s2 explored several classes of GMM. We first fitted standard growth models with intercept and linear effect of time. Then we added quadratic polynomials of the time variable that allow curved trajectories. Finally, we fitted piece-wise models that allow modelling specific time-periods as distinct growth curves separated by transition points. Piece-wise models allow sharp bends at transition points in addition to straight or curved trajectories between the transition points (Duncan et al. 2006; Li et al. 2001; Muthen et al. 2008) . Two-piece and three-piece models with several different transition points were explored. All models were fitted in the Mplus program, version 5.1, using maximum likelihood estimation (Muthen & Muthen 2008) . To ensure that the best solution corresponds to global optimum rather than a local maximum likelihood solution, we repeated the fitting procedure at least 300 times with different sets of random starting values and 50 final optimizations. Only solutions that were replicated with different starting values were accepted.
Model selection
We applied the Bayesian Information Criterion (BIC) to choose the best fitting a most parsimonious model (Schwartz, 1978) . BIC, calculated from the maximised likelihood with a correction for number of parameters estimated in the model, is commonly used to select the best model, with smaller BIC indicating a better model and differences of 10 or more considered as evidence favouring one model over another (Raftery, 1995) . We used the Lo-Mendell-Rubin likelihood ratio test of model fit to quantify the likelihood that the data can be described by a model with one-less class and a p value smaller than 0.05 indicating that the additional class significantly improves fit over a model with fewer classes (Lo et al. 2001) . For the decision on the number of classes in the final model, the Lo-Mendell-Rubin test was confirmed by the more accurate and computationally demanding parametric bootstrapped likelihood ratio test with 100 draws (McLachlan & Peel 2000; Nylund et al. 2007 ). Finally, the entropy value was calculated for models with more than one class, to quantify the uncertainty of classification of subjects into latent classes.
Entropy values range from 0 to 1, with 0 corresponding to randomness and 1 to a perfect classification (Celeux & Soromenho 1996) . In addition to these formal criteria, the class sizes and interpretability were considered to select a model which would be applicable to the analyses of treatment trials. Specifically, we aimed for models with few large classes, as a latent class that includes only a small proportion (<10%) of subjects would have little utility in the analyses of treatment studies, unless it represents a qualitatively distinct subgroup of major interest.
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Missing data
As expected in longitudinal studies with human participants, the GENDEP sample contained a significant proportion of missing data. Most of the missing data were monotone, due to 35% of participants terminating the study prematurely. Otherwise, the data were 93% complete. Maximum likelihood estimation is suitable for datasets containing missing values (as the present data do), as it allows using all available data without the need to impute missing values and provides unbiased estimates under the relatively unrestrictive "missing at random" (MAR) assumption (Little & Rubin 1987) . In a previous exploration of missing data patterns in the GENDEP sample, it was concluded that the MAR assumption is reasonable (Uher et al. 2009 ).
Sensitivity analysis to assess effect of non-random allocation
GENDEP was a part-randomized study and 42% subjects were allocated to drug non-randomly.
This could have introduced a bias into drug comparison. To assess if the GMM and drug comparisons are affected by any such bias, we have repeated the analyses, including GMM in the restricted sample of randomly allocated subjects.
Results
Latent trajectories of response to antidepressants
Standard growth models with linear and quadratic effects of time provided good representation of initial changes but tended to depart markedly from observed data in the second half of the twelveweek period. Addition of cubic effect of time or separation of the growth into two serial components in a piecewise growth model improved the fit. Of the simple mean curve linear mixed effect models, the model with a cubic growth factor (Model 3.1) provided the best fit. Overall, the best fit (lowest BIC) was achieved with piecewise growth mixture models separately modelling the change in weeks 0-2 and in weeks 3-12 with linear effect of time for the first period and linear and quadratic effects of time for the second period and allowing more than one class ( Table S1) Table S3 and Figure S5 . As it was our aim to find an alternative to dichotomous outcome measures, the advantage of three-class model was marginal, and the additional class included only a small proportion of subjects, we primarily explored the usefulness of the classification based on the two-class piecewise growth mixture Model 4.2. As there was some minor misspecification in the final three weeks with observed values being slightly lower than model estimates (Table S and Figures S5 and S6), we explored several three-piece models that would allow a different growth curve for the final 3-5 weeks. However, these models were less stable and did not improve model fit. The misspecifications and problems with fitting three-piece models were partly due to a larger proportion of missing values in the last four weeks.
Results of sensitivity analysis of randomly allocated subjects
To exclude an effect of selection bias, the GMM was repeated in a restricted sample of 460 subjects, who were randomly allocated to escitalopram (n=231) and nortriptyline (n=229). The results of GMM in this sample were similar to those based on the entire sample, differing on average by only 0.7 of a point on the MADRS scale (absolute average difference), corresponding to 0.1 of a standard deviation (see Table S4 and Figure S6 for details of the final model estimated in Technical Appendix to Uher et al "Trajectories of change during antidepressant treatment" s5 randomly allocated subjects. We conclude that GMM estimation was not unduly influenced by the inclusion of non-randomly allocated subjects. Table S1 ). The numbers of subjects in classes 1, 2 and 3 are 456, 301 and 60 respectively. 
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