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The Newton iterative method for determining the zeros of a smooth real 
function defines a discrete semidynamical system. For such a functionf(x) 
the associated Newton function is N(x) = x -f(x)/“(x) and the dynamics 
of the system are determined by the iterative procedure xi+ 1 = N(xi), where 
i >, 0 and x0 is the initial point. Since the zeros of f(x) are determined by 
means of convergent sequences {xi}, the existence of nonconvergent infinite 
sequences, their behavior, the set theoretic structure of the corresponding 
set D of initial points, and the measure of D are of singular interest. In fact, 
Barna has shown [l-3] that iff( ) x is a polynomial with all real zeros, then 
~(0) = 0 (Lebesgue measure) and if, in addition, f(x) has at least four dis- 
tinct zeros, then D is a Cantor set. Recently, Saari and Urenko [6] have 
extended Barna’s Cantor set result for D to a much broader class F of real 
functions and have also shown that iff(x) E F, then the associated Newton 
semidynamical system, when restricted to the invariant set D, is charac- 
terized by a semishift on a finite number of symbols. That is, Newton’s 
method is chaotic on the nonconvergent set D. 
The purpose of this note is to supplement the results of [6] by relining 
and improving upon some of the defining conditions on f(x) E F and then 
showing that these conditions are sufficient not only to imply that D is a 
Cantor set, but also to imply that p(D) = 0. This is accomplished by infer- 
ring the properties of N(x) and its semidynamical system which follow 
from the conditions imposed onf(x) and then exploiting them in order to 
facilitate the application of the same type of analysis as that used by Barna 
in [3]. 
CLASS F 
In this section we define class F by enumerating six conditions on f(x) 
and concurrently infer the corresponding properties of N(x). 
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The first four conditions are the following: 
(Fl) f(x) E C’( - co, co). 
(F2) f(x) has a finite number of zeros. 
(F3) The zeros off(x) (f’(x)) separate or are equal to the zeros of 
f’(x) (f”(X)). 
(F4) The zeros off’(x) (f”(x)) are contained in the closed interval 
determined by the smallest and largest zeros off(x) (f’(x)). 
Let Z= {z,, z 2,..., z,} denote the set of n distinct zeros off(x). Conditions 
(F3) and (F4) imply that the set of zeros off’(x) which are not also zeros 
off(x) has n - 1 elements. Let Z’ = {z; , z; ,..., zk ~, } denote this set and let 
I,=(-co,z;), Zn=(zL-,, co), and Zk=(zh-,,&), 2<k<n-1. Then 
zk E Zk, 1 d k 6 n. Let Z” denote the set of zeros off”(x) which are not also 
zeros off(x) orf’(x). Then (F3) and (F4) also imply that each Zk contains 
at most two elements of Z” and perhaps none and that if there are two, 
then 2 6 k < n - 1 and there must be one less than and one greater than zk. 
Finally, for each k, 1 <k <n, let ak and b, denote the smallest and largest, 
respectively, of either zk or the elements of Z” in Z,. Then, iff(x) satisfies 
(Fl) through (F4), we have the following: 
WI N-+C*(U;=~ I,c). 
lim W) lim,+.: N(x) = cc and lim, +=; N(x)= -co, 1 <k<n- 1, 
x~co N(x)= cc and lim x--t --co N(x)= --co. 
(N3) When 2 <k 6 n - 1, N(x) is decreasing on (z;~ i, ak) and 
(bk, z;) and increasing on (a,, bk) (if ak # bk). 
N(x) is decreasing on (b,, z’,) and (zk-,, a,) and increasing on (-co, b,) 
and (a,, co). 
(N4) zk is a unique fixed point for N(x) in each Z,, 1 <k <n. When 
2 6 k < n - 1, there exist points pk and qk such that z; _, < pk < ak < b, < 
qk<z;,N(p,)=q,,N(q,)=p~,andifx,~(p,,q,),thenxi~(p,,q,)forall 
i > 0 and {xi} converges to zk. If x,, E I, (I,), then xi E I, (I,) for all i b 0 and 
{xi> converges to z,(z,). 
Properties (Nl), (N2), and (N3) are easily verified using the facts that 
N(x) =x -f(x)/f’(x) and N’(x) =f(x)f”(x)/(f’(x))*. Verification of (N4) 
can be found in [S] and [6]. 
The preceding properties are sufficient to imply chaos as defined in [6]. 
The dynamics of the Newton system partition the reals into three subsets. 
The first is the set of initial points x,, such that xi E Z’ for some i> 0. Since 
Z’ is finite, (N2), (N3), and (N4) imply that this subset is countable and 
thus has Lebesgue measure zero. The second is the invariant set C of initial 
points such that {xi} converges to an element of Z. The third is D, the set 
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of initial points such that xi is defined for all i>,O but that (xi} does not 
converge. (N4) implies that if X~E D, then xie lJ;~h (I, - (pk, qk)) for all 
i > 0. With this in mind, let S denote the set of all infinite sequences with 
entries consisting of the n - 2 symbols Z2,..., 1, ~, . Let h: D -+ S be defined 
by letting h(x,) denote that symbol sequence for which xi lies in the ith 
interval of the sequence for all i 3 0. In [6] it is shown that h is surjective 
and that if T is the semishift operator on S, then T(h(x,)) = h(N(x,)). That 
is, if n > 4 (implying at least two bounded intervals I,), then the Newton 
semidynamical system is chaotic on the invariant divergent set D. 
The fifth condition onf(x) is the following [S]: 
(F5) If S(x)f”(x) < 0, then 
J-(x) f”M(f’W)’ -f(x) f”(x)1 - wH*cuYXv -f’(x) f”‘(x)1 < 0. 
This implies that N(x) has property (N5). 
(N5) When 26k<n- 1, N”(x)>0 on (z;-,, uk) and N”(x)<0 on 
(bk, &I. 
This implication follows directly from the definitions of ak and bk and the 
identity 
f(x) N”(x) = rf(Jw”wC(f’(4)* -f(x)f”(x)l 
-m))2Cmx))2 -f’(x)f’~(x)ll/(f’(x))3. 
Included in the collection of functions satisfying the live preceding F- 
conditions are the polynomials with all real zeros. That such polynomials 
f(x) satisfy the first four conditions is clear. That f(x) satisfies (F5) follows 
directly from the fact that both f(x) and f’(x) satisfy the Turan inequality 
(g’(x))* - g(x) g”(x) 3 0. In addition, real functions of the form 
f(x) = xk exp( -.x2 + bx + c) ZZj exp 
where k is a nonnegative integer, a, b, and c are real, a 2 0, and {d,} is a 
finite set of nonzero real numbers, also satisfy these five conditions [4, 5,73. 
To state the final condition onf(x) we point out that (N5) implies that 
the Only pair of period-two points lying in I,, 2 6 k Q n - 1, iS the pk, qk 
pair of (N4) [6]. Thus, the system of equations 
f(PW(P) = P - 4, f(4)/!!-‘(4) = 4 - P 
has exactly n - 2 solutions (pk, qk) with both variable values in each 
solution contained in the same bounded interval I,. The final condition is 
this: 
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(F6) The system of equations 
.f(PM’(P)=P-q, f(qM”‘(q)=q-p, f(rW(r)=2r-p-q 
has exactly n - 2 solutions (pk, qk, rk) such that 
This condition implies a certain symmetry in the behavior of N(x) with 
respect to each pair of period-two points pk and qk. Since N(p,) = qk and 
N(qk) = pp we have that [N(p,) - N(qk)]/(pk - qk) = -1 and since 
N(rA) = rk -f(r,)/f’(r,), the third equation of (F6) implies that 
CN(P,) - Mrdll(Pk - rk) = -1 and that CNd - Wqdllh - qk) = -1. 
It now follows from the Mean Value Theorem and (N3) that there exist 
points ck and dk with NI(cJ = -1 and N’(d,) = -1 such that pk < ck < 
rk<dk<qk and ck<ak<bk<dk, 26kdn-1. (N6) now follows by 
exploiting (N.5). 
(N6) There is a constant m > 1 such that IN’(x)1 3 m on the intervals 
(z;~~,P~] and [qk,zb), 2<k<n-1. 
Barna has shown [2] that for polynomials with all real zeros, IN’(x)1 > 1 
when x = pk or x = qk. Consequently, such polynomials satisfy (F6). In [6] 
it is shown that the additional properties (N5) and (N6) imply that the 
nonconvergent chaotic set D is a Cantor set. In the next section we will 
apply the same type of analysis as that used by Barna in [3] to show that 
these properties also imply that D has Lebesgue measure zero. 
MEASURE ZERO 
THEOREM. I f fy  F, then p(D)=O. 
We begin by inferring from (N4) that if x0 E C, then there exists a 
smallest nonnegative integer such that xi is an element of a particular one 
of the intervals (-co, z;), (zk-,, co), or (pk, qk), 2<kdn- 1, when i is 
equal to or greater than this integer. Consequently, we refer to these as 
“absorbent” intervals and let Co denote their union. (It is the distribution 
of the inverse iterates of these intervals which induces the Cantor structure 
on D.) Let Ci denote the set of all points x0 E C such that i is the smallest 
nonnegative integer for which X~E Co. It follows directly from (N2), (N3), 
and (N4) that C=UEoCi, that CicU;:: ((z;-,, pk) U(qk,zb)) when 
i > 1, that C, n Cj = 0 when i # j, and that each Ci is the union of a finite 
number of disjoint intervals. Therefore, Cp”=, p(Ci) is a convergent series. 
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The existence of the “absorbent” intervals ( - co, 2;) and (.zL- I, co) and 
properties (N2), (N3), and (N4) imply that when 2 6 k <n - 1, there exist 
points uk and vk such that z;-,<u,<p,<q,<v,<z;, 
N((zh_,,u,])=[z~_,, co), and N([u~,z~))=(-cc, z;]. Let DO=U;:: 
((u,, pk] U[qk, vk)) ((Nl) implies that \W’(x)l is bounded on D,) and let 
Di= {x,ED~~x~E.D~}. Then D= nzO D,. Now let X denote any one of 
the intervals in the D, union and let Di(X) = {x0 E Di\ x, E X}. Since the 
number of X-intervals is finite, the theorem would follow if it were shown 
that, for a given X-interval, lim, _ m p(Di(X)) = 0. 
Properties (N2), (N3), and (N4) imply that the preceding X-interval 
contains a subinterval Y which is the pre-image of some “absorbent” inter- 
val. Let Ci( Y) = { x0 E C 1 xi E Y}. It follows directly from the same proper- 
ties that both D;(X) and C;(Y) consist of the union of a finite number of 
intervals with each D,(X)-interval containing exactly one of the Cj( Y)- 
intervals. Let Xi represent any one of the D,(X)-intervals and let Yi 
represent its Cj( Y)-subinterval. Let (X,1 and 1 Yil represent the lengths of 
these intervals. Now, if there existed a constant c, independent of i and the 
particular Xi, Y; pair, such that lXil 6 c( Y,I, then, by summing both sides 
of this inequality over all Xi, Y, pairs, we would have that 
p(D,(X)) < cp(Ci( Y)). But Ci( Y) c UJ’?~+ 1 C, and the fact that cy”=, P(C~) 
converges implies that lim, _ 5 c,“= ;+ 1 p(Cj) = 0, which in turn implies 
that lim;, n3 p(Ci( Y)) = 0. Thus, if such a constant c existed, then 
lim, + m p(Di(X)) = 0 and the theorem would follow. 
To show that such a constant c exists we note that (Nl) and (N3), in 
conjunction with the Mean Value Theorem, imply that there exist points 
x’~X~andy’~ Y,such that IXjplJ =(N’(x’)JIX,I and (Y,-rl = IW(y’)lIY,l. 
Consequently we have that IX,l/l Yil = (IX,_ J/l Y,_ J)(IN’(y’)\/lN’(x’)1. Let 
m, and m, denote the minimum and maximum values, respectively, of 
IN’(x)1 on X,. Since YicX,, we have that lXJ/[ Yil <(IX,.+,l/lY,-,I) 
(mz/ml). But m2/m1 = 1 + (m2 - ml)/ml and so, since (N6) implies that 
m, > 1, we have that m2/m, < 1 + m2 -m,. Thus, IX,l/l Yil d (IX,_, I/ 
1 Yip,I)( 1 + m2 - ml). Now, (Nl) and (N5), in conjunction with the Mean 
Value Theorem, imply that there exists a point x” E Xi such that m2 - m, = 
JN”(x”)J /X,1. But (Nl) implies that there exists a constant b such that 
IN”(x)\ <b on D, and (N6) implies that IX,/ < 1X1/m’. Consequently, we 
have that \Xil/l Y,I 6 (IX,- ,I/1 Y,-,I)( 1 + blXl/m’). Repeated application of 
this inequality yields IXJ/l Y,I < nJ= I (1 + blXl/mj)(lXl/l Y(). Since m > 1, 
we also have that IX#l Y,J <n,“_ 1 (1 + blXl/m’)(lXl/l Yl), where the right- 
hand side of the inequality is finite and satisfies the requirements for the 
aforementioned constant c. 
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