Abstmcr-The n-star graph, denoted by S,, is one of the graph networks that have been recently proposed as attractive alternatives to the n-cube topology for interconnecting processors in parallel computers. In this paper, we present a parallel algorithm for the computation of the Fourier transform on the star graph. The algorithm requires O(n*)multiply-add steps for an input sequence of n! elements, and is hence cost-optimal with respect to the sequential algorithm on which it is based. To the best of our knowledge, this is the first algorithm, and the only one to date, for the computation of the Fourier transform on the star graph.
I. INTRODUCTION HE STAR GRAPH was proposed in [l] as an attractive
T alternative to the n-cube (or hypercube) topology for interconnecting processors in parallel computers. It offers a network with fewer interconnection edges and smaller communication delays compared to the hypercube. Because of its rich symmetry, the star graph has various decomposition schemes.
In this paper, we present a parallel algorithm for the computation of the Fourier transform on the star graph. To the best of our knowledge, this is the first such algorithm (and the only one to date) to be proposed. The algorithm is based on a method for the computation of the Fourier transform initially presented by Cooley and Tukey in 1964 [6] . We use a specific decomposition of the star graph that combines two known decomposition schemes. These are the decomposition of S, into n subgraphs and into (n -2)! disjoint cycles of length ( n -1). each. For an input sequence of n! elements, the algorithm requires O(n2) multiply-add steps, and is costoptimal with respect to the sequential algorithm on which it is based.
The paper is organized as follows. In Section 11, we give a description of the star graph as well as some basic properties. A scheme for decomposing the star graph into disjoint cycles is described in Section 111, and in Section IV an ordering for the vertices of the star graph is given. In Section V, we present the Cooley-Tukey method for the computation of the Fourier transform. Our parallel algorithm appears in Section VI, and in Section VI1 we show how the Fourier transform can be computed on a linear array of processors, as required Manuscript received March 3, 1992; revised September 14, 1992 . This work was supported by the Telecommunications Research Institute of Ontario and by the Natural Sciences and Engineering Research Council of Canada. 
THE STAR GRAPH
The n-star graph, denoted by S,, has n! vertices corresponding to the n! permutations of n distinct symbols. A vertex corresponding to permutation a102 . . . ai-laia;+l . . . a, is connected to those vertices corresponding to permutations aia2 ...ai-lalai+l . -. a n r for 2 5 i 5 n, (i.e., those permutations that result from interchanging the first symbol in the permutation ~1~2 . .
. a;-la;ai+l . . . a, with any of the remaining n -1 symbols). The edge connecting the vertex associated with the original permutation to that vertex associated with the permutation resulting from the interchange between the first and the ith symbols is called the ith connection. In this way, every vertex is an endpoint of n -1 edges corresponding to the n -1 symbols that can be interchanged with the symbol in the first position of the associated permutation, as shown in Fig. 1 for the three symbols 1, 2, and 3 [I] . Without loss of generality, we henceforth use the set of symbols { 1,2, . . . , n } to label the vertices of S,.
As shown in [l], [2] , S, enjoys a number of properties desirable in interconnection networks. These include regularity, vertex and edge symmetry, maximal fault tolerance, and strong resilience. Because of its rich symmetry, the graph is easily extensible, can be decomposed in various ways, and allows for simple routing algorithms. The graph was shown to be Hamiltonian in [4] , [9] , and an efficient sorting algorithm was developed for it in [8] .
In addition, S, is superior to the n-cube [ 11 with respect to three key properties: total number of vertices, degree (number of edges at each vertex), and diameter (maximum distance between any two vertices). For any n > 3, S, has more vertices than the n-cube (n! vertices versus 2"), and the degree and diameter of S, are sublogarithmic in the number of its vertices ( n -1 and 1-J, respectively) compared to those of the n-cube, which are both equal to n, i.e., logarithmic in the number of its vertices. It is also known that S, can be decomposed into n subgraphs Sn-l by fixing each different symbol in one particular position 2 to n [l]. If we fix a symbol in the last position, we observe that there are (n -l)! permutations that constitute an Sn-l. For example, if the symbol in the last position is held fixed with any symbol, then we get (n -l)! permutations (Le., an Sn-l) for every one of the n symbols. Thus, the vertices of the S, can be partitioned into n groups, each containing ( n -l)! vertices and each being isomorphic to Sn-l as shown in Fig. 2. -, n } .
Further, let * represent any permutation of the n -2 symbols
In what follows, we use the notation ml * m2 to represent a permutation of (1, 2, a . . , n}. For example, if n = 9, ml is 5, m2 is 8, and * is 7 416 932, then ml * m2 is 574169328.
Let ml and mz be two distinct symbols from { 1,2, nI. A DECOMPOSITION SCHEME FOR THE STAR GRAPH Recently, a new decomposition scheme was proposed in
[13], which partitions S, into ( n -2)! disjoint cycles of length (n -1). each. Each cycle can be defined by its initial permutation. Initial permutations in S, are of the form P = 1 * n. If we represent by di the position of symbol i in P, where d l = 1, then starting at P and repeatedly visiting connections d2, d3,. .. , dn-l, d,, d2 , .. , we get a cycle of length (n -1)n. The way a cycle is created is described below.
, & -I , we get apath l*n, 2*n, a -. , (n-l)*n of length n-1, in which all permutations end with symbol n. If we now visit connection d,, we get the permutation n * (n -l), in which symbol i is in position dimodn+l. Starting from n * (n -l), we visit once again connections d z , d3, . . . , dn-l, and we get the path n * ( n -l ) , l * ( n -l ) , , . . , (n-2)*(n-l) ofn-1 permutations, all of which end with the symbol n -1. In general, the jth, 1 5 j 5 n, time we visit connections d2, d3,. , dn-l, we get the path (n-j+2)*(n-j+1), (n-j+3)*(n-j+1), e . , n * (n -j + l), 1 * (n -j + l ) , . . .
Starting at P and visiting connections d2, d3,.
of length n -1, in which all permutations end with symbol n -j + 1. If we call the jth group of n -1 permutations path j , the following observations can be made.
1 
4)
Because each cycle is generated by an initial permutation of the form 1 * n, there are in total (n -2)! cycles, one for each permutation of the symbols 2 , 3 , . . . , n -1. The decomposition of S, into disjoint cycles can be combined with its decomposition into substars. It is well known
)
that each S, can be decomposed into n! /k! substars S k (k < n ) [l]. We have just demonstrated how to decompose S k into (k -2)! cycles each of length (k -1)k. As a consequence, S, can be decomposed into n ! / ( k -1)k disjoint cycles of length (k -1)k each.
Iv. ORDERJNG OF THE VERTICES
In this section, we give an ordering for the vertices of S, , and a function that maps this ordering to the positive integers. As shown in Section VI, this ordering allows input to, and output from, the vertices of the star graph in a manner appropriate for the computation of the Fourier transform.
The ordering 4 on the vertices of S, can be defined as
there exists an i , l 5 i 5 n, such that aj = bj for j > i, and ai > b,. In order to provide some intuition, we relate 4 to the more common lexicographic ordering. Assume that the 
.,s(N)}, its
Fourier transform (FI') is the sequence resulting from evaluating the following expression:
where WN is a primitive N t h root of unity, i.e., WN = with i = J--r.
Suppose that N , the number of input elements, is composite, and factors as N = r 1 . rg. If we arrange the N elements into an x 7-2, 2-D grid using row major order, the Fourier transform can be written as follows:
where ~( k l , ko) refers to the element in row kl and column k g of the grid, 
According to this decomposition method, the Fourier transform can be computed in three steps 
VI. THE FOURIER TRANSFORM ON THE STAR GRAPH
We are given a sequence of numbers {z(l), z ( 2 ) , . . . , ~( n ! ) } , and n! processors interconnected in an S, topology, such that each processor holds one element of the sequence. An algorithm is now presented that computes the Fourier transform of the sequence on the star graph.
In what follows, when we refer to the rearrangement of elements over the ith connection, we mean that all of the vertices of S, that are adjacent through the ith connection exchange their elements.
A. Mapping the Fast Fourier Transfonn to the Star Graph
Assume that we want to compute the Fourier transform of a sequence of length N , where N = n!, on the star graph S,, by using the FTT method. From its definition, n! can be written as follows:
In other words, N is a number composed of n factors. If we denote the ith factor by ri and exclude the initial unity, then n! can be written as follows:
The Fourier transform that we use is based on the decomposition of N, the number of elements, into n -1 factors [6] . If the N elements are arranged into an 7-2 x ~3 x . --x T,, (n -1)-dimensional grid, the n!-length FFT can be computed as follows. Using the notation, and recalling the decomposition into disjoint cycles described in Section 111, it follows that the star graph possesses the following attributes. However, in order to always have the appropriate elements in adjacent positions in the cycles of the star graph, a special initial arrangement of the elements is needed, and every Fourier transform step is separated from the next by a rearrangement of the elements. Thus, step i is followed by a rearrangement of the elements over the (n -i + 1)st connection of the star graph. If we imagine that the elements are arranged into a rp x 7-3 x x T,, (n -1)-dimensional grid and are indexed by following successively dimensions 1,2, . . * , n -1, this rearrangement is needed in step i in order to bring in adjacent vertices of the star graph groups of r,-i+l elements that are adjacent over dimension n -i of the grid and should participate in the same FT computation. For example, in the 2-D case, this rearrangement corresponds to a change from columns to rows. In the next two subsections, we show Tn-i+z ... T, paths of length r,-i+l each. Thus, the number how using the ordering described in Section IV and successive rearrangements, elements that participate during step i in the same r,-;+l-length I T are brought into vertices of the star graph that from a linear array.
B. Embedding a Grid into the Star Graph
n, (n -1)-dimensional grid following successively dimensions initially arranged into the vertices of the star graph according to 4 (described in Section IV), and if the elements are rearranged successively over connections 2,3, -. , n of the star graph, then after rearrangement over connection i of the star graph, the i elements that are adjacent over dimension i -1 of the grid reside in vertices of the star graph that form a linear array.
For brevity, we use the expression the permutation associated with element i in this subsection to mean the permutation associated with the vertex of the star graph that contains element i. If initially 4 is used, then the permutations associated with the i elements that are adjacent over dimension i -1 of the grid can be obtained from each other as follows: If ala2 ... ai ... a, is the permutation associated with the last of the i elements, then the permutation associated with element i -1 is obtained from the permutation associated with element i after we exchange symbols in positions i and dp, where dl(2 5 E 5 i) is the position of the lth largest symbol among a l l a2, ... Assume that the n! elements are arranged into a 2 x 3 x ... x 1,2, ... , n -1. We now show that if the input elements are ai. In general, the permutation associated with
C. Initial Ordering and Rearrangements
Initially, we want elements that are adjacent over dimension n -1 of the grid to reside in processors that form a linear array. This can be done if we first rearrange elements ordered according to + over connections 2, 3,. . a, n of the star graph.
If an element is initially stored in the processor indexed Fig. 3 . Star graph FFT algorithm.
Step 1: After the elements have been arranged initially as shown, this step computes 4-length FT's among the elements connected by boldface lines.
. . ... a, . . . a,) . Therefore, the permutation representation of each vertex is cyclically shifted to the left once, before applying the mapping function II to it. For example, for n = 4, Table I1 shows the initial ordering of the vertices of S, (in column major order), along with the index of the element that each processor contains (see Fig. 3 ).
i ( n -
Subsequently, the elements are rearranged over connections n, n -l,..., 2 during the execution of the algorithm, as illustrated in Figs Table I shows the final ordering of the vertices of S4 (in column major order), along with the index of the element each processor contains (see Fig. 6 ).
D. Description of the Algorithm
The algorithm consists of n -1 steps as shown in Table 111 .
In step i, ( n -i + 1)-length Fourier transforms are computed among n -i + 1 adjacent processors, on the disjoint cycles of the star graph, starting in each cycle from the vertex represented by its initial permutation. Note that in step i, n -i sets of n -i + 1 adjacent processors form a cycle of length
We are now ready to describe the algorithm for computing the FT on the star graph in a more compact form. After the initial loading of the elements {~( l ) , 2 ( 2 ) , . . . , z ( n ! ) } into the the processors of the star graph following the initial arrangement of the elements, the algorithm essentially repeats three main steps n -1 times. 
E. Making the Algorithm Adaptive
One could argue that the n! input length requirements of the algorithm might be too restrictive for an actual implementation. In what follows, we show how the algorithm can be adapted to run for an input sequence of any length on S,. Let us assume that the Fourier transform of an input sequence of length E # n! is to be computed on S,. The input sequence is initially padded with zeros' until its length becomes kn!, where k = 1 div n! + 1. One more factor, namely, k, is now added to the computation of the fast Fourier transform. A processor whose number is i according to the initial ordering in subsection VI-C now receives k elements numbered jn! +i, After the execution of the algorithm, a processor whose number is i in the final ordering holds k elements numbered jn! + i for 0 5 j 5 k -1. It is important to note that when N # n!, the number of zeros required to pad the sequence to reach the next kn! is smaller than the number of zeros required to reach the next power of 2.
VII. THE FOURIER TRANSFORM ON THE LINEAR -AY
In each of the substeps of algorithms StarFFT and AdaptiveStarFFT, Fourier transforms of lengths n,n -1 , . . -, 2 are computed by using the linear array algorithm, which we briefly describe in this section.
The N-point Fourier transform of an input sequence { z( 1), z ( 2 ) , . . . , z ( N ) } can be viewed as the evaluation of the following polynomial:
at a = 1, w, w2,. ... wN-', which by Homer's rule can be (. .. ( ( z ( N ) a + z ( N -l ) > u + z ( N -2 ) ) a + .
. .+z(2))a+z(l).
written as follows:
This algorithm can be executed by a linear array of N multiply-add cells as shown in Fig. 7 [17] . The basic cell of this array can be seen in the same figure and its function is:
The Xout that come out of the rightmost cell are the FT of the input sequence. All the Xout's are computed in a pipeline fashion in O ( N ) multiply-add steps.
This algorithm can be used for the substeps of algorithms StarFliT and AdaptiveStarFFT. In each of the substeps, the processors that must perform Fourier transforms are connected in a linear array. The only difference is that the FT's that are output by the rightmost cell must be fed back to the linear array.
VIII. CONCLUSION
Because the linear array algorithm used to compute the Fourier transform runs in O ( k ) multiply-add steps for an input sequence of length k , algorithm StarFFT runs in:
multiply-add steps, and because for each i ,~~ 5 n, the algorithm runs in O ( n 2 ) multiply-add steps for an input sequence of length n!.
As pointed out in Section V, the running time of the sequential algorithm is N ( 2 + 3 + . . -+ n) = O ( N n 2 ) when N = 2 . 3 . . . n. The cost of our parallel implementation on the star graph, i.e., the processor x time product, is O ( N n 2 ) .
This means that the parallel algorithm StarFFT is cost-optimal with respect to the sequential algorithm on which it is based.
For an input sequence of length kn!, the algorithm AdaptiveStarFFT includes a sequential k-length FFT computation by each processor, and each iteration of the main loop in
StarFFT itself has been replaced by k iterations, one for each of the IC elements a processor holds. Thus, the running time of this algorithm is O(k1ogk + kn2) = O(kn2), which is larger than that of algorithm StarFFT only by a factor of O( IC). As a consequence, we say that the algorithm is optimally adaptive. Compared with other parallel algorithms for the Fourier transform, this algorithm is efficient because it uses the same number of processors as the number of input elements, its running time is O(n2) for an input sequence of length n!, and it can be made adaptive.
The best-known parallel algorithms for the fast Fourier transform are the algorithms on the hypercube [12] and the perfect shuffle [14] . Both of these networks use the same number of processors as the number of input elements. Their running time is O(1ogN) multiply-add steps for an input sequence of length N . When N = n!, these algorithms run in O(1og n!) = O(n log n ) multiply-add steps.
The Fourier transform on networks like the omega network
[lo], the indirect binary n-cube [lo], [ll] , the R network [lo] and the butterfly network [ 151, need O(n log n ) multiply-add steps for n! elements, but use a larger number of processors, namely O(n! log n!). However, input sequences in these networks can be pipelined, leading to a constant pipeline delay after the initial O(1og N ) time that is needed to fill the pipeline. A large number of processors is also required for the cube-connected-cycles (CCC) [lo] , [ A comparative survey of parallel algorithms for the FT is provided in [7] .
