Abstract-Real-time encoding and error-resilient wireless transmission of multimedia content using traditional encoding techniques requires relatively high processing and transmission power, while pervasive surveillance and monitoring systems often referred to as wireless multimedia sensor networks (WMSNs) [1] are generally composed of low-power, low-complexity devices. To bridge this gap, this article introduces and analyzes a compressive video sensing (CVS) encoder designed to reduce the required energy and computational complexity at the source node. The proposed encoder leverages the properties of compressed sensing (CS) to overcome many of the limitations of traditional encoding techniques, specifically lack of resilience to channel errors, and high computational complexity. Recognizing the inadequacy of traditional rate-distortion analysis to account for the constraints introduced by resource-limited devices, we introduce the notion of rate-energy-distortion, based on which we develop an analytical/empirical model that predicts the received video quality when the overall energy available for both encoding and transmission of each frame of a video is fixed and limited and the transmissions are affected by channel errors. The model allows comparing the received video quality, computation time, and energy consumption per frame of different wireless streaming systems, and can be used to determine the optimal allocation of encoded video rate and channel encoding rate for a given available energy budget. Based on the proposed model, we show that the CVS video encoder outperforms (in an energy constrained system) two common encoders suitable for a wireless multimedia sensor network environment; H.264/AVC intra and motion JPEG (MJPEG). Extensive results show that CVS is able to deliver video at good quality (an SSIM value of 0.8) through lossy wireless networks with lower energy consumption per frame than competing encoders.
I. INTRODUCTION
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Digital Object Identifier 10.1109/TMM.2013. 2280245 and fuse multimedia streams originated from heterogeneous sources [6] . WMSNs are enablers for applications including video surveillance, storage and subsequent retrieval of potentially relevant activities. While applications of multimedia and participatory sensor networks show high promise, they require wirelessly networked streaming of video originating from devices that are constrained in terms of instantaneous power, energy storage, memory, and computational capabilities. While there has been intense research and considerable progress in solving numerous wireless sensor networking challenges, the underlying root problem of enabling real-time quality-aware video streaming in large-scale, possibly multi-hop, wireless networks of embedded devices is still substantially open. State-of-the-art technology, for the most part based on streaming predictively encoded video (e.g., MPEG-4 Part 2, H.264/AVC [7] - [9] , H.264/SVC [10] ) through a layered wireless communication protocol stack, is affected by the following fundamental limitations:
• Predictively Encoded Video is not Resilient to Channel Errors. In existing layered protocol stacks (e.g., based on the IEEE 802.11 and 802.15.4 standards), frames are split into multiple packets. If even a single bit is flipped due to channel errors, after a cyclic redundancy check, the entire packet is dropped at a final or intermediate receiver. 1 This can lead to the video decoder being unable to decode an independently coded frame, thus leading to the loss of an entire sequence of video frames. Structure in video representation, which plays a fundamental role in our ability to compress video, is detrimental when it comes to wireless video transmission with lossy links. Ideally, when one single bit is in error, we would like the effect on the reconstructed video to be unperceivable. In addition, the perceived video quality should gracefully and proportionally degrade with decreasing channel quality.
• High Power Consumption and Encoder Complexity on Embedded Devices. State-of-the-art predictive encoding requires finding motion vectors, which is a computationally intensive operation at the encoder. This naturally leads to high energy consumption at the encoder, and/or high processor load or additional costs for specialized processors [1] . New video encoding paradigms are needed to reverse the traditional balance of complex encoder and simple decoder, which is fundamentally unsuited for embedded video sensing.
To deal with these limitations, we design and propose the compressive video sensing (CVS) video encoder, which is based on the theory of compressed sensing (CS) [11] - [14] . Compressed sensing (aka "compressive sampling") is a new paradigm that allows the faithful recovery of signals from measurements where N is the number of samples required for the Nyquist sampling. Hence, CS can offer an alternative to traditional video encoders by enabling imaging systems that sense and compress data simultaneously at very low computational complexity for the encoder. CS images and video are also resilient to bit errors [15] . Based on the low-complexity and high error resilience of CS signals, CVS is designed to compress video with low energy consumption and computational complexity at the video source.
Typically, video encoders are evaluated in terms of rate-distortion performance. However, there are some significant limitations to rate-distortion analysis when applied to video encoding on resource limited systems-above all, computational complexity and energy consumption are not considered in traditional rate-distortion analysis. However, these factors can play a key role in both the suitability of an encoder for a specific application as well as the ability of that encoder to be implemented. Energy consumption, including energy consumption required for encoding, needs to be considered jointly with the rate-distortion to obtain a valid and realistic assessment of whether an encoder is suited for implementation in a WMSN. We show that error resilience, along with the decreased computational complexity, allow CVS to perform very well in terms of energy-rate-distortion performance.
To evaluate this, we conduct an experiment-driven analysis of the energy-rate-distortion performance of CVS, along with two traditional video encoders designed for embedded wirelessly networked devices. Different from previous work on lowcomplexity encoding [16] , [17] , we jointly consider the effects of processing on resource-constrained devices and of wireless transmission on the performance of wireless encoders. We first develop an analytical model that can be manipulated to determine, for a given total energy budget per frame and a given channel condition, the optimal joint allocation of energy between wireless transmission and video encoding. Intuitively, for a fixed energy budget, as more energy is allocated to the encoder (resulting in less compression and a video of better quality), less energy is available to transmit that video over a wireless link, which will potentially result in an increased bit error rate and lower quality at the receiver. Conversely, as more energy is allocated to transmission, less energy is available to encode the video, resulting in a lower quality video. While this work is based on modeling the tradeoff between computation energy and transmission energy, real system parameters are used to develop a model that can accurately predict how a real system will perform in a WMSN. The developed model is used to find, for a given encoder, the optimal allocation between these two components, along with the optimal channel coding rate, which results in the optimal received video quality.
A reference scenario is illustrated in Fig. 1 . This diagram shows how the received video quality for a given video encoder is based on the specific encoding rate, the family of channel codes (and specific channel encoding rate), and the given en- ergy budget per frame. The energy budget per frame is split between the energy needed to encode the video and the energy required for transmitting the video over the lossy channel. These choices affect the quality of the received video at the multimedia sink. We present a methodology to compare different encoders in terms of the energy budget required to obtain a target video quality at the receiver. We then present a model to find the optimal encoded video rate and the channel coding rate that result in the maximum received video quality for a given energy budget.
For comparison with CVS, we focus on two video encoders with different characteristics mainly in terms of their complexity and of the resulting rate-distortion performance. The first is Motion JPEG (MJPEG), which is a simple low-complexity encoder designed for low-power or portable devices. For this paper we use the implementation in [18] . MJPEG is a video encoder in which each frame is individually encoded according to the JPEG standard. Because it does not exploit dependency between frames, motion estimation between frames is not necessary, resulting in lower encoding complexity. We also compare CVS to intra-encoded H.264/AVC, which is the standard H.264/AVC using intra-frame prediction only. While standard inter-encoded H.264 would clearly have a much better rate-distortion performance, there are two important reasons for only considering the intra-encoded H.264/AVC. The most important reason is that the focus of a WMSN system is to transmit a "good" quality video (where "good" will be more clearly defined later) while extending the network lifetime (i.e., reducing the power consumption) as much as possible. As we will show later, the energy required to encode even intra-encoded H.264/AVC is the limiting factor in the performance of this codec in a WMSN. This intuition was validated in preliminary experiments based on those presented in Section VII. Because the measured encoding energy was more than a factor of 10 higher when motion vector calculations were included, for the scale presented there was not enough energy budget available to encode any video at all. This makes full H.264/AVC an unrealistic and impractical choice for encoding video in a WMSN. Even if full H.264/AVC were able to be implemented, it would perform similar to intra-encoded H.264/AVC with better rate-distortion performance at the cost of more energy required for encoding. It would require more energy to implement the inter-frame prediction, it would be more sensitive to channel errors, but it would result in a smaller encoded size.
The remainder of this paper is structured as follows. In Section II, we discuss related work in video using compressed sensing. In Section III, we contain the imaging portion of the CVS video encoder, which is extended to video encoding is Section IV. In Section V we present the empirical models used to characterize the video encoders, and in Section VI we present the video quality model. Finally, the performance results of the three encoders are presented in Section VII, while in Section VIII we draw the main conclusions and discuss future work.
II. RELATED WORK
In this section, we will briefly discuss related work in video using compressed sensing. Currently, there are a number of different approaches to CS video encoding. We present a few notable encoders based either entirely or partially on CS.
Distributed Compressive Video Sensing: Recent work in distributed video coding (DVC) [19] has shown that error correction techniques can be used to transfer the majority of the complexity of video encoding to the receiver. This is then extended in [20] to CS encoded images. To accomplish this, the authors first assume that there are two sequential video frames and . Regardless of the amount of motion in the video, there will usually be at least some correlation between and . For many types of video common in WMSNs (such as security or surveillance videos), the correlation will be very high. This allows frame to be viewed as a corrupted version of frame . In other words, can be viewed as a version of that has been transmitted through a lossy channel. Error correction bits can then be created and used to "correct" the differences between the two frames.
The authors of [20] then propose a modification of the stopping criteria of the gradient projection for sparse reconstruction (GPSR) algorithm so the quality of the reconstructed video frame is kept sufficiently high without incurring excessive computation. The proposed criterion minimizes the difference between the reconstructed frame and the side information generated at the receiver. This is different from standard GPSR, which generally terminates when the norm of the minimum between the reconstructed signal and the gradient of the reconstructed signal is below a tolerance. The authors show that using the proposed criteria results in up to 4 dB PSNR higher quality than standard GPSR. While this approach does show promise, the benefits are based on improvements to the CS reconstruction algorithm at the receiver. In contrast, CVS works at the encoder and is independent of the reconstruction algorithm. Any improvements to CS reconstruction techniques will also improve the quality of a CVS encoder.
Block Based CS Video: The single pixel camera was introduced in [21] for imaging applications. This imaging system is immediately applicable to video acquisition [22] . The key is that each measurement is taken sequentially in time, i.e., each CS sample represents a specific moment in time. Since a video is a 3D signal which is a sequence of 2D images, each measurement is a sample of an individual 2D image.
The authors of [22] present two methods for reconstructing the frames into a video. First, each "frame" is created by an aggregation process and reconstructed independently. While simple, this process essentially ignores any temporal correlation between frames. In addition, any fast motion between frames could cause severe problems in the reconstruction of the image. However, a second method is presented that does take advantage of temporal correlation. A 3D wavelet is used as the sparsifying transform and the entire "block" of video is reconstructed at once.
While such a scheme is very promising, there is one major limitation. The complexity of the reconstruction process is highly nonlinear (traditional interior point methods have a complexity of , where is the length of the raw frame, and is the length of the frame after compression). So while this scheme will clearly result in very good performance in terms of quality, reconstructing the video in real time is not practical with currently available hardware. In addition, because of this dependence on the single pixel camera, the image compression scheme is limited to the operations that can be performed at that camera. CVS could work with an extension on the single pixel camera, or can be implemented using a traditional CMOS camera. This allows CVS to implement simple operations (i.e., the vector subtraction necessary for the difference vector calculation) that can more directly take advantage of temporal correlation. However, if there is an application that does not require real time reconstruction, [22] presents a system that requires very low computational complexity at the sensor and will perform very well in terms of rate distortion performance.
Hybrid CS Video Encoders: Some recent work has attempted to combine CS concepts with traditional video encoding concepts. While these systems may not be appropriate for WMSN applications, some of them are still worth mentioning as they introduce innovative concepts that could be applied to future CS video systems more appropriate for WMSNs. The main limitations of these systems compared to entirely CS based systems is the complexity required to both encode and capture video.
Two examples of this are Distributed Compressed Video Sensing (DISCOS) [23] and the block-based CS encoder presented in [24] . DISCOS divides a video into two types of frames; key frames (or -frames) and non-key frames (called -frames). The scheme uses standard video compression (such as MPEG/H.26x intra-encoding) on key frames. The non-key frames, however, are sampled with CS using a combination of both frame-based measurement (linear combinations of the entire frame) and block-based measurements (linear combinations of a set of pixels restricted to a set of non-overlapping blocks). The encoder presented in [24] also presents a block based compressive video sampling system. In this work, as in DISCOS above, a key frame is sampled and encoded using traditional methods. This key frame is then divided into non-overlapping blocks, which are each analyzed for "local sparsity". Only blocks determined to be sparse enough are encoded using CS, while the rest are encoded using traditional methods. Non-key frames are then encoded using either CS or traditional methods based on the analysis of the key frame. Unlike CVS, these systems both incorporate CS concepts into the video encoding system. However, both require traditional video or image encoding methods as the basis for the compression.
Compressed-Sensing-Enabled Video Streaming: A preliminary version of this encoder was first introduced in [14] . Unlike this paper, the focus of [14] was on the development of a transport layer rate control policy that implicitly solved a sum utility optimization problem in a distributive manner. In this paper, the CVS encoder is presented in full detail and the energy-rate-distortion performance is compared to other encoders appropriate for WMSNs.
III. COMPRESSIVE IMAGING
CVS first encodes each individual frame independently as an image. In this section we will first examine properties of images compressed using CVS, and discuss how they contribute to the energy-rate-distortion performance of CS based video encoding.
A. Compressed Sensing Basics
We first introduce the basic concepts of compressed sensing as applied to images. We consider an image signal represented as , where is the number of pixels in the image and each element represents the pixel in the raster scan of the image. We assume that there exists an invertible transform matrix such that (1) where is a -sparse vector, i.e., with , and where represents -norm. This means that the image has a sparse representation in some transformed domain, e.g., wavelet [25] or DCT [26] . The signal is measured by taking samples of the element vectors through a linear measurement operator . The resulting sample vector is then defined as (2) We would like to recover from measurements in . However, since , the system is underdetermined. Given a solution to (2) , any vector such that , and (where represents the null space of ), is also a solution to (2) . However, it was proven in [12] that if the measurement matrix is sufficiently incoherent with respect to the sparsifying matrix , and is smaller than a given threshold (i.e., the sparse representation of the original signal is "sparse enough"), then the original can be recovered by solving (3) i.e., by finding the sparsest solution that satisfies (2), i.e., the sparsest solution that "matches" the measurements in .
Unfortunately, finding the sparsest vector using (3) is in general NP-hard [27] . However, for matrices with sufficiently incoherent columns, whenever this problem has a sufficiently sparse solution, the solution is unique, and it is equal to the solution of the following problem: (4) where is a small tolerance.
Formally, any sampling matrix must satisfy the uniform uncertainty principle (UUP) [12] , [28] . The UUP states that if is chosen such that (5) then for any -sparse vector , the energy of the measurements will be comparable to the energy of itself:
To see the association between UUP and sparse reconstruction [28] , suppose that (6) holds for sets of size 2K. Assume is a sparse vector. There can not be any other sparse or sparser vector that leads to the same measurements. If there were such a vector, then the difference would be -sparse and have , which is not compatible with (6) . Note that (4) is a convex optimization problem [29] . The reconstruction complexity equals if the problem is solved using interior point methods [30] . Although more efficient reconstruction techniques exist [31] - [36] , we only discuss specific reconstruction algorithms when necessary to understand the specific imaging or video system. Otherwise, the discussions presented here are independent of the specific reconstruction algorithm.
B. CVS Imaging
The section above describes how CS can be used to compress an image. In this section, we describe how the CS image can be used as the first component in a compressive video sensing (CVS) video encoder. This is done by examining the properties of CS encoded images when encoded in energy and complexity constrained systems and transmitted through lossy channels.
1) Effects of Approximate Sparsity:
In Section III-A, we stated that any -sparse signal sampled using (2) that satisfies (5) can be recovered using (4). However, wavelet (or DCT) transformed images are only approximately sparse. For example, Fig. 2 shows the DCT coefficients of the Lena image [37] sorted in increasing order. While the image is clearly compressible, few if any of the DCT coefficients are exactly zero.
When we use (4) to reconstruct Lena with , the reconstruction process will force the smaller coefficients to be exactly zero [13] , which will cause distortion in the reconstructed image. We can see how this affects the quality of the reconstructed image by measuring the effect of this sparse approximation on DCT transformed images. The results of this test are shown in Fig. 3 . This figure was created by finding the DCT transform of the Lena image, forcing the smallest coefficients to zero and finding the inverse transform of the result. As more coefficients are forced to zero, the quality of the reconstructed image decreases. In practice, this means that, unlike the sparse case described above, "exact" recovery is not possible. Instead, as more samples are used in the reconstruction (i.e., as approaches ), the reconstructed image quality increases. This is demonstrated in Fig. 4 , which shows the mean of the received quality over all of the images in the USC SIPI database [37] encoded using (2). These tests were done using the wavelet transform as the sparsifying transform and reconstructed using the GPSR [33] algorithm. As is increased and more samples are used in the image reconstruction, the structural similarity (SSIM) 2 of the image approaches 1. This image distortion can be modeled [41] as (7) where and are image-or video-dependent constants determined through linear least squares estimation techniques.
is the user-controlled sampling rate of the image. This allows the sensor node to choose to balance the benefit of transmitting fewer samples (when is smaller) with the cost of a decrease in received quality. Note that the function (7) is concave, i.e., the gain in quality achieved by adding more samples diminishes as the total number of samples increases.
2) Effects of Quantization: In general, CS theory assumes that the signal is compressed and recovered in the real domain. However, we are usually interested in transmitting a quantized version of the signal. Since the user chooses the value of , which is arbitrary within a certain range, there is a tradeoff between transmitting fewer samples encoded with more bits each or transmitting more samples encoded with fewer bits. This is examined empirically (again over the images in the SIPI database), and is presented in Fig. 5 . It is interesting to note that the highest quality reconstruction occurs when the number of samples per symbol is lower than the number of samples per pixel in the original image. This means that there is less precision in 2 Structural similarity (SSIM) [38] is used to evaluate the quality. The SSIM index is preferred to the more widespread peak signal to noise ratio (PSNR), which has been recently shown to be inconsistent with human eye perception [38] - [40] . SSIM considers three different aspects to determine the similarity between two images. If one image is considered the original, then the measure can be viewed as the relative quality of the second image. The SSIM index first calculates the luminance difference between the two images. Then it subtracts the luminance components out and measures the contrast difference between the two images. Finally, the contrast is divided out and the structural difference is measured as the correlation between the two remaining signals. These three measurements are then combined to result in the overall SSIM index, which is a normalized value between 0 and 1. SSIM is a more accurate measurement of error because the human visual system perceives structural errors in the image more than others. For example, changes in contrast or luminance, although mathematically significant, are very difficult to discern for the human eye. Structural differences such as blurring, however, are very noticeable. SSIM is able to weight these structural differences better to create a measurement closer to what is visually noticeable than traditional measures of image similarity such as mean squared error (MSE) or PSNR. These results have been shown for images [38] and for videos [39] , [40] in the LIVE database. the samples than in the original pixels, yet we are still able to reconstruct the image with high quality.
This result is in agreement with [42] and also with [13] , which shows that CS reconstruction is generally very resistant to low power noise, such as quantization noise. Suppose we have a set of measurement samples corrupted by noise, where is a deterministic noise term, and is bounded by . As long as obeys (6) , then the value of reconstructed using (4) from will be within (8) where is a "well behaved" constant. 3 While the full proof of this is beyond the scope of this paper, it is easy to see why will be within of using the triangle inequality. Specifically, (9) This can be seen graphically in Fig. 6 , which represents a system that samples a variable with a sampling matrix . The line represents , while the diamond represents the norm ball. The two dashed lines represent the maximum variation in the samples when corrupted by additive noise of magnitude . The point where the smallest norm ball intersects the line is the sparsest solution, and is therefore the solution to (4) . While this is a simplistic example, it is easy to see that in most cases, the error in the reconstructed sample will result in a small variation in the magnitude of the reconstructed signal. In the scenario represented in Fig. 6 , the magnitude of would have to be about of the signal power before an incorrect "corner" of the norm ball is selected.
3) Noise Resilience: Above we show that the error in the received signal due to quantization is limited to less than a scaled multiple of the error magnitude. While the empirical results shown in Fig. 5 are specific to quantization error, it is clear to 3 For practical systems, is a small constant between 5 and 10 [13] .
see that the analysis presented in (8) and in (9) is independent of the type of noise. The only limitation is that the magnitude of the noise is less than . The results in (8) will hold for any noise distribution where the noise power is less than [13] , [36] . Any signals reconstructed using (4) will be naturally resilient to errors, including bit errors from transmission through a noisy channel.
This is demonstrated empirically in Section V. We show that for a binary symmetric channel with a specific bit error rate (BER), the impact of those errors is negligible as long as the errors are low. While this is also true for traditional video encoders, we can show that the point where the BER becomes high enough that there is visible distortion in the reconstructed image is more than an order of magnitude higher for CVS compared to traditional encoders.
4) Sampling Complexity:
Traditional image compression schemes partition an image into smaller sections, and compress each of these sections individually. The most well known example of this is in JPEG compression. A JPEG encoder first divides an image into 8 8 pixel blocks. Then each of these 64 pixel groups are transformed using a DCT transform. JPEG2000 [43] is based on a 2D wavelet transform. However, the actual implementation of that 2D wavelet transform is based on a series of 1D wavelet transforms [44] of each column and row sequentially. Like JPEG, only a portion of the image is processed at a time.
Methods of dividing imaging problems into subproblems are necessary because of the computational complexity required to encode realistic sized images with non-linear transform operations. Like JPEG and JPEG2000, CS imaging must manage this complexity as part of the development of any implementable system. For example, a direct implementation of (2) requires the creation of the matrix . Assume we are dealing with a 512 512 pixel image, and that is set at . This will result in a matrix that is 52,429 262,144. A direct implementation would require matrix multiplication with a matrix of over 13 billion elements, which is clearly not practical. This can be avoided by sampling using a scrambled block Hadamard matrix [45] , defined as (10) where represents image samples (measurements), is the 32 32 Hadamard matrix and the matrix of the image pixels. The matrix has been randomly reordered and shaped into a matrix. Then, samples are randomly chosen from and transmitted to the receiver. The receiver then uses the samples along with the randomization patterns for both randomizing the pixels into (1) and choosing the samples out of (both of which can be decided before network setup). The result is a sampling system that is much lower complexity, yet is equivalent to the performance of (2) . By reducing the complexity (and therefore the energy) required to compress each frame, we can allocate that energy to encoding more samples (thereby reducing the distortion from the encoder) or increase the energy used to transmit the samples (decreasing the errors caused by the noisy channel). In either case, this reduction in encoding complexity can directly lead to an increase in the received quality of the image or video without increasing the required encoding energy.
5) Wireless Transmission of CS Encoded Images:
CS encoded samples constitute a random, incoherent combination of the original image pixels. This means that, unlike traditional wireless imaging systems, no individual sample is more important for image reconstruction than any other sample. Instead, the number of correctly received samples is the main factor in determining the quality of the received image. This naturally leads to a scheme where, rather than trying to correct bit errors, we can instead detect errors and simply drop samples that contain errors. This is demonstrated in Fig. 7 , where the set of images [37] are encoded using CS and transmitted over a lossy channel. For the purpose of demonstration, we assume that there is a genie at the receiver that is able to perfectly detect when a sample is received incorrectly. We then show the image reconstruction quality with and without those samples. Clearly, simply removing those samples results in a far better reconstruction quality that if those incorrect samples are used in the reconstruction process.
While it is easier to deal with errors in a CS system, the errors that are used in the reconstruction process do not have as much impact on the reconstructed quality as when using a JPEG system. A small amount of random channel errors does not affect the perceptual quality of the received image at all, since, for moderate bit error rates, the greater sparsity of the "correct" image will offset the error caused by the incorrect bit. This is demonstrated in Fig. 7 . For any BER lower than , there is no noticeable drop in the image quality. Up to BERs lower than , the SSIM is above 0.8, which is an indicator of good image quality. If the BER is kept below , there is virtually no distortion in the received image.
This has important consequences and provides a strong motivation for studying compressive wireless video streaming in WMSNs. This inherent resiliency of compressed sensing to random channel bit errors is even more noticeable when compared directly to JPEG. Fig. 8 shows the average SSIM of the SIPI images [37] transmitted through a binary symmetric channel with varying BER. The quality of CS-encoded images degrades gracefully as the BER increases, and is still good for BERs as high as . Instead, JPEG-encoded images very quickly deteriorate. This is visually emphasized in Fig. 9 , which shows an image taken at the University at Buffalo encoded with CS (above) and JPEG (below) and transmitted with bit error rates of , and . It is worth pointing out that, since there is some inter-frame prediction in the CS based video encoder as described in Section IV, the errors in the CS encoded images will be propagated to subsequent frames, while the JPEG encoded frame will "refresh" after each frame. However, as can be seen in Fig. 8 , on average CS performs much better even with this limitation.
IV. COMPRESSIVE VIDEO SENSING (CVS)
While the image encoder described in Section III-B is able to quickly encode a series of images, this only takes advantage of the spatial correlation within each video frame. However, in most video applications there will be significant correlation between consecutive frames. While motion vectors are traditionally used for this, calculating them is a resource intensive operation, and is not appropriate for WMSN implementations. Because of this, we implement a simple algebraic calculation that will compress the data with far lower complexity than traditional methods.
A. Difference Vector
Each CVS video frame is designated as either an intra-encoded frame or a inter-or progressive-encoded frame. The pattern of the encoded frames is , where the distance between two frames is referred to as the group of pictures (GOP). An frame is entirely self contained (i.e., the decoder does not need data from any other frame to reconstruct an frame) and is encoded using (2) . A frame, however, is derived from a previously reconstructed video frame. We do this by calculating the difference vector that represents the difference between the frame samples and the reference frame samples . For many types of video (i.e., surveillance video), there will be very little difference between consecutive frames and can be represented using far fewer bits than . Formally, the difference vector is the difference between two encoded frames, 4 and is denoted as (11) This shows that, while the source can only sample the frames after encoding, this is equivalent to sampling the difference between the two frames explicitly (assuming stays constant). We can then reconstruct at the receiver by using the received version of in the optimization problem (12) As long as the error between and is "small enough", the reconstructed image will be very close to the original image. In many ways, this is similar to the work presented in [47] . However, unlike [47] , CVS uses the entire frame, which will increase the sparsity and allow us to use CS sampling on the difference vector explicitly.
The advantage of transmitting instead of is that, due to temporal correlation, can be compressed much more than . To see this, we first examine the properties of the difference frame . For stationary camera applications, the difference between two consecutive (or nearly consecutive) frames will be small. This is presented graphically in Fig. 10 , which shows two consecutive frames from a video filmed on the State University of New York (SUNY) University at Buffalo's North Campus, along with the frame representing the difference 5 between the two frames.
Quantitatively, this corresponds to a reduction in the standard deviation of the symbols, resulting in a decrease in the number of bits required to represent the images. The standard deviation of the frames in Fig. 10 and the standard deviation of the DCT transform of those frames is shown in Table I . This allows us to use fewer quantization bits to represent each frame without causing any additional distortion to the signal. This is presented graphically in Fig. 11 for the frames shown in Fig. 10 .
While it is clear from Fig. 11 that the difference frame has less variation than the original frame, it is more important to see how this affects the compression of (as defined in (11)). We first note that is a compressed version of . Looking at the difference vector between and , we would assume that the entropy of should be lower than the entropy of . We can see in Fig. 12 that this is indeed the case for a typical surveillance video, where the entropy of and for the first 100 frames of the video are shown. After some initial large scale motion for the first few seconds of video, the entropy of the dv is significantly lower than that of the original samples. What is important to note is that is based on an already compressed frame, and that any further compression is in addition to the compression of the original samples.
It is shown in [13] that if CS (as in Section III-A) is used to compress , a decrease in will cause the smaller components of to get forced to zero (where is the version of reconstructed using (4)). The reconstructed will be very close to for the components of where the magnitude is large (i.e., when there is a large difference between and ) and zero for the small (or already zero) components. This is acceptable as long as the effect of the small components getting forced to zero on the reconstructed signal , and then on the CS vector , is acceptable. We show in Fig. 13 and in Fig. 14 , that, for a video filmed at the University at Buffalo, this is indeed the case. Fig. 13 shows the sparsity of the reconstructed signal when the small components (those that are within a single quantization level) are set to zero. The mean squared error between and for each frame is shown in Fig. 14 . First we see in Fig. 13 that, while few of the components of are exactly zero, most of them are "close" to zero, showing that, for reasonable sampling rates, the large components of will be retained in . We further see in Fig. 14 that, while the MSE in the reconstructed sampling vector is higher then when the entire is used (including the small components), the MSE is at all times below the level that would cause visual distortion in the reconstructed video frame. Setting the samples to zero does increase the MSE, notably in the first few seconds that contain high motion, but at all times it is below the MSE level that would cause noticeable error in the reconstructed image. These results agree with the observation of the entropy of these frames, and demonstrate that, when there is very high correlation between frames, this system can be used to significantly decrease the number of samples needed to represent an image.
V. ENERGY-RATE-DISTORTION OF VIDEO ENCODERS IN UNRELIABLE CHANNELS
Comparing the performance of video encoders is not a straightforward task. It is important to consider metrics that are relevant to the scenario and environment in which the proposed system will be deployed. If we simply consider (as is typical) rate distortion performance, then CVS performs on par with MJPEG, and significantly below more complex encoders such as H.264/AVC. However, to evaluate the performance of CVS in a WMSN (or any energy-constrained environment), we need to be able to accurately model the performance of the encoder, along with traditional reference encoders, in an energy constrained environment taking encoding energy consumption into account. In this section, we develop a model (in terms of SSIM [38] ) for video that has been encoded and transmitted over a WMSN. We are interested in modeling the received video quality as a function of the encoded video rate , the channel coding rate , the total energy budget per frame and the channel quality.
A. Video Encoders Used for Comparison
Before presenting the energy-rate-distortion analysis, we will first briefly introduce the two traditional video encoders used for comparison.
1) Motion-JPEG (MJPEG) Video Encoder:
MJPEG video encoding is an intra-frame encoding scheme based on the JPEG image compression standard [48] . Though there is no official standardization of MJPEG, the basic concepts of most implementations are the same. Each frame is first divided into 8 8 blocks which are transformed to the frequency domain using the discrete cosine transform (DCT) [26] , creating an 8 8 block of DCT coefficients. The DCT coefficients of each macroblock are then quantized and entropy encoded, resulting in a much smaller file than the original. The resulting video has compression and quality comparable to JPEG image compression and can be done without significant complexity requirements at the encoder. These factors have made this protocol very useful in low complexity devices such as digital cameras.
2) H.264/AVC Intra Video Encoder: H.264/AVC intra video compression represents the state of the art in current video compression techniques. The basic functionality of the H.264/AVC intra [8] encoder is similar to that of JPEG with the major addition of intra-prediction. Along with the frequency transform-quantization-entropy encoding functionalities, the encoder will take an image block and compare it to other macroblocks either within the same frame (intra-prediction) or in a previous frame (inter-prediction). The previously decoded blocks are used to predict the current block. As the information needed to indicate the prediction is much less than what is needed to encode the block explicitly, a significant amount of compression can be gained using such a method. However, the tradeoff of this is the complexity needed to find the reference macroblocks.
By finding the difference between two macroblocks and encoding that difference (which is generally very small), the encoder can greatly reduce the amount of data necessary to represent a video at a very good quality. For a full explanation of H.264/AVC intra video encoding, the reader is referred to [7] - [9] .
B. Energy-Rate-Distortion Model
To analyze the rate distortion performance of video encoders, we must first develop a model that accurately predicts the effect of compression and bit errors on the video quality. In a lossless channel, video distortion can be modeled [41] as (13) where and are video dependent constants determined through linear least squares estimation techniques.
Though this model works very well when there are no errors, any bit errors can decrease the quality of the received video. Unlike typical data networks, however, the video does not have to be received perfectly for it to be acceptable at the user. This can be seen by observing a plot of the received video quality as a function of the bit error rate of the received video, as is shown in Fig. 15 . For this plot, the videos were encoded to an acceptable quality, 6 transmitted through a binary symmetric channel with varying bit error rates (BER) and then decoded. For low BER, there is almost no affect on the received SSIM. As the BER increases, however, the video quality drops off significantly.
Based on this observation, we have modeled the error performance as a low pass filter using (14) where is the channel coding rate (in ), is the encoded video rate in kbit/s and is the quality of the received video in SSIM as a function of and . The encoder dependent constant is used to indicate the BER level of the quality dropoff.
This model was chosen over other available models (i.e., [41] ) because, not only did it fit the experimental data better than other available models, but it emphasizes the two factors that affect the received video quality in this system. Specifically, the encoding rate and the channel error rate. In many ways, the equation can be viewed as a low pass filter. The numerator, , essentially limits the maximum "gain" of the system. This makes sense intuitively because the quality of the video at output of the video encoder (i.e., before wireless transmission) is the maximum quality obtainable from the system. Experimental results also show that, while video streams are generally very resilient to bit errors, there comes a maximum BER after which the quality decreases dramatically, which supports the "low-pass filter like" properties, and allows us to focus on the BER where the quality begins to drop off, which, as we will show below, is the optimal operating point from an energy consumption perspective.
C. SNR Model
Consider the energy budget per frame as the energy available to the system during each frame period , where represents the number of frames per second of the video. We can then express the average energy required for video encoding as (15) where is the maximum energy available to the encoder during the frame period, and is the processor load, i.e., the time fraction of a frame that the encoder needs to encode video at rate . We will explain how this is used explicitly in more detail below, but calculating as in (15) will allow us to determine the amount of energy required for encoding without including energy for background processing.
We then look at the energy required to transmit a video frame. 7 The transmitted energy per video frame is defined as (16) i.e., the total energy available reduced by the energy needed to encode the video. For the encoders considered in this paper, the empirical models (17) and (18) accurately model the processor load as a function of the encoded video rate, as shown in Fig. 16 where and are platform dependent positive constants determined through linear regression analysis of the encoder implementation.
To obtain these results, all three encoders are run at all available encoded video rates on the same platform. For this model, the platform is an Intel Core 2 Duo processor running Ubuntu 10.10. The time , defined as the inverse of the framerate of the video, is used as the maximum allowed encoding time, i.e., the mean encoding time per frame for a real time video must be less than . The actual encoding time per frame, is measured or estimated and compared to . We can then find the value which represents the fraction of time used to encode each frame. This allows us to measure the time required for encoding video. If we look at two energy states, (or , as defined in (15)) for the energy consumption when processing video, and for the energy used for background processing, this will allow us to determine how much energy is spent on encoding video compared to how much energy the processor is using to turn on perform basic functions.
For example, if a 30 fps video of 3000 frames takes 15 seconds to encode (i.e., 200 fps encoding time) at some rate , we find that each frame takes of a second to encode. In the video, each frame lasts of a second. This means that on average, for each frame, % of the frame time is needed to encode each frame. Taking the maximum encoder energy use per frame as 0.5 J (the value for the system used to test), then it will take on average % mJ to encode that video at . We can then give the SNR model as (19) where is the path loss, is the noise power and is the free distance of the channel code . The denominator term is used to change from energy-per-frame to energy-perbit. As increases, the energy needed to encode the video increases while the transmission energy per bit decreases, causing the SNR to decrease.
VI. ENERGY-RATE-DISTORTION OPTIMIZATION
In Section V, we developed a set of equations to model the received video quality after transmission through a noisy channel with a finite energy budget per frame. In this section, we use this model to find the video encoder that results in the highest received video quality as a function of the energy budget . We first seek to find the optimal allocation of and for a fixed energy budget. By repeating this for multiple values of , we can then develop a model of the optimal received video quality as a function of . The goal of this optimization is to determine i) which encoder requires the lowest energy to achieve a target video quality, and ii) what values of and should be chosen to obtain that quality. While we are optimizing and explicitly, this will in turn select the allocation of into and . This is because, as shown in the previous section, the amount of energy required to encode the video is dependent on the encoding rate, as is seen in (17) and (18) . In addition, the SNR is dependent on the number of bits transmitted, which is clearly directly dependent on both and . We begin by holding constant and finding the optimal allocation of and . This problem can be modeled as the optimization problem (20) where is the energy available for transmission. Based on the analysis in Section V, we can formulate the problem as (21) The solution to this problem gives us the optimal channel rate and video encoded rate for a given energy budget and a given encoder. Plots of the objective function for H.264/AVC intra, CVS and MJPEG are presented in Figs. 17, 18 and 19 showing the optimal rates for the given energy values. These are plotted for different values of , which is the ratio of the total energy budget to the maximum energy per frame. For clarity, the function as plotted is actually vs. , where is the value of that maximizes for the given value of .
The maximum value of this objective function is the optimal video quality, and the values of and that achieve that point are the optimal encoding rates. However, because the Q error function has no closed form solution, the problem must be solved numerically (though the Q error function can be approximated for some values of SNR, the resulting optimization problem is still a non-linear, non-convex discrete program without any obvious solution). To simplify the analysis, note that in all cases, the quality of the received video follows the same pattern. The"filter-like" form of (14) results in a very sharp decrease in the quality after the rate increases beyond a certain point. It is safe to assume that this dramatic drop-off is due to the BER at that rate increasing beyond the cutoff point, driving the received video quality down.
Based on this, we assume that the optimal value would be obtained by a video encoder and channel encoder rate that are very close to that cutoff point. This leads to the much simpler optimization problem (22) which states that the optimal point is the one that causes the BER to be as close as possible to that cutoff. This analysis reduces the original two dimensional optimization problem (20) to an optimization problem over a single dimension. For practical channel coders [49] , the length of is generally less than 10. In comparison, the length of can be 30 (MJPEG), 50 (H.264/AVC intra) or can be continuous (CVS). By removing the search over , we are reducing the majority of the search space of the problem, which will greatly reduce the complexity.
Simple tests show that in all cases, the values obtained from (22) are close to the optimal solution. The maximum error in SSIM was 0.31% for CVS, 1.12% for MJPEG and 0.94% for H.264/AVC intra.
VII. PERFORMANCE EVALUATION
The objective of the optimization problem (20) or the simplified optimization problem (22) is two-fold. First, it allows comparing the performance of different video encoders. Second, once the optimal encoder is found, it finds the optimal values for the encoded video rate and the channel encoder rate that result in the optimal performance.
A. Analyzing Different Encoders
A major advantage of the analysis presented in the previous sections is that it is independent of any specific platform or encoder. To compare the performance of different encoders, we explore the design space varying the values for noise power, path loss, and of the system. To determine the optimal encoder for a specific platform, we empirically determine the energy-rate performance for the platform, and the rate distortion performance for the type of video being encoded.
Below we give example plots with different processors resulting in different values for . First, we consider the case where the video originates at a relatively high powered system with a maximum encoding energy cost of 0.5 J (i.e., the energy to encode a frame on a desktop or laptop computer), and is shown in Fig. 20 . Even though the higher power system is able to encode video faster, the limiting factor in this system is the energy required to encode at any quality. Once encoding is possible, the SNR required to achieve a "good" quality received video is easily achieved. The second two situations are shown in Figs. 21 and 22 . These two plots are generated with maximum encoding cost of 2.2 mJ (the energy to encode a frame on a smart phone) and 0.167 mJ (the energy to encode a frame on a small sensor node) respectively. These values were chosen to represent smaller platforms that have significantly lower processor energy requirements. In all of these simulations, there is a tradeoff between energy and received video quality. The CVS encoder results in a lower maximum received video quality, but can generally achieve that max quality at a much lower energy requirement than either MJPEG or H.264/AVC intra. For example say we want to achieve a 0.8 SSIM ("good" quality) with a maximum encoding cost of 2.2 mJ, as shown in Fig. 21 . We can see that the CVS encoder crosses the 0.8 SSIM level very close to 0 mJ. The MJPEG encoder crosses around 0.15 mJ while the H.264/AVC intra encoder crosses at 1.25 mJ. This means that we can achieve the same quality for much lower energy cost using CVS. Clearly, the analysis is dependent on the noise power, path loss, encoder implementation and other application specific factors.
To get a more general comparison, Fig. 23 shows the achievable received video quality as the relative ratio of maximum encoder energy to total energy budget is increased. This allows us to view the optimal received video quality without the dependency on a specific platform. Because of its low encoding cost, CVS is able to achieve good video quality even when the cost of encoding the video increases. Since H.264/AVC intra needs more energy to encode the video, it is unable to produce a video when the relative cost of encoding becomes too high.
VIII. CONCLUSIONS AND FUTURE WORK
We have presented a compressed sensing based video encoder designed to encode and transmit video in wireless multimedia sensor networks. We use a novel rate-energy-distortion analysis to compare the video transmission over wireless links with a limited energy budget for low-complexity sensing devices. CVS is compared to two common video encoders; H.264/AVC intra and MJPEG. It can be seen that CVS outperforms H.264/AVC intra and MJPEG when the encoding energy is high compared to the video transmission energy. However, when energy is not as restricted, H.264/AVC intra can achieve better video quality because of its better rate distortion performance.
