In this paper, it is shown how (naive and structured) variational algorithms may be derived from a factor graph by mechanically applying generic message computation rules; in this way, one can bypass error-prone variational calculus. In prior work by Bishop et al., Xing et al., and Geiger, directed and undirected graphical models have been used for this purpose. The factor graph notation amounts to simpler generic variational message computation rules; by means of factor graphs, variational methods can straightforwardly be compared to and combined with various other message-passing inference algorithms, e.g., Kalman filters and smoothers, iterated conditional modes, expectation maximization (EM), gradient methods, and particle filters. Some of those combinations have been explored in the literature, others seem to be new. Generic message computation rules for such combinations are formulated.
INTRODUCTION
Variational techniques have a long history and they are currently applied in various research fields. They have been used for decades in quantum and statistical physics [1] , where they are called "meanfield approximations". Variational methods have also been adopted for statistical inference (see, e.g., [2] - [8] ), which is the topic of this paper. We will consider the following generic inference problem: suppose that we are given a multivariate probabilistic model f (X, 0, y) with observed random variables Y and hidden random variables X and 0. The latter takes values in a subset Q of R1.
We will assume that f (X 0, y) is continuous (w.r.t. 0) in Q and differentiable (w.r.t. 0) in the interior of Q. Suppose that we are interested in X but not in e ("nuisance variable"), and that we wish to compute the marginal f (XIy) 1f (X,I )d0, (1) where fo denotes either summation or integration over the whole range of e.
The described problem arises, for example, in the context of estimation in state space models. In such a context, the variables X and (e) are random vectors, and the function f (X, 0, y) is given by f(x,09,y8) -fA(0)fB(X,0,Y), ( 2) -fAl (OV)fA2 (l,02) fA(On -1, On)fBo (XO) *fBi (XO, XI, YI, 01 ) ..fBn (xn-1, Xn, Yn, O9n), (3) where Xk denotes the (unknown) state at time k, Y are the observed random variables, e are the (unknown) parameters of the state space model, fA(0) is the prior on e, and fB, (xo) is the prior on the initial state X0. A factor graph of (2) and (3) is shown in Fig. l(a) and Fig. l(b) respectively; we use Forneystyle factor graphs ("normal factor graphs") [9] , where each edge corresponds to a variable and each node corresponds to a factor (see [10] for a tutorial on factor graphs). The boxes fA and fB in Fig. 1(a) are detailed in Fig. 1(b) (b) Graph of (3).
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We will now assume that a factor graph for f (x, 0, y) is available. It may be possible to compute f (x, y) (1) by sum-product message passing [10] . Unfortunately, this naive approach is often impractical: the variable e is supposed to be continuous, and the sum-product rule may lead to intractable integrals. In such situations, variational methods become an attractive alternative, since they often lead to simple message computation rules (especially if the model f (x, 0, y) belongs to the conjugate-exponentialfamily [3] [7] ). The naive and structured variational method have been formulated as message-passing algorithms by Bishop et al. [7] , Xing et al. [23] and Geiger [22] in the notation of directed and undirected graphical models; variational message-passing algorithms have also been derived by means of factor graphs for certain specific cases [6, pp. 256-258] [11] . In this paper, we describe the generic (naive and structured) variational method as message-passing algorithms on factor graphs; the factor graph notation allows a simpler formulation of variational message passing. Moreover, once the variational method is cast as message passing on factor graphs, we can compare it to other messagepassing algorithms; we may then also straightforwardly combine the variational method with other message-passing algorithms. For instance, structured variational algorithms compute besides variational messages also sum-product messages. The latter may for example be represented as Gaussian distributions or particle lists. This amounts to algorithms such as variational Kalman filters and smoothers [25] [3] and variational particle filters and smoothers. If the variational messages are intractable, they may 1-4244-1429-6/07/$25.00 ©2007 IEEE 6)n be represented as particle lists, resulting in particle-based algorithms such as variational Markov Chain Monte Carlo methods [21] . Alternatively This paper is structured as follows. In the following section, we review the naive variational method (closely following [2] - [7] ). In Section 3, we describe the naive variational method as a message-passing algorithm and formulate the generic naive variational message computation rule. In Section 4, we investigate the combination of naive variational methods with (generalized) EM, gradient methods, and ICM; in Section 5, we consider structured variational message passing.
REVIEW OF THE NAIVE VARIATIONAL METHOD
Assume that we are given a generic multivariate function f (z) (not necessarily normalized) with z c Rm, and suppose that we wish to compute its marginals f (Zk))Jf(Zl, .. zm) dzl dZ2 ...dZ l dZk+l ... dzm, (7) where f, denotes either summation or integration over the whole range of z. The idea behind variational methods is to find a sufficiently "simple" function q(z) (belonging to a family Q of trial functions) that is as "close" as possible to f (z), i.e., q = argmin D (f, q) , qCQ (8) where D(f, q) is a measure for the distance between f and q. The marginals f(zk) (7) are then approximated by the marginals of q*. The family Q can be chosen in many ways, the only constraint is that the marginals of the functions q C Q should be tractable.
If f is normalized, a popular measure is the Kullback-Leibler
and the marginals f(zk) (7) are approximated by q* (Zk). Note that the objective function D (q f) ( 11) The equality (12) suggests to determine (1 1) by iterating the update rule
where q(') (Zk) ( 
NAIVE VARIATIONAL MESSAGE PASSING
If the function f factorizes, the update (13) can be carried out by local computations. In particular, those computations can be cast as message passing on a factor graph that represents the factorization of f. A message-passing formulation of the naive variational method was proposed by Bishop and Winn [6] [7] in the setting of directed graphical models. Winn also formulated the naive variational message computation rule in the notation of factor graphs for the particular case of conjugate-exponential models [6, pp. 256-258]; Nissila et al. considered the particular case of factorial hidden Markov models with conditionally Gaussian distributed observations [11] . We will now formulate the generic variational message computation rule in the notation of factor graphs.
As is easily verified from (13), the variational method may be formulated as the following message-passing algorithm:
1. Initialize all messages q and v, e.g., q(*) oc 1 and v(.) oc 1.
2. Select an edge zkin the factor graph of f (zi, * * *, Zm ) (see Fig. 2(a) ).
3. Compute the two messages v (zk) and v (zk) by applying the generic rule (see Fig. 2(b) Fig. 2(a) )
and send it to the two nodes connected to the edge Xk.
5. Iterate 2-4 until convergence. Some remarks: * Interestingly, the rule (14) is often simpler than the sumproduct rule [10] , especially if the model f (x, 0, y) belongs to the conjugate-exponential family [3] [7].
* The approximate marginals q(zk) propagate in the graph as messages (cf. Fig. 2(a) and 2(b) ). In the sum-product algorithm, the approximate marginals are computed from sum-product messages; they are not propagated as messages in the graph. * The rule (14) can not be applied to deterministic node functions g, i.e., node functions g that are Dirac or Kronecker deltas. At an equality constraint node (see Fig. 2(c) ), the following rule applies:
Other deterministic nodes can often (but not always!) be handled by combining them with non-deterministic nodes. Let us now look back at the model f (x, 0, y) of Section 1. If (1) can not be computed by applying the sum-product algorithm on a factor graph of f (x, Q, y) (cf., e.g., Fig. 1(b) ), we may apply variational message passing on the graph of f (x, 0, y) with trial function (cf. (10)) q(x, 0) H q(Xk) H q(0f).
In the case of model (3) (14) . Gradient methods for solving (5) involve the gradient of logarithmic sum-product messages [15] (see Fig. 2 
Vo, logft(0k) = fu(i ) . x;)g ok)d (19) where ,t (Xk; 0) (k = 1, ... , n) are sum-product messages and X = X1, X2, * * .. xn-In naive variational gradient methods, those messages are replaced by the gradient of log-variational messages Vo, logv(0k) =q(XI;0) ..(. q(Xn;)Voklogg(,X,Ok)dx (20) Eq [Vok log g(X, Ok)]. (21) The E-step in (standard) EM involves the computation of E-log messages [17] [18] [19] (see Fig. 2(d)) h(0k) = p(X; 0) log g(X, 0k)dx = Ep [logg 9(X, Ok); 0] (22) (23) In the E-step of naive variational EM, those messages are replaced by log-variational messages (cf. (14)) logv(0k) = Jq(xi;O) .. q(xf;O) logg(x,Ok)dx (24) Eq [log g(X, Ok); 0]. (25) 5. STRUCTURED VARIATIONAL MESSAGE PASSING So far, we have considered fully factorized trial functions (cf. (10)). In this section, we consider more structured factorizations, leading to "structured" variational algorithms [24] [2] [22] [23] . Structured variational methods have been formulated as message-passing algorithms by Bishop et al. [7] [8], Xing et al. [23] and Geiger [22] in the notation of directed and undirected graphical models. Here we use the notation of factor graphs, which will lead to simpler generic message computation rules; it will also allow us to make the connection between structured variational message passing and the message-passing formulation of EM [17] [18] [19].
An Example
Suppose that we wish to improve the naive variational method for computing (1) for the system depicted in Fig. 1(b) . To this end, let us now use the trial function (26) where q(x) and q(0) are not further factorized, in contrast to (18) .
Based on the trial (26), one may derive a "structured" variational method [2] [22] [23] : through variational calculus one obtains an equality similar to (12) and an update rule similar to (13) . Iterating that update rule amounts to a "structured" variational algorithm that can be formulated as the following message-passing procedure (see Fig. 1(b) ): Update q(x) Perform the forward recursion (xk)x$7(Xk I) exp [JO(kk) log fBk (xk 1, Xk, Ok)dOk] dXk-1, (27) and the corresponding backward recursion with messages ,u (Xk) .
Update q(Xk1, Xk): 
Step 1 and/or Step 4 then involves Kalman smoothing, resulting in "variational Kalman smoothing" [25] . Alternatively, those messages may be represented as particle lists (see, e.g., [26] - [27] ); Step 1 and/or Step 4 then involves particle smoothing ("variational particle smoother"); this option does not seem to have been explored yet. * Readers familiar with the problem of parameter estimation in state space models probably have noticed that the above structured variational message-passing algorithm resembles an EM algorithm. Indeed, approximating q(O)
in (27) 
where ( 
We formulated this EM algorithm as a message-passing algorithm operating on the factor graph of Fig. 1 
Generic Formulation
From the previous example, it is straightforward to formulate a general recipe to derive structured variational algorithms from factor graphs. Let f be multivariate function and assume that a factor graph g of f is available. As a first step, we partition the set S of edges of g in non-overlapping subsets 5f such that each edge belongs to one subset 5f. For example, the trial function (26) corresponds to the partitions El = e and 52 = X. Note that 2549 q(x,O) q(x)q(O), the edges connected to an equality constraint node correspond to the same variable (e.g., O2)k in Fig. l(b) ), and they are supposed to belong to the same Se. We associate a subgraph gS C g to each subset Sf consisting of (i) all nodes of g that are connected * If all subgraphs ge are cycle-free, the above algorithm is a structured variational algorithm, and it is guaranteed to converge; otherwise, there is no guarantee for convergence.
One may first convert the cyclic subgraphs ge into cyclefree subgraphs and then apply the structured variational message-passing algorithm. * If the node g (cf. Fig. 3 ) is only connected to internal edges of gf, the rule (38) boils down to the generic sum-product rule [10] . On the other hand, if the node g is connected to one internal edge X (i.e., n = 1 and X X1) and to one or more external edge(s) VI-... VI, the rule (38) becomes ,u (x) oc exp q(vl)q(V2, Vr) log g(x, v)dv (40) which is similar to the naive variational message computation rule (14) . The marginal q(vI, ..., vr) is now not fully factorized, i.e., it may now be arbitrarily factorized. * In the naive variational approach, each subset Se contains either a single edge or all edges connected to a particular equality constraint node (e.g., the three edges connected to each equality constraint node e k in Fig. 1(b) ). * It is easily verified that the example of Section 5.1 is a particular instance of the above generic message-passing scheme. * Structured variational message passing can also be used to determine the mode (5) . The generic message computation rules of such estimation algorithms are similar to the ones of Section 4. The fully factorized marginals q(x; 0) = q(xi; ) ... q(xn; 0) (cf. (20) (24)) are replaced by more structured factorizations. 6 . ACKNOWLEDGMENTS The author wishes to thank Shin Ishii, Hans-Andrea Loeliger, Shin-ichi Maeda, Shigeyuki Oba, and Jonathan Yedidia for inspiring discussions.
