The asymptotic distribution of prediction is derived for the general simultaneous equation model with lagged endogenous variables and vector autoregressive errors. The results turn out to be particularly simple when no lagged endogenous variables are present.
INTRODUCTION
IN THIS PAPER we derive the asymptotic distribution of multistep prediction from the general dynamic simultaneous equation model. The approach taken is a generalization of that of Schmidt [4] who considered a model with uncorrelated errors. It seems worthwhile to extend Schmidt's results, since the estimation of dynamic simultaneous equation models with autoregressive errors is now fairly commonplace in the literature. Also, as noted by Schmidt [5] , the effects of parameter estimation can produce a significant effect on forecast confidence intervals. In fact, the results we obtain are computationally feasible making it possible to calculate the term due to parameter estimation in a forecast confidence interval. For the seemingly unrelated regression model with vector autoregressive errors, but with no lagged dependent variables, the results turn out to be particularly straightforward generalizations of those obtained by Baillie [1] , who considered the single equation regression model with autoregressive errors.
PREDICTION FROM THE GENERAL MODEL
The dynamic simultaneous equation model with maximum lags of r on the endogenous variables and p on the autoregressive error process is given by A parametric expression for H,, obtained by using standard results on matrix differentiation due to Neudecker [3] , and a lemma due to Schmidt [4] and Yamamoto [6] , is given in the Appendix to this paper. By using the fact that (9 -9) and W, are asymptotically independent to order O(n 1), the asymptotic mean squared error of 1 step prediction is then given by (8) is purely due to the estimation of the regression parameters, while the last term is due to estimating the autoregressive parameters.
CONCLUDING REMARKS
The results presented in this paper will hopefully be of use in the construction of forecast confidence intervals and testing model stability from post sample dynamic simulations. For models with substantial dynamics, both in the error process and in the endogenous variables, the form of H, in the mean squared error formula (6) can be complicated. The efficient computation of H, would require exploiting some of the recursions that exist in its matrix elements. 
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