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SUMMARY 
The objective of this study was to measure 
determinants of short-term inventory behavior for 
selected commodities: beef, pork, butter, cheese, 
department store stocks, manufacturers' nondur-
able inventories and manufacturers' durable in-
ventories. The last two were studied using month-
ly data; the others, with quarterly data. 
Dynamic considerations must enter into any 
adequate explanation of inventories. Distributed 
lag models were used in this study because they 
are one reasonable way of treating such dynamic 
phenomenon as expectations, frictions and lags. 
Such models are useful for study of inventory 
behavior. Nevertheless, there are some problems 
in using them. They commonly lead to equations 
to be estimated which are nonlinear in the para-
meters. Reduced equations containing exactly the 
same variables but different nonlinear combina-
tions of parameters may be obtained from differ-
ent models containing different behavioral as-
sumptions. Whenever linear estimation is used, 
as in this study, we must be cautious about plac-
ing specific behavioral interpretations on the re-
sulting coefficients. 
Important determinants of end-of-quarter beef 
inventories are lagged inventories and current 
changes in farm production of beef and pork. 
Beef inventories are more responsive to changes 
in farm marketings in the fourth quarter than in 
other quarters. Pork inventories are affected by 
lagged inventories, changes in farm pork produc-
tion and changes in farrowings. Pork inventories 
are less responsive to changes in farm marketings 
during the second quarter than during other quar-
ters. Both beef and pork inventories undergo au-
tonomous seasonal variation. This is seasonal var-
iation which is not explained by economic vari-
ables (such as prices and sales) but is measured 
by seasonal shift variables included in the equa-
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tions. Beef and pork inventories are not affected 
by sales level, changes in sales or price changes. 
Pork inventory behavior underwent a change in 
early 1952. Pork inventories were affected by 
price ceilings which were in effect during the 
Korean War. 
Significant determinants of quarterly butter 
and cheese inventories during 1929-41 were lagged 
inventories, current and lagged changes in farm 
milk production, lagged butter and cheese whole-
sale price changes and current sales. Cunent 
changes in sales affected cheese inventories but 
not butter inventories. Current price changes 
were not significant. Butter and cheese stocks 
underwent no autonomous seasonal variation. 
Both were less responsive to expeCted price 
changes during the second quarter of the year, 
when milk production normally reached a seasonal 
peak. 
Quarterly department store stocks are affected 
by lagged stocks, current level of sales and change 
in level of sales. End-of-quarter inventories are 
most responsive to current sales conditions during 
the third quarter and least responsive during the 
first and fourth quarters. These stocks do under-
go autonomous seasonal variation. 
Monthly manufacturers' nondurable inventor-
ies: (1) are affected by lagged inventories, level 
of sales and changes in the level of sales and 
volume of unfilled orders; (2) undergo autono-
mous seasonal variation and (3) do not appear to 
be affected by changes in input prices or by the 
volume of new orders for nondurables. 
Monthly manufacturers' durable inventories: 
(1) are affected by lagged inventories, level of 
sales and changes in the level of sales, changes in 
volume of unfilled orders or volume of new orders 
and changes in input prices and (2) do undergo 
autonomous seasonal variation. 
Distributed Lag Inventory 1 Analyses 
by George W. Ladd 
Inventories have attracted a great deal of study 
among economists. It is generally agreed that in-
ventories play an important role in causing or 
accentuating cyclical fluctuations in the economy 
(1. pp. 6,7). The understanding and prediction of 
inventory behavior is, therefore, useful in plan. 
ning public fiscal and monetary policy. The ability 
to predict inventory behavior is helpful to private 
businessmen in planning for future periods. Pre-
dictions of inventory investment can be used to 
determine business demand for raw materials, sup. 
plies and semifinished items. A knowledge of 
inventory behavior is also useful in predicting 
employment, consumer income and consumer de· 
mand. Agricultural marketing firms can use in-
ventory predictions in determining prices to pay 
or' prices to charge. Knowledge of inventory be-
havior can be used in determining the short·term 
outlook for agricultural prices and income. 
The objectives of this study are to find and 
measure the effects of significant determinants of 
inventory investment for various products. Stocks 
of butter, cheese, beef and pork and department 
store inventories are analyzed using quarter-year 
data. Manufacturers' durable goods and nondur-
able goods inventories are studied using monthly 
data. 
DISTRIBUTED LAG MODELS 
For a number of reasons, all having to do with 
economic dynamics, distributed lag models seem 
well suited to the study of short-term inventory 
behavior. 
Here a distributed lag model is taken to mean a 
model, designed to depict behavior of economic 
agents, in which the equation to be estimated con-
tains one or more lagg'ed values of the dependent 
variable among the independent variables. Other 
independent valiables may appear in either their 
current or lagged values. 
'Project 1355 of the Iowa Agricultural and Home Economics Experi. 
ment Station. This research was partia)\r suppo1ielJ br a ~rant froll) 
the NatloJlal Science FOIInclatlon, . . . 
In the analysis of short-term inventory behav-
ior, distributed lags may arise from various 
sources. Inventories are a bridge between the 
present and the future. They are held at one 
date to be disposed of at a later date. Hence, 
expectations of future conditions must play a 
role in determining present levels of inventories. 
Since inventories are ultimately intended to be 
used or sold, expectations as to future sales levels 
or future prices may be relevant. 
A reasonable model might be 
(1.1) • * It = a s h1 
where SO t+1 = value of sales expected next period; 
i.e., the expectation formed this period as to the 
value of St+1' The parameter a is then the actual 
inventory·expected sales ratio. 
Since S*t+1 is not an observable variable, it is 
necessary to make some assumption about how 
s" t+1 is determined. N erlove has suggested one 
model for generating price expectations (12, p. 
53). Applying his model to the generation of sales 
expectations, 
(1.2a) s· t+1 - s· t = 13 (St - s· t) 
If 0<13<2, equation 1.2a is equivalent to stating 
expected sales as a weighted average of current 
and past sales, 
n 
(1.2b) S*'+1 = 13 ~ (l-f3)ls t -1 
i=O 
If 0<13<1, equation 1.2a says: Next period's ex· 
pectation will be determined by adding to this pe-
riod's expectation, some fraction of the amount 
by which actual cUlTent sales exceed expected 
current sales. If 1<13<2, the amount added to s"t 
will be greater than the excess of St over s· t. 
(This corresponds to an assumption of cyclical 
sales expectations.) Equation 1.2a cannot be es. 
timated since expected values are assumed to be 
nonobservable. 
Equations 1.1 and 1.2a can be solved to obtain 
the reducfild or e~tiJll~tjQ» r.qu~iiQn, 
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(1.3) it = a,Bst + (1-,8) it-1 
This contains a distributed lag because of the na-
ture of the assumption concerning the generation 
of s':'t+1. This is the same as Goodwin's flexible 
accelerator (7); also see Lovell (10). This model 
suggests the accelerator to represent an expec-
tational mechanism. This seems to be a logical 
interpretation of the inventory accelerator. If 
sales rise during period t, why desire to hold a 
larger inventory at the end of period t (i.e., at 
the end of the sales increase) unless sales are 
expected to remain high or to continue rising? 
The speculative motive may also be operating 
in determining desired levels of inventories. In 
this event, anticipated profits are maximized when 
marginal storage costs equal anticipated price 
rise. To generate expected prices, one might 
assume a model of the type represented by equa-
tion 1.2a. For agricultural commodities, expected 
levels of farm production may be relevant to the 
determination of expected prices. 
The simple procedure is to assume that actual 
inventories at any point in time, it, are equal to 
the level of inventories businessmen desire to be 
holding at that time; i.e., to i' t, the equilibrium 
level of inventories. In some recent studies, it 
has been explicitly assumed that observed inven-
tories are not equal to desired inventories (4, pp. 
795-800; 10). Nerlove has argued that, in general, 
it is unwarranted to assume observed values to 
be equal to equilibrium values (11, pp. 5-7, 15-16; 
12, p. 24). If one assumes that they are not 
equal, it also is necessary to make some assump-
tion about the relation between observed and 
equilibrium values. 
If one would not feel safe in assuming i' t = it, 
equation 1.1 might be replaced by 
(1.4) '1 • 1 t = a s t+l 
Here a is the desired inventory-expected sales 
ratio. For generating s· t+1, Duesenberry et al. 
have proposed (4, p. 796) 
(1.5) S\+l = St 
Various people have proposed the relation 1.6 be-
tween actual and desired levels of a variable 
(1.6) 6.i t = ,B(i't - it-I) 
The model consisting of equations 1.4, 1.5 and 1.6 
reduces to 
(1.7) it = a,Bst + ,Bit-I' 
This contains a distributed lag because of the na-
ture of the assumed relation between it and i't. 
Among the reasons for assuming i't =1= it and 
equation 1.6 are these: (a) The level of s* t+1 is 
not known or expected with certainty; the busi-
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nessman may have much more confidence in his 
prediction of direction of change of expected sales 
or of desired inventory than in his p~ediction of 
amount of change. He may, therefore, decide to 
adjust actual inventories by some fraction of the 
desired change in inventories, as represented by 
equation 1.6 if 0<,B<1. (b) Institutional factors 
are relevant. It may be necessary to adjust actual 
inventories by less than the desired amount be-
cause of high costs encountered in large or 
rapid changes in the level of production. Lags 
between the time at which decisions are reached 
and the time at which they can be carried out 
may also result in partial adjustments. (c) Lo-
gistical considerations enter into the picture. It 
may be impossible to obtain additional raw ma-
terials or supplies quickly enough to permit in-
creasing actual inventories to the desired level 
at the desired time. Similarly it may be impos-
sible or undesirable to sell off excess inventories 
as rapidly as they become excessive. 
Equations 1.3 and 1.7 contain exactly the same 
variables, but the parameters composing their 
coefficients have quite different behavioral inter-
pretations. This illustrates, in simple form, two 
problems encountered in the use of distributed 
lag models: (a) the reduced equations may be 
nonlinear in the parameters (e.g., the coefficient 
of St in equation 1.3 is the product of a and ,8) ; 
(b) different models lead to equations containing 
exactly the same variables, but the coefficients are 
composed of different parameter combinations. 
The nonlinearity is not a serious problem here, 
since the coefficient of it-1 may be divided into 
the coefficient of St to obtain an estimate of a. 
And a confidence interval for a can be obtained 
without great difficulty. But consider this model 
(used in the study of butter and cheese inven-
tories) : 
(1.8) i' t = as*e+t + b6.p·t+1 = as\+l 
+ b(p\+1 - Pt) 
(1.9) S"t+1 - s\ = ,Bo(St - s"t) 
(1.10) 6.P''t+l = ,Bl6.Pt + ,B~6.F\+1 
(1.11) 6.F''t+1 = ,B,,6.Ft 
(1.12) it - it-1 = c (i't - it-I) 
F t represents current farm milk production, and 
Pt represents wholesale butter or cheese price. 
These equations can be reduced to 
(1.13) it = a,Bo CSt + b,Bl MPt - b,B1 
c(l - ,BO)6.Pt-1 + b,B~,B3 c6.Ft 
- b(l- ,Bo),B2,B3c6.Ft-1 
+ (2-,Bo - c)i t - 1 
- (l-,Bo) (1-c)it-2 
The seven coefficients in equation 1.13 might be 
estimated by least squares. But it will not be pos-
sible to obtain unique estimates of the seven pa-
rameters in equations 1.8 to 1.12. One estimate , 
of /30 can be obtained from the ratio of the co-
efficients of APt-1 and APt; another, from AFt-1 
and AFt. There is no need for them to -be equal. 
Using each estimate of /30, the coefficients of it-1 
and it-2 can be used to obtain two estimates of c, 
for a total of four estimates. Estimates of a can 
then be obtained from the coefficient of St. On the 
other hand, it is not possible to compute estimates 
of b, /31, /32 and /33' In another model used for the 
study of butter and cheese inventories, there 
are nine parameters, but the reduced equation has 
only seven coefficients. 
Even if unique estimates of the parameters in 
the model can be obtained from the estimated 
coefficients, it may be virtually impossible to com-
pute measures of reliability. 
All this suggests the desirability of using some 
form of nonlinear estimation on equations such 
as 1.13, to permit computing unique estimates of 
each parameter and measures of reliability (6,8). 
In this study, all reduced equations were esti-
mated by least squares; t ratios were computed 
for each coefficient, and F ratios frequently were 
computed to test the significance of the contribu-
tion of added variables to the coefficients of de-
termination. Usually, results will be interpreted 
as though there were a simple and unique one-to-
one correspondence between estimated coefficient 
and initial hypothesis: that is, as though the co-
efficients were linear. 
Such a procedure can be justified on various 
grounds. One is economy; nonlinear least squares 
estimates of equation 1.13 will cost from 5 to 15 
01' 20 or more times as much as linear estimates. 
Nonlinear estimates are justifiable, therefore, 
only if they have some superiority over linear esti-
mates. It is difficult to see where this superiority 
lies. 
Application of nonlinear estimation to equa-
tion 1.13, for example, would be an effort to test 
hypotheses that a, b, /30, /31, /32, /33 and c equal 
zero. That is, it would be an effort to test various 
hypotheses concerning adjustment of actual in-
ventory levels to desired inventory levels, price 
and sales expectations and determination of the 
level of desired inventories. Application of linear 
least squares to equation 1.13 can be interpreted 
as an effort to test hypotheses concerning the 
effect of various variables on actual inventories. 
Conceivably, the lineal' estimates of the coeffi-
cients of AFt and AF t-1 could be nonsignificant, 
and their addition could result in a negligible in:-
crease in the value of R2, while nonlinear esti-
mates of b, /32, /33, c and (1-/30) were significant. 
Even so, if all five were less than unity in abso-
lute value, the nonlinear 'estimation might lead to 
the conclusion that the products were zero. One 
might then conclude that AF"t+1 does enter into 
the butter and cheese inventory decision process, 
but in such a way that it has no significant effect 
on final inventories. It does not seem useful to be 
able to identify those variables which enter into 
the decision process but have negligible effect on 
the final outcome. 
It seems more reasonable to argue that such a 
situation will not exist. Businessmen would soon 
observe that this was so and identify the vari-
ables. A desire (and necessity) for economy of 
effort in decision-making and implementation 
would lead to the deletion of these variables from 
the decision process. 
If this is not true and if variables which have 
no measureable effect on the final outcome do 
enter into decision processes, it raises a question 
as to the usefulness of studies of decision-making 
or of decision processes. 
A decision to apply nonlinear estimation raises 
another question. Different models containing dif-
ferent assumptions about behavioral patterns and 
decision processes will sometimes lead to reduced 
equations containing exactly the same variables. 
Equations 1.3 and 1.7 are one example. These 
even contain the same parameters, a and /3, but 
a and /3 have different meanings in the two 
models. If nonlinear estimation leads to the con-
clusions a =1= 0 and /3 =1= 0, which model does one 
accept-1.1 and 1.2a or 1.4, 1.5 and 1.6? 
Sometimes the reduced equation from two 
models will contain exactly the same variables, but 
their coefficients will consist of different combin-
ations of parameters having different interpreta-
tions. Consider the model consisting of 
(1.8b) 
(1.9b) 
(1.10b) 
(1.11b) 
(1.12b) 
• S t+1 = St 
Ap· t+l = /3oAPt + /3111Pt-1 + /3211Fo t+l 
AF"t+1 = lloAF t + lllAFt - 1 
Ait = Co (i't - it-I) + C1 (it-1 - i t-2). 
The reduced equation for this model is 
(1.13a) it = aCoSt + b/3oCoAPt + b/31collPt-l 
+ (b/32 + c) lloCoAF t 
+ (b/32 + c) ll1collFt-1 
+ (1 + C1 - co)it-1 - c1it-2 • 
On a priori grounds, this model is just as rea-
sonable as equations 1.8 through 1.12. Then if 
one is to estimate equation 1.13 by nonlinear least 
squares, he ought also to estimate equation 1.13a 
by nonlinear least squares. And suppose his t 
tests indicate equal proportions of significant 
coefficients in the two models and the two esti-
mates yield equal values of R2. If they do not, 
then the choice as to the more relevant model 
may be clear. The clear-cut decision reached, 
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however, will have cost 10 to 30 or 40 times as 
much as it would have cost to obtain linear esti-
mates. 
The preceding discussion raises two questions 
about studies of decision-making or decision pro-
cesses. These studies assume that the nature of 
the process followed in reaching a decision deter-
mines the decision reached and the action taken. 
So far as I know, this basic assumption has never 
been subjected to empirical test. The preceding 
discussion indicates the desirability of testing this 
assumption and differentiating those conditions 
under which it holds true from those under which 
it does not. There are possible situations in which 
some elements of the decision process have no 
effect on the final outcome. There are also situa-
tions in which the same result is attained from 
different decision processes. 
The whole discussion constitutes a warning note 
against placing great confidence in the interpreta-
tion of coefficients in distributed lag models. Dis-
tributed lag concepts are a fruitful source of hy-
potheses concerning dynamic behavior; the trou-
ble is that they are too fruitful. 
CHOICE OF DEPENDENT VARIABLE 
In equations such as 1.7 or 1.13, where i t-1 is 
one of the independent variables, it makes little 
difference whether it or fl.i t is used as the depend-
ent variable. Specifically: (a) The estimated co-
efficients of it-1 will differ by unity, (b) all other 
coefficients will be the same, (c) all standard 
errors will be the same and (d) the W obtained 
from the use of fl.i t will usually be smaller, but 
the value of F will be the same in both cases. 
Suppose the model to be estimated is, in matrix 
notation 
(1.14) Yt= (X Yt-l) (~~) + e=Zf3 + e 
where Yt and Yt-1 are T x 1 column vectors of 
observations, X is a T x m matrix, 130 is an m x 1 
column vector of coefficients, f3i is a scaler and e 
is a T x 1 column vector of random disturbances. 
Writing Z'Z as a partitioned matrix and using a 
method for calculating the inverse of a partitioned 
matrix (27), the least squares estimates are 
( b,,) (X'X)-l X'y, t -1 C,(p.'p.)-1 p.'Yt) (1.15) b, = (p. p.) p. Yt 
where 
(1.16) C = (X'X)-1 X'Yt-1 
and 
(1.17) P.=Yt-l - XC 
Now suppose we estimate 
(1.18) 6.Yt= (XYt-l) (f3llU ) + ell =Zf3ll + lOll 
f3ll1 
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Substituting fl.Yt into equation 1.15 in place of Yt, 
it can be seen that 
(1.19) 
The coefficients of Y t-1 differ by unity; all other 
coefficients are equal. 
To show that all standard errors and the F 
ratios will be equal, it is necessary to show the 
equality of e'e and e'll ell. 
(1.20) e = Yt - Zb = Yt - Xbo - Yt-1b1 
(1.21) ell = Yt - Yt-1 - Xbo - Yt-l (b,-l) 
=e 
Since e = ell, e'e = e'llell and the variances and 
covariances of the coefficients are equal. 
The F ratio for testing the significance of re-
gression is 
F = (bo - 130)' Z'Z [bo - 130 ) l b1 - 131 b1 - 13, 
(1.22) 
e'e (T - m -1) 
Fll = F since b1 - f3l = b1 - 1 - (131 - 1) and 
e' e = e'll ell. 
DATA FORM 
A number of studies of inventories, and of other 
aspects of short-term economic behavior, have 
used seasonally adjusted data. In this study un-
adjusted data were used in a model allowing 
for seasonal shifts in the intercepts, 
(1.23) Yt = 130 + s f3l Xit + S Cj D jt + /Lt. 
i i 
The values assigned to the Dlt are presented in 
tables 1 and 2. 
It is also possible that seasonal rotations occur 
in the inventory equations. To check this pos-
sibility, residuals from fitted equations were plot-
ted against the various independent variables. 
When monthly or quarterly differences appeared 
Table 1. Quarterly seasonal variables. 
Quarter 
1. ___________________ -1 2 ____________________ -1 
3 ____________________ 1 
4 ____________________ 1 
Table 2. Monthly seasonal variables.· 
D1 == sin iR 
D2 = COd iR 
D3 = sin 2iR 
D, '" cos 2iR 
D. = sin 3iR 
D. '" cos 3iR 
Variable 
o 1 
o -1 
-1 0 
1 0 
D, - sin 4iR 
D, = cos 4iR 
D. = sin fiiR 
D10 = cos 5iR 
Dll = cos 6iR 
a i ranges from 1 in January to 12 in December each year. R == 30°. 
Thus. each year t D3 varies from sin 600 in January to sin 3600 in June 
to sin 720· in December. sin 6iR = 0 every month_ 
in the slopes, additional variables were added to 
the regressions. 
Equation 1.23 assumes that the slopes remain 
constant from season to season but that intercepts 
may change. In contrast, the use of seasonally 
adjusted data implies the assumption that both 
intercepts and slopes vary seasonally, and that 
they vary in a certain way. Write the model 
as 
(1.24) Yt = /3ot + l/3itXit + p.t· 
i 
Use St to denote the seasonal index for Yt and rlt 
to denote the index for Xi t. 
Divide equation 1.24 by St 
(1.25) Yt/st = /3ot/st + l (/31 t/St) Xi t + p.t/St 
i 
The equation actually estimated with seasonally 
adjusted data is 
(1.26) y t/St = /3ot/st + l (/31t. rl t/St) xlt/rlt 
i 
+ p.t/st 
The use of seasonally adjusted data implies the 
assumptions 
(1.27) 
(1.28) 
(1.29) 
/300 = /3ot/st 
/3is = /3it rit/st 
p..t = p.t/st. 
/308 and /318 are the parameters estimated by use of 
seasonally adjusted data. 
According to equation 1.27, the intercepts vary 
seasonally in a certain way: /3ot = /3ooSt. According 
to assumption 1.28, the slopes also vary season-
ally in a certain way: /3it = /318 st/rlt. Although 
intercept and slopes may vary seasonally, there 
is no reason they should happen to vary in these 
particular ways. If St or rlt varies cyclically or 
secularly (i.e., changing seasonals), the use of 
seasonally adjusted data then implies cyclical or 
secular' variations of certain types in the param-
eters. 
It is well known that the process of taking a 
moving average can introduce auto- and serial-
correlation into random time series (14, pp. 203-
205). Dividing a random series by a moving 
average can introduce autocorrelation into the 
derived series. If the original disturbances are 
temporally random, the disturbances in the sea-
sonally adjusted equation may be autocorrelated. 
This will only bias the t and F tests if no lagged 
values of y t appear among the XI t. If lagged 
values of y t do appear among the Xi t, biased co-
efficients will result. If the original disturbances 
are autocorrelated, there is no reason that divid-
ing by St should remove the autocon'elation. 
ESTIMATION PROCEDURE 
At least three separate statistical considera-
tions enter into the choice of the estimation pro-
cedure in this study: (1) the previously mentioned 
nonlinearity in the parameters, (2) the possi-
bility of autocorrelated disturbances in the equa-
tions (which introduces additional nonlinearities) 
and (3) possible simultaneous determination of 
inventories with other endogenous variables. A 
general estimation procedure would have to be 
a highly nonlinear simultaneous equations pro-
cedure. Such a procedure could possibly be de-
veloped by synthesizing two-stage-Ieast-squares 
with procedures discussed by Hartley (8) and 
Fuller and Martin (6). 
The reasons for ignoring the first complica-
tion have been discussed. As for the second, it 
is likely that the hypothesis of autocorrelated 
errors will usually be rejected in equations which 
make generous use of lagged dependent variables, 
as do the ones used here (11, 12). This hypothe-
sis can be tested by use of the Durbin-Watson 
d statistic. It was not used in this study since 
it is not appropriate when lagged values of the 
dependent variable appear as independent vari-
ables. In a few cases in which it was tried, the 
maximum and minimum values of d were 2.12 and 
1.92. 
In the models used here, the variables relevant 
to the third problem are current values of sales, 
prices, new or unfilled orders and farm mar-
ketings and current first differences of these 
variables. It is not an oversimplification of re-
ality to argue that quarterly farm marketings 
can be treated as predetermined. It seems justi-
fiable to treat monthly and perhaps quarterly 
price changes as predetermined; i.e., to argue 
that they represent current dynamic response to 
previous changes or to current changes in pre-
determined variables. 
It is questionable whether sales, new orders 
and unfilled orders can reasonably be treated as 
predetermined or exogenous. This question mer-
its further investigation. 
In the studies reported here, the values of W 
are sufficiently large that bias arising from si-
multaneous determination is generally small. 
QUARTERLY BEEF AND PORK INVENTORIES 
Variables 
it = Cold storage holdings of all frozen and 
cured meat, end-of-quarter t, in millions of pounds 
(18, 20). 
if t = Equilibrium (Le., desired) level of end-
of-period stocks. Throughout this report, this 
symbol will have the same meaning. 
8&7, 
Qt = Commercial meat production during quar-
ter t, millions of pounds (18,20). 
Q\ = Expectation during period t-1 of the 
value of Qt. 
St = sales during quarter t, millions of pounds 
(derived as Qt + it-1-it). 
s· t = Predicted value during period t-1 of the 
value St. Throughout this report x· t+j will mean 
the expectation formed during period t+j-1 as 
to the value of Xt+j' 
PPt = Average wholesale value at Chicago of 
100 pounds of major pork cuts, dollars (19,21). 
PBt = Average wholesale value of 100 pounds 
U.S. Choice grade beef carcass, dollars (16,19). 
tloFt = 0 in second and third quarters of each 
year. 
= previous spring pig crop minus previous 
fall pig crop, tens of thousands of pigs saved, ip. 
fourth quarter of year and first quarter of next 
year (18,20). 
Most of the other variables are derivatives of 
these-either lagged values or first differences. 
Beef and pork are indicated by the subscripts B 
and P. 
tloQ' Bt = tloQUt during first, second and third 
quarters 
= -3tloQBt in fourth quarter 
tloQ'pt = -2tloQpt during second quarter 
= tloQpt in first, third and fourth quarters 
Dpt = 0 each quarter 1949-III through 1952-1, 
= 1 each quarter after 1952-1 
Gt = 1 each quarter 1951-II through 1953-1 
= 0 all other quarters 
.tl.Q' Bt and .tl.Q' Pt were added to the regressions 
after inspection of residuals. Dpt was included at 
the suggestion of Wilbur MaId, who had previ-
ously noted in his work a rather sharp break in 
the pattern of pork inventories in late 1951 or 
early 1952. He attributes this to the adoption 
of a new method of curing certain pork products 
which shortens the time required for curing. The 
end of the first quarter of 1952 was selected as 
the break point after inspection of residuals from 
equations not including Dpt. 
From May 1951 to February 1953, ceilings were 
in effect on beef prices. Wholesale ceiling prices 
were in effect on pork from October 1951 to Feb-
ruary 1953. Gt was included to allow for the pos-
sible effect of these ceilings on cold storage hold-
ings of meat. 
Models 
Two principal models were used to study beef 
and pork inventories. In each case, the pork model 
will be presented and its differences from the beef 
model will be discussed. 
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Model A 
For discussion of this model, see Fuller and 
Ladd (5). 
(2 1) " • ( • ) • 1 rt = atl.p Pt+1 = a P 1't+1 - PPt 
(2.2) tlop·Pt+1 = btloQ"Pl+l +etloQ"Bt+1 
= b(Q"Pl+1 - Qpt) 
+ e (Q*Bt+l - QBt) 
(2.3) .tl.Q"pt+1 = ,80 (tloQ"Pt - tloQpt) + ,8,tloFt 
(2.4) tloQ'Bt+1 = ,80 (tloQ"Bt - tloQnt) 
(2.5) .tl.iPt = c(i'pt - ipt-1 ) 
These five equations can be reduced to the one 
equation to be estimated 
(2.6) tloiPt = (,80 - c)ipt-1 + ,8o(c - 1)ipt-2 
- abc,8otloQpt - aec,8otloQBt 
+ abc,8,.tl.Ft 
The quantity change variables (tloQ' to .tl.Qh etc.) 
are interpreted as referring to farm marketings. 
Livestock sold by farmers is processed (Le., com-
mercially produced) within a few days after being 
sold. Over a period of a quarter, commercial 
production can be taken as equal to farm mar-
ketings, .tloQ"t+l' therefore, represents expected 
change in farm supplies. 
Because of the large seasonal variation in meat 
production, large quantities of meat are stored in 
anticipation of seasonal price rises. Tolley and 
Harrell found that packers were fairly successful 
in predicting changes in supply but not in pre-
dicting changes in demand and that packers used 
the U.S. Department of Agriculture pig crop re-
ports in making decisions on size of stocks (15). 
Equation 2.1 states desired level of stocks as 
a function of the expected price change. Ex-
pected price change, in turn, is hypothesized 
to be a function of expected changes in both 
beef and pork production. The expected pro-
duction of each meat is stated as a weighted 
average of past levels of production. The equa-
tion for expected pork production also includes 
the change in farrowings during the fourth and 
first quarters, when pork inventories typically 
increase. The estimated equations contain the 
three quarterly variables defined earlier. Includ-
ing these in equation 2.6 is equivalent to includ-
ing variables which reflect normal seasonal var-
iation in farm production in the equations for 
expected production. Because of uncertainty as 
to the magnitude of price and production changes 
and possible institutional limitations on speed of 
adjustment, actual inventory change is assumed 
to be a positive fraction of desired change. 
Model B 
(2.9) i'Pl = a tlop'Pt+1 + bS·pt+1 
(2.10) S\'l+l = eoSpt-l + el~Spt 
(2.11) ~P*rt+l = ao/lQ'pt+1 + al/lQ*Bt+l 
+ fto~Prt + ftl~Prt-l 
(2.12) ~Q·pt+l = Eo~Qrt + El~Qrt-l + E2/lFt 
(2.13) ~Q·Bt+1 = EaAQut + E4AQBt-l 
(2.14) Aipt = Co (i'rt - irt-1) + clAirt-l 
+ Cz(Spt - s'Pt) 
Some time, no doubt, elapses between the be-
ginning of a quarter and the time when deci~ 
sions are made and communicated to all relevant 
agents as to the desired level of end-of-quarter 
inventories. In the interim, it is possible that 
inventory continues to be accumulated at the 
same rate as last quarter (c1 = 1), or at some 
fraction of that rate. Alternatively, action in 
the interim may be guided by i't-l - it-2 ; i.e., 
by desired change· in end-of-quarter stocks last 
quarter. This second alternative is not likely to 
be useful here since the reduced equation con-
tains 15 independent variables, including the sea-
sonal variables. Using j'Pt-l would add four more 
variables: APPt-2; ~QBt-2' ~QPt-2 and AFt-I. Con-
sidering multicollinearity problems alone, it seems 
unlikely that the inclusion of these variables 
would add anything to the explanatory or pre-
dictive value of the equation. (As it is, singular 
matrices were encountered with several of the 
beef inventory equations.) 
The inclusion of SPt - s·pt arises from' the 
hypothesis: (a) Planned change in inventory is 
a fraction of the desired change and (b) actual 
change differs from planned change by a frac-
tion of the excess of actual sales over expected 
sales (4, p. 796). 
These equations can be reduced to the following 
equation to be estimated. 
(2.15) /liPt = acoft~ppt + acoft1Appt-l 
+ aCoaofo/lQpt + aCoalEa/lQnt 
+ aCoaoE1AQpt-l + acoalE4/lQnt-l 
+ acoaof2/lF t 
+ (bcoeo + C2 - c2eo) Spt-l 
+ (bcoel + C2) ~Spt 
+ C2 (eo - ell ~SPt-l + (c1 - CO)iPt-l 
- cl i Pt- 2 
Before estimating Model B, ~Qpt-l was dropped 
from the beef equation, and AQBt-l was dropped 
from the pork equation. Model B was also fitted 
under the assumption b = C2 = O. This will be 
referred to as Model B.1; the more general model, 
as B.2. 
Results 
Results are presented in tables 3 and 4. In 
each table, the first three equations represent 
Models A, B.1 and B.2, respectively. In these 
and all later tables, coefficients for each equa-
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tion are presented on the top line, and standard 
errors are on the line underneath. An * indi-
cates significance at the 10-percent level; ** in-
dicates significance at the 5-percent level; *** 
indicates significance at the 1-percent level. 
Dichotomous variables 
Addition of the three variables Dh D2 and Da 
increased the value of R2 by significant amounts 
for both beef and pork. The coefficient of Da 
was never significant. 
DPt was always significant and negative, indi-
cating a downward shift in the pork inventory 
equation occurring in 1952. Gt was always sig-
nificant and positive in the pork inventory equa-
tions and positive but nonsignificant in the beef 
inventory equations. Ceiling prices evidently 
caused packers to hold substantial amounts of 
pork that normally would have been sold. The 
existence of ceiling prices evidently had little 
effect on beef inventory holdings. 
Production variables 
Beef inventories are affected by both beef 
and pork production changes. Pork inventories, 
on the other hand, are affected only by pork 
production changes. Beef stocks absorb about 
12 percent of the increase in beef production 
during the first, second and third quarters, which 
are periods of stock depletion. They absorb 25 
percent during the fourth quarter, which is a 
period of accumulation. 
Around 12 percent of the increase in farm 
pork production is absorbed by stocks during 
the second quarter, which is generally followed 
by increasing prices, and about 25 percent is 
absorbed during the other quarters. 
~Qnt-l and ~QPt-l had no significant effect upon 
stocks. The same is also true of QBt - QBt-4 and 
QPt-QPt-4, which were used in a few equations. 
Prices 
~PPt and ~Pl't-l have no effect on pork inven-
tories. ~PBt and ~PBt-1 have little or no effect 
on beef inventories. The coefficient of ~PBt was 
never significant. The coefficient of ~PBt-1 was 
commonly significant at the 1Q-percent level (av-
eraging 0.022 in value), and its addition raised 
the value of R2 by an amount significant at about 
the 12-percent level. The addition of both beef 
price variables simultaneously, however, did not 
significantly affect the value of R2. These find-
ings are consistent with Tolley and Harrell's con-
clusion that packers are able to predict changes 
in supply fairly accurately but unable to predict 
changes in demand accurately. They use predic-
tions of supply (i.e., marketings) but not of price, 
which reflects marketings and demand (15). 
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Sales 
Problems of multicollinearity were encountered 
when the three beef sales variables were used; 
the matrix of sums of squares and cross products 
of independent variables was singular. When SBt-1 
and ~SBt-l were used, this difficulty was not en-
countered. These two variables, however, were 
nonsignificant. 
In adding SPt-I, ~Spt and ~SPt-l to pork equa-
tion 2, table 4, to obtain equation 3, the resulting 
increase in R2 was significant at the 5-percent 
level, although none of the c6efficients was signi-
ficant. In three other comparisons by the F test, 
however, nonsignificant increases in R2 resulted 
from their addition. The coefficient of ~Spt was 
infrequently significant at the 10-percent level 
and never at a higher level, and the other two 
coefficients were always nonsignificant. 
The conclusion that these sales variables have 
no effect on inventories is further confirmation 
of Tolley and Harrell's finding that packers are 
unsuccessful in predicting demand (15). If they 
were successful, sales variables would be expected 
to be significant determinants of meat inventories 
(provided the model accurately reflects packers' 
sales prediction mechanism). 
lagged inventories 
In simpler models which contained only it-I, 
the two ~Qt and ~Q't, the coefficient of iBt-1 was 
significant at the 1-percent level whereas the co-
efficient of il't-l was nonsignificant. The ad-
dition of il't-2 and iBt-2 to the pork and beef equa-
tions, respectively, resulted in significant increases 
in the value of R2 and reduced the coefficient of 
iIlt-1 to nonsignificance. In none of the equations 
fitted, would the t test reject the hypotheses 
that the partial regression coefficients of iBt on 
int-1 and iN on il't-l are unity. (The coefficients 
of ~it on it-1 do not differ significantly from zero.) 
~illt-l and ~il't-l were used in a few cases; they 
were always nonsignificant. 
Model comparisons 
A VB. B.1 (~Pt' ~Pt-h ~Qt-l)' The addition of 
these three variables resulted in nonsignificant 
increases in the values of R2. The only coefficient 
ever significant was the coefficient of ~PBt-1 and 
it was never significant at a higher level than 10 
percent. 
B.1 VB. B.2 (St-11 ~Stt ~St-l)' As indicated pre-
viously, the evidence is clear tha~ beef sa!es 
expectations play no effective role. m determm-
ing beef inventories. The evidence is less clear 
on pork, but the preponderance of evidence indi-
cates that pork sales variables have no effect 
on pork inventories. 
In addition, the signs of all coefficients in Model 
A, except for the nonsignificant coefficient of 
IlQnt in the pork inventory equations, conform 
with expectations. The evidence, then, is that 
Model A is a more accurate representation of 
the meat inventory process than are Models B.t 
or B.2. For pork inventories, a simpler model than 
A is appropriate-the model obtained by setting 
e=O. 
Dynamic properties 
The results indicate that beef and pork inven-
tory behavior may be depicted by second-order-
difference equations. 
(2.18) it = bti t-1 + b2it-2 + :s ajxjt + }J.t j 
The solution to such a difference equation has two 
parts. One is the general solution to it = btit-1 
+ b2it-2 ; the other is a particular solution to the 
entire equation (2, pp. 169-215). Set:s ajxjt + ILt 
= Lt and fix Lt at the value of Lo. j 
Write: 
(2.19) Xl = [bl + (b1 2 + 4b2 ) *] /2 
X 2 = [bl - (b12 + 4b2)*]/2 
If Xl and X2 are real numbers, a solution is 
(2.20) it = (io - L'0)X2 - il + L'o 
--------- Xlt 
---------- X2t + L'o 
where L'o = Lo/(l-bl - b2 ) and io and it are 
initial conditions. 
Assume inventories have been constant and in 
equilibrium for some time and that one variable, 
say, XjO in Lo changes in value. After this dis-
turbance, the time path followed by actual in-
ventories will be determined by the values of Xl 
and X2. If both are positive and less than unity, 
inventories will follow a monotonic time path in 
their asymptotic approach to L' 0, the new equilib-
rium value of the inventories. That is, 
(2.21) lim oit aj 
t~ 00 - = ---
OXjO 1-bt-b2 
Beef equations 2 and 3 are of this type. 
If (b1 2 + 4b2 ) < 0, set 
(2.22) c = b1 /2 
d = [(-1) (b12 + 4b2 )] */2 
D= (c2 + d2)* 
sinR=c/D 
cos R=d/D 
Then the solution is 
(2.23) it = Dt[(io - L'o) cos(tR) 
+ it - (1-c)L'0 -cio 
-------sin(tR)] 
d 
+ L'o 
When 0 < D < 1 (as in beef equations 1 and 4 
and in the pork equations), inventories follow a 
damped cyclical path in moving from one equilib-
rium level to another. The length of the cycle is 
360o/R. 
Again 
(2.24) lim oit aj 
t~oo -=----
OXjO 1-b1-b2 
Table 5 presents data on dynamic properties. 
The evidence demonstrates that pork inventories 
follow a damped cycle in moving from one equi-
librium position to another. The evidence also 
strongly indicates a cycle of 9 to 10 quarters. The 
lO-year cycle indicated by equation 1 must be re-
jected because equation 1 is suspect. This is 
because it excludes two relevant variables: Dpt 
and Gt. Evidence from other equations not pre-
sented shows that the reason for the difference 
between equations 2 and 4 is the addition of Gt. 
Dropping the five variables ipt-h IlQnt, IlQpt-l, 
Ilppt and IlPPt-l has negligible influence on the 
coefficient of ipt-2 and on the values of the roots 
of the difference equation. (These five variables 
also have a negligible effect on the value of R2. 
Dropping them from equations 2 and 3 reduces 
the values of R2 by only 0.0033 and 0.0005, re-
spectively.) The addition of Gt raises the absolute 
value of the coefficient of ipt-2 by 30 to 40 per-
cent and affects the values of the roots of the 
Table 5. Results describing dynamic properties of beef and pork inventory equations. 
Commodity 
and 
equation 
number 
X, 
Beef 1. ......................................... 0.49 + 0.171 
2.......................................... 0.704 
L:::::::::::::::::::::::::::::::::::::::O. 5~' f!j! 40.19i 
Pork 1. ......................................... 0.56 + 0.031 
2 .......................................... 0.53 + 0.09i 
L:::::::::::::::::::::::::::::::::::::::g:~~ ::: 8:m 
X. 
0.49 - 0.17i 
0.403 
0.408 
0.50 - 0.19i 
0.56 - 0.03i 
0.53 - 0.091 
0.54 - 0.07i 
0.50 - 0.36i 
D 
0.62 
0.53 
0.56 
0.54 
0.54 
0.62 
R (degrees) 
19 
20 
3 
10 
7 
36 
0.29 
0.18 
0.19 
0.19 
0.23 
0.22 
0.38 
360' 
. R 
(quarters) 
19 
18 
120 
36 
51 
10 
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difference equation. Because of the significance 
of Gt, the results from equation 4 should give a 
more accurate description of dynamic properties 
than the results from the other equations. 
In the case of beef inventory equations, the 
estimated dynamic properties depend on whether 
or not the regression contains ~PBt-1' Equations 
1 and 4, which do not contain it, indicate a cyclical 
adjustment path with a period of about 5 years. 
The other equations, which do contain ~PBt-l' 
suggest a monotonic approach to a new equilib-
rium. Since the evidence in support of the hypoth-
esis that ~PBt-1 affects beef inventories is weak, 
it may be concluded that beef inventories follow 
a cyclical adjustment path. 
QUARTERLY BUTTER AND CHEESE INVENTORIES 
Variables 
it = End~of-quarter total cold storage holdings 
of creamery butter or American cheese, thousands 
of pounds (17). 
St = Total quarterly sales of creamery butter 
or American cheese, thousands of pounds. Com~ 
puted as quarterly production-~it. Production 
data from U. S. Department of Agriculture (17). 
Pt = Average wholesale price, in cents per 
pound, of 92-score butter at Chicago or average 
wholesale price of cheese, in cents per pound for 
fresh single daisies at Chicago (17). 
p't = Pt divided by wholesale price index for 
all commodities other than farm products and 
foods, 1947-49 :1.00 (22).' 
F t = Quarterly milk production on farms, mil-
lions of pounds (17). 
~P'bl, 2t-1 = ~P'bt-l; first quarter 
= -~P'bt-l' second quarter 
= 0, third and fourth quarters 
~p2<2t-1 = ~p2ct_l' second quarter 
= 0, all other quarters 
Where necessary for clarity, subscripts band c 
are used to denote butter and cheese. 
Models 
Two basic models are employed. The funda-
mental concepts in each are similar to those in 
Beef and Pork Model B. The expectation gener-
ating mechanisms for prices are different. 
Model A 
(3.1) i/t = a S*t+l + b~p"t+l 
(3.2) s~ t+1 - s· t = Po (St - s· t) 
(3.3) P't+l - pOt = PI (Pt - p't) + p2~F· t+1 
(3.4) ~F"t+1 = P3~Ft 
(3 5) . (" .) 
. ~lt = .. G. 1. t - It-1 
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Analytically, this is similar to a model proposed 
by N erlove for studying consumer demand when 
equilibrium demand depends upon one expected 
price and expected income (11, pp. 27-29). The 
method of reduction is also presented by N erlove. 
The reduced equation is 
(3.6) it = apOPICSt + apoc(l-Pl)~st 
Model B 
+ bc(P1 - l)6.pt + bc(1-po) 
(l-Pl)~Pt-l 
+ bP2P3c6.Ft - bP2 (I-Po) P3c6.Ft-1 
+ (3-PO-PI-C)it-1 
[(I-c) (2 -PO-PI) + (I-Po) 
(I-PI) Ji t - 2 
+ (I-po) (I-PI) (I-c) it-a 
(3.1) i't = a s\+1 + b~p·t+l 
(3.2) s· t+1 - s· t = Po (St - St') 
(3.3a) 6.p. t+l = PI~Pt + P26.F· 1+1 
(3.4) 6.F*t+1 = P3~FI 
(3.5) it - i t-l = c(i't - it-I) 
The sole difference between models' A and B 
lies in the price expectation generation mechan-
ism. Equations 3.3 and 3.4 are equivalent to 
(3.6) P\+I = Pil (I-PI) iPt_1 
i + P2P3 l (I-PIP ~Ft-i 
i 
Equations 3;3a and 3.4 are equivalent to 
(3.7) P"t.1 = Pt + PI~Pt + P2P36.Ft 
The five equations of Model B reduce to 
(3.8) it = apocst + bPI C~Pt 
- bPI c(l-Po) ~Pt-l + bP2P3 c~Ft 
- b(1-Po)P2Pa ~Ft-l 
+ (2-po - c)i t-l 
- (I-po) (1-c)it-2 
Results 
Selected statistical results for butter and cheese 
inventory regression equations are presented in 
tables 6 and 7. Equations 1 and 2 represent 
models A and B. Because of the importance of 
federal price-support purchases of these products 
in several post-World War II years, the analysis 
was restricted to 1929-41 data. 
Seasonal variables 
For both butter and cheese, the three sea~ 
sonal variables are substitutes for ~F t-l' The ad-
dition of the three variables to butter inventory 
equations did not significantly increase the value 
of H2. The value of F was less than 1. The main 
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effect of including these variables was to reduce 
the coefficient of ~F t-l and increase its standard 
error. The addition of Dlt, D2t and Dat to cheese 
inventory equations consistently increased the 
value of R2 significantly when ~Ft-l was excluded 
and had a nonsignificant effect when ~F t-l was 
included. D2t and Dat were almost invariably sig-
nificant by the t test in equations excluding ~Ft-l' 
but they were never significant in equations in-
cluding ~F t-1' 
Table 8 shows some relevant coefficients of 
determination among the seasonal variables and 
other variables. The high R2 pertaining ,to ~Ft-l 
shows why this substitution takes place. The high 
R2 pertaining to ~Ft suggests that these seasonal 
variables could substitute for ~F t if it were de-
leted. No equations were fitted using seasonally 
adjusted data. The size of some of the R2s sug-
gests that quite different conclusions might have 
been reached if such data were used. 
Table 8. Values of r2 and R2 between seasonal variables and buHe. 
and cheese variables. 
Variable 
j 
AFt .............................. 0.72 
AFt·, ••••..••..•••....••...•... 0.19 
iet ................................ 0.24 
i et., ........... _ ................. 0.17 
iet· ............................... 0.25 
Ap'et·l •••• _ •••••••••.......•.•. 0.01 
Set ................................ 0.03 
Aset .............................. 0.63 
ibt ........................... _ ... 0.18 
ibt" .............................. 0.56 
ibt ................................ 0.16 
ibt.' .............................. 0.57 
Apbt·1 .......................... 0.01 
Sbt ................................ 0.00 
r'jD 
D. 
0.02 
0.61 
0.03 
0.13 
0.12 
0.15 
0.03 
0.00 
0.26 
0.09 
0.31 
0.09 
0.15 
0.00 
Do 
0.22 
0.17 
0.07 
0.12 
0.06 
0.08 
0.12 
0.12 
0.26 
0.08 
0.26 
0.08 
0.13 
0.37 
R'j.123 
0.97 
0.97 
0.34 
0.42 
0.43 
0.24 
0.18 
0.74 
0.70 
0.72 
0.73 
0.73 
0.29 
0.37 
The higher R2 for ibt than for iet in table 8 
can be explained by the different functions served 
by butter and cheese inventories. Butter demand 
exhibits less seasonal variation than does farm 
milk production or butter production. The main 
reason for holding Lutter inventories is to carry 
butter from periods of peak production to pe-
riods of low production. Most of the reasons for 
holding inventories of cheese are the same as 
the reasons for holding butter, but there is an 
additional reason for the existence of cheese 
inventories. Holding cheese in inventory to age 
it is an inherent part of the process of produc-
tion. 
Prices 
Plotting residuals from original equations re-
sulted in the addition of ~p2c2t-l to the cheese in-
ventory equations and ~P'bl,2t-1 to the butter in-
ventory equations. Their coefficients were sig-
nificant, and their use resulted in significant 
increases in the coefficients of determination. 
Several forms of the price variables were tried 
for both products; ~Pt, ~P'h ~p2t and ~p't2 and 
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lagged values. APt 2 is the first difference of Pt2. 
The price variable selected had little effect on 
the size and level of significance of other coef-
ficients. Nor did it have an appreciable effect 
on the values of R2. The price variables in tables 
6 and 7 were selected for presentation because 
they consistently yielded larger values of R2. 
The coefficient of current price change was 
never significant; the coefficient of lagged price 
change was almost invariably significant. The 
average results from several equations indicate 
a coefficient of Ap2ot_1 of 110 for the first, third 
and fourth quarters and, 8 for the second quar-
ter. Average results indicate these values of the 
coefficient of Ap'bt-l: first quarter, 4,034; second 
quarter, 364; third and fourth quarters, 2,199. 
The peak volume of milk production occurs in 
th~ second quarter. The typical pattern during 
thIS sample period was for milk production to 
rise during the first and second quarters (the 
second quarter increase being much greater than 
the first quarter increase) and to fall during 
t~e third and fourth quarters. Thus, substan-
tIal volumes of butter and cheese moved into 
storage during the second quarter to be sold 
during the last half of the year when farm 
milk produ~tion declined. Evidently, given AF I 
and AFI - h It took a much larger increase in ex-
pected price to obtain a given speculative increase 
in storage during the second quarter than during 
other quarters. 
Sales 
ASbt had no discernable effect on end-of-quarter 
b~~ter inventories. Its coefficient was never sig-
mfICant. The other sales variables do have an 
effect on inventories. The coefficient of ASct was 
consistently significantly negative' its average 
value was ---':0.62. The value of Sbl does affect hi' 
the coefficient being significantly negative. It~ 
average value in the equations estimated was 
-0.19. The coefficient of Sci was usually signifi-
cant. at the 5- or 1-percent level in equations ex-
cludmg Ap2e2,t-I; its average coefficient was 0.22. 
The addition of AP2C2 t-l reduced its coefficient 
slightly to 0.17 and r~duced its level of signifi-
cance to about 12 percent. The reason for the 
difference in signs between the coefficients of Sbl 
and Sci will be discussed under the section Model 
Comparisons. ' 
Farm production, 
AF t and AF 1-1 are significantly positively re-
l~ted to i.bt and iet. In the butter inventory equa-
tIons estImated, the average values of their co-
efficients were 15 and 12; in the cheese inven-
tory equations, 5.6 and 2.9. 
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Lagged inventories 
The coefficients of ibt-1 and iet-1 were always 
significant .. The coefficient of ibl-2 was signifi-
cant when Ibt-3 was excluded but nonsignificant 
when ibt-s was included. A number of F tests 
found no significant increase in the value of R2 
from the addition of ibt-2 when ibt-s was included. 
When ibl-2 was included, the addition of ibl- s re-
sulted in an increase in the value of R2 signifi-
cant at the 2- to 3-percent level. 
The variable ict-s has a nonsignificant effect on 
iet (its coefficient was smaller than the standard 
error); ict-2 does, however, have a significant ef-
fect. 
Average values of significant coefficients from 
the equations fitted were as follows: ibt-h 1.15; 
ict-t, 1.41; ibH, -0.47; icl-2, -0.62; ht-s, -0.33. 
Trend 
Time was included in a number of both butter 
and cheese inventory equations. It was nonsig-
nificant. 
Model comparisons 
The estimation equation for Model A contains 
~he same independent variables as Model B, plus 
11- 3 and As l • In a number of comparisons with 
different price variables and with and without a 
time trend, the addition of these two variables 
to the cheese inventory equations always raised 
R2 by significant amounts. Their addition also 
increased the absolute value of the coefficients 
of it-2, St and AFt and caused them to become 
significant. Evidently ASci was responsible for 
this since the addition or deletion of icl-a by 
itself had a negligible effect on the values of R2 
or of the other coefficients. 
The effect of adding ibt-s and ASb! to butter 
inventory equations was to reduce ibt-2 to non-
significance, to reduce the level of significance of 
Sbto and to significantly increase the value of R2. 
Although the additional variables of Model A 
make a significant contribution to R2, the sig-
nicant coefficients-those of ibt-s and Aset-do 
not have the expected sign. 
The significant coefficients of Sb! and AF I also 
have signs opposite from the expected sign. 
A reasonable set of assumptions about the pa-
rameters in models A and B is listed in the first 
column of table 9. The expected and observed 
signs of the coefficients of the reduced equations 
are also presented. 
The explanation for the inconsistency between 
the expected and observed sign of the coefficient 
of Sbt probably lies in the nature of the assumed 
process for determining expected sales, equation 
3.2. It is unreasonable to assume {3o to be negative, 
Table 9. Assumed signs of parameters, expected and observed signs 
of coefficients, butter and cheese models A and B. 
Expected Expected sign Observed sign of coefficient of coefficient 
signs of 
parameters Variable Model A Model B Butter Cheese 
Model A St -r -r -r 
a>O t1St + U -n -
b>O t1p, - + +t -t\ +a 
1>,80> 0 t1Pt-1 + + + 
1>,8,> 0 t1F, - - + 1-
,8,< 0 t1F,., + + + 1-
,8,> 0 it-I + + + + l>c> 0 it-2 - -b 
Model B it.a + 0 
Same as A 
except 
8,>0 
a Nonsignificant. 
h NonSignificant with ib'." 
since this amounts to saying that s' t+1 is negative. 
This is easily seen if equation 3.2 is written in its 
alternative form. 
n 
(3.9) s't+! = Po ::s (l-Po)ist-! 
i=O 
Evidently some alternative procedure is used to 
determine expected butter sales. After allowing 
for seasonal effects, the partial correlation be-
tween Sbt and Sbt-l is negative. 
(3.10) Sbt =-0.94 Sbt-l + 15,641 Dlt 
(0.44) ** (3,630) *** 
17,337 D2t - 6,447 D3t + !-tt 
(4,863) *** (6,673) 
Possibly businessmen used a process of this type 
in predicting butter sales. It is probable that they 
would at least have and use knowledge of the 
existence of this negative partial correlation in 
making their sales predictions. This is one justi-
fication for including Sbt to account for sales ex-
pectations, even though its coefficient is nega-
tive. 
The inconsistency between the expected and 
observed signs of the coefficients of AFt indicates 
the desirability of another modification of the 
model. The level of production of butter and 
cheese is closely tied to the level of farm produc-
tion of milk. As farm production rises butter 
and cheese production tend to rise. The increased 
production cannot be sold off immediately, and, 
hence, inventories tend to rise. As farm produc-
tion falls off, it takes some time, even if it were 
desired, for individual butter and cheese plants 
to obtain additional supplies from farmers pre-
viously supplying plants producing other prod-
ucts. Hence, equation 3.5 should be revised to 
(3.5a) Ait = co(i't - it-I) + C1AFt + C2AFt-l; 
c1>0, c2 >0 
A much larger proportion of total farm milk 
production went into butter than into American 
cheese during 1929-41: 34 percent vs. 4 percent 
(17). Equation 3.5a would then lead to expecta-
tions of larger coefficients of AFt and AF t-1 in 
the butter than in the cheese inventory equa-
tions. This was the case. 
The explanation of the nonsignificance of the 
coefficients of APt may lie in the existence of a 
time lag in the process of obtaining and using 
information about current prices. The signs of 
the coefficients of .APt-l are consistent with the 
expectations of Model A. Model A, however, is 
unsatisfactory for reasons presented previously. 
The reason ibt-a was significant and ict-a was 
not may lie in differences in the structure of the 
two industries. Large firms played a more im-
portant role in the marketing of cheese than of 
butter. Large firms are apt to be more sensi-
tive to changes in market conditions. They would 
be expected generally to have more and better 
information on indicated future sales and price 
movements and correspondingly greater confi-
dence in their predictions. The greater sensi-
tivity and the greater confidence would tend to 
result in a value of c which was close to unity. 
As c approaches unity, the coefficient of it-a 
becomes smaller. 
A model for cheese inventories that is consist. 
ent with the observed results consists of equation 
3.1 and 
(3.11) S°tH = St 
(3.12) .Ap\+1 = PAPt-1 
(3.13) .Ait = co{i/t - it-I) + ctAit-t + C2AFt 
+ caAF t-l + C~ASt 
All parameters are positive except c~. 
The reduced equation is 
(3.14) it = (l-co + c1)i t-1 - ct it-2 + aCoSt 
+ bfJ C".APt-l + c2.AF t + caAFt-l 
+ C4AS t 
From equation 4, table 7, we obtain the follow-
ing estimates of the parameters: 
(3.15) est a = 0.74 
est (bf3) = 443 in first, third and 
fourth quarters 
= -27 in second quarter 
est Co = 0.24 
est C1 = 0.68 
est.c2 = 5.62 
est Ca = 2.60 
est c~ = -0.61 
It was mentioned that there may be a substantial 
time lapse between the beginning of a quarter 
and the time at which inventory decisions are 
made and acted upon and that, in the interim, 
inventory change will be a function of inventory 
change last quarter. The magnitude of est C1 
and the fact that est Ct > est Co are consistent 
with this hypothesis. 
A model of butter inventories consistent with 
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observed 'results consists of equations 3.1, 3.12 
and 
(3.16) S·t+1 = eSt 
(3.17) ~it = Co (i' t - it-I) + CI~it-l + c2~it_2 
+ c3~F t + c4~F t-l 
The reduced equation is 
(3.18) it = (I-co + CI)it-1 + (c2 - cI)it-2 
- c2it-s + csaF t + c,aF t-1 
+ aecost + bf3 C~Pt-1 
This model is consistent with the results in table 
6 only if we assume C2 = c1 • From equation 1 we 
obtain the following estimates: est Co = 0.26, est 
C1 = 0.40, est C2 =0.35. Assuming C1 = C2, equa-
tion 4 yields the following estimates: 
(3.19) est (ae) = -1.01 
est (bf3) = 23,600 first quarter 
= 3,122 second quarter 
= 13,361 third and fourth 
quarters 
est Co = 0.18 
est C1 = est C2 = 0.35 
est Cs = 14.85 
est C4 = 12.46 
From equation 3.10, the partial regression coeffi-
cient of Sbt on Sbt-1 is -0.94. Assuming e = -0.94, 
est a = 1.07. 
Dynamic properties 
These are summarized in table 10. A second 
degree difference equation appears to be adequate 
for the description of quarterly cheese inventories. 
The nature of the solution of second degree dif-
ference equations was discussed in connection with 
beef and pork inventories. 
The results from cheese equation 2 are open to 
question since this equation excludes the relevant 
variable aSct. Equation 3 and other equations 
solved but not presented here, indicate a damped 
oscillatory movement of iet in moving from one 
equilibrium position to another. The cycle is about 
3 years in length. 
A third degree difference equation appears to 
be necessary for the description of the butter in-
ventory process. Write the general third order 
difference equation as 
(3.20) it = b1i t-1 + b2i t - 2 + bsit-a + Lo 
The solution is 
(3.21) it = Dt[e cos (tR) + f sin (tR) ] 
I-b1-b2-ba 
e, f and a are functions of the initial conditions, 
the roots and Lo/(1-b1 -b2-ba), and Xa is the 
third root of the solution. In all of the third de-
gree difference equations for butter, Xa was about 
-0.45 and O<D<1. Hence, 
(3.22) lim oit al 
t~oo -=------
OXjO 1-b1-b2-ba 
In moving from one equilibrium position to 
another, butter inventories follow a damped os-
cillatory time path with a cycle of 4 to 5 years in 
length. 
QUARTERLY DEPARTMENT STORE STOCKS 
Variables 
It = (PHFt + 2P At) 13. This is the same deflat-
or Robinson used (13). 
PUFt = Bureau of Labor Statistics consumer 
price index for house furnishings, last month of 
quarter t, 1947-49: 1.00 (23). 
PAt = Bureau of Labor Statistics consumer 
price index for apparel, last month of quarter t, 
1947-49 :1.00 (23). 
it = Index of department store stocks, end of 
quarter t (3) deflated by It. 
St = Sum of indexes of department store sales 
for the 3 months of quarter t (3) deflated by 
the sum of It and corresponding price indexes for 
the first 2 months of the quarter. 
S2t2 = St2, in second quarter 
= 0, other quarters 
aSst = aSh in third quarter 
= 0, other quarters 
aSH = aSh in the fourth quarter 
= 0, other quarters 
E t = 0, in the second, third and fourth quarters 
= 0, first quarter if Easter falls in March 
= the date of Easter if Easter comes in 
April, cf, table 11. 
Table 10. Results describing dynamic properties of butter and cheese inventory equations. 
Commodity and 
equation number X, 
Butter 1 ........................................ 0.80 + 0.37i 
2 ........................................ 0.66 + 0.17i 
3 ........................................ 0.78 + 0.36i 
4 ........................................ 0.82 + 0.29i 
Cheese 2 ....... _............................... 0.93 
3 ........................................ 0.75 + 0.48i 
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X. Xa 
0.80 - 0.37i - 0.45 
0.66 - 0.17i 
0.78 - 0.36i - 0.47 
0.82 - 0.29i - 0.46 
0.26 
0.75 - 0.48i 
R 360' 
D (degrees) If"'" I-b1-b.-b. (quarters) 
0.88 25 14 0.26 
0.68 14 25 0.15 
0.60 25 14 0.26 
0.87 20 18 0.18 
0.05 
0.89 33 11 0.29 
Table 11. First quarter values of Et • 
Year Et first quarter 
1948 .............................................................. 0 
1949 .............................................................. 17 
1950 .............................................................. 9 
1951 .............................................................. 0 
1952 ........... _ ................................................. 13 
l~g~ :::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::: 1i 
1956 .............................................................. 10 
1956 .............................................................. 1 
1957 .............................................................. 21 
1958 .............................................................. 6 
1959 .............................................................. 0 
1960 .............................................................. 17 
Models 
Two models were used in the analysis of de-
partment store stocks. Each has a number of 
variants. These furnish examples of a problem pre-
sented earlier: Reduced equations, containing ex-
actly the same variables but different combina-
tions of parameters, can be obtained from dis-
tributed lag models. 
Model A.l 
(4.1) it = ::SaiSt-h i = 0,1,2, ... ,n 
(4.2) ai = Aal-l, i > 1 
These two equations reduce to 
(4.3) it = aos t + Ait_;. 
Equation 4.1 is the sum form of the equation 
used by Robinson (13) in first difference form. 
He estimated values of the ai without making any 
assumption such as equation 4.2. Equation 4.2 
is the Koyck assumption of a geometrically dis-
tributed lag (9, p. 20). 
Model A.2 
(4.4) 
(4.5) 
• * It = a s t+1 
S·tH - s*t=c (St - S#t) 
These equations reduce to 
(4.6) it=acst + (1-c)it-1 • 
The variables in equation 4.6 are the same as 
the variables in equation 4.3 but the parameters 
are different. In Model A.2 the parameter a 
represents a stock-expected sales ratio. The pa-
rameter c is an adjustment coefficient assumed 
not equal to one because of uncertainty, techno-
logical and logistical frictions. Equation 4.3 de-
rives from the assumed operation of the acceler-
ator principle in a special way. It need not carry 
any expectational implications, but it can be in-
terpreted as representing an expectation generat-
ing mechanism. Equation 4.1 can be derived from 
equations 4.1a and 4.7. 
(4.1a) 
(4.7) 
. . 
It = as t+1 
1 
s\+1 = - ::s alSt-1> i = 0, 1, 2, ... , n. 
a 
Applying equation 4.2 to 4.7 yields equation 4.3. 
Model A.2 also furnishes a basis for interpreting 
the accelerator principle as a sales expectation 
phenomenon. 
Model B.l 
(4.8) 
(4.9) 
(4.10) 
" . 1 t = a s t+1 
. (" .) Llit = CIt - I t-1 
Model B.l differs from A.2 in two respects: 
It contains a different sales expectation genera-
tion mechanism, and it allows for a difference be-
tween actual and desired inventories. These equa-
tions can be reduced to 
(4.11) it = a CSt + a{3 CASt + (I-c) it-1 • 
Model B.2 
(4.8) ., . 1 t = a s t+1 
(4.12) s\+1 = St 
(4.13) Ai!'t = c (i't - it-1 ) 
(4.14) Ait = Ai!'t + bLlSt 
This is Duesenberry's basic model (4, pp. 795-
796). Equation 4.13 states that planned inven-
tory change is a fraction of desired inventory 
change. Equation 4.14 states that actual inven-
tory change differs from planned because of un-
expected valiations in sales. These equations re-
duce to 
(4.15) it = a CSt + bLlSt + (I-c) it-l 
The interpretation to be placed on these coef-
ficients is quite different from the interpretation 
to be placed upon the coefficients in equation 4.10, 
although both equations contain exactly the same 
variables. 
A third model also was estimated. Its reduced 
equation included the variables in equation 4.15 
plus it-2 , it-a and current and lagged changes in 
an index of wholesale prices of house furnishings 
and apparel. The addition of these four variables 
made no significant contribution to the value 
of R2, and their coefficients were nonsignificant. 
Results 
Results are presented in table 12. Equation 1 
represents Model A; equations 2 and 3 represent 
Model B. In fitting these equations, the Korean 
War period was excluded. Robinson also ex-
cluded this period (13). 
Trend 
Time was significant in equations derived from 
the valious forms of Model A and nonsignificant 
in equations derived from the various forms of 
Model B. 
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Seasona I shift varia bles 
Dlh DBt and time were cQmpetitive with ~St. 
The additiQn Qf ASt reduced all three to' nQnsigni-
ficance. The additi0'n Qf these three variables had 
a n0'nsignificant effect Qn the value of R2 when 
M t was included. The c0'efficient Qf D2t was 
always significant and negative. 
As will be discussed later, 0'ne effect Qf adding 
Dlt' and Dat was to' dampen the 0'scillatiQns in 
it-l. This is reasQnable since these terms alter-
nately raise and IQwer it, as sh0'wn in table 13. 
Tabl. 13. Values of the seasonal contribution, lalDit to department 
store inventories • 
Equation number 
Quarter 1 
I .................................................................. 7.48 
II .................................................................. -0.92 
III .................................................................. 7.99 
IV .................................................................. -14.55 
Seasonal rotation variables 
2 
2.86 
-1.66 
8.39 
-9.57 
Graphic study Qf residuals lead to' the additi0'n 
0'f S2t2 , AS3t and ASH. E t was included f0'r 0'bviQUS 
reaS0'ns. Department stQre sales rise shQrtly be-
fQre Easter time. When Easter C0'mes in April, 
end-0'f-March invent0'ries will reflect the build-up 
in invent0'ries in anticipati0'n Qf the sales rise . 
The v0'lume Qf invent0'ries W0'uld be expected t0' 
be greater the greater number Qf days remain-
ing until Easter. When Easter falls in March, 
these inventQries acquired in anticipati0'n Qf Eas-
ter sales W0'uld be liquidated bef0're the end 0'f 
March. As expected, the sign Qf the cQefficient 
Qf E t was PQsitive and was usually significant 
at the 5-percent level. The addition 0'f these f0'ur 
variables had a significant effect 0'n the value Qf 
R2. The c0'efficient of ASH, h0'wever, was never 
significant, and dropping it had a negligible ef-
fect 0'n the value 0'f R2 and Qn other cQefficients. 
Sales 
The variable St had a significant effect in every 
equati0'n. Its average cQefficient was 1.45 in 
equati0'ns including D1 , D3 and t and was 2.00 in 
equatiQns excluding them. 
The C0'efficient 0'f M t averaged -0.50 in equa-
ti0'ns excluding DlJ Da and t and averaged -0.30 
in equati0'ns which included them and the r0'ta-
ti0'n variables. The c0'efficient 0'f ASt was n0'n-
significant in equati0'ns which excluded the r0'-
tati0'n variables and E t • 
Equati0'n 3 indicates that a 1-unit change in 
60St pr0'duces a change in the same directiQn 0'f 
0.36 unit in it in the third quarter and a change 
in the 0'PP0'site directi0'n 0'f abQut 0.50 unit in the 
first, secQnd and fQurth quarters. MQdel B.2 im-
plies a negative c0'efficient Qn AS t ; M0'del B.1, a 
P0'sitive c0'efficient. In different quarters, the 
results are consistent with different hypotheses. 
One possible explanation is: Model B.2 is rele-
vant for the first, second and fourth quarters. 
In these quarters, s* t+1 is equal to St with allow-
ance for normal seasonal variations. For the third 
quarter, Model B.l is relevant. An increase in 
sales during the third quarter sets up optimis-
tic expectations concerning sales during the 
Christmas shopping season, and inventories are 
raised accordingly. A decrease in sales has the 
reverse effect. 
There seems to be no similar explanation for 
the significance of S2t2. Even though significant, 
the coefficient has a small impact on inventories. 
Letting t = 0, 1, 2, 3, 4 represent the last quar-
ter of the previous year and the four quarters 
of the current year, the sales terms in equation 
3 can be written as 
(4.16) i1 = 1.47s1 + 0.52so 
i2 = 1.47s2 +- 0.52s1 + 0.00041s22 
i3 = 2.35s3 + 0.36s2 
i4 = 1.47s4 + 0.52s3 
Setting S2 at its mean value for the period, 
oit/ost = 1.47 for the first and fourth quarters, 
1.57 for the second quarter and 2.35 for the third 
quarter. Equation 2 yields 1.39, 1.47 and 2.08, 
respectively. 
In his study of department store inventories, 
Robinson (13) used an equation of the form 
(4.15) ~it = l bi~st-I + l Cj l.D.st-jl 
i j 
~it and ~St were computed as first differences 
of deflated seasonally adjusted inventory or sales 
divided by moving averages of deflated season-
ally adjusted stocks or sales. It was suggested 
earlier that the seasonal ~djustment process may 
alter the properties of the data, possibly includ-
ing its auto- and serial-correlation properties. Di-
viding by a moving average of seasonally adjusted 
data and then taking first differences would 
further affect the auto- and serial-correlation 
properties. Robinson used a shorter sample pe-
riod than the one used in this study. Hence, 
different results would be expected from the two 
studies. 
Robinson computes a "total acceleration coef-
ficient" which has the same meaning as the limit-
ing value of oit/oso as t approaches infinity. His 
estimate is 1.86. Values of less than unity were 
obtained in this study. 
Robinson also found that: 
"Department store officials were rather good at 
forecasting changes in sales. This follows from the 
fact that the partial correlation between sales 
change for period n and inventory change for the 
same period was generally positive. Negative par-
tial correlations might have been expected, since an 
unforeseen increase in sales tends to cause a tem-
porary drop in inventories." (13, p. 356) 
The results presented here lead to a different con-
clusion. The partial regression of it or of ~it on 
~St was significantly negative. in three quarters 
and positive in the third quarter of the year. 
Following Robinson's reasoning, one would con-
clude that department store officials were rather 
poor at forecasting changes in sales during three 
quarters and rather good in the other. 
A high level of sales forecasting skill is con-
sistent with a negative, positive or zero partial 
correlation between ~it and ~St. Assume that ~St 
was perfectly foreseen in period t-1. Then the 
partial correlation might be positive if a positive 
value of ~St were taken to indicate a positive value 
for M· t+l. A negative partial correlation would 
exist if a positive value of ~St were taken to in-
dicate a negative ~s·t+l. A zero correlation could 
exist if As· t+1 were assumed to be independent of 
M t or if department stores made inventory plans 
for only one quarter ahead. 
Through the use of absolute value of sales 
changes, IASt-JI, Robinson concluded that the 
amount of adjustment to a change in sales de-
pends on whether the sales change is positive or 
negative (13). In the present study, two addi-
tional sales variables were included in a number 
of equations. One variable was St + = St if St > 
St-1I otherwise, St + = 0; the other was St - = St 
if St < St-lI otherwise, St - = O. The two coeffi-
cients were not significantly different; they were 
equal to three decimal places. 
Lagged inventories 
Evidently, i t-2 and it-3 have a nonsignificant 
effect. The coefficient of it-1 varied from -0.51 
in Model A to -0.84 in Model B equations that 
included Dt, Da and t and to -1.08 in Model 
B equations that excluded these three variables. 
Model comparisons 
Analyses including S2t2 , AS3t and E t lead to the 
conclusion that Model B is more appropriate than 
Model A. M t was nonsignificant in equations 
excluding these variables. 
Dynamic properties 
These are summarized in table 14. A first-
order difference equation is adequate for the 
study of quarterly department store stocks. Let 
the difference equation be written as 
(4.16) it = btit-1 + lajxjt + (.tt = btit-1 + Lo• 
The solution is 
L" (4.17) it = bttj" + -- (1- btt) 
1-b1 
Assume that inventories are initially in eqUilib-
rium and then undergo a single disturbance. The 
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Table 14. Dynamic properties of selected department store inventory equations. 
Equation 
No. 
1 
2 
3 
lim ait 
t--'oo ~ 
o 
o 
±oo 
lim ai. 
t ... 00 --a;-
0.87 
0.76 
±oo 
nature of the time path followed by actual inven-
tories in moving from the old to the new equilib-
rium is determined by the value of blo If 0 > 
b i > -1, as in equations 1 and 2, inventories 
follow a damped cyclical path. If b i < -1, as 
in equation 3, actual inventories undergo explo-
sive oscillations and diverge from, rather than 
converge to, the new equilibrium. These explo-
sive oscillations occur only in equations which 
do not contain DIt and Dat. The damping effect 
exercised by these variables is reasonable in view 
of the evidence in table 13. 
In equation 3, we cannot reject the hypothesis 
that b1 is greater than but close to -1, say -0.99. 
Assuming this, this equation leads to the same 
conclusion as do the other equations: 
lim 
t ~ 00 
and lim oit 
t~oo - <1. 
op.o 
MONTHLY MANUFACTURERS' NONDURABLES 
INVENTORIES 
Variables 
PTNt = Wholesale price index of all nondurable 
goods, month t, 1947-49 :1.00 (23,24). 
it = Total nondurable goods industries manu-
facturer's inventories, millions of dollars, end of 
month t, deflated by PTNt (25, 26). 
PNMt = Wholesale price index, nondurable man-
ufactures, 1947-49 :1.00 (23,24). 
St = Total nondurable goods industries monthly 
sales, millions of dollars (25, 26) deflated by 
PN11!t. 
Out = Total nondurable goods industries man-
ufacturers' unfilled orders, end of month t, mil-
lions of dollars (25, 26), deflated by PNMt. 
P t = Wholesale price index of nondurable raw 
or slightly processed goods, month t, 1947-49 :1.00 
(23, 24). 
S5,8t = St in May and August 
= 0 in all other months 
~S7,l1t = -~St in July and November 
= 0 in all other months 
~Ou2,3t-l = -~Out-l in February 
= ~Ou t-l in March 
= 0 in all other months 
Models 
In their explanation of the inventory invest-
ment component of gross national product, Due-
senberry, et al. (4, p. 789) used this equation 
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lim ai. 
t ... 00 auo 
0.66 
0.55 
±oo 
Adjustment 
path 
Damped cycle 
Damped cycle 
Explosive cycle 
(5.1) ~it = bo + blst + b2~st + baOut-1 
+ b4~Out_l + b5it-1 + b6~it_l 
Model A 
One model, but not the only one, from which 
this equation can be derived is the following: 
(5.2) 
(5.3) 
(5.4) 
(5.5) 
i't = a S*t+l 
SOt+1 = St 
~ipt = a (i't - it-I) + bOut-l + d~Out_l 
~it = C (~ipt - ~it-l) + e~St 
The reduced equation of this model is 
(5.6) ~it = aaCSt + e~St + bcOut-l 
+ dc~Out-l - acit-1 - c~it_l 
To the extent that unfilled orders represent a 
demonstrated demand, businessmen may find it 
desirable to hold larger inventories when un-
filled orders are large to hedge against possible 
shortages, delays and materials price increases. 
As unfilled orders rise and steps are taken to 
work them off, inventories of raw materials and 
goods in process will rise. Out-1 and ~Out-l are 
therefore included as determinants of planned 
inventory change (10, pp. 297-298). 
Model B 
This is slightly more general than Model A. 
It allows for the possibility that the speculative 
motive may play a role in determining desired 
inventories of raw and semifinished materials. 
(5.7) i't = a s~ t+l + b~P"t+l 
(5.8) ~P·t+l = e~Pt 
(5.9) s· t+l = St-l 
(5.10) ~ipt = a(i't - it-I) + {310ut-l + {32~Out-l 
Actual change in monthly inventories may depend 
on ~ipt-l as well as on ~ipt, and perhaps also on 
~it_2' 
(5.11) ~it = co~ipt + cl~ipt-l + C2~St + c3~it-2 
These equations reduce to 
(5.12) ~it = -a(Co + cl)it-l + aCl~it-l 
+ C3 ~it-2 + {31 (co + Cl) Out-1 
+ ({32CO - {31Cl) ~Out-l + {32C1~Out-2 
+aa(co + C1)St-l + C2~St 
- a aC1~St-l + b a e c(}~p t 
+ b a e Cl~Pt-l 
~ 
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Model C 
This was obtained by setting b = 0 in Model B. 
The reduced equation is identical to equation 5.12 
except that the two price change terms are absent. 
Results 
Results obtained from monthly seasonally un-
adjusted data are presented in tables 15 and 16 . 
The first three equations represent models A, 
Band C, respectively. 
The values of R2 are low. There is a good deal 
of random variability in change In nondurable 
inventories. Equation 4 was fitted using it as 
the dependent variable. The value of R2 was 
0.9954, more than twice the value in equation 4. 
Table 16. Coefficients of seasonal variables. 
sin iR cOS iR sin 2iR cos 2iR sin 3iR cos 3iR 
1 -5.58 
2.1070 •• 
2 -6.469 
2,104'" 
3 -6.358 
2.010'" 
4 -6.474 
2.019'" 
5 -6.398 
2.115'" 
6 -5.874 
1.998'·' 
6.57 
2.02'" 
3.212 
2.:W5 
3.514 
2.112' 
3.111 
2.092 
4.219 
2.207' 
3.318 
2.086 
Seasonal variables 
-3.35 104.02 - 2.95 
2.37 21.92·" 18.85 
-1.878 43.035 
2.203 26.794 
-16.84 
18.09 
Sin iR and cos iR were the only important sea-
sonal variables. Sin 3iR, cos 3iR, sin 4iR and 
cos 4iR were nonsignificant in all equations. Sin 
2iR and cos 2iR are competitive with ~St. Its 
exclusion from an equation raised the coefficients 
of sin 2iR and cos 2iR from nonsignificance to 
significance at the 5-percent level. Excluding 
sin 2iR and cos 2iR increased the absolute size 
of the coefficient of ~St by about 200 percent 
from nonsignificance to significance at the 5- or 
10-percent level. Excluding them also increased 
the absolute size of the coefficient of ~St-l by 
half. 
Seasonal rotation variables 
Plotted residuals indicated the possibility of 
some intermonth valiations in the slopes of St, 
~St and ~Out-l' The addition of S5,8b ~S7,llt and 
~OIl2,3t-l significantly increased the value of R2, 
although only the coefficient of ~OU2,3t-l was sig-
nificant . 
Prices 
Model B is not superior to Model C. ~Pt and 
~Pt-l always had nonsignificant coefficients and 
resulted in nonsignificant increases in the value 
of R2, indicating that expectations as to raw ma-
terials prices play a negligible role in determining 
the level of nondurable inventories. This is not 
in agreement with Lovell's findings (10). Using 
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deseasonalized deflated quarterly data, he found 
evidence that speculation on input product prices 
does influence inventories. He obtained a highly 
significant coefficient of -0.62 for the variable 
floPt+dPt. 
Sales 
Some experimenting was done to compare re-
sults obtained using St or St-1. They yielded the 
same values of R2; the use of St generally re-
sulted in a higher level of significance for the 
coefficient of Ll.sto Decisions as to the level of in-
ventories desired at the end of the current 
month likely must be made before information 
is available on current rate of sales. Therefore, 
St-l was used in most of the regressions. The 
coefficient of St-1 was significant at the 5- or 
1-percent level in nearly every equation. The aver-
age value of its coefficient was 0.074. 
Although equation 6 happens to be the only 
one in table 16 in which the coefficient of flos t 
was significant at the 5-percent level, its coef-
ficient was frequently significant at the 5-percent 
level. In equations 2, 3 and 4, the coefficient is 
significant at the 6- to 7-percent level. The 
average value of the coefficient of ASt was -0.048 
when St-l was used. When St was used, the aver-
age value fell to -0.080. 
Lovell's analysis of quarterly data yielded a 
coefficient of floS t of -0.17; this corresponds to 
-0.057 in monthly data. He found St to be non-
significant, whereas the present analysis indi-
cates it to be significant (10, p. 302). 
The average coefficient of ASt-l in the equa-
tions estimated was -0.13 when sin iR and cos 
iR were the only seasonal variables used. Other 
times its average value was somewhat smaller, 
though still' significant at the 5- or 1-percent 
level. 
Unfilled orders 
Some experimenting was carried out to test 
the effect of various lags in these variables. The 
use of Out. floOut and AOUt-1 always yielded a 
slightly larger value of R2 than did the use of 
Ont-lt .6.0ut-1 and AOut-2' Equations 3 and 6 give 
a typical comparison. 
Evidently floO ut-2 is not relevant to the deter-
mination of current inventories. Its coefficient 
was never significant, frequently being smaller 
than the standard error .. 
When using Out-1 and AOUt-1 (with or without 
floO nt-2), the level of significance of floOut-1 was com-
monly reduced by the addition of the seasonal 
rotation variables. Otherwise its average value 
was -0.18. Equation 5 indicates the coefficient 
of floOut-1 to be -0.67 in February, 0.35 in March 
and -0.16 in all other months. 
Although the results leave some question as 
to the effect of AOllt- 1, they clearly show that 
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O"t-l is important. Its coefficient was invariably 
significant at the 1-percent level, and its use 
resulted in a highly significant increase in the 
value of R2. The average value of the coefficient 
was 0.12. When Out-1 was replaced by Out. the 
coefficient of Out was 0.10. When converted to 
the same time period this agrees with Lovell's 
estimate (10, p. 302). 
The results also clearly demonstrate that AOut-l 
is irrelevant when AOut is included. The coeffi-
cient floOut-1 was never significant in these circum-
stances, whereas the coefficient of AOut invari-
ably was significant. The coefficients of AOut 
averaged -0.27. 
Several equations were estimated using new 
orders in place of unfilled orders. They yielded 
much inferior results. The values of R2 were 
much smaller; the residual sums of squares were 
11 percent larger. The new-order variables were 
nonsignifiant by t tests. 
These results indicate that a high, but con-
stant (floOnt-1 = 0 or floOut=O), level of unfilled 
orders leads to an increase in inventories, pre-
. sumably of raw materials and goods in process. 
An equal volume of unfilled orders brought about 
by recent growth (AOut-l>O or AOut>O) leads 
to a smaller increase in the level of inventories. 
This seems quite reasonable considering the pos-
sibile existence of time lags in adjustment. 
Lovell obtained a coefficient of 0.33 for Out 
using deseasonalized deflated data (10, p. 302). 
Lagged inventories 
The average coefficient of it-1 was -0.05, 
highly significant. Rewriting Lovell's results to 
have floi t as dependent, his estimate does not dif-
fer significantly from zero (10, p. 302). 
floi t-1 and tl.i t-2 make no contribution to our under-
standing of the determinants of it. Their coef-
ficients were nonsignificant and their addition 
resulted in negligible increases in the value of 
R2. In several equations, it - 2 was used with it-I' 
Neither coefficient was significant. The simple 
correlation between these two variables is 0.996. 
Model comparisons 
It was previously pointed out that Model B 
is not superior to C. Model C is superior to A, 
since flos t-1 was highly significant and the addi-
tion of floS t-h AOut-2 and floi t-2 resulted in a sig-
nificant increase (at the 5-percent level) in the 
value of R2. 
Model A is unsatisfactory, because floS t was non-
significant whereas it was commonly significant 
in models Band C. The coefficient of it-1 was 
also nonsignificant in Model A equations but 
significant in equations based on models B and 
C. All three models contain nonsignificant lagged 
changes in inventories. 
An approriate model appears to be one derived 
from Model C by setting C1 and C3 equal to zero, 
assuming {J~<O and specifying a different mech-
anism for determining s· t+1' 
(5.13) 
(5.14) 
(5.15) 
(5.16) 
i't = a S"t+1 
s· t+l = St-l + {Job.St 
b.iPI = a(i't - it-I) + {J10"t-1 + {J2b.0"t-l 
b.i t = Cob.iPt + C, (St - SOL) 
The reduced equation is 
(5.17) b.i t = aaCo St-1 + (aa{Joco + c1 )b.St 
- CI ({Jo-1) b.s t - 1 - aCo it-1 
+ {JICa 0"t-1 + {J2CO b.OUt-l 
Assuming {J2<0, the estimated coefficients then 
have the expected signs provided I C1 I > aa {Jo Co 
and O<{Jo<1. 
An equally useful alternative is obtained if 
0"t-1 and b.OUt-l in (5.15) are replaced by Out and 
b.0"1' 
Dynamic properties 
The evidence is clear that a first degree dif-
ference equation is adequate for the study of 
monthly inventories of nondurable goods. Write 
it as 
(5.13) it = b1i t - 1 + ::sajxjt + U t 
j 
The estimated value of b i is 0.95. This is close 
to Lovell's value of 0.93 (10, p. 302). Since this 
is less than unity, this is a stable system. If 
inventories have been in equilibrium and are dis-
turbed, they will follow a monotonic convergent 
time path to the new equilibrium in the absence 
of further disturbances. The proportion of the 
equilibrium change that will have actually oc-
curred at the end of t periods after the initial 
disturbance is 1 - 0.95t• It takes nearly 45 
months for nine-tenths of the complete adjust-
ment to take place. 
ait/axj t = aj represents the instantaneous or 
contemporaneous rate of change in it. ajl (1-0.95) 
= 20 aj represents the limiting value of 3it/3xjo 
as t approaches infinity. 
MONTHLY MANUFACTURERS' DURABLES INVENTORIES 
Variables 
P TDt = Wholesale price index, total durable 
goods, month t, 1947-49 :1.00 (23,24). 
PUM! = Wholesale price index, durable manu-
factured goods, month t, 1947-49 :1.00 (23,24). 
it = Total durable goods industries manufactur-
ers' inventories, millions of dollars, end of month 
t (25,26) divided by PTill • 
St = Manufacturers' durable goods sales, month 
t, millions of dollars (25,26) divided by Pmlt. 
Out = durable goods industries manufacturers' 
unfilled orders, end of month t, millions of dol-
lars (25,26) divided by p[)~It. 
Onl = Durable goods industries manufacturers' 
new orders, month t, millions of dollars (25,26) 
divided by P DMt. 
P t = Wholesale price index, durable raw or 
slightly processed goods, month t, 1947-49 :1.00 
(23,24) . 
Ou*,l-1 = 0",,1_1 X 10-6 in September 
= 0~ut-1 x 10-6 in December 
= 0 in all other months. 
Models 
The same three models were used here as in 
the study of nondurables inventories. 
Result!! 
Results are presented in tables 17 and 18. The 
values of R" are 25 to 50 percent larger than the 
values for corresponding models in tables 15 and 
16. Equation 2 was estimated with it as depend-
ent variable; the value of R2 was 0.9980. 
Seasonal variables 
Cos iR and sin 3iR were the only two important 
seasonal variables. Their coefficients were gen-
erally significant at the 1-percent level. The level 
of significance of the coefficient of cos 4iR de-
pended upon which unfilled order variables were 
used. Its coefficient was generally nonsignificant 
when 0,,1-1> .0.0 111 _ 1 and b.OuH were used and signifi-
cant at the 5-percent level when O"t-I> b.O"l and 
b.O"t-1 were used. 
Prices 
Model B is superior to Model C. The coeffi-
cients of b.Pt and b.Pl-l were significant, and their 
addition resulted in a highly significant increase 
in the value of R~. The average value of the co-
efficients of b.Pt was -1.52. The average value 
of the coefficients of b.P t-1 was 0.82. In contrast, 
b.P l-1 and b.P t-2 were used in a few equations but 
were never significant. 
In his study, using seasonally adjusted de-
flated data, Lovell found a negative but nonsig-
nificant relation between it and proportional in-
put price change from quarter t to quarter t + 1 
(10, p. 302). 
Sales 
The coefficient of St-1 was almost invariably 
::;ignificant at the 1-percent level. The coeffi-
cients averaged 0.075 in value. The coefficient of 
~St was generally significant at the 1-percent 
level. Its coefficient averaged 0.059 when using 
unfilled orders and averaged nearly twice this 
in equations which included new rather than 
unfilled orders. 
The coefficients of D.s t - t were nonsignificant. 
Using quarterly data, Lovell obtained coefficients 
of 0.1256 for St and -0.1043 for ~St. These COlTes-
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Table 18. Coefficients of seasonal variables. 
1 
2 
3 
4 
5 
sin iR 
35 
20* 
37 
21· 
cos iR 
93 
18··· 
85 
17··· 
105 
18'** 
85 
18'·· 
96 
17··· 
sin 3iR 
52 
lS·" 
59 
16'" 54 
1S··· 
58 
17°·· 
45 
16··· 
sin 4iR 
-32 
lS* 
- 9 
20 
cos 4iR 
35 
19' 
26 
17 
30 
19 
43 
1S" 
47 
1S··· 
pond to 0.043 and -0.035 in monthly data (10, 
p.302). 
Unfilled orders 
Plotting residuals indicated the advisability of 
adding OU>I<,t-1' Its coefficient was significant and 
it resulted in highly significant increases in the 
value of R2 . 
In spite of low intercorrelations among the vari-
ous variables used there seems to be substantial 
interaction among them. The coefficient of e,.Out-2 
was significant at the 5- or l~percent level in 
every equation, and its addition resulted in a 
significant increase in the value of R2. Its coef-
ficient averaged 0.049 in value. The addition of 
e,.OuH reduced the level of significance of Out-1. 
Its addition also changed the coefficient of e,.Out-1 
from significantly positive (averaging 0.045) to 
negative and nonsignificant. 
The addition of e,.Out-l also reduced the level of 
significance of the coefficient of Out-1. The coef-
ficients of 0"t-1 happen to be significant at the 
10-percent level in the model Band C equations 
presented here. It was rarely significant at a 
higher level of probability and was commonly 
nonsignificant at even the 10-percent level. Evi-
dently variations in Out-1 have a negligible im-
pact on durables inventories. 
~O"t was used in some equations in place of 
~OUt-2. Its coefficient was significant at the 5-
percent level, averaging -0.042 in value. 
The preponderance of evidence indicates that 
Out-1 has no effect on inventories. The use either 
of e,.Out-2 or of ~Out and e,.Out-1 is appropriate. 
New orders 
A few analyses were run using Ont-l, ~OnH and 
~Ont-2 or ~Ont in place of, or in addition to, unfilled-
orders variables. The use of new orders gener-
ally yielded a larger value of R2, the difference 
in residual sums of squares running from 1 to 6 
percent. 0,,1-1 was nonsignificant. The coefficient 
of ~Onl was highly significant, averaging -0.064. 
The coefficient of ~Onl-2 was also highly signi-
ficant, averaging -0.049. 
Lagged inventories 
The coefficients of it-1 and e,.it-1 were almost in~ 
variably significant at the I-percent level. The 
coefficients of it-1 averaged -0.034 in value. This 
is half the size of the coefficient obtained by 
Lovell: -0.07 (10, p. 302). The coefficients of 
Ait-1 had an average value of 0.39. The coeffi-
cients of Ai;_~ were significant, averaging 0.19 in 
value. 
Model comparisons 
Model B is the most appropriate of the three 
models used. It is better than Model C, since the 
price variables were significant and their addi-
tion resulted in a significant increase in the value 
of R2. F tests also showed Model B to be superior 
to Model A. Of the five variables added to Model 
A to obtain Model B, only one-As\-1-was non-
significant by t tests. The coefficient of APt 
was negative, whereas it was expected to be posi-
tive. The other three coefficients had the ex-
pected signs. 
In Model B, ASt-l , Out-I and AOut-, were generally 
nonsignificant when AOut-2 was included. When 
AOut was included, ASt-I, and Out-1 were nonsignifi-
cant. Thus it appears that Model B is more com-
plex than is necessary. 
The results suggest anyone of three models 
as being valid ones. One is 
(6.1) i/t = 8, s\+1 + bAP\+1 
(6.2) AP"t+l = toAPt + t1AP t - 1 
(6.3) S\+1 = St-l + {3Ast 
(6.4) AiPt = ao{i/t - it-I) + atAOllt-2 
(6.5) Ait = Aipt + coAit-1 + c i Ait-2 
The reduced equation is 
(6.7) Ait = a aoSt-t + a ao(3AS t + b aol':()APt 
+ b aot,APt-t + a1AOut-3 
- aoit-t + coAit-1 + clAi t-2 
The second is obtained if atAOllt-2 in equation 
6.4 is replaced by alAOut + a3AOllt-l. The third' 
is obtained if al AOut-2 is deleted from equation 6.4 
and C2AOnt + C3AOnt-1 are added to equation 6.5. 
A few regressions which were computed indicate 
an appropriate model would contain alAOut + 
azAOut-1 in equation 6.4 and C2AOnt + c3AOnt-t in 
equation 6.5. The negative signs on the coeffi-
cients of AOnt and AOnt-1 indicate that these vari-
ables represent unexpected changes in demands. 
These have an inverse effect on inventories in the 
same way that unexpected changes in sales do. 
The negative coefficient of APt may be inter-
preted in either of two ways. Perhaps 1':0<0 and 
1':1>0; i.e., monthly price fluctuations are ex-
pected. The second, and more reasonable, explan-
ation is this: Both to and tl are positive. But 
APt enters into the model as a surrogate variable 
for tightness of supply conditions as well as an 
indicator of expected future price changes. A 
current increase in price is taken to mean fur-
ther increase in prices. It also indicates tight 
market conditions which delay the execution of 
the desired increases in inventories. 
There is no obvious reason why price changes 
should influence durables inventories but have no 
impact on nondurables inventories. Nor is there 
an obvious explanation of why ASt-, affects non-
durables inventories but has no effect on durables 
inventories. 
The other differences between the results for 
durables and nondurables are probably explicable 
on the grounds that technical and logistical fric-
tions are more prevalent in the production and 
marketing of durables. This would explain why 
Ai t-I and Ai t-2 are significant determinants of 
durables inventories but not of nondurables in-
ventories. It might also explain why the relevant 
unfilled-orders variables have a longer lag for 
durables than for nondurables. 
Dynamic properties 
The third order difference equation appropriate 
for durables inventories can be written as 
(6.8) it = btit-t + b3it-3 + bait-a 
+ lajxjt + U t 
j 
The general solution to it = b1it-1 + b2it-2 + bait-a 
is aXlt + bx2t + cx,t where Xl, x2, and Xa are the 
roots of x3 - blx2 - b2x-ba = O. The solution 
to equation 6.8 is 
(6.9) it = aXlt + bx2t + cXat + L/o 
where L'o = (lajxjt + ut) I (1-b1 - b2 - b3 ). The 
constants a, b, and c are functions of initial con-
ditions and of the roots. . 
Table 19 contains the roots Xl, x2 and Xa for 
the equations in table 16. Suppose durables in-
ventories are in equilibrium and undergo a single 
perturbation. The exact time path followed by 
actual inventories in adjusting to the new sit-
uation cannot be determined without knowing 
the values of a, band c. Since the root of 
largest absolute value is negative inventories 
will eventually undergo explosive' oscillations. 
They will do so immediately if b exceeds a and 
c in absolute value. The second order difference 
equation derived from Model A also indicates 
that inventories will ultimately oscillate explo-
sively. 
Table 19. Raats af difference equatians. 
Equation X, 
1 ................................ 0.276 
2 ....•.•...•••..•••••.•••••.••••• 0.371 
3 ................................ 0.348 
4 ......••.....•..•••••.••••...... 0.381 
5 ...........•............••...... 0.407 
X, 
-1. 713 
-1.369 
-1.462 
-1.430 
-1.401 
-0.323 
-0.225 
-0.304 
-0.379 
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