Abstract. The presented splitting lemma extends the techniques of Gromov and Forstnerič to glue local sections of a given analytic sheaf, a key step in the proof of all Oka principles. The novelty on which the proof depends is a lifting lemma for transition maps of coherent sheaves, which yields a reduction of the proof to the work of Forstnerič. As applications we get shortcuts in the proofs of Forster and Ramspott's Oka principle for admissible pairs and of the interpolation property of sections of elliptic submersions, an extension of Gromov's results obtained by Forstnerič and Prezelj.
introduction
Splitting lemmata are often the crux in the proof of an Oka principle. It was Gromov's idea to split transition maps [8] , which gave rise to proofs in Oka theory that were unthinkable before the late eighties. Gromov's approach was refined and generalized mainly by Forstnerič, see e.g. [5, 6] . The purpose of this note is to establish Theorem 2, a splitting lemma which extends Forstenerič's results to transition maps of coherent sheaves. The proof of Theorem 2 is a consequence of Forstnerič's splitting lemma, see Proposition 5.8.4 in [6] , and Theorem 1 of this note, a lifting lemma for transition maps of coherent sheaves. Applications of the obtained splitting lemma are discussed in the last section along Forster and Ramspott's Oka principle for admissible pairs [3] and the interpolation property of the sheaf of holomorphic sections of an elliptic submersion [7] . An appendix is devoted to parametric versions of Theorem 1 and 2.
1.1.
Motivation. An Oka principle is a theorem stating that there are only topological obstructions to a solution of a given complex analytic problem. In the tradition of Oka theory such theorems are formulated on a Stein space X, e.g. X = {z ∈ C l : f 1 (z) = f 2 (z) = · · · = f m (z) = 0}
for holomorphic functions f 1 , f 2 , . . . , f m : C l → C. The proof of an Oka principle follows many times a more or less well-known strategy. The main work is the inductive gluing of local solutions defined on subsets of X, whose domains grow with every step of the induction. This inductive step depends on a gluing lemma, which states that from given local solutions defined on subsets A and B of X we can obtain -under suitable assumptions -a single solution defined on the union A ∪ B. The proof of a gluing lemma is usually reduced to the proof of a splitting lemma. Let us discuss the role of splitting lemmata along Cartan's division theorem.
Example 1.1. Let g 1 , g 2 , . . . , g n : X → C be holomorphic functions. Clearly, a necessary assumption to solve
in the ring of holomorphic functions X → C is that g 1 , . . . , g n do not vanish simultaneously. Cartan's division theorem states that this assumption is sufficient provided that X is Stein. To formulate the problem efficiently it is worth to consider the associated sheaf homomorphism π : O n X → O X , π(y 1 , . . . , y n ) = y 1 g 1 + · · · + y n g n . We wish to find a global solution x = (x 1 , . . . , x n ) ∈ O n X (X) to π(x) = 1. To illustrate the inductive step in the proof, assume that there are open subsets A, B ⊂ X and local solutions a ∈ O n X (A) and b ∈ O n X (B) to the problem in question. Then c := a − b is defined on C := A ∩ B and lies in the kernel of π by linearity. Instead of solving the gluing problem directly, we can try to establish the existence of a section α of ker π with domain A and a section β of ker π with domain B, which satisfy the equation c + α = β on C. This is called an additive splitting of c over (A, B) in the sheaf ker π, the kernel of π. If we can solve this splitting problem, we can define a solution d on D = A ∪ B to our initial problem by setting d|A = a + α and d|B = b + β. The map d is well-defined since c + α = β on C, and satisfies π(d) = 1 since π is linear and α and β are in the kernel of π.
Until today the gluing problem in Oka theory is most of times reduced to a splitting problem. However, if the target of the maps in question are no longer linear, the splitting cannot be formulated additively. The following reformulation allows the desired generalization. Let
where c = a − b is as in Example 1.1. Then, solving the additive splitting problem for c over (A, B) in ker π is equivalent to solving the splitting problem γ • α = β over (A, B) in ker π, where α and β are now understood as local sections of the trivial bundle X × C n → X defined on A and B respectively. Such γ is called a transition map of the sheaf ker π. Definition 1.2. Let p : E → X be a vector bundle over a reduced Stein base X and let F be a subsheaf of the sheaf of holomorphic sections of E. A transition map of F is a holomorphic map γ : U → E, U ⊂ E open, which preserves F in the sense that if δ is a local section of F with values in U , then γ • δ is likewise a local section of F. Remark 1.3. A transition map γ : U → E of the sheaf of holomorphic sections of E is simply a holomorphic map which preserves the fibers of p : E → X. In that case we call γ a transition map and omit to mention the sheaf.
In settings of Oka theory where the target of the considered analytic maps are not linear, the reduction of the gluing problem to a splitting problem is significantly harder than in the case of the proof of Cartan's division theorem, denotes the open ball of radius r > 0 centered at the origin and we use the following formulation concerning approximation. Definition 1.4. For a multivalued map Γ : S → T of topological spaces we say that t ∈ Γ(s) can be chosen to approximate t 0 ∈ Γ(s 0 ) as s approximates s 0 if for every neighborhood U of t 0 there is a neighborhood V of s 0 such that U ∩ Γ(s) = ∅ for s ∈ V .
Theorem 1 (Lifting Lemma). Let p : E → W be a vector bundle over a reduced Stein base, let f 1 , . . . , f m : W → E be holomorphic sections and set
Moreover let r > 0 and let
Moreoverγ can be chosen to approximate the identity as γ approximates the identity.
To state Theorem 2 we need the notion of a Cartan pair. Theorem 2 (Splitting Lemma). Let p : E → X be a vector bundle over a reduced Stein base and identify X with the image of the zero section X → E. Let (A, B) be a Cartan pair in X and U ⊂ E a neighborhood of A ∩ B, and let F be a coherent subsheaf of the sheaf of holomorphic sections of E. Then there are neighborhoods A ′ ⊃ A and B ′ ⊃ B such that for every transition map γ : U → E of F which is sufficiently close to the identity, there are α ∈ F(A ′ ) and β ∈ F(B ′ ) such that
Moreover, α and β can be chosen to approximate the zero section as γ approximates the identity. Remark 1.6. In the special case where E = X × C m and F = O m X , the sheaf of sections of X × C m → X, the conclusion of Theorem 2 follows from Proposition 5.8.4, page 238 in [6] , a key tool in modern Oka theory.
Let us make two remarks about the coherent sheaf F from Theorem 2. These remarks are unimportant in view of the given proofs, but hopefully help the reader to understand F in more concrete terms. Remark 1.7. Note that Theorem 2 only makes a statement about sections of the given coherent sheaf F defined on subsets of a small neighborhood V := A ′ ∪ B ′ of A ∪ B, which can be assumed to be Stein and relatively compact in X. By Cartan's theorem A and the fact that V is relatively compact, the stalks of F|V are generated by a finite family f 1 , . . . , f m of global sections of E. Expressed differently, after perhaps replacing X by a relatively compact Stein neighborhood of A ∪ B ⊂ X, we can assume that F is generated by finitely many global sections f 1 , . . . , f m . The converse is true as well: If f 1 , . . . , f m are global sections of the vector bundle E over X, then the sheaf F generated by f 1 , . . . , f m is trivially of finite type. Moreover, every sheaf of relations corresponding to F is trivially a sheaf of relations of the sheaf E of holomorphic sections of E (recall that F ⊂ E). Since E is known to be coherent and thus of relation finite type, F is of relation finite type as well, completing the proof that F is coherent. Remark 1.8. For a relatively compact Stein neighborhood V ⊂ X of A ∪ B, the restricted vector bundle E|V embeds into a trivial bundle V × C k for a sufficiently large k ∈ N. This is a consequence of theorem A and B. Consequently, after perhaps replacing X by a relatively compact Stein neighborhood V of A ∪ B, the sheaf F from Theorem 2 can be considered a subsheaf of O k X , which is generated by finitely many holomorphic maps f 1 , . . . , f m : X → C k by the previous remark.
Proof of Theorem 2. Let W be a Stein neighborhood of A ∩ B which is relatively compact in X ∩ U . By Cartan's theorem A there are finitely many global sections f 1 , . . . , f m ∈ F(X) which generate the stalk at every point of
and r > 0 such that f (W × B m r ) ⊂ U . By Remark 1.6 there are neighborhoods A ′ ⊃ A and B ′ ⊃ B such that for every transition mapγ : W × B m r → W × C m which is sufficiently close to the identity there areα ∈ O m X (A ′ ) and
In additionα andβ can be chosen to approximate the zero sections asγ approximates the identity. Now, it follows from Theorem 1 that if γ : U → E is a transition map of F which approximates the identity sufficiently well, then there is a liftγ of γ through f for which we find such a splitting (α,β), and that the splitting (α,β) can be chosen to approximate the zero section as γ (and therefore the chosen lift γ) approximates the identity.
This finishes the proof.
We are optimistic that the presented results generalize in a natural way to a coherent sheaf F which is not necessarily a subsheaf of some sheaf of sections of a vector bundle. However, such an extension would be unnecessarily complicated in most settings considered in Oka theory and we omit a careful study of the following question for now. 
Proof of Theorem 1
We need the notion of parametric sheaves defined in the following way.
Definition 2.1. Let p : E → X be a vector bundle over a reduced complex space and let F be a subsheaf of O X -modules of the sheaf of holomorphic sections of E. We define F k , k ≥ 1 as the sheaf of O X×C k -modules of holomorphic maps X × C k → E, whose local sections f satisfy in addition that f (·, z) is in F whenever z ∈ C k is fixed.
Remark 2.2. In the case where F = E is the sheaf of sections of E, E k is the sheaf of sections of the pull-back bundle of E via the projection pr :
Remark 2.3. From the viewpoint of sheaves of modules, an alternative and more abstract definition of F k is to set F k = pr * F, the inverse image sheaf defined by pr
However, in the case where F is not locally free, it is not obvious that the two definitions yield the same sheaf of O X×C k -modules. The proof that this is the case is hidden in our next lemma, the only ingredient in the preparation of the proof of Theorem 1 for which we are not aware of a good reference in the literature.
In the following we consider F as a subsheaf of F k given by those elements which do not depend on z ∈ C k .
Lemma 2.4. Let p : E → X be a vector bundle over a reduced complex space, let F be a subsheaf of O X -modules of the sheaf of holomorphic sections of E and let k ≥ 1. If S ⊂ F q generates the stalk of F at some q ∈ X, then S generates the stalks of F k at every point (q, z), z ∈ C k .
The given proof of Lemma 2.4 depends on the following well-known results.
Lemma 2.5. Any submodule M of a stalk of O n C l is finitely generated. Proof. This follows from the facts that the stalks of O C l are Noetherian (see e.g. [9] , Theorem 9, page 72) and that if a ring R is Noetherian, then the submodules of R n are finitely generated. Lemma 2.6. Let p : E → X be a vector bundle over a reduced complex space and let F be a subsheaf of O X -modules of the sheaf of holomorphic sections E of E. Then F is a Fréchet subsheaf of E.
Proof. For details in the case E = X × C n and hence E = O n X compare Proposition 2, page 235 in [9] . The extension to a possibly non-trivial vector bundle E is easy.
We will use the following special case of Artin's approximation theorem. Proof of Lemma 2.4. Note that (F k ) 1 = F k+1 for k ∈ N, hence the case k > 1 follows from the case k = 1 with a simple induction. We show the case k = 1. Since the statement is local we may assume that E = X ×C n . By passing to a local model we may assume that X ⊂ C l is a closed subvariety of some open U ⊂ C l and 0 ∈ X. Moreover, it suffice to consider the case
given by the condition
given by the condition f (·, z)|X ∈ F 0 if z ∈ C is fixed. There are f 1 , . . . , f m ∈ M which generate M by Lemma 2.5. If we can show that f 1 |X, . . . , f m |X generate the stalk of F 1 at (0, 0) ∈ X × C, then, since S generates the stalk of F at the origin and therefore the germs of f 1 |X, . . . , f m |X at 0, we are done. To show this, it suffice to show that f 1 , . . . , f m generate M 1 , for which we have in fact
To show that M 1 is generated by f 1 , . . . , f m , let f ∈ M 1 . In a neighborhood of the origin f is represented by an analytic map, which can be written as
for suitable g i ∈ O n (∆ l ) and z ∈ ∆ for a sufficiently small disc ∆ ⊂ C centered at 0. Let M (∆ l ) ⊂ O n (∆ l ) be the O(∆ l )-module given by those elements of O n (∆ l ) which restrict to an element of M . We show with an induction on i ≥ 0 that
, which completes the beginning of the induction. Assume for the inductive step that g 0 , . . . ,
and thus a C-vector space, we get for fixed
For z → 0, λ z : ∆ l → C n converges uniformly on compacts to g i+1 . Since submodules of O n (∆ l ) are complete with respect to the compact open topology (see Lemma 2.6), we get that g i+1 ∈ M (∆ l ). This finishes the inductive step. Now, knowing that g i ∈ M and that f 1 , . . . , f m generate M , there are function germs g j,i at the origin of C l × C, i ≥ 0, j = 1, . . . , m such that
In particular, purely at the level of formal power series, we get for
For w = (w 1 , . . . , w m ) ∈ C m , applying Artin's approximation theorem (see Lemma 2.7) to the germ F (x, z, w) = f (x, z) − (w 1 f 1 (x) + . . . + w m f m (x)) yields function germs h 1 , . . . , h m at the origin of C l × C which satisfy
This is what we had to show and finishes the proof. 
Applications
In this section we give a hint how the obtained splitting lemma (Theorem 2) applies in the proof of Forster and Ramspott's Oka principle for admissible pairs and to extension theorems of modern Oka theory.
Splitting in the proof of the Oka principle for admissible pairs.
This concerns the work of Forster and Ramspott, see [3] . We get straight to the point rather than stating the corresponding Oka principle. In this setting one can formulate the necessary splitting in a (complex analytic) Lie group bundle π : P → X with fiber G, for which we give a shorter proof than the analogous result in [3] . The base X is as usually assumed to be reduced and Stein. There is a Lie algebra bundle p : E → X (which is in particular a vector bundle) associated to π, whose fiber is the Lie algebra g of G. Moreover, there is an exponential map exp : E → P (of fiber bundles over X), which has a logarithm log, that is an inverse to exp, defined in a neighborhood of the identity section of P . The maps exp and log are the usual exponential map and logarithm corresponding to G and its Lie algebra g if restricted to single fibers of p and π respectively. Considered are a coherent subsheaf of Lie algebras F of the sheaf of holomorphic sections of p : E → X and a subsheaf of groups G of the sheaf of holomorphic sections of π : P → X, which is generated by F in the following sense: if f is a local section of F, then exp •f is a local section of G. Moreover, there is a neighborhood U of the identity section in P such that the local sections of G with values in U are mapped bijectively to the local sections of F with values in log(U ). The desired splitting is Proof. For a sufficiently small neighborhood U ⊂ E of A∩B and a sufficiently small neighborhood U ⊂ G(W ) of the identity section, the map γ = γ c γ :
is well-defined for every c ∈ U. It follows directly from our assumptions that γ is a transition map for F defined in a neighborhood of A ∩ B. Since γ = γ c approximates the identity as c approximates the identity section of G, after possibly shrinking the neighborhood U suitably, Theorem 2 yields A ′ ⊃ A, B ′ ⊃ B such that if c ∈ U there is a solution α ∈ F(A ′ ), β ∈ F(B ′ ) to the splitting problem γ • α = β on A ′ ∩ B ′ . Moreover, α and β may be chosen to approximate the zero section as c and therefore γ approximates the identity. By the trivial fact that c • p • α = c on A ′ ∩ B ′ we get log(c exp •α) = γ • α = β on A ′ ∩ B ′ . By composing with exp on both sides of the equation we get for a = exp •α and b = exp •β the equation ca = b on A ′ ∩ B ′ , and a, b approximate the identity section as c approximates the identity section. This finishes the proof.
Remark 3.2. The given proof of Corollary 3.1 is more general than the techniques used by Forster and Ramspott since it is independent of the Lie algebra structure of the fibers of E.
Splitting with interpolation for sections of elliptic submersions.
In this subsection we discuss briefly an alternative proof of the natural generalization of Cartan's extension theorem to sections of elliptic submersions due to Forstnerič and Prezelj [7] , which depends on a special case of Theorem 2. To this end, let us recall some notions. Let h : Z → X be a holomorphic submersion, let π : E → Z be a vector bundle over Z and identify Z with the image of the zero section Z → E. A spray over h with domain E is a map s : E → Z whose restriction to Z is the identity and which preserves the fibers of h in the sense that h • s = h • π. A spray s : E → Z over h is called dominating if the restriction of the differential ds to the zero section is onto ker dh ⊂ T Z. Finally, a submersion h : Z → X is called elliptic if every point p ∈ X has a neighborhood U such that the restricted submersion h : h −1 (U ) → U has a dominating spray. A beautiful instance of an Oka principle is the natural generalization of Cartan's extension theorem from sections of the projection X × C → X to sections of an arbitrary elliptic submersion.
Theorem 3 (Forstnerič, Prezelj [7] ). Let h : Z → X be an elliptic submersion onto a reduced second countable Stein base X and let X ′ ⊂ X be an analytic subvariety. Then a holomorphic section s : X ′ → h −1 (X ′ ) of h|X ′ extends to a holomorphic section X → Z of h if and only if s extends to a continuous section X → Z of h.
As in most Oka principles, a suitable splitting lemma is one of the key points in the proof. The following corollary is a special case of Theorem 2 which extends Proposition 4.1 in [7] . 
which approximates the identity sufficiently well and
Moreover, α and β may be chosen to approximate the zero section as γ approximates the identity.
Proof. Since γ|W ∩ (X ′ × {0}) is equal to the identity, γ is in particular a transition map of the sheaf I n X ′ ⊂ O n X , where I X ′ ⊂ O X denotes the ideal sheaf of X ′ . Therefore the desired statement is precisely Theorem 2 in the special case F = I n X ′ and E = X × C n . In the proof given in [7] of the above extension theorem, it has been shown that -by taking extra-care when dealing with so-called C-strings -a weakening of the above corollary to the situation where the Cartan pair (A, B) and the subvariety X ′ of X satisfy X ′ ∩ (A ∩ B) ⊂ (A ∪ B) • is sufficient for the proof. Such extra-care when dealing with C-strings is no longer needed with the given corollary at hand. Now, one can simply work with sufficiently fine C-covers of X, which are well-known to exist. Theorem 4 (Forstnerič [4] ). Let X be a reduced Stein space, X ′ an analytic subvariety and Y an Oka manifold. Then a holomorphic map f : X ′ → Y extends holomorphically to X if and only if f extends continuously to X.
Our impression is that the proof of Forstnerič's entension theorem cannot be significantly simplified by Corollary 3.3. A new proof using Corollary 3.3 seems to depend on an extension of the appropriate version of the Oka-Weil theorem for Oka manifold-valued maps -an important ingredient in the proof -to a result which includes interpolation on a subvariety.
Appendix A. The parametric versions of Theorem 1 and 2
Parametric extensions of Theorem 1 and 2 were neglected in the main section since their proofs distract from the analytic key difficulties. However, we include them here since such extensions are often necessary in the proof of an Oka principle.
Definition A.1. Let P be a compact Hausdorff space. A parametric transition map γ q : U → E, q ∈ P , for a given sheaf F is a family of transition maps (see Definition 1.2) which varies continuously in the parameter q ∈ P , that is, P × U → E, (q, e) → γ q (e) defines a continuous map.
Remark A.2. The parametric map γ q : U → E, q ∈ P is continuous in the sense of Definition A.1 if and only if q → γ q defines a continuous map from P to the space of continuous maps U → E equipped with the compact open topology. This is well-known and depends only on the fact that U is a locally compact Hausdorff space.
The only necessary ingredient to extend our results to parametric versions is the following lemma due to Cartan.
Lemma A.3. Let π : E → F be a surjective linear map of Fréchet spaces, let Q ⊂ P be an inclusion of compact Hausdorff spaces and let f : P → F and e : Q → E be continuous maps with π • e = f |Q. Then e extends to a continuous map g : P → E with π • g = f .
Proof. See [2] , Appendice.
Theorem 1 with parameters. Let p : E → W be a vector bundle over a reduced Stein base, let f 1 , . . . , f m : W → E be holomorphic sections and set
Moreover let r > 0 and let U ⊂ E be an open neighborhood of f (W ×B m r ) and let P be a compact Hausdorff space. Then, for every parametric transition map γ q :
If Q ⊂ P is closed and γ q equals the identity for every q ∈ Q, thenγ q can be chosen to be the identity for every q ∈ Q as well. Moreoverγ q can be chosen to approximate the identity as γ q approximates the identity, uniformly in q ∈ P .
Proof. For D := W × B m r our assumptions imply immediately that q → γ q • f |D defines a continuous map P → F m (D), where
As we reasoned already in the proof of the non-parametric version, f 1 , . . . , f m generate F m as a sheaf of O W ×C m -modules by Lemma 2.4, and by Lemma 2.8 case from the open mapping theorem for Fréchet spaces thatγ q can be chosen to approximate the identity as γ q approximates the identity, both approximations uniformly in q ∈ P . This finishes the proof.
Theorem 2 with parameters. Let p : E → X be a vector bundle over a reduced Stein base and identify X with the image of the zero section X → E. Let (A, B) be a Cartan pair in X , U ⊂ E a neighborhood of A∩ B and let F be a coherent subsheaf of the sheaf of holomorphic sections of E. Moreover let Q ⊂ P be an inclusion of compact Hausdorff spaces. Then there are neighborhoods A ′ ⊃ A and B ′ ⊃ B such that for every parametric transition map γ q : U → E, q ∈ P , of F which is sufficiently close to the identity for every q ∈ P and which equals the identity for every q ∈ Q, there are parametric sections α : P → F(A ′ ) and β : P → F(B ′ ) such that α q = β q = 0 for q ∈ Q and γ q • α q = β q on A ′ ∩ B ′ for q ∈ P . Moreover, α q and β q can be chosen to approximate the zero sections as γ q approximates the identity, uniformly in q ∈ P .
Remark A.4. In the special case where E = X × C m and F = O m X , the sheaf of sections of X × C m → X, the conclusion of Theorem 2 with parameters is a consequence of an analogous parametric version of Proposition 5.8.4, page 238 in [6] .
Proof. We start the same way as in the proof of the non-parametric version: let W be a Stein neighborhood of A ∩ B which is relatively compact in X ∩ U . By Cartan's theorem A there are finitely many global sections f 1 , . . . , f m ∈ F(X) which generate the stalk at every point of W , i.e. r → W × C m , q ∈ P , which is for every q ∈ P sufficiently close to the identity and equals the identity for every fixed q ∈ Q, there areα : P → O m X (A ′ ) andβ : P → O m X (B ′ ) withγ q •α q =β q on A ′ ∩ B ′ andα q ,β q equal the zero sections for q ∈ Q. In additionα q andβ q can be chosen to approximate the zero sections asγ q approximates the identity, both approximations uniformly in q ∈ P . It follows from Theorem 1 with parameters that if γ q : U → E, q ∈ P , is a parametric transition map of F such that γ q approximates the identity sufficiently well uniformly in q ∈ P and such that γ q equals the identity for fixed q ∈ Q, then there is a lift γ q : W × B m r → W × C m , q ∈ P , of γ q : U → E through f , which equals the identity for fixed q ∈ Q and for which we find such a parametric splitting (α q ,β q ), q ∈ P . Moreover, the splitting (α q ,β q ) can be chosen such that α q and β q approximate the zero section as γ q (and therefore the chosen lift γ q ) approximates the identity, all approximations uniformly in q ∈ P . For α q = f •α q ∈ F(A ′ ) and β q = f •β q ∈ F(B ′ ), q ∈ P , we get on
Therefore α : P → F(A ′ ), q → α q and β : P → F(B ′ ), q → β q yield the desired splitting. This finishes the proof.
