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This thesis is dedicated to the study of the Integral Manifolds of the Charged Three
Body Problem. My aim is to give a mathematical analysis of the physical mech-
anical system that consists of three charged particles in the space R3 whose
interaction is described by the Coulomb potential. This physical system is math-
ematically described by a Hamiltonian on a 18-dimensional phase space. A
physical mechanical system may have symmetries and consequently conserved
quantities or integrals. By fixing the values of the integrals, we define the so
called integral manifolds. Depending on the values, the integral manifolds may
have different topologies. Changes can occur when the values of the integrals
take a critical value. My main aim is to find these critical values for the charged
three-body problem. Projecting the integral manifolds from the phase space to
the configuration space, we get so called Hill regions. The Hill regions hence
consists of the admissible positions for given values of the integrals. Thus we
get in particular information about the possibility of collisions for given values
of the integrals. With the change in topology of the integral manifolds of the
charged three-body problem, the topology of the Hill regions may also change.
Part of the aim of this thesis is to understand the bifurcations of the Hill regions
in systems of three charged bodies. For the gravitational three-body problem,
the topology and bifurcations of the integral manifolds have been studied in the
work by McCord, Meyer and Wang [34]. This thesis comprises the first steps in a
similar study for the case of the charged three-body problem.
1
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1.2 Setting of the problem
Our problem is part of the more general question about the dynamics of an N-
body system. We consider this system in a classical mechanical setting. The forces
acting on the bodies are assumed to be internal which implies that they can be
derived from a potential. The bodies “live” in three-dimensional physical space
which has no preferred point or direction. Therefore, the potential of the system
depends only on the relative distances of the bodies. In this section I introduce
some basic concepts for N -body systems. For more detailed explanations we
refer to chapter 2.
Let us consider a system of N bodies (point masses) of masses mi > 0 and
position vectors qi ∈ R3 for i = 1, . . . , N . Then by Newton’s second law of motion
we can write the equation of motion for the ith body as miq¨i = Fi where Fi is
the force acting on the ith body. In a system of two bodies the force experienced
by the body i due to the body j is denoted by Fij . The force Fij is parallel to
the distance vector qi − qj and its magnitude only depends on the length of the
distance vector. The forces Fij and Fji are equal in magnitude but act in opposite
directions along the straight line. So, these forces satisfy the law of action and
reaction, i.e., Fij = −Fji. This principle of action and reaction leads to the forces
of interaction. The force Fi on the ith body is then given by
∑
j 6=i Fij . If in a
system the only forces are forces of interaction then this system is called closed.
The force of universal gravitation is an example of a force of interaction.
1.2.1 Formulation as a dynamical system
N-body systems are Hamiltonian dynamical systems. Therefore, in this subsec-
tion, I briefly introduce some basic notions for Hamiltonian dynamical systems.
Configuration space: The bodies (point masses) reside in three-dimensional
physical space R3, so the position of each body i, i = 1, . . . , N , is determined by a
vector qi ∈ R3. The configuration space X is then theN -fold Cartesian product of
R3 with itself, i.e. X = R3 × · · ·R3 ≡ R3N . The forces of interactions can become
singular when the distance between two bodies goes to zero. This is the case, e.g.,
for the gravitational and the Coulomb interaction. If there are such singularities
we exclude those from the configuration space. We denote the set of collisions by
∆c, i.e. ∆c = {q ∈ R3N | qi = qj for i 6= j}. The configuration space for such a
system is then X = R3N \∆c.
Phase space: Let pi = miq˙i denote the momentum of the ith body. Then the
phase space of anN -body system consists of points (p, q) = (p1, . . . , pN , q1, . . . , qN )
∈ X × R3N .
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Symplectic form: We endow the phase space with a symplectic structure given
by the canonical symplectic form ω, i.e. ω is the non-degenerate skew symmetric
bilinear form




Hamiltonian function: The Hamiltonian function for an N -body problem is
the function H : X × R3N → R given by
H(q, p) = 12 〈p,M
−1p〉+ V (q),
where M is the 3N × 3N diagonal matrix diag{m1,m1,m1, . . . ,mN ,mN ,mN}.
The Hamiltonian function is the sum of two terms, H(q, p) = T (p) + V (q),
physically interpreted as kinetic energy and potential energy. The kinetic part is
defined as
T (p) = 12 〈p,M
−1p〉,
while the potential part V (q) depends on the interaction as it has the property
that its negative derivative with respect to qi gives the force on the ith body.
The fact that the forces are forces of interaction implies the existence of such a
potential (such forces are conservative) and moreover the potential only depends
on the mutual distances between the bodies. For example, for the gravitational
interaction, the potential is given by




‖qi − qj‖ ,
where the mi are the masses and G is the gravitational constant.
Newton’s equations of motion which are second order equations can then
written in the form of the first-order equations
q˙ = ∂H
∂p
, p˙ = −∂H
∂q
which are known as Hamilton’s equations of motion. The vector field XH =
(∂H∂p ∂q,−∂H∂q ∂p) associated with Hamilton’s equations is related to the Hamilto-
nian function H by the symplectic form ω via ω(XH , ·) = −dH(·).
3
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1.2.2 Dynamical systems with symmetry
Symmetry groups play an important role in the study of N -body systems. A
closed N -body system is invariant under translations and rotations. The corres-
ponding groups are (R3,+) and SO(3), respectively. These symmetry groups act
on the configuration space in the expected way, i.e. by translating and rotating
the position vectors of the bodies. As the potential V only depends on the mutual
distances between the bodies the invariance of the potential under the translation
and rotation is clear. The actions of the symmetry groups of translations and
rotation on configuration space can be lifted to actions on the phase space in
such a way that the Hamiltonian H is invariant under the resulting actions and
also the symplectic form ω is preserved. By Noether’s theorem, the invariance
under the translation symmetry group leads to the conservation of total linear
momentum. Similarly, the invariance under the rotational symmetry leads to the
conservation of angular momentum. As the linear momentum and the angular
momentum each have three components we get six integrals of the motion. When
we take the total linear momentum equal to zero then the center of mass of the
N -body system is also conserved and we get three more integrals of motion.
As the Hamiltonian function has no explicit time-dependence it also gives a
conserved quantity. Thus the total number of the constants (integrals) of motion
of an N -body system is at least ten [35].
1.3 Description of the problem
In this setting we wish to study the integral manifolds for a class of potentials
and in particular for the charged three-body problem. The integral manifolds are
by definition the level sets of the map of integrals
F : R3N × R3N \∆c → R10
(p, q) 7→ (H(p, q), L(p, q), P (p, q), Q(p, q)).
where H,L, P,Q denote Hamiltonian, angular momentum, linear momentum
and center of mass of the system. As stated above a closed system of N bodies
has ten constants of motion or integrals. For a system of three bodies the phase
space has 18 dimensions. The integral manifolds hence have dimension 8. For a
planar three-body system the integral manifolds are 6-dimensional. The topology
of the integral manifolds may change at a critical point of the integral map. The
value of the integral map at a critical point is called a critical value. Changes in
topology may thus occur when the values of the integral map pass through such
a critical value. In this way the critical values can be used to label the changes in
the topology.
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1.3.1 Critical points of the map of integrals
Given the high dimensionality of the phase space finding the critical points of
the map of integrals is already for a system of three bodies a difficult task. The
number and properties of the critical points depend on the interaction between
the bodies as given by the potential V . In this thesis we will mainly concentrate
on the charged three-body problem. But where possible I also try to generalise
the results to other potentials. In particular I will consider a class of potentials
that includes both gravitational and Coulomb interactions. It will turn out that
the change in topology of the integral manifolds are due to two types of critical
values: critical values that are due to ordinary (finite) critical points and critical
values that are due to critical points at infinity. The latter are points involving
configurations of the bodies that have an infinite size. It is the coexistence of
these two types of critical points and singularities of the potential at collisions
of two or more bodies that make the study of critical values difficult. The best
studied potential so far is the one coming from the gravitational interaction. In
fact for the charged three-body problem, I will transfer many results from the
gravitational to the case of charged particles. This concerns in particular the
work by Moeckel [38, 37], McCord, Meyer and Wang [34] and Albouy [2] on the
gravitational three-body problem. The work of Moeckel concerns mainly the
critical values resulting from finite critical points. The work by Albouy [2] gives a
thorough account of the critical points at infinity. In the work by McCord, Meyer
and Wang the results on critical values are again studied in some detail. The main
contribution of the latter work is however a detailed study of the topological
changes of the integral manifolds.
1.3.2 Central configurations
As we will see also in this thesis central configurations play an important role
in the study of N -body systems. This in particular concerns the critical values
of the map of integrals due to ordinary (finite) critical points. Assuming the
center of mass of the N -body system to be at the origin, central configurations
are configurations where the positions vectors qi ∈ R3, of the N bodies satisfy
the equations
λmiqi = ∇(V (q))i, i = 1, . . . , N,
for some λ ∈ R. We will give a detailed study of central configurations in
chapter 3. The equations mean that a central configuration is a special arrange-
ment of the point masses having the property that the force vector for each mass
is directed towards the center of mass and has a magnitude proportional to the
distance to the center of mass. For the gravitational three-body problem the
central configurations are named after Euler and Lagrange and concern collin-
5
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ear configurations and equilateral triangular configurations, respectively. In
chapter 4 we study the number of central configurations including collinear and
non-collinear central configurations for a system of three charged bodies.
1.3.3 Hill regions: the regions of possible motion
It is natural question of whether the bifurcations of the integral manifolds are
also ‘visible’ in configuration space. To this end I will study the Hill region which
is the projection of an integral manifold to configuration space. The Hill region
hence consists of the admissible positions for given values of the constants of
motion. It is in general not to be expected that topological changes of the integral
manifolds survive the projection and are also reflected in the Hill region. For the
gravitational three-body problem however, this is the case [33]. I will study this
question for a charged three-body problem in chapter 6.
1.4 Literature overview
The story of the gravitationalN -body problem can be considered to start from the
two-body problem (consisting, e.g., of a star and a planet like our Sun and Earth)
for which Johannes Kepler in 1609 showed that the orbits are conic sections. In
1687 Newton was able to derive this result from the what is now referred to as
Newton’s law of universal gravitation and Newton’s equations of motion. But
when Newton tried to take into account also the moon, i.e., when he considered
the three-body system consisting of Sun, Earth and Moon, he faced serious
problems. In a remark to the astronomer John Machin he wrote “his head never
ached but with his studies on the moon”. The gravitational N -body problem looks
deceptively simple: it is a collection of N bodies (representing stars, planets, or
asteroids) which interact with each other under gravitational forces. Whereas
the case N = 2 was completely solved in the 17th century no one has succeeded
to give the general solution to the problem for the cases N ≥ 3 up to now. For a
detailed history of the problem, see [40, 10].
For the solution of the gravitational three-body problem, different approaches
are used by physicists, astronomers and mathematicians. For example, methods
based on perturbation theory or numerical methods to approximate individual
orbits on the one hand and more geometrical methods on the other. Rather
than looking at explicit solutions one might also study more global aspect like
the topology of the integral manifolds. These manifolds were probably first
studied by Birkhoff [11] for the case of the gravitational three-body problem.
Birkhoff found that the singular points of the map of integrals are given by
central configurations, i.e. the three Euler collinear central configurations and
6
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the Lagrange equilateral triangle central configuration. He moreover concluded
that these points give rise to the only critical values of the map of integrals
where the integral manifolds would change topology. The latter is now known
as the Birkhoff conjecture. It turns out that this conjecture is wrong for the spatial
gravitational three-body problem as shown by McCord, Meyer and Wang [34].
After reducing the translational symmetry by moving to a centre of mass system
of inertia, the gravitational three-body problem depends on the values of the
angular momentum C and energy h. However, it turns out that the dependence
on C and h is only in the combination of one bifurcation parameter ν that is given
by ν = −C2h. The map of integrals then has 9 critical values [34].


























































where the dij are the distances between bodies i and j. For k = 7, 8, 9, each triple
(d12, d13, d23) corresponds to one of the three Euler collinear central configura-
tions (see below).
For unequal masses the critical values are distinct. At eight of these values
the topology of the integral manifolds changes. At the critical value ν5 however,
the topology does not change.
As shown by Cabral [12] the integral manifolds do not change for energies h >
0. The first change in topology occurs at when the energy changes from positive
to negative, i.e. at ν1 ≤ 0. For energies h < 0 and angular momentum C 6= 0,
McCord, Meyer and Wang [34] provide a complete study of the bifurcations of
the integral manifolds due to the critical values ν2, ν3, . . . , ν9. The critical values
can be divided into three kinds:
1. Bifurcation values corresponding to finite critical points arising from central
configurations.
2. Bifurcation values arising from critical points at infinity.
3. The critical value ν5 at which the topology does not change.
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In the following, I briefly introduce these critical points and the corresponding
critical values.
Finite critical points at central configurations: For the last three hundred years
many physicists, astronomers and mathematicians tried to find explicit solutions
of the gravitational three-body problem. Since from the work of Poincare´ we
know that chaos exist in the gravitational three-body problem. Therefore, to
express solutions in the form of special functions is in general impossible. Until
now the known exact solution of the gravitational three-body problem are due to
Euler and Lagrange. In 1767, Euler [23] found three collinear central configura-
tion solutions of the gravitational three-body problem. Five years later, in 1772,
Lagrange [28] found two more solutions which are given by equilateral triangular
central configuration solutions. It is a general property of central configurations
that they give rise to special explicit solutions of gravitational N-body problems
(for a details, see [37, 31, 43] and chapter 4 of this thesis). The map of integrals
is singular on these special solutions. The critical values ν7, ν8, and ν9 given
above correspond to the three Euler collinear central configurations. The value
ν6 corresponds to the Lagrange equilateral triangular central configuration.
Critical points at infinity: In 1970, Smale [48, 49] was the first to point out the
possibility of existence of critical points at infinity in the gravitational three-body
problem. About five years later Simo´ [47] proved the existence of critical points
at infinity because of which the topology of the integral manifolds could change.
This possibility was also mentioned in the work by Arnold et al. [8]. Working on
the planar gravitational three-body problem Chen [17] gave a detailed description
of the problem and he proved the Birkhoff conjecture for the planar case. He also
reduced the spatial gravitational three-body problem to a planar problem, by
suitably rotating configurations in to a plane. Working on the spatial gravitational
three-body problem by projecting the three-dimensional space on to the plane
Easton [21, 22], extended some of the results of Chen [17] but in his analysis he
missed the critical points at infinity. In 1993 Albouy showed that there were
at most three critical points at infinity at which the topology of the integral
manifolds can change [2]. The bifurcation values ν2, ν3, ν4 denote the critical
values corresponding to these critical points at infinity. Thus these critical values
indeed entail bifurcations of the integral manifolds of the spatial gravitational
three-body problem was proved by McCord, Meyer and Wang [34].
No change in topology at the critical value ν5: It is obvious that at any instant
of time the position vectors of three bodies always either lie in a line (i.e., make
a collinear configuration) or span a plane, (the plane of motion). The integrals of
8
Chapter 1. General Introduction
motion can put some restriction on the placement of this plane relative to the
constant angular momentum vector C. One example of the restriction of the
integrals is that the collinear configuration must always be orthogonal to C. The
plane orthogonal to C is called the invariant plane. So collinear configuration are
always contained in the invariant plane. In 1975 Simo´ [47] indicated that there
was a bifurcation value ν5 such that for ν > ν5 all configurations have restrictions
on the orientation of the plane of motion (e.g. the angular momentum vector
cannot lie in plane of motion) whereas for ν ≤ ν5, configurations exists which
are unrestricted in their orientation. Also, at ν5 there is exactly one configuration
whose orientation relative to C is unrestricted. This kind of configuration for
which the center of gravity is at the orthocenter of the triangle is called critical
configuration. This was also studied by Saari [45, 44, 46]. McCord, Meyer and
Wang [34] showed in their work that despite the change in restrictions on the
orientation at ν5 there is no change in the topology of the integral manifold at ν5.
1.4.1 Hill regions
Hill regions have played an important role in the study of the circular restricted
gravitational three-body problem (which describes the motion of one (small)
mass under the influence of two co-rotating (big) masses). In 1878 Hill [25] was
working on the topology of the integral manifolds of the restricted gravitational
three-body problem. To this end he studied their projection to configuration space
(what later gave rise to the notion of Hill regions). Applying Hill’s approach to
the integral manifolds of the (full) gravitational three-body problem directly is
hard because of the large number of variables and equations. This is why by 1970
no similar analysis had occurred.
In 1970 Easton [22] studied the topology of the integral manifolds and the
Hill regions in the planar gravitational three-body problem. Later on, he also
tried to follow Hill’s strategy of starting from the projection of integral manifolds
to the configuration space in order to prove the Birkhoff conjecture for the spatial
problem [21]. But he did not quite succeed. For important work on the studies of
the Hill regions of the spatial gravitational three-body problem, see Saari [45, 44]
and Simo´ [47]. Marchal and Saari [32] also showed the existence of forbidden
regions in configuration space (i.e. the complement of Hill region). They in
particular showed that the results for the Hill regions in the full gravitational
three-body problem are similar to the circular restricted gravitational three-body
problem.
In 1993 McCord, Meyer and Wang [34] completed the analysis of the integral
manifolds of the gravitational three-body problem. They also studied the Hill
regions and the corresponding regions on the symmetry reduced space called
reduced Hill regions. By using homotopy and cohomology theory they concluded
9
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that the bifurcation of the Hill regions occur at the eight critical values of the
bifurcation parameter, νk, k = 1, . . . , 9, k 6= 5.
1.5 Objectives of the thesis and global description of
methods and results
In my thesis I provide the first steps towards a generalisation of the seminal work
by McCord, Meyer and Wang [34] on the integral manifolds of the gravitational
three-body problem to the charged case. The main part of my research problem
consists of
(i) finding finite critical points of the map of the integrals,
(ii) finding critical values arising from the critical points at infinity and
(iii) studying whether and in how far the critical values entail bifurcations of
the Hill regions.
In the following I summarise my approach.
Extension of the work of Pe´rez-Chavela et al [41]: The first and foremost ques-
tion about the number of central configurations in the charged three-body prob-
lem is very much inspired by the work of Pe´rez-Chavela et al. [41]. In this work
Pe´rez-Chavela et al. studied the dependence of the number of collinear and
non-collinear central configurations on the masses and charges in the charged
three-body problem. I also address this question in a systematic way that is
different from the one in [41]. In my approach, I first reduce the space of collin-
ear configurations by using the translation, rotation, dilation and permutation
groups. Then on the reduced space I find 13 special regions, where the number
of central configurations is constant. On the reduced space up to permutation I
find the number of collinear central configurations to be either 0, 1, 2 or 3. Like in
[41] I find that the number of non-collinear central configurations is either 0 or 2.
Extension of the work by Albouy [2] to charged three-body systems: In order
to determine the critical points at infinity for the charged three-body problem
I transfer the work of Albouy [2] on the gravitational N -body problems to the
charged case. The work of Albouy provides the framework to rigorously define
critical points at infinity. The paper by Albouy is however rather technical. In
my thesis I fill in several details missing in [2] and try to elucidate the main
ideas better. Whereas there are always three critical points at infinity in the
gravitational case the number will in the charged case depend on the signs of the
charges as I will show.
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Bifurcations of the Hill regions in charged three-body systems: To my know-
ledge there is no previous systematic study of the bifurcations of Hill regions
in systems of three charged bodies. Following, the analysis by McCord, Meyer
and Wang [34] for the integral manifolds of the gravitational three-body problem
I investigated bifurcations of the Hill regions in charged three-bodies systems.
I will illustrate my approach for two specific examples of charged three-body
problems given by (i) the helium atom (two electrons and the helium nucleus)
and (ii) a compound of two electrons and one positron. For comparison, I will
first illustrate the procedure also for the well known gravitational three-body
problem.
1.6 Outline of the thesis
The main objective of my thesis is to determine and investigate the critical
values at which the topology of the integral manifolds of the charged three-body
problem changes. The study is divided into three main parts. The first part is
devoted to find finite critical points (which occur at central configurations) of the
map of the integrals of the charged three-body problem. The second part is to
find critical values arising from the critical points at infinity. In the third part, I
study how the Hill regions of the charged three-body problem change with these
critical values. I arrange this thesis as follows in 6 chapters (5 in addition to the
present introductory chapter).
Chapter 2 starts with a brief introduction to N -body systems and provides the
basic mathematical background theory for the problem. The N -body systems
can be described as Hamiltonian system. I therefore briefly describe some basic
facts from the theory of Hamiltonian systems. Moreover, we introduce a class of
potential, the relationship between symmetries and integrals which leads to the
definition of the map of integrals, the integral manifolds and Hill regions.
Chapter 3 starts with a general introduction to special solutions of the gravit-
ational N -body problem. We introduce homographic solutions and give three
special examples of homographic solutions. The homographic solutions lead to
the notion of central configurations. We give several equivalent definitions and
properties of central configurations of which some depend on the homogeneity
of the potential and others do not.
Chapter 4 addresses the question about the number of finite critical points of
the map of integrals in the charged three-body problem. We here will see that
these critical points are related central configurations. I divide the study into
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collinear and non-collinear central configurations and I will study the number of
each of the two for the charged three-body problem.
Chapter 5 concerns the critical values of the map of the integrals arising from
the critical points at infinity. In this chapter I will closely follow the work of
Albouy [2]. This includes the choice of a coordinate system which I will refer to
as Albouy coordinates and his idea of collecting subsets of the bodies into clusters.
To define critical points at infinity I will define sequences of states consisting
of clusters such that the bodies in a cluster remain at finite distances, but the
distance between bodies in different clusters goes to infinity when I take the
limit of the sequence. Taking the limit of the sequences gives states that satisfy a
modified Lagrange multiplier equation which will make the notion of a critical
point at infinity precise.
Chapter 6 is devoted to the study of bifurcations of the Hill regions of the
charged three-body systems. To this end I will briefly describe the reduction of
a system of N bodies, and in more detail discuss how this reduction is accom-
plished for the example of three bodies. This will lead to the definition of Hill
regions in the symmetry reduced system. I will study how the bifurcations of
these Hill regions are related to the critical values of the map of integrals. I will
illustrate the procedure for the well studied gravitational three-body problem
and two examples of charged three-body problems.








This chapter treats topics pertaining to N -body problems, symmetries, mo-
mentum map, integral manifolds and Hill regions. In the previous chapter
we gave a brief introduction to the integral manifolds and Hill regions of N -
body systems. In this chapter we are going to give more details on these topics.
The purpose of this chapter is to provide background theory for the charged
three-body problem which we will use in the forthcoming chapters.
This chapter is organized as follows. Section 2.2 starts with a general in-
troduction to N -body systems. As it is useful to consider a N -body system as
a Hamiltonian system we discuss some basic general facts about Hamiltonian
systems in section 2.3. As we want to make our study as general as possible
we introduce a class of potential in 2.4 that comprises both gravitational and
charged N -body systems. Section 2.5 is devoted to the description of symmetries,
symplectic and non-symplectic actions and relative equilibria of an N -body sys-
tem. In section 2.6 we formally introduce the map of integrals and the integral
manifolds of a N -body system. Section 2.7 we start discussing the critical points
of the map of integrals and state two main results relevant with the collinearity





We consider a physical problem of bodies residing in three dimensional space.
The interaction of the bodies is by forces acting on the geometrical centers of mass
of the bodies. Therefore we consider the bodies as points in three dimensional
space. Thus a configuration ofN bodies corresponds to a point inR3N . The forces
acting on the bodies are assumed to be conservative, so they may be derived from
a potential function V on R3N . Then by Newton’s law of inertia the equation of
motion is the second order differential equation
miq¨i = −gradV (q)i,
where mi is the mass of body i.
However we wish to consider the system above as a Hamiltonian dynamical
system. Therefore we introduce the phase space M = T ∗(R3N ) ' R3N × R3N ,
the cotangent bundle of R3N . Now Π : T ∗(R3N ) → R3N is the projection on
the base space R3N , the configuration space we started with. In a Hamiltonian
system the so called symplectic form ω determines the structure of the space:
together with the Hamiltonian it determines the equation of motion. On the
phase space M = T ∗(R3N ) we have coordinates q and p and in these coordinates
ω takes a particular simple form: ω =
∑
i dpi ∧ dqi. Indeed when ξ = (ξq, ξp) and
η = (ηq, ηp) are vectors in the tangent space of M then ω(ξ, η) = 〈ξp, ηq〉− 〈ξq, ηp〉
from which we see that






The equations of motion can now be derived from the function H on M which is




2mi ‖pi‖2 + V (q) in the following way. The vectorfield in
the equation of motion (q˙, p˙) = XH(q, p) is determined by the equation dH (Y ) =
ω(XH , Y ) holding for all vector fields Y in the tangent space of M . Together with










So far we have not specified the potential function V . In case of gravitation, the
potential function is given by
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where G is the gravitation constant. This function is not defined when two or
more of the bodies are at the same position in physical space, that is in R3. This
happens on the so called collision set ∆c defined as
∆c = {q ∈ R3N | qi = qj for some i < j}.
To avoid singularities of the vectorfield we may exclude ∆c from the configura-
tion space and then redefine the phase space accordingly.
2.3 Some facts from Hamiltonian systems
Here we briefly review some facts from Hamiltonian dynamical systems as far
as we need these. For a far more complete introduction we refer to [7] and
[1]. As we already saw in the previous section there are three ingredients for a
Hamiltonian dynamical system: a phase space, a symplectic form and a function.
Let the phase space M be an even dimensional smooth manifold. On M we
suppose there exists a non-degenerate skew symmetric two form ω, then (M,ω)
is called a symplectic space. Furthermore let H be a smooth real valued function
on M , then (M,ω,H) is called a real Hamiltonian system. Let X (M) be the set of
smooth vector fields on M , then the vectorfield XH ∈ X (M) will be called the
Hamiltonian vectorfield of H if for all Y ∈ X (M) equation
dH (Y ) = ω(XH , Y )
holds. The vectorfield XH defines the flow of the Hamiltonian system on M , we
also say the flow of H for short. A differentiable function f on M is preserved
under the flow of H if the Lie derivative of f is zero, if the derivative of f in
the direction of the vectorfield XH is zero. The Lie derivative is defined as
LXH (f) = df(XH). Then we have in particular that the function H is preserved
under its own flow, namely
LXH (H) = dH(XH) = ω(XH , XH) = 0
because ω is skew symmetric.
Symplectic maps. If a map Φ taking M to itself preserves the symplectic form
ω we call Φ a symplectic map. The set Diff(M) of all symplectic diffeomorphisms
forms a Lie group. The Lie algebra of this group is the set of symplectic vector-
fields, where a vectorfield X is called symplectic if the flow of X is a symplectic
map. An example is the vectorfield XH whose flow is indeed a symplectic map.
In other words, the flow of the Hamiltonian H is a symplectic map. On the other
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hand in order that a Hamiltonian function exists for each symplectic vectorfield
one needs the condition that closed 1-forms are exact on M .
The flow of the Hamiltonian H can be considered as a one parameter group
of symplectic diffeomorphisms on M . As a converse the action on M of a
symplectic group has a moment map, a function on M , which can be considered as
a Hamiltonian function again. We will use this in our case where the phase space
is the cotangent space of the configuration space R3N . When a one parameter
group action on configuration space can be lifted to a symplectic action on phase
space we get a Hamiltonian function on the latter whose flow is the lifted group
action. We will use this for the symmetry groups of N -body systems.
Remark. Usually we restrict changes of coordinates to symplectic ones in order to
preserve the symplectic form. However there may be very good reasons to choose a
non-symplectic change of coordinates. Then we have to transform the symplectic form as
well. In the previous section we introduced the N -body system on the symplectic phase
space M = T ∗R3N , which is a cotangent bundle. In general a symplectic transformation
will not preserve the cotangent bundle structure. Thus our notion of configuration space
is well defined only if we restrict to symplectic changes of coordinates that also preserve
the cotangent bundle structure. Most of our transformations will be of this type. But
in chapter 6 we use a more general change of coordinates. Then we have to redefine the
notion of configuration space.
Poisson brackets. A useful tool is the Poisson bracket by which we are able to
express many properties in terms of functions on M instead of vector fields on
M . Let f and g be differentiable functions on M , then the Poisson bracket of f and
g is defined as
{f, g} = ω(Xf , Xg).
From the definition of the Lie derivative we almost immediately see that
{f, g} = LXg (f) = −LXf (g).
Thus if f is preserved under the flow of XH we have
0 = LXH (f) = {f,H}.
To check that f is preserved under the flow of H we do not need the vectorfield
XH once we have the Poisson bracket. The latter inherits skew symmetry from
the symplectic form so {f, g} = −{g, f} and therefore {H,H} = 0: H is pre-
served under the flow of H . The Poisson bracket is related to the commutator of
vector fields in the following way
[Xf , Xg] = X{g,f}.
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This relation clearly shows that if f is preserved under the flow of g, the opposite
also holds. Using the Poisson bracket we have an alternative way to write the




and in particular for the coordinate functions q and p. The theorem of Darboux
guarantees that by a change of coordinates, the symplectic form can be put into a
standard form, in fact a bilinear form, namely






As a result the Poisson bracket also has a standard form, indeed with ω as in the















On a coordinate system such that the symplectic form and the Poisson bracket
take their standard form we get the familiar equations of motion
q˙i = {qi, H} = ∂H
∂pi
,
p˙i = {pi, H} = −∂H
∂qi
.
Integrals. Now let (M,ω,H) be a Hamiltonian system and suppose that Φs :
M →M is a one parameter group of symplectic diffeomorphisms such that H
is invariant. Furthermore let F be the moment map of Φs and let XF be the
associated symplectic vectorfield then we have
0 = d
ds
H(Φs) = dH(XF ) = ω(XH , XF ) = {H,F}.
This means that F is preserved by the flow of H . Such a function has several
names: conserved quantity, conserved function, constant of motion or integral. The
existence of an integral restricts the dynamics of H to level sets of the function F .
This simplifies the analysis of the (dynamical) problem. In fact the Liouville
theorem states that if for a Hamiltonian system there are sufficiently many
integrals, the system is integrable. More precisely if the system is 2N -dimensional,
there must be N independent, Poisson commuting integrals. Considered as
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a Hamiltonian system, the N -body system is 6N -dimensional. Depending on
the potential, only the 1-body and 2-body systems have enough integrals to
be integrable. Nevertheless even if there are not enough integrals to make the
system integrable, the integrals can be used to reduce the dimension of the
system. However this can be accomplished in a more systematic way using the
symmetry groups. We will discuss this later when we actually need it.
2.4 A class of potentials
The potential energy V of two bodies at relative distance x interacting by grav-
itational forces is proportional to − 1x . The most important properties of this
function are that for x→ 0 the values of V tend to infinity and for x→∞ both
V and its derivative tend to zero. Thus the interaction becomes very strong at
short distances, but vanishes at large distances. The definition below aims to
generalize this behaviour to a larger class of potentials where the asymptotics
near zero are not necessarily related to the asymptotics near infinity.
Definition 2.1. Let V : R3N → R be a function on configuration space. We say that V
is of class V if V has the following properties.
V1) The potential is a sum of potentials of pairwise interactions between N bodies.
That is a function g : R3 × R3 → R exists such that V (q) = ∑i<j γijg(qi, qj),
where γij are parameters containing properties of the bodies.
V2) The potential of pairwise interaction only depends on the relative distance of the
two bodies and the properties of the bodies. In other words a function f : R→ R
exists such that g(qi, qj) = f(||qi − qj ||) and moreover γij = γji.
V3) The function f is continuously differentiable onR>0 with the following asymptotic
properties:
a) limx↓0 |f(x)| = M , where M > |f(x)| for all x ∈ R>0. We even allow
M =∞.
b) f → 0 as a C1-function for x→∞.
c) f(x) = O( 1xr ) as a C1-function for x→∞ and r > 0.
Remark.
1. The gravitational potential of Newton and the Coulomb potential for charged bodies
both fit in this class but also for example the Lennard-Jones potential is contained
in V .
2. The γij are expressions in properties of the bodies. In case of the gravitational
potential for example we have γij = mimj where the mi are the masses of the
bodies. But for electrically charged bodies with gravitational interaction we have
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γij = mimj −QiQj where the Qi are the electrical charges. Since the numerical
values of the charges are in practice much larger than the masses we take γij =
−QiQj in the Coulomb potential.
3. Since in pairwise interaction only relative distance is involved the potential is
automatically an invariant function with respect to translations and rotations.
4. From a physical point of view, moving charged bodies will also interact magnetic-
ally. For the moment we take a ’mathematical point of view’ and simply disregard
this aspect. At a later stage we might include magnetic interaction, but it will
break rotation symmetry.
5. Property V3a ensures that V becomes large in the neighbourhood of a collision and
the smaller the neighbourhood, the larger V .
6. Property V3b ensures that the interaction of two bodies tends to zero if their
distance tends to infinity, but as a differentiable function.
7. The last property V3c, we need for an estimate in one of our proofs. At a certain
moment we essentially need an estimate for xf ′(x). Then homogeneity comes in
vary handy. This can probably be relaxed.
2.5 Symmetries of N-body systems
Depending on the potential the N-body system may have a number of symmetry
groups. If the potential is of class V defined in the previous section then the
N -body system has for example the translation group and the rotation group
SO(3) as symmetry groups. We will make a distinction between symplectic and
non-symplectic group actions. The groups already mentioned have a symplectic
action. But if the potential is homogeneous then a dilation group with a non-
symplectic action is also a symmetry group.
2.5.1 Symplectic actions
Here we use a general construction for group actions initially defined on R3N
only. First we lift this action to a (symplectic) action on T ∗(R3N ). Then we
construct a Hamiltonian function for the action of one parameter subgroups. We
give a very brief review. For a more complete and detailed account see [1].
Our starting point is a (smooth) group action on the configuration space R3N .
For a fixed element of the group the group action is a diffeomorphism Φ on R3N .
As such the cotangent lift of Φ is given by Φ] : T ∗(R3N ) → T ∗(R3N ) : (q, p) 7→
(Φ(q), dφ(q)(Φ−1)∗(p)). This map is symplectic on T ∗(R3N ) by construction. Now
let Φt be the action on R3N of a one parameter subgroup and let X be the
vectorfield on R3N generating the flow Φt, then F : T ∗(R3N ) → R : (q, p) 7→
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∑
i piξi(q) is the Hamiltonian of the flow Φ
]
t on T ∗(R3N ), where the ξi are the
components of X .
Translation symmetry. Every potential function V from class V is invariant un-
der the translation group acting on the configuration space R3N . The derivative
of this action for a fixed group element is the identity, therefore the cotangent lift
of this action to T ∗(R3N ) is given by
Φ] : R3 ×M →M : (a, q1, . . . , qN , p1, . . . , pN ) 7→ (q1 + a, . . . , qN + a, p1, . . . , pN )
for each translation vector a ∈ R3. The translation group is a three parameter
group generated by the translations over t ej for t ∈ R and ej the j-th basis






thus the integrals corresponding to this action are the components
of total momentum P (q, p) =
∑
i pi, again see [1] or [7]. The Hamiltonian H of
the N -body system is invariant under Φ]a as is easily checked: H(Φ]a(q, p)) =
H(q, p) for all a ∈ R3 and in each point (q, p) ∈ M . Furthermore P , being the
moment map of the symplectic action Φ], is indeed a constant of motion. That
is for i ∈ {1, 2, 3}, P˙i = {Pi, H} = 0 which follows from general arguments in
section 2.3. Furthermore since the translation group is commutative we also have
{Pi, Pj} = 0 for i 6= j in {1, 2, 3}.
Since the map P restricted to the levels of H does not have critical values, we
may without loss of generality choose any value for P . The physical interpret-
ation of total momentum is the motion of the center of mass of the system. If
m =
∑
imi is the total mass, then the centre of mass is Q(q, p) = 1m
∑
imiqi. The
implication is that choosing the value zero for P fixes the center of mass. Indeed,
the time derivative of Q is zero:
d
dt










Thus the components of the center of mass are also integrals if total momentum
equals zero. Since the function Q does not have critical points we may without
loss of generality set the value of Q equal to zero as well.
Rotation symmetry. Every potential function V from class V is also invariant
under the action of the group SO(3) on configuration space. The action of SO(3)
on R3N is ’diagonal’. Let g ∈ SO(3) then each qi is mapped to g qi. The derivative
of this map is g and since (g−1)∗ = g the cotangent lift of the action on R3N to an
action on T ∗(R3N ) is given by
Φ] : SO(3)×M →M : (g, q1, . . . , qN , p1, . . . , pN ) 7→ (gq1, . . . , gqN , gp1, . . . , gpN )
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The group SO(3) is not commutative, but it is still a three parameter group
generated by rotations around the coordinate axes in R3. Each of these forms a
one parameter subgroup and the vectorfield generating the rotations are linear.












so the Hamiltonian function of the flow is
∑
i(pi,2qi,3 − pi,3qi,2) which is the first
component of total angular momentum: the integrals of the SO(3)-action are the
components of angular momentum L(q, p) =
∑
i qi × pi. Again the Hamiltonian
H of the N -body system is invariant under Φ]g and thus L is a constant of motion:
L˙i = {Li, H} for i ∈ {1, 2, 3}. However, since SO(3) is not commutative, the
integrals Li do not Poisson commute. Instead they generate a Lie subalgebra
isomorphic to so(3) in the Lie algebra of smooth functions on M with the Poisson
bracket.
2.5.2 Non-symplectic actions
Next we consider non-symplectic group actions on the phase space M and for
each we find the transformed symplectic form.
Time reversing symmetry. Every Hamiltonian function of the form H(q, p) =






i is invariant under the
action
Φ : {1,−1} ×M × R→M × R : (σ, q, p, t) 7→ (q, σp, σt).
This action reverses all momenta and simultaneously time, while positions re-
main fixed. Not only H is invariant, the equations of motion are also invariant.
The symplectic form however is not invariant, but transforms like ω 7→ σω. The
interpretation is that it is impossible to see from the dynamics of H whether time
is running forwards or backwards. In general such systems are called reversible.
They share properties with Hamiltonian systems yet form a different category. A
generalization of time reversing symmetry as defined above is to consider the
group {I,R} where I is the identity on M and R is an involution on M , that is
R2 = I .
Dilation symmetry. Suppose the HamiltonianH is of the form aboveH(q, p) =
T (p)+V (q), then kinetic energy T is homogeneous of degree 2 in p. If the potential
V is a homogeneous function of degree -1 in q we may define a so called dilation
action involving time such that the equations of motion are invariant
Φ : R>0 ×M × R→M × R : (µ, q, p, t) 7→ (µαq, µβp, µγt).
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Here,R>0 is the multiplicative group. If the exponents α, β and γ satisfy α = −2β
and γ = −3β the equations of motion are invariant. Then the Hamiltonian H
nor the symplectic form ω are invariant, they transform as H 7→ µ2βH and
ω 7→ µ−βω.
2.5.3 Relative equilibria
There is a special type of solutions of the Hamiltonian system associated to sym-
metry groups. Let (M,ω,G,H) be a Hamiltonian system with a one parameter
symmetry group G. Assume that G is a compact Lie group with a symplectic,
proper and locally free action Φ on phase space M . Furthermore assume that H
is G-invariant, then the flows Φs and Ψt (of the Hamiltonan H) commute. But
this implies that also the vectorfields generating the flows commute. Suppose
that F is the integral associated with (moment map of) G, then the symplectic
vectorfields XF and XH commute. When vectorfields commute they may even
be linearly dependent at some point (q, p) ∈M : XH(q, p) = λXF (q, p), for some
λ ∈ R. Now due toG-invariance this equation holds for theG-orbit through (q, p).
Thus the group orbit of G through (q, p) coincides with the solution curve of H
through (q, p). Such orbits are called relative equilibria because on the reduced
system, where G-orbits are points, the reduced Hamiltonian has a stationary
point.
From a slightly different point of view we also have the following. If the
vectorfields XF and XH are linearly dependent, the gradients of F and H are
also linearly dependent and vice verse. Thus we get the equation gradH(q, p) =
λgradF (q, p), which can be interpreted as the equation for critical points of H
restricted to the levels of F . The conclusion is that relative equilibria are in one to
one correspondence with critical points of H restricted to the levels of an integral.
2.6 Integral map and integral manifolds
Our focus will be on the integral manifolds, the fibers of the integral map rather than
on the dynamics of the N -body system. The latter is defined on the symplectic
phase space M = T ∗(R3N \∆c) with standard symplectic form ω and standard
coordinates (q, p). We excluded the collision set from the configuration space.
The reason is that we consider Hamiltonians of the form H(q, p) = T (p) + V (q)
where V is a function of class V , thus V is possibly not defined on the collision
set ∆c. As we have seen this Hamiltonian system admits an SO(3) symmetry
group and a translation symmetry group. The conserved functions associated to
these symmetries are angular momentum L and total momentum P respectively.
Since there are no critical values of P we consider the level zero which in turn
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guarantees that also the center of mass Q is a conserved function. The fact that
the Hamiltonian vectorfield XH is equivariant with respect to the actions of the
groups just mentioned can be translated into relations between the Hamiltonian
H and conserved functions using the Poisson bracket, namely {H,Li} = 0,
{H,Pi} = 0 and {H,Qi} = 0 for each component i and automatically {H,H} = 0.
Thus we have ten integrals of the N -body system which we use to define the
integral map F as follows
F : M → R10 : (q, p) 7→ (H(q, p), P (q, p), L(q, p), Q(q, p)).
For most values ofF the fibers ofF are manifolds, which we call integral manifolds.
A value φ of F such that in any open neighbourhood of φ fibers exist that are not
diffeomorphic, is called a bifurcation value of F . This means that upon crossing a
bifurcation value the topology of the integral manifolds may change. The values
of F at critical points in M of F are an example of such bifurcation values. Our
aim is to find these critical values in the spirit of [34] for the charged N -body
system with N = 3. The projection of the integral manifolds on configuration
space is called the Hill region. It turns out that although the Hill region is only a
projection of the integral manifolds, the bifurcations of the latter are reflected in
the Hill regions.
The dimensions of the integral manifolds and the Hill regions can be lowered
by using reduction with respect to the symmetry groups. We will come back to
this in specific examples.
2.7 Critical points of the integral map
Consider the N -body system as defined in the previous section. Let us find
critical points of the integral map F , by considering the rank of DF restricted to
points in phase space where P (q, p) = 0 and Q(q, p) = 0. We first formulate and
prove a statement on the rank of DF and after that give an interpretation of the
result and draw some conclusions.
Proposition 2.2. The derivative DF of F does not have full rank if at least one of the
following holds
1. all qi and pi are multiples of the same vector e ∈ R3,
2. for a vector e ∈ R3 the qi and pi satisfy a) 〈qi, e〉 = 0; b) ∂∂qiV = 〈e, e〉miqi and
c) pi = mie× qi.
for i ∈ {1, . . . , N}.
23
2.7. Critical points of the integral map

























where I is the identity matrix on R3. Lx is the matrix associated to the cross
product on R3, namely Lx(y) = x× y so that
Lx =
 0 −x3 x2x3 0 −x1
−x2 x1 0
 .
DF does not have full rank if a non-zero vector λ = (λ0, λ1, λ2, λ3) ∈ R× R3 ×
R3 × R3 exists such that DF(q, p)λ = 0. The last six columns of DF are clearly
independent, so at least one of λ0 and λ1 must be non-zero.
Part 1. Let us first suppose that λ0 = 0 and λ1 6= 0. Then we get 2N equations
from DF(q, p)λ = 0, namely
0 = miλ3 − pi × λ1
0 = λ2 + qi × λ1
for i ∈ {1, . . . , N} (from which we immediately see that if λ1 = 0 also λ2 = 0 and
λ3 = 0). Adding the first N equations and adding the second N equations with


















)× λ1 = λ2∑
i
mi
where we used 0 = P (q, p) =
∑
i pi and 0 = Q(q, p) = 1m
∑
imiqi. Therefore
λ2 = 0 and λ3 = 0. We are left with the equations qi × λ1 = 0 and pi × λ1 = 0.
From the properties of the cross product in R3 the qi and the pi are multiples of
the same vector λ1 i.e., collinear. If, on the other hand, we assume that the qi and
pi are multiples of the same vector e, then taking λ = (0, e, 0, 0) shows that rank
DF is less than 10.
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Part 2. Now suppose that λ0 6= 0, then we may take λ0 = 1. From DF(q, p)λ =
0 we again get 2N equations
0 = ∂
∂qi
V +miλ3 − pi × λ1
0 = pi
mi
+ λ2 + qi × λ1


























)× λ1 = λ2∑
i
mi.
Here we use again
∑
imiqi = 0 and
∑
i pi = 0. Moreover since P is a conserved
function of H we have on the one hand {P,H} = 0 but on the other hand








V = mi(λ1 × qi)× λ1 = mi
(〈λ1, λ1〉qi − 〈λ1, qi〉λ1),
pi = miλ1 × qi.
This means that the vectors ∂∂qiV are in a plane perpendicular to λ1. Now





j αij(q) qj , where the αij are given by
αij(q) = −γij f
′(‖qi − qj‖)




f ′(‖qi − qj‖)
‖qi − qj‖ .
Since the ∂∂qiV are perpendicular to λ1 we must have
∑
i αij(q)〈qi, λ1〉 = 0. Let
A be the matrix with entries αij , then A is symmetric and the row sums of A
are zero. This means that (1, 1, . . . , 1) is an element of Ker A, which implies that
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V = 〈λ1, λ1〉miqi and pi = miλ1 × qi.
So if we have a vector e as in the statement of the proposition we find an equation
for points where DF does not have full rank.
Looking at part 1 of the proof of proposition 2.2 we see that critical points
of this type do not depend on the Hamiltonian of the system. These points are
in fact critical points of angular momentum. The reason is that in the vector λ
only component λ1 is non-zero, thus DF(q, p)λ only selects L. The N -bodies are
moving on a single line in R3 through the center of mass. In that case angular
momentum is zero, so zero is a critical value. Needless to say that level zero of
angular momentum also contains other motions of the N -bodies than just motion
on a line.
From part 2 of the proof we infer that critical points of the second type are
critical points of the Hamiltonian restricted to levels of angular momentum.
Indeed in this case the equation reads 0 = DF(q, p)λ = gradH + λ11gradL1 +
λ12gradL2 + λ13gradL3, where Li are the components of angular momentum.
With the characterization of relative equilibria in section 2.5.3 we see that these
points are in fact relative equilibria with respect to the action of SO(3). Moreover,
the critical points we find (at least characterize) have the property that their
projection on configuration space is a planar central configuration. A central
configuration is a point q in configuration space satisfying the equation
∂
∂qi
V = λmiqi for all i in {1, . . . , N}
and some real number λ. We will come back to central configurations in chapter
3.
We have the following corollaries for the Hamiltonian H defined above on
the symplectic space M = T ∗R3N .
Corollary 2.3. Every relative equilibrium of H with respect to the action of SO(3) is a
critical point of DF .
Corollary 2.4. For every planar central configuration in configuration space there is a
relative equilibrium in phase space.
Part 2 of the proof does not guarantee that we find all relative equilibria
of H . This is related to the kernel of the matrix A introduced in the proof.
The dimension of this kernel is at least one. From the vector associated to this
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direction we find the relative equilibria of corollary 2.4. Only if the dimension
of the kernel is at most one we have the opposite of corollary 2.4. We conjecture
that this occurs for example if the coefficients of the potential have equal sign.
Conjecture 2.5. Suppose the coefficients γij in the potential V (see section 2.4) have
equal sign. Then the projection on configuration space of every relative equilibrium of H
is a planar central configuration.
As an example we have the classical N -body system where the interaction is
by gravitation, a proof already present in [51]. For this system there is a relative
equilibrium for every planar central configuration and every relative equilibrium
projects onto a planar central configuration. In particular all relative equilibria are
planar. This need not be so for the charged N -body system where the Coulomb
interaction dominates. Then the coefficients in the potential have different signs.
There are indeed examples of relative equilibria in this system that do not project
onto a central configuration, see [6] and chapter 6.
2.8 Conclusion and outlook
In this chapter, we gave a general introduction toN -body systems that are natural
mechanical systems in the sense of Arnold [7]. Such systems are Hamiltonian
dynamical systems and therefore we briefly discussed some basic facts about
the general theory of Hamiltonian systems. Moreover, they are invariant under
translations and rotations. These symmetries give rise to the existence of con-
stants of motion or integrals in addition to the Hamiltonian. The integrals leads
to a map that assigns to each point in the phase space of the N -body system the
value of the integrals. The level sets of this map are referred to as the integral
manifolds. The integral manifolds can change topology at critical values of the
map of integrals. Some of the corresponding critical points are related to central
configurations. These are studied in more detail in chapter 3.
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Chapter 3
Special Solutions and Central
Configurations
3.1 Introduction
With the work of Poincare´ the gravitational three-body problem has become one
of the paradigm systems showing chaotic behaviour. Finding explicit solutions
still is a formidable task. Some solutions have been found already by Euler and
Lagrange. These solutions are called particular solutions. They belong to a class of
solutions that are referred to as homographic solutions which will be introduced in
this chapter. Homographic solutions of N -body systems are related to so called
central configurations.
A central configuration is a special arrangement ofN point masses interacting
by Newton’s law of gravitation in the configuration spaceR3N with the following
property: the total force on each mass resulting from the interaction with all
the other masses points towards the center of mass of the N masses and the
magnitude of each of these forces is proportional to the distance of the respective
mass to the center of mass. Central configurations play an important role in the
study of N -body problems (in particular of the gravitational N -body problem).
For example, bifurcations of the integral manifolds are connected to the central
configurations and the bifurcation parameter ν = −C2h, where C and h denote
the angular momentum and energy, respectively. In this chapter our focus will
be on the central configurations and their properties.
This chapter is organized as follows. We start with considering stationary
points in section 3.2. In section 3.3, we look at periodic and homographic solu-
tions. Furthermore, we give three historical examples of homographic solutions.
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Section 3.4 introduces the notion of a central configuration of which we give
several properties. Finally, in the last section we give some conclusions and an
outlook.
3.2 Stationary solutions
Every analysis of a dynamical system starts with determining its stationary
points. Knowing the stationary points and their stability allows one to ’sketch’
the local phase portraits, although depending on the dimension of the latter this
may be a formidable task. In this section we start from the stationary points of
N -body systems. For the gravitational case, we have
Proposition 3.1. There are no stationary points in the gravitational N -body problem.
Proof. As V is a homogeneous function of degree −1 of the position vectors we







As V is a strictly negative function the left hand side of the equation cannot
vanish which implies that V has no critical points. Hence this implies that the
gravitational N -body problem has no stationary points.
Remark. In the proof of proposition 3.1 we used the fact that the potential for the
gravitational N -body problem is homogeneous and everywhere negative. For the charged
N -body problem the potential is still homogeneous. However the potential does in general
not have a constant sign. So the existence of stationary points is not excluded by the
argument employed in proposition 3.1. The proof shows that if there are stationary
solutions for the charged case then the position vectors of these will be located on the
zero-level set of the potential.
3.3 Periodic and homographic solutions
The next natural class of solutions to look at in a dynamical system is given by
periodic solutions. The periodic solutions are in a way related to the stationary
solutions. They are again ‘stationary’ – not with respect to the flow but with
respect to the discrete dynamics defined by a Poincare´ map associated with a
suitable surface of section, i.e., they form fixed points of the map or a certain
finite number of iterates of this map. Despite this relation periodic orbits are
much more difficult to find than stationary solutions.
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A subclass of periodic solutions are given by relative equilibria which dis-
cussed already in the previous chapter. Assuming the centre of mass to be at the
origin they arise as orbits of the rotational group. These solutions can be viewed
as special cases of a bigger class of solutions: the so called homographic solutions
which we describe in the following subsection.
3.3.1 Homographic solutions
A solution of the equation of motion of a system of N-bodies is called homographic
if the configuration of the N bodies remains similar (in the geometric sense) in
time, i.e. any two configurations on the same solution curve of the equations of
motion are related by dilation and rotation. If, in this case, the configuration does
not rotate, then the solution will be referred to as homothetic. If the configuration
rotates without dilation then the solution is called rigid and corresponds to a
relative equilibrium. In the following we give a formal definition of homographic
solutions.
Definition 3.2 (Homographic soluton). A solution q(t) of the equations of motion of
a system of N particles is called homographic or self-similar if there are functions
f : R→ R and R : R→ SO(3),
and an initial conditions qi(0) ∈ R3, i = 1, . . . , N , such that
qi(t) = f(t)R(t)qi(0), i = 1, . . . , N .
As a further distinction, homographic solutions are called
• rigid if f ≡ 1 and
• homothetic if R ≡ Id.
A priori it is not clear that such solutions actually exist in an N -body prob-
lem. For the gravitational N -body problem, solutions of this form have been
found. They have a property which led to the notion of a central configuration.




R−1(f ′′R+ 2f ′R′ + fR′′)miqi = −(∇V (q))i, i = 1, . . . , N, (3.1)
where we used the fact that V is homogeneous of degree −1 and invariant under
rotations. To keep the notation simple we suppressed the time dependence in
f and R and moreover qi is considered to be a constant vector qi(0). Since the
right hand side of the equations in (3.1) do not depend on time, we obtained
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a condition on f and R. In particular the equations require the existence of a
constant λ ∈ R such that
(∇V (q))i = −λmiqi, for all i = 1, . . . , N, (3.2)
has a solution q. The solutions of these equations are called central configurations.
Under special conditions several homographic solutions are known [51].
However not in full generality. Now whereas equation (3.1) is a differential
equation and equation (3.2) is an algebraic equation which in general is expected
to be simpler to solve. But even the general solutions of the latter are not known.
3.3.2 Three examples of homographic solutions
This subsection is devoted to three examples of homographic solutions for the
gravitational three-body problem.
Euler homographic solutions: In 1767, L. Euler was the first to find three ho-
mographic solutions: by considering three arbitrary masses in a collinear central
configuration and choosing suitable initial velocities, he found that the masses
were moving periodically on ellipses with the ratio of the distances between the
masses being constant with time and the masses periodically maintaining the







Figure 3.1: Euler homographic solutions with a line joining three masses m1,m2,m3
at every instant of time
Lagrange homographic solutions: Five years after the discovery of the Euler
homographic solutions, Lagrange rediscovered Euler’s solutions and found two
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more homographic solutions. By putting three arbitrary masses at the vertices
of an equilateral triangle, he found that by suitably chosen initial velocities, the
masses move periodically on ellipses and form an equilateral triangle at any





Figure 3.2: The Lagrange homographic solutions with an equilateral triangle joining
three masses m1,m2,m3 at every instant of time
Homothetic solutions: By putting three masses at the vertices of an equilateral
triangle and releasing them without initial velocities the particles collapse at the
center of mass of the equilateral triangle. Such solutions are called homothetic
solutions.
3.4 Central configurations
Central configurations play an important role in the study of N -body problems.
Therefore, they deserve some special considerations. We consider a map V :
R3N \ ∆c → R, where V is the potential of the system and the center of mass
of the system is at the origin. Let us start with the formal definition of central
configurations.
Definition 3.3 (Central configuration). A point q = (q1, . . . , qN ) in configuration
space R3N \∆c is called a central configuration if there exist some constant λ ∈ R such
that
− λmiqi = ∇(V (q))i for i = 1, . . . , N. (3.3)
Physical interpretation. The physical interpretation of a central configuration
is that at such a point in the configuration space the force acting on each of the
bodies is in the same direction as the position vector of the body relative to the
center of mass. (Such forces are called central forces and a force field is called
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Figure 3.3: Central configurations
3.4.1 Properties of central configurations
In the following we give several useful properties of central configurations. To
this end let us first define the moment of inertia for a system of N bodies.
Definition 3.4 (Moment of inertia). For a system of N bodies with configuration
q = (q1, . . . , qN ) ∈ R3N the moment of inertia I is defined as




Proposition 3.5. A point q ∈ R3N \∆c is a central configuration if and only if q is a
critical point of V restricted to a level set of the moment of inertia I , i.e., there exists a
Lagrange multiplier λ ∈ R such that
∇V (q)i = λ∇I(q)i, i = 1, . . . , N. (3.4)
Proof. This follows directly from∇I(q)i = 2miqi, i = 1, . . . , N .
Proposition 3.6. Let q = (q1, . . . , qN ) ∈ R3N be a central configuration and A be an
orthogonal 3× 3 matrix. Then q˜ := (Aq1, . . . , AqN ) is again a central configuration.
Proof. This follows immediately from the transformation of the gradient under
linear transformations.
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Proposition 3.7. Let V be homogeneous of degree d, q = (q1, . . . , qN ) be a central
configuration and c ∈ R. Then q˜ := (cq1, . . . , cqN ) is again a central configuration.
Proof. This follows immediately from the homogeneity of V .
Remark. Propositions 3.6 and 3.7 show that it is justified to identify central configura-
tions that are related by rotations and dilations, i.e. to define central configurations on a
configuration space that is reduced by rotations and dilations.
Proposition 3.8. If V is homogeneous of degree −1, then λ in definition 3.3 is given by
λ = −V (q)I(q) .













qi∇V (q)i = −V (q). (3.6)
The result follows then from using (3.6) and the definition of the moment of
inertia I in (3.5).
Proposition 3.9. Suppose V is homogeneous of degree −1 and q ∈ R3N \∆c. Then q
is a central configuration if and only if q is a critical point of IV 2.
Proof. q is a critical point of IV 2 if and only if (∇IV 2)i = 0 at q for i = 1, . . . , N .
By the product rule we get (∇IV 2)i = V 2(∇I)i + 2IV (∇V )i. Then the result
follows from noting that (∇I)i = 2miqi (choose λ = −V/I , see proposition 3.8).
Remark. We note that propositions 3.5 and 3.6 hold irrespective of whether the potential
V is homogeneous or not, proposition 3.7 holds for homogeneous potentials in general,
and all remaining propositions require the potential to be homogeneous of degree -1.
Central configurations moreover have the following properties which we
state without proof but by giving references to the literature.
(i) In 1941 A. Wintner showed that in the gravitational N -body problem in
R3, all the velocities and positions of a relative equilibrium must be in a
common plane in order to maintain the perfect balance between the gravita-
tional and centrifugal forces [51]. Such relative equilibria are obtained from
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rotating a planar central configuration with a suitable constant angular
velocity (note that also non-planar central configurations may exist in the
gravitationalN -body problem forN ≥ 4). For a system of charged particles,
Alfaro and Pe´rez-Chavela [6] proved that non-planar relative equilibria are
also possible, and they also showed that not all relative equilibria result
from central configurations.
(ii) When particles are released in a central configuration with vanishing initial
velocities, the particles accelerate towards the centre of mass at the ori-
gin where the configuration collapses homothetically in the singularity of
total collision. This kind of collision orbits were the first explicitly known
solutions of the gravitational three-body problem, see Euler [23].
(iii) Conversely the motion towards a total collision in the gravitational N-body
problem is always asymptotic to central configurations. The knowledge of
the central configurations therefore gives an insight into the dynamics near
total collisions, see Smale [49].
(iv) A planar central configurations provide a family of periodic solutions when
the bodies are released with initial velocities normal to their position vec-
tors in a central configuration and with the magnitudes of the velocities
proportional to their distances to the center of mass at the origin. In such
a case each body will traverse an elliptical orbit like in the Kepler prob-
lem. During the motion the configuration will remain similar to the initial
configuration. The ‘size’ of the configuration changes periodically in time.
The smaller the initial body velocities are the more eccentric the ellipses
are, and in the limit of vanishing initial velocities, the periodic solutions
become collision orbits, see Moeckel [38].
3.5 Conclusion and outlook
In this chapter we described various special solutions of a system of N bodies.
In particular we defined homographic solutions and we gave three examples
of homographic solutions for the gravitational three-body problem. Moreover,
we saw that homographic solutions are related to central configurations. We
have given several properties of central configurations. As we will see in the
following chapters the central configurations play a key role for the bifurcations
of the integral manifolds of N -body systems.
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Critical Points of The Map of
Integrals
4.1 Introduction
The integral manifolds are defined as the level sets of the map F of integrals
introduced in section 2.6. We are interested in their topology and in the respective
critical points, where the topology possibly changes. In this chapter we concen-
trate on the latter. We should keep in mind that a critical point is a notion in
phase space whereas a central configuration is a notion in configuration space.
The number of central configurations depends on the number of bodies and
of course on the potential. For the gravitational three-body problem, Euler
and Lagrange found three collinear and two triangular central configurations
respectively. However, already for the gravitational four-body problem this
number is unknown [37].
According to Euler-Moulton, there are exactly N !2 collinear central configura-
tions in the gravitational N -body problem, one of each ordering of the masses on
the line [39, 35]. For the collinear central configurations in the N -body problem
with general homogeneous potential, see the work of Woodlin and Xie [52]. For
N ≥ 4, there are only partial results. In case of the gravitational four-body
problem for equal masses an exact count of the number of non-collinear relative
equilibria is known by Albouy [3, 4]. Xia [53] also found an exact count of the
number of non-collinear relative equilibria in the gravitational four-body problem
for sufficiently small mass. ForN ≥ 5 even the finiteness of the number of central
configurations is an open question. This is sometimes called the Chazy-Wintner-
Smale problem. Chazy [16] and Wintner [51] proposed this question in the form
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of conjecture and listed by Smale as problem number 6 on his list of problems for
the 21st century [50]. For the planar gravitational four-body problem Hampton
and Moeckel [24] showed that the number of central configurations is finite.
In 1920 Langmuir [29] studied charged problems to understand the structure
of the Helium atom. Daves et al [20] also worked with charged problems to study
periodic solutions of n-electrons and the 2n-ion atom. For more similar work
see [13] and Atela [9]. Working on the charged problem Pe´rez- Chavela et al [5]
proved the existence of a continuum of central configurations for the system of
N ≥ 4.
By changing forces from gravitational force to electrostatic force, the number
of central configurations could be change. Depending on the signs of the charges
Pe´rez-Chavela et al [41] found maximum number of five collinear central config-
urations for the charged three particles system, and depending on the values of
the parameter (masses and charges) he found the total number of non collinear
central configurations to be 0 or 2. The purpose of this chapter is to find the
number of collinear and non-collinear central configurations for the charged
three particles system.
This chapter is organized as follows. Section 4.1 starts with the introduc-
tion. In the subsections 4.1.1, 4.1.2, 4.1.3 we describe central configurations, a
class of potentials and outline of the methods respectively. We divide central
configurations in to collinear and non-collinear central configurations. Section
4.2 describe collinear central configurations. Furthermore, in subsections 4.2.1,
4.2.2, we first identify the space of collinear configurations and the reduced space
of collinear configuration. In subsections 4.2.3, 4.2.4 we try to find polynomial
equations for central configurations on the reduced space. Furthermore we take
the intersection of the discriminant set of the polynomial with parameter family
of f consists of three curves including the curve Γ, on which we find special
points. In subsections 4.2.5, 4.2.6 we find the number of zeros of the polynomial
and action of the permutation groups. In subsections 4.2.7, 4.2.8 we determined
number of collinear central configurations and give miscellaneous remarks. The
last section describes non-collinear central configurations.
4.1.1 Central configurations
We start with a slightly more general definition of central configurations. We
consider a system of N bodies in the phase space M = T ∗(R3N ). In the phase
space M we take coordinates (q, p) and Π : T ∗(R3N )→ R3N : (q, p) 7→ q defines
the projection to configuration space. The dynamics of the system is described
by the Hamiltonian function H of the form H(p, q) = T (p) + V (q). The physical
interpretation is that T is the kinetic energy and V is the potential energy. In fact,
the interaction of the bodies is encoded in V . Now a configuration q is called
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central if the following equations hold
∂
∂qi





for i ∈ {1, . . . , N}. Here Q is the centre of mass of the bodies. This equation turns
up when we are looking for critical points of the integral map of the N -body
system. That is, when this system is symmetric with respect to spatial rotations
and translations. This puts constraints on the potential function V .
4.1.2 Class of potentials
The potential we use in this chapter comes from a larger class V defined in chapter
2. But to perform actual computations we need to be more specific. The general




γijf(||qi − qj ||)
where f is a real function and γij contains properties of the bodies. Here we will
take f(x) = 1x and γij = −QiQj where Qi is the electrical charge of body i and
i ∈ {1, 2, 3}. In our case of three bodies we may replace the combinations QiQj
by three parameters ak with i, j, k ∈ {1, 2, 3} and different. Then we have
V (q) = − a3||q1 − q2|| −
a1
||q2 − q3|| −
a2
||q3 − q1|| . (4.2)
However we should keep in mind that the map taking the Qi to ai is not onto.
Indeed the map R3 → R3 : x 7→ y = (−x2x3,−x1x3,−x1x2) has image y1y2y3 ≤
0, a collection of four octants.
4.1.3 Outline of the method
Our approach differs from that in the literature, in particular in treating the
collinear central configurations. We start with identifying the space of collinear
configurations. On this space the translation, rotation, dilation and permutation
groups act. Then we first find the reduced space of collinear configurations by
reducing with respect to translations, rotations and dilations. In case of three
bodies the reduced space is one dimensional and the equation for central config-
urations reduces to a single equation. However, due to the fact that the masses are
undetermined and the potential contains unknown coefficients we have in fact a
parameter family of equations. When we use the potential from equation (4.2)
the reduced equation is a fifth degree polynomial. In general it will be impossible
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to find explicit solutions of the (reduced) equation for central configurations. But
these (unknown) solutions depend on the parameters and by using failure of the
implicit function theorem we are able to find regions in parameter space with
at least a constant number of solutions. We will take a more geometric point of
view and consider the equation for central configurations on the product of the
parameter space and the reduced space. Then the equation defines a hypersur-
face. Projecting the latter on the parameter space we obtain the just mentioned
regions by locating the projection singularities. (As it turns out, the surface itself
has no singularities.) The simplest singularities are folds and where a fold is par-
allel to the projection direction we get more complicated singularities. We carry
out this program in some detail for the potential in equation (4.2). After some
simplifications, for example we split the parameters into two sets and consider
a family (parametrised by the masses) of parameter families (parametrised by
the coefficients of the potential) and fix the masses. Then we find fold curves
with cusps in a two dimensional parameter space. At the very end we look at the
action of the permutation group to find the number of solutions to the equation
for collinear central configurations. This method is admittedly not the simplest
or quickest to solve the problem of finding the collinear central configurations of
the three-body problem with the aforementioned potential. But it lends itself to
generalisations to systems with more bodies and different potentials.
4.2 Collinear central configurations
In this section we consider collinear central configurations for a three-body prob-
lem with potential of the form defined in 4.2. However, we formulate our results
as general as possible. To find the collinear central configurations we proceed
as follows. First we identify the space of collinear configurations. Using the fact
that the equation for central configurations is invariant with respect to rotations,
translations and dilations we reduce with respect to these symmetries. On the
reduced space the equation for central configurations reduces to a polynomial
of degree five. Furthermore this polynomial depends on parameters, namely
the masses of the bodies, but also the parameters in the potential, see equation
(4.3). So a priori we have a six parameter family of polynomials. On the space
of collinear configurations we also have the action of the group S3, permuting
the bodies. The equation for collinear central configurations is not invariant with
respect to permutations unless we also include the parameters. Therefore we are
still able to exploit this property by considering its action on the reduced space.
We cannot hope to explicitly solve the quintic equation. But by intersecting the
discriminant set of a general quintic equation with our parameter family we are
able to find regions in parameter space with the same number of solutions cor-
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responding to collinear central configurations. The main result for three bodies
is the following.
Theorem 4.1. Consider a three-body problem with potential:
V (q) = − a3||q1 − q2|| −
a1
||q2 − q3|| −
a2
||q3 − q1|| . (4.3)
If we take the following values for the masses and coefficients of the potential m1 := m,
m2 := m and m3 := 1 and furthermore a3 := 1, then there are 13 different regions in
the (a1, a2) parameter plane with a constant number of collinear central configurations.
Up to permutations this number can be 0, 1, 2 or 3.
In figure 4.1 together with table I the number of real zeros of the reduced
equation on each of the intervals Ii (defined below) on the reduced space are




























Figure 4.1: Regions in the (a1, a2)-parameter plane with different numbers of real zeros of f
in the intervals Ii. The regions are numbered 1 to 13 and in table I the numbers of real zeros are
listed. When compactifying the parameter plane by adding one point at infinity, the branches
in the left picture meet at infinity as shown in the right picture where the ‘origin’ represents
the added point at infinity.
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region zeros region zeros
1 (0, 0, 1) 7 (3, 1, 1)
2 (2, 0, 1) 8 (2, 1, 0)
3 (1, 0, 0) 9 (0, 1, 0)
4 (1, 2, 0) 10 (0, 2, 1)
5 (1, 3, 1) 11 (0, 1, 2)
6 (1, 1, 1) 12 (1, 0, 2)
13 (1, 1, 3)
Table I: The number of zeros of f in each region in the intervals I1, I2 and I3.
4.2.1 The space of collinear configurations
Let us first identify the space of collinear configurations for an N -body system.
The point q ∈ R3N is a collinear configuration if the differences qi − qj are
multiples of the same vector. If we assume that the center of mass is at the origin,
then the vectors qi are multiples of the same vector. In other words a unit vector
v ∈ R3 exists such that qi = riv, with ri ∈ R and |ri| = ||qi|| for i ∈ {1, . . . , N}.
Thus the space of collinear configurations, that is N parallel vectors in R3, is
topologically equivalent to RN × S2. On this space we have four group actions,
namely actions of rotations (SO(3)), translations, dilations and permutations.
The first acts in the standard way on the S2 part while the translations, dilations
and permutations act on the RN part.
Lemma 4.2. Equation (4.1) for collinear central configurations is invariant under
rotations, translations and dilations.
Proof. Since ∇V (q) transforms like q under rotations equation (4.1) is invariant
see proposition 3.6. Clearly equation (4.1) is translation invariant. If we define
the action of dilations as (q, λ) 7→ (tq, t−3λ) for t ∈ R > 0, equation (4.1) is
dilation invariant.
4.2.2 The reduced space of collinear configurations
From this observation we infer that the problem of finding collinear central con-
figurations will become simpler on the reduced space of collinear configurations.
Lemma 4.3. The reduced space of collinear configurations, reduction with respect to
rotations, translations and dilations, is topologically equivalent to RPN−2 × e1.
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Proof. The space of collinear configurations is RN × S2. First we reduce with
respect to rotations. Every two points on S2 are SO(3)-equivalent, or put dif-
ferently there is only one SO(3)-orbit on S2. Therefore the reduced space is a
single point which we choose to be e1. The translations act on RN as follows
(r1, r2, . . . , rN ) 7→ (r1, r2, . . . , rN ) + t(1, 1, . . . , 1) for t ∈ R. Thus the orbits of the
translation group are parallel lines with direction vector (1, 1, . . . , 1) ∈ RN . Every
plane transverse to the vector (1, 1, . . . , 1) may serve as a reduced phase space. A
natural choice in this context is the plane




Note that VN as a vector space is equivalent to RN−1. On VN the dilations act as
x 7→ tx for t ∈ R∗ > 0. The orbits are lines through the origin. Then the reduced
space is topologically equivalent to RPN−2.










Figure 4.2: Left: The reduced space R∪ {∞} of collinear configurations with the intervals I1,
I2 and I3. Inside the circle collisions of pairs are indicated at the special values of u. Right: A
collinear configuration with two relative distances x and y.
Let us now restrict to three body systems. This case is somewhat special
because there are also three relative distances. If we take for example x := r2− r3,
y := r3 − r1 and z := r1 − r2, then another natural choice is V3 := {(x, y, z) ∈
R3 | x+ y + z = 0}. Now V3 as a vector space is equivalent to R2 and thus the
reduced space with respect to dilations is topologically equivalent RP 1. Let us
take u, defined by y = ux, as a coordinate on this space. Then we are effectively
working in R ∪ {∞}which is again topologically equivalent to RP 1 (and to the
circle).
Thus we define three intervals for u.
Definition 4.4. Let I1, I2 and I3 be three intervals in R ∪ {∞}, defined as: I1 :=
(−1, 0), I2 := (∞,−1) and I3 := (0,∞).
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Then u ∈ I1 corresponds to the orders (2, 1, 3) or (3, 1, 2), u ∈ I2 corresponds
to the orders (1, 2, 3) or (3, 2, 1) and u ∈ I3 corresponds to the orders (1, 3, 2) or
(2, 3, 1), see figure 4.2.
4.2.3 Polynomial equation for collinear central configurations
on reduced space
Now that we know the reduced space of collinear configurations we derive
a reduced equation for the collinear central configurations. Using the same
coordinates as in the previous section we find a single equation for u. In deriving
this equation we also encounter the intermediate coordinates x, y and z. Their
signs have a relation with the order of the bodies as is implicit in the discussion
of the previous section. Here we will need them again, therefore we define them
separately.
Definition 4.5. The signs of x, y and z are called σ, τ and ρ respectively.
Note that not every combination of signs is allowed since x+ y + z ≡ 0. In view
of the definition of x, y and z and figure 4.2 a natural choice to begin with is
σ = 1, τ = 1 and ρ = −1. Then we have the following.
Proposition 4.6. On the reduced space of collinear configurations the equation for
central configurations reads f(u) = 0, where
f(u) = a1f1(u) + a2f2(u) + a3f3(u)
f1(u) := m1u2(1 + u)2(m2 +m2u+m3u)
f2(u) := −m2(1 + u)2(m1 +m3 +m1u)
f3(u) := −m3u2(m2 −m1u)
(4.4)
The polynomial f depends on six parameters: a1, a2, a3, m1, m2 and m3.
Proof. We start the proof with the components of ∂V (r)∂ri = −miλri. We will even-
tually eliminate λ, then the resulting equations will be linear in ai. Taking linear
combinations of the above equations with coefficients (m2,−m1, 0), (0,m3,−m2)
and (−m3, 0,m1), we get equations depending on differences ri − rj only. Fol-
lowing the reduction steps in the proof of lemma 4.3 we switch to variables x,
y and z and replace for example (r1−r2)((r1−r2)2)3/2 by
ρ
z2 , but we immediately use the
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− λm1m3y = 0
The sum of these equations with coefficients (m3,m1,m2) yields λm1m2m3(x+
y + z) which is zero because x+ y + z is identical to zero. However this implies
that the equations are linearly dependent (which is not surprising). Eliminating
λ, we will be left with a single equation. Now if (x, y, z) is a solution, then
(tx, ty, tz) for t ∈ R∗ is also a solution (dilation symmetry). Like in lemma 4.3 we
set y = ux and z = −x−ux, then we get an equation for u only, namely f(u) = 0,
depending on the parameters a and m.
Note that the polynomial f is homogeneous of degree one in a and homogeneous
of degree two in m. This in turn implies that scaling the parameters a 7→ ta and
m 7→ sm with t, s ∈ R∗ does not change the solutions of f(u) = 0.
Our ultimate goal is to obtain the number of collinear central configurations
for each value of the parameters a and m. In order to do that we have to know
how the permutation group of the bodies acts on the reduced space. This will
be postponed. For the moment our aim is to divide the parameters space into
regions with a constant number of real solutions of f(u) = 0. Since the parameter
space is six dimensional we make some simplifications. First we fix the values
of the masses m at arbitrary values. Then we scale the parameters a as follows
(a1, a2, a3) 7→ (µ1, µ2, 1) = 1a3 (a1, a2, a3) assuming a3 6= 0. Thus we are left with
a two parameter family of polynomials. The discriminant set of f is now a
collection of curves in the parameter plane. On these curves f has double zeros,
so by crossing one of these curves the number of real zeros jumps by two. Using
a more detailed analysis we will be able to tell how the number of zeros in each
interval I1, I2 and I3 changes.
Proposition 4.7. The intersection of the discriminant set of a fifth degree polynomial
and the two parameter family f consists of three curves: both coordinate axes a1 = 0 and
a2 = 0 and a curve Γ. These curves separate regions in the (a1, a2) parameter plane, on
each region the number of solutions of f(u) = 0 in the intervals I1, I2 and I3 is constant.
The curve Γ is parametrized by u ∈ R∪ {∞} and depends on m. The parametrization of
Γ, called c : R ∪ {∞} → R2, is given by
c(u) =
(f3(u)f ′2(u)− f2(u)f ′3(u)
f2(u)f ′1(u)− f1(u)f ′2(u)
,
f1(u)f ′3(u)− f3(u)f ′1(u)
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where f1, f2 and f3 are defined in equation (4.4). The curves and regions are shown in
figures 4.3 and 4.1 for the special case m1 = m2 and m3 = 1.
Proof. We first consider two special cases. Expanding the polynomial f using the
definition in equation (4.4) we have:
f(u) = a1m1(m2 +m3)u5 + a1m1(3m2 + 2m3)u4
+
(





a1m1m2 − a2m2(3m1 +m3)− a3m2m3
)
u2
− a2m2(3m1 + 2m3)u− a2m2(m1 +m3).
From this expression we infer that if a1 tends to zero, two zeros of f tend to
infinity and if a2 tends to zero, two zeros of f tend to zero. Therefore on the lines
a1 = 0 and a2 = 0, f has double zeros. In general f has double zeros on the
discriminant set defined by the equations{
f(u) = 0
f ′(u) = 0
The equations are linear in a, we solve them for a1 and a2 by using Cramer’s
rule and the decomposition of f defined in equation (4.4). Thus we find the
parametrization c of Γ in equation (4.5).
4.2.4 Special points of the curve Γ
On the curve Γ the polynomial f has double zeros. Therefore Γ is a fold curve so
we may expect to find cusps. Moreover the parametrization of Γ is by rational
functions, so we may also expect points at infinity on Γ. For the next exposition












for u ∈ R, (4.6)
where
g1(u) := m1(3m1 +m2 +m3)u2 −m1(−3m1 +m2 − 3m3)u− 2m2(m1 +m3)
g2(u) := u3
[− 2m1(m2 +m3)u2 +m2(−m1 + 3(m2 +m3))u
+m2(m1 + 3m2 +m3)
]
g3(u) := (1 + u)3
[




To keep the computations tractable we now set m1 := m, m2 := m and m3 := 1.
The consequences of this choice are:
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Figure 4.3: Left: Schematic picture of the curve Γ. The arrows indicate how the three branches
are connected at infinity. For u ∈ {ξ−, ξ0, ξ+}, Γ has points at infinity, for u ∈ {η−, η0, η+},
Γ has cusp points. Right: Special values of u on the reduced space.
1. When m1 = m2 = m the curve Γ has a symmetry property. Let T (a1, a2) =
(a2, a1) then Tc(u) = c( 1u ). This will be explained in more detail in section
4.2.6.
2. A consequence of the previous is that if η is a value such that c(η) is a
singular point, then c(η−1) is also a singular point. If Γ has an odd number
of singular points, one must occur for u = 1 or u = −1. The singular points
of Γ are found by solving c′(u) = 0.
3. Similarly, if ξ is a value such that c(ξ) is a point at infinity (taking an
appropriate limit), then c(ξ−1) is also a point at infinity. In case Γ has an
odd number of such points, one must occur for u = 1 or u = −1.
With these choices for the parameters m we have the following result.
Lemma 4.8. The curve Γ defined in equation (4.6), has six special points.
(i) There are three points at infinity defined by the zeros of g3 (see (4.6)) namely at u
equal to one of the following
ξ± =
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For ξ± the corresponding points on Γ are regular points at infinity. Note that
ξ−ξ+ = 1. For ξ0 the corresponding point is a degenerate cusp at infinity, with
equivalent local parametrisation t 7→ (t3 + O(t4), t4 + O(t5)). The curve Γ












(ii) There are three singular points at u taking one of the values:
η± =
−5− 12m− 8m2 ±√21 + 80m+ 92m2 + 32m3
2(1 + 5m+ 4m2)
η0 = 1
(4.8)
Each singular point is a regular cusp with an equivalent local parametrisation
t 7→ (t2 + O(t3), t3 + O(t4)). Note that η−η+ = 1.
The inequalities ξ− < η− < ξ0 < η+ < ξ+ < η0, valid for all m > 0, imply that the six
special points on Γ are alternately cusps and points at infinity.
Proof. Points at infinity are found from solving g3(u;m) = 0. Since g3 has an easy
factorisation, see equation (4.6), we immediately find the solutions presented
in the lemma. For each solution we have g1(ξ,m) 6= 0 and g2(ξ,m) 6= 0 so that
we find indeed points at infinity. The singular points are found from solving






1 − f2f ′3f ′′1 − f3f ′1f ′′2 + f1f ′3f ′′2 − f2f ′1f ′′3 − f1f ′2f ′′3
where the fi are defined in equation (4.4). For our choice m1 = m2 = m and
m3 = 1 this polynomial factorises as
(u− 1)u2(u+ 1)2(1 + 5m+ 4m2 + 5u+ 12mu+ 8m2u+ u2 + 5mu2 + 4m2u2)
from which we readily find the values of η. For a local study of the singular
points we look at the Taylor series of A
[
c(η + t) − c(η)], where A is a linear
transformation that locally puts Γ in a standard form, namely A = mat(Jv, v)
where v is the tangent vector of Γ at the singularity: v := ddt (c(η + t)− c(η))|t=0
and J is the matrix of a rotation over pi2 . For each value of η we find
A
[
c(η + t)− c(η)] = (γ1(m)t3 + O(t4), γ2(m)t2 + O(t3))
where the γi are functions of m. In general they are non-zero for positive values
of m. Their explicit expressions are quite involved except for η = 1 then we
have γ1(m) = 7+8m24+80m+64m2 and γ2(m) =
3(7+8m)
8(3+4m)2 . For a local study of points at
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infinity we look at the Taylor series of c||c||2 . Let ξ be a value such that c(ξ) “is” a
point at infinity, then we find
c(ξ + t)
||c(ξ + t)||2 =
(
γ1(m)t+ O(t2), γ2(m)t+ O(t2)
)
for ξ = ξ− and ξ = ξ+, so these are regular points since the γi are positive for m
positive. For ξ = −1 however, we find after a linear transformation
A
c(ξ + t)
||c(ξ + t)||2 =
(3 + 2m
4 t




Even for general values of m1, m2 and m3 we find
A(m1,m2,m3)
c(ξ + t)





where the βi are positive. Therefore at ξ = −1 we have a singular point at
infinity.
We present a schematic picture of the curve Γ in figure 4.3. In particular
the curve is not to scale near the cusps. This picture however serves to show
the global structure and the alternation of singular points and points at infinity.
Moreover from this picture we get regions in the parameter plane with a constant
number of real solutions of f .
4.2.5 The number of zeros of the polynomial f
In the previous paragraph we found regions in the (a1, a2)-parameter plane with
a constant number of real solutions of f(u) = 0. Since these regions are bounded
by curves of double zeros of f , the number of zeros changes by two upon crossing
one of them. As soon as we know the number of real solutions in one region we
can find the numbers in the other regions by the following lemma.
Lemma 4.9. On crossing the µ1 axis the number of zeros in I1 and I3 both increase
or decrease by one. But on crossing the µ2 axis the number of zeros in both I2 and I3
increase or decrease by one. The curve Γ is the union of images of the intervals Ii by the
parametrisation c. On crossing the image of Ii, the number of real zeros in Ii changes by
two.
Proof. On the a1 axis the polynomial f has a double zero at u = 0, but a2 axis the
polynomial f has a double zero at u =∞. On a part of Γ which is the image of Ii
the polynomial f has a double zero on Ii.
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To use lemma 4.9 we determine the number of real solutions in one region.
Lemma 4.10. If we take the masses as m1 := m, m2 := m and m3 := 1, then for
a1 = a2 = 1, the polynomial f has one real zero in the interval I3.
Proof. With the masses and parameters as stated the polynomial factorizes as
f(u) = m(1 +m)(u− 1)(1 + 3u+ 5u2 + 3u3 + u4 +m(1 + u)4). Then f has a real
zero at u = 1 ∈ I3 and the other zeros of f are complex (in fact two reciprocal
complex conjugate pairs).
Using these two lemmas we can easily construct the numbers of zeros as
indicated in figure 4.1. Starting in region 1, f has only one real zero which lies
in I3. Crossing the a2-axis into region 11, the number of zeros in both I2 and
I3 increases or decreases by one. Since in region 1 there are no zeros of f in I2,
the number of zeros increases and the number of zeros of f for each interval Ii
changes from (0, 0, 1) to (0, 1, 2). Starting again in region 1 but now crossing the
a1-axis into region 12, the number of zeros of f changes from (0, 0, 1) to (1, 0, 2).
Let us now start in region 12, crossing the curve Γ occurs on the image of I3 and
the number of zeros on I3 changes by two. However we can not decide whether
it is an increase or a decrease. Therefore we start again in region 12 but now cross
the a2-axis into region 13. Then the number of zeros in both I2 and I3 changes by
one. Since in region 12 there are no zeros of f in interval I2, the change must be
an increase. Reasoning in this manner we obtain all triples.
4.2.6 The action of the permutation group
We still have to consider the action of the permutation group on the reduced
space of collinear configurations. The permutation group S3 of three bodies is
generated by pi1 = (1 2) and pi2 = (2 3). Then the other elements are pi0 = id,
pi3 = pi1 ◦ pi2, pi4 = pi2 ◦ pi1 and pi5 = pi1 ◦ pi2 ◦ pi1. Consider the product space of
collinear configurations and the space of parameters (r,m, a) ∈ R3 × R3 × R3.
Let S3 act on each factor in the same standard way, then we immediately have
the following.
Lemma 4.11. The equation for (collinear) central configurations (4.1) with potential V
from equation (4.3) is invariant with respect to the action of S3 defined above.
Now we consider the reduced space of collinear configurations, then there is
an induced S3-action on this space. Using the intermediate variables x = r2 − r3,
y = r3 − r1 and z = r1 − r2 and the coordinate u on the reduced space, defined
by y = ux we readily obtain the following result.
Lemma 4.12. The induced S3-action on the reduced space of collinear configurations
is determined by the homomorphisms hi with: h0 = id, h1(u) = 1u , h2(u) = −(1 + u),
h3 = h1 ◦ h2, h4 = h2 ◦ h1 and h5 = h1 ◦ h2 ◦ h1.
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Note that the three disjoint intervals I1, I2 and I3 in R ∪ {∞}, see 4.4, are
permuted by the hi, see table II.
I1 I2 I3
h1 I2 I1 I3
h2 I1 I3 I2
Table II: Permutation of the intervals I1, I2 and I3 by h1 and h2.
On the reduced space of collinear configurations equation f(u) = 0, see (4.4),
determines the collinear central configurations. The polynomial f depends on
parameters m and α and we explicitly write f(u;α,m) to stress that fact. The α
are up to a sign equal to the parameters a in the potential. In deriving f we made
a choice for the signs of the intermediate variables x, y and z. The α contain these
signs. Therefore the S3-action on α is non-standard, in fact we have φ0 = id,
φ1(α) = (α2, α1, α3), φ2(α) = (−α1, α3, α2), φ3 = φ1 ◦ φ2, φ4 = φ2 ◦ φ1 and
φ5 = φ1 ◦ φ2 ◦ φ1. A short computation immediately reveals the following.
Lemma 4.13. The polynomial f transforms under the generators of the S3 action on
(r, α,m) according to






This means that the collinear central configurations for permuted bodies
follow from the single equation f(u, α,m) = 0 with the particular sign choice.
Before finding the discriminant set of f we simplified the problem by us-
ing the fact that f is homogeneous of degree 1 in α and assuming α3 6= 0
we scaled (α1, α2, α3) 7→ 1α3 (α1, α2, α3). Then we get an S3-action ψ on the




ψi(µ(α)) = µ(φi(α)). In particular we have
ψ1(µ1, µ2) = (µ2, µ1),






One of the components of the discriminant set of f is the curve Γ. Using the
lemmas and definitions above we arrive at the final result.









for i ∈ {0, 1, 2, 3, 4, 5}.
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4.2.7 The number of collinear central configurations
Now that we know the number of solutions of f(u) = 0 in each interval I1, I2
and I3 together with the action of the permutation group on the reduced space
of collinear configurations and the parameter space we count the number of
collinear configurations. Fixing the order of the bodies such that the differences
x = r2 − r3 and y = r3 − r1 have equal sign is equivalent to requiring u ∈ I3 on
the reduced space. This means that only solutions of f(u) = 0 in I3 correspond




Figure 4.4: The surface defined by f(u,m) = 0 for a three particle system with gravitational
interaction. The fold lines (red) are projected on the (m1,m2)-parameter plane.
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Lemma 4.15. If the bodies are ordered (1, 3, 2) or (2, 3, 1) the collinear central config-
urations correspond to solutions of f(u) = 0 in the interval I3 of the reduced space of
collinear configurations. Depending on the values of the parameters there are 0, 1, 2 or 3
central configurations.
This follows immediately from table I. If we permute the bodies, we know
from the action of the permutation group that the central configurations are
determined by a similar equation. However by the action of the symmetry group
we know how the regions in the parameter plane with of this new equation are
related to regions of the equation f(u) = 0. Thus we have the following corollary.
Corollary 4.16. The number of collinear central configurations in the three-body prob-
lem with potential V from equation (4.2) is up to permutations of the bodies equal to 0, 1,
2 or 3 depending on the values of the parameters.
4.2.8 Miscellaneous remarks
In the following we give several remarks on the previous analysis
Remark.
1. Although we allow electrically charged bodies we only include Coulomb interac-
tion. That is magnetic interaction because of moving electrical charges is ignored.
Including this interaction would break rotation symmetry.
2. The permutation group consists of six elements but we see only three different
orders in the reduced space of collinear configurations. The reason is that for
example the permutation (1, 2, 3) 7→ (3, 2, 1) can be regarded as a rotation over pi
in configuration space.
3. Using the same method for the classical gravitational three-body problem we find
a single equation for the collinear central configurations on the reduced space of
collinear configurations. In fact we find a three parameter family of equations
where the masses of the bodies are the parameters, namely
f(u;m) = (m2 +m3)u5 + (3m2 + 2m3)u4 + (3m2 +m3)u3
− (3m1 +m3)u2 − (3m1 + 2m3)u− (m1 +m2).
Using the fact that f is homogeneous in m we may divide by for example m3 (at
least one of the masses will be non zero) or equivalently set m3 = 1. Thus we
consider a two parameter family. The discriminant set of f is a set of curves in the
(m1,m2)-parameter plane. These can be viewed as fold lines under the projection
of the surface defined by f(u;m) = 0 in the u-direction, see figure 4.4. In this case
however it is not hard to show that the curves constituting the discriminant set
stay outside the first quadrant in the (m1,m2)-parameter plane. Since the masses
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are positive there is a fixed number of collinear central configurations. To find this
number we only need to check one example, taking m1 = m2 = 1 we see that there
is only one collinear central configuration for u = 1.
4.3 Non-collinear central configurations
In section we compute non-collinear central configurations for gravitational as
well for the charged three-body problem. To find the number of non collinear




Before actually solving this equation we look at the actions of the symmetry
groups. Since we assumed that the center of mass is at the origin we skip the
translations. The equation for a central configuration is rotation invariant so they
come in families which are SO(3)-orbits. Dilations, however, do not leave the
equation invariant. But a dilation acting on a central configuration yields another
central configuration, in particular with a different value of λ. The latter can be
interpreted as a Lagrange multiplier when we introduce the moment of inertia,






We interpret this equation as defining critical points of V restricted to a level set
of I . Once we have found a solution we get a relation between the values of V , I









, qi〉 = 2I.
Thus we have V = 2λI , for the proof we refer to 3.8.
Let us now try to actually find central configurations. We first change coordinates.
Three particles inevitably lie in a plane and since the center of mass is at the
origin this plane passes through zero. But if the particles happen to be collinear
this plane is not usually defined. Now V is a function of mutual distances
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imi. Thus I is also a function of the ρij . Disregarding the (change
of) coordinates, the central configurations are found where V restricted to I has













Remark. For the system of three bodies if the distance between the bodies are equal then
in case of non-collinear configuration these bodies make equilateral triangle. In planar
case we get two equilateral triangular central configurations and if we consider rotation
in R3 we get one non-collinear central configuration.
To find the number of non-collinear central configuration for the charged three-
body problem. We use the potential defined in the first section of this chapter,
i.e.,







where γ12 = a3 = m1m2 − Q1Q2, γ23 = a1 = m2m3 − Q2Q3 and γ13 = a2 =
m1m3 − Q1Q3. With the change of coordinates the potential and moment of
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Constraint for triangular configurations: The above relationship will present
a unique central configurations solutions, if γ12, γ23 and γ13 have the same signs.
Furthermore, this solution will present triangular central configurations solution,
if the above relationship satisfy the condition of triangle inequality in such away








where (i, j, k) permute cyclically in (1, 2, 3).
Remark. In the following we mention important remarks
(i) Non-collinear central configurations exits only if the charges have the same signs,
that is if a3, a2 and a1 have the same sign. This is because if there are charges of
different signs not all of the triangle inequality can be satisfied simultaneously.
(ii) In case if in a3, a1, a2 the charges are zero, then a3, a1, a2 are equal and we get the
Lagrange equilateral triangular configurations.
(iii) The total number of non-collinear central configurations in the planar case are
either 0 or 2. But in case of R3, if the signs of the parameter satisfy the triangle
inequality then the total number of non-collinear central configurations is one.
4.4 Conclusion and outlook
The integral manifolds of an N -body system may change topology at the critical
values of the map of integrals. Some critical values result from central config-
urations. In this chapter we studied the central configurations of the charged
three-body system. We distinguished between collinear and non-collinear central
configurations. For the collinear case, we presented a comprehensive study by
reducing the space of collinear configurations by the symmetries. This results in a
single equation for the central configurations which however depends on several
parameters. We found that the number of solutions is 0, 1, 2 or 3 depending on




Critical Points at Infinity
5.1 Introduction
The map of integrals of the gravitational three-body problem has both finite
critical points and critical points at infinity [34]. The former are the critical points
of the Hamiltonian restricted to level sets of angular momentum and they can be
found using the method of Lagrange multipliers, see section 2.7.
Birkhoff raised a question on the topology of the integral manifolds, but in
his work he missed the phenomenon of the critical points at infinity [11]. In
1970, Smale pointed out the possibility of existence of a bifurcation point at
infinity in the gravitational three-body problem. After five years, the Spanish
mathematician Simo´ [47] proved the existence of the critical points at infinity,
where the topology of the integral manifolds change. Besides Simo´, Arnold et al
[8] also suggested the bifurcation points at infinity, but they did not confirm it.
For details of the critical points at infinity in the gravitational N -body problem
see the work of Hasna Raihi [42]. In 1993 Albouy [2] showed that there are at
most three critical points at infinity at which the topology of the reduced integral
manifolds of the gravitational three-body problem can change.
To find critical points at infinity we follow the method of Albouy [2]. That is
we use his coordinate system which we will call Albouy coordinates, together with
his idea of collecting subsets of the bodies into clusters. To define critical points
at infinity we define sequences of points in phase space consisting of clusters such
that bodies in each cluster remain at finite distances, but the distance between
bodies in different clusters goes to infinity when we take the limit. Moreover
taking the limit of the sequence, this limit satisfies a Lagrange multiplier equation.
In this sense we will find additional critical points of the map of integrals and the
accompanying critical values. These are again bifurcation values of the integral
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manifolds and their projection on configuration space: Hill regions.
The results and proofs of this chapter are in principle entirely due to Albouy
[2]. However, we made a few additions. Wherever possible we extended his
results to a wider class of potentials than the potential of gravitation. For our
own purposes we are especially interested in the Coulomb potential. Besides
our aim is to explain Albouy’s results in some more detail to make them more
accessible.
In the first sections we set up the framework sketched above in order to
state a theorem on the existence of critical points at infinity. This comprises the
aforementioned Albouy coordinates and clusters, using these we define critical
points at infinity as limits of carefully chosen sequences. In order to prove the
main theorem on these new critical points we need some more notions. These
will be dealt with in later sections.
In this chapter we will use potentials from a class of functions V defined in
2.4. However, this class is too general for our proofs to work. Therefore we will
restrict to a subclass of potentials homogeneous of degree −r for some r > 0. In




γijf(||qi − qj ||) (5.1)
where f(x) = 1xr and γij contains properties of the bodies i and j. Eventually, in
section 5.5 we consider the gravitation and Coulomb potentials and take r = 1.
5.2 Albouy coordinates, clusters and sequences
The so called Albouy coordinates can be regarded as coordinates on a translation
reduced space. The advantages of these coordinates are:
(i) all bodies of the N -body system are treated equally,
(ii) we still have simple expressions for functions like kinetic energy, moment
of inertia and potential energy.
We start with a definition of Albouy coordinates together with some notation.
Definition 5.1. Letm1, · · · ,mN be the masses of the bodies in aN -body problem. Then
the linear subspace of RN , DN = {(ξ1, . . . , ξN ) |
∑
imiξi = 0} is called the space
of dispositions. Furthermore let (·, ·) be the standard inner product on RN . Define a
new inner product 〈·, ·〉 on RN as follows 〈X,Y 〉 = (X,MY ) for all X,Y ∈ RN and
M = diag(m1, . . . ,mN ), the associated norm is ||X||2 = 〈X,X〉 and DN inherits this
inner product.
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With this definition we define the state of a system of N bodies in R3 as the
six-tuple S = (X,Y, Z, P,Q,R) where X, . . . , R ∈ DN . Here X contains the first
components of the positions of the bodies and similarly Y and Z contain the
second and third components. The P , Q and R in a similar way contain the
components of the velocities of the bodies. In the phase space D6N we again have
a collision set and sometimes we may wish to exclude these states for obvious
reasons.
Definition 5.2. Let X = (ξ1, . . . , ξN ) ∈ DN , Y = (η1, . . . , ηN ) ∈ DN and Z =
(ζ1, . . . , ζN ) ∈ DN , then the set ∆ = {(X,Y, Z, P,Q,R) ∈ D6N | ξi = ξj , ηi =
ηj , ζi = ζj for i 6= j} is called the collision set.
Frequently used functions are potential energy V , kinetic energy K, total
energy H , angular momentum L and moment of inertia I . Each of them is
translation invariant and so they are functions on DN . Apart from V , which we
do not yet specify, K, H , L and I have a simple expression in Albouy coordinates.
Lemma 5.3. The functions K, H , L and I take a simple form in Albouy coordinates:
(i) Let K(S) = ||P ||2 + ||Q||2 + ||R||2, then kinetic energy is 12K(S).
(ii) The total energy of the system is H(S) = 12K(S) + V (S).
(iii) The three components of angular momentum are
L(S) = (〈Y,R〉 − 〈Z,Q〉, 〈Z,P 〉 − 〈X,R〉, 〈X,Q〉 − 〈Y, P 〉).
(iv) The moment of inertia is I(S) = ||X||2 + ||Y ||2 + ||Z||2.
5.2.1 Clusters
In the next section we will consider sequences of states converging to a critical
point or a critical point at infinity. In case of the latter we have a state in mind
consisting for example of a single body and at a large distance two bodies rotating
around a common center of mass. Thus we have two clusters, one of a single body
and another of two bodies. We formalize this idea in the following definition of
the DN -cluster decomposition.
Definition 5.4. Let X ∈ DN and define the DN -cluster decomposition by:
X = Xα +Xβ +Xα,β where
Xα = (α1, . . . , αk, 0, . . . , 0)
Xβ = (0, . . . , 0, β1, . . . , βN−k)
Xα,β = (α0, . . . , α0, β0, . . . , β0)
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and the entries of Xα and Xβ are
αi = ξi − α0 for i ∈ {1, . . . , k} with α0 = M−1α
k∑
i=1











We say that X is split into the two clusters Xα, Xβ and the centers of mass Xα,β . The
projections X 7→ Xα and X 7→ Xβ are called the projections onto the clusters and
X 7→ Xα,β is called the projection onto the centers of mass.
We use this definition of DN -cluster decomposition to define a decomposition
into clusters of a state S.
Definition 5.5. The decomposition into clusters of the state S = (X,Y, Z, P,Q,R)
is obtained by applying the DN -cluster decomposition to each component of S.
Since the decomposition is in DN , the construction can be iterated to a decom-
position into m clusters as long as m ≤ N . For this conclusion we need a lemma.
The lemma follows from a direct computation using definition 5.4.
Lemma 5.6. The decompositionX = Xα+Xβ +Xα,β is orthogonal with respect to the
inner product onDN , that isXα, Xβ , Xα,β ∈ DN and 〈Xα, Xβ〉 = 0, 〈Xβ , Xα,β〉 = 0,
〈Xα,β , Xα〉 = 0.
Clusters not only provide a means to organize bodies into groups staying to-
gether while the groups may go apart arbitrary far, they also have nice properties
with regard to functions like energy and moment of inertia. Each cluster can be
regarded as the state of a k-body system. In this respect it is worth noting that
the cluster decomposition preserves the symplectic form although we do not use
this explicitly. In our class of potentials V these clusters become independent
when their mutual distances go to infinity. Indeed, when a state S is split into
such clusters the functions K, I and C are additive over the decomposition.
Unfortunately the potential V is not. However, V is asymptotically additive over
the clusters, which is almost as good. But a precise statement of these properties
will have to wait until we have defined sequences of states.
5.2.2 Sequences of states
A sequence of states is simply a sequence of six-tuples Sk = (Xk, Yk, Zk, Pk, Qk,
Rk) for Xk, . . . , Rk ∈ DN . In the sequel we will need a notion of convergence.
To define this we use the norm of S, namely ||S||2 = ||X||2 + ||Y ||2 + ||Z||2 +
||P ||2 + ||Q||2 + ||R||2. We do allow a sequence to converge to infinity and to
avoid descriptions like ’finite limit’ and ’infinite limit’ we introduce the following
language.
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Definition 5.7. We say that a sequence Sk converges if either of the two holds:
(i) Sk converges to a point S if limk→∞ ||Sk − S|| = 0,
(ii) Sk converges to infinity if limk→∞ ||Sk|| =∞,
both in the usual sense as real numbers. Similarly, if F is a real valued function on
phase space, we say that the sequence F (Sk) converges if it converges to a real value or
to infinity like in the above. As an abbreviation we will frequently write Fk instead of
F (Sk).
In the sequel we will often encounter sequences decomposed into clusters.
Unless stated otherwise we will always assume that such a decomposition of a
sequence Sk is independent of k.
The motivation to consider sequences is that we wish to define critical points
at infinity. Critical points of the map F of integrals are points such that the
rank of the Jacobi matrix of F is not maximal. Note that since we reduced the
space with respect to translations, the integral map reduces to F(H,L). Or, put
differently, the gradient of the Hamiltonian and the gradients of the components
of angular momentum are linearly dependent. Using this we are able to find finite
critical points. To find critical points at infinity (to be defined in 5.11), we define
sequences of states asymptotically having the property of linear dependence of
the gradients. It turns out that we get more than we ask for. So, first we define
sequences having properties that make them converge to critical points. Then
we define further properties to be able to distinguish sequences converging to
critical points as opposed to sequences converging to critical points at infinity.
Finally we define a criterion to filter out sequences converging to collisions.
Given the integrals of the charged three-body problem, on a translation
reduced phase space D6N , the map of integrals has four components: total energy
H and three components of angular momentum: Lx, Ly and Lz . In a limit in
the sense above, their gradients should be linearly dependent. The following
definition aims to catch this.
Definition 5.8. Let Sk be a sequence of states. Then λk = (λx,k, λy,k, λz,k) is called a
compatible sequence of multipliers for H if limk→∞ L(Sk, λk) = 0, where
L(S, λ) = ∇H − λx∇Lx − λy∇Ly − λz∇Lz. (5.2)
Clearly not every sequence of states will have an accompanying sequence of
compatible multipliers, but if it has we possibly approach a critical point (finite
or infinite).
Definition 5.9. If a sequence of states Sk has an accompanying sequence of compatible
multipliers for H we call it a critical sequence of H .
61
5.2. Albouy coordinates, clusters and sequences
Remark. In the definition of a critical sequence we require that L(Sk, λk) converges.
The latter does not imply that Sk converges. However, if H restricted to a level set
of angular momentum has a critical point then there are plenty of critical sequences
converging in the usual sense to this point. However if more critical points exist again
plenty of critical sequences exist not converging in the usual sense but having the critical
points as limit points. Moreover since both the potential and its gradient tend to zero
when distances between the bodies tend to infinity we may find sequences converging to
infinity in the usual sense but still limk→∞ L(Sk, λk) = 0. These are the sequences we
are looking for and in particular the limiting values of H and L.
Suppose we have a critical sequence Sk of H then it may converge or not. If it
converges to a point we conjecture that it either converges to a collision or to a
critical point. These possibilities can be distinguished by the limit value of the
potential V , if Vk tends to ±∞ the limit of Sk is a collision otherwise it is a critical
point. Let this argument suffice to justify the following definition.
Definition 5.10. If a critical sequence Sk has the properties:
(i) L(Sk) is constant
(ii) H(Sk) converges to a finite value for k →∞
we call Sk a horizontal critical sequence.
With the previous definitions we may also find the finite critical points. Here
we are explicitly looking for critical points at infinity. So we exclude the former
and finally define critical points at infinity.
Definition 5.11. If the projection on configuration space of a horizontal critical sequence
does not converge to a point we call the latter a critical point at infinity.
Now we come back to the clusters. We conjecture that critical points at infinity
can be decomposed into clusters, each of which is just a critical point of a smaller
M -body system. Therefore we define the cluster separation property. Recall that Π
is the projection from phase space to configuration space.
Definition 5.12. A sequence of states Sk of the N -body system has the cluster separa-
tion property if l clusters of Sk exists such that for k →∞:
(i) each cluster in Π(Sk) tends to a point,
(ii) for each pair in the cluster decomposition of Π(Sk), the distance between the
centers of gravity tends to infinity.
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It is not hard to prove that such sequences actually exist. Or more precisely
that every sequence Sk contains a subsequence having this property. Using the
notion of additivity of the functions K, I , L and asymptotic additivity of V , it
makes sense to talk about clusters as smaller M -body systems in an N -body
problem, of course when M < N . We will come back to this in section 5.4.1.
Lemma 5.13. Every sequence Sk has a subsequence with the cluster separation property.
Proof. Suppose a decomposition exists for the first k − 1 bodies. Take the liminf
of the distance of the k-th body to the center of mass of the first cluster. If this
liminf is infinite, repeat the previous step with the next cluster (i.e., the cluster
will be remaining N − k bodies). If the liminf of the distance to a certain cluster
is finite, take a refined subsequence with this liminf as a limit and add the k-th
body to this cluster. If the liminf of the distance to the last cluster is still infinite,
create a new cluster for the k-th body. This construction ends because we have
N-bodies. There are two extremes: all bodies in one cluster and every body in a
separate cluster.
We end this section with a rather obvious property of sequences and clusters,
but it is useful enough to warrant explicit mentioning. Roughly speaking if a
critical sequence has a cluster decomposition which is constant over the sequence
elements then each sequence of clusters is critical and vice verse. The next lemma
provides a more precise formulation. The proof of the lemma follows almost
immediately from the definition (5.9) of a critical sequence.
Lemma 5.14. Let Sk be a sequence of states with a decomposition into l clusters.
(i) Suppose Sk is a critical sequence with a compatible sequence of multipliers λk,
then the projection of Sk on each of the l sequences of clusters is a critical sequence.
(ii) Suppose that each of the l sequences of clusters is critical, then Sk is a critical
sequence if a common compatible sequence of multipliers exists for which each
sequence of clusters is critical.
Now we have everything ready to state the main results.
5.3 Main results
The main theorem lists all possibilities for critical sequences.
Theorem 5.15 (Main theorem on critical sequences). Let Sk be a critical sequence of
H .
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(i) Genuine critical point at infinity. If Sk is a horizontal critical sequence, a
subsequence sk having the cluster separation property exists and the projection on
each cluster converges to a relative equilibrium.
(ii) Critical point or collision. If the projection of Sk on the configuration space tends
to a limit then a subsequence sk exists that converges either to a collision or to a
relative equilibrium.
The theorem says that by constructing critical sequences we not only get ’genuine’
critical points at infinity but also ’ordinary critical points’ and collisions, possibly
at infinity. To prove the theorem above we follow the arguments of Albouy.
The main theorem collects a number of results that we now prove in a series
of propositions each addressing one of the possibilities. The first proposition
deals with the case of non-collisional critical points. In fact the critical sequences
satisfying the conditions of the next proposition converge to critical points of
the Hamiltonian restricted to the level set of angular momentum, there are the
’ordinary’ critical points for which we do not need sequences after all.
Proposition 5.16. Let Sk be a critical sequence such that the projection on configuration
space converges to a non-collision point. Then a subsequence exists that converges to a
relative equilibrium.
If we drop the condition on convergence to a non-collision point then the
limit is either a relative equilibrium or a collision. Thus we see that in defining
critical sequences we did not introduce that many new phenomena.
Proposition 5.17. Let Sk be a critical sequence such that the projection on configuration
space converges to a point. Then a subsequence exists converging either to a collision or
to a relative equilibrium.
Finally only the horizontal critical sequences yield genuine critical points
at infinity. The condition that angular momentum is constant on a horizontal
critical sequence ensures that the only possible limit points of the sequence are
relative equilibria, possibly in more than one cluster. If there are two or more
clusters they move infinitely far apart along the sequence.
Proposition 5.18. Every horizontal critical sequence has a subsequence with the cluster
separation property and the projection on each cluster converges to a relative equilibrium.
5.4 Proving the main results
Before we prove the propositions and thus the main theorem we introduce several
technical results needed in the proofs.
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5.4.1 Some technical results
Given a state or a sequence of states, we will at various instances use a partition
into clusters. Many functions we need are additive over these clusters, namely
the moment of inertia I , kinetic energy K and angular momentum L. One
exception is the potential. However on a sequence with the cluster separation
property, taking the limit the potential is additive over the clusters. This is made
more precise in the following lemma.
Lemma 5.19. Let Sk be a sequence of states with the cluster separation property. Suppose
Sk is decomposed into l clusters denoted by Sk,j with j ∈ {1, . . . , l}. Then the functions









where F is a real valued or a vector valued function on phase space.
Proof. For the functionsK, I and Lwe may drop the limits and still have equality.
Namely, let 〈·, ·〉 be an inner product and || · || be the associated norm. If x and
y are orthogonal with respect to 〈·, ·〉, then ||x + y||2 = ||x||2 + ||y||2. The DN -
decomposition is orthogonal, see lemma 5.6, with respect to the inner product
from definition 5.1. The potential function V is not defined using the inner
product and equality without the limits does not hold indeed. However, the
contribution to the potential function arising from interaction between bodies
from different clusters tends to zero for k →∞. The reason is that the distance
between different clusters tends to infinity and the potential satisfies property
V3b. Therefore in the limit k →∞ the only non zero contribution to the potential
comes from within the clusters. The same holds for the gradient of the potential
because of V3b in definition 2.1.
Note that we have not excluded the possibility that the potential converges to
infinity along a (sub)sequence, that is the lemma holds even in the case that one
of the clusters tends to a collision.
The next lemma relates kinetic and potential energy in the limit along a critical
sequence. For notational convenience we write Fk, or even F , for F (Sk) in the
following lemma and forthcoming statements.
Lemma 5.20. Let Sk be a critical sequence of H and let V be a function homogeneous
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Proof. From the definition of a critical sequence, see definitions 5.8 and 5.9, we
know that a compatible sequence of multipliers exists such that ek = L(Sk, λk)
tends to zero as k →∞. Let f be a vectorfield of unit length, then also
lim
k→∞
〈ek, f〉 = 0.
This holds in particular when f is tangent to the levels of L. Let us take such
a vectorfield, namely f = (X,Y, Z,−P,−Q,−R)/√I +K. Then we have (sup-
pressing the subscript k)




















= (−V −K)2/(I +K).
We used that H = 12K + V and that V is homogeneous of degree −1. Since
limk→∞〈ek, f〉 = 0 we also have limk→∞(K + V )2/(I + K) = 0. Note that
||(X,Y, Z,−P,−Q,−R)|| = √I +K, so f is indeed a unit vectorfield. Moreover
it is easily checked that the vectorfield f is tangent to the levels of L.
Remark. Let us make a few remarks on this lemma.
(i) The lemma is formulated for a homogeneous potential V of degree −1. It can easily
be generalized for a potential homogeneous of degree −r, with r > 0, then the
result is limk→∞ (Kk+rVk)
2
Ik+Kk = 0.
(ii) An implication of the lemma is that for a homogeneous potential of degree −r, a
critical sequence, or a subsequence thereof, never approaches a collision of repelling
bodies.
(iii) At first sight it might seem strange that the sign of the potential matters: adding
an arbitrary constant to the potential V does not affect the equations of motion.
However, we made essential use of the fact that V is a homogeneous function,
a property that is lost if we add a constant to V . Another reason not to add a
constant to V is that we want the interaction to vanish when bodies go infinitely
far apart and so it seems natural to require that the potential energy approaches
zero as well.
(iv) We conjecture that homogeneity of the potential is not essential. But the potential
and its gradient vanishing when bodies go infinitely apart does seem essential. It
is less clear how important the behaviour of the potential near collisions really
is, apart from a convenient way to distinguish a collision by the values of the
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potential. The proof of lemma 5.20 rests on a particular choice of the vectorfield f ,
other choices may also give useful estimates. An example of a potential for which
we would like to obtain similar results is the Lennard-Jones potential which is
repelling for bodies at a short distance, but attracting for bodies far apart. This
potential can be regarded as being ’asymptotically homogeneous’.
So far we denoted a state of theN -body system by the six-tuple S = (X,Y, Z, P,Q,
R) with components in DN . However, for some properties it is more convenient





For example angular momentum can now be expressed as an anti-symmetric
3× 3 matrix C with real components:
C = MJM∗ =
 0 Lz −Ly−Lz 0 Lx
Ly −Lx 0
 where J = ( 0 I−I 0
)
.
An anti-symmetric matrix has purely imaginary eigenvalues and it can be trans-
formed into a real standard form by an orthogonal transformation: 0 ||L|| 0−||L|| 0 0
0 0 0
 .
This transformation corresponds to an orthogonal coordinate transformation O
on the phase space M 7→ OM and therefore C 7→ OCO∗. Pursuing this idea we
map the Lagrange multipliers λ to an anti-symmetric matrix
Λ =
 0 λz −λy−λz 0 λx
λy −λx 0
 .
With C and Λ defined as anti-symmetric matrices we write the Lagrange mul-
tiplier equation as ∇H − 12Trace(ΛC). Now applying an orthogonal change of
coordinates O and using the fact that the trace is invariant under coordinate
transformations we have
Trace(ΛC) 7→ Trace(ΛOCO∗) = Trace(O∗ΛOCO∗O) = Trace(O∗ΛOC)
which proves the following lemma.
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Lemma 5.21. By an orthogonal change of coordinates we may always achieve a standard
form of λ: (λx, λy, λz) 7→ (0, 0, ||λ||).
Remark. Note that an equivalent choice would be to change coordinates such that
(Lx, Ly, Lz) 7→ (0, 0, ||L||) and call these angular momentum coordinates. In either
set of coordinates the equations for a critical point take a simpler form.
In the sequel we will frequently use coordinates such that λ takes this par-
ticular form and therefore we call them multiplier coordinates. In these coordin-
ates the equation for a critical sequence takes a much simpler form, namely
L(Sk, λk) = ∇Hk − λz,k∇Lz,k. For future reference we write the two terms in
components:












Q,−P, 0,−Y,X, 0). (5.4)
A property of the representation M of a state, regarding relative equilibria is best
explained using multiplier coordinates.
Lemma 5.22. At a critical point of H the rank of M is two, that is the positions and
velocities are in the same plane. A critical point in the planar problem (any plane in
R3) is also a critical points for the non-planar case. By their nature, critical points of H
restricted to the levels of angular momentum, are relative equilibria.
Proof. Considering the equations for a critical point in multiplier coordinates we
get equations for a critical point in the plane, see equation (5.4).
Another application of lemma 5.21 is that we are able to obtain simple expres-
sions for estimates on R, K, I and L which are independent of the potential in
the problem.
Lemma 5.23. Consider a critical sequence Sk together with its compatible sequence of
multipliers λk. In a coordinate system of lemma 5.21 we define Iz = ||X||2 + ||Y ||2
and Kz = ||P ||2 + ||Q||2. Then we have the following estimates for k →∞ (for sake of
readability we suppressed the dependence on the sequence):











Proof. Using multiplier coordinates we have ek = L(Sk, λk) = ∇Hk − λz,k∇Lz,k
tending to zero as k →∞, since Sk is a critical sequence. We write ek in compon-
ents, however we will only use the last three and since the first three would need
some explanation we skip them:
ek = (∗, ∗, ∗, P + λzY, Q− λzX, R).
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ad i) Project ek on the sixth direction, ’R-space’. Because ||ek|| → 0 when k →∞
we have ||R|| = o(1).
ad ii) Consider the projection of ek on the fourth and fifth directions, ’(P,Q)-
space’, then we have (P + λzY,Q− λzX) = o(1). Using the triangle inequality
we have










ad iii) Starting again with (P + λzY,Q − λzX) = o(1), note that also the inner






























The following lemma will be useful to distinguish critical sequences tending
to a collision. But first we define the notion of a small sequence which we will
need later on as well.
Definition 5.24. A small sequence is a critical sequence such that Ik → 0 when
k →∞.
Lemma 5.25. Suppose Sk is a small sequence, then both Hk and the norm of the
multiplier become unbounded.
Proof. From lemma 5.20 we know that Kk + Vk → 0 for k → ∞. Furthermore
Vk becomes unbounded when Ik tends to zero and therefore also Kk becomes
unbounded. Since Hk = 12Kk + Vk =
1
2 (Kk + Vk) +
1
2Vk → 12Vk, Hk becomes
unbounded. Using multiplier coordinates we see from lemma 5.23 ii) that |λz| too
becomes unbounded.
Remark. Let us add a few remarks to this lemma in case we consider a more general
potential.
(i) As mentioned before, see remark below lemma 5.20, a critical sequence or a sub-
sequence thereof will never approach a collision of repelling bodies. So also in the
case of the Coulomb potential we have Hk → −∞.
(ii) When we apply the methods in the proof of lemma 5.20 to a potential V homogen-
eous of degree −r we get Kk + rVk → 0 for k →∞. Then Hk = 12Kk + rVk =1
2 (Kk + Vk) + (r − 12 )Vk → (r − 12 )Vk, which indicates that r = 12 might be an
exceptional case.
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On a horizontal critical sequence (see definition 5.10) the kinetic energy tends
to zero. This follows from the following lemma on critical sequences of K.
Lemma 5.26. Consider a critical sequence of K such that K is bounded away from zero.
Then ||L|| tends to infinity.
Proof. Again we use multiplier coordinates. From the multiplier equations, see
(5.4), we have: λz
√
Kz = o(1). On the other hand from the estimates that do not




Iz + o(1). Then we









Iz becoming unbounded. Combining the latter with estimate 5.23 iii) namely√
Kz = Lz/Iz + o(1), yields that Lz becomes unbounded.
Lemma 5.27. Consider a critical sequence of K such that Lz is bounded away from
zero. Then K and Iz tend to zero.
Proof. Like in the proof of the previous lemma, we use multiplier coordinates.
From the estimates lemma 5.23 i) R = o(1) and λz
√
Kz = o(1) in the proof of





Iz + o(1) and λz
√
Kz = o(1) we get two expressions
for λz
√
Kz , yielding λ2z
√
Iz = o(1) + o(λz). From the latter we infer that Iz tends
to zero.
5.4.2 Proofs of propositions 5.16, 5.17 and 5.18 and theorem 5.15
Finally we have all lemmas and estimates ready to prove the main three proposi-
tions.
Boundedness is the key ingredient in the proof of proposition 5.16, but also
the fact that the moment of inertia is bounded away from zero. This finiteness
allows us to conclude that, roughly speaking, the limit is a relative equilibrium.
Proof of proposition 5.16. From 1) the projection of the sequence converges to a
point so I is bounded; 2) this point is not a collision so the function V is bounded
and from lemma 5.20 we see that also K is bounded; we conclude that ||S||2 =
||I|| + ||K|| is bounded and therefore the sequence S is bounded. Thus the
sequence has a limit point and hence a convergent subsequence. Next we switch
to the representation M of a state and we have to check the condition of lemma
5.22 that rank(M) = 2. From lemma 5.20 we know that ||K|| and ||V || have the
same limit and if we use multiplier coordinates, Kz and ||V || have the same limit.
Now V is non zero, so Kz is bounded and bounded away from zero. Since V is
bounded, I is bounded away from zero. Therefore rank(M) is at least 1. From
5.23 iii) we see that Lz is also bounded away from zero meaning that rank(M)
equals 2: the subsequence converges to a relative equilibrium.
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The key ingredient in the next proof is the compatibility of the multipliers: a
sequence converging to a collision has multipliers not compatible with a sequence
converging to a relative equilibrium and vice verse.
Proof of proposition 5.17. Suppose the critical sequence is such that the projection
on configuration space converges to a collision point (non-collision is the case
of proposition 5.16). Let us decompose the sequence into clusters of bodies
having the same limit when projected on configuration space. Then on each
cluster the projection of I tends to zero and using lemma 5.25 the compatible
multipliers tend to infinity. However the projection on the centers of gravity is
not a collision and thus a subsequence converging to a relative equilibrium exists
and the accompanying compatible multipliers have a finite limit. This contradicts
lemma 5.14 and thus a critical sequence either: 1) converges to a collision; or 2) a
subsequence converges to a relative equilibrium exists.
The proof of the last proposition hinges on the fact that for a sequence with
the cluster decomposition property, the sequences of projections on the clusters
are independent with respect to kinetic and potential energy.
Proof of proposition 5.18. Again we decompose the sequence (or a subsequence)
into clusters according to lemma 5.13. For each cluster we get a sequence by
projecting the original sequence on the current component of the cluster decom-
position. Each of these sequences is either a small sequence or a subsequence
converging to a relative equilibrium exists, according to proposition 5.17. The
possibility of a small sequence can be ruled out because H → −∞. The latter
follows from the fact that a small sequence is a critical sequence and from lemma
5.20 we have K + V → 0, but on a small sequence V → −∞ and therefore
H = 12K + V =
1
2 (K + V ) +
1
2V → 12V → −∞. Thus we arrive at a contradic-
tion. We are left with sequences like in proposition 5.16, converging to a relative
equilibrium in a subsystem. The sequence of multipliers has a finite (non-zero)
limit. The centers of gravity of the clusters form a critical sequence with the same
sequence of multipliers. Since the centers go infinitely far apart, the potential
becomes negligible and therefore this sequence is a critical sequence of K. Now
from lemmas 5.26 and 5.27 we infer that K → 0 because on the horizontal se-
quence we started with angular momentum is fixed at a finite value and our
observation that the sequence of multipliers has a finite (non-zero) limit yields
the same result.
The proof of the main theorem 5.15 now follows from the proofs of propos-
itions 5.16, 5.17 and 5.18 for the three propositions constitute the parts of the
theorem.
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5.5 Critical points at infinity in three-body systems
Now that we know that the critical points at infinity can be found from the
so called horizontal critical sequences, we wish to construct these three-body
systems. In particular we need to construct a horizontal critical sequence with
the cluster separation property. There are only three possibilities to form clusters,
namely three clusters each containing only one body, two clusters of one and
two bodies respectively and one cluster containing all three bodies. We can
immediately rule out the last case because a sequence with a single finite cluster
can never satisfy the cluster separation property. The first case can also be ruled
out because angular momentum will tend to zero, we are interested in a general
non zero value of angular momentum. Thus we are left with the case of a
horizontal critical sequence with two clusters. As it turns out there is only a
limited number of possibilities, for each we compute the value of the bifurcation
parameter ν = −hC2, where h is the value of H , the energy, and C is the value of
angular momentum L.
Construction of a horizontal critical sequence. We will in particular construct
a horizontal critical sequence Sk consisting of two clusters having the cluster
decomposition property. Like in definition 5.4 we call the components of the
clusters Xα and Xβ and similarly for Y and Z. In the cluster called α we put
two bodies with masses m1 and m2 and in the cluster called β we put one body
with mass m3. Since we have only two clusters, the centers of mass lie on a line
which we take to be the z-axis. Thus we have Xα,β = (0, 0, 0), Yα,β = (0, 0, 0) and
Zα,β = ( m3m1+m2 zk,
m3
m1+m2 zk,−zk), where limk→∞ zk =∞. The single body in the
cluster β just remains at its center of mass so we have Xβ = Yβ = Zβ = (0, 0, 0).
The two bodies in cluster α form a two-body system which for a SO(3)-invariant
potential is planar and we take this plane to be the ’(x, y)-plane’. Therefore we
takeXα = (ξ1, ξ2, 0), Yα = (η1, η2, 0) and Zα = (0, 0, 0) such thatm1ξ1+m2ξ2 = 0
and similarly for η. So far we only have clusters. Projecting the sequence Sk on
the β component we get a body at rest at infinity when taking the limit k →∞.
But projecting on the α component the limit should be a relative equilibrium of
the two-body system.
Planar two-body systems. Most of the following can be found in any text-
book on Hamiltonian system for example Arnold [7]. We give a short review
specifically for our situation. We consider the planar two-body problem with po-
tential V on the ’(x, y)-plane’ of the previous paragraph. That is we consider the
Hamiltonian system on T ∗(R4) with standard symplectic form and coordinates
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xi = (ξi, ηi) and corresponding momenta yi with Hamiltonian







+ V (x1, x2)
where the potential V depends on relative distance only V (x1, x2) = γf(||x1 −
x2||) where γ is a constant and f is a function. We call γ a constant because it
does not depend on phase variables. However it is a function of properties of
the bodies (like mass and charge). The function f will eventually be defined as
f(x) = 1x but for the moment we leave it unspecified. It is easily seen that this
Hamiltonian system is translation and rotation invariant. To fulfil the condition of
the cluster, namely that the center of mass remains at zero, we apply a (symplectic)
change of coordinates to a center of mass frame.
Lemma 5.28. By the symplectic change of coordinates






the new Hamiltonian system is separated on T ∗(R2)×T ∗(R2) with standard symplectic
form on each component












2 + γf(||q1||) + 12m ||p2||
2,
where µ is defined by 1µ =
1
m1
+ 1m2 and m = m1 + m2. The second Hamiltonian
describes the motion of the center of mass. By setting q2 = p2 = 0 the center of mass
remains at rest at the origin.
The proof of the lemma is a straightforward calculation. We now concentrate
on the first Hamiltonian system on R4 with coordinates (q, p), dropping the no
longer necessary subscript.
The Hamiltonian system with H(q, p) = 12µ ||p1||2 + γf(||q1||) + 12m ||p2||2 is
still rotation invariant: angular momentum is a conserved function. Recall that
we are looking for a relative equilibrium, in other words a critical point of H
restricted to a level of angular momentum. One way to solve this is to use the
Lagrange method and recognize a problem of finding central configurations
for this problem, see Another way is to reduce with respect to the symmetry
group and find stationary points for the reduced system. We will adopt the
last approach. To proceed we introduce polar coordinates in the (q1, q2) plane:
q1 = r cosφ and q2 = r sinφ. The result is the following.
73
5.5. Critical points at infinity in three-body systems
Proposition 5.29. The reduction of the two-body system is a Hamiltonian system on






where U(r) = C22µr2 + γf(r) and C is the value of angular momentum.
Proof. We only provide a sketch of the proof. We temporary leave the Hamilto-
nian formulation and use q˙i = 1µpi, for example to express angular momentum
as L(r, r˙, φ, φ˙) = µr2φ˙. Differentiating qi as functions of r and φ we get




2φr˙ + rφ¨ = 0.
Using the fact that angular momentum is conserved we get










Introducing pr = µr˙ and U as in the proposition we obtain the Hamiltonian of
the reduced system.
The reduced system has a critical point at (r, pr) = (r∗, 0) where r∗ is a
solution of U ′(r) = 0. Taking f(x) = 1x we find a single solution r∗ = −C
2
µγ ,
provided that γ < 0. If γ > 0 then the reduced system does not have a critical
point. Thus the two-body problem with f(x) = 1x has a relative equilibrium if
and only if γ < 0.
Critical values related to critical points at infinity. Now that we have a ho-
rizontal critical sequence with the cluster separation property we are able to
compute the values of the bifurcation parameter ν = −hC2 where h is the value
of H and C is the value of L. From proposition 5.18 and lemmas 5.26, 5.27 we
know that the contribution of the projection on the centers of mass to the energy
H is zero for k →∞. Furthermore the projection on the cluster containing one
single body is a small sequence, 5.25 so the contribution to kinetic energy is
zero in the limit. Therefore the only contribution to H is from the projection on
the clusters containing two bodies. To proceed we have to make a distinction
between the gravitation potential and the Coulomb potential.
In case of the gravitation potential the constant γ equals −m1m2 which is
always negative. Therefore there is always a unique critical point of the reduced
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Hamiltonian and thus a unique relative equilibrium in the gravitational two-body
problem. The value of the energy is











Since there are three combinations of two masses out of three, there are three











The Coulomb force is only attracting if the charges have different sign, the
constant γ in this case equals QiQj where Qi is the electrical charge of body i.
Given three bodies with differently signed charges, two signs are always equal.
Let us assume the charges of bodies 1 and 2 have equal signs, then only two
combinations form a cluster tending to a relative equilibrium at infinity. Thus








5.6 Conclusion and outlook
The integral manifolds of the gravitational three-body problem have both finite
critical points and critical points at infinity. In this chapter our aim was to
find critical values arising from critical points at infinity for the charged three-
body problem. We followed an approach based on the work of Albouy [2] for
gravitationalN -body systems and modified it in such a way that it can be applied
to the charged three-body problem. The main ingredients of this approach are
sequences of phase points and a decomposition of the coordinate components
a phase point into clusters. The sequences are constructed in such a way that
they converge to infinity while in the limit satisfying a Lagrange multiplier
equation. The decomposition of the coordinate components of a phase point
consists of clusters eventually containing non-interacting subsystems, that is
points in different clusters move infinitely far apart along a sequence. This
way we found critical values of the integral map related to critical points at
infinity. For comparison, we also computed the critical values at infinity in the
gravitational three-body problem.
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Bifurcation of the Hill Regions
6.1 Introduction
In chapter 2 we have seen that N-body systems have ten constants of motion or
integrals see [7, 35]. The level sets of the integrals give the integral manifolds. Due
to homogeneity of the potential function it is useful to parametrize the integral
manifolds by the parameter ν = −C2h, where C is the angular momentum and h
is the energy. The bifurcation values at which the integral manifolds change their
topology can be obtained from the critical points of H restricted to the level sets
of the angular momentum C. For the gravitational three-body problem, there
are nine critical values that lead to nine critical values of the parameter ν (see
chapter 1). The critical values result from (ordinary) critical points which in turn
are related to central configurations (see chapter 4) and critical points at infinity
(see chapter 5). The integral manifolds can change topology at the critical values.
For the gravitational three-body problem, the topological changes of the integral
manifolds also entail changes of the Hill regions, see [33]. The purpose of this
chapter is to understand bifurcations of the Hill regions in a systems of three
charged bodies.
This chapter is organised as follows. Section 6.2 start with the general re-
duction of symmetries of systems of N-bodies. This is then done in more detail
for the case of three bodies in section 6.3. In section 6.4 we introduce charged
body systems and atomic units. In section 6.5 the reduction is carried out one
step further by taking into account the dilation symmetry of charged particle
systems. In section 6.6 we define what we mean by Hill region. This requires one
to study critical points of certain functions which are related relative equilibria
as we discuss in section 6.7. In section 6.8 we discuss three examples consisting
of the gravitational three-body problem, the compound of two electrons and one
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positron, and the helium atom. In the last section we give some conclusions and
outlook.
6.2 Reduction of N -body systems
Before we can say what we mean by a Hill region we recall the reduction of
the translational and rotational symmetries of a general closed N -body system.
We will follow to a large extent the presentation in [30] which contains many
references to the literature on reduction. A system is called closed if all forces are
internal, i.e., they only depend on the mutual distances between the bodies and
are directed parallel to the mutual difference vectors of positions. Such systems
are conservative [7]. If xi, i = 1, . . . , N , denote the position vectors of the N
particles of masses mi, i = 1, . . . , N , in R3 and pi are the conjugate momenta,





2mipi · pi + V (x1, . . . ,xN ) =
1
2pM
−1 p+ V (x), (6.1)
where x = (x1, . . . ,xN ) and p = (p1, . . . ,pN ) are considered as vectors in R3N
andM is the 3N×3N diagonal matrix with diagonal (m1,m1,m1,m2,m2,m2, . . . ,
mN ,mN ,mN ). The phase space of an N -body system is the cotangent bundle
T ∗X over the configuration space X = R3N .
For charged N -body systems, the potential V is singular at configurations
where the position vectors of two or more particles coincide. Taking out these
collisions the configuration space becomes X\∆c, where
∆c = {x = (x1, . . . ,xN ) ∈ R3N : xi = xj for some 1 ≤ i < j ≤ N} (6.2)
is the collision set. The phase space is then the cotangent bundle T ∗(X\∆c) which
we identify with (R3N\∆c)× R3N .
Such systems are symmetric under the Euclidian group SE(3) which is the
semi-direct product of the additive group of translations (R3,+) which for each
a ∈ R3 acts as (x,p) 7→ ((x1 + a, . . . ,xN + a),p) and the group of rotations
SO(3) which for R ∈ SO(3) acts as (x,p) 7→ ((Rx1, . . . ,RxN ), (Rp1, . . . ,RpN )).
Here we think of the elements R of SO(3) as 3 × 3 orthogonal matrices with
unit determinant. The symmetries of translations and rotations can be reduced
successively. The symmetry of translations is easily reduced by choosing Jacobi
vectors si, i = 1, . . . , N − 1 (see, e.g., [19] and Sec. 6.3 for a concrete definition
in the case of N = 3). Together with the position vector of the center of mass of
the N -body system the Jacobi vectors uniquely determine the positions of the
N bodies in space. As the center of mass of a closed N body system is moving
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with a constant velocity due to the absence of external forces we can choose an
inertial frame of reference which has the center of mass at its origin. We view the
si, i = 1, . . . , N − 1, to be the coordinate vectors of the Jacobi vectors with respect
to this center of mass frame. If we now ignore the trivial position of the center
of mass then we can view the space of the Jacobi vectors J = R3(N−1) as the
translation reduced configuration space. Taking out the collision set this space
becomesJ \∆c where ∆c now is the collision set in terms of the Jacobi vectors (see
Sec. 6.3 for an example). If we moreover ignore the trivial constant momentum of
the center of mass we have reduced the phase space to T ∗J ∼= R3(N−1)×R3(N−1)
or (R3(N−1)\∆c)× R3(N−1), respectively.
We note that different choices of Jacobi vectors can be parametrized by the
kinematic group which is thoroughly studied in [36]. The metric associated with
expressing the kinetic energy K in terms of the velocities corresponding to the
Jacobi vectors is diagonal. We will choose the Jacobi vectors to be mass-weighted.






To address the rotational symmetry we consider a body fixed coordinate frame
which is a frame that is related to the center of mass frame by a rotation. Let
us denote the coordinate vectors of the Jacobi vectors in the body fixed frame
by ri, i = 1, . . . , N − 1. We then have si = R ri for some rotation matrix R ∈
SO(3). If we identify all configurations that are related by a rotation about the
center of mass we get the so called internal space which we denote by Q and
which is formally given by the quotient R3(N−1)/SO(3). As the rotation group
SO(3) has dimension 3 (for example Euler angles or Cayley-Klein parameters are
coordinates on SO(3)) the internal space Q has dimension 3(N − 2). Collinear
configurations of the N particles in R3 lead to singularities in the reduction.
Away from collinear configurations the internal space has a smooth structure (see
Sec. 6.3 for more details). The coordinates on the internal space are called internal
coordinates. We will denote the internal space coordinates vectors by q and their
components by qµ with the convention that Greek indices run from 1 to 3(N − 2).
We note that the internal space and the internal coordinates are sometimes also
referred to as shape space and shape space coordinates, respectively. We however
reserve the term ‘shape’ for definitions that we make below.
We remark that specifying a body-fixed frame can be phrased in the language
of gauge theory [30]. One specific choice gives rise to one specific gauge. The
reduced Hamiltonian function on the phase space reduced by translations and
rotations is again the sum of the kinetic energy and the potential energy. The
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reduced potential is then a function of the internal coordinates only. The reduced
kinetic energy is a function of the internal space coordinates and their conjugate
momenta and the rotational degrees of freedom. The reduction can be phrased
in such a way that the dependence on the gauge becomes apparent (see also
[14, 15]). To see this we make the following definitions.
Let R ∈ SO(3) denote the rotation from the center of mass frame to the body
frame and L denote the angular momentum with respect to the center of mass




si × s˙i. (6.4)
Then the body velocities and body angular momentum are defined, respectively,
by
r˙i = RT s˙i, (6.5)
and
J = RTL . (6.6)





(r2kδij − rkirkj) , (6.7)
where rk = (rk1, rk2, rk3) in body coordinates. With the so called gauge potential














−Aµ(q) ·M(q) ·Aν(q) (6.9)
(where here and in the following we use the Einstein convention of summation
over repeated indices) the kinetic energy becomes
K = 12(Ω +Aµq˙µ) ·M · (Ω +Aν q˙ν)+
1
2gµν q˙µq˙ν .
Here Ω is the angular velocity which is the vector corresponding to the skew-
symmetric matrix RT R˙ by the isomorphism
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By using the equation
J = ∂K
∂Ω = M(Ω +Aµq˙µ), (6.11)




= gµν q˙ν + J ·Aµ . (6.12)
Definition 6.1. The reduced ro-vibrational Hamiltonian is defined as
H(q, p,J) = 12J·M
−1 ·J+12g
µν(pµ−J·Aµ)(pν−J·Aν)+V (q1, ..., q3N−6) , (6.13)
where in order to keep the notation reasonably short we omitted the argument q forM,Aµ
and gµν even though these are functions of the internal coordinates (see Equations (6.7)
(6.8) (6.9)). The first term on the right hand side of (6.13) is called the rotational
or centrifugal kinetic energy and the second term is called the vibrational kinetic
energy.
The equations of motion are given by
q˙µ = ∂H/∂pµ, p˙µ = −∂H/∂qµ, J˙ = J×∇JH, (6.14)
where∇JH = (∂J1H, ∂J2H, ∂J3H), J = (J1, J2, J3) and µ = 1, ..., 3N − 6 [27].
The magnitude r = ‖J‖ of the body angular momentum J is a constant of
motion. The phase space of the reduced system with a magnitude of the total
angular momentum equal to r then has the structure of a product space given by
the product of the angular momentum sphere
S2r = {J ∈ R3 | J21 + J22 + J23 = r2} (6.15)
and the cotangent bundle over the internal space, T ∗Q, with coordinates (qµ, pµ),
µ = 1, . . . , 3N − 6. As the angular momentum sphere is two-dimensional, the
reduced system can be viewed to have 1 rotational degree of freedom and 3N − 6
vibrational degrees of freedom. The rotational and vibrational degrees of freedom
are coupled via the gauge potentials (see Eq. 6.13) which give rise to Coriolis
terms in the equations of motion.
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6.3 Reduction of 3-body systems
In the following we make the reduction described in the previous section more
concrete for the case of 3-body systems. Consider a system of three bodies
with masses m1, m2 and m3 and position vectors x1,x1,x1 ∈ R3. We define

















are the reduced masses of the two-body systems with masses m1 and m3 and m2
and m1 +m3, respectively (see Fig. 6.1).
As mentioned in Sec. 6.2 we can view the space J = R3×R3 of Jacobi vectors
s1 and s2 as the translation reduced configuration space. Viewing the Jacobi
vectors as column vectors of 3 × 2 matrices we can identify the configuration
space with the space of 3×2 matricesR3×2. The translation reduced configuration
space J can then be viewed as the disjoint union [26]
J = J0 ∪ J1 ∪ J2 , (6.17)
where for k = 0, 1, 2,
Jk := {A ∈ R3×2 : rankA = k} . (6.18)
Here J2 contains the non-collinear configurations, J1 contains the collinear
configurations, and J0 the triple collision (which is the centre of mass located
at the origin). We note that for systems with more than three particles, J in
(6.17) also contains the union with J3 (defined in an analogous way). For three
particles, J3 is empty. Moreover, J2 is a smooth manifold whose boundary is
formed by J0 ∪ J1, i.e. ∂J2 = J0 ∪ J1.
The collision set is given by
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where the conditions defining the set correspond to collisions of particles 1 and 3,
2 and 3, and 1 and 2, in this order. The collision set is contained in the boundary
of J2, i.e. ∆c ⊂ ∂J2. Let
∆c,k := ∆ ∩ Jk (6.20)
for k = 0, 1, 2. Then ∆c,2 is empty, and ∆ equals the disjoint union of ∆c,1 and
∆c,0, where ∆c,1 contains the double collisions which are no triple collisions and
∆c,0 contains the triple collision.
The rotation group SO(3) acts on J according to
(s1, s2) 7→ (R s1,R s2), R ∈ SO(3). (6.21)
The quotient space J /SO(3) which consists of the equivalence classes of config-
urations that can be mapped to one another via a rotation R ∈ SO(3) is called the
internal space. Let pi : J → J /SO(3) denote the quotient map. For (s1, s2) ∈ J ,
let O(s1,s2) := {(R s1,Rs2) : R ∈ SO(3)} be the SO(3) orbit through (s1, s2) and
G(s1,s2) := {R ∈ SO(3) : (R s1,R s2) = (s1, s2)} the isotropy group at (s1, s2).
Then
G(s1,s2) =
 {e} for (s1, s2) ∈ J2,SO(2) for (s1, s2) ∈ J1,




 SO(3) for (s1, s2) ∈ J2,S2 for (s1, s2) ∈ J1,{0} for (s1, s2) ∈ J0. (6.23)
The configuration space can hence be viewed to be stratified into three strata
defined via the orbit type, i.e., J = J2 ∪ J1 ∪ J0, and the projection is similarly
stratified according to
J2 → J2/SO(3), J1 → J1/SO(3), and J0 → J0/SO(3). (6.24)
As coordinates on the internal space we can take the Jacobi coordinates (ρ1, ρ2, φ)
defined as
ρ1 = ‖s1‖ , ρ2 = ‖s2‖ , s1 · s2 = ρ1 ρ2 cosφ ,
where 0 ≤ φ ≤ pi (see Fig. 6.1).
Let {ε¯1, ε¯2, ε¯3} be the standard basis in R3. Then we can define a section
σ : J /SO(3)→ J as
σ(ρ1, ρ2, φ) = (r¯1, r¯2) := (ρ1ε¯1, ρ2 cosφ ε¯1 + ρ2 sinφ ε¯2). (6.25)
This section is called the xxy gauge in [30] as it corresponds to the choice of a
body frame where two bodies (bodies 1 and 3 in our case) are located on the x
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Figure 6.1: Directions of the mass weighted Jacobi vectors s1 and s2. The vector s2
has its tail at the centre of mass of the particles 1 and 3. The Jacobi coordinates ρ1 and
ρ2 are the lengths of the vectors s1 and s2, respectively, and φ is the angle between the
two vectors.
axis and the third body (body 2) is contained in the xy plane. The mass weighted
Jacobi vectors (s1, s2) of the three-body system are then given by
(s1, s2) = (R r¯1,R r¯2) = (ρ1R ε¯1, ρ2 cosφR ε¯1 + ρ2 sinφR ε¯2) (6.26)
for some R ∈ SO(3).
Collinear configurations are given in terms of the Jacobi coordinates by either
of the equalities φ = 0, φ = pi or ρ2 = 0. For ρ1 = 0 (in which case φ is not










and 3 collide. At the triple collision ρ1 = ρ2 = 0.
Besides the Jacobi coordinates another natural choice of coordinates is given
by the inter particle distances d12, d13 and d23 which besides being nonnegative
need to satisfy the triangle inequality d12 + d13 ≥ d23 and its cyclic permutations.
Collinearity is given by equality in the respective triangle inequality. Double col-
lisions between two particles are obviously given by the corresponding distance
being zero. At the triple collision all distances are vanishing.
As will become clear below for the discussion of the Hill regions, it is useful
to introduce yet another coordinate system. To this end we first define
(w1, w2, w3) = (ρ21 − ρ22, 2 ρ1 ρ2 cosφ, 2 ρ1 ρ2 sinφ) , (6.27)
where w1, w2 ∈ R and w3 ≥ 0. Equation (6.27) shows that the Jacobi coordinates
are confocal parabolic coordinates in the space of the coordinates (w1, w2, w3).
The coordinate w3 is twice the area of the parallelogram spanned by the Jacobi
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vectors s1 and s2. This implies that collinear configurations are contained in the
plane w3 = 0. This plane hence also contains the collisions. As double collisions
of particles of particles 1 and 3 have ρ1 = 0 we see from (6.27) that these are
located on the negative w1 axis. Double collisions of particles 1 and 2 occur on








m1(m1 +m2 +m3)−m2m3 . (6.28)








m3(m1 +m2 +m3)−m1m2 . (6.29)
The triple collision is located at the origin w1 = w2 = w3 = 0.
The final coordinate system we are considering is then given by spherical co-
ordinates in the (w1, w2, w3) coordinate space which give the Dragt’s coordinates
(ω, χ, ψ) defined as (see [30] and the references therein)
(w1, w2, w3) = (ω cosχ cosψ, ω cosχ sinψ, ω sinχ) , (6.30)
where ω ≥ 0, 0 ≤ χ ≤ pi/2 and 0 ≤ ψ ≤ 2pi. Note that χ is the latitude, not the
colatitude, and ω = ρ21 + ρ22.
For completeness, we also give the expressions for the inter particle distances










(ω + ω cosχ cosψ) + 12µ2











(ω + ω cosχ cosψ) + 12µ2






ω cosχ sinψ .
(6.31)
By choosing the internal coordinates as the Jacobi coordinates (ρ1, ρ2, φ) the
inertia and metric tensors become [30]
M =
 ρ22 sin2 φ −ρ22 sinφ cosφ 0−ρ22 sinφ cosφ ρ21 + ρ22 cos2 φ 0
0 0 ρ21 + ρ22
 , (6.32)
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Figure 6.2: The coordinate surface ω = 1 of the Dragt’s coordinates in the space of the
inter particle distances d12, d13 and d23. This surface can be viewed as the shape space
Q˜ defined in (6.49).
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and
[gµν ] =








The gauge potential is




The big advantage of Dragt’s coordinates is that the inertia and metric tensors
are diagonal [30]:
M =







 1ω 0 00 ω 0
0 0 ω cos2 χ
 , (6.36)
In particular the principal moments of inertia M1 = ω sin2 χ2 , M2 = ω cos2
χ
2 and
M3 = ω are ordered by magnitude on the diagonal of M (note that 0 ≤ χ ≤ pi/2).
The gauge potential becomes in this case
Aω = Aχ = (0, 0, 0), Aψ = (0, 0,−12 sinχ). (6.37)
For later purposes, we define I as half the trace of the inertia tensor M which
in Jacobi and Dragt’s coordinates, respectively, is then given by
I := 12 tr M = ρ
2
1 + ρ22 = ω. (6.38)
In the celestial mechanics literature I is referred to as moment of inertia (see, e.g.,
[37]). More precisely it is the moment of inertia with respect to rotations about
the axis that contains the centre of mass and is perpendicular to the plane in
which the three bodies are lying.
Remark. From (6.35) we see the following.
1. For χ = 0, i.e. w3 = 0 and w21 + w22 = ω2 which corresponds to collinear
configurations, the middle and the biggest principal moments of inertia become
both equal to ω and the smallest principal moment of inertia is equal to zero.
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2. In order to have equality of the smallest and middle principal moments of inertial
we need sin2 χ/2 = cos2 χ/2 which gives χ = pi/2, i.e. (w1, w2, w3) = (0, 0, ω).
3. The only way to have equality of all three principal moments of inertia is to have
ω = 0 which corresponds to a triple collision.
6.4 Charged 3-body systems
In this chapter we are considering 3-body systems with Hamiltonians of the form
H(x,p) = 12p
TM−1 p+ V (x), (6.39)













‖xi − xj‖ . (6.41)
Here G is the gravitational constant, 14pi0 is the Coulomb force constant, and Qi
is the charge of the ith particle, i = 1, 2, 3.
We will use atomic units which are defined as follows:
• unit of length: a0 = 5.291772192(17)× 10−11 m (which is called ‘bohr’ ),
• unit of mass: me = 9.10938291(40)× 10−31 kg (electron mass),
• unit of time: ~/Eh = 2.418884326505(16) × 10−17 s (where ~ is Planck’s
constant divided by 2pi and Eh is a unit of energy called ‘hartree’),
• unit of charge: e = 1.602176565(35)× 10−19 C (elementary charge).
In these units
• the Coulomb force constant 14pi0 has the value 1,
• the gravitational constant G has the value 2.400446611× 10−43.
This means that for charged 3-body system (of reasonable mass), the gravita-
tional interaction can safely be neglected. We still the gravitational interaction
as we will also consider the example of a gravitational 3-body system (without
charges) for illustration.
88
Chapter 6. Bifurcation of the Hill Regions
6.5 Dilation symmetry and the shape-orientation
space
The potential V in (6.39) and the inertia tensor M are homogenous functions of
the distances between the particles of degree −1 and 2, respectively. We make
this more formal by defining an R action as follows.
Definition 6.2. The dilation transformation is the R action defined as
d : R×Q→ Q, (l, (s1, s2)) 7→ (els1, els2). (6.42)
We write
dλ(s1, s2) = (λs1, λs2) , (6.43)
where λ = el > 0.
The dilation transformation defines a singular line bundle J → J /R. The
only point with nontrivial isotropy is the triple collision point. The bundle
(J2 ∪ J1) → (J2 ∪ J1)/R is smooth. The dilation R action commutes with the
SO(3) action in (6.21), i.e. dλ(R s1,R s2) = (λR s1, λR s2) = (Rλs1,Rλs2) for all
λ > 0 and R ∈ SO(3). As we can identify the internal space Q = J /SO(3) with
the (image of the) section given by the xxy gauge the dilation transformation
also ‘induces’ a map on the internal space Q. From (6.25) we get
dλ(r¯1, r¯2) = (λρ1ε¯1, λρ2 cosφ ε¯1 + λρ2 sinφ ε¯2), (6.44)
i.e. in Jacobi coordinates the induced dilation map Q → Q, q 7→ dλ(q) reads
dλ(ρ1, ρ2, φ) = (λρ1, λρ2, φ). (6.45)
In terms of Dragt’s coordinates the map becomes
dλ(ω, χ, ψ) = (λ2ω, χ, ψ). (6.46)
In order to avoid a cumbersome notation we here use the same symbol for the
induced map as in (6.43).
Homogeneity of V and M now means that
V (dλ(q)) = λ−1V (q) and M(dλ(q)) = λ2M(q) . (6.47)
Note that for the moment of inertia I defined in (6.38), we similarly have
I(dλ(q)) = λ2I(q). (6.48)
In fact the (induced) dilation map also defines a line bundle Q → Q/R. For
this bundle, we can construct a section by noting that except for the triple collision
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space
point we can find for each point q ∈ Q a λ > 0 such that for the moment of inertia
defined in (6.38) we have I(dλ(q)) = 1. We can then identify the quotient space
Q/Rwith this section.
Definition 6.3. The shape space is the dilation reduced internal space given by
Q˜ := {q ∈ Q : I(q) = 1}. (6.49)
The points in the shape space are referred to as shapes and denoted by q˜.
Note that the condition I(q) = 1 excludes the triple collision.
We can identify the shape space Q˜ with the upper hemisphere in the coordin-
ate space (w1, w2, w3) on which we can use the Dragt’s coordinates (χ, ψ) as
coordinates. For comparison, Q˜ is shown in the space of inter particle distances
in Fig. 6.2. The orbits of the dilation R action in the internal spaces with coordin-
ates (w1, w2, w3) and (d12, d13, d23) are straight line rays emanating from (but not
including) the origin which corresponds to the triple collision point. In view of
the definition of the shape space according to (6.49) we can view the shape space
to form a submanifold of the internal space and this way also can define the
action of the dilation transformation dλ on points q˜ ∈ Q˜. For q = q˜ with q ∈ Q,
we set dλ(q˜) := dλ(q). Let
V˜ := V |Q˜ and M˜ := M|Q˜ . (6.50)
Then for q˜ ∈ Q˜,
V (dλ(q˜)) = λ−1V˜ (q˜) and M(dλ(q˜)) = λ2M˜(q˜). (6.51)
In addition we define the normalised body angular momenta
J˜ = 1‖J‖J (6.52)
and the normalised angular momentum sphere
S21 = {J˜ ∈ R3 : J˜21 + J˜22 + J˜23 = 1}. (6.53)
Whereas the shape space determines the shape formed by the 3 bodies the
normalised angular momentum sphere S1 contains information about the orient-
ation of the 3-body system in space.
We make the following definition.
Definition 6.4. The shape-orientation space is the product
Q˜× S21 . (6.54)
Points in this product are referred to as shape-orientation points and denoted as (q˜, J˜).
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6.6 Hill regions
For a given energy E, the Hill region of a Hamiltonian system whose phase
space is a cotangent bundle over configuration space is in general defined as
the projection of the energy surface to configuration space. As the angular
momentum is conserved for N -body systems it is useful to not only consider
the projection of the energy surface but the projection of the integral manifold
where both the energy and the angular momentum are fixed. Furthermore it is
useful to consider the projection of the integral manifold to a space reduced by
the symmetries of translations and rotations and, for charged N -body systems,
also by dilations. The reduced phase space is then however no longer a cotangent
bundle and it needs to be defined what a Hill region should be in this case. We
do this as follows.
Definition 6.5. For given value E of the energy and magnitude r > 0 of the angular
momentum (i.e. r = ‖L‖ > 0), we say that a shape-orientation point (q˜, J˜) is in the Hill
region if for the Hamiltonian function H(q, p,J) in (6.13), there exists a λ > 0 and p
such that
H(dλ(q˜), p, rJ˜) = E. (6.55)
For computations, it is useful to rephrase this definition as follows.
Lemma 6.6. For given values of the energy E = H and magnitude of the angular
momentum r = ‖L‖ > 0, a shape-orientation point (q˜, J˜) is in the Hill region if and
only if there exists a λ > 0 such that
F (λ) := λ2E − r2 12 J˜ · [M˜(q˜)]
−1 · J˜− λ V˜ (q˜) ≥ 0, (6.56)
where V˜ and M˜ are the restrictions of V and M to the shape space (see (6.50)).
Proof. As the metric gµν is positive definite the vibrational kinetic energy (the
second term in the Hamiltonian in (6.13)) is nonnegative, we can satisfy the
energy equation (6.55) for some λ > 0 and p if and only if
r2
1
2 J˜ · [M(dλ(q˜))]
−1 · J˜+ V (dλ(q˜)) ≤ E. (6.57)
By (6.51) this is equivalent to
r2λ−2
1
2 J˜ · [M˜(q˜)]
−1 · J˜+ λ−1V˜ (q˜) ≤ E. (6.58)




From Lemma 6.6 we see that in order to decide whether a shape orientation
point (q˜,J) is in the Hill region we need to study the polynomial F (λ) with its
coefficients being fixed by the given (q˜,J). Let
ER = r2
1
2 J˜ · M˜
−1 · J˜ (6.59)
denote the rotational kinetic energy. For r > 0, ER is strictly positive. The
discriminant of F (λ) is then
∆ = 4EER + V˜ 2. (6.60)
The equation of vanishing discriminant, ∆ = 0, defines a cone in the space
(E, V˜ , ER), see Fig. 6.3a, of which only the part where ER ≥ 0 is relevant. For a
fixed value of ER, the zero discriminant defines a parabola in the (E, V˜ ) plane
(see Fig. 6.3b). For ER → 0, the parabolas collapse to the negative ER-axis. For
ER → ∞, the parabolas approach the V˜ -axis. For fixed ER > 0, the parabola
together with the coordinate axes divides the (E, V˜ )-plane into the six regions
I, IIa, IIb, IIIa, IIIb and IV marked in Fig. 6.3b. In the first quadrant of the
(E, V˜ )-plane (region I), F has real roots of which one is positive and the other
is negative and F has a minimum that is attained at a positive value of λ. The
second quadrant consists of regions IIa and IIb. In region IIa, F has two negative
real roots and a maximum attained at a negative value. In region IIb the roots
are complex but F still has a maximum attained at a negative value. The third
quadrant consists of regions IIIa and IIIb where in region IIIb the roots are again
complex and F still has a maximum which is however now attained at a positive
λ. In region IIIa there are two positive real roots and F has a maximum that
is attained for a positive λ. In region IV in the fourth quadrant F has two real
roots of which one is negative and one is positive and F has a minimum that is









be the roots of F (λ) defined in (6.56) and r > 0. Then we have:
1. For energies E > 0, every shape-orientation point belongs to the Hill region.
2. For energies E < 0, a shape-orientation point with V˜ > 0 is for no orientation in
the Hill region.
3. For energies E < 0, a shape-orientation point with V˜ < 0 is in the Hill region if
and only if the roots λ± are real.
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It follows from Theorem 6.7 that the case 3 where E, V˜ < 0 requires more









With the left hand side of (6.62) we can define the function





2 J˜ · (M˜(q˜))−1 · J˜
. (6.63)
The Hill region for given E < 0 and r > 0 is then the region in the shape-
orientation space Q˜× S21 that is enclosed by the level set corresponding to the
value −√−Er2 of this function. To study the bifurcations of the Hill region we
need to study the critical points of the function (6.63). The critical values can be
expressed in terms of
ν := −Er2 (6.64)
which we can hence view as the bifurcation parameter.
As V˜ does not depend on J˜ the J˜ components of the critical points of the
function defined in (6.63) are given by the critical points of the function
J˜ 7→ 12 J˜ · [M˜(q˜)]
−1 · J˜ (6.65)
on the sphere J˜ · J˜ = 1 for fixed shape q˜ ∈ Q˜. A given shape q˜ can be considered
to define a rigid body with moment of inertia tensor M˜ (where the trace of M˜ is
equal to 1). If the principal moments of inertia are different then the rigid body
is asymmetric. For shape coordinates for which the moment of inertia tensor
is diagonal like Dragt’s coordinates, the critical values of J˜ on the normalised
angular momentum sphere S21 are then given by J˜ equal to (±1, 0, 0), (0,±1, 0)
or (0, 0,±1). The critical shapes q˜ are then critical points of the functions
q˜ 7→
√
M˜k(q˜) V˜ (q˜), k = 1, 2, 3, (6.66)
where the M˜k(q˜) are the dilation reduced principal moments of inertia, i.e., the
eigenvalues of M˜(q˜). If we use Dragt’s coordinates (χ, ψ) as shape coordinates




V˜ sin χ2 for J˜ = (±1, 0, 0)
V˜ cos χ2 for J˜ = (0,±1, 0)



















Figure 6.3: Surface of vanishing discriminant of F (λ) defined in (6.56) in the space
(E, V˜ , ER) where ER = r2 12 J˜ · M˜−1 · J˜ is the rotational energy (a). In panel (b) a cut
for fixed ER = 1 in (a) is shown. Together with the coordinate axes it divides the
(E, V˜ ) plane into six regions I, IIa, IIb, IIIa, IIIb and IV. The remaining panels show the
graphs of F : λ 7→ F (λ) for values of (E, V˜ ) in these different regions.
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(see (6.35)).
In the examples in Sec. 6.8 we will visualise the Hill regions defined accord-
ing to Definition 6.5 in terms of their projection to the shape space Q˜. These
projections can be understood in terms of the contours of the functions (6.66)
(or (6.67) when we use Dragt’s coordinates) on Q˜ as follows. Consider a fixed
negative value of the energy E < 0, a fixed value of the magnitude of the angular
momentum r > 0 and a given shape q˜ ∈ Q˜. Let us rewrite the condition for a
shape-orientation (q˜, J˜) to be in the Hill region given by the inequality (6.62) as
− V˜ (q˜)
2




2 J˜ · [M˜(q˜)]
−1 · J˜. (6.69)
is the ‘normalised’ rotational energy which gives the rotational energy of a
rigid body with moment of inertia tensor M˜(q˜) rotating with a total angular
momentum of unit magnitude. In Fig. 6.4 we show the level sets of E˜R of this
rigid body on the unit angular momentum sphere S21 for the case of distinct




< E˜R 2 :=
1
2M˜2(q˜)




corresponding to a minimum, a saddle and a maximum, respectively.
If −V˜ (q˜)/(2√−Er2) < E˜R 3 then the inequality (6.68) is not satisfied for any
point J˜ ∈ S21 . If E˜R 3 < −V˜ (q˜)/(2
√−Er2) < E˜R 2 then the inequality (6.68) is
satisfied for points J˜ ∈ S21 in the ‘caps’ that are given by (closed) neighborhoods
of the points J˜ = (0, 0,±1) (see Fig. 6.4). If E˜R 2 < −V˜ (q˜)/(2
√−Er2) < E˜R 1
then the inequality (6.68) is satisfied for orientations J˜ ∈ S21 in the ‘ring’ that is
obtained from excluding two (open) neighbourhoods near the poles J˜ = (±1, 0, 0)
on the unit sphere J˜ ∈ S21 . If E˜R 1 < −V˜ (q˜)/(2
√−Er2) then the inequality (6.68)
is satisfied for any orientation J˜ ∈ S21 . The latter two cases are also illustrated in
Fig. 6.4.
6.7 Relative equilibria and central configurations
A natural question that arises is how the critical points discussed in the previous
section are related to relative equilibria. Relative equilibria are the stationary
solutions of the reduced equations of motion (6.14). They satisfy the equations
[27]
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Figure 6.4: Top panel: level sets of the function defined in (6.65) on the normalised
angular momentum sphere S21 for a fixed shape corresponding to an asymmetric Euler
top (with principal moments of inertia 1/3, 2/3 and 1). The function value increases
as the color goes from light blue to red. Lower panel: dependence of the accessible
region on the normalised angular momentum sphere on the value of −V˜ /(2√−Er2)
(see the discussion at the end of Sec. 6.6).
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J× (M−1 · J) = 0, (6.71)




−1 · J+ V (q)) = 0. (6.73)
Equation (6.71) implies that at relative equilibria the body angular momentum J
is an eigenvector of the moment of inertia tensor, i.e., J is parallel to a principal
axis. This means that the 3-body system is rotating about one of its principal axes.
Using this fact the internal coordinates of relative equilibria can be found from




−1 · J+ V (q) , (6.74)
where J is a fixed vector of a given modulus r parallel to a chosen principal axis.
For rotations about the first, second or third principal axis where J = (±r, 0, 0),






+ V (q) , k = 1, 2, 3. (6.75)









Filling in the critical internal coordinates into (6.72) then gives the momenta of
the relative equilibria.
Theorem 6.8. The critical points of the function (6.63) are shape-orientation points of
relative equilibria.
Proof. At the end of Sec. 6.6 we have seen that the J components of the critical
shape-orientations points of (6.63) are eigenvectors of the shape dependent mo-
ment inertia tensor M˜ and that the shape components are then critical points of
the functions
√
















, µ = 1, 2, (6.77)
or
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, µ = 1, 2. (6.78)
We complete the shape space coordinates q˜µ, µ = 1, 2, to coordinates on the
internal space Q by adding the parameter q˜3 = λ and noting that for each q in Q,
there exist a λ > 0 and q˜ ∈ Q˜ such that dλ(q˜) = q.
Dividing (6.78) by λ and using (6.51) we see that the equivalence of (6.76) and











V˜ = − 1
λ2
V˜ = − 1
λ
V. (6.80)























Equality of (6.80) and(6.81) is again equivalent to (6.79).
It hence remains to be shown that (6.79) holds. The left hand side of (6.79)
can be identified with twice the kinetic energy of a relative equilibrium. Like
the potential it is stationary at a relative equilibrium. The equality then follows
from the Virial Theorem which says that for homogeneous potential of degree
−1, twice the time average of the kinetic energy equals minus the time average
of the potential energy [18]. For relative equilibria, the time average is trivial as
it involves averaging constant functions.
Remark. In chapter 3 we have seen that central configurations are given by the critical
points of the potential V restricted to surfaces I = const. in the internal space. Given our
definition of the function V˜ in (6.50) the critical points of V˜ are central configurations.
Note that the biggest of the dilation reduced moments of inertia, M˜k, is equal to one (see
(6.67)). So whereas the critical points of the functions q˜ 7→
√
M˜k(q˜) V˜ (q˜), k = 1, 2, 3,
correspond according to theorem 6.8 to relative equilibria only the critical points of the
function q˜ 7→
√
M˜3(q˜) V˜ (q˜) correspond to central configurations. So not all relative
equilibria are related to central configurations (see chapter 3).
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6.8 Examples
In the following we will give two examples of charged three-body problems: a
compound of two electrons and one positron, and the helium atom consisting of
a nucleus and two electrons. We start however with a gravitational three-body
problem to illustrate the procedure.
6.8.1 Gravitational three-body problem
As discussed in [34] there are nine critical values of the bifurcation parameter ν





































corresponding to degenerate critical points resulting from restrictions on the
admissible orientations (this critical value has been discussed earlier by Simo







which comes from the central configuration given by the Lagrange equilateral


















where the inter particle distances dij are determined by the three Euler collinear
central configurations.
In our example we choose the masses m1 = 1.6, m2 = 1.2 and m3 = 1. Also
we setG = 1 (which can always be achieved by a suitable scaling). The numerical
values of the nontrivial critical bifurcation parameter are then
ν2 ≈ 0.3927272727 , ν3 ≈ 0.7876923077 ν4 ≈ 1.263908571 ν5 ≈ 6.961348535 ,




Following Sec. 6.5 we identify the shape space Q˜ with the upper hemisphere
of the unit sphere in the (w1, w2, w3)-space. We visualise the shape space by
projecting this hemisphere to the unit disk in the (w1, w2)-plane. In Fig. 6.5 we
show the contours of the functions defined in (6.66) in this projection. Recall
from the discussion in Sec. 6.3 that the boundary of the unit disk in the (w1, w2)-
plane corresponds to the collinear configurations. Following (6.28) and (6.29) the
collision of particles 1 and 2 is located on the boundary at a polar angle of about
48◦, the collision of 2 and 3 is at a polar angle of about −71◦ and the collision of 1
and 3 is at polar angle 180◦. At these points the potential function V˜ is −∞. The
Euler collinear configurations are located a polar angles of approximately 117◦
with particle 1 between particles 2 and 3, −121◦ with particle 3 between particles
1 and 2, and −19◦ with particle 2 between particles 1 and 3.
The critical values of ν can be identified with the following events for the
contours in Fig. 6.5 upon varying ν:
(i) At ν2, ν3 and ν4 the contours of
√
M˜1V˜ (see Fig. 6.5a) successively
touch/detach from the boundary of the shape space.




M˜2V˜ simultaneously shrink to or
emerge from, respectively, a point at the centre of the unit disk.
(iii) At ν6 the contours of
√
M˜3V˜ shrink to a point or emerge from a point close
to but not at the centre of the unit disk.





touch/detach from the boundary of the shape space.
In addition when ν approaches ν1 = 0 from above then the contour of
√
M˜1V˜
converges to the boundary of the shape space.
In the different panels in Figs. 6.6 and 6.7 we show superpositions of the
contours of the functions
√
M˜kV˜ , k = 1, 2, 3, for a representative value of ν fixed
in each panel. The regions enclosed are colored according to what the accessible
region on the orientation sphere is. The color code is the same as the one used in
Fig. 6.4. We start with large values of ν. For ν > ν9, there is a simply connected
dark grey shaded region corresponding to points for which the accessible region
on the orientation sphere is empty, i.e. these shapes do not belong to the Hill
region. This dark shaded region ‘spills out’ of the shape space at three places.
Attached to the dark grey shaded region are three blue strips where the accessible
regions on the orientation sphere are two caps for every point inside. Attached
to these regions are the three red regions where for each point inside this region
the accessible region on the orientation sphere is a ring. Each of these red regions
contains one double collision on its boundary.
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a) b) c)
Figure 6.5: Gravitational three-body problem: contours −√2n, n = 1, . . . , 20, of the
functions
√
M˜k V˜ defined in (6.66) with k = 1 (a), k = 2 (b) and k = 3 (c). The
contours are shown on the shape space Q˜ represented as the projection of the upper
hemisphere of the unit sphere in the (w1, w2, w3)-space projected to the unit disk in
the (w1, w2)-plane. The ticks on the boundary mark the double collisions (see the main
text).
When ν decreases below the values ν9, ν8 and ν7 the dark grey shaded region
successfully detaches from the boundary of the shape space such that for ν6 <
ν < ν7 the dark shaded region is completely contained in the interior of the
shape space and the red region has become connected. At all instances a blue
region is located between the dark grey region and the red region. Recall that on
the boundary of the shape space which corresponds to collinear configurations
the principal moments of inertia M˜2 and M˜3 are equal (and M˜1 = 0). This is
why the red and the blue contours detach from the boundary of the shape space
simultaneously in Fig. 6.5 and why the blue strips in Fig. 6.6 join at ν9, ν8 and ν7
in the observed way.
When ν decreases to ν6 from above the dark grey region shrinks to a point
which for the present choice of masses is close to but not at (w1, w2, w3) = (0, 0, 1)
and for ν < ν6 it has vanished. The Hill region (projected to the shape space) is
hence simply connected for ν < ν6.
The blue region is simply connected for ν5 < ν < ν6. When ν decreases to ν5
the blue region shrinks to a point at (w1, w2, w3) = (0, 0, 1), and when ν decreases
below ν5 a simply connected green region grows out of this point. For every
point in the green region any point on the orientation sphere is accessible.
Recall that at (w1, w2, w3) = (0, 0, 1), the moments of inertia M˜1 and M˜2 are
equal (see Remark ). In this case the full circle J˜21 + J˜22 = 1, J˜3 = 0 consists of







Figure 6.6: Gravitational three-body problem: superposition of the contours of the
functions
√
M˜k V˜ , k = 1, 2, 3, defined in (6.66) for specific values of ν: ν9 < ν (a),
ν = ν9 (b), ν8 < ν < ν9 (c), ν = ν8 (d), ν7 < ν < ν8 (e), ν = ν7 (f), ν6 < ν < ν7
(g), ν = ν6 (h), and ν5 < ν < ν6 (i). The contours are shown on the shape space Q˜
represented in the same way as in Fig. 6.5.
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Figure 6.7: Gravitational three-body problem:continuation of Fig. 6.6 with values of ν
chosen according to ν = ν5 (j), ν5 < ν < ν4 (k), ν = ν4 (l), ν4 < ν < ν3 (m), ν = ν3 (n),
ν3 < ν < ν2 (o), ν = ν2 (p), ν2 < ν < ν1 (q), and ν ≤ ν1 = 0 (r).
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For ν4 < ν < ν5, the green region is completely contained in the interior of the
shape space. When ν takes the values ν4, ν3 and ν2 the green region successively
starts to touch the boundary of the shape space at the double collision points. At
ν = ν1 = 0 the green region fills the full shape space. This remains to be the case
for any ν ≤ 0.
As the bifurcation scenario is partly difficult to see in Fig. 6.7 we show in
Fig. 6.8 the corresponding contours of the function
√
M˜1 V˜ in the (χ, ψ)-plane,
0 ≤ χ ≤ 2pi, 0 ≤ ψ ≤ pi/2.
We note that the results above agree with the results stated in [34].
6.8.2 Compound of two electrons and one positron
In the following we consider a system of two electrons e− and one positron e+.
In atomic units, e− has charge -1 and mass 1. The positron e+ has the same
mass but opposite charge. The two electrons are labeled 1 and 2. The positron is
assigned the label 3.
In Fig. 6.9 we show the contours of the functions
√
M˜k V˜ , k = 1, 2, 3, defined
in (6.66) analogously to Fig. 6.5 for the gravitational case. For equal masses, the
double collision of particles 1 and 2 (two electrons) occurs at a polar angle of
60◦ and of particles 2 and 3 (electron and positron) at angle −60◦ (see (6.28) and
(6.29)). The collision of particles 1 and 3 (again electron and positron) is located
at 180◦. The potential V˜ is −∞ at the collisions of either of the electrons with
the positron (polar angles −60◦ and 180◦) and +∞ at the collisions of the two
electrons (polar angle 60◦).
From the contours in Fig. 6.9 we conclude that together with the critical value
ν1 = 0 (ν1 = 0 is further commented on in the discussion of Fig. 6.10 below) there
are four critical values for ν caused by the following events.
(i) The contours of
√
M˜1V˜ touch/detach from the boundary of the shape space
(see Fig. 6.9(a)). This happens simultaneously at both of the symmetric
double collisions points of the electrons with the positron.
(ii) The function
√
M˜1V˜ has a critical point in the interior of the the shape
space (see Fig. 6.9(a)).




M˜3V˜ touch/detach from the boundary of
the shape space at polar angle−120◦ (see Figs. 6.9(b) and (c)). This happens




M˜3V˜ agree on the boundary of the
shape space (i.e. for collinear configurations).
From the comparison with the gravitational case we expect event (i) to be
related to critical points at infinity. The critical points at infinity result from two
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Figure 6.8: Gravitational three-body problem: contours of the function
√
M˜1 V˜ in
the (χ, ψ)-plane, 0 ≤ χ ≤ 2pi, 0 ≤ ψ ≤ pi/2, for the same values of ν as in the




Figure 6.9: Compound of two electrons and one positron: contours −n/8, n =
1, . . . , 20, of the functions
√
M˜k V˜ defined in (6.66) with k = 1 (a), k = 2 (b) and k = 3
(c). The presentation is analogously to Fig. 6.5.
charges Q1 and Q2 of opposite sign and masses m1 and m2 corotating infinitely







where µ = m1m2/(m1 +m2) is the reduced mass. Filling in Q1 = 1 and Q2 = +1




The event (ii) results from a non-collinear relative equilibrium involving
rotation about the first principal axis. The corresponding value of ν is calculated
to be
ν3 ≈ 0.2925594730 . (6.89)
From what we learned from the gravitational case we expect event (iii) to be
related to a collinear central configuration. The candidate for this configuration
is the one where the positron is located right between the two electrons on a line.
The corresponding value of ν can be calculated to be
ν4 =
9
4 = 2.25. (6.90)
In the different panels in Fig. 6.10 we again show superpositions of the
contours of the functions
√
M˜kV˜ , k = 1, 2, 3, for a representative value of ν fixed
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Figure 6.10: Compound of two electrons and one positron: superposition of the
contours of the functions
√
M˜k V˜ , k = 1, 2, 3, defined in (6.66) for specific values of
ν: ν4 < ν (a), ν = ν4 (b), ν3 < ν < ν4 (c), ν = ν3 (d), ν2 < ν < ν3 (e), ν = ν2 (f),
ν1 = 0 < ν < ν2 (g), ν = ν1 ≤ 0 (h), and ν < ν1 = 0 (i). The contours are shown on
the shape space Q˜ represented in the same way as in Fig. 6.9.
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in each panel. The regions enclosed are colored according to what the accessible
region on the orientation sphere is. The presentation and color code is the same
as in Figs. 6.6 and 6.7 for the gravitational case. Starting with large values of ν
there is for ν > ν4 a grey region not belonging to the Hill region that separates
the accessible part of the shape space into two disconnected components. For
points in the two red components, the accessible region on the orientation sphere
is a ring. These two components contain on their boundary the double collisions
where one of the electrons collides with the positron. Between the grey region
and the red regions there are blue strips where the accessible region on the
orientation sphere consists of two caps. At ν = ν4 the boundary of the grey
regions and the blue region are tangental to the boundary of the shape space at
the point corresponding to the collinear central configuration which has polar
angle −120◦ in the (w1, w2)-plane. For ν < ν4 the Hill region is simply connected.
For ν3 < ν < ν4, the blue and the red regions are both simply connected. At
ν = ν3 a green dot emerges in the red region because of which the red region is no
longer simply connected for ν < ν3. This green dot results from a non-collinear
relative equilibrium involving rotation about the first principal axes. When ν
decreases from ν3 to ν2 the green region grows until it touches the boundary
of the shape space for the first time at ν = ν2. At the same value of ν the blue
and the green region touch at the center of the unit disk in the (w1, w2)-plane
where the smallest and the middle principal moments of inertia are equal. When
ν decreases between ν2 and ν1 = 0 the red and the blue regions are shrinking
due to the growing green region until at ν = ν1 = 0 both the red region and
the blue regions have vanished. Unlike the gravitational case there remains a
forbidden region near the point of the electron-electron collision at polar angle
60◦. For ν < ν1 = 0, the full shape space belongs to the Hill region and, like in
the gravitational case, for every shape, every orientation is possible.
6.8.3 Helium
We here consider the helium atom as a charged three-body system consisting
of two electrons and a nucleus. The electrons have masses m1 = m2 = 1, the
nucleus has mass m3 = 7 289.56. The electron both have charge -1. The nucleus
has charge +2.
In Fig. 6.11 we show again the contours of the functions
√
M˜k V˜ , k = 1, 2, 3,
defined in (6.66) analogously to Fig. 6.5 for the gravitational case. The col-
lision of particles 1 and 2 (two electrons) occurs at a polar angle of about
89.99214109◦ and of particles 2 and 3 (electron and nucleus) at a polar angle
of about −0.01571780034◦ (see (6.28) and (6.29)). The collision of particles 1 and
3 (again electron and nucleus) is located at 180◦. As the double collision are close
to the coordinate axes in Fig. 6.11 we do not mark them by special ticks. The
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a) b) c)
Figure 6.11: Helium: Contours −n/3 for n = 1, . . . , 20, of the functions
√
M˜k V˜
defined in (6.66) with k = 1 (a), k = 2 (b) and k = 3 (c). The presentation is
analogously to Fig. 6.5.
potential V˜ is −∞ at the collisions of either of the electrons with the nucleus
(polar angles −0.01571780034◦ and 180◦) and +∞ at the collisions of the two
electrons (polar angle 89.99214109).
From the contours in Fig. 6.11 we conclude that there are together with the
critical value ν1 = 0 in total 5 critical values of ν resulting from the following
events.
(i) The contours of
√
M˜1V˜ touch/detach from the boundary of the shape
space (see Fig. 6.11(a)). This happens simultaneously at both of the double





M˜2V˜ simultaneously have a critical point at the center of the
unit disk in the (w1, w2)-plane (see Fig. 6.11(a) and (b)).
(iii)
√
M˜1V˜ has a critical point close to the positivew2-axis away from the center
of the unit disk in the (w1, w2)-plane (see Fig. 6.11(b)).




M˜3V˜ touch/detach from the boundary of the
shape space at polar angle −120◦ (see Figs. 6.9(b) and (c)). This again hap-




M˜3V˜ agree on the boundary
of the shape space (i.e. for collinear configurations).
In the different panels in Fig. 6.12 we again show superpositions of the
contours of the functions
√
M˜kV˜ , k = 1, 2, 3, for a representative value of ν fixed
in each panel. The presentation and color code is again the same as in Figs. 6.6







Figure 6.12: Helium: superposition of the contours of the functions
√
M˜k V˜ , k =
1, 2, 3, defined in (6.66) for specific values of ν: ν5 < ν (a), ν = ν5 (b), ν4 < ν < ν5
(c), ν = ν4 (d), ν3 < ν < ν4 (e), ν = ν3 (f), ν2 = 0 < ν < ν3 (g), ν = ν2 ≤ 0 (h),
ν1 = 0 < ν < ν2 = 0 (i), ν = ν1 = 0 (j), and ν < ν1 = 0. The contours are shown on
the shape space Q˜ represented in the same way as in Fig. 6.9.
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bifurcation of the Hill region at ν = ν5 due to the collinear central configuration
is very similar to the example of the compound of two electrons and a positron.
When ν crosses the value ν4 of the relative equilibrium a blob detaches from the
blue region. At ν3 the blue blob shrinks to a point and similar to the analogous
scenario in the gravitational case a green region grows out of this region when
ν decreases below ν3. The green region then grows and reaches the boundary
of the shape space for the first time when ν = ν2. When ν decreases further to
ν1 = 0 the green region grows until the red and blue regions have vanished at
ν1 = 0. Similar to the case of the compound of two electrons and one positron
a grey forbidden region near the double collision of the electrons remains at
ν1 = 0. Like in any charged three-body system for every shape any orientation is
possible for ν < ν1 = 0.
6.9 Conclusion and outlook
In this chapter we discussed the configurations and orientations that are admiss-
ible for given values of the conserved total energy and angular momentum for
charged 3-body systems. The admissible configurations and orientations were
discussed on a configuration space that is reduced by the translational, rotational
and dilation symmetries of charged 3-body systems. We considered the examples
of the charged 3-body systems given by the compound of two electrons and one
positron and the helium atom (two electrons and a nucleus). For comparison, the
well known example of the gravitational 3-body system was discussed for the
scheme presented in this chapter first.
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This thesis deals with the integral manifolds of the charged three-body system.
As such it uses the analysis of McCord et al [34] of the three-body system with
gravitational interaction as a starting point. The main similarity is that these
systems have the same symmetry group and the main difference is that in the
charged three-body system the bodies may repel each other. Both belong to the
class of Hamiltonian mechanical systems where the potential function is the
key ingredient. Indeed the potential function determines the symmetry group
and we define a class of potentials with translation and rotation symmetry and
moreover the asymptotic properties of the potential of gravitation also shared by
the Coulomb potential. The integral manifolds are the fibers of the integral map
and the latter is in principle determined by the symmetry group. Thus the study
of the integral manifolds of the charged three-body system is part of a larger
program studying the integral manifolds of three-body systems with a potential
from the aforementioned class.
As mentioned above the integral manifolds are the fibers of the integral map,
thus the topology may change at critical values of the latter. Finding these values
and the accompanying topological changes has been carried out in some detail
by McCord, Meyer and Wang [34] for the potential of gravitation. There are two
noteworthy facts. The first is that there is a simple bifurcation parameter which
is a function of the values of the integral map, indicating the critical values. It is
given by −C2h, where C is the value of angular momentum and h is the value of
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the Hamiltonian. The second is that critical values occur at two types of critical
points, namely ’ordinary critical points’ and ’critical points at infinity’. However,
the latter need a precise definition.
Projecting the integral manifolds on the configuration space one obtains the
Hill regions. Changes in topology of the former can result in changes in topology
of the latter. In fact there is a one to one correspondence between these changes
as shown in [34]. In a symmetry reduced system the Hill regions become lower
dimensional and their bifurcations can be visualized.
In this thesis we have carried out a part of this programme for the charged
three-body system, a system with a Coulomb potential. Our aim is to find the crit-
ical values of the integral map. We are primarily interested in relative equilibria
because other critical points occur for zero angular momentum. Here a difference
with the case of gravitation turns up. In that case every relative equilibrium pro-
jects onto a central configuration and vice versa for every central configuration
there is a relative equilibrium. But for the Coulomb potential there may exist
relative equilibria not projecting onto a central configuration. We concentrate
on the central configurations, collinear and non-collinear. Their existence is not
only controlled by the masses but also by the charges. Thus we find a number of
relative equilibria corresponding to these central configurations and thus critical
values of the integral map. In a number of examples we recognize these critical
values as bifurcation points. But in these examples there is also a critical value
related to a relative equilibrium that does not project onto a central configura-
tion. We have not yet been able to identify this relative equilibrium in general.
Furthermore we determine the critical values related to critical points at infinity.
But first we put some effort in properly defining such points following [2]. Also
these values can be recognized in our examples.
In the examples we look at the Hill regions of a reduced system. However
the reduction does not commute with the projection on configuration space. The
reduction we use borrows ideas from gauge theory and aims to separate the
motion of a frame in which the bodies move and the evolution of the shape the
bodies form inside that frame. After the reduction we redefine the notion of
configuration space. Then we are able to give a new definition of the Hill regions.
Their bifurcations nicely illustrate the general results from the earlier chapters.
But also a critical value corresponding to a relative equilibrium not related to a
central configuration shows up.
7.2 Future research
We addressed several questions related to the charged three-body system, but
there are still many questions left. Moreover the present analysis suggests several
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generalizations.
1. Although we now know the critical values of the integral map for the
charged three-body system, we still need to characterize the topological
type of the integral manifolds. In conjunction with that we also want to
understand the topological changes at the critical values. The methods of
McCord, Meyer and Wang [34] may well be applicable here.
2. Once the task of the previous item has been accomplished it would be nice
to generalize these results for a class of potentials – for example, to the class
we introduced in section 2.4. The details of possibly many relative equilibria
in a generalized potential might complicate this. But if the potential and its
derivative tend to zero sufficiently fast near infinity, we conjecture that the
topological changes of the integral manifolds are universal for this class.
3. To have critical points at infinity of the integral map we need at least that
the integral manifolds can be unbounded. Still the question remains what
the origin of critical points at infinity is. We conjecture that asymptotic
homogeneity is a key ingredient.
4. In a more general class of potentials, like we introduced in section 2.4,
relative equilibria may exist that do not project onto a central configuration.
We wish to characterize these and moreover assess whether the bifurc-
ation of the integral manifold at the accompanying critical value differs
from a bifurcation at a relative equilibrium that does project onto a central
configuration.
5. In a three-body system every central configuration is planar. In general, for
every planar central configuration there exists a relative equilibrium that
projects onto this central configuration, at least for the class of potentials
we introduced. Then a question is: what is the role of non-planar central
configurations in a N -body system with N > 3? Each central configuration
corresponds to a special solution of the dynamical system, namely the
homographic solutions discussed in section 3.3.1. But do these solutions in
some sense differ from nearby solutions not related to a central configur-
ation? In other words, in the high dimensional phase portrait stationary
points and relative equilibria play a key role. Do these special solutions
play a similar role?
6. Discussing dynamics, is it possible to make general statements about the
stability of relative equilibria in the charged three-body system? Or even in
systems with a more general class of potentials?
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7. So far we considered potentials that allow for rotations and translations as
symmetry groups. What can be said if the potential not only depends on
distance but also on orientation? A physical example could be electrostatic
dipole-dipole interaction. This will change the symmetry group and thus
the integral map.
8. In a somewhat different setting we could also consider the earlier men-
tioned class of potentials but also include an external force with only SO(1)
and translation symmetry. Again this changes the symmetry group and the
integral map.
9. There is the general question of what the special solutions and relative
equilibria studied in this thesis imply for the global dynamics of the N -
body system. This also applies to the previous item which is relevant for
many applications. We mention the study of double versus sequential
ionization of the helium atom in external fields.
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Summary
In this thesis we study the integral manifolds of the charged three-body problem.
Our aim is to give a mathematical analysis of the mechanical system that consists
of three charged bodies in the space R3 interacting via a Coulomb potential. This
physical system is mathematically described as a Hamiltonian system on an
18-dimensional phase space. Like any N -body system the charged three-body
system has a large symmetry group and as a result a large number of conserved
quantities or integrals. The invariance under the translation symmetry gives rise
to three integrals given by the three components of the linear momentum. When
the total linear momentum is assumed to be zero then the center of mass is also
conserved and hence we get three more integrals. Rotational symmetry give
rise to further three integrals in the form of the three components of the angular
momentum. Finally, the absence of an explicit time dependence implies the
conservation of energy. In total we thus have 10 integrals which can be viewed to
define a map from the phase space to R10. The level sets of this map of integrals
are referred to as integral manifolds. The bifurcations of the integral manifolds
depend on the single scalar parameter ν = −C2h, where C and h are the values
of the angular momentum and the energy, respectively. For non-critical values of
ν the integral manifold is a 8-dimensional smooth manifold. At critical values
the integral manifolds can bifurcate and change their topology.
For the gravitational three-body problem it has been shown that there are
nine critical values of the parameter ν. One critical value corresponds to the
energy and hence ν being zero. The remaining critical values all have negative
energy and hence positive ν. Four of these values correspond to so called central
configurations which are given by the three Euler collinear central configurations
and the Lagrange equilateral triangle configuration. Three further critical values
correspond to critical points at infinity consisting of a corotating two-body system
with infinite distance to a third body. A ninth critical value results from a
configuration for which the biggest and middle principal moments of inertia
become equal. In the seminal work by Christopher K. McCord, Kenneth R. Meyer
and Qiudong Wang it has been shown that the integral manifolds bifurcate at
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the first eight of these critical values whereas there is no bifurcation at the last
mentioned critical value. The projection of the integral manifolds from the phase
space to the configuration space defines the so called Hill region. It turns out that
all eight bifurcations of the integral manifolds also entail bifurcations of the Hill
region.
Our aim in this thesis is to find the critical values of the map of integrals of
the charged three-body problem and study whether and how the Hill regions
change at the critical values. The contributions of this thesis can be summarised
as follows. Following a general introduction to the problem in Chapter 1 we
have:
Chapter 2: This chapter contains a brief introduction to N -body systems and
provides the basic mathematical background required for the study of such
systems. The N -body systems can be described as a Hamiltonian system. We
therefore briefly describe some basic facts from the theory of Hamiltonian sys-
tems. Moreover, we introduce a class of potentials which comprise both the
Newton and the Coulomb potentials, the relationship between symmetries and
integrals which leads to the definition of the map of integrals, the integral mani-
folds and Hill regions. We also review results on the critical values of the map of
integrals of the gravitational three-body problem.
Chapter 3: In this chapter we introduce some special solutions of N -body
systems. For these so called homographic solutions we give three examples for the
case of the gravitational three-body problem. The homographic solutions lead to
the notion of central configurations. We give several equivalent definitions and
properties of central configurations of which some depend on the homogeneity
of the potential and others do not.
Chapter 4: One type of critical points of the map of integrals is given by central
configurations. In this chapter we determine the number of collinear and non-
collinear central configurations in a system of three charged bodies. For the
collinear case, we first determine the space of collinear configurations reduced by
the symmetries of translation, rotation and dilation where the latter is a symmetry
following from the homogeneity of the potential. For the special case of two
equal masses, we show that the parameter space is divided into 13 regions with
different numbers of collinear central configurations. We show that there is
exactly one non-collinear central configuration if all charges have the same sign
and no non-collinear configuration otherwise. We also see that as opposed to
the gravitational three-body problem not all relative equilibria project to central
configurations in the charged three-body problem.
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Chapter 5: For the gravitational three-body problem, the integral manifolds
are known to bifurcate also due to critical points at infinity. In this chapter we
develop the mathematical theory to grasp what a critical point at infinity is. We
here follow an approach by Alain Albouy. We provide several details for his
approach and make various aspects of this approach more clear. The existence of
critical points at infinity is then studied for the charged three-body problem.
Chapter 6: The purpose of this chapter is to investigate bifurcations of the Hill
regions in the charged three-body system due to the critical points found in the
previous chapters. To this end we review the abstract reduction of Hamiltonian
systems describing N bodies by the symmetries of translation and rotation. We
show how this reduction can be made explicit for three-body systems. The result-
ing space is then further reduced by the dilation symmetry of charged three-body
systems. The Hill region can then be thought of as a shape space endowed with
information on the admissible orientations of the three-body system for given
shape and constants of motion. We illustrate the procedure for the gravitational
three-body problem and then study the charged three-body system given by a
compound of two electrons and one proton and the Helium atom, respectively.




In dit proefschrift bestuderen we de integraalvarie¨teiten van het drielichamen-
probleem met lading. Ons doel is een wiskundige analyse te geven van het
mechanische systeem bestaande uit drie geladen lichamen in de ruimte R3 die op
elkaar inwerken via een Coulomb potentiaal. Dit fysische systeem wordt wiskun-
dig beschreven als een Hamiltoniaans systeem in een 18-dimensionale faseruimte.
Zoals elk N -lichamenprobleem heeft het drielichamenprobleem met lading een
grote symmetriegroep en bijgevolg een groot aantal behouden grootheden of
integralen. De invariantie onder translatie leidt tot drie integralen gegeven door
de drie componenten van de lineaire impuls. Wanneer we aannemen dat de
totale lineaire impuls gelijk aan nul is, dan is het massamiddelpunt ook be-
houden en dus komen er drie integralen bij. Vanwege rotatiesymmetrie zijn er
nog drie integralen in de vorm van de drie componenten van het impulsmoment.
Tenslotte impliceert de afwezigheid van een expliciete tijdsafhankelijkheid dat
de energie behouden is. Deze in totaal tien integralen kunnen gezien worden
als een afbeelding van de faseruimte naar R10. De niveauverzamelingen van
deze afbeelding van integralen worden integraalvarie¨teiten genoemd. De bifurc-
aties van de integraalvarie¨teiten hangen af van slechts e´e´n scalaire parameter
ν = −C2h, waarbij C en h de waarden van het impulsmoment, respectievelijk
de energie, zijn. Voor niet-kritieke waarden van ν is de integraalvarie¨teit acht-
dimensionaal en glad. Op kritieke waarden kan er een bifurcatie plaatsvinden
van de integraalvarie¨teiten en verandert hun topologie.
Voor het drielichamenprobleem met zwaartekracht is aangetoond dat er ne-
gen kritieke waarden zijn voor de parameter ν. Ee´n daarvan treedt op wanneer
de energie nul is (en dus ook ν). De overige kritieke waarden hebben alle een
negatieve energie en dus is ν positief. Vier van deze waarden komen overeen
met de zogeheten centrale configuraties, die bestaan uit de drie collineaire centrale
configuraties van Euler en de gelijkzijdige driehoek configuratie van Lagrange.
Drie andere kritieke waarden behoren bij kritieke punten op oneindig, waarbij
twee lichamen om elkaar heen draaien op een oneindige afstand van het derde
lichaam. De negende kritieke waarde komt overeen met een configuratie waarbij
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de twee grootste hoofdtraagheidsmomenta aan elkaar gelijk zijn. In het baanbrek-
ende werk van Christopher K. McCord, Kenneth R. Meyer en Qiudong Wang
is aangetoond dat de integraalvarie¨teiten een bifurcatie ondergaan op de eerste
acht van deze kritieke waarden en dat er geen bifurcatie is op de laatstgenoemde
kritieke waarde. De projectie van de integraalvarie¨teiten van de faseruimte naar
de configuratieruimte definieert de zogeheten Hill-gebieden. Het blijkt dat alle
acht bifurcaties van de integraalvarie¨teiten ook bifurcaties van de Hill-gebieden
met zich meebrengen.
Ons doel in dit proefschrift is om de kritieke waarden te vinden voor de af-
beelding van de integralen van het drielichamenprobleem met lading. Daarnaast
bestuderen we of en hoe de Hill-gebieden veranderen op de kritieke waarden. Na
een algemene introductie op het probleem in Hoofdstuk 1 volgen de resultaten
van dit proefschrift, die we als volgt kunnen samenvatten:
Hoofdstuk 2 Dit hoofdstuk bevat een korte introductie op N -lichamen-syste-
men en verschaft de wiskundige achtergrond die nodig is voor het bestuderen
van zulke systemen. Omdat een N -lichamen-systeem beschreven kan worden
als een Hamiltoniaans systeem, geven we een korte beschrijving van enkele
basisfeiten uit de theorie van Hamiltoniaans systemen. Daarnaast introduceren
we een klasse van potentialen, die beide de Newton en de Coulomb potentiaal
insluit, en de verhouding tussen symmetrie¨n en integralen, wat leidt tot een
definitie van de afbeelding van integralen, de integraalvarie¨teiten en de Hill-
gebieden. Ook bespreken we resultaten aangaande de kritieke waarden van de
afbeelding van integralen voor het drielichamenprobleem met zwaartekracht.
Hoofdstuk 3 In dit hoofdstuk introduceren we enkele bijzondere oplossingen
van N -lichamen-systemen. We geven drie voorbeelden van deze homografische
oplossingen in het geval van het drielichamenprobleem met zwaartekracht. Deze
homografische oplossingen leiden naar het concept van centrale configuraties.
We geven verschillende equivalente definities en eigenschappen van centrale
configuraties, waarvan sommige afhangen van de homogeniteit van de potentiaal
en andere niet.
Hoofdstuk 4 Ee´n bepaald type kritieke punten van de afbeelding van integ-
ralen wordt gegeven door centrale configuraties. In dit hoofdstuk stellen we het
aantal collineaire en niet-collineaire centrale configuraties vast in een systeem
met drie lichamen. In het collineaire geval bepalen we eerst de door translatie-
, rotatie- en dilatatie-symmetrie gereduceerde ruimte van collineaire centrale
configuraties (waarbij dilatatiesymmetrie voortkomt uit de homogeniteit van de
potentiaal). We tonen aan dat in het speciale geval van twee gelijke massa’s de
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parameterruimte in dertien gebieden verdeeld is, elk met een verschillend aantal
collineaire centrale configuraties. We laten zien dat er precies e´e´n niet-collineaire
centrale configuratie is als in dit geval ook alle ladingen hetzelfde teken hebben,
terwijl er geen niet-collineaire centrale configuraties zijn als dat niet het geval is.
Daarnaast zien we dat in het drielichamenprobleem met lading niet alle relatieve
evenwichten geprojecteerd worden op centrale configuraties, in tegenstelling tot
het drielichamenprobleem met zwaartekracht.
Hoofdstuk 5 Van het drielichamenprobleem met zwaartekracht is bekend dat
de integraalvarie¨teit een bifurcatie ondergaat als gevolg van kritieke punten op
oneindig. In dit hoofdstuk geven we de wiskundige theorie om te begrijpen wat
een kritiek punt op oneindig is. We volgen daarbij een aanpak van Alain Albouy.
We geven verscheidene details en verduidelijken verschillende aspecten van zijn
benadering. Vervolgens onderzoeken we het bestaan van kritieke punten op
oneindig voor het drielichamenprobleem met lading.
Hoofdstuk 6 Het doel van dit hoofdstuk is het onderzoeken van bifurcaties
van de Hill-gebieden in het drielichamenprobleem met lading die plaatsvinden
als gevolg van de kritieke punten die in voorgaande hoofdstukken gevonden
zijn. Hiertoe bekijken we een abstracte reductie door middel van translatie- en
rotatie-symmetrie van Hamiltoniaanse systemen van N lichamen. We laten zien
hoe deze reductie expliciet gemaakt kan worden voor drielichamensystemen.
De daardoor verkregen ruimte wordt dan verder gereduceerd met behulp van
de dilatatiesymmetrie van drielichamensystemen met lading. Het Hill-gebied
kan dan gezien worden als een vormruimte voorzien van informatie over de
toegestane orie¨ntaties van het drielichamensysteem voor een gegeven vorm en
bewegingsconstanten. Deze werkwijze illustreren we aan de hand van het dri-
elichamenprobleem met zwaartekracht, waarna we twee drielichamenstelsels
bestuderen, waarvan de een bestaat uit twee elektronen en een proton en de
ander wordt gevormd door het Heliumatoom.
In Hoofdstuk 7 sluiten we af met conclusies en een vooruitblik.
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