In this paper, we discuss the solutions to nonlocal initial value problems of fractional order functional differential equations in a Banach space. In particular, we prove the existence and uniqueness of mild and classical solutions assuming that −A generates a resolvent operator family and nonlinear part is a Lipschitz continuous function. We also investigate the global existence of the solution. At the end, a fractional order partial differential equation is given to illustrate the obtained abstract results.
Introduction
The theory of functional differential equations is important due to its demonstrated applications in various physical problems of science and engineering (see the books of Hale and Verduyn [11] , Wu [22] ). A significant development has been done in this direction and most of these works are devoted to the study of functional differential equations of integer order, for example, [1, 6, 8] and the references therein. It is worth mentioning that the differential equations involving differential operator of fractional order describe many physical phenomena in a better way than the integer order systems. In fact, real world processes such as fluid flows, signal processing, system control theory, electrical networks, diffusion processes, generally or most likely are fractional order systems [5, 20, 21] . Therefore, in recent years, a considerable attention has been paid to investigate various types of fractional differential equations [2, 12, 13, 14] . The existence of mild solution to the fractional semilinear differential equation with nonlocal condition is established by Mophou and N'Guerekata [16] . While in their subsequent work [17] , they dealt with the existence of solution to the semilinear neutral fractional equation with infinite delay. The maximum regularity of fractional evolution equation in Hilbert space has been studied by Bazhlekova [4] . In [3] , Bazhlekova established the existence of strict L p solutions for nonautonomous fractional evolution equations. Debbouche [7] studied a fractional integrodifferential system with nonlocal condition using fixed point technique.
Our aim is to contribute more in this direction. Specifically, we establish the existence of mild and classical solutions to the considered fractional order functional differential equation with nonlocal history condition. In many cases, nonlocal history condition allows the measurements to be taken at regular intervals rather than continuously over the history period which may not be feasible. In this way, the presented analysis becomes of practical importance. Our results are based mainly on the theory of fractional powers of operators, resolvent operators and techniques of nonlinear analysis.
The paper is organized as follows. In Section 2, we recall briefly some definitions and preliminary facts about the fractional differential equations. The main results concerning the existence and uniqueness of solutions to the problem are given in Section 3. As an application of the developed results, we discuss a nonlocal partial differential equation of fractional order in the last Section 4.
Notation, Definitions and Preliminary Results
In this section, we introduce definitions, assumptions, and preliminary facts which are used throughout this paper. We define the fractional derivative of the function f of order 0 < α < 1, (see [9] )
where f is an abstract continuous function on the interval [0, b] .
Suppose E is the Banach space formed from D(A) with the graph norm. Since −A(t) is closed operator, it follows that −A(t) is in the set of bounded operators from E to X, B(E, X) for 0 ≤ t < T < ∞.
Definition 2.1 (Resolvent Operator [7, 10] ). Let 0 ≤ s ≤ t < T < ∞. A resolvent operator for problem (1.1) -(1.2) is a bounded operator valued function R(t, s) ∈ B(X), the set of bounded linear operators on X, having the following properties:
s) is strongly continuous in s and t, R(s, s) = I, 0 ≤ s < T, R(t, s) ≤ Me β(t−s) for some constants M and β. (ii) R(t, s)E ⊂ E, R(t, s) is strongly continuous in s and t on E.
(iii) For x ∈ X, R(t, s)x is continuously differentiable in s ∈ [0, T ) and
with ∂R(t, s)x ∂s and ∂R(t, s)x ∂t are strongly continuous on 0 ≤ s ≤ t < T .
Here R(t, s) can be extracted from the evolution operator of the generator −A(t). The resolvent operator is similar to the evolution operator for nonautonomous differential equations in a Banach space. However, it will not be an evolution operator because it will not satisfy an evolution or semigroup property, but a number of results follow directly from the definition of the resolvent operator. Definition 2.2 (Fractional Power [7] ). Define the fractional power A −q (t) by 
Since 0 ∈ ρ(A). Therefore, A q (t 0 ) is invertible and its graph norm is equivalent to the norm x q = A q (t 0 )x . Thus D(A q ) equipped with the norm . q is a Banach space denoted by X q . For more details we refer to [7] .
Let τ > 0 be constant and J denote the closure of the interval [−τ, T ), 
For any t ≥ 0, let u t ∈ C 0 denote a translation of the restriction of u to the interval [t − τ, t] defined by:
2) The nonlocal condition (1.2) is the generalization of the nonlocal condition
where g : C 0 → X, and x ∈ X. A few examples of g are the following:
(III) Let t i and c i be as in above and
and all ξ ∈ C 0 . Then the nonlocal condition (2.3), i.e. g(ξ) = x, is equivalent to the condition h(ξ) = φ. Thus, we can consider the problem (1.1) together with more general nonlocal condition (1.2). 
By a local classical solution of (1.1) -(1.2) on J, we mean that there exist a T 0 , 0 < T 0 < T , and a function u :
By a local mild solution of (1.1) -(1.2) on J, we mean that there exists a T 0 , 0 < T 0 < T and a function u :
We shall use the following lemma in our main result:
18]). Let A(t) be the infinitesimal generator of a resolvent operator R(t,s). ρ[A(t)] denotes the resolvent set of A(t). If
0 ∈ ρ[A(t)], then (a) R(t, s) : X → D(A q ) for every 0 ≤ s ≤ t < T and q ≥ 0, (b) For every u ∈ D(A q ), we have R(t, s)A q (t)u = A q (t)R(t, s)u, (c) The operator A q (t 0 )R(t,
s) is bounded and
A q (t 0 )R(t, s) ≤ M q,β (t − s) −q .
Existence and Uniqueness of Local and Global Solution
In this section, we establish the existence of unique local solutions and the regularity of solutions to the considered problem (1.1) -(1.2). Also we establish the existence of unique global solution. We assume the following hypotheses to prove the main results:
(H1) The closed linear operator −A(t) generates the resolvent operator
Local Existence of Solutions

Existence of Mild Solution.
Theorem 3.
α and the hypotheses (H1), (H2) and (H3) hold. Also, let 0 ∈ ρ[−A(t)], then there exists a local mild solution for the problem
(1.1) -(1.2) on J 0 = [−τ, T 0 ] for some 0 < T 0 < T .
Moreover, the local mild solution is unique if and only if χ is unique.
P r o o f. By (H2), there exists χ ∈ C 0 such that h(χ) = φ. Let t 1 > 0 and define
We fix a point (0, ν(0), ν 0 ) inX. Let > 0 and t 1 > 0 such that (H3) holds for the function f on the set:
We choose T 0 > 0 such that
and
Then V is a Banach space with respect to supremum norm:
. Now, we define Ψ : V → V by Ψv =ṽ, whereṽ is given bỹ
In view of (H2), it is easy to see that, for t, s ∈ [−τ, 0], Ψv(t) − Ψv(s) ≤ K|t − s| for some constant K. Therefore, it remains to prove for the case,
And using Lemma 2.1, we have
η is continuous, and for fixed η is uniformly continuous, which implies that
,
Hence, Ψ : V → V . We define a set
It is clear that the set U is closed, non-empty and bounded set in V . For each > 0, we can get at least one v in V such that v ∈ U , where v is defined by:
. And for 0 ≤ t ≤ T 0 , we have
From Hypothesis (H3), inequalities (3.1) -(3.3), and Lemma 2.1, it follows that
Therefore, Ψ maps U into U . For t ∈ [−τ, 0], clearly U has a fixed point. If x and y are two elements in U , then for 0 ≤ t ≤ T 0 ,
implies that the map Ψ : U → U is a strict contraction map and by the Banach Contraction Principle there exists a unique fixed point v ∈ U such that Ψv = v =ṽ.
Let u(t) = A −q (t 0 )v(t). By Lemma 2.1b, we have
is unique, then the uniqueness of solution u follows from the uniqueness of (3.7). If there are two χ 1 and χ 2 in C 0 satisfying h(χ 1 ) = h(χ 2 ) = φ on [−τ, 0] with χ 1 = χ 2 on [−τ, 0], then it can be seen that solutions u χ 1 and u χ 2 of (1.1) -(1.2) corresponding to χ 1 ∈ C 0 , χ 2 ∈ C 0 respectively, are different. This completes the proof of Theorem 3.1. 2 
Continuation of solution to maximal interval.
Theorem 3.2. Let all the hypotheses (H1), (H2) and (H3) hold and 0 ∈ ρ[−A(t)]. Then for every χ ∈ C
together with the non-local conditioñ
9)
Also,h :C →C, whereC = C([−τ − T 0 , 0]; X). And there existsχ inC such thath(χ) =φ, whereχ is defined bỹ
Since all the assumptions of Theorem 3.1 are satisfied for the problem (3.8) -(3.9), we have the existence of a solution x ∈ C([−τ − T 0 , T 0 + δ]; X), for some δ > 0 of (3.8) -(3.9). We definẽ
Thenũ is a unique solution of (1.
Continuing in this fashion, we get the existence of solution u either on the whole interval [−τ, T ] or on the maximal interval of existence [−τ, t max ). In the later case t max ≤ T < ∞, then we will show that
Let (3.12) is not true, then one can get a sequence t n ↑ t max such that u(t n ) q ≤ C for all n. This would imply, by what we have just proved, that for each t n near enough to t max , u defined on [−τ, t n ] can be extended to [−τ, t n +δ] where δ > 0 is independent of t n and hence u can be extended beyond t max contradicting the definition of t max . Hence our claim. 
(3.13) We will prove that this local mild solution is in fact the local classical solution under the assumed hypotheses. Let
is continuous on J 0 and the map f satisfies (H3), it follows thatf is continuous and therefore bounded on J 0 .
(3.14)
Let t 1 , t 2 ∈ J 0 with 0 < t 1 < t 2 . Now we have 15) where
We will show that v is locally Hölder continuous. Now,
By Definition 2.1 and Lemma 2.1, for every 0 < t 3 ≤ t 1 ≤ t 2 ≤ T 0 , we have 16) where
By using Lemma 2.1 and equality (3.14), we have
where
. Now,
A(t)R(t, s)f (s)dt ds .
By using (3.14) and Lemma 2.1, for every 0 < t 3 ≤ t 1 ≤ t 2 ≤ T 0 , we have 18) where
Lemma 2.1 and equality (3.14), it follows that 19) where
. And hence, combining (3.15) with estimates (3.16)-(3.19), it follows that for every t 3 > 0, there is a constant C such that
Hence, (3.20) implies that v(t) is locally Hölder continuous for 0
, the same is obviously true. Now, the Hölder continuity of f over [0, T ] together with (3.15) implies thatf is Hölder continuous for all 0 < t 3 ≤ t 1 , t 2 ≤ T 0 . Hence, there exist constant k ≥ 0 and 0 < η < 1 such that for all 0 < t 3 < t 1 , t 2 < T 0 , we have
Consider the Cauchy problem
From Pazy [18] and Debbouche [7] we observe that, the problem (3.22) has a unique solution u : J 0 → X given by 
(3.24) One can see that the right hand side of (3.24) equals v(t). Using the uniqueness of u(t), we have u(t) = A −q (t 0 )v(t), and therefore, by (3.7) is solution of (1.1) -(1.2). Thus, u is the local classical solution of (1.1) - 
Global Existence of Solution
In this subsection, we establish the existence of unique global solution for problem (1.1)-(1.2) by using the Gronwall inequality. (ii) There exist two locally integrable functions k 1 and 
And for t ∈ [0, T ], we have
(3.28)
Combining (3.27) and (3.28), for t ∈ [−τ, T ], we have
From (3.29), for any 0 ≤ r ≤ t, we have
On taking supremum over r on [0, t], we have
The Gronwall inequality implies that 
Application
In this section we give an application of the result established in earlier section. Consider the following nonlinear fractional order delay partial differential equation:
for 0 < t ≤ T and x ∈ Ω, together with the nonlocal condition
3) where Ω is a bounded domain in n with sufficiently smooth boundary
Let L 2 (Ω) be the set of all square integrable functions on Ω. We denote by C m (Ω) the set of all continuous real valued functions defined on Ω which have continuous partial derivatives of order less than or equal to m. By C m 0 (Ω), we denote the set of all functions f ∈ C m (Ω) with compact supports. Let H m 0 (Ω) be the completion of C m 0 (Ω) with respect to the norm f
It is assumed that: (ii) All the coefficients a q , | q |= 2m, satisfy a Hölder condition on Ω.
Under conditions (i) and (ii), the operator A with domain of definition D(A) = H 2m (Ω) generates a resolvent operator R(t, s) defined on L 2 (Ω), and it is well known that H 2m (Ω) is dense in X = L 2 (Ω). Also, for φ 0 (x) ∈ H 2m (Ω) we have , x) ).
R(t, s)φ
For g we may have any of the following: . We can easily check that f satisfies local Lipschitz like condition. Thus we may apply Theorem 3.1, 3.2 to guarantee the existence of a unique solution of (4.1) -(4.3).
