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a b s t r a c t
Let Bp, Bq be disjoint translates of a centrally symmetric convex
body B in Rn. A translate Br of B lies between Bp and Bq if
it overlaps none of Bp and Bq and there are points x ∈ Bp,
y ∈ Bq such that the segment [x, y] meets Br . For a family F of
translates of B lying between Bp and Bq and forming a packing,
these two bodies are said to be visible from each other in the
system {Bp,Bq} ∪ F if there exist points x, y like above such
that [x, y] intersects no translate of F; otherwise Bp and Bq are
concealed from each other by F. The concealment number of a
Minkowski space with unit ball B is the infimum of λ > 0 with
‖p−q‖ > λ implying thatBp,Bq can be concealed fromeach other
by translates of B. Continuing the investigations of other authors,
weprove several results about concealment numbers ofMinkowski
planes.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction and notation
LetB be a convex body (i.e., a compact, convex set with interior points) in Rn. Two translates ofB
overlap each other if their interiors intersect. A family of translates ofB without overlapping is called
a packing of translates ofB.
The translate of B through the vector p is denoted by Bp. The line through p and q, the segment
with endpoints p and q, and the ray with origin p passing through q are denoted by 〈p, q〉, [p, q], and
[p, q〉, respectively. The triangle with vertices p, q and r is denoted by T (p, q, r), and its convex hull by
conv{p, q, r}. We say that two triangles in the plane having one of their sides parallel to a line L have
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the same orientation if after a translation these sides are over L and the whole triangles are included
in the same half-plane defined by L.
Let Bp and Bq be two disjoint translates of B. A translate Br is said to lie between Bp and Bq if
Br overlaps none of Bp and Bq and there exist points x ∈ Bp and y ∈ Bq such that [x, y] ∩ Br 6= ∅.
Assume thatBr lies betweenBp andBq. For x ∈ Bp and y ∈ Bq, the segment [x, y] is said to be stably
blocked byBr if [x, y] ∩ intBr 6= ∅, where int denotes interior.
Let F be a family of translates ofB packed between disjoint translatesBp andBq. ThenBp andBq
are called visible from each other in the packing {Bp,Bq} ∪ F if there exist points x ∈ Bp and y ∈ Bq
such that the segment [x, y] intersects no element of F. OtherwiseBp andBq are said to be concealed
from each other by F.
In this paper we shall deal with translates of a centrally symmetric convex body B, and then we
can assume that B is the unit ball (unit disc in the planar case) of an n-dimensional (n ≥ 2) normed
linear (or Minkowski) space Rn‖ ‖ = (Rn, ‖ · ‖), i.e., B = {x ∈ Rn : ‖x‖ ≤ 1}. We shall also consider
the unit sphere (unit circle for n = 2) S = {x ∈ Rn : ‖x‖ = 1}. Thus, by Bp we denote the ball with
center p and radius one. If the norm is Euclidean, we write RnE instead of R
n
‖ ‖.
The concealment number δ(Rn‖ ‖) is defined as the infimum of λ > 0 satisfying the following
condition: for Bp and Bq being disjoint, the inequality ‖p − q‖ > λ implies that Bp and Bq can
be concealed from each other by packing translates ofB between them. If ‖p− q‖ ≥ 4, thenBp and
Bq are concealed byB p+q
2
, which implies that for any norm
δ(Rn‖ ‖) ≤ 4.
It is also easy to check that δ(R2E) = 2
√
3. In [7]more consideration about δ(RnE) can be found. The aim
of this paper is to continue the investigations in [7], proving several results on concealment numbers
for two-dimensional Minkowski spaces. For that reason in Section 2 we include some results in
Minkowski geometry that will be used as tools. In Section 3 the notion of special triangle is introduced
and some characterizations of Euclidean spaces based on this concept are obtained. In Section 4 the
concept of concealment number in one direction is defined and in Section 5 it is relatedwith a particular
case of special triangles that we named very special triangles. Theorem 5.1 gives a full description of
the concealment number in a direction in terms of special and very special triangles. Among other
topics, we also discuss how these results are related to reflections, suitably defined for strictly convex
planes.
It should be also noticed that the visibility in crowds of translates of a convex body can be studied
investing the corresponding visibility graph. For such an approach we refer to [8].
2. Some background fromMinkowski geometry
In this section we recall some known results fromMinkowski geometry that will be used along the
paper; basic related references are [9] and the monograph [12].
For p ∈ Rn‖ ‖ and λ > 0, denote by B(p, λ) and S(p, λ) the ball and the sphere with center p and
radius λ, respectively. The Minkowski space Rn‖ ‖ is called strictly convex if the corresponding spheres
contain no segments.
For x, y ∈ Rn‖ ‖, x is said to be normal (in the Birkhoff sense) to y, denoted by x a y, if ‖x‖ ≤ ‖x+λy‖
for all λ ∈ R. This means that the line through x and parallel to y supports the sphere S(0, ‖x‖) at x.
In RnE normality coincides with usual orthogonality. In R
n
‖ ‖ normality is, in general, not symmetric
(x a y 6⇒ y a x), but it is always homogeneous (∀λ,µ ∈ R, x a y ⇒ λx a µy), which allows us
to speak indistinctly of normal vectors, lines and directions. Clearly, if R2‖ ‖ is strictly convex then, for
any y ∈ R2‖ ‖ \ {0}, there exists a unique direction normal to y.
Let p be a point and G be a line in Rn‖ ‖. The distance
d(p,G) := inf{‖p− x‖ : x ∈ G}
from p to G is attained at those and only those points x ∈ G for which 〈p, x〉 a G. Analogously, if G1
and G2 are two parallel lines, the distance d(G1,G2) := inf{‖x1− x2‖ : x1 ∈ G1, x2 ∈ G2} between G1
and G2 is attained at those and only those points x1 ∈ G1, x2 ∈ G2 that satisfy x1 − x2 a G1.
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Lemma 2.1 (Triangle Inequality). Let p, q, and r be distinct points in Rn‖ ‖. The triangle inequality
‖p− r‖ ≤ ‖p− q‖ + ‖q− r‖
is an equality if and only if [s, t] ⊆ S, where s = q−p‖q−p‖ and t = r−q‖r−q‖ .
Lemma 2.2 (Monotonicity Lemma; See [6,9]). Let p, q, and r be distinct points of the unit sphere S of R2‖ ‖
such that the origin does not belong to the open half-plane which is determined by 〈p, q〉 and contains r.
Then ‖p− q‖ ≥ ‖p− r‖, with equality if and only if q, r and q−p‖q−p‖ belong to a segment contained in S.
Lemma 2.3. Let G be a line in Rn‖ ‖, and let p be a point not in G. If x ∈ G is such that 〈p, x〉 a G, then for
any z ∈ G and y ∈ [x, z] the inequalities
‖p− x‖ ≤ ‖p− y‖ ≤ ‖p− z‖
hold.
Proof. Since p − x a x − z, the convex function f (λ) = ‖p − x + λ(x − z)‖ attains its minimum at
0, and then it is increasing for λ ≥ 0. Therefore f (0) ≤ f (α) ≤ f (1) for 0 ≤ α ≤ 1, which gives the
desired inequality for y = αz + (1− α)x.
Lemma 2.4 ([9, Theorem 27]). Let p, q, r1, and r2 be four different points in R2‖ ‖ such that r1, r2 6∈ 〈p, q〉
and conv{p, q, r1} ⊂ conv{p, q, r2}. Then
‖p− r1‖ + ‖r1 − q‖ ≤ ‖p− r2‖ + ‖r2 − q‖.
It is known that in a normed plane R2‖ ‖ every point x with ‖x‖ < 1 is the midpoint of at least one
chord of the unit circle S; see [2,3]. If the plane is strictly convex, then there exists exactly one chord
with midpoint x 6= 0; see [9, Proposition 14]. The next lemma describes what occurs if there are two
chords with midpoint x. Note that if p and q are points in the unit sphere S of R2‖ ‖ and p precedes q
according to a fixed orientation of S, we will write p ≺ q.
Lemma 2.5. Assume that p1, p2, q1, q2 are four distinct points in the unit circleS of R2‖ ‖ such that p1 ≺ q1,
p2 ≺ q2, p1 ≺ p2, and p1+q12 = p2+q22 = x with 0 < ‖x‖ < 1. Then the points p1, p2,−q1,−q2 are aligned
and the segment containing them belongs to S.
Proof. From the hypothesis it follows that the four points are in one of the following locations: (a)
p1 ≺ q1 ≺ p2 ≺ q2; (b) p1 ≺ p2 ≺ q2 ≺ q1; (c) p1 ≺ p2 ≺ q1 ≺ q2. Case (a) is impossible because
the segments [p1, q1] and [p2, q2] have the point x in common. The same reason and the convexity of
the unit disc imply that in case (b) the four points are aligned, which implies that the segment [p1, q1]
belongs to S and then ‖x‖ = 1, against the hypothesis. Finally, assume that (c) occurs. Since ‖x‖ > 0,
we have that p1 6= −q1 and p2 6= −q2. Then {p1, q1,−p1,−q1} and {p2, q2,−p2,−q2} define two
parallelograms with vertices in S such that the sides [p1,−q1] and [p2,−q2] are parallel and of equal
length, and the sides [p1, q1] and [p2, q2] meet at the midpoint x. Moreover, {p1, p2, q1, q2} define
another parallelogramwith the sides [p1, p2] and [q1, q2]parallel. From the convexity of the unit disc it
follows that no vertex of any of these parallelograms can be in the interior of any other parallelogram.
Therefore, either [p1, q1] is parallel to [p2, q2], which contradicts ‖x‖ < 1, or the points p1, p2, −q1,
−q2 are aligned, and then the segment that contains them belongs to S. 
Lemma 2.6 (Nordlander’s Lemma; See [10]). In any normed linear space with unit sphere S the inequality
inf
{‖x+ y‖
2
: x, y ∈ S, ‖x− y‖ = 2ε
}
≤
√
1− ε2
holds for any 0 ≤ ε ≤ 1.
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Lemma 2.7 ([1, Theorem 3.1]). A normed linear space with unit sphere S is an inner product space if and
only if
x, y ∈ S, inf{‖αx+ (1− α)y‖ : 0 ≤ α ≤ 1} = 1
2
⇒ x+ y ∈ S.
3. Special triangles
We say that a triangle with vertices p, q, r ∈ R2‖ ‖ is a special triangle with base [p, q] if ‖p − r‖ =‖q − r‖ = 2 and d(r, 〈p, q〉) = 1. When we refer to T (p, r, q) as a special triangle we shall assume
that [p, q] is its base. If T (p, r, q) is special, then T (p, p + q − r, q) is also special but with different
orientation. Any translate of a special triangle is a special triangle.
Proposition 3.1. For any direction there exists a special triangle with base parallel to this direction. All
special triangles with the same orientation and bases parallel to a given direction are corresponding to each
other with respect to some translation.
Proof. Let G and G′ be two parallel lines such that d(G,G′) = 1. Take r ∈ G′ and let p and q be the only
two pointswhereG cuts S(r, 2). Then T (p, r, q) is a special triangle. Similarly, another special triangle
with the same base but with different orientation can be constructed by considering G′ in the other
half-plane defined by G. The second part of the lemma follows from the construction of T (p, r, q). 
Proposition 3.2. Let T (p, r, q) be a special triangle and let t ∈ 〈p, q〉 be such that d(r, 〈p, q〉) =
‖r − t‖ = 1. Then r − t a p− q and t = αp+ (1− α)q, with 14 ≤ α ≤ 34 .
Proof. Assume that t = αp+(1−α)q. Then ‖r− t‖ ≤ ‖r−(µp+(1−µ)q)‖ for everyµ ∈ R. Taking
µ = α − λ, we get that ‖r − t‖ ≤ ‖r − t + λ(p− q)‖ for every λ ∈ R, i.e., r − t a p− q. Moreover,
1 = ‖r − t‖ = ‖α(r − p)+ (1− α)(r − q)‖ ≥ |‖α(r − p)‖ − ‖(1− α)(r − q)‖| = 2||α| − |1− α||,
which implies that 14 ≤ α ≤ 34 . 
Proposition 3.3. If T (p, r, q) is a special triangle, then 2 ≤ ‖p− q‖ ≤ 4. Moreover, ‖p− q‖ = 2 if and
only if the unit circle S is a parallelogram and 〈p, q〉 is parallel to some of the diagonals of S.
Proof. Let T (p, r, q) be a special triangle. Then ‖p − q‖ ≤ ‖p − r‖ + ‖r − q‖ = 4. From
Proposition 3.2 it follows that there exists t ∈ [p, q] such that ‖r − t‖ = 1. This implies that
‖p − q‖ = ‖p − t‖ + ‖q − t‖ ≥ ‖p − r‖ − ‖r − t‖ + ‖q − r‖ − ‖r − t‖ = 2. Suppose now
that ‖p− q‖ = 2. Without loss of generality we can assume that r = 0. Let t = αp+ (1−α)q be as in
Proposition 3.2. Then 2 = ‖p‖ = ‖t + (1− α)(p− q)‖ ≤ 1+ 2(1− α), which implies α ≤ 12 . On the
other hand, 2 = ‖q‖ = ‖t + α(q− p)‖ ≤ 1+ 2α, and then α = 12 . Therefore the eight points ±(p+q)2 ,±(p−q)
2 ,
±p
2 ,
±q
2 belong to S, which implies that S is the parallelogram with vertices
±p±q
2 . Conversely,
assume that S is a parallelogramwith vertices±u,±v, and let T (p, r, q) be a special triangle such that
〈p, q〉 is parallel to 〈u,−u〉. Then, either {p, q} = {r−u+v, r+u+v} or {p, q} = {r−u−v, r+u−v}.
In both cases, ‖p− q‖ = ‖2u‖ = 2. 
Remark 3.1. Attaining the bound 4 in Proposition 3.3 does not fix the shape of S. Consider in R2 the
points r = (1, 0), u = ( 12 , 1) and v = (− 12 , 1) (see Fig. 1), and let ‖ · ‖ be any norm whose unit circle
S contains r and [u, v], and r a u+ v. For p = u+ v and q = −u− v, the triangle T (p, r, q) is special
and ‖p− q‖ = 4.
Theorem 3.1. Let S be the unit circle of R2‖ ‖. The following statements are equivalent:
(i) R2‖ ‖ = R2E .
(ii) If x, y ∈ S, inf{‖αx+ (1− α)y‖ : 0 ≤ α ≤ 1} = 12 , then x+ y a x− y.
(iii) If x, y ∈ S, inf{‖αx+ (1− α)y‖ : 0 ≤ α ≤ 1} = 12 , then ‖x− y‖ =
√
3.
(iv) If x, y ∈ S, ‖x− y‖ = √3, then inf{‖αx+ (1− α)y‖ : 0 ≤ α ≤ 1} = 12 .
714 J. Alonso et al. / European Journal of Combinatorics 31 (2010) 710–719
Fig. 1.
Proof. It is clear that (ii)–(iv) hold in any Euclidean space. On the other hand, Lemma 2.7 says that
R2‖ ‖ = R2E if and only if the following property holds:
(v) If x, y ∈ S, inf{‖αx+ (1− α)y‖ : 0 ≤ α ≤ 1} = 12 , then ‖x+ y‖ = 1.
We shall see that (ii)⇒ (v), (iii)⇒ (v) and (iv)⇒ (iii).
(ii)⇒ (v): Let x, y ∈ S be such that inf{‖αx+ (1− α)y‖ : 0 ≤ α ≤ 1} = 12 = ‖α0x+ (1− α0)y‖.
Then, takingα = 12 , we get ‖x+y‖ ≥ 1.Moreover, since x+y a x−y, we have that ‖x+y+λ(x−y)‖ ≥‖x+ y‖ for every λ ∈ R. Taking λ = 2α0 − 1, we get ‖x+ y‖ ≤ 1.
(iii) ⇒ (v): Let x : θ ∈ [0, 2pi ] → x(θ) = (x1(θ), x2(θ)) = ‖(cos θ, sin θ)‖−1(cos θ, sin θ) be an
angle parametrization of S. Following [1, p. 1727], for every 0 ≤ θ ≤ 2pi let y(θ) be the only point
in S such that inf{‖αx(θ) + (1 − α)y(θ)‖ : 0 ≤ α ≤ 1} = 12 , and x(θ) precedes y(θ) in the positive
orientation of the plane. Then y(θ) = (y1(θ), y2(θ)), 0 ≤ θ ≤ 2pi , is also a parametrization of S.
Moreover, if x(θ) precedes x(θ ′), then y(θ) precedes y(θ ′). Let A(S) denote the area enclosed by S.
Then
A(S) = 1
2
∫ 2pi
0
x(θ) ∧ dx(θ) = 1
2
∫ 2pi
0
x1(θ)dx2(θ)− x2(θ)dx1(θ)
= 1
2
∫ 2pi
0
y(θ) ∧ dy(θ) = 1
2
∫ 2pi
0
y1(θ)dy2(θ)− y2(θ)dy1(θ).
From (iii) it follows that θ ∈ [0, 2pi ] → x(θ)− y(θ) is a parametrization on√3S. Therefore,
3A(S) = A(√3S) = 1
2
∫ 2pi
0
(
x(θ)− y(θ)) ∧ d(x(θ)− y(θ))
= 1
2
∫ 2pi
0
x1dx2 − x2dx1 + 12
∫ 2pi
0
y1dy2 − y2dy1
+ 1
2
∫ 2pi
0
x2dy1 − x1dy2 + y2dx1 − y1dx2,
which implies that 12
∫ 2pi
0 x2dy1 − x1dy2 + y2dx1 − y1dx2 = A(S).
Let C = {x(θ)+ y(θ) : 0 ≤ θ ≤ 2pi}. Then
A(C) = 1
2
∫ 2pi
0
(
x(θ)+ y(θ)) ∧ d(x(θ)+ y(θ))
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= 2A(S)− 1
2
∫ 2pi
0
x2dy1 − x1dy2 + y2dx1 − y1dx2 = A(S).
From the definition of y(θ) we know that ‖x(θ) + y(θ)‖ ≥ 1. If ‖x(θ) + y(θ)‖ > 1 for some θ , then
A(C) > A(S), contradicting the above equality.
(iv)⇒ (iii): Let x, y ∈ S be such that inf{‖αx+ (1− α)y‖ : 0 ≤ α ≤ 1} = 12 . We can assume that
x precedes y. If ‖x− y‖ > √3, it follows from Lemma 2.2 that we can find a point y′ ∈ S, preceding y,
such that ‖x− y′‖ = √3. But then the line 〈x, y′〉 does not touch 12S, contradicting (iv). On the other
hand, if ‖x− y‖ < √3, then we can find a point y′′ ∈ S such that y precedes y′′ and ‖x− y′′‖ = √3.
But then the line 〈x, y′′〉 cuts 12S, again contradicting (iv). 
The following corollary expresses the above theorem in terms of special triangles.
Corollary 3.1. The following statements are equivalent:
(i) The plane R2‖ ‖ is Euclidean.
(ii) If T (p, r, q) is a special triangle, then 〈r, p+q2 〉 a 〈p, q〉.
(iii) The length of the base of any special triangle is 2
√
3.
(iv) Any triangle of side-lengths 2, 2, and 2
√
3 is special.
Remark 3.2. Assume that, in a Euclidean plane, T (x, y, z) is an isosceles triangle with ‖x − y‖ =
‖x− z‖. Then the altitude and the median through x coincide. This is equivalent to the statement that
if S is the unit sphere of a Euclidean plane, then the following implication holds:
u, v ∈ S ⇒ u+ v ⊥ u− v.
It is well known (see [5] and [11]) that if we change⊥ into a, then the above property characterizes
Euclidean planes among normed planes. Theorem 3.1(ii) says that in this characterization we can
restrict u, v ∈ S to points with the property that [u, v] supports 12S. Or, in other words (see
Corollary 3.1(ii)), for characterizing Euclidean planes by the coincidence of altitudes and medians it is
enough to consider special triangles.
Remark 3.3. Having in mind that a normed space of dimension greater or equal than two is an inner
product space (i.e., the norm is induced by an inner product) if and only if any two-dimensional
subspaces is Euclidean, Theorem 3.1 and Corollary 3.1 are also valid if the space considered there
is a normed space of dimension grater or equal than two.
4. The concealment number in the planar case
Let S be the unit circle ofR2‖ ‖ and let p ∈ S. The concealment number of the direction 〈0, p〉, denoted
by δp, is defined as the infimum of µ > 2 such that the unit disc B and its translate Bµp can be
concealed from each other by packing translates ofB. Clearly, δp = δ−p and δ(R2‖ ‖) = sup{δp : p ∈ S}.
Proposition 4.1. For any p ∈ S, 2 ≤ δp ≤ 4. Moreover, δp = 2 if and only if S is a rectangle with p as a
vertex.
Proof. It is obvious that δp ≥ 2. SinceB andB4p are concealed byB2p, we have that δp ≤ 4.
Assume now that δp = 2. Then for every n ∈ N there exists 2 < µn ≤ 2+ 1n such thatB andBµnp
can be concealed. Therefore, for each n there exists an xn such that Bxn is between B and Bµnp, and
Bxn ∩ [o, µnp] 6= ∅. Let αnp ∈ Bxn ∩ [o, µnp]. Then 1 ≤ αn ≤ µn − 1, ‖xn‖ ≥ 2, ‖xn − µnp‖ ≥ 2 and‖xn − αnp‖ ≤ 1, which implies that
µn = ‖αnp‖ + ‖µnp− αnp‖ ≥ ‖xn‖ − ‖xn − αnp‖ + ‖xn − µnp‖ − ‖xn − αnp‖ ≥ 2.
Since µn → 2 as n → ∞, it follows that αn → 1 and xn → x with ‖x‖ = ‖x − 2p‖ = 2 and
‖x− p‖ = 1. We thus get that S is the parallelogram with vertices±p,±(x− p).
Conversely, assume that S is a parallelogram with vertices ±p, ±q. Then, for any µ > 2,
{B µ
2 p+q,B µ2 p−q} concealsB andBµp, which implies that δp = 2. 
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Fig. 2.
Remark 4.1. It is easy to give examples showing that the identity δp = 4 does not determine the
shape of S.
5. Very special triangles
Let T (p, r, q) be a special triangle, and [α1, α2] be the largest interval such that ‖r − (αp + (1 −
α)q)‖ = 1 for α ∈ [α1, α2]. From Proposition 3.2 it follows that [α1, α2] ⊂ [ 14 , 34 ]. Moreover,
α1 = α2 if and only if the unit circle S does not contain a segment parallel to 〈p, q〉. We call T (p, r, q)
a very special triangle if 12 ∈ [α1, α2]. In other words, a special triangle T (p, r, q) is very special if
〈r, p+q2 〉 a 〈p, q〉.
Proposition 5.1. The space R2‖ ‖ is Euclidean if and only if every special triangle is a very special triangle.
Proof. Obviously, in a Euclidean space every special triangle is a very special triangle. Conversely,
assume that every special triangle is a very special triangle. If x, y ∈ S are such that inf{‖αx + (1 −
α)y‖ : 0 ≤ α ≤ 1} = 12 , then the triangle T (2x, 0, 2y) is special, and therefore very special, which
gives that ‖x+ y‖ = 1. Lemma 2.7 implies that the space is Euclidean. 
The next theorem relates a special triangle with the concealment number of the direction of its
base.
Theorem 5.1. Let p, q ∈ R2‖ ‖.
(i) If [p, q] is the base of a special triangle, then δ p−q
‖p−q‖
≥ ‖p− q‖.
(ii) If [p, q] is the base of a very special triangle, then δ p−q
‖p−q‖
= ‖p− q‖.
(iii) If ‖p−q‖ < 4 and [p, q] is the base of a special triangle that is not very special, then δ p−q
‖p−q‖
> ‖p−q‖.
Proof. (i) Let p, q ∈ R2‖ ‖ be such that [p, q] is the base of a special triangle, and let p¯ = p−q‖p−q‖ . Then[o, ‖p − q‖p¯] is also the base of a special triangle. To prove that δp¯ ≥ ‖p − q‖ we shall assume, on
the contrary, that there exists 2 < µ < ‖p− q‖ such thatB andBµp¯ can be concealed by a family of
translates ofB. We shall get a contradiction.
Let Bx be such that neither B nor Bµp¯ are overlapped by it, and Bx ∩ [o, µp¯] 6= ∅. Then ‖x‖ ≥ 2
and ‖x− µp¯‖ ≥ 2. Moreover, x 6∈ [o, µp¯], because in the other case ‖p− q‖ > µ ≥ 4, contradicting
Proposition 3.3. Let x1 ∈ Bx ∩ [o, µp¯]. We can assume that x − x1 a p¯, since any x′1 ∈ 〈o, p¯〉 such
that x − x′1 a p¯ satisfies ‖x − x′1‖ ≤ ‖x − x1‖, and then x′1 ∈ Bx. Let p1 = x−x1‖x−x1‖ , q1 = p1 + µp¯,
and q′1 = p1 + ‖p − q‖p¯. Let y ∈ 〈p1, q1〉 be such that T (0, y, p − q) is a special triangle. Now we
distinguish two situations:
(a) The line 〈0, p¯〉 supportsBx, i.e., x ∈ 〈p1, q1〉, and x is strictly between p1 and q1 (see Fig. 2). Thus
x = p1 + λp¯, with 0 < λ < µ. Since ‖y‖ = 2 ≤ ‖x‖, it follows from Lemma 2.3 and the convexity of
B that y is between p1 and x. Again it follows from Lemma 2.3 that
2 ≤ ‖x− µp¯‖ ≤ ‖x− (p− q)‖ = ‖x− ‖p− q‖p¯‖ ≤ ‖y− ‖p− q‖p¯‖ = 2,
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and then ‖x− µp¯‖ = ‖x− ‖p− q‖p¯‖ = 2. But from the identity(‖p− q‖ − λ)(x− µp¯) = (µ− λ)(x− ‖p− q‖p¯)+ (‖p− q‖ − µ)p1
it follows that
2
(‖p− q‖ − λ) ≤ 2(µ− λ)+ ‖p− q‖ − µ,
which gives ‖p− q‖ ≤ µ, against the hypothesis.
(b) The segment [0, µp¯] is stably blocked by Bx (see Fig. 3). Then x lies in the interior of the
parallelogramwith vertices 0, p1, q1, andµp¯. Therefore x is also an interior point of the parallelogram
with vertices 0, p1, q′1, and p− q. Assume that x ∈ conv{0, y, p− q}. Then, from Lemma 2.4, we get
4 ≤ ‖x‖ + ‖x− µp¯‖ ≤ ‖x‖ + ‖x− (p− q)‖ ≤ ‖y‖ + ‖y− (p− q)‖ = 4.
Therefore ‖x‖ = ‖x− µp¯‖ = ‖x− (p− q)‖ = 2, which implies that the segment [0, p− q] belongs
to S(x, 2), contradicting that [0, µp¯] is stably blocked by Bx. Therefore, either x ∈ conv{0, y, p1}
or x ∈ conv{p − q, y, q′1}. The first situation is impossible because if x′ = [0, x〉 ∩ 〈p1, q1〉, then
x′ ∈ [p1, y], which implies the absurdity 2 ≤ ‖x‖ < ‖x′‖ ≤ ‖y‖ = 2. The second situation
is also impossible because taking x′′ = [p − q, x〉 ∩ 〈p1, q1〉, we have that x′′ ∈ [y, q′1], and then
2 ≤ ‖x− µp¯‖ ≤ ‖x− (p− q)‖ < ‖x′′ − (p− q)‖ ≤ ‖y− (p− q)‖ = 2, which is absurd.
(ii) Assume that [p, q] is the base of a very special triangle, and let x be such that T (0, x, p − q)
is a very special triangle. Then T (0, p − q − x, p − q) is also a very special triangle; therefore
1
2 (p − q) ∈ S(x, 1) ∩ S(p − q − x, 1), and 〈0, p − q〉 supports both circles at this point. This implies
that [x, p − q − x] ⊂ Bx ∪ Bp−q−x. Since for any u ∈ B, v ∈ Bp−q the segment [u, v] intersects the
segment [x, p− q− x], we have that {Bx,Bp−q−x} concealB andBp−q. Therefore, ‖p− q‖ ≥ δ p−q‖p−q‖ .
Part (i) completes the proof.
(iii) Assume that T (p, r, q) is a special triangle which is not very special such that δ p−q
‖p−q‖
= ‖p − q‖.
We shall see that ‖p − q‖ = 4. We have that the line 〈r, 12 (p + q)〉 is not normal to 〈p, q〉. Let
L be a line through 12 (p + q) with 〈r, 12 (p + q)〉 a L. Since L 6= 〈p, q〉 and L does not pass
through r , then L intersects either the segment [r, q] or the segment [r, p]. Assume, without loss of
generality, that L intersects [r, q] in a pointw which is different to r and q. Since d(r, L) > 1, we have
‖w − q‖ < 1. Let w′ = p + q − w. Then w′ ∈ L ∩ Bp. For n ∈ N, let qn = q + 1n (q − p). Then
‖p − qn‖ = (1 + 1n )‖p − q‖ > ‖p − q‖. Since δ p−q‖p−q‖ = ‖p − q‖, there exists a point between q and
qn, still denoted by qn, such that Bp and Bqn can be concealed. Moreover, since L meets the interior
of Bq, for sufficiently large n also Lmeets Bqn . Hence there exists an xn such that Bxn is between Bp
and Bqn , and Bxn intersects L in a point tn. Thus ‖p − xn‖ ≥ 2, ‖qn − xn‖ ≥ 2, and ‖tn − xn‖ ≤ 1.
Letting n tend to infinity, we have that (for a subsequence, if necessary) xn → x and tn → t , such that
‖p− x‖ ≥ 2, ‖q− x‖ ≥ 2, ‖t − x‖ ≤ 1, and t ∈ [w′, w] ⊂ L, which implies that d(x, L) ≤ 1, and then
x 6= r . Without loss of generality we can assume that x is in the same half-plane defined by L as r is.
In the other case we can consider r ′ = q + p − r instead of r . Let L′ = (r − 12 (p + q)) + L. Thus x is
between the lines L and L′. Let Lp and Lq be lines through p and q, respectively, parallel to 〈r, 12 (p+q)〉.
We shall see that x is between Lp and Lq. On the contrary, assume first that Lq is between r and x. Let
L¯ be the line parallel to L that supports Bq at a point q¯ ∈ Lq between L and L′. Then L 6= L¯ because
w ∈ L and ‖w− q‖ < 1. If x is between L and L¯ then [x, t] cuts [q, q¯] at an interior point of Bq, which is
contradictory. Then, assume that x is between L¯ and L′. Since d(q, L′) ≤ ‖q− r‖ = 2 and d(q, L¯) = 1
we have that d(L¯, L′) ≤ 1. Let Lx be the line through x parallel to Lq and let {x¯} = L¯ ∩ Lx. Then x¯ ∈ Bx
and [x¯, t] cuts the interior of Bq, which is again contradictory. On the other hand, if Lp is between x
and r then [x, t] trivially cuts Bp. Therefore x is between Lp and Lq and between L and L′. But then, from
Lemma 2.3 it follows that x ∈ conv{p, q, r}. Let {z} = 〈p, q〉 ∩ 〈r, x〉, and let 0 ≤ µ < 1 be such that
x = µr + (1− µ)z. Consider the convex function f (λ) = ‖p− z + λ(z − r)‖ + ‖q− z + λ(z − r)‖.
Then f (1) = ‖p − r‖ + ‖q − r‖ = 4 and f (µ) = ‖p − x‖ + ‖q − x‖ ≥ 4, which implies that
4 ≤ f (0) = ‖p− z‖ + ‖q− z‖ = ‖p− q‖. Finally, Proposition 3.3 gives ‖p− q‖ = 4. 
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Fig. 4.
Remark 5.1. In view of Theorem 5.1(iii), Fig. 4 gives an example of a normed plane R2‖ ‖ and a special
triangle T (p, r, q)with ‖p− q‖ = 4 that is not very special with δ p−q
‖p−q‖
= ‖p− q‖.
The next theorem gives a geometric characterization of all the directions for which the
concealment number is precisely determined.
Theorem 5.2. The base [p, q] of a special triangle in R2‖ ‖ with ‖p − q‖ < 4 is the base of a very special
triangle if and only if at least one of the chords of the unit circle S having 14 (q− p) as midpoint is normal
to 〈p, q〉.
Proof. Let T (p, r, q) be a special triangle with ‖p − q‖ < 4, and let u = 12 (r − p), v = 12 (q − r).
Then u, v ∈ S, 12 (u + v) = 14 (q − p) and u − v = r − 12 (p + q). Assume now that T (p, r, q) is very
special. Then u− v a p− q, and therefore the chord of S defined by u and v has 14 (q− p) as midpoint
and is normal to 〈p, q〉. Conversely, assume that u′, v′ ∈ S are such that 12 (u′ + v′) = 14 (q − p) and
u′−v′ a p−q. If {u′, v′} = {u, v}, then r− 12 (p+q) a p−q, and T (p, r, q) is very special. On the other
hand, if {u′, v′} 6= {u, v}, then u, v, u′, v′ are four different (recall that ‖p− q‖ < 4) points in S such
that the midpoints of the chords [u, v] and [u′, v′] coincide. Let≺ be an orientation of the plane such
that u ≺ v. Without loss of generality we can assume that u′ ≺ v′. If u ≺ u′, then from Lemma 2.5
it follows that u, u′, −v, and −v′ are in a segment contained in S. This segment is parallel to u + v
and therefore is also parallel to q− p. Moreover, the point 12 (u− v) belongs to this segment and then
u− v a q− p, which implies that T (p, r, q) is very special. If u′ ≺ u, we get the same result. 
For strictly convex normed planes, Busemann and Kelly defined reflections in a line as isometries
having this line as line of fixed points; see [4, p. 127]. They also proved that a reflection in every line
exists if and only if the plane is Euclidean; cf. [4, p. 140, Theorem 25.3]. But the reflection in a line G
exists if and only if for every circle with center on G the following holds: there exists a chord C of that
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circle such that all chords parallel to C are bisected by G; see [4, p. 140, Theorem 25.2]. Note that if
one circle with center on G has this property, then all such circles have it. If a line G admits a reflection
ϕ, then for every point x 6∈ G we have 〈x, ϕ(x)〉 a G, and the midpoint of [x, ϕ(x)] lies on G; see
[4, p. 128, Theorem 23.4*]. Thus Theorems 5.1 and 5.2(ii) imply
Corollary 5.1. Let p, q ∈ R2‖ ‖, and [p, q] be the base of a special triangle with ‖p − q‖ < 4. If the line
〈p, q〉 admits a reflection (i.e., R2‖ ‖ is strictly convex), then
δ p−q
‖p−q‖
= ‖p− q‖.
Remark 5.2. The example in Fig. 5 shows that the condition δ p−q
‖p−q‖
= ‖p− q‖ not always implies the
existence of reflections in the line 〈p, q〉.
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