People tracking is an important functionality for many applications that require to analyze the interaction between people and the environment. These applications range from security and environmental surveillance, to ambient intelligence applications.
Introduction
Localization and tracking of people in a dynamic environment is a key building block for many applications, including surveillance, monitoring, and ambient intelligence applications (e.g. domestic elderly assistance). The fundamental capability for a multiple people tracking system are: 1) to determine the trajectory of each person within the environment; 2) to maintain a correct association between people and tracks over time.
These problems can be easily solved by using special markers placed on the person to transmit their real world position to a receiver in the environment; however,it is not always possible to implement such a solution within an application.
On the other hand, video cameras can be used for such a task, but there are several difficulties to be faced in developing a vision-based peopletracking system: first of all, people tracking is difficult even in moderately crowded environments, because of occlusions and people walking close each other or to the sensor; second, people recognition is difficult and cannot easily be integrated in the tracking system; third, people may leave the field of view of the sensor and re-enter it after some time (or they may enter the field of view of another sensor) and applications may require the ability of recognizing (or re-acquiring) a person previously tracked (or tracked by another sensor in the network of sensors).
Several approaches have been developed for tracking people in different applications. At the top level, these approaches can be grouped into classes on the basis of the sensors used: a single camera (e.g. [20, 21] ); stereo cameras (e.g. [4, 7, 2, 3] ); or multiple calibrated cameras (e.g. [5, 15] ).
Although it is possible to determine the 3-D world positions of tracked objects with a single camera (e.g. [21] ), a stereo sensor provides two critical advantages: 1) it makes it easier to segment an image into objects (e.g., distinguishing people from their shadows); 2) it produces more accurate location information for the tracked people.
On the other hand, approaches using several cameras viewing a scene from significantly different viewpoints are able to deal better with occlusions than a single stereo sensor can, because they view the scene from many directions. However, such systems are difficult to set up (for example, establishing their geometric relationships or solving synchronization problems), and the scalability to large environments is limited, since they may require a large number of cameras.
This paper describes the implementation of a People Localization and Tracking (PLT) System, using a calibrated fixed stereo vision sensor. The system is able to locate and track multiple people in the environment, by using three different representations of the information coming from a stereo vision sensor: the left intensity image, the disparity image, and the 3-D world locations of measured points, as well as people modeling techniques in order to re-acquire people that are temporary occluded during tracking.
In this paper we specifically focus on tracking multiple people, thus describing in detail two phases of the process: 1) image segmentation based on background model and plan-view analysis; 2) tracking of multiple people based on Kalman Filtering and color-based people modeling.
System Architecture
The general architecture of the PLT System is depicted in Figure 1 . The input is a stream of stereo images captured by a calibrated stereo-vision device and processed by the Stereo Computation module, extracting disparity and 3-D information about the scene (a description of the stereo vision system can be found in [12] ).
Subsequently, the Background Modeling maintains an updated model of the background, composed by three components: intensities, disparities, and edges. Then Foreground Segmentation extracts foreground pixels and image blobs from the current image, by a type of background subtraction that combines intensity and disparity information. Points in the foreground are then projected in the plan-view within the Plan View Projection module, by using 3-D information computed by the stereo algorithm. This module computes world blobs that identify moving objects in the environment. World blobs are also used to refine image segmentation detecting situations of partial occlusions between people.
Once we have a set of segmented figures for each person, the People Modeling module creates and maintain appearance models for the people being tracked; these information are then passed to the Tracker module, which maintains and tracks a set of tracked objects, associated with world blobs extracted by previous modules. Tracking is performed by using a Kalman Filter on a state that is formed by the location and velocity of the person in the world and by his/her appearance model. The state for each person is updated by using a a constant velocity model for person location and by also considering a similarity measure between appearance models and current segmented figure of each tracked person. The tracker mechanism is able to reliably track multiple people in situations of partial occlusions among them.
For best results in the localization and tracking process, we have chosen to place the camera high on the ceiling pointing down with an angle of approximately 30 degrees with respect to the horizon. Notice that other placements of the camera may improve a particular aspect of the system. For example, a camera looking straight down simplifies the tracking; however, this configuration makes it difficult to construct person appearance models of the people (except for their hair). On the other hand, a horizontal camera is good for person modeling and recognition, but it increases occlusions and generally decreases tracking performance. Our choice of camera position and orientation provides a nice combination of tracking and person modeling.
In the following sections, we will address first the image segmentation process, showing how multiple people are segmented from the background, then the tracking process including people modeling and Kalman Filter based tracker. 
Image Segmentation
When using a static camera for object detection and tracking, maintaining a model of the background and consequent background subtraction is a common technique for image segmentation and for identifying foreground objects. In order to account for variations in illuminations, shadows, reflections, and background changes, it is useful to integrate information about intensity and range and to dynamically update the background model. Moreover, such an update must be different in the parts of the image where there are moving objects [6, 20, 18, 9] .
The implementation of the image segmentation module thus requires the computation of a background model and a subsequent foreground extraction procedure.
Dynamic Background Modeling
In our work we maintain a background model including information of intensity, disparity, and edges, as a unimodal probability distribution represented with a single Gaussian. Although more sophisticated representations can be used (e.g. Gaussian mixture [6, 18, 9] ), we decided to use a simple model for efficiency reasons. We also decided not to use color information in the model, since intensity and range usually provide a good segmentation, while reducing computational time.
The model of the background is represented at every time t and for every pixel i by a vector X t,i , including information about intensity, disparity, and edges computed with a Sobel operator. In order to take into account the uncertainty in these measures, we use a Gaussian distribution over X t,i , denoted by mean µ X t,i and variance
. Moreover, we assume the values for intensity, disparity, and edges to be independent each other.
This model is dynamically updated at every cycle (i.e., for each new stereo image every 100 ms) and is controlled by a learning factor α t,i that changes over time t and is different for every pixel i.
The learning factor α t,i is set to a higher value (e.g. 0.25) in the first few frames (e.g. 5 seconds) after the application is started, in order to quickly acquire a model of the background. In this phase we assume the scene contains only background objects. After this training phase α t,i is set to a lower nominal value (e.g. 0.1) and modified depending on the status of pixel i as explained below. Notice that the training phase can be completely removed and the system is able to build a background model even in presence of foreground moving objects since the beginning of the application run. Of course it will require a longer time to compute this model.
After the training phase the learning factor α t,i is increased (e.g. 0.15) when there are no moving objects in the scene (speeding up model updating), and is decreased (or set to zero) in the regions of the image where there are moving objects. In this way we are able to quickly update the background model in those parts of the image that contain stationary objects and avoid including people (and, in general, foreground objects) in the background.
In order to determine regions of the images in which background should not be updated, the work in [9] proposes to compute activities of pixels based on intensity difference with respect to the previous frame. In our work, instead, we have computed activities of pixels as their difference between the edges in the current image and the background edge model. The motivation behind this choice is that people produce variations in their edges over time even if they are standing still (due to breathing, small variations of pose, etc.), while static objects, such as chairs and tables, do not.
The value of the activity of pixel i at time t, A t (i), is then used for determining the learning factor of the background model: the higher the activity A t (i) at each pixel, the lower the learning factor α t,i .
Foreground segmentation
Foreground segmentation is then performed by background subtraction from the current intensity and disparity images. By taking into account both intensity and disparity information, we are able to correctly deal with shadows, detected as intensity changes, but not disparity changes, and foreground objects that have the same color as the background, but different disparities. Therefore, by combining intensity and disparity information in this way, we are able to avoid false positives due to shadows, and false negatives due to similar colors, which typically affect systems based only on intensity background modeling.
The final steps of the foreground segmentation module are to compute connected components (i.e. image blobs) and characterize the foreground objects in the image space. These objects are then passed to the Plan View Segmentation module. Figure 2 shows three snapshots of this process: the first one represents difference in the intensity space, where foreground objects are denoted with dark (red) areas; the second one represents difference in the disparity space, again with foreground objects denoted with dark (red) areas; finally, the combination of these information is shown in the third image as bounding boxes around the two people in the scene.
Plan View Segmentation
In many applications it is important to know the 3-D world locations of the tracked objects. We do this by employing a plan view [3] . This representation also makes it easier to detect partial occlusions between people.
Our approach projects all foreground points into the plan view reference system, by using the stereo calibration information to map disparities into the sensor's 3-D coordinate system and then the external calibration information to map these points from the sensor's 3-D coordinate system to the world's 3-D coordinate system.
For plan view segmentation, we compute a height map, that is a discrete map relative to the ground plane in the scene, where each cell of the height map is filled with the maximum height of all the 3-D points whose projection lies in that cell, in such a way that higher objects (e.g., people) will have a high score. The height map is smoothed with a Gaussian filter to remove noise, and then it is searched to detect connected components that we call world blobs (see Fig. 3b where darker points correspond to higher values).
Since we are interested in person detection, world blobs are filtered on the basis of their size in the plan view and their height, thus removing blobs with sizes and heights inconsistent with people. Notice that even in situations of partial occlusions (like the one shown in the second row of Fig. 3) , the world blob of the occluded person has generally a size and a height similar to the case in which this person is not occluded. This is due to the position of the camera and to the use of plan view information. In fact, the upper part of a person is typically visible even when s/he is oc- cluded, and our method for computing the height map is not sensible to the lack of information in the lower parts of a person. Therefore, the tuning of the filter is not very critical and we prefer to have a filter that is not very selective on such world blobs, since possible false detection are then solved by the tracked module (for example, a noise producing an incorrect world blob isolated in time will be discarded by the tracker since the observation is not confirmed over time). However, it is necessary to observe that the method proposed in this paper does not use any technique for people recognition, and therefore if a moving object with similar dimensions of a person (e.g. a high mobile robot) moves in the environment, then this object will be tracked by the system.
It is also important to notice that Plan View Segmentation is able to correctly deal with partial occlusions that are not detected by foreground analysis. For example, in In the second row of Figure 3 a situation is shown in which a single image blob covers two people, one of which is partially occluded, while the Plan View Segmentation process detects two world blobs. By considering the association between pixels in the image blobs and world blobs, we are able to determine image masks corresponding to each person, which we call person blobs. This process allows for refining foreground segmentation in situations of partial occlusions and for correctly building person appearance models.
The Plan View Segmentation thus returns a set of world blobs (in the plan-view space) and person blobs (in the image space) associated to people moving in the scene.
Tracking
We have chosen a probabilistic approach for tracking multiple people, based on a mono-modal probability distribution, like in [2, 13, 15] . Tracking is performed by maintaining a set of tracked objects x t , updated with the measurements of world blobs and appearance models z t , extracted in the previous segmentation phase. As a difference with previous approaches, the state of each tracked ob- 
People Modeling
In order to track people over time in the presence of occlusions, or when they leave and reenter the scene, it is necessary to have a model of the tracked people. Several models for people tracking have been developed (see for example [8, 17, 14, 11] ), but color histograms and color templates (as presented in [17] ) are not sufficient for capturing complete appearance models, because they do not take into account the actual position of the colors on the person.
Following [8, 14] , we have defined temporal color-based appearance models of a fixed resolution, represented as a set of unimodal probability distributions in the RGB space (i.e. 3-D Gaussian), for each pixel of the model. Computation of such models is performed by first scaling the portion of the image characterized by a person blob to a fixed resolution and then updating the probability distribution for each pixel in the model ( Figure  4 ).
Appearance models computed at this stage are used during the tracking step for improving reliability of data association, as described below.
Probabilistic tracking and data association
Tracking is performed with a probabilistic formulation. The uncertainty about the i th tracked ob-ject at the time t is represented by a multi-variate normal distribution, N (µ i,t , σ i,t ), and a weighting factor w i,t . The probability distribution p(x t ) for the tracked people is represented as a collection of Gaussians and weights. Each Gaussian models the information about a single person, and the weight models the confidence about the person estimate. Therefore p(x t ) is represented as a set P t = {N (µ i,t , σ i,t ), w i,t | i = 1..n} where N (µ i,t , σ i,t ) is a Gaussian in a multi-dimensional space representing the i th person that is tracked at time t and w i,t a weighting factor. Similarly, observations in z t are represented as a set of Gaussian distributions Z t = {N (µ j,t , σ j,t ) | j = 1..m} denoting position and appearance information of detected people in the current frame.
The probability distribution p(x t |z t ) is computed by using a set of Kalman Filters. The system model used for predicting the people position is the constant velocity model, while their appearance is updated with a constant model. This model is adequate for many normal situations in which people walk in an environment. It provides a clean way to smooth the trajectories and to hold onto a person that is partially occluded for a few frames. However, multi-modal representations (e.g. [10] ) should be used in more complex situations.
For the representation presented in this paper, data association is an important issue to deal with. In general, at every step, the tracker must make an association between m observations (world blobs) and n people (tracked objects).
Association is solved by computing a distance d i,j between the i th tracked object N (µ i,t|t−1 , σ i,t|t−1 ) and the j th observation N (µ j,t , σ j,t ).
Here the Gaussian N (µ i,t|t−1 , σ i,t|t−1 ) is the predicted estimate of the i th person.
An association between the predicted state of the system P t|t−1 and the current observations Z t is denoted with a function f , that associates each tracked person i to an observation j, with i = 1..n, j = 1..m, and f (i 1 ) = f (i 2 ), ∀i 1 = i 2 . The special value ⊥ is used for denoting that the person is not associated to any observation (i.e. f (i) = ⊥).
Let F be the set of all possible associations of the current tracked people with current observations. Data association is then computed by solving the following minimization problem
where a fixed maximum value is used for
Although this is a combinatorial problem, the size of the sets P t and Z t on which this is applied are very limited (not greater than 4), so |F| is small and this problem can be effectively solved.
The association f * , that is the solution of this problem, is chosen and used for updating p(x t ), i.e. for computing the new status of the system P t . During the update step the weights w i,t are computed from w i,t−1 and d i,f * (i) , and if a weight goes below a given threshold, the person is considered lost. Moreover, for observations in Z t that are not associated to any person by f * a new Gaussian in entered in P t .
The main difference with previous approaches [2, 13, 15 ] is that we integrate both plan-view and appearance information in the status of the system, and by solving the above optimization problem we find the best matching between observations and tracker status by considering in an integrated way the information about the position of the people in the environment and their appearance.
Finally, in order to increase robustness of the system to tracking errors, a finite state machine is associated to any person being tracked. Each track can be in one of these status: new, candidate, tracked, lost, terminated. The transition from one status to another depends on the current association f * as well as on the track history. For example, after a new observation of a person, the corresponding track becomes a candidate, if it is confirmed for a certain number of frames it is moved to the tracked status; then if the track is not observed it gets the lost status that is maintained for some frames. In case the track is observed again it goes back to the tracked status, thus correctly dealing with partial occlusions (e.g., one person in front of another) and bridging short-term breaks in a person's path (i.e. short-term re-acquisition). Otherwise, after some time, the track is declared terminated. This latter state is used for a re-acquisition process (i.e. recognizing a person that exits and re-enters the field of view of the camera), that is not described in this paper.
Applications and experiments
The system presented in this paper is in use within the RoboCare project [1, 16] , whose goal is to build a multi-agent system that generates user services for human assistance and develop support technology which can play a role in allowing elderly people to lead an independent lifestyle in their own homes. The RoboCare Domestic Environment (RDE), located at the Institute for Cognitive Science and Technology (CNR, Rome, Italy), is intended to be a testbed environment in which to test the ability of the domotic technology built within the project.
In this application scenario the ability of tracking people in a domestic environment or within a health-care institution is a fundamental building block for a number of services requiring information about pose and trajectories of persons (elders, human assistants) or robots acting in the environment.
In order to evaluate the system in this context we have performed a first set of experiments aiming at evaluating efficiency and precision of the system. The computational time of the entire process described in this paper is below 100 ms on a 2.4GHz CPU for high resolution images (640x480) 1 , thus making it possible to process a video stream at a frame rate of 10 Hz. The frame rate of 10 Hz is sufficient to effectively track walking people in a domestic environment, where velocities are typically limited.
For measuring the precision of the system we have marked 9 positions in the environment at different distances and angles from the camera and measured the distance returned by the system of a person standing on these positions. Although this error analysis is affected by imprecise positioning of the person on the markers, the results of our experiments, in Table 1 averaging 40 measurements for each position, show a precision in localization (i.e. average error) of less than 10 cm, but with a high standard deviation, that denotes the difficulty on taking this measure precisely. However, this precision is usually sufficient for many applications, like the one considered in our domestic scenario. Finally, we have performed specific experiments to evaluate the integration of plan-view and appearance matching during tracking. We have compared two cases: the first in which only the position of the people is considered during tracking (i.e. the Gaussians representing x t contain only information about people location), the second in which appearance models of people are combined with their location (i.e. the Gaussians in x t integrate plan-view position and appearance model).
We have performed several experiments on different movies taken in different situations and counted the number of association errors in these two cases. As data associations errors we counted all the situations in which either a track was associated to more than a person or a person is associated to more than a track.
Error analysis has been performed by analyzing the track strips produced as output by the PLT system. An example of track strip is shown in Figure 5 . This contains 4 snapshots: 1) the first frame in which the track is noticed (white bounding box); 2) the frame in which an ID is assigned to the track (colored bounding box); 3) the last tracked frame and the projection of the trajectory followed (the track has the same color as the bounding box in the second snapshot); 4) ten frames after the last track (to check for track splitting or false negatives).
By a visual inspection of such track strips it is possible to identify the above cited association errors. This error analysis has been performed on several video clips containing a total number of about 200,000 frames (of which about 3,500 contain two people close each other). The integrated approach reduces the association errors by about 50% (namely, from 39 in the tracker with planview position only to 17 in the one with integrated information).
Conclusions and Future Work
In this paper we have presented a People Localization and Tracking System that integrates several capabilities into an effective and efficient implementation: dynamic background modeling, intensity and range based foreground segmentation, plan-view projection and segmentation for tracking and determining object masks, Kalman Filter tracking, and person appearance models for improving data association in tracking.
With respect to existing techniques, we have described in this paper three novel aspects: 1) a background modeling technique that is adaptively updated with a learning factor that varies over time and is different for each pixel; 2) a plan-view segmentation that is used to refine foreground segmentation in case of partial occlusions; 3) an integrated tracking method that consider both planview positions and color-based appearance models and solve an optimization problem to find the best matching between observations and the current state of the tracker.
Experimental results on efficiency and precision show good performance of the system. Furthermore, evaluation of the integrated tracking shows its improvement in reducing data association errors. However, we intend to address other aspects of the system: first, using a multi-modal representation (as in [10] ) for tracking in order to better deal with uncertainty and association errors; second, evaluating the reliability of tracking and short-term to medium-term re-acquisition of people leaving and re-entering a scene.
Finally, in order to expand the size of the monitored area, we are planning to use multiple tracking systems. This is a challenging problem because it emphasizes the need to re-acquire people moving from one sensor's field of view to another. One way of simplifying this task is to arrange an overlapping field of view for close cameras; however, this arrangement increases the number of sensors needed to cover an environment and limits the scalability of the system. In the near future we intend to extend the system to track people with multiple sensors that do not overlap.
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