Testing uniformity in the univariate case has been studied by many researchers. Many papers have been published on this issue, whereas the multi-dimensional uniformity test seems to have received less attention in the literature. A new test statistic for the multi-dimensional uniformity is proposed in this thesis. The proposed test statistic can be used to test whether an underlying multivariate probability distribution differs from a multi-dimensional uniform distribution. Some important properties of the proposed test statistic are discussed. As a special case, the bivariate test statistic is discussed in detail and the critical values of test statistic are obtained. By performing Monte Carlo simulation, the power of the new test is compared with the Distance to Boundary test, which was a recently proposed statistical test for multi-dimensional uniformity by Berrendero, Cuevas and Vazquez-Grande (2006) . It has been shown that the test proposed in this thesis is more powerful than the Distance to Boundary test in some 
INTRODUCTION
Testing uniformity in the univariate case has been studied by many researchers. Many papers have been published on this issue, whereas the multi-dimensional uniformity test seems to have received less attention in the literature. The problem of testing whether the pattern of points in the multi-dimensional space is distributed uniformly has applications in biology, astronomy, computer science and some other fields.
A commonly used goodness-of-fit test for uniformity is the chi-square test proposed by Pearson (1900) . Theoretically, the chi-square test can be applied for any multivariate distribution test. However, the problem for the chi-square test is how to determine the cell limits. Two other well-known methods are the Kolmogorov-Smirnov test proposed by Kolmogorov (1933) and Smirnov (1939) Monte Carlo simulation is performed for three special cases: the symmetric discrepancy, the centered discrepancy and the star discrepancy. They take the sample size as n=25, 50, 100, 200. Since the sample size is moderately large, the approximation is quite reasonable. It is shown that the power will increase as the dimension increases.
Berrendero, Cuevas and Vazquez-Grande (2006) proposed a test based on the distance to the boundary. They define the distance from a point X to the boundary as
They also define R as the maximum distance to the boundary which can be obtained in support S. Then, they get the relative distance from X to the boundary which is ( , )/ Y D X S R = ∂ . In the paper, they prove that the relative depth will follow the beta distribution with parameters 1 and p (p is dimensional size ) if the data are uniformly distributed on compact support. In the two dimensional case, the relative depth Y will follow the beta distribution (1, 2) Beta and it also makes sense in univariate case. In univariate case, the relative depth Y will follow the beta distribution
(1,1) Beta which is also the uniform distribution. Then, the test will be reduced from p dimensional case to one dimensional case. 
By performing the Monte Carlo simulation, it has been shown that the test is more powerful when the alternative distribution is V-shape distribution and when the sample size is small compared with the Kolmogorov-Smirnov test. By using the probability integral transformation, the uniformity test can be used to check whether the underlying distribution follows any specified distribution. The idea is adopted in this research to develop a test for the multi-dimensional case. 
The purpose of the multi-dimensional uniformity test is to test 0 :
The test statistics proposed in this research is
Here it is assumed that ( )
Therefore, if the value of , , ,
, , ,
is always between 0 and 1.
Bivariate Case
The bivariate test statistic is discussed in detail as a special case of the multi-dimensional G test. The critical values of the test statistic are obtained and tabulated. Power comparison is performed in Section 3.
The purpose of the bivariate uniformity test is to test 0 :
In order to raise the power of the proposed test statistic, the definition of
is modified by adopting the idea of the Kendall's τ statistic (1938) . Suppose   1  11  21  1  2  2  12  22 , , , 
No comparison is made if
Let c n be the total number of concordant pairs, and let d n be the total number of discordant pairs.
Suppose also that ( ) ( ) ( ) 
It can be seen that if the underlying distribution is a uniform distribution on 
The purpose of including the term 1 It can be shown that
The lower and upper bounds of the inequality
improved. It means that one may construct bivariate data sets such that the values of ( )
, , , n G X X X  will reach 0 and 1, respectively.
CRITCAL VALUES AND POWER STUDY

Critical Values
In this research, we focus on the bivariate case of the ( ) 
In this research, 100,000 replications are used. Then the 100,000 calculated G values are sorted in ascending order. Theoretically, the value of the 95,000 th is treated as the 95 th percentile. For more accuracy, the following formula is used to calculate the critical values at 95% confidence level: 
Power Study
The power of a test is the probability of rejecting the null hypothesis when the null hypothesis is false. It means the power is the probability of making correct decision, so the power is desired to be as large as possible. The power of the test statistic mentioned in this research is
where α is the significant level and a H is alternative hypothesis.
Theoretically, the power of a statistical test depends on the sample size, the significant level and the sensitivity of the data. In this research we focus on the case that the sample size is less than or equal to 50. Significant level 0.10, 0.05, 0.01 α = and several alternative distributions are used in this power study.
In this section, the performance of the The Distance to Boundary test is proposed by Berrendero, Cuevas and Vazquez-Grande (2006) . They define the distance from a point X to the boundary as 3. Calculate the value of the G test statistics.
4. Compare the value of the test statistic with the critical value for specific significant level and determine whether the null hypothesis is rejected.
5. Repeat steps 1 to 4 for 100,000 times.
6. Calculate the rejection rate which is the power for the G test.
The power of the Distance to Boundary test can be obtained by performing the same procedure.
In this research, three different models are chosen as the choice of the alternative distribution in power study. In the following subsections the alternative distributions are described and the performance of the two tests under different alternative distributions is compared.
Beta Distribution
The Beta distribution family is used by authors as an alternative distribution to conduct power study for univariate uniformity test. By choosing different shape parameter and scale parameter, it gives rich and flexible result in power comparison.
The probability density function of the Beta distribution is displayed as follow: 
Alternative Distribution 1
The bivariate distribution derived from Beta (5, 2) and Beta (5, 2). The variance of the marginal distribution is 0.629.
Alternative Distribution 2
The bivariate distribution derived from Beta (5, 1) and Beta (5, 1). The marginal distribution is a left-skewed Beta distribution and the variance of marginal distribution is 0.34.
Alternative Distribution 3
The bivariate distribution derived from Beta (0.5, 0. Beta α β . Figure 1 shows that the G test is more powerful than the Distance to Boundary test if the marginal distribution is not symmetric and the variance is large. Figure 2 shows that the G test is more powerful when sample size is less than 25 and with the sample size increasing the power of two tests close to each other and almost close to 1. In this case, the marginal distribution is left-skewed and the variance is not large. Figure 3 shows that the power of the Distance to Boundary test is significantly large than the G test when the alternative distribution 3 is used which is marginal distribution is symmetric and the variance is small.
The symmetric situation is presented in the paper of Berrendero, Cuevas and Vazquez-Grande (2006) . It has shown the power of Distance to Boundary is much high in this case. After changing the symmetric condition, the result seems different.
Meta-type Uniform Distribution
Meta-type uniform distribution is mentioned in the papers of Liang, Fang, Hichernell and Li (2001) This kind of multivariate distribution is easily generated by statistical software and is useful to check the multivariate uniform distribution. Specifically, two kinds of the meta-type uniform distributions are considered in power study. (2001), the G test is also powerful compare with the "discrepancy measures" tests.
Dirichlet Distribution
Dirichlet distribution is a family of continuous multivariate probability distributions with parameter vector α . It is the multivariate generalization of the beta distribution. In this research, the two dimensional Dirichlet distribution is used in power comparison. The probability density function of the two dimensional Dirichlet distribution is displayed as follow: . This is the symmetrical Dirichlet distribution.
Alternative Distribution 7
Choose ( ) 3, 4, 9 ′ = α . This is the nonsymmetrical Dirichlet distribution.
Figures 6-7 show the power comparisons for the G test and the Distance to Boundary test in the condition that the alternative distribution is Drichlet distribution.
The G test is more powerful than Distance to Boundary test in each case. One is symmetrical Dirichlet distribution and the other is nonsymmetrical Dirichlet distribution. 
Summary of the Power Comparison
CONCLUSION AND DISCUSSION
In this research, a new multi-dimensional uniformity test is proposed. The basic idea is from the univariate uniformity test proposed by Chen and Ye (2009 On the basis of the central limit theorem, if the sample size is sufficiently large with finite mean and variance, the distribution of the sample points will be approximately normally distributed. In this research, we focus on the small sample study which is the case that the sample size is less than or equal to 50. 
