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Using the theory of hyperbolic equations, simple conditions are given 
which ensure the essential self-adjointness of all powers of certain formally 
symmetric differential operators. Typical applications include Dirac and 
Laplace-Beltrarni operators on complete Riemannian manifolds, as well as 
semibounded operators of Schrijdinger type. 
Conditions which imply the essential self-adjointness of formally 
symmetric partial differential operators have been discussed extensively 
(cf. [8] and its bibliography). Much of this past work has relied on the 
theory of elliptic equations. In the present paper some basic principles 
of the theory of hyperbolic equations are applied to this problem. 
The main idea is to exploit the finite propagation speed of phenomena 
which are governed by a hyperbolic equation. Thus, let ti = Lu be 
a first order symmetric hyperbolic system (see Section 1). Let 9 be the 
space of smooth data of compact support. Then under suitable 
hypotheses data in 9 can be propagated for all time, and the solution 
u(t) at any fixed time belongs to 9. A simple abstract argument shows 
that (- 1)l12L is essentially self-adjoint on 9, and moreover, as a 
bonus, so are all of its powers. 
This result, which will be stated precisely in Section 2, unifies and 
extends many previously known facts. In particular it implies the 
result of Gaffney [6] and Roelcke [13] that the Laplace-Beltrami 
operator on a complete Riemannian manifold is essentially self- 
adjoint, as well as Cordes’ extension [2] to all powers of the Laplacian. 
Similar results hold for the Dirac operator and the complex Laplacian 
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on a holomorphic vector bundle, as will be shown in Section 3. 
A variant of the above method is applied in Section 4 to certain 
Schrodinger-type operators. In particular a theorem of Wienholtz [14] 
is generalized to show, for instance, that if p(x) is a smooth potential on 
R” such that H = -A + q( x is ). b ounded below, then all powers of N 
are essentially self-adjoint on C,“(R”). 
1. SYMMETRIC HYPERBOLIC SYSTEMS ON MANIFOLDS 
Let M be a finite dimensional C” manifold and let 5 be a Hermitian 
vector bundle over M, i.e., a vector bundle equipped with a “smoothly 
varying” inner product ( , ), on each fiber .‘& . (We will deal explicitly 
with real vector bundles, treating complex bundles in terms of their 
associated real structure.) By Cm(e) we mean the C” sections of e, by 
CO”(~) the Cm sections of compact support. If M is equipped with a 
volume density dF’/‘, then by L2(5) we mean the completion of Corn([) 
with respect to the inner product 
Usually M will be a Riemannian manifold and dF’ will be the volume 
element derived from the metric. 
Suppose that L: C”“(f) -+ Cm(e) is a first order differential operator; 
in local coordinates we can write 
Lu = f Ai(X) au/ax, + B(x)u, (1) 
i=l 
where the coefficients A,(x), B( x are C” m X m matrix functions of x. ) 
Here n is the dimension of the manifold and m is the fiber dimension 
of E. Recall the definition of the symbol ofL (cf. Palais [12, Chapter IV]): 
for each x E M and v E T,*M we define a linear map O(V, x): & -+ 6% 
bY 
4, x>e = &TN9 - ‘5wwf)(4~ (2) 
where f E C”“( 0 is any section such that f(x) = e, and g E C”(M) is 
any function with dg, = o. (This definition applies to first order 
operators only.) In local coordinates we have 
a(v, x) = 2 GA,(x). (3) 
i=l 
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Since L is first order, cr is linear in V, and of course it involves only the 
highest order terms of L. 
Recall also that the formal adjoint E of L is a differential operator 
defined by the condition 
5, (u, Lv), dV = s, <J% v>, dv, (4) 
for U, v E Corn(f). E has a simple expression in local coordinates which 
we need not write down, but observe that it involves the x-dependence 
of the inner product as well as the volume element. If 6 is the symbol 
of z then it follows immediately from the definitions that G(V, x) = 
--(v, x)*9 where the adjoint is taken with respect to the local inner 
product. 
Now consider the partial differential equation 
au/at = LU. (5) 
Here u = u(t, x) is a time-dependent section of 5. We call (5) a 
symmetric hyperbolic system provided that for all x E M and v E T,*M 
the operator u(v, x) is symmetric on & . (Equivalently, we require that 
L + E be a zero-order operator, i.e., locally given by multiplication by 
a matrix-valued function of x.) In local coordinates, and with respect 
to a local orthonormal frame for t, we are simply requiring that the 
coefficients A,(x) in (1) be symmetric matrices. Thus, our definition 
generalizes that of Friedrichs [5], and we see immediately that the 
standard theory of existence, uniqueness, and smoothness of solutions 
of symmetric hyperbolic systems [3, 5, 91 applies to (5), at least 
locally. We want to discuss one or two of the simplest global properties 
of (5). Specifically, we shall show that under suitable hypotheses data 
is propagated at a finite velocity, and that global solutions exist if the 
initial data are smooth and compactly supported. 
Henceforth, let M be a Riemannian manifold, and let (5) be a 
symmetric hyperbolic system over M. For each x E M we define a 
local velocity of propagation associated to L, and relative to the 
Riemannian metric of M, by 
c(x) = sup(j)+ x)/j: v E T,*Ik', 1 Y 1 = 11. (6) 
Here (1 -11 is the operator norm on & and ) * 1 is the Riemannian norm 
on T,*M. Also if Q C M define 
c(Q) = sup(c(x): x E Q}. (7A) 
(A similar definition was made by Wilcox [15] in the flat case.) 
W12/4-5 
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‘I’he following local energy inequality (cf. [15]) is the key result 
from which we will deduce information on the existence, uniqueness, 
and propagation of influence of solutions of our equation. 
~ROPoSI'rIoN 1.1. Let x” be a point of the Riemannian manifold 
M and let SZ be a normal geodesic neighborhood of x0 (in the sense of 
[7, Chapter I]). Let c >, c(Q). Let a and T be positive numbers such that 
the ball S(xO, a + CT) with center x0 and radius a + CT is contained in J2. 
Let u be a smooth solution in [0, T] x Q of the symmetric hyperbolic 
system &/at = Lu. Then there is a constant y (depending on the coeji- 
cients of L in Q) such that 
I- - S@,a) Wl’), u(T)) a G eYT s,(@ a+eT) <m, f40)) m. (7B) 
In particular, ;f u(0) = u(0, ) x vanishes on 8(x0, a + CT) then u(t, x) 
vanishes throughout the truncated “cone” K = {(t, x): 0 < t < T, 
p(x, x0) < a + c( T - t)}. Here p is the metric on M. 
Proof. We will use Green’s theorem in the traditional way. 
Define a vector field 2 on [0, T] x Q by 
(a)(4 4 = w, f4ax4 4 - 04th 44L 44)h * (8) 
Here & = og/&, dg = dg(t, x) is the differential with respect to the 
space variables only, and 0 is the symbol of L. We wish to compute the 
divergence of 2 with respect to the volume element dt dV in [0, T] x Q. 
This divergence is the sum of two terms, corresponding to the 
“space-time” decomposition of 2. The time part is just 
ajat(u, U) = 2+, au/at>. 
The space part is -div,Y, where w = dV is the volume form on 
S2 C M and Y is defined by 
Y(g) = (UT +G!w . 
(Here we have suppressed the t dependence of Y.) The divergence of Y 
can be computed by a straightforward calculation in local coordinates. 
The result is 
div, Y = (u, Lu) - (u, h), 
where z is the formal adjoint of L. Hence, 
div Z = 2(u, (au/at)) - (u, Lu) + (u, h). (9) 
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But because au/at = Lu, this reduces to 
div 2 = (u, (L + L)u). (10) 
Since we are dealing with a symmetric hyperbolic system, L + z is 
a zero-order operator. Consequently, there is a constant y such that 
at all points in Q. 
1 div 2 / < r(u, u> (11) 
Now let K be the truncated cone 
{(t, x): 0 < t < T, p(x, x0) < a + c(T - 1)). 
By Green’s theorem we have 
I div 2 dt dV = K s aK (Z, V) ds, (12) 
where dS is surface measure and v is the unit outer normal vector. 
(Note that K has a piecewise smooth boundary because we are 
working within a normal neighborhood a.) The right side of (12) is 
the sum of three terms, corresponding to the top, bottom, and mantle 
,J? of K, namely 
s , s(~~ a) (u(T), u(T)) dt’- jsczo a+cT) O@% u(o)) db’ +J1, cz, 1’1 ds. (13) 
Also the normal v at a point of L? is proportional to grad 4, where 
4(4 4 = ct + P(X, x0>. 
The gradient is (c, grad p). Note that j grad p 1 = 1. Hence, writing 
v = (v”, v), we have v” = CJ v I. Note also that 1 g * v j = j v 1 whereg 
is the metric tensor as a mapping from tangent to cotangent vectors. 
Then 
(Z, v) = (24, u} vo - (24, u(g * v, x)u) 
3 <% EC) v” - c(x) I g * v I (u, u> 
z (u, U>(“” - c I v I) 
= 0. 
Hence, sz (2, v) dS > 0. Accordingly, if we define 
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it follows from (1 1 )-( 13) that 
W) < F(O) + Y I=JTt) dt. 
0 
(14) 
Of course, our reasoning also shows that (14) holds with T replaced by 
any T’ E [0, T]. Hence, by a standard argument (Gronwall’s inequality) 
we haveF( T) < eW(O). 1 
Remarks. In a coordinate patch over which the bundle e is trivial, 
Friedrichs’ theory ensures the local existence, uniqueness, and 
smoothness (in both t and X) of solutions of ti = Lu with smooth 
initial data. In fact the machinery of the theory together with our 
energy inequality shows the following: for every x0 E M there is an 
r > 0 such that if u(0) is a smooth section defined on the ball S(xa, I) 
then a unique (smooth) solution exists in the conical region 
I-c, = {(t, x): t 3 0, p(x, x0) < r - ct}, 
where c = c(S(xO, Y)). We emphasize the important point that this 
region of propagation is independent of the data. 
The next step extends the above results to larger regions. 
PROPOSITION 1.2. Let S = S(x”, R) be a compact ball in the 
Riemannian manifold M. Let K, be the cone {(t, x): t 3 0, p(x, x0) < 
R - ct}; here c = c(S). Let u. be a C” section of the bundle 5 over S. 
Then there is in K, a unique (smooth) solution of the equation zi = Lu 
with u(0) = u. . 
Proof. By virtue of our previous results together with the compact- 
ness of S there is an r > 0 such that for all y E S the equation has 
unique smooth solutions in the cone with base S(y, r) and height 
r/c(S), given smooth data on the base. Hence, for eachy E S(x”, R - r) 
we can uniquely solve the equation ti = Lu in the truncated cone 
K, = ((t, x): p(x, y) < r - ct, 0 < t < r/2c), 
with initial data u. on the base S(y, r). Moreover, these solutions 
agree in any overlap Ku n K, by the uniqueness established in 1 .l. 
Hence, they fit together to define a solution in the truncated cone 
(union of the Ku’s) 
{(t, x): p(x, x0) < R - ct, 0 < t < r/2c}. 
This solution at time t = r/2c in turn serves as data on S(x”, R - r/2). 
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The same argument allows us to continue the solution for 
r/2c < t < r/c. In this way after a finite number of steps we have 
a smooth solution throughout the whole cone K, . Since uniqueness 
holds at each stage, the final solution is unique. 1 
We now impose conditions which will guarantee global existence 
and uniqueness of smooth solutions, as well as the preservation of 
compact support, for initial data in C,,“‘(t). These conditions arise 
from the following simple considerations. The energy inequality 
roughly says that our equation propagates data at a local speed c(x). 
We should be able to construct global solutions provided “signals” 
do not run off the manifold. There are two ways the latter might 
happen. First, there might be points missing from M in some sense. 
We avoid this by demanding that M be complete. As is well known 
this implies that closed bounded balls in M are compact. Second, 
signals might be propagated to infinity in a finite time. Pick x,, E M. 
Let S, = S(x”, r), and let c(r) = c(S,). Then the support of data in 
S, is instantaneously expanding with speed at most c(r). Thus, the 
time for signals to reach spatial infinity is estimated by 1” &/C(T). We 
demand that this integral diverge. (This is automatic if C(X) is bounded 
above; in many applications C(X) is actually constant.) 
THEOREM 1.3. Suppose that M is a complete Riemannian manifold. 
Using the notation above, suppose that J” dr/c(r) = + 00. 
(A) Uniqueness. Suppose that u is a smooth solution of the sym- 
metric hyperbolic system zi = Lu in the slab [0, T] x M, with u(0) = 0. 
Then u vanishes identically. 
(B) Existence. Let u(0) E Corn([). Then the equation ti = Lu has a 
unique smooth global solution on R x M with initial data u(O), and 
moreover for each fixed t u(t, x) has compact support. 
Proof. We first establish the uniqueness. Fix R > 0. We shall 
show that u(T) vanishes on S, = S(x”, R). (The same applies to 
u( T’) for T’ < T, of course.) By Proposition 1.2 our equation has a 
unique smooth solution-determined by data on the base SR.+l-in the 
truncated cone 
{(t, x): p(x, x0) ,< R + 1 - c(R + l)t, 0 < t < c(R + 1)-l}. 
In other words, u(T) on S, is determined by the values of u( T - tR) 
on &+, , where t, = c(R + 1)-l. Likewise the latter is determined by 
u(T - t, - tR+l) on S,,, , where t,,, = c(R + 2)-l. This may be 
continued indefinitely. 
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Now the series xl=, tR+n diverges because c(r) is monotone and the 
corresponding integral J’” &/c(r) diverges. Thus, there is a largest 
index N such that T’ = t, + tR+l + *a* + tR+N < T. Then on S,u (T) 
is determined by u(T - T’) on S,,, . And u(T - T’) in turn is 
determined by u(0) on SR+N+r where E = c(R + N + 1)~ and 
T = T - T’ < t,,,,, . But u(0) = 0, whence u( T - I“) and, 
therefore, u(T) vanish on the stated regions. 
Now we give the existence proof. The argument is rather like the 
uniqueness proof run in reverse. Namely, start with data u(O), smooth 
and supported in some S, . Then by Proposition 1.2 we can propagate 
a smooth solution for time t,,, = c(R + 3)-l in the truncated cone 
K = {(t, x): 0 < t < t R+2, P(X, x0> < R + 3 - c(R + 3)t). 
Moreover, it follows easily from the uniqueness part of 1.2 that this 
solution vanishes identically outside of SR+r . Hence, we extend it to be 
globally defined for 0 < t < t,,, by setting it equal to 0 outside K. 
Now we iterate the process: the solution at t = tR+2 is supported in 
S s+r , so it extends into the slab 0 < t < tR+$ + tR+3 with ultimate 
support in SR+a . Since the series Cls tR+n diverges, we can by this 
means propagate the solution for all time, and at any finite time the 
spatial support is compact. B 
COROLLARY 1.4. Under the hypotheses of Theorem 1.3, de$ne 
for each t a map V,: C,m(Q ---f Corn(t) by setting V,u, = u(t), where u 
is the solution of the equation ti = Lu with u(O) = u. . Then {Vi} is a 
one-parameter group. Moreover if w E Com( t) we have (d/dt)( V,u, , w) = 
(LVPO > w). Finally, LV,u, = V/‘,Lu, . 
Proof. Writing u(t, X) = V,u, , we know that u is a C” function 
and (&/at) = Lu. Since any w E C’s”(t) has a fixed compact support, 
the equality (d/dt)( Vtu, , w) = (LVlu, , w) is a justifiable differentia- 
tion under the integral sign. The facts that V,,, = V,Vl and that 
LV, = V,L follow immediately from the uniqueness established in 
Theorem 1.3. i 
2. ESSENTIAL SELF-ADJOINTNESS 
Let us now suppose that L is formally skew-symmetric, i.e., E = -L, 
and that in addition the hypotheses of Theorem 1.3 are satisfied. Then 
we can conclude that L is essentially skew-adjoint. To be precise, let 
.# be the Hilbert space L2(Q. Regard L as an operator on &? with 
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domain 23 = Corn([). Th en we assert that the closure of L is skew- 
adjoint. In fact much more is true. Suppose that 6 is a complex vector 
bundle. Define T = -iL. Then every power of T is essentially 
self-adjoint. We shall deduce this from the results of Section 1 
together with the following simple abstract proposition. 
LEMMA 2.1. Let T be a symmetric operator with dense domain 
9 C Y6, a (complex) Hilbert space. Suppose that T maps 9 into itself. 
Suppose in addition that there is a one-parameter group V, of unitary 
operators on ti such that V,g C 9, VIT = TV, on 59, and 
(d/dt)V,u = iTV,u for u E 9. Then every power of T is essentially 
self-adjoint. 
Proof. For an integer n > 0 let A = Tn. A is a symmetric operator 
with domain 9. To show that A is essentially self-adjoint we will 
prove that the equations A*# = -&J have no nonzero solutions. 
Thus, suppose A*# = i$. For any fixed u E 53 define 
Then f is bounded on - co < t < co because V, is unitary. Moreover, 
f satisfies a simple differential equation. Indeed, 
f’“‘(t) = (inPV$J, a)) = (i”AV,u, I)) 
= (i”V,u, A*#) = -P”f(t). 
Hence, f(t) is a linear combination of exponentials exp(oit) where 01 
runs through the solutions of the equation OI% = -in+l. So none of the 
01’s is pure imaginary. The boundedness off then implies, by a simple 
argument, that f is identially 0. In particular (u, 4) = f (0) = 0. 
Since 23 is dense we have # = 0. Similar reasoning applies to the 
solutions of A”# = -i& 
(For the case n = 1 the above reduces to a well known argument of 
Nelson [I I, Lemma 10.11.) 1 
THEOREM 2.2. Let 5 be a complex Hermitian vector bundle over 
a complete Riemannian manifold M. Let L be a first-order differential 
operator on C”“(t) such that L = -L and also the hypothesis of Theorem 
1.3 are satisfied. On the space X = L?(t) define a symmetric operator 
T = -iL with domain B = C,,““(t). Then everypower of T is essentially 
self-adjoint. 
Proof. Let V,: COa(f) -+ Corn(t) be the one-parameter group 
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defined in Corollary 1.4. Each V, is an isometry. Indeed, because 
E = -L, we have for U, w E C,“(f) that 
Hence, V, extends by continuity to a one-parameter unitary group on 
2. Moreover, the hypotheses of Lemma 2.1 are satisfied, and so our 
conclusion follows. i 
3. APPLICATIONS 
(A) Let 1M be a complete Riemannian manifold and let .$ be the 
complexified exterior bundle of the cotangent bundle of M; sections of 
5 are complex-valued differential forms. The bundle 6 is equipped with 
a Hermitian structure via the Riemannian metric. Let d be exterior 
differentiation and S its formal adjoint (cf. De Rham [4]; note that M 
is not required to be orientable). Set T = d + 6. Then by construction 
T is formally symmetric, so L = -iT is a formally skew-symmetric 
first-order operator. 
We wish to show that the hypotheses of Theorem 1.3 are satisfied 
by L, i.e., that J” dr/c(r) diverges. In fact since the operator d + 6 
(as well as the examples to be treated later) arises via a “natural” 
construction it is reasonably clear that the associated local propagation 
speed C(X) will be constant. But rather than making this precise we will 
simply do the computations. 
First one finds that d + 6 has symbol 
u(v)e = v A e - i,e, (1) 
where A is exterior product and i is interior multiplication (see [4 or 
121). It is then easy to verify that /I o(u)11 = 1 v 1, so that c(x) = 1, as 
might be expected. 
Conclusion: Every power of d + 6 is essentially self-adjoint on the 
domain C,,““(f). Now (d + S)2 = --d, the Laplace-Beltrami operator. 
Hence we have the essential self-adjointness of every power of d on a 
complete Riemannian manifold. (Note that d maps p-forms P to 
p-forms, and so we actually have essential self-adjointness of d on 
C,,““(p); in particular on O-forms or functions.) For the operator d 
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itself this is a result due to Gaffney [6], and independently to Roelcke 
[13]. The generalization to powers was proved recently by Cordes [2]. 
(B) Let ikl be a complex manifold with a Hermitian metric, 
complete with respect to the associated Riemannian structure. Let 77 
be a holomorphic Hermitian vector bundle over M. Let [ be the 
complexified exterior bundle, as in (A), and let 5 = 5 @ 7 with the 
tensor product Hermitian structure. The operator 8 on forms can be 
escalated to operate on sections of 5 in a unique way if we insist that 
8(, @f) = (&) @f for every form 01 E Cm(t) and every holomorphic 
section f of 7. (A good reference for this material is [lo].) 
Let 8 be the formal adjoint of 8 and let T = a + 8. Its symbol is 
given by 
+>(a of> = (44 A a8 - t&P> of, (2) 
where 7~ is the projection onto the antiholomorphic cotangent vectors. 
The same computation as in (A) then shows (1 u(v)/] = 1 g(r~)I. Moreover 
if v is a real cotangent vector it turns out that 1 P(V)/ = 1 v l/(2)‘/“. 
Hence, for 8 + 8 we find C(X) = l/(2)‘/“. 
Accordingly every power of T = 3 + 8 is essentially self-adjoint 
on Corn([). Also, note that T2 = 0, the so-called Laplace-Hodge- 
Kodaira operator. Thus, every power of 0 is essentially self-adjoint. 
(See Andreotti-Vesentini [l, Section 61 for estimates which prove that 
0 itself is essentially self-adjoint.) 
(C) Let M be a complete oriented Riemannian manifold with a 
spin structure, i.e., a reduction of the structural group of the tangent 
bundle from SO(n) to its 2-fold covering Spin(n). (See [12, Chapter IV, 
Section 10; 161, in which a generalization of spin structure is 
discussed.) Let 5 be the bundle 9’ @ -ty- where 9’ is the bundle 
associated with the spin *representation of Spin(n) and @” is associated 
with any finite dimensional unitary representation. The Dirac 
operator is a first order symmetric operator D: Cm(S) -+ C”(t), about 
which we need only know that its symbol is given by 
u(v)@ @ w) = (v . s) @ w, (3) 
where v - s is Clifford multiplication. (For a detailed discussion see 
Wolf [16].) It follows that Us = -1 v 12, from which we have 
c(x) = 1. Thus, every power of D is essentially self-adjoint on I?,,“‘(.$). 
(This was proved for D and D2 by Wolf.) 
Remarks. Since the symbol of an operator depends only on the 
highest order terms, all the results above remain valid if the first-order 
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operators are perturbed by the addition of arbitrary smooth, symmetric 
zero-order terms, e.g., “electromagnetic potentials” in the case of the 
Dirac operator. This contrasts sharply with the case of the (second- 
order) nonrelativistic Schrodinger operator, for which the behavior 
of potentials at infinity is crucial. Our results have a simple “physical” 
interpretation (which, however, should not be taken too seriously): if 
a Hamiltonian fails to be essentially self-adjoint it is because additional 
information, i.e., boundary conditions at infinity, is needed to specify 
a self-contained physical system. In the case of a relativistic particle 
(Dirac equation) no conditions are needed at infinity because the 
particle never gets there. 
4. FURTHER RESULTS 
We will conclude with a brief treatment of certain second-order 
elliptic operators by means of a variant of the preceding methods. 
Consider, for example, the Schrodinger-type operator on R” 
Tu = - i -!- [a&) $-] + 2i f b,(x) g + i fl g u + c(x)u. 
j,k=l 83 
(1) 
j=l 3 3 
Here the coefficients are supposed to be real C” functions and 
44 = ( id N P t a x is osi ive and symmetric for all X. Define 
c(r) = sup{\J A(X)l/l’% 1 x 1 < r). (2) 
Suppose that J” &/c(r) diverges. We shall show that if the operator T 
is semibounded (i.e., (Tu, U) 2 k(u, U) for some k) then all of its 
powers are essentially self-adjoint on the domain Com(Rn). For the 
case of T itself this was proved by Wienholtz ([14, Satz 11) provided 
that c(r) is bounded above; much stronger results have been given by 
Ikebe and Kato [8], who also state very general conditions under 
which T is semibounded. (Moreover, the latter authors deal with 
potentials C(X) which may be singular, whereas we require smoothness.) 
Consider the second-order hyperbolic equation a2u/at2 = - Tu. 
Since 11 A(X)lJ112 is the local propagation speed for this equation, the 
condition j” &/c(r) = + co ensures that initial data which is C” with 
compact support will be propagated throughout all time and will 
remain in Com(Rn) at any fixed time (this follows, e.g., from results on 
first order systems by a simple reduction, cf. [3].) Now suppose that T 
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is semibounded. By adding a constant we may suppose that T > 1. 
Let HI be the completion of CoCO(Rn) with respect to the inner product 
and let 
H = HI @L2(Re). 
On W consider the operator A, with domain 9 = Corn @ Corn, given 
by the matrix 
(3) 
It is elementary to verify that A is skew-symmetric. Moreover, the 
equation &/at = Av is equivalent to the original second-order 
equation. Hence, it has a globally defined solution operator which 
maps 9 into itself. Thus, Lemma 2.1 shows that iA and all its powers 
are essentially self-adjoint on 3. But 
(iA)2” = [‘,” ;n]. (4) 
Hence, Tn is essentially self-adjoint on the projection of 9 into 
L2(R”), namely Com(Rn). 
The same reasoning shows that if il4 is a complete Riemannian 
manifold and q(x) is a smooth function such that H = -A + q(x) 
is bounded below, then every power of H is essentially self-adjoint 
on Corn(M). 
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