For a real multiplicity sequence = { n , n } ∞ n=1 , that is, a sequence where { n } are distinct positive real numbers satisfying 0 < n < n+1 → ∞ as n → ∞ and where each n appears n times, we associate the exponential system
Introduction
Malliavin in [15] considered the following problem in the sense of Bernstein's weighted polynomial approximation on the real line [9, 8, 16, 14, 6, 5] . Let W (t) be a real-valued continuous function defined on the interval [0, +∞). Assume that log |W (e s )| is a convex function of s. Denote by C W the set of complex-valued continuous functions defined on the interval [0, +∞), such that a function f ∈ C W if lim t→+∞ f (t)/W (t) = 0. Let f W = sup{|f (t)/W (t)| : t ∈ [0, +∞)}, thus C W equipped with this norm becomes a weighted Banach space. Let also { n } be an increasing sequence of positive numbers tending to infinity so that the lim inf n→∞ ( n+1 − n ) > 0. Malliavin [15, Theorem 8.3] proved that the system {t n } ∞ n=0 is incomplete in C W if and only if there exists ∈ R such that where (t) = n t 1/ n . When W (t) = e t the result is due to Fuchs [12] . We also note that if the system {t n } is incomplete in C W and n are positive integers, the question of the closure of its linear span was considered by Anderson and Binmore [1] . They proved that if a function f ∈ span{t n } in the W norm, then f is extended to an entire function with a gap power series expansion of the form f (z) = a n z n .
Motivated by the methods of Malliavin, Deng [11] obtained a result regarding the completeness of the exponential system {e n t } in some weighted Banach space C of continuous functions, where the frequencies n are complex numbers with positive real part, that lie in an angle of opening less than , and satisfy the spacing condition lim inf n→∞ (| n+1 |−| n |) > 0. The space C consists of all the complex-valued continuous functions on R, so that the lim t→±∞ f (t)e − (t) = 0, with the lim t→±∞ (t)/|t| = ∞. Deng also obtained a result concerning the closure of the linear span of {e n t } when it is incomplete. For similar frequencies n , results for the completeness of the system {e n t } in a weighted L 2 (−∞, +∞) space have been derived by Vinnitskii and Shapovalovskii [22, 21] . We also note, that in case the n satisfy n/| n | → ∞, results for the completeness and minimality of the system {e n t } in certain weighted L p (−∞, ∞) spaces are found in the survey papers of Sedletskii [18, 19] .
In the spirit of all these results, the aim of this article is to study the approximation properties of the multiplicity exponential system E E = {t k e n t : k = 0, 1, 2, . . . , n − 1}
in some weighted Banach space of continuous functions on R, and in some weighted L p (−∞, ∞) spaces of measurable functions, with p ∈ [1, ∞). The spaces are denoted by C w and L p w (see Definition 1.2). The system E is associated with the real multiplicity sequence = { n , n } ∞ n=1 , that is, a sequence where { n } are distinct positive real numbers satisfying 0 < n < n+1 and increasing to infinity, and where each n appears n times with n not necessarily bounded. The sequence has density D counting multiplicities, that is, lim t→∞ n (t)/t = D, where n (t) = n t n is the counting function of . We now describe the weighted Banach spaces that we denote by C w and L p w . First, we introduce a class of functions that we denote by A , . Definition 1.1. The elements of class A , are all the real-valued, non-negative continuous functions w(t) defined on the real line R that satisfy the following properties: (ii) For all A > 0 there is a positive number t (A) such that
w(t + A) w(t) + t ∀ t t (A).
(1.3)
(iii) For t < 0, there is some > 0 so that
We note that we use the symbol A , because of the constants and that appear in (1.2) and (1.4). An example of w ∈ A , is Example 1.1.
w(t) =
e t − 1, t 0, |t|, t <0.
(1.5)
Definition 1.2. For a function w(t) ∈
A , , we denote by C w the set of all complex-valued continuous functions f (t) defined on the real line R, satisfying the condition lim |t|→∞ f (t)e −w(t) = 0. Thus, the sup{|f (t)e −w(t) | : t ∈ R} is finite, and we define the norm of f as f C w = sup{|f (t)e −w(t) | : t ∈ R}.
For a function w(t) ∈ A , , and p ∈ [1, ∞), we denote by L p w the set of all complex-valued measurable functions f (t) defined on the real line R, such that One deduces that the span of the exponential system E as defined in (1.1), is a linear subspace of C w and L p w . Thus, it is natural to ask whether E is complete in these spaces in their respective norms, that is, whether
. In other words, we ask if for each f ∈ C w (L p w ) and any > 0, there is an exponential polynomial k n=1 P n (t)e n t , where P n (t) is a polynomial of t of degree at most n − 1, such that
For example, consider a polynomial Q n (t) = n k=1 a k t k which belongs to C w with w(t) as in Example 1.1. Does Q n ∈ span(E ) in C w ?
Our main result (Theorem 1.1) in this article, is the derivation, for a certain class of multiplicity sequences, of necessary and sufficient conditions in order for E to be complete or incomplete in the weighted Banach spaces C w and L p w . Moreover, we prove that if E is incomplete in the weighted spaces, then for every function f in the closure of the linear span of E * in C w (or in
, where E * = {t n −1 e n t } ∞ n=1 , there is an entire function g(z) represented by a Taylor-Dirichlet series (Theorem 1.3) so that g(x) = f (x) for all (or almost all) x ∈ R. Here, and throughout the rest of this article, by the phrase g(x) = f (x) for almost all x ∈ R, we mean that g(x) = f (x) for all x ∈ R with the possible exception on some set A ⊂ R of Lebesgue measure zero. We also prove (Theorem 1.4) that E is incomplete in C w or in L p w , if and only if it is minimal in that space. The system E is called minimal in C w (in L p w ), if every element t k e n t of E cannot be approximated by the rest of the elements, that is, it does not belong to the closure of the linear span of E \{t k e n t } in C w (in L p w ).
Multiplicity sequences
We remark that many ideas and auxiliary results that we shall use, are based on the work done in [23] . Such is the multiplicity sequence = { n , n } ∞ n=1 which is constructed from a sequence A={a n } which belongs to the class L(c, D). This is the class of all increasing, real, positive sequences A={a n }, which satisfy for some positive constant c (see also [23] ) the spacing condition a n+1 − a n c for all n 1, and have density D, that is, the lim n→∞ n a n = D 0. The multiplicity sequence is constructed as follows: Definition 1.3. Let the sequence A ∈ L(c, D) and , real positive numbers so that + < 1. We say that a sequence B = {b n } ∞ n=1 with real positive terms b n , not necessarily in an increasing order, belongs to the class A , if for all n ∈ N we have b n ∈ {z : |z − a n | a n }, (1.6) and for all m = n one of the following holds:
One observes that (i) allows for the sequence B to have coinciding terms. Also note that (ii) allows for non-coinciding terms to come very close to each other. We may now rewrite B in the form of a multiplicity sequence = { n , n } ∞ n=1 , by grouping together all those terms that have the same modulus, and ordering them so that n < n+1 . We shall call this form of B the ( , ) reordering (see also [23] ).
In the following example of a multiplicity sequence, conditions (i)-(ii) of Definition 1.3 allow for the multiplicities n to tend to infinity, and furthermore for the relation lim inf n→∞ ( n+1 − n ) = 0 to hold.
, n odd,
(1.7)
Then, = { n , n } ∞ n=1 is the ( , ) reordering of some sequence constructed from the sequence of natural numbers N.
Proof. We start with the sequence of natural integers N which is an L(1, 1) sequence, and write N as {n 2 + k : k = 0, 1, 2, . . . , 2n} ∞ n=1 . Then, for all n ∈ N, shift all the terms n 2 + k for k ∈ {0, 1, 2, . . . , n} to the number n 2 , and all the terms n 2 + k for k ∈ {n, n + 1, . . . , 2n} to the number n 2 + 1 n 2 . By simple calculations, we can prove that this shifting yields a sequence B which is an N , sequence. Its ( , ) reordering is just the sequence = { n , n } ∞ n=1 in (1.7).
Another interesting example of a multiplicity sequence is the following.
be the increasing sequence of prime numbers, that is, 1 = 2, 2 = 3, 3 = 5, . . . . Let n denote the number of elements in the set P n = { n , n + 1, . . . , n+1 − 1}. Then the multiplicity sequence = { n , n } ∞ n=1 is the ( , ) reordering of some sequence constructed from the sequence of natural numbers N.
Proof. In [2] , Baker, Harman and Pintz proved that the relation n+1 − n < 0.525 n is satisfied finally for all primes. Due to this estimate, we may start with the sequence of natural integers N which is an L(1, 1) sequence, and by simple calculations, we can prove that shifting all the elements of the set P n to the prime n , yields a sequence B which is an N , sequence. Its ( , ) reordering is just the sequence = { n , n } ∞ n=1 .
We state now two lemmas that were proved in [23] (Lemmas 3.1 and 3.3), regarding multiplicity sequences. They shall be used later on. (1.8)
Assuming that 1 > 0, one has that 
The theorems
We are now ready to give the necessary and sufficient conditions in order for E to be complete or incomplete in C w and in L p w , which is the main result of this article. Proof. From relations (1.9) and (1.11) one has for all ∈ R that w 1 ( (t) − ) t for t > t 0 . Thus the integral in (1.10) diverges which implies that E is complete in C w 1 14) and the E k are k-compositions of exponentials, that is, 
, there is an entire function h(z) admitting a representation as in (1.16) 
In fact, we will show that the coefficients c n in (1. 
(A) such that w(t + A) w(t) + t for all t t (A), and w(t − A) w(t) + |t| for all t − t (A).
One observes that if w ∈ B, then for t < 0, w(t) is not necessarily bounded above by |t|, as it was the case for w ∈ A , . An example of a function w ∈ B is w(t) = e e |t| − e. Definition 1.5. For a function w(t) ∈ B, we denote by C ww the set of all complex-valued continuous functions f (t) defined on the real line R that satisfy the condition lim |t|→∞ f (t)e −w(t) = 0, and we define the norm of f as f C ww = sup{|f (t)e −w(t) | : t ∈ R}. Also for p ∈ [1, ∞) we denote by L p ww the set of all complex-valued measurable functions f (t) defined on R, such that
Thus C ww and L p ww equipped with these norms become weighted Banach spaces.
One deduces that the span of the exponential system E as defined in (1.1) is a linear subspace of C ww and L p ww . However, this time we will approximate any function f ∈ C ww or in L p ww , with a system that includes negative frequencies as well. Thus, consider a real multiplicity sequence = { j , j }, with j > 0, and denote by E − the system
We give, without proof, the following sufficient condition in order for the system E ∪ E − to be complete in C ww and in L p ww .
Theorem 1.5. Let w(t) be a function which belongs to the class B, and let the sequences A ∈ L(c, D) and A ∈ L(c , D ).
Let the sequences B ∈ A , , B ∈ A , and = { n , n }, = { n , n } be their respective re-orderings. If both integrals
The main tool
The crucial result which enables us to derive our theorems is Lemma 1.4 which is a variation of the following result due to Fuchs [4, p. 159 ].
Lemma 1.3.
Let the sequence A = {a n } ∞ n=1 with 0 < a n < a n+1 → ∞ and a n+1 − a n c > 0 for all n 1. Then the function
is analytic in the right half-plane C + = {z = x + iy : x > 0}, and has simple zeros. With r = |z| and x = z, there is some constant > 0 so that the following inequality holds:
Furthermore, for all z ∈ C + that satisfy |z − a n | c/4 for all n ∈ N, one has
We remark that the above lemma played a key role in the deduction of Malliavin's [15] necessary and sufficient conditions, as well as in Anderson and Binmore's [1] result. Since here we are dealing with a multiplicity sequence = { n , n }, a natural analogue of the function F (z) would be a meromorphic function G(z) which vanishes exactly on , with similar bounds as F (z) has in (1.19) and (1.20) . The desired function G(z) appears in Lemma 1.4. In order to state this lemma, we need to introduce the following systems of unions of open disks, given the sequences A ∈ L(c, D) and B ∈ A , (see also [23] ):
B −a n , e −a n 3 , 22) where as usual
Observe that the disks in S 2 and S 4 are not necessarily disjoint, since for fixed n we might have b n = b m for m = n. Nevertheless, if for fixed n, n is the set of all integers j so that b n = b j , that is, 
is analytic in the right half-plane C + = {z = x + iy : x > 0}, and vanishes exactly on the sequence = { n , n }. With r = |z| and x = z, the following inequalities hold for some constants A 1 , A 2 and A 3 :
where S c 2 is the complement of S 2 defined in (1.21), and
where
We remark that (1.26) and (1.27) are essential tools for the proof of our main result, Theorem 1.1. Furthermore, (1.28) will be very crucial for the deduction of Theorem 1.3. The bound of G ( n ) ( n ), will yield a sharp upper bound for the norms of linear functionals on C w and L p w and this will lead us to the result concerning the closure of the span(E * ) in C w and in L p w . The proof of Lemma 1.4 will occupy §3. Some other auxiliary results are also stated in §2, while the proofs of Theorems 1.1, 1.3, and 1.4 are given in §4, §5 and §6, respectively.
Notations and auxiliary results
In addition to the spacing condition a n+1 − a n c > 0, assume that the sequence A = {a n } ∞ n=1 in Fuchs result, has density D, that is, n/a n → D. Then with F (z) as in Lemma 1.3, the function G(z) in Lemma 1.4 can also be written as
define meromorphic functions and is a real number with = ∞ n=1
The existence of is justified by the fact that the series converges absolutely whenever B ∈ A , . For the same reason M 1 (z) and M 2 (z) are well defined.
We also note that in order to obtain the bounds for G in (1.26) and (1.27), one needs to derive bounds for the meromorphic functions M 1 and M 2 . These are given in the following lemma which is a slight variation of a result in [23] (Lemma 3.4). Lemma 2.1. Let M 1 (z) and M 2 (z) be the meromorphic functions as in (2.2) and let S i , i ∈ {1, 2, 3, 4} be the systems of disks defined in (1.21) and (1.22) . With r = |z|, for every > 0 as r → ∞ one has
, provided z lies outside S 4 and S 3 , respectively.
We note that in [23] the meromorphic function is actually an even function. Nevertheless, in our case the upper and lower estimates are deduced the same way.
Another auxiliary result that we shall need is the following. Proof. We shall separate the terms of the sequences into two groups. Define the sets L 1 = {a n , b n : a n − a n b n < a n }, L 2 = {a n , b n : a n b n a n + a n }, and observe that a n ∈ L 1 if and only if b n ∈ L 1 (similarly for L 2 ). Consider then the sums 1 (r) = a n r a n ∈L 1 2 a n −
(r) = a n r a n ∈L 2 2 a n −
We will prove that the sum 1 (r) is uniformly bounded. In a similar way one can prove that 2 (r) is also uniformly bounded, thus the same holds for their sum A (r) − B (r). Since {a n } is an increasing sequence, then for an arbitrary r > 0 there is an integer h(r) such that a h(r) r and a k > r for every k > h(r). If a n ∈ L 1 and a n r then b n < r as well since b n < a n . It is however possible that some b n ∈ L 1 with b n r while a n > r. We note that for any such b n , one has from the L 1 definition that b n > r − r . Thus we now express the sum 1 (r) as
We show now that the two sums on the right side of (2.5) are uniformly bounded. First observe that since b n a n /2 for n > n 0 , n/a n → D, and < 1, one gets that
a n − b n b n a n ∞ n=1 a n b n a n < ∞. with the last inequality valid after integration by parts. From relations (2.6) and (2.7) we get that the function 1 (R) is uniformly bounded.
Due to the convexity of w(t) on the real line we get the following result. Proof. Since w(0) = 0, one deduces that w * (0) = 0 also. The fact that w * is a non-negative convex function and satisfies (w * ) * = w can be found in the book of Rockafellar [17] .
Lemma 2.3. Let w(t) be a function which belongs to the class
We also note that w * satisfies the relation lim x→+∞ w * (x)/x = +∞ because
and letting x → ∞, shows that the lim inf x→+∞ w * (x)/x t for all t ∈ R.
Finally, we end this section by recalling Malliavin's uniqueness theorem [15] (see also [10, 13] 
(log R − log r + 1).
If there exists a non-trivial analytic function
The section that follows is devoted to the proof of Lemma 1.4, which is the main tool in order to derive our theorems.
The function G(z): proof of Lemma 1.4
First we state and prove another lemma using methods similar to the ones as in the proof of Theorem 2.1 in [23] . A ∈ L(c, D) , the sequence B ∈ A , and = { n , n } be its ( , ) reordering. Then with r = |z|, x = z, and S 2 the set defined in (1.21) , the function G(z) in (1.25) satisfies for some constant A 2 the relation
Lemma 3.1. Let the sequence
in the region = {z : r < 12x}.
Proof. Since the zeros and poles of the meromorphic function M 2 (z) as defined in (2.2) lie in the left half-plane C − = {z : z < 0}, from Lemma 2.1 we get that
Then from (2.1), Lemma 1.3 and the relation above, we get that
provided z / ∈ S 2 and |z − a n | c/4 for all n ∈ N. Since r < 12x and the sums A (r) − (r) are uniformly bounded (Lemma 2.2), then there is some real constant A 2 so that instead of (3.2) we have
provided z / ∈ S 2 and |z − a n | c/4 for all n ∈ N. Observe that in order to prove (3.1) when r < 12x, it remains to remove the condition |z − a n | c/4 for all n ∈ N from (3.3). To this end, suppose that {z k } is a sequence of complex numbers so that for any k ∈ N we have |z k − a k | < c/4 and |z k − b n | e −|a n | /3 for all n ∈ N. The rest of the proof is devoted in showing that (3.3) holds for |G(z k )|. This makes the condition |z − a n | c/4 for all n ∈ N redundant, thus proving (3.1).
Take any k ∈ N. Observe that for an arbitrary z ∈ *B(a k , c/4) the relation |z − b n | e −|a n | /3 might not hold for all n ∈ N. Thus, we consider the larger closed disk B(a k , c/3) and claim that there is a constant ∈ (c/4, c/3) so that for all z ∈ *B(a k , ), one has |z − b n | e −|a n | /3 for all n ∈ N. In other words, every point on this circle satisfies this spacing condition. This claim was justified by the author in [23] (see the proof of Theorem 2.1). In that section it was also proved that the number of b n terms in the closed disc B(a k , ), denoted by # {b n : b n ∈ B(a k , )} , satisfies the relation
Assume now that G(z) has zeros in the closed disk B(a k , ), and define Y k = {n : b n ∈ B(a k , )}. Then write
For all n ∈ Y k since |z k − a k | and |b n − a k | , then one has that |z k | ≈ |a k | ≈ |b n |. Also one has that |a n | 2|a k | for all n ∈ Y k . Combining all these with |z k − b n | e −|a n | /3, yields for all
The last inequality holds since 0 < < 1. Also one has that e Next, we note that for all n ∈ Y k and all z ∈ *B(a k , ) one gets 1. This and (3.5) imply that for all z ∈ *B(a k , ) one has
Observe that the product n/ ∈Y k in (3.5) has no zeros in the closed disk B(a k , ). Thus it takes its minimum value on the boundary. This fact and (3.7) yield
But for all z ∈ *B(a k , ) relation (3.3) holds since z / ∈ S 2 and |z − a n | c/4 for all n ∈ N. Since |z k | ≈ |z| for all z ∈ *B(a k , z), one gets that
This relation and (3.6) yield that |G(z k )| satisfies (3.3).
We shall also need the following result [4, p. 158].
Lemma 3.2. Let W (z)
We note that W (1) = −∞, thus the inequality W (z) 2 z is valid for z = 1 as well.
Proof of Lemma 1.4
Proof of (1.26). We recall that z = x + iy and |z| = r. We write G(z) = 1 (z) 2 (z) where 1 (z) contains the terms with b n 2r and 2 (z) those with b n > 2r. First we get an upper bound for 1 (z). We apply Lemma (3.2) and get 
Since n B (t)/t → D we get that
Combining (3.9) and (3.10), shows that (1.26) holds.
Proof of (1.27). We consider two cases, one when r 12x and another when r < 12x.
We use again (3.10) to get a lower bound for 2 
Then we want to get a lower bound for | 1 (z)|. First we get that Combining (3.11) and (3.12), shows that (1.27) holds. Case 2: (r < 12x): Its proof is given in Lemma 3.1.
Proof of (1.28). Fix some positive integer n and write G(z) = O n (z)Q n (z) where
and n as defined in (1.23). Since B = = { n , n }, there is some j so that j = b n with multiplicity j . Thus, we can write
We can also write
Denote now by H (z) the function inside the brackets [ ], thus H ( j ) = 0. Then one deduces that
We want to obtain a lower bound for |G ( j ) ( j )/ j !|. First, note that from Lemma 1.1 we get that 
Similarly we treat the case a k > a l n , and our claim is justified.
Then observe that for all z on the boundary of the disk B(b n , e −a ln /3) we get that |G(z)| |Q n (z)|. This holds because if z is on the boundary and k ∈ n , then for all n > n 0 one has that 
The second inequality follows from (1.27). The third holds since j ≈ |z| for all z on the boundary of the disk. Finally, observe that Q n (z) has no zeros in the closed disk B(b n , e −a ln /3). Thus it takes its minimum value on the boundary. Combining this with (3.16) gives
Substituting (3.15) and (3.17) into (3.14), shows that (1.28) is valid. First we prove the necessity part, that is, the integral in (1.10) converges for some ∈ R, assuming that E is incomplete in C w or in L p w with p ∈ [1, ∞). Second we prove the sufficiency part, that is, if the integral in (1.10) converges for some ∈ R, then E is incomplete in C w and in L p w for all p ∈ [1, ∞). Once more we remark that the meromorphic function G(z) of Lemma 1.4 plays an important role, both for the necessity and for the sufficiency part.
Complete exponential systems in

Necessity for C w and L p w
Necessity for L p w
If the system E is incomplete in L P w for some p ∈ [1, ∞), then by the Hahn-Banach theorem there exists a non-trivial functional T on L P w which vanishes on the elements of E . By the Riesz representation theorem, there exists a function g(t) ∈ L q (−∞, +∞), where 1/p + 1/q = 1, so that for every function f ∈ L p w one has that
Since T vanishes on the elements of E , one observes that if for all z in the half-plane C + we define the function
is an analytic function in the half-plane C + , and from (4.1) one has that P (z) vanishes on n at least n times. We show now that for all z ∈ C + , P (z) satisfies 
provided z / ∈ S 2 with S 2 as defined in (1.21). Since S 2 can be written as a disjoint union of disks whose radii tends to zero, by the Maximus Modulus theorem we get that (4.5) holds for all z in the half-plane C + . Then, for x > 1 one has from (4.5) that
Let r(z) = f (z + 1), thus r(z) is analytic in the half-plane {z : z > −1}. Then from (4.6) one has that
We claim now that there is a positive constant A 7 so that
Assuming this, applying Lemma 2.4 and the relation (w * ) * = w, yields some ∈ R such that
and we are done. We now justify our claim. Fix some x > 0 and note that since w is convex, then the equation (x + 2)t = w(t) has solutions t = 0 and some t 1 > 0. Since w(t) t 2 then t 1 x + 2. Let t 0 ∈ [0, t 1 ], thus t 0 x + 2 also, be a point so that the sup t 0 {(x + 1)t − w(t)} is achieved there. Then
Also note that −(x + 1) (|z + 1|) − x (|z|) for all z ∈ C + . Substitution of this result and (4.9) into (4.7) yields (4.8).
Necessity for C w
The proof is similar as for L p w .
Sufficiency for C w and L p w
Assume that there exists a real number such that
Our goal is to show that there exist non-trivial bounded linear functionals T : C w → C and S : L p w → C, which vanish on the elements of the exponential system E . This implies that E is incomplete in C w and in L p w .
There is some > 0 such that (t) − 0 for all t . Then, let (t) be an even function on the real line R so that
Since w ∈ A , , by definition w(t) |t| for all t < 0, for some > 0. Then, for this , and since the above integral converges, we consider the Poisson integral of (t)
which is a harmonic function in the half-plane C −2 = {z : z > −2 }. We then have that for all z ∈ C −2 the following relation holds
Observe now that for all z ∈ C −2 such that |z + 2 | , one has that
where J > 0 and large enough, so that we also have −w( ( ) − ) w * (x) − x (|z + 2 |) + x + J for all z such that |z + 2 | < . Combining these results with (4.10), we get that
Then, if v(z) is the harmonic conjugate of u(z), the function
is an analytic function in the half-plane C −2 , f (z) vanishes nowhere in C −2 , and satisfies
The function f (z) also satisfies
for some positive constants and A 5 . Define now the meromorphic function 14) which is analytic in the half-plane C −2 , and vanishes exactly on the multiplicity sequence = { n +2 , n } ∞ n=1 . We note that G(z) satisfies relation (1.26) as the meromorphic function in (1.25) does, that is,
, that is, (r) (r). Thus
, thus G is analytic in the half-plane C −4 = {z : z > −4 }, vanishes exactly on the sequence = { n , n } ∞ n=1 , and has poles {− n − 4 , n } ∞ n=1 . From the relation above, one has that
Thus, if we combine the above relation with (4.12), this gives
for some real constant A 4 . The last inequality follows from (1.9), that is, the relation lim r→∞ (r) / log r = 2D. Next, define
where [6 D] is the integral part of 6 D. Then g 0 (z) is an analytic function in the half-plane C −2 , vanishes exactly on the sequence = { n , n }, and satisfies
Due to this estimate, by contour integration one deduces that the value of the integral 16) does not depend on x, thus it is a function of t only. Therefore, for any fixed x > −2 , e xt h 0 (t) is the Fourier Transform of g 0 (x + iy). Our goal is to prove that for all x > − , g 0 (x + iy) is equal to the Inverse Fourier Transform of e xt h 0 (t). In other words,
For this, it suffices to show that for any fixed x > − , e xt h 0 (t) belongs to the space L 1 (−∞, ∞). Thus, we need to obtain an upper bound for |h 0 (t)|.
First recall that for u 0 one has that the sup x 0 {ux − w * (x)} = w(u) (Lemma 2.3). Then for t − A 4 one gets from (4.16) that
where the last inequality follows from (1.3). Since h 0 (t) is continuous on R, there is some > 1 so that
We find now an upper bound when t < 0. Since for every fixed x > −2 , e xt h 0 (t) is the Fourier Transform of an integrable function, then from the Riemann-Lebesgue Lemma one has that for all x > −2 , e xt h 0 (t) → 0 as t → ±∞. Thus for x = − 3 2 , there is some t 0 > 0 so that for t < −t 0 we have that |h 0 (t)| e 
Since g(z) vanishes on the sequence , this implies that
We define now the bounded linear functionals on C w and on L p w . First, for every function f in the Banach space C w , let
From (4.18) we get that (4.22) and from (4.19) and (1.4) we get that 
such that relation (4.12) is satisfied. Define now
It follows that n (z) is an analytic function in C −2 = {z : z > −2 }, and vanishes exactly n − 1 times at the point n and k times at the points k , k = n. Since G ,n (z) satisfies (1.26) for the same constant A 1 as G (z) does, then n (z) satisfies the relation 4) as the function g 0 (z) in (4.15) . From this relation, we deduce by contour integration that the value of the integral 5) does not depend on x, thus it is a function of t only. This function is continuous on R, and since the upper bound in (5.4) is the same as the one in (4.15), there are positive numbers and equal to the ones in (4.18) and (4.19) , and independent of n, so that 
The last two relations and the fact that n (z) vanishes exactly n − 1 times at the point n and k times at the points k , k = n, yield that (5.1) is valid. 10) where and A 6 are positive constants independent of n.
Proof. For each exponential polynomial P (t) = k c k t k −1 e k t , define
where n (t) are the functions as in Lemma 5.1. It then follows that:
We will now prove that T n is a bounded linear functional on the span(E * ) in C w and L p w . Let n (z) as in (5.3) and G (z) = G(z + 2 ) where G is the function as in (4.14). Then, one gets that
One also deduces that G ( n ) ( n ) = G ( n ) ( n ), with n = n + 2 . Then from (1.28) and (4.13), one gets that
for some constant A 6 . It follows from (5.9) and (5.12), that:
Then for t 0 one has from (5.6) that 15) and for t < 0 one has from (5.7) and (1.4) that
From (5.14) and (5.16) we get that there is some > 0, independent of n, so that for q 1 one has that
Then, for q = 1 we get that
Also, from (5.15) (5.17) and (5.18), we get for all p ∈ [1, ∞) that
From the last two relations, one has that T n is a bounded linear functional on the span(E * ) in the norms C w and L p w for all p ∈ [1, ∞).
Then by the Hahn-Banach theorem, T n is extended to a bounded linear functional denoted by V n on C w and by S p n on L p w , such that
We are now ready to give the proof of Theorem 1.3.
Part (A1)
, the closure of the linear span of E * in C w : case when lim r→∞ (r) = ∞ Suppose that a function f belongs to the closure of the span(E * ) in C w . Define 19) where {V n } are the bounded functionals on C w as defined in Lemma 5.2. We will prove that
for all x ∈ R and that g(z) is an entire function. First we show that g(z) is an entire function. We note that Valiron [20] proved that if for a multiplicity sequence { n , n } the following relations hold, We claim that p(z) is an entire function, thus the same holds for g(z) as well, and as a result we have absolute convergence for both series for all z ∈ C. Indeed, since (r) → ∞ as r → ∞ and (5.10) holds, then
which implies that the lim sup n→∞
for all x ∈ R. Since f ∈ span(E * ) in C w , there exists a sequence of exponential polynomials, call them P k (x), where P k (x) = l(k) n=1 a n,k x n −1 e n x with l(k) → ∞ as k → ∞, such that f − P k C w → 0 as k → ∞. Fix now some x ∈ R and write
|V n (f )||x| n −1 e n x .
From Lemma 5.2 and with E n as in (5.10) we have that
|V n (f )||x| n −1 e n x . (5.22) As in the case of g(z) and p(z), in a similar way we get that the region of absolute convergence of U 1 (z) = ∞ n=1 E n z n −1 e n z is the same with that of U 2 (z) = ∞ n=1 E n e n z , which we deduce to be the whole complex plane. Thus, the sum l(k)) n=1 E n |x| n −1 e n x has a finite limit as k → ∞. This fact, together with the relation f − P k C w → 0 and the absolute convergence of g(z) for all z ∈ C, imply that letting k → ∞ in (5.22), yields that f (x) = g(x). Since x ∈ R was arbitrary, then f (x) = g(x) for all x ∈ R.
Part (A2)
, the closure of the linear span of E * in C w : case when lim r→∞ (r) < ∞ If (r) is bounded, we get from (5.21) that there is some real constant M so that lim sup r→∞ (log |V n (f )|)/ n M. Thus, this time we cannot deduce whether the lim sup r→∞ (log |V n (f )|)/ n = −∞, and as a result we cannot claim that g as in (5.19) represents an entire function. We can only say that g is analytic in some half-plane instead. However, if w belongs to the class as in (1.14), then g is indeed an entire function. In order to prove this, we need two auxiliary results, , N 2 = {2n log n log log n} ∞ n 2 , etc., where the positive integers n k are large enough so that every term of N k is well defined. From the Euler-Maclaurin summation formula, the following result is valid. Proof. Since w ∈ , by (1.14) there is a positive integer k so that w(t) E k (t) with E k as defined in (1.15) . For this k consider the sequence N k as in (5.24) and let U = N k ∪ . We show now that (5.26) is valid. We get that 
(t).
Second, we show that U ∈ A , for some sequence A ∈ L(c, 0), where the class L(c, 0) was defined in Section 1.1. By assumption, is the ( , ) reordering of some multiplicity sequence B, where B ∈ A , (see Definition 1.3) and A ∈ L(c, 0) . Then let A = N k ∪ A, and write A ={a n } ∞ n=1 , with a n < a n+1 . If required, we may subject the terms of the sequence N k to bounded perturbations such that the terms a n satisfy a n+1 − a n > c for some c > 0. Observe also that the sequence N k has density zero, thus the same is true for A . Therefore A ∈ L(c , 0) and since U = N k ∪ B, then U ∈ A , .
Suppose now that f belongs to the closure of the span(E * ) in C w , with w ∈ ∩ A , . Repeating the steps as in the proof of Theorem 1.3, part (A1), we get that there is some function g which is analytic either in the whole complex plane C or in some half-plane H M ={z : z < M}, such that f (x) = g(x) for all those real numbers x where g is defined at. We will assume that the second case holds, that is, g has a finite abscissa of convergence z = M, and reach a contradiction.
Claim. The abscissa is a natural boundary for g(z). In other words, there is no open segment on the abscissa so that g(z) can be extended analytically across.
We now justify our claim. In [23] we proved that if the multiplicity sequence = { n , n } ∞ n=1 has density zero, then the entire function G(z) = 
