This paper presents the analysis of the obtainment of the theoretical bit error rate (BER) performance in single-input-single-output and multiple-input-multiple-output systems with single-carrier with frequency-domain equalization modulations and iterative receivers based on the iterative block decision feedback equalization concept. Through the consideration of a Gaussian-based approach to obtain the BER performance, we present a simple and accurate model to improve such method by compensating the difference between the theoretical performance results and the ones obtained by simulation.
is higher for SC-FDE, which makes SC-FDE preferable for the uplink transmission while OFDM is interesting mainly for the downlink transmission. Moreover, the envelope fluctuations of single-carrier signals are much lower than the envelope fluctuations of OFDM signals with the same constellations [3, 4] . The frequency-domain equalization performed in conjunction with block transmission systems is computationally more straightforward when comparing with the time-domain approach. This is due to the fact that operations on a block level involve an efficient FFT operation and a simple channel inversion processing. Usually a linear FDE equalizer is employed with SC-FDE techniques. The filtering can be performed through a zero forcing (ZF) or minimum meansquared error (MMSE) criterium, in which the MMSE presents better performances when compared with the ZF, due to the lower noise enhancement effects [7] . Although nonlinear equalizers are more complex than linear equalizers, it is known that they offer better performnce/complexity trade-offs [5] . The most promising nonlinear FDE is the iterative block decision feedback equalization (IB-DFE) [5, 6] , which is an iterative FDE implemented in the frequency-domain [5] .
This paper presents the bit error rate (BER) performance of IB-DFE receivers with SC-FDE modulations schemes. These performance are usually obtained by means of lengthy Monte Carlo simulations and it would be desirable to analytically obtain the BER performance of IB-DFE receivers. Since the overall noise plus residual Inter-Symbol Interference (ISI) is approximately Gaussian at the FDE output, it can be obtained an estimate of the BER from the MSE at the FDE output for each iteration [8] . These BER estimates are very accurate for the linear FDE, however, they present a non-negligible error in the iterative FDE case and in this paper it is shown that the error is a function of the number of multipath propagation components, as well as the MSE. Ultimately, it is presented a method for estimating and compensating for the error of MSE-based BER performances, enhancing the accuracy of analytical BER estimates. This paper is organized as follows: Sect. 2 describes the cellular scenarios and the iterative receiver design considered in this paper. Section 3 explains the Gaussian-based approach for obtaining the BER performance and details an improved method for enhancing the accuracy of the Gaussian model described previously. Section 4 concludes the paper.
Throughout the paper we will adopt the following notations: bold letters denote vectors and matrices; x Ã , x T and x H denote complex conjugate, transpose and Hermitian (complex conjugate transpose) of x, respectively. I N denotes a N Â N identity matrix and e p is an appropriate column vector with 0 in all positions except the pth position that is 1. The expectation of x is denoted by E x ½ .
System Characterization
The system is characterized by the employment of a CP-assisted SC-FDE modulation scheme between P MTs sharing the same physical channel that transmit to R BSs. After removing the cyclic prefix, the received useful frequency-domain signal, at a certain BS r, is given by
Here, fS k;p ; k ¼ 0; 1 ; . . .; N À 1g corresponds to the DFT of the time-domain data block, fs n;p ; n ¼ 0; 1 ; . . .; N À 1g, associated to the pth MT ðp ¼ 1; 2 ; . . .; PÞ, where constellation symbol s n;p is selected from the data according to a certain mapping rule (e.g., a QPSK constellation with Gray mapping), and with a N symbols block size. The useful timedomain received block at the rth BS is y ðrÞ n (r ¼ 1; 2 ; . . .; R), and the corresponding frequency-domain block is Y ðrÞ k = DFT fy ðrÞ n g. Moreover, in (1) , N ðrÞ k denotes the channel noise at the rth antenna and the kth frequency and H eqðrÞ k;p ¼ n p;r H ðrÞ k;p , where H ðrÞ k;p corresponds to the channel frequency response between the pth MT and the rth BS, for the kth frequency. The combined effects of power control and propagation implementations are weighted by the factor n p;r . Hence, the average received power at the receiver is jn p;r j 2 , where it is assumed a normalized channel frequency response, with E H ðrÞ k;p
When all the MTs and BSs contributions are taken into account the system can be regarded as a MIMO scheme, depicted in Fig. 1 , and a matrix format of (1) can be defined as At the receiver, an DFE-type approach is taken into account (see Fig. 2 ). This structure is composed of two main filters, being the feedforward F k and the feedback B k blocks. Mainly, the F k coefficient is employed to equalize the channel and the B k to remove residual ISI and MAI (Multiple Access Interference), using the previous decisions for the ISI cancelation and computing a circuit reliability in the feedback loop to improve the estimation on symbolsŝ n . Considering a SISO system, Fig. 3 presents the DFE concept applied to an iterative structure for block transmission techniques, i.e., an IB-DFE receiver. At the ith iteration, the estimated symbols fŝ n ; n ¼ 0; 1 ; . . .; N À 1g are the hard decisions used to cancel the corresponding residual interference. Therefore, the considered receiver can be regarded as an iterative Successive Interference Cancelation (SIC) scheme. Moreover, in this scenario, (4) can be expressed bỹ are associated to the current iteration for MTs already estimated in this iteration and the previous iteration for the MT currently being detected, as well as the MTs that were not yet detected in the current iteration. For a normalized QPSK constellation set (s n;p ¼ AE1 AE j), the average values s n;p correspond to
where L Re n;p ¼ 2 r 2 n;p Re fs n;p g; ð7aÞ L Im n;p ¼ 2 r 2 n;p Im fs n;p g; ð7bÞ and r 2 n;p ¼
2N
X NÀ1 n 0 ¼0s
Moreover, r 2 n corresponds to the variance of the noise component andŝ n correspond to the hard decisions, where Re fŝ n g ¼ sign Re fs n g ð Þand Im fŝ n g ¼ sign Im fs n g ð Þ .
Theoretical BER Performance Evaluation
Previous section described the parameters that define the system characterization in SISO and MIMO environments, as well as the iterative receiver based on the IB-DFE concept. In turn, this section deals with the theoretical analysis for obtaining the BER performance in a SC-FDE modulation scheme combined with IB-DFE receivers. A Gaussian-based approach is the starting point for the theoretical analysis for obtaining the BER performance. At a given iteration, the coefficients F k;p and B k;p specify the iterative receiver's state. Furthermore, these coefficients are chosen to minimize Mean Squared Error (MSE) criterium, minimizing also the BER performance. Regarding a QPSK constellation and a Gray mapping scheme, the BER is given by
where Q(x) denotes the well known Gaussian error function and
designating the MSE on the frequency-domain samplesS k;p . When the minimization of H k;p is computed, the optimum values of the coefficients F k;p and B k;p are obtained and the BER performance is optimized. Regarding the iterative methodology of the described receiver in a MIMO scenario, it can be demonstrated (see appendix) that the optimum F k;p and B k;p are given, respectively, by
and
with
and j selected to ensure that
Moreover, for a SISO system, at a given iteration, the optimum feedforward and feedback coefficients are expressed as
with r 2 S and r 2 N denoting the signal and noise variance, respectively. The parameter q designates a measure of the estimates reliability presented in the DFE loop, in order to deal with the error propagation phenomenon and is defined by
For QPSK constellations, q ¼ 1 À 2P b , which can be approximately The iterative receiver is characterized by a functionality of 4 iterations. It is easily observed that the performance increases with the number of iterations, in which by the time of the 4th iteration the performance is already close to the MFB. For simplicity purposes we only present iterations 1, 2 and 4, since iteration 3 is very close to the 4th iteration and doesn't add relevant information. Comparing the simulated and the analytical performances, there is a difference between them, corresponding to a value of D dB, except for the linear FDE case. Moreover, the performances increases and approach the MFB as the number of rays in the multipath increases.
Relating the D with Eq. (9) it can be shown that
and the correct compensation of the D factor comes from understanding its behavior as a function of the number of rays in the multipath. Figure 9 shows, for both MTs, the D values for the 2nd iteration with 8, 16, 32, 64, 128 and 256 rays. We considered the D curves that correspond to the widely recognized reference values in the BER performance: 10 À2 , 10 À3 and 10 À4 . Analyzing Fig. 9 , the D results presents a decreasing exponential behavior, that can be written as
where x indicates the number of rays considered in the multipath. Figs. 10 (1st MT) and 11 (2nd MT) illustrate the curve fitting with the approximation used by (22), demonstrating its accuracy. The optimum values that define the decreasing exponential for each BER reference are emphasized in Table 1 . In order to compensate the D factor, it is necessary to correctly perform its fitting. Therefore, the parameters a, b and c, which are part of the approximation must be computed as well. Firstly, it is important to understand that we want to relate D with the BER evaluation and in turn with its corresponding MSE. To do so, we can use expression (9) , and the BER values of 10 À4 , 10 À3 and 10 À2 and indicate that their MSE corresponds to 0.07, 0.1041 and 0.1890 respectively. Figures 12 and 13 illustrates the approximation performed regarding the three parameters that constitute the D exponential likeness, for the 1st and 2nd MTs, respectively. After computing the fitting 
for the 2nd MT. With all the exponential approximation parameters defined, it is possible, in a similar fashion to correctly compensate the D differences for iterations 3 and 4, even though in these cases the value of D tends to be inferior when compared to the D in the 2nd iteration. and 15, for the 1st and 2nd MTs, respectively. The scenario with 32 rays is illustrated in Figs. 16 (1st MT) and 17 (2nd MT) .
The method described for improving the theoretical BER performance obtainment corresponds to a MIMO system. Nevertheless, the same process can be straightforwardly applied to a SISO system. Hence, Figs. 18 and 19 illustrate the performance results for a 
Conclusions
This paper concerned the evaluation of analytically obtaining the BER performance in a transmission scheme with SC-FDE modulations and IB-DFE receivers for SISO and MIMO systems. It is presented a method for analytically obtaining the BER performance by improving a Gaussian-based approach for its purpose. The method that allows the improvement of the theoretical approach is based on the compensation of the difference, designated by D, between the simulated and theoretical BER performance results. The results show that this method is precise and the D compensation is accurate. 
By assuming that S k;p ' q pŜk;p [9] , withŜ k;p denoting the frequency-domain samples associated with the symbols' hard decision. Moreover,Ŝ k;p % q p S k;p þ D k;p [10] , which means that S k;p % q 2 p S k;p þ q p D k;p , and E S k;p
On the other hand, D k;p ¼ ½D k;1 ; . . .; D k;P T , is a mean zero error vector for P MTs, with its elements uncorrelated to S k;p and between them, meaning that
. . .; q P Þ. By expanding the square in (31) and noting that the noise and data components are uncorrelated and have zero mean, it can be easily shown that H is given by
For the sake of simplicity, the dependence on the subcarrier and user indexes, with the exception of the S p factor, were dropped from in (32) and following equations. The different correlation matrices of (32) are
being the correlation matrices of S and N, respectively. Clearly, the bit error probability will be minimized if we minimize the MSE at each subcarrier H k;p . In order to obtain the minimization of the MSE we subject it to the condition and apply the gradient of the Lagrange function to (31). Hence, the Lagrange function is defined as
where the optimum coefficients F k;p and B k;p being the solution for the system of equations
Therefore,
After some straightforward manipulations we obtain ; ð40Þ
and j selected to ensure that c p ¼ 1, in order to have a normalized FDE with Es n;p Â Ã ¼ s n;p .
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