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The aim of this paper is to establish the group nature of all separable solutions 
and conserved quantities in classical mechanics by analyzing the group structure 
of the Hamilton- Jacobi equation. It is shown that consideration of only classical 
Lie point groups is insufficient. For this purpose the Lie-Bgcklund groups of 
tangent transformations, rigorously established by Ibragimov and Anderson, are 
used. It is also shown how these generalized groups induce Lie groups on 
Hamilton’s equations. The generalization of the above results to any order 
partial differential equation, where the dependent variable does not appear ex- 
plicitly, is obvious. In the second part of the paper we investigate a certain class 
of admissible operators of the time-independent Hamilton- Jacobi equation of 
any energy state including the zero state. It is shown that in the latter case 
additional symmetries may appear. Finally, some potentials of physical interest 
admitting higher symmetries are considered. 
INTRODUCTION 
The use of group theoretical methods for the understanding and solving of 
problems arising in classical mechanics has been well established. In spite of 
this, it seems that many fundamental questions still exist. For example, it is 
known that in Hamilton’s canonical equations the constants of motion linear 
in the momenta are related to Lie groups1 of the Hamilton-Jacobi equation. 
However, in general, there is no way of using Lie theory on the Hamilton- Jacobi 
equation to explain the existence of conserved quantities which are nonlinear in 
the momenta. Another open question is the group theoretical characterization 
of all separable solutions of the Hamilton- Jacobi equation. It seems that by 
using Lie theory we can characterize only some of the separable solutions. 
Similar problems appear iti quantum mechanics. E. Noether has established 
a connection between conservation laws and invariant properties of a given 
* Research supported in part by the National Science Foundation Grant MCS 75- 
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system of equations, under the assumption that the system possesses a 
Lagrangian [I]. However, Noether’s theorem cannot guarantee that every 
conservation law comes from Lie groups. Actually, in quantum mechanics, 
some conserved quantities were discovered which were not the consequence of 
Lie groups (for example, the quantum mechanical analogue of the Runge-Lenz 
vector for the hydrogen atom). In order to explain these conservation laws the 
“dynamical symmetries” were introduced [2]. These were symmetries of a non- 
geometrical origin. Although the group nature of these symmetries was not 
very clear, the necessity for a generalization of Lie theory was evident. Recently, 
N. H. Ibragimov and R. L. Anderson established rigorously a generalization 
of the original Lie formulation based on the notion of infinite-order contact 
transformations. They called these generalized transformation groups Lie- 
BPcklund tangent transformations [3]. An important application of the Lie- 
BHcklund groups is a generalization of Noether’s Theorem obtained by 
N. Ibragimov [4]. 
The “dynamical symmetries” in quantum mechanics were, at an early stage, 
related to the problem of separation of variables of the SchrGdinger equation. 
It was noted that potentials admitting “higher symmetries” also allow separation 
in more coordinate systems (for example, the equation for the hydrogen atom 
also separates in parabolic coordinates). The connection between group theory 
and separation of variables was discussed for many interesting equations of 
mathematical physics. However, using Lie theory it seems that the characteriza- 
tion of separable solutions is incomplete [5]. 
In spite of the great applicability of group theoretical methods in quantum 
mechanics, and the fact that classical mechanics is the geometrical limit of 
quantum mechanics, the group theoretical consideration of the above problems 
in classical mechanics has not been extensive [6]. Actually, it was thought that 
the meaning of dynamical invariance groups in classical mechanics is less 
straightforward [2]. We think the investigation of the above questions in classical 
mechanics will clarify the role played by higher (Lie-Biicklund) symmetries 
and will provide a better understanding of the corresponding problems in 
quantum mechanics. 
1. OUTLINE OF THE PAPER 
Because our work is heavily based on the existence of Lie-Bgcklund groups,2 
in Section 1 we briefly summarize some results of [3,4, and 71. We also establish 
the terminology used in this paper. In Section 2 we establish a connection 
between Lie-Bicklund groups of the Hamilton- Jacobi equation and the constants 
2 While we use the word “group” we generally do not consider global groups, but only 
the corresponding “Lie-BBcklund algebras.” 
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of motion of Hamilton’s equations. It then becomes clear that constants of 
motion linear in the momenta correspond to Lie groups while constants of 
motion nonlinear in the momenta correspond in general to Lie-Backlund 
groups. This result relates the group structure of an equation to the conserved 
quantities of its characteristics equations and obviously does not overlap with 
Ibragimov’s result mentioned earlier. 3 In Section 3 we show how Lie-Backlund 
groups of the Hamilton- Jacobi equation induce Lie groups of Hamilton’s 
equations. These Lie groups were emphasized in [S], but a logical explanation 
for their existence was not given. In Section 4 we establish a group-theoretic 
characterization of all the separable solutions of the Hamilton- Jacobi equation. 
This result reveals the group basis of total separation as well as partial separation. 
We emphasize the latter case which does not seem to have been sufficiently 
considered in the literature.4 
The above results illustrate the importance of Lie-Backlund groups in 
classical mechanics. Their existence leads to: 
(i) conserved quantities of Hamilton’s equations. 
(ii) separable solutions of Hamilton- Jacobi equation. 
(iii) Lie groups of Hamilton’s equations. 
The original motivation for this study was classical mechanics. However, 
there are obvious generalizations to first order partial differential equations 
(see Sections 4 and 5). In Section 6 we consider 
ts,,s,i + q%J = 0, i,K= 1,2,3 (1) 
and investigate admissible operators at most quadratic in the derivatives S,, . 
A special case of (1) is the time independent Hamilton- Jacobi equation 
(P = V - E). It is shown that when E = 0 (zero energy state) additional 
symmetries may appear. Finally, in Section 7, we present some applications 
which include: (i) Investigation of potentials depending only on the distance 
to one or two fixed centers. (ii) Investigation of central fields for the case of 
zero energy state. (iii) Characterization of all separable solutions of the one-body 
Keplerian problem. 
In a forthcoming paper [lo] we shall consider the generalized Hehnholtz 
3 We remind the reader that if a canonical transformation is made in which the new 
coordinates depend only on the old coordinates then the new momenta are linear in the 
old momenta. If a new coordinate (say angles in spherical symmetry) does not appear in 
the new Hamiltonian, then the corresponding momentum (say angular momentum) is 
constant; this constant reflects, a. geometrical symmetry. Obviously, a nonlinear 
constant represents a more sophisticated symmetry (dynamical or more general Lie- 
B%cklund). 
4 The connection between separation of variables and degeneracy is thoroughly dis- 
cussed in [9]. 
4o9/68/2-3 
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equation whose eikonal equation is (1). We shall show that the two equations 
have the same group structure (at least for second order operators) and give an 
algorithm which relates invariants of the two equations. Also we establish the 
group nature of all separable solutions of any linear homogeneous equation. 
Some of the results obtained in the present paper will also be extended and 
discussed further in [lo]; this will include a consideration of invariants cubic 
in the momenta. 
1 .l. Lie-Biicklund Tangent Transformations 
Let x = (x1 ,..., x,) E RN, u = (up..., u”) E RM for every k = 1,2,3 ,..., uk be 
the set of partial derivatives UT ,... in: , (a = l,..., M; i1 ,..., iI, = l,..., N), sym- 
metric in their lower indices. Let us consider a one-parameter group G of point 
transformations 
G: xi =ff(x, u, y, ; ,...; a), 
u’a = 9”(x, 24, y, ‘b ,...; a), 
(l-1) 
2.4: = &“(x, 24, u, u ,...; a), 
I a 
. . . . . . . . . . . . . . . . 
in the infinite dimensional space (x, u, u u 1, s ,... ). Together with the group G, 
we consider its extension G to the differentials dxi , dua, duia .... 
A group G is called a group of Lie-Bscklund tangent transformations if the 
infinite system of equations5: 
du” - uja fix, = 0, 
dui” - uy, dx, = 0, 
duT1i, - U~l(,, dx, = 0, 
. . . . . . . . . . - . 
is invariant with respect to the group G. 
Infiniesimal Characterizations 
In order to give an infinitesimal characterization of the group G we define 
the operator 
6 The summation convention will be implied for repeated indices. 
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where 
agl...ik 
5;,...i, = -T&-- 
I 
1 k = 1, 2, 3). . . . 
a=0 
The operator (1.2) fully characterizes the group G if we ensure the existence 
and uniqueness of the solution of the Lie equation: 
g = O(F), F (a-o = z, 
where 
z = (Xi , ua, up ,... ), 
F = (fi , P, via,...), 
0 = (& , 7p, p ,... ). 
The group F of transformations (1 .l) is a group of Lie-Backlund tangent trans- 
formations if and only if coordinates of the infinitesimal operator (1.2) satisfy 
the equations: 
5i” = Di(V) - uja~i(s,), 
1.2. Application to D&mntial Equations 
Consider a given system of differential equations 
Q(x, 3 u )..., u) = 0. 
n (1.4) 
The equation Q = 0 together with all its differential consequences: 
Q = 0, D& = 0, Dil(D&> = O,... U-5) 
defines a manifold Q in the (x, u, ; ,...) -s p ace. The system of equations (1.4) 
is called invariant with respect to a Lie-Bkklund group G if the manifold 52 
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is invariant under the transformations (1.1). In this case G is called admissible 
for the equation (1.4). The criterion for invariance of the system (1.4) is [4] 
-32 l(1.5) =0 
where the subscript means that (1.5) is assumed. 
1.3. Terminology 
It is clear that if & and 7” are given the Lie-Bgcklund operator 2 given by (1.2) 
is uniquely specified by equations (1.3). Therefore, hereafter we only give the 
defining part of the operator, 
and we drop the (+ ...) for convenience of writing. 
When the operator 2 is projected onto an equation of the form 
4x1 ,. .a, x, , u, u,, ,.. ., %!,) = 0 
the relevant part of the operator becomes 
a a a 
z=&Y&+'1&+~iau,i' 
(l-6) 
(1.7) 
Starting with (1.6) (and 01 = 1) we can obtain (1.8) using equations (1.3). This 
process is called here extension. 
The condition for invariance of (1.7) under the action of Z is denoted by 
Zw(,=O 
(where the subscript means that w = 0 and Diw = 0 are assumed) and we say 
that (1.7) admits Z. 
1.4. Equivalent Formulation 
Let X = .$,(a/&,)+ ~(a/au) b e an admissible operator of (1.6). Then it can 
be shown [11]8 that 8 = (.$u,, - 7)(8/a ) . u 1s a so an admissible operator of 1 
a For the corresponding result valid in ODE’s see [12], pp. 45-46. 
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(1.6), and conversely, if X is admissible then so is X. This equivalence between 
X and X is used extensively in this paper. Let 
be an admissible operator of (1.6). There are three cases to be distinguished: 
(i) A is linear in u,~ , then Y = A(a/%) is a Lie operator written in a 
Lie-Backlund form; i.e., Y is equivalent to a Lie operator. 
(ii) A is nonlinear in uzi , but Y belongs in the enveloping algebra of some 
Lie algebra G of equation (1.6). 
(iii) A is nonlinear in uzi and Y does not belong in the enveloping algebra 
of any Lie algebra of equation (1.6). 
In what follows we call any operator of the form (1.9) a Lie-Backlund operator. 
However, it should be kept in mind, that the Lie-Backlund theory is necessary 
only in dealing with operators of the form (iii); in this case Lie’s theory of point 
groups is insufficient. 
We remind the reader that Lie in addition to Lie point groups also introduced 
the Lie tangent groups [3]. In these groups 6 and 7 may also depend on the 
first derivatives, provided that there exists a function W(x, , S, S,. such that 
Obviously, such a function does not exist for any of the operators discussed 
above. Therefore, none of them is a Lie tangent operator. However, in [13] it 
is shown that, every operator of the form (1.9) is equivalent to a Lie tangent 
operator. So, although we still call these operators Lie-Backlund operators we 
stress that, they are a special class of Lie-Backlund operators, which are equiv- 
alent to Lie tangent operators. 
2. LIE-BACKLUND GROUPS OF THEHAMILTON-JACOBIEQUATIONAND CONSTANT~ 
OF MOTION OF HAMILTON'S EQUATIONS 
Let 
Q G St + H(t, Xi 9 S,,) = 0, i = l,..., n (*I 
be the Hamilton- Jacobi equation describing the motion of a given dynamical 
system [9]. The corresponding Hamilton’s equations are: 
R~ = HZ)* 
pi = -Hzi (**) 
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THEOREM 2. I. The Hamilton-Jacobi equation (*) admits the Lie-Biicklund 
operator Y = A(t, xi, SzC)(8/&S), i = I,..., n, if and only ;f A(t, xi , pi) is a 
constant of motion of Hamilton’s equations. 
Proof. Extend the operator Y: 
Apply Y to (*): 
Y(“> = At + &r/h,, + (A,, + S,,,,Asz) Hszi 
Differentiating (*) with respect to xi we get: 
Using (2.2) in (2.1): 
If Y is an admissible operator of (*), then Y( *Jo = 0 and therefore dA/dt ) (.,) 
= 0, i.e. A(t, xi , pi) is a constant of motion of (**). Conversely, if A is a 
constant of motion of (**), then dA/dt 1 t.+) = 0 and therefore Y(*)j, = 0, i.e. 
(*) admits Y. Q.E.D.’ 
3. GROUPS OF HAMILTON’S EQUATIONS INDUCED BY GROUPS OF THE 
HAMILTON- JACOBI EQUATION 
Let S(t, x~) be a solution of (*). Let (*) be invariant under the group G, : 
S--+S+EA 
G,: t-+t+ET 
xi 3 xi + dii 
7 An illustration of this Theorem is the following: Assume (*) is invariant under 
rotation about the x3 axis. Then it admits the operator Y = .-~(a/&,) - xs(a/&), which 
is equivalent to Y = (xlS,s - x,&Ja/&S). Therefore MS = xlpt - xspl , the x8 
component of the angular momentum is conserved. 
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where A, T, Xi are functions of t, xi , S,* , i = l,..., n. Define 
pi =g 
21 
F: i = l,..., 11, 
Qi = Xi 
then pi , qi satisfy the Hamilton’s equations (* *). The transformation F maps G, 
onto some group GH , of equations (* *), defined by: 
Pi +Pi + cPi 
GH: t+t+~T 
qi + qi + cQ* 
where 
Xi = Qt 
p.=dA-s dxf -- , dxi ” dxi s dT t& 0’ (3.1) 
From the above it is clear that if a group of (*) is given, the induced group on 
(**) can be found using (3.1). Suppose Y is a Lie-Blcklund operator of (*). 
To find the induced operator of (**), extend Y and keep the coefficients of 
a/ax, , a/at and a/aSzi . 
THEOREM 3.1. If Y = A(t, xi , S,l)(a/aS), i = l,..., n, is an admissible 
Lie-Biicklund operator of the Hamilton-Jacobi equation, then Z = (a/at) + 
A,*(a/ap,) - A,,(a/a,,) is an admissible Lie operator of the corresponding 
Hamilton’s equations. 
Proof. Extend Y: 
Adding and subtracting As,i(a/axd) we get: 
a 
Y = A z + At as, “+A,,+ A% ax. a +@ xi z 
where 
@ = St&-,i -!- + SxixjAsZi & as 
t xj 
+ Assi & . 
e 
Apply 0 to (*): 
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Therefore 
and the induced group on (**) is 2. Q.E.D. 
4. SEPARATION OF THE HAMILTON-JACOBI EQUATION 
LEMMA 4.1. Let 
#(Xi , sq > 9% s,>> = 0, i = l,..., n - 1 (4.1) 
be a j%st order partial di@rential equation in which x and S, enter only in some 
combination 4(x, S,) not involving the other coordinates. Assume that S does not 
appear explicitly in (4.1). Then (4.1) admits Y = 4(x, S&a/as). 
Proof. Extending Y and applying it to (4.1) we get: 
therefore 
FQh I$ = 0. Q.E.D. 
The equation (4.1) is also invariant under translation in S, i.e., it admits the 
operator Y,, = A(a/&S), where A any constant. 
DEFINITION. The solution S = F(xi , x) of (4.1), is an invariant solution 
of (4.1) under the action of some admissible operator Y, iff s’ = F(xi , x’) is 
also a solution of (4.1), where S’, X; , X’ are the transformed quantities under 
the group of transformations characterized by Y. 
Let 
P= Y-Y,. (4.2) 
Then S = F(xi , x) is an invariant solution of (4.1) under the action of Y iff 
Therefore 
s + c@(x, S,) - A) + O(G) = s. 
$(x, &) = h (4.3) 
on the manifold of invariant solutions of (4.1). Equations (4.1) and (4.3) com- 
pletely characterize the separation of the coordinate x. 
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THEOREM 4.1. Suppose an additive separable solutions exists for (4.1) of the 
f OY??Z 
s = S(Xj) + 3(x), 
then S is an invariant solution of (4.1) under the action of the operator I?. 
Proof. By definition of a separable solution 
for some constant A. Further it is given that S satisfies (4.1). Therefore S 
satisfies the conditions for an invariant solution of (4.1) under the action of P. 
Q.E.D. 
From the above it is clear that every additively separable solution of (4.1) is 
invariant under a Lie-Backlund operator. If the separable coordinates are 
known, this operator is gound by inspection. 
In the special case for which (4.1) is the Hamilton- Jacobi equation theorem 
(2.1) establishes a way of evaluating A, the constant of separation: X = +(x, p). 
The above results complete our analysis of the group properties of the 
Hamilton- Jacobi equation and Hamilton’s equations. However, Hamilton’s 
equations are the characteristic equations of the Hamilton- Jacobi equation. 
This provides the motivation for the following generalization. 
5. LIE-BACKLUND GROUPS OF SOME FIRST-ORDER PARTIAL 
DIFFERENTIAL EQUATIONS 
Let 
J-4% , s, S,<) = 0, i = l,..., n. (5.1) 
Recall [14] that the characteristic equations of (5.1) are given by: 
a52 dxj 
dh -api’ 
dpi asz ai 
dx= -Pqg-J$ 
dS as2 
z=Pjz’ 
(5.2) 
where 
as 
Pi?%. 
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LEMMA 5.1. The operation Y = A(xi , S, SJ(a/aS) is an admissible operator 
of (5.1) if and only if 
[ 
$ + AL$ = 0. (5.3) 
Proof. Extending 
we obtain, 
r 
Y, applying it to (5.1), and using 
D,L’ In = 0 
Now using (5.2) we find, 
F=Q 1s) = [g- + AQslla. Q.E.D. 
From (5.3) it is clear that if (5.1) d oes not involve S explicitly, then 52 = 0 
admits the operator Y if and only if A is a conserved quantity of the charac- 
teristic equations of J? = 0. 
5. THE GENERAL FORM OF CONSTANTS OF MOTION QUADRATIC IN MOMENTA 
In this section we restrict ourselves to operators of the form 
where 
a 
(6.1) 
ai = ai(x,),8 bii = bj, = bij(xk), c = c(xJ, i,h = 1,2,3. 
Let 
H(x, , S,,) = &s,,s,, + V(Xk) = 0 g (6.2) 
In Theorem 2.1 we proved that the operator Y = A(x, , S,Ja/as) is an ad- 
missible operator of (6.2) if and only if 
[ = 0, i= 1,2,3. 
8 It is convenient to use various notations. The position vector x will be denoted by 
6~ Y, 4 or xi = (x1, x2 , xd. 
g Equation (6.2) can be thought as the eikonal equation of some generalized Helmholtz 
equation, (where the frequency depends on x), or as the Hamilton-Jacobi equation for 
the zero energy state. 
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Substituting for H from (6.2), for A from (6.1), equating to zero the coefficients 
of S,iS,jS, , i, j, k = 0, 1,2, 3, we obtain the following set of equations: 
al,, = %$ (a.1) 
alz2 = -azzl (4 
upx;Gi + 2a,zlP = 0, i=l,2,3 (4 
(hl - 4 Xl = %zs (8-l) 
(bl, - 4 x3 = --243q u34 
b 12,~ + b23,1 + baz2 = 0 (8.7) 
csl = b,& + %ml > i= 1,2,3 (Y.1) 
(a . k), (p * k), 3 < k < 6, (r . 2) and (y * 3) by cyclic permutation 1 -+ 2 + 3. 
The compatibility equations of the set (r) are the following: 
(bn - b,,) &, + b$z2e3 - hd& + h,(~z’,,,, - f&c,) 
+ %,z* p + 342.,k2 - %,zltzl + (bmz2 - 43,) k3 = 0, 
(S-1) 
(6 . 2) and (6 . 3) by cyclic permutation. 
It should be noted that the equations determining ai and bij are uncoupled. 
Therefore, operators linear and quadratic in the derivatives respectively, can 
be found independently. 
Let 
Yl = aiSzt & (6.3) 
and 
a 
i, j = 1,2, 3. (6.4) 
To find an admissible operator of the form (6.3), equations (oL), which are 
independent of p, are completely solved. Then, substituting a, in equation (a) 
we determine which groups, if any, are admitted by a given P. Similarly to find 
an admissible operator of the form (6.4) equations (/I) are completely solved. 
Then, substitute bij in equations (6) we determine which groups are admitted 
by a given P. Finally integration of equations (y) determines c(x). 
Solving equations (a) and (p) we obtain: 
4 = &(X2 -yz- q+ 2(&y + A,xz)+ B,z - B,y + cx + Dl 
~2 = AlyZ - x2 - z”) + 2(A,yz + A,xy) + B,x - B,z + Cy + D, (6.5) 
% = A2(z2 - x2 - y”) + 2(&z + A,yz) + B,y - B,x + Cx + D, 
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b12 = a1 + spy + o”C$x + N*Z - o(yz2 + pp + y5y.z + a,z23’ i- 17(x2 - y”) 
- &xz + y,yz - o&z3 - 2/3*23 + a,(3y% - 3x?z) + (“9 + 2y,,)y(yS - 3x”) 
+ (“10 + 213,) x(x2 - 3~‘) + 3q#y + 3~x9 - 6(A,, i-- rd XYZ 
+ 2cr,,xy(3x2 - z2 -y2) + ,Rll(x” -y4 - x4 + 6x2y2) + 2yllxz(3yz - x2 - 2”) 
t- 3ol,,xYz2 -k (YIZ - ,f&) xY(Y2 - 2”). (6.6.1) 
b,, , b,, by cyclic permutation where oli --+ ,& + yi and y4 = -(a4 + p4), 
Ys = -(% + Bsh Yl2 = 4%2 +- f&2). 
bll = 0 lo 
b,, = -2 a0 + arqx - y2z - a3y + &z - p52y + y#” + F (x2 - y2) 
[ 
+ 8,; - ~6; - 29~~ + P,~Y + ,QY + y7zx + ~~9~ 
+ cp(3z2 + 3y2 - x2) + 2/3,y(y2 - 3x2) + y&-3X2 + 3y2 - 2) 
+ c~~~yf-3~~ - 3z2 + y”) + /3~o~(-3x2 + 3y2 + x2> + 2y&3y2 - x2> 
+ 2a,,xz(x2 - z2 - 3y2) i 4@,,xy(x2 - y”) + 2y,,xy(3x” - y” + z”) 
+ gx1222(X2 - y2) + k&2 - 752) (x4 + y4 f z4 - 6x23”)] . (6.7.1) 
b,, = -2 
[ 
po + p2y - y2x - a3y + Y33L'i "5XY - 85yx - p + p$ 
+ y (x2 - z”) - a7xy - ,f?,yx + 2y,zx - 6y,xyz + 201,x(3x’ - x2) 
+ &y(-3x2 + 39 + y”) + y9x(-3x2 - 3y2 + 2) 
+ a*oy(-3x2 + 3z2 - y’) + 2&,2(22 - 3x2) + yg(3y2 + 3z2 - x2) 
+ 4a,p.z(x2 - x2) + 2&xy(x2 - 3x2 - y”) + 2y,,yz(3x2 + y” - z”) 
+ i?yy12y2(x2 - ~“1 + t(P,, - 0112) (x4 + y” + x4 - 6x2z2) I > (6.7.2) 
where ai, pi, yi; 1 ,Ci< 12 and A,,B,,C, Di, i= 1,2,3 are constant 
parameters. 
Using equations (6.9, (6.6) and (6.7) we can find all distinct operators of the 
form (6.3) and (6.4). However, in order to reveal their structure, it is better to 
express them in an alternative form, although in the new form some of the 
quadratic operators are equivalent.ll 
lo Without loss of generality we can assume b,, = 0, as we can always eliminate Saz 
from the operator (6.1) using equation (6.2). 
I1 Two admissible operators of equation (6.2) are equivalent, if one can be obtained 
from the other with the aid of equation (6.2). 
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Let 
Pi = SZi ) A - xiPi , Mi f EijrcXjPk ) Ki 3 2XiXjPj - r”Pi y (6.8) 
where 
Then 
f-2 = X.X.. z 2, i, j, k = 1, 2, 3. 
a 
Yl= (K,pi + &Mi + rdG + VA) as 9 (6.9) 
Yz = (,,jP,Pj + B,,P,Mj + y*jM~Mj + 64’ + E~P~A + [*Mid + rliKiA 
+ O,jPiKj + LJijMiKj + aijK,Kj + ~c(x)) +s (6.10) 
where all the lower-case Greek letters denote constant parameters symmetric 
in their indices. 
The operator Yr represents the Lie algebra of the conformal group, Pi and 
Mi generate the Euclidean group of motions, Ki are the generators of the special 
conformal transformations and A generates the dilatations. 
It is clear that when c(g) = 0 the operator Ys belongs in the enveloping 
algebra of the conformal group. However, when c(x) # 0 Ya is of type (iii) 
of 1.4. 
Classical Mechanics 
Let 
3, + a$c,~q + qx) = 0, i=l,2,3 (6.11) 
be the time-dependent Hamilton- Jacobi equation, and 
W,S,, + Vx) - E = 0, i=l,2,3 (6.12) 
the corresponding time-indepedent equation obtained by additive separation 
of variables, S(x, t) = S(x) - Et. It is obvious that the operator 
i= 1,2,3 (6.13) 
is an admissible operator of the equation (6.11), iff the operator 
a 
2 = 4% , &J as, i= 1,2,3 
is an admissible operator of equation (6.12). 
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Therefore, looking for admissible operators of the form (6.13), it is sufficient 
to consider equation (6.12). Equation (6.12) is a special case of (6.2), where 
P = V - E.12 Equations (6.6) indicate that a necessary condition for an 
operator of the form (6.1) to be admitted by equation (6.12) is to be admitted 
by a constant potential. Hence 
b %u = b,, = ku,, = 0 
i.e., the relevant group parameters are oi( , pi , yi , 0 < i < 6. 
Using the notation introduced in (6.8) we can express the relevant admissible 
operators as: 
2, = (ICP, + X,MJ -& i= 1,2,3 (6.14) 
The main results of this section can be stated as: Admissible operators of 
equation (6.3), 1 inear in the derivatives and arbitrary in the coordinates must 
simply be linear combinations, with constant coefficients, of the generators of 
the conformal group. Admissible operators quadratic in the derivatives and 
arbitrary in the coordinates must be quadratic polynomials, (with constant 
coefficients), in the same generators. For equation (6.12) similar statements are 
true, when the conformal group is replaced by the Euclidean group of motions. 
Equation (6.12) is the eikonal equation of the time-independent normalized 
Schradinger equation 
B%,m, -(V(g)-E)_u=O, i= 1,2,3. (6.16) 
Therefore, being an approximate equation, its group-theoretical analysis is 
simpler. However, it is of interest that the group theoretical consideration of 
(6.16) was preceded by that of (6.12). The quantum mechanical analogues of 
2, , 2, have been found in [2]. By taking the classical mechanics limit of these 
operators we obtain Z1 , 2, . Since the Hamilton- Jacobi equation is a limiting 
case of the SchrBdinger equation we expect the symmetry group of the latter 
to be the same or a proper subgroup of the former. Here we see that the groups 
actually are the same (if the nature of the potential is not considered). In [lo] we 
shall obtain a stronger result. Given a function V(x) and an admissible operator 
of the form (6.1) we shall prove that there is a corresponding admissible operator 
for (6.16). The proof is constructive and leads to a simple algorithm. We shall 
also extend these results to the generalized Helmholtz equation. 
I* For a fixed function V (which is the potential energy of the dynamical system), the 
energy E may vary continuously over all positive number (e.g. the harmonic oscillator) 
or all real numbers (e.g. the Keplerian problem). 
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7. APPLICATIONS TO CLASSICAL MECHANICS 
7.1. The Hamilton-Jacobi Equation (for Arbitrary Value of E) 
In Section 6 we showed how one can find admissible operators (and hence 
invariants) of equations (6.2) and (6.12) when the functions P and V, respec- 
tively, are given. 
In the present subsection we shall first consider the inverse problem. Given 
an operator, find all V which admit it. Some classes of solutions to this problem 
are given in Section 7.1 .l , as well as an example illustrating the incompleteness 
of these results. In Section 7.1.2 we shall consider potentials of a prescribed 
general form which are of physical interest and shall find all potentials of this 
form which give nontrivial invariants as well as the corresponding invariants. 
It is believed that some of these invariants are new. Their extension to quantum 
mechanics as well as different important limiting cases will be discussed in [lo]. 
In Section 7.1.3 we shall reveal the group-theoretical nature of all the separable 
solutions of the one-body Keplerian problem. 
7.1 .l . The Inverse Problem 
A. Operators linear in the momenta. Instead of integrating (a) directly we 
follow [2] and perform a Euclidean coordinate transformation: 
x; = %kXk + f% , where %k%j = 6kd 7 i, j, k = 1, 2, 3 (7.1) 
such that the operator 2, of (6.14) takes a simple (normalized) form 2; , where 
2; = (aMi + bPi) $, aa = aiai , aibi = ab; i= 1,2,3. 
Therefore, in the normalized coordinates, the general solution of (a) is: 
v = F(Y’~ + d2, ax’ - be’); 0 = tan-1 5 
where for physically meaningful potential the first derivatives of F must be 
periodic in 8’. 
B. Operators quadratic in the momenta (without linear terms). Solving 
equations (6) completely is quite complicated. While one can easily find some 
solutions of these equations, it is very difficult to determine when one has found 
all solutions. The corresponding problem in Quantum Mechanics has been 
considered in [2] and [15]. In looking for potentials admitting second order 
operators Wintemitz and others considered a set of equations equivalent to (6). 
Initially, they performed a coordinate transformation of the form (7.1), rather 
than integrating the relevant equations directly. Their procedure, when applied 
364 .4. S. FOKAS 
here, corresponds to using (7.1) to simplify the operator 2, of (6.15) and then 
integrating equations (6). The results of [2] and [ 151 are directly applicable here: 
(1) In two dimensions all the potentials admitting symmetries of the form 
(6.14) are those which allow separation of equation (6.12) in one of the four 
coordinate systems: Cartesian, polar, parabolic and elliptic. 
(2) In three dimensions, all the potentials admitting two commuting 
operators of the form (6.14), are those which allow complete separation of the 
time-independent Hamilton- Jacobi equation. 
The above relationship between symmetries and complete separation of 
variables is very interesting. Actually the corresponding problem in quantum 
mechanics was the motivation for the group characterization of complete 
separation of variables. However, in our view, the problem of partial separation 
has been unduly neglected. Theorem (4.1) expresses the group nature of the 
partial separation and provides a way of finding a more general class of potentials 
admitting symmetries: Any potential allowing partial separation of the Hamilton- 
Jacobi equation must be a solution of (6). 
To obtain simple solutions of (6) directly, we let all the independent param- 
eters in (6.6) and (6.7) b e zero except one, which is put equal to unity. In this 
way we derive potentials covered by (1) and (2) above. However, other solutions 
may be obtained using the parameters 01~ , p4 , y4 . If we put p4 = 1 and all other 
group parameters equal to zero, equations (6) yield: 
b’ = K (V’ + $) + h’ + P $ +f(P) 
where p2 = x2 + y2, v = tan-‘(y/x), K, A, p arbitrary constants, f(p) arbitrary 
function of p. However, for physically meaningul potential, the first derivatives 
of V must be single values, therefore K = 0. 
The admissible operator corresponding to this potential is: 
The potentials and invariants obtained by replacing p4 by 01~ or yd can be ob- 
tained by cyclic permutation. 
7.1.2. Potentials Due to One or Two Fixed Centers 
We now investigate a class of potentials of physical interest, namely potentials 
due to one or two fixed centers. Their interrelation will be discussed in [IO] 
with the aid of various limit processes, which also will yield new potentials not 
considered here. It will then become clear that the two fixed centers have a 
logical priority to the one fixed center. However, we shall start with the latter 
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case, i.e. of a central field in three dimensions. It is well known that for a fixed 
center there exists only one type of geometrical symmetry, the spherical sym- 
metry, which leads to the conservation of the angular momentum vector. We 
shall check using the methods of this paper that the only central potentials which 
give nontrivial invariants (quadratic in the momenta) are of form V N r2 or 
V N r-l. The first case is that of an isotropic harmonic oscillator and the second 
case occurs in Newtonian gravitational theory. In the above cases we shall refer 
to the origin as a harmonic or a Newtonian center, respectively. 
A natural generalization of the fixed center potential is, especially in view of 
an old discovery of Euler (see below), the potential due to two fixed centers. 
Since the spherical symmetry is now reduced to cylindrical we consider this 
problem in the (x, y) plane. Then the invariants can be extended to three 
dimensions using the cylindrical symmetry. It turns out that, the only two centers 
which admit a geometrical symmetry are the two harmonic centers. Also, the 
only two centers which admit nongeometrical symmetries are two Newtonian 
or two harmonic centers. In both cases the distance between and the strength 
of each center are arbitrary. It is interesting that, also exists a curious hybrid: 
two harmonic centers at the same location as two Newtonian centers, provided 
the former have the same strength. 
A. Central Fields. To find admissible operators linear in the momenta, let 
Ai = C = 0, i = 1,2,3 in (6.5), P = V(r) in &, and substitute (6.5) in 8. 
Then integrating d, the only invariants found are M, , i = 1, 2, 3 as expected. 
To find admissible operator quadratic in the momenta, let 
dF 
V(r) = F(G), - F’ = Q2) ’ 
dF’ - F” = d@2) * 
Substituting (6.6) and (6.7) in (6 . 1) we obtain: 
NY”2 - =4x2 + Y”> + (YYS - @2bZ + 2XY%lf 4YYl - 95) 
+ (Y” - x2)&l + ~~4% - ~2) + z(y2 - ~“)(a4 + ra)lF” 
+ [(~a2 - ~4 + HY~ - MIF = 0, (7.1.1) 
(7.1.2), (7.1.3) by cyclic permutation. 
(i) Note that the parameters 01~ , pi , yi , i = 5, 6 do not appear in (7.1). 
Therefore the operators corresponding to those parameters are admissible for 
any V(r). Abbreviating 2, of (6.15) to 
X,j=A&, (7.2) 
we find that now Aij = M,Mj , i, j = 1,2,3. 
(ii) Let 01~ = pi = yi = 0, i = 2, 3, 4. 
409/68/2-4 
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Then F” = 0 and 0~~ , & , yi , i = 0, I are arbitrary. Hence V = CLY~ 
Aij = PiPj + 2Wjxj > i,j = 1,2, 3. (7.3) 
(iii) Letoli=&=y,=0,i=0,1,4. 
AlSO 
013 = is2 9 83 = Y2 P Y3 = 012 
a2 = Y3 7 82 = a3 F Y2 = P3 * 
Therefore F”r2 + $F’ = 0 and 01~ , /I, , y2 are arbitrary. Then 
v = ar-1 
Ai = <ij,PjMk + CiXiY-‘, i, j, k = 1,2, 3. 
(7.4) 
Comments. 1. Clearly the operator (7.2), where Aij = MiMj , i, j = 1,2, 3 
although nonlinear in the momenta, is a trivial consequence of the spherical 
symmetry (therefore it is of type (ii) of 1.4). This symmetry also allows separa- 
tion of variables of the Hamilton- Jacobi equation in spherical coordinates. 
2. The use of the tensor (7.3) and the Runge-Lenz vector (7.4) have been 
well established in the literature. We just stress that their existence is the 
consequence of non-geometrical symmetries. These strictly Lie-Backlund 
symmetries also lead to separation of variables in Cartesian and parabolic coor- 
dinates respectively. The separation of the equation for the harmonic oscillator 
is trivial. The separation of the equation for the one-body Keplerian problem 
will be discussed later. The Lie-Backlund algebras of the above groups are 
isomorphic to algebras of finite dimensions [ 161. 
B. Two fixed centers. Let 
v = Vl(P> + V2z(Po) 
where 
p2 = x2 + y2, PO2 = (x - x0)2 + y2. 
An analysis similar to that of 4) yields: 
(i) V = ap2 + @p02. 
Then 
A,= x-- 
( 
XIJP 
a+B 1 
p2 - YPl (7.5) 
& = PZ'j + 2[m+3 + P(x~ - ~0,) (~9 - x0,)1, i,j= I,2 (7.6.1) 
(7.6.2) 
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where 
[ 
x0 3 
x0*= 0 3 
ix;3 fiqx-2$JP2-yP, 
, 
(ii) V = olop2 + aopo2 + a+ + j$pOl. 
Then 
A, = M,M, - o~~y~x,~ - y + @0(x - x0) (7.7) 
PO 
where 
MO = (x - x,)P, - yP, . 
Comments. 1. It is clear that, for every symmetry of the one harmonic 
center corresponds one for two harmonic centers. This is a consequence of the 
fact that the two harmonic centers are equivalent to one, located at (xo/3/(ti + p), 0) 
and having strength (CX + /3). 
2. The invariant (7.6.2) is a trivial consequence of the invariants A, and 
A,, since I3 = A,2 - (~:/(a + @)A,, . However, the form (7.6.2) is also useful 
as it illustrates the connection of (7.6.2) and (7.7). As 01 and p -+ ~1~ B -+ 
M,M, - c+,y2x02. 
3. The invariant for the two Newtonian centers was found by Euler in 
1760 and is discussed in [17], using elliptic coordinates which are the appropriate 
separating coordinates for this problem. A more transparent form of this in- 
variant, namely the one obtained from (7.7) putting 01~ = 0, was used in [18]. 
4. The invariant corresponding to the “mixed” case is given by (7.7). 
The spherical symmetry is destroyed, but thii time (like in the case of two 
Newtonian centers) it is replaced by a Lie-Backlund one. 
7.1.3. One-Body Keplerian Problem 
As an illustration of Theorem (4.1) we investigate the group-theoretical 
nature of all separable solutions of the one-body Keplerian problem: 
St + + s,,s,, f f = 0, i=1,2,3. (7.8) 
The following admissible operators will be used: 
Yi=A&, O<i<66, where A,= 1, A, = St , 
A, = M, > A, = Ml, 4=M2, A, = A,2 + Aa + Aa2, 
A8=PlM2-P2Ml+$. 
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Spherical, Writing (7.8) and the operators 
Yl - &Yll , Yz - h2Yo > yr, - &Y” ,
in spherical coordinates we obtain the separated equations: 
St + ; s,2 + & (so2 -I- -&-I + p = 0 
s, = A, 
s, = A, 
so2 + & s,2 = A, . 
Using Theorem (2.1): h, = -E, h, = p”, ha = 1M2, wherepm is the v component 
of the angular momentum and M the total angular momentum. 
Parabolic. Writing (7.8) and the operators 
Yl - &Yo , y2 - h2Yo 3 y, - f&y0 , 
in parabolic coordinates we obtain: 
Using Theorem (2.1): ha = L, , the a component of the Runge-Lenz vector. 
We see that for the complete characterization of the separable solutions in 
parabolic coordinates the operator Ys , which is not equivalent to a Lie point 
operator, is necessary. 
7.2. Hamilton-Jacobi Equation for the Zero Energy State 
It was shown in Section 6 that, when E = 0, the Hamilton-Jacobi equation 
may possess additional symmetries, not present for E # 0. As in Section 7.1, 
we first give some classes of solutions of the inverse problem. We then concentrate 
on potentials due to one fixed center. Although the zero energy state is a very 
special case the results (which are new) may be of some interest.13 
Is As an analogy we point out the certain dynamical systems admit periodic solutions 
only under very special conditions. These special solutions may, however be of interest. 
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1.2.1. The Inverse Problem 
A. Operators linear in the momenta. Abbreviating the operator (6.9) to 
Y, = A(a/&S) and solving (6) we obtain: 
(1) Ki=hi=pi=0,V#O;i=1,2,3 
L&F($);); A=A 
(2) q = Ai = V = 0, /J2i # 0; i = 1,2,3 
(7.10) 
Additional potentials can be obtained by cyclic permutation, as well as combining 
different group parameters. 
B. Operators quadratic in the momenta (without linear terms). The possible 
systems of coordinates allowing additive separation of (6.2) have been found [19]. 
Again, using Theorem (4.1), any function p(g) allowing partial or total separa- 
tion of (6.2) is a solution of (6). We emphasize the case of partial separation, 
which is three dimensions can be quite useful in deriving invariants. 
7.2.2. Central Potentials 
Assume P = p(r) in (6.2). 
A. Operators linear in the momenta. Integrating (a). We obtain: 
Potential Invariant 
w > Mf, i = 1,2,3 
cyr-2 A 
arm4 Ki 7 i = 1,2,3 
(7.11.1) 
(7.11.2) 
(7.11.3) 
B. Operators quadratic in the momenta. Integrating (y) and (6), in addition 
to the cases considered in 7.1.2 we find 
Potential 
01r-2 
ar-3 + pr-” 
a+ + /3r-” 
Invariant 
AM,, i = 1,2,3 
AKi + axi+ + 219~$-~, i = 1,2,3 
K,Kj + 201xtxjr-4 i,j = 1,2,3 
(7.12.1) 
(7.12.2) 
(7.12.3) 
The invariant (7.12.1) is of course a trivial consequence of (7.11). 
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