Let us quote, for instance, the parallel parser of arithmetic expressions [1, 2] , the parallel multiplication of two binary N-blt numbers in VLSI to the number of tasks to be processed, which is referred in the literature to as the case with "infinite available processors" [I] , [2] , [3] .
Theoretical tools involved in these works in view of performance evaluation (e.g. branching processes [I], [2] , convolution equations [3] ) cannot be used if we consider a small number of available processors compared to the number of tasks to be executed. An illustration of this last case arises in the evaluation of arithmetic expressions and also in many problems with vector and matrix computations. Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association for Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission. In Section 2 we introduce the two tree execution policies, which will be refer to as the Under probabilistic assumptions characterizing the program tree structure (Section 3) we explicitly obtain using pure death process and for arbitrary 
-B A S I C A S S U M P T I O N S
We consider a tree A, consisting in M nodes, with D its depth.
All the nodes of A represent tasks. Step I If E' = ~ go to Step 6
Step 2 Choose arbitrarily e e E' Step 3 Remove e from E'
Step 4 Execute e
Step 5 Remove e from E
Step 6 Under the A-policy each of the N processors behaves as follows (we assume that all the nodes of A are initially in the state "non-marked") :
Step I If there exists non-marked leaves, then choose arbitrarily one leaf L among those with maximal depth. Else END
Step 2 Mark L
Step 3 Execute L
Step 4 ). since for these tasks the death rate decreases from ~i(Ni-1) (for the (M i -Ni+2 )th task) to ~i (for the last task to be executed at level i). We denote by E the set of these states. We assume, without loss of generality, that the two processors begin working at time t = 0.
-PERFORMANCE EVALUATION
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It is easy to see that, under the assumptions made above, the process {E(t), t > O} is a Markov process, where E(t) denotes the state of the system at time t.
Hence, we can write the following evolution equations for the function P(t;E) d2f Probability In order to obtain tractable equations, we make def the additional assumptions p = Pi' i= 0,..., D. Introducing P(s;E), the Laplace transform of the function P(t ; E), we obtain from eqs. We now remark that for all (i,j,n i ) P(s;i,j,n i) may be rewritten as :
with a, NI, N 2 three integer state functions.
More precisely, we obtain from eqs. However the accuracy of this approximation will probably decrease for more general trees and for arbitrary distributions of task execution times. Depth of the tree .8
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