We establish a mapping of a general spin-fermion system in one dimension into a classical generalized Coulomb gas. This mapping allows a renormalization-group treatment of the anisotropic Kondo chain both at and away from half-filling. We find that the phase diagram contains regions of paramagnetism, partial, and full ferromagnetic order. We also use the method to analyze the phases of the Ising-Kondo chain.
A fairly complete ground-state phase diagram has been established for the 1D KLM.
2, 13 On one hand, the antiferromagnetic model at half-filling has both charge and spin gaps.
14 For lower band fillings there is a quantum phase transition from a paramagnetic ground state to a ferromagnetic one. 13 On the other hand, the ferromagnetic model at halffilling is also insulating with a Haldane-type spin gap. 15 For lower band fillings, the numerical evidence shows three distinct phases: a phase with partial ferromagnetic order and incommensurate spin correlations, a fully saturated ferromagnetically ordered phase, and a region with phase separation where two kinds of ground state seem to compete. The energy scales where the transitions take place for both models are of the order of the Fermi energy. Finally, there is strong numerical evidence in favor of a Luttinger-liquid ͑LL͒ behavior in the paramagnetic phase of the AFM KLM, even for considerably large coupling constants. 16 -18 Such phenomenology is beyond a simple RKKY versus Kondo type of picture, 19 as proposed by Doniach for the higher-dimensional models. 3 In fact, the level crossing responsible for the quantum critical point is related to long-wavelength modes. This is in contrast with the short-wavelength spin modes involved in the paramagnetic-antiferromagnetic transition that the Doniach's picture envisages. As pointed out before, 13, 19 the missing element is the lowering of the conduction-electron kinetic energy with the alignment of the localized spin as in the double exchange mechanism. Essentially, this is the reason why the 1D FM and AFM KLM have similar phase diagrams.
Despite these successes, it would be considerably more informative if some analytical understanding could be gained. Even though there have been some partial successes, [19] [20] [21] [22] there is still room for improvement. Motivated by the enormous success of renormalization-group ͑RG͒ analyses in the few-impurity problem, [23] [24] [25] [26] [27] we set out to apply scaling ideas to the 1D lattice case as well. However, an RG treatment of the KLM has never, to our knowledge, been achieved. Technically, although we know how to progressively decimate the spins or the conduction-electron states, no one has devised a way of doing both simultaneously, specially with the incorporation of local Kondo physics. The usual way around this problem is to introduce a direct Heisenberg exchange interaction between the local spins. 28 -33 This so-called Heisenberg-Kondo model, however, has the potential of being a completely different problem.
It is the aim of this paper to put forth such a decimation scheme for one-dimensional models of spins and fermions, in particular, the anisotropic Kondo lattice model, without assuming any dynamics for the local magnetic moments. We draw a great deal of inspiration from the original work of Anderson and co-workers for the single-impurity Kondo model, [23] [24] [25] mapping the KLM into a classical Coulomb gas, which is then decimated by standard methods. 34 This task is made simpler by the use of bosonization methods. We therefore study the stability of the noninteracting ground state with respect to the Kondo interaction as a function of the coupling constants. Our study reveals that there is no ''weakcoupling'' flow in the entire parameter space. Nevertheless, the different ''strong-coupling'' flows of the RG equations allow us to assign the magnetic ground states that emerge, establishing the phase diagram for both signs of the coupling constant in a unified fashion. While our approach in part builds upon previous studies, [19] [20] [21] [22] it also puts on a firmer basis the procedure of neglecting backward-scattering terms in the KLM away from half-filling. As another application of our Coulomb gas treatment, we also establish the phase diagram of the one-dimensional Ising-Kondo model.
In Sec. II, we develop a path-integral formulation of the bosonized 1D KLM. The partition function is mapped into a two-dimensional generalized classical Coulomb gas in Sec. III. In Sec. IV, the RG equations of the Coulomb gas are derived and solved. Their physical interpretation is given in Sec. V, where an effective Hamiltonian for the renormalized Coulomb gas is obtained. The phase diagram of the model is established in Sec. VI. The Ising-Kondo model is discussed in Sec. VII, where its phase diagram is established. We wrap up with a brief discussion of the relation between our and previous results in Sec. VIII. Some more technical developments can be found in the appendixes.
II. PARTITION FUNCTION
We start by writing the 1D KLM Hamiltonian. The traditional Kondo model is isotropic in spin space. Since we are going to use Abelian bosonization, it is natural to break the SU͑2͒ symmetry down to U͑1͒
where ␣,␤ϭL or R, v F ϭ2t sin k F a is the Fermi velocity, and a is the lattice spacing. The field operators can now be bosonized with the inclusion of the so-called Klein factors in usual notation,
One can then rewrite the Hamiltonian in terms of the charge and spin fields
where g ϭg ϭ1 and ␣ϳk F Ϫ1 . H 0 is the free bosonic Hamiltonian written as a function of s,c and s,c . We have introduced the new parameters g and g for future use. The ''relativistic'' description enforced by us broke the interaction term into two different components: forward-scattering, H f , and backscattering, H b . They involve the spin current and the 2k F component of the magnetization of the noninteracting electron gas, respectively, 37, 38 since it is well known that the main contributions to the spin susceptibility of the electron gas at low frequencies come from qϳ0 and qϳ2k F . For further generalization, we will consider the four parameters J Ќ,z f ,b , as independent. 20 It is important to note that the cosines and sines of the bosonic fields in Eqs. ͑3͒ are just a short-form notation. Forward and backward Klein factors do not have common eigenvectors. 39 Thus, we shall not neglect their contribution to the simultaneous treatment of H f and H b . A quantum system of dimension d can be mapped into a classical system of dimension dϩ1. 40, 41 The single-impurity Kondo problem has effective dimension dϭ0. The work of Anderson and co-workers [23] [24] [25] showed that it can be mapped into a dϭ1 classical Coulomb gas, where the extra dimension is the imaginary time. 38, 42 We will extend this idea and map the 1D KLM into a dϭ2 classical problem. As usual, the starting point is the partition function
We will rescale the Hamiltonian and ␤ by the Fermi velocity. This introduces the dimensionless coupling constants J z,Ќ ϭaJ z,Ќ /v F as well as ␤ ϭv F ␤. Following the standard prescription, 42, 43 we divide ␤ into infinitesimal parts,
In order to proceed to a path-integral formulation we choose the S z basis for the local moments and the coherent states for the bosonic fields. 42, 43 The next step is to introduce an identity resolution between each exponential in the product
where we used ͉͘ to denote a general vector in the basis. We now expand the exponentials in powers of ␦,
There are two possible spin configurations for a given pair of consecutive instants along the imaginary-time direction. ͑1͒ If there is no spin flip between them, the only contributing terms are from the z components of the Hamiltonian ͑3b͒ and ͑3d͒,
͑2͒ If there is a spin flip between these two instants, then only Eqs. ͑3c͒ and ͑3e͒ contribute, Note that only m(x,) is always tied to a localized spin-flip process, its value giving both the sign of the s coefficient and the change in S z . With this notation, each point in the Euclidean ''space-time'' is labeled by a triad of values (m,e,c). We call a ''particle'' a point where (m,e,c) (0,0,0). Each kind of particle matches a certain incident in the history of a spin. From Eqs. ͑3͒, we can read off the existence of three breeds of particles, each one with its respective fugacity. Table I 
͑7͒
where ͕͖ stands for all Ising spin configurations, ͕m,e,c͖ represents all possible sets of ͚ i N i particles, x j l is the space coordinate of particle j l , and S 0 is the free Gaussian bosonic action in the variables s,c and s,c . 38 There are several restrictions over ͕m,e,c͖, usually called neutrality conditions in the bosonization 38 and Coulomb gas 34 literatures. In the 1D KLM they are more stringent than usual, ensuring the compatibility of the sums over ͕͖ and ͕m,e,c͖ in Eq. ͑7͒. Therefore, we will call them strong neutrality conditions ͑see Appendix A for the derivation of these conditions͒. They are: ͑1͒ for each space coordinate the m charges must be neutral, ͚ i m(x f ixed , i )ϭ0; ͑2͒ the total e charge must be neutral, ͚ i e(x i , i )ϭ0; ͑3͒ for each space coordinate the total charge c must be an even integer ͚ i c(x f ixed , i )ϭ2n, nZ; and the total charge in the entire space-time must be zero, ͚ i c(x i , i )ϭ0. We can immediately see two consequences of these conditions. The most obvious is that the sign of J Ќ f ,b is irrelevant since, from condition ͑1͒, the total number of spin flips in the time direction N 1 ϩN 2 is even. The other consequence is more subtle and more surprising: the complete cancellation of the Klein factors and the product of z ( j 3 ) in Eq. ͑7͒,
This result plays a central role in the renormalization-group treatment of a single Kondo impurity in a LL by Lee and Toner. 44 Moreover, it leads to
in each contribution to the partition function. The 2k F terms appear whenever there are particles of type 2 and 3 ͓see the definition of the charge c and Eqs. ͑3d͒ and ͑3e͔͒. Due to their oscillatory nature, configurations with these particles will be strongly suppressed in the statistical sum, and the corresponding terms ͑with fugacities y 2 ϭJ Ќ b /2 and y 3 ϭJ z b /2) will be irrelevant in the RG sense. This irrelevance criterion is precisely the same as that used from neglecting umklapp scattering away from half-filling in models such as the Hubbard model. 45 However, we stress that the situation here is far less trivial than in the Hubbard model, since we have both fermions and spins, and the latter have no independent dynamics, thus hindering a rigorous analysis ͑an important exception to this is the Heisenberg-Kondo model 31 ͒. In our treatment, on the other hand, spins and fermions are treated on the same footing and lose their independent identity. After the mapping to a Coulomb gas, the irrelevance criterion becomes identical to other models where its applicability is firmly based. We have thus established a more rigorous basis for neglecting the backward-scattering terms in the 1D KLM, as has been done by Zachar, Kivelson, and Emery. 20 This situation changes when the conduction band is at half-filling. In this case, 4k F aϭ2 and these terms disappear from the effective action, making all particles equally probable. This commensurability condition is similar to that for the umklapp term in the Hubbard model. 45 It is interesting to note that only the combination 4k F a appears in our formulation. Since we have bosonized the noninteracting conduction electron sea, we must use k F aϭn/2, leading to 4k F aϭ2n. Even if for some reason a large Fermi surface should be considered, 46 this would not change any of our results, since for a large Fermi surface 4k F *aϭ2(nϩ1) ϭ4k F a(mod2).
III. COULOMB GAS
The bosonic fields in Eq. ͑7͒ can now be integrated out, partially summing the partition function. The result can be understood as an effective action for the spins and the variables (m,e,c),
where
In addition to the long-range universal interactions, this procedure also gives rise to short-ranged terms that are cutoff dependent. 47 These are similar to those found by Honner and co-workers 19, 21 by smoothing the bosonic commutation relations. In contrast to their treatment, though, here they are a manifestation of the bosonic field dynamics. Following Zachar et al., 20 we will focus on the universal long-range part of the action and neglect these terms.
Upon integrating by parts in imaginary time, spin time derivatives become the charges we denote by m. Finally, we can rewrite all long-range terms in the form of a generalized Coulomb-gas ͑CG͒ action in two-dimensional Euclidean space 34 as
with
where ϭ1ϪJ z f /. In the above effective action we have dropped the superindex indicating the particle type in order to unclutter the notation. It is now unnecessary as the dependence with the history of a spin has disappeared.
In most other similar CG mappings, the coefficient of the term in i j is an integer and goes by the name of conformal spin. 38 Then, the ambiguity of 2I, IZ in the angle is irrelevant. In this case, however, can assume noninteger values. What guarantees that the theory is actually well defined is the strong neutrality condition ͑1͒, which leads to a cancellation of the Riemann surface index I.
The integration by parts that we performed is equivalent to applying the duality relation ‫ץ‬ x s ϭi‫ץ‬ s to Eq. ͑7͒, integrating by parts and then tracing the bosonic fields. Alternatively, at the Hamiltonian level, it is also equivalent to applying the rotation 20 Uϭexp ͩ iͱ
to Eq. ͑2͒ before going to a path integral and tracing out the bosons. Hence, there is a strong link between our CG formulation and previous results in the literature. [19] [20] [21] More importantly, the interpretation of our results should be understood in this rotated basis that mixes spins and bosons. The effective action in Eq. ͑12͒ can be viewed as describing the electrostatic and magnetostatic energy of singly charged particles with both electric and magnetic monopoles. These satisfy electric-magnetic duality in the sense that the action is invariant under the exchange e m and g 2 /g , while is unchanged. This is analogous to the Dirac relation between electric and magnetic monopoles. Furthermore, these particles possess a third electriclike charge (c), unrelated to the two previous ones. The partition function sum now has been reduced to considering all particle configurations, blending spins and bosons in this Coulomb gas representation, where we have particles plus neutrality conditions.
A partially traced partition function allows us to link problems that are originally quite distinct. For example, the only difference between the CG's of the single-impurity Kondo problem and the problem of tunneling though an impurity in a Luttinger liquid 48 are the neutrality conditions. Analogously, the two-channel Kondo problem 49, 50 and the double barrier tunneling 48 can be mapped into each other with the same neutrality conditions. The KLM also has an unsuspicious counterpart in the literature: two weakly coupled spinless Luttinger liquids. 38, 51, 52 The tunneling from one LL to the other is analogous to a spin-flip process that scatters a boson from an up-spin band to a down one and vice versa. In particular, the two problems give the same effective action ͑with different neutrality conditions͒ if we disregard the backward-scattering terms in Eq. ͑2͒ and consider the anisotropic case ϭ1 (J z f ϭ0). In the following section, we will derive the Coulomb gas renormalization-group equations following closely the review by Nienhuis. 34 As expected, the procedure strongly resembles the renormalization-group analysis of the tunneling between 2 LL's. 38, [51] [52] [53] [54] [55] [56] The Coulomb couplings g , are equal to 1 for noninteracting conduction electrons. However, the same RG equations will apply to the case of conduction electrons with an SU͑2͒ noninvariant forward-scattering interaction. In this case, the initial values of g , are the corresponding Luttinger-liquid parameters. 36 We will not dwell upon this case here, but its phase diagram is analogous to the one we will derive below.
IV. RENORMALIZATION-GROUP EQUATIONS
The philosophy of the renormalization group is to sum the partition function by infinitesimal steps and find recursive equations for the coupling constants while keeping the same form of the effective action. In a Coulomb gas each step corresponds to three distinct procedures: length rescaling, particle fusion, and particle annihilation. 34 In order to implement these procedures all the particle fugacities must be small and we are forced to impose J z b and J Ќ f ,b Ӷt. The first step consists of integrating large-wavelength modes and then rescaling parameters so as to reconstruct the original action form. 57 This corresponds to the overall length rescaling
in the action and the partition function measure D. Upon rescaling we lose the ability to distinguish certain previously distinct charge configurations as exemplified in Fig. 2 . Applying Eq. ͑14͒ to the effective action Eq. ͑12͒ and expanding the logarithm for dᐉӶ1, we obtain
The neutrality conditions can be used to rewrite the last term as a single sum over sites:
͑15͒
The integral over is the sum over all possible particle positions, and its rescaling leads to
We have left the dimension d unspecified for the following reason. Since a particle can only exist at the space coordinate where a spin exists, we can define two important limits in the KLM. If the Kondo spins are separated by a distance greater than dᐉ, the sum over identical configurations is one dimensional (dϭ1), as in the single-impurity case ͓see ͑b͒ and ͑c͒ of Fig. 2͔ . This is the dilute limit or ''incoherent regime'' of the Kondo lattice, where the scaling proceeds exactly as in the single-impurity Kondo problem in a LL as found by Lee and Toner. 44 In contrast, when dᐉ is larger than the distance between Kondo spins we are in the dense limit 20 or ''coherent regime'' of the Kondo lattice. In the latter case, the identification of initially distinct configurations can involve charges at different space coordinates, implying that dϭ2 ͓see ͑a͒ in Fig. 2͔ . We will focus on this coherent regime and set dϭ2 from now on. Collecting Eqs. ͑15͒ and ͑16͒ we can express the partition function once again as a Coulomb gas by redefining the particle fugacities. A particle with charges (m,e,c) has its fugacity Y m,e,c renormalized as
This equation gives the dimension of the corresponding operator and leads to the standard relevance criteria for bosonic operators. However, we have so far disregarded two possibilities. Suppose that a pair of initially distinct particles is within range of the new smallest scale. Following Anderson et al. 25 we call it a ''close pair.'' After the RG step we can no longer resolve these two particles as separate entities. On the one hand, if the particles have precisely opposite charges we have a ''pair annihilation'' ͓see ͑a͒ in Fig. ͑3͔͒ . The residual dipole polarization of this pair renormalizes the interaction among the other particles, leading to the RG equations for g and g . Note that is an RG invariant. On the other hand, if the pair is not neutral, the particles are fused into a new particle carrying the net charge ͓see ͑b͒ in Fig. ͑3͔͒ . This last process may actually create particles previously absent in the gas. There are three new kinds of particles created upon fusion in the dense limit with initial conditions g ϳg ϳ1. Their charges and fugacities are listed in Table II . These new entities correspond to originally marginal operators that are absent in the bare problem ͑their physical meaning will be discussed in the following section͒. Other particles with higher charges could also be considered, but from Eq. ͑17͒ it is clear that they are highly irrelevant and therefore can be neglected. Collecting the annihilation and fusion terms, derived in Appendix B, and adding the dimensionality equation ͑17͒, we complete the renormalization-group equations. Away from half-filling, where the backward-scattering terms are irrelevant, particles with fugacities y 2,3 and ⌫ can be disregarded. Thus, only configurations involving the fugacities y 1 , G, and G need to be considered. On the other hand, at half-filling all particles from Tables I and II should be included. This leads to the following renormalization-group equations.
͑1͒ Away from half-filling,
͑2͒ At half-filling,
A numerical solution of these sets of equations is shown in Figs. 4 and 5. For these particular plots we used y 1,2,3 (0)ϭ0.01, g (0)ϭg (0)ϭ1, and G(0)ϭG (0) ϭ⌫(0)ϭ0. The RG flows were stopped when any of the fugacities reached the value of 1 and the values of the other parameters were then plotted at this point. The flow equations depend only on the absolute value of .   FIG. 3 . ''Close pair'' processes in the RG step: ͑a͒ particle annihilation and ͑b͒ particle fusion. 
As can be readily checked, the equations always flow to strong coupling. Nevertheless, special values of ͉͉ allow us to trace regions with qualitatively different flows. Since the RG equations depend only on ͉͉, those regions are mirror reflections on the ϭ0 line, the ''Toulouse line.'' 20 For 2 Ͼ3, single-spin-flip processes are irrelevant (y 1,2 →0), just like in the FM single-impurity Kondo problem. 25, 58 Moreover, the final flow is independent of the precise value of , clearly indicating a distinct phase of the model. From now on, we will denote this phase as region 1. In contrast, spin flips are always relevant for ͉͉Ͻ3, but we also encounter a second special flow. For ͉͉ϭ1, the particle fugacities G and G are always the same. There is also a precise balance between the ''magnetic'' ( 2 /g ) and ''electric'' (g ) interactions. Consequently, the ground state is a plasma for particles of type (m,e,0), implying that s and s are completely disordered. In fact, ϭ1 corresponds to the critical point of the problem of two weakly coupled LL's. Therefore, we can safely identify ͉͉ϭ1 as a boundary between different phases. For other values of ͉͉ the interactions are screened (g→0 or ϱ) and/or the fugacities have different flows. It is clear that for 1Ͻ 2 Ͻ3 ͑denoted as region 2͒ single-spin-flip fugacities become less and less relevant as 2 →3. This suggests a transition region from the disordered state at ͉͉ϭ1 to the flow of region 1. We shall call ͉͉Ͻ1 region 3. In contrast to the previous cases, single flips are always strongly relevant in this region. The order of relevance of the fugacities changes a few times as is varied in this region. However, a particularly simple case occurs in the Toulouse line (ϭ0).
Even though the renormalization flows are clear and the special flows were identified, their physical interpretation is less straightforward. In order to proceed we must assign a physical meaning to each particle in the gas, from which we can then attempt to determine the phase diagram.
V. EFFECTIVE HAMILTONIANS
At each RG step we rewrote the problem as a CG. Moreover, all the neutrality conditions were preserved by the RG step. We therefore can define a quantum Hamiltonian that reproduces the CG at each step. This effective Hamiltonian allows us to understand the behavior of the system and, in certain special cases, to infer its phase.
In the dense limit of the KLM, the distance between localized spins is of the order of the smallest bosonic wavelength available. Therefore, after the first RG step we were forced to introduce new entities in the problem. Their Hamiltonian form is trivially guessed from their definitions,
where ␦ is a distance of the order of the inverse of the bosonic cutoff (ϳ␣). Both the O 1 and the O 2 terms involve simultaneous flips of two nearby spins and the creation of particles with charges (m,e,c)ϭ(Ϯ2,0,0) and (0,Ϯ2,0), respectively. In contrast, O 3 is not related to spin flips and generates particles with charges (0,0,Ϯ2). It is simple to understand their origin. In the original Hamiltonian of Eq. ͑2͒, it is possible to spatially resolve the fermion-spin scattering events. As we reduce the bosonic cutoff this is no longer true, and we must consider multiple-scattering events within the new smallest scale, ␣. There are clear similarities between the conduction-electron operators in Eqs. ͑18͒ and the usual backscattering and umklapp operators. The standard picture of the RKKY interaction is that of an effective spin-spin interaction mediated by the conduction electrons. In light of Eqs. ͑18͒, it seems natural to consider also the opposite point of view: an indirect electron-electron interaction mediated by the local spins. The RG procedure introduces these composite events in a natural fashion. The final operator that must be introduced in the effective Hamiltonian is a result of the annihilation process. Unlike fusion, when a pair is annihilated, the zeroth-order term in an operator product expansion of the bosonic fields is a constant. Nevertheless, it is still a function of the local spins and must be considered at the last RG step in order to establish an effective Hamiltonian. Collecting all possible pair annihilation terms and expanding point-split bosonic operators we get
It must be stressed that the spin operators in Eqs. ͑18͒ and ͑19͒ should not be understood as the original local spins. Consider the spin history of Fig. 6 as an example. Suppose that the pair flip-antiflip is produced by a forward J Ќ f term and a backward J Ќ b term at times and ϩ␦ within the new renormalization scale. This is equivalent to having no flip at all and cannot be distinguished from a particle with fugacity J z b . At the operator level, this is formally accomplished by summing over all possible products of flip operators, expanding the result in ␦ϳ␣ and reordering the Klein factors. The latter are actually crucial for the correct final sign ͑see Appendix C for details͒. Thus, we exactly reproduce the z-backscattering particle by defining the S z spin at the new scale as
A similar calculation can be done for any other possible spin history and bosonic operator within a disk of radius ␦ϳ␣.
Therefore, the local spins in the effective Hamiltonian represent block spins ͑as in the example above͒ and not the original ones.
Taking ␦ as the lattice spacing at the last RG step and collecting all these operators, we find the effective Hamiltonian
VI. 1D ANISOTROPIC KLM PHASE DIAGRAM
For certain values of the effective Hamiltonian in Eq. ͑20͒ is independent of the bosonic fields at the end of the RG flow. We will exploit these cases to intuit the various phases of the model.
We start by considering the system away from half-filling, where y 2,3 are irrelevant and ⌫ϵ0. The RG flows are summarized in Table III. In region 1, the only relevant fugacity is G. Therefore, ͱ8g s freezes at . This reduces Eq. ͑20͒ to the anisotropic ferromagnetic Heisenberg model in its ordered phase (Gϳ1,͗S z ͘ϭ1/2).
The effective Hamiltonian for the ϭ0 line, the Toulouse line, is also independent of the bosonic field. Since the most relevant fugacity is y 1 , ͱ2g s freezes at . This leads to an antiferromagnetic XYZ model in an external field,
In this case, the effective spin Hamiltonian exhibits order in the XY plane, GϳG ϳyϳ1. Nevertheless, this does not imply any order of the original spins. As we stated before, all our results must be understood in the rotated basis of Eq. ͑13͒. This ensures that the original model, Eq. ͑2͒, is still disordered, as emphasized in Ref. 20 . Therefore, the system is paramagnetic with short-range antiferromagnetic correlations. Although the Toulouse line corresponds to a particular case, it seems reasonable to extend this assignment to the entire region 3. For one thing, because the first term in Eq. ͑22͒, which drives the antiferromagnetic tendency, remains positive throughout this region. Besides, the XY disordering terms are the dominant interaction in the region. In particular, in the ͉͉ϭ1 line, the symmetric flow of G and G ensures that the z term vanishes and therefore the order parameter ͗S x,y,z ͘ is still zero. Hence, we propose that the entire region 3 is a paramagnetic phase with short-range antiferromagnetic correlations. Note that this is not necessarily true for other observables, since the flows near ͉͉ϭ0 and ͉͉ ϭ1 are qualitatively different. There is no simple effective Hamiltonian within region 2, but the disordering term, proportional to y 1 , becomes progressively less relevant as 2 →3. More importantly, the short-range z correlations turn from antiferromagnetic to ferromagnetic. Consistent with the identification of region 1 as a ferromagnetic phase, these two features lead us to tentatively identify region 2 as a ferromagnetically ordered phase with unsaturated magnetization of the spins.
Collecting these results, we conclude that there are at least two continuous phase transitions in the anisotropic KLM far from half-filling. The first transition, from region 1 to region 2 in Fig. 7 , reminiscent of the Berezinskii-KosterlitzThouless transition of the single-impurity Kondo model, 25 separates regions of relevance and irrelevance of the singleflip process. The effective model for region 1, Eq. ͑21͒, has ferromagnetic order with full saturation of the localized spins. A regime with ferromagnetic order, however, is beyond the present bosonization treatment, since the spin polarization of the conduction electrons leads to different Fermi velocities for up-and down-spin electrons. However, the RG flow is still able to indicate its existence through the irrelevance of single spin flips and the nature of the effective Hamiltonian ͑21͒.
Ferromagnetism in the KLM has a long history in the isotropic model. In the FM case, this mechanism is well established for higher dimensions or classical spins, and it is usually called double exchange. [59] [60] [61] In this case, ferromagnetic ordering allows the electrons to lower their kinetic energy with respect to a disordered paramagnetic phase. In one dimension, perturbation theory in the t/J and mean-field treatments supports this picture for a sufficiently large J.
In the AFM model this simple image of an electron moving in a background of ordered localized spins is no longer valid because of quantum fluctuations. Nevertheless, an analytical solution was found for the antiferromagnetic Kondo lattice with a single conduction electron in arbitrary dimensions. 13, 62 It showed that the ground state of the model is ferromagnetic with S tot ϭ(LϪ1)/2. The proof bears strong similarities to Nagaoka's theorem on the infinite-U Hubbard model with one hole added to the half-filled state. 63 Despite these similarities, it holds under much less restrictive conditions than Nagaoka's proof and, in particular, is valid in the one-dimensional case. The lowering of conduction-electron kinetic energy is still the driving mechanism here because, unlike in the infinite-U Hubbard model, the electron can hop without shifting the localized spins. As a rigorous theorem, this applies only to a single conduction electron, but there is very little doubt that this effect survives at finite filling ͑again, unlike the infinite-U Hubbard model͒. The best evidence comes from numerical density-matrix renormalizationgroup studies on very large systems (L up to 120͒, which show an extended region of ferromagnetism for JϾJ c (n), where J c (n)Ͻϱ for any n. 13, 64, 65 Moreover, the result is corroborated by the perturbation and the mean-field theory.
The physics of the anisotropic problem we are considering is very similar, quantum fluctuation effects being less pronounced. The ͉J z ͉ϭϱ limit corresponds to a classical Ising spin lattice. In this case the simple image of an inverted-spin electron moving in an ordered background is applicable. The flow of y ͑ultimately related to J Ќ ) to zero reflects the asymptotic irrelevance of quantum fluctuations. However, at any finite scale, the residual quantum fluctuations in the AFM chain transform the inverted-spin conduction electron and the nearby localized moment into a mobile Kondo singlet. Following this argument, the total spin per site ͑electronsϩspins͒ is S tot z ϭ͗S z ͘Ϫn c /2ϭ(1Ϫn c )/2 in the antiferromagnetic case and S tot z ϭ(1ϩn c )/2 in the ferromagnetic one, as seen numerically.
2,13
There is another continuous phase-transition line from region 2 to region 3 in Fig. 7 , similar to the transition of the Ising model in a transverse field, 40 which separates a paramagnetic phase ͑region 3 of Fig. 7͒ from a region with unsaturated magnetization of the localized spins. The magnetization grows continuously up to the border of region 1. It is tempting to identify region 2 with similar phases with unsaturated moments found in numerical studies of both the isotropic FM KLM of Dagotto et al.
2 and the isotropic AFM KLM of Tsunetsugu et al., 13 and conjectured in the meanfield treatment by Irkhin and Katsnelson. 66 The numerical studies of the FM KLM also identified a region of phase separation. 2 We did not find any indication of phase separation. We can think of two reasons why. First, the coupling constant in that region is of the order of the electron bandwidth and therefore bosonization is no longer valid. Moreover, this phase is a competition between the ferromagnetic tendencies of lower band fillings and the antiferromagnetic counterpart at half-filling. Since we completely neglect backscattering ͑ultimately responsible for the antiferromagnetism͒ this phase was lost even before we began.
As we pointed out before, at half-filling we are able to include the backscattering terms in the RG scheme. We will now consider this case. The first result from the RG flow is that O 3 , whose bosonic part is identical to an umklapp term, is always relevant, pointing to the presence of a charge gap. The spin sector is more subtle and we must consider some special cases.
Region 1 can be simply analyzed. The interaction parameters g and g go to zero and the most relevant fugacity is y 3 . Therefore, ͱ2g c freezes at /2. The other relevant flows are ⌫ and G. The effective Hamiltonian reduces to an anisotropic ferromagnetic Heisenberg model in a staggered field,
The staggered field induces Néel order, but the system has strong ferromagnetic tendencies. As we move away from half-filling, the staggered field becomes progressively irrelevant and the ferromagnetic effective model is reobtained. The ϭ0 point is once again very special. At the end of the RG flow, the effective Hamiltonian is also free of the bosonic fields and the most relevant fugacities are y 2 and y 1 .
They force ͱ2g c and ͱ2g s to freeze at , suppressing the staggered field in the z direction. Thus, the Toulouse point effective Hamiltonian is
As before this does not imply any order of the original spins in the XY plane. From this effective model we can see that the ͉͉ϭ0 point is characterized by spin and charge gaps and no ordering. In summary, at half-filling we assign two distinct magnetic phases. Regions 1 and 2 have Néel order in the z direction. On the other hand, if we assume that the Toulouse line features can be extended to the entire region 3, we can identify this region with a paramagnetic phase. The several changes in the relative flows maybe a sign of additional phases as a function of . However, the effective Hamiltonian cannot be so easily solved and we are unable to make further progress.
The KLM at half-filling was studied by Shibata et al. 15 By looking at the strong-coupling limit, they were able to find five distinct magnetic phases, which they argue survive down to weak coupling: two Néel phases ͑FM and AFM͒, a planar phase ͑the triplet state with S z ϭ0), a Haldane phase, and a Kondo singlet ͑paramagnetic͒ phase. Because of the relevance of backscattering and the condition J z b Ӷ1, a direct comparison between the RG flows and the available numerical results is restricted to ϳ1. This neighborhood has no simple effective Hamiltonian and we are unable to make direct contact with the numerical results. We can point out, however, that the strong-coupling flow of g is an indication of the opening of a spin gap, though this is less certain because of the difficulty of analyzing the effective Hamiltonian. This possible spin gap is compatible with the Haldane-type phase at J z Ͻ0 and the Kondo singlet phase at J z Ͼ0 obtained in Ref. 15 . As we dope the system away from half-filling the backward-scattering terms become irrelevant, and a direct comparison with the numerical data becomes more feasible.
As a final illustration of the usefulness of the Coulomb gas mapping, we develop in Sec. VII its application to a related yet simplified model of spins and fermions: the IsingKondo chain. Its simplicity makes it a more pedagogical example of the formalism.
VII. THE ISING-KONDO CHAIN
The Ising-Kondo model,
was proposed by Sikkema et al. 35 as a model for the weak antiferromagnetism of URu 2 Si 2 . Here, we will consider the one-dimensional version of this model and apply the same methods that we used in the Kondo chain. Using bosonization and disregarding the backscattering terms, the Hamiltonian simplifies to
where the coupling constants were rescaled by the Fermi velocity as before. Equation ͑23͒ is identical to the cooperative Jahn-Teller Hamiltonian. 68 The lower symmetry of the model allows us to foresee that the sign of J is irrelevant to the physics. It is also a well-known result from the cooperative Jahn-Teller problem that the strong-coupling limits J ӷ1 and ỹ ӷ1 show easy axis order in the z and x directions, respectively.
Exactly as in the KLM, we can proceed by going to a path-integral formulation with bosonic coherent states and the local spin S z basis. After tracing the bosonic fields and integrating by parts the spin variables, the Coulomb gas that follows has only one breed of particles (m,0,0), subjected to the neutrality condition 1 of Sec. II. To mimic our previous notation we define gϭͱ2/J. Assuming ỹ Ӷ1, the RG equation can be derived in a similar fashion. They correspond to the standard Kosterlitz-Thouless equations dy dl ϭ2͑1Ϫg ͒y,
For gϾ1, spin-flip processes are irrelevant ͑see Fig. 8 , region 1͒. In the Jahn-Teller language this corresponds to a ferrodistortion of the yӶJ fixed point. On the other hand, for gϽ1, spin flips are relevant, y→ϱ and g→0 ͑see Fig. 8 68 This rotation is equivalent to the integration by parts of the S z variables in the time direction, as we saw. By taking now y→ϱ and g→0, the effective Hamiltonian is simply a magnetic field in the x direction acting to order the local spins. Unlike in the KLM, the original spins are also ordered in the x direction since freezes at the value of zero. The transition is continuous and of the Kosterlitz-Thouless type.
VIII. DISCUSSION AND CONCLUSIONS
We have proposed in this paper what is the natural extension to the one-dimensional lattice of the highly successful approach of Anderson and co-workers [23] [24] [25] to the singleimpurity Kondo problem. The mapping to a Coulomb gas is made specially easy by using bosonization methods, and particularly subtle developments demonstrate the importance of a careful consideration of Klein factors, so often neglected in most treatments. 36 Since bosonization relies on the linearization of the conduction-electron dispersion and is appropriate for the analysis of the long-wavelength physics it is never quite obvious how far it can be taken in its application to lattice systems. However, motivated by its success in the Hubbard, Heisenberg, and other models, it is reasonable to attempt a direct comparison of our treatment to the phases of the anisotropic Kondo lattice model.
One of the hardest tasks in our treatment is the extraction of physical information from the effective models we obtain after several rescaling steps. Some special lines in the phase diagram can be more confidently analyzed, but as is common in RG treatments, we are then forced to attempt an extrapolation to other regions based on continuity arguments. This is specially true in our case, where most of the flows are towards strong coupling. Given these caveats, however, the overall topology of the phase diagram away from half-filling is compatible with the known phases of the isotropic model.
2, 13 The extension of these studies to the anisotropic case would be highly desirable. At half-filling, the method itself limits its application to the J z Ӷt region. Unfortunately, this is one of the regions where the effective Hamiltonian is hard to solve and we are not able to explore the rich phase diagram obtained in Ref. 15 . Nevertheless, we do find a charge gap at half-filling throughout the phase diagram, which seems compatible with the numerical results. The question of the spin gap is less clear but our results are also compatible with what is known numerically.
We would also like to try to make contact with previous studies of the Kondo lattice model in one dimension based on the use of Abelian bosonization. In the important work of Zachar, Kivelson, and Emery, 20 where the rotation of Eq. ͑13͒ is first used, the highly anisotropic Toulouse line ( ϭ0) is analyzed in detail. One of their findings is the presence of a spin gap in the spectrum away from half-filling, which also appears in our effective Hamiltonian. At halffilling, they also find spin and charge gaps, which seem compatible with our results. They also point out that the metalinsulator transition as n→1 is of the commensurateincommensurate type. 67 In our treatment, the commensurability condition 4k F aϭ2nϭ1 for the relevance of the backward-scattering terms, the same as in the Hubbard model, is a strong indication that the transition is indeed of this type.
Honner and co-workers have also investigated the spin dynamics of the isotropic Kondo chain. 19, 21 After smearing out the discontinuity in the commutation relations of the bosonic fields, they replace the latter by their expectation value in the noninteracting ground state and write an effective Hamiltonian for the localized spins. This Hamiltonian can then be treated numerically and the phase diagram determined. This procedure requires the fitting of the smearing length scale to numerical results. One of the advantages our treatment brings to the problem is the ability to do the full analysis analytically and without any a priori assumption about the boson dynamics. In fact, the Coulomb gas mapping treats spins and bosons on the same footing. Besides, no fitting to numerical results is necessary. A discrepancy between our results and those of Honner and Gulácsi is the partially polarized FM phase we find at J z Ͻ0. In their treatment, a paramagnetic phase is found instead. It would be interesting to extend their treatment to the anisotropic case for a fuller comparison.
Recently, Zachar 22 conceived an alternative approach to the KLM in the rotated basis. He used a particular example of the rotation in Eq. ͑13͒,
and treated the KLM in a self-consistent mean-field approximation. This approach led him to predict three different phases in the AFM KLM as well. The first region is controlled by the paramagnetic Toulouse line fixed point. In the rotated basis, this phase is characterized by ͗S z (x)͘ϭ0 and ͗S x 0͘, precisely as we find in region 3 of Fig. 7 . Another phase has ͗S z ͘ 0 and ͗S x ͘ϭ0. In this case, the system exhibits ferromagnetic order in the original basis, and therefore could be identified with region 1 of Fig. 7 . Finally, embedded between these two phases, he also finds a third intermediate region, which he identifies as a ''soliton lattice,'' with ͗S z ͘ 0 and ͗S x ͘ 0. It is tempting to associate this intermediate phase with region 2 of Fig. 7 . However, Zachar proposes a different description calling region 1 a ''staggered liquid Luttinger liquid,'' whereas we find it much more natural to associate ͗S z ͘ 0 with ferromagnetic order. He also conjectures that region 2 does not exist. Finally, he argued that all transitions are first order and of the commensurateincommensurate type, while we find them to be continuous.
In conclusion, we have presented a flexible treatment of a one-dimensional system of spins and fermions based on a mapping to a Coulomb gas, which we treat within a renormalization-group approach. When applied to the Kondo lattice model, the method enables us to identify its various phases both at and away from half-filling. 
APPENDIX A: NEUTRALITY CONDITIONS FOR THE KLM
Neutrality conditions are common in Coulomb gas formulations of quantum problems. In the simplest applications, these conditions impose that the overall charge is zero as, for instance, in the sine-Gordon model. 34, 38 As applied to our case this condition reads
These are the mathematical expressions of the condition for the bosonic correlation functions not to vanish in the thermodynamic limit and they also ensure the overall cancellation of the Klein factors. However, in the KLM, the presence of both spins and bosons leads to more stringent neutrality conditions than in other problems. Therefore, besides Eq. ͑A1͒, there are two additional restrictions.
The first one comes from the impossibility of performing two consecutive upward spin flips on a given localized spin-1 2 site. Since, from Eq. ͑6͒ the mϭϮ1 variable gives the direction of a spin flip, it follows that m must alternate in time. This condition is also present in the Coulomb gas formulation of the single-impurity Kondo problem. 23 As a direct consequence of the alternation of the charge m and the periodic boundary conditions in imaginary time, we obtain the first ''strong'' neutrality condition: the total charge m at a given spatial position is zero ͚ i m(x f ixed , i )ϭ0. This gives condition ͑1͒ of Sec. II, whereas condition ͑2͒ is already contained in Eq. ͑A1͒.
The second additional restriction is slightly less obvious. From Eq. ͑7͒, we see that each contribution to the partition function has a prefactor sign that depends on a string of Klein factors and S z operators, the latter coming from z backward-scattering events generated by H z b of Eq. ͑3d͒. The neutrality condition we will derive comes from the cancellation of terms with identical absolute values but with opposite prefactor signs. This will finally lead to condition ͑3͒ of Sec. II. We will now consider different cases separately.
Let us first focus on the contributions to the partition function coming from terms with forward scattering only ͓Eqs. ͑3b͒ and ͑3c͔͒. If there are no spin flips, then the prefactor is obviously positive. When there is a pair of opposite flips ͓the only possibility allowed by the neutrality condition ͑1͔͒, then, because of the overall neutrality condition ͑2͒, the Klein factors cancel,
preserving the positive sign. The consideration of configurations with additional pairs of flips leads to the same cancellation of Klein factors. Next, we look at contributions generated by H Ќ b ͓Eq. ͑3e͔͒ only. By considering again increasing numbers of pairs of opposite flips as in the previous paragraph we arrive at an analogous cancellation of Klein factors.
Moving on now to contributions coming from H z b ͓Eq. ͑3d͔͒, we first consider the possibility of no spin flips. In this case, integrating out the bosonic modes, the contribution to the partition function is zϳ e Note how each S z insertion comes with a corresponding c charge. Thus, it is simple to show that tracing over S z (i) leads to the condition of having an even number of particles of charge c at each spatial coordinate. Moreover, the reordering of Klein factors leads to their complete cancellation. In order to generalize this result to a configuration with an arbitrary number of spin flips, let us assume initially that there are only flips of one kind: either H Ќ f or H Ќ b . By using the identity ͑using Pauli matrices instead of spin operators͒
with and 1 2 , it is easy show that an H z b insertion on one side of a domain wall can be moved to the other side with a sign change ͑see Fig. 9͒ . Now consider, for example, a pair of particles generated by H z b as before. When there is a pair of flips lying along the time line, we can move the Klein factors and S z through the domain walls with the identity above and cancel them out. Therefore, our previous result, obtained without the flips, remains valid. This can be generalized for any number of flips. Finally, we must consider the possibility of having flips coming both from H Ќ f and H Ќ b . For this we note that a flip from H Ќ f and a subsequent opposite flip from H Ќ b ''fuse'' in a way that is precisely equivalent to the insertion of a single H z b particle ͑Klein factors, S z operators, and all͒. Therefore our previous conclusion is valid in this case as well: there must be an even number of c charges ͑not necessarily neutral͒ at each space coordinate.
Finally, we have so far considered insertions along one imaginary-time line only, which is not the general case. Nevertheless, because there is always an even number of Klein factors in each time line, we can always reorder them so as to group together contributions from individual time lines without introducing additional signs. Then, the previous analysis can be used to prove the global cancellation of Klein factors and S z operators in the general case as well.
We would like to note that the arguments presented in this appendix indicate a rather surprising precise cancellation of Klein factors and S z operators, suggesting that perhaps there is a deeper underlying symmetry behind this result. However, we were not able to find a more general symmetrybased demonstration. We also point out that, in the problem of a single Kondo impurity in a Luttinger liquid, Lee and Toner 44 introduce the same kinds of particles defined in the Table I . However, in their analysis there is no explicit mention of how to deal with the product of Klein factors and the S z operators coming from the z backscattering events. We have shown that these factors almost miraculously cancel out and do not affect the remainder of the analysis of their ͑or our͒ Coulomb gas.
APPENDIX B: ANNIHILATION AND FUSION OF PARTICLES
We now show in detail how the RG procedure leads to the annihilation and fusion of charged particles. Consider that we initially have a ''close pair'' with each particle having fugacities F 1 and F 2 . In the complex notation of Eq. ͑10͒, the action takes the simple form 
