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Abstract
This paper presents an academia-industry joint study concerning an effective
way to quantify and compare multi-year changes in power production perfor-
mance of multiple turbines scattered over a mid-size wind farm. This analysis is
referred to as a space-time performance comparison. Considering that the wind
and environmental inputs to wind turbine generators are stochastic in nature,
any analysis testifying to the change in a turbine’s performance must have the
varying inputs controlled for. This research employs sequentially two principal
modeling components to exercise a tight control of multiple input conditions—a
covariate matching method followed by a Gaussian process model-based func-
tional comparison. The analysis is applied to a wind farm that houses 66 tur-
bines on a moderately complex terrain. The power production and environ-
mental data span nearly four years, during which period the turbines have gone
through multiple technical upgrades. The space-time analysis presents a quan-
titative and global picture depicting how turbines differ relative to each other
as well as how each of them changes over time.
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1. Introduction
Evaluation and comparison of power production performance of wind tur-
bines are important to many wind owners/operators, as power production ca-
pacity is invariably one of the key performance indices (KPI) and plays crucial
roles in numerous decisions made routinely by the owners/operators. We want
to clarify that (a) power production performance, referred to in this study, is
pertinent to commercial production of wind turbines, rather than during the de-
sign or testing stages and (b) this performance evaluation treats an individual
turbine as a holistic power production unit, with wind and other environmental
conditions to a turbine as the inputs and power produced at that turbine as the
output. There are two primary aspects of the performance evaluation mission—
one is to compare one turbine with another turbine on the same wind farm and
the other is to compare a wind turbine with itself over time, especially during
the periods when certain technical upgrades have been undertaken. Addressing
both the space and time aspects, we refer to the performance evaluation and
comparison, to be reported in this paper, a space-time performance analysis.
Wind energy is a variable renewable energy source because wind and envi-
ronmental conditions are changing all the time. For this reason, in the task
of turbine performance comparison, it is critical to have the input conditions
controlled for before comparing the power outputs. The International Elec-
trotechnical Commission (IEC) standard practice recognizes the intermittent
and stochastic nature of wind and therefore recommends the use of the power
curve for the purpose of evaluation [1, 2]. The topic of turbine performance
evaluation is covered in Chapter 6 in [3] as well as in [4].
Many of the existing turbine-level or turbine-specific performance evaluation
methods, especially those based on the IEC standard practice, control primarily
one principal input factor, which is the wind speed. This is not to say that IEC
does not recognize the influence of other conditions. Rather the point is that the
2
conventional way of accounting for other factors is less effective. On this point,
Chapter 5 in [3] provides an elaboration backed by numerical evidences. Another
shortcoming of the existing performance evaluation methods is the following—
although the power curve is a functional curve, or a functional response surface
while considering multi-dimensional inputs, almost all existing methods reduce
the functional curve into a scalar metric, be it the annual energy production
(AEP) [1], or the power coefficient [5, 6], or a recently proposed productive
efficiency measure [7]. We believe that it would be more ideal to compare two
functional curves directly without reducing them into a scalar metric because
in comparing two functional curves one can identify the regions of difference in
power production, which can lead to valuable clues behind performance changes
and help figure out the root causes.
We would hereby like to address these technical issues for conducting the
space-time performance analysis. To control for the changes in multiple wind
and environmental conditions, we adopt a covariate matching method [3, Chap-
ter 7]. Here the term covariate refers to the wind and environmental input
conditions and is synonymous to the term input variable. Through the process
of matching, the input conditions for a turbine before and after a check point,
or those for two turbines, become probabilistically comparable, as if these co-
variates were designed by experimenters to be drawn from the same probability
distribution. As a result, the outcomes of two turbines of the same period or
two periods of the same turbine are comparable under the matched covariate
conditions.
The covariate matching is the first main component of our proposed pro-
cedure. Due to practicality constraints, covariate matching only controls the
wind and environmental conditions up to a prescribed discrepancy threshold,
say, 25%. The second main component is to conduct a direct functional curve
comparison of multi-dimensional power curves. This second component is based
on a recent methodology development in the area of functional data analysis,
and specifically, the Gaussian process (GP)-based method presented in [8].
One may question why the first component is still necessary, considering the
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availability of the functional curve comparison method in the second component.
The reason is that the method used in [8], although theoretically capable of com-
paring functional curves of any dimensions, needs in practice a large amount of
data and demands heavy computation if it is indeed applied to high-dimensional
data. It works, however, well enough for handling two or three input variables,
e.g., wind speed, temperature (or air density), and turbulence intensity (or wind
direction). The first component, on the other hand, can be conducted rather
efficiently, even if there exist many input variables. Apparently the inclusion
of the first component is to have the varying inputs more or less controlled for
regardless of their dimensions, before the second component is applied to the
inputs of reduced dimension for functional comparison.
We apply the proposed procedure to four-year worth of data collected on
66 turbines on a terrain of moderate complexity. The final comparison results
are shown in a space-time illustration visualising the quantitative and global
picture of how turbines differ relative to each other as well as how each of them
changes over time. All the analysis in the paper is done using R software [9] and
the DSWE package [10] available on GitHub.
The rest of the paper unfolds as follows. Section 2 explains the applica-
tion background and datasets to be used in this study. Section 3 outlines the
overall procedure for the proposed performance analysis and provides more de-
tails about the two important components in our procedure. Section 4 presents
the analysis results and discusses the practical implications. Finally, Section 5
summarizes this study.
2. Background and Data
Figure 1 presents the layout of the 66 turbines on the wind farm. All turbines
are of the same model, which belongs to a 1.5 MW turbine class. The wind farm
terrain is of moderate complexity. The elevation of the wind farm is not even.
For instance, the turbines in Group A is on a hill top, higher than the other
turbines. There is a single meteorological (met) mast on this wind farm. Its
4
location is near Turbine #12.
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Figure 1: Layout of the turbines on the wind farm. The wind farm layout has been transformed
to protect the identity of the wind farm. But the relative positions between turbines are
maintained to reflect the reality. To give a sense of the physical distance, the distance between
#12 and met mast is 80 meters and that between #12 and #11 is about 300 meters.
The datasets collected on this wind farm run from August, 2014 through
May, 2019, spanning a little bit over five years of time. There are a lot of
missing data in the beginning phase of the period, namely around November,
2014 to February, 2015. There are still missing data in the rest of the years,
but less so often. In the end we use the data effectively from July 2015 and
onwards, and the amount of data is about four years.
The instant active power of a turbine is denoted by y. The wind and en-
vironmental covariates are denoted by the vector x. The datasets recorded
wind speed, W , wind direction, D, and ambient temperature, T , but did not
record air pressure or humidity. Because there is no air pressure measurement,
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Figure 2: The timeline of the technical upgrades. The code names in the top row indicate the
technical setting of the turbines in the respective period. The notation of “[2-1]” means the
period 2-vs-period 1 comparison and the date of “201607” means July 2016. Other notations
and dates can be likewise interpreted.
temperature is used in place of air density.
The original datasets recorded the data in the frequency of seven to eight
data points per second. This high-frequency data is used to calculate turbulence
intensity, denoted by TI, the standard deviation in wind direction, denoted
by sdD, as well as to generate the 10-min average wind speed, direction and
temperature. In the end, x has five elements, i.e.,
x = (W, T, D, TI, sdD)>.
The wind farm went through three technical upgrades during the four years,
which partition the whole time domain into four periods. Figure 2 illustrates the
timeline of those upgrades. The nature of the upgrades is kept confidential, but
whenever an upgrade was applied, it was carried out uniformly on all turbines.
The three upgrades are coded as P1, V1, and P2, respectively. The timing of
their respective undertaking is indicated in Figure 2. The average data amounts
per turbine for each period are listed in Table 1. The third period has fewer
data points because it is shorter than the other three periods—it is about half
a year, whereas the other periods are about a year.
Table 1: Data amount per turbine corresponding to each period.
Jul 2015–Jul 2016 Aug 2016–Oct 2017 Dec 2017–May 2018 Jul 2018–May 2019
Technical setting V0 V0+P1 V1+P1 V1+P2
Data amount 47,712 52,373 22,800 37,658
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3. The Method
This section describes a few key components in the devised procedure. The
procedure is supposed to work on a pair of turbines at a time. In terms of time-
wise comparison, the data of two periods of the same turbine before and after
a technical action are used to quantify how much a turbine changes due to that
technical action. In terms of space-wise comparison, the data of two turbines
of the same period are used to quantify how much these two turbines differ
from one another. For each pair-wise comparison, three steps are undertaken
sequentially:
1. Select the best covariate subset that contributes the most towards power
curve modeling and rank the importance of the selected covariates.
2. Conduct covariate matching to filter the data, so that the chosen subsets
are statistically comparable.
3. Use the data chosen in Step 2 to establish GP-based multi-dimensional
power curve models, conduct the functional curve comparison, and quan-
tify the difference.
The three steps are explained in Sections 3.1– 3.3, respectively, whereas Sec-
tion 3.4 explains how we compute the quantitative performance metrics. Note
that Steps 2 and 3 correspond to, respectively, the first modeling component
and second modeling component, mentioned in Section 1.
3.1. Subset selection and covariates ranking
This step is to screen the input covariates and select the covariate subset
that can best explain the power output. The gold standard for subset selection
is a randomized 5-fold or 10-fold cross-validation [11]. The criterion used for
selection is either a root mean squared error (RMSE) or a mean absolute error
(MAE)—using either criterion produces similar outcomes. In this study, we use
a 10-fold cross-validation and RMSE.
To carry out the cross-validation, a data science model for power curve is to
be involved. Here we recommend using the k-nearest neighbors (kNN) method
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owing to its simplicity and computational efficiency. However, practitioners can
feel free to choose different data science models—an array of those are explained
in Chapter 5 in [3]. When using different data science models, it is possible that
a different best subset could have been selected. When testing on the wind farm
data at hand, we find that the subset selection outcome is rather insensitive to
the choice of data science models used.
The way to use the kNN model for establishing a power curve model is
explained in Section 5.3.1 in [3]. Provided the availability of packages imple-
menting kNN in various programming languages like in R, Python, and MATLAB,
a practitioner can simply arrange the data into training pairs, {xi, yi, i =
1, . . . , n}, where n is the number of the data points, and then use a proper
function in one of the packages to fit a model. The cross-validation is also a
standard procedure; see, for instance, Algorithm 2.1 in [3].
To select the best subset, we recommend using a greedy algorithm, either
the forward stepwise selection or backward stepwise selection. In our implemen-
tation we use the forward selection. When we test the backward selection on
our data, it does not produce a different outcome.
The forward selection is to screen all the variables in x, provisionally choose
one variable at a time to build a model and compute the corresponding RMSE
(or MAE) for that model. Choose the variable that produces the smallest RMSE
and add that to the model. Conditioned on the variables that have been this far
added, screen the remaining variables, which is to, again, provisionally add one
variable at a time and choose the one that can produce the greatest reduction
in RMSE. The process stops when by adding a variable, the resulting model’s
RMSE is no longer reduced. The subset of variables that produce the smallest
RMSE is the best subset we are seeking and the order by which each variable
is selected shows the natural order of covariate importance.
The above procedure can be applied to every turbine on the farm to select
the best subset for each of them. Because the number of covariates in x needs
to be the same when it gets to the later steps, one can create the union of the
best subsets and use the union as the final x. Alternatively, one can select
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one or two representative turbines and use them to select the best subset for
the whole farm; this latter approach is to shorten the time for selection. Our
experience indicates that the two approaches do not make much difference in
the final outcome.
Using the latter approach, we select Turbines #45 and #54 as our represen-
tative turbines. The two turbines are used because their wind direction data
are directly calibrated by the wind farm operator. Table 2 presents the RMSEs
as we go through the series of models having different number of covariates.
For both turbines, the three-variable subsets including {W,T, TI} is the best
subset. We, therefore, use the three covariates in the subsequent analysis. The
importance order of the three covariates is the sequence as they are selected,
i.e., W > T > TI.
Table 2: Subsect selection and importance ordering. RMSE values below are in percentage
relative to the rated power. The best subset is shown in boldface font.
Covariates #45’s RMSE #54’s RMSE
W 4.06% 3.08%
W , T 2.88% 2.42%
W, T, TI 2.80% 2.37%
W , T , TI, D 3.03% 2.68%
W , T , TI, D, sdD 3.27% 2.85%
3.2. Covariate matching
The method for covariate matching is explained in Section 7.2.1 in [3]. To
state it formally, let us adopt some notations from [3]. Denote by Q1 and Q2
the index set of the data records of two periods or two turbines, respectively.
Here “1” and “2” bear generic meanings, not referring to Turbines #1 and #2
on the wind farm. Let xQ denote the values of a covariate x for data indices
in Q. For example, WQ1 is the vector of wind speed values associated with
Period/Turbine 1. The attempt to make the wind speed in Q1 to match data
record j in Q2 can be expressed as
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QWj := {i ∈ Q1 : |Wi −Wj | < $ · σ(WQ1)}, (1)
where σ(x) is the standard deviation of x in the specified dataset and $ is the
thresholding coefficient regulating the tightness of the matching. By carrying
out this operation, we treat the data indexed by Q2 as the baseline. If we repeat
this operation for every data record in Q2, then QW is the index of the matched
data records in Q1.
In the above matching process, two situations need to be addressed. One
situation is that QWj could turn out to be an empty set, meaning that no data
point in Q1 is found close enough to Wj in Q2. When that happens, then let
it be so. Another situation is that QWj has multiple elements. In this case, we
recommend selecting the data point closest to the data record to be matched
and putting the rest of the data points back in Q1.
The number of covariates involved in this step is the best covariate subset
identified in the preceding step. Since the best covariate subset contains mul-
tiple covariates (the chance that Step 1 selects only a single covariate is next
to zero), we need to apply the matching procedure sequentially, i.e., through
Algorithm 7.1 in [3], which is labeled as hierarchical subgrouping. The default
sequence of the hierarchical subgrouping is from the most important covari-
ate to the lest important covariate. This is the reason why we want to rank
the importance of covariates in Section 3.1. When there are multiple layers of
matching, the thresholding coefficient, $, can be different at each layer but to
make things simple, we recommend selecting a single constant threshold for the
whole procedure. In our study, we set $ = 0.2.
There is one more technical point to be stressed. The above procedure of
covariate matching is to treat one of the periods/turbines as the baseline. When
the baseline is switched to the other period/turbine, there is a small discrepancy
between the two data subsets selected. In order for the subsequent comparison
between two periods/turbines to be symmetric, meaning that regardless of which
period/turbine is used as the baseline, the comparison outcome remains the
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same, a simple fix is to conduct the covariate matching twice for each pair-
wise comparison. One uses Period/Turbine i as the baseline and the other uses
Period/Turbine j as the baseline. Then combine the two matched datasets,
eliminate duplicates of any datapoints, and use the resulting dataset as the
final matched dataset.
Figure 3 illustrates what this covariate matching is meant to accomplish. The
left panel shows the empirically estimated probability density functions (pdf)
before the matching, whereas the right panel shows the pdfs after the matching.
Apparently, before the matching, the wind and environmental conditions of the
two periods differ noticeably, whereas after the matching, they agree with each
other considerably.
3.3. Gaussian process model for functional curve comparison
Prakash et al. [8] propose a method for functional comparison, which tests
the null hypothesis that the functions are equal at all input points. When the
null hypothesis is rejected, Prakash et al.’s method identifies the region in the
input space where the functions in comparison are different. Their method is
based on GP regression, a popular machine learning method [12], nonparametric
in nature, broadly used in various data science tasks.
Recall that Section 3.1 selects the covariate subset of dimension p, which, for
our wind farm, are W , T , and, TI, whereas Section 3.2 selects the statistically
comparable data subsets for Turbine/Period 1 and 2, which are {Qi, i = 1, 2}
of ni data points each. Please note that we slightly abuse the notation here,
for Q1 and Q2 here denote the matched datasets, whereas at the beginning of
Section 3.2, the same notation was used to denoted the respective unmatched
datasets. We choose to use the same notation, for the sake of simplicity, with
the understanding that its meaning is clear in the context.
Dataset Q1 can be denoted by an ordered pair {X(1),y(1)}, where X(1) is
an n1 × p matrix with each row corresponding to the covariates of one data
point and y(1) is an n1×1 vector with each element corresponding to the power
output of the data pair. Similarly Q2 can be denoted as {X(2),y(2)}. Prakash
11
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Figure 3: Probability density functions of the three selected covariates before and after co-
variate matching. Left column: before covariate matching; right column: after covariate
matching. In all plots, the solid black line represents Period 1, whereas the dashed red line
represents Period 2.
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et al. [8] assume that these datasets come from underlying models given by:
yij = fi(xij) + ij , i = 1, 2, j = 1, . . . , ni, (2)
where f1(·) and f2(·) are two smooth continuous functions with the same domain
of X ⊆ Rp and ij iid∼ N (0, σ2 ) with σ2 as the variance of the noise. Prakash et
al. [8] mean to test the following null and alternative hypotheses, namely, under
the null hypothesis H0:
f1(x) = f2(x) for x ∈ X , (3)
and under the alternative hypothesis, H1:
there exists an x ∈ X s.t. f1(x) 6= f2(x). (4)
For the wind turbine application, f1(·) and f2(·) are the multi-dimensional
power curve functions associated with Period/Turbine 1 and 2, respectively.
The true f1(·) and f2(·) are of course unknown and they are to be estimated
from the data. To do that, Prakash et al. [8] assume that f1(·) and f2(·) are
samples from a GP with zero mean and a covariance function given by k(x,x′).
Then, define a cross-covariance matrix K(X,X′) between a pair of input
variable matrices, X and X′, and a covariance vector, r(x), between the input
data X and any point x as follows:
K(X,X′) =

k(x1,x
′
1) k(x1,x
′
2) . . . k(x1,x
′
n′)
k(x2,x
′
1) k(x2,x
′
2) . . . k(x2,x
′
n′)
...
...
. . .
...
k(xn,x
′
1) k(xn,x
′
2) . . . k(xn,x
′
n′)
 , r(x) =

k(x1,x)
k(x2,x)
...
k(xn,x)
 , (5)
where x1 . . .xn are the vectors in the rows of X, and x
′
1 . . .x
′
n′ are the vectors
in the rows of X′. The estimated power curve function for f1(·) given Q1, and
that for f2(·) conditioned on Q2, are:
fˆ1(x) = r1(x)
>[K(X(1),X(1)) + σ2 In1 ]
−1y(1),
fˆ2(x) = r2(x)
>[K(X(2),X(2)) + σ2 In2 ]
−1y(2),
(6)
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where ri(x), for i = 1 or 2, is the covariance vector between X
(i) and any point
x, and Ini is an ni × ni identity matrix. The estimated power curve functions
given in Equation (6) are the best linear unbiased predictor for f1(·) and f2(·),
respectively, under the GP model [12].
Once the two power curve functions are estimated, we can test the function
comparison hypothesis on a dense regular grid T ⊂ X . Assume that the number
of test points in T is ntest and define a matrix Xtest such that each row of the
matrix represents one test point in T . Then, we can use the above power curve
functions to predict power output for all the points on the grid of T , as follows:
fˆ1 = K(Xtest,X
(1))[K(X(1),X(1)) + σ2 In1 ]
−1y(1),
fˆ2 = K(Xtest,X
(2))[K(X(2),X(2)) + σ2 In2 ]
−1y(2),
(7)
where fˆ1 = (fˆ1(x1) . . . fˆ1(xntest))
>, and fˆ2 = (fˆ2(x1) . . . fˆ2(xntest))
>. The
hypothesis test is then to test whether fˆ2 − fˆ1 = 0 or not.
In our application, we decide to use the two most important factors identified
in Section 3.1 to fit the GP-based power curve model and conduct the testing.
The two factors are W and T . Using the two-variable input is to make the
computation in the functional comparison more tractable. From Table 2, it is
clear that when using a three-variable power curve model, it only improves the
model accuracy marginally (about 2–3%) from the two-variable model, while
including T improves the model accuracy substantially (22–30%) as compared
with the one-variable model having only W .
Figure 4 illustrates the outcomes of this GP-based functional curve com-
parison. This example uses the data from Turbine #41. The two panels plot
the power difference curve (i.e., fˆ2 − fˆ1) versus the wind speed, as well as the
associated 95% confidence band. When a portion of the power difference curve
is outside the 95% band, we can say that the null hypothesis, fˆ2 − fˆ1 = 0, is
rejected at the significance level of 95%.
The left panel is the power difference curve between #41’s period 2 versus
period 3 and the null hypothesis is rejected. When a rejection happens, this
power difference curve and its 95% band clearly identifies the region of rejection.
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Figure 4: Power difference curves and the corresponding 95% confidence interval. Left panel:
null hypothesis is rejected, suggesting fˆ1 6= fˆ2; right panel: null hypothesis cannot be rejected,
suggesting fˆ1 = fˆ2.
In this case, it is from 7 m/s to about 17 m/s, i.e., the Region II and part of
Region III on a power curve, which are important for power production. For
now, one can ignore the statistical difference, which will be explained in the
next subsection.
The right panel is from #41’s period 3 but the data of that period is split
into two subsets via random sampling. And the comparison of these two subsets
within a single period produces a power difference curve close to zero at most of
the input domain, except for at the high wind speed end. At the high wind speed
end, the uncertainty is high, as evident by a much broader 95% confidence band.
This is due to the scarcity of data in that high wind region. The entire power
difference curve is inside the 95% confidence band, so that the null hypothesis
cannot be rejected, suggesting that there is no strong enough evidence, up to
95% level of significance, to state that the power curves associated with these
two subsets of data are different.
3.4. Performance metrics
To quantify the difference between two turbines or two periods, a power
difference metric in the unit of kilo-Watts (kW) is defined for the two tur-
bines/periods involved, as follows:
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∆ =
1
ntest
ntest∑
i=1
(fˆ2(xi)− fˆ1(xi)). (8)
Then, the power difference, in percentage, is defined as
∆% =
∆
1
ntest
∑ntest
i=1 fˆ1(xi)
× 100%.
Here we use Turbine 1 or Period 1 as the base while computing the percentage.
This undertaking is based on the advisement of our collaborator to be consistent
with the common practice in industry. Practitioners who desire to use Turbine
2 or Period 2 as the base can do so by simply replacing the denominator with
1
ntest
∑ntest
i=1 fˆ2(xi).
The above ∆ and its percentage are unweighted as it is the simple average of
the power responses on all testing inputs. Let us label it as ∆unweighted and the
percentage as ∆%unweighted. In other words, the unweighted difference treats
different x’s as if they appear at the same frequency, but in the actual turbine
operations, different x’s do not appear at the same frequency. Recall an x is a
combination of the wind and environmental conditions. Suppose x = (W, T ).
Then the condition of W = 7 m/s and T = 25◦C appears over a year’s period at
a different frequency than some other condition like W = 18 m/s and T = −5◦C.
To account for the uneven distribution of x’s, one should weigh ∆ and ∆%
by the relative frequency associated with a specific xi, which is denoted by Pi
and can be estimated by counting the number of actual weather data in the
original datasets falling into a small neighborhood around xi. With Pi, the
weighted power difference is
∆weighted =
ntest∑
i=1
Pi × (fˆ2(xi)− fˆ1(xi)). (9)
Then, the weighted power difference in percentage is
∆%weighted =
∆weighted∑ntest
i=1 Pi × fˆ1(xi)
× 100%.
One of the benefits of using the GP-based functional curve comparison
method, as described in Section 3.3, is that it provides uncertainty quantifi-
cation in the form of a 100(1 − α)% confidence band for the difference curve;
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please refer to Figure 4 for an illustration. This prompts us to propose a new
metric, labeled as statistical significant difference, which is to accumulate only
the portion that is beyond the 100(1− α)% confidence band, when it comes to
counting the difference. The shaded portion in the left panel of Figure 4 corre-
sponds to the statistical significant difference. The use of statistical significant
difference is to make the quantification robust by weeding out the portions that
may have been caused by random fluctuation in data. The statistical significant
difference can be computed also in the form of either unweighted or weighted,
as explained above.
If the difference curve is entirely within the confidence band, then the sta-
tistical significant difference between the two cases is zero. Please refer to the
right panel of Figure 4 for such an example.
So far, these quantification measures are computed using the subset of data
after the covariate matching. In order to scale the difference back to the original
dataset, one approach commonly used in industry is to reweigh the difference
by using the power distribution of the original data. The specific steps are as
follows:
1. Partition the power spectrum into K bins. The default we use is K = 15,
which, for a 1.5MW class turbine, translates to a bin width of 100 kW.
2. Use fˆ1(·) as the reference. Find the x’s, of which the corresponding fˆ1(x)
falls into power bin k. Record these x’s in the set of Qk.
3. Compute
µk = avgx∈Qk
(
fˆ1(x)
)
,
δk = avgx∈Qk
(
fˆ2(x)− fˆ1(x)
)
.
4. Use the original data of both periods (or both turbines) to compute the
relative frequency (histogram) of each power bin and denote the relative
frequency by pik, for k = 1, . . . ,K.
5. The difference metric between two turbines/periods, scaled back to the
original dataset, is then calculated by
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∆scaled =
K∑
k=1
pik · δk. (10)
Then, the scaled power difference in percentage is
∆%scaled =
∆scaled∑K
k=1 pikµk
× 100%.
Please note that although the power difference in Steps 2 and 3 are computed
in an unweighted fashion, like in Equation 8, the final scaled metric is weighted
by the power spectrum. For this reason, the scaled power difference is a weighted
metric more like in Equation 9.
4. Analysis and Discussion
4.1. Evaluate the technical upgrades
The first analysis is a temporal evaluation, which is to quantify each tur-
bine’s performance change for each of the three technical upgrades mentioned
in Section 2. This analysis is carried out on all 66 turbines, so that for each pair
of periods, there are 66 performance differences. The 66 differences are plotted
in a boxplot to give a sense of variation on the wind farm.
Figure 5 presents the boxplots of the absolute power difference (as opposed to
statistical significant difference) for both ∆scaled (left) and ∆weighted (right). It
seems that the second technical action, V1, plays a rather substantially positive
role in improving the turbines’ performance, whereas the effect of the other two
technical actions are not that significant or could be even detrimental (that
of P1). The average improvement made by V1 for the turbines is about 6%
increase in their weather-weighted power production capability or 8% if scaled
back to the original data. It is also noted that the scaling to the original data
does play a role in adjusting the power difference quantification. The scaling
seems to broaden the spread of the average ∆’s—before the scaling, the average
∆ ranges from 1% to 6%, whereas after the scaling, the range becomes −1% to
8%.
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Figure 5: Boxplots of absolute power differences of the technical upgrades. Left panel: the
scaled power difference ∆scaled; right panel: the weighted power difference ∆weighted.
Figure 6 presents the boxplots in terms of statistical significant difference
for both scaled (left) and weighted (right) scenarios. The message from the
statistical significant different plot stays the same as in Figure 5 but the benefit
of using the statistical significant plot is that the message becomes clear, as the
variation becomes much smaller. The average improvement made by V1 for the
turbines is now about 5% increase in the scaled power production capability,
3% smaller than the counterpart value in Figure 5. Loosely speaking, this 3%
may be attributed to noise fluctuation.
When this set of results is presented to the engineering team of the owner/
operator, it was a pleasant surprise to them—“surprise” because they did not
realize that two of the three technical actions do not affect the performance
change much, and “pleasant” because the action of V1 was the least expensive
action. It seems that “cheaper and better” is sometimes possible in real life.
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Figure 6: Boxplots of statistical significant power differences of the technical upgrades.
Left panel: the scaled power difference ∆scaled; right panel: the weighted power difference
∆weighted.
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The confirmation of the performance changes, especially those quantified by
the statistical significant differences is deemed valuable by the owner/operator
in their decision making. There have been many debates about whether each
technical action really generates the claimed performance benefit, and if so, by
how much. Before the proposed performance quantification tools were made
available, the engineering team could not reach an agreement.
4.2. Space-time analysis
The second analysis is a space-time analysis, which compares a turbine with
other turbines as well as a turbine with itself over the time. For this purpose, we
need to select a baseline turbine, against which all other turbines are compared.
We decide to select Turbine #12 as the baseline turbine, because it is the closest
to the met tower. We want to note that being close to the met tower does not
play any significance in our analysis, so that this choice is a bit arbitrary. We
could possibly choose a different turbine as the baseline turbine as well.
Figure 7 is the comparison using the data of Turbine #12 of each respective
year as the baseline. This comparison is technically only a space-wise compari-
son, because the baseline is reset for each calendar year. A turbine shown in red
circle performs worse relative to #12, while a turbine shown in green triangle
performs better relative to #12. The color intensity is set to be proportional to
the absolute value of the difference.
Compared with #12 in each year, it appears that initially almost all turbines
perform worse relative to #12. In the last two years, 2017 and 2018, a subset of
turbines perform better than #12. This is most likely due to the three technical
actions. Although two of the three technical actions do not produce a significant
change to the turbines as a group, as reflected in the near zero average for two
respective actions in Figures 5 and 6, they do produce differences on individual
turbines. Some of the turbines are benefited from the technical actions, even
P1. As a result certain subset of the turbines turns green after the first technical
action.
Figures 8 and 9 are the true space-time analysis, because the baseline is
21
12
Group A
X coordinate
Y 
co
or
di
na
te
(a) 2015
l
12
Group A
X coordinate
Y 
co
or
di
na
te
(b) 2016
l
12
Group A
X coordinate
Y 
co
or
di
na
te
(c) 2017
12
Group A
X coordinate
Y 
co
or
di
na
te
(d) 2018
Figure 7: Farm-wise performance comparison of wind turbines. The comparison is conducted
per calendar year using #12’s data of that year as the baseline. Turbine #12 is marked as
the blue square. Turbines performing worse relative to #12 are marked as red dots, whereas
turbines performing better are marked as green triangles. The color intensity is proportional
to the magnitude of difference from #12.
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not reset every year but it is the performance of #12 of the first time period.
The difference between the two sets of figures is that Figure 8 uses a calendar
year-based time period partition, so that the first time period is the year of
2015, whereas Figure 9 uses the time periods partitioned by the three technical
actions explained in Figure 2.
In Figures 8–9, the set of turbines in Group A are in red for all periods, and
some of the turbines are in darker red. This initially comes as a surprise to the
owner/operator’s engineering team because based purely on power production,
this set of turbines are deemed “good” as they produce more energy than most
of other turbines. A closer look reveals that this group of turbines is on a
hilltop, which is the highest elevation point on the wind farm. Understandably,
their wind resources are better than other turbines at the lower elevation. The
reason that Group A turbines produce more energy is not because they are more
efficient but because they are better positioned. Conditioned on the same wind
and environmental conditions, this set of turbines is in fact worse off than many
other turbines. Had Group A turbines been operated as efficiently as #12, they
would have produced more energy due to the good wind recourses they enjoyed.
5. Summary
This paper presents a study of performance analysis and comparison for all
turbines on a moderate size wind farm for a period of four years. This study
is rather different from a single turbine performance evaluation, which occupies
most of the existing literature. We believe that our space-time performance
analysis is one of the first of its kind. The analysis results shed valuable insights
to owners/operators, as they provide a comprehensive and quantitative picture
of how things are going on the wind farm. Please note that the focus of this
paper is to present a principled procedure for conducting this type of analysis.
The question of how the analysis results should be taken to advise operations
depends heavily on individual owner/operator’s specific interests, objectives and
needs and should be decided on a case-by-case basis.
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Figure 8: Space-time performance comparison of wind turbines. Time period is each calendar
year. Turbine #12 in 2015 is used as the baseline for all turbines, including #12 in the latter
years. Turbine #12 of 2015 is marked as a blue square. Turbines performing worse relative to
#12 of 2015 are marked as red dots, whereas turbines performing better are marked as green
triangles. The color intensity is proportional to the magnitude of difference from #12 of 2015.
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Figure 9: Space-time performance comparison of wind turbines. Time period is those parti-
tioned by the three technical actions. Turbine #12 of Period 1 is used as the baseline and is
marked as a blue square. All other turbines, include #12 in the latter periods, are relative
to #12 of Period 1. Turbines performing worse are marked as red dots, whereas turbines
performing better are marked as green triangles. The color intensity is proportional to the
magnitude of difference.
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We want to note that under the advisement of the owner/operator, we use
the nacelle data in our analysis. We understand that ’We understand that there
is some concern regarding the use of nacelle data. As the wind measurements on
nacelle are in the wake of the rotor, using them introduces error and uncertainty.
The alternative is to use the data from the met mast. The reason that we did
not use the mast data is because there is only a single mast on the farm. When
we compare the two cases: using the nacelle data as input versus using the mast
data for constructing power curve models, using the mast data, which may
have benefited the turbine closest to it, would have delivered a far worse result
when it comes to the whole-farm comparison. The results are not even close—
using the nacelle data typically gets the RMSE of power curve models down to
2–3%, while using the mast data results in an 8–12% RMSE. The message is
clear. Unless one has a lot of met masts on a wind farm or has other means
to measure free-stream wind for individual turbines (like using a LiDAR), the
option of using nacelle data is, so far, practically the best.
Our above argument is not to diminish the importance of the measurement
accuracy. In light of the error and uncertainty caused by the nacelle measure-
ments, which could be up to several percent [1], we believe it is particularly
important to use the statistical significant difference metric, which is more ro-
bust and generalizable to other cases because it eliminates random fluctuation.
We hope that an economical solution for accurate wind measurements will be-
come reality soon. Nevertheless, even when that happens, one still needs a
principled data science procedure to conduct the space-time quantification and
comparison for turbine performances. In this sense, the proposed procedure in
this paper could stay intact with only the input data replaced by more accurate
ones.
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