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Resumo
Ao longo da história podemos evidenciar diversos momentos em que o nível de estresse
financeiro afetou o comportamento da macroeconomia. Dada as dimensões dos aconte-
cimentos de 2008-2009, busca-se incorporar alguma medida de instabilidade financeira
para captar as não-linearidades observadas nos dados. A dissertação procura identificar
os regimes de estresse financeiro e modelar tais não-linearidades para o Brasil, verifica-
das por diversos trabalhos empíricos para outras localidades, através do modelo vetorial
autorregressivo com fatores e transição de regime suave. Encontramos evidências para o
efeito de amplificação dos efeitos negativos de choques nas condições financeiras sobre a
atividade econômica e o nível de preços no Brasil quando a economia está num regime de
alto estresse financeiro.
Palavras-chave: Crises financeiras, análise de séries temporais, seleção de variáveis,
inferência bayesiana.
Abstract
Throughout the history we can highlight multiple moments where the financial stress
level affected the trajectory of the macroeconomy. Given the dimension of the 2008-2009
events, policy makers and economists seek to insert financial instability measures into
their models to incorporate the non-linearities observed in data. The identification of
financial stress regimes and non-linearities model in Brazilian data are analysed through
the factor-augmented vector autoregressive model with smooth regime changes. We find
evidence of effect amplification of financial shocks over the economic activity and price
leves in Brazil when the economy is at the high financial stress regime.
Keywords: Financial crises, time series analysis, variable selection, Bayesian inference.
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Introdução
Crises financeiras são fenômenos econômicos recorrentes, heterogêneos e aperió-
dicos, que frequentemente afetam outros setores da economia por meio de mecanismos de
transmissão, como oferta de crédito, preços de ativos, custos de captação, entre outros. A
noção de que a macroeconomia e o setor financeiro estão entrelaçados é encontrada em
diversos autores ao longo da história do pensamento econômico e a inclusão de variáveis
financeiras nos modelos teóricos e estatísticos mostrou-se vantajoso tanto para predição,
quanto para a estimação de efeitos de políticas públicas. A seguir iremos sumarizar a
literatura que embasa estas afirmações.
Fischer (1933) explicita a influência de preços de ativos e níveis de endividamento
na determinação dos períodos de prosperidade ou depressão de uma sociedade. Bernanke e
Gertler (1989) desenvolvem um modelo de gerações sobrepostas a partir da premissa de que
custos de agência1 e patrimônio liquido possuem associação e concluem que, dado o caráter
cíclico do patrimônio liquido, choques exógenos nesta variável são fontes de flutuações e
ciclos de negócios. Kiyotaki e Moore (1997) introduzem um modelo de equilíbrio geral
dinâmico estocástico, doravante DSGE (Dynamic Stochastic General Equilibrium), no
qual ativos servem como colateral de dívidas. Os autores demonstram que choques são
amplificados, persistem mais tempo e são transmitidos para outros setores com mais
facilidade quando a interação entre preços de ativos e limites de crédito é adicionada
ao modelo. A interação ocorre devido ao fato que firmas com restrição de crédito ao
perderem patrimônio e receitas devido a choques exógenos, limitarão seu investimento,
resultando em novas quedas de receitas e patrimônio e subsequentes maiores restrições de
crédito, assim aprofundando ciclos. Bernanke, Gertler e Gilchrist (1999) compilam uma
série de artigos que evidenciam através de trabalhos teóricos e empíricos a importância de
fricções nos mercados de créditos, como limites de empréstimo, efeitos de custo de capital
e aspectos do balanço patrimonial. A partir dessas evidências da importância dos choques
na determinação do nível de atividade econômica, inventário e investimento, os autores
desenvolvem um modelo DSGE com acelerador financeiro endógeno baseado no mercado
de crédito; simulações para o modelo mostram que a magnitude e persistência de choques
no instrumento de política monetária na presença do acelerador são maiores. Gilchrist
e Himmelberg (1995) utilizam um modelo de vetor autorregressivo (VAR) estimado por
método dos momentos generalizado para testar hipóteses quanto ao acelerador financeiro
e restrições no mercado de crédito e constatam que o modelo sem acelerador corresponde
a realidade de firmas com pleno acesso a mercados de títulos e crédito; porém, firmas
1 Perdas e incerteza de resultado geradas pela separação da propriedade e da execução da atividade.
Nesse caso, a instituição financeira detém moeda e empresta à firma que irá executar um plano de
produção.
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com restrições de crédito devido ao porte reduzido, estrutura de capital e comportamento
de dividendos tendem a ter um efeito acelerador no qual uma piora nos fluxos de caixa
leva a piora do valor de mercado e possíveis colaterais, aprofundando as restrições de
crédito recursivamente e aumentando a persistência de crises. Os autores utilizam para
validar este fenômeno dados de 428 firmas da base Standard & Poor’s Compustat que não
demonstraram valores extremos de investimento, vendas, fluxos de caixa ou Q de Tobin2
no ano anterior ao primeiro ano usado na estimação.
Kliesen, Owyang e Vermann (2012) explicitam que a chance de instabilidade
financeira causar instabilidade macroeconômica é geralmente denominada risco sistêmico.
Durante a crise de 2008-2009 presenciamos novamente essas interações e a importância de
incorporar fricções financeiras nos modelos macroeconômicos a fim de explicar a transmis-
são de choques neste setor às variáveis macroeconômicas e refinar as previsões geradas pelos
modelos econométricos e teóricos, como podemos ver em Brown, McGourty e Schuermann
(2015) e Bernanke (2018). Brunnermeier e Sannikov (2014) expõe que a literatura da área
identifica dois grandes efeitos dos choques financeiros, a persistência e a amplificação dos
momentos de instabilidade. Hartmann et al. (2013) integram a instabilidade financeira
ao seu modelo para a área do euro introduzindo regimes markovianos no modelo VAR.
Os autores concluem que as relações macroeconômicas mudam significantemente quando
expostas a um nível de alto estresse financeiro e os efeitos recessivos de choques são signifi-
cantemente amplificados como observado nos dados e no modelo teórico de Brunnermeier
e Sannikov (2014). Hartmann et al. (2013) ainda evidenciam que as probabilidades de
cada regime podem ser utilizadas por gestores públicos como ferramenta de vigilância
macroprudencial.
Bernanke, Boivin e Eliasz (2005) apontam que, embora modelos VAR sejam uma
ferramenta muito útil para identificar e medir efeitos de política monetária, geralmente opta-
se por especificações de baixa dimensão que não captam boa parte do conjunto informacional
utilizado por bancos centrais. A omissão de variáveis gera problemas na estimação de
repostas à políticas, causando contradições, como a inversão da função de resposta ao
impulso do nível de preços mencionada em Sims (1992), e a arbitrariedade de selecionar
uma série para representar um conceito econômico traz problemas de interpretabilidade e
estimação das relações. No intuito de utilizar mais informação sem abrir mão das vantagens
de lidar com poucas séries, os autores utilizam o VAR aumentado com fator ou FAVAR,
que busca sumarizar em fatores grandes números de séries. Os resultados evidenciam alto
ganho informacional em utilizar o FAVAR, anulando completamente o problema de preços.
Kliesen, Owyang e Vermann (2012) realizam uma pesquisa coletando as múl-
tiplas definições de estresse financeiro presentes na literatura e o que os índices criados
pelos respectivos autores procuram mensurar. As definições são apresentadas na tabela 1.
2 A razão entre o valor de mercado e o valor dos ativos de uma firma.
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Tabela 1 – Definições de estresse financeiro coletadas por Kliesen, Owyang e Vermann
(2012).
Autor Definição
BFCI (Rosenberg, 2009) Acompanha o estresse geral nos mercados de cré-
dito, títulos e ações pra como medidor da disponi-
bilidade e custo do crédito no mercado financeiro
norte-americano.
Grimaldi (2010, 2011) Estresse é o produto de mercados vulneráveis e cho-
ques. O nível de estresse pode ser pensado como uma
interação entre esses dois fatores, os efeitos deleté-
rios de choques suficientemente grandes à mercados
financeiramente frágeis.
Danninger et al. (2009) Sem definição clara, porém instabilidade financeira
e pressão em taxas de câmbio, que levam a redução
de reservas em moeda estrangeira, menor disponi-
bilidade de crédito e saída de capitais de países
emergentes.
Lo Duca e Peltonen (2011) Eventos de instabilidade financeira tão amplos que
impedem o funcionamento completo do sistema fi-
nanceiro ao ponto de afetar o crescimento econômico
e o bem-estar social.
Cardarelli, Elekdag, e Lall (2011) Valores extremos de uma variável de alta frequência
composta de indicadores baseados no mercado.
Nelson e Perli (2007) Problemas institucionais e disfunções dos mercados
financeiros. Impedimento da atividade econômica e
redução do bem-estar.
Brave e Butters (2011, 2012) Instabilidade financeira.
Carlson, Lewis, e Nelson (2012) Comportamento atípico do mercado, problemas na
execução de transações e inaptidão de intermediá-
rios a financiar suas operações. Alta sensibilidade a
novas informações ou choques.
Illing e Liu (2006) Estresse deriva da perda financeira esperada, risco
(dispersão da distribuição de perda provável) e in-
certeza (baixa confiança quanto ao formato da dis-
tribuição de perdas).
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Tabela 1 – Definições de estresse financeiro coletadas por Kliesen, Owyang e Vermann
(2012), continuação.
Oet et al. (2011) Duas semanas de volatilidade de mercado acima dos
limites quinzenais anteriores ou volatilidade conjunta
em múltiplos mercados distintos.
Hollo, Kremer, e Lo Duca (2012) Nível corrente de instabilidade, como fricções e es-
tresse no sistema financeiro.
Louzis e Vouldis (2011) O montante de risco sistêmico que materializou-se.
Risco sistêmico sendo definido como risco financeiro
que impossibilita o funcionamento do sistema finan-
ceiro a ponto de prejudicar a atividade econômica e
o bem-estar.
Abdymomunov (2012) Uma condição de mercado na qual os agentes experi-
mentam maior incerteza ou mudança de expectativas
quanto a perdas futuras, valor fundamental de ativos
e atividade econômica.
Hansen (2006) Risco
Hanschel e Monnin (2005) O indicador de estresse representa um contínuo de
estados que descrevem as condições do sistema ban-
cário, estresse emerge de combinações de choques
exógenos e fragilidades no sistema.
Sandahl et al. (2011) Eventos disruptivos que reduzem a habilidade dos
mercados financeiros de agir como intermediário en-
tre emprestadores e mutuários. Eficiência é definida
como boa liquidez e uma distribuição homogênea de
informação entre os agentes.
Hakkio e Keeton (2009) Um período caracterizado por pelo menos uma das
seguintes circunstancias: incerteza sobre o valor fun-
damental dos ativos ou sobre o comportamento de
outros investidores, assimetrias de informação, au-
mento da demanda por ativos de baixo risco e alta
liquidez.
Morales e Estrada (2010) Rentabilidade dos bancos e probabilidade de insol-
vência.
Brandao-Marques e Ruiz (2017) elaboram fatores de condições financeiras para
países latino-americanos usando um conjunto de dados composto de spreads, volumes
de empréstimo, volatilidade no mercado de capitais e credit default swap soberano com
horizonte de dois anos, os autores encontram associação dos fatores com ciclos financeiros
internacionais e de commodities, assim como assimetria de choques quando os fatores
identificam alta instabilidade financeira. Figueiredo e Guillen (2016) apontam que o uso
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de um fator de condições financeiras melhora a previsão do PIB no horizonte de um a
quatro trimestres e Carvalho e Junior (2009) estimam um FAVAR para política monetária
utilizando 125 séries macroeconômicas brasileiros pós-plano Real com 177 observações
cada e verificam que o FAVAR não exibe price puzzle e a melhora no poder explicativo
dada pela inclusão do fator está associada a porcentagem de variabilidade dos dados
que ele explica. Assim como Boivin e Ng (2006), Carvalho e Junior (2009) agruparam
as séries por categorias representando aspectos econômicos. Brunnermeier et al. (2017)
estimam um VAR estrutural com matriz de covariância especificadas para certos períodos
da série. O modelo contém produção industrial, índice de preços de gastos com consumo
individual, volume de empréstimos dos bancos comerciais para consumo e imóveis, agregado
monetário M1, taxa de juros do FED, índice de preços de commodities e três medidas de
spread, que buscam captar expectativas e incertezas quanto a movimentos de mercado
e fundamentos, piora de condições de financiamento para firmas e para consumidores.
Os autores encontram evidências que choques no spread possuem efeitos negativos sobre
a atividade econômica, porém não oferecem informações para identificar o inicio de um
período recessivo com antecedência.
Galvão e Owyang (2018) introduzem o modelo vetorial autorregressivo com
fatores e transição de regime suave (FASTVAR: Factor Augmented Smooth Transition
Vector Autoregression - modelo de equilíbrio geral dinâmico estocástico) como uma
alternativa para modelar os fenômenos supracitados. Os autores estimam o FASTVAR
usando inferência bayesiana para uma medida de produção industrial e um índice de
preços, encontrando evidência de diferenças entre a FRI do índice de preços no regime de
baixo estresse financeiro e a FRI do índice de preços no regime de alto estresse financeiro.
Uma introdução geral sobre inferência bayesiana do VAR, prioris utilizadas em
aplicações de econometria e inclusão de regimes pode ser encontrada nos artigos de Sims e
Zha (1998), Sims e Zha (2006) e em Lütkepohl (2006).
O objetivo principal desta dissertação é estudar a presença de trocas de regime
e seu impacto nas variáveis macroeconômicas no Brasil. Utilizaremos o modelo de Galvão e
Owyang (2018) com o intuito de tentar identificar trocas de regimes, entender os impactos
de choques nos mercados financeiros sobre a macroeconomia e gerar um fator que possibilite
identificar períodos de estresse financeiro. O algoritmo para estimação em MATLAB foi
cedido pela autora Ana Beatriz Galvão Soares Ferreira, realizamos algumas alterações
para acelerar a convergência das cadeias do método Monte Carlo em Cadeias de Markov
(MCMC - Monte Carlo Markov Chain ). Podemos citar alguns estudos anteriores com
objetivos similares. Lima (2019) estima uma regra de Taylor aumentada com um índice
de condições financeiras com objetivo de entender a ligação entre estresse financeiro e a
política monetária e Soave (2015) encontra assimetrias entre regimes para choques fiscais
no Brasil usando um Threshold VAR. A contribuição da presente dissertação é estender
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essa discussão aplicando uma nova técnica de VAR para a estimação do mecânismo
de transmissão entre um índice de estresses financeiro e as variáveis macroecônomicas
selecionadas, o PIB e o IGPM.
A dissertação está organizada em cinco capítulos e três apêndices. No capítulo
1 introduzimos definições e teoremas essenciais para séries temporais, os modelos VAR,
STAR e FASTVAR, e descrevemos a construção das funções de resposta ao impulso (FRI).
No capítulo 2 descrevemos todo o processo de estimação dos parâmetros do FASTVAR
via MCMC (Monte Carlo Markov Chain) e das FRI, assim como as estatísticas utilizadas
para a avaliação da convergência das cadeias utilizadas na estimação. No capítulo 3
dissertamos sobre as variáveis reposta e as variáveis utilizadas na estimação do fator.
No capítulo 4 apresentamos os resultados obtidos para o FASTVAR aplicado aos dados
brasileiros, o programa é baseado no programa cedido pela coorientadora Ana Beatriz
Galvão Soares Ferreira, realizamos adaptações para acelerar a convergência do MCMC. No
capítulo 5 apresentamos as conclusões finais da dissertação e descrevemos possíveis futuros
estudos. No fim, apresentamos um apêndice com os cálculos para obter a distribuição a
posteriori das matrizes autorregressivas do modelo, um apêndice contendo as funções de
autocorrelação (FAC) da estimação com a parametrização utilizada em Galvão e Owyang
(2018) e outro contendo as figuras dos quantis das distribuições a posteriori ao longo dos
passos do MCMC.
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1 VAR e suas Extensões
O VAR é uma extensão do modelo autorregressivo para o caso multivariado e
tem encontrado múltiplas aplicações em economia para fazer previsões e realizar diagnós-
ticos de políticas públicas. Nesta seção iremos progressivamente construir o FASTVAR.
Iniciaremos apresentando o modelo VAR na seção 1.1, o modelo STAR na seção 1.2 e o
modelo FASTVAR na seção 1.3. Finalmente, na seção 1.4, a FRI do modelo FASTVAR.
1.1 VAR: momentos, representações e propriedades
A seguir definiremos alguns conceitos primordiais ao estudo de séries de tempo
multivariadas.
Definição 1. Seja pΩ,F ,Pq um espaço de probabilidade tal que Ω é o espaço amostral,
F uma sigma-álgebra de eventos de Ω e P uma medida de probabilidade em F . Um vetor
aleatório k-dimensional é uma função y : Ω ÝÑ RK tal que para todo c “ pc1, . . . , cKqJ P RK
Ac “ tω|ykpωq ď cu P F . (1.1)
Definição 2. Uma função F : RK ÝÑ r0, 1s tal que F pcq “ P pAcq é denominada distribui-
ção conjunta de yk.
Definição 3. Um processo estocástico vetorial ou multivariado é uma função
y : Zˆ Ω ÝÑ RK (1.2)
tal que, para todo t P Z, ypt, ωq é um vetor aleatório k-dimensional. Um processo pode ser
completamente descrito pelo conjunto de todas as funções de distribuição conjuntas de suas
subcoleções finitas de vetores yt, t P T Ă Z tal que T é a janela do índice abrangida por
aquela subcoleção.
Definição 4. Uma realização de um processo estocástico multivariado, denominada série
de tempo multivariada, é um conjunto de observações indexadas por dois índices, um
referente à variável e outro ao tempo.
yk,t, tkuKk“1, ttuTt“1. (1.3)
O processo que gerou a série é denominado processo gerador dos dados.
Definição 5. Sejam Ai P RKˆK , i “ 1, . . . , P, matrizes tal que K é o número de variáveis
consideradas e P é a defasagem máxima inclusa no modelo, ν P RK o vetor de interceptos
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e ut P RK um vetor de erros ruído branco, Eputq “ 0, EputuJt q “ Σu e EputuJs q “ 0, t ‰ s.
Um processo vetor autorregressivo de ordem P é dado por
yt “ ν `
Pÿ
i“1
Aiyt´i ` ut. (1.4)
Ao analisar séries de tempos uma das características do processo na qual
estamos interessados é sua estabilidade. Por exemplo, podemos reescrever um VAR(1)
iterando-o para períodos passados, da forma
yt “ ν `A1yt´1 ` ut (1.5)
“ ν `A1rν `A1yt´2 ` ut´1s ` ut (1.6)
...





O sistema será estável apenas se todos os autovalores de A1 satisfazerem |λi| ă 1. Caso
esta condição seja satisfeita, obtemos a equação (1.10), que denominamos representação
de Médias Móveis ou MA do processo VAR:
rI`A1 `A1A1 ` . . . s ÝÑ pIK ´A1q´1 (1.8)
lim
jÑ8A
jyt´j´1 ÝÑ 0 (1.9)




Teorema 1. Todos os autovalores de uma matriz A P RKˆK tem módulo menor que 1,
se e somente se, detpIK ´Azq ‰ 0 para |z| ď 1, ou seja, o polinômio descrito não têm
raízes dentro ou sobre o círculo unitário complexo.












“ pIK ´A1q´1ν “ µ (1.11)
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Estes resultados podem ser facilmente estendidos para o VAR(p), pois podemos reescrevê-lo



















A1 A2 . . . Ap´1 Ap
IK 0 . . . 0 0
0 IK . . . 0 0
... . . . ... ...










Yt “ ν `BYt´1 `Ut. (1.13)
Nossa nova matriz de coeficientes A tem dimensões pKp ˆ Kpq e podemos utilizar o
teorema 1 para checar a estabilidade do modelo. Note que yt “ JYt tal que J, matriz com
dimensão pK ˆKpq, é dada por J “ rIK 0 . . . 0s, logo obtemos as seguintes equações
para os momentos:




Epytq “ JpIKp ´Bq´1ν “ µ (1.15)


























Note que há uma equivalência entre o polinômio característico reverso do VAR(p) e sua
representação VAR(1).




fiffifl “ DetpAqDetpCq. (1.17)
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Usando o teorema 2 conseguimos mostrar a equivalência entre as condições de
estabilidade.
detpIKp ´Bzq “ det
»————————————–
IK ´A1z ´A2z . . . ´Ap´1z ´Apz
´IKz IK . . . 0 0
0 ´IKz . . . 0 0
... . . . ... ...










Aizi´1 . . . ´Ap´1z ´Apz2 ´Apz
0 IK . . . 0 0
0 0 . . . 0 0
... . . . ... ...

















Definição 6. Podemos utilizar o fato de Ut “ JJJUt para escrever o processo na forma
MA que tem a propriedade interessante de que Φ0 “ IK . Denominaremos esta representação
de erros de predição ou canônica:










Não obstante, não é necessário computar Φi através dos componentes de A,
podemos obtê-los usando uma representação baseada no operador de defasagem (lag).
Definição 7. O operador de defasagem recua em um período o índice da variável, isto é:
Lyt “ yt´1. (1.20)
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Desta forma, podemos obter a seguinte expressão:
yt “ ν ` yt
pÿ
i“1
AiLi ` ut (1.21)
ApLqyt “ ν ` ut
ΦpLqApLqyt “ ΦpLqν `ΦpLqut
yt “ ΦpLqν ` ΦpLqut. (1.22)
O operador ΦpLq é o inverso de ApLq e para sua existência ser garantida o polinômio de
defasagem não pode possuir raízes dentro do círculo unitário complexo. Podemos obter
seus valores recursivamente, que serão importantes mais a frente na construção das FRIs.












“ Φ0 ` pΦ1 ´ A1Φ0qL` ¨ ¨ ¨ ` pΦi ´
iÿ
j“1
Φi´jAjqL` . . . (1.25)





No presente trabalho iremos utilizar apenas métodos para séries estacionários, ou que
foram tornadas estacionárias por algum tipo de filtro.
Definição 8. Um processo estocástico é denominado estacionário de segunda ordem caso
satisfaça as seguintes condições:
Epytq “ µ, @t P Z, (1.27)
Epyt ´ µqpyt´h ´ µq “ fp|h|q, @pt, hq P Z2. (1.28)
Podemos notar a partir dos momentos em 1.11 e 1.12 que um processo VAR(p)
estável sempre é estacionário.
Teorema 3. (Wold, 1938) Todo processo estacionário yt pode ser representado como a
soma de dois processos vt e xt tal que vt é determinístico e xt tem representação MA com
inovações independentes do passado de yt.
1.2 VAR com transição suave
Com o intuito de explicar a não-linearidade nos dados, podemos introduzir no
modelo trocas de regime ditadas com base numa variável exógena e uma função suave
parametrizada.
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Seja ft um índice escalar das condições financeiras no período t, zt, o vetor de
dimensão Nz das variáveis macroeconômicas de interesse, e yt “ rz1t, fts1., ppNz ` 1q ˆ 1q,
o vetor que combina ambos, postulamos o seguinte modelo:
yt “ p1´ pipft´1; γ, cqqpν1 `A1pLqyt´1q ` pipft´1; γ, cqpν2 `A2pLqyt´1q ` t, (1.29)
tal que A1pLq e A2pLq são polinômios autorregressivos de ordem P , ν1 é o vetor de
interceptos de dimensão Nz ` 1, t „ N p0,Ωq e γ ą 0, 0 ď pipft; γ, cq ď 1 é uma função
de transição suave monótona crescente que determina os pesos atribuídos aos polinômios
autorregressivos A1pLq e A2pLq, parametrizada pelo limiar c e a velocidade de transição
γ. Pode-se considerar um conjunto de índices, mas não será considerada na dissertação.
Ao contrário dos modelos comuns de threshold que usam a função indicadora
para realizar a transição entre estados, neste modelo a função de transição é usualmente
escolhida na classe de distribuições acumuladas. Ainda podemos mencionar a existência de
modelos autoexcitantes que possuem trocas de regime baseadas nas variáveis endógenas
defasadas, porém estes fogem do escopo desta dissertação.
No presente trabalho, usaremos a interpretação de que os valores extremos da
função de transição estão associados a dois regimes distintos e transitamos suavemente
entre eles. Dijk, Teräsvirta e Franses (2002) denota que outra possível interpretação para
o modelo é que detemos um contínuo de regimes no intervalo r0, 1s.
Uma proposta frequente de função é a acumulada da distribuição logística dada
por:
pipft´1; γ, cq “ p1` expp´γpft´1 ´ cqqq´1. (1.30)
Note que quando γ Ñ 8 o modelo tende para um modelo com limiar simples e quando
γ “ 0 reduz para um VAR linear. Quando ft´1 é menor que c atribuímos mais peso a
matriz A1pLq, caso contrário A2pLq terá mais peso.
Podemos ainda incluir trocas de regimes na matriz de covariância dos erros do
VAR modelo utilizando a mesma estrutura. No caso mais simples utiliza-se
Ωt “ p1´ pipft´1; γ, cqqΩ1 ` pipft´1; γ, cqΩ2, (1.31)
em que Ω1 e Ω2 são matrizes ppNz ` 1q ˆ pNz ` 1qq simétricas positiva definidas.
Podemos ainda generalizar para o caso de K regimes supondo que os regimes
sejam ordenados, como apresentado na equação 1.32
yt “ ν1 `A1pLqyt´1 `
K´1ÿ
k“1
pikpft´1; γk, ckqpνk`1Ak`1pLq ´ νk ´AkpLqqyt´1 ` t. (1.32)
tal que AkpLq são os polinômios autorregressivos de ordem P dos K regimes, νk são os
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Dijk, Teräsvirta e Franses (2002) realizam um compilado da literatura dos
modelos AR com transição suave (STAR) e suas extensões recentes, como o STVAR,
o STAR com parâmetros variando no tempo, STAR com múltiplos regimes, testes de
hipótese para especificação do modelo, seleção da variável de transição e constância dos
parâmetros. Na seção dedicada ao STVAR, os autores mencionam que a estimação acurada
do parâmetro de suavidade do modelo, γ, é complicada para valores grandes a medida que
o modelo se aproxima do modelo com a indicadora como função de transição. A fim de
obter boas estimativas, torna-se necessário termos várias observações em torno do limiar c.
Simultaneamente quando o valor verdadeiro de γ é grande, erros de estimativa não tem
grandes efeitos na função de transição e não necessitamos grande precisão.
Assim como na seção 1.1, podemos demonstrar algumas propriedades do VAR
com transição suave. Inicialmente vamos definir a seguinte notação para facilitar os cálculos:
At “ p1´ pipft´1; γ, cqqA1 ` pipft´1; γ, cqA2 (1.33)
νt “ p1´ pipft´1; γ, cqqν1 ` pipft´1; γ, cqν2 (1.34)
yt “ νt `Atyt´1 ` t. (1.35)
Iterando o modelo para períodos anteriores obtemos a seguinte expressão

























Note que para que o sistema seja estável necessitamos que todos os autovalores das matrizes








yt´h Ñ 0 (1.37)
















t´h ` t. (1.38)
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Note que esse resultado vale para qualquer VAR com coeficientes variando no tempo. No
caso do VAR com transição suave podemos formular a restrição de forma que basta que
qualquer combinação convexa de A1 e A2 tenha autovalores com módulo inferior a 1.
1.3 FASTVAR
Galvão e Owyang (2018) argumentam, de modo similar à Bernanke, Boivin
e Eliasz (2005), que nem sempre podemos estar seguros de que um índice identifica
corretamente o estado financeiro da economia e assim optam por estimá-lo baseado em um
conjunto de Nx variáveis financeiras, como spreads, taxas de rentabilidade, entre outros
índices dos mercados de ações, renda fixa e crédito. A variável ft é um fator que resume
os comovimentos das Nx variáveis financeiras previamente padronizadas. Seja o vetor das
variáveis financeiras, xt “ px1,t, . . . , xNx,tqJ, temos que
xt “ βft ` et, t “ 1, . . . , T, (1.44)
tal que β é o vetor de cargas, et “ pe1,t, . . . , eNx,tqJ e ei,t, i “ 1, . . . , Nx são independentes
com distribuições N p0, σ2i q.
Na estimação do fator utilizamos um mecanismo de seleção estocástico das
variáveis que emprega Λ “ rλ1, . . . , λNxsJ, λi P t0, 1u, um vetor de binárias que determina
a inclusão das variáveis. Esta ação corresponde a colocar ou retirar a variável da estimação
do fator e permite a exclusão de variáveis que não sejam importantes na composição do
índice. Isso nos permite reescrever (1.44) utilizando o produto de Hadamard:
xt “ pΛd βqft ` et. (1.45)
As equações (1.29), (1.30) e (1.45) definem o modelo FASTVAR utilizado. Caso não se
queira utilizar o mecanismo de seleção de variáveis, basta considerar Λ “ p1, . . . , 1qJ, que
corresponde a sempre incluir todas as variáveis do painel de séries temporais financeiras
na estimação do fator.
Esta representação também permite que uma ou mais variáveis sejam neces-
sariamente incluídas, basta que os valores dos λ1is associados as variáveis sejam fixados
iguais a 1.
1.4 Funções resposta ao impulso
As FRI são de grande importância para o trabalho aplicado, pois quantificam,
através de representações MA, o impacto de um choque em uma variável do VAR nas
outras presentes no sistema. No nosso caso, estamos interessados em mensurar quanto um
choque nas condições de estresse financeiro afetam o lado real da economia.
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O primeiro problema com o qual nos deparamos ao utilizar essa ferramenta é
a suposição de choques individuais. Caso Σu não seja uma matriz diagonal, choques em
uma variável influenciarão choques nas outras.
Lütkepohl (2006) apresenta no capítulo 9 que na terminologia de econometria,
o VAR que apresentamos é denominado VAR na forma reduzida. Dado que Ω não é
uma matriz diagonal, necessitamos de restrições estruturais para obter choques isolados e
interpretáveis do ponto de vista econômico. Podemos definir o VAR na forma estrutural
(SVAR) partindo da definição da forma reduzida. Iremos definir três categorias de SVAR, os
modelos A, B e AB que variam de acordo com o tipo de restrição utilizada para identificar
os choques.






tal que A˚ é uma matriz de efeitos contemporâneos entre as variáveis que implica numa
matriz de covariância diagonal para A˚t e t „ N p0,Ωq independente serialmente.
Definição 10. Seja yt um processo VAR(P) com erros t „ N p0,Ωq e independente
serialmente. Definimos o modelo B a partir da seguinte equação
Ω “ B˚Ω˚B˚J, (1.47)
tal que Ω é a matriz de covariância do VAR na forma reduzida, Ω˚ é a matriz de covariância
estrutural, B é uma matriz que designa a relação entre t e ˚t , os choques do modelo
reduzido e os choques estruturais. A matriz Ω˚ nos permite avaliar o efeito isolado de
choques em variáveis específicas.
O modelo AB é simplesmente a utilização simultânea de ambos os tipos de
restrições apresentadas. As condições de identificabilidade dos parâmetros estruturais
também podem ser encontradas no capítulo 9 de Lütkepohl (2006).
Uma forma comum de identificar os choques usando o modelo B é utilizar a












Note que obtemos erros ruído branco ortogonais ao realizar esta transformação, pois
Ωw “ P´1ΩupP´1qT “ IK . A média é geralmente ignorada, pois não é de interesse para a
análise.
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O somatório de todos as matrizes de coeficientes desta representação MA é





O segundo problema é a especificação do modelo. Como em geral trabalha-se com VARs
de baixa dimensão, sempre há a possibilidade de excluir variáveis importantes do sistema,
distorcendo os valores das FRIs e a interpretação das inovações. No caso estrutural,
ainda temos que escolher o ordenamento de interação das variáveis. Ambos os problemas
mencionados acima derivam do fato do modelo utilizado ser multivariado.
O terceiro problema deriva da estrutura do modelo ser não-linear e variar no
tempo. Pesaran e Shin (1998) definem a FRI como um perfil temporal dos efeitos de
choques em algum ponto da linha temporal nos valores futuros esperados das variáveis
de um sistema dinâmico. Os autores pontuam três componentes importantes, o tipo de
choque que afeta a economia em t, o estado da economia em t´ 1 antes de sofrer o choque
e os tipos de choque que esperamos afetar a economia de t`1 a t`n. No FASTVAR, dado
que a matriz de coeficientes do modelo é construída através de uma ponderação de duas
matrizes regime-dependentes, as FRIs dependem do estado da economia em cada ponto.
Caso utilizássemos o caso heterocedástico do modelo as FRIs seriam ainda dependentes
da variação da magnitude dos choques. O tipo de choque selecionado foi um choque com
magnitude de um desvio padrão.
Koop, Pesaran e Potter (1996) propõe a FRI generalizada (FRIG) que soluciona
os problemas causados pelo caráter multivariado e a não-linearidade. A FRIG utiliza o
operador de esperança condicionado ao histórico da série e ao choque para solucionar o
problema da dependência, além de não exigir a ortogonalização e garantir invariância ao
ordenamento das variáveis incluídas no VAR.
Definindo Ft´1 como o conjunto informacional não-decrescente dos dados até o
período t´ 1 postulado, a FRIG do modelo, para um horizonte h, para um vetor choque
δ, no tempo t na série x é dada por:
FRIGyph, δq “ Epyt`h|Ft, δq ´ Epyt`h|Ft,0q, (1.50)
em que Epyt`h|Ft, δq é a esperança condicionada a Ft e ao choque δ na t´ésima observação
e 0 é um vetor de zeros da mesma dimensão de yt.
Entretanto, como mencionado anteriormente, estamos interessados frequente-
mente em choques individuais. No caso da FRIG, ao invés de utilizarmos uma decomposição
como a de Cholesky, integramos nos choques que não estamos interessados obtendo:
FRIGyph, δjq “ Epyt`h|Ft, δjq ´ Epyt`h|Ft, 0q, (1.51)




Um modelo estatístico bayesiano é composto por um modelo paramétrico esta-
tístico, fpyt|θq, e uma distribuição a priori, pipθq. Nesse paradigma passamos a trabalhar
com parâmetros não somente desconhecidos, mas também aleatórios. Desejamos então




Podemos estimar a distribuição a posteriori de múltiplas maneiras. Entre os métodos
comuns estão a aproximação de Laplace e a simulação de uma cadeia de Markov que
assintoticamente tenha como distribuição estacionária a distribuição de interesse. Iremos
optar pelo segundo método, porém devemos ressaltar que essa técnica exige analisar cui-
dadosamente a convergência das cadeias, caso contrário nossas estimativas serão inválidas.
As estimativas pontuais sempre serão dadas pelas médias das distribuições posterioris. Os
passos do MCMC e as distribuições a priori são apresentados na seção 2.1, a estimação
das FRIs na seção 2.2. Alguns métodos de análise de convergência, em especial, o teste de
convergência de Geweke são apresentados na seção 2.3 e o tamanho efetivo da amostra é
apresentado na seção 2.4.
2.1 Monte Carlo em Cadeias de Markov (MCMC)
Utilizamos um esquema de MCMC para estimar o modelo, alguns passos
possibilitam a estimação direta pelo método da transformação inversa, entretanto outros
exigem passos de Metropolis-Hastings, entraremos em detalhe a seguir. O processo de
estimação e as prioris utilizadas são baseados no artigo de Galvão e Owyang (2018),
realizamos uma reparametrização de λ “ η´1 para acelerar a convergência do MCMC e
substituímos as prioris dos βj, η e c por escolhas que cremos serem menos informativas.
Utilizamos a versão restrita do modelo de Galvão e Owyang (2018) na qual a equação
de ft no VAR segue um processo AR(1) sem intercepto, pois esse demonstrou melhor
desempenho identificando os regimes. Primeiro dividimos os parâmetros em blocos, como
mostramos na tabela 2. A tabela também mostra como é realizada a amostragem dos
parâmetros do bloco, condicionada às observações e aos outros parâmetros.
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Tabela 2 – Tabela com a divisão dos parâmetros por blocos utilizada no amostrador de
Gibbs.
Parâmetro Bloco Método de Simulação
A1pLq, A2pLq 1 Diretamente
η, c 2 Metropolis-within-Gibbs
tβjuNxi“1, Λ 3 Metropolis-within-Gibbs
ft 4 Filtro de Kalman estendido
tσ2j uNxi“1 5 Diretamente
Ω 6 Diretamente
As prioris para os parâmetros do modelo são apresentadas na tabela 3. Todos os
parâmetros denotados por ∆ são ajustes de escala para aumentar a probabilidade de acei-
tação dos valores simulados nos passos Metropolis-within-Gibbs, vecpΨ˜q “ vecprA1,A2sq e
qi é o i-ésimo quantil da distribuição do fator na última amostra. Escolhe-se esses quantis
com o intuito de alocar pelo menos 5% das observações em cada regime para que não
sejam constituídos apenas por valores aberrantes. Na tabela 3, σ´2j , βj e λj referem-se
aos tjuNxj“1 parâmetros associados a cada componente do painel de variáveis financeiras
utilizadas na estimação do fator.
Tabela 3 – Tabela de prioris utilizadas na estimação do FASTVAR. N denota a distribui-
ção Normal, W a distribuição Wishart, IG a distribuição inversa-gama, B a
distribuição Bernoulli e Unif a distribuição uniforme.
Parâmetro Priori Hiperparâmetros
vecpΨ˜q N pm0,M0q m0 “ 0N , M0 “ 10IN , N “ 2NzpNz ` 1qP ` 2Nz ` 2P
Ω´1 W pη0, D0q r0 “ 0, 1 IN , R0 “ 1000,
η IGpg,Gq g “ 2, G “ 2, ∆γ ´ 70
c Unif(q05˝ , q95˝)
σ´2j Γpω0,W0q ω0 “ 1, W0 “ 100 @j
βj N pb0, B0q b0 “ 0, B0 “ 2 @j
λj Bpρ0q ρ0 “ 0, 01, @j
Detalhes sobre λj podem ser encontrados na seção 2.1.3. Dado que nosso modelo
envolve variáveis latentes em sua estrutura, utilizaremos o filtro de Kalman que busca
atualizar a informação sobre um sistema a cada nova realização do processo obtida. As
equações desse método possibilitam filtrar a série principal e encontrar os componentes
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latentes suavizados. Usaremos para os passos de filtragem as equações de observações e


























tal que D1 e D2 tem dimensão (3x4) e t „ N p0,Σq.
Alguns passos de simulação não permitem simulação direta e, nestes casos,
utilizaremos o algoritmo de Metropolis-Hastings. Um passo a passo do algoritmo Metropolis-
Hastings é dado pelo algoritmo 1 apresentado no quadro 1. Podemos sumarizar o processo de
estimação do FASTVAR através do pseudocódigo apresentado no algoritmo 2 apresentado
no quadro 2. Todos os parâmetros com o sobrescrito ˚ denotam candidatos amostrados
para um passo no algoritmo, enquanto o subscrito ris indica a i-ésima amostra no algorítmo
MCMC. Detalhes sobre a amostragem em cada bloco são dados nas seções 2.1.1 a 2.1.6.
Quadro 1 – Algoritmo 1: Passo a passo do algoritmo de Metropolis-Hastings para
gerar a i-ésima amostra do parâmetro θ
Result: Valores simulados da distribuição de interesse φp.q.
1 θ ÐÝ θ0;
2 begin
3 for i=1:N do
4 Gerar da distribuição instrumental ξ „ fpξq;








6 Aceitar θi`1 “
$’&’%ξ com probabilidade p
θi com probabilidade 1´ p
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Quadro 2 – Algoritmo 2: MCMC para o FASTVAR
1 begin
2 Θ ÐÝ Θ0;
3 for i P 1:N do
4 Bloco 1: Amostre de Ψ˜ „ N pm,Mq;








, c˚ „ Unifpq10˝ , q90˝q e
u1 „ Unifp0, 1q;
6 if u1 ă minpA, 1q then
7 Aceite os novos valores;
8 else
9 Permaneça no valor atual
10 Bloco 3: Amostre n˚ „ Unift1, ..., Nxu, as cargas β˚j „ N pbj,Bjq e
u2 „ Unifp0, 1q;
11 if u2 ă minpBn,γ, 1q then
12 Aceite os novos valores;
13 else
14 Permaneça no valor atual
15 Bloco 4: Utilize o filtro de Kalman estendido para obter o fator;
16 Bloco 5: Amostre σ´2i „ IGpωi,Wiq;








2.1.1 Amostrando A1 e A2
Podemos reescrever a equação de yt condicional a pipη, c; ft´1q em sua represen-
tação utilizando o operador vec e amostrar os parâmetros das matrizes autorregressivas
do VAR da seguinte forma.
yt “ θtΨ˜` t (2.4)
Ψ˜ “ vecprA1,A2sq (2.5)
θt “
»—–INz b yˆt´1 02P
0 fˆt´1
fiffifl , (2.6)
yˆt´1 “ rpipη, c, ftqr1, yJt´1s p1´ pipη, c, ftqqr1, yJt´1ss, (2.7)
fˆt´1 “ rpipη, c, ftqft´1 p1´ pipη, c, ftqqft´1s. (2.8)
tal que P é a número de defasagens.
A partir desta representação obtemos a posteriori Ψ˜ „ N pm,Mq. O passo a
passo para obtê-la pode ser encontrado no apêndice A.
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2.1.2 Amostrando c e η
No artigo de Galvão e Owyang (2018), os parâmetros c e γ tinham prioris
respectivamente gama e uniforme. Dado que a posteriori obtida não possui forma fechada










c˚ „ Unifpq05˝ , q95˝q (2.9)
tal que γ˚ e c˚ são os candidatos em um passo do MCMC.
A fim de melhorar a performance do algoritmo, reparametrizamos η “ γ´1 tal










tal que η˚ é o candidato em um passo do MCMC. Aceitamos o vetor de parâmetros
candidato com probabilidade a “ mintA, 1u tal que
A “
śT





i“1 φpzt|pitpft´1|ηi´ 1, ci´1,Ψ, ftqqfUpci´1|cL, cHqfIG
´
ηi´ 1|ηri´1s2∆η , ηri´1s∆η
¯
(2.11)
e fU é a densidade da uniforme e fIG é a densidade de η.
2.1.3 Amostrando Λ e β
No caso da utilização do mecanismo de seleção de variáveis utilizamos a
seguinte representação possibilitada pela distribuição conjunta das cargas β e das binárias
de inclusão Λ:
fpβ˚,Λ˚q “ fN pβ˚|Λ˚qfUnif pΛ˚q. (2.12)
Seja Λri´1s “ pλ1ri´1s, . . . , λNxri´1sqJ o vetor de binárias no passo anterior ri´ 1s. Amostra-
mos um candidato n˚x de uma uniforme discreta com suporte no conjunto de índices das
variáveis financeiras t1, . . . , Nxu, e excluímos ou incluímos a variável selecionada. Temos
então
Λ˚ “ pλ1ri´1s, . . . , 1´ λn˚ri´1s, . . . , λNxri´1sqJ, (2.13)
Em seguida, condicionada às variáveis que estão incluídas, amostramos candidatos para
cada j-ésima carga β˚j „ N pbj, Bjq tal que
bj “ B´1j pB´10 b0 ` σ´2fJTxjq (2.14)
B´1j “ B´10 ` σ´2fJT fT . (2.15)
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0 ` p1´ ρ0qλj
¯ . (2.16)
Quando não é utilizado o mecanismo de seleção de variáveis temos que Λ “ p1, . . . , 1qJ,
isto é, não é um vetor estocástico.
2.1.4 Amostrando ft
Utilizamos o filtro de Kalman estendido para amostrar o fator composto dos
comovimentos das variáveis financeiras selecionadas, xt. Utilizando a representação de
espaços de estados, temos a seguintes equações
yt “Hξt ` kt (2.17)
ξt “ Gpξt´1q ` vt, (2.18)
tal que
ξt “ r1 yt ´ 1s (2.19)
H “
»—–I 0 0
0 pΛd βq 0
fiffifl (2.20)
kt “ r0J,uJt sJ (2.21)
vt “ rJt ,0Jt sJ (2.22)
Gpξt´1q “ pr1´ pipft´1; η, cqsA1pLq ` pipft´1; η, cqsA2pLqqyt´1. (2.23)
A partir delas podemos utilizar os passos de previsão e filtragem para obter as
distribuições e estimativas do fator.
Da forma que o modelo foi apresentado temos um problema de identificabilidade.
Seja d ą 0 uma constante arbitrária. Caso não haja uma restrição adicional, na função de
transição (1.30), obtemos a seguinte igualdade:
´1
η









ou seja, não temos identificação.
Galvão e Owyang (2018) resolvem este problema re-escrevendo a função de
transição (1.30) como:
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em que σf é o desvio padrão de ft para t “ 1, . . . , T .
Assim, dada a i-ésima amostra ftris do fator, toma-se varris “ V arpftrisq, e
a amostra utilizada é dada por ftris{?varris. Adicionalmente as amostras ηtris e cris são
dividas por ?varris. Observe que isto é equivalente a termos a função de transição dada
por (1.30), com o fator tendo variância unitária no período t1, 2, . . . , T u.
2.1.5 Amostrando σ2
Dada a priori inversa-gama, as variâncias das observações possuem uma pos-
teriori que pode ser simulada diretamente. A posteriori é uma gama γj „ Γpωj,Wjq tal
que
ω0 “ 12pω0 ` T q (2.26)
Wj “ 12pW
´1
0 ` u2j,tq (2.27)
uj,t “ xj,t ´ λjβjft. (2.28)
2.1.6 Amostrando Ω
Dada priori inversa-Wishart, a matriz de covariância possui uma posteriori que
pode ser simulada diretamente. Ela possui distribuição inversa-Wishart com a seguinte
parametrização
Ω´1 „ InvW pr0 ` r,R` T q (2.29)
r “ R` pyt ´ yˆqJpyt ´ yˆq. (2.30)
2.2 Estimação das funções de resposta ao impulso
Na seção 1.4 a FRIG foi definida como
FRIGyph, δq “ Epyt`h|Ft, δq ´ Epyt`h|Ft,0q, (2.31)
em que Epyt`h|Ft, δq é definido como o valor esperado de yt`h quando um choque de
tamanho δ é aplicado no tempo t. Considerando que yt “ rzt, ftsJ, defina δz, como choque
em zt e δf , como choque em ft, tal que δ “ rδz, δf sJ.
Para cada um dos dois regimes vamos simular trajetórias com e sem o choque
e usar os valores gerados para estimar o FRIG. Como veremos no passo 2, os valores de yt
serão classificados em regimes com base em no valor de ft´1, logo y1 não será utilizado.
Isto é similar a considerar os valores observados como uma amostra da distribuição de
yt. Entretanto, como as distribuições estacionárias sob os dois regimes são diferentes,
é necessário antes classificar as observações, exceto y1, nos dois regimes. Adaptando o
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processo de estimação descrito em Koop, Pesaran e Potter (1996) para o FASTVAR, são
calculadas através dos seguintes passos:
Passo 1: Retire uma amostra da cadeia gerada pelo MCMC para os parâmetros da tabela
2.
Para este conjunto fixo de parâmetros, realizamos os passos 2, 3 e 4.
Passo 2: Defina os conjuntos de tempos:
T1 “ tt : pipft´1; c, ηq ď 0, 5, t “ 2, ..., T u, (2.32)
T2 “ tt : pipft´1; c, ηq ą 0, 5, t “ 2, ..., T u, (2.33)
em que Ts é o conjunto de observações classificados no regime s, s “ 1 ou 2. Denote as
suas cardinalidades por n1 e n2, respectivamente.
Os passos seguintes são realizados separadamente para regimes 1 e 2. Para o
s-ésimo regime temos:
Passo 3: Para cada um dos tk valores em Ts, k “ 1, . . . , ns geramos nc trajetórias com e
sem choque. Para a i-ésima trajetória, denotando por to o tempo inicial em que ocorre o
choque na trajetória simulada, temos:
z
˚piq
t0,δ,s,k “ ztk ` δz, (2.34)
z
˚piq
t0,0,s,k “ ztk , (2.35)
f
˚piq
t0,δ,s,k “ fˆtk ` δf , (2.36)
f
˚piq
t0,0,s,k “ fˆtk (2.37)
tal que fˆtK é o valor da estimativa de ftk do passo 1. Para j “ 1, . . . , h
y
˚piq
t0`j,δ,s,k “ νpiqt0`j,s,k `Apiqt0`j,s,ky˚piqt0`j´1,δ,s,k ` piqt0`j,k (2.38)
y
˚piq
t0`j,0,s,k “ νpiqt0`j,s,k `Apiqt0`j,s,kypiqt0`j´1,0,s,k ` piqt0`j,k, (2.39)
∆piqpj, s, kq “ y˚piqt0`j,δ,s,k ´ y˚piqt0,0,s,k (2.40)
em que y˚piqt0`j,δ,s,k é o valor na i-ésima trajetória, j-passos a frente para o k-ésimo valor
do conjunto Ts e choque δ, piqt0`j,k, , j “ 0, . . . , H, são amostrados de „ N p0,Ωq, e νpiq e
Apiq evoluem temporalmente de acordo com (1.33) e (1.34), respectivamente, utilizando as
estimativas do passo 1.
Passo 4: A estimativa da FRIG h passos a frente para o conjunto de parâmetros selecionado
no passo 1 é dada por:
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Passo 5: Repetir os passos de 1 a 4 para outras amostras do MCMC de forma a obter
um conjunto de FRIs a partir do qual obtemos a estimativa pontual através da média e
intervalos de credibilidade por meio dos quantis.
2.3 Teste de Geweke
Além de verificarmos os gráficos das cadeias, médias corridas e autocorrelação
de cada parâmetro simulado, utilizamos o teste de Geweke, apresentado em Geweke (1991),
para checar se houve convergência para as cadeias do amostrador de Gibbs. O teste é
baseado na diferença entre a média de um segmento inicial após o burn-in e a média de
um segmento final da cadeia, caso a hipótese nula de igualdade for rejeitada, o burn-in
foi insuficiente ou a cadeia não convergiu apropriadamente; geralmente escolhe-se os 10%
iniciais e os 50% finais da simulação.
A estatística do teste, apresentada na equação (2.49), utiliza uma estimativa
de variância corrigida para autocorrelação, a densidade espectral na frequência zero.





exp piωhq fpωqdω. (2.42)





















Entretanto, calcular a soma das autocorrelações é uma tarefa computacionalmente custosa,
logo é preferível utilizar o periodograma dos dados para estimar fp0q como sugerido em
Geweke (1991). Seja θt uma cadeia para a qual queremos calcular a estatística do teste,











tal que ωk “ 2pik{n, ωk P r0, pis são as frequências de Fourier associadas ao tamanho de
amostra n. Geweke (1991) utiliza o tamanho de banda de Daniell. Deste mode, obtemos o
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Inpgpn, ωq ` 2pij{nq (2.46)
m “ 2pi{p.3q1{2 (2.47)
(2.48)
tal que gpn, ωq é o múltiplo de 2pi{n mais próximo do ω de interesse, logo no teste de
Geweke utilizamos gpn, ωq “ 0, mais detalhes podem ser encontrados no capítulo 4 de
Brockwell e Davis (2006). Deste modo, obtemos a estatística do teste expressa na equação
(2.49)






tal que X¯i é a média do i-ésimo segmento, fˆip0q é a densidade espectral na frequência zero
da cadeia i e caso as proporções de cada segmento forem fixas e a cadeia estacionária,
então a estatística do teste é assintoticamente normal padrão.
2.4 Tamanho efetivo de amostra
O tamanho efetivo de amostra é o número de amostras independentes equi-
valentes em termos de poder de estimação ao número de amostras autocorrelacionadas
geradas pelo algoritmo de MCMC. Assim, como no teste de Geweke, temos que estimar ρt.
Seja N o tamanho da amostra, a estatística de diagnóstico é dada pela equação (2.50):
Neff “ Nř8
t“´8 ρt
“ N1` 2ř8t“1 ρt . (2.50)
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3 Dados
Seguindo Galvão e Owyang (2018) escolhemos uma medida de produção e um
índice de preços como variáveis macroeconômicas de interesse, respectivamente o PIB a
preços correntes e o IGPM. As variáveis financeiras foram escolhidas inicialmente a partir
dos resultados presentes na literatura da área e posteriormente fizemos uma seleção na
qual pegamos o conjunto de variáveis que gerava, através de PCA, o fator que explicasse a
maior parte da variabilidade dos dados, como recomendado em Boivin e Ng (2006). São
utilizadas séries mensais de 2001-01 a 2019-11. A data inicial foi escolhida para evitar
problemas associados ao período de hiperinflação e trocas frequentes de moeda. A série
do IGP-M anterior ao Plano Real possui um comportamento completamente diferente e
provavelmente prejudicaria o ajuste do modelo. As séries utilizadas são apresentadas na
tabela 4, assim como suas fontes e datas de início. As estatísticas descritivas das séries
financeiras são apresentadas na tabela 3.
Tabela 4 – Tabela de variáveis incluídas no modelo.
Variável Início da série Fonte
PIB a preços correntes - ∆12 2001-01 BCB
IGP-M 2001-01 FGV
% provisionado em relação carteira - IFs Privadas Nacionais 2001-01 BCB
% provisionado em relação carteira - IFs Estrangeiras 2001-01 BCB
Inadimplência da Carteira de Crédito - IFs Privadas Nacionais 2001-01 BCB
Inadimplência da Carteira de Crédito - IFs Estrangeiras 2001-01 BCB
Taxa de Câmbio Real (IPCA) - Dólar 2001-01 BCB
CDI Acumulado Mensal 2001-01 BCB
Indicador de Incerteza da Economia - Brasil 2001-01 FGV
Índice de Confiança Empresarial 2001-01 FGV
Retorno sobre o Patrimônio Líquido 2001-01 BCB
O acrônimo IF representa instituições financeiras.
∆12 denota a diferença em relação ao mesmo mês do ano anterior.
Todas as séries relativas ao fator usado na transição foram padronizadas. As
séries foram obtidas via R usando os pacotes “rbcb” e “ipeadatar” ou diretamente do site
do IBRE-FGV. As séries coletadas podem ser observadas na figura 2
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Figura 1 – Séries temporais macroeconômicas (zT ). A linha azul tracejada apresenta a
trajetória do PIB e a linha laranja sólida a trajetória do IGPM.







Tabela 5 – Estatísticas descritivas das variáveis financeiras sem e com padronização (Pad.).
Variável Média Desvio Padrão Min Pctl(25) Pctl(75) Max
CDI Acumulado Mensal 1.001 0.352 0.380 0.755 1.220 2.080
CDI Acumulado Mensal (Pad.) 0.000 1.000 ´1.765 ´0.699 0.622 3.066
Taxa de Câmbio Real (IPCA) - Dólar 102.078 28.537 61.560 78.460 117.885 206.110
Taxa de Câmbio Real (IPCA) - Dólar (Pad.) 0.000 1.000 ´1.420 ´0.828 0.554 3.646
% provisionado em relação carteira - IFs PN 7.116 0.993 5.000 6.500 7.650 9.400
% provisionado em relação carteira - IFs PN (Pad.) 0.000 1.000 ´2.131 ´0.621 0.537 2.299
Inadimplência da Carteira de Crédito - IFs PN 4.356 0.539 3.260 3.950 4.755 5.750
Inadimplência da Carteira de Crédito - IFs PN (Pad.) 0.000 1.000 ´2.032 ´0.753 0.739 2.584
% provisionado em relação carteira - IFs E 5.618 0.636 4.400 5.100 6.100 7.300
% provisionado em relação carteira - IFs E (Pad.) 0.000 1.000 ´1.915 ´0.814 0.758 2.644
Inadimplência da Carteira de Crédito - IFs E 3.666 0.832 2.310 3.140 4.090 5.830
Inadimplência da Carteira de Crédito - IFs E (Pad.) 0.000 1.000 ´1.630 ´0.633 0.509 2.601
Retorno sobre o Patrimônio Líquido 15.918 5.306 ´2.860 13.365 18.760 25.160
Retorno sobre o Patrimônio Líquido (Pad.) 0.000 1.000 ´3.539 ´0.481 0.536 1.742
Indicador de Incerteza da Economia - Brasil 102.993 11.085 85.100 94.500 111.300 136.800
Indicador de Incerteza da Economia - Brasil (Pad.) 0.000 1.000 ´1.614 ´0.766 0.749 3.050
Índice de Confiança Empresarial 96.580 11.364 68.100 91.100 104.350 114.600
Índice de Confiança Empresarial (Pad.) 0.000 1.000 ´2.506 ´0.482 0.684 1.586
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Figura 3 – Correlação entre as séries temporais financeiras. As variáveis estão ordenadas
de acordo com a tabela 11.
As séries escolhidas apresentam três momentos de instabilidade, um no início
dos anos 2000, a crise dos subprimes em torno de 2008 e, recentemente, o período de
turbulência política dos últimos 5 anos. Dada a escolha de séries financeiras para o painel,
nosso fator de estresse financeiro tem uma interpretação de acentuação da fragilidade e
instabilidade principalmente no mercado de crédito e no sistema bancário. O IIE-Br e o
ICE ainda possibilitam captar a influência das expectativas do mercado sobre a trajetória
das variáveis macroecônomicas. Seguiremos com uma breve explicação das variáveis antes
de apresentar os resultados.
As séries macroeconômicas escolhidas para representar o nível de preços e o
nível de atividade foram o IGP-M e a Produto Interno Bruto em variações em relação ao
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mesmo período do ano anterior, esta transformação foi feita para retirar a sazonalidade da
série.
A inadimplência da carteira de crédito das instituições financeiras apresenta
o percentual da carteira de crédito que possui pelo menos uma parcela em atraso a 90
dias, utilizamos essa série com o intuito de adicionar um indicador de risco de crédito e
instabilidade deste segmento financeiro na ausência de séries temporais longas de spread
bancário. Gostaríamos de utilizar as séries com as subdivisões por setor e nível de risco do
tomador, além de outros prazos, porém as séries com as subdivisões só estão disponíveis até
2014 no site do Banco Central do Brasil e as séries por outros prazos não estão disponíveis.
Os percentuais de valores provisionados em relação às carteiras das instituições
financeiras procuram adicionar ao fator uma medida de robustez do sistema financeiro
frente a choques inesperados. Esta medida procura incorporar a resistência a quedas no
preço dos ativos, altas inesperadas de inadimplência e outros eventos exógenos.
O Índices de Confiança Empresarial é produzido a partir das sondagens setoriais
feitas pela FGV, que questionam os membros da classe empresarial sobre a atuação
planejada frente a situação e a trajetória esperada da economia. Questiona-se a inclinação
da industria a investir, expectativa de movimentação no varejo, entre outras questões. Em
torno de 50% dos setores presentes na economia brasileira são sondados na realização das
pesquisas base para o índice.
O Indicador de Incerteza da Economia - Brasil mede a incerteza percebida
pelos agentes quanto a trajetória do econômica do país. O índice é construído a partir das
expectativas do mercado financeiro quanto a trajetória da macroeconomia, trajetória do
mercado de ações e informações coletadas de jornais brasileiros. O excerto explicando o
índice no site do IBRE menciona que a literatura econômica sugere que sob alta incerteza,
a política monetária é menos efetiva no controle da inflação.
A taxa DI, taxa dos certificados de depósitos interbancários, é uma taxa
importante do mercado financeiro brasileiro, utilizada nos empréstimos entre bancos e na
indexação dos rendimentos de múltiplos ativos. Dependendo do contexto pode servir como
referência para o rendimento de uma carteira.
O retorno sobre patrimônio líquido é um indicador de rentabilidade do sistema
bancário. Eles compreendem os blocos de instituições financeiras denominados Consolidados
Bancários I e II pelo Banco Central Brasileiro. O primeiro grupo contém instituições
bancárias dos tipos Conglomerado Bancário I e Instituições Bancárias Independentes I. As
Instituições Bancárias Independentes I são os bancos comerciais e bancos múltiplos com
carteira comercial que não integram conglomerados empresariais, e a Caixa Econômica.
Conglomerados Bancários I correspondem a conglomerados empresariais que contém pelo
menos um banco comercial ou banco múltiplo com carteira comercial. O segundo grupo
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contém instituições bancárias dos tipos Conglomerado Bancário II e Instituições Bancárias
Independentes II. Esse indicador compreende informações dos Consolidados Bancários
I e II. O Consolidado Bancário I é o somatório das posições contábeis das instituições
bancárias do tipo Conglomerado Bancário I e Instituições Bancárias Independentes I.
As Instituições Bancárias Independentes I são instituições financeiras do tipo Banco
Comercial, Banco Múltiplo com Carteira Comercial ou Caixa Econômica que não integrem
conglomerado; os Conglomerados Bancários I são conglomerados compostos de pelo menos
uma instituição do tipo Banco Comercial ou Banco Múltiplo com Carteira Comercial.
Consolidado Bancário II é o somatório das posições contábeis das instituições bancárias do
tipo Conglomerado Bancário II e Instituições Bancárias Independentes II. As Instituições
Bancárias Independentes II são bancos múltiplos sem Carteira Comercial e bancos de
investimento que não integram conglomerado empresarial. Conglomerados Bancários II
não podem conter instituições do tipo Banco Comercial e Banco Múltiplo com Carteira
Comercial, e são compostos de pelo menos uma instituição do tipo banco múltiplo sem
carteira Comercial ou banco de investimento. As Instituições Bancárias Independentes II
são Instituições financeiras do tipo Banco Múltiplo sem Carteira Comercial e Banco de
Investimento, que não integrem conglomerado; os Conglomerados Bancários II não podem
conter instituições do tipo Banco Comercial e Banco Múltiplo com Carteira Comercial,
e são compostos de pelo menos uma instituição do tipo Banco Múltiplo sem Carteira
Comercial ou Banco de Investimento.
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4 Resultados
A seguir iremos discutir os resultados em duas seções. Inicialmente, na seção
4.1, apresentamos medidas acerca da convergência das cadeias simuladas no amostrador de
Gibbs para garantir a confiabilidade da estimação dos parâmetros do modelo, gráficos das
cadeias, funções de autocorrelação, quantis ao longo do tempo, histogramas das posterioris,
o teste de Geweke e o tamanho efetivo de amostra.
Garantida a qualidade das estimativas, na seção 4.2, passamos para a análise
das implicações do modelo estimado, analisamos se o modelo consegue adequadamente
identificar momentos de estresse financeiro e qual o impacto de um choque nas condições
financeiras no PIB e no IGP-M.
4.1 Discussões sobre convergência
Geramos 45000 amostras através do amostrador de Gibbs com os dados apre-
sentados na tabela 4 e realizamos burn-in de Nb “ 5000, restando 40000 amostras que
foram utilizadas nas análises a seguir. Dada a ausência de autocorrelação forte entre os
passos das cadeias não realizamos thinning nas cadeias para a estimação dos parâmetros.
O programa foi executado em MATLAB e levou 1h26min para gerar a amostra desejada
numa máquina Intel i7-3770 3.40GHz, 16GB de RAM.
Nesta seção serão apresentados apenas as análises de convergência quando
o modelo é ajustado com o mecanismo de seleção de variáveis. Os resultados sem este
mecanismo são semelhantes. Os métodos de diagnósticos selecionados foram o teste de
Geweke, apresentado nas tabelas 6 e 7, o tamanho efetivo de amostra, apresentado nas
tabelas 8 e 9, os gráficos das cadeias simuladas, apresentados nas figuras 5, 6 e 7, gráficos
cumulativos dos quantis das distribuições posterioris, apresentados nas figuras 22, 23, 24
e 25, funções de autocorrelações, apresentadas nas figuras 8, 9 e 10, e histogramas das
distribuições posterioris, apresentados nas figuras 11, 12, 13 e 14.
Todas as estatísticas de teste de Geweke apresentadas nas tabelas 6 e 7 apresen-
tam valores absolutos inferiores ao valor crítico de 1,96 (nível de significância de 5%), assim
não rejeitamos a hipótese nula de diferença de médias entre os segmentos inicial e final das
cadeias simuladas, corroborando com a hipótese de convergência. Todos os parâmetros
apresentados nas tabelas 8 e 9 exibem bons resultados de amostragem, valores efetivos
bem próximos do N total amostrado. Inclusive alguns parâmetros exibem autocorrelação
negativa implicando em valores de amostra efetivos superiores ao número de amostras,
o que demonstra ótimo aproveitamento dessas cadeias. Constatamos apenas valores li-
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geiramente menores para alguns componentes da matriz de covariância e da função de
transição.
As cadeias apresentadas nas figuras 5 a 7 não exibem em geral comportamento
com indicações de não estacionariedade. Podemos notar alguns valores atípicos nas cadeias
do parâmetro γ e de alguns componentes da matriz de covariância. Nas figuras 22 a 25,
notamos alta estabilidade ao longo da amostra para todos os quantis plotados. As FACs dos
componentes das matrizes autorregressivas e os parâmetros da função exibem decaimento
extremamente rápido das autocorrelações (figuras 8 e 9). As autocorrelações das estimativas
dos parâmetros da matriz de covariância (figura 10) exibem decaimento mais lentos, mas
ainda assim rápido, sendo que os únicos parâmetros a exibirem autocorrelação persistente
são a variância do fator e a covariância entre PIB e Fator.
Em relação às distribuições a posteriori (figuras 11, 12, 13 e 14), não notamos
assimetrias ou bimodalidades nos parâmetros, exceto pelo parâmetro autorregressivo do
fator, um sinal de qualidade das estimativas. Para manter a interpretabilidade, é apresen-
tada o histograma do parâmetro γ e não do seu inverso, utilizado na reparametrização.
Comparando as distribuições a priori e posteriori, é possível verificar que, exceto para o
parâmetro c da função de transição, os dados trazem informações sobre os parâmetros,
embora a distribuição próxima da uniforme varia em um intervalo menor do que o da
distribuição a priori. Comparando com os resultados de Galvão e Owyang (2018), os
resultados diferem, pois encontramos regimes no PIB e não no índice de preços.
A reparametrização do parâmetro γ foi importante para a convergência. No
apêndice B são apresentadas as funções de autocorrelação para as cadeias geradas pelo
amostrador de Gibbs sem a reparametrização. As autocorrelações para as amostras de γ e
c ficam ainda muito próximo a 1, 0, mesmo para grandes defasagens.
Figura 4 – Função de transição estimada utilizando as estimativas pontuais γ “ 3, 8256 e
c “ 0, 2422 obtidas a partir do amostrador de Gibbs.
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Tabela 6 – Estatísticas do teste de convergência de Geweke para as cadeias dos parâmetros
das matrizes de coeficientes.
A1 A2
1,16 -1,84 -0,12 0,00 1,65 1,57 -0,69 1,80
-0,10 0,46 -0,06 -1,79 1,22 -0,66 -1,17 0,68
- - - 1,81 - - - -1,33
Tabela 7 – Estatísticas do teste de convergência de Geweke para as cadeias dos parâmetros
das matrizes de covariância, η e c.
Ω η c
-0,77 -1,56 -0,25 1,57 -0,25
- 0,16 1,52
- - 0,30
Tabela 8 – Tamanhos efetivos de amostra para as cadeias dos parâmetros das matrizes de
coeficientes.
A1 A2
35593 33691 40682 39420 40000 40000 36461 40207
34033 34454 33687 31804 31955 37537 31771 32645
- - - 40000 - - - 38621
Tabela 9 – Tamanhos efetivos de amostra para as cadeias dos parâmetros das matrizes de
covariância, η e c.
Ω η c
24301 33339 25123 24451 24724
- 44821 37233
- - 22457
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Figura 5 – Cadeias dos coeficientes autorregressivos. Linhas 1 a 3 representam o regime 1
e linhas 4 a 6 representam o regime 2. Colunas de 1 a 4 representam respecti-
vamente constante, efeito do PIB, efeito do IGPM e efeito do fator.
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Figura 6 – Cadeias do limiar c e de η padronizadas utilizando σF .
Figura 7 – Cadeias dos componentes da matriz de covariância. A 1a linha apresenta a
diagonal que contém a variância estimada de cada série e a 2a linha apresenta
a covariância entre cada uma das séries.
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Figura 8 – FACs dos coeficientes autorregressivos. Linhas 1 a 3 representam o regime 1 e
linhas 4 a 6 representam o regime 2. Colunas de 1 a 4 representam respectiva-
mente constante, efeito do IGPM, efeito do PIB e efeito do fator.
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Figura 9 – FACs de η e do limiar c .
Figura 10 – FACs dos componentes da matriz de covariância.
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Figura 11 – Distribuições a posteriori das matrizes de coeficientes autorregressivos. Linhas
1 a 3 representam o regime 1 e linhas 4 a 6 representam o regime 2. Colunas de
1 a 4 representam respectivamente constante, efeito do PIB, efeito do IGPM
e efeito do fator. A linha contínua representa a priori utilizada, com escala da
ordenada dada à direita.
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Figura 12 – Distribuições a posteriori do parâmetro de suavidade γ e do limiar c. A linha
contínua representa a priori utilizada, com escala da ordenada dada à direita.
Figura 13 – Distribuições a posteriori dos componentes da matriz de covariância. A linha
contínua representa a priori utilizada, com escala da ordenada dada à direita.
As prioris que não aparecem no gráfico estão longe da região das distribuições
a posteriori e foram ocultadas para preservar a escala dos histogramas.
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Figura 14 – Distribuições a posteriori das cargas das variáveis utilizadas na estimação do
fator. A linha contínua representa a priori utilizada, com escala da ordenada
dada à direita.
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4.2 Discussões sobre as implicações do modelo e a interpretação
dos resultados
Os resultados de interesse são as estimativas pontuais e os intervalos de credi-
bilidade de 68% das FRIs, apresentadas na figura 15, que possibilitam entender o impacto
ao longo do tempo de um choque no fator financeiro, e os pesos de cada regime, que nos
permitem testar se o modelo identificada períodos de crise corretamente.
Calculamos as funções de resposta ao impulso generalizadas utilizando amostras
das cadeias a cada 100 passos e 200 simulações das perturbações para cada conjunto
dos parâmetros como feito por Galvão e Owyang (2018), essa amostra é utilizada para
obter a estimativa pontual e intervalos de credibilidade. Os choques no fator financeiro
tem magnitude de um desvio padrão estimado a partir da matriz de covariância obtida e
são ortogonais ao PIB e ao IGP-M, tomando a forma δ “ r0, 0, σf sJ. Realizamos alguns
testes de sensibilidade para checar se nossos resultados sofrem variações extremas a certos
aspectos do modelo e do processo de estimação. Foram estimadas as FRIs com seleção de
variáveis, sem seleção de variáveis (Λ “ p1, . . . , 1qJ) e fixando apenas a inadimplência da
carteira de crédito das IFs privadas (λ4 “ 1), uma variável que de ponto de vista econômico
pode trazer informação.
A estimativa utilizando Λ “ p1, . . . , 1qJ, apresentada na 2a linha da figura 15,
difere significantemente das estimativas usando a seleção, a magnitude do efeito negativo
sobre o PIB é reduzida e efeito positivo sobre o IGPM no 2o regime. As FRIs utilizando
como variável fixada inadimplência da carteira de crédito das instituições financeiras
privadas nacionais (λ4), apresentada na 3a linha da figura 15, exibem possivelmente nulo
sobre o IGPM e um efeito de menor magnitude sobre o PIB, o modelo não aparenta
identificar dois regimes, logo há alta sensibilidade a variáveis fixadas. As FRIs das variáveis
macro no modelo sem transição suave não aparentam ter dois regimes distintos, o que
sugere que a transição suave é necessária para detectar regimes em Zt.
Optamos pelas FRIs utilizando a seleção de variáveis, pois a seleção de variáveis
demonstra-se necessária para obter efeitos coerentes com a literatura e as FRIs aparentam
identificar regimes na sensibilidade do PIB a choques no fator.
Observando as FRIs na figura 15 podemos pontuar alguns fatos de interesse.
No primeiro regime, o fator leva um período longo para decair até valores próximos do
zero. Não há efeito aparente sobre o IGP-M, o quantil 0, 5 está bem próximo do zero
e o intervalo de credibilidade é amplo, contendo efeitos positivos e negativos. O PIB
sofre um impacto negativo que estabiliza em torno do décimo mês após o choque quando
olhamos para o quantil 0, 5. Entretanto, o intervalo é amplo englobando cenários muito
mais críticos e outros com efeitos próximos do zero. No segundo regime, o fator ainda leva
um longo período para decair. O PIB sofre um efeito negativo mais aparente, o cenário
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de impacto nulo não está mais contigo no intervalo de credibilidade e os cenários críticos
ficam ainda mais intensos. O IGP-M ainda exibe efeitos inconclusivos, porém com intervalo
de credibilidade menor.
Os resultados são similares aos obtidos por (GALVÃO; OWYANG, 2018) para
os EUA diferindo apenas em magnitude. No Brasil, obtemos no quantil 0, 5 das funções de
resposta ao impulso do PIB mínimo de ´0, 19% no primeiro regime e ´0, 4% no segundo
regime após um choque de um desvio padrão no fator de condições financeiras. Enquanto,
nos EUA, os autores observaram mínimos de ´0, 7% no primeiro regime e ´0, 8% no
segundo regime. O resultado difere que não encontramos evidências para troca de regimes
no IGPM.
Os pesos plotados na figura 18 definem o regime em que estamos e associamos
o valor 1 ao regime de alto estresse financeiro. Tomamos como referência as recessões
identificadas pelo Comitê de Datação de Ciclos Econômico (CODACE) da FGV, um grupo
criado para desempenhar a mesma função que o National Burea of Economic Research
(NBER) desempenha nos EUA. Os períodos podem ser visualizados na tabela 10. Os
nossos pesos podem ser interpretados como uma medida de estresse econômico com ênfase
na detecção de disrupções no mercado de crédito e percepção de incerteza. Podemos notar
que temos picos nos pesos no 1o semestre de 2003, no 2o semestre de 2009 e entre o 2o
semestre de 2015 e o 2o semestre do 2016. Os dois últimos períodos, que tem maiores pesos,
ocorrem um pouco antes ou pouco após o fim de recessões identificadas pelo CODACE.
Períodos mais curtos e com pesos menores em torno de 0, 4 a 0, 75 podem ser encontrados
de 2011 a 2014.
A estimativa dos pesos utilizando as estimativas pontuais de cada parâmetro
gera resultados extremamente similares as estimativas utilizando a média dos pesos gerados
ao longo de todas as amostras do algoritmo de Gibbs. Em geral, nossos pesos exibem
altas com alguns períodos de defasagem depois dos períodos de recessão demarcados pelo
CODACE. Uma das possíveis causas é que, excetuando a crise dos Subprimes de 2008, as
demais crises tiveram elementos não-financeiros em meio as suas causas. Crises políticas
podem levar a volatilidade no sistema financeiro nacional e queda na atividade econômica
através do impacto na expectativa dos agentes quanto a trajetória das variáveis econômicas
e piora na confiança empresarial, gerando rebalanceamento das carteiras e revisão de
investimentos.
Outra possível narrativa é de que o mecanismo de transmissão via mercado de
crédito foi ganhando importância ao longo dos anos e deste modo afetando mais as variáveis
macroecônomicas na última recessão registrada. Ademais, não possuímos certas séries
temporais financeiras que possibilitariam pontuar melhor tais períodos, como pesquisas
de percepção do consumidor e spreads bancários para diferentes tipos de operações. Tais
séries só passaram a ser coletadas após 2011 pelo Banco Central Brasileiro e tem um
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tamanho amostral muito curto, e por este motivo não foram incluídas no painel.
Na tabela 11 podemos ver a percentagem das amostras nas quais as variáveis
que constituem o painel de séries temporais financeiras foram incluídas pelo mecanismo
de seleção de variáveis. A variável % provisionado em relação a carteira - IFs Privadas
Nacionais é sempre incluída e possui a maior carga entre as variáveis. Podemos notar
que todas as variáveis restantes possuem inclusão em torno de 50%, o que pode indicar
incapacidade do mecanismo em selecionar, talvez pela existência de correlação razoável
entre algumas das variáveis, como podemos ver na figura 3. Entretanto, é necessário
também considerar que no bloco 3 do algoritmo do amostrador de Gibbs (ver tabela
2), na amostra candidata a variável selecionada (n˚x no algoritmo) muda de condição
(inclusão/exclusão). Desta forma, exceto se a taxa de aceitação for muito baixa, é esperada
uma frequência razoável de pesos zeros. Nota-se também que a mediana das cargas no
amostrado é igual a zero para múltiplas variáveis,
Tabela 10 – Tabela de recessões identificadas pelo CODACE no período utilizado para a
estimação do modelo.
Início Fim Duração (Meses) Causa
04-2001 12-2001 9 Crise energética, altas taxas de juros
e desaceleração internacional.
01-2003 06-2003 6 Crise política
10-2008 03-2009 6 Crise internacional dos Subprimes
04-2014 12-2016 33 Crise fiscal e política (Impeachment)
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Tabela 11 – Tabela da seleção de variáveis do FASTVAR ajustado aos dados brasileiros.
Variável Inclusão Carga Média
CDI Acumulado Mensal 0,504 -0,350
Taxa de Câmbio Real (IPCA) - Dólar 0,502 -0,005
% provisionado em relação a carteira - IFs Privadas Nacionais 1 3,111
Inadimplência da Carteira de Crédito - IFs Privadas Nacionais 0,508 0,817
% provisionado em relação a carteira - IFs Estrangeiras 0,473 1,120
Inadimplência da Carteira de Crédito - IFs Estrangeiras 0,500 0,220
Retorno sobre o Patrimônio Líquido 0,496 -0,406
Indicador de Incerteza da Economia - Brasil 0,503 0,769
Índice de Confiança Empresarial 0,489 -0,657
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Figura 15 – Estimativas pontuais e intervalos de credibilidade 68% das FRIs das variáveis
macro em reposta a um choque de -1 desvio-padrão no fator. A primeira
linha de figuras apresenta as FRIs com seleção de variáveis, a segunda fixando
Λ “ p1, . . . , 1qJ e a terceira fixando apenas λ4 “ 1. Linhas azuis sólidas
correspondem ao primeiro regime e linhas vermelhas tracejadas ao segundo
regime.
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Figura 16 – Estimativas pontuais das FRIs das variáveis macro em reposta a um choque
de -1 desvio-padrão no fator. A primeira linha de figuras contém as estimativas
do primeiro regime e a segunda contém as estimativas do segundo regime.
A linha azul tracejada representa a estimativa com Λ “ p1, . . . , 1qJ, a linha
preta pontilhada representa a estimativa com λ4 “ 1 e a linha vermelha sólida
representa a estimativa com λ8 “ 1.
Figura 17 – Estimativas pontuais e intervalos de credibilidade 68% das FRIs das variáveis
macro sem transição suave com seleção variáveis em reposta a um choque de
-1 desvio-padrão no fator.
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Figura 18 – Pesos atribuídos a cada regime de estresse financeiro. Na figura superior
apresentamos os pesos calculados utilizando as estimativas pontuais de cada
parâmetro para calcular os pesos, na figura inferior utilizamos a média de
todos os pesos gerados pelo amostrador de Gibbs. As faixas indicam períodos
de recessões identificadas pelo CODACE.
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5 Conclusão
Nesta dissertação estimamos um modelo para identificar momentos de alto
estresse financeiro no Brasil e avaliar os potenciais impactos da deterioração das condições
financeiras nos indicadores macroeconômicos nacionais através de variáveis como condições
de créditos e provisionamento das instituições financeiras atuantes no sistema financeiro
nacional. O processo de estimação apresentou resultados satisfatórios nos diagnósticos de
convergência possibilitando o uso sem ressalvas dos resultados e a reparametrização de γ
que executamos mostrou-se importante para acelerar a convergência das cadeias.
Quanto aos resultados, podemos concluir que há uma maior fragilidade da
atividade econômica em momentos de alto estresse financeiro no Brasil, como estabelecido
pelos resultados paro os EUA de Galvão e Owyang (2018) e o efeito amplificador previsto
pelo modelo de Brunnermeier e Sannikov (2014), pois a FRI do PIB demonstra maior
sensibilidade a choques no regime de alto estresse financeiro, exibindo efeitos negativos
de maior magnitude. O IGPM não exibe sensibilidade aparente a choques no fator. A
seleção de variáveis e a transição suave de regime mostraram-se necessárias para pontuar
corretamente dois regimes no PIB. Em relação as variáveis que nos ajudam a construir o
índice de estresse financeiro, a variável % provisionada em relação a carteira - IFs Privadas
Nacionais mostrou-se importante para o fator e os pesos identificam crises, mas com alguns
períodos de defasagem. O resultado é condizente com Brunnermeier et al. (2017) que
encontra evidências para o impacto de choques financeiros sobre a atividade econômica,
mas sem a capacidade de pontuar com antecedência uma possível recessão desse caráter.
Ainda podemos delimitar estudos futuros sobre o tema envolvendo o teste de
outros métodos de seleção de variáveis para a estimação do fator como o uso de prioris
spike-and-slab encontrado em Ishwaran e Rao (2005) e prioris horseshoe encontrado em
Carvalho, Polson e Scott (2010). A inclusão de mais variáveis macroeconômicas no sistema,
configurando assim um VAR de alta dimensão. Assim como outras formas de estimação das
funções de resposta ao impulso e a reestimação no futuro do modelo com séries financeiras
que ainda são curtas demais para serem utilizadas, logo que o Banco Central Brasileiro
iniciou sua coleta recentemente, como certas medidas de spread, inadimplência segmentada
por tipos de operação, entre outras séries.
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APÊNDICE A – Posteriori de Ψ
Note que a verossimilhança e priori dos coeficientes das matrizes de coeficientes
autorregressivos são respectivamente
yt|f t´1, γ, c,A1,A2,Ω1,Ω2 „ NNz`1pθttΨ˜,Ωtq, Ψ˜ „ N pm0,M0q. (A.1)

















pyt ´ θtΨ˜qtΩ´1t pyt ´ θtΨ˜q ` pΨ˜´m0qtM´10 pΨ˜´m0q
+
(A.3)
9  ´2´1 “Ψ˜tM´1Ψ˜´ Ψ˜tM´10 m0 ´mt0M´10 Ψ˜`mt0M´10 m0`
Tÿ
t“1
yttΩ´1t yt ´ yttΩ´1t θΨ˜´ Ψ˜tθtΩ´1t yt ` Ψ˜tθtΩ´1t θΨ˜
ff+
(A.4)
9 exp  ´2´1 “Ψ˜tM´1Ψ˜´ Ψ˜tM´10 m0 ´mt0M´10 Ψ˜`
Tÿ
t“1





























“ exp  ´2´1 “Ψ˜tM1´Ψ˜´ 2Ψ˜tM´1m`mtM´1m´mtM´1m‰( (A.8)
9 exp  ´2´1 “Ψ˜tM1´Ψ˜´ 2Ψ˜tM´1m`mtM´1m‰( (A.9)
“ exp  ´2´1 “pΨ˜´mqtM´1pΨ˜´mq‰( . (A.10)
Note que este kernel pertence a distribuição N pm,Mq tal que m “ MpM´10 m0 `
Tÿ
t“1








APÊNDICE B – FACs geradas pelo
amostrador de Gibbs sem reparametrização
Neste apêndice apresentamos as funções de autocorrelação para as cadeias
geradas pelo amostrador de Gibbs sem a utilização da reparametrização η “ 1{γ para a
função de transição. Podemos notar que as autocorrelações são significantemente maiores,
assim exigindo cadeias mais longas para obter convergência e portanto maior esforço
computacional e tempo para realizar a estimação do modelo.
Figura 19 – FACs do parâmetro de suavidade γ e do limiar c estimadas sem a reparame-
trização de γ.
Figura 20 – FACs dos componentes da matriz de covariância estimadas sem a reparame-
trização de γ.
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Figura 21 – FACs dos coeficientes autorregressivos estimadas sem a reparametrização de
γ. Linhas 1 a 3 representam o regime 1 e linhas 4 a 6 representam o regime
2. Colunas de 1 a 4 representam respectivamente constante, efeito do IGPM,
efeito do PIB e efeito do fator.
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APÊNDICE C – Quantis das cadeias do
MCMC
Figura 22 – Quantis 0, 025, 0, 5 e 0, 975 dos componentes da matriz autorregressiva do
primeiro regime ao longo das iterações.
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Figura 23 – Quantis 0, 025, 0, 5 e 0, 975 dos componentes da matriz autorregressiva do
segundo regime ao longo das iterações.
Figura 24 – Quantis 0, 025, 0, 5 e 0, 975 de γ e de c ao longo das iterações.
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Figura 25 – Quantis 0, 025, 0, 5 e 0, 975 dos componentes da matriz de covariância do
primeiro regime ao longo das iterações.
