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Abstract
In this paper, we determine the wave front sets of solutions to Schro¨dinger equa-
tions of a harmonic oscillator with sub-quadratic perturbation by using the repre-
sentation of the Schro¨dinger evolution operator of a harmonic oscillator introduced
in Kato, Kobayashi and Ito (2012) via the wave packet transform. In the previous
paper (2011, 2012), the authors have studied the wave front sets for Schro¨dinger
equations with a free particle and a harmonic oscillator and Schro¨dinger equations
with sub-quadratic potential.
1 Introduction
In this paper, we consider the following initial value problem of the Schro¨dinger
equations of a harmonic oscillator with sub-quadratic perturbation,{
i∂tu+
1
2△u− 12 |x|2u− v(t, x)u = 0, (t, x) ∈ R× Rn,
u(0, x) = u0(x), x ∈ Rn,
(1)
where i =
√−1, u : R×Rn → C, △ =∑nj=1 ∂2∂x2j and v(t, x) is a real valued function.
The aim of this note is to determine the wave front sets of solutions of the initial
value problem of the Schro¨dinger equations (1) with sub-quadratic perturbation
v(t, x) by using the representation of the Schro¨dinger evolution operator of har-
monic oscillator introduced in [12] via the wave packet transform which is defined
by A. Co´rdoba and C. Fefferman [1]. Wave packet transform is almost the same
transform as the ones which are known as short time Fourier transform ([8]) or F.
B. I. transform ([3]).
Although singularities of solutions to (strictly) hyperbolic equations propagate
along the associate Hamilton flow, singularities of solutions to Schro¨dinger equa-
tions in general go to the infinity immediately as time goes by and singularities may
1
suddenly come from the infinity. In 1995, K. Yajima has conjectured that singu-
larities of solutions to Schro¨dinger equations with potentials of quadratic growth
propagate along the limit of the classical orbit as its energy tends to ∞([27]). Our
result here is a partial answer to Yajima’s conjecture. Our main theorem shows
that singularities of solutions to Schro¨dinger equations with perturbed harmonic
oscillators move along the limit of the classical orbit as its energy tends to ∞.
The precise assumption on the perturbation v(t, x) is the following.
Assumption 1.1. v(t, x) is a real valued function in C∞(R×Rn) and there exists
a real number ρ with 0 ≤ ρ < 2 such that for all multi-indices α, there exists Cα > 0
satisfying
|∂αx v(t, x)| ≤ Cα(1 + |x|)ρ−|α|
for all (t, x) ∈ R× Rn.
Let ϕ ∈ S(Rn)\{0} and f ∈ S ′(Rn). We define the wave packet transform
Wϕf(x, ξ) of f with the wave packet generated by a function ϕ as follows:
Wϕf(x, ξ) =
∫
Rn
ϕ(y − x)f(y)e−iy·ξdy, x, ξ ∈ Rn.
Let F be a function on Rn × Rn. Then the formal adjoint operator W ∗ϕ of Wϕ is
defined by
W ∗ϕF (x) =
∫∫
R2n
F (y, ξ)ϕ(x − y)eix·ξdydξ.
It is known that for ϕ,ψ ∈ S(Rn)\{0} satisfying 〈ψ,ϕ〉 6= 0, we have the inversion
formula ([8, Corollary 11.2.7])
1
(2pi)n〈ψ,ϕ〉W
∗
ψWϕf = f, f ∈ S ′(Rn).
For the sake of convenience, we use the following notation
Wϕ(s)u(t, x, ξ) =Wϕ(s,·)[u(t, ·)](x, ξ) =
∫
Rn
ϕ(s, y − x)u(t, y)e−iy·ξdy,
where ϕ(t, x) and u(t, x) are functions on R× Rn.
The authors have given a representation of the Schro¨dinger evolution operator
of a free particle in the previous paper [12]:
Wϕ(t)u(t, x, ξ) = e
− i
2
t|ξ|2Wϕ0u0(x− ξt, ξ), (2)
where ϕ(t) = ϕ(t, x) = ei(t/2)△ϕ0(x) with ϕ0(x) ∈ S(Rn)\{0}. This representation
is introduced in the section 3.
In order to state our results precisely, we prepare several notations. For ϕ0(x) ∈
S(Rn)\{0} and 0 < b < 1, we put ϕ0,λ(x) = λnb/2ϕ0(λbx) and ϕλ(t, x) = U(t)ϕ0,λ(x) =
ei(t/2)(△−|x|
2)ϕ0,λ(x) i.e. ϕλ(t, x) is a solution of (1) with v ≡ 0 and u0 = ϕ0,λ. For
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ξ0 ∈ Rn \ {0}, we call a subset Γ of Rn a conic neighborhood of ξ0 if ξ ∈ Γ and
α > 0 implies αξ ∈ Γ. For λ ≥ 1, t0 ∈ R and (x, ξ) ∈ Rn ×Rn, x(s) = x(s; t0, x, λξ)
and ξ(s) = ξ(s; t0, x, λξ) denote the solutions to{
x˙(s) = ξ(s), x(t0) = x,
ξ˙(s) = −x(s)−∇v(s, x(s)), ξ(t0) = λξ.
(3)
The following theorem is our main result.
Theorem 1.2. Let u0(x) ∈ L2(Rn), u(t, x) be a solution of (1) in C(R;L2(Rn))
and 0 < b < min(1/2, (2 − ρ)/2). Fix t0 ∈ R. Under the assumption 1.1, the
following conditions are equivalent:
(i) (x0, ξ0) /∈WF (u(t0, ·)).
(ii) There exist a neighborhood K of x0 and a conic neighborhood Γ of ξ0 such
that for all N ∈ N, a ≥ 1 and ϕ0(x) ∈ S(Rn)\{0}, there exists a constant
CN,a,ϕ0 > 0 satisfying
|Wϕλ(−t0)u0(x(0; t0, x, λξ), ξ(0; t0, x, λξ))| ≤ CN,a,ϕ0λ−N (4)
for all λ ≥ 1, x ∈ K and ξ ∈ Γ with a−1 ≤ |ξ| ≤ a.
(iii) There exist ϕ0 ∈ S(Rn)\{0}, a neighborhood K of x0 and a conic neighborhood
Γ of ξ0 such that for all N ∈ N and a ≥ 1, there exists a constant CN,a,ϕ0 > 0
satisfying
|Wϕλ(−t0)u0(x(0; t0, x, λξ), ξ(0; t0, x, λξ))| ≤ CN,a,ϕ0λ−N (5)
for all λ ≥ 1, x ∈ K and ξ ∈ Γ with a−1 ≤ |ξ| ≤ a.
In the above condition, Wϕλ(−t0)u0(x, ξ) denotes the wave packet transform of u0(x)
with a wave packet ϕλ(−t0, x).
Remark 1.3. Assume that u0(x) ∈ H−s(Rn) for s > 0 and u(t, x) is in C(R;H−s(Rn))
be a solution of (1), the assertion of Theorem 1.2 is still valid for this case.
Remark 1.4. The authors have determined the wave front sets of solutions to
Schro¨dinger equations of a free particle and a harmonic oscillator in [13] and have
determined the wave front sets of solutions to Schro¨dinger equations with sub-
quadratic potential in [15].
Remark 1.5. In one space dimension, K. Yajima [28] shows that the fundamental
solution of Schro¨dinger equations with super quadratic potential has singularities
everywhere.
In the following corollaries, we assume that v(t, x) satisfies Assumption 1.1 and
u(t, x) is a solution of (1) in C(R;L2(Rn)).
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Corollary 1.6. If 0 ≤ ρ < 1 and 0 < b < min(1/2, 1 − ρ), then (x0, ξ0) /∈
WF (u(t0, ·)) if and only if there exist a neighborhood K of x0 and a conic neigh-
borhood Γ of ξ0 such that for all N ∈ N, a ≥ 1 and ϕ0(x) ∈ S(Rn)\{0}, there exists
a constant CN,a,ϕ0 > 0 satisfying
|Wϕλ(−t0)u0(x cos t0 − λξ sin t0, λξ cos t0 + x sin t0)| ≤ CN,a,ϕ0λ−N
for all λ ≥ 1, x ∈ K and ξ ∈ Γ with a−1 ≤ |ξ| ≤ a.
The corollary 1.6 says that the wave front set of solutions to Schro¨dinger equa-
tions (1) with ρ < 1 is exactly the same as the one of the solutions to (1) with
v(t, x) ≡ 0. That is, the wave front set of solutions to (1) with ρ < 1 is the same as
the one of the solutions of harmonic oscillator with the same initial data.
Corollary 1.7. Let ρ = 1 and 0 < b < 1/2. Assume that ∇v(t, x) = v0(t, x) +
v˜(t, x), where v0(t, λx) = v0(t, x) for λ ≥ 1 and |v˜(t, x)| ≤ C(1 + |x|)−δ (δ > 0). If
(x0, ξ0) /∈WF (u(pi, ·)), then there exists c˜ ∈ Rn such that (−x0+ c˜,−ξ0) /∈WF (u0).
Theorem 1.2 shows the following theorem proved by K. Yajima [29] as a corollary.
Theorem 1.8 (Yajima[29]). Let u(t, x) be the fundamental solution to the first
equation of (1). If 1 < ρ < 2, 0 < b < min(1/2, (2− ρ)/2) and 〈Hess v(t, x) · ξ, ξ〉 ≥
C(1 + |x|)ρ−2|ξ|2 then sing suppu(pi, ·) = ∅.
Microlocal characterization of the singularities of generalized functions was stud-
ied firstly by M. Sato, J. Bros and D. Iagolnitzer and L. Ho¨rmander independently
around 1970. The notion of wave front set is introduced by L. Ho¨rmander in 1970
([10]). He has shown that the wave front set of solutions to the linear hyperbolic
equations of principal type propagates along the null bicharacteristics([11]).
The singularities of solutions to Schro¨dinger equations have been treated mi-
crolocally by R. Lascar [17], C. Parenti and F. Segala [24] and T. Sakurai [25].
Since the Schro¨dinger operator i∂t +
1
2△ commutes x + it∇, the solutions to
Schro¨dinger equations become smooth for t > 0 if the initial data decay at infin-
ity. In [2], W. Craig, T. Kappeler and W. Strauss have shown for solutions that
for a point x0 6= 0 and a conic neighborhood Γ of x0, 〈x〉ru0(x) ∈ L2(Γ) implies
〈ξ〉ruˆ(t, ξ) ∈ L2(Γ′) for a conic neighborhood Γ′ of x0 and for t 6= 0, though they
have considered more general operators. Several mathematicians have studied in
this direction ([4], [5], [20], [22], [23]).
A. Hassell and J. Wunsch [9] and S. Nakamura [21] have determined the wave
front set of the solution by the information of the initial data. Hassell and Wunsch
have treated the singularities as “scattering wave front set” which is introduced by
theirselves. In the case that the potential is sub-quadratic, Nakamura has shown
that for a solution u(t, x), (x0, ξ0) /∈WF (u(t, ·)) if and only if there exists a C∞0 func-
tion a(x, ξ) in R2n with a(x0, ξ0) 6= 0 such that ‖a(x+tDx, hDx)u0‖ = O(h∞) as h ↓
0.
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For Schro¨dinger equations with harmonic oscillator or perturbed harmonic os-
cillators, S. Zelditch [30] have determined the singular support of the fundamental
solution k(t, x, y) in the case that v ≡ 0, which shows that
sing supp k(t, ·, y) =
{
∅ if t 6= mpi
(−1)my if t = mpi. (6)
L. Kapitanski, I. Rodnianski and K. Yajima [16] have shown that (6) holds for ρ < 1
and may fail for ρ = 1. K. Yajima [29] has shown that if the Hessian of v(x) is
positive definite, then sing suppk(t, ·, y) = ∅ for t 6= 0. S. Mao and S. Nakamura [19]
have determined the wave front sets of the solutions of (1) in the case that ρ < 1.
S. Mao [18] have determined the wave front sets of the solutions of (1) in the case
that ρ < 2 and t 6= mpi with an integer m. J. Wunsch [26] has studied regularity
of the solution on scattering manifold in the case that ρ ≤ 1. T. O¯kaji [23] has
investigated the wave front set of the solutions for t = mpi with an integer m in the
case that v ≡ 0.
2 Preliminaries
In this section, we introduce the definition of wave front set WF (u) and the char-
acterization of wave front set by G. B. Folland [6].
Definition 2.1 (Wave front set). For f ∈ S ′(Rn), we say (x0, ξ0) 6∈WF (f) if there
exist a function χ(x) in C∞0 (R
n) with χ(x0) ≡ 1 near x0 and a conic neighborhood
Γ of ξ0 such that for all N ∈ N there exists a positive constant CN satisfying
|χ̂f(ξ)| ≤ CN (1 + |ξ|)−N
for all ξ ∈ Γ.
To prove Theorem 1.2, we use the following characterization of the wave front
set by G. B. Folland [6].
Proposition 2.2 (G. B. Folland [6, Theorem 3.22], T. O¯kaji [22, Theorem2.2] and
[14]). Let (x0, ξ0) ∈ Rn × (Rn \ {0}), f ∈ S ′(Rn) and 0 < b < 1. The following
conditions are equivalent.
(i) (x0, ξ0) /∈WF (f)
(ii) There exist a neighborhood K of x0 and a conic neighborhood Γ of ξ0 such that
for all N ∈ N, a ≥ 1 and ϕ ∈ S(Rn) \ {0} there exists a constant CN,a,ϕ > 0
satisfying
|Wϕλf(x, λξ)| ≤ CN,a,ϕλ−N
for all λ ≥ 1, x ∈ K and ξ ∈ Γ with a−1 ≤ |ξ| ≤ a, where ϕλ(x) = λnb2 ϕ(λbx).
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(iii) There exist ϕ ∈ S(Rn)\{0}, a neighborhood K of x0 and a conic neighborhood
Γ of ξ0 such that for all N ∈ N and a ≥ 1 there exists a constant CN,a > 0
satisfying
|Wϕλf(x, λξ)| ≤ CN,aλ−N
for all λ ≥ 1, x ∈ K and ξ ∈ Γ with a−1 ≤ |ξ| ≤ a, where φλ(x) = λn4 ϕ(λ 12x).
Remark 2.3. G. B. Folland [6] has shown that the conclusion follows if the wave
packet ϕ is an even and nonzero function in S(Rn) and b = 1/2. In T. O¯kaji [22],
the proof of Proposition 2.2 for b = 1/2 is given if ϕ satisfies
∫
xαϕ(x)dx 6= 0 for
some α ∈ (N ∪ {0})n. In [14], the condition ∫ xαϕ(x)dx 6= 0 have been removed.
Although [6], [22] and [14] have proved for b = 1/2, it is easy to extend for 0 < b < 1.
Characterization of the Sobolev type wave front set via the wave packet transform
is also known ([6], P. Ge´rard [7], [14], [22]).
3 Transformed equations
In this section, we give transformed equations of (1) via wave packet transform. Our
idea is to use a time dependent wave packet. When we consider a partial differential
equation which is named (A) of order 1 in time and of order 2 in space such as
Schro¨dinger equation, we can transform the equation (A) to a partial differential
equation (B) of order 1 in space and time variables (t, x, ξ) in R2n+1 with remainder
terms via the wave packet transform with the suitable time dependent wave packet.
The equation (B) can be solved or be transformed to an integral equation, by which
we can study the solution of (A) (See the figure below).
P.D.E. of 2nd order(A)
Wϕ(t)−−−−→ P.D.E of 1st order + remainder(B)ySolve
Studying sol. of (A) by sol. of (B) ←−−−− sol. of (B) or Integral Eq.
To illustrate the idea, we give two examples.
Example 3.1 (Free particle). Consider the following initial value problems(Schro¨dinger
equation of a free particle):{
i∂tu+
1
2△u = 0, (t, x) ∈ R× Rn,
u(0, x) = u0(x), x ∈ Rn.
(7)
Let ϕ(t, x) = e
i
2
t△ϕ0 with ϕ0 ∈ S(Rn)\{0}. (7) is transformed via the wave packet
transform with the wave packet ϕ(t, x) to{
(i∂t + iξ · ∇x − 12 |ξ|2)Wϕ(t)u(t, x, ξ) = 0,
Wϕ(0)u(0, x, ξ) =Wϕ0u0(x, ξ).
(8)
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Solving (8), we have
Wϕ(t)u(t, x+ ξt, ξ) =Wϕ0u0(x, ξ), (9)
or
Wϕ(t)u(t, x, ξ) =Wϕ0u0(x− ξt, ξ). (10)
Remark 3.2. The representation of a solution (9) for a free particle is natural as
physical point of view, because (x + ξt, ξ) is the classical orbit of a free particle
starting from (x, ξ) in the phase space R2n.
Example 3.3 (Harmonic Oscillator). Consider the following Schro¨dinger equation
of a harmonic oscillator:{
i∂tu+
1
2△u− 12 |x|2u = 0, (t, x) ∈ R× Rn,
u(0, x) = u0(x), x ∈ Rn.
(11)
Let ϕ(t, x) = e
i
2
t(△−|x|2)ϕ0 with ϕ0 ∈ S(Rn)\{0}. (11) is transformed via the wave
packet transform with the wave packet ϕ(t, x) to{
(i∂t + iξ · ∇x − ix · ∇ξ − 12(|ξ|2 − |x|2))Wϕ(t)u(t, x, ξ) = 0,
Wϕ(0)u(0, x, ξ) =Wϕ0u0(x, ξ).
(12)
Solving this first order partial differential equation (12), we have
Wϕ(t)u(t, x, ξ) = e
− i
2
∫ t
0 (|ξ(t−s)|
2−|x(t−s)|2)dsWϕ0u0(x(t), ξ(t)),
where {
x(t) = x cos t− ξ sin t,
ξ(t) = ξ cos t+ x sin t.
For the Schro¨dinger equation (1), we use the Taylor expansion
v(t, y) = v(t, x+ (y − x)) = v(t, x) + (y − x) · ∇xv(t, x) + rL(t, x, y),
with
rL(t, x, y) =
∑
2≤|α|≤L−1
∂αx v(t, x)
α!
(y − x)α
+ L
∑
|α|=L
(y − x)α
α!
∫ 1
0
∂αx v(t, x+ θ(y − x))(1 − θ)L−1dθ,
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by which the initial value problem (1) is transformed via the wave packet transform
with the wave packet generated by ϕλ(t, x) to
(
i∂t + iξ · ∇x − i(x+∇xv(t, x)) · ∇ξ − 12 |ξ|2 − V˜ (t, x)
)
×Wϕλ(t)u(t, x, ξ) = RL[ϕλ, u](t, x, ξ),
Wϕλ(0)u(0, x, ξ) =Wϕ0,λu0(x, ξ),
(13)
where V˜ (t, x) = −12 |x|2 + v(t, x)−∇xv(t, x) · x and
RL[ϕλ, u](t, x, ξ) =
∫
ϕλ(t, y − x) rL(t, x, y)u(t, y)e−iy·ξdy
(for the deduction of (13), see [12]). By the method of characteristics, we have the
integral equation
Wϕλ(t)u(t, x, ξ)
= e−i
∫ t
0
{ 1
2
|ξ(s;t,x,ξ)|2+V˜ (s,x(s;t,x,ξ))}dsWϕ0,λu0(x(0; t, x, ξ), ξ(0; t, x, ξ))
− i
∫ t
0
e−i
∫ t
s
{ 1
2
|ξ(s1;t,x,ξ)|2+V˜ (s1,x(s1;t,x,ξ))}ds1RL[ϕλ, u](s, x(s; t, x, ξ), ξ(s; t, x, ξ))ds,
(14)
where x(s; t, x, ξ) and ξ(s; t, x, ξ) be the solutions of{
x˙(s) = ξ(s), x(t) = x,
ξ˙(s) = −x(s)−∇v(s, x(s)), ξ(t) = ξ.
We use the above integral equation for the proof of Theorem 1.2 in Section 5.
4 Key Lemmas
In this section, we assume that v(t, x) ∈ C∞(R × Rn) satisfies Assumption 1.1,
x(s) = x(s; t0, x, λξ) and ξ(s) = ξ(s; t0, x, λξ) are the solutions to (3). Let 0 <
b < min(1/2, (2 − ρ)/2), ϕ0(x) ∈ S(Rn) \ {0}, K be a neighborhood of x0 and Γ
be a conic neighborhood of ξ0. ϕ0,λ(x) denotes λ
nb/2ϕ0(λ
bx) and ϕλ(t, x) denotes
U(t)ϕ0,λ(x) = e
i(t/2)(△−|x|2)ϕ0,λ(x). To prove Theorem 1.2, we prepare the following
two lemmas.
Lemma 4.1. Let u(t, x) ∈ C(R;L2(Rn)), α be a multi-indices with |α| ≥ 2 and
R1u(t, x, ξ) =
∫
ϕλ(t− t0, y − x) ∂
α
x v(t, x)
α!
(y − x)α u(t, y)e−iy·ξdy. (15)
Assume that for σ ≥ 0, a ≥ 1 and ϕ0 ∈ S(Rn)\{0} there exists Cσ,a,ϕ0 > 0 satisfying
|Wϕλ(s−t0)u(s, x(s), ξ(s))| ≤ Cσ,a,ϕ0λ−σ (16)
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for all x ∈ K, ξ ∈ Γ with a−1 ≤ |ξ| ≤ a, λ ≥ 1 and 0 ≤ s ≤ t0. Then there exist
Cα,σ,a,ϕ0 > 0 satisfying
|R1u(s, x(s), ξ(s))| ≤ Cα,σ,a,ϕ0λ−σ−δ (17)
for x ∈ K, ξ ∈ Γ with a−1 ≤ |ξ| ≤ a, λ ≥ 1, 0 ≤ s ≤ t0 and δ = min(2− 2b− ρ, 2b).
Proof. It suffices to prove the inequality (17) for sufficiently large λ and we may
assume without loss of generality that 0 < t0 ≤ pi. Since xjU(t) = U(t)(xj cos t −
i sin t ∂xj ), we have
(y − x(s))αϕλ(s− t0, y − x(s))
=U(t) [(x cos t− i sin t ∂x)αϕ0,λ(x)]
∣∣
t=s−t0,x=y−x(s)
=
∑
µ+µ′=α
θ+θ′=µ′
Cµ,θ,θ′λ
b(|µ′|−|µ|){cos(s − t0)}|µ|{sin(s − t0)}|µ′|ϕ(µ,θ,θ
′)
λ (s− t0, y − x(s)),
(18)
where ϕ
(µ,θ,θ′)
λ (t, x) = U(t)
[
(∂θxx
µ · ∂θ′x ϕ0)λ
]
(x). The above equality (18), the as-
sumption (16) in Lemma 4.1 and Assumption 1.1 yiled that
|R1u(s, x(s), ξ(s))| ≤
∑
µ+µ′=α
θ+θ′=µ′
Cα,σ,a,ϕ0 λ
b(|µ′|−|µ|)−σ (1 + |x(s)|)ρ−|α| | sin(s − t0)||µ
′|
for x ∈ K, ξ ∈ Γ with a−1 ≤ |ξ| ≤ a, λ ≥ 1 and 0 ≤ s ≤ t0.
The solutions x(s) and ξ(s) of (3) satisfy(
x(s)
ξ(s)
)
=
(
cos(s− t0) sin(s− t0)
− sin(s− t0) cos(s− t0)
)(
x
λξ
)
+
∫ s
t0
(
cos(s− τ) sin(s− τ)
− sin(s− τ) cos(s − τ)
)(
0
−∇v(τ, x(τ))
)
dτ, (19)
which shows that there exists λ0 ≥ 1 such that
Caλ| sin(s− t0)| ≤ |x(s)| ≤ C ′aλ| sin(s− t0)| (20)
for x ∈ K, ξ ∈ Γ with a−1 ≤ |ξ| ≤ a and λ ≥ λ0 if −pi + λ−2b ≤ s − t0 ≤ −λ−2b.
Here we use the fact Cλ−2b ≤ | sin(s − t0)| ≤ 1 and 0 < b < min(1/2, (2 − ρ)/2).
Thus, we have by |α| ≥ 2
|R1u(s, x(s), ξ(s))| ≤
∑
µ+µ′=α
θ+θ′=µ′
Cα,σ,a,ϕ0λ
b(|µ′|−|µ|)−σ | sin(s− t0)||µ
′|
(1 + λ| sin(s− t0)|)|α|−ρ
≤
∑
µ+µ′=α
θ+θ′=µ′
Cα,σ,a,ϕ0λ
b(|µ′|−|µ|)−σ+ρ−|α| | sin(s− t0)||µ′|+ρ−|α|
≤ Cα,σ,a,ϕ0λb|α|−σ+ρ−|α|
≤ Cα,σ,a,ϕ0λ−σ−(2−2b−ρ) (21)
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for x ∈ K, ξ ∈ Γ with a−1 ≤ |ξ| ≤ a and λ ≥ λ0.
On the other hand, if −pi ≤ s − t0 ≤ −pi + λ−2b or −λ−2b ≤ s − t0 ≤ 0 then
| sin(s− t0)| ≤ λ−2b and, hence, we have, by |µ|+ |µ′| = |α| ≥ 2,
|R1u(s, x(s), ξ(s))| ≤
∑
µ+µ′=α
θ+θ′=µ′
Cα,σ,a,ϕ0 λ
b(|µ′|−|µ|)−σ × λ−2b|µ′|
≤ Cα,σ,a,ϕ0 λ−σ−2b. (22)
From (21) and (22), we obtain the desired result.
Lemma 4.2. Let u(t, x) ∈ C(R;L2(Rn)), α be a multi-indices with |α| = L and
R2u(t, x, ξ)
=
∫
ϕλ(t− t0, y − x)
∫ 1
0
∂αx v(t, x+ θ(y−x))(1− θ)L−1dθ (y−x)αu(t, y)e−iy·ξdy.
Then for all a ≥ 1 and N > 0 there exists Ca,α,ϕ0 > 0 satisfying
|R2u(s, x(s), ξ(s))| ≤ Cα,a,ϕ0λ−N (23)
for x ∈ K, ξ ∈ Γ with a−1 ≤ |ξ| ≤ a, λ ≥ 1 and 0 ≤ s ≤ t0 if we take L sufficiently
large.
Proof. We assume that 0 < t0 ≤ pi and we prove (23) for sufficiently large λ. By
the inversion formula of the wave packet transform, we have
R2u(s, x(s), ξ(s)) = Cϕ0
∫∫∫
vα(s, x(s), y)(y − x(s))αϕλ(s − t0, y − x(s))
× ϕλ(s − t0, y − z)Wϕλ(s−t0)u(s, z, η)e−iy·(ξ(s)−η)dydzdη,
where vα(s, x(s), y) =
∫ 1
0 ∂
α
x v(s, x(s)+ θ(y−x(s)))(1− θ)L−1dθ. Let δ be a positive
constant satisfying b + 4δ < min(1/2, (2 − ρ)/2) and 2δ ≤ b and let ψ1 and ψ2 be
C∞ functions on R satisfying
ψ1(s) =
{
1 for s ≤ 1,
0 for s ≥ 2, ψ2(s) =
{
0 for s ≤ 1,
1 for s ≥ 2,
and ψ1(s) + ψ2(s) = 1 for all s ∈ R. Putting
Iα,j(s, x(s), ξ(s), λ)
=
∫∫∫
ψj
(
λδ|y − x(s)|
1 + λ2b+4δ | sin(s− t0)|
)
vα(s, x(s), y)(y − x(s))α
× ϕλ(s− t0, y − x(s))ϕλ(s− t0, y − z)Wϕλ(s−t0)u(s, z, η)e−iy·(ξ(s)−η)dydzdη
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for j = 1, 2, we have
R2u(s, x(s), ξ(s)) = Cϕ0
2∑
j=1
Iα,j(s, x(s), ξ(s), λ). (24)
Integration by parts and the fact (1−△y)eiy·(ξ−η) = (1+ |ξ−η|2)eiy·(ξ−η) yield that
|Iα,j(s, x(s), ξ(s), λ)|
≤
∑
|α1|+···+|α5|≤2n
∫∫∫
Cαi
(1 + |ξ(s)− η|2)n
∣∣∣∣∂α1y {ψj ( λδ|y − x(s)|1 + λ2b+4δ| sin(s− t0)|
)} ∣∣∣∣
× ∣∣∂α2y {vα(s, x(s), y)}∣∣ × ∣∣∂α3y ((y − x(s))α)∣∣× ∣∣∂α4y ϕλ(s − t0, y − x(s))∣∣
× ∣∣∂α5y ϕλ(s − t0, y − z)∣∣∣× |Wϕλ(s−t0)u(s, z, η)| dydzdη. (25)
First we estimate Iα,1. Simple calculation yields with some positive integer l1
that ∥∥∥∥∂α1y {ψ1( λδ|y − x(s)|1 + λ2b+4δ| sin(s− t0)|
)}∥∥∥∥
L2y
≤ Cλl1 . (26)
The fact that ∂xjU(t) = U(t)(cos t ∂xj − ixj sin t) for 1 ≤ j ≤ n yields
∂αxϕλ(t, x) =U(t)
[
(cos t ∂x − ix sin t)αϕ0,λ(x)
]
=
∑
ν+ν′=α
τ+τ ′=ν′
Cαk(sin t)
|ν|(cos t)|ν
′|λ(|ν
′|−|ν|)b|U(t)(∂τxxν · ∂τ
′
x ϕ0)λ(x)|,
which shows that
‖(∂αy ϕλ)(s− t0, y)‖L2y ≤ Cαλb|α| ≤ Cαkλ2bn (27)
for multi-indice α with |α| ≤ 2n. Since Cλ−(2b+4δ) ≤ | sin(s − t0)| ≤ 1 for −pi +
λ−(2b+4δ) ≤ s− t0 ≤ −λ−(2b+4δ), (20) yields that for sufficiently large λ
|∂α2y {vα(s, x(s), y)}| · |∂α3y ((y − x(s))α)|
≤
∫ 1
0
θ|α2|(1− θ)L−1(1 + |x(s) + θ(y − x(s))|)ρ−L−|α2|dθ · Cα,α3 |y − x(s)|L−|α3|
≤ Cα,α2,α3 (1 + |x(s)| − |y − x(s)|)ρ−L−|α2| · {λ−δ(1 + λ2b+4δ | sin(s− t0)|)}L−|α3|
≤ Ca,α,α2,α3
(1 + λ2b+4δ | sin(s− t0)|)L
(1 + λ| sin(s− t0)|)L−ρ · λ
−δL
≤ C ′a,α,α2,α3 λρ · λ−δL, (28)
in the support of ψ1
(
λδ|y−x(s)|
1+λ2b+4δ | sin(s−t0)|
)
.
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Since | sin(s− t0)| ≤ λ−(2b+4δ) for −pi ≤ s− t0 ≤ −pi+λ−(2b+4δ) or −λ−(2b+4δ) ≤
s− t0 ≤ 0, we have
|∂α2y {vα(s, x(s), y)}| · |∂α3y ((y − x(s))α)| ≤ Cα,α2,α3 |y − x(s)|L−|α3|
≤ C ′α,α2,α3 {λ−δ(1 + λ2b+4δ | sin(s− t0)|)}L−|α3|
≤ C ′′α,α2,α3 λ−δL (29)
in the support of ψ1
(
λδ|y−x(s)|
1+λ2b+4δ | sin(s−t0)|
)
.
Hence we have by (25), (26), (27), (28), (29) and Schwarz’s inequality,
|Iα,1(s, x(s), ξ(s), λ)| ≤ Ca,α,ϕ0λ−N (30)
for all N > 0, if we take L and λ sufficiently large.
Next we estimate Iα,2. From |α| = L, |αj | ≤ 2n (j = 1, 2, 3) and Assumption1.1,
we have with a positive number l2 number depending only on n∣∣∣∣∂α1y ψ2( λδ|y − x(s)|1 + λ2b+4δ | sin(s− t0)|
) ∣∣∣∣ ≤ Cα1λl2 ,∣∣∂α2y {vα(s, x(s), y)}| ≤ Cα2 and |∂α3y ((y − x(s))α)| ≤ Cα,α3 |y − x(s)|L−|α3|.
The fact ∂xjU(t) = U(t)(cos t ∂xj−ixj sin t) and xjU(t) = U(t)(−i sin t ∂xj+xj cos t)
for 1 ≤ j ≤ n yield for an even integer M that
|x|M∂αxϕλ(t, x) =
∑
|β|=M
Cβ U(t)
[
(cos t x− i sin t ∂x)β(cos t ∂x − i sin t x)αϕ0,λ(x)
]
=
∑
|β|=M
∑
ν+ν′=α
τ+τ ′=ν′
∑
µ+µ′=β
θ+θ′=µ′
Cα,β(sin t)
|ν|+|µ′|(cos t)|ν
′|+|µ|λb(|ν
′|+|µ′|−|ν|−|µ|)
× U(t)((∂θxxµ · ∂θ
′
x (∂
τ
xx
ν · ∂τ ′x ϕ0))λ(x),
which shows that
|y − x(s)|M |∂α4x ϕλ(s− t0, y − x(s))|
≤
∑
|β|=M
∑
ν+ν′=α4
τ+τ ′=ν′
∑
µ+µ′=β
θ+θ′=µ′
Cα4,β| sin(s− t0)||ν|+|µ
′|λb(|ν
′|−|ν|+|µ′|−|µ|)
× |U(s− t0)(∂θxxµ · ∂θ
′
x (∂
τ
xx
ν · ∂τ ′x ϕ0))λ(y − x(s))|
and
|∂α5x ϕλ(s− t0, y − z)| ≤
∑
ω+ω′=α5
γ+γ′=ω′
Cα5λ
(|ω′|−|ω|)b|U(s− t0)(∂γxxω · ∂γ
′
x ϕ0)λ(y − z)|.
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Hence we have by (25) and Schwarz’s inequality that
|Iα,2(s, x(s), ξ(s), λ)|
≤
∑
|α1|+···+|α5|≤2n
|β|=M
∑
ν+ν′=α4
ω+ω′=α5
µ+µ′=β
∑
τ+τ ′=ν′
θ+θ′=µ′
γ+γ′=ω′
Cαi,β λ
l3+b(|µ′|−|µ|)‖Wϕλ(s−t0)u(s, z, η)‖L2z,η
× ‖U(s− t0)(∂γxxω · ∂γ
′
x ϕ0)λ(z)‖L2z‖〈ξ − η〉−2n‖L2
∫
D
|y − x(s)|L−M−|α3|
× | sin(s− t0)||µ′|+|ν′||U(s− t0)(∂θxxµ · ∂θ
′
x (∂
τ
xx
ν · ∂τ ′x ϕ0))λ(y − x(s))|dy, (31)
where D = {y ∈ Rn | |y − x(s)| ≥ λ−δ(1 + λ2b+4δ| sin(s − t0)|)} and l3 is a positive
number. Since 0 < Cλ−(b+2δ) ≤ | sin(s − t0)| ≤ 1 for −pi + λ−(b+2δ) ≤ s − t0 ≤
−λ−(b+2δ), we have for sufficiently large M that
|y − x(s)|L−M−|α3|λb(|µ′|−|µ|)| sin(s− t0)||µ′|+|ν′|
≤ 1
(1 + |y − x(s)|)n ·
λb(|µ
′|−|µ|)λδn
|y − x(s)|M−L+|α3|−n
≤ 1
(1 + |y − x(s)|)n ·
λb(|µ
′|−|µ|)λδn
{λ−δ(1 + λ2b+4δ | sin(s− t0)|)}M−L+|α3|−n
≤ 1
(1 + |y − x(s)|)n ·
λl4 · λ(b+δ)L
λδM
(32)
in D, where l4 is a positive number which is independent of L and M . Since
| sin(s− t0)| ≤ λ−(b+2δ) for −pi ≤ s− t0 ≤ −pi + λ−(b+2δ) or −λ−(b+2δ) ≤ s− t0 ≤ 0,
we have for sufficiently large M that
|y − x(s)|L−M−|α3|λb(|µ′|−|µ|)| sin(s − t0)||µ′|+|ν′|
≤ 1
(1 + |y − x(s)|)n ·
λb(|µ
′|−|µ|)λδn
|y − x(s)|M−L+|α3|−n · λ
−(b+2δ)(|µ′ |+|ν′|)
≤ 1
(1 + |y − x(s)|)n ·
λb(|µ
′|−|µ|)λδn
{λ−δ(1 + λ2b+4δ| sin(s− t0)|)}M−L+|α3|−n
· λ−(b+2δ)(|µ′ |+|ν′|)
≤ 1
(1 + |y − x(s)|)n ·
λl5
λδM+δL
(33)
in D, where l5 is a positive number which is independent of L and M . Hence (34),
(31), (32) and Scwartz’s inequality shows that
|Iα,2(s, x(s), ξ(s), λ)| ≤ Cα,ϕ0λ−N (34)
for any N > 0, if we take L and M sufficiently large.
(30) and (34) completes the proof.
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5 Proof of Theorem 1.2 and Corollaries
Proof of Theorem 1.2. We only show that (iii) implies (i). Because it is trivially
valid that (ii) implies (iii) and we can show that (i) implies (ii) in the same way.
We may assume without loss of generality that 0 < t0 ≤ pi. Let x(s; t, x, ξ) and
ξ(s; t, x, ξ) be the solutions of{
x˙(s) = ξ(s), x(t) = x,
ξ˙(s) = −x(s)−∇v(s, x(s)), ξ(t) = ξ.
It suffices to show that the following assertion P (σ) holds for all σ ≥ 0 under the
condition of (iii).
P (σ): “There exists a positive constant Cσ,a,ϕ0 such that
|Wϕλ(t−t0)u(t, x(t; t0, x, λξ), ξ(t; t0, x, λξ))| ≤ Cσ,a,ϕ0λ−σ (35)
for all λ ≥ 1, x ∈ K, ξ ∈ Γ with a−1 ≤ |ξ| ≤ a and 0 ≤ t ≤ t0. ”
In fact, taking t = t0, we have ϕλ(t0 − t0) = ϕ0,λ, x(t0; t0, x, λξ) = x and ξ(t0; t0, x, λξ) =
λξ. Hence from (35), we have immediately
|Wϕ0,λu(t0, x, λξ)| ≤ Cσ,a,ϕ0λ−σ
for all λ ≥ 1, x ∈ K and ξ ∈ Γ with a−1 ≤ |ξ| ≤ a. This and Proposition 2.2 show
(x0, ξ0) /∈WF (u(t0, ·)).
We show by induction with respect to σ that P (σ) holds for all σ ≥ 0.
First we show that P (0) holds. Since u0(x) ∈ L2(Rn) and u(t, x) ∈ C(R;L2(Rn)),
Schwarz’s inequality and the conservation of L2 norm of solutions of (1) show that∣∣Wϕλ(t−t0)u(t, x(t; t0, x, λξ), ξ(t; t0, x, λξ))∣∣
≤
∫
Rn
|ϕλ(t− t0, y − x(t; t0, x, λξ))| |u(t, y)|dy
≤ ‖ϕλ(t− t0, · )‖L2‖u(t, · )‖L2
= ‖ϕ0‖L2‖u0‖L2 .
Hence P (0) holds.
Next, we show that P (σ+δ) holds for δ = min(2−2b−ρ, 2b) under the assumption
that P (σ) holds.
Substituting (x(t; t0, x, λξ), ξ(t; t0, x, λξ)) and ϕλ(−t0, x) for (x, ξ) and ϕ0,λ(x)
respectively in (14) and taking the absolute value of (14), we have∣∣Wϕλ(t−t0)u(t, x(t; t0, x, λξ), ξ(t; t0, x, λξ))∣∣
≤ ∣∣Wϕλ(−t0)u0(x(0; t0, x, λξ), ξ(0; t0, x, λξ))∣∣
+
∣∣∣∣∫ t
0
|RL[ϕλ( · − t0, ·), u](s, x(s; t0, x, λξ), ξ(s; t0, x, λξ))| ds
∣∣∣∣ .
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Here, we use the fact that
x(s; t, x(t; t0, x, λξ), ξ(t; t0, x, λξ)) = x(s; t0, x, λξ),
ξ(s; t, x(t; t0, x, λξ), ξ(t; t0, x, λξ)) = ξ(s; t0, x, λξ)
and e
i
2
t(△−|x|2)ϕλ(−t0, x) = ϕλ(t− t0, x). Since
|Wϕλ(−t0)u0(x(0; t0, x, λξ), ξ(0; t0, x, λξ))| ≤ Cσ,a,ϕ0λ−(σ+δ), (36)
it suffices to show that there exists a positive constant Cσ,a,ϕ0 such that
|RL[ϕλ( · − t0, ·), u](s, x(s; t0, x, λξ), ξ(s; t0, x, λξ))| ≤ Cσ,a,ϕ0λ−(σ+δ) (37)
for all λ ≥ 1, x ∈ K, ξ ∈ Γ with a−1 ≤ |ξ| ≤ a and 0 ≤ s ≤ t0. We divide RL into
two parts:
RL[ϕλ( · − t0, ·), u](t, x, ξ) = R1u(t, x, ξ) +R2u(t, x, ξ),
where
R1u(t, x, ξ) =
∫
ϕλ(t− t0, y − x)
∑
2≤|α|≤L−1
∂αx v(t, x)
α!
(y − x)α u(t, y)e−iξ·ydy,
R2u(t, x, ξ)
=
∫
ϕλ(t− t0, y − x)
∑
|α|=L
L
α!
∫ 1
0
∂αx v(t, x+ θ(y − x))(1− θ)L−1dθ (y − x)αu(t, y)e−iξ·ydy.
From Lemma 4.1 and Lemma 4.2, if we take L sufficiently large, we have
|R1u(s, x(s; t0, x, λξ), ξ(s; t0, x, λξ))| ≤ Cσ,a,ϕ0λ−(σ+δ) (38)
and
|R2u(s, x(s; t0, x, λξ), ξ(s; t0, x, λξ))| ≤ Cσ,a,ϕ0λ−(σ+δ) (39)
for λ ≥ 1, x ∈ K, ξ ∈ Γ with a−1 ≤ |ξ| ≤ a and 0 ≤ s ≤ t0, respectively. Hence, we
obtain the desired result.
Proof of Corollary 1.6. Since all the first derivatives of v(t, x) with respect to
space variables decay at infinity, we use the following transformed initial value
problem of (1) instead of using (13),
(
i∂t + iξ · ∇x − ix · ∇ξ − 12 |ξ|2 − v(t, x)
)
×Wϕλ(t)u(t, x, ξ) = RL[ϕλ, u](t, x, ξ),
Wϕλ(0)u(0, x, ξ) =Wϕ0,λu0(x, ξ),
(40)
where
RL[ϕλ, u](t, x, ξ) =
∫
ϕλ(t, y − x) rL(t, x, y)u(t, y)e−iy·ξdy
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and
rL(t, x, y) =
∑
1≤|α|≤L−1
∂αx v(t, x)
α!
(y − x)α
+ L
∑
|α|=L
(y − x)α
α!
∫ 1
0
∂αx v(t, x+ θ(y − x))(1 − θ)L−1dθ.
By the method of characteristics, we have the integral equation
Wϕλ(t)u(t, x, ξ)
= e−i
∫ t
0 {
1
2
|ξ(s;t0,x,ξ)|2+v(s,x(s;t0,x,ξ))}dsWϕ0,λu0(x(0; t0, x, ξ), ξ(0; t0, x, ξ))
− i
∫ t
0
e−i
∫ t
s
{ 1
2
|ξ(s1;t0,x,ξ)|2+v(s1,x(s1;t0,x,ξ))}ds1RL[ϕλ, u](s, x(s; t0, x, ξ), ξ(s; t0, x, ξ))ds,
where x(s; t0, x, ξ) = x cos(s − t0) + ξ sin(s − t0), ξ(s; t0, x, ξ) = −x sin(s − t0) +
ξ cos(s− t0).
Since |∂αx v(t, x)| ≤ C(1 + |x|)ρ−1 for |α| = 1 and ρ− 1 < 0, the first term of rL
can be easily handled by the same argument in the proof of Theorem 1.2, which
completes the proof.
Proof of Corollary 1.7. Let x(s) = x(s;pi, x, λξ), ξ(s) = (s;pi, x, λξ) be the solu-
tions to {
x˙(s) = ξ(s), x(pi) = x,
ξ˙(s) = −x(s)−∇v(s, x(s)), ξ(pi) = λξ. (41)
Putting ϕ0 = e
−|x|2/2, the eigenfunction expansion of ϕ0,λ yields
ϕλ(−pi, x) = {ei(t/2)(△−|x|2)ϕ0,λ(x)}
∣∣
t=−pi
= einpi/2 ϕ0,λ(x), (42)
since ϕ0,λ is a radially symmetric function. Thus Theorem 1.2 shows that if (x0, ξ0) /∈
WF (u(pi, ·)) then there exist a neighborhood K of x0 and a conic neighborhood Γ
of ξ0 such that for all N ∈ N and for all a ≥ 1 there exists a constant CN,a,ϕ0 > 0
satisfying
|Wϕ0,λu0(x(0;pi, x, λξ), ξ(0;pi, x, λξ))| ≤ CN,a,ϕ0λ−N (43)
for all λ ≥ 1, x ∈ K and ξ ∈ Γ with a−1 ≤ |ξ| ≤ a. From the assumption of v(t, x)
and (19), we have
x(0;pi, x, λξ) = −x−
∫ pi
0
sin τ ∇v(τ, x(τ ;pi, x, λξ))dτ
= −x−
∫ pi
0
sin τ{v0(τ, x(τ ;pi, x, λξ)) + v˜(τ, x(τ ;pi, x, λξ)}dτ.
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Simple calculation yields that
lim
λ→∞
∫ pi
0
sin τ · v0(τ, x(τ ;pi, x, λξ))dτ =
∫ pi
0
sin τ · v0(τ,−ξ sin τ)dτ
and
lim
λ→∞
∫ pi
0
sin τ · v˜(τ, x(τ ;pi, x, λξ))dτ = 0.
Thus, we have
lim
λ→∞
x(0;pi, x, λξ) = −x−
∫ pi
0
sin τ · v0(τ,−ξ sin τ)dτ.
On the other hand, it holds that
lim
λ→∞
ξ(0;pi, x, λξ)
λ
= −ξ.
Hence there exist a neighborhood K ′ of −x0+
∫ pi
0 sin τ · v0(τ,−ξ0 sin τ)dτ and conic
neighborhood Γ′ of −ξ0 such that for all N ∈ N and for all a ≥ 1 there exists a
constant CN,a,ϕ0 > 0 satisfying
|Wϕ0,λu0(x, λξ))| ≤ CN,a,ϕ0λ−N (44)
for λ ≥ 1, x ∈ K ′ and ξ ∈ Γ′ with a−1 ≤ |ξ| ≤ a. From Proposition 2.2, we have
the conclusion.
Proof of Theorem 1.8. Fix (x0, ξ0) ∈ Rn×Rn \{0} and put ϕ0(x) = e−|x|2/2. In
terms of Theorem 1.2, it suffices to show that there exist neighborhood K of x0 and
conic neighborhood Γ of ξ0 such that for all N ∈ N and for all a ≥ 1, there exists a
constant CN,a,ϕ0 > 0 satisfying
|Wϕλ(−pi) u0(x(0;pi, x, λξ), ξ(0;pi, x, λξ))| ≤ CN,a,ϕ0λ−N (45)
for λ ≥ 1, x ∈ K and ξ ∈ Γ with a−1 ≤ |ξ| ≤ a, where x(s) = x(s;pi, x, λξ),
ξ(s) = ξ(s;pi, x, λξ) be the solutions to (41). Since u0(x) = δ(x), (45) is equivalent
to
|ϕ0,λ(−x(0;pi, x, λξ))| ≤ CN,a,ϕ0λ−N , (46)
here we use the fact (42). We have by the successive approximation method,
x(s) = −x cos s− λξ sin s−
∫ s
pi
sin(s− τ)∇v(τ, x(τ))dτ (47)
= −x cos s− λξ sin s+ o(λ) (λ→∞). (48)
Since
∇v(τ, x(τ)) = ∇v(τ, 0) +
∫ 1
0
Hess v(τ, θx(τ))dθ · x(τ), (49)
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we have
〈x(0), ξ〉 = −〈x, ξ〉 −
∫ pi
0
sin τ 〈∇v(τ, 0), ξ〉 dτ
+
∫ pi
0
∫ 1
0
sin τ
〈
Hess v(τ, θx(τ))
(
x cos τ +
∫ τ
pi
sin(τ − η)∇v(η, x(η))dη
)
, ξ
〉
dθdτ
+ λ
∫ pi
0
∫ 1
0
sin2 τ 〈Hess v(τ, θx(τ)) · ξ, ξ〉 dθdτ.
From the assumption, it follows that
λ
∫ pi
0
∫ 1
0
sin2 τ 〈Hess v(τ, θx(τ)) · ξ, ξ〉 dθdτ
≥ Cλ|ξ|2
∫ pi
0
∫ 1
0
sin2 τ (1 + θ|x(τ)|)ρ−2dθdτ
= Cλρ−1|ξ|2
∫ pi
0
∫ 1
0
sin2 τ
(
1
λ
+
θ|x(τ)|
λ
)ρ−2
dθdτ = O(λρ−1) (λ→∞)
for 1 < ρ < 2 and ξ 6= 0. Thus, we have
|x(0;pi, x, λξ)| = O(λρ−1) as λ→∞. (50)
(50) implies (46) since ϕ0 is a Schwartz’s rapidly decreasing function. Thus, we
obtain the desired result.
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