Does a regression function follow a speci ed shape? Do two regression functions have the same shape? How can regression functions be grouped, based on shape? These questions can occur when investigating monotonicity, when counting local maxima or when studying variation in families of curves. One can address these questions by considering the rank correlation coe cient between two functions. This correlation is a generalisation of the rank correlation between two nite sets of numbers and is equal to one if and only if the two functions have the same shape. A sample rank correlation based on smoothed estimates of the regression functions consistently estimates the true correlation. This sample rank correlation can be used as a measure of similarity between functions in cluster analysis and as a measure of monotonicity or modality.
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Introduction
The shape of a function is often of key interest in regression analysis. For instance, local maxima, or`bumps', are scienti cally important features in the shape of a re-gression function. In evolutionary biology, an individual's chance of survival typically depends on the value of a physical trait. If the chance of survival attains a global maximum, then the trait will evolve toward the optimal value. If there are two local maxima, then the trait will evolve di erently, with two commonly occurring values emerging. Thus the shape of the curve determines the type of evolution.
The presence of bumps can raise scienti c questions. Growth curves of U.S. children clearly show two local maxima in the rate of growth. In Swiss children, however, these growth spurts seem to be either missing or less prominent; see Ramsay, Bock & Gasser (1995) . Are the Swiss and U.S. growth rates similar in shape? If not, how and why do their shapes di er? Can we group countries by shapes of children's growth curves?
Economists often consider the logarithm of a quantity because its derivative gives a relative rate of change or`elasticity'. N. Roy, in a 1998 manuscript, considered a panel data study in rural South India of the calorie intake of men and women as a function of income. She found that the derivative of log intake with respect to income, that is income elasticity of calorie intake, for men seems to be decreasing, while that for women increases till about the mean household income and then declines. Thus the policy implication is di erent depending on which is the target group. Roy could study the shape of the elasticity via the methods proposed here or via the test for the number of local maxima in a regression function or its derivatives studied in Harezlak's 1998 University of British Columbia Statistics Department M.Sc. thesis.
In some applications, it is important to decide if a function is monotone. For example, in calibrating two measurement methods one measures a set of objects by each method. If the corresponding scatterplot of the pairs of measurements is monotone, one measurement method can be substituted for the other. There are already several methods for estimating a monotone regression function; see for example Friedman & Tibshirani (1984) , Mukerjee (1988) , Ramsay (1988) and Mammen (1991) . On the other hand, there are few methods for testing for monotonocity. Bowman, Jones & Gijbels (1998) propose a test for monotonicity with test statistic equal to a smoothing parameter. In a University of British Columbia technical report, P. Hall and N.E. Heckman propose a test based on the minimum of the slopes of least squares lines, tted over all subintervals of the data.
A rst step in tackling these problems is to de ne a measure of similarity of shape. A common measure of similarity between two functions x and y is the L 2 distance, R fx(t)?y(t)g 2 dt. However, this distance does not always adequately measure what our eye sees. Marron & Tsybakov (1995) recognised this problem and proposed alternative measures of similarity. Here, we propose a simpler measure. Suppose that x and y are two functions de ned on the unit interval. We shall say that x and y have the same shape if there exists a strictly increasing function g such that x(t) = gfy(t)g for all t in 0; 1]; that is, the plot of y versus t is the same as the plot of x versus t after a deformation of the vertical axis. In x2 we de ne the rank correlation, (x; y), between two functions and we show that x and y have the same shape if and only if their rank correlation is equal to one. Thus, we can measure the similarity in the shapes of x and y by calculating their rank correlation or an estimate thereof.
We might want to use the rank correlation between two functions in several ways. For instance, to investigate monotonicity or unimodality we can compare our function estimate to a known monotone function or a known unimodal function. In the analysis of a family of curves, a quanti cation of similarity of shape could be used as a classi cation tool or as a distance measure in a cluster analysis.
In x3, we introduce our estimate of , give its asymptotic properties and brie y describe simulation results. In x4 we apply the estimation procedure to cluster analysis of curves. Details of calculations and proofs can be found in the technical report by the authors, available at www.stat.ubc.ca.
Definition of Rank and Rank Correlation
Let x be a Lebesgue measurable function on the unit interval and a probability measure on the Lebesgue sets of 0; 1]. De ne the rank of x(t) among all x(s)'s, relative to , to be r x; (t) = fs : x(s) < x(t)g + 1 2 fs : x(s) = x(t)g:
The superscripts x and will be dropped when the meaning is clear. The de nition of r extends the usual de nition of rank. To see this, suppose that is the counting measure on ft 1 ; : : : ; t n g. Let k i be the number of x(t j )'s that are less than x(t i ) and let m i be the number of x(t j )'s that equal x(t i ). Then the usual de nition of the rank of x(t i ) relative to x(t 1 ); : : : x(t n ) is k i + (m i + 1)=2, using the midrank adjustment for ties. However, nr x; (t i ) = k i + m i =2, which is equal to the rank of x(t i ) minus 1=2.
We de ne the rank correlation between two Lebesgue measurable functions x and y with respect to the measure as and R y; is de ned similarly. The measure can be chosen to eliminate a subset of the functions' domain or to emphasise the comparison of x and y on a particular subset. One can easily show that r x; is Lebesgue measurable whenever x is Lebesgue measurable, so is well de ned whenever the denominator is nonzero. Note that, by the Cauchy-Schwarz inequality, j (x; y)j 1:
The rank correlation can be simpli ed. Let S be distributed as , that is, suppose that prfS 2 Ag = fAg. We can write r(t) = prfx(S) < x(t)g + 1 2 prfx(S) = x(t)g: Therefore, for S 1 and S 2 independent and distributed as , R x; = prfx(S 1 ) < x(S 2 )g + 1 2 prfx(S 1 ) = x(S 2 )g = prfx(S 2 ) < x(S 1 )g + 1 2 prfx(S 1 ) = x(S 2 )g = 1=2 since prfx(S 1 ) < x(S 2 )g+ 1 2 prfx(S 1 ) = x(S 2 )g+prfx(S 2 ) < x(S 1 )g+ 1 2 prfx(S 1 ) = x(S 2 )g = 1:
Similar calculations yield 
where S 1 ; S 2 and S 3 are independent and distributed as :
DEFINITION. We say that x and y are -similar if there exists a set A with fAg = 1 and a function g strictly increasing on y(A) such that x(w) = gfy(w)g for all w in A. Note that if x and y are -similar then r x (w) = r y (w) -almost everywhere.
The following theorem justi es using to measure similarity between functions. In the theorem we assume that either the functions x and y are continuous and is absolutely continuous with respect to the Lebesgue measure or that is a discrete measure on fs 1 ; ; s n g 0; 1] with fs i g > 0 for i = 1; ; n. These conditions can probably be weakened, but doing so would lead to a more complicated proof. More general conditions are not really needed in practice. 
First note that 0. A negative would give negative.
Let A = fw : (??) holdsg. We show that (??) implies that, for all t 1 ; t 2 in A, x(t 1 ) < x(t 2 ) if and only if y(t 1 ) < y(t 2 ). Suppose not. Suppose that there exist t 1 and t 2 in A with x(t 1 ) < x(t 2 ) but y(t 2 ) y(t 1 ). Then r x (t 1 ) < r x (t 2 ) and r y (t 1 ) r y (t 2 ): However, this contradicts (??). Similarly, we can show that, for all t 1 and t 2 in A, x(t 1 ) > x(t 2 ) if and only if y(t 1 ) > y(t 2 ). Therefore, for t 1 ; t 2 in A, x(t 1 ) = x(t 2 ) if and only if y(t 1 ) = y(t 2 ). So gfy(t)g = x(t) is well de ned for t in A and strictly increasing on y(A). The proof of the converse is straightforward.
From the theorem, we see that, if x ( ) = g 1 fx( )g and y ( ) = g 2 fy( )g, with g 1 and g 2 strictly increasing, then the correlation between x and y is the same as the correlation between x and y. distance between x (x ? x)= x and y (y? y)= y is small. Thus Spearman's correlation su ers from the same de ciencies as L 2 distance for measuring similarity between two curves. Example 1. We now calculate the rank correlation between a monotone function x and a parabola y with vertex in 0; 1]. Suppose that is the Lebesgue measure and that x(t) = t and y(t) = (t?b) 
A Consistent Estimator of
Suppose that we have two regression functions, x and y, and we would like to estimate (x; y). There are two situations: the one-sample problem, in which we consider x as a known target function, and the two-sample problem, in which both x and y are unknown. In both situations, we base our estimator of on an estimatorŷ, orŷ andx, of the unknown regression function(s). The function can be estimated via spline smoothing or local linear smoothing; see for instance Eubank (1988) , Green & Silverman (1994) , Wand & Jones (1995) , Fan & Gijbels (1996) or Simono (1996) .
Our estimator of is the rank correlation coe cient betweenŷ and x, orx, with respect to n , a discrete distribution on a grid s n i ; i = 1; ; n, with typically n taken to be much larger than n y , or n y and n x . Our estimator can be easily re-written in terms of the usual ranks. For instance, for the one-sample case, let R x i be the usual rank of x(s n i ) among the x(s n j )'s, and let R^y i be the usual rank ofŷ(s n i ) among thê y(s n j )'s. The numerator of^ can be rewritten 1 ? prfŷ(s n I ) =ŷ(s n J ) =ŷ(s n K )jŷ( )g ; where I, J and K are independent and independent ofŷ, and uniformly distributed on f1; ; ng. Note that, in the probability on the right-hand side of the above equation, y is considered as a xed function.
We now outline some theoretical and simulation results. First consider the onesample case. Ifŷ simply interpolates the raw data instead of smoothing it, then^ will not consistently estimate . However ifŷ is, say, a local polynomial estimator using a uniform kernel with bandwidth converging to zero, then, under mild conditions on y, 
Cluster analysis by shape
Grouping curves by similarity of shape can arise in many contexts. For instance, the light emitted from periodic variable stars can follow several patterns and classifying stars by the shape of these emissions is of interest to astronomoners; see J. Reimann's Ph.D. Thesis, from the Statistics Department of the University of California at Berkeley.
We present a simple cluster analysis example to illustrate the performance of our method. The data, available at J.O. Ramsay's web site www.psych.mcgill.ca, consist of average daily precipitation for thirty-ve Canadian weather stations averaged over the years 1961 to 1994. We would like to divide the thirty-ve stations into groups with similar daily precipitation patterns. We do this via a cluster analysis, using rank correlation as our similarity measure. Speci cally for each station, the 365 data points were smoothed using`smooth.spline' in S-Plus, with smoothing parameters chosen by generalised crossvalidation. To account for the periodic nature of the data, that is to ensure that the day 1 and day 365 precipitation estimates could be smoothly joined, each data set was replicated three times prior to smoothing. We then calculated rank correlations among the smoothed curves of the thirty-ve stations, using the original time points as our grid. A grid with n = 365 is su ciently large to give a good approximation to the integrals appearing in our de nition of rank correlation. We used the S-Plus function`hclust' for hierarchical clustering. We examined the clusters resulting from a split into two, three, four and ve groups of weather stations. We found that a split into four groups of stations adequately accounted for the diversity of shape. Plots of the smoothed data for the four groups are shown in Figs. 1 to 4 . The rst group has high rainfall in the winter months and low rainfall in the summer months. The second group has a high level of precipitation in early summer and a very low level in the winter. The third group's plots have a very large mode in late summer and early autumn, and tend to have a small mode in the winter months. It is rather hard to make generalities about the fourth group, since it contains only one station, Kamloops. However, this station does not seem to t into any of the three previous groups.
For comparison, we re-did the cluster analysis using correlation of the smoothed data instead of correlation of the ranks. The rst two groups are identical to those in Figs. 1 and 2 . The third group does not include Prince George, which has been grouped with Kamloops instead. The precipitation pattern in Prince George is clearly closer to those in the third group. Therefore, we conclude that the rank correlation method has done a better job of grouping stations by shape of precipitation curves. We have de ned (x; y), the rank correlation between two functions x and y, and we have successfully estimated it. We have shown that is a useful measure of similarity of shape in a cluster analysis of precipitation data.
Unfortunately, the question of how to use^ for testing is extremely di cult. Suppose that we would like to test H 0 : x and y have the same shape, that is, that (x; y), the rank correlation between x and y with respect to a speci ed measure , is equal to one. We would reject H 0 if our estimate of (x; y) were too small. We could estimate as in x3. If we could calculate the null distribution of^ , we could easily calculate our p-value. However, our estimator is very complicated, in particular because it is not linear in the data. Even if we could determine its asymptotic distribution, it would undoubtedly depend on unknowns, such as the curvature of the regression functions and the standard deviation(s) of the regression error(s). We studied some bootstrap procedures, but these did not prove to be very successful, probably because^ has positive probability of equalling one.
The rank correlation can be a valuable tool for studying similarity of shape in many situations. One might use (x; y) for aligning two curves, by deforming the horizontal axis until the resulting curves have maximal correlation; see Ramsay & Li (1998) for an L 2 -norm approach to the alignment problem. Rank functions might also be used in a principal component analysis of a family of curves fx j ( )g, to study how the curves most di er in shape. Ramsay & Silverman (1997 . Precipitation as a function of day for Kamloops, which constituted its own group in a cluster analysis using the rank correlation. January 1 is day one. 
