Emotional analysis of microblog can discover that the public's attitude towards hot events can grasp the network public opinion, so it has become a hot research topic in text mining. In view of the current situation that most of the existing affective analysis methods separate the deep learning model from the emotional symbols, this paper proposes a microblog affective analysis method based on dual attention model. This method uses Word2Vec tool to express microblog platform and build emotional dictionary; uses deep belief network and attention model to construct microblog emotional classification model; and trains the emotional classification model based on the constructed semantic representation. By combining attention model with emotional symbols, this method effectively enhances the ability of capturing emotional semantics of microblog text and improves the performance of microblog emotional classification. Based on Spark cluster, the deep confidence neural network is processed in parallel. The experimental results show that the model achieves the best results in three indicators. The recall and precision of the model are more than 0.04 higher than the traditional shallow learning method.
I. INTRODUCTION
Text sentiment analysis has attracted many researchers and enterprises' attention because of its wide application prospects. In order to accelerate the development of text affective analysis technology, many research institutions at home and abroad have provided a unified research platform for this field. Researchers can conveniently evaluate and Research on these platforms, which makes text affective analysis technology develop continuously and achieve many research results [1] - [3] . Text Retrieval Conference, the International Conference on Text Retrieval, has a variety of tasks related to text sentiment analysis besides conventional sentiment analysis, such as judging the emotional polarity of documents while judging the gender of their authors. In China, the study of text sentiment analysis started late [4] , [5] . Chinese Opinion Analysis Evaluation is the first evaluation The associate editor coordinating the review of this manuscript and approving it for publication was Yongtao Hao. conference in the field of text sentiment analysis in China. Its evaluation tasks mainly focus on the subjective and objective sentiment orientation discrimination and evaluation object extraction of Web comment texts. In recent years, Natural Language Processing and Chinese Computing (NLPCC) also has tasks about text sentiment analysis, such as sentiment analysis and evaluation based on in-depth learning technology and microblog opinion detection [6] . The method based on feature classification mainly uses text analysis technology to extract the relevant language features contained in the text, and uses machine learning method to treat emotional analysis as a classification problem. However, this method relies heavily on the method of extracting emotional features. The accuracy of extracting emotional features will directly affect the final classification results.
Most of the research work still inherits the traditional method based on emotional knowledge [7] . The method based on feature classification and related models based on in-depth learning, such as: literature [8] , on the basis VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ of large-scale microblog texts, expands the existing emotional vocabulary knowledge base by using similarity calculation method, constructs a bilingual emotional dictionary, and adopts semi-supervised Gauss mixed model and model. K-nearest neighbor algorithm based on symmetric relative entropy realizes the emotional classification of microblog text; literature [9] reviews the implicit aspect/feature extraction technology from different perspectives. The first point is to compare and analyze the technologies that can be used to extract implicit terms, and summarize each technology briefly. The second perspective is to classify and compare the shortcomings of performance, data sets, language used and available technology. Literature [10] constructs the feature representation matrix of emotional space for common expression symbols, and realizes the mapping of word meaning to emotional space by multiplying the feature representation matrix of text word vector matrix and expression symbols, thus constructing the emotional representation of microblog text. Matrix, and then use multi-channel convolutional neural network to model the emotional representation matrix of microblog text, to achieve the emotional classification of microblog text. In this paper, deep belief network and attention model are used to construct the emotional classification model of microblog, and the emotional classification model is trained based on the semantic representation. By combining emotional symbols with attention model, this method effectively enhances the model's ability to capture the emotional semantics of text, and then improves the performance of emotional analysis of microblog text. The experimental results show that the microblog emotion classification model based on deep confidence network is parallelized on Spark platform, the training time is greatly shortened, and the accuracy of emotion classification is 5% higher than the traditional shallow learning method.
II. RELATIVE TECHNOIOGIES A. ARTIFICIAL NEURAL NETWORKS
Artificial Neural Networks is the foundation of deep learning, which is briefly introduced in this article. An artificial neural network is a network of many neurons that simulates the interaction of the animal's nervous system with real-world objects. The most basic component of a neural network is a neuron model. In this model, neurons receive input signals from other neurons. Each input signal corresponds to a weight to indicate the strength of the signal. The neurons receive it. The total input value will be compared to the threshold of the neuron and then processed by the activation function to produce the output of the neuron. The ideal activation function is a step function that maps the input values to an output value of ''0'' or ''1'', ''0'' corresponds to neuronal suppression, and ''1'' corresponds to neuronal excitation. However, due to the discontinuous and matte nature of the step function, a sigmoid function (Sigmoid) is generally used as an activation function in practical use. By connecting a plurality of such neurons in a certain hierarchical structure, a neural network is obtained.
1) SINGLE LAYER PRECEPTORS
The single-layer perceptron consists of two layers of neurons, the input layer and the output layer, as shown in Figure 1 . The output neuron receives the input information of n other neurons, and each of the connections for signal transmission corresponds to a weight, and the total input value received by the neuron generates the output of the neuron through the activation function. The calculation process is as follows:
Here y is the output value of the perceptron, ω i is the connection weight of the ith neuron, b is the activation threshold, also called the offset term, and f is the activation function.
2) MULTILAYER PERCEPTRON
Single-layer perceptron only has neurons in the output layer to process the activation function. Its learning ability is very limited. It can only deal with the problem that the data is linear separable. If the data is linear and inseparable, the singlelayer perceptron cannot do anything. To solve the problem of linear inseparability, we need to use a multi-layer perceptron, that is, to add one or more hidden layers between the input layer and the output layer of the single-layer perceptron, whose structure is shown in Figure 2 . In this network structure, the neurons in each layer are fully connected with the neurons in the next layer, and there is no cross-layer connection and layer connection between neurons. The multi-layer perceptron with this network structure is usually called ''Multi-layer Feedforward Neural Networks''. The learning ability of multi-layer perceptron is much stronger than that of single-layer perceptron, and it is relatively difficult to train multi-layer network. Back Propagation (BP) algorithm is widely used at present. In practical application, artificial neural network has high classification accuracy and strong learning ability, which can be used to approximate complex non-linear functions. However, when dealing with high-dimensional data, the neural network needs to train a large number of parameters. The training time is too long, and it is prone to over-fitting.
B. DEEP BELIEF NETWORK
Deep Belief Network (DBN) is a very representative deep learning algorithm, which is widely used. The DBN network model adopted in this paper is composed of a multi-layer Restricted Boltzmann Machine (RBM) and a layer of BP neural network. The training of DBN is divided into two steps: the first step is to pre-train the overlapping of multiple RBM networks, and the best feature representation of each layer is obtained by feature selection through unsupervised learning; the second step is to train the classifier with supervised learning using the final output of RBM network as the input eigenvector of BP neural network, and the second step is to train the classifier with supervised learning. The training error information is fed back to RBM to complete the reverse fine-tuning of DBN. DBN network solves the drawbacks of layer-by-layer greedy training of RBM, and also overcomes the problems of slow convergence rate caused by random initialization parameters and bias values of traditional BP neural network algorithm, so that the classification results of DBN network are better than those of general shallow learning algorithm. The network structure of DBN is shown in Figure 3 . RBM network is an improved algorithm of Boltzmann machine algorithm. The network is composed of visual unit layer and hidden unit layer. Nodes in each layer are not connected with each other. Neurons in RBM have only two states of activation and inactivation. v i denotes the neurons in the visual layer; h i denotes the neurons in the hidden layer; v i and h i are 0 or 1; W denotes the weight between the visual layer and the hidden layer.
RBM is an energy model derived from statistical mechanics. The definition of energy function is as follows:
b i denotes the bias of v i , c j denotes the bias of h j , ω ij denotes the connection weight between v i and h j , and specifies θ = {ω, b, c}. The training process is divided into two steps. The first step is to initialize the visual layer randomly. The second step is to use Gibbs sampling to balance the energy distribution between the visual layer and the hidden layer in the whole network. Formula (3) represents the joint probability distribution of RBM:
Z denotes the normalized factor and its definition is as follows:
The conditional probabilities corresponding to v i and h j are as follows: (5) and (6):
With the wide application of attention models in natural language processing, various improved models have emerged as the times require. For example, in [11] , aiming at the global alignment pattern of attention, a local attention model is proposed. Firstly, the approximate position of alignment is determined, then the window lengths are extended to the left and right, and the alignment probability of each word is calculated within the specified window range. Literature [12] In order to solve the problem of long-distance semantic dependence, the alignment model of attention model is improved. By adaptive weighting of current input, the original output implicit state is aligned with the current input implicit state, and the alignment model is modified to rely only on the current input implicit state. In this paper, attention mechanism and emotional symbols are introduced into bidirectional long shortterm memory (BLSTM) network deep learning model, and a dual attention model is constructed. The word vector representation layer is the input of the whole model, and mainly includes two parts: the word vector matrix R T of each microblog text word and the word vector matrix R E of the emotion symbol set. The acquisition of words and emotion symbol word vectors can be seen as a process of looking up a dictionary. Dictionary d is learned through large-scale corpus using a word vector training model. Here: d represents the dimension of the word vector, and N represents the number of words in the dictionary. For a text sequence T = {ω 1 , ω 2 , · · · , ω n }, the word vector of the words in the text is spliced together, and the word vector representation of the entire text sequence can be obtained. The splicing method is as shown in equation (7):
Here: v i ∈ R d×N indicates that ω i corresponds to an element in the dictionary, and ⊕ indicates a row vector splicing operation. The word vector of the words in the emotional symbol set is also spliced in the manner of equation (7), and the dimension of R T and R E is the number of words and the number of emotion symbols in the microblog text.
III. SPARK PARALLEL OPTIMIZED DBN COMBINING ATTENTION MODEL FOR EMOTIONAL CLASSIFICATION
After the construction of DBN network, we apply it to the emotional classification of microblog, which is different from the general Chinese text classification. The text content of microblog is very short, not only less than 140 words, but also extremely irregular [13] , [14] . Therefore, before classifying microblog emotions, it must be processed into a form that can be computed by computer, that is, the data representation model. Then we construct an emotional dictionary to extract the emotional features in the microblog text, and train the whole Spark parallel DBN model with the extracted features as input to get the classification results, so as to realize the emotional analysis of the microblog text.
A. MICROBLOG PREPROCESSING AND FEATURE VECTOR CONSTRUCTION
Before analyzing the emotions of microblog, the data should be pre-processed such as noise cleaning, word segmentation, and stop words. This paper uses ICTCLAS 2016 software of Chinese Academy of Sciences to participle and part-ofspeech tagging microblog text. After word segmentation, stop words are removed from the result corpus. According to the characteristics of microblog, a corresponding stop words list is constructed, and the corpus after word segmentation is screened. In this paper, Word2Vec's CBOW model is used to transform the preprocessed data sets and emotional dictionaries into word vectors respectively. Word2Vec is a modeling tool developed by Google for in-depth learning from words to vectors [15] , [16] . The basic idea is to map every word in the data sample set into a fixed length real vector through training. Vectors representing samples form a vector space of data samples. By calculating the similarity between these vectors, we can get the approximation degree of the semantics represented by the words they represent. Through the collation of the existing emotional knowledge base, this paper constructs the emotional symbol base of microblog, as shown in Table 1 .
The microblog sample data in this paper can be divided into four categories: happy, angry, disgusted and depressed. Through the construction of the emotional symbol library, the emotional symbols contained in the microblog text are extracted, and the set of emotional symbols is constructed for each microblog text. For the extraction of emotional symbols, this paper formulates the following extraction rules:
1) SEMANTIC ACQUISITION LAYER
BLSTM model is a combination of forward long short-term memory (LSTM) model and reverse LSTM model. It can capture both forward and reverse semantic information. LSTM controls the flow of information in the current network through a memory unit c, three gate structures (input gate x, forgetting gate f and output gate o). Specifically, the information content c t and output information o t of the current moment memory unit are determined by the input x t of the current moment, the state f t of the current moment forgetting door, the information content c t−1 of the previous moment memory unit and the output o t−1 of the previous moment. In BLSTM, the relationship between structures can be simply expressed as: 
Among them: T is the number of input states, α t is the weight of input state h t . Unlike the standard attention model, the α t in this attention model is related to the input state at each moment and a randomly initialized context vector A. A can be regarded as a semantic representation of input. α t is calculated by formula (11) and (12):
Formulas (11) and (12) 
Type T means microblog articles, with a total of m words and n i means i words. Word2Vec is used to calculate synonyms and HowNet is used to form an emotional dictionary. Among them, 21532 are emotional words, 23 are negative words, 7 are transitional words, 6 are progressive words and 8 are rhetorical words. The pre-processed data in training samples are transformed into the form of word vectors to calculate the similarity with the emotion dictionary, and the threshold ε = 0.61 of similarity is set. When the word vector of the training data set and the word vector of the affective dictionary are less than the threshold value, the feature is extracted as the input of the DBN classifier.
2) SEMANTIC COMPOSITION LAYER
The main task of Semantic Composition Layer is to merge S T and S E to construct the whole semantic representation vector of microblog text. In this paper, in order to simplify the computational complexity of the model, only S T and S E are semantically merged by line connection, and a matrix S of (r T + r E ) × c is constructed to represent microblog text semantically. Where r T and r E denote the number of rows of S T and S E , c denotes the number of columns of S T and S E .
B. PARALLEL OPTIMIZATION OF EMOTIONAL CLASSIFIER BASED ON SPARK PLATFORM
DBN network is a computational task requiring multiple iterations. Spark uses a distributed memory computing platform, which can effectively support iterative computing. In addition, each node in the same layer RBM is independent of each other, which provides conditions for distributed computing of DBN model [17] , [18] . Therefore, this paper uses Spark as the parallel framework of emotional classification model.
In the process of DBN network training parallelization, since the RBM networks deployed in each computing node are trained independently of each other, a parameter server for managing RBM parameters in each computing node must be set. The parameter server is used to receive the parameter change amount θ generated after each model training, and then is responsible for summarizing and calculating each change amount, updating the parameter θ and redistributing it to each RBM network, and starting a new round of training. In the Spark platform, the master node acts as a parameter server, and each worker node deploys the RBM network model as a compute node. The master node provides the initialization parameters θ = {W , b, c} required for training and distributes it to each worker node. Each worker node uses all the training data on the split piece to learn the parameters. In this paper, minibatch is used as the training parameter update criterion. When the worker node executes a batch of training data, the parameter change amount θ is sent to the master management node. The parameters are updated until all the training is completed, and the feature data processed by each training is converted into RDD form storage.
IV. SIMULATION RESULTS AND ANALYSIS
The data set used in this experiment is mainly to download 400,000 microblog data through web crawlers. In addition, there are COAE training and testing microblog data sets in recent years and public microblog data sets provided by NLP&CC, including COAE 2011. 30,000 articles, 40,000 COAEs in 2014, and 4,000 data compiled by NLP&CC in 2013, and some of the training data were manually labeled, mainly divided into four different emotional categories: joy, anger, disgust, and depression. In the experiment, the accuracy, recall and F1 are used to evaluate the performance of the classification algorithm. The mathematical formulas are shown as follows: Accuracy = Number of correctly categorized texts / Number of actually categorized texts;
Recall ratio = number of correctly categorized texts / number of texts that should be categorized; F1 = Accuracy × Recall ratio × 2/(Accuracy+Recall ratio)
A. EXPERIMENTAL RESULTS AND ANALYSIS OF EMOTIONAL CLASSIFICATION
In this paper, two experiments are carried out. The first experiment is to compare the performance of emotion The experimental results are analyzed. It can be seen from Fig. 5 that when the number of network layers of the RBM is 3, the classification effects of the KNN and BP neural networks of the shallow feature learning are basically the same, because the structure of the model is not enough. Deep, failed to fully learn the characteristics. When the number of layers of RBM in DBN is changed from 3 layers to 4 layers, the classification accuracy of DBN model is higher than that of KNN classifier and BP neural network by more than 5%. This is because as the number of layers in the model increases, the feature transformation layer-by-layer transforms the feature representation of the sample in the original space into a new feature space, and the model training is more sufficient, so that the classification effect is also improved. Therefore, the experiment verifies that the effect of deep learning in emotional classification is better than that of general shallow learning.
When the number of layers of RBM is increased from 4 layers to 5 layers and 7 layers, the improvement of classification effect is not very significant, and the accuracy rate is improved by less than 2%. This is because the number of training layers of RBM is increased, the training time is also lengthened, and the error information is attenuated layer by layer in the back propagation. On the contrary, the classification effect of the model is not as good as imagined. When the number of layers of RBM is increased to 4 layers, the classification effect of microblog emotions has been satisfactory, and the training time of the model will increase as the number of layers of RBM is increased. Therefore, when parallelizing the DBN experiment, the number of layers of the DBN model is set to 4 layers, and then the classification performance of the model and literature [8] and literature [9] is compared. The comparison results are shown in Fig. 6 . The results show that the model has achieved the best results on all three indicators, and the recall and precision are 0.04 higher than the comparison method.
According to the relevant requirements and evaluation indicators of nlpcc's Chinese microblog emotion evaluation task, this paper analyzes the NLPCC2013 and NLPCC2014 datasets respectively, and the results are shown in Tables 2 and 3 . It can be seen from tables 2 and 3 that the proposed method has achieved the best results in all indicators. Compared with the better performing literature [8] method, micro average F1 and macro average F1 have increased by 3.56% and 1.93% respectively in 2013 data set, and micro average F1 and macro average F1 have increased by 3.18% and 3.33% respectively in 2014 data set, reflecting the classification effect of personalized emotional symbols Better than a global emotional symbol. It shows that the emotional symbols in this paper are very helpful for the emotional classification of microblog texts. At the same time, the performance improvement of the proposed method on the data set in 2014 is better than that in 2013, because the training set in 2014 is larger than that in 2013, and the model is more fully trained.
B. ANALYSIS OF EMOTIONAL CLASSIFICATION ON MICROBLOG BASED ON SPARK PLATFORM
Then the DBN network is optimized in parallel on Spark platform [19] . The Spark cluster used in the experiment consists of eight servers. One server serves as the management node of the Spark cluster, and the other seven servers act as the computing node of the Spark cluster. The task of this experiment is to compare the difference of training time between single-machine DBN algorithm and Spark cluster parallel DBN algorithm under the same number of training samples. In the experiment, the training parameters of the traditional DBN model and the network parameters after Spark parallelization are initialized. The number of RBM nodes in each layer of DBN is set to be 1000-800-200-5, the learning rate is 0.01, the number of iterations is not more than 2000, and the training time is recorded. In Figure 7 , the abscissa represents the size of training data, in units of ''100 strips'', the ordinate represents ''time'' and the unit is ''seconds''. When the training data is small, the parallel training time of Spark is slightly longer than that of single machine. When the amount of data begins to increase, the training time of single-machine DBN algorithm will increase rapidly with the increase of the amount of data, while the training time of parallel DBN algorithm based on Spark does not increase rapidly with the drastic increase of the amount of data. It can be seen from the figure that when the amount of data increases to more than 80,000, singlemachine training is five times as long as Spark training time. It can be concluded that the parallel DBN algorithm based on Spark platform can effectively improve the operation efficiency when dealing with massive data.
V. CONCLUSION
In this paper, a representative DBN network of deep learning is constructed and optimized by Spark platform. The experimental results show that the algorithm can shorten the training time of RMB and improve the accuracy of sentiment classification. In this paper, we use the existing sentiment analysis resources to construct a microblog emotion symbol library containing emotional words, degree adverbs, negative words, microblog emoticons and common network terms, and introduce the attention model to the emotions contained in the microblog text and text. The symbols are coded separately to construct a semantic representation of the microblog text. The sentiment analysis of microblog also includes the steps of text preprocessing and feature selection. Therefore, the focus of the next step of this paper is to study how to apply the Spark platform parallelization to the text preprocessing, which can further improve the speed of sentiment analysis. The model has the ability to analyze massive microblog emotions online in real time.
