Abstract-Dynamic magnetic resonance imaging (MRI) is used in multiple clinical applications, but can still benefit from higher spatial or temporal resolution. A dynamic MR image reconstruction method from partial ( )-space measurements is introduced that recovers and inherently separates the information in the dynamic scene. The reconstruction model is based on a low-rank plus sparse decomposition prior, which is related to robust principal component analysis. An algorithm is proposed to solve the convex optimization problem based on an alternating direction method of multipliers. The method is validated with numerical phantom simulations and cardiac MRI data against state of the art dynamic MRI reconstruction methods. Results suggest that using the proposed approach as a means of regularizing the inverse problem remains competitive with state of the art reconstruction techniques. Additionally, the decomposition induced by the reconstruction is shown to help in the context of motion estimation in dynamic contrast enhanced MRI.
I. INTRODUCTION

M
AGNETIC resonance imaging (MRI) is a medical imaging technique that produces images of internal structures of the body. Dynamic MRI, a magnetic resonance signal with both spatial and temporal information, is used in multiple clinical applications such as cardiovascular imaging or dynamic contrast enhanced MRI. However, MRI is inherently a slow process due to a combination of different constraints including nuclear relaxation times, peripheral nerve stimulation, power absorption and signal to noise. This can limit spatial and temporal MR resolutions, yet they are critical to monitor dynamic processes where events change on relatively small scales (few millimetres and sub-second). Additionally, long scan durations can affect patient comfort and for that reason increase chances of motion artefacts. Hence, many approaches have been proposed to reduce acquisition time since the development of MRI. Popular techniques include for example echo planar imaging [1] , fast lowangle shot imaging [2] , and parallel MR imaging [3] which uses multiple receiver coils.
In addition, complementary acceleration approaches that exploit information redundancy in the signal have been developed. In general, part of the -space measurements that would normally be acquired are skipped. Doing so results in an ill-posed inverse problem that needs to be regularized by incorporating prior information about the signal to provide physiologically representative and accurate images, i.e., without artefacts introduced by the ill-posedness. The prior information may be any valuable assumption about the signal. Although this approach has been used previously, it has recently received interest due to compressed sensing (CS) [4] , [5] . CS refers to the topic of signal acquisition and reconstruction from incomplete measurements yielding acceptable or perfect recovery using the fact that the signal of interest is sparse (either in its direct representation or after a transform to another domain). Intuitively, a signal is said to be sparse if only a small fraction of coefficients are significant. CS has been successfully applied in MRI and dynamic MRI [6] - [8] . More recently, researchers have also looked at exploiting the low-rank property of matrices, instead of simply sparsity of vectors. These techniques have started to gain interest in dynamic MRI [9] , [10] and have been combined with a sparsity prior [11] , [12] . In addition, there has been interest in the low-rank plus sparse decomposition model, also referred to as robust principal component analysis (RPCA) [13] , [14] . Many results in the literature have reported that it is possible under some assumptions to recover both low-rank and sparse components from only a fraction of observations [13] , [15] - [17] . The proposed approach in this paper is based on previous investigations using the low-rank plus sparse decomposition model as both a regularization prior and a separation method in dynamic MRI from partial measurements [18] , which was itself inspired by the work of Gao et al. [19] in dynamic computed tomography. Gao et al. have applied their approach in cardiac cine MRI [20] - [22] and diffusion MRI [23] , and recent work by Otazo et al. [24] has also highlighted the role of the low-rank plus sparse decomposition as a background and contrast separation. The work presented in this paper is particularly developed for dynamic magnetic resonance imaging. Image reconstruction is formulated as an inverse problem regularized by a lowrank plus sparse prior, with a Fourier transform as the sparsifying transform in the temporal direction. The alternating direction methods of multipliers (ADMM) framework is proposed to solve the minimization problem and derive an algorithm called -RPCA. Random sampling schemes for dynamic undersampled MRI are tested and compared. Experiments using complex-valued noise, numerical phantoms and in vivo MRI data along with comparisons against state of the art dynamic MR reconstruction methods are presented. Additionally, the usefulness of the decomposition provided by the reconstruction model is shown in the context of motion estimation in dynamic contrast enhanced MRI.
The rest of the article is organized as follows. Section II briefly reviews reconstruction methods for undersampled dynamic MRI and the robust principal component analysis technique. Section III presents the proposed -RPCA approach. Numerical simulations are shown in Section IV. Sections V and VI, respectively, present discussion and conclusion of this study.
II. BACKGROUND
A. Dynamic MRI From Partial Measurements
The imaging equation in dynamic MRI can be written as (1) where represents the measured ( )-space signal, is the desired image function and represents the noise. Considering complex-valued raw MR data, the noise can reasonably be modelled by an additive white Gaussian distribution on both real and imaginary components (with i.i.d. random variables) [25] .
Finding the closest representation of the true object from a limited number of measurements is the inverse problem of interest in this paper. Here, limited refers to undersampled data or sub-Nyquist sampling in accordance with the Shannon-Nyquist sampling theory.
B. Fast Imaging Methods Previously Proposed
Many techniques to tackle this inverse problem in dynamic MRI rely on the assumption that a Fourier transform along the temporal dimension returns an approximately sparse signal, because the original 2-D images in time exhibit significant correlation and/or periodicity. This prior knowledge has been used in techniques such as UNFOLD [26] and -BLAST [27] ; the latter additionally exploits the compactness of the signal distribution.
Compressed sensing (CS) [4] , [5] suggests that if the signal of interest is sparse, it is possible under certain assumptions to reconstruct the signal exactly with high probability with fewer samples than the standard Shannon-Nyquist theory demands. In other words, CS proposes to directly acquire compressive measurements and reconstruct the signal from this reduced set of samples. CS has been applied to MRI [28] and in particular techniques have been developed specifically for dynamic MRI, such as -SPARSE [6] and -FOCUSS [7] . -FOCUSS first estimates a low-resolution version of the ( )-space, prior to a CS reconstruction using the FOCUSS algorithm [29] , a general estimation method to find localized energy solution from limited data.
C. Low-Rank and Sparsity Methods
Consider images of dimension . Approaches based on low-rank matrix completion are usually based on a matrix which is formed so that each column represents a vectorized MR image of the sequence, [30] , [10] . This matrix, referred to as a Casorati matrix, is very likely to be approximately low-rank, where only a few singular values are significant, because of the high correlation between images.
Generally, a finite-dimensional spatio-temporal MRI model equivalent to (1) is adopted (2) where represents the stacked ( )-space measurements vector, is the MRI encoding operator modelling both the sub-Nyquist sampling and Fourier transform with represents the matrix to recover, and is the noise vector. A common approach to recover low-rank matrices is based on rank minimization subject to a data fidelity term. However, similar to the norm in CS reconstruction, the rank operator makes the minimization computationally intractable as the dimension of the problem increases. The rank penalty is often replaced by the nuclear norm, and the equality constraint relaxed. The nuclear norm (also known as trace norm or Schatten -norm with ) is known to be the convex envelope of the rank operator [31] , [32] and is defined as the sum of singular values, i.e., , where denotes the th singular value of . In its Lagrangian form, this leads to a nuclear norm regularized linear least squares problem which can be solved efficiently using accelerated proximal gradient methods [33] , [34] , but it is also possible to solve variants of the rank minimization problem without the use of the nuclear norm, for example based on PowerFactorization [9] , [35] .
Finally, there has been recent interest to explore the combination of both low-rank and sparsity penalties [11] , [12] . These methods formulate the problem as (3) where is related to prior information about the rank and about the sparsity. In -SLR [11] , the regularization penalties are the nonconvex Schatten -norm with , and represents the spatio-temporal total variation norm, i.e., the norm of the gradient in directions , and approximated by finite differences; and are the associated regularization parameters. The authors in [12] have also proposed to exploit both rank and sparsity a priori information using respectively the partial separability model and a temporal Fourier transform. A notable feature of this work lies in a single formulation of both constraints using a sparsity constraint to regularize the partial separability model.
D. Robust Principal Component Analysis
Robust PCA (RPCA) [13] , [14] is a mathematical method that decomposes a given matrix into a low-rank and sparse components. Considering a Casorati matrix of dimensions , RPCA describes the convex minimization problem (4) RPCA is solved efficiently via alternating direction methods of multipliers (ADMM) that relies on the augmented Lagrangian function (5) where denotes the trace inner product, is the Lagrange multiplier of the linear constraint and is the penalty parameter (a positive scalar). ADMM is an iterative scheme that minimizes over and separately, then updates Lagrange multipliers. There exist closed-form expressions for and , respectively the singular value thresholding operator (where represents the singular value decomposition) and the shrinkage operator defined element-wise as . The penalty parameter can be fixed as in [13] , [14] although another strategy is to update it dynamically [36] . The iterative procedure is described in Algorithm 1 where denotes the iteration number (and the last iteration). RPCA can be stopped when the quantity is small or when a maximum number of iterations is reached. Parameter can be seen as a trade-off between how much the low-rank component gets "low-rank" and how much the sparse component gets "sparse". The authors of [13] suggested the theoretically supported value (6) where . In general, this choice offers a reasonable separation, although by varying it can be tailored to a given application.
Note that the low-rank plus sparse decomposition is not unique if the given matrix is both low-rank and sparse, since both components can then be seen interchangeably as either low-rank or sparse (for example, a matrix that has only one Fig. 1 . Schematic RPCA decomposition. Given a matrix that is neither lowrank nor sparse, RPCA estimates low-rank and sparse matrices such that . Fig. 2 . RPCA on a breath-hold cardiac MRI sequence with . Algorithm 1 with was used to generate figures in this example. Decomposition resulted in a rank-1 matrix for the low-rank part as shown by the only nonzero singular value, while the sparse component does not have a low rank because most of its singular values are not close to zero. It can be seen on the corresponding images and histograms that the sparse component is much more sparse than the low-rank one. Physiologically, the low-rank part appears as a static component while the sparse component captures motion, in this particular case mostly heartbeats. nonzero element). In a dynamic MR imaging scenario, it is unlikely that the data to reconstruct would be both low-rank and sparse at the same time. Generally it will be approximately low-rank (because 2-D images exhibit significant correlation and/or periodicity in time) but not sparse in the image domain because either 2-D images represent anatomical sections that are rarely sparse or the presence of noise makes images not sparse. A graphic representation of RPCA is shown in Fig. 1 , and RPCA applied to MR images is presented in Fig. 2 .
III. METHOD
A. Low-Rank Plus Sparse Prior
A dynamic MR image reconstruction method from sub-Nyquist measurements based on an intrinsic separation between low-rank plus sparse components is introduced. The method has strong connections with robust principal components analysis from partial entries [13] , [15] and low-rank matrix recovery framework in accelerated dynamic MRI [9] , [10] . The proposed approach assumes that the Casorati matrix can be expressed as a linear combination of a low-rank plus sparse component, and at the same time assumes that this prior information is strong enough to be able to reconstruct images from partial samples. At this point, it is important to distinguish between methods that consider the signal to reconstruct as being simultaneously low-rank and sparse (as presented in Section II-C) and the approach presented in this paper that considers the signal to reconstruct as being the sum of low-rank plus sparse components.
Image reconstruction is formulated as a minimization problem with the convex objective function defined as (7) where represents the MRI encoding operator modelling both the sub-Nyquist sampling and Fourier transform as described in Section II-C, denotes the Fourier transform operator along the temporal dimension, is a regularization parameter and is the decomposition parameter 1 as defined in (6) . The inclusion of those priors in the reconstruction problem makes the assumption that the dynamic imaging data have the property of being separable into an approximately low-rank and approximately sparse components. The additional operator can be justified by the fact that the proposed method deals with the reconstruction of undersampled dynamic imaging data: a Fourier transform along the temporal dimension as a sparsifying transform has been shown to improve sparsity in many dynamic reconstruction methods (e.g., [6] , [7] ). This is beneficial since it is assumed in such studies that the more the signal is sparse, the higher the undersampling ratio can be. An illustration is provided in Fig. 3 .
The method is named -RPCA, since the first term in the objective function represents a data fitting criterion enforcing consistency between reconstructed data and partial acquired ( )-space samples, and the second term encloses a low-rank plus sparse decomposition.
B. Complex-Valued Data
Although RPCA has been studied for real-valued matrices, it can be shown empirically that complex-valued matrices can also be separated into the sum of low-rank plus sparse components. The RPCA algorithm can readily handle a complex-valued matrix since it is based on operators that are easily extensible to complex-valued data. Indeed, the singular value thresholding operator (SVT) is a shrinkage on singular values that are always nonnegative real numbers (even for a complex-valued matrix). Hence, SVT can be simply generalized and defined as , where denotes the Hermitian transpose of . The shrinkage operator can also be easily extended to complex-valued numbers. The reason for interest in complex-valued 1 The decomposition parameter can be seen as either or interchangeably. In the following, we will mainly refer to it as because it is easier to interpret since it can be seen as a scaling parameter that does not depend on the matrix dimensions. decomposition is that MR data are inherently complex-valued, although usually only magnitude images are displayed.
C. Image Reconstruction
To minimize (7), an algorithm is derived based on ADMM, which can be interpreted as a variable splitting scheme combined with the augmented Lagrangian [37] , [38] . Variable splitting is introduced (8) and the associated augmented Lagrangian function (9) where are Lagrangian multipliers and denotes the real part. Ignoring constants irrelevant to optimization, (9) can also be written as (10) ADMM minimizes over and separately leading to sub-problems that have closed-form solutions. The nuclear norm minimization problem is solved analytically via singular value thresholding [39] ; the solution of the norm problem is found by soft thresholding [13] , [14] , and the other sub-problems are quadratic resulting in a linear system of equations (11) (12) (13) (14) Based on these analytical solutions, an image reconstruction procedure is derived (Algorithm 2), which can be seen as RPCA for undersampled ( )-space MRI data. Penalty parameters and are both set and fixed to 1, although as in standard RPCA they could be updated dynamically. To ensure convergence, the -RPCA algorithm is stopped when a maximum number of 200 iterations is reached, or when .
D. Sampling Strategies
Low-rank matrix completion and compressed sensing have strong parallels [31] . Hence, the sampling strategy adopted in this paper is similar to compressed sensing MRI methods. One of the requirements for a successful CS reconstruction in MRI is the incoherence of undersampling artefacts. This can be achieved by undersampling randomly in -space. However, sampling strategies must also satisfy hardware and physiological constraints, which generally means that trajectories must follow relatively smooth lines and curves [8] .
Since a conventional strategy to acquire Fourier samples in MRI is along parallel equispaced -space lines onto a Cartesian grid, a convenient way to achieve incoherent undersampling is to randomly select fewer lines. However, since the energy distribution of MR images in -space is known to be concentrated close to the center, a common strategy consists of densely sampling central -space lines and randomly selecting lines elsewhere. Although selection of random lines can be drawn from a simple uniform probability distribution, a better approach is to give lower probabilities to the selection of lines nearer to the -space edges in order to take into account the energy distribution and also because it may overcome coherence problems at low spatial frequencies for some sparsifying transforms [40] . This is often referred to as polynomial variable density sampling [28] . In this paper, a similar sampling strategy is adapted to dynamic imaging, where for each acquisition time frame the sampling density of -space lines is one near -space center and decreases towards the edges of -space.
Note that it has been reported in the literature that radial sampling provides better reconstruction results from a CS point of view since resulting artefacts more closely resemble noise compared to Cartesian undersampling [8] . Hence, a radial scheme is also tested with acquisition being made by 2-D projections at different angles. Equi-angular spacing projections are used and incoherency in time is achieved by applying a random rotation between on the whole pattern across each acquisition frame as done in [11] . Note the radial sampling is here directly approximated to the closest Cartesian trajectory, hence it is referred to as "pseudo-radial" since it does not include important steps that would have to be included in a real radial-based MRI acquisition (i.e., a density compensation function and a gridding procedure).
An illustration of the sampling patterns used in this study is shown in Fig. 4 . These undersampling strategies can be achieved by omitting readouts from conventional Cartesian or radial acquisitions. This makes them particularly suitable and inexpensive from an MR acquisition point of view, since only minor pulse sequence modifications are required.
IV. EXPERIMENTS AND RESULTS
A. Framework 1) Preliminaries:
Experiments were run in MATLAB on a Linux platform. Intensity of data were normalized between values 0 and 255 prior to any processing. Simulated data were created directly in the image domain and in vivo data were based on magnitude-reconstructed images from an MR scanner. Datasets were then undersampled retrospectively using a polynomial variable density or pseudo-radial sampling schemes as shown in Fig. 4 . In all experiments, white Gaussian noise was added explicitly on each real and imaginary channel of the undersampled data with a standard deviation to obtain more realistic simulations.
Performance of reconstruction methods are quantified with the following metric: (15) where (resp. represents the ground truth fully-sampled noiseless matrix (resp. estimated matrix). This quantity is expressed in decibels for convenience. Since (15) provides a global measure, the normalized mean square error (NMSE) at each time frame will be shown for some experiments (16) where (resp. represents the ground truth fully-sampled noiseless image (resp. estimated image) at time frame .
2) Comparisons With Other Reconstruction Algorithms:
A zero-filled inverse Fourier transform and a sliding window reconstruction using a zeroth-order hold technique [41] are included, mainly to illustrate the level of undersampling. Comparisons with dynamic MR reconstruction methods -FOCUSS [7] and -SLR [11] are provided. Literature review suggests that they are arguably very efficient state of the art techniques respectively in CS, and low-rank and sparsity methods for dynamic MRI reconstruction.
-FOCUSS is implemented with 40 inner iterations (conjugate gradient step), two outer iterations (FOCUSS step), and weighting matrix power factor of 0.5. The low-resolution initial estimate is important to guarantee a good performance of -FOCUSS and is obtained by using a zero-filled inverse Fourier transform using the low-frequency samples. In -SLR, the nonconvex Schatten -norm with is used. There are parameters to tune related to the continuation strategy of the optimization algorithm that are used to improve the convergence rate. These parameters are set at suggested values provided in the -SLR package (penalty parameters for Schatten and TV norms; penalty parameters incrementation both set to 25 in the outer loop; maximum number of 50 inner and nine outer iterations). 3) Regularization Parameters: In -FOCUSS, one regularization parameter can be tuned that controls the stability of the solution under noisy conditions. Here, reconstructions with a different regularization parameter selected from a range of values are computed and the best one is selected in accordance with (15) . In -SLR, different regularization parameters and for respectively the Schatten norm and spatio-temporal TV norm are tested, and the best reconstruction is selected according to (15) . A similar strategy for -RPCA is employed by varying both the regularization and decomposition parameters. Note that if one is looking for a specific type of decomposition, can be fixed accordingly, although it should be noted that it may also affect the reconstruction results, which is discussed in Section V-A.
B. Reconstruction Results
This section presents reconstruction results where the separation is not of particular interest, but proves to be a strong enough a priori information to remain competitive against state of the art methods. In these experiments, in -RPCA is automatically selected to return the best reconstruction.
1) Phantom Simulations:
First experiments are conducted on a numerical phantom of dimensions , as shown in Figs. 6 and 7. This phantom is created to model typical dynamic MRI sequences with different types of time-varying components. Specifically, it can include periodic local and global motion, and localized changes of intensity. Local motion simulates moving organs (such as the beating heart) while global motion simulates respiratory-like movement imitating free-breathing imaging. Motion is modelled using trigonometric functions with varying frequencies and amplitudes. Local intensity changes mimic a contrast enhanced (CE) signal, i.e., the uptake and washout of a contrast agent using the modified Tofts model [42] as shown in Fig. 5 . This is typical in dynamic contrast enhanced MRI studies. While simplistic, the major advantage of this phantom is the full control and availability of ground truth. Fine adjustments can be made such as adding specific levels of noise, creating motion-free or CE-free dynamic sequences. To evaluate the performance of the different reconstruction algorithms, the same phantom with different time-varying elements is used. In particular, reconstruction methods are tested when the phantom has only intensity changes (no motion), periodic motion (no intensity changes) and with a combination of the two. Table I provides some characteristics of the three phantoms in the noiseless case, i.e., the rank, norm of the Fourier transform along the time dimension and norm of the gradient in directions approximated by finite differences. Note that noiseless (ground truth) matrices are of dimensions with various ranks depending on whether intensity/motion is present. However, noisy matrices are full-rank (80) because of the presence of noise, although they remain approximately low-rank with a number of significant singular values about equivalent to their noiseless counterpart.
In these experiments, the acceleration factor is approximately 10 (about 10% of acquired samples). Quantitative results are reported for Cartesian sampling and pseudo-radial sampling in Tables II and III . Reconstruction errors are shown in decibels and have been computed as in (15) with associated regularization parameter(s) for the different methods in brackets. For -SLR, they refer to and for -RPCA to . Visual evaluations are provided in Figs. 6 and 7. Fig. 6 shows magnitude images, phase images and temporal profiles for the phantom with a combination of intensity and motion. Fig. 7 presents time profiles of reconstructions for the phantom with only intensity and with only motion.
Different types of dynamic imaging are tested, but from these results there is no indication in which -RPCA might have a preference for a certain one. In fact, it can be observed that -RPCA has a similar behavior as -SLR, although -SLR consistently provides better reconstructions than -RPCA itself. Both -SLR and -RPCA outperform -FOCUSS when motion is present, and when a combination of intensity and motion is present. When only intensity is present however, -FO-CUSS seems to have a slight advantage over both -SLR and -RPCA.
The general good performance of -SLR over other methods can possibly be attributed to the fact that the phantom is a piecewise constant signal. A spatio-temporal total variation prior is particularly efficient for this type of signal, since the total variation model penalizes highly oscillatory solutions while allowing jumps in the regularized solution. In other words, this means that the solution obtained by -SLR is rather due to the sparsity prior than the low-rank one. For example, it can be seen that no prior information about the rank of the matrix was used in the reconstruction of the phantom with only intensity for Cartesian sampling [ Fig. 7(a) and (b) ], as was selected equal to zero (Table II , "Intensity only" column). Tables II and III show that all reconstruction methods benefit from the pseudo-radial sampling, whether they are based only on sparsity or both low-rank and sparsity prior. This can be expected because it can be seen that a direct inversion (zero-filled inverse Fourier transform, ZF-IDFT) already gives an improved reconstruction performance when a pseudo-radial sampling pattern is employed over the Cartesian sampling pattern.
2) Cardiac MRI: The second experiment is conducted on cardiac in vivo MRI data, specifically a free-breathing cardiovascular dataset of dimensions from a 3T MRI scanner. Apart from motion such as heartbeats and large breathing movements, this dataset has complex anatomical features that makes it more challenging to reconstruct than the numerical phantom. An acceleration factor of approximately 8 is chosen which corresponds to about 12.5% of acquired samples. It is necessary to add noise to in vivo data because the orig- inal noise in the magnitude image becomes part of the apparent signal when retrospectively undersampled. Time frames extracted from the different reconstruction methods are shown in Fig. 8 , although it is visually difficult to claim objectively which method is the best. Quantitative results are given in Table IV for the different sampling strategies. Additionally, NMSE at each time frame are shown in Fig. 9 for both Cartesian and pseudo-radial sampling.
Based on these results, all methods performed similarly using the polynomial variable density sampling, and a slight advantage can be seen for both -SLR and -RPCA when pseudoradial sampling is used. In -RPCA, the selected reconstructions were chosen with , which means that the selected reconstruction has favoured the low-rank part rather than the sparse part in this context. -SLR did not successfully manage to obtain much better reconstruction results over other existing methods as it previously did on the first experiment. One of the possible reasons can be attributed to the fact that the cardiac MRI dataset did not have a particularly sparse gradient in space and time compared to the numerical phantoms.
This last experiment demonstrates -RPCA as a competitive and distinct dynamic MRI reconstruction method from partial measurements.
C. Exploiting the Separation
In the following section, the utility of the intrinsic separation of the reconstructed data into low-rank and sparse components is demonstrated in the context of motion estimation in dynamic contrast enhanced (DCE) MRI.
In DCE MRI, acquisition of multiple 2-D MR images is taken before, during, and after the administration of a contrast agent (CA). The uptake and washout of the CA concentration over time in the body corresponds to local changes of intensity in the MR images. Pharmacokinetic analysis can then be used to relate to tissue characteristics [42] . However, patient motion during acquisition (such as heartbeats, breathing, or involuntary movements) produces inter-frame misalignment and complicates the estimation of the rate of the uptake by the tissue. Image registration can be used to solve this problem, but the presence of the contrast enhanced (CE) images interferes with the registration procedure because conventional algorithms can interpret local intensity changes as motion.
Due to the embedded separation, the proposed -RPCA approach is expected to separate slow time-varying elements from more abrupt changes. Hence, it is possible to separate to some degree the local changes of intensity in the sparse component when using an appropriate parameter. Fig. 10 demonstrates the different decompositions obtained with different . Registering low-rank images that include most of the motion and less local intensity changes provoked by the CA is likely to provide a Fig. 11 . -temporal profiles used in the registration procedure. For the registration of -RPCA, only the low-rank part is used which mostly contains images without contrast enhancement thanks to the separation process. displacement field that is closer to the ground truth images (i.e., the same signal without CE images). This displacement field can then be employed for more accurate motion correction [43] .
As a proof of concept, the numerical phantom of the previous section with a combination of intensity and motion is employed for the purpose of demonstration with an acceleration factor of 4 using the pseudo-radial sampling. -FOCUSS and -SLR are reconstructed as previously, using the best regularization parameters. However, -RPCA reconstruction is now explicitly selected with to end up with mostly the local intensity changes in the sparse part, and motion in the low-rank part. Reconstruction errors for -FOCUSS, -SLR, and -RPCA were, respectively, 25.3 dB, 31.1 dB, and 26.3 dB.
A sequential registration of each frame of -FOCUSS, -SLR and the low-rank part of -RPCA was performed with NiftyReg 2 [44] , an efficient C++ implementation of a parallel formulation of the free-form deformation (FFD) algorithm [45] based on cubic B-splines. The time profiles of the different reconstruction methods along with the ground truth are shown in Fig. 11 . Note the ground truth was obtained with the noiseless phantom created without intensity changes but including motion. The reference images taken for registration are the last time frame images in the respective dynamic reconstructed sequences.
Displacement fields (zoom-in with source images used for registration) are shown in Fig. 12 . To quantify these results, a similar metric to (15) is used with the Jacobian of the 2-D displacement fields taken in the region of interest with local in- Table V which shows a slight improvement for -RPCA over other methods.
V. DISCUSSION
A. Prior Assumptions and Regularization Parameters
Experiments suggest that from a reconstruction point of view, the prior assumption made in -RPCA is strong enough to remain competitive with state of the art methods. The prior assumption in -FOCUSS is that the -space is a sparse signal, which is appropriate with dynamic datasets that exhibit periodicity in time. -SLR performed well over other methods for phantom simulations, but was not so successful for free breathing cardiac MRI data.
Generally, regularization parameters affect directly the reconstruction results, and selecting the right one is always challenging in the general topic of inverse problems. In -FOCUSS and -SLR, the best reconstructions were selected by testing a range of different regularization parameters. Two strategies for the choice of in -RPCA have been adopted. If interested in obtaining the best reconstruction, the choice of should be selected such that the best reconstruction is returned. However, can also be forced to a specific value to obtain a Fig. 13 . Influence of regularization parameters on the reconstruction error (in dB) for -SLR and -RPCA. Numerical phantom simulations with 10-fold acceleration and Cartesian sampling. For -SLR, and refers to (3) and for -RPCA, and refers to (7). desirable decomposition. Fig. 13 presents reconstruction errors (in dB) using different regularization parameters for -SLR and -RPCA. This figure and previous experiments using the phantom suggest that the low-rank a priori information in -SLR is not playing an important role in this case. When , it is observed that a good reconstruction can be obtained using only the sparsity a priori information. This can be attributed to the fact that piecewise constant signal such as the phantom is very sparse when the norm of the gradient is computed. For -RPCA, the regularization parameter is a trade-off between data consistency and the low-rank plus sparse decomposition. As shown in Fig. 13 , the solution is not regularized when and an appropriate value must be selected to obtain a good regularized solution. The decomposition parameter can be varied, although it also affects the reconstruction results.
In this paper, the selection of regularization parameters was optimized but this is an unrealistic strategy since the ground truth is not available in a practical scenario. However, methods can be adapted to find ideal regularization parameters such as the discrepancy principle if noise properties are known, and for example L-curve or generalized cross-validation methods if not [46] .
B. Decomposition
While a separation into low-rank and sparse components is easy to see mathematically, it may be difficult to interpret physiologically what it represents in a dynamic MRI context. One of the reasons is that the decomposition depends on the type of dynamic data. Further work in this direction should be addressed to understand more deeply how it can be interpreted physiologically.
Generally, the decomposition provides a separation into two components that have different characteristics. The low-rank component will tend to have slow time-varying elements while the sparse component will capture more abrupt changes, but can be modified to balance between the two parts.
In the simulations, a specific example has been shown where partial isolation of local changes of intensity in the sparse component from the general motion leads to a better estimation of the displacement field. Departing from this example, it is likely that this combined reconstruction-separation approach offers further applications that could be investigated. For example, motion-related applications where sparse and localized motion elements interfere with the general background signal, or artefacts removal where the outlier component would cause undesired alterations of data. In the latter case, an artefact correction algorithm for RF spike noise has been proposed based on RPCA as a postprocessing technique [47] .
C. Noise
This study has included complex-valued noise to simulate more realistic experiments. However, this study has not evaluated the reconstruction (and separation) performance of the proposed approach as a function of added noise. Generally in -RPCA, increased noise is inclined to interfere with the sparse component. Both -FOCUSS and -SLR may be relatively more robust to noise regarding reconstructed data, since in -FOCUSS the noise in -space will generally not be represented by highly sparse coefficients, and the spatio-temporal total variation norm will tend to smooth a noisy solution in -SLR.
D. Acquisition and Sampling
Two strategies to undersample the ( )-space, a Cartesian and pseudo-radial sampling patterns, have been used in this paper. There were respectively based on polynomial variable density and random rotations across each acquisition frame to produce incoherent sampling artefacts. From the experiment section, in particular Tables II, III , and IV, it is suggested that the pseudo-radial undersampling strategy provides better reconstruction results for all methods either based on only sparsity as -FOCUSS, or based on low-rank and sparse prior information ( -SLR, -RPCA). However, these sampling strategies were based on retrospectively undersampling the ( )-space and they would ideally need to be validated using prospectively undersampled data from an MRI scanner.
E. Computational Times
The purpose of this paper was not to focus on computational aspects of the different reconstruction methods. The different algorithms used were implemented in MATLAB and not optimized. However, it should be noted that during our simulations, -FOCUSS reconstructions could be obtained in less than a minute, whereas -SLR and -RPCA could require several minutes of computation in contrast ( min).
VI. CONCLUSION
Dynamic MR imaging is a widely used technique in medicine. Numerous methods have been developed to reduce acquisition time, but it can still benefit from higher acceleration rates and efficient reconstruction algorithms.
This paper has presented a method termed -RPCA that jointly reconstructs and separates dynamic MR data from partial measurements by employing a low-rank plus sparse regularization prior. While providing a competitive reconstruction method for accelerated dynamic MRI as comparisons with state of the art methods have shown, this technique also provides a separation into two components having different characteristics that can have potential when tailored to the right application. In this paper, the decomposition was used to partially separate the contrast enhanced region in a simulated DCE sequence and help in motion estimation.
Overall, this study supports the use of low-rank and sparsity prior information in dynamic MR image reconstruction techniques from highly undersampled data. Interestingly, the proposed reconstruction-separation approach suggests a method that is not only about finding the closest representation of the true object, but is also a step towards methods that would directly infer relevant characteristics from limited measurements.
