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 Abstract:  
This thesis searches for the presence of seasonal anomalies in monthly returns on the Stockholm 
Stock Exchange. Three indexes are investigated, one small-cap-index OMXSSCPI, one large-firm-
index OMXS30, and one index containing all stocks on the exchange OMXSPI. Econometric re-
gressions and statistical methods are used in order to investigate. Subsample regressions are also 
used in order to examine the strength and underlying trends of the full time series data of the indi-
ces. I find empirical evidence of presence of the January effect in the small cap index and not for 
the large firm index or for the exchange as a whole. Its also found that September carries a consid-
erably large negative anomaly in the index of the exchange as a whole, and even more for the large 
firms’ index only. Some more anomalies are also found to be present. It is also established how the 
smaller sized firms has more presence of positive anomaly while the larger firms have more pres-
ence of negative anomalies.   
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1. Introduction 
This chapter will introduce you to the subject that is seasonal return anomalies on financial mar-
kets, and why it’s an interesting subject. Highlighting interesting questions and creating a back-
ground.  
 
In financial economic theory, stock markets are considered and taught to be efficient in line with 
the efficient market hypothesis established by Eugene Fama in 1970. Today, this hypothesis is still 
a vital element in the fundamental understanding of financial economics. Anomalies are however 
commonly found on stock markets. One of the most well-known stock market anomalies is the 
January effect, first properly investigated by Rozeff and Kinney in their Capital Markets Season-
alities-paper from 1976. They showed empirical evidence of how smaller sized firms had a partic-
ularly high rate of return, without any logical explanation, in the month of January, between 1904-
74 (Rozeff & Kienny, 1976). An anomaly on a financial market can be distinguished as a deviation 
from the normal market behavior for a group of (or a single) assets return, that can’t be authenti-
cated by the theoretical knowledge in economics. Basically meaning that anomalies are market 
events that contradict the efficient market hypothesis (Keim, 2006). Rozeff and Kienny’s finding, 
and other similar anomalies later discovered, is still today considered an anomaly due to the fact 
that the newer financial theories have not yet been fully able to explain why it happened and still 
happens. Today most financial markets are digitalized and trading occurs at lightning speed over 
the internet, especially stock markets have been digitalized. Stock exchanges like Nasdaq in Stock-
holm does not even have an actual trading floor, like the ones you probably seen in Hollywood 
movies (Nasdaq OMX). The spreading of information is today arguably much faster than when 
Kozeff and Kienny made their initial research of anomalies. Markets there by have reasons to be 
more efficient today. 
 
Achievements has been made in the quest to extend the research-fields in effort to explain the 
phenomenons that classical financial economics theories have not been able to justify.  Behavioral 
Finance is a new approach to take on financial economics by merging classic financial theory with 
psychology, in purpose, among others, to trying to find the source of irrational market behaviors. 
This newer field of economics research was just recently acknowledged by honoring one of the 
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behavioral finance’s fronting figures, Richard Thaler, with the Nobel Memorial Prize in Economic 
Science in December of 2017.  Thaler writes in his paper The end of Behavioral Finance (2006) 
how the market actors on the financial market are not as rational as the classic financial theories 
impose. Rather he calls the market actors quasis, meaning that the market actors are not fully 
(quasi-) rational, and they can make predictable mistakes (Thaler, 2006). Interesting for this thesis 
is his work on finding, measuring and explaining seasonal anomalies on the financial market. His 
paper accurately named The January Effect (1987) resonates about the annual market anomaly 
pattern. By evidently proving the existence of the January effect on financial markets which aren’t 
affected by the common factors of explanation to the effect (e.g. capital gains tax) he disarms the 
usual explanations. He still argues that the January effect and other anomalies are present due to 
not yet fully explainable irrational investors who can change opinion on an assets value without 
new information being released (Thaler, 2006).  
 
Irrational investors who make poor investment decisions, which can be predicted, surely sounds as 
a golden opportunity for profits. Recently a study which studied seasonal anomalies on the US 
stock markets was released. In that paper it was found how between 1963 and 2011 an investor 
only trading on seasonal anomalies could have made an average 1.88% return a month (Keloharju, 
Linnainmaa & Nyberg, 2016).  
 
Seasonal returns on the Stockholm stock exchange has been studied before, with many different 
approaches. However, it has never been properly studied if the firms size is a factor to different 
seasonal anomaly patterns. Neither has it been studied using indices as data. 
 
The objective of thesis is to analyze Swedish Stock Exchange, Nasdaq OMXS, for seasonal 
monthly anomalies, like the January effect. Anomalies is of great interest for both the researcher 
and the investor, for different reasons some of which has been presented above. The month of 
January has previously empirically shown patterns of excess returns for small sized firms, and 
along with other seasonal anomalies these have shown to generate admirable profits. With econo-
metric methods I will analyze all months of the year, among both large and small firms with an 
index perspective, between 1980 and 2017 for patterns in their returns.  
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Chapter 2 will present the theoretical background and earlier research. Following in chapter 3 will 
be a review over what method will be used what its limitations is, as well as a review of which 
delimitations will be made the data and to what depth the analysis will go. Chapter 4 will present 
the results follow by an analysis in chapter 5. Lastly, in chapter 6 will be a conclusion of the anal-
ysis accompanied with suggestions for further research.  
 
2. Theories 
This chapter will present the theories which will be used to analyze the results from the regressions 
in the result chapter. All theories are widely known theories used and practiced in the academic 
world of economics and finance. Lastly a review of earlier research will be presented. 
2.1 Efficient Market Hypothesis  
In 1970 the Chicago economist Eugene Fama introduced the world to his ideas of the Efficient 
Market Hypothesis (EMH). The hypothesis is one of the cornerstones in modern financial econom-
ics theory. Argumentation and evidence for the financial markets efficiency leads to the key idea 
how it is according to Fama is impossible to “beat the market” over time due that all stocks already 
must trade at their “fair” value and investors always being rational (Fama, 1970). With an efficient 
market means that the assets price reflects all available information at the time. An efficient market 
shall as well be liquid, meaning the asset can easily and quickly be traded. Three conditions must 
be met in order for a market to meet the EMH. Firstly, transaction cost must be negligible. Sec-
ondly, all market actors should to no, or very small cost be able to obtain the current available 
information. Lastly, all participants on the market should agree on how the available information 
affect the asset value (Fama, 1970).  
 
2.1.1 Weak form of efficiency 
The weak form of efficiency is the lowest level of market efficiency Fama accepts under his idea 
of the EMH. Share prices can’t be calculated by historical returns or return patterns and in the long 
run no surplus profits can be made using this historical information. Under this form of efficiency, 
the hypothesis does see the plausibility of shares being modestly mispriced. However, shares can’t 
be systematically mispriced paving way of long-run excess returns. Explicitly stated by Fama, 
technical analysis may not be able to gain excess return under this level of efficiency (Fama, 1970).  
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2.1.2 Semi-strong form of efficiency  
Publicly available information is now a key factor to the market efficiency. The hypothesis states 
how market actors now know and incorporate the available public information in the share price, 
such as press releases. When new information is publically announced the share price will absorb 
the new knowledge and adjust rapidly and with a proportional amount, no overreaction. According 
to Fama the semi-strong form of market efficiency is the level of efficiency proven to exist on the 
common financial market in his article (Fama, 1970).  
 
2.1.3 Strong form of efficiency 
Strong form of market efficiency does not only include public information but also private infor-
mation. Private information can for example be not yet publicized corporate information, result-
reports or similar. If both private and public information is included in the prize the EMH states 
that no individual could possibly beat the market in any way, not even for very short time periods 
(Fama, 1970). Markets in developed economies don’t see this level of efficiency in their financial 
market due to the criminalization of the use of this type of “insider”-information. Insider trading is 
the common term for when market participants use private information to gain excess returns and 
beat the market in an illegal way (FI, 2016).  
 
2.2 Adaptive Market Hypothesis  
Andrew W. Lo is considered to be the father of the Adaptive Market Hypothesis (AMH) through 
his publication of his 2004 article The Adaptive Market Hypothesis. The article suggests to be pre-
senting the modern version of Fama’s Efficient Market Hypothesis. Trying to merge the EMH with 
the more recent behavioral economics research. Admitting to markets occasionally being ineffi-
cient and market participants to not always being rational. However, Lo propose markets gets more 
and more efficient with time (Lo, 2004). Irrational investors acting on the market creates opportu-
nities for other investors to earn excess returns, that will say when the irrational-action-opportuni-
ties are detected. The AMH continues this with with the “adaptive” component of the hypothesis. 
When the opportunities to excess returns are detected they will be exploited and eventually disap-
pear, making the market more efficient moving away from mispricing. According to Lo new profit 
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opportunities will always be created as business and institutions change (Lo, 2004). Repeating cy-
cles and trends is something the hypothesis is viewing as possible, meaning historical arbitrage 
opportunities might well return in the future. For example, economic booms and busts are some-
thing the world’s economic markets has seen more than once. In a less dramatic setting the hypoth-
esis is telling us that investment strategies may periodically be profitable, and periodically unprof-
itable. This is confirmed in Urquhart and McGroarty’s (2014) article where they test the AMH over 
a long run period on US stocks. Here they make the finding of how four calendar anomalies (The 
Monday-, January-, TOTM-, and Halloween effect) don’t exist continually over time but rather 
periodically, harmonizing with Lo’s original article (Urquhart & McGroarty, 2014).  
 
2.3 The January Effect  
1976 Rozeff and Kinney released a, today, famous article touching the subject of seasonal returns, 
especially in the month of January, where they partially disproved the efficient market hypothesis. 
January shows abnormal returns along with months like July, November, and December between 
the years of 1904 and 1974. At the same time February and June revealed to have low average 
returns between the same years. Proving their thesis by showing January returning a five times 
higher return than the remaining months. (Rozeff & Kinney, 1976) The article do not go as far as 
claiming that the EMH is not working. Instead it reaches the conclusion of how the anomaly of 
mispricing in January might exist, but not being profitable due to transaction costs.  
 
The well known behavioral economics researcher Richard Thaler touches the January effect in his 
article named after the effect. Where he summarizes a lot of possible causes and concerns of the 
effect. Tax-loss selling is one of the main suspects of the effect. This means investors sell of large 
quantities of shares in December to cover for tax loss, pushing share prices down in December to 
later go up in January again. He concludes this to be a partial explanation to the effect but not the 
full explanation. Like Rozeff and Kinney, Thaler doubts the profitability of trading on the seasonal 
return effect due to transaction costs (Thaler, 1987). 
 
2.5 Earlier studies 
In 2016 Keloharju, Linnainmaa and Nyberg released the finalized version of their accurately named 
article ‘Return Seasonalities’ where they analyze annual monthly return anomalies and seasonal 
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effects on the US stock market. Using data from stocks listed on Amex, NYSE and Nasdaq between 
the years of 1963 and 2011. Their article firstly calculates how investors could have earned an 
annual 13% return between 1963 and 2011 trading individual stocks by utilizing a trading strategy 
based on historical same-calendar month returns, taking both long and short positions. The strategy 
utilized earlier discovered effects like the January effect, but was not limited to it. Seemingly re-
markably pervasive, the authors suggested that these same-calendar month effects did not fade over 
time (Keloharju, Linnainmaa & Nyberg, 2016). Exploring the cause of the seasonal returns the 
authors controlled for different factors by sorting the stocks according to which systematic risk 
factor they were exposed to. These factors were for example firm size, industry, and the stocks 
dividend-to-price ratio. Here the authors could find how exposure to different factors could display 
anomalies which appeared similar but had low correlation with each other, i.e. it was found that 
annual monthly anomalies originated from different sources. The article gives an example of small 
stocks and high-dividend-yield stocks had a correlation of .17. The low correlation between the 
factors causing the anomalies made the authors discover the possibility to construct diversified 
portfolios and then use these to trade long and short positions using seasonal anomaly patterns as 
strategy. This would reduce risk in exploiting the seasonal anomalies. Using this strategy basted 
on historical seasonal anomalies earned a significant average monthly return of 1.88%. This could 
be compared to a strategy using historical other-month returns as basis for the strategy, which ac-
cording to the article earned an average negative return (Keloharju, Linnainmaa & Nyberg, 2016). 
Something that has to be mentioned is how the seasonal-trading-portfolios still had a variance five 
times higher than portfolios with randomly selected stocks from the same collection of stocks for 
the same time period. These seasonal-effects portfolios were with other words found to be very 
risky. 
 
Piórkowska and Stamenkovic (2011) conducted a study of the January effect as well as the July 
effect on the Swedish stock exchange in the years of 2000 through 2010. Their study used a con-
stellation of small-cap firms and large-cap firms, as well the broader index OMXSPI as data. They 
found no significance for the July effect. However, they found evidence for the January effect in 
the data set of the small firms, returning on average a significant 11.5% return in January. Mean-
while the large firms returned an average -2.3% in the month of January and the broader OMXSPI 
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index returned an average -1.1% in the same month, with no significance (Piórkowska & Stamen-
kovic, 2011).  
 
A recent study conducted by the students Frantsouzova and Melnikova (2017) researched three 
calendar anomalies on the Swedish stock exchange. The January effect, the end-of-the-month ef-
fect, and the Monday effect. Using the weighted SIX Return Index (SIXRX) as underlying data for 
the time period of 1996 through 2014. SIXRX similar to OMXSPI with the difference of dividends 
being reinvested in the SIXRX index.  The authors regression and statistical results concluded not 
to confirm a significant positive return for January. There by, no substance for the January effect 
could be proven. However, April revealed to have a significant positive average return of 4%. 
Further, November also exhibited to have a significant positive average return of 3.4%. Even Feb-
ruary showed to have a significant positive average return of 2.8% (Frantsouzova & Melikova, 
2017).    
 
Gidvall and Hodzic (2013) analyzed the appearance of the January effect on the Swedish stock 
market index OMXSPI, as well as controlling for possible explanations to the effect. They found 
an anomaly for January, suggesting it had a positive positive return. For the time period 1980 
through 1999 the regression showed a anomaly large return of 3.3% with a significance at the 1%-
level. Meanwhile January had an average positive insignificant return of 1.3% in the time period 
of 1980 through 2013. When controlling for probable explanation to the effect the authors only 
found significant results to the hypothesis of how firm size is negatively correlated with the stocks 
January effect. As well as how the general household and corporation attitude towards the general 
economy is positively correlated with existence of the January effect. Small-cap firms on the Stock-
holm had on average a significant 4% higher return in January in comparison to the other months 
of the year (Gidvall & Hodzic, 2013).  
 
3. Methodology 
In this chapter it will be discussed why the choice of a quantitative method is the most suitable for 
this thesis. It will also be discussed why the the data used is used. Lastly a critical discussion about 
the data and references will be made. 
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3.1 Choice of method  
Economic research containing large sets of data is usually most properly treated with a quantitative 
method, where the numerical data it self is the best source of answer. This thesis is using the data 
of the wide index OMXSPI, the Small Cap Index OMXSSCPI, and the large firms’ index 
OMXS30. These indexes can not be studied by a qualitative method. A quantitative method will 
therefor be applicable and most appropriate for this thesis.  
 
3.2 Approach  
Overviewing this thesis, the approach which will be used is of a deductive character. Already es-
tablished theories are applied on the investigated data in attempt to examine and explain possible 
seasonal anomalies on the Swedish stock market. An inductive approach would propose me as the 
author to attempt forming new theories and ideas out of the empirical findings, which for this thesis 
is certainly not the case (Bryman & Bell, 2003).  
 
3.3 Frame 
Seasonal anomalies on the Swedish stock market has been studied before. However, it has never 
been properly examined if seasonal return patterns on the Stockholm stock exchange depend on 
firm size. Neither has stock indices been used as data. This study will be conducted using three 
equity indexes as data. The firms are divided in to the indexes depending on the firm’s market 
value. One small firm, one large firm, and one “all-firm” index will be used. Delimitations are 
needed to conduct a reasonable sized analysis suitable to the time-frame and knowledge base of 
this essay, as well as of respect to this thesis being written by a one-man group. This includes 
delimiting how much and what kind of data is going to be used for the statistical regressions and 
how many factors that will be controlled for. The delimitations for this thesis is to only analyze 
three indexes on the Swedish stock exchange. Below a discussion of what frame will be used for 
the data and process is presented. 
  
3.3.1 Data 
There are a wide variety of different public indices publicly available on the Nasdaq Stockholm 
Stock Exchange, created by making a portfolio out of stocks containing a specific characteristic, 
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like e.g. firm size, industry or turnover. By using already created and public indices unnecessary 
work is spared and potential errors in the construction are avoided. Firstly, OMXSPI the biggest, 
weighted, index of the Nasdaq Stockholm stock exchange will be used as the “all-firm” index.  The 
index includes all stocks traded on the exchange. “PI” in the index name indicates that it is a price 
index, meaning no dividends are reinvested. By using this index, it will be possible to investigate 
seasonal anomaly patterns on the Swedish stock market in a general perspective. Secondly, 
OMXSSCPI, an index of all the stocks traded on the Small Cap segment of the Stockholm stock 
exchange will be used. To qualify to the Small Cap segment the firm has to have a market value 
under 150 million Euro (Näringslivsnörden, 2014). OMXSSCPI is also a price index. In this essay 
this data will fill the purpose of representing the small sized firms to see if they are differently 
exposed to seasonal effects than the other indexes analyzed. Third and last, the OMXS30 index 
will be representing the largest firms’ exposure to seasonal anomaly effects. The 30 most traded 
stocks on the Stockholm stock exchange are exclusively among the large firms on the market, in 
terms of value. The reason for not using a Large Cap index instead of the index of the 30 most 
traded stocks is because the data of OMXS30 stretches further back in to history providing a better 
data set with more data points.  
 
The raw data of OMXSPI and OMX30 is downloaded to Excel from the Excel plug-in program 
Datastream in the computer lab of Lund University’s School of Economics and Management. 
Monthly closing prices of the OMXSPI index are downloaded between the period of January 1980 
to December 2016 and for OMXS30 between 1990 and 2016. The data for OMXSSCPI is down-
loaded directly to Excel from the Nasdaq Nordic website, for the period of 2003-2017. Starting 
date of the OMXSSCPI is January 2003 which causes the data for this index to contain less data 
points. All data is of secondary character; no primary data has been collected.  
 
3.3.2 Process  
Since the data used in this essay is of a time series character, a time series process will naturally be 
the best selection for the data-analysis. Complementing the fundamental analysis of the time series 
process various tests is needed to investigate the accuracy and reliability of the test. Time series 
regression will be made for the full data series of all three indices. Three subsample regressions 
 10 
will be made for the OMXSPI. Both OMXSSCPI and OMXS30 will be divided in to two subsam-
ples. Subsamples means making multiple small regressions from the full time series data 
(Dougherty, 2011). By subsampling it is possible to sense how present a certain discovery in the 
full data series is over time. It will also help by revealing eventual trends in the data series. 
 
3.4 Statistical tests 
Before proceeding with the statistical regression tests in the econometric computer program 
EViews, the three data sets monthly closing price data has to be formatted in Excel to display 
monthly returns in percent, in a way that suits both the purpose and the EViews program. Monthly 
return in percent (r) for month t is calculated as following: 
 𝑃"	–	𝑃"%&𝑃"%& = 𝑟" 
  
Where Pt is the downloaded closing price of the currently investigated month t and Pt-1 is the pre-
vious months closing price. This leaves to display monthly returns which will most likely, when 
the average is calculated, display an average monthly return which is not zero. The average return 
will be >0, since the Stockholm stock market has increased in value during our data period of 1980 
to 2016 (see graph1). Adjusting the monthly returns by subtracting every rt value with the average 
return for the full time series data will provide monthly returns that’s spread around the mean zero 
instead of the average monthly return. This will later on create more easy-to-understand results 
from the Eviews regressions. Later in the regression it will be investigated if the returns for every 
month is significantly differentiated from zero, instead of from the mean.  
 
For each monthly return, 12 dummy variables will be coded. One dummy for each calendar month, 
January through December. The coding of the dummy variables will be 1, symbolizing “true”, if 
the adjusted monthly return (rt) at time t actually occurred in that actual calendar-month. Otherwise 
the dummy will be coded 0, symbolizing “false” (Dougherty, 2011). Adjusted monthly returns 
from the same calendar month will by this method be connected in the in the regression. Since all 
variables are dummies and all variables has the same amount of observations (there the equal 
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amount of observations for each calendar-month) the standard error for each variable will be the 
same for each regression. The regression formula will have the following design:  
 𝑌" = (𝛽,,"×𝐷,," + 𝜀")&3,4&  
 
Where Yt is the dependent variable (rt) at time t, the β is the coefficient for the calendar month i, at 
time t. D is the dummy variable for the calendar-month i at time t. The type of regression which 
will be used is the linear Ordinary Least Square (OLS), named LS in EViews. No intercept will be 
used or needed for this regression. OLS will be used because of how it suits the data to be analyzed, 
OLS will give us results if what we investigate is true. The OLS model will be used because of its 
usability, easy interpretation and wide spread use. The dependent variable will for all regressions 
be the adjusted monthly return in percent, adjusted by subtracting the average monthly return. Ex-
plaining variables will be the 12 dummy variables. To be able to understand and draw conclusions 
it is needed to discuss the interpretation of a negative versus a positive coefficient in our regression.  
Just because the coefficients in the regressions are significantly negative does not imply that the 
return is negative in absolute numbers. Due to the coefficients originating from the monthly return 
adjusted by subtracting the monthly average return, and not from a zero (0) return. I.e. it’s not clear 
if the return is negatively differentiated from zero even if the coefficient is significantly negative 
in the regression. The most important, and most useful, part of the results are there for the variables 
bringing significantly positive coefficients. Because it is certain that these findings have return 
above zero and are consequently profitable to an investor trading long positions.  
 
Controlling the residuals in the regression for eventual flaws is essential. Flawed residuals will 
create a pitfall for the regression as a whole, generating misleading results. The residuals will be 
tested for three potential errors commonly troubling time series data. We will test for: 
 
• Heteroscedasticity; if the residuals are heteroscedastic it means their residuals don’t have a 
constant variance. Heteroscedasticity will not affect the coefficient, but it will leave the 
residuals unusable. White’s test will be conducted. Homoscedasdic residuals are required.  
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• Autocorrelation; if a residual can be explained by the ones before it self it generates a un-
usable result. The residuals need to be unexplained by each other.  Autocorrelation will 
affect the residuals but not the coefficient. EViews serial correlation LM test will be made.  
• Normal distribution; the residuals needs to be normally distributed around zero and not 
contain a drift factor. Normal distributed residuals affect the calculation of the probability 
value (p-value). Jarque-Bera test will be made. 
 
Further the dependent variable will be controlled for stationary, if the dependent variable is not 
stationary spurious correlation might occur. Augmented Dickey-Fuller test will be used to test for 
stationarity.  
 
3.5 Reliability & Validity 
Quantitative methods require statistical tests to display similar results if it were to be redone on the 
same or similar data. If the data was recollected by another researcher and examined through the 
same type of regression in similar fashion and the results would be the same, the test would have 
consistency, a key factor to reliability (Bryman & Bell, 2003). Reliability is necessary for a statis-
tical tests results to be trustworthy. Consistency is key. Since the data in this thesis is collected is 
collected from Nasdaq, the stock exchange itself, the consistency of the data has to be considered 
solid, following the reliability has to be acknowledged as high.  
 
Validity is a term used to describe statistical accuracy, in the sense of whether or not the statistical 
method measures what it is intended to measure (Bryman & Bell, 2003). Regarding the statistical 
procedure presented above the method used is one of the most common when it comes to control-
ling for data belonging to different groups. I.e. using dummies. The validity of the method has to 
be considered as satisfying.  
 
3.6 References and methodology  
The data sources used in this thesis comes from the Stockholm stock exchanges own data base just 
only collected from two different providers. The data collected for this thesis comes from the ex-
change itself, Nasdaq Nordic. This is the data that all investors and other market actors use, when 
they look for the general index measures. Many users of the data leads to that if there would have 
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been any inaccuracies in the data it should have been detected and corrected.  Without further 
argumentation, the data has to be considered trustworthy and accurate. A critical restriction in the 
data is the case of the three indices not covering the same time period due to each index having 
different staring dates. The ideal case would have been having all indices starting in 1980, when 
the OMXSPI was started. Unfortunately, that is not the case. By collecting as much data as possible 
better answers can be made. Regarding the sources for the theoretical background the references 
are all written by major researchers within their subject. The theories used are also very commonly 
used in other reports within the same subject as this thesis. The AMH and the EMH are somewhat 
antagonistic towards each other, despite the AMH being careful with not totally claiming the EMH 
being wrong. Creating a good complementary background for the analysis. The January effect is 
more an empirical finding, rather than a theory. However, this is also a commonly cited paper in 
other similar research papers just like the EMH and the AMH. Since the main sources are com-
monly used in both research and education the sources are to be considered trustworthy and rele-
vant.  
 
4. Results 
Broadly viewing the table, it is quickly established that seasonal monthly return patterns do exist 
on the Swedish stock exchange, Nasdaq. Table 1 presented below, displays the full regressions of 
the three data sets. The seasonal patterns are not the same for all three samples and only the large-
firm and all-firm index shows highly significant results. Continuing the broad overview, it is pos-
sible to see how the statistical tests for the three samples finds double the amount of calendar-
month-variables with coefficients significantly lower than the average monthly return (4 months), 
compared to month-variables performing significantly better (2 months). The OMX30 index 
doesn’t show any month performing significantly better than its monthly average for any of the 
variables in the full sample regression. Mean while, OMXSSCPI does not show any variable with 
significant negative coefficient. OMXSPI has at least one calendar-month-variable performing sig-
nificantly better and worse than their respective full sample regression. 
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Index  
OMXSSCPI (Small Firms) 
2003-2017 
OMXS30 (Large 
Firms) 1990-2016 
OMXSPI (All Firms) 
1980-2016 
Variable Coefficient Probability 
Coeffi-
cient 
Probability Coefficient Probability 
Jan 0.0258 0.0183* 0.0071 0.5416 0.0034 0.7351 
Feb 0.0162 0.2280 0.0180 0.1239 0.0371 0.0003** 
Mar 0.0038 0.7755 -0.0077 0.5093 -0.0032 0.7524 
Apr 0.0010 0.9410 0.0125 0.2844 0.0030 0.7671 
May -0.0165 0.3030 -0.0001 0.9884 -0.0018 0.8583 
Jun -0.0265 0.0982 -0.0159 0.1758 -0.0232 0.0225* 
Jul 0.0017 0.9001 0.0101 0.3900 0.0027 0.7917 
Aug -0.0095 0.5296 -0.0282 0.0163* -0.0092 0.3647 
Sep 0.0023 0.8495 -0.0313 0.0079** -0.0239 0.0189* 
Oct -0.0136 0.2457 0.0106 0.3647 -0.0126 0.2137 
Nov -0.0012 0.9297 0.0219 0.0615 0.0150 0.1389 
Dec 0.0137 0.3825 0.0038 0.7442 0.0127 0.2108 
R-squared 0.1448 0.0724 0.0664 
Adj. R2 0.0778 0.0397 0.0427 
*Significant at the 5%-level  **Significant at the 1%-level 
Table 1. Summary of the full regression results of all three indices.  
 
As can be seen above all three full regression samples offers poor R-squared and adjusted R-
squared results. This means that the variables in the regressions has difficulties explaining the de-
pendent variables (the monthly return in percent) movements. All three indices’ dependent variable 
showed no evidence to be non-stationary when the augmented Dickey-Fuller test was conducted. 
All detailed regression results can be found in full in the appendix.  
 
4.1 OMXSSCPI – small-firms index 
When viewing the full regression result for the small-firms index, seen in table 8, there can be seen 
one significant coefficient at the 5%-level. A positive return for the month of January, performing 
2.6% higher than the average monthly return for the time series.  
 15 
 
Before moving on to the subsample results it is necessary to discuss that the OMXSSCPI data 
showed highly significant autocorrelation in its residuals. The Breush-Godfrey serial correlation 
test showed a probability of 0.0019 for autocorrelation (see table 11). By doing a AR(1)-process 
instead of the normal OLS we get a valid regression without autocorrelation that also did not show 
prof of heteroscedasticity. Further the Jarque-Bera test, testing for normally distributed residuals, 
displays the result of none-normally distributed residuals. However, since the the amount of data-
points in the data set is large (>100), the Jarque-Bera test can be disregarded. The residuals can 
there for be considered normally distributed empowered by the central limit theorem. For the rec-
ord, the dependent variable passed the test for a unit root. The data is stationary.  
 
Subsamples of the full data set is later done, with the first subsample stretching from 2003 to 
2009(see table 9) and the second from 2010 to 2017(see table 10). As in the full regression the first 
subsample has autocorrelated residuals, this is solved by again doing an AR(1) process. The second 
subsample does not have autocorrelated residuals. Both subsamples pass tests for heteroscedastic 
and normal distributed residuals. Significant results are only found in the second subsample where 
January has a positive coefficient of 3.46% and June has a negative coefficient of -3.53%. The first 
subsamples coefficients for the same months were insignificant but they had the same sign as for 
the second subsample. January had a positive coefficient of 1.6% and June a coefficient of -1.7% 
for the period of 2010 to 2017, both were insignificant.  
 
4.2 OMXS30 – large-firms index 
When it comes to the OMXS30’s residuals they passed testing for autocorrelation, heteroscedas-
ticity and normal distribution, including the two subsamples. However, just as for the OMXSSCPI 
the Jarque-Bera test for normally distribution displays non-normally distributed residuals. As for 
the OMXSSCPI, the sample size is large enough for the central limit theorem to allow us to ignore 
the failed Jarque-Bera test.  
 
For the full time period significant results are found for the month of August with a coefficient of 
-2.82% (prob. 0.0163) and highly significant results for September which has a coefficient of -
3.13% (prob. 0.0079) from the average monthly return for the period (see table 12). The first (1990-
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2003) subsample displays highly significant negative return for the month of September with a -
5.81% return form the monthly average. Further significant result for the month of November is 
also found, with a return 3.94% above the average monthly return (see table 13). For the second 
subsample between 2004 and 2016 shows no significant results for any of the variables (see table 
14).   
 
4.3 OMXSPI – all-firms index 
The large firms index passed the three residual tests. The central limit theorem had to once again 
to be used to overlook the failed Jarque-Bera test since the sample size is large enough to assume 
normal distribution.  
 
June and September both display returns significantly below the average monthly return, -2.32% 
and -2.39% respectively for the full regression (see table 2). At the same time February shows 
highly significant results with a return 3.71% above the average monthly return. Moving on to the 
first of three subsamples, between the period of 1980-1992, February shows a significant return of 
6.54% above the average monthly return for the subsample period. At the same time September 
shows a significant return of 3.71% below for the same period (see table 3). Subsample number 
two, 1993-2004, the regression shows a negative return for September with a significant 3.61% 
return below the average monthly return for the period, meanwhile November displays a significant 
return of 4.33% above the average (see table 4). June is the only variable in the third subsample to 
show a significant coefficient with its 4.59% return below the monthly average for the period of 
2005-2016 (see table 5). September shows a successively declining negative seasonal return in 
subsample one and two. Eventually the September anomaly disappear in the third subsample pe-
riod. At the same time February, November and June sporadically for one subsample period each 
display a significant return anomaly, February and November in a positive fashion and June in a 
negative. June, February are both only present as anomalies in one subsample each but are signif-
icant enough to be displaying significance in the full time series regression as well. 
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5. Analysis 
The purpose of the thesis is to investigate if anomalies in shape of seasonal annual return exist on 
the Stockholm Stock Exchange on a monthly basis. Using the regressions presented in the previous 
chapter as foundation and the theoretical background from the second chapter as glasses of per-
spective, an analysis will be made in this chapter.  
 
Whether or not firm size is a factor for annual return anomaly is arguable. All indices display 
anomaly in some variable, where anomaly is defined as a month-coefficient significantly different 
from the monthly average return in the regression. The results from the full regressions proves that 
the OMXS30 and the OMXSPI are the only two indices that has a month-variable anomaly in 
common for their full respective time series, a negative return in the month of September. The 
firms included in the OMXS30 are all also included in the OMXSPI, while the reversed is not true. 
The negative effect is greater in the OMXS30 large-firms’ index imposing that the effect on the 
stocks in that index is large enough to possibly have a spill-over effect in to the all-firms’ index 
OMXSPI. The small-firm index OMXSSCPI has only one significant month coefficient for the full 
time series, the positive return of January. The January-effect is there by only present in the index 
of the small-firms. Interesting is the case that OMXS30 in the full regression only has significant 
month-coefficients which are negative. Imposing that short selling might be an interesting trading 
strategy.  
 
Reviewing the results, it is found that no month-variables coefficient carrying significance contin-
ues over all subsample periods, for any of the indices. Nevertheless, some of the monthly return 
anomalies are substantial enough to show significance in the full time series regressions. The R2 
values in the regressions are low, meaning our dependent, monthly return, variable is poorly ex-
plained by the descriptive dummy variables. The EMH imposes just this; the stock price move-
ments should be difficult to predict, if at all predictable. Significant results are however found in 
most of the regressions, conflicting with the EMH. The Swedish stock market and the Stockholm 
Stock Exchange has to be considered a well functioning market. There by labeling it as having a 
semi-strong efficiency according to the EMH. Stock prices should be correctly priced, dictated by 
the market actors’ valuation based on the publicly available information. The idea that information 
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causing similar market movements of the stock prices on an seasonal basis that would cause our 
regressions to display the anomalies we found in the result chapter is unlikely. Contradicting a 
totally semi-efficient market.  
 
Considering that all, except for September in OMXSPI, significant monthly dummy variables are 
non-continues over subsamples a AMH effect maybe the case. The ideal finding for monthly return 
anomaly would have been a monthly return variable to show the same type of significance for all 
subsample periods, this is not the case in the data. This AMH effect would include the possibility 
of the market investors exploiting market anomalies till its unprofitable. Meanwhile new market 
inefficiencies are discovered. As seen new anomalies arise over the subsample periods. Relating to 
the AMH’s thinking of strategies working better in one environment and worse in another, includ-
ing time period as environment-factor.  
 
The January effect is only present in the OMXSSCPI index between the period of 2003 and 2017. 
These findings conform with the results in Gidvall and Hodzic’s paper. Small-Cap firms has an 
abnormal return in the month of January. Interesting is that Gidvall and Hodzic found a significant 
return for January in their subsample between 1980 to 1999, but not for their full sample of 1980 
to 2013. Our results in this thesis suggests that there is a significant positive return pattern for the 
Small Cap firms in our full regression (2003-2017) and an even larger January effect is found in 
the subsample between 2010 and 2017. While none was found in the subsample between 2003 and 
2009. When the periods are broken down for the Small Cap firms, there seems to be an effect 
between 1980 to 1999, no effect between 2003 and 2009, and then once again an effect between 
2010 and 2017. It seems that the January effect as been present to then disappear and yet again 
reappear. In line with the AMH and its ideas about investing strategies being periodically profitable 
and unprofitable.  
 
February shows a rather large return anomaly for the OMXSPI between 1980 through 2016. Since 
the SIXRX index is not radically different from the OMXSPI it is possible to relate our result to 
the results of Frantsouzova and Melnikova’s paper, while keeping in mind the indexes are not the 
same. They also could not find evidence for a return anomaly in January for their “all-firms index”. 
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Similarly, they too found a significant positive abnormal return pattern for February. The results 
for this thesis the February pattern is present in a longer period of time, 1980 to 2016 is 36 years.  
 
Just as in the Return Seasonalies-paper our findings suggest that both long and short trading would 
help to make greater profit for the investor implying annual return patterns as strategy. September 
turns out to be in general a rather negative month for the OMXSPI. Even worse is September for 
the large firms in the OMXS30. Large firms seem to do worse in September, no other month out 
of all indices perform as poor as OMXS30 do in September. From the three subsamples of the 
OMXSPI we can see how the negative effect of September seems to be an old pattern, disappearing 
in the last subsample. June however seem to show more and more negative returns, in a downward 
trend in the OMXS30, to finally show significant negative returns in the last subsample where the 
September effect disappears.  
 
6. Conclusion  
Seasonal anomalies were found in the work of fulfilling the purpose of this thesis. A general finding 
was that the OMXSSPI tended to stand alone from the other two indices researched, OMXS30 and 
OMXSPI, regarding the character of the anomalies found. OMXSSCPI contained more positive 
annual return patterns while the other indices, especially OMXS30, gravitated toward negative an-
nual return patterns, for e.g. months like September. The OMXSSCPI was the only index which 
displayed evidence of containing the January effect, both OMXS30 and OMXSPI did not show 
any sign of the January effect. When compared to earlier research it could be interpreted that the 
January effect is once again on the rise among the Small Cap firms, from have being non existent 
during 2003-2009 to now show significance again. September for both OMXS30 and OMXSPI 
showed to have negative return pattern over the sample periods. When reviewing the subsamples 
of the all firms index OMXSPI the September anomaly was found to be in a positive trend while 
June as seemingly to be in a negative trend. Suggesting that June is on a trend to replace Septembers 
position of carrying the most negative anomaly. June and September showed similar negative re-
turn when regarding the full time series regression for the OMXSPI. OMXSSCPI tended to have 
more positive return patterns over the full time series period. From the index perspective it could 
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be interpreted as that smaller firms tended to have return anomalies that are positive from the av-
erage, with few negative anomalies. Meanwhile, the most negative return anomalies is found 
among the larger firms on the Stockholm Stock Exchange. When accounting for all firms noted on 
the exchange, both negative and positive anomalies were found, February was found to be a par-
ticularly good month for the exchange as a whole while months like September and June showed 
particular negative returns over time.  Important for all findings in this thesis is that when reviewing 
the accuracy of the regressions is that the R2-values are low. Which purpose that there are other 
factors effecting the determination of the monthly returns, beyond monthly return patterns analyzed 
in this essay 
 
For future research there are many ways to deepen the analysis in the subject. It would be interest-
ing to further research factors causing monthly return patterns, beyond the firm size and index 
limitation in this essay. To understand why seasonal monthly return patterns exist, it would be 
helpful and interesting to analyze these anomalies with more of a firm characteristics perspective. 
For example, it would be interesting to analyze how firm characteristics like P/E-ratio, beta-value 
and sector influence monthly return patterns. Further researching on monthly return patterns on 
multiple national stock markets would be interesting to investigate. Lastly it would be interesting 
to research past the limits of the question of “if, how and why anomalies exist” and continue on 
and study if its possible to make the existence of anomaly patterns profitable. If so, also investigate 
how profitable it could be.  
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Appendix 
 
OMXSPI 
 
Table 2. Full regression of the OMXSPI. 1980-2016 
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Table 3. Subsample of the regression of the OMXPI between 1980-1992.  
  
 
 
Table 4. Subsample of the regression of the OMXPI between 1993-2004. 
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Table 5. Subsample of the OMXPI regression between 2005-2016. 
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Table 6. Autocorrelation test of the OMXPI regression. 
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Table 7. Heteroskedasticity test of the OMXPI regression. 
 
 
Graph 1. Jarque-Bera normality test of OMXSPI regression.  
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OMXSSCPI 
 
Table 8. Regression of the full period OMXSSCPI data. 
 
 
 
Table 9. Regression of the first subsample (2003-2009) of the OMXSSCPI data.  
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Table 10. Regression of the second subsample of the OMXSSCPI regression.  
 
 
 
Graph 2. Jarque-Bera test of normally distributed residuals in the OMXSSCPI data.  
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Table 11. Autocorrelation test for the OMXSSCPI full data set. OBS! Autocorrelation found. 
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OMXS30 
 
 
Table 12. Regression of the full data set of the OMXS30. 1990-2016 
 
 
Table 13. Regression of the first subsample of the OMXS30 data. 1990-2003 
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Table 14. Regression of the second subsample of the OMXS30 data. 2004-2016 
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Table 15. Heteroskedasticity test of the OMXS30 data. 
 
 
Graph 3.Jarque-Bera test for normally distributed residuals of the OMXS30 data. 
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Table 16.  Autocorrelation test of the OMXS30 data.  
 
 
 
