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Figure 1: The locations of the eight tilt sensors, labelled TL1-8, on the 
bridge. 
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Abstract—Echo State Networks (ESNs) have been applied to 
time-series data arising from a structural health monitoring  
multi-sensor array placed onto a test footbridge which has been 
subjected to a number of potentially damaging interventions over 
a three year period. The time-series data, sampled approximately 
every five minutes from ten temperature sensors, have been used 
as inputs and the ESNs were tasked with predicting the expected 
output signal from eight tilt sensors that were also placed on the 
footbridge. The networks were trained using temperature and tilt 
sensor data up to the first intervention and subsequent 
discrepancies in the ESNs’ prediction accuracy allowed 
inferences to be made about when further interventions occurred 
and also the level of damage caused. Comparing the error in 
signals with the location of each of the tilt sensors allowed 
damaged regions to be determined. 
Keywords—Structural Health Monitoring; Echo State 
Networks; Reservoir Computing Applications; Wireless Sensor 
Networks 
I. INTRODUCTION 
Intelligent analysis of data collected from reinforced 
concrete structures using non-destructive techniques is 
becoming increasingly important given the increased 
availability and use of non-invasive structural health 
monitoring (SHM) sensor networks that can monitor our 
built civil engineering infrastructure in real time. Such 
analyses have the potential to provide structural engineers 
with a more accurate picture of the dynamics of structures 
and an indication of the presence of defects within a 
structure: a task which hitherto has been difficult and 
costly. Early detection of defects within a structure not 
only helps to increase the serviceable life of a structure 
and prevent structural failure, but also reduces repair costs 
due to a reduction in the severity of any defects. 
In this study, a type of Recurrent Neural Network 
(RNN), the Echo State Network (ESN), was applied to a 
very large, multi-dimensional, longitudinal, time-series 
dataset composed of sensor readings from a real-world 
civil engineering structure that was subjected to a number 
of deliberate interventions, many of which were likely to 
undermine the structure’s integrity. This study built on 
previous work, where the present authors compared the 
ESN approach to the commonly used NARMAX model 
[1]. 
A. The NPL Footbridge 
The UK’s National Physical Laboratory (NPL) 
footbridge project was set up as a means of developing 
new SHM sensor technologies and the methods for 
processing large time-series datasets that arise from 
wireless sensor networks. The project was centred on a 
concrete footbridge that was built in the 1960s and 
underwent normal use for nearly 50 years prior to the 
beginning of the project. In 2009 it was taken out of use 
and was embedded with a plurality of sensors, which took 
data readings at regular five minute intervals over a three 
year period. The work we present here is concerned with 
the data produced by ten temperature sensors and eight tilt 
sensors, delivering 365 376 sensor readings collected 
between January 2009 and May 2012. Fig. 1 shows the 
spatial arrangement of the tilt sensors on the bridge. Note 
that sensors 7 and 8 are attached to the two columns of the 
bridge and that it is a standalone structure, allowing 
weights to be suspended from either of the two cantilevers. 
This is due to the fact that for the duration of the study the 
bridge’s sole purpose was for field testing. During the 
course of the study, the bridge was subjected to damage 
and repair cycles, detailed in full by Livina [2]. There have 
been other studies looking into the data provided by the 
project, but as of yet none has been able to accurately 
detect events and characterise any consequential long term 
damage to the bridge [2--5].  
 
Figure 2: The data produced by tilt sensor 3, where the data to the left of the dashed vertical line were recorded prior to the first significant intervention and were 
hence used for training the network so that it replicated the ideal behaviour of the tilt sensors.
 
Figure 3: A schematic diagram of the ESN used here. Each solid arrow 
represents a connection generated randomly, while each dashed arrow 
represents a weight that was trained by ridge regression based on the real 
output of the corresponding tilt sensor. 
 
B. Echo State Networks 
ESNs [6] offer a fast and efficient training procedure, 
making their application to real-world data very appealing and 
allowing them to overcome the problems usually associated 
with RNN training [7]. They have already been applied in 
domains as diverse as time-series prediction [8], robotics [9–
12], speech recognition [13] and non-linear audio processing 
[14]. More recently, they have been used in domains such as 
electric load forecasting [15], sports activity classification [16] 
and shape recognition [17]. ESNs have also previously been 
used in a structural health monitoring context: for fault 
diagnosis in a water network [18] and defect detection in 
reinforced concrete [19]. In all of these studies, ESNs were 
found to equal, or outperform, a number of other state-of-the-
art techniques.  
An ESN architecture involves an input layer, a sparsely and 
randomly interconnected layer (the reservoir) and an output 
layer of artificial neurons, each of which is connected in the 
forward direction to its neighbouring layers. Once the reservoir 
neuron activations have been harvested after processing all of 
the data in the training dataset, only the output weights need to 
be adjusted to complete the training, using a simple linear 
regression technique, such as ridge regression [20].  
Importantly, unlike most recurrent neural networks, it is 
only the connections between the reservoir neurons and the 
output units that are trained. All other weights, randomly 
generated at the start of the process, are kept constant. Proper 
tuning of a small number of network parameters (e.g. the 
spectral radius for reservoir neurons) gives rise to the ‘echo 
state property’ that allows the ESN to recall past inputs in the 
manner of a short term memory (STM). The STM effect 
decays asymptotically over each time step, with the speed at 
which this occurs depending on a few other parameters of the 
network. The ‘echo state property’ allows ESNs to capture 
temporal relationships between input and output data, which is 
the primary reason why they were chosen for this study. In this 
case, the temporal relationship between the temperature 
sensors and tilt sensors was under investigation. 
The activation of the ESN reservoir units is evaluated in 
accordance with (1). 
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In (1), inpresW  is the input to reservoir weight matrix, x(t) is 
the vector of the activations of the reservoir neurons at time t, 
 
Figure 4: The output of tilt sensor 4 (solid line) compared with the ESN prediction for tilt sensor 4 (dashed line) over the month of May 2009. 
which is the current time step, t − 1 is the previous time step, 
res
resW  is the reservoir weight matrix (drawn randomly from a 
Z distribution), u(t) is the vector of the input data at time t and 
δ is the leak rate, which determines the extent to which ESN 
reservoir neurons’ activation decreases over a period of time. 
The activation function of the neurons is represented by f and 
in this case, a tanh activation function was used. The reservoir 
weight matrix is dependent on the desired spectral radius α, as 
seen in (2). 
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In (2), λmax is the maximum eigenvalue of resres'W , which 
represents the initial reservoir weights. The final outputs of the 
network for each output node are then calculated using (3). 
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In (3), f out is the activation function of the output unit, 
which is linear.  
II. EXPERIMENTAL SETUP 
In previous work, one data point per hour was sampled 
from the full dataset and then used to create a dataset that was 
split so that 70% was used for training and 30% for testing [1]. 
This approach worked well for detecting the most significant 
interventions, but it was not possible to see whether or the 
extent to which bridge had been damaged. This was due to the 
fact that a number of significant interventions had already 
taken place in the portion of data reserved for training. That 
meant that those ESNs were being trained to treat some of the 
intervention-affected behaviour of the tilt sensors as typical 
behaviour of the bridge. 
Alternatively, the approach in the current work is to use 
only the data prior to the first significant intervention for 
training purposes and then to apply the trained ESNs to the 
remainder of the data. This approach means that the ESNs used 
were trained on the behaviour of the tilt sensors under only 
strictly normal conditions. Accordingly, the temporal extent of 
the data available for training was smaller than that used 
previously [1], so in the current work no sampling was 
performed and all of the available sample points were used 
instead. The data were normalised between -1 and +1, a 
commonly used preprocessing technique that delivers 
improved RNN performance [21]. Fig. 2 shows the full set of 
data for just tilt sensor 3, with the training portion of the data 
being that which is to the left of the dashed vertical line. Initial 
investigations identified an ESN topology that seemed to 
deliver best performance using 10 input units, 500 reservoir 
units, 8 output units and a spectral radius of 0.9. Since the 
weights of an ESN are random at network creation, 100 ESNs 
using this topology were simulated and the output for each tilt 
sensor averaged. This averaged output is the basis for the 
results presented below. The ESNs were simulated using 
Schrauwen, Verstraeten and d’Haene’s Reservoir Computing 
Toolbox for MATLAB [22]. A schematic diagram of the 
topology used is given in Fig. 3. 
The training regime outlined above meant that the ESNs 
would be trained to replicate the behaviour of the bridge in its 
initial state. Discrepancies between the ideal tilt sensor output 
produced by the ESN and the real tilt sensor output would thus 
be indicative of a change from this initial state and 
consequently, of damage to the bridge. Specifically, a 
significant divergence between the data recorded by each tilt 
sensor and the normal behaviour of the bridge as predicted by 
the ESN, taken as an increase in error of at least 0.01, was used 
to indicate that a significant event had occurred. Data recorded 
by NPL scientists meant that ground truth was available; the 
 
Figure 5: The error for tilt sensor 1. Note that here, the data has not been 
smoothed over 10 000 points and is instead sampled at one data point per 
hour. The dashed vertical lines indicate two separate interventions, 
separated by a few days. Both of these involved the loading of a water 
barrel from the cantilever of the bridge. 
time and date of the events had been recorded, making it 
possible to localise the onset and cessation times of these 
events. In a ‘real-world’ scenario of course this information 
would not be available. However, the NPL scientists did not 
record the extent of any damage that might have been caused. 
For each tilt sensor, the error between the data predicted by 
the ESN and the actual data at each point was calculated and 
then the modulus of a moving average of these values was 
calculated for a point n in the time series according to (4): 
x = | (Pn-5000 + Pn-4999 + … + Pn+4999/10000) - (An-5000 +         
An-4999+…+An+4999/10000|  (4) 
In (4), x is the modulus of the final moving average value, 
A is the actual data point from that tilt sensor and P is the data 
point that was predicted by the ESN for that sensor. The 10 000 
point moving average covered a time period of approximately 
34 days. This moving average error method was employed to 
help address the inherent noise in the dataset that could 
otherwise lead to useful information being obscured. 
III. RESULTS 
An example of the good correlation between real and 
predicted tilt sensor data in the training portion can be seen in 
Fig. 4, which shows the close match between the two sets of 
data for tilt sensor 4 over a period of a month in the spring of 
2009. This is significant for two reasons. Firstly, it shows that 
the ESNs were able to accurately predict how the bridge should 
normally behave, strongly implying that any difference 
between the real and predicted values in the testing portion of 
the dataset would be due to a change in the state of the bridge, 
rather than a fault in the ESNs’ prediction capability. Secondly, 
this demonstrates the same ability to follow the daily cycle of 
the tilt sensors as the support vector regression used by 
Kromanis and Kripakaran on the same data [4]. 
Using (4) to analyse the data produced by the ESNs 
resulted in two key damage events being identified, both 
involving the loading of water tanks from the cantilever 
containing sensor 1. Fig. 5 shows the error between tilt sensor 
1 and the ESN prediction for tilt sensor 1 for the period 30th 
January 2009 to 6th March 2010, sampled at one data point per 
hour but without being smoothed according to (4). It was found 
that the greatest short term response to the loading of water 
tanks from the cantilever was seen in the unsmoothed error 
data from tilt sensor 1, as expected. It can be seen in Fig. 5 that 
the error for tilt sensor 1 sharply rises (to 1.30 in the first 
instance and 1.35 in the second instance) and falls (to 0.01 in 
the first instance and 0.05 in the second instance) as soon as the 
loading event starts and ends, respectively. 
 Fig. 6 shows a moving average of the error between the 
predicted data and the actual data for tilt sensors 2, 3 and 8 
around two key points. Each solid vertical line represents an 
intervention involving the loading of water tanks onto one end 
of the bridge. A rise in the error level due to an event that is 
then maintained over a long time period indicates that the event 
caused permanent damage, or at least a medium term change in 
the disposition of the bridge. A rise in the error level following 
the cessation of an event but which is followed by the error 
returning quickly to its prior level is indicative of the event 
affecting the bridge just for the duration of the event, but not 
causing any lasting damage. If there is no change in the error 
level due to an event then it is postulated that it did not affect 
the bridge in any significant way. 
IV. DISCUSSION 
The first of the two key interventions found using this 
technique occurred in August 2009, when two water tanks 
were suspended from one end of the bridge and then filled with 
water and subsequently emptied. The data for the onset of this 
event is shown in Fig. 6A (vertical line) and it can be seen to 
have had a large effect on sensors 2, 3 and 8. For tilt sensor 2, 
the error rose from 0.01 to 0.16, while for sensor 3 it rose from 
0.00 to 0.08 and for sensor 8 from 0.01 to 0.03.  
The effect on sensors 2 and 3 was maintained not just 
immediately after the event onset, but over a sustained period 
of several months up to the point seen in Fig. 6A where the 
error stops increasing and plateaus. At the same time, the small 
increase in error for sensor 8, attached to the column, can be 
seen to return back to its original level, where a timescale for 
recovery of several months can be observed. From Fig. 5 it can 
also be seen that after the initial response of the bridge to the 
loading, which is largest for sensor 1, being on the cantilever, 
there is also a longer term response in this region that recovers 
at about the same time as the column.  
 
Figure 6: Modulus of the 10 000 point moving average error between predicted and actual output for selected sensors and events. Fig. 6A depicts the error for 
tilt sensors 2 (top), 3 (middle) and 8 (bottom) for the first intervention, while Fig. 6B depicts the error for tilt sensors 2 (top), 3 (middle) and 8 (bottom) for the 
second intervention. Solid vertical lines indicate damage events. Note the different y axis scales throughout and that in 6A, the sharp dip shortly after the event 
marker is due to a zero crossing of the error signal. 
By comparing Figs 1, 5 and 6, a picture of both the initial 
effect of the intervention and the slower long term response 
emerges. According to the ground truth data, the water tanks 
were loaded onto the cantilever closer to sensor 1. The 
application of this weight seems to have caused the bridge to 
pivot on the column nearer to the test cantilever, where sensor 
7 is located. The impact of the resultant force was most 
strongly observed during the intervention at sensor 1. 
However, the longer term effect was also pronounced between 
sensors 2 and 3, as shown by the increase in error from the 
ESN, but the pivoting also applied a tensile force to the farther 
column, where tilt sensor 8 is located. The error continued to 
increase over a period of months as the structural state of the 
bridge continued to change even after the cessation of this 
particular intervention. The subsequent levelling out of the 
ESN error in sensors 2 and 3 suggests that the bridge then 
reached a state of equilibrium. The fact that this new 
equilibrium was then sustained suggests that the disposition of 
the bridge had been permanently changed at this point, with a 
strained state existing between sensors 2 and 3, even though 
the column at the far end of the bridge and the cantilever 
finally returned to their initial states. 
The second of the key events came about due to the loading 
and unloading of two half-full tanks on the bridge between the 
30th of June 2010 and the 2nd of July 2010. By this time, the 
region around sensors 2 and 3 had recovered somewhat from 
the event marked in Fig. 6A. The effects of this second 
intervention can be seen in sensors 2, 3, and 8, as shown in Fig. 
6B, and are very similar to those produced by the first major 
event. For tilt sensor 2, the error rose from 0.03 to 0.19, while 
for sensor 3 it rose from 0.03 to 0.12 and for sensor 8 from 
0.06 to 0.13. In addition to this, a change in the ESN error 
signal was seen in the data from every sensor, which suggests 
that the tests had an impact that could be felt across the whole 
bridge, although only errors in the areas around sensors 2, 3 
and 8 were suggestive of permanent damage. It is probable that 
the loading resulted in the bridge again pivoting on the first 
column, exacerbating the damage already caused in August 
2009. However, in this case the effect on the column was more 
long lasting. 
The way in which the biggest short term effect was seen in 
the unsmoothed data for tilt sensor 1, but that the biggest long 
term effect was seen in the smoothed data for sensors 2 and 3 is 
suggestive of a new optimal approach for structural health 
monitoring using ESNs:  
(i) the unsmoothed data can be used to detect the onset of 
events; 
(ii) the smoothed data can then be used to detect the long 
term effects of any detected events on the rest of the bridge. 
It is interesting to note that some of the events that might 
have been expected to have caused long term problems do not 
appear to have had any significant effect. For example, in July 
2011, static tests involving the water tanks were performed and 
some of the steel reinforcing bars in the bridge were cut. 
Although a major immediate response was seen in the tilt 
sensors using this technique, no further long-term damage was 
indicated by the ESN error. The same can be said for the other 
two events that involved the cutting of reinforcing bars, which 
occurred in October 2010 and April 2011. Similarly, a creep 
test in late October 2011, wherein a heavy weight was loaded 
on the bridge over 17 days, was found to have some effect on 
the data for sensors 1, 2, 4 and 5 while the event was on-going, 
but once the test had finished the data suggest that the bridge 
reverted back to its previous state. Some interventions, such as 
the first event seen in Fig. 5, were followed almost 
immediately by another intervention, making it impossible to 
determine the long term effects of the initial event. 
V. CONCLUSION 
ESNs have been successfully applied in a civil engineering 
context. It was found that they can predict the output of eight 
tilt sensors when given an input of ten temperature sensors and 
this has made it possible to detect both the initial and long term 
responses of the bridge to a programme of planned manual 
interventions. All interventions which caused a deviation of the 
tilt sensors from their predicted behaviour were identified, 
although medium-term distortion or long-term damage was 
noted in the tilt sensor data in only a few instances. Two events 
in particular were found to permanently affect the bridge, one 
being a test where some water tanks were suspended from one 
end of the bridge and filled, and another coming almost a year 
later when heavy water tanks were again suspended from the 
bridge. In each case, the permanent nature of the damage was 
identified by noting that the error between the data predicted 
by the ESNs and the actual sensor data increased both 
significantly and permanently. By comparing the sensors that 
produced signals suggesting permanent damage with their 
location on the bridge, it was possible to make inferences that 
then allowed the type of damage to be characterised. In the 
case of the first damage event, it was possible to deduce that 
the weight applied to the bridge led to its pivoting on one of its 
columns. This caused changes to the state of the bridge in the 
region around sensors 2 and 3 over a number of months, before 
it eventually reached a new equilibrium state. In the case of the 
second key event, it appeared that the damage from the August 
2009 loading of water tanks was exacerbated by repeating the 
process with half-full tanks, causing permanent damage in a 
number of regions across the whole bridge.  
One final potential avenue for further exploration would be 
the use of additional ESNs as classifiers. One of the advantages 
of ESNs is that while they can be used for regression, which 
was the basis for our work here, they can also be used for 
classification. A classifying ESN could take the eight real tilt 
sensors as inputs and be trained to output +1 upon detecting the 
onset of a significant intervention and -1 during normal 
behaviour. The performance of these ESN classifiers could be 
compared to the performance of other established classification 
techniques, such as Support Vector Machines and Extreme 
Learning Machines. A system that combined the approach used 
in this paper with these kinds of classifiers could be of great 
value to industry.  
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