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Abstract
The term ‘tipping event’ is used to describe a certain class of phenomena as
observed in many different fields of science. It refers to an event where a gradual
change of external forcing causes a sudden, large, often unwanted, transition
to the state of the system. Some examples of known tipping events in science
include: Arctic sea ice melting (climate), epileptic seizures (biology), collapse of
ecosystems and populations (ecology) and market crashes (finance).
Three mathematical mechanisms for tipping events have been proposed in the
literature: bifurcation-, noise- or rate-induced tipping. Recent research has focused
on developing early-warning indicators to potentially offer forewarning, which can
extract from output time series whether the external forcing approaches a critical
level at which tipping occurs. Two commonly used early-warning indicators are an
increase of autocorrelation and variance in the time series data for the system’s
output. The theory behind the presence of these indicators is the loss of stability
of the system’s current state known as ‘critical slowing down’ for the approach
of a bifurcation-induced tipping. Rate-induced tipping occurs when the external
forcing reaches a critical rate instead of level. For rate-induced tipping there is
no loss of stability of the system’s current state and therefore it is not clear if the
early-warning indicators should exist. In this thesis we investigate the presence of
early-warning indicators for models that show rate-induced tipping with additive
noise. We also explore a technique for determining the most likely time of tipping
using optimal paths for escape.
Research has mainly focussed on testing the early-warning indicators for
examples of known tipping events in the past. The ultimate aim of early-warning
indicators would be to have the ability to predict future tipping events. Using
the early-warning indicators in isolation is susceptible to incurring false alarms
and missed alarms. We present a method for approximating the probability of
experiencing rate-induced tipping with noise for slow to moderate drift speeds.
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Chapter 1
Introduction
A tipping point or event is a term that was introduced to describe phenomena
that can be observed in science and thus, has no precise mathematical definition.
However, a tipping event is often described as a sudden change in output levels
caused by small changes to input levels. Tipping events can have a degree of
irreversibility, such that the system does not recover to its previous state when the
input levels are brought below the tipping point. Moreover, they can bring huge,
unwanted consequences and thus recent research has focussed on methods for
trying to predict tipping events. Predicting tipping events can take a variety of
forms ranging from knowledge that an event will occur, to, predicting the timing of
this event taking place [1].
Low-dimensional ordinary differential equations (ODEs) and noise play a role
in the mathematical descriptions of tipping. This thesis discusses so called escape
paths (used to determine most likely time of tipping) and escape probabilities in
low-dimensional stochastic differential equations (SDEs).
1.1 The phenomenon of tipping as observed in
science
Tipping is observed when there is an abrupt change in the measured quantities of
a system even when the input levels change only gradually. Furthermore, when the
input/forcing is gradually changed back, the output does not revert to its previous
state as expected (so it violates the expectation that output changes proportionally
to input). A few examples in climate science, ecology and finance are:
• abrupt reductions in Arctic summer sea ice [2]
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• collapse of the Atlantic Meridional Overturning Circulation (AMOC, commonly
associated with the Gulf Stream) [3]
• dieback of the Amazon rainforest [4]
• Australian ecosystems [5]
• light-driven regime shifts in polar ecosystems [6]
• collapse of coral reefs due to global warming and ocean acidification [7]
• crashes and rebounds of financial markets [8].
See also Lenton et al. [9] for a list of policy-relevant tipping elements in the climate
system. We will look at a motivating example of tipping from climate science,
namely the collapse of the Atlantic Meridional Overturning Circulation.
Illustrative example of tipping: Collapse of the Atlantic
Meridional Overturning Circulation (AMOC)
We illustrate the scientific concept of a tipping point using one of the known
examples in climate science, the collapse of the large scale Atlantic Meridional
Overturning Circulation (AMOC). The AMOC is a key component of the climate
system and acts as a conveyor belt transporting warm water and salt from the
tropics northwards via the near surface Gulf Stream and North Atlantic Current.
The heat is released to the atmosphere at high latitudes, which causes water to
cool, increases the salinity concentration, and thus, increases the density of the
water. This causes the water to sink and return cold water southwards via deep
ocean currents [10].
The heat transport of the Gulf Stream makes a significant contribution to the
moderate climate experienced in maritime and continental Europe [11]. A reduction
or complete collapse of the circulation could potentially have global implications
on the climate. It has been observed from palaeodata that abrupt increases of
the sea surface temperature and salinity levels in the North Atlantic coincided with
the Dansgaard-Oeschger events [12]. The Dansgaard-Oeschger events or cycles
appear prominently in Greenland ice core records, where each of the 25 recorded
events during the last glacial period consist of an abrupt warming followed by a
more gradual cooling [13]. During the cold phases, sinking of salted water in the
North Atlantic was found to be significantly reduced or even completely stopped
[12]. This has lead scientists to believe that the increase of freshwater in the North
Atlantic was the cause for the collapse of the AMOC. Scientists fear that with
a warmer climate in the 21st century freshwater input into the North Atlantic is
likely to increase through precipitation, increased river runoff and melting of the
18
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Greenland ice sheets, causing a collapse of the AMOC, which may be irreversible
[10].
It was first suggested by Stommel’s classical box model that the AMOC pos-
sesses two stable steady states an ‘on’ and an ‘off’ state [14]. Stommel’s model
uses 2 boxes containing well mixed water of temperature and salinity (Te∗, Se∗)
for the equatorial box and (Tp∗, Sp∗) for the polar box. The exchange of heat and
salt between the two boxes is driven by prescribed surface temperatures and
salinity levels of the two boxes (T ae , Sae ) and (T ap , Sap ). A simplification of Stommel’s
two-box model is presented by the following two-dimensional system, modelling
the non-dimensionalised temperature difference T = Te−Tp and salinity difference
S = Se − Sp between the two boxes [15]:
dT
dt
= η1 − T (1 + |T − S|), (1.1)
dS
dt
= η2 − S(η3 + |T − S|). (1.2)
The parameters in system (1.1)–(1.2) are proportional to the prescribed surface
temperature difference η1, the prescribed surface salinity difference η2 between the
two boxes and η3 is the ratio of relaxation times for the salinity and temperature to
surface forcing. The flow rate f , between the two boxes is given by the difference
between the temperature and salinity gradients, f = T − S [15]. The bifurcation
diagram for system (1.1)–(1.2) for different η2 and fixed η1 and η3 is given in Figure
1.1a. The solid blue branches represent families of stable equilibria for fixed η2
and the dashed red curve indicates an unstable branch of equilibria. System
(1.1)–(1.2) has a saddle-node bifurcation when the upper stable and unstable
branches meet and a degenerate bifurcation at the connection point of the lower
stable and unstable branches.
The green curve illustrates the tipping scenario referred to in Dijkstra [15]. The
salinity difference η2 := η2(t) (increasing η2 represents adding freshwater to the
North Atlantic) changes slowly in time, starting at η2(0) = 0 and increasing with
speed  = 0.1 : η2(t) = t. The flow at t = 0 is settled on the upper stable branch.
Initially, as η2 is increased the system gradually adjusts, tracking the upper stable
branch. However, there is a critical input level corresponding to the saddle-node
bifurcation where the current state of the system loses its stability and the state
changes rapidly, dropping to a distant equilibrium branch. This is called the tipping
event - a sharp transition to the lower stable branch (e.g. collapse of the AMOC).
The deterministic solution for starting on the lower stable branch and slowly
decreasing the bifurcation parameter η2 is given in pink. This solution informs us to
what extent the freshwater forcing has to be reduced to switch the circulation back
on. The deterministic trajectory tracks the lower stable branch as the bifurcation
19
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Figure 1.1: (a) Bifurcation diagram of the flow rate f = T −S for system (1.1)–(1.2)
for varying η2, with fixed η1 = 3, η3 = 0.3 - a simplification of Stommel’s two-box
model. Blue branches indicate family of stable equilbira and the red dashed
curve an unstable branch of equilibria. Added in green and pink deterministic
solutions of (1.1)–(1.2) for η2 := η2(t). Green line displays deterministic solution for
starting on the upper stable branch and slowly increasing the bifurcation parameter
 = 0.1 : η2(t) = t. The pink line is the deterministic solution for starting on the
lower branch and decreasing the bifurcation parameter  = 0.1 : η2(t) = 2 − t.
Green and pink curves are examples of passing through a bifurcation-induced
tipping point. (b) Simulation results by Hawkins et al. [10] showing a collapse of
the Atlantic Meridional Overturning Circulation (AMOC) by measuring strength of
circulation at 26◦N as freshwater forcing is increased from 0 to 1Sv (blue). The
red line displays the circultion strength for decreasing the freshawater forcing from
1 to −0.4Sv. The data in panel (b) from Hawkins et al. [10] is covered under the
Creative Commons Attribution 4.0 International License (CC by 4.0), where a copy
of the license can be found at http://creativecommons.org/licenses/by/4.0/
parameter is decreased. The degenerate bifurcation is similar to the saddle-node,
but coincides with the non-smooth line f = 0 in phase space. Once the degenerate
bifurcation is reached, the lower state disappears and causes the solution to jump
back up onto the upper stable branch. However, this second tipping point is only
reached when the bifurcation parameter η2 is significantly lower than the first
tipping point. This is what is meant by irreversibility of tipping in the scientific
literature [9].
Figure 1.1b shows a recent large-scale global circulation model simulation
where freshwater was artificially added to see the effect on the strength of the
circulation. The original study by Hawkins et al. [10] starts a simulation with the
circulation in an ‘on’ state and gradually increases the freshwater forcing (adding
freshwater to the North Atlantic) shown in blue. Initially, the system adjusts to
the extra freshwater with only a slight decrease in the strength of the circulation.
However, at a critical value of about 0.5Sv freshwater forcing the circulation quickly
20
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transitions from a strength of about 17Sv to 0Sv corresponding to the collapse of
the AMOC. The critical value of this forcing is the observed tipping point of the
system. The circulation then remains in an ‘off’ state as the freshwater is increased
further.
When the AMOC is ‘off’ and one reduces freshwater forcing we have the simu-
lation run shown in red. When the freshwater forcing is reduced from 1Sv initially
the circulation remains in an ‘off’ state. Furthermore, reducing the freshwater to
below the critical value that originally caused the circulation to collapse does not
restore the AMOC. The freshwater forcing has to be decreased to 0Sv before there
is a sharp transition in the strength of the AMOC, corresponding to the circulation
being restored. This indicates reducing freshwater forcing to below the original
tipping value would not necessarily restore the circulation. The freshwater forcing
will have to be reduced far below the critical value at which the tipping during
increasing forcing occurred.
There are clear similarities between the deterministic solutions (green and pink)
of the dynamical system (1.1)–(1.2) in Figure 1.1a with the simulation runs of the
AMOC (blue and red) in Figure 1.1b. Thus, the underlying mechanisms for the
collapse of the AMOC are similar to a slow passage through a bifurcation. Another
example of tipping in climate is the transition of the Indian Summer Monsoon from
an ‘on’ state to an ‘off’ state [16]. In Section 4.3 we study a model of the Indian
Summer monsoon developed by Zickfeld [17] which shows a similar scenario for
increasing the planetary albedo.
1.2 Mathematical mechanisms for tipping
The notion of ‘tipping’ describes the phenomenon that at certain critical thresholds
the system’s output changes disproportionally to the change in input levels. Re-
cently Ashwin et al. [18] identified a few mathematical mechanisms behind the
observed phenomenon, attempting a classification:
• Bifurcation-induced tipping (Slow passage through a bifurcation)
• Noise-induced tipping (Transition due to random fluctuations)
• Rate-induced tipping (Failure to track continuously changing quasi-steady
state)
However, as indicated by Ashwin et al. [18] a tipping point in a real-world non-
autonomous system cannot typically be attributed to just one of these mechanisms
but often a combination. Below, we present a brief explanation for each idealised
class of tipping. For further properties of bifurcation and rate-induced tipping one
can refer to Ashwin et al. [19].
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Bifurcation-induced tipping: This form of tipping occurs when a system slowly
passes through a bifurcation point. Examples of bifurcations a system may pass
through include: saddle-node, transcritical, pitchfork and Hopf bifurcations. In this
thesis, for bifurcation-induced tipping we will predominantly focus on saddle-node-
induced transitions, see Section 1.1 and Chapter 4. When a system approaches
and passes through a saddle-node bifurcation the stability of the system’s current
steady state becomes weaker, before the state disappears at the bifurcation
causing the system to transition to a new stable steady state. Consider the
saddle-node normal form, represented by the ordinary differential equation (ODE):
x˙ = f(x, p) = x2 − p, (1.3)
where x(t) ∈ R serves as the state of the system. The ODE (1.3) has two families
of equilibria, one stable x(s)eq = −√p and one unstable x(u)eq = +√p and a saddle-
node bifurcation at (x, p) = (0, 0). For scalar systems such as (1.3) the dynamics
of x resemble an overdamped particle in a potential U(x) = − ∫ f(x, p)dx. The
potential has a well, located at the stable equilibrium x(s)eq and a hill top at the
unstable equilibrium x(u)eq . The parameter p in (1.3) is assumed to be a slowly
changing parameter p(t) where  is small. For some initial p0 > 0 the saddle-node
bifurcation is gradually approached by decreasing p(t) towards zero. If p(t)
decreases, the decay rate towards the stable quasi-steady state decreases before
colliding with the unstable quasi-steady state at p = 0. This results in the system
tipping in this case escaping to +∞ for (1.3).
Much of the recent research on climate and ecology tipping points has focused
on examples displaying similar behaviour to bifurcation-induced tipping. Some
examples of models demonstrating bifurcation-induced tipping are: the Indian
Summer Monsoon [16] see Section 4.3, the AMOC [20] see Section 1.1, population
collapses [21] and the transition from vegetated areas to barren patches [22].
Noise-induced tipping: Alternatively, a system can transition to a new stable
steady state due to internal variability. Consider the system:
x˙ = −x3 + x− p, (1.4)
where the system parameter p is kept fixed. If for example, p = 0, the potential
landscape U(x) = − ∫ (−x3 + x)dx is a double potential well and system (1.4) has
two stable equilibria x(s)eq = ±1 corresponding to the location of the two wells and
one unstable equilibrium or hill top at x(u)eq = 0. Adding white noise (representing
influences from fast processes that are not modelled) to (1.4) can drive the system
from one stable steady state to another. Suppose the state of the system starts
close to the bottom of the left well at x(s)eq = −1, and noise causes a transition
over the hill top and into the right well at the other stable equilibrium, x(s)eq = 1,
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this is one example of noise-induced tipping. The Dansgaard-Oeschger events
(rapid warming events during the last glacial period) are one example from climate
science that has been attributed to noise-induced tipping [23].
Rate-induced tipping: This type of tipping describes a scenario when a system
fails to track the continuously changing quasi-steady state. Consider a prototypical
example of rate-induced tipping introduced by Ashwin et al. [18]:
x˙ = (x+ λ(t))2 + p, (1.5)
which for fixed λ is the saddle-node normal form (1.3), shifted by λ. Thus, for
fixed λ the equilibria are given by xeq = −λ±√p. Consider the simplest case, a
linear shift λ = t. For a slowly moving λ the system will closely track the stable
quasi-steady state. Ashwin et al. [18] found that there exists a critical rate such
that the system fails to track the continuously changing quasi-steady state and
transitions to a different stable quasi-steady state. In Section 5.2, rate-induced
tipping is discussed in detail, where λ(t) takes a ramp-like form and in this case
the critical threshold corresponds to a heteroclinic bifurcation.
This can lead to difficulties in determining whether a tipping event is a con-
sequence of bifurcation or rate-induced tipping. Therefore, it may be easier to
consider these events as slow passages through different types of bifurcation.
However, one interpretation that distinguishes rate-induced to bifurcation-induced
tipping is the following argument. Consider an example where there always exists
a stable steady state for every fixed input level λ in (1.5). If the systems makes
a transition away from the continuously changing quasi-steady state to a new
quasi-steady state due to how quickly the system is shifted (rate of shift), then this
is an example of rate-induced tipping. In contrast, for bifurcation-induced tipping
the stable quasi-steady state the system may currently be in will disappear for
input levels above or below a given threshold.
A model from climate science that shows rate-induced tipping is the so-called
compost bomb instability - a rapid increase of temperature causes combustion in
compost heaps [24]. The compost bomb instability occurs when heat is generated
within the soil quicker than it can escape to the atmosphere. The model features
two feedback loops, one negative and one positive feedback. Soil combustion
depends on two quantities: the amount of carbon in the soil and the temperature
of the soil. An increase in soil carbon increases the soil combustion rate, releasing
carbon into the atmosphere but consequently decreases the soil carbon - a slow
negative feedback. Moreover, an increase in soil temperature from global warming
increases soil combustion and increases the soil temperature further - a fast
positive feedback. The sudden increase of soil temperature can lead to peatland
fires and the release of carbon contributes further to global warming. For a simple
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model of the compost bomb instability, Luke and Cox [24] show a global warming
of 10◦C per century would cause a rapid increase in soil temperature.
In ecology, Scheffer et al. [25] found that plant growth rate can cause a rate-
induced transition from a herbivore controlled state to a vegetated state. The
computational experiment involved applying a resources pulse to a plant-herbivore
model and observing the effects to the two populations. A resources pulse is used
to reflect scenarios such as: a rare wet day in an otherwise dry region, or a nutrient
pulse from a cyclone. For a slow growth rate of herbivores (e.g. deer) a resources
pulse led to a stable state of high biomass. Whereas, for a gradual increase
of resources to the same level of the maximum pulse the system remained in
a herbivore controlled state, thus, this is an example of rate-induced tipping as
opposed to bifurcation-induced tipping [25].
Tipping events as discussed, induce disproportionate changes to the output of
a system and can potentially have global implications, but observationally appear
to offer no forewarning, see Figure 1.1b. Therefore it would be of great benefit
to society if there existed some form of early-warning to detect the approach
of a tipping point. This has been a hot topic of recent research in the field of
tipping points; the development of so-called early-warning indicators. However,
the different mathematical mechanisms for tipping imply that one would expect
different early-warning signals.
1.3 Review of early-warning indicators
In the previous section we introduced bifurcation and rate-induced tipping without
noise. For detecting early-warning, noise is required to make a small perturbation
to the state of the system. Early-warning indicators are a time series analysis
tool to detect a system approaching a tipping point. One can obtain them from a
single time series output and they are, thus, also applicable to field observations.
Two early-warning indicators that are commonly used to detect bifurcation-induced
tipping with noise are: an increase in autocorrelation linked to critical slowing down
and an increase in variance [22]. The autocorrelation describes the correlation
between values of a time series over a given time period. In this thesis we will
often consider the lag-1 autocorrelation - the correlation between successive time
steps.
Fluctuations around an equilibrium observed in time series data of a system’s
output can be modelled by a simple discrete-time autoregressive model (AR(1)):
Xt+∆t = (1− κ∆t)Xt +
√
2D∆tηt, (1.6)
where ηt is a white noise process with mean 0 and variance 1, and ∆t is the
time step. The discrete-time AR(1) model, equation (1.6) is analogous to the
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continuous-time Ornstein-Uhlenbeck process:
dXt = −κXtdt+
√
2DdWt.
The deterministic part f(x) = −κx corresponds to the potential well U(x) = κx2
2
,
where κ is the decay rate. The noise is modelled by standard Brownian motion
Wt, and the intensity is given by
√
2D, where D is a diffusion coefficient. The
autocorrelation and variance is known for the Ornstein-Uhlenbeck process [26]:
Autocorrelation: a = exp(−κ∆t), (1.7)
Variance: V =
D
κ
, (1.8)
where a derivation of these quantities can be found in Appendix A.1. Far away
from a bifurcation the decay rate κ towards the steady state is large, and therefore,
the autocorrelation and variance are small. When a system drifts (parameter
changes to get closer to bifurcation) the decay rate κ decreases. For a decreasing
decay rate κ, the autocorrelation (1.7) approaches 1 and the variance (1.8) tends
to infinity.
A graphical illustration of this argument for why the early-warning indicators
should be present on the approach to a bifurcation-induced tipping event is presen-
ted in Figure 1.2 [1].
Panel (a) depicts a bifurcation diagram for a system containing two saddle-
nodes such as one obtains for (1.4) when varying p, the black solid curves indicate
branches of stable equilibria and dashed an unstable branch of equilibria. Consider
(1.4) with p  −1 and close to the unique equilibrium (for fixed p) x(l)eq < 0.
As previously discussed in Section 1.2 for bifurcation-induced tipping, one can
associate the state of a system as the position of an overdamped particle in a
slowly softening potential well. Suppose we slowly increase p towards the saddle-
node bifurcation labelled SN . The potential landscape is sketched for 3 different
distances from the bifurcation (indicated by coloured dashed lines); (b) far away
from the bifurcation, (c) close to bifurcation and (d) at bifurcation.
For when a system is far from the bifurcation (panel (a), blue dashed line),
the overdamped particle (black ball) is located at the bottom of a deep potential
well, see panel (b). Any small perturbation applied to the overdamped particle will
result in only a small deviation, corresponding to a small variance. In addition, the
particle will make a quick recovery (large restoring force or decay rate) back to the
equilibrium, corresponding to a low autocorrelation [27].
Approaching the bifurcation (red dashed line panel (a)) the walls of the potential
soften [28] as illustrated in panel (c). Applying a perturbation to the overdamped
particle will cause larger deviations and a slower recovery back to the bottom of
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Figure 1.2: Schematic adapted from Lenton [1] to illustrate critical slowing down
and increased variance for approaching a bifurcation. (a) Bifurcation diagram for
a system containing two saddle-nodes. Black solid curves indicate branches of
stable equilibria, black dashed curve indicates a branch of unstable equilibria. (b)
The effect a perturbation has on an overdamped particle in a potential well far from
the bifurcation, indicated by blue dashed line in (a). (c) Critical slowing down and
variance increases as bifurcation is approached, shown by the overdamped particle
in the potential well corresponding to red dashed line in (a). (d) At bifurcation point
overdamped particle does not recover for any perturbation or disturbance and tips
into the other potential well.
the well, known as critical slowing down and therefore autocorrelation increases
[1].
Panel (d) corresponds to the potential at the bifurcation point indicated by the
green dashed line in panel (a). Should a perturbation now be administered, the
overdamped particle does not recover and transitions to the lower stable state,
causing the tipping event.
In the case of noise-induced tipping the potential landscape will not change and
therefore critical slowing down (increased autocorrelation) is not expected. This
makes predicting noise-induced transitions more restrictive [27]. Noise-induced
transitions are random events and therefore we cannot predict the specific time
they will occur. The only form of prediction that could potentially be offered is the
probability of tipping in a given unit of time. Diagnosing the decay rate in a system
can offer some indicator of the stability of the current state, and combined with the
noise amplitude can give some insight into the vulnerability of the system tipping
due to noise [1].
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Rate-induced tipping cannot be explained by the traditional stability theory of
equilibria used for bifurcation-induced tipping as there is no loss in stability of the
state of the system [29]. However, one can consider an overdamped particle in a
sideways moving well as a similar analogy to an overdamped particle in a slowly
softening potential well that was presented for bifurcation-induced tipping. The
potential landscape does not change, instead the potential is shifted at different
speed rates. Consider system (1.5) (p = 1) with a ramp-like shift λ(t) given by:
λ(t) =
λmax
2
(
tanh
(
λmaxt
2
+ 1
))
, (1.9)
where λmax determines the distance of the shift and  the speed of the shift. Figure
1.3 shows the effect dragging the potential landscape has on an overdamped
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Figure 1.3: Illustration for analogy of an overdamped particle (red ball) in a
sideways moving potential landscape for rate-induced tipping. Left column the
effect dragging the potential landscape has on an overdamped particle for a
relatively slow shift. Right column corresponds to a faster shift that is greater than
some critical value at which rate-induced tipping occurs. First row: starting position
of overdamped particle at bottom of potential well. Second row: as potential
begins to shift sideways the particle begins to move up the wall of the potential
well towards the maximum. The faster the shift (indicated by length of arrows) the
further the particle travels. Third row: particle returns to bottom of well at end of
shift (e) or for sufficiently fast shifts escapes over the hill top (f).
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particle for a fixed shift distance λmax but two different shift speeds . The left
column considers a relative slow shift speed ( < c) and the right column a
faster shift ( > c) greater than some critical value c such that rate-induced
tipping occurs. In contrast to bifurcation-induced tipping, the particle does not
remain at the bottom of the well and instead moves closer to the hill top and
escapes for sufficiently fast drift, see panel (f). Therefore the stability of the
potential well remains unchanged and only the location of the particle inside the
well changes. Ashwin et al. [18] commented that there is no reason to suggest
why the early-warning indicators can be used to help predict rate-induced tipping.
We will investigate in Section 5.3 whether the early-warning indicators, increased
autocorrelation and variance, are present in a prototypical model for rate-induced
tipping.
Examples of early-warning indicators in climate science: The early-warning
indicators are in particular applied to observed time series data of a system.
Dakos et al. [30] used an increase of autocorrelation in time series data from
palaeoclimate records to hypothesise that various climatic transitions are examples
of bifurcation-induced tipping:
For example, about 5, 500 years ago there was a rapid desertification of northern
Africa, now the Sahara desert. Between 9, 000 and 5, 500 years ago the climate
was seasonally warmer and the region was wetter and more vegetated compared
to its present state. The transition from a vegetated state to a barren state occurred
relatively rapidly, over decades to centuries [31]. The time series of ODP Hole
658C (a sediment core off the west coast of Africa) from 8, 300 to 4, 800 years
before present showed an increase in autocorrelation (see Dakos et al. [30]).
Another example to show increase autocorrelation of time series data is the
end of the Younger Dryas period, using grayscale sediment colour records from the
Cariaco basin core between 12, 500 and 11, 200 years before present [30, 32]. The
Younger Dryas is a period of near-glacial conditions in the Northern Hemisphere
that occurred between 12, 000 and 10, 700 years ago. Preceding this event the
Earth had been warming since the end of the last ice age. The end of the Younger
Dryas period saw a warming in the Arctic of 7◦C over a 50 year period. Houghton
[33], Thompson and Sieber [34] hypothesise that the onset and end of the Younger
Dryas period is linked to changes in the AMOC, previously discussed in Section
1.1.
In contrast, it is more debatable whether the onset of deglacial warming in
Antarctica should be characterised as bifurcation-induced tipping. This is because
the time series data of the Vostok ice core record, a proxy for temperature in
Antarctica between 58, 800 and 17, 000 years before present gives mixed signals
for different indicators [32].
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An additional example which offers different conclusions to the mechanisms
behind the tipping are the Dansgaard-Oeschger events. In the past 120, 000 years
there have been about 25 recorded events of rapid warming. These events are part
of the Dansgaard-Oeschger cycles where rapid rises of air temperature of up to
8◦C within decades have been recorded in Greenland ice cores [31]. Considering
each Dansgaard-Oeschger event individually gave no significant increase in the
variance or autocorrelation [23]. This led Ditlevsen and Johnsen [23] to rule out
the bifurcation-induced tipping scenario and conclude that the events are likely
to be an example of noise-induced transitions. On the other hand, if the whole
ensemble of Dansgaard-Oeschger events are considered, instead of individually
(i.e. the mean of the Dansgaard-Oeschger events) then the autocorrelation and
variance do show an increase [35]. Therefore Cimatoribus et al. [35] concluded that
the underlying mechanisms of the Dansgaard-Oeschger events were bifurcation-
induced transitions.
Furthermore, the generic early-warning indicators that we have discussed are
not always present even when a system is known to pass through a bifurcation
point. Boulton et al. [36] studied early-warning indicators for model simulations
of Amazon rainforest dieback. The model’s equations suggest that a transcritical
bifurcation is passed for decreasing net primary productivity, although neither the
variance or autocorrelation increase to indicate the bifurcation-induced tipping
event. Boulton et al. [36] speculate this is due to the rapid and nonlinear forcing
the climate model is subjected to. Instead, certain system specific indicators
were found. For example, sensitivity of CO2 anomalies to temperature anomalies
increased. However, these indicators can only suggest decreasing resilience of
the forest and not signal the Amazon dieback.
For the Ornstein-Uhlenbeck process or more generally, if a quantitatively accur-
ate one dimensional model for a system can be determined then the early-warning
indicators can be calculated from the probability density function, P (x, t) as an al-
ternative to time series analysis. The motion of an overdamped particle subjected
to noise in a changing potential U(x, t) is represented by the stochastic differential
equation (SDE):
dXt = f(Xt, t)dt+
√
2DdWt, (1.10)
where f(x, t) = −U ′(x, t). The random variable Xt has a probability density
function P (x, t) governed by the Fokker-Planck equation:
∂P (x, t)
∂t
= D
∂2P (x, t)
∂x2
− ∂
∂x
(
f(x, t)P (x, t)
)
. (1.11)
The derivation of the Fokker-Planck equation (1.11) from the SDE (1.10) can be
found in Section 2.1. The Fokker-Planck equation determines the time evolution of
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the probability density function P (x, t). We will determine the lag-1 autocorrelation
between two successive densities and the variance of the current density can
be determined using P (x, t) and (1.11) (Section 4.1). An additional quantity that
can be used to determine the probability of a system tipping is the escape rate.
The escape rate evaluates the number of realisations that escape the potential
landscape per unit time. The cumulative probability of escape then determines
the probability of the system having tipped by that particular moment in time.
The early-warning indicators and escape rate are calculated for a slow passage
towards a saddle-node bifurcation and for a model of the Indian Summer Monsoon
in Sections 4.2 and 4.3.
1.4 Currently open research questions
Tipping points in science are a relatively recent concept and a lot of the early
research has considered examples of bifurcation-induced tipping. For the approach
of a saddle-node bifurcation the system is known to experience critical slowing
down, therefore it is expected that an increase in autocorrelation and variance
in the time series can be observed. A review of the robustness of early-warning
signals for bifurcation-induced tipping events in many different fields of science
can be found in Scheffer et al. [27], and a short review of examples from climate
science can be found in Section 1.3. Research has been more recent for identifying
examples of rate-induced tipping. In addition, it is unknown if the early-warning
signals for bifurcation-induced tipping can be applied to rate-induced tipping. For
example, if there is an increase in the variance and autocorrelation the early-
warning indicators could potentially offer some forewarning for a rate-induced
tipping event.
Early-warning indicators have predominantly been used to identify the mechan-
isms of tipping by considering events in the past. Dakos et al. [30] used an increase
of autocorrelation on palaeoclimate data as evidence of bifurcation-induced tip-
ping for the end of ‘greenhouse earth’ (period of no glaciers and high levels of
greenhouse gases). Using ice core records in different ways gave two opposite
conclusions as to whether the Dansgaard-Oeschger events should be classed as
bifurcation-induced [35] or noise-induced tipping events [23] by the presence (or
lack of) increase variance and autocorrelation.
However, less research has focussed on the more speculative aspect of trying
to predict tipping points in the future. For example, if time series analysis shows
an increase in the autocorrelation and variance, does this imply the system is
approaching a tipping point or is the signal a false positive? On the other hand,
consider the scenario of no significant early-warning signals being detected. Sci-
entists would likely discount the possibility of a tipping and thus, if a tipping were to
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occur then we have a false negative. False negatives can occur for example, in the
case of noise-induced tipping, which are notoriously difficult to predict, because
the potential landscape remains fixed. The performance of a predictor can be
illustrated by the receiver-operator curve, which plots the true positive rate against
the false positive rate for various thresholds. Even though the autocorrelation
approaches 1, there is no threshold value for either the autocorrelation or variance
to indicate bifurcation-induced tipping and so it is difficult to give a precise timing.
Furthermore, predicting noise- and rate-induced tipping is even less developed.
Developing some new indicators to complement the existing indicators or creating
other techniques can potentially contribute to the prediction of these events. One
example would be to calculate the escape rate, and thus, the survival time can be
estimated. The escape rate or survival time can be used to estimate the probability
of a system tipping, which links to false positives and false negatives.
In this thesis we will attempt to address some of the gaps in the current literature
including:
• Are the early-warning indicators (increase in autocorrelation and variance)
present for rate-induced tipping?
• What is the most likely time a tipping event will occur?
• What is the probability of a system tipping?
1.5 Thesis structure
Much focus of the tipping point literature researches tipping events for which the
underlying mechanisms are based on a slow passage through a bifurcation and/or
experiencing a noise-induced transition. This thesis has a greater emphasis on the
less explored tipping phenomenon rate-induced tipping. In particular, we consider
the case of shifting the potential landscape at a rate (less than a critical rate), such
that, there is no tipping in the deterministic setting. However, incorporating additive
white noise leads to tipping with a positive probability. This thesis investigates
whether the generic early-warning indicators are present and thus, can offer some
forewarning for a rate-induced tipping event. This includes checking if the early-
warning indicators coincide with the most likely time of tipping, determined by
optimal paths for escape. Furthermore, the probability of tipping is explored to
address the issue of potential false positives and false negatives. The thesis is
structured as follows:
Chapters 2 and 3 present detailed derivations for some classical results that
are integral to the content of this thesis. The Fokker-Planck equation describes
the evolution of the probability density of a random variable following an SDE.
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Section 2.1 derives the Fokker-Planck equation from an SDE. Kramers’ escape
rate specifies a formula for rare escapes from a deep potential well for small noise.
The derivation of Kramers’ escape rate can be found in Section 2.2. The derivation
of the optimal path for finite noise in 1-D is presented in Chapter 3. The optimal
path is locally the most likely path a realisation will follow for pre specified start
and end positions. We use the optimal path for escape in Chapter 5 to determine
the most likely time of tipping.
Saddle-node-induced tipping provides the focus of Chapter 4. We begin the
chapter by discussing the numerical methods for the solution of the Fokker-Planck
equation and early-warning indicators. This is followed by computation of the
early-warning indicators and escape rate for examples of saddle-node-induced
tipping. Finally, we illustrate that the early-warning indicators for a case study of
the Indian Summer monsoon are present for a simulated tipping.
We consider a prototype model for rate-induced tipping with additive noise
in Chapter 5. We initially consider if the early-warning indicators (increase of
autocorrelation and variance) are present for rate-induced tipping. We find the
early-warning indicators are delayed and consequently consider the most likely
time of tipping using optimal paths for escape. Demonstrating that the most
likely time of tipping is also delayed, allows us to conclude that the early-warning
indicators can potentially offer forewarning for rate-induced tipping.
Chapter 6 supplies a natural progression from Chapter 5 by considering the
probability of incurring a rate-induced tipping event with noise. We show that
using the leading instantaneous eigenmodes of the linear operator of the Fokker-
Planck equation gives a good approximation to the probability of escape calculated
from simulations. Furthermore, we derive a perturbation formula for the leading
eigenvalue, which also approximates the probability of escape well for slow to
moderate drift speeds.
We finish with a summary of the thesis and a look to outline future avenues of
research in the field of tipping points in Chapter 7.
Material in Chapter 4 contains novel work which is available on arXiv:
Paul Ritchie and Jan Sieber. Early-warning indicators in the dynamic regime.
arXiv preprint arXiv:1609.07271, 2016
Material in Chapter 5 is based on [38]:
Paul Ritchie and Jan Sieber. Early-warning indicators for rate-induced tipping.
Chaos, 26(9):093116, 2016. doi: http://dx.doi.org/10.1063/1.4963012
Material in Chapter 6 is based on work currently being prepared for submission
[39]:
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Paul Ritchie and Jan Sieber. Probability of noise and rate-induced tipping. arXiv
preprint arXiv:1606.08180, 2016
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Chapter 2
Classical results – Derivation of the
Fokker-Planck equation and
Kramers’ escape rate
This chapter is designed to provide detailed derivations for two key classical
results: the Fokker-Planck equation and Kramers’ escape rate. The Fokker-Planck
equation is a linear partial differential equation (PDE) that describes the evolution
of the probability density P (x, t) of a random variable Xt following a stochastic
differential equation (SDE). The Fokker-Planck equation forms an integral part to
this thesis through numerous applications, including:
• Foundation of derivation for Kramers’ escape rate (Section 2.2)
• Numerical calculation of the early-warning indicators (Section 4.1.5)
• Backbone for the derivation of the optimal path (Chapter 3), which is used to
determine the most likely time of tipping for a rate-induced model in Section
5.6
• Leading eigenmodes of linear operator of the Fokker-Planck equation can be
used to give an approximation for probability of incurring rate-induced tipping
(Section 6.4)
Kramers’ escape rate describes the rate particles escape from a deep (in
comparison to the noise level) potential well . For a reduced model of the Indian
summer monsoon we use Kramers’ escape rate to help determine when the
monsoon transitions from an ‘on’ state to an ‘off’ state (Section 4.3). In Section
6.4, Kramers’ escape rate can be used to approximate the probability of tipping for
rare escapes of rate-induced tipping.
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Kramers’ escape rate
2.1 Derivation of the Fokker-Planck equation
In this section we present the derivation of the Fokker-Planck equation following the
approaches of Choudhry and Lizzio [40], Grasman and Herwaarden [41], Pressley
[42], Allen [43], combined with stochastic properties ascertained from Chang
[44], Maybeck [45], Stepanov [46], Khare [47].
Consider an SDE of the form:
dXt = f(Xt, t)dt+ σdWt. (2.1)
For an initial condition X(0) = X0, let Xt be the solution of (2.1) defined as
Xt = X0 +
∫ t
0
f(Xs, s)ds+ σ
∫ t
0
dWs. (2.2)
The time evolution of the probability density P (x, t) of Xt is described by the
Fokker-Planck equation:
∂P (x, t)
∂t
=
σ2
2
∂2P (x, t)
∂x2
− ∂
∂x
(
f(x, t)P (x, t)
)
. (2.3)
We will now derive the Fokker-Planck equation (2.3) starting from the SDE (2.1).
Generally, it is difficult to obtain the exact solution (2.2) of the SDE (2.1) and
so instead it is beneficial to be able to approximate the solution. This can be
performed by the Euler-Maruyama method which generalises the Forward Euler
method for ODEs to SDEs and converges in probability. The Euler-Maruyama
method applied to (2.1) is given as:
Xi+1 = Xi + f(Xi, ti)∆t+ σ∆Wi, X0 = X(0), (2.4)
where ti = i∆t and Xi ≈ X(ti) for i = 0, ..., N . The random term ∆Wi =
W (ti+1)−W (ti) ∼ N (0,∆t) can be replaced with
∆Wi = η(ti)
√
∆t,
where η(ti) is a bounded random variable with mean zero and variance one. For
example, η(ti) could represent the outcome of a coin toss, which assigns +1 for
every head and −1 for every tail at every time step ti.
Initially, we will consider a single step of the Euler-Maruyama method (2.4) and
therefore we can drop the t dependence. Given a fixed scalar x ∈ R - an initial
condition for (2.1) we determine xnew at time step ∆t:
xnew = x+ f(x)∆t+ ση
√
∆t. (2.5)
In (2.5) only η and xnew are random variables, all remaining terms are known
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quantities given at the initial starting time.
We consider an arbitrary function V (x) that is twice continuously differentiable
and will be used in a variational functional. We will impose the following conditions
on the arbitrary test function V (x):
• V1: V (x) = 0 for x 6∈ (A,B)
• V2: V ′(x) = 0 for x = A and V ′(x) = 0 for x = B
for any arbitrary choice of A and B and V ′(x) represents differentiation with respect
to x.
The outline of the derivation is to use (2.5) to obtain an integral equation in
terms of the probability density at two separate time moments P (x) and Pnew(x)
and the arbitrary function V (x):
B∫
A
V (x)
[
Pnew(x)− P (x)
∆t
+
d
dx
(
f(x)P (x)
)
− σ
2
2
d2P (x)
dx2
]
dx = 0. (2.6)
Equation (2.6) must hold for all valid test functions V (x) satisfying conditions V1
and V2 and therefore we require:
Pnew(x)− P (x)
∆t
+
d
dx
(
f(x)P (x)
)
− σ
2
2
d2P (x)
dx2
= 0.
An extension to the continuous limit will then produce the 1-D Fokker-Planck
equation:
∂P (x, t)
∂t
=
σ2
2
∂2P (x, t)
∂x2
− ∂
∂x
(
f(x, t)P (x, t)
)
.
2.1.1 Variational functional applied at a fixed position
We will begin the derivation of the Fokker-Planck equation by considering the
Taylor expansion of V (x):
V (xnew) = V (x) +
dV (x)
dx
(xnew − x) + 1
2
d2V (x)
dx2
(xnew − x)2 +O(xnew − x)3. (2.7)
Substituting the Euler-Maruyama method (2.5) into equation (2.7) describes how
V changes over a single step:
V (xnew) = V (x) + V
′(x)
(
f(x)∆t+ ση
√
∆t
)
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+
1
2
V ′′(x)
(
f(x)∆t+ ση
√
∆t
)2
+O(∆t) 32 ,
= V (x) + V ′(x)f(x)∆t+ V ′(x)ση
√
∆t+
1
2
V ′′(x)σ2η2∆t+O(∆t) 32 , (2.8)
where we denote
V ′(x) ≡ dV (x)
dx
, V ′′(x) ≡ d
2V (x)
dx2
.
We take the expected value with respect to η of (2.8), denoted Eη:
Eη
(
V (xnew)
)
= Eη
(
V (x) + V ′(x)f(x)∆t+ V ′(x)ση
√
∆t
+
1
2
V ′′(x)σ2η2∆t+O(∆t) 32
)
. (2.9)
Using the linearity of expectation, namely; E(X + Y ) = E(X) + E(Y ), E(aX) =
aE(X) and E(a) = a for any random variables X and Y and scalar a we can
simplify (2.9) to:
Eη
(
V (xnew)
)
= V (x) + V ′(x)f(x)∆t+ V ′(x)σEη(η)
√
∆t
+
1
2
V ′′(x)σ2Eη(η2)∆t+O(∆t) 32 . (2.10)
However, η has mean zero and variance 1, and therefore substituting Eη
(
η
)
= 0
and Eη
(
η2
)
= 1 into (2.10) we have
Eη
(
V (xnew)
)
= V (x) + V ′(x)f(x)∆t+
1
2
V ′′(x)σ2∆t+O(∆t) 32 . (2.11)
This gives the expected value of the variational functional applied at any fixed
scalar x ∈ R.
2.1.2 Expectation of a random variable
We will now insert X as a random variable into the algebraic equation (2.11). The
random variable X has a probability density P (x) where∫
S
P (x) dx
as usual defines the probability for the random variable X being inside the set S.
We take the expected value of (2.11) with respect to X, denoted EX :
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EX
[
Eη
(
V (Xnew)
)]
= EX
[
V (X) + V ′(X)f(X)∆t+
1
2
V ′′(X)σ2∆t+O(∆t) 32
]
,
= EX
[
V (X)
]
+ ∆tEX
[
V ′(X)f(X)
]
+
σ2∆t
2
EX
[
V ′′(X)
]
+O(∆t) 32 . (2.12)
The expectation EX of X over a bounded domain x ∈ [A,B] is defined as
EX
(
X
)
=
B∫
A
xP (x) dx.
The probability density function Pnew(xnew) for the random variable Xnew is used to
define
EX
[
Eη
(
V (Xnew)
)]
=
B∫
A
V (xnew)Pnew(xnew)dxnew,
for which all functions V satisfy. The domain which we integrate over remains fixed
and so we can change the integration variable xnew to x. Thus
EX
[
Eη
(
V (Xnew)
)]
=
B∫
A
V (x)Pnew(x)dx. (2.13)
The first term on the right hand side of (2.12) is given by:
EX
[
V (X)
]
=
B∫
A
V (x)P (x)dx, (2.14)
and the two remaining terms on the right hand side of (2.12) are by definition:
∆tEX
[
f(X)V ′(X)
]
= ∆t
B∫
A
f(x)V ′(x)P (x) dx, (2.15)
and
σ2∆t
2
EX
[
V ′′(X)
]
=
σ2∆t
2
B∫
A
V ′′(x)P (x) dx. (2.16)
Therefore substituting (2.13), (2.14), (2.15) and (2.16) into (2.12) we have:
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B∫
A
V (x)Pnew(x)dx =
B∫
A
[
V (x)P (x) + ∆tf(x)V ′(x)P (x)
+
σ2∆t
2
V ′′(x)P (x)
]
dx+O(∆t) 32 . (2.17)
2.1.3 Application of variational principle
We need to eliminate all derivatives of V (x) in the integrand of (2.17) so that V (x)
can be factored out. For a probability density P (x) ∈ C2, this can be performed
by applying integration by parts on the right hand sides of (2.15) and (2.16). We
can then use the conditions V1 and V2 imposed earlier on the test function V (x)
to eliminate some of the terms:
∆t
B∫
A
f(x)V ′(x)P (x) dx =



:0
∆t
[
f(x)P (x)V (x)
]B
A
−∆t
B∫
A
V (x)
d
dx
(
f(x)P (x)
)
dx,
= −∆t
B∫
A
V (x)
d
dx
(
f(x)P (x)
)
dx, (2.18)
and
σ2∆t
2
B∫
A
V ′′(x)P (x) dx =



:0σ2∆t
2
[
P (x)V ′(x)
]B
A
− σ
2∆t
2
B∫
A
V ′(x)
dP (x)
dx
dx,
= −σ
2∆t
2
B∫
A
V ′(x)
dP (x)
dx
dx. (2.19)
Applying integration by parts a second time to (2.19) yields
σ2∆t
2
EX
[
V ′′(X)
]
= −



:0σ2∆t
2
[
V (x)
dP (x)
dx
]B
A
+
σ2∆t
2
B∫
A
V (x)
d2P (x)
dx2
dx,
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=
σ2∆t
2
B∫
A
V (x)
d2P (x)
dx2
dx. (2.20)
Once again the term containing the square brackets is zero as a consequence of
condition V1. Thus, substituting (2.18) and (2.20) into (2.17) leaves the expression
B∫
A
V (x)Pnew(x) dx =
B∫
A
V (x)
[
P (x) dx−∆t d
dx
(
f(x)P (x)
)
+
σ2∆t
2
d2P (x)
dx2
]
dx+O(∆t) 32 . (2.21)
Dividing through by ∆t and expressing (2.21) under one integral we have
B∫
A
V (x)
[
Pnew(x)− P (x)
∆t
+
d
dx
(
f(x)P (x)
)
− σ
2
2
d2P (x)
dx2
]
dx+O(∆t) 12 = 0. (2.22)
For equation (2.22) to hold for all possible test functions V (x) that satisfy conditions
V1 and V2, we must have:
Pnew(x)− P (x)
∆t
+
d
dx
(
f(x)P (x)
)
− σ
2
2
d2P (x)
dx2
= O(∆t) 12 .
Recall, that this holds for all P ∈ C2 with respect to x for a single step of the
Euler-Maruyama method (2.5). This can be extended for any time t, to:
P (x, t+ ∆t)− P (x, t)
∆t
=
σ2
2
∂2P (x, t)
∂x2
− ∂
∂x
(
f(x, t)P (x, t)
)
+O(∆t) 12 ,
and in the continuous limit, for ∆t→ 0, assuming P (x, t) ∈ C1 with respect to t we
arrive at the 1-D Fokker-Planck equation:
∂P (x, t)
∂t
=
σ2
2
∂2P (x, t)
∂x2
− ∂
∂x
(
f(x, t)P (x, t)
)
,
which is a linear partial differential equation that describes the time evolution of
the probability density function P (x, t). For the remainder of this thesis we will use
a diffusion coefficient D = σ2/2 to express the Fokker-Planck equation as:
∂P (x, t)
∂t
= D
∂2P (x, t)
∂x2
− ∂
∂x
(
f(x, t)P (x, t)
)
. (2.23)
We have shown that the Fokker-Planck equation (2.23) is valid for all P (x, t) ∈ C2
with respect to x and for all P (x, t) once continuously differentiable with respect to
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t. Though, it is also defined on all square integrable functions and can be extended
to distributions [48]. For example, one can start with a Dirac delta distribution and
the solution will be smooth for every t > 0 since the Fokker-Planck equation is
parabolic PDE [49].
2.2 Escape from potential well for small noise –
Kramers’ escape rate
In this section we present the derivation for Kramers’ escape rate following
the methods presented by Plischke and Bergersen [50], Risken and Frank [51],
Van Kampen [52], Russell and Blythe [53]
Consider overdamped particles moving in a free potential well U(x) (Figure
2.1). The motion of the particles is given by the stochastic differential equation:
dXt = f(Xt)dt+
√
2DdWt, (2.24)
where f(x) = −dU(x)
dx
.
b d e
x
U(x)
bl bua
Figure 2.1: Sketch of a potential U(x) where U(b) and U(d) correspond to the
minimum and maximum of the potential respectively. Position e is an arbitrary point
sufficiently past the maximum at x = d such that U(e) < U(b). Position a chosen
such that escape to e is far more likely than escape to a. Domain of well given by
bl and bu.
Provided D  U(d)− U(b) = ∆U , one would expect most of the particles to
remain in the vicinity of the point x = b. However, some particles will slowly escape
over the barrier and it is the rate at which this happens, that is known as Kramers’
escape rate.
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2.2.1 Formulation of Kramers’ escape rate
In Section 2.1 we derived the corresponding Fokker-Planck equation for the
stochastic differential equation given in (2.24):
∂P (x, t)
∂t
= D
∂2P (x, t)
∂x2
− ∂
∂x
(
f(x)P (x, t)
)
, (2.25)
where throughout this derivation we will work on an arbitrary domain x ∈ [a, e].
Position e is chosen such that U(e) < U(b) meaning that a particle that reaches
the upper boundary is a lot less likely to return to the well than it was to escape
the well in the first instance. The lower boundary at x = a is sufficiently chosen
such that a particle is significantly less likely to reach a than it is to escape the
well and reach position e. The Fokker-Planck equation (2.25) can be written as a
continuity equation:
∂P
∂t
+
∂J
∂x
= 0, (2.26)
where
J = f(x)P (x, t)−D∂P (x, t)
∂x
.
The physical definition of the divergence of a vector gives a meaning in terms of
the flux of a vector field [54], and hence J(x, t) is often referred to as the probability
flux (or current). The probability current describes the flow of probability, i.e. the
probability per unit time per unit area. If we rewrite the probability current as
J(x, t) = −
(
dU(x)
dx
P (x, t) +D
∂P (x, t)
∂x
)
, (2.27)
then equation (2.27) has a similar form to a product rule and therefore we try and
find a solution of the form:
∂
∂x
(
exp
(
U(x)
D
)
P (x, t)
)
= P (x, t)
∂
∂x
(
exp
(
U(x)
D
))
+ exp
(
U(x)
D
)
∂P (x, t)
∂x
,
=
1
D
dU(x)
dx
exp
(
U(x)
D
)
P (x, t) + exp
(
U(x)
D
)
∂P (x, t)
∂x
. (2.28)
Hence, by comparing equations (2.27) and (2.28) the probability current J(x, t)
can be simplified to:
J(x, t) = −D exp
(
− U(x)
D
)
∂
∂x
(
exp
(
U(x)
D
)
P (x, t)
)
. (2.29)
The condition D  ∆U determines that the probability current over the potential
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barrier is very small and so the probability density P (x, t) will change very little
over time. Therefore we make the assumption that the system is in steady state
i.e.:
∂P
∂t
= 0,
and thus, from (2.26) the probability current is constant and independent of x,
J(x, t) = J . We multiply equation (2.29) by exp
(U(x)
D
)
to give:
J exp
(
U(x)
D
)
= −D ∂
∂x
(
exp
(
U(x)
D
)
P (x)
)
. (2.30)
Choosing e such that U(e) < U(b) ensures that a particle is less likely to get back
into the well having escaped, than it was to cross over the potential barrier in the
first instance. Therefore we can set an absorbing boundary condition at e, namely
P (e) = 0. To maintain steady state the other condition we set is
∫ e
a
P (x)dx = 1.
The probability current J can then be expressed in terms of the probability density
at the bottom of the well P (b), by integrating between b and e:
J
e∫
b
exp
(
U(x)
D
)
dx = −D
[
exp
(
U(x)
D
)
P (x)
]e
b
,
= D exp
(
U(b)
D
)
P (b),
J =
D exp
(
U(b)
D
)
P (b)∫
e
b
exp
(
U(x)
D
)
dx
.
The probability current J gives the escape rate over the potential barrier, regardless
of a realisation’s initial position. Whereas, Kramers’ escape rate is specifically for
realisations that escape from within a neighbourhood of the bottom of the well.
Consequently we need to calculate the probability of the particle being located
close to the bottom of the well at x = b.
First we require the stationary density P (x) which can be expressed in terms
of the density at the bottom of the well P (b), by integrating (2.30) between b and x:
exp
(
U(x)
D
)
P (x)− exp
(
U(b)
D
)
P (b) = − J
D
x∫
b
exp
(
U(x′)
D
)
dx′.
Rearranging for the stationary density P (x) gives:
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P (x) = P (b) exp
(
U(b)− U(x)
D
)
− J
D
exp
(
− U(x)
D
) x∫
b
exp
(
U(x′)
D
)
dx′. (2.31)
We define the domain of the well to be for all x ∈ [bl, bu] (see Figure 2.1), we choose
bl and bu such that the domain of the well can be approximated by a quadratic (used
later). The noise level D should subsequently be chosen sufficiently small, such
that, the stationary probability density P (x) is mainly contained within x ∈ [bl, bu].
Therefore the probability p for a particle to be close to the bottom of the well is
given by:
p =
bu∫
bl
P (x) dx. (2.32)
Substituting (2.31) into (2.32) we obtain the probability p for a particle to be located
inside the well near x = b:
p = p1 − Jp2
D
,
where
p1 = P (b) exp
(
U(b)
D
) bu∫
bl
exp
(
− U(x)
D
)
dx,
and
p2 =
bu∫
bl
exp
(
− U(x)
D
)[ x∫
b
exp
(
U(x′)
D
)
dx′
]
dx.
Kramers’ escape rate r is defined as the conditional probability of escape per unit
time, given the particle is inside the well near x = b. Thus, the probability p that the
particle is in the vicinity of b multiplied by the escape rate r gives the probability
current J :
r =
J
p
=
J
p1 − Jp2/D,
=
J
p1
(
1− Jp2
Dp1
) ,
=
J
p1
∞∑
n=0
(
Jp2
Dp1
)n
,
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=
J
p1
[
1 +O
(
Jp2
Dp1
)]
,
=
J
p1
[
1 +O(R)
]
,
where
R =
Jp2
Dp1
=
∫
bu
bl
∫
x
b
exp
(
U(x′)− U(x)
D
)
dx′dx∫
bu
bl
exp
(
− U(x)
D
)
dx
∫
e
b
exp
(
U(y)
D
)
dy
.
Theorem 2.1. For bl < b and bu > b sufficiently close to b and for the small noise
limit D → 0, we have:
R =
∫
bu
bl
∫
x
b
exp
(
U(x′)− U(x)
D
)
dx′dx∫
bu
bl
exp
(
− U(x)
D
)
dx
∫
e
b
exp
(
U(y)
D
)
dy
−−−→
D→0
0.
Theorem 2.1 states that the error term is small for small noise levels D, where a
proof to Theorem 2.1 can be found in Appendix A.2, and thus Kramers’ escape
rate r is given as:
r =
D∫
bu
bl
exp
(
− U(x)
D
)
dx
∫
e
b
exp
(
U(y)
D
)
dy
[
1 +O(R)
]
. (2.33)
2.2.2 Polynomial approximations of maxima and minima of
potential
For the first integral in the denominator of (2.33)
I1 =
bu∫
bl
exp
(
− U(x)
D
)
dx, (2.34)
the dominant contribution of (2.34) arises from the region near the minimum. Thus
we will approximate the bottom of the well as a quadratic potential well Ubot(x),
(see Figure 2.2) by Taylor expanding U(x) about the minimum x = b:
U(x) = U(b) +
1
2
(x− b)2α +O(x− b)3 = Ubot(x) +O(x− b)3, (2.35)
where α = U ′′(b). Substituting (2.35) into (2.34) gives
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I1 = exp
(
− U(b)
D
) bu∫
bl
exp
(
− (x− b)
2α
2D
+
O(x− b)3
D
)
dx,
= exp
(
− U(b)
D
) bu∫
bl
exp
(
− (x− b)
2
2D
(
α +O(x− b)
))
dx,
= exp
(
− U(b)
D
) bu∫
bl
exp
(
− (x− b)
2
2D
)α+O(x−b)
dx. (2.36)
Notice that
0 ≤ g(x) = exp
(
− (x− b)
2
2D
)
≤ 1 for all x.
Therefore, for some positive constant C and b+ = max{b− bl, bu − b}, the integral
in (2.36) can be bounded as follows:
bu∫
bl
g(x)α+Cb+ dx ≤
bu∫
bl
g(x)α+O(x−b) dx ≤
bu∫
bl
g(x)α−Cb+ dx,
and so
I1 = exp
(
− U(b)
D
) bu∫
bl
exp
(
− (x− b)
2
2D
)α+O(b+)
dx,
= exp
(
− U(b)
D
) bu∫
bl
exp
(
− (x− b)
2α˜
2D
)
dx, (2.37)
where α˜ = α +O(b+).
For sufficiently small noise levels D, exp(−Ubot(x)/D) is close to zero for all
x 6∈ [bl, bu], see Figure 2.2. Thus, if we extend the integral limits of (2.37) onto the
infinite domain we have:
I1 = exp
(
− U(b)
D
)[ ∞∫
−∞
exp
(
− (x− b)
2α˜
2D
)
dx
−
bl∫
−∞
exp
(
− (x− b)
2α˜
2D
)
dx−
∞∫
bu
exp
(
− (x− b)
2α˜
2D
)
dx
]
, (2.38)
where we will show that the main contribution of I1 lies in the first integral and the
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bl b bu
x
U(x)
Ubot(x)
exp(-Ubot(x)/D)
Figure 2.2: Illustration of quadratic expansion Ubot(x) (green dash) of U(x) (black)
around the point x = b (Top). Corresponding density exp(−Ubot(x)/D) which is
similar to the density for U(x) for x ∈ [bl, bu] and comparatively small everywhere
else (Bottom).
other two are comparatively small and will be collected together to form the error
term, ec1. The function inside the integrals of equation (2.38) is a Gaussian function,
which has a well known result and provides a definition for the complementary
error function [55]:
∞∫
−∞
e−z
2
dz =
√
pi, and
∞∫
x
e−z
2
dz =
−x∫
−∞
e−z
2
dz =
√
pi
2
erfc(x). (2.39)
So by setting
z =
√
α˜
2D
(x− b) = γ(x− b), (2.40)
where
γ =
√
α˜
2D
,
and
dx =
1
γ
dz, (2.41)
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we substitute equations (2.40) and (2.41) into (2.38):
I1 =
1
γ
exp
(
− U(b)
D
)[ ∞∫
−∞
e−z
2
dz −
γ(bl−b)∫
−∞
e−z
2
dz −
∞∫
γ(bu−b)
e−z
2
dz
]
,
and using (2.39) we see that:
I1 =
√
Dpi
2α˜
exp
(
− U(b)
D
)[
2− erfc(γ(b− bl))− erfc(γ(bu − b))
]
,
=
√
2Dpi
α˜
exp
(
− U(b)
D
)[
1− ec1
]
, (2.42)
where
0 ≤ ec1 ≤ erfc
(
γb−
) ≤ exp(− (γb−)2), and b− = min{b− bl, bu − b}.
This gives an expression to the integral I1 in which we have two sources of
error. The polynomial used to approximate the potential U(x) about the bottom of
the well is second order accurate. The positions of bl and bu are chosen such that
the error term inside the exponential of (2.37) is small. We chose the noise level
D small such that the density is small for all x outside [bl, bu] compared to inside.
Therefore only a small error is made, ec1, when extending the integration limits to
the infinite domain (2.38), since γ is large.
A similar argument is used for the second integral in the denominator of (2.33):
I2 =
e∫
b
exp
(
U(y)
D
)
dy,
though we need to split I2 into 3 separate integrals by introducing two new para-
meters dl and du, designed to play a similar role to the parameters bl and bu when
considering the well of the potential
I2 =
dl∫
b
exp
(
U(y)
D
)
dy +
du∫
dl
exp
(
U(y)
D
)
dy +
e∫
du
exp
(
U(y)
D
)
dy. (2.43)
The points dl and du are sufficiently chosen such that the hill top of the potential
U(y) can be approximated by a polynomial in the domain y ∈ [dl, du]. Moreover,
the noise level D should be sufficiently small such that the density exp(U(y)/D) is
small for all y outside [dl, du] compared to all y inside.
We approximate the neighbourhood around the maximum as a quadratic hill
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top Utop(y) (Figure 2.3). Thus, the Taylor expansion of U(y) at y = d is:
db e
y
U(y)
exp(Utop(y)/D)
Utop(y)
dl du
Figure 2.3: Illustration of quadratic expansion Utop(y) (red dash) of U(y) (black)
around the point y = d (Top). Corresponding density exp(Utop(y)/D) which is
similar to the density for U(y) for y ∈ [dl, du] and comparatively small everywhere
else (Bottom).
U(y) = U(d)− 1
2
(y − d)2β +O(y − d)3 = Utop(y) +O(y − d)3, (2.44)
where β = |U ′′(d)|. We substitute (2.44) into the second integral of (2.43) to give:
I2 =
dl∫
b
exp
(
U(y)
D
)
dy + exp
(
U(d)
D
) du∫
dl
exp
(
− (y − d)
2β˜
2D
)
dy +
e∫
du
exp
(
U(y)
D
)
dy,
= exp
(
U(d)
D
)[
el +
du∫
dl
exp
(
− (y − d)
2β˜
2D
)
dy + eu
]
, (2.45)
where
β˜ = β +O(d+), and d+ = max{d− dl, du − d},
and
50
2.2. Escape from potential well for small noise – Kramers’ escape rate
el = exp
(
−U(d)
D
) dl∫
b
exp
(
U(y)
D
)
dy, and eu = exp
(
−U(d)
D
) e∫
du
exp
(
U(y)
D
)
dy.
(2.46)
We will show that the summation of the error terms el and eu, which will be
denoted elu is small. Though, for the integrals el and eu in (2.46) we do not have an
approximation for the potential U(y) over the respective integral limits and therefore
we cannot apply a direct calculation. However, we can apply a lower bound of
zero to both, and for the upper bound we can replace U(y) with the approximation
of the potential (2.44) at dl and du respectively. This is because U(dl) and U(du)
correspond to the maximum value of the potential within the respective integral
domains of (2.46). Thus, we have:
0 ≤ el ≤ (dl − b) exp
(
− (dl − d)
2β˜
2D
)
,
and
0 ≤ eu ≤ (e− du) exp
(
− (du − d)
2β˜
2D
)
.
We again extend the limits of the remaining integral of (2.45) to the infinite do-
main with some small error, since exp(Utop(y)/D) is small for all y outside the
neighbourhood [dl, du] compared to inside, illustrated in Figure 2.3, and so:
I2 = exp
(
U(d)
D
)[ ∞∫
−∞
exp
(
− (y − d)
2β˜
2D
)
dy
−
dl∫
−∞
exp
(
− (y − d)
2β˜
2D
)
dy −
∞∫
du
exp
(
− (y − d)
2β˜
2D
)
dy +
√
pi
ρ
elu
]
, (2.47)
where
0 ≤ elu ≤ ρ√
pi
(e− b) exp
(
− (ρd−)2
)
, (2.48)
and where
ρ =
√
β˜
2D
, and d− = min{d− dl, du − d}.
The error term elu, (2.48) is small, since ρ is designed to be large by the choice of
noise level D. We now return to the function inside the integrals of (2.47), which
are again of the form of a Gaussian function and so performing similar steps to
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before will yield the result:
I2 =
√
Dpi
2β˜
exp
(
U(d)
D
)[
2− erfc(ρ(d− dl))− erfc(ρ(du − d)) + 2elu
]
,
=
√
2Dpi
β˜
exp
(
U(d)
D
)[
1 + elu − ec2
]
, (2.49)
where
0 ≤ ec2 ≤ erfc(ρd−) ≤ exp
(
− (ρd−)2
)
.
The remaining error terms in (2.49) are equivalent to those for the first integral I1,
specifically ec2 and inside β˜. The polynomial approximation to the hill top is second
order accurate, where dl and du are sufficiently chosen. In addition, we extend the
limits of integration to the infinite domain in (2.47) though this error, denoted ec2, is
again small because ρ is large.
Substituting equations (2.42) and (2.49) into the denominator of (2.33) and
grouping all the error terms together we achieve:
bu∫
bl
exp
(
− U(x)
D
)
dx
e∫
b
exp
(
U(y)
D
)
dy =
2Dpi√
α˜β˜
exp
(
U(d)− U(b)
D
)[
1 + e
]
,
=
2Dpi√
α˜β˜
exp
(
∆U
D
)[
1 + e
]
, (2.50)
where
e = elu − ec1 − ec2 − ec1elu + ec1ec2, and ∆U = U(d)− U(b).
2.2.3 Kramers’ escape rate
We complete the derivation of Kramers’ escape rate by substituting (2.50) into
(2.33):
r =
√
α˜β˜
2pi
exp
(
− ∆U
D
)[1 +O(R)][
1 + e
] ,
=
√
α˜β˜
2pi
exp
(
− ∆U
D
)[
1 +O(R)
][
1−O(e)
]
. (2.51)
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For bl, bu sufficiently close to b and dl, du sufficiently close to d, reduces the error
terms in α˜ and β˜. The error in the first square bracket is small for sufficiently
chosen small D from Theorem 2.1. Furthermore, we have already claimed that the
error terms contained in e in (2.51) are small since γ and ρ are large. Therefore
Kramers’ escape rate, rK is usually defined as:
rK =
√
αβ
2pi
exp
(
− ∆U
D
)
,
where
α = U ′′(b), and β = |U ′′(d)|.
Below we summarise the terms and assumptions that are often neglected in the
derivation of Kramers’ escape rate:
• Steady state: For the system to remain in steady state we require an absorb-
ing boundary condition, P (e) = 0, and an integral condition
∫ e
a
P (x)dx = 1.
• Polynomial approximations: Two polynomials are used to approximate the
well and the hill top of the potential U(x) to second order accuracy. The
parameters bl, bu, dl and du are chosen such that the error in α˜ and β˜ is
minimised.
• Small noise level: The noise level D needs to be subsequently chosen
sufficiently small such that the relevant densities (pictured bottom of Figures
2.2 and 2.3) are mainly consigned to the neighbourhoods of the well and hill
top respectively. This ensures that γ and ρ are large and therefore reduces
the error made by neglecting the tails of the densities, specifically elu, ec1 and
ec2 in the O(e) term of (2.51). Furthermore, choosing a small D decreases
the O(R) term in (2.51).
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Chapter 3
Classical results – Derivation of the
optimal (most likely) path
In Section 5.6 we use the concept of the optimal (most likely) path for escape to
determine the most likely time of tipping for a rate-induced model with additive
noise. This chapter aims to provide a detailed derivation for the optimal path for
the trajectory of a Brownian particle in the 1-D setting for finite noise, D.
We define the optimal path as the most likely sequence of ‘gates’ (separated
by a distance ∆t and are of a height δ) a realisation will pass through, with the
conditions that it starts at a known position x0 and finishes at a known end position
xT in a fixed time T , see Figure 3.1. Taking the limits of an infinite number of gates
that are infinitesimally small with the condition δ  ∆t 1 (shown later), narrows
the solution down to a path.
The derivation for the optimal path unsurprisingly is heavily dependent on the
evolution of the probability density of the random variable Xt, which is given by the
Fokker-Planck equation (derived in Section 2.1). However, we begin by considering
two simpler cases, first in Section 3.1 the simplest case; a realisation subject to
pure diffusion (Brownian motion). We consider in Section 3.2 Brownian motion in
an absorbing medium where a particle can be annihilated with a given probability.
Finally, in Section 3.3 we apply a transformation to the 1-D Fokker-Planck equation
which brings it into the form of an absorbing medium.
3.1 The optimal path for a free Brownian particle
Consider a free Brownian particle, hence no potential (U = 0), which has a
probability density function P (x, t) described by the following partial differential
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Δ
δ
Δ
δ
δ<<Δt<<1
Optimal path
Gate
Take Limits:
x
t
xT
x0
Figure 3.1: Schematic for the definition of the optimal path (green) for known start
and end positions x0 and xT . In blue are gates centred about the path separated
by a distance ∆t and have a height δ.
equation (PDE):
∂P (x, t)
∂t
= D
∂2P (x, t)
∂x2
, (3.1)
P (x, t0) = δ(x− x0), (3.2)
where D is a diffusion coefficient and δ(x− x0) is the Dirac delta function.
The solution P (x, t) of (3.1)–(3.2) gives the transition probability P (x(t)|x0, t0)
for being at a position x at a time t having started at an arbitrary position x0 at time
t0:
P (x, t) = P (x(t)|x0, t0) = 1√
4piD(t− t0)
exp
(−(x− x0)2
4D(t− t0)
)
. (3.3)
As P (x, t) is a probability density function (3.3) satisfies the following condition:
∞∫
−∞
P (x, t)dx =
∞∫
−∞
1√
4piD(t− t0)
exp
(−(x− x0)2
4D(t− t0
)
dx = 1.
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3.1.1 Discrete probability approximation
Consider splitting the optimal path x˜(t), which connects the starting position x0 at
time t0 to an end position xT at time Tend into N + 1 equal intervals with a spacing
∆t. At the end of each time interval, ti we place a gate of height δ centred about
the optimal path x˜(ti).
For the path x˜(t) to be optimal, the probability that a particle is at the sequence
of coordinates (x0, x˜1, ..., x˜N , xT ) at corresponding times (t0, t1, ..., tN , Tend) within
ranges (0, dx1, ..., dxN , dxN+1) [56] is maximal. The ranges dxk = δ are the gates
that a realisation must pass between, and more concisely the function x(t) must
obey the following relations [57]
x(t0) = x0,
A1 = x˜1 − δ/2 ≤ x(t1) ≤ B1 = x˜1 + δ/2,
A2 = x˜2 − δ/2 ≤ x(t2) ≤ B2 = x˜2 + δ/2.....,
.....Ak = x˜k − δ/2 ≤ x(tk) ≤ Bk = x˜k + δ/2.....,
.....AN = x˜N − δ/2 ≤ x(tN) ≤ BN = x˜N + δ/2,
AN+1 = xT − δ/2 ≤ x(Tend) ≤ xT + δ/2 = BN+1,
where x˜0 = x0 and x˜N+1 = xT . The transition probability for a realisation starting
at x(ti−1) and being at x(ti) at the subsequent time step is given by [58]:
P (xi|xi−1) = P (x(ti)|x(ti−1)) = 1√
4piD(ti − ti−1)
exp
(−(xi − xi−1)2
4D(ti − ti−1)
)
,
=
1√
4piD∆t
exp
(−(xi − xi−1)2
4D∆t
)
, (3.4)
and so the transition probability, and also the probability density P1(x1), for the first
step is:
P1(x1) = P (x1|x0, t0) = 1√
4piD∆t
exp
(−(x1 − x0)2
4D∆t
)
. (3.5)
For clarity , let us introduce some notation that we will use throughout the derivation
for the probability of passing through successive gates:
• P (xk|xk−1): Transition probability for travelling from xk−1 at time tk−1 to xk at
time tk.
• Pk(xk): Probability density function for being at xk assuming passed through
gates 1, ..., k − 1 at time tk.
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• Pk: Probability of passing through gate k conditioned on having passed
through gates 1, ..., k − 1.
• P˜k(xk): Probability density function for being at xk assuming passed through
gates 1, ..., k at time tk.
• P(T )k : Probability of passing through first k gates.
• P = P(T )N+1: Probability of passing through all N + 1 gates.
In the following steps we will refer to the schematic, Figure 3.2 which will provide
an illustration for the quantities discussed. The transition probability P1(x1) (3.5)
t0 t1 t2
x0
x
t
Figure 3.2: Schematic for calculating probability of passing through a gate at
time step ti. Probability density Pi(xi) given by blue dashed curve at time step
ti. Shaded blue region indicates probability Pi of passing through gate at time ti
conditioned on having been at previous gate. Normalised density P˜i(xi) given by
red dashed curve such that combined area of blue and red is equal to one at ti.
gives the probability density in blue at t1. The probability of passing through the
first gate, which is equivalent to the probability that x1 ∈ [A1, B1] where A1 and B1
are the lower and upper bounds of the gate is given as follows:
P1 = P(x(t1) ∈ [A1, B1]|x0, t0) =
B1∫
A1
1√
4piD∆t
exp
(−(x1 − x0)2
4D∆t
)
dx1.
Thus, P1 < 1 represents the area shaded in blue at t1 in Figure 3.2. Let us consider
the probability of passing through the second gate, conditioned on the particle
being located in the first gate [A1, B1] at t1. To make this assumption the area
under the density between the lower and upper bounds of the first gate has to
equal one. Therefore we normalise the density, P1(x1):
P˜1(x1) = P˜ (x1|x0, t0) = 1P1
1√
4piD∆t
exp
(−(x1 − x0)2
4D∆t
)
.
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Hence, P˜1(x1) corresponds to the red density at t1 and such that the area of the
blue and red shaded regions combined is equal to one.
The probability density, P2(x2) at time t2 is therefore calculated using the
normalised density P˜1(x1) (red density at t1) applied with the transition probability
P (x2|x1) over the relevant time step. This is then integrated over the first gate
[A1, B1] so that only realisations in the previous gate are considered:
P2(x2) =
1
P1
B1∫
A1
(
1√
4piD∆t
)2
exp
(−(x2 − x1)2
4D∆t
)
exp
(−(x1 − x0)2
4D∆t
)
dx1.
The probability density P2(x2) produces the blue density at time step t2. Thus, the
probability of the particle being in the second gate [A2, B2], assuming it started in
the first gate [A1, B1] is:
P2 =
1
P1
B2∫
A2
B1∫
A1
(
1√
4piD∆t
)2
exp
(−(x2 − x1)2
4D∆t
)
exp
(−(x1 − x0)2
4D∆t
)
dx1dx2,
where P2 < 1 and corresponds to the blue shaded region at t2. For subsequent
gates the process then repeats, namely normalising the current (blue) density
Pi(xi) to give the (red) density P˜i(xi) at time step ti. The general formula then for
the probability (blue) density, Pi+1(xi+1) at a time ti+1, given the particle is in the
current gate [Ai, Bi] at ti is given by:
Pi+1(xi+1) =
Bi∫
Ai
P (xi+1|xi)P˜ (xi|x(ti−1) ∈ [Ai−1, Bi−1])dxi.
We will also compute the probability for passing through the third gate, and so first
we need to normalise the density P2:
P˜2(x2) =
1
P1P2
B1∫
A1
(
1√
4piD∆t
)2
exp
(−(x2 − x1)2
4D∆t
)
exp
(−(x1 − x0)2
4D∆t
)
dx1.
The normalised density P˜2 means that we assume that the particle is in the second
gate [A2, B2] at t2 and so the density at time t3 is:
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P3(x3) =
1
P1P2
B2∫
A2
B1∫
A1
(
1√
4piD∆t
)3
exp
(
− 1
4D∆t
2∑
j=0
(xj+1 − xj)2
)
dx1dx2,
and the probability of being in the gate [A3, B3]
P3 =
1
P1P2
B3∫
A3
B2∫
A2
B1∫
A1
(
1√
4piD∆t
)3
exp
(
− 1
4D∆t
2∑
j=0
(xj+1 − xj)2
)
dx1dx2dx3.
This process can then continue for passing through all subsequent gates. As
the probabilities, Pi always assume that the particle is in the previous gate at
the previous time step all probabilities are independent of one another. Hence,
the overall probability P will be the product of all the individual probabilities Pi.
For example, the probability of passing through the first gate and second gate
assuming the particle starts at x0 at time t0 is:
P(T )2 = P1P2,
=   P1
1
  P1
B2∫
A2
B1∫
A1
(
1√
4piD∆t
)2
exp
(−(x2 − x1)2 − (x1 − x0)2
4D∆t
)
dx1dx2,
=
B2∫
A2
B1∫
A1
(
1√
4piD∆t
)2
exp
(−(x2 − x1)2 − (x1 − x0)2
4D∆t
)
dx1dx2.
Likewise, the probability for passing through the first three gates is:
P(T )3 = P1P2P3,
= 
P1P2

P1P2
B3∫
A3
B2∫
A2
B1∫
A1
(
1√
4piD∆t
)3
exp
(
− 1
4D∆t
2∑
j=0
(xj+1 − xj)2
)
dx1dx2dx3,
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=
B3∫
A3
B2∫
A2
B1∫
A1
(
1√
4piD∆t
)3
exp
(
− 1
4D∆t
2∑
j=0
(xj+1 − xj)2
)
dx1dx2dx3,
and thus the probability P(T )N+1 = P for passing through all N + 1 gates (finishing
inside the gate at xT ) yields [58]:
P =
BN+1∫
AN+1
...
B1∫
A1
(
1√
4piD∆t
)N+1
exp
(
− 1
4D∆t
N∑
j=0
(xj+1 − xj)2
)N+1∏
j=1
dxj,
=
BN+1∫
AN+1
...
B1∫
A1
(
1√
4piD∆t
)N+1
exp
(
− ∆t
4D
N∑
j=0
(
xj+1 − xj
∆t
)2)N+1∏
j=1
dxj. (3.6)
We introduce a Lemma that will allow us to express the probability P, (3.6) for a
fixed noise level D in terms of a differentiable path x˜.
Lemma 3.1. For all differentiable paths x˜ and a fixed noise level D, we have the
following:
1
δN+1
BN+1∫
AN+1
...
B1∫
A1
exp
(
− ∆t
4D
N∑
j=0
(
xj+1 − xj
∆t
)2)N+1∏
j=1
dxj
= exp
(
− ∆t
4D
N∑
j=0
(
x˜j+1 − x˜j
∆t
)2
+O
(
δ
∆t
))
.
Proof. We will first show that the following relationship holds for all differentiable
paths x˜:
(
xj+1 − xj
∆t
)2
=
(
x˜j+1 − x˜j
∆t
)2
+O
(
δ
∆t
)
, ∀xj ∈
[
x˜j − δ
2
, x˜j +
δ
2
]
and
∀xj+1 ∈
[
x˜j+1 − δ
2
, x˜j+1 +
δ
2
]
,
and then use this result to prove the Lemma. To guarantee this condition holds for
all possible trajectories we introduce |j|, |j+1| ≤ δ/2, which allows for a realisation
to be anywhere within gates j and j + 1 respectively:
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(
xj+1 − xj
∆t
)2
=
(
x˜j+1 + j+1 − (x˜j + j)
∆t
)2
,
=
(
x˜j+1 − x˜j
∆t
)2
+
2(x˜j+1 − x˜j)(j+1 − j)
(∆t)2
+
(
j+1 − j
∆t
)2
,
≤
(
x˜j+1 − x˜j
∆t
)2
+ 2
∣∣∣∣ x˜j+1 − x˜j∆t
∣∣∣∣ δ∆t +
(
δ
∆t
)2
,
and because | x˜j+1−x˜j
∆t
| is uniformly bounded by max |x˜′| we have
(
xj+1 − xj
∆t
)2
=
(
x˜j+1 − x˜j
∆t
)2
+O
(
δ
∆t
)
. (3.7)
Therefore, using the result of (3.7) we obtain that
1
δN+1
BN+1∫
AN+1
...
B1∫
A1
exp
(
− ∆t
4D
N∑
j=0
(
xj+1 − xj
∆t
)2)N+1∏
j=1
dxj
=
1
δN+1
BN+1∫
AN+1
...
B1∫
A1
exp
(
− ∆t
4D
N∑
j=0
[(
x˜j+1 − x˜j
∆t
)2
+O
(
δ
∆t
)])N+1∏
j=1
dxj,
=
1
δN+1
exp
(
− ∆t
4D
N∑
j=0
(
x˜j+1 − x˜j
∆t
)2
− (N + 1)∆t
4D
O
(
δ
∆t
)) BN+1∫
AN+1
...
B1∫
A1
N+1∏
j=1
dxj,
= exp
(
− ∆t
4D
N∑
j=0
(
x˜j+1 − x˜j
∆t
)2
+O
(
δ
∆t
))
,
since (N + 1)∆t = T and Bj − Aj = δ for j = 1, ..., N + 1.
For a fixed D and in the limit δ  ∆t  1 for differentiable paths , Lemma 3.1
ensures that the density inside each gate is nearly constant. This allows us to
replace the xj ’s which are integrated over with a single point on the path x˜j at
every time step. Therefore Lemma 3.1 allows us to write the probability P as:
P =
(
δ√
4piD∆t
)N+1
exp
(
− 1
4D
N∑
j=0
(
x˜j+1 − x˜j
∆t
)2
∆t+O
(
δ
∆t
))
. (3.8)
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3.1.2 Optimal path – Maximising functional
Let us pause, and consider how we derive the optimal path for pure diffusion.
Equation (3.8) gives the probability of passing through all N + 1 gates that are
centred on a path x˜. The optimal path or most probable path will correspond to
the path x˜ that maximises the probability and therefore we need to optimise the
functional:
S = − 1
4D
N∑
j=0
(
x˜j+1 − x˜j
∆t
)2
∆t
using the Euler-Lagrange equation. We proceed through the derivation at the
discrete level. We begin by considering the difference between the true functional
and a perturbation of the functional:
δS = − 1
4D
N∑
j=0
[(
x˜j+1 + j+1 − (x˜j + j)
∆t
)2
−
(
x˜j+1 − x˜j
∆t
)2]
∆t,
where the j ’s represent a small perturbation and 0 = N+1 = 0, since the end
points x0 and xT are known. This simplifies to
δS = − 1
4D
N∑
j=0
[
2(x˜j+1 − x˜j)(j+1 − j) + (j+1 − j)2
(∆t)2
]
∆t.
The second term on the right hand side is small and therefore we have
δS = − 1
2D
N∑
j=0
[
j+1(x˜j+1 − x˜j)
(∆t)2
− j(x˜j+1 − x˜j)
(∆t)2
]
∆t+O
(

∆t
)2
. (3.9)
Using 0 = N+1 = 0 we can rewrite (3.9) as
δS = − 1
2D
[N−1∑
j=0
j+1(x˜j+1 − x˜j)
(∆t)2
−
N∑
j=1
j(x˜j+1 − x˜j)
(∆t)2
]
∆t+O
(

∆t
)2
. (3.10)
We consider the first term on the right hand side of (3.10) and adjust the indexing
such that the perturbation is under the same index:
N−1∑
j=0
j+1(x˜j+1 − x˜j)
(∆t)2
=
N∑
j=1
j(x˜j − x˜j−1)
(∆t)2
. (3.11)
Substituting (3.11) back into (3.10) we get
δS =
1
2D
N∑
j=1
j
[
x˜j+1 − 2x˜j + x˜j−1
(∆t)2
]
∆t+O
(

∆t
)2
.
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For maxima and minima we require δS = 0 and therefore we have
x˜j+1 − 2x˜j + x˜j−1
(∆t)2
= 0 +O
(

∆t
)2
for all j and ∆t. To reiterate, the optimal transition from a given starting position
x0 to a given end position xT is to pass through a sequence of gates centred at
x˜j = x˜(t0 + j∆t) satisfying
x˜j+1 − 2x˜j + x˜j−1
(∆t)2
= 0 +O
(

∆t
)2
+O
(
δ
∆t
)
. (3.12)
One particular path that satisfies (3.12) is the straight line which is smooth and
satisfies the boundary value problem (BVP):
x¨ = 0,
x(t0) = x0,x(Tend) = xT ,
where the tilde notation has been dropped. The optimal path (straight line for pure
diffusion) x(t) is given by:
x(t) =
(
xT − x0
Tend − t0
)
(t− t0) + x0.
3.1.3 Transition to continuous limit
Having established that the optimal path is at least twice differentiable we return to
our formula for the probability P, equation (3.8). If we subsequently consider the
limit of an infinite number of gates (∆t→ 0) then
lim
∆t→0
exp
(
− 1
4D
N∑
j=0
(
x˜j+1 − x˜j
∆t
)2
∆t
)
= exp
(
− 1
4D
Tend∫
t0
( ˙˜x)2dτ
)
. (3.13)
Therefore for the limit of an infinite number of gates we use (3.13) to present the
probability P for the pure diffusion case in the continuous limit as
P(x˜,∆t, δ) =
(
δ√
4piD∆t
)N+1
exp
(
− 1
4D
Tend∫
t0
( ˙˜x)2dτ +O(∆t) +O
(
δ
∆t
))
, (3.14)
which holds only in the limit derived in (3.7), namely δ  ∆t 1.
In summary, the probability P of passing through N + 1 gates (of height δ and
separation ∆t) centred on a differentiable path x˜ ∈ C1 is given by:
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P =
(
δ√
4piD∆t
)N+1 BN+1∫
AN+1
...
B1∫
A1
(
1
δ
)N+1
exp
(
− 1
4D∆t
N∑
j=0
(xj+1 − xj)2
)N+1∏
j=1
dxj,
=
(
δ√
4piD∆t
)N+1
exp
(
− 1
4D
N∑
j=0
(
x˜j+1 − x˜j
∆t
)2
∆t+O
(
δ
∆t
))
,
=
(
δ√
4piD∆t
)N+1
exp
(
− 1
4D
N∑
j=0
( ˙˜x)2∆t+O(∆t) +O
(
δ
∆t
))
,
where the Riemann sum can be expressed as an integral to O(∆t) accuracy
exp
(
− 1
4D
N∑
j=0
( ˙˜x)2∆t+O(∆t) +O
(
δ
∆t
))
= exp
(
− 1
4D
Tend∫
t0
( ˙˜x)2dt+O(∆t) +O
(
δ
∆t
))
. (3.15)
Therefore the probability P can be expressed by (3.15) multiplied by a known small
factor
C =
(
δ√
4piD∆t
)N+1
.
For the error to remain small in (3.15) we require the condition δ  ∆t  1 as
derived from Lemma 3.1. This enforces the density to be close to constant inside
each gate, meaning the density can be approximated by a single point inside each
gate, namely the midpoint/optimal path x˜j. Whereas, beforehand the density would
be Gaussian in a wider gate and would require integrating over a series of points in
the gate. We investigate the error of this approximation by calculating the relative
error between (3.6) and (3.14) for the example of following a likely path in pure
diffusion for a range of noise levels D, see Figure 3.3. The path considered is of
length T = 3, with three gates of size δ at intervals ∆t = 1, that starts and finishes
at x0 = xT = 0. Figure 3.3a demonstrates that as the gate size δ decreases with
the time step ∆t remaining fixed the relative error between the two probabilities
(3.6) and (3.14) converges to zero.
Furthermore, notice that the relative error for each gate size is inversely pro-
portional to the noise level D. This is shown in Figure 3.3b by demonstrating that
multiplying the relative error by the noise level gives a constant for each gate size
δ and a fixed ∆t. This is as expected because in Lemma 3.1 we considered for
fixed noise D. Whereas, for varying the noise level the prefactor (−1/4D) in front
of the summation in Lemma 3.1 will increase the error for smaller noise levels D.
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Figure 3.3: (a) Example for the relative error between (3.6) and (3.14) for following
a path for a range of noise levels D. The path (starting at x0 = 0, t0 = 0 and
finishing at xT = 0, Tend = 3) is of length T = 3, with three gates of size δ = 0.2
(blue), 0.1 (red), 0.05 (black), 0.025 (green) at intervals ∆t = 1 for pure diffusion. (b)
Relative error multiplied by the noise level D to illustrate relative error is inversely
proportional to noise level.
If the noise was not fixed we would require the limit δ/(D∆t)→ 0, however, we will
consider fixed finite noise.
3.1.4 Remarks
We conclude this section of the pure diffusion case by making some remarks about
the probability P(x˜,∆t, δ) for following a path, equation (3.14). The probability of
following a differentiable path x˜(t) through a set of gates, respecting the conditions
laid out in (3.7) is close to zero [57]. The optimal path is currently obtained by
minimising over all C1 paths. Though, Brownian motion is locally Hölder continuous
of order α < 1/2 and almost surely nowhere locally Hölder continuous of order
α ≥ 1/2 for a constant M such that [59]:
|f(x)− f(y)| < M |x− y|α,
where the set of differentiable functions C1 is a subset of the α-Hölder continuous
set for every α ∈ (0, 1] [57]. Therefore we should minimise over the α-Hölder
continuous set and not just C1. However, introducing further technical detail the
most likely path can be shown to always be a differentiable path [57].
We can calculate the probability of following a path using (3.14), though, it is
difficult, in particular for unlikely paths to verify this using simulations. For the
probability of following a path, equation (3.14) only holds for the condition given
by (3.7). Therefore, when calculating the probability of following the path using
simulations and satisfying condition (3.7) only a very small fraction of realisations
will stay within two consecutive gates, for an unlikely path. Since realisations are
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substituted back into the gates according to the distribution that remain at each
step we require a significant proportion of realisations to remain to get an accurate
probability.
3.2 Optimal path for a particle in an absorbing
medium
As an intermediate step we consider the PDE:
∂P (x, t)
∂t
= D
∂2P (x, t)
∂x2
− a(x, t)P (x, t), (3.16)
where a is smooth in x and t, and we assume that a(x, t) and its derivative with
respect to x are bounded.
The semigroup T (t)P˜ (·, u), defined as the solution of
∂P (x, t)
∂t
= D
∂2P (x, t)
∂x2
, (3.17)
with initial value P˜ (·, u), is given by the formula
[
T (t)P˜ (·, u)](x) = 1√
4piDt
∞∫
−∞
exp
(
− (x− y)
2
4Dt
)
P˜ (y, u) dy.
The operator T (t) can be applied to initial conditions P˜ (·, u) in L2[R;R] as well as
to globally bounded continuous P˜ (·, u). For the case where P˜ (·, u) is the Dirac
Delta function P˜ (x, u) = δ(x− x0), T (t) reduces to
[T (t)P˜ (·, t0)](x) = 1√
4piDt
exp
(
− (x− x0)
2
4Dt
)
.
The solution of
∂P (x, t)
∂t
= −a(x, t)P (x, t)
for initial P˜ (·, u), is given as
P (x, u+ t) = exp
( u+t∫
u
a(x, s) ds
)
P˜ (x, u).
We introduce
[A(s)P ](y) := a(y, s)P (y, s),
then all solutions of (3.16) for some initial density P˜ (·, u) satisfy the variation of
constants formulation
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P (·, u+ t) = T (t)P˜ (·, u)−
u+t∫
u
T (u+ t− s)A(s)P (·, s) ds. (3.18)
The solution (3.18) also permits starting with a Dirac delta distribution P˜ (·, u) =
δ(x− x0).
Along the path x˜(t) the PDE (3.16) is solved for rather special initial conditions:
at tk = t0 +k∆t, initial condition P˜ (·, tk) has support only in Ik = [x˜k−δ/2, x˜k+δ/2],
but has unit integral, and is defined iteratively via
P˜ (x, t0) = δ(x− x0), P˜ (x, tk) =

P (x, tk)∫
Ik
P (y, tk) dy
, if x ∈ Ik,
0, if x 6∈ Ik,
where P (x, tk) is the solution of (3.16) at time tk = t0 + k∆t starting with P˜ (x, tk−1)
at tk−1.
3.2.1 Diffusion and decay approximated as independent
events
We will now introduce a Lemma which will allow us to approximate the solution
P (·, tk + t) to (3.16) by:
P¯ (·, tk + t) = T (t) exp
(
−
tk+t∫
tk
A(s) ds
)
P˜ (·, tk), (3.19)
which applies the decay term A before applying diffusion T separately.
Lemma 3.2. Assume that the x˜(t), introduced in Section 3.1.1 is continuously
differentiable, and a(x, t) and its derivative with respect to x are bounded. Then for
an initial density P˜ (·, tk) with support in Ik = [x˜(tk)− δ/2, x˜(tk) + δ/2] the solution
P (·, tk + ∆t) to (3.16) can be expressed as
P (xk+1, tk + ∆t) = P¯ (xk+1, tk + ∆t)(1 + S1(xk+1,∆t)∆t(∆t+ δ)
+ S2(xk+1,∆t)(∆t)
3/2 + S3(xk+1,∆t)(∆t)
2),
where
|S1(z,∆t)| ≤ ‖a
′‖∞
2
max
{( ‖x˜′‖∞ , 1},
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|S2(z,∆t)| ≤ ‖a′‖∞
√
Dpi
8
,
|S3(z,∆t)| ≤ ‖a
′‖2∞
2
(1 + ∆t ‖R‖∞) exp(‖a‖∞∆t),
and
‖R‖∞ = ‖a‖∞ exp(‖a‖∞∆t) + 2 sup
x,t
(a) + ‖a′‖∞
√
Dpi
8
(∆t)1/2.
Remark: By definition of T (t) and P¯ (·, tk + t) given by (3.17) and (3.19), P¯ (·, tk +
∆t) can be expressed as
P¯ (xk+1, tk+∆t) =
Bk∫
Ak
1√
4piD∆t
exp
(
−(xk+1 − xk)
2
4D∆t
−
tk+∆t∫
tk
a(xk, s) ds
)
P˜ (xk, tk) dxk.
Proof. We split the integral in the variation of constants formula for P by inserting
(3.18) for P (·, s) in its own right hand side:
P (·, tk + t) = T (t)P˜ (·, tk)−
tk+t∫
tk
T (tk + t− s)A(, s)P (·, s) ds,
= T (t)P˜ (·, tk)−
tk+t∫
tk
T (tk + t− s)A(s)T (s− tk)P˜ (·, tk) ds (3.20)
+
tk+t∫
tk
s∫
0
T (tk + t− s)A(·, s)T (s− r)A(·, r)P (·, r) dr ds. (3.21)
We begin by evaluating the difference e(z, tk + t) between the expression on the
right hand side restricted to line (3.20) and P¯ as defined by equation (3.19):
e(z, tk + t) = T (t)
tk+t∫
tk
A(s)P˜ (·, tk) ds−
tk+t∫
tk
T (tk + t− s)A(s)T (s− tk)P˜ (·, tk) ds,
=
tk+t∫
tk
T (tk + t− s)
(
T (s− tk)A(s)− A(s)T (s− tk)
)
P˜ (·, tk) ds. (3.22)
The entire expression is a function of z, initially we consider the intermediate part
of (3.22):
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[(
T (s− tk)A(·, s)− A(·, s)T (s− tk)
)
P˜ (·, tk)
]
(x)
=
1√
4piD(s− tk)
Bk∫
Ak
exp
(
− (x− y)
2
4D(s− tk)
)
a(y, s)P˜ (y, tk) dy
− a(x, s) 1√
4piD(s− tk)
Bk∫
Ak
exp
(
− (x− y)
2
4D(s− tk)
)
P˜ (y, tk) dy,
=
1√
4piD(s− tk)
Bk∫
Ak
exp
(
− (x− y)
2
4D(s− tk)
)
(a(y, s)− a(x, s))P˜ (y, tk) dy,
and therefore
e(z, tk + t)
=
tk+t∫
tk
∞∫
−∞
Bk∫
Ak
1
4piD
√
(tk + t− s)(s− tk)
exp
[
− (z − x)
2
4D(tk + t− s) −
(x− y)2
4D(s− tk)
]
× (a(y, s)− a(x, s))P˜ (y, tk) dy dx ds. (3.23)
The order of integration in (3.23) can be swapped as all integrals are uniform and
so we will swap the integration over x and y such that we integrate first over x. Let
us introduce:
us =
(s− tk)z + (tk + t− s)y
t
,
then using the semigroup property of T we can make the following rearrangement:
exp
[
− (z − x)
2
4D(tk + t− s) −
(x− y)2
4D(s− tk)
]
= exp
(
− t(x− us)
2
4D(s− tk)(tk + t− s)
)
exp
(
− (y − z)
2
4Dt
)
.
We also split
a(y, ·)− a(x, ·) = a(y, ·)− a(us, ·) + a(us, ·)− a(x, ·),
such that e(z, tk + t), given by equation (3.23), now consists of two parts:
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e1(z, tk + t) =
tk+t∫
tk
Bk∫
Ak
∞∫
−∞
1
4piD
√
(tk + t− s)(s− tk)
exp
(
− t(x− us)
2
4D(s− tk)(tk + t− s)
)
× exp
(
− (y − z)
2
4Dt
)(
a(y, s)− a(us, s)
)
P˜ (y, tk) dx dy ds,
(3.24)
e2(z, tk + t) =
tk+t∫
tk
Bk∫
Ak
∞∫
−∞
1
4piD
√
(tk + t− s)(s− tk)
exp
(
− t(x− us)
2
4D(s− tk)(tk + t− s)
)
× exp
(
− (y − z)
2
4Dt
)(
a(us, s)− a(x, s)
)
P˜ (y, tk) dx dy ds,
(3.25)
where the difference between (3.24) and (3.25) is in the a(·, s) terms.
Let us now estimate e1, given by equation (3.24). The inner integral is given by
∞∫
−∞
1
4piD
√
(tk + t− s)(s− tk)
exp
(
− t(x− us)
2
4D(s− tk)(tk + t− s)
)
dx
=
√
4piD(s− tk)(tk + t− s)
16pi2D2t(tk + t− s)(s− tk)
∞∫
−∞
√
t
4piD(s− tk)(tk + t− s)
× exp
(
− t(x− us)
2
4D(s− tk)(tk + t− s)
)
dx. (3.26)
The integral is equal to one and so e1(z, tk + t) simplifies to
e1(z, tk + t) =
tk+t∫
tk
Bk∫
Ak
1√
4piDt
exp
(
− (y − z)
2
4Dt
)(
a(y, s)− a(us, s)
)
P˜ (y, tk) dy ds.
(3.27)
We first provide an estimate for e1 which is valid for all z and t ≤ ∆t by using the
boundedness of a(·, s), which gives
|e1(z, tk + t)| ≤ C
tk+t∫
tk
ds
Bk∫
Ak
1√
4piDt
exp
(
− (y − z)
2
4Dt
)
P˜ (y, tk) dy,
= Ct[T (t)P˜ (·, tk)](z), (3.28)
where C = 2 sup
x,t
(a).
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For z ∈ Ik+1 and t = ∆t we can get a sharper estimate for e1. Instead of
estimating |a(y, s)− a(us, s)| by an upper bound we use the Mean-Value Theorem
f ′(c) =
f(bu)− f(bl)
bu − bl , for some point c ∈ [bl, bu],
where f(v) = a(v, s) and bl, bu are y and us for our particular example. This bounds
(3.27) from above by
e1(z, tk + ∆t)
≤ ‖a′‖∞
tk+∆t∫
tk
Bk∫
Ak
1√
4piD∆t
exp
(
− (y − z)
2
4D∆t
)
|us − y|P˜ (y, tk) dy ds,
= ‖a′‖∞
tk+∆t∫
tk
Bk∫
Ak
1√
4piD∆t
exp
(
− (y − z)
2
4D∆t
)(
s− tk
∆t
)
|z − y|P˜ (y, tk) dy ds.
Note that for t = ∆t, y = x˜k+y1 is a point in the interval Ik and similarly z = x˜k+1+z1
is a point in the interval Ik+1 where y1, z1 ∈ [−δ/2, δ/2]. Therefore, we have
e1(z, tk + ∆t) ≤ ‖a′‖∞
tk+∆t∫
tk
(
s− tk
∆t
)(|x˜k+1 − x˜k|+ δ)
×
Bk∫
Ak
1√
4piD∆t
exp
(
− (y − z)
2
4D∆t
)
P˜ (y, tk) dy ds,
where x˜k = x˜(tk). The inner integral is now simply [T (∆t)P˜ (·, tk)](z) and for
differentiable paths x˜ we know that |x˜k+1 − x˜k| ≤ ‖x˜′‖∞∆t. Thus,
e1(z, tk + ∆t) ≤ ‖a′‖∞
( ‖x˜′‖∞∆t+ δ)
tk+∆t∫
tk
(
s− tk
∆t
)
ds [T (∆t)P˜ (·, tk)](z),
= ‖a′‖∞
( ‖x˜′‖∞∆t+ δ)[(s− tk)22∆t
]tk+∆t
tk
[T (∆t)P˜ (·, tk)](z),
=
‖a′‖∞
2
( ‖x˜′‖∞∆t+ δ)∆t [T (∆t)P˜ (·, tk)](z),
≤ C∆t(∆t+ δ)[T (∆t)P˜ (·, tk)](z), (3.29)
where C =
‖a′‖∞
2
max
{( ‖x˜′‖∞ , 1}.
We next consider the contribution from e2(z, tk + t). Substituting (3.26) into
(3.25) we get
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e2(z, tk + t) =
tk+t∫
tk
Bk∫
Ak
1√
4piDt
exp
(
− (y − z)
2
4Dt
) ∞∫
−∞
√
t
4piD(tk + t− s)(s− tk)
× exp
(
− t(x− us)
2
4D(s− tk)(tk + t− s)
)(
a(us, s)− a(x, s)
)
dx P˜ (y, tk) dy ds. (3.30)
Making the substitution
xˆ = (x− us)
√
t
4D(s− tk)(tk + t− s) , dx =
√
4D(s− tk)(tk + t− s)
t
dxˆ
simplifies the inner integral of (3.30) to
∞∫
−∞
√
t
4piD(tk + t− s)(s− tk) exp
( −t(x− us)2
4D(s− tk)(tk + t− s)
)(
a(us, s)− a(x, s)
)
dx
=
∫ ∞
−∞
1√
pi
(
a(us, s)− a
(
us +
√
4D(s− tk)(tk + t− s)
t
xˆ, s
))
exp
(
− xˆ2
)
dxˆ.
Again, applying the Mean-Value Theorem to a(·, s) this becomes
∫ ∞
−∞
1√
pi
(
a(us, s)− a
(
us +
√
4D(s− tk)(tk + t− s)
t
xˆ, s
))
exp
(
− xˆ2
)
dxˆ
≤ 2 ‖a′‖∞
√
D(s− tk)(tk + t− s)
pit
∞∫
0
xˆ exp
(
− xˆ2
)
dxˆ,
= ‖a′‖∞
√
D(s− tk)(tk + t− s)
pit
[
exp
(
− xˆ2
)]0
∞
,
= ‖a′‖∞
√
D(s− tk)(tk + t− s)
pit
. (3.31)
Therefore, substituting the estimate for the inner integral (3.31) into (3.30) gives
e2(z, tk + t)
≤
tk+t∫
tk
‖a′‖∞
√
D(s− tk)(tk + t− s)
pit
Bk∫
Ak
1√
4piDt
exp
(
− (y − z)
2
4Dt
)
P˜ (y, tk) dy ds,
=
tk+t∫
tk
‖a′‖∞
√
D(s− tk)(tk + t− s)
pit
ds [T (t)P˜ (·, tk)](z),
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= ‖a′‖∞
√
Dpi
8
t3/2 [T (t)P˜ (·, tk)](z), (3.32)
which holds for all z and t ≤ ∆t.
We now have estimates for e1 and e2 for z ∈ R and t ∈ [0,∆t] given by (3.28)
and (3.32). We also have a sharper estimate for e1 for z ∈ Ik+1 = [x˜(tk+1) −
δ/2, x˜(tk+1) + δ/2] and t = ∆t given by (3.29), which will be used later.
Next, we consider the difference between the exact solution P (·, tk + t), given
by lines (3.20)–(3.21), and P˜ (·, tk + t), given by (3.19), obtained by applying decay
followed by diffusion:
P (z, tk + t)− P¯ (z, tk + t) = e1(z, tk + t) + e2(z, tk + t)
+
tk+t∫
tk
s∫
0
T (tk + t− s)A(s)T (s− r)A(r)P (·, r) dr ds.
(3.33)
We can estimate P¯ (·, tk + t) by
P¯ (·, tk + t) = T (t) exp
(
−
tk+t∫
tk
A(s) ds
)
P˜ (·, tk),
= (1 +R0(z, t)t)T (t)P˜ (·, tk), (3.34)
where
|tR0(z, t)| ≤ ∆t ‖R0‖∞ and ‖R0‖∞ = ‖a‖∞ exp(‖a‖∞∆t).
Therefore, using (3.34) with the estimation for e1 (3.28), the estimation for e2 (3.32),
(3.33) becomes
P (z, tk + t)
= (1+tR(z, t))[T (t)P˜ (·, tk)](z)+
tk+t∫
tk
s∫
0
T (tk+t−s)A(s)T (s−r)A(r)P (·, r) dr ds,
where |tR(z, t)| ≤ ∆t ‖R‖∞ < 1 and
‖R‖∞ = ‖a‖∞ exp(‖a‖∞∆t) + 2 sup
x,t
(a) + ‖a′‖∞
√
Dpi
8
(∆t)1/2.
We insert P (·, r) recursively, using Grönwall’s inequality and exploiting that |A(s)| ≤
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‖a‖∞ we get
P (z, tk + t) = (1 + tR˜(z, t))[T (t)P˜ (·, tk)](z), (3.35)
where |tR˜(z, t)| ≤ ∆t ‖R‖∞ exp(‖a‖∞∆t).
We can now generate an estimate for the double integral in (3.33) by substitut-
ing in (3.35)
tk+t∫
tk
s∫
0
T (tk+t−s)A(s)T (s−r)A(r)P (·, r) dr ds = t
2
2
Rˆ(z, t)[T (t)P˜ (·, tk)](z), (3.36)
where |Rˆ(z, t)| ≤ ‖a‖2∞ (1 + ∆t ‖R‖∞) exp(‖a‖∞∆t).
For t = ∆t we can express more precisely the solution P (·, t+ ∆t), by substi-
tuting the more precise estimate for e1 (3.29), the estimate for e2 (3.32) and the
estimate for the double integral (3.36) into (3.33):
P (·, tk + ∆t) = P¯ (·, tk + ∆t) + S1(z,∆t)∆t(∆t+ δ)[T (∆t)P˜ (·, tk)](z)
+ S2(z,∆t)(∆t)
3/2[T (∆t)P˜ (·, tk)](z)
+ S3(z,∆t)(∆t)
2[T (∆t)P˜ (·, tk)](z). (3.37)
However, from (3.34) we know that
[T (∆t)P˜ (·, tk)](z) = (1−R1(z,∆t)∆t+R2(z,∆t)(∆t)2)P¯ (·, tk + ∆t),
and so we can express the solution (3.37) in terms of P¯ :
P (·, tk + ∆t) = P¯ (·, tk + ∆t)(1 + S1(z,∆t)∆t(∆t+ δ)
+ S2(z,∆t)(∆t)
3/2 + S3(z,∆t)(∆t)
2), (3.38)
where
|S1(z,∆t)| ≤ ‖a
′‖∞
2
max
{( ‖x˜′‖∞ , 1},
|S2(z,∆t)| ≤ ‖a′‖∞
√
Dpi
8
,
|S3(z,∆t)| ≤ ‖a
′‖2∞
2
(1 + ∆t ‖R‖∞) exp(‖a‖∞∆t).
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This completes the proof.
Over a short time interval ∆t, a(x, t) = a(x, ti)+O(∆t) . Therefore, we can express
P¯ (xk+1, tk+1) given by equation (3.34) as
P¯ (xk+1, tk+1) =
Bk∫
Ak
[
1√
4piD∆t
exp
(−(xk+1 − xk)2
4D∆t
)
× exp
(
− (a(xk+1, tk+1) +O(∆t))∆t)]P˜ (xk, tk) dxk.
Since the terms inside the exponentials are now scalars the exponentials can be
combined and therefore the density function P (xk+1, tk+1) given in (3.38) is given
by
P (xk+1, tk+1) =
Bk∫
Ak
Pnew(xk+1|xk)P˜ (xk, tk)dxk,
where the new transition probability Pnew(xk+1|xk) is given by
Pnew(xk+1|xk) = ek+1√
4piD∆t
,
and
ek+1 = exp
(
− (xk+1 − xk)
2
4D∆t
− a(xk+1, tk+1)∆t+O(∆t)3/2
)
. (3.39)
Note for Lemma 3.1 to hold we require that δ  ∆t 1 and therefore the dominant
error term in (3.38) is O(∆t)3/2.
3.2.2 Solution approximation
For pure diffusion (Section 3.1) we illustrated that the probability P of passing
through all N + 1 gates is given by the product of transition probabilities integrated
over each gate. Therefore we have
P =
(
1√
4piD∆t
)N+1 BN+1∫
AN+1
...
B1∫
A1
N∏
k=0
ek+1
N+1∏
j=1
dxj. (3.40)
Evaluating the product of ek+1, given by (3.39) we see that
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N∏
k=0
ek+1 = exp
(
− 1
4D∆t
N∑
j=0
(xj+1 − xj)2 −∆t
N∑
j=0
a(xj+1, tj+1) + (N + 1)O(∆t)3/2
)
,
= exp
(
− 1
4D∆t
N∑
j=0
(xj+1 − xj)2 −∆t
N∑
j=0
a(xj+1, tj+1) +O(∆t)1/2
)
,
(3.41)
where we have used (N + 1)∆t = T .
Substituting (3.41) into (3.40) we can state the discrete approximation as [57]:
P =
BN+1∫
AN+1
...
B1∫
A1
(
1√
4piD∆t
)N+1
exp
(
− 1
4D∆t
N∑
j=0
(xj+1 − xj)2
−∆t
N∑
j=0
a(xj+1, tj+1) +O(∆t)1/2
)N+1∏
j=1
dxj.
A Lemma similar to Lemma 3.1 used for the pure diffusion case can be applied to
state that the solution P for passing through a sequence of gates centred on any
differentiable path x˜ is given by
P =
(
δ√
4piD∆t
)N+1
exp
(
− 1
4D∆t
N∑
j=0
(x˜j+1 − x˜j)2
−∆t
N∑
j=0
a(x˜j+1, tj+1) +O(∆t)1/2 +O
(
δ
∆t
))
.
Taking the limit of infinitely many gates again (∆t → 0, N → ∞) the solution of
remaining within the gates of a differentiable path x˜ is
P(x˜,∆t, δ) =
(
δ√
4piD∆t
)N+1
exp
(
−
Tend∫
t0
[
( ˙˜x)2
4D
+a(x˜(τ), τ)
]
dτ+O(∆t)1/2+O
(
δ
∆t
))
.
(3.42)
This result will be instrumental for determining the solution of a particle passing
through successive gates on a path for the 1-D Fokker-Planck equation [56],
discussed in the next section.
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3.3 Optimal path for 1-D Fokker-Planck equation
The final step is to consider the 1-D Fokker-Planck equation for a time independent
potential U(x):
∂P (x, t)
∂t
= D
∂2P (x, t)
∂x2
− ∂
∂x
(
f(x)P (x, t)
)
, (3.43)
P (x, t0) = δ(x− x0),
where f(x) = −dU(x)
dx
.
3.3.1 Transformation to absorbing medium setting
By writing P (x, t) = exp
(− U(x)
2D
)
Ps(x, t) and substituting into equation (3.43) will
transform the Fokker-Planck equation into a PDE of the form discussed in Section
3.2 with a diffusion term and decay term [56]:
exp
(
− U(x)
2D
)
∂Ps(x, t)
∂t
=D
∂2
∂x2
(
exp
(
− U(x)
2D
)
Ps(x, t)
)
− ∂
∂x
(
f(x) exp
(
− U(x)
2D
)
Ps(x, t)
)
.
After differentiation, the exponential term cancels and we are left with:
∂Ps
∂t
=
Ps
2
∂f
∂x
+
f 2
4D
Ps +
 
 
 f
2
∂Ps
∂x
+
 
 
 f
2
∂Ps
∂x
+D
∂2Ps
∂x2
− ∂f
∂x
Ps
− f
2Ps
2D
−
 
 
 
f
∂Ps
∂x
,
=D
∂2Ps
∂x2
−
(
dU
dx
)2
Ps
4D
+
d2U
dx2
Ps
2
which is now in the form of (3.16), since:
∂Ps(x, t)
∂t
=
(
D
∂2
∂x2
− Vs(x)
)
Ps(x, t), (3.44)
where
Vs(x) =
1
4D
(
dU
dx
)2
− 1
2
d2U
dx2
.
We can see that equation (3.44) is the same as equation (3.16) for a time inde-
pendent a(x) = Vs(x). Note that for all time independent polynomial potentials
U(x) the first term of Vs(x) dominates the second for large positive and negative
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values of x. Since the first term is always positive, if there is any growth, the growth
will be bounded as required. For the PDE and initial condition (3.16) we know the
the probability P is given by equation (3.42). Though the transformation we have
applied gives a slightly different initial condition [56]:
P (x, t0) = δ(x− x0) = exp
(
− U(x0)
2D
)
Ps(x, t0),
Ps(x, t0) = exp
(
U(x0)
2D
)
δ(x− x0).
This gives a constant prefactor in front of the initial condition given in (3.16).
Therefore, the solution Ps is the constant prefactor multiplied by the solution, P
given in (3.42):
Ps = exp
(
U(x0)
2D
)(
δ√
4piD∆t
)N+1
exp
(
− 1
4D
Tend∫
t0
( ˙˜x)2dτ
−
Tend∫
t0
Vs(x˜(τ))dτ +O(∆t)1/2 +O
(
δ
∆t
))
.
Before we make the transformation back to the 1-D Fokker-Planck equation (3.43)
let us remind ourselves what Ps describes. The value of Ps, describes the solution
for a realisation starting at x0 passing through infinitely many gates (satisfying the
condition δ  ∆t 1) centred on the path x˜(t) and finishing within the end gate
at xT at time Tend. Thus, the solution P for the 1-D Fokker-Planck equation (3.43)
needs to apply the transformation back at the end position xT at time Tend:
P(x˜,∆t, δ) =
(
δ√
4piD∆t
)N+1
exp
(
U(x0)− U(xT )
2D
− 1
4D
Tend∫
t0
( ˙˜x)2dτ
−
Tend∫
t0
Vs(x˜(τ))dτ +O(∆t)1/2 +O
(
δ
∆t
))
. (3.45)
The result of (3.45) will enable us to derive a boundary value problem for the most
likely or optimal path, discussed in the following section.
3.3.2 Optimal path – Maximising functional
The optimal path is the most probable path for the transition between the known
starting point x0 at time t0 to the known end position xT at time Tend, such that if a
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particle moves along a different path the probability is exponentially smaller in D
[60].
By definition the optimal path is derived by maximising equation (3.45), as this
gives us the solution of passing through infinitely many gates that are infinitesimally
small, satisfying δ  ∆t centred on the path x˜. Therefore since the gate sizes δ
and the distance between all gates ∆t are equal for each gate, equation (3.45) is
constant except from the second and third terms of the exponential. Hence, we
need to maximise the functional:
F = exp
(
−
Tend∫
t0
L(x˜(τ))dτ
)
,
where
L =
1
4D
( ˙˜x)2 + Vs (3.46)
[56]. To maximise the functional F , we have to minimise
∫ Tend
t0
Ldτ as a result of
the negative sign. To minimise a function we use the Euler-Lagrange equation
[56]:
∂L
∂x˜
− d
dτ
∂L
∂ ˙˜x
= 0. (3.47)
Substituting equation (3.46) into (3.47) we get:
dVs
dx˜
− d
dτ
( ˙˜x
2D
)
= 0,
dVs
dx˜
−
¨˜x
2D
= 0.
Hence, the optimal trajectory x(t) will satisfy the second order boundary value
problem:
x¨ = 2D
dVs
dx
,
x(t0) = x0,x(Tend) = xT , (3.48)
where
Vs =
1
4D
(
∂U
∂x
)2
− 1
2
∂2U
∂x2
. (3.49)
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3.3.3 Example: Ornstein-Uhlenbeck Process
We will calculate the optimal path for the Ornstein-Uhlenbeck process and com-
pare this with Monte-Carlo simulations for a likely path. The Ornstein-Uhlenbeck
process is given by the stochastic differential equation:
dxt = −axtdt+
√
2DdWt, (3.50)
where a is a constant. For this example, U(x) = 1
2
ax2 is a constant single potential
well or hill top depending on the sign of a. Substituting into the second order
boundary value problem, equation (3.48), we have:
x¨ = 2D
d
dx
(
− 1
2
d2U
dx2
+
1
4D
(
dU
dx
)2)
,
= 2D
d
dx
(
− a
2
+
a2x2
4D
)
,
= 2D
2a2x
4D
,
and so the second order boundary value problem that the optimal path will satisfy
is [61]:
x¨ = a2x,
x(t0) = x0,x(Tend) = xT . (3.51)
The solution to (3.51) can be calculated analytically and is given by:
x(t) =
x0 sinh(a(Tend − t)) + xT sinh(a(t− t0))
sinh(a(Tend − t0)) . (3.52)
One interesting observation to make is that for this example the intensity of the
noise D has no effect on the optimal path. This can be seen by substituting the
equation for Vs (3.49) into the boundary value problem (3.48):
x¨ =
dU
dx
d2U
dx2
−Dd
3U
dx3
,
x(t0) = x0,x(Tend) = xT .
Thus, the intensity of the noise D will only feature when the second derivative
of the potential is not a constant. However, the second derivative is constant for
this example and so when Vs is substituted into the boundary value problem the
second derivative disappears. Therefore, for polynomial potentials only examples
that are cubic or of higher order will the noise level affect the optimal path.
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An illustration for the optimal path derived in (3.52), is to compare with simula-
tions. Though this is easier to see for a likely transition, such that a large fraction
of realisations that start at x0 will finish close to xT . However, we will ultimately be
interested in optimal paths for rare escapes.
Figure 3.4, displays the density of realisations and the optimal path superim-
posed in bright blue for different noise levels D and decay rates a of the Ornstein-
Uhlenbeck process. We start with 10, 000 realisations at x0 = 5, t0 = 0 and evolve
them according to the stochastic differential equation (3.50) until Tend = 25. A large
fraction of realisations will converge to the stable equilibrium at xeq = 0 and so we
also compute the optimal path for starting at x0 = 5, t0 = 0 and finishing at xT = 0,
Tend = 25. Figures 3.4a and 3.4c are for a = 0.5, whereas 3.4b and 3.4d are for a
smaller decay rate a = 0.2. The noise level is smaller (D = 0.05) for Figures 3.4a
and 3.4b compared with 3.4c and 3.4d, D = 0.1.
(a) (b)
(c) (d)
Figure 3.4: Colour plots of density for the location of realisations calculated using
(3.50) for a constant single potential well U(x) = ax
2
2
having started at x0 = 5,
t0 = 0. Optimal path (3.52) for starting at x0 = 5, t0 = 0 and finishing at xT = 0,
Tend = 25 superimposed in bright blue. (a) a = 0.5, D = 0.05, (b) a = 0.2, D = 0.05,
(c) a = 0.5, D = 0.1, (d) a = 0.2, D = 0.1
All four examples show that the optimal path is located in accordance with the
highest density of realisations and is exactly in the middle of the distribution. As
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previously discussed, the noise level does not alter the optimal path, it only affects
the density and the width of the distribution of the realisations. As expected a
larger noise level means that the distribution is wider and a lower concentration
around the optimal path, but with the optimal path still located at the maximum
density of realisations. A stronger decay rate, means a stronger force towards the
stable equilibrium and therefore both the realisations and optimal path converge to
the equilibrium quicker, see Figures 3.4a, 3.4c compared with 3.4b and 3.4d.
We have illustrated that the optimal path can be computed from a BVP (3.48)
for a constant potential and illustrated how this compares well with Monte-Carlo
simulations for a likely transition. We subsequently discuss amendments that can
be made to the derivation such that we have optimal paths for time dependent
potentials.
3.3.4 Time dependent potential
We consider the difference between the optimal path derivation for a drifting poten-
tial U(x, t) as opposed to a constant potential U(x). Previously when transforming
the Fokker-Planck equation into a PDE for Brownian motion in an absorbing
medium, we had:
∂Ps
∂t
= D
∂2Ps
∂x2
−
(
U ′2
4D
− U
′′
2
)
Ps,
where U ′ denotes differentiation with respect to x. We make the same substitution
as before but an extra term arises when differentiating with respect to t. Thus the
new PDE is of the form [62, 63]:
∂Ps
∂t
= D
∂2Ps
∂x2
−
(
U ′2
4D
− U
′′
2
− U˙
2D
)
Ps,
with U˙ referring to differentiation with respect to t. The rest of the derivation
remains exactly the same, we end up having to solve the same second order BVP
for the optimal path as before:
x¨ = 2D
dVs
dx
,
where the only difference is in the Vs, which is given by:
Vs(x, t) =
U ′2
4D
− U
′′
2
− U˙
2D
.
Considering the requirement again that any growth needs to be bounded, Vs(x, t) >
−C. The first term is always positive and so if possible we would like this term to
dominate the other two to ensure bounded growth. Recall that for all polynomial
potentials U(x, t) the first term dominates the second, however, the first does not
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always dominate the third term. For cubic and higher order polynomial potentials
(as is the case for the example of rate-induced tipping used in Chapters 5 and 6)
the first term is dominant and so any growth is bounded. However, for polynomial
potentials up to quadratic order the third term in Vs(x, t) can dominate for large
positive and negative values of x and thus, there will exist examples for which
growth is unbounded. Throughout this thesis we will focus on examples where
Vs(x, t) is bounded except for the following example for which Vs is initially not
bounded but then becomes bounded.
We refer back to the Ornstein-Uhlenbeck process discussed earlier but instead
of having a constant potential we introduce a time dependent potential by changing:
a = a(t) = a0 − t.
This adjustment gives Vs =
a(t)2x2
4D
− a(t)
2
+ x
2
4D
, which when substituted into (3.48),
leaves the BVP to be solved as:
x¨ = a(t)2x+ x,
x(t0) = x0,x(Tend) = xT . (3.53)
The optimal path for the Ornstein-Uhlenbeck process is still independent of the
noise level for a changing potential. In addition, the boundary value problem
(3.53) takes a slightly different form from (3.51) and is now not possible to solve
analytically and so the optimal path has to be calculated numerically.
We present an illustration of the optimal path for a time dependent potential
of the Ornstein-Uhlenbeck process and compare with simulations, see Figure
3.5. Once more for ease of computation we consider a likely transition so that we
can compare the optimal path with trajectories of a large fraction of the realisa-
tions. However, due to the time dependent potential we are able to create more
interesting paths than before.
We start with the realisations and optimal path at x0 = 5, t0 = 0 and have the
optimal path finish at xT = 0, Tend = 25 (same as before). Though the potential will
start as a ‘hill’ and so the equilibrium at xeq = 0 for a fixed t < 4 will be unstable.
However, as time increases the potential will become flatter, until t = 4 at which
U(x, 4) = 0. The potential then develops a small ‘well’ which gets deeper and the
gradient of the walls increase until t = Tend = 25.
Figure 3.5a shows that in the initial phase a large fraction of realisations
move further away from the equilibrium. Though a well then forms, catching the
realisations and attracting them back to the now stable equilibrium. The optimal
path is superimposed in bright blue and as can be seen is located exactly at the
highest density of realisations throughout the time period. The noise level D is
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(a) D = 0.05 (b) D = 0.1
Figure 3.5: Colour plots of density for the location of realisations calculated using
(3.50) for a time dependent potential U(x, t) = a(t)x
2
2
, where a(t) = a0−t with initial
condition x0 = 5 at t0 = 0. The optimal path calculated numerically from (3.53)
for starting at x0 = 5, t0 = 0 and finishing at xT = 0, Tend = 25 is superimposed in
bright blue. Parameter values a0 = −0.2,  = −0.05
double in Figure 3.5b compared to 3.5a but does not affect the optimal path. The
only affect the noise has on the realisations, is that the distribution of realisations is
wider and concentration of realisations lower for the larger noise level. Therefore,
for the larger noise level the optimal path remains where the density of realisations
is largest.
We have shown there is a strong agreement between the optimal path that
is derived from a second order BVP and Monte-Carlo simulations for a likely
transition. Moreover, if we are interested in knowing the optimal path for an unlikely
transition we are still able to use the BVP to (numerically) derive the optimal path.
Though using simulations is not practical, depending on the rarity of the transition
we may have to simulate many realisations to just get one that makes the transition.
Therefore to get a large number of realisations to make the unlikely transition is
not feasible, instead we can use the boundary value problem.
Currently, we have considered the optimal path for the most likely transition
between two points x0, xT in a fixed time, T . However, when we consider optimal
paths for escape we will also want to know the optimal time for escape. This
requires an extension that formulates a variational problem, which is derived in
Section 5.4. In Section 5.6 we consider optimal paths for escape for rate-induced
tipping with additive noise to help determine the most likely time of tipping.
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Saddle-node-induced tipping
This chapter will focus on two common early-warning indicators, the increase
of autocorrelation and variance in time series generated by a dynamical system
in which the system parameter slowly approaches a saddle-node bifurcation
(disturbed by white noise). Section 4.1 outlines the numerical approach for solving
the Fokker-Planck equation (derived in Section 2.1) and how this is used to
calculate the early-warning indicators.
Fluctuations around a quasi-static equilibrium observed in a time series can
be approximated linearly by the Ornstein-Uhlenbeck process. For an Ornstein-
Uhlenbeck process the autocorrelation and variance is known. The early-warning
indicators for the Ornstein-Uhlenbeck process assume quasi-stationarity and
linearity and will be referred to as the linear quasi-static indicators. We analyse
the systematic differences between the nonlinear dynamic and linear quasi-static
early-warning indicators for the saddle-node normal form with linear drift in Section
4.2.1. Section 4.2.2 compares these early-warning indicators for a nonlinear drift
motivated from a model for rate-induced tipping.
We end the chapter in Section 4.3 with a case study from climate science,
a conceptual model for the Indian summer monsoon. The model developed by
Zickfeld [17] shows that an increase of the planetary albedo or decrease in CO2
can lead to the summer monsoon being stopped. Simulating a slow increase of
planetary albedo such that the system passes through the saddle-node bifurcation
we show that the early-warning indicators are present for this tipping event.
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4.1 Numerical solution of the Fokker-Planck
equation
In this section we will discuss the method for calculating the probability density
P (x, t) for a random variable Xt governed by the SDE:
dXt = f(Xt, t)dt+
√
2DdWt, (4.1)
where the drift f(x, t) is related to a potential U(x, t) by f(x, t) = −∂xU(x, t). We
have previously shown in Section 2.1 that for the SDE (4.1) we can determine the
time evolution of the probability density P (x, t) using the Fokker-Planck equation:
∂P
∂t
= D
∂2P (x, t)
∂x2
− ∂
∂x
(
f(x, t)P (x, t)
)
, (4.2)
where we start at t = t0 with an initial condition of (4.1) distributed according
to some density P (x, t0). We proceed by describing how we solve the Fokker-
Planck equation before determining the methods for calculating the early-warning
indicators and escape rate.
4.1.1 Discretisation of equilibrium problem
Initially we will calculate an approximation of the stationary solution, Ps(x) of the
Fokker-Planck equation
0 = D
∂2Ps(x)
∂x2
− ∂
∂x
(
f(x)Ps(x)
)
, (4.3)
on the interval [xstart, xend] with Dirichlet boundary conditions
Ps(xstart) = Ps(xend) = 0.
Choosing Dirichlet boundary conditions enables us to monitor the escape rate
per unit time when we solve the time dependent Fokker-Planck equation (4.2).
However, this will mean that only a close to stationary solution can be obtained on
a bounded domain, as will be discussed shortly.
We split the closed x domain into N equal intervals of length ∆x = (xend −
xstart)/(N + 1), we denote the interval points as [64]
xi = xstart + (i− 1)∆x for i = 1, 2, ..., N + 1.
Likewise, for an arbitrary function g(x), for notation simplicity we will denote g(xi) =
gi. We approximate the derivatives of the function g(x) using finite difference
methods [65]:
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(
dg
dx
)
i
=
gi+1 − gi−1
2∆x
+O(∆x)2, (4.4)
and (
d2g
dx2
)
i
=
gi+1 − 2gi + gi−1
(∆x)2
+O(∆x)2, (4.5)
by rearranging the stationary Fokker-Planck equation (4.3) to
0 =
(
D
∂2
∂x2
− ∂f(x)
∂x
− f(x) ∂
∂x
)
Ps(x) (4.6)
and using the finite difference approximations (4.4) and (4.5) we can express (4.6)
as
0 = APs, (4.7)
where A is an (N + 1)× (N + 1) tridiagonal matrix with the non-zero entries given
by
A(i, i− 1) = fi
2∆x
+
D
(∆x)2
,
A(i, i) =
fi−1 − fi+1
2∆x
− 2D
(∆x)2
,
A(i, i+ 1) = − fi
2∆x
+
D
(∆x)2
,
for i = 2, ..., N and then setting Dirichlet boundary conditions on the probability
density function we also have
A(1, 1) = 1,
A(N + 1, N + 1) = 1,
The stationary probability density Ps(x) can be determined by replacing (4.7) with
the eigenvalue equation:
Avj = γjvj,
where the γj ’s are the eigenvalues and vj ’s the corresponding eigenvectors of the
matrix A. On an infinite domain with a potential U(x) → +∞ as x → ±∞ there
exists an eigenvalue γ1 = 0 [51]. However, as previously noted, on a bounded
domain with Dirichlet boundary conditions we can only obtain a close to stationary
probability density Ps(x). This can be seen by integrating the eigenvalue problem
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γ1v1(x) =
∂
∂x
(
D
∂v1(x)
∂x
− f(x)v1(x)
)
(4.8)
over the domain x ∈ [xstart, xend] and because of the Dirichlet conditions imposed
we get
γ1
xend∫
xstart
v1(x)dx = D
(
v′1(xend)− v′1(xstart)
)
.
Using that at the boundaries v′1(xstart) ≥ 0 ≥ v′1(xend) demonstrates that the leading
eigenvalue γ1 ≤ 0. We shall now assume γ1 = 0 and prove by contradiction that
γ1 < 0. The general solution of (4.8) with γ1 = 0 is given by
v1(x) = C
x∫
x0
exp
(
U(x′)− U(x)
D
)
dx′.
The boundary condition v1(xstart) = 0 determines x0 = xstart. Though the other
boundary condition v1(xend) = 0 is only satisfied for C = 0 which corresponds
to v1(x) = 0 for all x. Therefore we must have γ1 < 0 and the corresponding
normalised eigenvector v1 gives an approximation to the stationary probability
density Ps(x).
4.1.2 Discretisation of evolution equation
Solving the time dependent Fokker-Planck equation (4.2) we also discretise the
time domain [t0, Tend] into M equal intervals of length ∆t, and denote:
tn = t0 + (n− 1)∆t for n = 1, 2, ...,M + 1,
and again for an arbitrary function g(x, t) for notational simplicity we will write
g(xi, tn) = g
n
i .
A numerical technique often used for solving a PDE of the form:
∂P
∂t
= F
(
P, f, x, t,
∂P
∂x
,
∂2P
∂x2
,
∂f
∂x
)
,
is the implicit Crank-Nicolson method, given as [66]
P n+1i = P
n
i +
1
2
∆t
(
F ni + F
n+1
i
)
. (4.9)
Applying the Crank-Nicolson method (4.9) to the Fokker-Planck equation (4.2) we
can write this as
0 = An1P
n + An+12 P
n+1,
90
4.1. Numerical solution of the Fokker-Planck equation
where An1 and A
n+1
2 are (N + 1)× (N + 1) tridiagonal matrices with the non-zero
entries given as follows.
Akj (i, i− 1) =
1
2
∆t
(
fki
2∆x
+
D
(∆x)2
)
,
Akj (i, i) = (−1)j+1 +
1
2
∆t
(
fki−1 − fki+1
2∆x
− 2D
(∆x)2
)
, (4.10)
Akj (i, i+ 1) =
1
2
∆t
(
− f
k
i
2∆x
+
D
(∆x)2
)
,
for i = 2, ..., N . Note that the matrices An1 and A
n+1
2 are now time dependent
for a time dependent drift, f . We still apply Dirichlet boundary conditions to the
probability density P n+1 and so we have
An+12 (1, 1) = 1,
An+12 (N + 1, N + 1) = 1.
Therefore we are now in a position to calculate the time evolution of the probability
densities starting with the stationary distribution Ps(x, t0) using the formula:
P n+1 = −(An+12 )−1An1P n. (4.11)
The Fokker-Planck equation (4.2) is of the form of an advection-diffusion equation.
Though when solving numerically an advection-diffusion equation using the Crank-
Nicolson method (4.9) in conjunction with the finite difference methods (4.4)–(4.5)
there are restrictions on the step sizes ∆x and ∆t which need to be adhered to.
4.1.3 Accuracy and stability conditions
The finite difference methods used, in particular (4.5), are susceptible to producing
spatial oscillations in the tails of the probability density. Though increasing the
diffusion coefficient D reduces the oscillations until they finally disappear. This
gives rise to a condition on the Peclet number Pe, which ensures the drift terms are
not too large compared to the diffusion terms inside the matrices A1 and A2 [67]:
Pe =
max |f |∆x
D
≤ 2. (4.12)
Although the Crank-Nicolson scheme is unconditionally stable we need a tight
restriction on ∆t relative to ∆x to prevent unrealistic behaviour (time dependent
oscillations). This is given by [68]:
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∆t <
(∆x)2
D
. (4.13)
The limitations of this method can be seen from (4.12) and (4.13) if we want to
consider examples with either a large drift term f(x, t) or a small noise level D. We
would need to choose the grid spacing ∆x small to satisfy (4.12), this affects the
time step ∆t, which will also have to be small to satisfy (4.13), and thus increases
computational effort.
4.1.4 Example: Fokker-Planck equation for straight drift
We calculate the probability density numerically (4.11) from the Fokker-Planck
equation (4.2) for an example where the explicit solution is also known. In this
example, we consider the SDE as:
dXt = −dt+
√
2DdWt, (4.14)
and thus, f(x, t) = f = −1. If we make the change of coordinates Xt = Yt − t,
(4.14) is transformed into an SDE for pure diffusion:
dYt =
√
2DdWt, (4.15)
which has an explicit solution for the probability density for an initial Dirac delta
distribution at (y, t) = (y0, t0):
P (y, t) =
1√
4piD(t− t0)
exp
(
− (y − y0)
2
4D(t− t0)
)
.
We apply the transformation back to obtain the density for a straight drift:
P (x, t) =
1√
4piD(t− t0)
exp
(
− (x− x0 + t)
2
4D(t− t0)
)
. (4.16)
Figure 4.1a presents the numerically calculated probability density (red) and the
analytical solution, (4.16) (black dashed) after 3 time units (t0 = 0, Tend = 3). The
analytical solution assumes a Dirac delta distribution at (x0, t0) = (0, 0), whereas
the numerical calculation starts from the initial density (blue) given in Figure 4.1a.
We choose ∆x = 0.1 and ∆t = 0.01 to ensure that both the accuracy (4.12)
and stability (4.13) conditions are satisfied and thus, reduces oscillations in the
tails of the numerical density. We observe there is a good agreement between
the analytical and numerically calculated densities. From (4.16) we see that the
densities are centred about x = −Tend = −3 and the variance of the densities at
Tend = 3 are proportional to the noise level D.
Furthermore, Figure 4.1b gives an illustration as to how the numerically calcu-
lated probability density spreads out over time indicated by the colour. Initially the
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Figure 4.1: Illustration of the Fokker-Planck equation for straight drift f = −1. (a)
Numerical initial density P (x, 0) (blue) and density at Tend = 3 (red). Analytical
solution (4.16) for initially starting with Dirac delta distribution at (x, t0) = (0, 0)
(black dashed). (b) Time space plot of density represented by colour, blue dashed
line indicates solution of ODE x˙ = −1 with initial condition x0 = 0 at t0 = 0. Other
parameters: D = 0.2, ∆x = 0.1, ∆t = 0.01.
density is narrow and tall centred about the deterministic solution (D = 0) of (4.14)
with initial condition (x0, t0) = (0, 0) (blue dashed line). As the time increases the
density widens but remains centred about the deterministic solution.
4.1.5 Numerical calculation of early-warning indicators and
escape rate
Early-warning indicators are usually applied to either real-world time series data
or time series calculated from an ensemble of realisations using the SDE (4.1).
The indicators are used to quantify changes in the statistical properties of the time
series data on the approach to a tipping point. In practice a ‘sliding window’ is
used to smooth out the noise in time series data [69]. Though the results of this
depend on the amount of time series data available, as this will affect the width
of the sliding window. Whereas, the Fokker-Planck equation (4.2) gives us the
opportunity to compute them directly. Two early-warning indicators that we will
calculate numerically for the examples we consider are: increased variance and
increased lag-1 autocorrelation. We will now outline the numerical algorithms used
to calculate the variance and lag-1 autocorrelation and where the relevant theory
can be found in Ross [70].
We will again work on the closed domain x ∈ [xstart, xend] discretised into N
equal intervals of length ∆x, the interval points given as
xi = xstart + (i− 1)∆x for i = 1, 2, ..., N + 1.
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Likewise, the time domain [t0, Tend] is discretised into M equal intervals of length
∆t, where
tn = t0 + (n− 1)∆t for n = 1, 2, ...,M + 1.
For a random variable Xtn solving the SDE (4.1) the probability density function
P (x, tn) at time tn can be obtained via the Crank-Nicolson formula (4.11) following
the methods presented in Section 4.1.2.
Variance: The variance of the stochastic process Xtn at time tn is defined as
Var(Xtn) = E(X2tn)− E(Xtn)2, (4.17)
where for a discrete random variable Xtn with probability density P (x, tn), the kth
moment is given by:
E(Xktn) =
N+1∑
i=1
xkiP (xi, tn)
for k ≥ 1, where P (xi, tn) is given by the recursive formula (4.11).
Lag-1 autocorrelation: The autocorrelation an given at time tn is the correlation
between the random variables Xtn−1 and Xtn, separated by a time step ∆t:
an =
Cov(Xtn−1 , Xtn)√
Var(Xtn−1)Var(Xtn)
. (4.18)
We have already shown how to calculate the variance of a random variable and so
we will now focus on the covariance between two random variables. To simplify
notation, we make the substitutions X = Xtn−1 and Y = Xtn, then the covariance
between X and Y is given as follows:
Cov(X, Y ) = E(XY )− E(X)E(Y ).
The expectation E(XY ) can be calculated provided the joint probability density
function of X and Y is known, denoted PX,Y (xi, yj):
E(XY ) =
N+1∑
j=1
N+1∑
i=1
xiyjPX,Y (xi, yj).
The joint probability density can be expressed as follows:
PX,Y (xi, y) = PY |X(y|xi)P (xi), (4.19)
where PY |X(y|xi) is the conditional probability density for Y given X = xi and P (xi)
is the probability for the random variable X = xi.
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The conditional probability PY |X(y|xi) in (4.19) is obtained first by setting an
approximate Dirac delta distribution P 0xi at the point xi. For example
P 0xi(xk) =
 1∆x if k = i,0 if k 6= i,
such that the area under P 0xi is approximately equal to 1. The probability density
P 0xi represents the "given X = xi" part (i.e. P (X = xi) = 1) in the conditional
probability. Therefore the conditional probability PY |X(y|xi) is calculated by evolving
the density P 0xi over a single time step ∆t using (4.11):
PY |X(y|xi) = P 1xi = −(An+12 )−1An1P 0xi ,
where Akj are matrices with entries defined in equation (4.10).
Escape rate: The escape rate, r, evaluates the amount of escape from the
domain per unit time and is calculated using the probability density P (x, tn). For a
probability density P∞(x, tn) on the infinite domain we would have:
∞∫
−∞
P∞(x, tn)dx = 1 ∀n.
However, our probability density P (x, tn) is on a bounded domain, x ∈ [xstart, xend],
with Dirichlet boundary conditions. The probability density P n(x) calculated using
(4.11) (with normalised density P n−1(x) := P˜ n−1(x), such that
∫
P˜ n−1(x)dx = 1)
will have a ‘survival rate’, sn, approximated by the trapezoidal rule [71]:
sn =
xend∫
xstart
P n(x)dx ≈ ∆x
2
N∑
i=1
(
P n(xi+1) + P
n(xi)
) ≤ 1 ∀n,
and thus the escape rate (per unit time), rn, is
rn =
1− sn
∆t
. (4.20)
We will now consider two examples of bifurcation-induced tipping, one the classical
normal form for the saddle-node and the other a model used to simulate the Indian
monsoon. In these examples we will add noise to demonstrate the presence
and behaviour of the early-warning indicators: increased variance and increased
autocorrelation along with the escape rate all calculated using the formulas (4.17),
(4.18) and (4.20) respectively. Linearising the bottom of the potential well U(x)
we can apply an approximation to the autocorrelation and variance (detailed later
in Section 4.2.1). We will also compare the numerical escape rate with Kramers’
escape rate, rK (derived in Section 2.2):
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rK =
√
αβ
2pi
exp
(
− ∆U
D
)
,
where α and β represent the modulus of the curvature of the well and hill top of
the potential and ∆U is the height of the potential barrier. Our first example is to
consider slow passage towards a saddle-node bifurcation with two different types
of drift.
4.2 Slow passage towards a saddle-node
bifurcation
A saddle-node bifurcation can arise in 2 possible scenarios either a single fixed
point appears and then splits into two fixed points that move further away from each
other. The other scenario, which we will consider, is to start with two fixed points
that move together, eventually colliding and then disappear [72]. The following
theorem from Glendinning [73] provides further properties of the saddle-node
bifurcation.
Theorem 4.1 (Saddle-node bifurcation). Suppose that for an ODE
x˙ = G(x, p),
with G(x∗, p∗) = Gx(x∗, p∗) = 0. Then provided
Gp(x∗, p∗) 6= 0 and Gxx(x∗, p∗) 6= 0,
there is a continuous curve of stationary points in a neighbourhood of (x, p) =
(x∗, p∗) which is tangent to the line {(x, p) : p = p∗} at the saddle-node bifurcation
(x∗, p∗). If GpGxx < 0 when evaluated at (x∗, p∗) then in some sufficiently small
neighbourhood of p = p∗:
• there are no stationary points near (x∗, p∗) if p < p∗
• there are two stationary points near x = x∗ for each value of p > p∗
• for p 6= p∗ both stationary points are hyperbolic and the lower branch is stable
(unstable) and the upper branch is unstable (stable) if Gxx > 0 (or Gxx < 0)
when evaluated at (x∗, p∗).
The first two statements are reversed if GpGxx > 0 when evaluated at (x∗, p∗).
All systems whose dynamics on the center manifold that can be described by
Theorem 4.1 at the equilibrium point (x∗, p∗) are locally topologically equivalent to
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x˙ = x2 − p, (4.21)
the normal (simplest) form for the saddle-node bifurcation. We will use equation
(4.21) as our first example, which has a saddle-node bifurcation at (x, p) = (0, 0).
For (4.21) there exist no stationary points for p < 0 and two branch out from the
bifurcation point for p > 0 see Figure 4.2a. The lower branch corresponding to
xs = −
√
(p) is stable depicted in blue, and the upper branch, xu = +
√
p in red is
unstable.
−0.5 0 0.5 1 1.5
−1
0
1
p
x
(a)
−0.5 0 0.5 1 1.5
−1
0
1
p
x
(b)
Figure 4.2: Bifurcation diagram for saddle-node normal form (4.21). (a) Saddle-
node bifurcation point at (0, 0), lower branch is stable (blue), upper branch unstable
(red). (b) Illustration of slow passage towards bifurcation, p(t) = p0 − t starting at
p0 = 1 and finishing at p(Tend) = 0.25 where  = 0.0075 and Tend = 100.
4.2.1 Linear drift
We vary the bifurcation parameter, p, linearly according to
p ≡ p(t) = p0 − t, (4.22)
where p0 = 1. We fix the speed,  = 0.0075, at which we approach the saddle-node,
which corresponds to a slow drift. We continue to Tend = 100, which corresponds
to p(Tend) = 0.25, see Figure4.2b. Note that in this example we only approach the
bifurcation and do not pass through it. This alteration is designed to allow us to
detect the early-warning signals for an approach to a bifurcation-induced tipping
event when white noise is added to (4.21). The choice of the parameter p0 = 1
means that for t ≈ 0 we start in a slowly drifting well that is deep compared to the
noise level. The SDE for the random variable Xt is:
dXt =
(
X2t − p(t)
)
dt+
√
2DdWt, (4.23)
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and so by using the corresponding Fokker-Planck equation we can determine
numerically the probability density function P (x, t), as well as determine the early-
warning indicators via the methods presented in Section 4.1. The results of this
study are presented in Figure 4.3.
Panel (a) displays the normalised stationary probability density Ps(x) = P (x, 0)
in blue and the normalised probability density at t = Tend in red, on the fixed
domain [xstart, xend] = [−2.5, 2]. The stationary density has the form of a normal
distribution that is centred about the stable point x = −1 (indicated by left blue dot),
and the width (or variance) is determined by the noise level D. The final density
in red is still centred close to the stable point xs = −
√
p(Tend) (left red dot) in the
autonomous system (4.21), because the drift  is slow. However, the density has
widened and gained a larger tail due to the shallowing of the potential well as the
saddle-node bifurcation is approached.
Panels (c) and (e) present the escape rate and the cumulative probability of
escape respectively. We define escape as a realisation having reached the upper
boundary xend = 2. On the other hand, the lower boundary xstart = −2.5 is set
sufficiently far such that a realisation is extremely unlikely to reach this boundary.
In both panels we compare the dynamic escape calculated numerically in blue
with Kramers’ escape rate in red. We can see that there is a good match between
the two, initially there is a comparatively small escape but increases exponentially
as we slowly move closer to the bifurcation point. Although when we compare for
the cumulative probability of escape, panel (e), this demonstrates that Kramers’
method slightly overestimates the escape compared to the numerical calculations.
Moreover, we observe that even though the saddle-node bifurcation is not reached
there is about an 80% chance of incurring a bifurcation-induced with noise tipping
event, where tipping refers to a realisation reaching xend. Note this is not a purely
noise-induced tipping event as this would require the system to be stationary.
Whereas, approaching the saddle-node weakens the stability of the steady state
and therefore increases the vulnerability of the system tipping due to noise. We
will now consider the early-warning indicators to see if it is possible to detect the
approach of the tipping point.
The numerically calculated lag-1 autocorrelation (per unit time) and variance of
the probability densities (see Section 4.1.5 for methods of calculation) are shown
in blue in panels (d) and (f) respectively. We discover that both the autocorrelation
and variance increase as the bifurcation is approached and therefore detects the
possibility of a tipping event. In addition to the numerical calculations we can
gain an approximation for the linear quasi-static autocorrelation and variance if we
linearise around the potential well. As in the derivation of Kramers’ escape rate
we linearise by expanding U(x) at the point xs and so we get
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U(x) = U(xs) +
1
2
κ(x− xs)2 +O(x− xs)3,
where κ = U ′′(xs) corresponds to the decay rate. The linearised SDE is the
Ornstein-Uhlenbeck process for the random variable Xt:
dXt = −κXtdt+
√
2DdWt. (4.24)
For the static Ornstein-Uhlenbeck process the autocorrelation and variance is
given by [26]:
Autocorrelation: a = exp(−κ∆t) ≈ 1− κ∆t,
Variance: V =
D
κ
, (4.25)
see Appendix A.1 for a derivation. Therefore, at the end of each time step ∆t we
calculate the linear quasi-static decay rate (b), autocorrelation (d) and variance
(f) in red. Once again the indicators, autocorrelation and variance increase, as
we move closer to the bifurcation, indicating a possible bifurcation-induced tipping
event. However, there is a clear difference between the linear quasi-static and
the nonlinear dynamic calculated values. The following section analyses this
systematic difference in detail.
Systematic differences between nonlinear dynamic and linear quasi-static
values of decay rate and early-warning indicators
The notable differences between the true (nonlinear dynamic) and approximate
(linear quasi-static) values of the decay rate and early-warning indicators are:
• Higher order terms in potential: we apply a linearisation about the stable
equilibrium in the autonomous system (4.21) to use the Ornstein-Uhlenbeck
process (Spatial error in x)
• Time dependence of process: Ornstein-Uhlenbeck is a stationary process
whereas we consider a slow passage towards a saddle-node bifurcation.
(Time error in t)
We again state the SDE for the saddle-node bifurcation (4.23) coupled with the
ODE for the bifurcation parameter for which the solution (4.22) satisfies with initial
condition p(0) = p0:
dXt = (X
2
t − p)dt+
√
2DdWt, (4.26)
dp = −dt. (4.27)
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Scaling system (4.26)–(4.27) will allow us to establish the parameters we need
to vary to analyse the impacts of the two points mentioned above. We apply the
following scalings:
X = αY, t = βτ, p = γq.
Substituting these scalings into (4.26)–(4.27) gives:
αdYτ = (α
2Y 2τ − γq)βdτ +
√
2DβdWτ ,
γdq = −βτ,
and rearranging produces
dYτ =
(
αβY 2τ −
γβ
α
q
)
dτ +
√
2Dβ
α2
dWτ , (4.28)
dq = −β
γ
dτ. (4.29)
We want to preserve the saddle-node normal form and so this fixes two of the
parameters:
α =
1
β
and γ =
1
β2
,
which leaves
dYτ = (Y
2
τ − q)dτ +
√
2Dβ3dWτ ,
dq = −β3dτ.
We will investigate the linear and stationary assumptions individually and so we
introduce new parameters for both the noise level D˜ and drift speed ˜:
D˜ = Dβ3 and ˜ = β3,
such that the scaled system (4.28)–(4.29) is of the form of (4.26)–(4.27):
dYτ = (Y
2
τ − q)dτ +
√
2D˜dWτ , (4.30)
dq = −˜dτ. (4.31)
The scaling between the two systems can either be expressed by the two drift
speeds  and ˜ or by the two noise levels D and D˜:
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X =
(
D
D˜
) 1
3
Y, t =
(
D˜
D
) 1
3
τ, p =
(
D
D˜
) 2
3
q. (4.32)
Following the rescaling we are in a position such that we can fix one of the
following parameters: the noise level D, drift speed  or p0 which is proportional to
the distance from the saddle-node.
Higher order terms in potential: We will initially consider zero drift speed ( = 0)
and analyse the impact the linearisation has by considering the nonlinear and
linear decay rate and variance for different noise levels D. We choose the decay
rate instead of autocorrelation because the decay rate is independent of the time
step. We set p(t) = p0 = 1 in (4.23) without loss of generality (w.l.o.g.) as a
rescaling of space and time demonstrated that considering a q0 different from p0
would equate to using a different noise level D˜ given by the relation:
D˜ =
(
q0
p0
) 3
2
D. (4.33)
In Figure 4.4a, we present the nonlinear (blue) and linear (red) decay rates
for a range of noise levels. The linear decay rate κ is independent of D and thus
remains a constant value. For small noise D < 0.1, the nonlinear decay rate κn
follows a linear trend, roughly approximated by the formula:
κn = κl − κcD˜
q0
, (4.34)
where κl is the linear decay rate κ from the Ornstein-Uhlenbeck process (4.24) and
κc ≈ 1.1, a constant determined by the tangent to the initial nonlinear decay rate.
This tangent is plotted in green in Figure 4.4a and provides a good fit for D ≤ 0.1.
Though the linear fit loses accuracy for larger noise levels as the nonlinear decay
rate decreases quicker.
The nonlinear (blue) and linear (red) variances for the range of noise levels D
is displayed in Figure 4.4b. The linear variance gives a linear trend since the linear
decay rate is constant, see equation (4.25). The linear variance underestimates
the nonlinear variance, especially for large noise. The green curve represents the
linear fit of the nonlinear decay rate (4.34) applied to the linear formula (4.25) for
the variance:
Vn =
D
κn
. (4.35)
This gives a much improved approximation to the nonlinear variance for small
noise.
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Figure 4.4: Comparison of nonlinear (blue) decay rate (a) and variance (b) eman-
ating from the SDE (4.23) with the linear versions (red) (4.24) for a range of noise
levels D with linear drift p(t) = p0 = 1 ( = 0). Green curve in (a), κn, (4.34) linear
fit to the nonlinear decay rate for small D and corresponding variance (b) Vn, given
by (4.35).
Time dependence of process: For zero drift speed, we fixed p0 w.l.o.g. and
varied the noise level D. One reason for this, was to allow us to easily fit a linear
trend to the nonlinear decay rate for small D. Considering a non-zero drift speed
it is advantageous to set D = 0.2 w.l.o.g. and leave p0 and  free. We choose p0
large, such that the error between the nonlinear and linear decay rate and variance
is minimal, for example p0 = 4, which is equivalent to q0 = 1, D = 0.025,
Figure 4.5 provides a comparison between the nonlinear dynamic, nonlinear
quasi-static and linear quasi-static approximations for different drift speeds  (time
lengths adjusted accordingly). The fastest drift speed  = 2.5 is given in solid blue,
 = 0.5 in dashed blue and the slowest drift  = 0.1 is given by dotted blue. The red
curve gives the linear quasi-static approximation for each fixed time point. The light
blue curve is the nonlinear quasi-static approximation, designed to indicate the
error caused solely by the drift speed . Let us briefly describe how the nonlinear
quasi-static approximation is calculated.
If we treat t as a parameter then for every fixed p(t) and noise level D in
system (4.26)–(4.27), is equivalent to considering in the scaled system (4.30)–
(4.31) (˜ = 0), q0 = 1 with noise level D˜ given by the relation (4.33). For example,
p(t0) = p0 = 4 and D = 0.2 this is equivalent to considering q0 = 1 with a noise
level D˜ = 0.025. For q0 = 1 we have previously calculated the nonlinear decay
rate and variance for a range of noise levels D˜, see Figure 4.4. Though, we have
not yet established the relationship for the decay rate and variance between the
two systems. We use the linearised Ornstein-Uhlenbeck process to determine the
scalings of the decay rate and variance. For the original system (4.26)–(4.27) has
decay rate κX = 2
√
p and the scaled system of equations (4.30)–(4.31) has decay
rate κY = 2
√
q. We can therefore express the nonlinear decay rate for (4.26)–
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(4.27), κX in terms of the nonlinear decay rate for the scaled system (4.30)–(4.31),
κY , which we know, using the scaling between p and q given in (4.32):
κX = 2
√
p = 2
√
q
(
D
D˜
) 1
3
=
(
D
D˜
) 1
3
κY . (4.36)
Likewise, for the variance:
VX =
D
κX
=
D
κY
(
D˜
D
) 1
3
=
D˜
κY
(
D
D˜
) 2
3
=
(
D
D˜
) 2
3
VY . (4.37)
Applying these scalings will produce an approximation for the nonlinear quasi-
static decay rate and variance that takes into consideration higher order terms
(softening) of the potential but not the drift speed.
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Figure 4.5: Assessing the impact different drift speeds  has on the decay rate
(a) and variance (b), for noise level D = 0.2. Nonlinear dynamic decay rate and
variance for (4.26)–(4.27) given in dark blue for different drift speeds;  = 2.5 (solid),
 = 0.5 (dashed),  = 0.1 (dotted). Linear quasi-static approximations for (4.24)
given in red. Light blue curves represent the nonlinear quasi-static approximations
(4.36) and (4.37), used to indicate the error caused solely by the drift speed .
Figure 4.5 presents the results of the drift analysis for the decay rate and
variance respectively. For zero drift speed we observed little error between the
nonlinear and linear decay rate and variance for small noise (c.f. Figure 4.4).
Therefore the difference between the quasi-static nonlinear (light blue) and linear
(red) approximations is small but increases slightly as the bifurcation is approached
as this is equivalent to the noise range considered for constant drift when p0 = 1.
For a fast drift,  = 2.5 both the decay rate and variance develop a large difference
between the nonlinear dynamic (solid blue) and the quasi-static nonlinear or linear
curves. Furthermore, we highlight the drift has the opposite effect linearisation
had on the nonlinear decay rate and variance compared with the linear versions.
The softening of the potential brought the nonlinear decay rate below the linear.
However, the drift causes the nonlinear dynamic decay rate to be higher than
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the linear quasi-static. The opposite holds for the variance, i.e. the nonlinear is
higher due to the softening and the drift brings the nonlinear dynamic variance
below the linear quasi-static. For each curve of the nonlinear dynamic decay
rate or variance we decrease the drift speed by a factor of 5. Thus, the dashed
blue corresponds to the nonlinear dynamic decay rate or variance for a drift
speed,  = 0.5. The nonlinear dynamic decay rate and variance for this drift
speed both start to converge towards the quasi-static curves. At the slowest drift
speed considered,  = 0.1 (dotted blue) the nonlinear dynamic has moved below
(above) the linear quasi-static for the decay rate (variance). This indicates that for
 = 0.1 the error from linearisation dominates the drift speed error, whereas, for
the previous two drift speeds the error from the drift dominated.
We would like to emphasise that it is not possible to single out that either the
linearisation or drift is the dominating factor for large noise and large drift speed
for example. This is because the linearisation accounts for a spatial error, whereas
the drift is a time error and it is therefore difficult to quantify what is ‘large’ noise
and equally ‘large’ drift speed.
Summary: We have discussed in detail two systematic differences between the
nonlinear dynamic and linear quasi-static decay rates and variances, the results are
summarised in Table 4.1. One source of difference is linearisation of the potential
well (nonlinear vs linear), this effect can be seen for zero drift ( = 0) and varying
one of the parameters D or p0. The scaling (4.33) notifies us that increasing the
noise level is equivalent to decreasing the parameter p0. An increase in the noise
level causes a greater overestimation (+) of the linear decay rate compared to the
nonlinear decay rate. Consequently the linear autocorrelation underestimates (−)
the nonlinear autocorrelation. The linear variance also provides an underestimation
compared to nonlinear variance.
Parameter Decay Autocorrelation Variance
D ↑
p0 ↓
+
+
−
−
−
−
 ↑ − + +
Table 4.1: Summarising the effect linearisation and drift has on the decay rate and
early-warning indicators autocorrelation and variance. For an increase of D or
decrease of p0 a (+) implies the linear quantity overestimates the nonlinear quantity,
whereas (−) is an underestimation. For an increase of  a (+) implies the quasi-
static value overestimates the dynamic value, whereas (−) is an underestimation.
We also investigated the time dependence of the process (dynamic vs quasi-
static) by varying the drift speed . For faster drift speeds  we found that the
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nonlinear quasi-static decay rate underestimated the nonlinear dynamic decay
rate. Whereas, for the early-warning indicators; autocorrelation and variance the
nonlinear quasi-static overestimated the nonlinear dynamic indicators.
One should be aware it is difficult to quantify the error for considering both
systematic differences together (nonlinear dynamic vs linear quasi-static). The
linearisation of the potential well causes a spatial error, while, a time error is
inflicted for non-zero drift speeds.
4.2.2 Nonlinear drift
In the previous example, we used a linear drift which represented a slow passage
towards the saddle-node bifurcation. For this example, we will consider a nonlinear
drift that has been motivated by rate-induced tipping, which is discussed in detail
in Section 6.3.
Rate-induced tipping can be observed in the following ODE [18]:
x˙ = (x+ λ(t))2 − p0, (4.38)
where
λ(t) =
λmax
2
(
tanh
(
λmaxt
2
)
+ 1
)
(4.39)
is often referred to as a ramping parameter. Notice, that (4.38) is the saddle-node
normal form if we set λ = 0 and therefore as in the previous example p0 determines
the distance between the stable and unstable equilibria. The role of λ(t) is to
apply a shift to the saddle-node, governed by (4.39), where λmax determines the
distance of the shift and  is directly proportional to the rate of the shift. If we
impose the condition on the shift parameter λ(t), namely λ(0) = λmax/2 then (4.39)
is a solution of the ODE:
λ˙ = λ(λmax − λ). (4.40)
Applying a change of coordinates y = x+ λ to (4.38) and using (4.40) we have
y˙ = x˙+ λ˙,
= (x+ λ)2 − p0 + λ(λmax − λ),
= y2 − (p0 − λmaxλ+ λ2),
which is simply the normal form of the saddle-node:
y˙ = y2 − p˜(t), (4.41)
106
4.2. Slow passage towards a saddle-node bifurcation
where
p˜(t) = p0 − λmaxλ+ λ2. (4.42)
Though, this does not reduce rate-induced tipping to the previous case of bifurcation-
induced tipping with noise. Recall, bifurcation-induced tipping with noise considers
simply approaching or crossing a bifurcation transversally. Whereas, p˜(t) repres-
ents a nonlinear drift, that causes the system to move towards the bifurcation but
then retreats away from the bifurcation. Initially the system starts a distance
√
p0
from the saddle-node bifurcation at t = −∞. The speed at which the saddle-node
is approached (or even past, depending on the choice of parameters) increases
until t = 0. At t = 0 the system is the closest it gets to the saddle-node bifurcation
(or furthest past the bifurcation). The drift then turns around and moves the system
away from the bifurcation at a mirrored speed to which the approach occurred.
Setting the parameters λmax = 3 and p0 = 1, rate-induced tipping occurs for
drift speeds  > 4/3 [74]. Notice though, choosing  = 1 will result in passing the
saddle-node bifurcation for a brief period of time, Figure 4.6a. However, since
 = 1 < 4/3, tipping does not occur and therefore the system recovers having
passed the bifurcation. This is highlighted further in Figure 4.6b, which displays the
time profiles for a trajectory starting at (x, t) = (−1,−10) (blue) and for one ending
at (x, t) = (1, 10) (red). The red curve acts as a separatrix such that trajectories
below will get attracted towards the blue curve and trajectories above will escape
to∞ in finite time. The blue curve demonstrates a transition past the saddle-node
bifurcation before returning to the stable quasi-static equilibrium.
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Figure 4.6: (a) Applying a change of coordinates to the rate-induced system (4.38),
(4.40) gives rise to a nonlinear drift p˜(t) (4.42) plotted for the saddle-node normal
form (4.41). Black dashed line represents saddle-node bifurcation. (b) Time
profile for trajectories of a realisation that either starts at the stable quasi-static
equilibrium (blue) or finishes at the unstable quasi-static equilibrium (red) for the
system (4.41)–(4.42). Parameters: p0 = 1, λmax = 3,  = 1.
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However, to have some resemblance with the linear drift example, we will
consider a drift that operates on the same range, namely p(t) ∈ [0.25, 1] for all t
and thus, does not cause the system to pass through the saddle-node bifurcation.
This corresponds to a choice of  = 1/3 for which the parameters p0 = 1 and
λmax = 3 remain the same, see Figure 4.7a. The time profile for this choice of
drift is given in Figure 4.7b. The lower (upper) black dashed line represents the
stable (unstable) quasi-static equilibrium. Furthermore, notice that the trajectory
for a realisation starting at the stable quasi-static equilibrium (blue) does not track
exactly this equilibrium.
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Figure 4.7: (a) Transformed nonlinear drift (4.42) for  = 1/3 (blue) such that
range of values are the same as the linear example and so the saddle-node
bifurcation (black dashed line) is not crossed. (b) Time profile for trajectories of a
realisation that either starts at the stable quasi-static euilibrium (blue) or finishes
at the unstable quasi-static equilibrium (red) for the system (4.41)–(4.42). Lower
(upper) black dahed curves stable (unstable) quasi-static equilibrium. Parameters:
p0 = 1, λmax = 3.
Using the SDE (4.1) with our nonlinear drift (4.42) we can calculate the time
evolution of the probability density from the Fokker-Planck equation (4.2). We
can then determine the early-warning indicators and escape rates, which are all
presented in Figure 4.8.
Panel (a) displays the probability densities P (x, t) at three different time mo-
ments. The blue density represents both the stationary density Ps(x) and is
identical to the normalised density at t = Tend. The density in red represents when
the system is closest to the saddle-node bifurcation. The fixed points at the various
time steps are represented by the dots on the x-axis. Similar to the linear drift
example, the red density has spread out due to the potential well flattening and
has a larger tail developing towards the unstable quasi-equilibrium.
Kramers’ escape rate is plotted in red in panel (c), which assumes the system
is stationary and therefore the escape rate is symmetrical about t = 0 due to
the symmetry in the drift. Whereas, the dynamic escape rate is not symmetrical
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and instead appears to contain a lag. Initially, the dynamic and Kramers’ give a
good match as with the linear drift example. However, as the drift increases and
the bifurcation is approached, the dynamic escape rate does not give an instant
response. Therefore, the peak of the escape (slightly lower than Kramers’ peak)
occurs at about t = 1 before reducing back towards the base level. The cumulative
probability of escape, panel (e), demonstrates once again that Kramers’ (∼ 15%)
overs estimates the numerically calculated cumulative probability (∼ 11%). The
cumulative probability takes the shape of a step function, indicating that there is a
given period of time for which there is significant escape. Moreover, the cumulative
probability as well as the escape rate tells us that Kramers’ approximates more
escape but for a shorter period of time compared with the dynamic escape.
The decay rate and early-warning indicators: lag-1 autocorrelation and vari-
ance are presented in panels (b), (d) and (f) respectively. The decay rate of the
linearised potential well (red) decreases as the saddle-node is approached and
then increases at the same rate as we move away, which is as expected. Cor-
respondingly the linear quasi-static autocorrelation increases as the bifurcation
is approached and is symmetric about t = 0. However, the nonlinear dynamic
lag-1 autocorrelation does not increase until later than the linear quasi-static. In
addition, the autocorrelation keeps increasing even when moving away from the
saddle-node. The nonlinear dynamic variance displays similar behaviour, which
starts increasing on the approach to the bifurcation but has a peak after t = 0.
Though the initial increase aligns more with the linear quasi-static variance than
for the case of autocorrelation. The nonlinear dynamic lag-1 autocorrelation and
variance both reiterate the belief that there is a lag in the system. It is therefore
debatable for an example of bifurcation-induced tipping with certain nonlinear drifts
whether the autocorrelation and variance give sufficient warning of the tipping
event. This issue will be developed further when we consider rate-induced tipping
(Section 5.3) where similar behaviour occurs.
The differences between the values of the decay rate, autocorrelation and
variance is again believed to be linked to the linearisation and the drift in the system.
We found previously that a large noise level increases the nonlinear dynamic
autocorrelation and variance compared with the linear quasi-static. This explains
the initial and final values when the system is close to stationary. Furthermore,
increasing the speed of the drift brings the nonlinear dynamic autocorrelation
and variance down in relation to the linear quasi-static, which potentially explains
the comparison as the saddle-node is approached. Though there are further
complications due to the apparent lag in the system and quick turnaround of the
drift.
In the following section we will consider one of the recognised policy relevant
climate tipping points the Indian monsoon [9]. In particular we will consider a
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model that was developed by Zickfeld et al. [16] and use it to determine if the
early-warning indicators can help detect the ‘switching off’ of the monsoon.
4.3 Case Study: Indian Summer Monsoon
The Indian summer monsoon season tends to start around May/June and ends
around September/October time [17]. Zickfeld [17] developed a reduced ODE
based model (with no spatial resolution) that is designed to capture the key
mechanisms of the Indian monsoon. It was demonstrated by Zickfeld et al. [16]
using this reduced model that either increasing the planetary albedo or reducing the
current CO2 levels (less likely to occur in the real-world) would cause the system to
pass through a saddle-node bifurcation. This would result in the ‘switching off’ of
the monsoon and therefore leaving a far drier climate than the current one. We aim
to replicate the behaviour of the model from Zickfeld [17] with further simplifications
to reduce the model to a scalar ODE. Adding noise and using the Fokker-Planck
equation associated to this SDE will allow us to test the early-warning indicators.
The early-warning indicators: increase of autocorrelation and variance would
inform if any warning of this bifurcation-induced tipping event can be detected
when the planetary albedo is increased.
4.3.1 Introduction of model
The driving force of the Indian summer monsoon is the positive feedback loop
depicted in Figure 4.9. During the winter months the prevailing winds over India
are northeasterly (coming from the northeast) [75]. This results in mainly dry
winds coming from the Tibetan Plateau. However, as the temperature over land
increases relative to the ocean, the winds are reversed such that they now come
from the Indian Ocean [17]. The summer monsoon winds carry moisture from the
Indian Ocean, which is then deposited as precipitation over India. This in turn
releases latent heat and thus enhances the temperature difference between the
land and ocean [76]. The increase in the temperature gradient produces stronger
winds coming off the ocean and so the positive feedback loop is formed.
We introduce the reduced model developed by Zickfeld [17] which captures
the moisture-advection feedback as a key mechanism. The model treats India
as a box, bounded by the Indian Ocean on three sides and the Tibetan Plateau
to the north. A simplification that is made is to consider all four boundaries to
be surrounded by the Indian Ocean. The atmosphere in the model is comprised
of three layers and also contains two soil layers, where w1 (top) and w2 (bottom)
represent the moisture in the respective layers. The soil layers represent two of
the dynamic variables the other two are: Ta the near surface air temperature and
qa the specific humidity. The specific humidity provides the moisture content in the
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Figure 4.9: Positive feedback loop for Indian summer monsoon (based on Lever-
mann et al. [76]).
air (ratio of water vapour mass to total mass of air parcel). All other variables, for
example precipitation, can be determined by these four dynamic variables. The
ocean-land temperature difference Ta − Toc being a key quantity in many of the
variables.
The model is described by four ordinary differential equations:
w˙1 =
P − E −R
f1
+
w2 − w1
τ
, (4.43)
w˙2 =
f1(w1 − w2)
f2τ
, (4.44)
q˙a =
E − P + Av
Iq
, (4.45)
T˙a =
L(P − E)− FLW,TA↑ + F SL,TA↓ (1− Asys) + AT
IT
, (4.46)
where the variables are summarised as follows:
• Evaporation (mm/s): directly proportional to the soil moisture in the top
layer, temperature difference between the ocean Toc and land Ta and differ-
ence between saturated qsat(Ts) and specific humidity qa.
E := E(w1, qa, Ta) = Aw1(Ta − Toc)(qsat(Ts)− qa) = w1E˜(qa, Ta). (4.47)
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• Precipitation (mm/s): directly proportional to the specific humidity.
P := P (qa) = Bqa. (4.48)
• Runoff (mm/s): directly proportional to soil moisture in top layer and the
amount of precipitation fallen.
R := R(w1, qa) = Cw1P (qa) = w1R˜(qa).
• Moisture advection (mm/s): winds driven by the temperature gradient
between land and ocean and are reversed above a monsoon turning height
h. Below h moisture is advected in proportional to qoc and above h away
proportional to qa.
Av := Av(qa, Ta) = G(Ta − Toc)(g1qoc − g2qa). (4.49)
• Net incoming solar radiation (Kg/s3): fraction of incoming solar radiation
I0 cos ξ that is not reflected, determined by the planetary albedo Asys.
F SL,TA↓ (1− Asys) = I0 cos ξ(1− Asys),
where ξ is the solar zenith angle - the measured angle of the sun’s position
from vertically above.
• Outgoing Long-wave radiation (Kg/s3): directly proportional to the tem-
perature.
FLW,TA↑ := F
LW,TA
↑ (Ta) = HTa + J.
• Heat advection (Kg/s3): winds driven by temperature gradient, reversed
above monsoon turning height h determined by specific humidity, qa. Cooler
temperature is advected in for heights z1 < h proportional to potential tem-
perature above ocean θoc(Toc, z1) and advected away for heights z2 > h
proportional to potential temperature above land θa(Ta, z2). The potential
temperature at a height z for a surface temperature Ts and humidity qs is
defined as θs = Ts − (Γ(Ts, qs)− Γa)z where Γ is the atmospheric lapse rate
and Γa the adiabatic lapse rate.
AT := AT (qa, Ta) = K(Ta − Toc)(θoc(Toc, z1)− θa(Ta, z2). (4.50)
The parameters f1 and f2 represent the field capacity of the upper and lower soil
layers respectively. The soil moisture diffusion specific time is given by τ and L is
the latent heat of evaporation. The remaining parameters Iq, IT , A− C, G−H, J ,
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g1 and g2 are all constants.
Equations (4.47)–(4.50) demonstrate how the positive feedback, depicted in
Figure 4.9 features in the model (4.43)–(4.46). In the summer the temperature
difference Ta − Toc increases, which causes an increase in evaporation (4.47)
and moisture advection (4.49) but has a negative impact on the heat advection
(4.50). The increase of evaporation and moisture advection increases the humidity
(4.45). An increase of specific humidity leads to an increase of precipitation
(4.48). Consequently the atmospheric temperature increases (4.46) (despite small
negative feedbacks) which boosts the land-ocean temperature difference and
completes the positive feedback.
4.3.2 Steady state solutions
We want to reduce the system (4.43)–(4.46) from a four dimensional model down
to a scalar ODE so that we use the Fokker-Planck equation to determine the
early-warning indicators. We begin by removing the soil moisture feedback from
the model. The underlying mechanisms of the soil moisture in the two layers w1,
w2 are fast such that they relax to the equilibrium rapidly compared to qa and Ta.
We therefore set w1, w2 to equilibrium by setting (4.43)–(4.44) to zero. Setting
(4.44) to equilibrium determines that the soil moisture is the same in both the
upper and lower layers. Thus from (4.43) we have:
P (qa)− w1(E˜(qa, Ta) + R˜(qa)) = 0,
and hence the soil moisture in the two layers can be determined from
w1 = w2 =
P (qa)
E˜(qa, Ta) + R˜(qa)
,
using present day values for the specific humidity qa and temperature Ta. Removing
the soil moisture feedback from the model reduces the system to two dimensions
(4.45)–(4.46).
Zickfeld et al. [16] identified two parameters, CO2 concentration and the planet-
ary albedo, which play a crucial role in the destabilising mechanism of the system
and are influenced by human activities or subject to natural variation. Reducing
CO2 emissions, causes the system to pass through a saddle-node bifurcation (not
shown). However, we will consider the planetary albedo Asys at the top of the
atmosphere. The planetary albedo represents the ratio of reflected to incoming
solar radiation and can be affected by atmospheric aerosols and land cover conver-
sion [16]. We will therefore use the planetary albedo as our bifurcation parameter
and focus on the specific humidity qa as the albedo is increased. Changes to
the specific humidity will indicate whether the summer monsoon is in an ‘on’ or
‘off’ state by the amount of moisture in the air. We can ascertain the bifurcation
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diagram by setting (4.45) to zero and derive a formula for the temperature Ta
dependent on the humidity qa. Finally setting (4.46) to equilibrium allows us to
determine the planetary albedo Asys as a function of qa. The bifurcation diagram is
presented in Figure 4.10.
0.45 0.5 0.550
0.01
0.02
0.03
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q a
Figure 4.10: Bifurcation diagram for Indian summer monsoon model. Saddle-node
bifurcation point indicated by green dot, upper branch is stable (blue) and lower
branch unstable (red). Present day value of planetary albedo Asys indicated by
vertical black dashed line.
The present day value of the planetary albedo, Asys, is 0.47 indicated by the
vertical black dashed line. The blue branch is the family of stable equilibria and red
is the unstable equilibrium branch, thus, the current specific humidity, qa, is about
0.03. A specific humidity of 0.03 indicates moisture in the air and represents the
monsoon being in an ‘on’ state. In addition, if the planetary albedo was to change
a small amount, for example, decreasing or increasing by 0.02 the specific humidity
would remain about the same. However, a further increase of the planetary albedo
brings the system ever closer to the saddle-node bifurcation, indicated by the
green dot. The system is then susceptible to tipping for sufficient noise in the
system, which will cause the specific humidity to be close to zero indicating little
moisture in the air and thus, the monsoon is in an ‘off’ state.
We will simulate this behaviour and observe if the early-warning indicators
are present as the bifurcation is approached. First we need to reduce the
system (4.45)–(4.46) down to a single ODE. The slow dynamics of the non-
dimensionalised system feature in both components of the corresponding eigen-
vector. Eliminating either the specific humidity or atmospheric temperature does
not change the location of the equilibria [77], the difference comes only in how the
noise is scaled. We choose to reduce the two dimensional system (4.45)–(4.46)
by setting the atmospheric temperature Ta to equilibrium. Setting (4.46) to zero
and rearranging gives a quadratic expression for Ta (we choose the physically
relevant root) that depends on the specific humidity and planetary albedo. We add
white noise to the dynamics of qa, equation (4.45), to create the SDE:
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dQt =
[
E(Qt, Asys(t))− P (Qt) + Av(Qt, Asys(t))
Iq
]
dt +
√
2DdWt, (4.51)
where the planetary albedo is the driving force of the system, given by:
Asys(t) = Asys,0 + t,
and Asys,0 = 0.47 is the present day value of the planetary albedo. The drift speed
 = 0.006 is chosen such that over the span of ten decades the planetary albedo
increases from it’s present day value to just past the saddle-node bifurcation.
4.3.3 Presence of early-warning indicators for simulated
monsoon tipping
We generate the probability density function P (qa, t) using the Fokker-Planck equa-
tion (4.2) with the drift f(qa, t) given by the expression inside the square brackets
in (4.51). We subsequently calculate the escape rate and the early-warning in-
dicators: variance and autocorrelation using (4.17) and (4.18) respectively. The
results are presented in Figure 4.11.
Panel (a) depicts the normalised stationary density Ps(qa) = P (qa, 0) (blue) and
the end density P (qa, Tend) (red). The stationary density is approximately of the
form of a normal distribution centred about the stable equilibrium at about 0.03.
As the density evolves over time it begins to widen as the potential well flattens.
For t = Tend no equilibria exist though the density still has a small peak centred
at about qa = 0.02 but a very wide tail with some escape. A peak still exists as
the bifurcation has only just been crossed and so the potential is still relatively flat.
However, if we were to go sufficiently past the bifurcation the density would build
up on the left boundary.
The escape rate and cumulative probability of escape are represented in panels
(c) and (e) respectively. There is a good agreement between Kramers’ (red) and
the dynamic (blue) escape rates for t ≤ 8 decades. Over this period Kramers’
escape rate provides a slight overestimation as can be seen by the insert in panel
(c). However, Kramers’ escape rate fails to give an accurate representation of the
escape rate close to or past the saddle-node bifurcation. This is because one
assumption behind the validity of Kramers’ escape formula is that the potential
landscape is stationary, whereas, we use a slow drift which explains the initial
discrepancy far away from the saddle-node bifurcation. Additionally Kramers’
escape formula assumes that the noise level D is much smaller than the well depth.
Though close to a saddle-node bifurcation the noise level is always relatively large
because the well is shallow (Section 2.2). The cumulative probability of escape
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provides an estimation for when the tipping occurs. After approximately 40 years or
at Asys = 0.495 a realisation has escaped with 50% probability, which is a relatively
long time before the bifurcation is reached at about 98 years.
We examine the decay rate (b) and the early-warning indicators; lag-1 autocor-
relation (d) and variance (f), to see if they offer any forewarning of the approach
of a bifurcation-induced tipping event. The nonlinear dynamic decay rate (blue)
decreases as the bifurcation is approached and thus, correspondingly the nonlin-
ear dynamic autocorrelation (blue) increases. Combining this with the nonlinear
dynamic variance (blue), which also increases we can state that the early-warning
indicators do offer forewarning of a bifurcation-induced tipping event. The linear
quasi-static approximations (red) of the early-warning indicators produce similar
behaviour, namely the autocorrelation and variance increases. However, the linear
quasi-static approximations underestimate the nonlinear dynamic indicators, which,
as discussed in Section 4.2, can be attributed to the relatively large noise level.
Furthermore, the shape between the nonlinear dynamic and linear quasi-static vari-
ances is different, this can largely be attributed to the domain size [−0.015, 0.045]
and therefore restricts the nonlinear dynamic variance.
In Figure 4.12 we analyse how the noise level and drift speed (how quickly
planetary albedo is increased) affect the cumulative probability and thus timing of
the tipping. For a slowing changing planetary albedo and relatively large noise we
found that the tipping occurred at about Asys = 0.495 (blue curves). This equates
to a long time before the bifurcation point at about Asys = 0.529, we first investigate
how the noise level affects the cumulative probability of escape.
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Figure 4.12: Comparing cumulative probability of escape for monsoon model with
different noise levels (a) and drift speeds corresponding to how quickly planetary
albedo Asys is increased (b). (a) Noise levels used D = 0.004 (blue), D = 0.0012
(red), D = 0.0002 (green), for Asys increased over 100 year period. (b) Planetary
albedo Asys changed over 100 years (blue), 10 years (red) and 1 year period (green)
with noise level D = 0.004.
In Figure 4.12a we keep the drift speed fixed and change the noise level, where
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the largest noise level is given in blue and the smallest noise level in green. We see
that as expected a smaller noise level causes a sharper and later transition in the
cumulative probability. This is because for a small noise level (green) a realisation
has only a ‘small window’ close to the bifurcation to escape. Whereas, with a
large noise level realisations are more likely to escape further from the bifurcation.
Therefore these realisations have a ‘wider window’ in when it is possible to escape
leading to a shallower increase in the cumulative probability.
Figure 4.12b addresses how the speed of albedo change affects the cumulative
probability for a fixed noise level. The blue curve equates to changing the albedo
over the given range in the space of 100 years. Increasing the planetary albedo in
a 10 year period is given in red and over just a year is given in green. At first glance
Figure 4.12b can be a little misleading as the cumulative probability is plotted
over the planetary albedo as opposed to time. Therefore it should be noted that
the quicker the transition of the planetary albedo the sharper the transition in the
cumulative probability in time. For a slow transition with relatively large noise (blue)
there is a 50% chance the system has tipped by about Asys = 0.495. Increasing
the planetary albedo over a 10 year period (red) 50% escape is reached closer to
the bifurcation at about Asys = 0.51. Though for an extremely fast change in the
albedo over only a 1 year period (green) we find that the cumulative probability of
escape at Asys = 0.53 is only 0.25. Therefore even having passed the bifurcation
most realisations have not escaped yet.
This behaviour is similar to that for a rapid shift () the escape is delayed (same
as small noise, see saddle-node normal form Section 4.2.2). In Section 4.2.2 we
observed that it was possible to have nonlinear drifts that would take the system
briefly past the bifurcation and then back without causing a transition. In this
example we have just passed the bifurcation and yet to make the transition, though
continued increase of the albedo will cause a tipping. A question often raised
by scientists but as of writing not addressed is, if a system is known to be just
beyond the tipping point but has not yet tipped what needs to be done to stop
the tipping all together? This would normally require reversing the direction of
the bifurcation parameter at a given speed. The nonlinear shift (Section 4.2.2),
motivated from rate-induced tipping is an example of this occurring but does not
inform the minimum drift required.
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Chapter 5
Rate-induced tipping –
Early-warning indicators and most
likely time of tipping
5.1 Introduction
This chapter studies how a system that is close to a rate-induced tipping event be-
haves under the influence of additive noise. We look at a prototypical system, the
saddle-node normal form with additive noise and a ramped shift of the equilibrium
as proposed by Ashwin et al. [18]. (A more general definition and further prop-
erties of rate-induced tipping are given by Ashwin et al. [19].) Two early-warning
indicators that are commonly used for bifurcation-induced tipping with noise are
an increase of autocorrelation and an increase in variance in observed time series
of system outputs [22].
In practice, the early-warning indicators are used on observational time series
data of systems where quantitatively accurate models are unavailable, such as
palaeoclimate temperature and CO2 proxies [23] and lake eutrophication [78]. In
the cited cases the early-warning indicators were not used for prediction (as they
were about events in the past), but as evidence for (or against) the presence
of underlying tipping mechanisms. This chapter studies the effect of noise on
rate-induced tipping, with the goal to aid identification of this type from time series.
In contrast to bifurcation-induced tipping, rate-induced tipping is failure of
the system to track the continuously changing quasi-steady state [18]. Unlike
bifurcation-induced tipping, at each moment in time there exists a stable equilibrium
but the rate at which this steady state shifts determines whether the system tips or
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not.
The effect of rate-induced tipping has been described only relatively recently.
In particular, within climate science Wieczorek et al. [79] considered a model for
carbon storage and release in peatland soil, which showed the compost bomb
instability. In their model an increase in temperature above a critical rate results in
a release of carbon into the atmosphere from combustion of compost heaps. A
higher CO2 concentration in the atmosphere, creates further warming and thus
triggering a positive feedback loop within the system [24]. This is an example
of rate-induced tipping as for every fixed atmospheric temperature there exists a
globally stable steady state but the rapidity of the temperature increase causes
sharp peaks of carbon release. Other examples of rate-induced tipping include
the switching off of the Atlantic Meridional Overturning Circulation (AMOC) due
to the rate of increase of CO2 in the atmosphere [80]. Scheffer et al. [25] find in
a plant-herbivore model the critical rates of plant growth causing a rate-induced
transition from a herbivore controlled state to a vegetated state.
Rate-induced tipping is not associated to a loss of stability of equilibrium and
thus cannot be explained using stability theory for equilibria [29]. An appropriate
analogue to the “overdamped particle in a softening well” illustration for bifurcation-
induced tipping is to think of an overdamped particle in a moving well. In contrast
to bifurcation-induced tipping, the shape of the potential well remains constant but
instead shifts at varying rates. The faster the shift the further the particle drifts
away from the bottom of the well, up the side and thus closer to the saddle and
escaping. Hence, there is no change in stability of the potential well, only the
location of where the state is in terms of the potential. As a consequence, Ashwin
et al. [18] remarked there is no reason to assume why the early-warning indicators,
autocorrelation and variance, can still give useful predictions.
This chapter builds on the work of Ashwin et al. [18], which introduced a
prototypical model for deterministic rate-induced tipping. We will consider the
effect of additive white noise on this prototype model of rate-induced tipping. This
models fluctuations/uncertainties that exist in various systems, for example the
climate system. It also permits us to study early-warning indicators. The aim
of this chapter is to demonstrate that autocorrelation and variance will show an
increase. However, this increase occurs with a delay, which is related to a delay in
the actual tipping.
The chapter is structured as follows: Section 5.2 describes the basic properties
of the deterministic prototype model for rate-induced tipping introduced by Ashwin
et al. [18]. Section 5.3 explores the apparent delay of the early-warning indicators
for noise and rate-induced tipping. In Section 5.4 we set up a boundary-value
problem for most likely tipping paths, the sequence of continuation steps to solve
this boundary-value problem are presented in Section 5.5. In Section 5.6, the
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most likely tipping path is discussed for a fixed set of system parameters, and
in Section 5.7 analysis of optimal paths for all relevant system parameters using
numerical continuation is covered. Section 5.8 discusses results of delay in the
context of autonomous systems before, Section 5.9 presents some concluding
remarks.
5.2 The deterministic backbone – a prototype for
rate-induced tipping
A prototype model for rate-induced tipping was introduced by Ashwin et al. [18].
The model is a scalar ordinary differential equation (ODE) for the variable x(t) ∈ R:
x˙ = f(x, λ) = (x+ λ)2 − 1, (5.1)
which is the normal form for the saddle-node bifurcation. We have set the normal
form parameter equal to 1 w.l.o.g. (corresponding to a choice of scale for x and
time). The ODE (5.1) has two λ-dependent families of equilibria, one stable at
x
(s)
eq (λ) = −λ−1 and one unstable at x(u)eq (λ) = −λ+1. The equilibria are separated
by a distance of 2. These families of equilibria x(s)eq (λ) and x(u)eq (λ) form straight
lines in the (λ, x) - plane and will be referred to as W s0 and W u0 respectively (see
Figure 5.2). Equation (5.1) is the saddle-node normal form shifted by λ, for which
we assume dependence on time in the form of a ramp (see Figure 5.1):
λ(t) =
λmax
2
[
tanh
(
λmaxt
2
)
+ 1
]
, (5.2)
where λmax (distance) and  (speed) are the shape parameters of the ramp-like
shift.
−10 −5 −1 1 5 100
1
2
3
t
λ
Figure 5.1: Time profile of shift parameter λ(t), equation (5.2), where the black
dashed lines indicate the transition period for λmax = 3,  = 1
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The time-derivative of λ(t) is of most interest here as this determines the rate
of shift for the (now quasi-) equilibria x(s)eq and x(u)eq . The time derivative of λ is
dλ
dt
=
λ2max
4
[
sech2
(
λmaxt
2
)]
= λ(λmax − λ). (5.3)
This time derivative reaches its maximum at t = 0 and so, for a fixed ramp height
λmax,  is directly proportional to the maximal rate of shift at t = 0.
We note that (5.3) is also an ODE for λ such that the prototype model can
be considered as a two-dimensional ODE in the (x, λ) phase plane (as done by
Ashwin et al. [18]):
x˙ = f(x, λ(t)) = (x+ λ(t))2 − 1, (5.4)
λ˙ = λ(λmax − λ). (5.5)
Notice that (5.5) is coupled to (5.4), but there is no coupling in the other direction.
Figure 5.2 displays all qualitatively different phase portraits possible for (5.4)–(5.5)
in panels 5.2b, 5.2d and 5.2f. The system has 4 equilibria, S− (a saddle) and U−
(a source) on the λ = 0 line, and S+ (a sink) and U+ (a saddle) on the λ = λmax
line. The upper and lower black dashed lines represent the family of unstable W u0
and stable W s0 quasi-equilibria in the limit  = 0, respectively. The blue curve is
the unstable manifold W u(S−) of the saddle S−, and the red curve is the stable
manifold W s(U+) of the saddle U+. The panels 5.2a, 5.2c and 5.2e show the
time profiles for x on the invariant manifolds W u(S−) and W s(U+) (using the same
colour coding).
Recall, that for an autonomous differential equation:
x˙ = f(x), x ∈ Rn,
the flow φ(x0, t) := x(t) is defined by the solutions of the differential equation
subject to the condition x(0) = x0. Important invariant sets in ODEs are stable and
unstable manifolds of saddles, for a general equilibrium point xeq these are defined
as [73]:
W s(xeq) = {x ∈ Rn : φ(x0, t)→ xeq as t→∞},
W u(xeq) = {x ∈ Rn : φ(x0, t)→ xeq as t→ −∞}.
Though, we only consider one-dimensional manifolds, which are just lines or
curves. Note that the manifolds extend in the λ direction for both less than zero
and greater than λmax but are not considered here.
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Figure 5.2: Time profiles (a),(c),(e) and phase planes (b),(d),(f) of system (5.4)–
(5.5) for  < c - (a), b),  = c - (c),(d) and  > c - (e),(f). Black dashed curves are
the stable W s0 and unstable W u0 equilibria in the limit  = 0, blue and red curves are
the unstable and stable manifolds, W u(S−) and W s(U+), respectively (λmax = 3).
One can see that time profile and phase portrait of the unstable manifolds
W u(S−) and the stable manifold W s(U+) (Figures 5.2a and 5.2b) deviate increas-
ingly from the quasi-equilibrium families W u0 and W s0 for increasing . For small
, W u(S−) is close to W s0 , but, for increasing , W u(S−) moves further apart from
W s0 . The unstable manifold W u(S−) converges for t → ∞ to the stable node S+
for  < c. The red curve is the stable manifold W s(U+), which forms a separatrix
partitioning the plane into two regions. In the region below the separatrix all tra-
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jectories are attracted to the stable node S+, but in the region above the repelling
stable manifold W s(U+), all trajectories will escape to +∞ in finite time. Notice
that the two manifolds W u(S−) and W s(U+) are closest at λ = λmax/2, when the
time-derivative λ (equation (5.3)) is at its maximum. This is due to the reflection
symmetry within the system (5.4)–(5.5)
[
x− xc
λ− λc
]
→
[
xc − x
λc − λ
]
around the point (xc, λc) = (−1.5, 1.5).
At a critical , denoted c, W s(U+) and W u(S−) form a heteroclinic connection
between the two saddles S− and U+, as depicted in Figures 5.2c, 5.2d. Perryman
[74] observed that the critical value c equals 4/3 and that the connecting orbit is
the line
x = −λ
3
− 1 (5.6)
in the phase plane. This is shown by taking the time derivative of (5.6) to give:
x˙ = − λ˙
3
. (5.7)
Inserting the right-hand sides of (5.6) and (5.7) into (5.4) and (5.5), we see that:
− λ˙
3
=
(
− λ
3
− 1 + λ
)2
− 1,
−λ(3− λ)
3
=
λ2
9
+ 1 + λ
2 +
2λ
3
− 2λ
2
3
− 2λ− 1,
λ2
3
− λ = 4λ
2
9
− 4λ
3
,
and equating coefficients for each order of λ determines the same critical threshold,
c = 4/3. In this case the c can be defined as a global rate-induced bifurcation,
which can often be termed as rate-induced tipping.
For  > c, W u(S−) and W s(U+) change their arrangement, as displayed by
Figures 5.2e, 5.2f. The unstable manifold W u(S−) no longer converges to the
stable node S+ such that trajectories from all initial conditions close to S− with
λ > 0 diverge (x(t)→ +∞). In this case the parameter λ is shifted at a rate that
is too large for the unstable manifold W u(S−) to track the quasi-steady state W s0 .
For  > c but close to c this escape does not occur until λ is close to 3 such that
one would observe the escape only when λ is coming to rest again, and so there
appears to be a lag in the timing of escape.
In summary, for this prototype model rate-induced tipping corresponds to a
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global bifurcation at parameter value c, a heteroclinic connection from the stable
equilibrium before the parameter ramp to the unstable equilibrium after the ramp.
5.3 Delay of early-warning indicators and delay of
tipping
For the remainder of this chapter we will consider the following scenario: the speed
of the parameter ramp  is less than its critical value c = 4/3 such that without
noise the system will not tip. The influence of noise, which we add to the dynamics
(5.4) of x, will cause the system to tip with a certain probability. We can control
this probability by varying noise intensity and . We choose our parameters such
that an escape of x from W s0 beyond W u0 to +∞ is extremely unlikely for t far away
from 0 (and, thus, λ far away from λmax/2). We expect this escape probability to
increase during the ramp of λ (for t ≈ 0).
The realisations of x for the prototype system (5.4)–(5.5) are governed by the
stochastic differential equation (SDE):
dXt = [(Xt + λ(t))
2 − 1]dt+
√
2DdWt, (5.8)
where Wt is standard Brownian motion. The intensity of the noise is given by
√
2D
where D is a diffusion coefficient. This equation can be discretised using the
Euler–Maruyama method:
Xn+1 = Xn + [(Xn + λ(tn))
2 − 1]∆t+ η
√
2D
√
∆t, (5.9)
where η is a random number drawn from aN ∼ (0, 1) distribution. The random vari-
able Xt from the the SDE (5.8) has a probability density function P (x, t) governed
by the Fokker-Planck equation; a linear PDE (as explained in Section 2.1):
∂P (x, t)
∂t
= D
∂2P (x, t)
∂x2
− ∂
∂x
(
f(x, t)P (x, t)
)
, (5.10)
which includes the diffusion coefficient D and drift term f(x, t). We apply Dirichlet
boundary conditions at some [xstart, xend], where xstart is sufficiently chosen such
that realisations are very unlikely to reach the lower boundary xstart. The probability
density will then decay over time as realisations escape to the upper boundary
xend. The probability of escape, pesc(tn) at time step tn is therefore defined as:
pesc(tn) = 1−
∫
P (x, tn)dx∫
P (x, tn−1)dx
. (5.11)
In addition, we use (5.10) to compute two characteristic quantities of the density
P (x, t) for (5.8), the lag-1 autocorrelation and the variance, shown in Figure 5.3.
These quantities are commonly monitored in time series where one suspects
127
Chapter 5. Rate-induced tipping – Early-warning indicators and most likely time
of tipping
an underlying parameter drift that approaches a bifurcation-induced (specifically
saddle-node induced) tipping point. Both, autocorrelation and variance, should
increase along the time series as the parameter comes closer to its saddle-node
value (see Williamson and Lenton [28] for other cases such as Hopf bifurcation).
But what happens for the rate-induced tipping model?
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Figure 5.3: Traditional early-warning indicators: lag-1 autocorrelation (5.12) and
variance show a delayed response for rate-induced tipping if tipping point is
assumed to be at the time t = 0 (green dashed line), the closest encounter of
the stable and unstable manifolds, W u(S−) and W s(U+). However, both indicators
increase before the tipping point if assumed to be at t ≈ 1.5 (red dashed line)
calculated from the peak of the escape rate in Figure 5.5. Parameters:  = 1.25
and D = 0.008 (∆t = 0.01 for panel 5.3a)
Recall, in Section 4.1.5 the lag-1 autocorrelation an at time tn is defined to be
the correlation between the random variables Xtn−1 and Xtn , separated by a time
step ∆t (we choose ∆t = 0.01):
an =
Cov(Xtn−1 , Xtn)√
Var(Xtn−1)Var(Xtn)
, (5.12)
where Xtn is the solution of (5.8) with density P (·, tn) at time step tn.
The initial condition for (5.10) is the stationary density of (5.8) with λ0 = λ(t0)
restricted to the fixed domain x ∈ [xstart, xend] = [−6, 2], which corresponds to
the assumption that the ramp-up of λ starts from a stationary state. For this
stationary starting point the system can be approximately modelled by the Ornstein-
Uhlenbeck process
dXt = −θXtdt+
√
2DdWt,
where θ = −f ′(−1, 0) = 2 is the decay rate at S−. An Ornstein-Uhlenbeck process
has autocorrelation and variance given by [26] (see Appendix A.1 for a derivation):
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Autocorrelation: a = exp(−θ∆t) ≈ 1− θ∆t,
Variance: V =
D
θ
,
where we set ∆t = 0.01, thus, giving a = 0.98 and V = 0.004 in Figure 5.3.
We highlight that for starting at t0 = −∞ the system will tip with probability
one before the ramping shift begins. The time of tipping for a stationary system is
approximated by Kramers’ time, τK [81], (U(x) = −
∫
f(x)dx):
τK = C exp
(
∆U
D
)
,
where ∆U is the height of the potential barrier and the prefactor C depends on the
curvature at the minimum and maximum of the potential. In our case for equation
(5.8), we have constant values for ∆U = 4/3 and C = pi. Whereas, we set t0 = −10
and consider the regime where the probability of escape from the well, pesc(t),
increases by an order of magnitude during the ramping of the parameter λ:
1
τK
 max
t∈R
pesc(t).
In this regime we expect the time t at which the escape rate pesc(t) is maximal
will occur at t = 0. This corresponds to the closest encounter of the stable and
unstable manifolds, W u(S−) and W s(U+), due to the symmetry in the deterministic
part.
Figure 5.3 displays the lag-1 autocorrelation and variance for the time interval
of most interest, namely t ∈ [−3, 2] when system (5.4), (5.5) is non-stationary. We
observe that there is a delay in the warning for approaching the tipping point, if we
take the tipping point as the time t = 0 (green dashed line). The autocorrelation
(Figure 5.3a) has only just started to increase at t = 0. The variance, Figure
5.3b, shows an even longer delay in the signal, not until t = 0 is passed is
there noticeable increase of variance. Ditlevsen and Johnsen [23] concluded for
saddle-node-induced tipping that only the presence of both indicators, increase of
autocorrelation and variance, is sufficient evidence for the approach of a tipping
point. For real-world systems the early-warning indicators are calculated from time
series data for a system that has not yet tipped. Choosing a wide domain could
potentially influence the early-warning indicators as this fails to distinguish between
realisations that escape and those that have not. Furthermore, the variance will
inevitably be bounded by the width of the domain. However, we will now perform a
study on the upper boundary parameter xend to show that the key characteristics:
the onset of increased autocorrelation and variance are not affected by considering
realisations that are escaping.
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Domain boundary parameter We choose a domain [xstart, xend] with xstart = −6
and xend as shown in Figure 5.4. Choosing the domain fixed in time is natural as in
realistic problems we do not know a-priori the location of the moving well. Initially
we chose xend = 2, which corresponds to a wide domain for the problem (including
realisations into the computation of the early-warning indicator, which are already
escaping). Figure 5.4 explores the effect narrowing the domain has on the decay
rate estimate θ = (1− a)/∆t (where a is the lag-1 autocorrelation with time step
∆t) and variance V . We consider the decay rate, instead of the linearly related
autocorrelation as the decay rate is independent of the time step ∆t.
(a) Decay rate (b) Variance
Figure 5.4: The effect width of domain has on the decay rate and variance for (5.8)
by varying the upper boundary xend
In Figure 5.4a, we see that the timing of the onset of the decrease of the decay
rate estimate θ is independent of the upper boundary of the domain, xend, and
hence, so is timing of the onset of the increase of the lag-1 autocorrelation a.
Likewise, in Figure 5.4b the timing of the onset of the variance is independent of
xend and, importantly, shows no increase before t = 0. The precise values of the
autocorrelation and the variance depend, of course, strongly on the width of the
domain (and, hence, on xend). Thus, we have shown that, while autocorrelation and
variance change quantitatively with the domain width, the timing of their increase
(which is the early-warning indicator) does not change.
Demonstrating that the timing of the onset of the early-warning indicators is
independent of the domain width, one would conclude initially that for rate-induced
tipping the warning will be significantly delayed from when we would expect the
tipping. This warrants a systematic investigation to see when escape is most likely
in close encounters with rate-induced tipping.
Escape rate over time To investigate when the escape is likely to occur we
initially consider the escape rate per unit time calculated using the Fokker-Planck
equation (5.10). The escape rate per unit time is defined as the fraction of
realisations that cross a known threshold curve x˜(t) divided by the time step
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∆t. We choose the threshold curve x˜(t) (bright blue in Figure 5.5) such that a
realisation that travels beyond this curve is classified as having escaped. The
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Figure 5.5: Time profile and phase plane of (5.4)–(5.5) for  = 1.25. Dashed
curves represent stable W s0 and unstable W u0 equilibria, the dark blue curve is the
unstable manifold W u(S−), the bright blue curve is the threshold curve x˜(t) for
y = 1.5. Top panels give escape rate calculated from simulations using (5.11) for
D = 0.008
threshold curve is chosen as x˜(t) = xu(t) + y, where xu(t) is the unique trajectory
of the deterministic part of (5.8) that starts at x(−10) = x0 = −1 (thus, (xu(t), λ(t))
is close to W u(S−)) and y = 1.5 is a fixed sufficiently large deviation from xu(t)
in the following sense. The distance y cannot be chosen too small as escape
will be detected throughout the entire time span, as demonstrated by Figure 5.6.
For example, when the steady state is close to stationary no escape should be
detected as a large fraction of realisations that do cross the threshold x˜(t) will not
escape to +∞ but will return to the unstable manifold W u(S−). Clearly for larger
noise level D a greater y is required as there will be larger fluctuations about the
unstable manifold W u(S−) than for a small noise.
Figure 5.6a demonstrates that for values of y less than a critical value yc ≈ 1,
a large fraction of realisations escape even for t close to ±10, where λ is nearly
stationary, in the large noise case. The small noise limit, Figure 5.6b illustrates
that a much smaller y will suffice, though to satisfy a range of noise levels a value
of y = 1.5 is used for our threshold curve x˜(t).
Figure 5.5 displays the time profile (5.5a) and the phase portrait (5.5b) of the
deterministic trajectory xu(t), the threshold curve x˜(t) and the escape rate (over
time and versus λ) obtained via (5.10).
In this example, we have chosen  = 1.25, which is close to c = 4/3, and a
small noise level D = 0.008. For this choice of ramping speed parameter , tipping
would not occur in the deterministic case (D = 0). However, with a noise level of
D = 0.008, roughly 36% of realisations that start with initial condition x(−10) = x0
go on to escape. As in Figure 5.2, the dark blue curve is the unstable manifold
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(a) D = 0.1 (b) D = 0.008
Figure 5.6: Evaluating distance y required between the deterministic trajectory
xu(t) and threshold x˜(t) in both the large and small noise limit cases,  = 1.25.
Escape rate in colour calculated from simulations using (5.11)
W u(S−) (the deterministic solution xu(t), starting at x(−10) = x0, is extremely
close to it). The bright blue curve is our threshold curve x˜(t) chosen based on the
results in Figure 5.6
Figure 5.5 shows that the escape is most likely to occur at about t = 1.5, hence,
it is delayed, too. The red dashed lines in Figure 5.3 represent the most likely time
of tipping, given by the peak of the escape rate in Figure 5.5. Therefore taking this
as our tipping point we see that there is an increase in both the autocorrelation
and the variance on the approach to tipping. We conclude that for this example at
least that the tipping is delayed and thus the early-warning signals can still offer
forewarning of rate-induced tipping.
For a systematic study of how the time of most likely escape depends on the
system parameters we formulate a variational optimisation problem for the optimal
path of escape.
5.4 Most likely (optimal) escape paths – general
variational problem
In this section we will look at how to calculate optimal paths and in particular optimal
paths for escape. In Chapter 3 we found that the probability P of a realisation Xt
following a sequence of infinitesimally small intervals [x(k∆t)− δ/2, x(k∆t) + δ/2]
in the limit 0 < δ  ∆t 1 (up to a constant factor independent of x) is
P =
(
δ√
4piD∆t
)N+1
exp
[
U0 − UT
2D
−
∫ Tend
t0
(
x˙2
4D
+ Vs
)
dt
]
. (5.13)
Therefore we define the most likely escape path as the path going from a given x0
to a given xT in a time interval [t0, Tend] maximising the functional
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F = exp
[
U0 − UT
2D
−
∫ Tend
t0
(
x˙2
4D
+ Vs
)
dt
]
(5.14)
along the path. The terms in F are
U(x, t) = −
∫
f(x¯, t)dx¯,
Vs(x, t) =
1
4D
(
∂U
∂x
)2
− 1
2
∂2U
∂x2
− 1
2D
∂U
∂t
, (5.15)
U0 = U(x0, t0), UT = U(xT , Tend).
The quantity U is the potential of the deterministic part f of the SDE (5.8) such
that (5.8) can be written in terms of U(x, t):
dXt = −∂U(Xt, t)
∂Xt
dt+
√
2DdWt. (5.16)
Recall, that the random variable Xt has a probability density function P (x, t) given
by the linear Fokker-Planck equation (5.10), from which the probability P is derived
[57, 56, 62, 63]. See Chapter 3 for a detailed derivation of the probability P from
equations (5.13)-(5.16).
Assuming a fixed time interval [t0, Tend] and fixed start and end points x0 and
xT , the critical points of P and F are the same. The local critical points of F are
given by the Euler-Lagrange equation, a 2nd order BVP [56]:
x¨ = 2D
∂Vs
∂x
(x, t),
x(t0) = x0,x(Tend) = xT . (5.17)
We would like to point out that the BVP (5.17) used to calculate the locally optimal
path is valid for a scalar time-dependent system and for finite (non-small) noise
variance 2D. In the small noise limit, one can use minimum action methods to find
the optimal path, which can be applied to multiple dimensions [60]. Furthermore,
according to Ren et al. [60], in gradient systems, over an infinite time interval, the
optimal path becomes a minimum energy (where ‘energy’ refers to the functional F
that is optimised) path that forms a heteroclinic orbit between the two local minima
of the potential. However, if we choose a large Tend, for example Tend = 20 and a
relatively small but finite noise level D (such as D = 0.008 as chosen for previous
illustrations) we obtain the optimal path given in Figure 5.7a. We observe that for
a long period of time (1 < t < 18) the path x(t) stays close to W u0 before eventually
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escaping to the chosen xT = 4. Choosing an even larger Tend will provide the
same result but with the optimal path spending a longer period of time close to W u0 .
This appears unlikely to occur and so one drawback of the current method is that
we do not have a way of determining the optimal time for the transition. Examining
the functional M = log(F ) in Figure 5.7b we discover unlike for the small noise
limit that there exists a distinct maximum when Tend is of order 1.
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Figure 5.7: (a) Optimal path for Tend = 20 calculated using (5.20)–(5.21). (b) Plot
of function M (5.22) that needs to be maximised with respect to Tend. Parameters:
t0 = −10,  = 1.25, D = 0.008.
This suggests that an optimal time T = Tend − t0 can be found to make the
transition from x0 to xT for finite noise. We therefore also need to maximise the
probability P (5.13) with respect to Tend. However, it is not clear if the maximum of
F corresponds to the maximum of P because of the term in front of the exponential
in (5.13):
C =
(
δ√
4piD∆t
)N+1
. (5.18)
We see that increasing Tend, increases N and therefore decreases the value of C.
An alternative approach can be to scale the starting SDE (5.16) onto the [0, 1] time
domain by substituting t = (Tend − t0)τ :
dXτ = − ∂U
∂Xτ
(Tend − t0)dτ +
√
2D(Tend − t0)dWτ . (5.19)
This fixes N and ∆τ but the new noise level D˜ = D(Tend − t0) varies, which also
changes C in (5.18). Let us revisit the requirements for the gate size δ and gate
separation ∆t. Lemma 3.1 states that we require 0 < δ  ∆t 1, but for a given
fixed noise level D. In our new setting the noise level D˜ is free and so we actually
need to choose the gate size δ such that 0 < δ  D∆τ  1. Equivalently, this
means that we require the ratio δ/(D˜∆τ) to remain fixed such that the density
inside each gate will be approximately constant. Therefore, C (5.18) remains
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fixed and so paths maximising F (and, hence, M ) also maximise the probability of
realisations of SDE (5.16) following it.
We formulate the extended BVP corresponding to critical points with respect to
path and travelling time in rescaled time on the base interval [0, 1]. The BVP will
then be solved with standard continuation software AUTO [82]. The BVP (5.17),
rescaled to [0, 1] is (split into two components):
x˙1 = x2(Tend − t0), x1(0) = x0, (5.20)
x˙2 = g(x1, t)(Tend − t0), x1(1) = xT , (5.21)
where t0 (fixed) and Tend (free) are the start and end t values and
g(x1, t) = 2D
∂Vs
∂x
(x1(t), t).
The solution of (5.20)–(5.21) is a critical point of F , given in (5.14), among all
possible paths connecting from x0 to xT in a fixed time T = Tend − t0. The function
M = log(F ), written for the rescaled path is
M =
1∫
0
U0 − UT
2D
−
[
x2(t)
2
4D
+ Vs(x1(t), t)
]
(Tend − t0) dt, (5.22)
where U0 = U(x0, t0), UT = U(xT , Tend).
Figure 5.7b plots M along paths satisfying (5.20)–(5.21) for a range of end
times Tend. Its maximum corresponds to the time Tend for which the functional M
is (locally) maximal among the range of Tend shown (this is for the fixed positive
but small noise variance 2D = 0.016). We now extend the BVP (5.20)–(5.21) to
include the criticality of Tend into the optimisation problem. We outline the BVP of
the variational problem for the general case followed by the specific example.
Introducing the derivatives of x1 and x2 with respect to Tend as
z1(t) =
∂x1(t)
∂Tend
, z2(t) =
∂x2(t)
∂Tend
,
these derivatives satisfy
z˙1 = x2 + z2(Tend − t0), z1(0) = 0,
z˙2 = g(x1, t) +
∂g(x1, t)
∂x1
z1(Tend − t0), z1(1) = 0.
(5.23)
Critical points of M(x0, t0, xT , Tend, x1(·), x2(·)), given in equation (5.22), with re-
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spect to Tend satisfy
∂M
∂Tend
+
∂M
∂x1
∂x1
∂Tend
+
∂M
∂x2
∂x2
∂Tend
= 0,
which produces the integral condition:
0 = m :=
1∫
0
[
1
2D
∂U(xT , Tend)
∂Tend
+
x2(t)
2
4D
+ Vs(x1(t), t)
+
(
x2(t)z2(t) + g(x1(t), t)z1(t)
2D
)
(Tend − t0)
]
dt. (5.24)
Therefore, have to solve the four-dimensional BVP (5.20), (5.21), (5.23) for x1(t),
x2(t), z1(t), z2(t) with the additional integral condition (5.24) and the additional
parameter Tend. We use AUTO (Version: AUTO-07P) [83] to study the solutions of
(5.20), (5.21), (5.23), (5.24) in dependence of the system parameters D and .
We will now consider the equations outlined above, for the specific rate-induced
example. The potential U(x, λ(t)) equations are given as follows:
U(x, λ(t)) = −x
3
3
− λx2 + (1− λ2)x,
U ′ = −x2 − 2λx+ 1− λ2,
U ′′ = −2(x+ λ),
U˙ = −λ˙x(x+ 2λ) = −λx(λmax − λ)(x+ 2λ),
where U ′ and U˙ represent the derivatives of the potential with respect to space
and time respectively. Hence:
Vs =
x4 + 4λ2x2 + (1− λ2)2 + 4λx3 − 2x(x+ 2λ)(1− λ2)
4D
+ x+ λ+
λx(λmax − λ)(x+ 2λ)
2D
,
and so the 2nd order boundary value problem split into 2 first order ODEs aug-
mented with the ODE (5.5) for λ, which are to be solved on the [0, 1] time domain
in AUTO looks like:
x˙1 = x2(Tend − t0), (5.25)
x˙2 =
[
2x31 + 4λ
2x1 + 6λx
2
1 − 2(x1 + λ)(1− λ2) + 2D
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+ 2λ(λmax − λ)(x1 + λ)
]
(Tend − t0), (5.26)
λ˙ = λ(λmax − λ)(Tend − t0). (5.27)
For the variational problem we require an extra variable than that considered for
the general case. Thus:
z1(t) =
∂x1(t)
∂Tend
, z2(t) =
∂x2(t)
∂Tend
, z3(t) =
∂λ(t)
∂Tend
,
and so the variational equations for z1, z2 and z3 are given as:
z˙1 =x2 + z2(Tend − t0), (5.28)
z˙2 =2x
3
1 + 4λ
2x1 + 6λx
2
1 − 2(x1 + λ)(1− λ2) + 2D
+ 2λ(λmax − λ)(x1 + λ) +
[(
6x21 + 6λ
2 + 12λx1 − 2
+ 2λ(λmax − λ)
)
z1 +
(
12λx1 + 6x
2
1 − 2 + 6λ2
+ 2(λmaxx1 + 2λλmax − 2λx1 − 3λ2)
)
z3
]
(Tend − t0), (5.29)
z˙3 =λ(λmax − λ) + (λmax − 2λ)z3(Tend − t0). (5.30)
The first integral equation is given as:
−4DM =
∫ 1
0
[
− 2
(
− x
3
0
3
− λ0x20 + (1− λ20)x0 +
x3T
3
+ λTx
2
T − (1− λ2T )xT
)
+
(
x22 + x
4
1 + 4λ
2x21 + (1− λ2)2 + 4λx31 − 2x1(1− λ2)(x1 + 2λ)
+ 4D(x1 + λ) + 2λx1(λmax − λ)(x1 + 2λ)
)
(Tend − t0)
]
dt, (5.31)
where
λ0 =
λmax
2
(
tanh
(
λmaxt0
2
)
+ 1
)
,
λT =
λmax
2
(
tanh
(
λmaxTend
2
)
+ 1
)
,
and the second, an integral condition to locate the local maximum of M :
∫ 1
0
[[(
4x31 + 8λ
2x1 + 12λx
2
1 − 4(x1 + λ)(1− λ2) + 4D
+ 4λ(λmax − λ)(x1 + λ)
)
z1 + 2x2z2 +
(
12λx21
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− 4λ(1− λ2) + 4x31 − 4x1(1− 3λ2) + 4D
+ 2x1(λmaxx1 + 4λmaxλ− 2λx1 − 6λ2)
)
z3
]
(Tend − t0)
+ x22 + x
4
1 + 4λ
2x21 + (1− λ2)2 + 4λx31 − 2x1(1− λ2)(x1 + 2λ)
+ 4D(x1 + λ) + 2λx1(λmax − λ)(x1 + 2λ)
− xT λ
2
max
2
sech2
(
λmaxTend
2
)(
λmax
(
tanh
(
λmaxTend
2
)
+ 1
)
+ xT
)]
dt = 0. (5.32)
The continuation steps to be performed in AUTO to calculate the optimal time for
the optimal path are outlined in the following section for the specific example.
5.5 Sequence of continuation steps for the optimal
path to escape in optimal time
Since (5.20), (5.21), (5.23), (5.24) is nonlinear we need a sequence of initialisation
steps to arrive at the optimal path for particular desired values of ramping speed
parameter (initially  = 1.25, close to critical value c = 4/3) and noise variance
(initially 2D = 0.1). An advantage of using continuation is that once we have
obtained an optimal path in an optimal time for a particular set of parameters we
are free to perform a systematic parameter study of solutions of (5.20), (5.21),
(5.23), (5.24) varying the ramping speed  and noise level D.
Motivation First we discuss some of the parameters used and reasoning for
their initial values, as given in Table 5.1.
System (fixed)
parameters
Continuation
parameters
Bifurcation
parameters
Monitoring
parameter
p = 1
λmax = 3
t0 = −10
x0 = −1
Tinit = 0
xT = x0
Tend = −9
m = m0
 = 1.25
D = 0.05
M = M0
Table 5.1: Types of parameters used in continuation steps and their initial values
For ease of computation it is best to start with a comparatively large noise level
D = 0.05 and is then possible to perform continuations in D later. We need to
remove the nonlinearity in equations (5.26) and (5.27) for us to obtain an initial
solution. This is performed by introducing an artificial parameter Tinit, which is
initially set to zero. Thus instead of (5.25)-(5.27) we have:
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x˙1 = x2(Tend − t0), (5.33)
x˙2 =
[
2x31 + 4λ
2x1 + 6λx
2
1 − 2(x1 + λ)(1− λ2) + 2D
+ 2λ(λmax − λ)(x1 + λ)
]
(Tend − t0)Tinit, (5.34)
λ˙ = λ(λmax − λ)(Tend − t0)Tinit, (5.35)
and so for Tinit = 0 we start the continuation with the trivial equations:
x˙1 = x2(Tend − t0), (5.36)
x˙2 = 0, (5.37)
λ˙ = 0. (5.38)
Therefore (5.33)–(5.35) provides a homotopy H : R3 × [0, 1] → R3 between the
trivial equations (5.36)–(5.38) and system (5.25)–(5.27). Furthermore, we choose
xT = x0 and Tend = −9 close to the initial time value t0. Finally, the parameters
M and m are used to track the values of the two integral equations (5.31) and
(5.32) respectively. The initial values M0 and m0 are determined such that the
two integral equations satisfies AUTO’s condition that the equations equal zero.
Outlined in Table 5.2 is a brief summary of the continuation steps performed to
create an optimal path in an optimal time. We proceed with an in depth discussion
for each of the continuation steps.
Step # Continuation
parameter
Initial
value
End
value
Other free
parameters
1 Tinit (0) (1) m, M
2 xT x0 (−1)  1 (4) m, M
3 Tend ∼ t0 (−9)  1 (20) m, M
4 m R (0) Tend, M
Table 5.2: Summary of continuation steps to perform in order to achieve an optimal
path for escape in an optimal time (in brackets are the values used)
Step 1: Tinit continuation The first step is trivial to continue in Tinit from 0 to 1.
This is similar to an integration in time continuation step. However, there is an
important difference between this continuation and performing a continuation in
Tend to −9 having started with Tend = −10 and Tinit = 1. Starting with Tend = −10
would mean:
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x˙1 = 0, x1(−10) = −1,
x˙2 = 0, x1(−9) = −1,
which has no unique solution. Incorporating the artificial continuation parameter
Tinit (initially at 0) and setting Tend = −9 we have:
x˙1 = x2, x1(−10) = −1,
x˙2 = 0, x1(−9) = −1,
which does have a unique solution subject to the boundary conditions. Thus we
can perform a continuation till Tinit = 1, which brings us back to the full system of
equations (5.25)-(5.27). Note that the parameters M and m have to be kept free
during this continuation such that the integral conditions are always satisfied.
Step 2: xT continuation The previous continuation gives an optimal path for
starting and finishing at x0 = xT = −1 in one time unit (t0 = −10, Tend = −9) for
when λ is close to stationary. The next continuation changes the right boundary
value xT to the desired location. In this example we look at the optimal path
for escape and so perform a continuation till xT = 4, which will be classed as
escaping.
Figure 5.8 provides trajectories (coloured) for the continuation stages of xT
superimposed onto the phase portrait for λ = 0. The continuation is for t0 = −10
x2
x1
S-=-1 U-=1 4
Figure 5.8: Illustration of trajectories (coloured) at different stages of the xT
continuation step superimposed on the phase portrait for the full rate-induced
system, when stationary, λ = 0. xT = x0 = −1 (blue), xT = 0 (red), xT = 1 (green),
xT = 4 (black).
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and Tend = −9 and hence λ ≈ 0 so the sketch of the phase portrait is an accurate
representation of the full system that does not change over the time considered.
The phase portrait contains two saddles, which are located close to the equilibrium
points of S− and U− and one centre close to the origin. The saddles are offset to
the left of S− and U− roughly by D/2. The centre of the elliptic region is located at
about (x1, x2) ≈ (D, 0).
The current trajectory at the end of the previous step, thus, xT = x0 = −1
has a unique solution that is contained within the bubble of the saddle (see
blue trajectory Figure 5.8). The boundary condition x1(t0) = x0 ensures that all
trajectories start somewhere on the dashed line S− = −1. During this continuation
step the trajectories need to travel further but still in the same time (t0 = −10,
Tend = −9) as xT is increased. Therefore, the starting position increases in the x2
direction where the vector fields are stronger. This enables the trajectories to travel
faster in order to travel further in the same time period, Figure 5.8. The trajectory
in the (x1, x2) - plane after the xT continuation step is also plotted in Figure 5.9a.
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Figure 5.9: Plots after xT continuation step: (a) trajectory in (x1, x2) - plane and
(b) current optimal path calculated using (5.25)–(5.27). Parameters: t0 = −10,
Tend = −9  = 1.25, D = 0.05.
The optimal path after the continuation of xT is given by Figure 5.9b. As can
be seen the path is close to a linear line that goes to xT straight away again
because of the short time period. Clearly this is not the optimal time to make this
transition as at the moment we have a pure noise-induced tipping since λ is close
to stationary. One would expect the optimal time for tipping to be a result of both
rate and noise-induced tipping. Therefore the next step is to continue in Tend to get
to more realistic timings of escape.
Step 3: Tend continuation The next step is to perform a continuation in Tend
where a bit of caution needs to be used in some cases. One has to be careful in
not directly going to satisfy the integral condition that is used to locally maximise
M . This is due to the fact that it will find the closest stationary point on M , however,
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this may not be the maximum we are interested in. For example it could find only
a local maximum of M and not the global maximum of M , even more extreme
it could be possible that it finds a local minimum. Both these cases will not give
us the desired optimal path in an optimal time. To negate this from occurring we
continue in Tend to the rough area where we expect the optimal time. Alternatively,
if this is not clear one can do a long continuation in Tend and look in the (Tend,M) -
plane to identify this region. Therefore, we perform a continuation from Tend = −9
to Tend = 20 and plot the bifurcation diagram in the (Tend,M) - plane (not shown
but similar to Figure 5.7b).
For this choice of parameter values there is only one stationary point of M ,
which corresponds to the maximum we are interested in. Figure 5.10a displays the
optimal path after the Tend continuation step, for Tend = 20. Currently the optimal
path is being shifted to the saddle when the shift occurs but then seemingly waiting
there before escaping to xT . This does not seem natural to wait near the saddle,
but is the only option for this time period. If the path was to leave the saddle earlier
the end position would be a lot larger than 4, since escape is to infinity in finite
time. If the path was to remain close to the unstable manifold W u(S−) for longer
then it would be even more unlikely to escape to xT = 4 for a small noise level D
than the probability for remaining close to the saddle. Therefore, we now perform
a continuation that satisfies the integral condition to achieve the optimal time.
Step 4: m continuation Our next continuation is to set the new parameter
m = 0, so that we can find the local maximum of M . For all previous continuations
the parameters M and m have been the parameters kept free to satisfy the two
integral conditions. However, m is now the continuation parameter and therefore
we now keep M and Tend free to find our optimal end time.
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(a) Tend = 20.
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(b) Tend ≈ 1.43.
Figure 5.10: Comparison between optimal paths for Tend = 20 using (5.25)–(5.27)
and after m continuation is completed which uses equations (5.25)–(5.30) and
(5.32). t0 = −10,  = 1.25, D = 0.05.
This continuation tracks back from Tend = 20 to find the maximum of M to be
142
5.6. Optimal path for escape for noise and rate-induced tipping
at Tend ≈ 1.43 in this example. Thus, we have the optimal path for getting from
x0 = −1 to xT = 4 in the optimal time, this is plotted in Figure 5.10b for  = 1.25,
D = 0.05. This time when the shift happens the path gets moved to the saddle but
does not wait and instead escapes to xT .
Having demonstrated how to calculate the optimal path for escape we will look
at how the timing of escape compares with that calculated from the simulations.
5.6 Optimal path for escape for noise and
rate-induced tipping
This section compares the optimal path for escape with the escape calculated
directly from the solutions of (5.10). We are interested in the timing of escape,
defined as the timing of crossing certain threshold curves. We do not want to have
to rely on running full Monte Carlo simulations, but instead use the optimal path
theory developed by Chaichian and Demichev [57], Zhang [56] as described in
Chapter 3 with the additional extension of the optimal time presented in Section
5.4. We include the optimal path for escape (in green) into Figure 5.5 to compare
the most likely timing of escape (the peak in the escape rate, measured at the
threshold x˜) with the time t the threshold x˜ intersects with the optimal path as
computed through continuation, see Figure 5.11. The corresponding phase portrait
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Figure 5.11: Time profile and phase plane of (5.4)–(5.5) with optimal path, the
solution of the extended BVP (5.25)–(5.30) and (5.32), added in green for  = 1.25.
Dashed curves represent stable W s0 and unstable W u0 quasi-equilibria, the dark
blue curve is the unstable manifold W u(S−), the bright blue curve is the threshold
curve x˜(t) = xu(t) + y with y = 1.5. Top panels give escape rate calculated from
simulations using (5.11) for D = 0.008.
in Figure 5.11b shows that both the simulations and optimal path suggest that the
escape does not happen until just short of λ = 3, the moment the potential well or
steady states W s0 , W u0 are coming to a rest.
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Figure 5.11 illustrates that the optimal path matches the mode (peak) of the
escape rate well. In general, if the escape rate over time is unimodal with a sharp
peak then the time profile of the optimal path is a good description of this peak.
More precisely, the mode of the escape rate occurs very close to a time t for which
x˜ = x1(t), where x1 is the first component of the optimal path, the solution of the
extended BVP (5.25)–(5.30) and (5.32).
Dependence on choice of threshold curve x˜(t): The choice of the threshold
curve x˜(t) in Figure 5.11 is at x˜(t) = xu(t) + y with y = 1.5 (recall that xu(t) is the
trajectory of the deterministic part of (5.8). Figure 5.12 shows a colour plot for the
escape rate at the threshold depending on the distance y. The distance of the
Figure 5.12: Colour plot of the escape rate (calculated from simulations using
(5.11)) past the threshold x˜(t) depending on the distance y from the blue manifold
W u(S−). Distance of optimal path, solution of (5.25)–(5.30) and (5.32), from xu(t)
added in white. Parameters:  = 1.25, D = 0.008.
optimal path from the unique trajectory xu(t) added in white. This highlights that,
provided the threshold x˜(t) is sufficiently far from xu(t), the optimal path will cross
the threshold at the same moment the escape rate through the threshold is at its
peak.
Dependence on starting time t0 and starting position x0: We emphasise that
the optimal path calculates the local optimum, i.e. assuming the system has not
tipped before the ramping shift begins. We set t0 = −10, x0 = −1 to represent
starting at the bottom of the potential well at time −∞. Although not shown
changing the starting time, for example to t0 = −15 or t0 = −5 has no effect on
when the optimal path escapes and only adds to/subtracts from the current path
presented in Figure 5.11. Likewise, changing the starting position provided this
is still in the vicinity of the well has no effect on when the optimal path escapes.
The optimal path will converge onto the current path and follow the same path for
escape.
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Figure 5.13 shows how the x1(t) component of the optimal path is connected
to the evolution of the density of realisations. In the time profile plot, initially the
(a) Time profile. (b) Phase plane.
Figure 5.13: Time profile and phase plane for density plot of simulations for (5.9)
and optimal path, solution of (5.25)–(5.30) and (5.32), added in bright blue for
 = 1.25 and D = 0.008. Dashed white curves represent stable and unstable
equilibria.
spread of the distribution is very narrow centred around the steady state W s0 , due to
the small noise level D. When the system shifts, this distribution widens reflected
by a lower density over a larger x range. Once the shift stops, the density gradually
becomes concentrated again, but some realisations have escaped, indicated by
the elevated density at x = 4. Initially, the optimal path is right at the mean of the
distribution. The time when the optimal path deviates from the mean equals the
time the density in the simulation is at its widest and where the additional mode (at
x = 4) appears. This once again suggests that the optimal path, derived from BVP
(5.20), (5.21), (5.23), (5.24), describes the escape of realisations of the stochastic
differential equation (5.8).
5.7 Timing of escape in two-parameter plane
One of the advantages of reducing the study of escape time to optimal paths is
that we can perform a systematic parameter study with moderate computational
effort. First, we investigate the timing of escape in the two parameter plane of
the ramping speed  and noise level D, Figure 5.14, panels 5.14a, 5.14c and
5.14e. Panel 5.14a indicates with a black marker the end time Tend at which a
particular optimal path reaches the end position xT = 4. Panel 5.14c shows a
colour contour plot, with the colour denoting the time Tend for a range of optimal
paths dependent on the ramping speed  and noise level D. Recall that the optimal
path is calculated by solving the system of equations (5.20)-(5.24) and following
the continuation steps outlined in Section 5.5 for a particular  and large noise level
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Figure 5.14: Plots for optimal path end time Tend (a),(c),(e) and the crossing time
tcross with the stable manifold W s(U+) (b),(d),(f) of the optimal path (solution of
(5.25)–(5.30) and (5.32)) for escape. (a),(b) Time profile of optimal path (green)
and stable manifold W s(U+) (red) with the black marker highlighting Tend (a), tcross
(b) for a particular optimal path ( = 1.25, D = 0.008). (c),(d) colour contour plots
for end time Tend (c) and the crossing time tcross (d) in the 2 parameter (,D) -
plane. (e),(f) Cross sections of (c),(d) respectively where each contour represents
different value of , spaced evenly at 0.04 intervals, starting with  = 1.05 (dark
blue, top) increasing to  = 1.25 (bright blue, bottom).
D. Then for each  a final continuation is performed over D to create an 11× 40
grid for the colour plot.
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The optimal path begins at t0 = −10 and so the length of the time interval for
the path is between 11.7 and 13.5 time units for this range of  and D values. This
demonstrates that for a small  value and small noise levels escape occurs for
positive Tend, that is, with a delay compared to the time of closest encounter of
the deterministic manifolds W u(S−) and W s(U+) (which would be at t = 0). As
 increases towards c = 4/3 and the noise level increases the time to escape
decreases. This can be seen more clearly in panel 5.14e, which takes cross
sections of panel 5.14c for different values of . The relationship is almost linear
between the logarithm of the noise level and the time at which the final destination
xT is reached. In summary, panels 5.14c and 5.14e indicate that the escape
occurs with a delay especially for small noise. To investigate the precise value of
the delay we will look at the timing of intersection between the optimal path and
the stable manifold W s(U+), indicated by the black marker in panel 5.14b.
The reason for considering the stable manifold W s(U+) as a threshold is that it
plays a role similar to a saddle in stationary escape problems. Once a realisation
has crossed this threshold it is more likely to escape to +∞ (in finite time in our
example). One may expect the optimal (that is, most likely) escape path to cross
this manifold when the two manifolds W u(S−) and W s(U+) are closest together at
t = 0. The question is then whether the escape across the stable manifold W s(U+)
occurs at t close to 0. Panels 5.14d and 5.14f present the timing of crossing the
stable manifold W s(U+) to establish if this is the case.
We observe that the range of crossing times is smaller than the range of end
times to reach xT (= 4). This is expected since the travelling time from W s(U+)
to xT decreases for increasing noise level D. For small noise levels the optimal
path tracks the manifold W s(U+) for longer. In the limit of large noise level D in
the (,D)-parameter plane the most likely crossing time is tcross ≈ t0 (not shown).
In this limit we have a purely noise-induced transition as the potential is nearly
stationary at t0. For decreasing D the intersection between the optimal path and
stable manifold W s(U+) varies with different ramping speeds  such that we have
combination of noise and rate-induced tipping, with timing depending on both
parameters. As the ramping speed  and noise level D decreases the crossing
time delay tcross increases. For the smaller noise levels in the computed range the
intersection tcross of the optimal path with the stable manifold W s(U+) is of order
1, when the manifolds W u(S−) and W s(U+) are significantly further apart than at
t = 0. This justifies the claim in the abstract that for noise- and rate-induced tipping
the escape is delayed in the small noise limit.
Figure 5.15 gives a crude estimate for the probability of escape depending
on the ramping speed  and noise level D. Note though, these are not the true
probabilities but rather the values of the functional M = logF (see (5.14)) which
the most likely path optimises. The colour in Figure 5.15a in the 2 parameter
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Figure 5.15: (a) Colour contour plot of the value of M , equation (5.22). (b) Cross
section of (a) each contour represents different value of , spaced evenly at 0.04
intervals, starting with  = 1.05 (dark blue, bottom) increasing to  = 1.25 (bright
blue, top).
(,D)-plane equals the value of the functional M along the optimal path found at
the corresponding point in the (,D)-plane. As expected, the largest probability
of escape is for large ramping speeds and large noise levels. The value of M is
smallest for slow ramping speeds and low noise levels. Figure 5.15b displaying the
cross section of Figure 5.15a for different values of  illustrates that M decreases
logarithmically as D decreases on a logarithmic scale.
5.8 General delay of tipping
In the previous section, we have shown that the tipping is delayed especially for
small noise levels. In the context of autonomous systems Bakhtin [84] gives an
asymptotic formula for this delay. Bakhtin [84] considers rare escapes for small
noise levels for a process dx = xf(x)+
√
2DdWt on the interval [A,B] containing 0,
starting from x0 < 0, where f is uniformly positive. Then the first time T = Tend− t0
to exit at the point B (under the condition that x(t) does indeed exit at B) in the
limit
√
2D → 0 satisfies
T = c1 ln
(
1√
2D
)
,
where c1 is a constant independent of D. This states that for an autonomous
system, the time for rare escapes increases linearly as the noise level decreases
exponentially. This is consistent with our findings for the non-autonomous system,
that as the noise is decreased the time tcross at which the optimal path crosses
the stable manifold W s(U+) increases slowly, Figure 5.14f. To conclude, we find
a similar relationship for the delay in the rate-induced tipping as that of Bakhtin
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[84] for rare escapes of an autonomous system. The observed level of delay
in Section 5.7 is of order 1 such that the noise levels that we consider small in
Section 5.7 are still far larger than the small-noise limit, for which BVPs for optimal
escape paths are available in arbitrary dimensions. (These paths tend to be
connecting orbits such that the optimal time is always infinity)[60].
5.9 Conclusions
We have shown that two commonly used early-warning indicators of tipping (in-
crease of autocorrelation and increase of variance) are present but delayed in
a prototypical model of rate-induced tipping. By looking at the timing of escape
using optimal paths we find that the tipping event itself is delayed for small noise
levels. We conclude that the delay in the early-warning indicators is consistent
with the delay in the actual tipping (at least for the example).
We extended the boundary-value problem for the most likely path for tipping
(escape) based on Zhang [56] to include optimality of time for finite noise. This
additional optimality criterion created a variational optimisation problem that we
solved computationally with continuation techniques (using the package AUTO).
With the help of continuation we performed a systematic parameter study in the
(,D)-plane (ramping speed vs. noise level). The time when the optimal path for
escape crosses the stable manifold W s(U+) is a measure for the timing of tipping.
We find that for large ramping speeds and noise levels there is no delay and even
for lower ramping speeds there is only a small delay. However, for small noise
levels D the tipping delay is of order 1.
We hypothesise that the observed delay in tipping is present independent of
the particular form of λ(t) as long as it is qualitatively similar to the ramp like shift
(5.3). Similarly, this delay should be observable independent of the particular
shape of the potential well U(·, t). This chapter demonstrated that the optimal path
for escape, a solution of a BVP, matches simulation results well. The technique
used to find the optimal path of escape finds the local maximum and is generic
such that it can be used to determine the timing for any type of tipping.
However, the optimal path may miss the global optimum when there is more
than one realistic opportunity for escape. For a small single window of escape as
considered in this chapter the escape rate will form a unimodal distribution with
a narrow peak, for which the optimal path is close to the mode. However, if one
considers different scenarios λ(t) for ramping the system parameter (for example,
one that is not monotonically increasing, see Ashwin et al. [19]), the escape rate
would have a multimodal distribution. We conjecture that we find one optimal path
for each of the modes of the distribution. It is unclear if for non-monotone parameter
shift λ(t) the tipping or the early-warning indicators are delayed for the small noise
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levels. This would further support the conclusion that the autocorrelation and
variance can be used as early-warning signals for rate-induced tipping events.
Furthermore, this chapter has focused on the one-dimensional case. Thus, an
extension to the general multiple dimensional case is still required.
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Chapter 6
Rate-induced tipping – Probability
of tipping
6.1 Introduction
Research, has focused on trying to forewarn an approach of a tipping point by the
development of generic early-warning indicators [22]. Increased autocorrelation
and variance are two of these statistical indicators which are based on the phenom-
ena commonly known as ‘critical slowing down’ for the approach of a bifurcation
[85]. However, in Chapter 5 we demonstrated that for a prototypical model for
rate-induced tipping that the early-warning indicators can still be used.
Research has typically focussed on testing the early-warning indicators for
events in the past when tipping has been known to occur. However, testing the
early-warning indicators against historical examples is susceptible to statistical
mistakes when selecting data conditioned on the system having tipped [86]. A
natural progression will be to use the early-warning indicators to try and predict
future tipping events. Though, this raises such questions as if we were to observe
an increase in both the autocorrelation and variance of a time series does this
mean that the system will tip? There currently exists little literature that addresses
false negatives and false positives created by the early-warning indicators, in
particular for noise-induced transitions [87, 88]. In Chapter 5 we suggested but
did not explicitly state that for the example of rate-induced tipping with additive
noise the early-warning indicators were shown to be present but the system was
not certain to tip.
This chapter builds on the work of Chapter 5 with the aim to provide a generic
approximation for the probability of a prototypical model tipping for rate-induced
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tipping with additive white noise. The chapter is structured as follows: Section 6.2
outlines the approximation methods for calculating the probability of following a
path. In Section 6.3, we introduce the setup for noise and rate-induced tipping us-
ing the deterministic model developed by Ashwin et al. [18]. The probability results
of incurring a noise and rate-induced tipping event for the different approximation
methods are presented in Section 6.4. Finally, Section 6.5 a discussion section
where we conclude the key results of this chapter.
6.2 Probability of noise-induced escape during
ramp
A simple abstract scenario for the phenomenon of rate-induced tipping was con-
sidered in Ashwin et al. [18, 19]. Assume that a parameter λ corresponds to a
shift of the coordinate system:
x˙ = f(x+ bλ), x(t) ∈ Rn, b ∈ Rn, λ ∈ R, (6.1)
where the vector b is the direction of the shift and λ is the (scalar) amount. For
each fixed λ the stability of equilibria of (6.1) is identical. However, when λ is
time-dependent, then there can be critical rates [79] of change of λ.
One type of shift is where λ is “ramped up”, that is, λ→ 0 for t→ −∞, λ→ λmax
for t → +∞, and λ˙(t) > 0 for all t. As in Chapter 5 we will use for illustration in
Section 6.3, the prototype system for this ramping scenario as studied in Ashwin
et al. [18].
We consider the effect of additive noise only in the scalar setting. Then, (6.1)
changes into a scalar stochastic differential equation (SDE) for a random variable
Xt
dXt = f(Xt + λ)dt+
√
2DdWt, (6.2)
where Wt is standard Brownian motion and the intensity of the noise is given by√
2D. The deterministic part in (6.2) corresponds to a choice of b equal to 1 in
equation (6.1) such that it is consistent with our setup in the example in Section 6.3.
Stationary case with noise (λ fixed): For D > 0 there will be a fixed escape
rate from the basin of attraction of xseq (stable equilibrium) across xueq (unstable
equilibrium), which is equal to Kramers’ escape rate
κ ≈
√
αβ
2pi
exp
(
− ∆U
D
)
, (6.3)
if D  1 and where
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α = U ′′(xseq), β = |U ′′(xueq)|, ∆U = U(xueq)− U(xseq).
First-order approximations of non-stationary Fokker-Planck
Equation (FPE)
We study the first-order deviation from the quasi-stationary escape rate for noise
level D > 0.
We are interested in the case where
• the noise level D is such that the escape rate is small before and after
the ramp such that the Kramers approximation (6.3) for the escape rate is
applicable for all times outside of an interval [t0, Tend].
• The maximal ramp speed is sufficiently large such that approximation (6.3) is
no longer true at the maximum speed of the ramp, but there is still no tipping
without noise.
Thus, for D = 0, there is a connection from the stable equilibria before the start
and after the end of the ramp.
We consider a path x˜(t) that connects a starting position (x, t) = (x0, t0) to an
end position at (x, t) = (xT , Tend), and a strip Sδ of width 2δ and length Tend − t0
around x˜, see Figure 6.1.
x0
xT 2  
t
x
Figure 6.1: Sketch of the path x˜(t) (green) and the surrounding strip Sδ of width
2δ (shaded blue). The probability density of a realisation passing through (t, x)
(always staying within Sδ) is P (x, t).
The Fokker-Planck equation, a linear parabolic partial differential equation
(PDE):
∂P (x, t)
∂t
= D
∂2P (x, t)
∂x2
− ∂
∂x
(
f(x, t)P (x, t)
)
(6.4)
describes the time evolution of the probability density P (x, t) of the random variable
Xt, governed by (6.2). If we impose Dirichlet boundary conditions,
153
Chapter 6. Rate-induced tipping – Probability of tipping
0 = P (x˜(t)− δ, t), (6.5)
0 = P (x˜(t) + δ, t), (6.6)
then
∫ e
a
P (x, t)dx is the probability that the solution of (6.2), starting at t0 with
probability density P (·, t0), is in [a, e] at time t and has never left the strip Sδ.
Consequently, the overall escape probability from the strip Sδ of width 2δ around
the path x˜ during time interval [t0, Tend] equals 1−
∫ δ
−δ P (x+ xT , Tend)dx.
Figure 6.2 illustrates the shape of this probability density P (x, t) along the strip
Sδ for two different different ramp speeds: a slow ramp speed in the left column,
and faster (but still less than critical value for tipping without noise) in the right
column. The figure uses parameters from the specific example introduced in
Section 6.3. The numerical solution of (6.4)–(6.6) is shown as a blue (dotted)
curve (mean in the top row of Figure 6.2, profile for selected times t in rows 2–4).
Uncentred quasi-stationary density The crudest approximation assumes that
the density is approximately stationary throughout the ramp. This implies that
∂tP ≈ 0 in (6.4) and, hence, the density is of the form
P∗(x, t) = P0(t)
x˜(t)+δ∫
x
exp
[
U(x′, t)− U(x, t)
D
]
dx′, (6.7)
where ∂xU(x, t) = −f(x + λ). For each fixed t, P∗ is a solution of the stationary
form of (6.4)–(6.6) (setting ∂tP = 0). The shape of P∗(·, t) is nearly unchanged,
only shifted by λ for different times t. As the density has the same shape for all t,
the escape rate does not change over time, either (hence, it is equal to κ by our
first assumption). Thus, the normalisation constant P0(t) is approximately equal
to P∞(1− (t− t0)κ), where P∞ is such that the initial density Ps(x, t0) has a unit
integral. This approximation, shown in black in Figure 6.2 for the example from
Section 6.3, does not catch the effect of a non-zero λ: it is (nearly) independent of
λ (becoming independent of λ in the limit δ →∞). The density Ps(x, t) is centred at
xseq−λ, which is visibly smaller than x˜(t) (the location of the deterministic trajectory,
highlighted by the black dot on the x-axis in rows 2–4 of Figure 6.2).
Instantaneous eigenmodes of FPE In linear algebra, we refer to Λi’s as eigen-
values of a n× n matrix A if there is a non-zero vector vi such that:
Avi = Λivi.
The vectors vi are known as the eigenvectors of A corresponding to each eigen-
value Λi. The eigenvectors of A form a basis {v1, ..., vn} in a Banach space X ∼ Rn
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Figure 6.2: Comparison of the single (green), equation (6.19), and 3 mode (red)
approximations, equation (6.17), with the density from simulations (blue dotted),
solution of (6.4)–(6.6), and stationary density (black), equation (6.7) for  = 0.2
(a),(c),(e),(g) and  = 0.7 (b),(d),(f),(h). Panels (a) and (b) give the time profile
for the location of the mean of each distribution. Vertical dashed lines indicate
the times for which the densities are given in the remaining panels, namely t = 0
- (c),(d), t = 1 - (e),(f) and t = 2 - (g),(h). Black dot on x-axis (panels (c)-(h))
corresponds to location of deterministic trajectory starting at x0 = −1 at t = −10.
Parameters: Noise level D = 0.06, width of strip Sδ 2δ = 3.
(a normed vector space) and the set of eigenvalues of A, is called the spectrum of
A, which will be denoted by σ(A) [89]. Consider the differential equation:
∂P
∂t
= AP.
For matrices this has a solution that is unique and of the form:
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P = etAP0. (6.8)
The relation between the spectrum of A and the spectrum of exp(tA) permits us to
reduce (6.8) to a lower dimension, as the strongly decaying eigenvalues of A do
not need to be considered.
On the other hand, the Fokker-Planck equation with constant drift, is a linear
parabolic PDE that can be expressed using an unbounded linear operator A:
∂P
∂t
= AP = D
∂2P
∂x2
− ∂
∂x
[f(x)P ] (6.9)
on the fixed interval [−δ, δ] with Dirichlet boundary conditions, P (−δ, t) = P (δ, t) =
0. If a solution exists, then it depends linearly on an initial condition P0 = P (x, 0):
P (t) = T (t)P0,
where T (t) plays the role of exp(tA) in (6.8), called a semigroup. However, unlike
for matrices, in general for unbounded linear operators solvability is not always
clear and if so is the solution unique? Determining if a PDE is well posed and the
possibility of expansion of solution in eigenmodes is covered by semigroup theory
[90].
Lemma 6.1. The linear operator, A, of the Fokker-Planck equation (6.9), is an
infinitesimal generator of an analytic semigroup.
The outline of the proof, first determines that the 1-D heat equation generates
an analytic semigroup and then argues that the Fokker-Planck equation is (in some
sense small) a perturbation of the heat equation. Lemma 6.1 informs us that the
Fokker-Planck equation (6.9) is well posed, such that a solution exists and it is
unique [91].
The instantaneous eigenmode expansion for the linear operator of the Fokker-
Planck equation (6.4) follows an approach similar to that presented in Risken
and Frank [51], Zhang et al. [92] but for a time dependent deterministic part
f(x+ λ(t)) instead of a time-independent f(x). Figure 6.2 shows the single-mode
approximation (n = 1) in green and the three-mode approximation (n = 3) of the
probability density in red.
We first apply a change of coordinates x = x˜(t) + y (performed explicitly in
Section 6.3 for the specific example considered), such that the SDE (6.2) has the
form:
dYt = f˜(Yt)dt+
√
2DdWt.
The Fokker-Planck equation for the density P (y, t) over y then operates on the
fixed domain [−δ, δ], centred around the path x˜(t):
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∂P (y, t)
∂t
=
[
D
∂2
∂y2
− ∂f˜(y, t)
∂y
− f˜(y, t) ∂
∂y
]
P (y, t) := A(t)P (y, t), (6.10)
where
A(t) = D
∂2
∂y2
− ∂f˜(y, t)
∂y
− f˜(y, t) ∂
∂y
. (6.11)
We would like to express (6.10) as an expansion of the instantaneous eigenmodes,
but first we consider the spectrum of A for any fixed t ∈ [t0, Tend], denoted σ(A).
The complex plane C can be decomposed into ρ(A) ∪ σp(A) ∪ σe(A), where:
• Resolvent set, Λ ∈ ρ(A), if ΛI − A is invertible.
• Point spectrum, Λ ∈ σp(A), if ΛI − A is not one-to-one.
• Essential spectrum, σe(A), if ΛI − A is one-to-one.
Since the linear operator A (6.11) generates an analytic semigroup, the solution
P (y, t) is infinitely differentiable everywhere with respect to y for every t > 0. Thus,
the semigroup T (t) generated by the Fokker-Planck equation is a compact operator,
which only contains point spectrum and 0 as stated by the following theorem [93].
Theorem 6.2 (Compact operator spectrum). For a Banach space X, and if B is a
compact operator, then one and only one of the following possibilities occur:
• σ(B) = {0}
• σ(B) = {0,Λ1, ...,Λn}, where for 1 ≤ k ≤ n, Λk 6= 0, each Λk is an eigenvalue
of B
• σ(B) = {0,Λ1,Λ2, ...}, where for each k ≥ 1, Λk is an eigenvalue of B and
lim Λk = 0
One final consideration to make is that in general σ(T (t)) 6= exp(tσ(A)), though
we have the following theorem for the point spectrum σp [49]:
Theorem 6.3 (Point spectrum). Let A be the infinitesimal generator of a C0 semig-
roup T (t). Then:
etσp(A) ⊆ σp(T (t)) ⊆ etσp(A) ∪ {0}.
This theorem states that if Λ ∈ σp(A) then eΛt ∈ σp(T (t)) and working the other
way if eΛt ∈ σp(T (t)) then one can find a Λk = Λ + 2piik/t ∈ σp(A) for k ∈ Z. Since
in our example, the spectrum is made up of just the point spectrum this is the
criterion we require that shows σ(T (t)) = exp(tσ(A)).
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In linear algebra we know that if {v1, ..., vn} form a basis in a vector space V
then every vector v in V can be expressed in the form [94]:
v = c1v1 + c2v2 + ...+ cnvn,
where the ck are scalars. Likewise, if {v1, v2, ...} form a basis in the infinite space
L2 then every vector v in L2 can be expressed in the form:
v =
∞∑
i=1
civi.
Returning to the Fokker-Planck equation (6.10), for every fixed t ∈ [t0, Tend], the
spectrum of A(t) (6.11), shown in Figure 6.3 for the example in Section 6.3,
consists of eigenvalues Λk with eigenfunctions vk(y, t):
Λkvk = D
∂2vk
∂y2
− vk ∂f˜(y, t)
∂y
− f˜(y, t)∂vk
∂y
= Avk,
where the eigenfunctions vk(·, t) (called instantaneous eigenmodes as they are
time dependent) form a basis in L2([−δ, δ]). Therefore, the solution P (y, t) of (6.10),
can be expressed as a linear combination of the instantaneous eigenmodes vk(y, t)
of the linear operator A(t):
P (y, t) =
∞∑
i=1
ai(t)vi(y, t), (6.12)
where the ak(t) are scalars at each time t and we have Dirichlet boundary condi-
tions:
P (−δ, t) = P (δ, t) = 0 ∀t.
The initial ak(0) from equation (6.12) are given by a projection of some given initial
density P (y, 0) = P0 [95]:
ak(0) =< wk(·, 0), P0 > .
For this the eigenmodes wk of the adjoint of the linear operator A are required. The
adjoint operator Aadj is calculated over the domain y ∈ [−δ, δ] using the following
condition:
δ∫
−δ
[
A(t)v(·, t)](y) · w(y, t)dy = δ∫
−δ
v(y, t) · [Aadj(t)w(·, t)](y)dy, (6.13)
with Dirichlet boundary conditions:
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v(−δ, ·) = v(δ, ·) = w(−δ, ·) = w(δ, ·) = 0 ∀t (6.14)
on both the eigenmodes of A and of the adjoint operator. Using equation (6.11),
the left hand side of equation (6.13) gives:
δ∫
−δ
[
D
∂2v
∂y2
− f˜(y, t)∂v
∂y
− v∂f(y, t)
∂y
]
· wdy.
To transform this into the form of the the right hand side of (6.13) the first term
requires integration by parts twice, the second term integration by parts once and
the final term is already in the required form. This produces using the boundary
conditions given in (6.14):
δ∫
−δ
[
vD
∂2w
∂y2
+ vf˜(y, t)
∂w
∂y
+



vw
∂f˜(y, t)
∂y
−



wv
∂f˜(y, t)
∂y
]
dy,
which means that the adjoint operator is given by:
Aadj(t)w(y, t) =
(
D
∂2
∂y2
+ f˜(y, t)
∂
∂y
)
w(y, t).
The subsequent ak(t) are obtained through substituting the solution (6.12) into
equation (6.10) to give:
∞∑
i=1
(
a˙i(t)vi(·, t) + ai(t)v˙i(·, t)
)
= A(t)
( ∞∑
i=1
ai(t)vi(·, t)
)
=
∞∑
i=1
Λi(t)ai(t)vi(·, t).
(6.15)
Applying < wTk , · > to equation (6.15) and using the definition that the eigenmodes
of A and Aadj are orthonormal to each other i.e. < wTi , vj >= δi,j we have:
a˙k(t) = Λk(t)ak(t)−
∞∑
i=1
< wTk (·, t), v˙i(·, t) > ai(t)︸ ︷︷ ︸
Error terms
, (6.16)
= Λk(t)ak(t)−
∞∑
i=1
εik(t),
where the error terms εik(t) are small for a slow ramping speed . This is because
the v˙i(t) are close to zero if there is very little change in the eigenmodes from one
time step to the next.
We truncate the solution in (6.12) into two parts because the scalars ak(t) in
front of the latter eigenmodes are small:
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P (y, t) = Pn(y, t) + Pr(y, t),
where
Pn(y, t) =
n∑
i=1
ai(t)vi(y, t) (6.17)
contains the sum of the first n eigenmodes and Pr(y, t) the sum of the remaining
eigenmodes. In the limit we have:
|Pn(y, t)− P (y, t)| → 0 as n→∞, ∀t > 0,
but ideally we want to be able to choose an n0 small, though satisfying:
|Pn0(y, t)− P (y, t)| <  ,∀t > 0 (6.18)
for some small  > 0.
Figure 6.2 illustrates that the truncation error for small n occurs in the tails
of the distribution. For example, for the single-mode approximation with n = 1,
equation (6.16) simplifies to
a˙1(t) = [Λ1(t)− < wT1 (·, t)v˙1(·, t) >]a1(t).
Ignoring the error term < wT1 (·, t)v˙1(·, t) >, the single-mode approximation results
in an approximate solution
P1(y, t) = exp
(∫ t
t0
Λ1(s)ds
)
v1(y, t). (6.19)
Thus, truncation at n = 1 assumes that the density instantaneously adjusts its
shape to the shape of the effective potential well U˜(y, t) = − ∫ f˜(y, t)dy at every
time t.
An example for a typical spectrum of A(t) with t −1 is presented in Figure 6.3,
which shows a parabolic decrease in the eigenvalues for large i (corresponding
to high spatial frequencies, due to diffusion) and linear decrease at small scale
(corresponding to low spatial frequencies, as the deterministic part is dominant at
these scales). The first eigenvalue, Λ1 is close to but not exactly zero, indicating a
small probability of escape to the lower −δ and upper δ boundaries.
For each particular truncation n, the probability P for the trajectory of a realisa-
tion to remain within the strip Sδ is approximately
P =
δ∫
−δ
Pn(y, Tend) dy.
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Figure 6.3: Illustration of an eigenvalue spectrum for the linear operator, equation
(6.11), of the Fokker-Planck equation for a close to stationary probability density
function. D = 0.06
Perturbation approximation of the dominant eigenvalue
The dominant eigenvalue Λ1(t) and eigenfunction v1 can be approximated via a
linear perturbation analysis from the small-noise limit (D → 0). Hence, we can
approximate the dominant term in P for the truncation n = 1. Consider again the
eigenvalue problem for the Fokker-Planck equation:
Λ(t)P (y, t) = D
∂2P (y, t)
∂y2
+
∂
∂y
[U˜ ′(y, t)P (y, t)] (6.20)
for y in the domain [−δ, δ]. We now consider t simply as a parameter in the
eigenvalue problem (such that eigenvalue Λ and eigenfunction P depend on the
parameter t since the coefficient U˜ ′ depends on t). We will drop the parameter t
throughout this subsection and consider two cases namely the small-noise limit
and finite noise.
Small-noise limit: For the small-noise limit (D → 0) we can set Λ = 0 in (6.20)
and impose the following boundary and integral conditions if we assume that the
potential U˜(y)→ +∞ for y → −∞ and U˜(y)→ −∞ for y → +∞ (as performed in
the derivation of Kramers’ escape rate in Section 2.2):
P (δ) = 0,
∫ δ
−δ
P (y)dy = 1, (6.21)
where δ is sufficiently chosen such that escape to the lower boundary at y = −δ is
highly unlikely. The solution P∗(y) ≡ P of equation (6.20) is given by
P∗(y) =
J
D
exp
(
− U˜(y)
D
) δ∫
y
exp
(
U˜(y′)
D
)
dy′, (6.22)
161
Chapter 6. Rate-induced tipping – Probability of tipping
where J represents the probability flux:
J =
D
δ∫
−δ
δ∫
y
exp
(
U˜(y′)− U˜(y)
D
)
dy′dy
. (6.23)
In the small-noise limit, (6.22)–(6.23) can be approximated further, leading to the
well-known approximation for Kramers’ escape rate, see Section 2.2.
Setting Λ = 0 and imposing conditions (6.21) is justified based on the assump-
tion that the noise level is a lot smaller compared to the well depth, implying rare
escapes. For a finite δ, conditions (6.21) lead to a non-zero solution pia of the
solution P of (6.20) at the boundary y = −δ:
P (−δ) = pia. (6.24)
Then, we get a solution pair (Λ, P ) of (6.20) with boundary conditions (6.21), (6.24)
depending on pia. The parameter pia = P∗(−δ) is determined from (6.22):
pia =
J
D
exp
(
− U˜(−δ)
D
) δ∫
−δ
exp
(
U˜(y′)
D
)
dy′. (6.25)
The conditions (6.21), (6.24) correspond to substituting realisations that escape
to the boundary δ at the opposite boundary −δ. Whereas instead, realisations
should be substituted back in at a random point in (−δ, δ) according to the current
density P . The difference between these re-initialisations is of higher order only in
the limit of D → 0.
Finite noise: For non-small D, the solution of the eigenvalue problem (6.20) with
P (−δ) = 0, P (δ) = 0,
∫ δ
−δ
P (y)dy = 1 (6.26)
leads to a non-zero Λ.
We can express a first-order approximation of Λ for non-small noise, by treating
it as a perturbation of the small-noise limit. We introduce the notation
q =
∂P
∂pia
, Λ′ =
dΛ
dpia
.
For pia = P∗(−δ), the solution is Λ = 0, P = P∗. So, to first order in pia, we have for
the parameter pi∗a = 0
Λ
∣∣
P (−δ)=0 ≈ Λ
∣∣
P∗(−δ)=pia + (pi
∗
a − pia)Λ′
∣∣
P∗(−δ)=pia ,
= −piaΛ′
∣∣
P∗(−δ)=pia . (6.27)
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The scalar Λ′ is part of the solution pair (Λ′, q) of equation (6.20) with boundary
conditions (6.21), (6.24), linearised with respect to pia in pia = P∗(−δ), P = P∗,
Λ = 0:
Λq + Λ′P = D
∂2q
∂y2
+
∂
∂y
(U˜ ′q),
Λ′P∗ =
∂
∂y
(
D
∂q
∂y
+ U˜ ′q
)
, (6.28)
with conditions
q(−δ) = 1, q(δ) = 0,
δ∫
−δ
q(y)dy = 0.
Integrating (6.28) once we obtain:
∂q
∂y
+
U˜ ′
D
q =
Λ′P+
D
+ C1, (6.29)
where C1 is an integration constant and
P+(y) =
y∫
δ
P∗(y′)dy′.
Using the integrating factor we can write (6.29) as:
∂
∂y
(
q exp
(
U˜
D
))
=
Λ′P+
D
exp
(
U˜
D
)
+ C1 exp
(
U˜
D
)
,
and so integrating once more we obtain the general solution for q(y):
q(y) =
y∫
δ
(
Λ′P+(y′)
D
+ C1
)
exp
(
U˜(y′)− U˜(y)
D
)
dy′.
Applying the boundary condition at y = −δ determines the integration constant C1:
C1 = −
(
DA1 + Λ
′A2
DB1
)
,
where A1, A2 and B1 are known constants and are given explicitly shortly. The
integral condition subsequently calculates Λ′:
Λ′ =
DA1
δ∫
−δ
δ∫
x
exp
(
U˜(y′)− U˜(y)
D
)
dy′dy
δ∫
−δ
δ∫
x
(
B1P+(y′)− A2
)
exp
(
U˜(y′)− U˜(y)
D
)
dy′dy
, (6.30)
where A1 is given by:
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A1 = exp
(
U˜(−δ)
D
)
.
Substituting A1, (6.23), (6.25) and (6.30) into (6.27) we have:
Λ
∣∣
P (−δ)=0 ≈
DB1
δ∫
−δ
δ∫
y
(
A2 −B1P+(y′)
)
exp
(
U˜(y′)− U˜(y)
D
)
dy′dy
, (6.31)
where the constants A2 and B1 are:
A2 =
δ∫
−δ
P+(y
′) exp
(
U˜(y′)
D
)
dy′, B1 =
δ∫
−δ
exp
(
U˜(y′)
D
)
dy′,
and where
P+(y) =
J
D
y∫
δ
δ∫
y′
exp
(
U˜(z)− U˜(y′)
D
)
dzdy′.
Therefore, the probability P of following a path within a specific region is approxim-
ately given by:
P = exp
(∫ Tend
t0
Λ1(t)dt
)
. (6.32)
The following section will compare Monte-Carlo simulations, the numerical approx-
imation using the first n instantaneous eigenmodes of the linear operator A(t) of
the Fokker-Planck equation, the perturbation formula for the leading eigenvalue
Λ1(t), and the formula for the probability flux J for the stationary density P∗ in
(6.22), which is accurate for small escape rates.
6.3 Saddle-node normal form with parameter ramp
and noise
A prototypical model for rate-induced tipping was introduced by Ashwin et al. [18].
The time evolution of a scalar dependent variable x(t) ∈ R is described by the
saddle-node normal form equation:
x˙ = f(x, λ) = (x+ λ)2 − 1, (6.33)
where w.l.o.g. we have set the normal form parameter to equal 1. The ODE
(6.33) has two families of equilibria; one stable x(s)eq (λ) = −λ− 1 and one unstable
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x
(u)
eq (λ) = −λ + 1. The parameter λ in equation (6.33) is assumed to be time
dependent follows a ramp given by:
λ(t) =
λmax
2
(
tanh
(
λmaxt
2
)
+ 1
)
, (6.34)
where λmax = 3 determines how far the parameter λ is shifted and  adjusts the
speed of the ramp. Equation (6.34) can be described by an ODE for λ with the
condition λ(0) = λmax/2. Therefore the prototypical model can be described by the
two dimensional ODE in the (x, λ) phase plane (as considered in Section 5.2)
x˙ = (x+ λ)2 − 1, (6.35)
λ˙ = λ(λmax − λ), (6.36)
For this system of ODEs a critical speed  = c = 4/[λmax(λmax − 2)] was found in
Perryman [74], at which a heteroclinic connection (x, λ) = (−1 + (2/λmax − 1)λ, λ)
from (−1, 0) to (−2, 3) occurs (setting the critical rate c for rate-induced tipping).
The time profile and phase portrait for  < c is presented in Figure 6.4, for a
complete overview of all possible time profiles and phase portraits, see Section
5.2.
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Figure 6.4: Time profile (a) and phase plane (b) of system (6.35)–(6.36) for
 = 0.7 < c. Black dashed curves are the stable (W s0 ) and unstable (W u0 ) equilibria
in the limit  = 0, blue and red curves are the unstable and stable manifolds,
W u(S−) and W s(U+), respectively (λmax = 3).
System (6.35)–(6.36) has 4 equilibria: two saddles S− = (−1, 0), U+ = (−2, 3),
one stable node S+ = (−4, 3) and one unstable node U− = (1, 0), see Figure
6.4b. The dashed lines W s0 and W u0 represent the family of stable and unstable
quasi-equilibria in the limit  = 0 respectively. The curve W u(S−) is the unstable
manifold of the saddle S− and W s(U+) is the stable manifold of the saddle U+. The
time profile for x on the invariant manifolds W u(S−) and W s(U+), denoted xu(t)
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and xs(t) respectively, is given in Figure 6.4a.
The manifold W s(U+) acts as a separatrix partitioning the plane into two distinct
regions. Below W s(U+) all trajectories are attracted towards the stable node S+,
however, any trajectories above the separatrix escape to +∞ in finite time.
The dynamics of x for the system (6.35)–(6.36) subject to additive noise are
described by a stochastic differential equation (an example of the general equa-
tion (6.2)):
dXt = [(Xt + λ(t))
2 − 1]dt+
√
2DdWt. (6.37)
In Chapter 5 we determined a path xp(t) from (x0, t0) with x0 ≈ −1 and t0  −1
to (xT , Tend) with xT  1 (locally) maximising a functional measuring the probability
of following xp(t) to determine the most likely timing of tipping. In the small-noise
limit all escaping trajectories are extremely likely to follow this optimal path xp
(exponentially more likely than any other path) such that consideration of xp may
be helpful in the small-noise limit (D → 0). Figure 6.5 shows that many escaping
realisations are outside of the strip Sδ around xp if we choose x˜ = xp in Figure 6.1,
even for a large δ and a moderate level of noise (D = 0.06).
(a) (b)
Figure 6.5: Time profile (a) and phase plane (b) density plots for realisations
that escape only. The optimal path for escape is added in bright blue. White
represents a high density of realisations, black a low density. Parameters:  = 0.7
and D = 0.06
We choose x˜(t) as the blue curve xu(t) in the time profile plot, Figure 6.4a on
the unstable manifold W u(S−) and a strip with a fixed width 2δ = 3 around x˜. Then
we use the approximations for P derived in section 6.2 to find the probability of
escape.
We will make a change of coordinates
y(t) = x(t)− xu(t),
such that the domain for y, [−δ, δ] is fixed for all t. This transformation alters the
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ODE given in (6.35):
x˙ = f(x, λ) = (x+ λ)2 − 1, (6.38)
y˙ + x˙u = f(y + xu, µ),
y˙ = (y + xu + λ)2 − 1− x˙u,
= y2 + 2(xu + λ)︸ ︷︷ ︸
−c1(t)
y + (xu + λ)2 − 1− x˙u︸ ︷︷ ︸
c2(t)=0
,
and so instead of (6.35) we can express the new ODE as:
y˙(t) = yg(y(t), t) = y2(t)− c1(t)y(t), (6.39)
where c1(t) is a time dependent scalar. Thus, yg(y, µ(t)) is used in the eigenvalue
problem of the Fokker-Planck equation (6.20), with Dirichlet boundary conditions:
P (−δ, t) = P (δ, t) = 0.
Figure 6.6a gives the spectrum of the eigenvalues for fixed times t and for the noise
level D = 0.06. The eigenvalues for the time periods the system (6.35)–(6.36) is
close to stationary, which corresponds to roughly all t 6∈ [−3, 3] is given in blue.
This is the same set of eigenvalues as presented in Figure 6.3. The eigenvalues
for when the probability density is quasi-stationary are given by the other colours,
namely at t = 0 (green), t = 1 (red) and t = 2 (black). These eigenvalues still
display a parabolic relationship (Figure 6.6a), with an initial linear decay (Figure
6.6b) and Λ1(t) ≈ 0 for all t.
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Figure 6.6: Eigenvalue spectrum of the linear operator A(t), equation (6.11) for the
Fokker-Planck equation corresponding to the system (6.35)–(6.36), with  = 0.7,
D = 0.06 and at times t = −10 (blue), t = 0 (green), t = 1 (red) and t = 2 (black).
Notice, that the first three eigenvalues corresponding to a quasi-stationary
probability density are all greater than the second eigenvalue for when the system
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is close to stationary, for example at t = −10 (blue). Thus, as expected the
contribution of additional modes is more significant during the period of the shift.
To achieve the same level of accuracy for a quasi-stationary density (for  = 0.7)
compared with a single mode approximation for a close to stationary density, three
modes is required. Therefore as well as using the first mode we will also consider
the first three modes as a comparison, which should provide a more accurate
approximation to the probability density and probability of escape.
We return to Figure 6.2 which displays different types of densities to be com-
pared with the ‘true’ probability density from simulations in blue. We will focus on
the comparison between the single (green) and 3 mode approximations (red) to
the true probability density. The left column corresponds to a small ramping speed
 = 0.2 and the right a moderate ramping speed,  = 0.7.
For a slow ramping speed, both the single mode and first three modes give an
accurate representation of the true probability density for all times t (Figure 6.2
left column). Therefore, we will expect a good match for the probability of escape
calculated using either a single mode or three modes with the true escape for
slow ramp shifts . Let us now consider a moderate ramping speed,  = 0.7 and
examine how well the modes approximate the true density, see panels (d), (f) and
(h).
Initially both the single mode and 3 modes approximate the probability density
well (not shown), however, an error appears in the single mode at t = 0, see
panel (d). The single-mode approximation develops a larger tail than the three-
mode approximation and the density from simulations. This corresponds to an
overestimation of the escape and hence, the peak of the density is lower, though
still at the correct location in x. In contrast the 3 mode approximation is still
providing a good match to the true probability density. As the densities shift along
the x-axis there is a brief period at t = 1 when the three densities all coincide
with one another, panel (f). Though at t = 2 (panel (h)), there is once again a
difference between the single mode and true density. However, the single mode
is now underestimating the escape compared to the simulations. These results
would tend to suggest that the single mode is more responsive to the shift than
the simulations density and there exists a crossover at t = 1 when the densities
coincide (the simulations density is widening and the single mode is narrowing).
The 3 modes nearly all the way through accurately resembles the true density
apart from in panel (h). This corresponds to a time t = 2, where a small error
develops in the tail of the 3 modes, an overestimation of escape. For greater
accuracy one would need to use more modes. All modes shortly after t = 2
converge and remain centred at x = −4 for the remaining time span, with slight
differences in the peak heights reflecting different escape probabilities.
We continue with an analysis on how effectively the numerically calculated
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single and 3 mode approximations calculate the probability of experiencing a noise
and rate-induced tipping event. Furthermore, we evaluate the probability of escape
calculated using the formulas we have for the leading eigenvalue and probability
flux.
6.4 Systematic parameter study in  and D
In this section, we will present the probability of noise and rate-induced tipping
occurring in the two parameter (,D) - plane using a variety of methods. We will
use Monte-Carlo simulations to represent a ‘true’ probability of escape and be
used to compare with the other approximation methods. We will use both the first
three modes and first mode of the linear operator of the Fokker-Planck equation to
compare with the true probability. However, calculating the modes numerically is
equivalent to solving the Fokker-Planck equation which is a PDE and so we will
also use the two formulas derived earlier in Section 6.2. Namely the probability
flux J , equation (6.23) and leading eigenvalue Λ1(t), equation (6.31), which give
approximations for the leading single mode and hence, also give an approximation
to the true probability of escape.
We initially present in Figure 6.7a the probability of noise and rate-induced
tipping occurring in the two parameter (,D) - plane, calculated using simulations.
This has been performed by starting with a large number of realisations at x0 = −1
at t0 = −10 and evolving according to the SDE (6.2). The fraction of realisations
that pass xT = 4 and hence go to +∞ in finite time, is equivalent to the probability
of tipping (or probability of escape). It is important to emphasise that this probability
is not derived from the number of realisations escaping a strip Sδ surrounding
a path but just by the fraction of realisations that have crossed an arbitrary line
xT = 4.
Figure 6.7a shows the % of escape in colour for a large range of ramping
speeds  and noise levels D. The colour contour plot shows there to be a small
probability of escape for small  and D values. Though as  increases towards c
and the noise level increases so does the probability of escape, reaching nearly
60% chance of escape for  = c and D = 0.2.
Recall, to calculate the modes we applied a coordinate transformation so that
the path is centred at y = 0 within the fixed domain y ∈ [−δ, δ], where the drift
yg(y, t) is given by:
yg(y, t) = y(y − c1(t)).
The potential U(y, t) = − ∫ f(y, t)dy has a well at y = 0 for c1 > 0 but a hill top for
c1 < 0. Though for negative c1 we may incur escape to the left boundary if our
domain is too small for computational reasons. Therefore a natural cut off would be
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Figure 6.7: (a) Overview probability of escape in the (,D) - plane using simulations
(with smoothing), where contours are spaced for every 5% of escape. Vertical
white line indicates value of  such that min(c1) = 0 and horizontal dashed line
shows lowest value of D for which the probability can be calculated for the modes.
(b) Comparing the structure of c1(t) = −2(xu(t) + λ(t)) for  = 0.2 (blue), 0.7 (red)
and 1.2 (green).
to determine an  for which the minimum value of c1 is zero. Figure 6.7b presents
the parameter c1 as a function of time for different values of the drift speed . For
 = 0.2 (blue) the system shifts relatively slowly and this is reflected by the slow
change and small range of values of c1. For a faster shift,  = 1.2 (green) the
system remains stationary for longer (c1 = 2) but shifts quicker corresponding to a
fast change over a wider range of c1 values. Notice that in this case c1 is negative
for a short period of time but no tipping occurs without noise. We find that for
 = 0.7 (red) corresponds to the minimum of c1 being roughly zero and we will use
this as our cut off value as indicated by the vertical white line in Figure 6.7a.
In principle we can consider everywhere between 0 ≤  ≤ 0.7, though we
also restrict our domain to above the horizontal white dashed line (Figure 6.7a)
when calculating the modes. One reason is the simulations illustrate that the
probability of escape is very small. The other reason is that it would be a lot
more computationally expensive as we would require a finer grid spacing for small
values of D.
Figure 6.8a provides this restricted region for the probability of escape using
Monte-Carlo simulations though with a different colour scheme to Figure 6.7a. The
remaining four panels of Figure 6.8 give the signed error % of the approximation
with the true value. We would like to highlight that the colour scheme is different
to 6.8a and so a green colour represents a good agreement between the approx-
imation and true escape. A positive error (red) means an overestimation and
a negative error (blue) corresponds to an underestimation of the approximation
method.
Figure 6.8b demonstrates that using the first 3 instantaneous eigenmodes of
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(c) Single mode
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(d) Perturbation formula
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Figure 6.8: (a) True probability of escape in (,D) - parameter plane, calculated
using Monte-Carlo simulations (with smoothing) - observing the fraction of real-
isations that escape the potential landscape. (b)-(e) Evaluating approximation
methods for probability of escape by plotting in colour the signed error % between
the approximation and true escape. Positive error (red) reflects an overestima-
tion and negative (blue) an underestimation. Approximation methods used: (b)
numerically calculated first 3 modes (6.17) and (c) first mode (6.19) of the linear
operator of the Fokker-Planck equation. (d) Perturbation formula for the first mode
(6.32) and (e) the exponential of the probability flux (6.23) integrated. Contours
are spaced at 2.5% intervals with the zero contour omitted.
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the linear operator of the Fokker-Planck equation provides a very good approx-
imation to the true probability of escape over the specified region. Only when 
is close to 0.7 does the 3 modes give a small underestimation of the true escape,
indicating further modes may be required for the faster shifts. Using just the first
instantaneous eigenmode offers a very good agreement with the true escape
for small  < 0.4, see Figure 6.8c. The single mode then generally provides an
overestimation with a larger error for smaller noise levels D.
Let us now examine how well the perturbation formula for the single mode
and the formula for the probability flux approximates the true escape, Figures
6.8d and 6.8e respectively. The error from the perturbation formula for the single
mode closely resembles the error of the numerically calculated single mode. The
formula provides a good match with the true escape for  < 0.4 but then begins to
overestimate the escape, especially for small noise. The error from the formula
for the probability flux has a similar structure to the perturbation formula error but
surprisingly gives a better approximation of the true escape on the whole than the
single mode. The probability flux again approximates the probability for small 
values well and even though there is an overestimation for larger  and small D it is
not as high as that seen for the formula and/or numerically calculated single mode.
It is only when the escape is largest (large  and D) does the perturbation formula
provide a better approximation. However, the probability flux providing a better
approximation than the perturbation formula is likely to be specific to this example
and not true in general. Both formulas are an approximation to the probability
calculated numerically from the first eigenmode. Therefore we will develop this
further by analysing the error between the probabilities calculated numerically from
the single mode with the two formulas, see Figure 6.9.
In Figure 6.9a we see that the perturbation formula gives an extremely good
match to the single mode over the two parameter region considered. The per-
turbation formula only slightly underestimates the probability calculated from the
single mode for  close to 0.7. In contrast, the formula for the probability flux
provides an underestimation compared with the numerical single mode probability
when the true escape is greater than 10%, see Figure 6.9b. This is as expected
because as we have previously discussed the probability flux formula assumes
realisations that escape are put back in at the left boundary. This is in contrast to
substituting them back in according to the distribution of the remaining realisations.
The difference in the two methods is expected to be magnified for higher escape
rates, as realisations put back in according to the distribution are far more likely
to escape earlier than those put in at the opposite boundary. This creates a big
underestimation for large values of D and  when the probability of escape is
greatest.
However, since the single mode overestimates the true probability of escape,
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Figure 6.9: Colour plots of the signed error between the porbability calculated
numerically from the first mode (6.19) and (a) the pertubation formula (6.32) or (b)
the exponential of the probability flux (6.23) integrated. A positive error (red) cor-
responds to the prescribed formula overestimating the probability calculated from
the single mode, whereas a negative error (blue) represents an underestimation.
Contours are spaced at 2.5% intervals with the zero contour omitted.
the probability flux underestimating the single mode creates a better match with
the true escape. Though as previously noted when the probability flux provides
a relatively big underestimation it also severely underestimates the true value.
This is then expected to only get worse for when the probability of escape gets
higher. It is not clear that the single mode will always provide an overestimation for
the true probability of escape and therefore leading the probability flux to give a
better approximation. Hence, we can only state that for this particular example and
parameter range does the probability flux formula provide a better representation
of the true escape than the perturbation formula for the single mode.
Approximations for higher probabilities of tipping: The limitations of this
approach is that we are restricted on how quickly we shift. We have shown that for
small to moderate  we can approximate the probability of tipping using the single
mode of the linear operator of the Fokker-Planck equation, and the approximation
formula for the dominant eigenvalue. However, we remain far away from c = 4/3
and for faster drift speeds we require more modes to obtain the same level of
accuracy and therefore we cannot use the approximation formulas developed.
An alternative approach is to increase λmax but decrease , observationally, this
means that we are shifting for longer but at slower speeds. Recall, the critical drift
speed c is given by [74]:
c =
4
λmax(λmax − 2) .
Therefore increasing λmax results in more than a squared decrease in the critical
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shift speed c. Thus, we can decrease  significantly yet still have close encounters
of rate-induced tipping. This provides potential for accurate approximations for
higher probabilities of escape (tipping) as the formulas are limited by the speed of
the shift . As an example consider  = 0.7, λmax = 3 the parameter values such
that min(c1) = 0. For a noise level D = 0.2, we have ∼ 32% of escape, see Figure
6.8a. On the other hand, if we double λmax (c = 1/6) and choose  = 0.14 such
that min(c1) = 0, the probability of escape for D = 0.2 is ∼ 57% (not shown) as  is
a lot closer to c. For λmax = 6,  = 0.14, the parameter c1 has a longer period of
shift over the same range of values as compared with λmax = 3,  = 0.7 (red curve
in Figure 6.7b). This corresponds to there being a longer period of time for which
the system is vulnerable to tipping.
6.5 Discussion
We have demonstrated that for small to moderate  we have a perturbation formula
that approximates the probability of noise and rate-induced tipping well. We also
note that there is possibilities to approximate higher probabilities of tipping by
considering examples of longer shifts over slower speeds. In this chapter we
have used the instantaneous eigenmode expansion of the linear operator for the
Fokker-Planck equation to approximate the quasi-stationary probability densities.
We are then able to calculate the probability of escape by evaluating the amount
of density that escapes for following the deterministic trajectory within a given strip,
Sδ. Moreover, we have derived a general perturbation formula to calculate the
leading eigenvalue, which approximates the probability calculated from a single
mode and thus, gives a good approximation to the true escape.
This chapter complements Chapter 5, which derived a boundary value problem
for calculating the optimal path that can be used to help determine the most
likely time of a noise and rate-induced tipping event. A natural progression after
determining the most likely time of tipping is to investigate the probability of tipping.
However, the probability for an event happening cannot be determined by the
most likely path for escape as not all paths that escape will remain within a band
width that distinguishes between trajectories that escape and those that do not.
Instead we calculate the probability of following the deterministic trajectory (there
is no tipping without noise) within a predetermined band width and subtract from
1 to give the probability of escape. This requires knowing the quasi-stationary
probability densities. However, to avoid solving the Fokker-Planck equation we use
the instantaneous eigenmode expansion of the linear operator, satisfying a system
of ODEs instead (6.16). Though this has its limitations: for small noise levels D, we
require very refined grids over the domain and therefore increasing computational
costs. In addition, the system must be quasi-stationary to approximate the densities
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well with only the first mode or first three and therefore we are restricted to small
to moderate ramping speeds .
For rare escapes we can estimate the probability of escape well from Kramers’
escape rate or probability flux J . Though this method will underestimate the
probability of escape calculated by the single mode for higher escape rates.
However, using perturbation analysis we have a generic formula to approximate the
leading eigenvalue Λ1(t) (6.31). Combined with (6.32), one can approximate the
probability of escape for all positive noise levels D well compared to the probability
calculated using the single mode. Thus, gives a good approximation to the true
escape for systems that are quasi-stationary.
In the example presented in this chapter, the single mode overestimated the
escape for small D, moderate  (≈ 0.7). Consequently, since the probability flux
formula underestimates the probability from the single mode, the flux gave a better
approximation to the true probability than the perturbation formula. This though is
likely to be example specific as there is no clear indication as to why the single
mode should overestimate the probability in general. Therefore we would expect
the perturbation formula to give a good approximation for all examples that are
quasi-stationary, whereas the probability flux may not.
Furthermore, the limitations of the approximation formulas is that accuracy is
lost for faster ramp speeds  than considered in this chapter. However, we can
still approximate the probability of escape for examples of close encounters with
rate-induced tipping by creating longer shifts (increase λmax) but at slower ramping
speeds (decrease ), which causes a higher probability of tipping.
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Chapter 7
Discussion
7.1 Conclusions
In this thesis we have presented new results on early-warning indicators for tipping
points with a particular focus on a less explored type of tipping; rate-induced
tipping.
In Chapter 4 we considered some properties of the early-warning indicators
(increased autocorrelation and variance) for different examples of saddle-node-
induced tipping. Linearising about the bottom of the potential well allows us to
approximate a system as an Ornstein-Uhlenbeck process. The early-warning
indicators for an Ornstein-Uhlenbeck process assume quasi-stationarity and lin-
earity of the process generating the time series. We find that deviations from
these two assumptions have opposite effects in the case, where a dynamical
system (subject to random disturbances) approaches a saddle-node bifurcation.
The signal is enhanced by the nonlinearity but attenuated due to the non-zero
speed of parameter shift. We show that the early-warning indicators are present
for a simulated collapse of the Indian Summer monsoon caused by increasing the
planetary albedo.
We investigated the presence of the early-warning indicators for a prototype
model of rate-induced tipping in Chapter 5. The early-warning indicators were
originally developed for bifurcation-induced tipping events where the state of
the system loses stability. However, for rate-induced tipping there is no loss of
stability as the shape of the potential remains fixed and so there exists no previous
knowledge of these indicators for this type of tipping. The indicators are found to
be present though delayed for the particular example considered.
In Chapter 3 we provided a mathematical derivation for the variational problem
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defining an optimal (most likely) path. This was extended in Chapter 5 to include
the most likely time of transition for finite noise. The most likely path for escape
was found to give a very good match with the most likely time of escape calculated
from simulations for rate-induced tipping. This technique is generic, such that it
can be used to find the most likely time for any type of tipping, but is restricted
to scalar systems. Furthermore, using continuation techniques to calculate the
optimal path in AUTO we were able to perform a systematic study for the optimal
time of escape in two system parameters  and D (drift speed and noise level).
We found that there is no delay for large drift speeds and noise levels, however,
for small noise in particular there is a significant delay. We concluded that this
delay was consistent with the delay found in the early-warning indicators, and
therefore there is potential for early-warning indicators to be used in examples of
rate-induced tipping.
Chapter 6 looks to address the issue of false alarms and missed alarms
by associating a probability of tipping. We show that we can use the leading
eigenmodes of the linear operator of the Fokker-Planck equation to approximate
the probability of tipping for slow to moderate parameter shift speeds. Moreover,
we derived a formula for the leading eigenvalue by modifying the argument leading
to the well-known Kramers’ escape rate. Comparisons to numerical simulations
show that the approximation is valid for slow to moderate parameter shift speeds.
7.2 Future Research
Following the results presented in this thesis there are many different avenues that
can be explored especially in relation to rate-induced tipping. We discuss a few
suggestions on how to develop this work further:
General framework for rate-induced tipping: A general framework for rate-
induced tipping is missing even for deterministic dynamical systems. First attempts
have been made in Ashwin et al. [19] for the case of scalar equations and for
higher-dimensional systems with monotone ramps in Ritchie and Sieber [39].
Extension to higher dimensions: All the results developed within this thesis
are for scalar systems, therefore a natural progression is to extend this to higher
dimensions. For example, is it possible in higher dimensions to determine the
most likely time of tipping? The derivation presented in Chapter 3 for optimal paths
for finite noise can only be applied to scalar systems. However, optimal (minimum
action) paths have been derived for higher dimensions for the small noise limit
[60].
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Early-warning indicators for general ramp-like shifts: We hypothesised in
the conclusions of Chapter 5 that the delay in the early-warning indicators and
the tipping itself is independent of ramp-like shift applied provided it is qualitatively
similar to tanh-type ramp used in the prototype model. Though what happens for
different ramp-like shifts is not clear. One suggestion would be to consider a shift
that does not increase monotonically and thus creates a multimodal distribution
in the escape rate (see Ashwin et al. [19]). When would the most likely time of
tipping occur? It could be when the shift is at it’s fastest or if there is not much
relaxation between the two shifts the most likely time could occur on the second
shift. Furthermore, how does this affect the optimal path for escape, does the
method create two distinct paths?
Links to real-world systems: The theory used within this thesis relies on know-
ing the model for the system and in particular the potential landscape. Though,
for real-world systems there may be no model available such that the potential
landscape may be unknown. For example, only some output time series of the
system may be known. Methods that look to address this issue include; techniques
for tracking the unstable branch (though requires the ability to give an input into
the system) [96] or determining the potential landscape by ensemble projections
of the autocorrelation signal for a bifurcation-induced tipping event [97].
Methods for quantifying probability for scenarios of close encounters with
rate-induced tipping: In Chapter 6, we derived an approximation formula for
the probability of tipping via a linear perturbation analysis of the small noise limit
(D → 0). One limitation is the approximation is only valid for small to moderate
drift speeds , and consequently only for relatively small probabilities of escape
for our standard choice of parameters. The function describing the parameter
shift contained two natural parameters: the shift distance λmax and the drift speed
. In the thesis the analysis kept the shift distance λmax fixed and varied only .
An appropriate rescaling of λmax and  shows that the approximation formula is
accurate for sufficiently small all res (rescaled ) and bounded λres (rescaled λmax).
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Appendix A
Auxiliary proofs
A.1 Derivation for autocorrelation and variance of
the Ornstein-Uhlenbeck Process
An Ornstein-Uhlenbeck process Xt satisfies the following stochastic differential
equation (SDE):
dXt = −κXtdt+
√
2DdWt, X0 = x0, (A.1)
where κ is the decay rate, Wt is standard Brownian motion, the intensity is given
by
√
2D and D is a diffusion coefficient. An Ornstein-Uhlenbeck process is often
used to model fluctuations around an equilibrium observed in time series data of a
system’s output. Following the approach of Thierfelder [98], we will show in this
section that the (long time) autocorrelation and variance for an Ornstein-Uhlenbeck
process is given by [26]:
Autocorrelation: a = exp(−κ∆t), (A.2)
Variance: V =
D
κ
. (A.3)
We first need to obtain the solution of (A.1). Making a change of variable to
ft = Xte
κt we get:
dft = κXte
κtdt+ eκtdXt.
Substituting in (A.1) gives
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dft =
√
2DeκtdWt,
and then the solution is determined by integrating in time between 0 and t:
t∫
0
dfs =
√
2D
t∫
0
eκsdWs,
Xte
κt −X0 =
√
2D
t∫
0
eκsdWs,
Xt = x0e
−κt +
√
2D
t∫
0
eκ(s−t)dWs, (A.4)
for the initial condition X0 = x0 given in (A.1). The mean of the process Xt (A.4) is
given by:
E(Xt) = E(x0e−κt) + E
(√
2D
t∫
0
eκ(s−t)dWs
)
,
= x0e
−κt. (A.5)
The variance of Xt is defined by:
Var(Xt) = E[(Xt − E(Xt))2],
and so substituting in (A.4) and (A.5) we get
Var(Xt) = E
[(√
2D
t∫
0
eκ(s−t)dWs
)2]
,
= 2D
t∫
0
e2κ(s−t)ds,
=
D
κ
(
1− e−2κt
)
.
Therefore, the long term (t→∞) variance V for an Ornstein-Uhlenbeck process
is given by:
V =
D
κ
.
Recall, the autocorrelation between two random variables Xt and Xt+∆t, separated
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by a time step ∆t is defined as:
a =
Cov(Xt, Xt+∆t)√
Var(Xt)Var(Xt+∆t)
. (A.6)
We will first calculate the covariance Cov(Xt, Xt+∆t):
Cov(Xt, Xt+∆t) = E[(Xt − E(Xt))(Xt+∆t − E(Xt+∆t))],
which becomes
Cov(Xt, Xt+∆t) = E
(
2D
t∫
0
eκ(s−t)dWs
t+∆t∫
0
eκ(s−t−∆t)dWs
)
,
= 2De−κ(2t+∆t)E
( t∫
0
eκsdWs
t+∆t∫
0
eκsdWs
)
,
= 2De−κ(2t+∆t)E
[ t∫
0
eκsdWs
( t∫
0
eκsdWs +
t+∆t∫
t
eκsdWs
)]
,
= 2De−κ(2t+∆t)E
[( t∫
0
eκsdWs
)2
+
t∫
0
eκsdWs
t+∆t∫
t
eκsdWs
]
,
= 2De−κ(2t+∆t)
(
E
[( t∫
0
eκsdWs
)2]
+ E
[ t∫
0
eκsdWs
t+∆t∫
t
eκsdWs
])
,
= 2De−κ(2t+∆t)
t∫
0
e2κsds,
=
D
κ
e−κ∆t
(
1− e−2κt
)
. (A.7)
We have already derived the variance for an Ornstein-Uhlenbeck process as:
Var(Xt) =
D
κ
(
1− e−2κt
)
, and Var(Xt+∆t) =
D
κ
(
1− e−2κ(t+∆t)
)
, (A.8)
and so substituting (A.7) and (A.8) into (A.6) we get:
a = e−κ∆t
√
1− e−2κt
1− e−2κ(t+∆t) .
Therefore, the long term (t → ∞) autocorrelation a for an Ornstein-Uhlenbeck
process is given by:
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a = e−κ∆t.
A.2 Proof of Theorem 2.1: Perturbation term in
Kramers’ escape rate is small for small noise
In Section 2.2 we derived that Kramers’ escape rate, r, is given by:
r =
J
p1
[
1 +O(R)
]
. (A.9)
In this chapter we argue that the perturbation term in (A.9) is small for small noise
D, as outlined by the following theorem.
Theorem A.1. For bl < b and bu > b sufficiently close to b and for the small noise
limit D → 0, we have:
R =
∫
bu
bl
∫
x
b
exp
(
U(x′)− U(x)
D
)
dx′dx∫
bu
bl
exp
(
− U(x)
D
)
dx
∫
e
b
exp
(
U(y)
D
)
dy
−−−→
D→0
0. (A.10)
Proof. Before diving into the technical details, we will give an outline of the proof.
Proof Outline: The proof will be constructed by 4 steps, the first step is to show
that the modulus of the numerator of (A.10) is of the form:
|R1| =
∣∣∣∣
bu∫
bl
x∫
b
exp
(
U(x′)− U(x)
D
)
dx′dx
∣∣∣∣ < C1Dµ, (A.11)
where µ = 1
2
and C1 is a positive constant to be determined. The denominator of
(A.10), Rd, can be expressed as:
Rd =
bu∫
bl
exp
(
− U(x)
D
)
dx
e∫
b
exp
(
U(y)
D
)
dy = R2R3 exp
(
∆U
D
)
, (A.12)
where ∆U = U(d)− U(b) is the depth of the potential barrier and
R2 =
bu∫
bl
exp
(
U(b)− U(x)
D
)
dx, and R3 =
e∫
b
exp
(
U(y)− U(d)
D
)
dy.
(A.13)
Step 2 will demonstrate that
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R2 > C2D
ν , (A.14)
and similarly step 3 will prove that
R3 > C3D
υ. (A.15)
The final concluding step is to use the results of steps 2 (A.14) and 3 (A.15) to
argue that the denominator is bounded from below by:
Rd =
bu∫
bl
exp
(
− U(x)
D
)
dx
e∫
b
exp
(
U(y)
D
)
dy > C2C3D
ν+υ exp
(
∆U
D
)
(A.16)
for C2, C3 > 0 and ν = υ = 12 . Therefore, following (A.11) and (A.16) we can
conclude that:
|R| < C√
D
exp
(
− ∆U
D
)
−−−→
D→0
0
for some positive constant C.
Step 1: We begin by proving (A.11), we consider the neighbourhood [bl, bu]
surrounding the minimum and therefore for bl and bu sufficiently close to b we can
approximate U(x′) and U(x) using:
U(x′) = U(b) +
1
2
(x′ − b)2α +O(x′ − b)3 = U(b) + 1
2
(x′ − b)2αˆX ,
U(x) = U(b) +
1
2
(x− b)2α +O(x− b)3 = U(b) + 1
2
(x− b)2αˆY , (A.17)
where α = U ′′(b) and
αˆX = α +O(x′ − b) and αˆY = α +O(x− b).
Therefore we have
R1 =
bu∫
bl
x∫
b
exp
(
αˆX(x
′ − b)2 − αˆY (x− b)2
2D
)
dx′dx. (A.18)
Making the substitutions X = x′ − b and Y = x− b simplifies (A.18) to
R1 =
bu−b∫
bl−b
Y∫
0
exp
(
αˆXX
2 − αˆY Y 2
2D
)
dXdY,
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which can be split up into two sets of double integrals
R1 =
0∫
bl−b
Y∫
0
exp
(
αˆXX
2 − αˆY Y 2
2D
)
dXdY +
bu−b∫
0
Y∫
0
exp
(
αˆXX
2 − αˆY Y 2
2D
)
dXdY,
= −
b−bl∫
0
Y∫
0
exp
(
αˆXX
2 − αˆY Y 2
2D
)
dXdY +
bu−b∫
0
Y∫
0
exp
(
αˆXX
2 − αˆY Y 2
2D
)
dXdY.
We can already see that if bl and bu are chosen to be an equal distance either side
of the well then we would have R1 = 0. However, let us continue for the general
case (b − bl) 6= (bu − b). Furthermore, in both expressions Y ≥ X meaning that
αˆY ≥ αˆX and so we can apply an upper bound to |R1|:
|R1| ≤
b−bl∫
0
Y∫
0
exp
(
αˆY (X
2 − Y 2)
2D
)
dXdY +
bu−b∫
0
Y∫
0
exp
(
αˆY (X
2 − Y 2)
2D
)
dXdY,
< 2
b+∫
0
Y∫
0
exp
(
αˆY (X
2 − Y 2)
2D
)
dXdY,
where
b+ = max{b− bl, bu − b}.
We would like to change the order of integration so that we integrate first over the
term that is bounded for D → 0. By considering a sketch (not shown) for the area
of integration we see that
|R1| < 2
b+∫
0
b+∫
X
exp
(
αˆY (X
2 − Y 2)
2D
)
dY dX,
= 2
b+∫
0
exp
(
αˆYX
2
2D
) b+∫
X
exp
(−αˆY Y 2
2D
)
dY dX. (A.19)
The inner integral of (A.19) is of the form of a Gaussian integral and so we make
the substitutions:
γY =
√
αˆY
2D
, Z =
√
αˆY
2D
Y = γY Y, and thus dY =
1
γY
dZ,
which substituting into (A.19) gives
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|R1| <= 2
γY
b+∫
0
exp
(
γ2YX
2
) γY b+∫
γYX
exp
(
− Z2
)
dZdX.
For small noise levels D, γY is large and so replacing the upper boundary of the
inner integral to∞ we obtain:
|R1| < 2
γY
b+∫
0
exp
(
γ2YX
2
) ∞∫
γYX
exp
(
− Z2
)
dZdX,
where the integrals over Z can be expressed in terms of the complementary error
function erfc(x):
|R1| <
√
pi
γY
b+∫
0
exp
(
γ2YX
2
)
erfc
(
γYX
)
dX. (A.20)
We use that the complementary error function is exponentially bounded [99]:
erfc(x) ≤ exp(−x2),
and so from (A.20) we have
|R1| <
√
pi
γY
b+∫
0
exp
(
γ2YX
2
)
exp
(
− γ2YX2
)
dX,
which leaves the inequality
|R1| < b+
√
pi
γY
= b+
√
2Dpi
αˆY
= C1D
µ, (A.21)
where
C1 = b+
√
2pi
αˆY
and µ =
1
2
.
This completes the proof of (A.11).
Step 2: We show that (A.14) holds by again considering the neighbourhood
[bl, bu] surrounding the minimum (A.17) but instead of αˆY we use
α˜ = α +O(b+).
Thus, we have
R2 =
bu∫
bl
exp
(
− (x− b)
2α˜
2D
)
dx.
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We can achieve a lower bound for R2 by extending the integration to the infinite
domain provided we remove the fraction 2
R2 >
∞∫
−∞
exp
(
− (x− b)
2α˜
D
)
dx. (A.22)
The function inside the integral of (A.22) is again of the form of a Gaussian function
and therefore by making appropriate substitution (similar to before) we get:
R2 >
√
piD
α˜
= C2D
ν , (A.23)
where
C2 =
√
pi
α˜
and ν =
1
2
.
Step 3: We introduce the parameters dl and du that are sufficiently close to d
and satisfy b < dl < d < du < e. These new parameters are designed to play a
similar role to bl and bu and allow us to express R3 as follows:
R3 =
e∫
b
exp
(
U(y)− U(d)
D
)
dy >
du∫
dl
exp
(
U(y)− U(d)
D
)
dy. (A.24)
We now have (A.24) in a form similar to R2 given in (A.13) and so the remainder of
this step will follow the same line of argument as step 2. However, instead of using
the neighbourhood surrounding the minimum we consider the neighbourhood
surrounding the maximum U(d), which is given as:
U(y) = U(d)− 1
2
(y − d)2β +O(y − d)3 = U(d)− 1
2
(y − d)2β˜, (A.25)
where β = |U ′′(d)| and
β˜ = β +O(d+) and d+ = max{d− dl, du − d}.
Using (A.17) and (A.25) in the definition for I1I2 (A.12), we have:
R3 >
du∫
dl
exp
(
− (y − d)
2β˜
2D
)
dy. (A.26)
We again extend the integration to the infinite domain and remove the fraction 2,
so that we still have a lower bound for (A.26):
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R3 >
∞∫
−∞
exp
(
− (y − d)
2β˜
D
)
dy. (A.27)
Making the relevant substitution to bring it into the form of a Gaussian function
inside the integral of (A.27), we obtain:
R3 >
√
piD
β˜
= C3D
υ, (A.28)
where
C3 =
√
pi
β˜
and υ =
1
2
,
which completes the proof of (A.15).
Step 4: Combining the results of steps 2 (A.23) and 3 (A.28) we have a lower
bound for Rd (A.12):
Rd = R2R3 exp
(
∆U
D
)
>
piD√
α˜β˜
exp
(
∆U
D
)
. (A.29)
Thus, using (A.21) and (A.29) we have:
|R| =
∣∣∣∣R1Rd
∣∣∣∣ = |R1|Rd < b+
√
2α˜β˜
αˆY piD
exp
(
− ∆U
D
)
=
C√
D
exp
(
− ∆U
D
)
−−−→
D→0
0,
where
C = b+
√
2α˜β˜
αˆY pi
.
Therefore we can conclude that:
R =
∫
bu
bl
∫
x
b
exp
(
U(x′)− U(x)
D
)
dx′dx∫
bu
bl
exp
(
− U(x)
D
)
dx
∫
e
b
exp
(
U(y)
D
)
dy
−−−→
D→0
0,
which completes the proof of (A.10)
189

References
[1] Timothy M Lenton. Early warning of climate tipping points. Nature Climate
Change, 1(4):201–209, 2011.
[2] Marika M Holland, Cecilia M Bitz, and Bruno Tremblay. Future abrupt reduc-
tions in the summer Arctic sea ice. Geophysical Research Letters, 33(23),
2006.
[3] Hermann Held and Thomas Kleinen. Detection of climate system bifurcations
by degenerate fingerprinting. Geophysical Research Letters, 31(23), 2004.
[4] Yadvinder Malhi, Luiz EOC Aragão, David Galbraith, Chris Huntingford, Rosie
Fisher, Przemyslaw Zelazowski, Stephen Sitch, Carol McSweeney, and
Patrick Meir. Exploring the likelihood and mechanism of a climate-change-
induced dieback of the Amazon rainforest. Proceedings of the National
Academy of Sciences, 106(49):20610–20615, 2009.
[5] William F Laurance, Bernard Dell, Stephen M Turton, Michael J Lawes,
Lindsay B Hutley, Hamish McCallum, Patricia Dale, Michael Bird, Giles Hardy,
Gavin Prideaux, et al. The 10 Australian ecosystems most vulnerable to
tipping points. Biological Conservation, 144(5):1472–1480, 2011.
[6] Graeme F Clark, Jonathan S Stark, Emma L Johnston, John W Runcie,
Paul M Goldsworthy, Ben Raymond, and Martin J Riddle. Light-driven tipping
points in polar ecosystems. Global Change Biology, 19(12):3749–3761, 2013.
[7] Ove Hoegh-Guldberg, PJ Mumby, AJ Hooten, RS Steneck, P Greenfield,
E Gomez, CD Harvell, PF Sale, AJ Edwards, K Caldeira, et al. Coral reefs
under rapid climate change and ocean acidification. Science, 318(5857):
1737–1742, 2007.
191
References
[8] Wanfeng Yan, Ryan Woodard, and Didier Sornette. Diagnosis and predic-
tion of tipping points in financial markets: Crashes and rebounds. Physics
Procedia, 3(5):1641–1657, 2010.
[9] Timothy M Lenton, Hermann Held, Elmar Kriegler, Jim W Hall, Wolfgang
Lucht, Stefan Rahmstorf, and Hans Joachim Schellnhuber. Tipping elements
in the Earth’s climate system. Proceedings of the National Academy of
Sciences, 105(6):1786–1793, 2008.
[10] Ed Hawkins, Robin S Smith, Lesley C Allison, Jonathan M Gregory, Tim J
Woollings, Holger Pohlmann, and B De Cuevas. Bistability of the Atlantic
overturning circulation in a global climate model and links to ocean freshwater
transport. Geophysical Research Letters, 38(10), 2011.
[11] Harry L Bryden, Hannah R Longworth, and Stuart A Cunningham. Slowing
of the Atlantic meridional overturning circulation at 25 n. Nature, 438(7068):
655–657, 2005.
[12] Andreas Schmittner. Decline of the marine ecosystem caused by a reduction
in the Atlantic overturning circulation. Nature, 434(7033):628–633, 2005.
[13] Tine L Rasmussen, Erik Thomsen, and Matthias Moros. North atlantic warm-
ing during dansgaard-oeschger events synchronous with antarctic warming
and out-of-phase with greenland climate. Scientific reports, 6, 2016.
[14] Henry Stommel. Thermohaline convection with two stable regimes of flow.
Tellus, 13(2):224–230, 1961.
[15] Henk A Dijkstra. Nonlinear physical oceanography: a dynamical systems
approach to the large scale ocean circulation and El Nino, volume 28. Springer
Science & Business Media, 2005.
[16] Kirsten Zickfeld, B Knopf, V Petoukhov, and HJ Schellnhuber. Is the Indian
summer monsoon stable against global change? Geophysical Research
Letters, 32(15), 2005.
[17] Kirsten Zickfeld. Modeling large-scale singular climate events for integrated
assessment. PhD thesis, Universitätsbibliothek, 2004.
[18] Peter Ashwin, Sebastian Wieczorek, Renato Vitolo, and Peter Cox. Tipping
points in open systems: bifurcation, noise-induced and rate-dependent ex-
amples in the climate system. Philosophical Transactions of the Royal Society
A: Mathematical, Physical and Engineering Sciences, 370(1962):1166–1184,
2012.
192
References
[19] Peter Ashwin, Clare Perryman, and Sebastian Wieczorek. Parameter shifts
for nonautonomous systems in low dimension: Bifurcation-and rate-induced
tipping. arXiv preprint arXiv:1506.07734, 2015.
[20] Stefan Rahmstorf. On the freshwater forcing and transport of the Atlantic
thermohaline circulation. Climate Dynamics, 12(12):799–811, 1996.
[21] Lei Dai, Daan Vorselen, Kirill S Korolev, and Jeff Gore. Generic indicators
for loss of resilience before a tipping point leading to population collapse.
Science, 336(6085):1175–1177, 2012.
[22] Marten Scheffer, Jordi Bascompte, William A Brock, Victor Brovkin, Stephen R
Carpenter, Vasilis Dakos, Hermann Held, Egbert H Van Nes, Max Rietkerk,
and George Sugihara. Early-warning signals for critical transitions. Nature,
461(7260):53–59, 2009.
[23] Peter D Ditlevsen and Sigfus J Johnsen. Tipping points: Early warning and
wishful thinking. Geophysical Research Letters, 37(19), 2010.
[24] CM Luke and PM Cox. Soil carbon and climate change: from the Jenkinson
effect to the compost-bomb instability. European Journal of Soil Science, 62
(1):5–12, 2011.
[25] Marten Scheffer, Egbert H Van Nes, Milena Holmgren, and Terry Hughes.
Pulse-driven loss of top-down control: the critical-rate hypothesis. Ecosys-
tems, 11(2):226–237, 2008.
[26] Odd Aalen, Ornulf Borgan, and Hakon Gjessing. Survival and event history
analysis: a process point of view. Springer Science & Business Media, 2008.
[27] Marten Scheffer, Stephen R Carpenter, Timothy M Lenton, Jordi Bascompte,
William Brock, Vasilis Dakos, Johan van de Koppel, Ingrid A van de Leemput,
Simon A Levin, Egbert H van Nes, et al. Anticipating critical transitions.
Science, 338(6105):344–348, 2012.
[28] Mark S Williamson and Timothy M Lenton. Detection of bifurcations in noisy
coupled systems from multiple time series. Chaos: An Interdisciplinary
Journal of Nonlinear Science, 25(3):036407, 2015.
[29] Clare Perryman and Sebastian Wieczorek. Adapting to a changing envir-
onment: non-obvious thresholds in multi-scale systems. Proceedings of
the Royal Society A: Mathematical, Physical and Engineering Science, 470
(2170):20140226, 2014.
[30] Vasilis Dakos, Marten Scheffer, Egbert H van Nes, Victor Brovkin, Vladimir
Petoukhov, and Hermann Held. Slowing down as an early warning signal for
193
References
abrupt climate change. Proceedings of the National Academy of Sciences,
105(38):14308–14312, 2008.
[31] Paul Valdes. Built for stability. Nature Geoscience, 4(7):414–416, 2011.
[32] TM Lenton, VN Livina, V Dakos, EH Van Nes, and M Scheffer. Early warning
of climate tipping points from critical slowing down: comparing methods
to improve robustness. Philosophical Transactions of the Royal Society of
London A: Mathematical, Physical and Engineering Sciences, 370(1962):
1185–1204, 2012.
[33] John Houghton. Global warming: the complete briefing. Cambridge University
Press, 2009.
[34] J Michael T Thompson and Jan Sieber. Climate tipping as a noisy bifurcation:
a predictive technique. IMA Journal of Applied Mathematics, 76(1):27–46,
2011.
[35] AA Cimatoribus, SS Drijfhout, V Livina, and G van der Schrier. Dansgaard–
Oeschger events: bifurcation points in the climate system. 2013.
[36] Chris A Boulton, Peter Good, and Timothy M Lenton. Early warning signals
of simulated Amazon rainforest dieback. Theoretical Ecology, pages 1–12,
2013.
[37] Paul Ritchie and Jan Sieber. Early-warning indicators in the dynamic regime.
arXiv preprint arXiv:1609.07271, 2016.
[38] Paul Ritchie and Jan Sieber. Early-warning indicators for rate-induced tipping.
Chaos, 26(9):093116, 2016. doi: http://dx.doi.org/10.1063/1.4963012.
[39] Paul Ritchie and Jan Sieber. Probability of noise and rate-induced tipping.
arXiv preprint arXiv:1606.08180, 2016.
[40] Moorad Choudhry and Michele Lizzio. Advanced fixed income analysis.
Butterworth-Heinemann, 2004.
[41] Johan Grasman and Onno A Herwaarden. Asymptotic methods for the Fokker-
Planck equation and the exit problem in applications. Springer Science &
Business Media, 1999.
[42] Joanna Pressley. Response dynamics of integrate-and-fire neuron models.
ProQuest, 2008.
[43] Edward Allen. Modeling with Itô stochastic differential equations, volume 22.
Springer Science & Business Media, 2007.
194
References
[44] Fwu-Ranq Chang. Stochastic optimization in continuous time. Cambridge
University Press, 2004.
[45] Peter S Maybeck. Stochastic models, estimation, and control, volume 3.
Academic Press, 1982.
[46] Sergey S Stepanov. Stochastic world. Springer, 2013.
[47] Kedar Khare. Fourier Optics and Computational Imaging. John Wiley & Sons,
2015.
[48] Wolfgang Paul and Jörg Baschnagel. Stochastic processes. Springer, 1999.
[49] Amnon Pazy. Semigroups of linear operators and applications to partial
differential equations, volume 44. Springer Science & Business Media, 2012.
[50] Michael Plischke and Birger Bergersen. Equilibrium statistical physics. World
Scientific, 2006.
[51] Hannes Risken and Till Frank. The Fokker-Planck Equation: Methods of
Solution and Applications. Springer Science & Business Media, 2012.
[52] Nicolaas Godfried Van Kampen. Stochastic processes in physics and chem-
istry, volume 1. Elsevier, 1992.
[53] DI Russell and RA Blythe. Macroscopically observable probability currents in
finite populations. Journal of Statistical Mechanics: Theory and Experiment,
2013(06):P06008, 2013.
[54] Paul C Matthews. Vector calculus. Springer Science & Business Media, 2012.
[55] Luis Manuel Braga de Costa Campos. Generalized calculus with applications
to matter and forces. CRC Press, 2014.
[56] Bin W Zhang. Theory and Simulation of Rare Events in Stochastic Systems.
ProQuest, 2008.
[57] M Chaichian and A Demichev. Path integrals in physics, vol. 1: Stochastic
processes and quantum mechanics. Bristol, UK: IOP, 2001.
[58] SS Bayin. Mathematical methods in science and engineering. John
Wiley&Sons, New York, 2006.
[59] Daniel Revuz and Marc Yor. Continuous martingales and Brownian motion,
volume 293. Springer Science & Business Media, 1999.
[60] Weiqing Ren, Eric Vanden-Eijnden, et al. Minimum action method for the
study of rare events. Communications on Pure and Applied Mathematics, 57
(5):637–656, 2004.
195
References
[61] Alan J McKane and Martin B Tarlie. Optimal paths and the calculation of state
selection probabilities. Physical Review E, 69(4):041106, 2004.
[62] Choon-Lin Ho and Yan-Min Dai. A perturbative approach to a class of Fokker–
Planck equations. Modern Physics Letters B, 22(07):475–481, 2008.
[63] Wen-Tsan Lin and Choon-Lin Ho. Similarity solutions of a class of perturbative
Fokker-Planck equation. Journal of Mathematical Physics, 52(7):073701,
2011.
[64] Keith W Morton and David Francis Mayers. Numerical solution of partial
differential equations: an introduction. Cambridge University Press, 2005.
[65] Gordon D Smith. Numerical solution of partial differential equations: finite
difference methods. Oxford University Press, 1985.
[66] Alfio Quateroni, Fausto Saleri, and Paola Gervasio. Scientific computing with
MATLAB and Octave. Springer Science & Business Media, 4th edition, 2014.
[67] Romuald Szymkiewicz. Numerical modeling in open channel hydraulics,
volume 83. Springer Science & Business Media, 2010.
[68] Henk Kaarle Versteeg and Weeratunge Malalasekera. An introduction to
computational fluid dynamics: the finite volume method. Pearson Education,
2007.
[69] Vasilis Dakos, Stephen R Carpenter, William A Brock, Aaron M Ellison,
Vishwesha Guttal, Anthony R Ives, Sonia Kefi, Valerie Livina, David A Seekell,
Egbert H van Nes, et al. Methods for detecting early warnings of critical
transitions in time series illustrated using simulated ecological data. PloS
one, 7(7):e41010, 2012.
[70] Sheldon M Ross. Introduction to probability and statistics for engineers and
scientists. Academic Press, 2004.
[71] Ron Larson and Bruce H Edwards. Calculus. Cengage Learning, 2009.
[72] David Arrowsmith and Colin M Place. Dynamical systems: differential equa-
tions, maps, and chaotic behaviour, volume 5. CRC Press, 1992.
[73] Paul Glendinning. Stability, instability and chaos: an introduction to the theory
of nonlinear differential equations. Cambridge University Press, 1994.
[74] Clare Georgina Perryman. How Fast is Too Fast? Rate-induced Bifurcations
in Multiple Time-scale Systems. PhD thesis, University of Exeter, 2015.
196
References
[75] F Li and V Ramanathan. Winter to summer monsoon variation of aerosol op-
tical depth over the tropical Indian Ocean. Journal of Geophysical Research:
Atmospheres (1984–2012), 107(D16):AAC–2, 2002.
[76] Anders Levermann, Jacob Schewe, Vladimir Petoukhov, and Hermann Held.
Basic mechanism for abrupt monsoon transitions. Proceedings of the National
Academy of Sciences, 106(49):20572–20577, 2009.
[77] Sebastian Boie, Vivien Kirk, James Sneyd, and Martin Wechselberger. Ef-
fects of quasi-steady-state reduction on biophysical models with oscillations.
Journal of theoretical biology, 393:16–31, 2016.
[78] Rong Wang, John A Dearing, Peter G Langdon, Enlou Zhang, Xiangdong
Yang, Vasilis Dakos, and Marten Scheffer. Flickering gives early warning
signals of a critical transition to a eutrophic lake state. Nature, 492(7429):
419–422, 2012.
[79] Sebastian Wieczorek, Peter Ashwin, Catherine M Luke, and Peter M Cox.
Excitability in ramped systems: the compost-bomb instability. In Proceedings
of the Royal Society of London A: Mathematical, Physical and Engineering
Sciences, volume 467, pages 1243–1269. The Royal Society, 2011.
[80] Thomas F Stocker and Andreas Schmittner. Influence of CO2 emission rates
on the stability of the thermohaline circulation. Nature, 388(6645):862–865,
1997.
[81] Nils Berglund and Barbara Gentz. On the noise-induced passage through an
unstable periodic orbit i: Two-level model. Journal of statistical physics, 114
(5-6):1577–1618, 2004.
[82] E J Doedel. Lecture notes on numerical analysis of nonlinear equations. In
B Krauskopf, H M Osinga, and J Galán-Vioque, editors, Numerical Continu-
ation Methods for Dynamical Systems: Path following and boundary value
problems, pages 1–49. Springer-Verlag, Dordrecht, 2007.
[83] Bart Oldeman, Eusebius Doedel, and Randy Paffenroth. Auto-07p, 2013.
URL http://sourceforge.net/projects/auto-07p/.
[84] Yuri Bakhtin. Gumbel distribution in exit problems. arXiv preprint
arXiv:1307.7060, 2013.
[85] Ingrid A van de Leemput, Marieke Wichers, Angélique OJ Cramer, Denny
Borsboom, Francis Tuerlinckx, Peter Kuppens, Egbert H van Nes, Wolfgang
Viechtbauer, Erik J Giltay, Steven H Aggen, et al. Critical slowing down as
early warning for the onset and termination of depression. Proceedings of
the National Academy of Sciences, 111(1):87–92, 2014.
197
References
[86] Carl Boettiger and Alan Hastings. Early warning signals and the prosecutor’s
fallacy. Proceedings of the Royal Society of London B: Biological Sciences,
page rspb20122085, 2012.
[87] John M Drake. Early warning signals of stochastic switching. Proceedings
of the Royal Society of London B: Biological Sciences, 280(1766):20130686,
2013.
[88] Carl Boettiger and Alan Hastings. No early warning signals for stochastic
transitions: insights from large deviation theory. Proceedings of the Royal
Society of London B: Biological Sciences, 280(1766):20131372, 2013.
[89] John K Hunter and Bruno Nachtergaele. Applied analysis. World Scientific,
2001.
[90] Sheree L LeVarge. Semigroups of linear operators. available at: http:.//math.
arizona. edu/˜ flaschka/Topmatter, 2003.
[91] Yisong Yang, Xinchu Fu, and Jinqiao Duan. Perspectives in Mathematical
Sciences, volume 9. World Scientific, 2010.
[92] DS Zhang, GW Wei, DJ Kouri, and DK Hoffman. Distributed approximating
functional approach to the Fokker–Planck equation: Eigenfunction expansion.
The Journal of chemical physics, 106(12):5216–5224, 1997.
[93] John B Conway. A course in functional analysis, volume 96. Springer Science
& Business Media, 2013.
[94] Howard Anton. Elementary linear algebra. John Wiley & Sons, 2010.
[95] Gareth Williams. Linear algebra with applications. Jones & Bartlett Publishers,
2012.
[96] David AW Barton and Jan Sieber. Systematic experimental exploration of
bifurcations with noninvasive control. Physical Review E, 87(5):052916, 2013.
[97] Chris Boulton, Daniel Williamson, and Timothy Lenton. Assessing the value
of climate tipping point early warning investments. In preparation, 2016.
[98] Christian Thierfelder. The trending ornstein-uhlenbeck process and its applic-
ations in mathematical finance. Mathematical Finance, 2015.
[99] Seok-Ho Chang, Pamela C Cosman, and Laurence B Milstein. Chernoff-type
bounds for the Gaussian error function. Communications, IEEE Transactions
on, 59(11):2939–2944, 2011.
198
