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Seiring berkembang pesatnya pertumbuhan data di dunia nyata dan 
dengan data yang hanya memiliki sedikit atau bahkan tanpa latar 
belakang, klasterisasi memiliki peran penting dalam eksplorasi data 
untuk dapat menentukan pola dan manfaat dari sejumlah besar dataset. 
Penelitian ini melakukan klasterisasi dengan beberapa algoritma dari 
unsupervised learning yaitu k-Means, k-Means++ dan k-Medoids. Data 
yang digunakan adalah data hasil survei kependudukan dari dinas PPKB 
dan P3A Kab. Wonogiri Tahun 2018. Dalam penelitian ini dilakukan 
tahap ekstraksi fitur dengan metode principal component analysis (PCA) 
dan pra-pemrosesan data menggunaakan standard scaler dan min-max 
scaler. Dengan penerapan ketiga algoritma klasterisasi tersebut 
didapatkan hasil bahwa algoritma k-Means++ memiliki nilai rata-rata 
inertia terkecil dengan 15.954711235353362 pada data hasil standarisasi 
dengan standard scaler dan 1.13967411934335812 pada data hasil 
standarisasi dengan min-max scaler, sedangkan k-Medoids menghasilkan 
rata-rata waktu pemrosesan tercepat dengan 0.0145999434 detik pada 
data hasil standarisasi dengan standard scaler dan 0.0142000198 detik 
pada data hasil standarisasi dengan min-max scaler. 
 







Along the rapid growth of data growth in the real world and with 
the data that have little or no background, clustering has an important 
role in the exploration of the data to determine patterns and benefit from 
a large number of datasets. This study did clustering with some of 
unsupervised learning algorithms are k-Means, k-Means++ and k-
Medoids. The data used is data from official population survey results 
PPKB and P3A Wonogiri 2018. In this study, a feature extraction stage 
was carried out using the principal component analysis (PCA) method 
and data pre-processing using a standard scaler and a min-max scaler. 
With the implementation of the three algorithms clustering it showed that 
the algorithm k-means ++ has an average value of inertia smallest with 
15.954711235353362 on data from standardization to the standard 
scaler and 1.13967411934335812 on outcome data standardization with 
the min-max scaler, while k-Medoids produce an average time 
0.0145999434 seconds with the fastest processing on the data 
standardization results with standard scaler and 0.0142000198 seconds 
on the result data standardization with the min-max scaler. 
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1.1. Latar Belakang 
Dinas Kependudukan dan Keluarga Berencana dan 
Pemberdayaan Perempuan dan Perlindungan Anak (DPPKBP3A) 
Kabupaten Wonogiri merupakan salah satu instansi yang 
melakukan penyuluhan terhadap terciptanya keluarga sejahtera. 
Sebagai upaya untuk meningkatkan kesejahteraan masyarakat maka 
dilakukan pendataan tentang keluarga berencana dan sejahtera 
dalam beberapa periode untuk mengetahui data pertumbuhan 
tingkat kesejahteraan. Disebutkan dalam Undang-Undang Republik 
Indonesia Nomor 10 Tahun 1992 Pasal 1 tentang Perkembangan 
Kependudukan dan Pembangunan Keluarga Sejahtera dalam poin 
ke-11, keluarga sejahtera adalah keluarga yang dibentuk 
berdasarkan atas perkawinan yang sah, mampu memenuhi 
kebutuhan hidup spiritual dan materiil yang layak, bertaqwa kepada 
Tuhan Yang Maha Esa, memiliki hubungan yang serasi, selaras, dan 
seimbang antar anggota dan antara keluarga dengan masyarakat dan 
lingkungan (UU Nomor 10 Tahun 1992 Pasal 1). 
Dalam kurun waktu yang tidak singkat data yang terkumpul 
sangatlah banyak dan di dalam data tersebut tersimpan banyak 
informasi yang mungkin belum terlalu dimanfaatkan oleh pihak 
instansi. Dalam penelitian ini peneliti akan melakukan extracting 
pada data yang telah terkumpul menggunakan metode data mining 





Data mining merupakan serangkaian proses untuk 
mendapatkan informasi yang berguna dari gudang data yang besar. 
Data mining juga dapat diartikan sebagai pengekstrakan informasi 
baru yang diambil dari bongkahan data besar yang membantu dalam 
pengambilan keputusan. Dalam data mining terdapat banyak teknik 
dalam implementasinya, diantaranya yaitu algoritma Naïve Bayes, 
decision tree, jaringan saraf tiruan dan masih banyak lainnya.  
Dengan dimanfaatkannya data tersebut diharapkan dapat 
membantu dalam meningkatkan kesejahteraan keluarga. Dengan 
metode data mining diharapkan dapat membantu pihak instansi 
dalam memantau tingkat kesejahteraan dari setiap periodenya 
dengan lebih mudah dan cepat. Selain itu juga dapat digunakan 
sebagai sarana pengambilan keputusan untuk lebih meningkatkan 
pelayanan keluarga berencana. 
Dari permasalahan di atas dapat diambil alternatif dengan cara 
memanfaatkan teknik data mining dengan menggunakan metode k-
Means, k-Means++ dan k-Medoids untuk identifikasi tingkat 
kesejahteraan keluarga. Dengan harapan setelah diolah dengan data 
mining dapat membantu menemukan informasi dalam identifikasi 
tingkat kesejahteraan keluarga.  
Metode klasterisasi dengan algoritma k-Means, k-Means++ 
dan k-Medoids dipilih oleh peneliti karena data bersifat numerik. 
Data yang digunakan dalam penelitian ini juga belum memiliki 
klasifikasi sebelumnya, jadi metode klasterisasi dipilih peneliti 
sebagai metode yang dapat dimanfaatkan. Pemanfaatan dari ketiga 





performa terbaik dan hasil paling akurat untuk studi kasus yang 
sedang diteliti. 
1.2. Rumusan Masalah 
Berdasarkan latar belakang di atas dapat dirumuskan 
permasalahan yang akan diselesaikan dalam penelitian ini adalah: 
1. Apakah implementasi data mining dapat digunakan untuk 
menentukan pola dan klaster dari tingkat kesejahteraan 
penduduk? 
2. Bagaimana tahap-tahapan data mining terhadap data pendataan 
keluarga berencana dan sejahtera? 
3. Bagaimana mengevaluasi algoritma k-Means, k-Means++ dan 
k-Medoids terkait klaster yang dihasilkan? 
1.3. Batasan Masalah 
Batasan masalah yang digunakan dalam penelitian ini adalah: 
1. Jumlah data yang diuji coba adalah sebanyak 25 data dengan 14 
variabel pada masing-masing data. 
2. Data yang digunakan adalah data survei kependudukan tahun 
2018. 
1.4. Tujuan Penelitian 
Adapun tujuan penelitian berdasarkan rumusan masalah adalah: 
1. Implementasi algoritma k-Means, k-Means++ dan k-Medoids 
untuk menentukan pola pertumbuhan keluarga sejahtera. 
2. Menentukan klaster data tingkat kesejahteraan penduduk. 
3. Evaluasi hasil penerapan algoritma k-Means, k-Means++ dan 





1.5. Manfaat Penelitian 
Dari penelitian ini diharapkan dapat memberikan kontribusi 
pada upaya peningkatan kesejahteraan penduduk melalui ekstraksi 
informasi dan menghasilkan klaster tingkat kesejahteraan 
penduduk sehingga dapat digunakan untuk pengambilan keputusan 
yang lebih tepat sasaran. 
1.6. Sistematika Penulisan 
Laporan penelitian ini tersusun atas beberapa bab pembahasan. 
Sistematika penulisan bab tersebut adalah: 
BAB I Pendahuluan 
BAB II Tinjauan Pustaka dan Landasan Teori 
BAB III Metode Penelitian 
BAB IV Hasil dan Pembahasan 





KESIMPULAN DAN SARAN 
 
5.1. Kesimpulan 
Dari penilitian yang telah dilakukan dapat ditarik beberapa 
kesimpulan yaitu: 
1. Proses normalisasi data menggunakan standard scaler dan min 
max scaler mempengaruhi jumlah iterasi, nilai inertia dan 
waktu dari masing metode. 
2. k-Means++ menghasilkan hasil iterasi dan waktu yang lebih 
baik dengan menggunakan data hasil standarisasi dengan 
metode min max scaler. 
3. Dari ketiga metode yang digunakan hasil inertia terbaik 
ditunjukkan oleh metode k-Means++ akan tetapi metode k-
Means++ memerlukan waktu rata-rata yang paling lama dalam 
mencapai konvergensi. 
4. Inisialisasi awal terhadap pusat data awal pada k-Medoids yang 
menggunakan data itu sendiri menghasilkan perulangan dan 
hasil klasterisasi yang konsisten terhadap metode k-Medoids. 
5. Tingkat persebaran dan densitas data sangat mempengaruhi 
performa dari masing-masing algoritma. 
6. Metode k-Medoids lebih sensitive terhadap outliner yang 
berarti k-Medoids lebih cocok untuk model persebaran data 
yang lebih jauh, ditunjukkan dengan penggunaan standarisasi 
nilai data pada min max scaler menjadikan nilai inertia pada 







Banyaknya data dalam dataset sangat mempengaruhi hasil dari 
ketiga parameter pengujian. Oleh karena itu, perlu dikembangkan 
lebih lanjut penelitian menggunakan ketiga algoritma dengan 
dataset yang lebih besar untuk meningkatkan akurasi dari rata-rata 
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