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In a society where we do nothing but increase the use of electricity in our daily life, en-
ergy consumption and the correspondingmanagement is a major issue. The prediction
of electric energy demand is a key component, for the power system operators, in the
management of the electrical grid. The importance of forecasting a particular house-
hold daily energy consumption does concern the end-user too, by reason of the design
and sizing of a suitable renewable energy system and energy storage.
The aim of this thesis is to develop and train a computing system capable of predict-
ing, with best accuracy as possible, electricity consumption at household-level. This
paper presents a Short Term Load Forecasting (STLF) with Artificial Neural Networks
(ANN), which lead to accurate results in spite of the dwelling consumption unpre-
dictability. The recorded data, containing the daily track of electricity consumption over
a particular household from 2015 to 2018, was analysed. Subsequently, a study over the
ANN architecture and training algorithms was carried out in order to define a robust
model. Furthermore, several experiments were conducted with different models, con-
taining distinct inputs, aiming to compare the relevance of a diversity of parameters
for the network’s training. Finally, the forecasting of the optimal models, created with
the insights collected over the whole research, was performed and compared in several
specially selected time periods.
The results showed how with the appropriate inputs and selection of hyperparame-
ters, a shallow ANN can provide certain accuracy on the forecasting of electric energy
demand. As well as a methodology to develop and train an artificial neural network.
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STLF Short Term Load Forecasting
ANN Artificial Neural Network
DNN Deep Neural Network
EU European Union
GPU Graphic Processing Unit
CNN Convolution Neural Networks





w weights of a connection between two nodes
b bias of a node
E Error Function
GD Gradient Descent
SGD Stochastic Gradient Descent








ReLU Rectified Linear Unit
lr Learning Rate
OHE One-Hot Encoding
MAPE Mean Absolute Percentage Error
Table 0.1: List of acronyms.

1 Motivation and Background 9
1
Motivation and Background
Nowadays, aswe try to improve thewaywe live, technology is being implemented in all
possible aspects of our daily life. One of the most affected fields where technology has
inquired on is the production and consumption of electricity. As new appliances are
being introduced in our homes, works even at city level, more electricity is required for
these devices. Therefore, the accurate forecast of demand at the individual household-
level is able to improve the way distribution network operators are dealing with the
changes appeared in energy consumption. Another important aspect that is clearly
changing in our daily life, is how all sorts of data are being tracked. Consequently, using
this exabytes of data combined with deep-learning methods to accurately predict the
consumption of energy can lead to significant cost-minimizing and environmentally-
friendly changes on electricity management.
Aside from the objective of the study, this thesis represents a personal purpose too.
The Machine-Learning and Data-Mining fields, which are exponentially gaining im-
portance in all sorts of aspects of our life, require a diversity of professional profiles
to better understanding of the emerging problems as well as their optimal solutions.
Therefore, to conclude with the wide range of knowledge in divers fields that the bach-
elor’s degree in Industrial Technologies Engineering has providedme, I wanted to have
a first contact with these topics.
The project has its origin on the proposal of the Prof. Ramon Costa Castelló, from
the department of Systems Engineering, Automation and Industrial Computing of the





The residential sector presents, in terms of energy consumption, an important part of
the total electricity demand. Actually, in 2017 households accounted for 27.2% of final
energy consumption in the European Union (EU). Where, most of the EU final energy
consumption at households is covered by natural gas (36.0%) and electricity (24.1%)
[Eur]. Consequently, apart from the forecasting of the demand at a large scale, which
the electrical grid operators are already performing, the prediction has to be done at a
smaller scale too.
The aim of this paper is to predict the electric energy demand in a particular dwelling
with a period of 24 hours in advance achieving a certain accuracy. This reference was
selected as the energy price in the day-ahead market, for several EU countries, is set for
each hourly interval with one day in advance. In Spain the auction takes place once a
day; at 12pm the auction is conducted for the 24 hours of the next day [Com16].
The forecasting was performed with a stochastic method. Through the following sec-
tions, the selection of the specific structure and models for the ANN is explained. Fol-
lowed by the training process of the network and the corresponding results.
The data provided, corresponds to the consumption of a four members family living in
the city of Barcelona. The data was tracked minute by minute, by a sensor with 90%
of accuracy, during the years 2015, 2016, 2017 and 2018. As a general overview, the
consumption habits at the dwelling were; one washingmachine a day, use of an electric
coffee machine each morning, use of dishwasher some days a week and use of AC in
standard mode some days during the months of July and August.
2.1 State of art
With the improvements in computational power and the use of GPUs1 came a huge
advance in ANN development and applications. From the discovery of the perceptron
(1958) and the multi-layer perceptrons (1965), to the introduction of more complex
models; convolution neural networks (CNN) and recurrent neural networks (RNN)
[Bag18]. The most important advance in this field came with the achievement of deep-
learning in neural networks, which led the training of hundreds of layers and so, the
exploration and improvement of the existing networks. This advances have had a direct
impact in the actual technology sector. Some of this application are; Voice recognition,
1Graphic Processing Unit.
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image classification, time series forecasting, medical diagnosis...
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Artificial Neural Networks (ANN)
In this section a brief presentation of ANNs is provided. An Artificial Neural Network
is an information processing paradigm inspired on the human brain. It is a biologi-
cal simulation done on the computer to perform certain specific tasks like clustering,
classification and pattern recognition. Inspired by the human brain, ANNs are able
to learn from and generalize from experience. One major application area of ANNs is
forecasting. By reason of; first, they learn from examples and capture subtle functional
relationship among data even if the underlying relationships are unknown or hard to
describe. Second, neural networks can generalize, they can infer the unseen part, pre-
dictions of future behavior, of the population. Third, ANNs are universal functional
approximators, they havemore general and flexible forms than the traditional statistical
methods. Finally, they are capable of performing nonlinear modeling without a priory
knowledge about the relationships between input and output variables [Guo14a].
3.1 Overview
This general overview is focused on a particular structure of ANNs, the multi-layer
feedforward networks, which is the most popular and widely-used network paradigm
in many applications including forecasting.
ANNs are a supervised learning system built of a large number of neurons, or per-
ceptrons. Each basic unit can make simple decisions and feed those decision to other
neurons, organized in interconnected layers. Each of this connections between neu-
rons have an associated weight (w), representing the importance of the corresponding
connection to the final result. A shallow network has only three layers of neurons; an
input layer (IL), one hidden layer (HL) and an output layer (OL). Meanwhile, a Deep
Neural Network(DNN) has two or more HL. Thus, DNNs are more accurate in solving
complex problems.
14 Use of Deep-Learning methods for energy consumption forecasting
Figure 3.1: General Structure of an ANN, source: [Raj19].
3.2 Learning process
Forward propagation:
First of all, weights are initialized and inputs, x, are fed into the network as the first
activation. Then, each neuron computes the sum of the weighted activations of all the
neurons in the previous layer, and then add some bias. This linear function, z(W, b),
is then followed by an activation function, a(z) which results in the output, that is the
activation for next-layer neurons. This process is performed by all neurons in all layers
until the output layer, whose neuron output, is the result of the network.





j ) + b
k
i (3.1)
aki (z) = g(z
k
i ) (3.2)
Where aki is the output of the neuron i of layer k2 and n(k−1) is the number of neurons in
the previous layer. wki,j is the weight of the connection between neuron j in layer (k−1)
and neuron i in layer k. g(x) is the activation function. bki is the bias of neuron i on layer
k.
Activation function:
An activation function is a mathematical equation which from the weighted sum of
input and biases, determines the output of a neuron, it dictates if the neuron can be fired
or not. ANNs rely on nonlinear activation functions, as the derivative of the activation
function helps learn complex patterns in data through the backpropagation process3
[CM18].
2The inputs of the network, are also known as the activations of layer 0, a0i .
3Common method of training a neural net in which the initial system’s output is compared to the
desired output, then the system is adjusted until the difference between the two outputs is minimized.
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Figure 3.2: Activation of a neuron, source: [Nav19].
Loss function:
When the forward process is performed to generate the initial prediction, there is an
error function (E), the Loss Function, which defines how far the result is from the actual
value. There are two commonly used Loss functions;






(yi − ŷi)2 (3.4)
Wherem is the total number of training examples. y is the target(actual) and ŷ the pre-
dicted value. Each equation serves to a particular type of problem. Hence, Eq.3.3, Cross
Entropy, is used in binary classification problems, while Eq.3.4, Mean Squared Error4, is
used for regression tasks.
The goal then, becomes to find a set of weights that minimizes the value ofE across the
whole training set. The mean of the Loss function applied to all samples of the training
test is known as Cost function. Individual weight’s influence on the loss function is
determined via backpropagation.
Backwards propagation:
In order to achieve the optimal set of weights, the backward pass is performed, moving
back from the network’s prediction to the neurons that generated that prediction. Sim-
ply stated, backpropagation is a method for calculating the first derivative of the error
functionwith respect to each networkweight to findweights that bring theLossFunction
to a minimum. It is done by the mathematical process known as GradientDescent
(GD)5. When the network is learning, it is actually minimizing the E(w, b) by com-
4MSE.
5It works by iteratively taking small steps towards a lower error value using the gradient of the error
function with respect to individual weights.
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puting the optimal value for the network parameters (w, b). As the MSE function is a
convex functions6, the aim is to find the global optimum with the GD, by iteratively
update the network parameters, (w, b).
The backpropagation algorithm can be decomposed in the following steps :
• Feed-forward computation
• Backpropagation to the output layer
• Backpropagation to the hidden layers
• Parameters updates
The algorithm is stopped when the value of the error function has become sufficiently
small [Roj96].
The update of the parameters is done as follows:
wki,j = w
k










Where α is a hyperparameter7 of the network, known as the learning rate, that deter-
mines how rapidly the parameters are updated. If the learning is to big, the optimal
values will be overshot. In contrast if it is too small, the convergence will require too
many iterations.
In order to perform the precedent equations is necessary to apply the chain rule. Con-



















is the derivative of the activation function.







6When the MSE function is passed a value that is unbounded U-shaped (convex) curve is the result.
When a bounded value from a Sigmoid function is passed to the MSE function the result is not convex
[Kha19]. That is the reason why MSE is commonly used in regression problems but not in classification
problems where the values is bounded between 0 and 1.
7Known as the parameters defined before the training, which affect the value of the network param-
eters during the training.
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Same process can be done for b.
With the classic GD, the parameters are updated after the whole training set has passed
over the forward and backward propagation, but this is usually not practical when
working with big sets of data. Typically, a batch of samples is run in one big forward
pass, and then backpropagation is performed on the aggregate result. The batch size is
an important hyperparameter that is tuned to get the best results. Running the entire
training set through the backpropagation process is called an epoch. The Stochastic
Gradient Descent (SGD) performs the GD with just one sample per step, in order to
avoid redundancy. The process of performing the gradient descent on a batch of sam-
ples per step is called the mini-batch Gradient Descent. Mini-batch GD performs an
approximation of the gradient from a batch of data points. Therefore, with the ad-
vantages from both, GD and SGD, mini-batch can result in stable estimations of the
parameters in fewer steps and much faster.
Overfitting and Underfitting
When the neural network is good at learning the training set but do not has the ability
to generalize that gained knowledge to additional, unseen examples, is said that the
network is overfitting. It is recognizable for suffering low bias8 and high variance9. It
can be avoid with retraining the same network with different initial weights values,
with a monitoring of the error after each iteration of the training and stopping the pro-
cess when it starts to over-fit the data or by adding a dropout10. On the other hand,
underfitting happens when the neural network is not able to accurately predict for the
training set, not to mention for the validation set. This is characterized by high bias and
low variance. Underfitting can be avoid by adding more training samples [Koe18].
8The existence of deviation between the real value and the prediction.
9Error, product of high sensitivity to small fluctuations.
10Hyperparameter that randomly stops from learning a certain percentage of neurons in every training
iteration. This ensures some information learned is randomly removed, reducing the risk of overfitting
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Exploratory Data Analysis (EDA)
During the EDA the first contact with the data took place. Statistical calculation were
performed aswell as the creation of plots to find out trends, anomalies, unseen patterns
and correlations within the data set. An EDA gives hidden information about the data
which is of utmost importance, in this case for the future steps relatedwith the building
and training of the ANN.
4.1 Data frame
Initially, the data frame was a CSV11 file with two types of data, the Timestamp12 and
the consumption values, both containing information from the first day of 2014 to the
last day of 2018. The timestamp was given in the following format; "YYYY-MM-DD
hh:mm:ss", and represented the precise moment at which the sensor took a measure
of the power being consumed. Regarding the consumption, was shown by a number,
representing the amount of power being consumed. The data points frequency were
minutes and the consumption was registered in Watts per minute (Wm), what is the
same, the energy consumed in every minute.
First thing to do was to restructure the data so that it was more tractable. Therefore, the
2.103.888 data points were took and summed up daily, reducing the shape of the array
to 1.462. The originated data frame was labeled as dc (Daily Consumption.
4.2 Target analysis
The target analysis represents the first contact with the object of study. It brings up
some descriptive information about the distribution, variability, outliers... The follow-
ing table is summary of the basic characteristics of the consumption values;
11Coma-Separated Values
12Sequence of characters that identifies when an event occurred.










Table 4.1: Description of the target
Figure 4.1: Target distribution. The blue curve a density probability function, the total
area under the curve integrates in to one. The y axis indicate the value of the
probability density, while the x axis indicates the real consumption values. The
vertical lines; the red one, signals the mean of the distribution while both yellow ones
indicate the limits were the 95% of the values are found.
Fig.4.1 represents the distribution of the data points. Broadly speaking, the set did
not look like a normal distribution, as it was asymmetric and the left tail was basically
focused in two values. On the right side there was a wider range of outliers values but
with low probability to appear. Was also remarkable the fact of finding an important
amount of points, as said before, on the 0 and 200kWm values. Those values became
subject of study on following sections of the EDA.
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Figure 4.2: Normal distribution
The precedent image is a normal distribution created from a sample of 1000 points, with
the actual mean and standard deviation (std) of the consumption values.
4.3 Outliers
The detection of outliers is related with the target analysis, hence information such as
the mean or std of the distribution for instance, compiled during the previous section
were used in the current section. In statistics, an outlier is a data point that differs
significantly from other observations. A data point classified as an outlier can indicate
either, high variability in the metered subject or an experimental error, as it can be the
disconnection of the sensor.
There are several methods utilized for outliers detection [MSK14], two of them were
used during the EDA;
The first procedure is through the visualization of a box plot. It is a method for graphi-
cally depicting groups of numerical data through their quartiles. Each "box" is defined
by the median13, 1st and 3rd quartiles. Box plots may also have lines extending ver-
tically from the boxes (whiskers) indicating variability outside the upper and lower
quartiles. The outliers are found further from the median than the whiskers, plotted as
individual points.
13Middle value of the dataset.
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Figure 4.3: Box Plot of Monthly Consumption
Figure 4.4: Box Plot of Weekly Consumption
Using the Pandas library of python, with the information contained in the dates pro-
vided by the timestamp, the data frame was expanded with a label for the day of the
week or themonth for instance. Both box plots emerged from thementioned operation.
The second method is using the mathematical formula. The advantage of this proce-
dure is that allows the detection and so elimination if necessary, of the outliers.
So the lower (LO) and upper outliers (UO) are respectively determined by the follow-
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ing formulas:
LO < (Q1− 1.5 ∗ IQR) (4.1)
UO > (Q3 + 1.5 ∗ IQR) (4.2)
Where the first and third quartiles were computed during the target analysis. The In-
terquartile Range (IQR), is a measure of dispersion similar to standard deviation or
variance, butmuchmore robust against outliers. And is equal to the difference between
the upper and lower quartiles.
IQR = Q3−Q1 (4.3)
The threshold values were 149.0065kWm and 606.4185kWm, represented as red hori-
zontal lines in the following plot.
Figure 4.5: Daily consumption, with identification of outliers.
It is important to understand if those extreme values need to be removed or corrected.
In this case the values, the outliers found over the upper threshold were not removed
for the study as they represent real electric energy consumption values and so the net-
work needs to know of their existence and be trained with them.On the other hand, the
outliers found under the lower thresholdwere removed considering that the only value
under 149.0065kWm is 0kWm which is an experimental error.
4.4 Removing missing data
It is always necessary to remove the points which represent an error occurred during
the tracking of information, as those are not real values, hence the ANN does not have
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to be trained with them. Once it is known of the existence of outliers which need to be
removed, it is time to analyse exactly which type of values are they, which percentage
they represent and if there is the need of substituting them for other values or not.
Zooming on the drop of October 2016, was seen that, actually, there is not a single value
from the 22nd of September to October 23rd of November. This situation led to once
reshaping the data set from minutes to hours, days, or months, the Panda’s function
gave zero value as the sum of non values. So a methodology was performed in order
to remove the zeros each time that the data set was reshaped.
Figure 4.6: Percentage of removed data.
The zeros represented just a 2.5% of the whole set, so there was no need of addingmore
points on their place, as the remaining data was enough for the experimentation with
the network.
4.5 Correlations
The correlation coefficient is not the greatest method to represent the "relevance" of a
feature, but it does give an idea of possible relationships within the data. Correlation
between features of the dataset and the target can provide insight into which variables
may or may not be relevant as input when developing a model to train the network.
At first thought, the consumption of a family can be related with either if it is weekday
or weekend, if it is a holiday or just a regular day and maybe the season of the year in
which the consumption is tracked. All of them are relevant, although, just the first two
were discussed in this section as there is another statistical method, by which is easier
to analyse seasonality.
In both cases a Point-Biserial Correlation was used to measure the importance of the re-
lations. It is a correlation measure of the strength of association between a continuous-
level variable (consumption) and a binary variable (either being weekend or not, or
being a festivity day or not) [DeJ19]. Like all Correlation Coefficients (e.g. Pearson’s r,
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Spearman’s rho), the Point-Biserial Correlation Coefficient measures the strength of as-
sociation of two variables in a single measure ranging from -1 to +1, where -1 indicates
a perfect negative association, +1 indicates a perfect positive association and 0 indicates








Table 4.3: Festivities Correlation.
Another type of correlation was done in the interest of knowing how the consumption
of previous days is connected with the consumption of the target day. So the following
values represent the correlation between the value of consumption of previous days
with the consumption of the actual day.
cons. 1_day 2_days 3_days 4_days 5_days 6_days 7_days
cons. 1.0000 0.5249 0.4879 0.4258 0.4030 0.3895 0.3020 0.3961
1_day 0.5249 1.0000 0.5282 0.4926 0.4278 0.4027 0.3902 0.3084
2_days 0.4879 0.5282 1.0000 0.5280 0.4925 0.4283 0.4029 0.3900
3_days 0.4258 0.4926 0.5280 1.0000 0.5281 0.4936 0.4288 0.4020
4_days 0.4030 0.4278 0.4925 0.5281 1.0000 0.5284 0.4936 0.4291
5_days 0.3895 0.4027 0.4283 0.4936 0.5284 1.0000 0.5283 0.4958
6_days 0.302035 0.3902 0.4029 0.4288 0.4936 0.5283 1.0000 0.5297
7_days 0.3961 0.3084 0.3900 0.4020 0.4291 0.4958 0.5297 1.0000
Table 4.4: Correlation with previous days
These results showed a weak correlation between consumption and weekends (Table
4.2) and festivities (Table 4.3). It means that none of the studied cases produce a signifi-
cant variation, either a rise or descent, on the consumption of electric energy. Regarding
the last table (Table 4.4), as it was presumable the relation of the actual consumption
with the one at same minute, but on previous days, is decreasing as days get farther.
4.6 Seasonality
Seasonality refers to periodic fluctuations. In time series data14, seasonality is the pres-
ence of variations that occur at specific intervals shorter than a year, such as weekly,
14Points of data sequenced in successive order in time.
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monthly, or quarterly. It may be caused by various factors, such as weather, vacation,
or holidays and consists of periodic, repetitive, and generally regular and predictable
patterns at the levels of a time series. There are four common seasonality types: yearly,
monthly, weekly, and daily.
Figure 4.7: Rolling mean of the total consumption [kWm], window of 7 days.
The rolling mean is a way to visualize seasonality, removing part of the outliers and
other noise.
Monthly Seasonality:
Firstly, a newdata frame15, was created from the dcdata frame. Itwas reshapedmonthly,
computing the daily mean of each month. So the monthly seasonality is represented
on the following plots;
15The new data frame was labeled as mm (Monthly Mean)
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Figure 4.8: Monthly Seasonality of all years.
(a) 2015 (b) 2016
(c) 2016 (d) 2016
Figure 4.9: Monthly Seasonality divided by years.
Themonthly seasonality from Fig. 4.10, showed some repetitive patterns over the years
as well as some anomalies to zoom on. Focusing (Fig.4.9), it can be seen a drop of
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the consumption over first trimester of the year, followed by a raise during June and
July and another one during the last trimester of the year. At the 2016’s plot there is a
missing part, October 2016, that is missing because in order to make a first comparison
between years, the four yearswere plotted over the same range of values, from 300kWm
to 480kWm. However, the extreme decrease in consumption suffered during October
2016 is clearly represented in the general plot.
Zooming on each year’s graphic, it was noticeable that each month, over the four year,
had similar values. Despite the similarities, some differences were visible.
In order to zoom in some interesting aspects of consumption trends, the dc data frame
was more appropriated.
Drop in October 2016:
Probably the most remarkable aspect from Fig.4.7 is the Drop in consumption form
October of 2016.
Figure 4.10: Drop October 2016
As commented on the previous section 4.4, from September 23rd to October 22nd the
consumption was a constant 0Wm value. Even when anyone is home, the consumption
of a house is never absolute zero, as there is always a remaining consumption from
plugged devices such as the fridge, freezer, TV,etc. Either if it is to maintain a certain
temperature or just for remaining in stand by. So this 0 value recorded by the sensor
was caused by a total disconnection from the mains or at least a disconnection of the
sensor.
Drop in May 2016:
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Figure 4.11: Drop May 2016
There was little, but not null, consumption during last week. In general there was lower
consumption on May and June of 2016 compared to the other years.
Drop in May 2017:
Figure 4.12: Drop May 2017
Same case as in October of 2016 from 8th to 11th of May 2017.
June:
June was plotted for the four years as an unusual month, with different consumption
trends each year.
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(a) 2015 (b) 2016
(c) 2017 (d) 2018
Figure 4.13: Daily consumption on June divided by years.
In 2015 and 2016 the consumption was quite uniform, low variability, with lower val-
ues on 2016. In 2017 there was a huge pick in consumption, more variability than in
previous years and in general higher consumption. Finally in 2018, the two first weeks
where uniform following the 2015 and 2016’s trend. Although there was a raise on the
third week of the month, on the last week the consumption decrease again till values
under the mean of the two first week.
July 2016:
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Figure 4.14: July 2016
Lowest consumption of all July was on 2016, may be due to not such a hot summer as
June of same year showed also lower values compared to the other years.
The stand by periods:
(a) 2015 (b) 2016
Figure 4.15: Stand by periods.
Both plots show periods of time with a constant 200 kWm of consumption, assumable
to the remaining consumption commented before.
To sum up, there is a perceptible, general, seasonality over the years, which it is worth
to take into account when modeling the neural network.
Weekly Seasonality:
An analysis of the week period was performed too. The points from the dc data frame
were grouped by day of the week and then the mean was computed to each day.
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Figure 4.16: Mean of consumption by day of the week.
(a) 2015 (b) 2016
(c) 2017 (d) 2018
Figure 4.17: Mean of consumption by day of the week divided by years.
A similar pattern was observed on the 3 first years with a change on 2018 (Fig. 4.17d).
The first pattern describes an almost constant value, with small variability, during the
first 4 days of the week, with a pick on Friday, descent on Saturday and a rise back on
Sunday. On the other hand, in 2018 there was a pretty constant value of consumption
with low variability for the whole week with a peak on Sunday.
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Comparing years seasonality:
The following plots show, in general perspective, how the consumption of energy has
changed during the years for this dwelling.
Figure 4.18: Monthly consumption
Figure 4.19: Mean of consumption per minute group by year.
On the first image (Fig.4.18) the monthly consumption for each of the years is repre-
sented, so the difference between each year is perceptible. Apart frompunctual aspects,
such as the summer raise in consumption of 2017 which started a month before, the
years follow a similar trend with a displacement towards lower values of consumption
from 2015 to 2018. The second one (Fig.4.19), instead, shows the mean of the values
of consumption per minute that the sensor has been tracking from 2015 to 2018, both
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included. This could be an indicator of how energy technology have improved over
years.
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5
Building process
Building a neural network for a particular forecasting problem is a nontrivial task. This
process can be specified by three entities; interconnections, the activation functions and
the learning aspects.
Interconnection can be defined as the way processing elements (neuron) in ANN are
connected to each other. These arrangement have two layers which are always common
to all network architectures, input layer and output layer. The IL accepts input features.
It provides information from the outside world to the network, no computation is per-
formed at this layer, nodes here just pass on the information(features) to the hidden
layer. On the contrary, the OL bring up the information learned by the network. The
third type of layer are the HL, which perform all sort of computations on the features
entered through the input layer and transfer the result to the output layer. The addi-
tion of neurons to the HL, is translated to an boost of the system’s computational and
processing power, however, the training phenomena of the system gets more complex
at the same time.
The purpose of the activation function is to introduce non-linearity into the output of a
neuron so that is not just a simple linear-regression problem. The function is activated
when the computed result reaches the specified threshold [Mal17]. The input on this
instance is the weighted sum plus bias, associated to a particular neuron:
Output = activation(x1w1 + x2w2 + x3w3 + ...+ bias) (5.1)
Theway anANN learns, as explained earlier 3.2, entails several choiceswhich influence
the speed and complexity of the training as well as the certanty on the computation of
the output values.
The previous concepts are defined by what is known as hyperparameters; external pa-
rameters from the model, specified to adjust the network optimizing the accuracy, ex-
ecution time and memory required. The aim of this section is to gather the necessary
information on the modeling of the network, then select a set of the optimal values.
Finally perform the development test so that the best combination of the chosen hyper-
parameters is finally found.
5.1 The architecture of the network
Artificial neural networks are typically composed of layers of nodes, where all the input
nodes are in one input layer, all the output nodes are in one output layer and the hidden
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nodes are distributed into one or more hidden layers in between. Hence, the design of
the structure is defined by: the number of layers and the number of nodes the hidden
layer has.
The most reliable way to configure these parameters for each specific forecasting prob-
lem is via systematic experimentation [Bro17]. However, this method can be to com-
plicated if lack on experience, as there are so many possibilities.
A single-layer neural network can only be used to represent linearly separable func-
tions, that is way a "Multi-layer Perceptron" (a.k.a MLP) was chosen. With one hidden
layer, an MLP can approximate any function that is required. In addition a single HL
provides a shallow instead of a deep neural network, which reduces the complexity of
the network and so the amount of computation required.
There is a lot of discussion regarding the number of nodes required for each of the
hidden layers, and there is not an unarguable valid number. Despite of the controversy,
there are some papers related to this topic which claim that fewer hidden nodes are
better as they have better generalization16 and less overfitting. For the observed data,
there are an infinite number of functions that pass through all input-output pairs. The
“best” function is not necessarily one which fits all of the observed data, but instead is
one that generalizes well. In modeling of ANN literature, some well known values for
the number of hidden units is either, n, n+1, 2n and n/2 [Guo14b].
Nevertheless, is important to keep in mind that in Deep-Learning each problem is dif-
ferent and so a good starting point is to analyse related problems for testing some ideas.
Taking all this into account during the development test, for almost all the models, one
hidden layer was build, one attempt with 2 hidden layers was done too. The choice of
the number of hidden units is more complex so all the models have been build with n,
2n and 32 or 50 hidden nodes. The 32 and 50 gave the perspective of the effect of having
a much larger value than the n and 2n.
Regarding the other layers, at the beginning of the project was settled that one output
was going to be computed each time. The number of nodes at input level depends on
the inputs used to feed the network, which was different for each model.
5.2 Data normalization
Data normalization is often performed before the training process begins and it is an
important aspect for the further building of the network so it needs to be mentioned in
this section too. Why is it so important? Normalization makes training less sensitive
to the scale of features. The use of a normalization method will improve analysis from
multiplemodels. In addition, normalizingwill ensure that a convergence problemdoes
not have amassive variance, making optimization feasible. There is some debate stating
it is better to have the input values centred around 017 rather than between 0 and 1
[DeF19], but this is not a topic to deepen now. Focusing on the normalization, all data
points were rescaled such that any specific z will now be 0 ≤ z ≤ 1, and was done
16Generalization is the ability to make successful predictions on unobserved inputs from observed
data.
17Resulting of the process known as standardization.
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It is worth to mention that, as a result of normalizing, the observed output of the net-
work correspond to the normalized range. Thus, to interpret the results obtained, those
values must be rescaled back to the original range.
5.3 Initialization
Asmentioned before, artificial neural networks are trained using a stochastic optimiza-
tion (SO) algorithm. SO18 algorithms use randomness in order to find a good enough
set of weights for the specific mapping function from inputs to outputs in the data that
is being learned. Specifically, SGD requires that the weights of the network are initial-
ized to small random values. Although in general practice biases are initialized with 0,
in the hypothetical situation of the weights being initialized to 0 too, all neurons of the
same layer would perform the same computation. Therefore, the derivative with re-
spect to loss function would be the same for all the wki , thus all weights would have the
same value in subsequent iterations. This make hidden units symmetric and continues
for all the n iterations.
There are several initialization methods. One of the most generally used is the Xavier19
initializationwhich initialize theweights by drawing them fromaGaussian distribution
with zeromean and a specific variance which depends on the number of neurons at the





Is important to not initialize the weights to large or too small numbers. Otherwise, the
gradient of the activation function will be performed on the extremes of the activation
function, were the slope is softer, thus the optimization algorithm would slow down.
5.4 Activation function
The activation function is also called transfer function. It determines the relationship
between inputs and outputs of a node and a network. The most used activation func-
tions in practice include:
• Linear function
• Sigmoid function
g(z) = (1 + e−z)−1 (5.4)
18Stochastic optimization methods are optimization methods that generate and use random variables.
19Also known as Glorot.
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Figure 5.1: Sigmoid function, source: [V17]





Figure 5.2: Tanh function, source: [V17]
• Rectified Linear Unit (ReLU)
g(z) = max(0, z) (5.6)
Figure 5.3: ReLU function, source: [V17]
• Sine or cosine function
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Generally, a network may have different activation functions for different nodes in the
same layer. However, in this case, the same functionwas used for the entire layer, with a
different transfer function for the hidden layer and the output one. Conventionally, the
sigmoid activation function seems well suited for the output nodes for many classifica-
tion problemswhere the target values are often binary, as the range of values, showed in
Fig.5.1, is [0,1]. For the problem of study, values have been normalized, Section 5.2, so
even though is a forecasting problem, the logistic function20 was chosen for the output
layer. For the hidden layer, the ReLU, being less computationally expensive than tanh
and sigmoid as it involves simpler mathematical operations, and tanh were compared
during the development test.
5.5 Learning algorithm
The neural network training is a non linear minimization problem in which the weights
of the network are iteratively modified to minimize, in this case, the total squared error
between the desired and actual output values for all output nodes. To continuewith the
same philosophy, there are several optimization methods and non of them guarantee
an optimal solution for a general problem. So again, the most popularly used training
methods were chosen.
Therefor, the SGD algorithm was selected, Section 3.2. For this algorithm, a learning
rate must be specified which determines the magnitude of the change suffered by the
weight on each iteration. The training can be quite sensitive to this hyperparameter
as a smaller learning rates tend to slow the learning process while larger ones may
cause network oscillations in the weight space. A possible way to improve the learning
process is to include two additional terms; momentum, which makes the next weight
change in more or less the same direction as the previous one and so to reduce the
oscillation effect of larger learning rates, a typical choice of momentum is between 0.5
to 0.9. The other term is the decay, which makes the learning rate, or what is the same
the learning step size, to decrease through every iteration, producing a big step size
at the beginning of the descent and smaller, more precise, step size at the end while
approximating to the optimal value.
Again the best values for the learning parameters are usually determined through ex-
perimentation, in between a selected group of values. Among those values, 0.05, 0.01
and 0.001 were compared for the learning rate, while momentum and decay were fixed
at 0.9 and 1e-6 respectively.
The challenge of using learning rate schedules21 is that their hyperparameters have to
be defined in advance and they depend heavily on the type of model and problem. By
contrast, adaptive gradient descent algorithms such as Adagrad, Adadelta, RMSprop
and Adam, provide an alternative to the classical SGD. These learning rate algorithms
provide heuristic approach without requiring expensive work in tuning hyperparame-
ters for the learning rate schedule manually [Lau17].
In order to have bothmethodologies, apart form the SGD in representation of the learn-
20The sigmoid function is also known as logistic function.
21Methodology by which the learning rate changes during the training.
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ing rate schedule, two adaptive gradient descent algorithmswere compared during the
modeling too;
• Adagrad; is an optimizer adapted to how frequently a parameter gets updated
during training. The more updates a parameter receives, the smaller the learning
rate.
• Adam [KB14]
To conclude with the learning aspects the Loss function was chosen; the ones used for
default are the "Cross-Entropy", used in classification problems, and the "Mean Squared
Error", for regression ones. So as this case requires, the MSE has been used. As a
good metric is required to be able to numerically compare different models, the "Mean
Absolute Percentage Error" was chosen.
5.6 Number of Epochs and Batch size
The SGD algorithm is iterative. This means that the search process occurs overmultiple
discrete steps, each step hopefully slightly improving the model parameters. For bet-
ter understanding lets start with some clarifications; a training dataset is comprised of
many rows of data, e.g. many samples. The batch size is a hyperparameter that defines
the number of samples towork through before updating the internalmodel parameters.
On the other hand, the number of epochs is a hyperparameter that defines the number
of times that the learning algorithm will work through the entire training dataset. An
epoch is comprised of one or more batches [Bro18].
How this hyperparameters are combined together, is thinkable as a for-loop over the
number of epochs where each loop proceeds over the whole training dataset. Within
this for-loop there is another one that iterates over each batch of samples, where one
batch has the specified “batch size” number of samples. At the end of each batch the
predictions are compared to the expected output variables and an error is calculated.
From this error, the learning algorithm is used to improve the model, in this case de-
scending over the gradient.
When the batch size is more than one sample and less than the size of the training
dataset, the learning algorithm is called mini-batch gradient descent. In the case of
mini-batch gradient descent, popular batch sizes include 16, 32 and 64 samples. The
number of epochs is traditionally large, often hundreds or thousands, allowing the
learning algorithm to run until the error from the model has been sufficiently mini-
mized. In the literature the number of epochs is commonly set to 10, 100, 500, 1000,
and larger... For the case of study, using a line-plot showing the metric value and the
value of the loss function, Fig. 5.4, over the number of epochs, the following values
were selected to be analysed during the development test; 10, 50, 100 and 150.
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Figure 5.4: Decreasing of the value of the loss function per epoch.
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6
Development Test
The Development Test is a process where a representative sample of the set is selected
and fed to the network in order to perform the hyperparameter searching, as well as
the selection of the inputs and data frequency introduced in the ANN. The advantages
of using just a sample of the set of data, is that the computational time is significantly
reduced andmore time can beused trying a higher diversity ofmodels and combination
of hyperparameters for the network. Although it is actually part of the building process,
due to the large volume of work done during this section, it was considered to present
it separately from the previous section.
First of all, the precise data for this test was selected as follows; the consumption over
the years is slightly changing and for the two last years the distribution, mean and std,
were quite similar. This added to the technological improvements it is thinkable that
consumption will continue changing. Yet from a year to the following one this change
will not be to significant. Taking all this into account, the sample of the last available
year’s data was selected for the development set, which represents a 25 % of the whole
set of data.
After according the values of the hyperparameters of study, to optimize the forecasting
of the network,Section 5, was time to select the differentmodels to fed the networkwith.
6.1 Categorical variables
Is interesting to point out briefly, before creating the models, what a categorical vari-
able is and mention the common ways to introduce them as inputs. Categorical data
are variables that contain label values rather than numeric values, where each value
represents a different category. The issue is that many machine learning algorithms
cannot operate on label data directly. They require all input and output variables to be
numeric. Hence, there are many ways to handle categorical data with neural networks
[Ked17]. The most commonly used ones are the Ordinal encoding; an integer is as-
signed to each category. It does not add any new columns to the data, but implies an
order to the variable that may not actually exist. And the One Hot Encoding (OHE);
transforms a single variable with n observations and d distinct values, to d binary vari-
ables with n observations individually. Each observation indicating the presence (1) or
absence (0) of the dichotomous binary variable.
Both procedures have some disadvantages, ordinal encoding would assume the exis-
tence of some hierarchy in the categories, as if February would be ’better’ or ’higher’
than January. While OHE increase the number of inputs and thus the complexity of the
44 Use of Deep-Learning methods for energy consumption forecasting
net. However the second onewas used to describe themodels, then the hierarchical bias
was removed from the training.
6.2 Models
In a previous part of the project, Section 4, an exploratory analysis of the data was per-
formed aiming to discover any kind of relevant insights on the set such as the correla-
tions, trends, etc. Is during the creation of the different models where this information
was first applied.
The aim of this project is the study and performance of developing an ANN capable
of predicting, with the highest accuracy as possible, the demand in electric energy of a
particular dwelling a day in ahead.
Model 1;
• Identification of the weeks day
• Value of consumption at same precise moment, on the previous day
• Value of consumption at same precise moment,two days before
Total number of Inputs = 9
Model 2;
• Identification of the weeks day
• Value of consumption at same precise moment, on the previous day
• Value of consumption at same precise moment,two days before
• Binary input representing either it is a festivity day or not
Total number of Inputs = 10
Model 3;
• Identification of the weeks day
• Value of consumption at same precise moment, on the previous day
• Value of consumption at same precise moment,two days before
• Season of the year
Total number of Inputs = 13
Model 4;
• Season of the year
• Value of consumption at same precise moment, on the previous day
• Value of consumption at same precise moment,two days before
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Total number of Inputs = 6
Model 5;
• Values of consumption from 1h until 12h before, in a time-frequency of an hour
Total number of Inputs = 12
Model 6;
• Values of consumption at same precise moment, from 1 until 12 days before
Total number of Inputs = 12
Model 7;
• Values of consumption from 1h, 2h, 4h, 6h, 8h, 10h and 12h before
• Value of consumption at same precise moment, on the previous day
• Identification of the weeks day22
Total number of Inputs = 12
Not all models were done at the same point. Indeed, 1st to 4th model were done firstly
in order to select the significant inputs and discard the less relevant ones, basically
regarding the correlations and trends studied during the EDA. Secondly, 5th and 6th
model were created to compare which proximity is more informative and, therefore,
serves better to the training of the network. Finally, the 7th model was created as a
result of the previous analysis. Source code of the model creation procedure at Annex
A I.
6.3 Results
When thinking of how to evaluate the performance of an ANN there several aspects to
study. Consequently a coefficient was created to fairly compare the different models.
This coefficient (α), is composed of three variables; accuracy, computational time and
complexity.
Obviously the accuracy, how the network is capable of approximating the output to the
real target values, is the most important aspect. An accuracy measure is often defined
in terms of the forecasting error which is the difference between the real and the pre-
dicted value. There are several measures of accuracy each with some advantages and
limitations. For this particular problem the MAPE23 was selected. Between complexity
and time, complexity received more relevance. Being, in case of a real implementation,
the memory required to perform the computation and forecasting dependant on the
22For this model a slight change was done; instead of having a binary value for each of the days, the
number of inputs was reduced creating a category for the Monday, Tuesday, Wednesday and Thursday
together. An individual one was done for each of the other days.
23Mean Absolute Percentage Error.
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complexity of the net. The complexity was described as the number of inputs, consid-
ering that the more inputs the more connections and so complexity the network has.
Lastly the modeling time was also added to the formula with lowest weight. In or-
der to compare times, the computational time required to perform all combinations of









Where y is the target value, ŷ is the predicted value and N represents the total number
of samples the network is trained with.
α24 = 0.55 ∗MAPE + 0.35 ∗ inputs+ 0.1 ∗ time (6.2)
Once the first six models were done and the possible values for the hyperparameters
were selected, was time to start with the development test. Therefore, with several for-
loops, all combinations of parameters were computed for each model. Afterwards, the
accuracy of last epochs was selected and the five best of themwere saved together with
their respective combinations. Finally with the mentioned values of the MAPE their
mean was computed and used to compare the models.
The Table 6.1 is the result of the previously explained selection for the case of model
7 with the ReLU function and Adagrad optimizer. Therefore, at Table 6.3 at the cor-
responding cell, is found the mean of this MAPE values, right at the left of the time








Table 6.1: Best five MAPEs of Model 7.
24Definition of the Coefficient.
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ReLU SGD Tanh SGD ReLU Adagrad
Model MAPE(%) Time(min) MAPE(%) Time(min) MAPE(%) Time(min)
1 40.886 35.13 40.884 34.85 40.889 37.77
2 42.885 44.85 42.181 49.79 40.382 43.79
3 41.084 44.04 45.019 41.50 39.690 44.74
4 43.412 36.83 44.037 36.48 42.996 38.23
5 35.142 45.75 37.650 43.72 30.853 41.69
6 39.518 35.76 39.713 37.63 37.685 43.57
Table 6.2: Results of first models
Focusing on the hyperparameters, firstly the ones related with the training algorithm,
theAdagrad showed a better performance. Regarding the activation function, although
ReLU seemed to perform better, there is not a clear difference. Moving to the models,
Table 6.2 shows a visible difference inMAPE, however as commented in Section 5.3 the
neural network is initialised with random values of gains or weights, thus resulted in
different starting points per each simulation during the training phase. Consequently,
samemodelwith equal structure and hyperparametersmay result in a range of possible
performance or accuracy values. Therefore an experiment , Subsection 6.3.1, was done
in order to find out this range of values, which determine the difference in performance
that allow to dictate that one model is better or worst than the others.
From models 1 to 4, the worst one was the 4th, which appeared to be the only one
without the day of the week as an input. Focusing on the three first ones, there was
not a significant difference between their performances. Therefore the labels informing
about the season of the year25 and either if the target day was a public holiday or not26,
were not necessary for the network, as those features didn’t appear tomake a difference
on performance. Finally, models 5 and 6 had best performance than the others, which
is reasonable considering that all inputs they had were values of consumption from
previous time-steps. Between them, the fifth model had better results, which 12 inputs
represented the consumption that the sensor registered from the 12 previous hours to
the target time.
Consequently, with this results model 7 was defined using a mixture of the inputs from
the best performing models with some modification. For example the day of the week
was identified being Monday, Tuesday, Wednesday and Thursday considered equals
as they showed similar behaviour during the EDA. Likewise, the information about
consumption of last 12 previous hours was introduced with lower frequency. All this
modifications led to a better model without such a significant level of complexity.
25Model 2.
26Model 3.
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ReLU SGD Tanh SGD ReLU Adagrad
Model MAPE(%) Time(min) MAPE(%) Time(min) MAPE(%) Time(min)
7 30.486 36.90 36.005 33.63 30.382 37.21









Table 6.4: Coefficient values.
Table 6.4 shows lowest coefficients for the last three models. Hence, models 5 to 7 were
selected for the training test.
6.3.1 1000 iterations experiment
The purpose of this experiment was to determine the range of values ofMAPE inwhich
was considerably an equal performance. The randomness provided by the SO and the
initialization of the network weights, determines that the same specific network on the
same specific training datawill feed a different networkwith a differentmodel skill each
time the training algorithm is executed. Therefore, same model with equal structure,
and the Glorot Uniform initialization, was run a thousand times. Meanwhile theMAPE
of each simulation was being recorded in a data frame. The following table and plots
manifest the result of the experiment:









Table 6.5: Statistical description.
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Figure 6.1: Distribution of the MAPE for 1000 simulations. The blue curve a density
probability function, the total area under the curve integrates in to one. The y axis
indicate the value of the probability density, while the x axis indicates the MAPE
values. The vertical lines; the red one, signals the mean of the distribution while both
yellow ones indicate the limits were the 95% of the values are found.
Figure 6.2: Box plot of the MAPE for 1000 simulations
The table represents a summary of the resulting distribution features. Both plots show
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the range where the majority of the values, a 95%27 of them, were found. Hence, was
concluded that there was a difference of 2 percentage points in the MAPE value of the
net which had to be considered as a margin when comparing models.
6.4 Hyperparameters
The optimal combination of hyperparameters was selected after choosing the models.
From the best combinations of the selected models the number of hidden nodes and
the learning rate were clearly 50 and 0.01 respectively. Fig. 6.3 represents the accuracy
of the 108 combinations performed with Model 7 using the ReLU function to activate
the HL and Adagrad as optimizer algorithm. The way the combinations were codified
led this plot to be divided by thirds, source code of the hyperparameter searching and
codification at Annex A II. Consequently, the most significant observation, apart from
the peaks28, is the three clearly divided zones, due to the variation on the number of
HN. First third equals to 12, the second to 24 and the last one to 50 HN. The instructions
of the codification are found at the annex.
Figure 6.3: Combinations of Hyperparameters.
On the other hand, the optimal values for the batch size and the number of epochs
were not well defined. Combinations with a batch size of 32 and 64 and 50, 100 and 150
epochs all appeared in best combination of hyperparmeters of some models without a
clear trend. So a last experiment was done comparing those values, concluding with 64
27From the mean to two times the std on both sides, is holded a 95% of the data, marked by the orange
vertical lines in Fig. 6.1. Box plot shows same result.
28Peaks showed that worst thing was to combine a low number of HN, 12, with a lr of 0.05.
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and 150 as themore suitable values for the problem, experiment description and results




Activation of the HL ReLU
Activation of the OL Sigmoid






Table 6.6: Hyperparameters selected for the training.
Those are the final values selected for each of the hyperparameters, used during the
training of the ANN.
6.5 Frequency
Frequency is an aspect of the dataset which has been already mentioned in previous
sections. During the EDA frequency was modified to show higher diversity of insights
around the data set. However, still any analysis, related with the optimization of the
ANN, has been presented.
After selecting the best models, combination of hyperparameters and structure for the
net, three frequencies were compared. Thus, a training test was performed for models
5 to 729, with three different data frequences; 15 minutes, 30 minutes and hourly. The
test resulted in a better performance of the network when it was fed with a frequency
of an hour, experiment description and results at Annex B I.
29All models with the already selected values of each parameter.
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7
Training process
In this chapter, the procedure related with the training of the ANN is exposed. Starting
with the split of the set over Training and Test samples, the modifications done to the
network parameters and closing the chapter sharing the results found applying the
different models.
7.1 Training/Test split
As mentioned earlier, a training-test split is typically required for an ANN forecast.
The test set has to follow two conditions: First of all, it must be large enough to yield
statistically meaningful results. Secondly, the test set needs to be representative of the
data set as a whole [Goo19]. In other words, this set of data must not contain different
characteristics than the training set. Assuming that the test set meets the preceding two
conditions, the goal is to create a model that generalizes well to new data.
The first issue here is the division of the data into both sets. Although there is no general
solution to this problem, several factors such as the problem characteristics, the type of
data and the size of the data set should be considered while making the decision. The
literature offers little guidance in selecting the training and test samples. In general the
sample size is closely related to the required accuracy of the problem. The larger the
size, the more accurate the results will be. For this particular problem, the models and
the selected network hyperparameters did not represent a high complexity, hence, the
data size was not a limiting factor of the accuracy achieved. Therefore from a 70/30 to
a 90/10 split there was not a big difference in performance30.
In agreement with the precedent arguments, the following piece of code shows how
training and test sets, for model 7, were split, 90/10, randomly using the sample() func-
tion from Pandas.
Code for training/test split:
1 m7_train = m7.sample(frac=0.9, random_state=1)
2 m7_test = m7.drop(i9train.index)
3 xtrain, ytrain = m7_train.iloc[:, :12], m7_train.iloc[:, -1:]
4 xtest, ytest = m7_test.iloc[:, :12], m7_test.iloc[:, -1:]
5 ytest.head(8)
3070/30 showed a 30.57% MAPE at test Vs. a 29.47% on 90/10.
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Wherem7 was a data frame containing the inputs of model 7 on the first columns and











Table 7.1: First target values of the Test set.
Table 7.1 is the representation of the 8 first target values of the Test set.
As Keras allows, during the training, a validation split was done too. The model set
apart a fraction of the training data, which did not train on, and evaluated the loss and
metrics on this data at the end of each epoch. Source code of the training and test at
Annex A III.
Is of high importance to never train on test data. Otherwise, it would not longer be
accurately measuring howwell the model generalizes to new data. A good indicator of
training data on the test set is a much higher precision on the test than the training.
7.2 Modifications
On Section 6.4 the corresponding parameters of the network were properly selected.
However, those decisions were not done with the whole set of date, so was assumable
that some changes could be done during training. Consequently, aiming to optimize the
forecasting, the initialization of the parameters was changed. Initially a Glorot Uniform
initialization was selected, which draws samples from a uniform distribution where
limits are ±0.5. Another initializer was used during training which presented lower
limits, ±0.05. Likewise, the number of epochs was increased to 250 and the number of
HN to 75. The corresponding increase of the accuracy due to the precedent modifica-
tions, is represented in the results.
7.3 Results
Same procedurewas performed for the threemodels. After dividing the data in the two
sets and preparing the network for the training and corresponding test, the algorithm
was compiled. Next, the predictions were done with the test sample. This section is
a summary of the results from the just mentioned steps and the conclusions based on
them.
Firstly, after the training was performed the learning rates were plotted. This visualiza-
tion serves as indicator of an acceptable number of epochs.
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Figure 7.1: Learning Rate during the training of model 5.
At Fig. 7.1 the evolution of the loss function’s value over the epochs for model 5 was
represented. In otherwords, it shows how the performance of the network is improving
during the training. It is perceptible how the function continued decreasing after 150
epochs till the end and how it would probably continue decreasing a bit more. How-
ever, the rate of improvement over time consumed and complexity was not worth it.
Consequently, 250 epochs was chosen. For model 6 and 7 the learning rate was quite
the same.





Table 7.2: Training performance.
There was an improvement in performance of each model, compared to the develop-
ment performance. A consequence of the modifications done to the network hyperpa-
rameters, and to the increase of the size of the data set used to fed the ANN. Regarding
the time, is less than 2 minutes per training and quite similar between them. Consider-
ing that the complexity of themodels was practically the same, they had same structure
and similar inputs, similar times were expected. As a whole this results proved that is
possible to get a better accuracy of a network by selecting the appropriate inputs, with-
out this leading to an increase in complexity and time computing.
The results of the predictions for the Test data points was quantified numerically and
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visually. TheMAPE of the predictions, Table 7.3, were similar to the training oneswhile





Table 7.3: Test performance
Next images represent the relationships between the real values and the predicted ones.
The dots in a scatter plot not only report the values of individual data points, but also
patterns when the data are taken as a whole. Therefore, in a forecasting problem this
type of plot visually indicates how close are the predictions to the actual values. A
result with 100% of accuracy would draw a perfect diagonal, with slope equals one,
where each point would have same value for both axis.
(a) Model 5. (b)Model 6.
Figure 7.2: Scatter plot of the predicted Vs the real values.
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Figure 7.3: Scatter plot of the predicted Vs the real values, Model 7.
The data used for the representation of the plot was still scaled so values go from 0
to 1. The scatter plots show a higher density of points at lower values. This values
correspond to the bast majority of the data. While less points are found with higher
values, which correspond to the outliers. The shape represented by the dots show how
for the central tendency, the difference between the actual values and the predictions is
lower, in some cases there is no difference. However for the outliers, the network was
not able to predict with certainty on high values. Instead, computedmore values inside
the central tendency range. Therefore, while the real sample of values was found from
almost 0.1 to 0.8, the predicted sample was found from same lower threshold to little
more than 0.4 for models 5 and 6, and around 0.35 on model 7. There is a phenomena,
which created some kind of limits on the forecasted values. This effect draws a line on
the plot, clearly seen in Model 6, also perceptible on Model 7.
Finally, the normalization of both the predicted and the actual set was inverted and
some plots were generated in order to compare both samples. The aim was to visually
represent the accuracy of the forecasting. This images show how prediction behaves on
the central tendency as well with the peaks of consumption. Before starting the com-
parison, remember that test values were selected randomly so any kind of seasonality
or trend is expected. The samples were reduced as the whole set was to big to clearly
visualize the differences on both types of data. Therefore, as first comparison a sub-
sample with 1000 points, 400 points and 200 points were plotted for each model. The
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three plots for each model correspond to different data so that different situations were
visualized in each image.
Model 5:
Figure 7.4: Forecasted Vs Real values, 1000 points.
Figure 7.5: Forecasted Vs Real values, 400 points.
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Figure 7.6: Forecasted Vs Real values, 200 points.
Model 6:
Figure 7.7: Forecasted Vs Real values, 1000 points.
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Figure 7.8: Forecasted Vs Real values, 400 points.
Figure 7.9: Forecasted Vs Real values, 200 points.
Model 7:
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Figure 7.10: Forecasted Vs Real values, 1000 points.
Figure 7.11: Forecasted Vs Real values, 400 points.
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Figure 7.12: Forecasted Vs Real values, 200 points.
From each plot different aspects of the forecasting were presented. The visualization
with the 1000 points show how the network predicted inside a range of values, lower
than the real range of values. This interval was basically the central tendency of the ac-
tual values, and although forecasted values achieved some peaks as well, they were not
the highest outliers. While some real values got higher than 60,000 Wm the predicted
ones did not get higher than 48,000 Wm. However, in the 200-points plot is shown how
the predictions seemed to follow the shape of the real values. Same result was seen
with the 400 points. Although the accuracy of the network was not so good on higher
values, it was better on lower ones. Together with the last type of plot they show with
more detail how the forecasted points generally stayed close to the real points on mid-
dle and lower values. To sum up, taking into account the randomness of the points,
the precedent images visualized how in general the network did a good job learning
the general trends. Relating the plots with the results of the MAPE values; Model 6
was the one with significantly lower accuracy, which during the visualization showed
a lower range of values compared with the other models.
7.4 Model 8
The results from the precedent models showed a fair accuracy for the forecasting of
the electrical consumption of a particular dwelling. However, the way the inputs were
selected for those models do not led to forecast over a whole day. Although using the
values of consumption from the immediately previous hours to feed the network, aswas
thinkable, led to a higher accuracy, this fact was also the limiting factor of the model. In
order to be able to predict for a whole day in advance, any value of consumption from
the 23 last hours can not be fed into the network.
The aim ofModel 8was to perform the forecasting of electric energy demand of awhole
day, 24 hours in advance. In addition, thismodelwas used to compare the accuracy that
the network reached when fed with the consumption values of the precedent hours, as
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in Model 7, and without them.
Several models were created in order to select the proper model 8:
• Model 8.1; Information on the values of consumption of the day before the pre-
dicted one, 24 to 48 previous hours. It had identifiers of the day of the week and
about the trimester of the year. Total number of inputs = 23.
• Model 8.2; Same values of consumption as in Model 8.1. However, no identifying
labels were used. Total number of inputs = 15.
• Model 8.3; For this model just consumption from previous 24h to 36h was used.
Total number of inputs = 9.
• Model 8.4; The inputs were the values of the consumption on the 24h, 36h and
48h previous hours to the last hour of the predicted day. Total number of inputs
= 3
• Model 8.5; Same inputs as Model 8.4 adding the labels for the identification of the
week’s day. Total number of inputs = 7
Same process as in the first selection of models was done. Consequently, the develop-
ment test was applied to the previous models. However, the MAPE was not enough to
identify the optimal models as they resulted in extremely close values. Not a significant
difference was found between them. Therefore the training was performed with all of
them in order to identify the difference on their accuracy in other ways. Through the
training, two of the hyperparamters from the network were changed for models 8 in
order to boost the accuracy a bit more, the number of HNwas increased to 100 and the








Table 7.4: Training performance of Models 8
Despite of this similarity, the difference was found at the range of values each model
was predicting at. Specifically, the more accurate a model was, a wider range of values
did achieve. In contrast, the worse a model was in a more tightly closed range were
their values. Therefore models with a higher range of values, approximated better the
shape of the real consumption, more significantly on the outliers.
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Figure 7.13: Real values Vs the 5 models, 150 points.
Figure 7.14: Model 8.1 Vs Model 8.3, 1000 points.
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Figure 7.15: Model 8.1 Vs Model 8.3, 1000 points.
The actual sample of values had higher and lower points which the network was not
able to achieve with the predictions as seen in Fig.7.13 The model which was expected
to have better performance results was model 8.1 while 8.3 and 8.4 were expected for
the worst results. Therefore, in Fig.7.14 and Fig.7.15 a sample of the forecasted values
of model 8.1 was plotted together with a sample of models 8.3 and 8.4 respectively. The
images show how model 8.1 had points found above and below the range of values of
the comparedmodels. In the second image howmodel 8.1 achieved lower values better
than 8.4 is more perceptible.
In order to clarify this fact, the following images describe the distribution of the values
that models 8.1, 8.2, 8.3, 8.4 and 8.5 forecasted from the same test sample. Last figure is
the distribution of the actual sample of consumption values.
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Figure 7.16: Distribution forecasted of values for Model 8.1. The blue curve is the
density probability function, the total area under the curve integrates in to one. The y
axis indicate the value of the probability density, while the x consumption values. The
vertical lines; the red one, signals the mean of the distribution while both yellow ones
indicate the limits were the 95% of the values are found.
Figure 7.17: Distribution of forecasted values for Model 8.2.
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Figure 7.18: Distribution of forecasted values for Model 8.3.
Figure 7.19: Distribution of forecasted values for Model 8.4.
Figure 7.20: Distribution of forecasted values for Model 8.5.
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Figure 7.21: Distribution of the real values.
It can be seen how the sample of real values had an import amount of points at lower val-
ues, around the 10kWm. However, the results from the forecasting indicated that only
Model 8.1 and 8.2 achieved to get an important amount of points, around 10-11,5kWm.
In addition, Fig. 7.21 shows how some of the actual values were found over the 25kWm
while models 8.3 and 8.4 barely had any point achieving that level. Better models such
as 8.5 got some values around that point.
Consequentlywith this results, amixture ofmodels 8.1 and 8.5, which seemed to achieve
better performances was created;
• Model 8; Values from the previous day in a frequency of 4h as consumption in-
puts. The indetifier for the day of theweekwas added too. Total number of inputs
= 11
7.4.1 Results




Table 7.5: Forecasting performance of Model 8
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Figure 7.22: Scatter Plot: Actual values Vs the predicted values for Model 8.
Compared to Model 7, the scatter plot, Fig.??, showed that the predicted values for
Model 8 had less representation around the 0.3. While the other models still had a
dense cloud of dots at x axis equal to 0.3, Model 8 barely had a few number of points at
that level. Also over the left threshold, Model 7 achieved lower values.
The line plots visualizing randomhours, comparing real and predicted values byModel
8 were also plotted.
Model 8:
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Figure 7.23: Forecasted Vs Real values, 200 points.
Figure 7.24: Forecasted Vs Real values, 400 points.
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Figure 7.25: Forecasted Vs Real values, 1000 points.
Again, if comparingwith the previousmodels the accuracy ofModel 8wasweaker. Not
only regarding the achieving of a narrowed range of values in the predictions of model
8, but also on the certainty over the central tendencywhere the forecasted values did not
estimated the consumption as well as the previous models. This lost in accuracy was
expected as the results presented in Section 7.3 were from models trained with values
of electrical consumption from the immediate previous hours to the time of prediction.





This section is focused in the forecasting of different periods of time, using models 7
and 8. This periods were specifically selected for their characteristics. Thus, this section
presents how the forecasting, of the mentioned models, behaved in diverse situations.
In order to carry out a deeper analysis on the performance of the forecasting of model
7 and 8, these models were subjected to: a) the forecasting of a period of time with low
consumption, b) another one with high consumption and finally c) to the next day on
the data set, first of January 2019.
May 2016:
During the EDA, Section 4, was observed that one of the months with lower consump-
tionwasMay of the 2016. During this period of time, for awholeweek the consumption
dropped in stand by mode. Together with the first week of the month and three com-
mon days, these were the three periods of low consumption selected to perform the
forecasting.
Figure 8.1: First week of May 2016, forecasted by Model 7 and 8 and compared to the
actual values.
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Figure 8.2: Days 22nd, 23rd and 24th of May 2016, forecasted by Model 7 and 8 and
compared to the actual values.
Figure 8.3: Drop on last week of May 2016, forecasted by Model 7 and 8 and
compared to the actual values.
Overall, both models showed how, in general, they forecasted following the actual tar-
get shape of points. In addition, apart from the peaks, the points found in between
10kWm and 20kWm presented higher accuracy. From the daily trend is remarkable
that, even though the demand of the household at sleeping-time is pretty similar for all
the days, any of the models was able to predict those values with exactitude. In Fig. 8.2
is seen how Model 7 was more accurate, it even followed the exact same shape of the
real values during some intervals of time. However it seemed to have a lag-hour most
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of the time. The last image represents the drop in consumption, an anomaly of the time
series, where was visualized how models were not able to adapt to the value level but
after a time, which was longer in the case of Model 8, they achieved to forecast a low
constant value as the real consumption did. In fact, Model 7 reacted 1 hour late to the
ending of the constant period, when it started forecasting with high accuracy, but still
one hour later. Model 8 took longer to react, actually a bit more than a day. As though
the time of reaction was almost matching the lag-time each model had on their inputs
over the output.
June 2017:
While comparing the months of June as they where unusual months every year, was
observed that the June of 2017 in particular was the period of time with higher con-
sumption over the four years. This month had also more variability than usual. There-
fore, this month was selected for the second forecasting. During this period of time,
there was the highest peak in consumption of the four years. During the first week
of the month the consumption was rather common, considering it was summer, than
significantly high. However, from the end of the second week on, the consumption
raised. Therefore, the third week of the June 2017, three common days, and highes pick
of consumption were the three periods of high consumption selected to perform the
forecasting.
Figure 8.4: Third week of June 2017, forecasted by Model 7 and 8 and compared to the
actual values.
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Figure 8.5: Days 12th, 13th and 14th of June 2017, forecasted by Model 7 and 8 and
compared to the actual values.
Figure 8.6: Peak on second week of June 2017, forecasted by Model 7 and 8 and
compared to the actual values.
The results on forecasting specific periods of time of the month with most electrical
consumption, showed how models acted with more accuracy at lower values than on
peaks. In Fig.8.4 is visible a similar curve but at three levels, the actual target values at
the upper level and models 7 and 8 at a lower level being the orange curve the lowest.
Therefore, it was confirmed that models were not able to reach the real values during
high consume period. However, it seems as though they were able to forecast the rise
and downs, variability which characterized this month too. At Fig.8.6 is reflected how
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the models were not able to achive such high values. Is interesting to point out how
at the first image, is shown that both models practically every day reached forecasted
values towhich seemed impossible to arrive observing the results ofMay 2016. Inmajor,
the peaks during May of 2016 were found around 30-40kWm, values that on June 2017
were achieved by the models.
1st January, 2019:
The 1st of January of 2019 was the first day from which the information on the elec-
trical consumption was unknown. Consequently, there were not real values to visualy
analyse the accuracy of the models. Likewise, it was not possible to compare the per-
formance of the models as the 8th was the only model able to forecast for a 24 hours
period, without any information in consumption for the mentioned day.
Figure 8.7: Last days of the data set followed by the following 24h, forecasted by
Model 8.
The Fig.8.7 show from the 27th to 31st of December 2018, the electric energy consump-
tion the sensor registered and the forecast from Model 8. In addition, the forecast of
Model 8 was added for the following 24 hours. The accuracy of values computed by
the network for last days of December were not the best work the net was capable of,
it showed better accuracy on previous experiments. This was caused by the high vari-
ability that the real consumption had. It was holiday time, consequently during some
periods of time anymember of the apartmentwas home as the continuous-low hours of
consumption can be seen for instance in the midday time of 27th and 28th. In contrast
there was a peak of consumption on midday time of 30th.
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9
Cost Analysis
The total cost associated to the project was the combinations of the authors personal
work and the equipment costs. All the work was done with open-source software.
Jupyter, a web-based interactive computational environment to support data science
and scientific computing across all programming languages was used as the Python
environment. Overleaf, the on-line version of Latex, was used to write and design the
dissertation.
9.1 Human labor cost
During 3 months the student had been working on the thesis; 6h/day for two months
performing the research, analysis and computation needed, and an average of 8h/day
for a month performing the writing and design of the dissertation. Plus some extra
hours to finish the writing part and last experiments. Concluding in a total of 450h of





Table 9.1: Personal cost.
9.2 Equipment costs
A P65 Creator MSI was the tool used for all the analysis, programming, computation
and writing. The price of the device is 1.450€, with an estimated service life of 10 years
computing a cost of 12,16€/month. Consequently, adding 36,48€ to the project cost.
9.3 Total cost
The total cost of the project has been; 11.986,48€.
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Environmental impact
The performance of the project per se, had neither positive nor negative impact on the
environment. However the implementation of an accurate forecasting of the electric
energy demand at house-hold level can provide intelligence to smart meters (SM). SM
systems are a part of micro-grids which encompass a variety of operational and energy
measures including smart appliances, renewable energy resources and energy efficient
resources [Net]. This technology allows smart grid vision and smart homes, which can
optimize energy consumption and lower electricity bills. Consequently, it would cause





To sumup, through this thesis anANNwas build and trained for its subsequent forecast
of electricity demand over a particular dwelling. First of all, an exploratory analysis of
the data was performed, with themain purpose of finding the necessary insights on the
data set in order to later build the network and its models. In addition, during the EDA
an amount of missing values over the set, which needed to be removed for the correct
functioning of the network, was found. Then, the building process was done in order
to chose the ideal selection of hyperparameters for this specific forecasting problem.
Probably the most work-loaded part of the project was the development test, where the
first models were created. Moreover, the optimal hyperparameters from the previous
selection were chosen. The first predictions were performed after the training of the
network. Also after the training the last model of the project was created. Finally, an
analysis on the forecasting was done by two models, subjected to distinct situations.
Initially, during the development of the models it was discovered that labels which
appear to be obvious were already learnt by the network with no need of additional in-
puts, as identifying the season of the year for instance. Also, the wide range of possible
values for each hyperparameter brought to light the importance of performing a robust
hyperparameter searching.
Regarding the act of forecasting, it could be seen how a shallow network fed with con-
sumption values sufficiently time-closed to the target values, and label inputs such as
the week day, is able to reach an acceptable forecasting accuracy. However, this de-
scribed model did not allow to achieve the main purpose of the project, to forecast the
oncoming 24h of electric energy demand. During the creation of the last model, was
learnt that there are several ways to analyse and quantify the accuracy of the network
apart from its metrics and other direct error functions, visualizing the data points from
different perspectives for instance. Finally, although the forecasting of the 24 hours
period in advance performed the forecasting with certain amount of accuracy on the
metric of evaluation, it showedweak response outside a central tendency of values. Re-
gardless the level of values the central tendency had, whichever values the peaks were
achieving, the forecasted points had difficulties on deviating from the central tendency
and consequently were far to reach the peak levels.
Future work
The adversities and limits that have been appearing in the course of this project, opened
the gates to possible improvements to apply on this thesis, as well as further projects.
As improvements, in order to achieve a higher certainty on the forecasting;
• Perform a deep analyse on the forecasting of the peaks and lower level values.
A starting point could be studying the influence of a wide range of activation
function on the accuracy of the network.
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• Study the daily trend and the analyse the optimal hyperparameters and inputs in
order to achieve almost perfect accuracy during highly repeated periods of time
such as sleeping-time.
• Work on a methodology which allows the possibility of including the immediate
forecasted values into the inputs. This could allow to forecast 24h with the higher
accuracy of model 7.
• Use of a DNN to perform same work and compare the difference in complexity
and accuracy.
Regarding new projects, it would be interesting to perform the forecasting at appliance-
level. Although the prediction of individual appliances consumption requires more
time than forecasting the overall consumption, there can be a great save of energy. De-
pending on the type of appliance energy-saving action could be done on the studied
devices. Moreover forecasting the demand of themost-consuming appliances provides
an amount of high accurate demand forecasting, from devices with constant consump-
tion. Then, the problem of the variability would remain in a lower level and amount
of appliances. A related research would be the performance at household-level of the
electrical demand forecasting with additional information such as meteorological data,
to findmore useful insight as temperature or rainfall correlationswith the consumption
of electricity.
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