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Abstract
In this work the growth instabilities of vicinal crystal surfaces during MBE are
studied theoretically. The vicinal surfaces grow in a step-flow mode, where steps present
due to a small miscut relative to a high symmetry direction of a crystal, propagate due
to a deposition flux. The number of the steps remains constant as nucleation of atomic
island is suppressed by the presence of steps.
In the first part the models used to describe the step-flow growth are presented.
Also the different microscopic processes taking place on a growing surfaces are discussed
at length, as the large scale morphology is determined by the relative relevance of these
processes. The dynamics of atoms diffusing along the atomic steps, which are of central
importance for the step-flow growth, are addressed in particular.
The main subject of this thesis are the step meandering instabilities, which lead
to a ripple morphology on a growing surface. The atomic steps become wavy due
to growth instabilities as they propagate. The wave patterns formed on the steps
are in-phase over multiple steps, thus leading to long ripples running in the direction
of the step-train. The wavelength of the pattern, i.e the typical separation of the
ripples, is set by the competition between the driving force (the deposition flux) and the
relaxation of the steps. In equilibrium the steps are straight. In growth experiments
the typical scale of the ripples lies in the nanometer scale l ∼ 10 − 1000 nm. The
dynamics of these instabilities are studied employing Monte-Carlo simulations and
partial differential equations, describing the time evolution of the steps. A quantitative
comparison between these two approaches is made. The results are also related to
recent experimental results.
In the last part the destabilization of the step-flow growth due to the appearance
of new steps is considered. New steps may result from either island nucleation on
terraces, or due to the appearance of vacancy islands that are formed when a strongly
deformed step crosses itself.
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Chapter 1
Introduction
When left alone all materials tend to their equilibrium state. The equilibrium
state is the one that minimizes the free energy of the system and the probability of the
occurrence of a particular state is given by the Boltzmann distribution P ∼ exp(−βE),
where E is the energy of the state and β = (kT )−1 the inverse thermal energy. In the
equilibrium state the memory of the system of its past has been completely washed
away and its macroscopic properties can be derived from equilibrium thermodynamics,
which has been studied for a long period of time and is by now fairly well understood.
However, the majority of materials we come in contact with are not in equilibrium.
In gases and liquids the constituents, i.e. atoms or molecules can move quite freely and
the system can reach its equilibrium state rapidly. This is not true for solid materials,
where the atoms are bounded to their positions and the system may reach its equi-
librium state only after astronomical time. Many of the properties of solid materials,
such as thermal or electrical conductivities can be described by equilibrium statistical
mechanics since they involve rapidly relaxing degrees of freedom like electron density
or lattice vibrations (phonons). This is in contrast to the shape of a macroscopic object
or the densities of the composites of the object, which are for all practical purposes
frozen to their values acquired when it was formed. Thus in order to understand these
properties of solid materials, one has to deal with the process of growth of the object,
which takes place in a non-equilibrium state. A good example of such a problem is the
shape of a crystal. The equilibrium shape can be deduced from the Wulff construction,
once the surface free energy is known; however the crystals practically never have their
equilibrium shape as the relaxation to it takes enormously long time.
The question how do atoms or molecules assemble to form a macroscopic body is
a very difficult one. It depends also strongly on the environment in which the growth
takes place. Generally the growth starts by formation of a small nucleus through a
fluctuation, on which new material attaches. Whether the growth takes place in vacuum
or in a solution or melt strongly affects the crystal, as the dynamics of the processes are
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very different. Also the rate of the growth and how different chemical composites arrive
to the growing crystal have an impact on the material. Additional complication for
growth from melt or solution is that there may be several nuclei instead of just one. As
these nuclei grow and eventually coalesce, their structures have different orientations
which leads to  
	 in the crystal. Also vacancies inside the crystal can be
formed this way. To remove these imperfections, originating from the growth process,
from the crystal takes extremely long time as it would require mass transport over long
distances and thus they are always present and affect the properties of materials.
During growth most of the dynamics takes place on the surface of the growing
object. The molecules arrange themselves on the surface according to their dynamics
and the formed structures are then buried inside the crystal as new material arrives.
Thus during growth it suffices to consider only the surface of the crystal. Clearly the
rate of the growth is essential as it determines the time molecules remain mobile on
the surface.
In this work crystal growth in a ultra high vacuum on an existing template is con-
sidered. The formed crystals are then single crystallites and have no grain boundaries
or vacancies in the bulk. New material arrives to the substrate through a deposition
beam and all dynamics take place on the surface. This artificial and highly idealized
situation provides a possibility to study the ﬀ dynamics of the growth, without
complications due to interaction with the solution or melt (or their dynamics), or dif-
ficulties arising from multiple nuclei. The growth is subjected to various instabilities,
which cause self-organized patterns to form on the surface. It turns out that even
the simple growth of pure material is unstable. Depending on the orientation of the
surface, either mounds or ripples are formed on the surface, due to the suppression
of inter-layer mass transport. In this light it seems that instabilities and pattern for-
mation is a generic feature of growth processes rather than an exception and avoiding
self-organized structures requires careful tuning of parameters.
Outline
In the second Chapter a short review of the growth method considered in this work,
the molecular beam epitaxy, is given. Also some generic features of this growth and
some of the common instabilities are presented. The third chapter consist of a reminder
for the theoretical models, most importantly the SOS and BCF models, employed in
the rest of this thesis. Also a few remarks on the Monte Carlo simulation methods are
made, as MC simulation results will be presented in the following chapters. The topic
of the fourth chapter are equilibrium dynamics and thermodynamic fluctuations, they
serve as a starting point for the studies of the non-equilibrium dynamics. The fifth
chapter includes the bulk of the results of this thesis. The step meandering growth
instabilities are discussed in detail and simulation results supporting the theories are
3presented. The last chapter is a short discussion about the ultimate fate of step-flow
growth and includes some rather preliminary results on this topic.
List of symbols
Symbol x Dimension [x]
a m Lattice constant
Ω (= a2) m2 Atomic area
β (= (kT )−1) eV−1 Inverse thermal energy
Γx (= Γ0 e
βEX ) s−1 Rate of an atomic process -
Ex eV - corresponding activation energy
Γ0 (∼ 10−12s−1) s−1 frequency of lattice vibrations.
` m Terrace width
`D m Nucleation length on a flat terrace
F m−2s−1 Deposition flux
D m2s−1 Terrace diffusion constant
c m−2 Adatom concentration on a terrace
`ES (= ae
βEES − a) m Ehrlich-Schwoebel length -
EES eV - Ehrlich-Schwoebel barrier
ζ m Step position
γ˜ eV m−1 Step stiffness
κ m−1 Step curvature
Ds m
2s−1 Step-edge diffusion constant
σ m eV−1 s−1 Adatom mobility along the steps
Lk (= (a/2) e
βEk) m Thermal kink distance -
Ek eV - kink formation energy
LD m Nucleation length along the steps
LKES (= ae
βEkr − a) m Kink-Ehrlich-Schwoebel length -
Ekr eV - additional energy barrier due to kink-rounding
in step-edge diffusion (kink-Schwoebel barrier)
ρisl m
−2 Island density on a surface
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Chapter 2
Molecular Beam Epitaxy (MBE)
Crystals can be grown in numerous different ways. In this work only one partic-
ular method, namely the deposition of new material through a molecular beam in an
ultra high vacuum (UHV), will be considered. The method considered here is called
Molecular Beam Epitaxy (MBE) 1. The main advantage of the vacuum methods is
their simplicity compared to growth from a solution, melt or a gas phase. In these
cases one needs to deal with the transport of the matter and energy in the fluid phase,
which makes the theoretical modeling extremely complicated. From the simplicity also
follows a high degree of controllability; contrary to the vacuum methods where the
thickness of the deposited layer can be controlled with atomic resolution, controlling
the amount of deposited material in fluid phase is next to impossible [66].
Molecular beam epitaxy has been around for over 30 years and there is extensive
literature about the subject. A short description will be given here, more detailed
reviews can be found in text books [26, 49, 66] and review articles [37, 71]. A cartoon
of the MBE is presented in Fig. 2.1. A substrate is placed in an UHV chamber
and a piece of material which is to be deposited is heated, so that a cloud of atoms
(or molecules) with Maxwell distributed velocities forms near the sample. When the
shutter is open, a beam of atoms flies out of the source and meets the substrate. During
the flight the beam atoms do not interact with each others and when colliding with
the substrate they either stick to it or are reflected. A vacuum pump maintaining the
vacuum then removes the reflected atoms. By controlling the shutter openings the
amount of deposited matter can be controlled with an accuracy of a single monolayer.
By using multiple wafers and opening the shutters subsequently complex multi-layer
structures may be manufactured [26].
The type of growth where the deposited material is of different chemical composi-
tion than the substrate is called ﬁ ﬂﬃ !"$#&% . The opposing case where the substrate
1epitaxy=”arrangement on”. A situation where the deposit and the substrate crystal lattices have
a well defined relative orientation is generally called epitaxy [60].
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Figure 2.1: A cartoon illustrating the MBE deposition method. Heating a sample
creates a beam of molecules, traveling through the ultra-high-vacuum. Eventually
molecules attach to the substrate, adapting to its crystal structure
and the adsorbate are of the same kind is called ﬁ '()!"$#&% . Obviously the het-
eroepitaxial case is the relevant one for technical applications. When dealing with
heteroepitaxy a major complication arises from the different ”sizes” of the materials;
the lattice constants asubs,adep of the materials differ, which causes elastic strain in the
adlayers [66, 71]. If the lattice misfit  ≡ (asubs − adep)/asubs is very large, the strain
is relaxed by formation of droplets on the substrate surface, leaving parts of the sub-
strate exposed. This type of growth is commonly called * +'
ﬃ,ﬃ-.ﬃ	 / growth. The
opposite case, where the adsorbed material forms a complete film on the substrate (the
adsorbate is said to 0  the substrate), is refered as 1 23ﬂ, * 245ﬃ764/98$ type. The
interpolation of these two types is called : 23;<,>=?&&@2 8 growth. In this case a
wetting layer is first formed on the substrate surface, but as the strain accumulates as
the film thickness increases, droplets are eventually formed on the surface in order to
relax the elastic strain [66,71,83].
Despite of the technical (and theoretical!) interest on the heteroepitaxy, only
homoepitaxial growth will be considered in this work. Already homoepitaxy has turned
out to be a field with a variety of complex phenomena; different kinetic instabilities
influence the surface morphology, causing structure formation on the surface. Modeling
the growth kinetics, even without the complication of lattice misfits, is a difficult task.
However significant success has been reached in recent years laying the foundation for
the studies of heteroepitaxy.
7Figure 2.2: A schematic picture of layer-by-layer growth on a singular surface. To the
right: a STM topograph of a Pt(1 1 1) surface after deposition of 0.15 ML of material.
Taken from Ref. [30]. The triangular island shape reflects the hexagonal symmetry of
the Pt(1 1 1) surface.
2.0.1 Structure of growing surfaces
How the surface of the growing crystal evolves depends strongly on the microscopic
structure of the surface. The surface consist of flat ﬃ2ﬀ&) , i.e. pieces of a surface
having an orientation that coincides with one of the high symmetry axes of the crystal,
atomic &) separating the terraces and 25'A , diffusing on the surface. The ter-
races themselves may also have a structure due to surface reconstruction . Depending
on the chemical composition, a unit cell on a terrace may be a dimer or a larger compo-
sition of atoms, rather than a single crystal atom [15,71]. Surface reconstructions break
the isotropy of the terraces, causing the diffusion rate, step energies etc. to depend on
the direction [66]. In the following complications arising from the reconstructions are
neglected.
The atoms arrive from the beam to the surface at rate F (particles/unit area [F ] =
m−2s−1) and diffuse on the surface by hopping at rate ΓD to neighboring lattice sites,
until they meet a step where they stick, or alternatively meet another adatom and form
a dimer 2. The hopping rate ΓD is connected to the (tracer-) B
DCEFﬀ/&GHﬀ//  by
D = (1/4)a2ΓD, where a is the lattice constant (assumed isotropic). Being a thermally
activated process, the hopping rate has a Arrhenius type temperature dependence
ΓD = Γ0 exp(−βES). Here β = (kT )−1 is the thermal energy, Γ0 ∼ 1012s−1 the trial
frequency and ES is the height of the energy barrier separating the neighboring lattice
2Actually also clusters of atoms can diffuse; cluster diffusion is neglected in this work
8 CHAPTER 2. MOLECULAR BEAM EPITAXY (MBE)
sites [1, 2, 53] .
The average orientation of the surface is essential; if the surface normal is oriented
along a crystal symmetry axis, initially the whole surface can be considered as a large
single terrace and no steps are present. Such surfaces are called / E2+<ﬂ or ﬁ    ﬁ
I%J'('
ﬂ!% surfaces. As the steps are absent at the very beginning of the deposition,
the adatoms can only stick to other adatoms, forming islands. The nucleation of new
islands increases the step density on the surface, creating attachment sites for freshly
landed adatoms. Eventually most of the adatoms stick to the island and the island
density ceases to increase [39]. The asymptotic island density ρisl depends on the ratio
of the deposition and diffusion rates through [6, 39,71]
ρisl = `
−2
D ∼
(
ΩF
ΓD
)γ
. (2.1)
Here Ω is the atomic area and `D is the mean distance between nucleation centers on
a terrace, often also called diffusion length, and the exponent γ depends on the type
of the islands (fractal or compact islands) and size of a stable nucleus i? +1 [39,66]. In
this work the dimers as assumed stable i? = 1 and only compact island are considered,
leading to the value γ = 1/6 for the exponent [71, 96]. After the nucleation ceases,
the islands grow through capture of adatoms and eventually start coalescing, finally
filling an entire atom layer and a new layer starts growing. A schematic picture of this
+<K%ﬃ,I	%L,I+<)%LﬃM N
0

ﬁ is shown in Fig. 2.2 [37,39].
Figure 2.3: An illustration of step flow growth. To the right: a STM picture of a
surface vicinal to Si(0 0 1). The Si(0 0 1) terraces are reconstructed and the direction
of the reconstruction alternates from layer to layer. Taken from Ref. [88]
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A picture where a surface consists only of one terrace is a highly idealized one;
in reality steps are always present. Steps originate from the miscut, a crystal is never
cut exactly along a high symmetry plane, from screw dislocations and thermal fluctu-
ations [71]. When the average distance between the steps `step is much larger than the
nucleation length `step  `D they are irrelevant and the surface may be considered as a
singular one. If the surface normal is not parallel to a crystal axis, but has an angle θ
relative to one of the axis, there is an array of monoatomic steps at an average distance
of ` = a(tan(θ)−1. Such surfaces are called 8Oﬀ&22+ or &Mﬃ . If the step distance is
much smaller than the diffusion length ` `D, the adatoms are captured by the steps
and no islands nucleation takes place. Then the growth proceeds by the advancement
of the steps, in so called &),>PL 0 mode [71], as illustrated in Fig. 2.3.
2.1 Instabilities in MBE
The picture of the MBE growth given in the previous section is of course an ide-
alized one. In reality the surface becomes rough due to fluctuations in the deposition
beam and, more important due to kinetic &@2	+!) . The fluctuations in the depo-
sition beam, which are unavoidably present, are very efficiently smoothed by diffusion
of the adatoms [37,94] and the surface remains atomistically flat over large areas 3. In
contrast, the kinetic instabilities may produce highly regular large amplitude structures
on the surface [71]. In technical applications it is often desirable to produce atomically
flat interfaces between composite materials. In this context instabilities seem like a un-
fortunate drawback. However, the lateral size of these structures lies in the nanometer
scale l ∼ 10−1000 nm, providing thus a possibility for fabrication of nano-size devices.
Obviously such ventures require detailed understanding of the underlying instabilities.
2.1.1 Step edge barriers
The origins of the kinetic instabilities lie in the microscopic dynamics of the sur-
face atoms which depend on the local environment in which they move. Of particular
importance is the so-called QEﬁ I+ﬀ ﬁ , : ﬀ ﬁ 0 /	 ﬃ+ (ES) barrier suppressing the adatom
hopping between different atomic layers [71]. In studying diffusion of adatoms on
Tungsten surfaces by field ion microscopy Ehrlich and Hudda [16] noticed that migrat-
ing adatoms were reflected from the boundaries of the facets. From this observation
they concluded that atoms approaching an atomic step from above are hindered from
crossing the steps and thus become reflected. Naively this can be understood by the
fact that crossing a step requires the adatoms to go through a poorly coordinated site
(see Fig.2.4). In reality the microscopic behavior is more complicated and may involve
3Strictly speaking growing surfaces are always rough, the surface width diverges for large systems
sizes w →∞ as L →∞ [37]. The average step distance may still be very large
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Figure 2.4: An illustration of some hopping processes on a vicinal surface. The rate
of hopping depends on the activation energy ∆E. Two possibilities for interlayer
transport are shown, hoping over the edge (∆E = EES) and the exchange process
(∆E = E ′ES). Relevant mechanism is the one with lower activation energy.
consorted moves of several atoms. Often the energetically favorable mechanism is not
to go over the steps but rather to move an atom sitting at the step towards the ter-
race and replace it with an atom lying above the step 4 [1]. Adding this knowledge
to the Burton-Cabrera-Frank theory of crystal growth [10], Ehrlich and Hudda also
recognized the effect this reflection form descending steps has on the growth, as the
adatoms can be incorporated to the steps only from the terrace below [16].
Motivated by these experimental findings Schwoebel and Shipsey proposed shortly
after a theoretical model for step motions during growth, including the asymmetry in
the attachment to the step [82]. They noticed that the fluctuations in the inter step
distances ` are either suppressed or amplified (leading to step bunching), depending
on whether attachment is faster from the lower or upper terrace.
ES barriers are very difficult to observe in experiments, and the experimental
determination of their strengths even more so. However, there seems to be convincing
experimental [9, 45, 55] and numerical [54, 85, 87] evidence supporting the existence of
ES barriers on most metal surfaces (for details see Refs. [29,71] and references therein).
On semiconductor surfaces the existence or relevance of ES barriers is much more under
a debate; at least the barriers seem to be weaker than on metal surfaces [46, 59, 71].
Obviously the importance of the barriers also depends on the temperature, at high
temperatures the effect of ES barriers is diminished.
A one-dimensional equivalent of the ES barrier hindering mass transport between
atomic layers is so called 32L3,I/ R	ﬂ/ , or the 3;3ﬂ, QEﬁ +ﬀ ﬁ , : ﬀ ﬁ0 /	 ﬃ+	/ ,
Ekr, which suppresses atoms diffusing along a step in going around a kink site or an
island corner. The relevance of such barriers for island shapes in sub-monolayer growth
4This, so-called exchange mechanism, is sometimes also the preferable mechanism for terrace dif-
fusion [1, 2]
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was first discussed by Zhang and Lagally [97,98], and for the step-flow growth by Pierre-
Louis et al. [63] and independently by Ramana Murty and Cooper [56] The existence
of kink-rounding barriers is still somewhat under debate; several numerical studies
support their existence [53,54] but the experimental observations are still few [11,14,35].
If present, the kink-rounding barriers have a large impact on the step-flow growth. The
kink rounding barriers are discussed in detail in Sect. 4.3.1, and their influence on
growth in Chapt. 5.
2.1.2 Mound formation
The stabilizing effect of the step edge barriers on the inter step distances during
growth was already noticed by Schwoebel and Shipsey in 1966. The destabilizing
effect on singular surfaces however remained unnoticed until some 10 years ago. In
1990 Kunkel et al. [44] attributed the transition from 2D layer-by-layer growth to 3D
growth, on Pt(1 1 1) surfaces, to the extra energy barrier suppressing the descend of
atoms landed on an island. And in 1991 Villain [94] pointed out, based on theoretical
Figure 2.5: A STM topograph (230× 230 nm2) of a Pt(1 1 1) high symmetry surface,
after deposition of 37.1 ML with a flux F = 0.013 ML/s at T = 440 K. Taken form
Ref. [42].
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considerations, that ES-barriers lead to destabilization of the layer-by-layer growth
against mound formation. The mechanism causing instability is intuitively easy to
understand; as the adatoms are hindered from hopping over the step edge to a lower
layer, they preferably attach to an ascending step. This leads to an average adatom
current on the terrace in the direction of the ascending step i.e. in the uphill direction.
The uphill adatom current destabilizes a flat surface since small height fluctuations are
amplified by the surface current. This instability, also known as ”Villain instability”,
leads to formation of large mounds on the surface [71].
The Villain instability produces a fairly regular array of mounds on the surface,
an example is shown in Fig. 2.5. The lateral distance between the islands depends
on the strength of the ES-barrier. For complete barriers, which forbid interlayer mass
transport totally, the mound separation is set already in the sub-monolayer regime by
the island separation `D [37, 39]. For weaker barriers the initial length scale can be
calculated through linear stability analysis of a flat surface (See ref. [37]). For weak
ES-barriers the mound morphology evolves through ﬀ/;"$ﬃ&  , increasing the typical
lateral length scale in the course of time [71,73].
Since its discovery in 1991 the Villain instability has been a subject of intense
theoretical and experimental research and has been observed in a number of experi-
ments [17, 92, 99] as well as in many simulation studies [13, 84, 89]. The experimental
observations of the mound morphology is one of the key indications of the existence
and relevance of the ES-barriers.
2.1.3 Ripples
At first sight, the ES barrier seems to stabilize growth fluctuations on a vicinal
surface; if adatoms diffusing on a terrace are reflected from a descending step, most
atoms are attached to an ascending one. Thus each step advances through attachment
from the terrace TSUL  of it, damping the fluctuations in the inter-step spacing.
However, in 1990 Bales and Zangwill noticed that the step edge barriers lead to an
instability of the steps in the step direction [4]. Since steps mostly receive new material
from the terrace in front of them, due to geometry, protrusions in the steps receive more
adatoms per unit step length than the straight parts (See Fig. 5.1). This amplifies
small perturbations on a straight step profile, leading to meandering of steps. This
so-called V 2+),WX2&  0 ++Y&@2	L+!% is one of the main topics of this thesis and will be
discussed in detail in Chapter 5. The fastest growing perturbation is the one where
all steps meander in phase [65,71], which leads eventually to formation of long parallel
ridges in the direction perpendicular to the steps, a good example is growth morphology
of the Cu(1 1 17) surface [52] shown in Fig. 2.6.
Recently also another mechanism leading to step meandering has been proposed
[56,63]. This alternative mechanism is related dynamics of the adatoms diffusion along
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Figure 2.6: A STM topograph (230×230 nm2) of a Cu(1 1 17) surface, vicinal to (1 0 0)
high symmetry orientation (step spacing ` = 2.17 nm), after deposition of 92 ML at
temperature T = 250− 255 K. The deposition flux was F = 0.011 ML/s. Courtesy of
Nicolas Ne´el and Ludovic Douillard [58].
the steps; if step adatoms migrating along the steps are hindered from going around
kink sites, a current along the step in the ”up-kink” direction is created, analogous to
the up-hill surface current due to the ES barrier on singular surfaces. Viewing a step
as a 1D surface it is easy to see the analogy with the mounding instability [37,39]. The
steps become wavy as ”mounds” form on them. The mounds start growing on each
step independently, creating wavy steps without any phase correlations. Eventually
effective step interactions mediated through the diffusion on the terraces drive the
steps in phase resulting finally in an in-phase meandering of the step train and long
ripples, much like the pattern created by the Bales-Zangwill instability [34,63].
Ripple patterns have been observed in many growth experiments on vicinal surfaces
[51, 52, 59, 81] as well as in computer simulations [34, 76, 79]. Whether the ripples are
due to Bales-Zangwill instability or originate from the suppression of kink-rounding
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may be deduced from the wavelength dependence on parameters such as deposition
flux F and temperature T . This issue will be discussed at length in Chapt. 5
2.1.4 Step bunching
An array of steps may be unstable also in the direction perpendicular to the steps.
In several experiments the steps have been observed to form &Z	Jﬀ ﬁ  due to
collisions of the steps. This can take place during deposition [57] or evaporation [39].
Also electromigration has been observed to cause step bunching [86]. The reason behind
the bunching is again the asymmetry of the attachment/detachment dynamics at the
steps, depending on whether the attachment/detachment takes place at the ascending
or descending step. Step bunching will not be discussed in this thesis, an interested
reader may find detailed discussion in the literature [62,90].
Chapter 3
Theoretical models and methods
A short overview on some models commonly used to describe MBE growth will
be given next. The review here is by no means exhaustive nor detailed, but rather
serves as a reminder for the models relevant for the rest of this thesis. Theoretical
description of the MBE method may be found in several text books [26, 49, 66] and
review articles [37,71]
During growth the dynamics takes place mostly at the surface of the crystal. The
bulk dynamics, vacancy or dislocation diffusion and the like have typical time scales
much longer than the motion of surface atoms and can therefore be neglected . The
surface can be described in various different ways; the most obvious is to give the
position of the surface over some reference plane z = h(r, t). The height h as well as
the coordinate r = (x, y) in the base plane may be either discrete or, when describing
the motion on a coarse grained level, continuous. A simple discrete the Solid-on-Solid
(SOS) model is presented in Sect. 3.2. In SOS models the height is a single valued
function of the base coordinate, excluding overhangs in the surface profile (thus the
name Solid-on-Solid).
A somewhat different approach is to model the motion of the atomic steps rather
than the surface itself. The steps can be viewed as 1 D surfaces. This kind of descrip-
tion is best suited for vicinal surfaces or submonolayer growth since it is difficult to
incorporate the annihilation or creation of steps. Ideally a vicinal surface grows through
propagation of a step train, keeping their number fixed. The Burton-Cabrera-Frank
(BCF) model, presented in Sect. 3.3 is an example of such approach.
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3.1.1 Surface free energy
A central quantity in any thermodynamical model is the free energy F . The
equilibrium state of a system is the one minimizing F . Even if the free energy is an
equilibrium quantity and the growth by MBE takes place far from equilibrium, it is
instructive to consider first the equilibrium properties. The reason is twofold; they
serve as a starting point for far from equilibrium models [37] and many properties
of a system, such as surface stiffness or mobilities may be deduced from equilibrium
considerations [40].
In a system with two phases and a surface dividing them the free energy reads
F = fA(T )ΩA + fB(T )ΩB + FS, (3.1)
where the fi(T )’s are the free energy densities of the two phases A,B and the Ωi’s their
volumes. The last term FS is the free energy of the dividing surface. The surface free
energy can be written as an integral over the surface area
FS =
∫
∂Ω
dAγ(n, T ), (3.2)
where γ(n, T ) is the free energy per unit area and the normal vector n indicates the
orientation of the surface. The shape of an interface separating the two phases is
determined by the minimum of the surface energy. A simple example is a liquid droplet;
since liquids are rotationally invariant, γ(n, T ) is independent of the orientation n and
the equilibrium shape of a droplet is simply a sphere. The surface free energy density
γ(n, T ) is generally dependent on the orientation, since crystals are not rotationally
invariant. Knowing the form of γ(n, T ) the equilibrium shape is given by the -.+DC
ﬀﬃL&[ﬀ;L , which is the Legendre transformation of γ(n, T ) [66]. The determination
of the surface free energy of crystals is a complicated matter, as it depends on the
microscopic interactions, surface reconstructions etc. [29].
3.1.2 Chemical potential and stiffness
In the following section the description will be limited to the 1D case to keep the
notation simple; generalization to higher dimensions may be found in the literature [66].
The theory will be applied in this thesis to atomic steps, which can be considered as
1D surfaces. Choosing the coordinate system such that the average orientation of the
surface is parallel to the y = 0 plane and denoting the surface position by h(x) the
surface integral (3.2) yielding free energy reads
FS =
∫
dx
√
1 + (h′)2 γ(n, T ) ≡
∫
dxγˆ(h′, T ), (3.3)
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where h′ = dh/dx The last expression serves as a definition for the //\ ;%]Mﬃ5^/ﬃﬀﬃ
ﬂI γˆ(h′). Inserting a surface profile h(x) + δh(x) leads to an expression for the first
variation of the free energy
δF = −
∫
dx δh(x)
[
d2γˆ(h′)
dh′2
]
h′′(x). (3.4)
If the angle between the surface normal the and y-axis tan(θ) = −h′ is taken as the
orientation variable rather than the slope h′, the expression (3.4) can be written in a
more tractable form
δF = −
∫
dxδh(x)γ˜
h′′(x)
[1 + (h′(x))2]3/2
; γ˜ ≡ γ(Θ) + d
2γ
dΘ2
. (3.5)
γ˜ is called surface &DCN5)9 and the term multiplying γ˜ is recognized as the surface
ﬀﬂ2K8)5II κ(x) = dθ/ds. Thus the ﬀ ﬁ ﬃ'Hﬀ$2+YY/<2+ , i.e the change in free energy
due to addition of one atom to the surface (which means dx = a and δh = a) reads
µ(x) = Ωγ˜κ ; κ = − h
′′(x)
[1 + (h′(x))2]3/2
. (3.6)
Here Ω = a2 is the atomic area. For a two dimensional surface the stiffness is a tensor
quantity, but for sufficiently isotropic surfaces the eigenvalues of the tensor γ˜ are equal
and the chemical potential may be written analogously to the 1D case as
µ(x) = Ωγ˜
(
1
R1
+
1
R2
)
, (3.7)
Figure 3.1: An illustration of a 1D interface geometry and the notation used in the
text.
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where R1,R2 are the principal radii of curvature of the surface and γ˜ is now the eigen-
value of the stiffness tensor [66].
3.1.3 Surfaces at equilibrium
Given the surface free energy γˆ(h′), the shape of the surface is given by the Wulff
construction as mentioned above [12,66]
h(x, y) = min
h′
[λγˆ(h′) + h′x] , (3.8)
where λ is a scaling factor controlling the size of the crystal. Apart from the average
position also the fluctuations of the surface around its mean position are of interest.
A measure for the fluctuations is given by the ﬃ[S!2ﬀ 0   ﬁ , defined for a surface of
linear extent Lx as
W 2(Lx) ≡ 1
Lx
∫ Lx
0
dx 〈(h(x)− h¯)2〉 ; h¯ = 1
Lx
∫ Lx
0
dx h(x), (3.9)
The surface width can be calculated by considering small fluctuations around a flat
profile h = mx + δh, where m is the average slope of the surface. Expanding the free
energy (3.3) to the second order [37] gives
FS = F0 + 1
2
γ˜
∫
dx
(
dδh
dx
)2
. (3.10)
F0 is the free energy of a flat surface and the first order term vanishes as the surface
is in equilibrium. Inserting a Fourier decomposition δh =
∑
q hˆ(q) exp(−iqx) in Eq.
(3.10) results in
FS = 1
2
Lxγ˜
∑
q
|q|2hˆ(q)2 (3.11)
and from the equipartition theorem follows immediately
〈1
2
Lxγ˜|q|2hˆ(q)2〉 = 1
2β
(3.12)
In terms of the Fourier components the surface width reads then
W 2 =
∑
q 6=0
|h(q)|2 = 1
βLxγ˜
∑
q 6=0
|q|−2, (3.13)
where the summation runs over qn = (2pin)/Lx (n = 1, 2, 3...). In 1D the summation
can be done exactly and the result is
W 2(Lx) =
1
24βγ˜
Lx (3.14)
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Thus the width diverges as the size of the system grows Lx → ∞, and the sur-
face is said to be rough. The orientation of the surface is still well defined since
limLx→∞(W/Lx) = 0.
In higher dimensions d ≥ dc = 2 the surface width W remains finite even for
large system sizes (at least at low temperatures) [37]. This leads to appearance of
macroscopic facets the equilibrium shape with well defined orientation [66]. At some
finite temperature TR
1 there is a ﬃ  ﬁ // _2! above which the surfaces are
again rough and the facets disappear [12,66].
3.2 The Solid-on-Solid model
At low temperatures the density of vacancies, interstitials or other crystal defects
is low and can be neglected altogether. The crystal surface may then be represented
by an array of integer height columns. As the surface is represented at each site by a
single valued function overhangs are discarded. Such models are called : +,, : L+
(SOS) models. A Hamiltonian for a SOS model can be constructed by assigning an
energy cost for each exposed unit surface [12,66]
H =
∑
〈i,j〉
K|hi − hj|+H0, (3.15)
where hi is the surface height at site i and the summation runs over all nearest neighbor
pairs 〈i, j〉. The term H0 is the energy of the flat surface hi = const and will be
set to zero from now on. The Hamiltonian determines the energetics and thus the
thermodynamics of the SOS model; knowing the Hamiltonian allows one (at least in
principle) to calculate the partition function. It turns out that the SOS model has a
roughening transition at a finite temperature for d = 2 [12], for d = 1 the surface is
always rough and d > 2 always flat.
The SOS model does not have any intrinsic dynamics, so the rules for the time
evolution of the system must be imposed separately. The processes to be included are
migration of the surface atoms, deposition of new atoms and evaporation. The simplest
way of including surface migration is to allow nearest neighbor jumps of the topmost
atoms
(h(r), h(r + e)) → (h(r)− 1, h(r + e) + 1) , (3.16)
where e is a unit vector. The hops are immediate for all height differences ∆h between
neighboring sites, which means that migration of atoms in the vertical direction is
infinitely fast. Thus if large height differences ∆h appear in the profile the dynamics
are not very reasonable; in this work the surfaces are always quite flat and the dynamics
1The transition temperature may lie above the melting temperature
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presented here are sufficient. The deposition and evaporation moves are obvious
h(r) → h(r)± 1. (3.17)
One still needs to specify the rates for each process. The deposition flux F is an
experimentally controllable variable and can be set to a desired value. As the diffusion
of adatoms is a thermally activated process it is common to choose the hopping rates
as
Γ = Γ0 exp(−β∆E), (3.18)
where the activation barrier ∆E depends on the local environment, β = 1/kBT is the
inverse temperature and the diffusion pre-factor Γ0 is a constant setting the physical
time scale. For surface diffusion it is of the order of atomic vibration frequency ν ∼
1012s−1 and will be assumed to be the same for all processes. Similarly the evaporation
rate is ΓEV = Γ0 exp(−β∆EEV ), where ∆EEV is the energy barrier for evaporation.
To ensure that the model obeys the Boltzmann distribution at equilibrium it is
common to require that the rates (3.18) fulfill the 5"2+/`	2+<2ﬀ& condition [47,93]
Γi→j
Γj→i
= exp (−β∆H) . (3.19)
The ratio of the transition rates from configuration i → j and its inverse process
j → i depends on the energy difference between the configurations ∆H = Hi − Hj.
It is easy to see that for such rates the stationary state has indeed the Boltzmann
distribution P (i) ∼ exp (−βE(i)). It should be noted however that this is not the only
way to choose rates that lead to the Boltzmann distribution in the stationary state.
The detailed balance requirement doesn’t specify the rates completely, but it leaves
room for variation and the most practical choice of rates depends on the system. A
commonly employed choice are the Arrhenius rates [40,48]
∆E = nEn, (3.20)
where n is the number of nearest neighbors of the hopping atom in the initial state.
It is easy to see that detailed balance is fulfilled if En = 2K. The main advantage
of the Arrhenius rates Γi→j is that the rates do not depend on the final configuration
j, making them analytically easier to handle. Another popular choice of rates are the
64ﬂY+a rates [40,47]
Γi,j = Γ0 min [1, exp(−β∆H)] , (3.21)
where the transition to a lower energy state is always accepted. This is in particular
useful in Monte-Carlo simulations as it increases the computational efficiency [47].
In this work a combination of Arrhenius and Metropolis rates is used. The activa-
tion energy in Eq. (3.18) for a hop is [13,36]
∆E = ES + niEn + (ni − nf )Θ(ni − nf )EBB + (mi −mf )Θ(mi −mf )EES. (3.22)
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where ES is the energy barrier for diffusion on a flat terrace, En is the contribution
of a nearest neighbor bond to the hopping barrier and EBB is an additional energy
cost for bond breaking; ni denotes the number of in-plane nearest neighbors before the
hop and nf after the hop and Θ(x) is the Heaviside step function, Θ(x) = 1 if x > 0
and 0 otherwise. The last term implements an Ehrlich-Schwoebel barrier EES to the
model: mi,mf are the number of next-nearest neighbors in the planes beneath and
above before (mi) and after (mf ) the hop. This term suppresses hops to an edge site
above a step. Such rates can be written as a product of an Arrhenius and a Metropolis
part
Γi,j = ΓS × exp (−βniEn)︸ ︷︷ ︸
Γ(1)
×min[1, exp(−β∆H (2))]︸ ︷︷ ︸
Γ(2)
. (3.23)
ΓS ≡ Γ0 exp (−βES) is the diffusion rate on a flat terrace, including also the diffusion
barrier ES. The second contribution is the common Arrhenius rate (ni is the number
of nearest neighbors at the initial site). The last term consists of the bond-breaking
and Ehrlich-Schwoebel contribution to the rates, it differs from 1 only if the hop leads
to a higher energy state. These rates fulfill the detailed balance condition with respect
Figure 3.2: An illustration of the SOS model. Rates of various processes according to
energetics in Eq. (3.22) are marked.
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to a Hamiltonian [34]
H = H(1) +H(2) (3.24)
H(1) =
∑
〈r,r′〉
1
2
En|hr − hr′ |
H(2) =
∑
〈r,r′〉
1
2
EBB|hr − hr′ |+ EES(|hr − hr′ | − 1)Θ(|hr − hr′ | − 1),
as the part Γ(1) fulfills the condition with respect to H (1) and Γ(2) with respect to H (2).
In (3.24) the energy is proportional to the exposed vertical area, each exposed unit
area increases the energy by amount
Ek =
1
2
(En + EBB). (3.25)
A step of length Ls on the surface increases the energy by Ls × Ek and adding a kink
into the step by Ek, therefore Ek is commonly called the
3;3ﬂ,[ﬃ5ﬃ\ 2% . The ES part of
the Hamiltonian adds an extra penalty for height differences ≥ 2, thus suppressing the
configurations where an atom is at a site directly above a step.
In the model defined as above, the atoms cannot leave the surface. Neglecting the
desorption is justified in many cases, as the MBE conditions are commonly chosen to
maximize the growth speed by minimizing the desorption [37, 71]. It is also clear that
the model has a kink-rounding barrier, hindering the atoms diffusing to round corners
as they diffuse along the steps (See sect. 2.1.1) [34]. Since only nearest neighbor hops
are allowed, the atoms must first detach completely from the step to go around a corner
site, implying a kink rounding barrier Ekr = EBB.
3.3 The BCF theory
Another approach to model a surface is to consider the atomic steps as fundamental
objects, rather than individual atoms [29]. Atoms move very quickly in comparison
to the time scale of the growth. A remarkably successful theory of this type was
presented by Burton, Cabrera and Frank in 1951 [10], named after them as the BCF
theory. Instead of tracking each adatom on the surface, in the BCF description the
adatom dynamics are governed by the diffusion equation on flat terraces. The atomic
steps separating the terraces serve as sinks and sources for the diffusion field and
appear in the model through the boundary conditions as illustrated in Fig. 3.3. The
step positions are continuous functions of the coordinates, and the discreteness of
the crystal is preserved only in the vertical direction; the height of the surface changes
discontinuously at the steps. The BCF theory is best suited for describing the evolution
of a vicinal surface, where steps are neither created nor annihilated. Since the steps
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Figure 3.3: A cartoon illustrating the BCF model and the notation used in the text.
specify the boundary conditions of the diffusion field it is clear that adding/removing
them leads to difficulties. From here onwards it is implicitly assumed that no islands
are nucleated on the terraces, and all adatoms are captured by the existing steps.
The adatom concentration on ith terrace ci(x, t) follows the diffusion equation
∂ci(x, t)
∂t
= D∇2ci(x, t) + F − ci(x, t)
τ
, (3.26)
where D is the diffusion coefficient, F the intensity of the deposition beam and τ the
characteristic time an atom stays on the terrace before evaporating. Few simplifications
will be made at once: as well as in the SOS model introduced in the previous section,
the desorption will be neglected τ → ∞, with the same justification as in the SOS
case. Further simplification is made by neglecting the time derivative of the diffusion
field. This assumption is justified if the motion of the adatoms is much faster than the
motion of the steps; for an adatom it takes tatom = `
2/D to diffuse over the terrace
of width, this is to be compared with the time it takes for a step to move the same
distance tstep = vstep/`. The upper bound for the step velocity vstep is obtained by
assuming that all atoms arriving to the surface attach to the steps, implying that the
step velocity vstep ≤ ΩF`. The ratio of these time scales defines the b`cﬃﬀ/+",IJ'(	 ﬃ
Pe ≡ tatom
tstep
≤ ΩF`
2
D
, (3.27)
where the equal sign applies when no mass leaves the surface τ → ∞. When Pe  1
the concentration field is essentially always in a stationary state with respect to given
step configuration. This does not mean that the concentration is static, the steps move
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and the concentration field is adjusted to their motion. In this work the case of no
desorption is considered implying Pe = ΩF`2/D. In step flow growth the nucleation of
islands on terraces may be neglected, implying that the nucleation length `D is much
larger than the terrace width `D = (D/F )
1/6  `. Here dimers have been assumed
to be stable i? = 1 (See Sect. 2.0.1). Thus the Pe´clet-number is always small in the
step-flow growth ` (D/F )1/6  (D/F )1/2 ⇒ Pe  1.
Thus we are left with an equation
D∇2ci(x, t) + F = 0. (3.28)
The boundary conditions for the concentration field are determined by the dynamics
at the steps i, i+ 1. The particle exchange with the steps is related to the deviation of
ci(x, t) from its equilibrium value [18,28]
D∇ · ci(x, ζi, t) = k+ [ci(x, ζi, t)− ceq] (3.29)
−D∇ · ci(x, ζi+1, t) = k− [ci(x, ζi+1, t)− ceq] , (3.30)
where ζi(x) is the position of i
th step in y direction. The kinetic coefficients k±, de-
scribing the rate at which adatoms can attach/detach to/from the steps, differ for mass
exchange with an ascending (+) and descending (−) step (See Fig. (3.3)). The equi-
librium concentration near the steps can be determined by considering the chemical
potential of adatoms on the terrace and at the step [28]; steps can be viewed as a 1D
interface in equilibrium with the 2 D adatom gas on the terrace. In the previous section
the chemical potential of a surface was found to be proportional to the curvature (See
Eq. (3.6))
µstep = Ωγ˜κi(x) = −Ωγ˜ ∂xxζi
[1 + (∂xζi)2]
3/2
. (3.31)
If the adatom concentration at a straight step (µstep = 0) is c
0
eq, the concentration at
a curved step is ceq = c
0
eq exp(βµstep) [28]. Expanding this to first order leads to an
expression for the equilibrium concentration
ceq = c
0
eq (1 + Ωβγ˜κi(x)) . (3.32)
In front of a positively curved step (κi > 0) the adatom concentration is increased.
The enhancement follows from the fact that on a positively curved step the atoms have
on the average fewer nearest neighbors along the step and are thus more loosely bound
than on a negatively curved step [5].
The description is completed by the equation of motion for the steps; each step
moves due to mass exchange with adjacent terraces. The requirement of mass conser-
vation at the steps yields an expression for the normal velocity of ith step
vni (x) = ΩD [ni · ∇ci(x, ζi)− ni−1 · ∇ci−1(x, ζi)] , (3.33)
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where n is the unit normal vector of the step and Ω denotes the atomic area. The
two terms in the parentheses on the R.H.S. are the mass currents to the step from the
adjacent terraces.
3.3.1 Connection with SOS
It is useful to make a connection between the BCF model and the discrete SOS
model. The parameters of the BCF equations can be expressed in terms of the energies
and transition rates of the SOS model. The diffusion constant of the adatoms is the
hopping rate of an atom with no lateral neighbors D = a2Γ0 exp(−βES) and the
deposition flux F as well as the evaporation time τ are obviously equal in both models.
The kinetic attachment coefficients k± are the transition rates to a step site, i.e. a
hop from a site with no lateral bonds to a site with lateral bonds. Usually the hop rate
from the terrace below is equal to the diffusion rate D/a2 and from above it contains
the possible Ehrlich-Schwoebel barrier k− = D exp(−βEES). In the model with rates
defined by Eqs. (3.18),(3.22), the ES-barrier suppresses hops to a site above an edge
site instead to the edge site itself by energy EES.
In order to calculate the equilibrium concentration of adatoms on the terrace c0eq
and the step stiffness γ˜ the analogy between a step and a 1D surface can be employed
again. As long as the temperature is low enough so that no overhangs are formed to
the steps the approximation is valid. One can then directly use the known result for
the SOS surface stiffness [29,40]
γ˜ =
2
aβ
sinh2
(
βEk
2
)
, (3.34)
where Ek is the kink-energy (3.25). The adatom concentration c
0
eq can be obtained by
considering a straight step in equilibrium with the adatom gas on the terrace. Atoms
detach from the step to the terrace at rate 2 Γev = 〈 (D/a2) exp[−β(2Ek + 2nEk)] 〉 ,
where the brackets denote a thermal average taken over the number of nearest neighbors
of a step atom 2+&  the step n = 0, 1, 2. The thermal average can be calculated exactly
for 1D SOS interface [40]
〈exp(−β2nEk)〉 = exp(−2βEk). (3.35)
Thus a macroscopically straight step evaporates to the terrace, per unit length a, with
rate Γev = (D/a
2) exp(−4βEk) . In equilibrium this must be counter balanced by the
attachment rate of the atoms from the terrace to the step Dc0eq. Setting the two terms
equal yields
c0eq = Ω
−1 exp(−4βEk) (3.36)
2To hop from an edge site to the terrace 1 + n bonds must be broken, i.e. 2 + 2n new kinks are
created
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in agreement with the energetic argument c0eq = Ω
−1 exp(−β∆E), where ∆E is the
formation energy of a terrace atom from a kink site [18].
3.4 Monte-Carlo method
Monte-Carlo (MC) simulations are a commonly used tool in many areas of physics.
The idea is to create a series of states of a system 2L'H+ % , rather than following the
actual time evolution, thus effectively sampling the phase space of the system [47].
The sequence of configurations C must be constructed in a way such that each config-
uration is accounted with a correct statistical weight P (C). The sequence is created
in practice by defining the transition probabilities between configurations W (C → C ′)
and updating the configuration accordingly. The stationary distribution then obeys
the equation ∑
C′
[Pst(C)W (C → C ′)− Pst(C ′)W (C ′ → C)] = 0. (3.37)
It is easy to see that the Boltzmann distribution Pst(C) = Z−1 exp(−βH(C)) can
be created by choosing W (C → C ′) that obey the detailed balance condition (3.19)
introduced in the previous section, so that in Eq. (3.37) each term in the sum vanishes
separately (this is however not the only way to solve (3.37)). A popular choice is the
Metropolis sampling [47]W (C → C ′) = min [1, exp(−β∆H)], which makes the sampling
computationally efficient, since the acceptance probability of a transition is as high as
possible. Thermodynamical averages can then be calculated by taking an average over
configurations created according to these rates. When calculating stationary averages,
the evolution of the system does not have to represent any physical evolution; it suffices
that the configurations are sampled with appropriate statistical weight [47].
In kinetic Monte Carlo (KMC) the interest is in the time evolution of a system and
the rates must have a physical relevance [48]. Examples of such situations are studies
of relaxation dynamics or evolution of driven systems. The simplest recipe for KMC
simulation is as follows:
1. choose randomly a transition i and calculate the relative probability of the tran-
sition Pi = Γi/Γmax, where Γmax is the rate of the fastest process in the system.
2. Generate a random number ψ between [0, 1] and compare with P , if ψ ≤ P update
the configuration according to transition i and increase time by (NΓmax)
−1, where
N is the number of possible processes, if ψ > P increase time by (NΓmax)
−1
without update.
3. Start from the beginning.
This method is computationally very inefficient if the rates are very different as
most of the trials lead to a rejection of the transition. This is the case for example in
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low temperature simulations. An improvement has been presented by Bortz, Kalos and
Lebowitz [8] and the method is named BKL algorithm after its inventors. In the BKL
method the waste of computational time due to rejected transition trials is eliminated
by always accepting the chosen move. The transitions then have to be chosen with a
correct probability. The probability of transition i is Pi = Γi/ΓTOT where
ΓTOT (C) =
∑
n
Γn (3.38)
is the J@2+ activity rate of the system at state C and the summation runs over all
transitions possible in state C. The transition to be realized can then be chosen by
generating a random number r in the interval [0,ΓTOT ] and finding the first process i
for which
i∑
n=0
Γn ≥ r (3.39)
Choosing the process simply by applying (3.39) takes ∼ N operations, where N is
the number of possible transitions. In practice the choice of the process can be done
more efficiently by creating a binary tree where each node contains the sum of the rates
Figure 3.4: A binary tree including the transition rates at the lowest level an the
cumulative rate at higher levels. The arrows indicate the direction of descend when
choosing the event to be executed. The highest node contains the total activity rate
of the system ΓTOT (3.38).
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below the node as illustrated in Fig. 3.4. If the rates are stored in an array R(0)[i] the
next level in the tree contains R(1)[i] = R(0)[2i] +R(0)[2i+ 1] and quite generally
R(n)[i] = R(n−1)[2i] +R(n−1)[2i+ 1]. (3.40)
The size of the array R(0)[i] must be 3 2k and the top element of the tree contains
R(k)[0] = ΓTOT . The transition can then be chosen by following the tree from the top
down. This may be done in the following fashion [77]:
1. Generate a random number ψ in the interval [0,ΓTOT ] and start from the top
n = k, i = 0. Here k is the height of the tree, the lowest level has size 2k.
2. Compare the number ψ with the cumulative rate in the left branch R(n−1)[2i]
3.a If ψ ≤ R(n−1)[2i], descend to the left branch n→ n−1, i→ 2i and continue from
2.
3.b If ψ > R(n−1)[2i], update the random number ψ → ψ−R(n−1)[2i] and descend to
the right branch n→ n− 1, i→ 2i+ 1. Continue from 2.
The process is illustrated in Fig. 3.4. This way the transition to be executed is
always chosen with the right probability, with ∼ log(N) operations. The size of the
part of the tree that needs to be updated after every transition is independent of the
system size since the transition rates depend only on the local environment and the
transitions change the system only locally.
After each configuration update the simulation time is incremented by τ . If all
processes are instantaneous (as assumed here), only one process occurs at the time and
the average waiting time is 〈τ〉 = Γ−1TOT , having an exponential distribution. Thus the
time increment should be chosen randomly from the distribution [48]
P (τ) =
1
〈τ〉 exp(−τ/〈τ〉). (3.41)
If the short time correlations are not of any interest the time may as well always be
incremented by the average value 〈τ〉.
3The size of the system does not have to be 2k as the lowest level of the tree R(0)[i] may contain
zeros.
Chapter 4
Thermodynamic fluctuations and
relaxation kinetics
4.1 Relaxation kinetics
The easiest place to start studies of non-equilibrium dynamics is the relaxation ki-
netics. This means description of a system close to an equilibrium state and approach-
ing it. Again the treatment is restricted to the 1D case, with the same justification as
in the previous chapter. A common ansatz for the relaxation rate of a variable is to
assume that it is linearly proportional to the deviation from its equilibrium value [37]
∂h
∂t
= −σint δF [h(x)]
δh(x)
(4.1)
where the constant of proportionality, σint, is called
 ﬃ>S!2ﬀ&H'(	+!% . Inserting the
expression for the free energy from the previous chapter (3.5), and noting that to the
first order the curvature κ ≈ h′′, the equation reads to the leading order
∂h(x, t)
∂t
= σintγ˜
∂2h(x, t)
∂x2
. (4.2)
This linear equation is valid for gently deformed surfaces |h′|  1.
Equation (4.2) corresponds to the case where the surface can exchange mass with
the gas phase, this case is commonly referred as evaporation-condensation (EC) dy-
namics. In the opposite case, where the mass is conserved, the surface morphology
evolves through a surface current J , and the dynamics are referred to as surface dif-
fusion (SD) dynamics. The current J is proportional to the variation of the chemical
potential along the arc-length J = −σ∂sµ and the normal velocity of the surface vn is
the divergence of this current [37]
vn = −Ω∂sσ∂sµ, (4.3)
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where σ is the '(	+!%dSe ﬁ f5@L'gh2+& i ﬁ jﬃ[S\2ﬀ& 1 and Ω the atomic area. After
insertion of the chemical potential (3.6), the equation of motion reads
∂h(x, t)
∂t
= −σΩ2γ˜ ∂
4h(x, t)
∂x4
, (4.4)
where the condition |h′|  1 has again been implied.
The equation of motion acquires the form
∂h(x, t)
∂t
= −αn
(
− ∂
2
∂x2
)n
h(x, t) (4.5)
to leading order in both cases. Here n = 1 corresponds to the EC-kinetics with α1 ≡
σintγ˜, and n = 2 refers to the SD-kinetics with α2 ≡ σΩ2γ˜. The decay of large length
scale perturbations can be examined by inserting a Fourier decomposition of the surface
profile
h(x, t) =
∑
q
hˆ(q, t) exp(−iqx). (4.6)
Since in linear equations the modes do not couple, each mode can be treated separately.
Insertion into Eq. (4.5) leads to solution for each Fourier mode
hˆ(q, t) = hˆ(q, 0) exp(−t/τn(q)), (4.7)
where the decay time of the qth mode reads
τn(q) ≡ 1
αn|q|2n . (4.8)
From this equation one sees that the long wavelength modes decay slowly, as might be
expected, and the mass conserving dynamics are very inefficient at large length scales
(τ2(q) ∼ q−4) when mass must be transported over long distances. It may be concluded
that if mass exchange with the gas phase is possible, even at very low rate, it dominates
the dynamics at long enough scales
lim
q→0
[τ1(q)] = ∞ , lim
q→0
[τ2(q)] = ∞ , lim
q→0
[
τ2(q)
τ1(q)
]
= 0. (4.9)
The even power of q2n appearing in the relaxation rate is a sign of +Jﬀﬃ2+ relaxation
dynamics [37]. Odd powers would appear in the non-local case; term ∼ |q|hˆ(q, t) ap-
pears in equation for diffusion limited erosion [41], and ∼ |q|3hˆ(q, t) would arise from
relaxation through volume diffusion [37]. By measuring the relaxation rate of long
wavelength perturbations, the type of relaxation dynamics can be deduced. Further-
more, it opens a possibility for measurement of the microscopic parameters σ, γ... from
the relaxation rates. This fact will be used in the forthcoming section in studying the
step fluctuations.
1Sometimes the mobility is defined through J = σ˜∂sc, where c is the adatom concentration and
[σ˜] = m2s−1. In this work [σ] = mJ−1s−1
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4.2 Thermal fluctuations
Real surfaces always have thermal fluctuations. They can be included in the linear
description quite easily, by adding a stochastic term in the relaxation equation. The
Langevin equation, describing the surface evolution with the thermal fluctuations reads
[37]
∂h(x, t)
∂t
= −αn
(
− ∂
2
∂x2
)n
h(x, t) + ξ(x, t), (4.10)
where the stochastic term ξ(x, t) describing thermal fluctuations is k L9O<2 0lﬁ !
La$ [93]. The Gaussian noise has zero mean 〈ξ(x, t)〉 = 0 and for EC-dynamics a
covariance
〈ξ(x, t)ξ(x′, t′)〉 = A1δ(t− t′)δ(x− x′). (4.11)
In the case of SD-dynamics also the fluctuations have to obey mass conservation and
can thus be written as a divergence of a fluctuating current ξ(x, t) ∼ −∂xjs(x, t). Con-
sequently the covariance of the stochastic process ξ reads
〈ξ(x, t)ξ(x′, t)〉 = −A2∂2xδ(t− t′)δ(x− x′). (4.12)
The noise term leads to roughening of the surface, and the amplitude An is fixed by
the requirement that the roughness is equal to the thermal roughness (3.14), derived
from the partition function in the previous chapter.
Inserting a Fourier decomposition (4.6) of h(x, t) and ξ(x, t) into Eq. (4.10) leads
to an equation for each mode
∂hˆ(q, t)
∂t
= − 1
τ(q)
hˆ(q, t) + ξˆ(q, t). (4.13)
As ξˆ is a linear transformation of a Gaussian stochastic process, it is also Gaussian
having zero mean 〈ξˆ(q, t)〉 = 0 and covariance
〈ξˆ(q, t)ξˆ(q′, t′)〉 = An
Lx
q2(n−1)δ(t− t′)δ(q + q′). (4.14)
Here Lx is again the linear size of the surface. It was seen in the previous section that
the mass conserving term in the relaxation equation is irrelevant in comparison to the
non-conserving. This applies also to the fluctuation terms; at large length scales (small
q) the amplitude of the conserved noise goes to zero.
lim
q→0
[A2q2
A1
]
= 0 (4.15)
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The equation of motion for each Fourier mode is that of a randomly driven har-
monic oscillator and the general solution reads [37]
hˆ(q, t) = e−t/τn(q)hˆ(q, 0) +
∫ t
0
dt′ exp [−(t− t′)/τn(q)] ξˆ(q, t′). (4.16)
Multiplying with hˆ(q′, t′) and averaging over the noise according to Eq. (4.14) leads to
〈hˆ(q, t)hˆ(q′, t)〉 = e−(t+t′)/τnhˆ(q, 0)hˆ(q′, 0) (4.17)
+
Anτn(q)
2Lx
q2n−2
(
e−|t−t
′|/τn − e−(t+t′)/τn
)
δ(q + q′), (4.18)
where n = 1 applies again for EC-dynamics and n = 2 for SD-dynamics. In the
stationary state t, t′ → ∞ the dependence on the initial condition vanishes and the
expression reduces to
〈hˆ(q, t)hˆ(q′, t)〉 = Anτn(q)
2Lx
q2n−2e−|t−t
′|/τnδ(q + q′). (4.19)
The Langevin equations should yield the same result as the thermodynamical treatment
in Chapter 3. Requiring consistency between the theories fixes the amplitude of the
fluctuations An. Comparing (4.19) with the result (3.12) in Chapter 3, following from
the equipartition theorem, yields
An = 2
β˜γτn(q)q2n
(4.20)
Application of the results (4.17) and (4.20) allow the determination of the general
two-point correlation function
g(x,x′, t, t′) ≡ 〈[h(x, t)− h(x′, t′)]2〉, (4.21)
which will be applied in the following section to the time dependent step fluctuations.
4.3 Step fluctuations
Of special importance for this work are the fluctuations and relaxation kinetics
of steps of mono atomic height. Such a step can be considered as a 1-D interface, in
contact with the adatom gas on the terraces. The steps differ from the 1-D surface case
in the perspective that often many steps are present on a surface, and their interactions
with each other must be taken into account [29].
The simplest approximation is to assume only a hard core repulsion between the
steps, i.e. the steps cannot cross each other due to very high energy cost for creating
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an overhang. With this assumption a step may be treated approximately as a freely
fluctuating object bounded between hard walls, separated by 2` , where ` is the mean
terrace width [29]. Using the result of the previous section the spatial two point
correlation function (4.21) of a 1D surface can be calculated, yielding for a step of
length Lx with periodic boundary conditions in the stationary state t→∞
G(x) ≡ g(x, 0, t, t) = 2
Lxβγ˜
∑
q 6=0
1− cos(qx)
q2
=
1
βγ˜
|x|
(
1− |x|
Lx
)
. (4.22)
This result is directly applicable to a single isolated step. By setting
√
G(LC) ∼ 2`,
it is seen that the step collides with its neighbors on the average once in an interval
LC = 4`
2βγ˜. The length LC is called
ﬀﬃ++aL.+// m
ﬁ .
Similarly to the spatial correlations, also the temporal correlation function of a
step may be deduced from Eq. (4.21), yielding for stationary fluctuations t, t′ →∞
C(t) ≡ g(x, x, t, t′) = 2
Lxβγ˜
∑
q 6=0
1
q2
(
1− e−|t−t′|/τn
)
=
2
piβγ˜
Γ(1− 1/2n)(αn|t− t′|)1/2n,
(4.23)
where the last form is obtained in the limit Lx → ∞ by replacing the sum with an
integral. Again the mean collision time of neighboring steps may be estimated by√
C(tC) ∼ 2`. One space scales smaller than LC and time scales shorter than tC , the
steps can be regarded essentially as independent objects, simplifying the treatment.
Note that for large terraces and low temperatures LC and tC may well be macroscopic
scales. With this restriction the results of a Langevin theory of a single step can be
directly applied.
The step correlation functions are very useful in experimental determination of
the activation energies, as they relate directly measurable mesoscopic quantities to the
microscopic parameters. An example of the application of the correlation function is
the determination of the kink energy from the spatial correlation function. Correlation
function G(x) obtained from STM measurements [27, 29] show, that it is indeed a
linear function of the displacement x. From the slope of G(x) the kink energy Ek can
be deduced; the slope depends on the step stiffness, which in turn depends on the
kink-energy through Eq. (3.34).
Also the time correlation functions can be used to extract microscopic parameters.
In an elegant experiment Giesen et al. [20,22,23] have measured the time correlations
by running the STM tip along same line repeatedly, obtaining this way a time series
of the step position. The experimental findings were consistent with mass conserving
dynamics (C(t) ∼ t1/4), indicating that at the temperature used in the experiment
adatoms were bound to the steps and the only means of mass transport was migration
along the step. 2 Applying the Langevin theory from the previous section to this case
2In long time- and space scales detachment from the steps dominates the dynamics and the
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yields the correlation function in the stationary state as
C(t) ≡ 〈[ζ(x, t)− ζ(x, 0)]2〉 = 2Γ(3/4)
pi
√
Ω
βγ˜
(σγ˜t)1/4 , (4.24)
where ζ(x, t) denotes the step position in y-direction, Γ(3/4) ≈ 1.2254..., and σ denotes
again the adatom mobility along the step edge, defined through Eq. (4.3).
To make use of the expression (4.24), the parameters have to be written in terms
of the rates of the elementary processes. The stiffness is γ˜ was already presented in
Eq. (3.34). The mobility σ can be calculated exactly if the step is considered as a
1D SOS surface with Arrhenius kinetics (see. Sect.3.2); i.e. the activation energies for
hopping are proportional to the number of lateral bonds in the !<2+ state only. The
exact result for the mobility for the Arrhenius case reads [40]
σ =
aΓ0β
2
exp (−βEdet) , (4.25)
where Edet denotes the activation energy for detachment of a step atom from a kink
site, illustrated in the cartoon 4.1, and Γ0 is the attempt frequency, which is assumed
to be the same for all processes. Since the detachment of a kink atom creates two
new kinks, in the Arrhenius model the detachment barrier is simply Edet = Est +2EK ,
where Est is the energy barrier for diffusion along a straight step and EK is the kink
energy encountered in Sect. 3.2. The relation σ ∼ e−βEdet is intuitively clear, since
the detachment from a kink is the rate limiting processes for migration along a kinked
step. This relation has also been derived within a Kubo formalism [67,95].
The correlation function (4.24) can be written as
C(t)/Ω = g ×
(
t
τst
)1/4
(4.26)
where g is a numerical constant of order unity, Ω = a2 the atomic area and
τst = γ˜
3/σ (4.27)
is the characteristic time it takes for the step to move one lattice constant in the direc-
tion perpendicular to the step due to the thermal fluctuations. At low temperatures,
βEk  1, the step stiffness depends on the temperature as γ˜ ∼ exp(βEk) (see Eq.
(3.34)) and consequently the characteristic time as
τst ∼ exp [β(Edet + 3Ek)] . (4.28)
The activation energies can now be determined from experimental data by using equa-
tions (4.26) and (4.28). For example, provided that the kink energy is known from
other experiments (spatial correlation function [27] or equilibrium island shapes [21]),
the detachment barrier Edet can be deduced by calculating the characteristic time τst
from the time correlation function [33].
correlation function scales as C(t) ∼ t1/2 [19]
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4.3.1 Kink-rounding barriers
The kink rounding barriers that hinder adatoms from hopping around kink sites are
of central importance for the growth, discussed in the following chapters. The cartoon
presented in Fig. 4.1 illustrates the meaning of kink barriers. Such barriers also
influence the time correlation function (4.24) through the mobility σ. Implementing
kink rounding barriers on a 1D SOS model unavoidably breaks the Arrhenius character
of the hopping rates and the analytical result (4.25) cannot be directly applied. At the
kink site the hopping rate depends on the direction of the hop and therefore knowledge
about the final state after the transition must be included in the rates.
The mobility can however be derived from scaling arguments. To this end it is
instructive to re-derive the characteristic time τst for the Arrhenius model [33]. The
elementary process behind step fluctuations is the transport of one adatom from one
kink to a neighboring one, causing the kinks to diffuse along the step. Adatoms are
detached from a kink site with a rate Γdet = Γ0 exp(−βEdet). The probability of
reaching the neighboring kink, without being recaptured at the initial position, can be
calculated from random walk theory, and reads [31]
Patt(`) ≈ a
L
, (4.29)
where L is the distance to the next kink and a the lattice constant in the step direction.
The mean kink separation is Lk = (1/2)ae
βEk and the kink diffusion rate ΓdetPatt(Lk).
In order to move the step one lattice constant in the perpendicular direction, a kink
must diffuse over a distance Lk. Putting everything together gives the characteristic
Figure 4.1: A schematic picture of a monoatomic step with the activation energies of
the elementary processes.
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time of step fluctuations as
τst ∼ L2k/(ΓdetPatt(Lk)) ∼ exp[β(3Ek + Edet)], (4.30)
in agreement with expression (4.28)
When hopping around a kink site is suppressed by an additional barrier Ekr, the
probability of reaching the neighboring step Patt(L) has to be modified [33]. Again the
result can be obtained from the random walk theory as [31]
Patt(L) ≈
(
L
a
+
1
pkr
)−1
, (4.31)
where pkr ≈ exp(−βEkr) is the probability for going around a kink (see Fig. 4.1),
instead of being reflected. The kink rounding barriers are obviously relevant if Ekr >
Ek. Inserting (4.31) into Eq.(4.30) yields
τst ∼ exp [β(2Ek + Edet + Ekr)] , (4.32)
for strong kink rounding barriers Ekr  Ek. As shown in the previous section, the
characteristic time is generally a combination of the step adatom mobility and the step
stiffness, τst ∼ γ˜3/σ. Since the step stiffness is a static quantity, depending only on the
energetics but not on the dynamics of the atoms along the steps, it may be concluded
that the mobility is reduced by the kink barriers to
σ ∼ exp(−β(Edet + Ekr − Ek)). (4.33)
An interpolation formula
σ =
aΓ0β
2
e−βEdet
1 + eβ(Ekr−Ek)
(4.34)
recovers both of the expressions (4.25) and (4.33) at the limits Ekr  Ek and Ekr  Ek
respectively.
4.3.2 Monte Carlo simulations of step fluctuations
Monte Carlo simulations can be used to check the results obtained from the scaling
arguments. Since the interest here is on the dynamics of adatoms along the step with
no detachment from the steps, a simple one dimensional SOS model can be used as a
model for the step (see Sect. 3.2 for discussion of SOS model). The position of the step
at site i is ζi and the atoms may hop along the step to neighboring sites (i → i ± 1)
with hopping rates
Γi,i±1 = Γ0 exp(−βEi,i±1). (4.35)
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The activation energy depends on the local configuration through
Ei,i±1 = Est + 2Ekni + [1− δ(ζi − ζi±1 − 1)]Ekr, (4.36)
where ni = 0, 1, 2 is the number of lateral nearest neighbors at initial site i. Ekr is an
extra barrier suppressing kink rounding; whenever the hop from i→ i± 1 is not along
a flat step i.e. ζi − ζi±1 6= 1, the extra barrier Ekr is added.
The simulations were conducted on a lattice of size Lx = 131072, using a flat step
ζi(0) ≡ 0 as initial condition. The diffusion rate along the flat step Γ0 exp[−βEst] sets
the time scale and was set to unity in the simulations. For the kink energy a value
Ek = 0.1 eV was used and the kink-rounding barrier Ekr was varied between 0 and 0.24
eV. The temperature range used was βEk = 1.25− 3.5, which corresponds to interval
T = 331− 928 K for the chosen value of Ek.
In the simulations it is more convenient to measure the step width W instead of
the correlation function. Starting with a flat initial condition ζi ≡ 0 one finds for the
step width an expression
W 2(t) ≡ 1
Lx
Lx∑
i=1
ζi(t)
2 = 2−3/4C(t), (4.37)
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Figure 4.2: The time correlation function (Eq. (4.37)) for βEk = 2.5 and Ekr/Ek =
0.0/0.4/1.2/1.6/2.0 (from top to bottom). The dashed line is the best fit At1/4 +
B. Time is measured in units of the inverse diffusion rate along a flat step, t0 ≡
1/(Γ0 exp[−βEst])
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Figure 4.3: The pre-factor of the correlation function (Eq. (4.37)) obtained
from the fits in Fig. 4.2. Ek = 0.1 eV and kink rounding barrier Ekr/Ek =
0.0(©), 1.2(3), 1.6(+), 2.4(∗). The full line is the exact result for the Arrhenius model
Ekr = 0
where C(t) is the time-correlation function (4.23). The step width measured form the
simulations for various values of kink rounding barrier Ekr are presented in Fig. 4.2.
The correlation function is seen to have a clear ∼ t1/4 time dependence. Fitting the
simulation data with C(t) = At1/4+B in the long time limit allows the determination of
the characteristic time through (4.26). The pre-factor A obtained from the best fits are
shown in Fig. 4.3. The curves do not have a pure exponential temperature dependence
since the step stiffness depends on the temperature as γ˜ ∼ β−1 sinh2 (βEk/2), and are
seen to be curved in Fig. 4.3 for high temperatures βEk . 2 . The stiffness γ˜ is a
quantity describing the stationary properties of the step and thus depends only on the
energetics of the model, but not on the dynamics. This means that it is independent
of the kink-rounding barrier Ekr and can be removed from the pre-factor A.
After removal of the step stiffness from the pre-factor A′ = A× (βγ˜)3/4, it depends
only on the mobility A′ ∼ (σ/β)1/4 ∼ exp(−βEσ/4) (see Eqs. (3.34) and (4.34)), where
Eσ is the activation energy for the mobility σ. The simulation results for the mobility for
different values of Ekr are shown in Fig. 4.4. The Langevin theory is strictly speaking
valid only when the atomistic effects in the dynamics can be neglected, meaning that
the step width W should be larger than one W 2 > 1. Unfortunately it takes a long time
to reach this regime in the simulations, in particular for low temperatures βEk & 2
and large kink-rounding barriers. Thus the fits in the form C(t) = At1/4 +B for large
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Figure 4.4: The adatom mobility along the step edge obtained from the pre-factor
of the correlation function in Fig. 4.2, with Ek = 0.1 eV and kink rounding barrier
Ekr/Ek = 0.0(©), 1.2(3), 1.6(4), 2.4(∗). The full lines are best fits to an Arrhenius
form.
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Figure 4.5: The activation energy for the adatom mobility obtained from the fits in
Fig 4.4. A clear cross-over in the behavior is seen at Ekr ≈ Ekr = 0.1. The full lines
are the theoretical predictions Eqs. (4.25) and (4.33).
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kink-rounding barrier Ekr are done partially in regime W < 1, which leads to uncer-
tainty in the fitting parameters and scattering of the simulation results.
From the Arrhenius plots in Fig. 4.4 one obtains the activation energies for the
adatom mobility, Eqs. (4.25) and (4.33). The simulation result for the activation
energy, plotted in Fig. 4.5, are seen to be in good agreement with the theoretical
results. The mobility has a clear cross-over in the behavior, as the kink rounding
barrier increases, taking place around Ekr ≈ Ek as expected on the basis of the scaling
arguments presented in the previous section. Thus the simulation results confirm the
validity of the scaling arguments.
Chapter 5
The step meandering instabilities
The central theme of this thesis are the step meandering instabilities. When the
meander of the steps has the same phase over multiple steps long ripples appear on the
surface. The meandering of steps may have different underlying microscopic mecha-
nisms. Two different mechanisms known to produce ripples are presented and compared
in this chapter. In many growth experiments the atomic steps are found to form an
in-phase meander pattern. To which of the two instabilities presented here they can
be related is still an open question. The instabilities look qualitatively the same, but
differ in their characteristic length scales. Quantitative measurements are thus needed
in order to recognize the instabilities.
5.1 The Bales-Zangwill instability
The first step instability was theoretically predicted by Bales and Zangwill in
1990 [4]. They based their theory on the BCF model of the step-flow growth and
showed through linear stability analysis that a straight steps are linearly unstable
against long wavelength perturbations. In the original work of Bales and Zangwill only
an in-phase step train was considered, but soon afterward their results were generalized
to arbitrary phase differences [65].
5.1.1 Heuristic derivation
The reason behind the instability is the Ehrlich-Schwoebel barrier suppressing the
inter-layer mass transport. As discussed in the Chapter 2, such barriers cause mound
formation on a growing singular surface [71,94] and they stabilize the inter-step distance
in step-flow growth [39]. However, as the vicinal surface is stabilized in the direction
perpendicular to the steps, it is destabilized in the step direction. The reason of the
step meandering is intuitively as follows: due to the ES-barrier the atoms landing on a
41
42 5.1 The Bales-Zangwill instability
Figure 5.1: An illustration of the Bales-Zangwill instability. The instability has a
geometrical origin; positively curved steps receive more adatoms from the terrace in
front of then per unit step length.
terrace preferably attach to an &ﬀ&/L&  step. Thus the rate at which mass arrives to
a step, and consequently the velocity of the step, depend on the terrace area per unit
step length in front of the step. The cartoon in Fig. (5.1) clarifies the situation. The
step normal velocity is vn = ΩF∆A/∆s, where ∆A is the terrace area in front of the
step and ∆s = R∆φ the arc-length (See fig. 5.1), R denotes the radius of curvature
of the step. The terrace area ∆A can be calculated by approximating it locally as a
segment of a circle
∆A =
1
2
(R + `) ∆φ (R + `)− 1
2
R∆φR =
1
2
∆φ
(
2R`+ `2
)
. (5.1)
Inserting the radius of the curvature R−1 = κ ≈ −∂xxζ, the velocity of the step reads
vn = ΩF`− ΩF`
2
2
∂xxζ. (5.2)
Here it has been assumed that the ES-barrier is complete; 2++ atoms arriving on the
terrace go to an ascending step. It is also assumed that 1/R  1, i.e. the step
deformation is small.
One yet has to take into account the relaxation of the step morphology as described
in the previous chapter. Since there is no desorption to the gas phase, the relaxation
takes place via mass current along the step or through terrace diffusion. Because of the
complete ES-barrier, all adatoms that detach from the step, must re-attach to it later.
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Thus also the mass transfer through terrace diffusion also obeys mass conservation and
can be written as an effective current along the step. The effective mobility for the
relaxation via terrace diffusion reads σeff = `βDceq [38, 68], where D is the terrace
diffusion constant and ceq adatom concentration on the terrace. The mobility depends
on the terrace width `, since the number of adatoms on the terrace n, contributing to
the relaxation current, depends on the terrace width n ∼ `. In the language of Ref. [68]:
the terrace width ` is the width of the channel of mass transport. The relaxational
part of the equation of motion to linear order may now be written exactly as in Eq.
(4.4) in Sect. 4.1
∂ζ
∂t
= −Ω ∂
∂x
(σ + `βDceq)
∂µst
∂s
. (5.3)
Here σ is the usual mobility of adatoms along the step, corresponding to the relaxation
through step edge diffusion and the second term derives from the relaxation through
terrace diffusion. The driving force for both of these currents is the gradient in the
step chemical potential µst.
Inserting the expression for the chemical potential (again to the linear order)
µst = Ωγ˜∂xxζ, the equation of motion for the steps follows
∂ζ
∂t
= ΩF`− ΩF`
2
2
∂2ζ
∂x2
− Ω2 (σ + `βDceq) γ˜ ∂
4ζ
∂x4
, (5.4)
to leading order. Inserting a profile with small amplitude modulations and a wavelength
2pi/q, ζ ∼ f(t) sin(qx) shows that straight steps are unstable against long wavelength
perturbations
ζ ∼ eωt sin(qx) , ω = ΩF`
2
2
q2 − Ω2γ˜ (σ + `βDceq) q4. (5.5)
From this form it is clear that modes with a wavenumber smaller than
qc =
√
F`2
2Ωγ˜ (σ + `βDceq)
(5.6)
grow exponentially, destabilizing the step train.
5.1.2 Linear stability analysis
The results derived heuristically in the previous section can be confirmed by a
more controlled calculation, namely the linear stability analysis of the BCF equations
D∇2ci(x, t) + F = 0
D∇ · ci(x, ζi) = k+ [c(x, t)− ceq]
−D∇ · ci(x, ζi+1) = k− [c(x, t)− ceq] (5.7)
vni (x) = ΩD [ni · ∇ci(x, ζi)−ni−1 · ∇ci−1(x, ζi)]− σΩ2γ˜∂2sκi(x),
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where the last term in the equation for the step velocity describes the line diffusion
along the step edge (see Eq.(4.4)). The linear stability analysis proceeds by insertion
of a Fourier decomposition of the concentration field and the step profiles to Eqs. (5.7)
ζˆ(q, ω, φ) =
∞∑
j=−∞
∫ ∞
∞
dxdt ζj(x, t)e
ωt−i(qx+φj) (5.8)
cˆ(q, y, ω, φ) =
∞∑
j=−∞
∫ ∞
∞
dxdt cj(x, y, t)e
ωt−i(qx+φj) (5.9)
(5.10)
and dropping all but the linear terms. For a linear system different Fourier modes do
not couple and can be treated separately.
The growth rate ω is a complex function of the wave number q and phase shift φ.
After some amount of algebra the real part follows as [24,65]
Re[ω] = ΩF qG(q)
(
`+ + `−
`+ `− + `+
)
(5.11)
×
{
(`+ + `−)
[
q` sinh(q`)− cosh(q`) + cos(φ)
]
+ (q`2/2) sinh(q`)
}
− γ˜Ω2q2
{
Dβc0eq
q
G(q)
[
2 cosh(q`)− 2 cos(φ) + q(`+ + `−) sinh(q`)
]
+ σq2
}
,
with the length scales `± ≡ D/k± and
G(q) = (`+ + `−)q cosh(q`) + (`+`−q2 + 1) sinh(q`) (5.12)
The imaginary part results as [24]
Im[ω] = ΩF sin(φ) qG(q)(`+ `+ + `−) (5.13)
The imaginary part Im[ω] describes the propagation of the perturbation and the
real part Re[ω] the decay/growth of the amplitude. To see the meaning of the imagi-
nary part, it is instructive to consider the two possible types of phase shifts, illustrated
in Fig. 5.2. The phase shift can describe the modulation of the perturbation am-
plitude 1 ζ
(1)
m (x, t) ∼ eωt cos(qx) cos(φm) or the shift of the minima and maxima in
the perturbation in the step direction ζ
(2)
m (x, t) ∼ eωt cos(qx − φm), as illustrated in
Fig. 5.2. Both of these perturbations can be written in terms of the Fourier modes
1This type of perturbation describes for q = 0
&)n	Jﬀ
ﬁ
& 
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Figure 5.2: An illustration of the two possible types of phase shifts φ.
ζm(x, t) ∼ eωt−i(qx+φm). It is easy to see that for both perturbations the real part Re[ω]
is equal. A simple calculation leads to time evolution of the perturbations as
ζ(1)m (x, t) ∼ eRe[ω]t cos(qx) cos (φm+ Im[ω]t) (5.14)
ζ(2)m (x, t) ∼ eRe[ω]t cos (qx− φm− Im[ω]t) .
Thus the modulation in the perturbation amplitude is advected backwards in the co-
ordinate frame moving with the step train with a velocity vadv ∼ Im[ω] [24]. For the
other type of phase shifts ζ
(2)
m (x, t), the imaginary part Im[ω] describes the motion of
the maxima and minima in the step direction, with a velocity Im[ω]. For complete ES
barrier, the time evolution of a step depends only on the position of the step in front
of it since new mass can arrive to it only from the terrace in front. The imaginary
part thus expresses the tendency of a step to follow the step in front of it. It is then
intuitively clear that for random phase-shifts between neighboring steps, as each step
follows the preceding one, the step train organizes in to an in-phase mode and the
typical time scale of the ordering is given by tφ = (Im[ω])−1.
The real part of ω(q, φ) is the growth rate of the corresponding Fourier mode.
Positive real part is a sign of an instability, the amplitude of such modes grows expo-
nentially with rate Re[ω]. The messy expression (5.11) is simplified by noting that the
fastest growing modes, and thus relevant, are the ones in-phase φ = 0 2 and taking the
long wavelength limit q` 1
Re[ω] = ΩF`
2
2
(
`− − `+
`+ + `− + `
)
q2 − Ω2γ˜q4 (Dβc0eq`+ σ) . (5.15)
This expression confirms the result (5.5), derived heuristically in previous section in
the relevant limit `− →∞.
2The step train also evolves naturally into an in-phase mode in time scale tφ  (Re[ω])−1. This
point is discussed later in the text.
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Thus it is seen that a step-train is unstable against long wavelength meandering.
The instability arises from the geometry; deposited material is distributed unevenly
along the steps, deriving form the asymmetric attachment kinetics at the step edges, as
explained in Sect. 5.1.1. For the symmetric attachment kinetics `− = `+ the instability
disappears (Re(ω) ≤ 0 for every q). The fastest growing mode is the in-phase mode
with a wavelength.
λBZ = 4pi
√
Ωγ˜
(
σ + `βDc0eq
)
F`2fs
, (5.16)
where the strength of the ES-barrier appears in factor fs = (`− − `+)/(`+ + `− + `).
λBZ is commonly referred as the Bales-Zangwill wavelength. This is the mode that
will dominate the spectrum after initial growth and thus the characteristic length of
the Bales-Zangwill instability. As the steps meander in-phase, they form long ripples
on the surface, like the ones shown in Fig. 2.6.
5.2 Nonlinear evolution equation
The question that remains is what happens after the linear regime? Obviously
the linear approximation will break down after the initial growth. The most unstable
mode grows with a rate ωBZ ≡ Re[ω(qBZ)] and after a time of the order of ω−1BZ the
linear approximation ceases to be valid. An effective step evolution equation for the
non-linear regime has been derived by Pierre-Louis et al. [24, 64]. They employed a
multi-scale analysis of the BCF equations, which had been already successfully applied
to the growth problem where desorption is present [7, 71].
5.2.1 Derivation
The analysis begins by identification of relevant space- and time scales. Obviously
the relevant scale in the step direction is the meander wavelength λBZ and the time
scale the inverse growth rate ω−1BZ . In the long wavelength regime one can identify a
small parameter [24]
 ≡ 2qBZ` =
√
F`4
Ωγ˜
(
σ + `βDc0eq
)  1. (5.17)
In the original work the expansion was done in powers of the Pe´clet number Pe (3.27)
introduced in Sect. 3.3 [64]. In later work by the authors a somewhat different expan-
sion parameter ε = 2 was chosen [24]. For both of these choices the expansion must be
done in non-integer powers of the parameter (Pe)n/2 or εn/2. Here a different expansion
parameter is chosen merely for convenience, so that the expansion is in integer powers.
5.2 Nonlinear evolution equation 47
With the definition above, the relevant scales are seen to depend on the small param-
eter as λBZ ∼ −1 and ωBZ ∼ 4. The strategy is now to write the BCF equations in a
form such that the dependence of each term on  is explicit and then expand the con-
centration ci and step position ζi in powers of  [24, 64]. It was shown in the previous
section that the out-of-phase modes grow slower than the in-phase modes and that the
meanders tend to order into the in-phase mode on a time scale tφ = (Im[ω])−1 ∼ −2.
For the step motion the relevant time scale is the growth rate tBZ = ω
−1
BZ ∼ −4. Thus
the step-train order into the in-phase mode on the time scale of the growth extremely
rapidly tφ/tBZ ∼ 2. Therefore is is justified to assume that all steps are in phase, and
the whole profile is described by a single function ζi(x, t) ≡ ζ(x, t), and of course also
ci(x, y, t) = c(x, y, t), for all i.
To proceed one needs to know the leading order dependence of c(x, y, t) and ζ(x, t)
on the small parameter . A detailed analysis of the BCF equations, presented in
Ref. [24], leads to scaling ζ ∼ −1 for the meander amplitude and (c− c0eq) ∼ 1 for the
normalized concentration field. At first sight the relation ζ ∼ −1 seems pathological,
as the amplitude diverges at the point around which the expansion is made  → 0.
However, due to translational invariance, the equations cannot depend directly on ζ
but only on its derivatives. Since the relevant length in the step direction also scales
as x ∼ λBZ ∼ −1 the derivatives have at most (∂nxζ)m ∼ 0 dependence [24].
Now scaled space and time variables can be defined as 3 X = x and T = 4t.
Writing the BCF equations in terms of X and T and inserting the expansions
ζ = −1
[
H(0) + H(1) + 2H(2)...
]
c = 
[
U (0) + U (1) + 2U (2)...
]
(5.18)
the equations (5.7) may be expanded in powers of  [24, 64]. Solving the equations
subsequently for different powers n, leads to a consistency condition for the 3 equation.
From the consistency requirement the effective equation for the step train results to
the first order as
∂ζ
∂t
= −∂x
{
ΩF`2
2
∂xζ
1 + (∂xζ)2
(5.19)
+
(
ΩβD`c0eq√
1 + (∂xζ)2
+ σΩ
)
1√
1 + (∂xζ)2
∂x
[
Ωγ˜∂xxζ
(1 + (∂xζ)
2)3/2
]}
.
This equation corresponds to the case of a complete Ehrlich-Schwoebel barrier `− = ∞,
a finite ES barrier leads to an analogous expression. The explicit derivation of Eq.
(5.19) is presented in the Appendix A.
The evolution equation (5.19) has a form of a conservation law, the time derivative
of the step profile is a divergence of a current J . The equation must be mass conserving;
3Note that only the x-direction is scaled and y-direction left unscaled
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Figure 5.3: An illustration of the inter-step distance. The shortest distance between
consecutive steps depends on the slope of the steps.
as there is no desorption and the complete ES barrier prohibits mass exchange between
steps, implying that the mass of each step is conserved. In fact, the requirement of
complete ES barrier may be relaxed without the loss of the mass conserving form of
the evolution equation. If also the in-phase constraint is relaxed, the step dynamics
are no longer mass conserving.
The terms present in the step equation (5.19) can be interpreted intuitively. The
last term is clearly proportional to the variation of the step chemical potential µ
J ∼ ∂sΩγ˜κ , ∂s = 1√
1 + (∂xζ)2
∂x (5.20)
and thus describes step relaxation. The two coefficients in parenthesis in front of the
∂sµ term are then effective mobilities. As already discussed in the previous section 5.1
the relaxation may take place either through current along the steps, having a mobility
σ, or through diffusion via terraces, having an effective mobility ΩβDc0eq`. The term
[1 + (∂xζ)
2]−1/2 appears in the mobility for the following reason: as mentioned in the
previous section 5.1 the effective current over the terraces is proportional to the width
of the terrace `. Here the width is now the 2ﬀ;;2+ perpendicular distance between the
steps. From the geometry it follows that the distance is [38]
`⊥ =
`√
1 + (∂xζ)2
, (5.21)
as illustrated in Fig. 5.3
The first term in Eq. (5.19) is proportional to the deposition flux ∼ F and is then
obviously of non-equilibrium origin. The reason for this term is the uneven distribution
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of deposited mass along the steps, as discussed in Sect. 5.1.1. The form may be deduced
from a geometrical construction [24], similar to the one presented to explain the origin
of the Bales-Zangwill instability in Sect. 5.1.1.
5.2.2 Asymptotic step profiles
The evolution equation (5.19) obviously reproduces the results of the linear stability
analysis when the slopes are small ∂xζ  1, which it has to as the linear analysis was
the starting point of the derivation of the equation. The interest here is on the solutions
of the whole equation. In the following the two relaxation mechanism will be considered
separately. Then the Eq. (5.19) reads
∂tζ = −∂x [J(∂xζ)] (5.22)
J =
P∂xζ
1 + (∂xζ)2
+
Qn
[1 + (∂xζ)2]
n∂x
[
∂xxζ
(1 + ∂xζ)
2)3/2
]
,
where P and Qn are constants. n = 1 corresponds to the terrace diffusion P = ΩF`
2/2,
Q1 = Ω
2βγ˜D`c0eq and n = 1/2 to step diffusion Q1/2 = Ω
2σγ˜. Two types of analytical
results can be found to step equation (5.22): &@5L2ﬂ!% solutions, which are obtained
by setting the current to zero J ≡ 0, and $2	+ solution of the form
ζ(x, t) = F (t)g(x). (5.23)
Since the equations (5.22) differ only by the exponent n, they may be treated on
equal footing. The stationary profile can be solved by employing a transformation of
variable
M(x) ≡ ∂xζ√
1 + (∂xζ)2
, (5.24)
after which the current has an expression
J = Qn∂xxM + PM
(
1−M2)1/2−n . (5.25)
Setting J = 0 the equation takes the form of a Newton’s equation describing a particle
with coordinate M and mass Qn in a potential U(M) and the variable x plays the role
of time
Qn
d2M
dx2
= −dU(M)
dM
, U(M) ≡ −P (1−M
2)
3/2−n
3− 2n (5.26)
Now, using the ”energy conservation” it follows immediately that
dM
dx
=
√
2
Qn
[
U(M0) + P
(1−m2)3/2−n
3− 2n
]1/2
, (5.27)
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where M0 is the maximum value of M , corresponding to the maximum slope in the
profile ζ(x)
M0 =
S√
1 + S2
, S ≡ max
x
[∂xζ], (5.28)
for S →∞ we have M0 → 1. The resulting one-parameter family of profiles are most
conveniently parametrized using M0. The stationary profile may be solved using this
result; the profile cannot be written in a closed form for general n, but it follows from
integrals
ζ =
√
2Qn(3− 2n)
P
∫ M ′
0
dM M
{(1−M 2) [(1−M 2)3/2−n − (1−M 20 )3/2−n]}1/2
x =
√
8Qn(3− 2n)
P
∫ M ′
0
dM
[
(1−M 2)3/2−n − (1−M 20 )3/2−n
]−1/2
(5.29)
by eliminating M ′ from the equations. In particular, the amplitude and the wavelength
of the stationary profile are obtained if the integration limit is set to M ′ = M0 (actually
one quarter of the wavelength Λ/4 and one half of the amplitude A/2 follow from the
integrals extended from 0 to M0).
For the edge diffusion case n = 1/2 the potential U(M) is harmonic and the
wavelength (period of the oscillations in the language of Newton’s mechanics) is inde-
pendent of the maximal value M0. Thus all stationary profiles have the wavelength
Λ(M0) of the first unstable mode (5.6) Λ(0) = λc. This mode can be considered as
stationary since it has a growth rate Re(ω) = 0. The amplitude A(M0) of the profile
is an increasing function of the maximum slope M0 and it varies between A(0) = 0
and A(1) = ∞. For terrace diffusion n = 1 the potential is steeper than harmonic and
the wavelength is therefore a decreasing function of M0 (for Newton’s equation: the
period of oscillations decreases as the amplitude M0 increases). Again for zero slope
M0 = 0 the wavelength Λ(M0 = 0) = λc and the upper limit follows from integral
(5.29) Λ(1) =
√
2piQ1/P Γ(3/4)Γ(5/4) ≈ 0.5395327λc; the amplitude is also finite,
having a limiting value A(1) =
√
8Q1/P .
In addition to the stationary solutions, separable solutions to Eq. (5.22), with a
fixed wavelength λs, can be found. Inserting a separable ansatz
ζ(x, t) = K(t)g(x) (5.30)
it is seen that the relaxation terms vanishes as K−3 compared to the first term [64].
Thus in the long time limit, if K → ∞ as t → ∞, the second term is negligible if
the slope differs from zero g′(x) 6= 0. Dropping the relaxation term, the step equation
(5.22) reduces to
K
dK
dt
= P
d2g
dx2
[
g
(
dg
dx
)2]−1
= C, (5.31)
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Figure 5.4: The evolution of the step profile starting from a flat initial condition with
small random fluctuations. The upper figure shows the case of attachment-detachment
kinetics (Eq.(5.19)) at times t = 36, 64, 110, 183, the lower figure the case of edge
diffusion (Eq.(5.22) with n = 1/2) at times t = 20, 60, 112, 200. Subsequent profiles
have been shifted in the ζ-direction. In all figures spatial variable x has been scaled by
λc/2pi =
√
Qn/P and time by Qn/P
2.
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where C is a constant. This equation is of course identical for both relaxation mech-
anisms since the relaxation term is irrelevant. The obvious solution for the tempo-
ral part is K =
√Ct. The equation for the spatial part has been solved already
in the context of mound growth on a singular surface [37] and the solution reads
g = λs/(2
√
pi)erf−1(4x/λs−1). Here erf−1(x) denotes the inverse of the Gaussian error
function
erf(x) = (2/
√
pi)
∫ x
0
dy e−y
2
. (5.32)
The whole separable solution, exact at t→∞, K →∞, reads
ζ(x, t) = 2
√
Pt erf−1(1− 4|x|/λs) , −λs
2
< x <
λs
2
, (5.33)
where the wavelength λs is arbitrary. At the maxima and minima x0 = 0,±λs/2 the
profile diverges as ζ ∼ ±√ln(1/|x− x0|)
As it turns out, neither of the analytic solutions presented here is the whole solution
to the problem. To gain more insight the step equation must be integrated numerically.
To ensure the stability of the integration a fully implicit Euler scheme was employed
[75]. The integration time step was continuously adjusted during the calculation to
0.0 3.0 6.0 9.0 12.0 15.0 18.0
x
−3.0
−2.0
−1.0
0.0
1.0
2.0
3.0
ζ /
 t 1
/2
Figure 5.5: The asymptotic form of the scaled profile ζ/
√
t for Eq.(5.19) (long dashes)
and Eq.(5.22) with n = 1/2 (short dashes). Full line is the separable solution (5.31)
with λs equal to the total meander wavelength λs = 18
√
Qn/P ≈ 2λu.
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Figure 5.6: The shape of the extremal region in the step profile resulting from Eq.(5.19)
at t = 500, 1500, 2500, 3400. The dashed lines are the stationary solutions correspond-
ing to the maximum slope in the profile.
improve numerical efficiency, without loss in the accuracy. Moreover, the scheme was
implemented on an adaptive spatial grid to ensure sufficient spatial resolution of the
profile.
The profiles for both cases n = 1 and n = 1/2 obtained from the numerical
integration are shown in Fig. 5.4. The initial configuration was a flat profile with
small random perturbations. At the beginning the profile develops a wave pattern
with a wavelength λBZ = 2pi
√
Qn/P , as anticipated on the basis of linear analysis of
Eq. (5.19).
Further evolution of the profile leaves this wavelength unchanged and only the
shape and the amplitude of the profile change, as seen in Figs. 5.4. The amplitude
grows like ∼ √t, as predicted by the separable solution (5.33). Also the shape of the
scaled profile ζ/
√
t agrees with the separable solution at the sides of the wave pattern,
as seen in Fig.5.5, showing the scaled profile. Near the maxima and minima however,
the shape of the profile deviates from the separable solution. This is reasonable since
the curvature of the separable profile would diverge at the extremal values, and the
relaxation term in Eq. (5.19) is definitely not negligible at these points.
The shape near extremal points is that of the stationary profile (5.29). This is not
so surprising if one notes that the current in the parts of the profile described by the
separable ansatz behaves as J ∼ (∂xζ)−1. Thus asymptotically as ∂xζ → ∞ also the
current in the separable solution goes to zero and it can be matched to the station-
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ary solution [24]. Since the slope of the separable profile diverges asymptotically, the
maximal slope in the stationary solution, which can be joined to it also diverges, cor-
responding to parameter value M0 = 1. This also sets the wavelength of the stationary
profile i.e. the width of the extremal region. It may be concluded that the profile
approaches a shape, where in the vicinity of extremal values −Λ(1)/2 < x < Λ(1)/2
the form is that of the stationary solution, forming ”caps” to the profile. Outside the
interval the profile acquires the shape of the separable solution. The profile should
approach this limiting shape as t−1/2 [32], since the slope of the separable solution at
the junction grows as ∂xζ ∼ t1/2. Fig. 5.6 shows a comparison of the numerically
integrated profile and the stationary solution. Since the amplitude of the separable
solution grows slower than ∼ t1/2 it appears flat in the scaled profile.
5.2.3 Persistence of the initial wavelength
The final point to be clarified is the question of the persistence of an initially
chosen wavelength. It was seen in previous section the the profile spontaneously chooses
the linearly most unstable mode λBZ . It is imaginable that also some other external
mechanism would set the initial length scale. Indeed, in the case of step flow growth
starting with atomistically flat steps, the initial scale should be set by the Jﬀ/+5
+ﬃ& m
ﬁ LD, i.e. the average distance between dimers that are nucleated at the beginning
along the step edge as the deposition starts.
Based on their experimental findings, Maroutian et al. [51, 52] suggested that the
wavelength seen in the experiments is actually the nucleation length. They observed
that on a Cu surface, vicinal to Cu(100), the meandering instability occurred, but
the wavelength was much larger than λ = λBZ . Moreover, the wavelength showed
dependence on the temperature that deviated from the BZ-theory [51,52].
To study the persistence of the initially set wavelength, the step equation (5.19)
was integrated numerically, starting with a sinusoidal profile. Whenever λinit > λc =
2pi
√
(Qn/P ), the profile is unstable and grows in amplitude. Also an asymptotic
solution, consisting of joined pieces of the separable and stationary profile can be con-
structed for arbitrary wavelengths λ. However, it turns out that if the initial wavelength
exceeds the critical value by a factor of 3, λinit > 3λc, so that an additional meander
fits between the subsequent minima and maxima, an extra meander is spontaneously
created and the wavelength decreases [32], as shown in Fig. 5.7. Thus only a band of
width λc ≤ λ ≤ 3λc of wave profiles are allowed by the evolution equation (5.19). This
result must be interpreted with caution; obviously changing the wavelength is a process
involving multiple steps. In the description presented here it is implicitly assumed that
all steps are in phase. Creating new meanders coherently on many steps simultaneously
may well be much more difficult than suggested by the analysis presented here.
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Figure 5.7: Spontaneous creation of an extra meander period for the case of step-edge
diffusion (n = 1/2). The initial wavelength of the profile is λi = 25
√
Qn/P > 3λc.
Again the spatial variable x has been scaled by λc/2pi =
√
Qn/P and time by Qn/P
2.
5.2.4 Generalized step equation
It was seen in the previous section that the equations describing step motion with
relaxation through step diffusion or mass transport over terraces can be treated equally.
These results are easily generalized for equations of the form Eq. (5.22) with an arbi-
trary n. The separable solution (5.31) is exact when the relaxation term is neglected.
Hence it is asymptotically valid when n > −1/2, for n ≤ −1/2 the relaxation term
may never be neglected. The stationary solution has qualitatively different features for
different values of n.
In the interval 1/2 < n < 3/2 the behavior is analogous to the case n = 1; the
wavelength Λ(M0), i.e the size of the cap at the maxima and minima, is a decreasing
function of the parameter M0 (corresponding to the maximal slope) and the limiting
value S = maxx[∂xζ] →∞, i.e. M0 → 1 is [32]
Λ(1) =
√
2pi(3− 2n)(Qn/P )Γ[(2n+ 1)/4]
Γ[(2n+ 3)/4]
. (5.34)
Also the amplitude A(M0) remains finite, limiting value being
A(1) =
√
Qn
P
√
8(3− 2n)
2n− 1 . (5.35)
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Figure 5.8: Asymptotic form of the step profile for n = 1/2 (upper) and n = 0 (lower).
Full line is the profile and dashed line the slope ζx. Circles represent the stationary
solution and diamonds the corresponding slope. The separable solution, still present
in the sloped regions of the profile for n = 1/2, has vanished for n = 0.
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Figure 5.9: The amplitude of the stationary profile versus the wavelength. As the
maximal slope S in the profile, set by the slope of the separable solution (5.33), increases
the amplitude and the wavelength follow the curves, starting from point Λ = λc,A = 0.
The amplitude diverges as S →∞ (M0 → 1) for n ≤ 1/2, and the maximal wavelength
remains finite for −1/2 < n < 3/2. The limiting values of A and Λ, marked with +
in the figure, follow from Eqs. (5.35) and (5.34). For n ≥ 3/2 the curve ends at point
Λ = 0,A = 0. The wavelength has been scaled by λc/2pi and the amplitude is left
unscaled.
The correspondence between the amplitude A and the wavelength Λ for different values
of M0 is plotted in Fig. 5.9. The evolution of the profile is then similar to the profile
of n = 1 case; the regions in the step profile far from the maxima and minima evolve
according to the separable solution (5.33) and the slope grows as ∼ √t. Consequently
also the maximal slope in the stationary solution, which is set by the slope in the
separable solution, grows and the wavelength and the amplitude of the of the stationary
solution change. The dependence of the amplitude on the wavelength for all values of
M0 is plotted in Fig. 5.9. As M0 increases (i.e S increases) the amplitude and the
wavelength follow the curves in Fig. 5.9, starting from the point Λ = λc,A = 0, which
corresponds to M0 = 0. Asymptotically M0 → 1 (S → ∞) and the limiting values
A(1) and Λ(1) are finite and decreasing with increasing n.
As n→ 3/2 the limiting value of the cap length goes to zero, as well as the limiting
amplitude. Therefore for n > 3/2 true spike singularities are expected to develop at
the extremal points of the profile. Since the maximal slope of the separable solution,
which selects the relevant stationary solution, diverges as S ∼ √t, the curvature at the
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maxima and minima goes as ∼ t(2n−3)/4.
As already noted before, for n = 1/2 the cap length Λ/2 is independent of the
parameter M0 and thus the plot A vs. Λ is a vertical line. From (5.29) one finds
that the amplitude diverges as A(M0 → 1) ∼ − ln(1 − M0), which in terms of the
slope translates to A(S) ∼ ln(S) as S → ∞. The separable profile scales in time as
ζ ∼ t1/2 and A ∼ ln(t). This indicates that the caps appear as flat pieces in the scaled
profile ζ/
√
t. In the parameter regime −1/2 < n < 1/2 it is found from (5.29) that
the amplitude behaves like A ∼ S1/2−n ∼ t1/4−n/2 and thus in the scaled profile ζ/√t
the caps are still flat facets. The lateral cap size Λ/2 remains finite for all M0 when
n ≥ −1/2.
A quantitative change occurs when n = nc ≈ 0.2283, as the maximal wavelength
of the stationary profile Λ exceeds the linearly most unstable wavelength. For n <
nc the asymptotic solution is totally described by the stationary solution and the
separable profile becomes irrelevant, as illustrated in Fig.5.8. When −1/2 < n < nc
the asymptotic wavelength Λ(1) (5.34) is still finite and the profile evolves toward this
finite value. Finally at n = −1/2 the stationary wavelength diverges as M0 → 1 and
the profile coarsens indefinitely, similarly as described for one dimensional surfaces in
Ref. [73].
5.3 Kink Ehrlich-Schwoebel effect (KESE)
The step meandering during step flow growth can also result from a very different
origin. It was noted independently by Pierre-Louis et al. [63] and Ramana-Murty et
al. [56], that an additional barrier experienced by adatoms diffusing along the steps
when rounding corners (See Fig. 4.1), as discussed in previous Chapter 4.3.1, leads
to meandering of steps. This is easy to understand as an analogy to the mounding
instability on singular surfaces, where the Ehrlich-Schwoebel effect causes an up-hill
surface current destabilizing the surface. The kink-rounding barrier induces a non-
equilibrium current Jstep along the steps in the up-kink direction, just as the Ehrlich-
Schwoebel barrier causes an up-hill current, causing mounds to from on the steps, thus
the name kink-Ehrlich-Schwoebel effect (KESE) [63]. Since the mounds are created
on each step independently, the steps start to meander without any phase correlation.
The effective step repulsion, meditated over the diffusion field, drives the meander to
the in-phase mode during further growth.
5.3.1 Relevant length scales
To keep the notation transparent, all lengths relevant to the step edge dynamics
are noted with capital L and the terrace lengths with `. The origin of the KESE
instability lies in the dynamics of the adatoms along the step edges, so it is necessary
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to consider the dynamics in detail on a microscopic level. The atoms deposited on the
terraces eventually arrive to the step edges, along which they migrate until they meet
a kink site, where they are incorporated, or meet an another atom diffusing along the
edge (here dimers will be assumed to stable objects which do not break up on the time
scale of the growth).
Assuming dimers stable, the mean distance between two nucleation centers along
the step edge can be calculated by following the argumentation of Politi and Villain [69],
adapted to the edge diffusion. To this end one calculates the mean number of nucleation
events on a straight step segment of length L, limited by kink sites at both ends. For
simplicity the dynamics at the kinks will be here assumed independent of the kink type
(up- or down- kink). If the arrival rate of new adatoms per unit length 4 to the step is
denoted with Φ, then the rate of arrival of new atoms to a step segment of length L is
(L/a)Φ. The rate of nucleation of dimers on the step segment is given by the product
of (L/a)Φ, the size of the area covered by the random walk conducted by the atom at
the step LRW and and the mean concentration of atoms at the step 〈c〉. The mean
number of nucleation events N¯ on a segment of length L in time interval ∆t is then
N¯(L) = Φ(L/a)LRW 〈c〉∆t. (5.36)
The mean concentration 〈c〉 can be calculated from 1D BCF theory. The mean distance
follows from (5.36) by arguing that on a segment of the size of the nucleation length
LD, one nucleation event occurs N¯(LD) ≈ 1, during the time it takes to move the step
one lattice constant forwards 5, i.e. the time it takes for the kinks to move distance
LD.
If the adatoms are attached to the steps irreversibly (again in the time scale relevant
for the growth) the situation is completely analogous to the sub-monolayer growth on
singular 1D surfaces and the results may be directly taken over [69]. The flux to the
step is Φ = aF`, where F is the deposition flux and ` the step distance. The area
covered by diffusing step atoms is the kink distance LRW ∼ LD. The concentration
of step atoms follows from the 1D BCF theory as 〈c〉 = F`L2/(12Ds), where Ds is
the diffusion coefficient on a flat step and ∆t = (aF`)−1. Putting everything together
leads to the expression for the nucleation length
LD =
(
12Dsa
F`
)1/4
(5.37)
At higher temperatures the adatoms may also detach from the steps. In analogy
with the 1D surfaces this would imply that the desorption plays an important role.
For step edge nucleation the situation is bit more complicated, since there is no real
4i.e. the ”deposition flux” on a 1D surface
5In the analogy with 1D surfaces this translates to deposition of one monolayer [69]
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desorption from the surface, but the atoms only return to the terrace and are attached
to the steps later at some other site. This effect enhances the effective flux to the
steps. The effective flux can be determined by comparing the step velocity imposed by
the requirement of no desorption from the surface as a whole and the velocity of kinks
along the steps. The absence of desorption sets the step velocity to value vst = ΩF`.
If adatoms diffuse along the steps on the average a distance xs before being detached
again, the kinks receive atoms from area of size xs around them, implying a kink
velocity vkink = Φxs. In order to move the step one lattice constant forwards the kinks
must move a distance LD. Now we have two expressions for the time ∆t needed to
move the step one lattice constant
∆t =
a
vst
=
LD
Φxs
(5.38)
=⇒ Φ = LD
axs
Ω`F > aF` if LD > xs.
Now the area covered by atoms diffusing along the steps is LRW = xs and, assuming
that the detachment from the steps dominates over the capture of atoms by the kinks
xs  LD, the average concentration follows from balancing the mass current to the
step Φ and detachment from the step 〈c〉/τ , where τ = x2s/Ds is the average time an
atom diffuses along the step before detachment. Inserting this into Eq. (5.36) and
requiring N¯(LD) = 1 results to an expression for the nucleation length as
LD = a
(
Ds
F`xsΩ
)1/3
. (5.39)
The crossover takes place when both expressions are equal, yielding a crossover value
for the detachment length xs
xcos ≡
1
123/4
(
Ds
F`a
)1/4
. (5.40)
A simple formula interpolating between the results and yielding correct expressions on
both limits xs  xcos and xs  xcos is easily obtained as
LD =
(
12Dsa
F`
)1/4 [
1 +
(
xcos
xs
)1/3]
. (5.41)
Along flat steps the mean kink separation is of the order of LD. This is to be
compared with the other kink distances, namely the thermal kink distance and the
separation imposed by the large scale orientation of the step. The steps are one dimen-
sional objects and therefore rough in all finite temperatures. The thermal kink distance
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follows a Boltzmann distribution and the length scale is LK = (a/2) exp(βEK), where
EK is again the energy cost of creating a kink (See sect. 3.2). The orientation of the
step implies that the mean kink separation is Lor = a(tan(Θ))
−1, where Θ is the angle
between the mean step orientation and the nearest high symmetry orientation. When
either of the length scales Lk or Lor is smaller than the nucleation length LD, most
step adatoms are incorporated to the crystal at these kinks and nucleation events are
irrelevant. However, on high symmetry oriented steps at low temperatures LD < LK
the step motion is analogous to the layer-by-layer growth of singular surfaces, subjected
to mounding instability just as the singular surfaces [71].
5.3.2 Non-equilibrium step current
To see how deposition flux destabilizes high-symmetry oriented steps one must
calculate the mass current along the steps 6. To calculate the adatom current along
the steps the analogy between 1D surfaces and steps may be employed again. The
BCF equations (see Sect. 3.3) for step adatoms read 7
Ds∂
2
xc(x) +
Φ
a
− c/τ = 0
Ds∂xc(0) = k− [c(0)− ceq] (5.42)
Ds∂xc(L) = −k+ [c(L)− ceq] ,
where c(x) is the adatom concentration on the flat step segment limited by two kinks
at x = 0and x = L. Ds is the step diffusion coefficient, τ the average time an adatom
diffuses along the step before detachment and k± are the attachment rates to the kinks
at x = 0, L, depending on the type of the kinks. The situation is clarified in Fig. 5.10.
Since there is no desorption from the terraces adatoms that are detached from the steps
must re-attach later. This adds up to the deposition of new adatoms from the beam
Φ/a = F` + ceq/τ , where ` is the width of the terrace; the deposition rate to the step
due to the deposition beam is aF`. ceq/τ is the arrival rate of adatoms due to non-zero
equilibrium adatom concentration on the terrace, counter balancing the detachment
from steps when the deposition beam is turned of.
From equations (5.42) one can calculate the average current of adatoms along the
step segment
J(L) =
1
L
∫ L
0
j(x)dx =
1
L
∫ L
0
[−Ds∂xc(x)] dx (5.43)
6For simplicity the description here is limited to simple cubic crystals, and the surface has a four-
fold symmetry. Flat steps then mean [100] oriented segments.
7Here Φ is the deposition rate [Φ] = s−1 instead of flux. The deposition flux F = Φ/a.
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Figure 5.10: The 1D BCF theory can be applied to atomic steps. The geometry and
notation used in the text is illustrated here.
yielding an expression
J(L) =
Dsxs[(Φ/a)τ − ceq]
L
(L− − L+)[cosh(L/xs)− 1]
xs cosh(L/xs)(L+ + L−) + sinh(L/xs)(L+L− + x2s)
,
(5.44)
where xs =
√
Dsτ and L± = Ds/k± are length scales introduced by the attachment
coefficients. From Eq. (5.44) one sees immediately that the current vanishes if the
attachment kinetics at the kinks are equally fast L+ = L−. Thus a current can only
arise if the kinks are of different types and there is an additional barrier Ekr for at-
taching to a kink from above i.e. going around a kink, as discussed in Sect. 4.3.1.
Let us now assume that both of the kinks are positive, as in Fig. 5.10, and that at-
tachment to a kink from below occurs with a rate Ds/a (L+ = a), and from above
(Ds/a) exp(−βEkr) (L− = a exp(βEkr)). The expression (5.44) simplifies in the limit
of no detachment from the step xs  L to form
J(L) =
F`L
2
Lkes
Lkes + L+ 2a
, (5.45)
where the =o3 QYﬁ +ﬀ ﬁ , : ﬀ ﬁ 0 ﬃ	$++ﬃ& M ﬁ 8 Lkes ≡ L−−a has been introduced. In the
8The advantage of this definition is that Lkes → 0 as Ekr → 0. Sometimes a definition Lkes ≡ L−
is used.
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Figure 5.11: Geometry of a step oriented near [100] direction. In addition to array
of kinks due to the orientation (Lor), kinks originate also from thermal fluctuations
(Lk) and nucleation on the step during deposition (LD). Relevant kink distance is the
smallest of LD, Lk, Lor.
opposite limit, fast detachment xs  L the current reads
J(L) =
F`x3s
L
Lkes
Lkes(xs + a) + (xs + a)2
, (5.46)
When applying the expression for the step current, it should be noted that arbitrarily
long flat segments cannot occur. There will be either thermally exited kinks at inter-
val Lk or kinks due to nucleation with a mean separation LD. A step with a mean
orientation Θ will then have kinks at distance
L˜ = min[Lk, LD, Lor], (5.47)
where Lor = a tan
−1(Θ) is the kink distance imposed by the orientation. Clearly kinks
created thermally or by nucleation do not contribute to the current J(L) since they
do not have preferred sign; only the excess of kinks of the same sign, imposed by the
average orientation contribute to the average current [37]
Jst = J(L˜)
(
L˜
Lor
)
. (5.48)
To study the stability of high symmetry oriented steps it is useful to write down an
equation of motion for the step profile. Choosing the [100] orientation as the y = 0 axis
the step position in y-direction is described by the function ζ(x, t). The kink distance
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due to step orientation is Lor = a(∂xζ)
−1. Thus the non-equilibrium current for step
orientations near to [100] , Lor  Lk, LD reads
Jst(x) = J(L˜)
L˜
a
(∂xζ). (5.49)
The current is in the up-hill direction and thus has destabilizing character [37].
It should be noted that the expression (5.44) is not applicable for all step directions.
To justify the use of the BCF theory the kink distance L must be larger than the lattice
constant L  a. Otherwise a microscopic description of the adatom dynamics along
the steps is needed. Indeed, it is clear that the current should vanish for the [110]
orientation, where the kink distance due to orientation is Lor = a by symmetry. Here
it is implicitly assumed that the orientation is near the [100] direction so that the kink
distance is large and multiple height kinks may be neglected. The main interest in
this work is on the stability of high symmetry steps and this assumption is justified.
Phenomenological expressions for the current with zeros at [110] (i.e. ∂xζ = 1) have
also been proposed [71]. Also expressions for the step current for steps with arbitrary
orientation may be found in the literature [63].
5.3.3 Wavelength of the KESE instability
According to the reasoning in the previous section, deposition induces a current
along the steps in the up-kink direction. This leads to destabilization of flat steps
oriented along the high symmetry direction, just as the ES barrier destabilizes singular
surfaces against mound formation. To study the evolution of such steps it is informative
to write down an equation of motion including the step current. A good starting point
is the step equation derived in sect. 5.2. The equation is of the form
∂tζ = −Ω∂x (Jterr + Jst) + G(ζ), (5.50)
where Jterr is the term from the step equation (5.19), arising from the non-homogeneous
distribution of deposited atoms along the step, as discussed in Sect. 5.1.1
Jterr =
F`2
2
∂xζ
1 + (∂xζ)2
, (5.51)
Jst is the current due to adatom dynamics along the step, from the previous section
and the last term G(ζ) describes the relaxation of the steps.
The relaxation term deserves a closer inspection. It has contributions from the
mass transport along the step and via terrace diffusion due to spatially varying chemical
potential, just as discussed in Sect. 5.2
G(ζ) ∼ −Ω ∂x
(
βD`ceq√
1 + (∂xζ)2
+ σ
)
∂s (Ωγ˜κ) (5.52)
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where Ωγ˜κ is the step chemical potential composed of step stiffness and curvature, and
σ is the adatom mobility along the steps (4.34). D is the terrace diffusion coefficient,
c0eq the equilibrium adatom concentration on terraces and Ω the atomic area.
Politi and Villain [74] have proposed an additional term, arising from the random
nature of nucleation on flat step segments. In studies of growth on singular 1D surfaces
they noticed, that there is a wavelength selection at the beginning of ES instability,
even in the absence of a relaxation current [74]. A finite wavelength arises from com-
petition between the destabilizing ES current and some relaxation mechanism. Based
on dimensional analysis of the problem they proposed a relaxation term due to the
random nature of nucleation on terraces, having the form ∼ K∂4xζ in the linear regime
∂xζ  1 [71, 74], where K ∼ Φ`4D. Here `D is the nucleation length on a 1D singular
surface. This relaxation term obviously plays a role only if the average kink distance
is larger than the nucleation length, otherwise the nucleation does not take place on
the surface.
Putting everything together the evolution equation for a step in the linear regime,
∂xζ  1, reads
∂tζ = −
(
ΩF`2
2
+ ΩJ(L˜)
L˜
a
)
︸ ︷︷ ︸
≡ν
∂2xζ −
[
Ω2γ˜
(
D`c0eqβ + σ
)
+ αΦL4D
]︸ ︷︷ ︸
≡K
∂4xζ, (5.53)
where α is a numerical constant, which is evaluated later. Inserting a Fourier decom-
position of the profile ζ(x, t) into Eq. (5.53), one finds that modes with a wavelength
λ > λc ≡ 2pi
√
K
ν
(5.54)
grow exponentially and the fastest growing mode is λu =
√
2λc. To make more sense
out of this result it is necessary to consider various limits. This opens up a possibility
of numerous expressions for the most unstable wavelength, depending on the ordering
of the lengths Lk, LD, xs, Lkes.
To make predictions about the shape of the step profile and evolution beyond the
initial stage a non-linear step equation, similar to (5.19), would be needed. However
deriving such an equation is difficult as the relaxation mechanism due to random nu-
cleation along the steps is not known. Therefore there is no knowledge how this term
appears in a non-linear equation [61]. Further discussion about non-linear terms in
such an equation may be found in recent articles [63,78]
No step edge diffusion
Let us first study the limit of no step diffusion. Absence of adatom diffusion along
the steps implies σ,Ds ≡ 0 and consequently LD = 0. The wavelength of the instability
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follows in this limit as
λu = 4pi
(
ΩβDc0eqγ˜
F `
)1/2
(5.55)
In this case the destabilizing effect is the non-uniform distribution of deposited atoms
on the steps and the relaxation takes place via terrace diffusion, i.e. this is the Bales-
Zangwill instability. This scenario was already discussed extensively earlier in this
chapter.
No detachment from the steps
Taking the limit xs → ∞ implies the condition of no detachment from the steps.
The coefficients then acquire the form
ν =
F`
2
(
Ω`+
aL˜2Lkes
L˜+ Lkes + 2a
)
, K = Ω2σγ˜ + αΦL4D, (5.56)
where the arrival rate is now Φ = ΩF`. If there is no extra barrier for going around the
kinks, The kink-Ehrlich-Schwoebel length is Lkes = 0 and the Bales-Zangwill instability
is discovered again, only with a different relaxation term. When kink rounding is
suppressed and LkesL˜ a` the first term in the coefficient ν in (5.56) may be neglected.
The wavelength now depends on the ratio of the lengths L˜/Lkes.
The case of strong kink rounding barrier Lkes  L˜ is clear cut. In this case the
relaxation via step diffusion is also irrelevant 9. Now the relevant wavelength reads
λu = 4pi
L2D
L˜
√
α. (5.57)
On thermally flat steps, meaning that the thermal kink distance is long, LD < Lk, and
in the absence of mass transport around kinks, the only possibility for the meander
length is the nucleation length LD [37, 71]. For Eq. (5.57) thermally flat steps imply
that the typical kink distance is the nucleation length L˜ = LD and consequently λu =
4pi
√
αLD. Now consistency requires α = (4pi)
−2. This supports the existence of the
relaxation mechanism due to stochastic dimer nucleation; it may be argued that since
in the case of no mass transport around kinks the wavelength has to be the nucleation
length, for consistency, there should be a relaxation term of the form αΦL4D in the step
equation [38]. However, it is not obvious that the evolution of an atomistically flat step
can be described with a simple equation of the from (5.53), and this result should be
interpreted with care.
9As was seen in Sect. 4.3.1, Eq. (4.34), the adatom mobility goes to zero σ → 0 for strong kink
rounding barriers.
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In the other limit L˜  Lkes (still assuming LkesL˜  `), the expression for the
instability wavelength reduces to
λu = 4pi
(
αΦL4D + Ω
2σγ˜
F`aL˜Lkes
)1/2
. (5.58)
In order to find out the dependence of the wavelength on the experimental parameters,
such as deposition flux F and temperature T , one needs also to know which of the
lengths Lk and LD is smaller.
Fast detachment from the steps
In this limit xs  L˜, meaning that only adatoms landing on the step within a
distance xs from the kink reach the kink before detachment. The coefficients now
reduce to
ν = F`
(
Ω`
2
+
ax3sLkes
Lkes(xs + a) + (xs + a)2
)
, K = Ω2D`c0eqβγ˜ + αΦL
4
D, (5.59)
and the arrival rate is given by Φ = (LD/xs)aF`. The relaxation term due to the step
edge diffusion is neglected as it is assumed to be irrelevant against the terrace diffusion.
The expressions can be simplified further by considering limits of strong Lkes  xs
and weak Lkes  xs kink rounding barriers. For strong kink barrier the wavelength
reads
λu = 4pi
(
αΦL4D + Ω
2D`c0eqβγ˜
F`(Ω`+ 2ax2s)
)1/2
. (5.60)
And the opposite case Lkes  xs leads to the expression
λu = 4pi
(
αΦL4D + Ω
2D`c0eqβγ˜
F`(Ω`+ 2axsLkes)
)1/2
. (5.61)
Further reduction of these formulae is not easy since it is not clear which of the relax-
ation terms is dominating. The relaxation term arising from the random nucleation
should be treated very cautiously as the mechanism is not well understood and thus it
is easy to draw false conclusions.
5.3.4 Possibility of stable step-flow
It is well known that the ES barriers stabilize the step-flow growth in the direction
of the vicinality [82]. This owes to the fact that fluctuations in the inter step-distance
are damped. Intuitively the mechanism is clear; due to the ES barrier the velocity of
the step depends primarily on the width of the terrace 4Sp  of it. Therefore a step
68 5.3 Kink Ehrlich-Schwoebel effect (KESE)
that is lagging behind its average position will have a larger terrace in front and will
speed up. For advancing steps the opposite it true. The same scenario also applies to
the kinks on a step. A step that is not oriented along the [100] axis, but close to it, is
analogous to a 1D vicinal surface.
Let us now assume that a step has a mean kink distance due to its orientation that
is smaller than the kink- or nucleation lengths, Lor < Lk, LD. Taking again the [100]
direction as the x-axis the step position is ζ(x, t) = mx+(x, t), where m is the average
slope of the step relative to the x-axis and is related to the kink distance by m = a/Lor.
Here (x, t) describes the deformation of the step around its mean position. To study
stability of the step morphology, it is sufficient to determine the properties of . The
condition Lor < Lk, LD implies that most kinks have the same sign. Consequently the
step current now has expressions (5.45) and (5.46) instead of the linear dependence
on the slope (∂xζ) of Eq. (5.48), which results for small slopes (relative to the [100]
direction).
Inserting the expression L/a = (m+ ∂x)
−1 into the current (5.45) and expanding
the expression to the first order in ∂x gives
J(m) ≈ F`a
2
[
Lkes
Lkesm+ a
−
(
Lkes
Lkesm+ a
)2
∂x
]
. (5.62)
The destabilizing effect due to the BZ mechanism is independent of the average orien-
tation of the step and thus reads simply
Jterr =
F`2
2
∂x
1 + (∂x)2
. (5.63)
Putting these two terms together, the linearized equation for (x, t) has the same form
as Eq. (5.53). The coefficient in front of the second order term reads
ν =
ΩF`2
2
− ΩF`a
2
(
Lkes
Lkesm+ 1
)2
. (5.64)
The coefficient changes sign at m0 =
√
a/`− a/Lkes indicating that for m ≤ m0 the
steps are &@2	+ against meandering. This is of course a consequence of the stabilization
of the kink separation due to kink rounding barriers, equivalent to the stabilization of
the step distance on the vicinal surfaces. The requirement m ≤ m0 implies
Lor ≥ Lkes
√
a`
Lkes −
√
a`
(5.65)
for the orientational kink distance. At the same time we still must have Lor  Lk, LD,
so that the use of Eq. (5.45) is justified. A criterion for the stable step-flow has been
derived also in Ref. [63].
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When the detachment from the steps is relevant xs  L the expression (5.46)
should be used. In this case the coefficient ν remains always positive, signalizing an
instability. However, it is clear that when the average slope m = L−1 is increased,
the regime xs  L is eventually reached. This conclusion of stable steps flow is to
be interpreted with caution; it has been shown that on vicinal 1D surfaces step-flow
is only '
ﬂ@&&@2	L+ and eventually a nucleation event on a terrace destabilizes the step
flow growth against mound formation [43].
A more detailed study of step currents for arbitrary orientation has been done by
Politi and Krug [72]. They found out that steps can be stabilized against meandering
due to the step edge current for some orientations. They also noted that for [110]
oriented steps the current due to kink-rounding barriers has a stabilizing effect. Also
Pierre-Louis et al. have derived an expression for the step current [63], valid also for
large slopes m, where multiple height kinks become relevant. They also concluded that
[100] oriented steps are destabilized where as for [110] steps the stability depend on
the strength of the kink rounding barriers Lkes.
5.4 Monte Carlo simulations of meandering instability
Monte Carlo simulations of the SOS model provide a possibility of studying the
meandering instabilities in a discrete model. This way the predictions of the theories
can be tested in a well controlled environment. The model employed here is the one
presented earlier, in Sect. 3.2 the lattice a simple cubic one. The processes included
are the deposition of new atoms with rate F , adatoms at the surface are allowed to hop
to nearest neighbor sites and desorption is neglected. The rate of hopping is dependent
on the local environment through
Γ = Γ0 exp(−β∆E), (5.66)
where the activation energy is
∆E = ES + niEn + (ni − nf )Θ(ni − nf )EBB + (mi −mf )Θ(mi −mf )EES. (5.67)
Here ES is the diffusion barrier on a flat terrace and niEn is the additional barrier when
the atom has ni nearest neighbors at the initial site. This makes the diffusion along the
steps + 0 / than on the terraces. The energy EBB is added when bonds are broken,
ni, nf are the number of nearest neighbors in the initial and final state, respectively.
The Ehrlich-Schwoebel barrier EES is implemented by the last term; mi,mf are the
numbers of next-nearest neighbors in the layers above and below in the initial and final
state. This term adds an extra barrier when an adatoms tries to hop to a site above
the step. The energy landscape is illustrated in Fig. 5.12. As discussed in sect. 3.2
these rates fulfill the detailed balance condition with respect to the Hamiltonian
H =
∑
〈r,r′〉
[EK |hr − hr′ |+ EES(|hr − hr′ | − 1)Θ(|hr − hr′ | − 1)] , (5.68)
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where the kink energy EK = (1/2)(En + EBB).
To employ the results of the theory developed earlier in this chapter the parameters
must be written in terms of the activation energies of the SOS model. The diffusion
coefficients on the terrace and along the steps are obviously D = Γ0 exp(−βES) and
Ds = Γ0 exp[−β(ES + En)] respectively. The adatom concentration on terraces and
the step stiffness were already introduced in sect. 3.3.1
c0eq = Ω
−1 exp(−4βEK) , βγ˜ = 2
a
sinh2
(
βEK
2
)
. (5.69)
To calculate the adatom mobility along the steps (4.34) one needs to know the barrier
for detachment from a kink site to the step edge Edet = ES + 2En + EBB, resulting in
the expression for the mobility
σ =
aβΓ0
2
{
exp [−β(ES + 2En + EBB)]
1 + exp [(β/2)(EBB − En)]
}
. (5.70)
Figure 5.12: The energy landscape of the SOS model. The potentials plotted along
lines A,B follow from the Hamiltonian (5.68).
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The detachment time of adatoms from an edge site to the terrace reads
τ = Γ−10 exp[β(ES + En + EBB)], (5.71)
and consequently the length of the step segment covered by a diffusing adatom along
the step is xs =
√
Dsτ = a exp[(β/2)EBB].
5.4.1 Meander mechanisms
To study the wavelength of the instabilities two different sets of parameters were
used. In the first set (called hereafter set A) the bond-breaking barrier was set to zero
EBB ≡ 0. Now the hopping rate depends only on the number of nearest neighbor in
the initial state ni, but not on the the final state nf . Thus the hopping rate along
the step is equal to the detachment rate from the edge and the line diffusion along the
edges is irrelevant compared to the terrace diffusion. Other activation energies were
set to values ES = 0.35eV, En = 0.21eV and EES = 0.15eV. The temperature had
value T = 375K, the hopping pre-factor Γ0 = 2× 1011s−1 and the deposition flux was
varied between F = 0.025..1 ML/s. System sizes were 1000× 30 a2 with 5 steps, with a
step distance ` = 6a. In the second set (set B) employed, the bond braking barrier was
set to EBB = En = 0.21eV. The hopping pre-factor was Γ0 = 4× 1012s−1 and the flux
was varied between F = 0.005..0.5ML/s, other parameters had identical values with
set A. The difference in the pre-factor Γ0 is only due to computational convenience
so that simulations could be done in the same temperature and flux regime, and has
no physical significance. In this regime the ratio of diffusion and deposition rates
D/(FΩ2) ∼ 106..109, resulting in a very low adatom concentration on the terraces.
Thus the nucleation on the terraces is absent and the concentration field relaxes very
rapidly on the time scale of the step motion, making the quasi-static approximation in
the BCF-theory (See Eq.(3.28)) justified.
In both cases, starting with a profile with straight steps, they develop an in-phase
meandering pattern as the steps propagate, as seen in snap-shots in Figs. 5.13 and 5.14.
Starting the simulation with straight steps implies Lk = ∞ and thus comparing with
theoretical results the length scale L˜ = LD always. As mentioned for the parameter
set A there is no step diffusion and no kink-rounding barrier, Ekr = 0, leaving the
Bales-Zangwill instability as the only possible mechanism for meandering. To compare
with the theory several values for the deposition flux were used and the wavelength λ of
the instability was measured directly from the step profiles, by measuring the distance
between subsequent minima in the step profile. The estimate for the statistical error
was obtained from the variation of the wavelength in a single profile. Each simulation
was run until λ was clearly visible. The results shown in Fig. 5.15 are in excellent
agreement with the theoretical result Eq. (5.16). The observed value of the wavelength
agrees also quantitatively with the theoretical and no parameter fitting is required.
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Figure 5.13: The evolution of the SOS model with the parameter set A, deposition
flux used was F = 0.2ML/s. Size of the system was 120 × 1000a2 sites with 20 steps;
a piece of size 120 × 500a2 is shown in the snapshots. At initial state all steps were
straight.
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Figure 5.14: The evolution with parameter set B and deposition flux F = 0.01ML/s.
Again snapshots show a 120 × 500a2 piece from a lattice of size 120 × 800a2, with 20
steps.
74 5.4 Monte Carlo simulations of meandering instability
10−2 10−1 100
F
10
100
1000
 λ
Figure 5.15: Meander wavelength as a function of flux for model I (circles) and model II
(diamonds). Each symbol represents a single run on a lattice of size 1000×30a2 with 5
steps. The error bars refer to the variation of the wavelength within the configuration.
For some fluxes results for a lattice of size 30 × 1200a2 have been included also. The
simulations were run until the meander wavelength was clearly visible. The BZ-length
(5.16) is plotted as a full line for model I and a short-dashed line for model II. The
long-dashed line is the nucleation length (5.37) for model II.
A convincing evidence for the BZ instability is the flux dependence of the wavelength
λ ∼ F−1/2, which is inconsistent with the nucleation length LD ∼ F−1/3, valid for the
case of fast detachment from the steps (See Eq. (5.39)).
A note about the relaxation term αΦL4D is in order. For the parameters used in the
simulations this would actually be the dominating relaxation mechanism, and the other
two terms are completely negligible αΦL4D  Ωγ˜(σ + `βDc0eq). Thus if the relaxation
due to random nucleation of dimers on the steps is present and of the form αΦL4D ,
the meandering wavelength should be
λ = 4pi
√
αΦL4D
F`2
=
L
5/2
D√
`
. (5.72)
For the parameter set A: Φ = (LD/xs)`F , xs = 1 and LD ∼ F−1/3, according to
formula (5.39). Equation (5.72) would give a meandering wavelength that is 2 orders
of magnitude larger than observed in the simulations. The expression (5.72) also scales
as F−5/6 in the deposition flux, which clearly disagrees with the λ ∼ F−1/2 dependence
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found in the simulations.Thus the relaxation due to nucleation does not seem to play
any role and will be neglected for the rest of this thesis.
In simulations with the parameter set B, the detachment from the steps has an
extra barrier EBB, meaning that the line diffusion along the step is significant. This
implies also a strong kink rounding barrier Ekr = EBB, since in order to round a kink,
an adatom has to first detach from the step as only nearest neighbor hops are allowed
in the model. The wavelength of the developed meander pattern was determined
as in the previous case, the results are shown again in Fig. 5.15. For this set of
parameters the detachment from the steps is negligible since xs  LD, and LD is
the maximal kink distance appearing in the step profiles. The kink rounding barrier
is very strong Lkes  LD and consequently the wavelength of the KESE instability
is given by the nucleation length (5.37). The simulation results are again in good
quantitative agreement with the theoretical expression. The wavelength has clearly a
λ ∼ F−1/4 flux dependence, inconsistent with the BZ-instability. The wavelength of the
BZ-instability calculated from parameters B is also plotted in Fig. 5.15, showing that
the observed wavelength is 'q2++ﬃ than the BZ length. Moreover, the linear stability
analysis (sect. 5.1.2) showed that the interval λ = [λBZ/
√
2,∞] of wavelengths is
unstable; the measured meander wavelength is 'r2++/ than that of the first unstable
mode of the BZ theory λBZ/
√
2. Thus it can be concluded that the mechanism behind
the meander for parameter set B is not the BZ instability, but the KESE instability.
5.4.2 Cross-over between instabilities
Both of the meandering instabilities occur in the SOS model, which one is the
dominant, depends on the significance of the edge diffusion and the strength of the kink
rounding barrier. Both of these are controlled in the model presented here by the bond-
breaking barrier EBB (xs =
√
exp(βEBB), Lkes = exp(βEBB)). To determine which
effect dominates one should compare the two terms contributing to the destabilization
in Eq. (5.53). For the parameters used in the simulations the cross-over should occur
at EBB ≈ 0.105 eV, where the two terms contributing to the destabilizing term, ν,
are equal. In the simulations the crossover was studied by varying the bond-breaking
barrier in the interval EBB = 0.01..0.3 eV. The parameter set B was used, apart
from the step distance which was set to the value ` = 10a. The deposition rate was
set to F = 0.25 ML/s. The wavelength was again measured directly from the mean
distance between subsequent minima; values plotted in Fig. 5.16 are averages over
5 independent runs and the error-bars are the standard deviation. The cross-over in
the wavelength is seen to occur around EBB ≈ 0.10 eV, in good agreement with the
theoretical prediction.
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Figure 5.16: The observed wavelengths (circles) for various values of the bond breaking
barrier EBB. The full line is the BZ- length (5.16) and the dashed line the nucleation
length (5.41). The crossover between the two meander mechanisms occurs around
EBB ≈ 0.1 eV. Each point is an average over 5 independent runs on a 250..1500× 30a2
lattice with 3 steps (step spacing l = 10a).
5.4.3 Temporal evolution
The two instabilities also differ in their time evolution, already in the initial phase
the difference is clear. From Figs. 5.13 and 5.14 one sees that whereas for the BZ-
instability the step meanders are all in-phase from the onset, whereas for the KESE
instability the steps start to meander with random phase shifts between the steps and
is driven to an in-phase mode only later due to the effective step-step interaction.
This is in accordance with the theory; the linear stability analysis implied that the
in-phase mode is the fastest growing one for BZ mechanism. The KESE instability
starts by nucleation of dimers along the steps, which naturally takes place on each step
independently of the others.
Also the asymptotic step profiles have quite different shapes. The shape of a
step train for both cases is shown in Fig. 5.17. The profiles obtained for the BZ
instability (parameter set A) can be compared with the step profile resulting from the
step equation (5.19). The simulations of the SOS model produce step profiles with
broad and flat maxima and extremely narrow minima. This is a striking contradict
with the up-down symmetric profile following from the step equation (see Fig.5.5).
The up-down symmetry of the equation (5.19) is an artifact of the truncation of the
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Figure 5.17: Step configurations for model I (upper panel) and model II (lower panel)
after deposition of 75 ML at a deposition flux F = 0.5ML/s (model I) and F =
0.01ML/s (model II). The figures show part of a 800× 120a2 lattice with 20 steps.
perturbation series and the symmetry is broken if higher order terms are included [24].
The two mechanisms also differ in their asymptotic evolution of the step profiles.
To measure the growth rate of the meander amplitude, the step width, defined as
w ≡ 1
Lx
Lx∑
x=1
[
ζ(x)− ζ¯]2 , ζ¯ = 1
Lx
Lx∑
x=1
ζ(x) (5.73)
was calculated during growth. Here Lx is the length of the steps. Results from simu-
lations are plotted in Fig. 5.18 for both meandering mechanisms. The meander ampli-
tude grows for the KESE instability (parameter set B) rapidly at the initial phase, but
saturates to a finite value asymptotically. The asymptotic amplitude seems to grow as
the meander wavelength grows, suggesting that there could be +mr$ﬃ+/ﬀ at the
large slope regions between the flat maxima and sharp minima (see lower panel of Fig.
5.17). It has been shown that for large slopes the KESE current arising form the kink
rounding barriers has a stabilizing character [63, 71], which could lead to stabilization
of the step orientation.
The BZ instability shows quite different temporal evolution. The meander ampli-
tude starts growing slowly, but keeps increasing +5ﬂ+ % in the asymptotic regime, as
indicated in Fig. 5.18. This observation contradicts the earlier results of the amplitude
growth of the BZ instability. As was shown in Sect. 5.2.2 the non-linear step equation
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Figure 5.18: Average step width w as a function of time for model I (up-
per panel, F = 0.1(©), 0.4(), 0.8() ML/s) and model II (lower panel, F =
0.05(?), 0.2(), 0.4(), 0.8(4) ML/s), from single runs on a lattice of size 500 × 30a2
with 5 steps.
(5.19) predicts that the meander amplitude should grow as w ∼ √t [24, 32, 64]. The
linear amplitude growth is also at variance with the Monte Carlo simulations conducted
earlier [64], where it was found that the step width has a w ∼ √t time dependence
in the long time regime, in accordance with the step equation. A direct comparison
between the model used in Ref. [64] and the model presented here is not possible due
to quite different choice of parameterization. Some major differences that could lie
behind the discrepancy can be named; in the earlier work the steps were described by
single valued functions, thus completely suppressing the occurrence of step overhangs
and voids. Secondly, the nucleation on the terraces was prohibited in the simulations of
Ref. [64]. The simulations were also done in a very different parameter regime. In the
earlier simulation the value of the adatom concentration was set to a value c0eq = 0.119,
which is several orders of magnitude higher than the value calculated from the model
parameters for the simulations presented here. Indeed, in such a high adatom concen-
tration step flow growth is hardly possible due to frequent island nucleation on terraces,
when it is allowed. In the simulation results in Ref. [64] also the wavelength of the
meander differed from the theoretical prediction.
The linear amplitude growth of the BZ-instability may be intuitively connected
with the strongly asymmetric shape of the step profile (see upper panel of Fig. 5.17).
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For the diffusing adatoms it is very hard to reach the narrow fjords between the broad
maxima. Thus the minima receive fever adatoms and consequently the minima move
with a smaller velocity than the maxima, causing the linear amplitude growth. It
should be noted that even addition of higher order terms in the step equation (5.19),
breaking the up-down symmetry, does not alter the A ∼ √t time dependence of the
meander amplitude [24]. This discrepancy between the SOS simulations and the step
equation remains to be clarified.
5.4.4 Variation of the ES barrier
So far the Ehrlich-Schwoebel barrier was set to value EES = 0.15 eV in all simula-
tions, which for the temperature T and terrace width ` used in the simulations implies
a complete ES effect. The effect of the ES barrier appears in the wavelength λBZ ,
Eq.(5.16), through the factor
fs =
`ES
`+ `ES + 2a
, (5.74)
where `ES ≡ `− − a = a exp(βEES) − a (note that for the SOS model `+ = a). The
value EES = 0.15 eV implies fs ≈ 1 for all parameters used so far.
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Figure 5.19: Meander wavelength as a function of the ES length `ES = D/k− − a for
model I at F = 0.25ML/s. Each symbol is an average over 5 runs on a lattice of size
1250× 15a2 containing a single step (step spacing ` = 15a). The dashed line shows the
BZ prediction (5.16).
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In order to study the effect of a finite ES barrier simulations using the parameter
set A, with a deposition flux F = 0.25ML/s and step spacing ` = 15a were conducted
for various values of ES barrier EES = 0.06 − 0.20 eV. For the Schwoebel length this
means the interval `ES = 5 − 486 a. To determine the wavelength, 5 independent
runs with a system size 1250× 15a2, with a single step on the surface were conducted.
Having only a single step in the system and using periodic boundary conditions implies
that the steps are perfectly in-phase . The wavelength was measured again directly
from the profile and averaged over the runs. The results obtained are shown in Fig.
5.19. The simulation result is seen to be in qualitative agreement with the theoretical
prediction, but with a quantitative discrepancy. The simulation data could be fitted
by reducing the Schwoebel length `ES by a factor 1/4. However, there is no justified
reason in doing so. It may be argued that also the step roughness affects the Schwoebel
length since it is an average hopping rate over the step edge, and the local ES barrier
depends on the step morphology. This cannot be the reason in the simulations here;
with the implementation of the ES barrier employed here the interlayer hopping rate
is + 0 ﬃ over a kinked step compared to the straight step. This would rather increase
the Schwoebel length `ES than reduce it. This issue remains unsolved for the time
being.
5.5 Step meandering in experiments
The step meandering instabilities have received much less experimental attention
than the mound formation on singular surfaces, which has been studied in various
materials and surface orientations (see [71] and references therein). Qualitative ob-
servations of meandering have been reported in growth experiment on GaAs(1 1 0)
surface [91], on Cu(1 1 17) surface [81] and on a surface vicinal to Pt(1 1 1). In the
earlier works the instability was assigned to the Bales-Zangwill mechanism.
The first quantitative measurements on the meander wavelength were reported
recently by Maroutian et al. [50–52]. They measured the wavelength from STM images
taken from Cu(1 1 17) and Cu(0 1 12) surfaces after deposition of multiple adlayers.
The two surface orientations are both vicinal to the (1 0 0) singular surface and have the
same average step distance ` = 2.17 nm. The surfaces differ by their step orientation;
the steps on Cu(1 1 17) surface run in the close packed 〈110〉 direction and on Cu(0 1
12) surface the steps run in 〈100〉 direction, having an open structure. The experiments
were not consistent with the BZ mechanism neither in the flux dependence nor in the
temperature dependence.
The results on the Cu(1 1 17) surface with close packed steps can be explained
by the KESE instability; the adatom diffusion along the close packed steps is very
fast. The case would qualitatively correspond to the parameter set B of the simulation
presented here. The measured dependence on the deposition flux λ ∼ F−0.21±0.08 is in
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fair agreement with the theoretical prediction λ ∼ F−1/4. Also the activation energy of
the wavelength Ea = 0.092 eV corresponding to energy barrier Es = 4Ea = 0.35 eV for
the edge diffusion agrees reasonably well with the result Es = 0.45± 0.08 eV obtained
from time dependent equilibrium step fluctuations [20]. The evidence of a strong kink-
rounding barrier for 〈110〉 steps, necessary for the KESE instability, is still missing.
Re-interpretation [34] of the experimental measurements on the time dependent step
fluctuations [20], in the light of the results for step mobility presented in Sect.4.3.1
would suggest a barrier Ekr ≈ 0.41 eV, which would indicate a strong kink-rounding
barrier. Also kinetic Monte Carlo simulations of a more detailed model for Cu surfaces,
having the correct symmetry and energy barriers taken from EAM calculations, shows
a meandering instability due to KESE [79].
A meandering instability was observed also on the Cu(0 1 12) surfaces. In this
case the steps run in the 〈100〉 direction and are fully kinked. Presumably diffusion
along such steps is much slower. Also the nucleation at the initial stage of growth
is not well described by the one-dimensional nucleation theory presented earlier, but
should be replaced with a more microscopic description. Thus the only candidate for
Figure 5.20: A STM 100×100 nm2 mage of Cu(1 1 17) surface after deposition of 18 ML
at flux F = 0.003ML/s in temperature T = 280 K The steps run in the close packed
〈110〉 direction and the meandering is due to the KESE instability. The morphology
is quite similar to the simulation profiles shown in Fig. 5.14. Courtesy of H-. J. Ernst
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Figure 5.21: A 130 × 130mn2 STM image of Cu(0 1 12) surface after deposition of
20 ML at flux F = 0.003 ML/s at temperature T = 250 K. The step has a sawtooth
formed profile, presumably reflecting the symmetry of open 〈100〉 steps. The origin of
the meandering of open steps is still an open question. Taken from Ref. [52]
the meandering mechanism is the BZ-instability. The experimental result for the flux
dependence of the wavelength λ ∼ F−0.17 disagrees with the theoretical prediction
λ ∼ F−1/2. In the MC simulations of open steps, done by Rusanen et al. [79], the 〈100〉
oriented steps were found to be stable. In the simulations of Ref. [79] the employed
activation energies were taken from EAM calculations of close packed steps and as
a diffusion barrier along the open 〈100〉 steps the kink-rounding barrier of the 〈110〉
steps. The dynamics of atoms along the open steps might however differ from the fully
kinked 〈110〉 steps, as the open steps are not so rough as fully kinked 〈110〉 due to
atomic relaxation of the steps. Also theoretical considerations of the KESE instability
state that for 〈100〉 steps the KESE effect should be stabilizing [73]. Presently the
meandering on Cu(0 1 12) surface remains a mystery.
Chapter 6
Breakdown of the step-flow growth
The step-flow growth on a vicinal surface has been seen in experiments [50,91] and
in simulations [34,76] to be only a 'H","&@2	+ growth mode. Even if the nucleation of
islands on terraces is very rare, `D  `, sometimes nucleation occurs and the growth
may be destabilized against mound formation, since up-hill surface current J(`) tends
to enhance fluctuations in the vicinal profile if the current is an increasing function of
the inter-step distance J ′(`) > 0 [37,39].
Another mechanism that may destroy the morphology of a step train, where only
steps of one sign appear, is obviously formation of vacancy islands. It is imaginable
that a strong meander can lead to the formation of a closed loop in the step profile
and thus to breakdown of the step-flow mode. Depending on the growth conditions
the step-flow may last over deposition of hundreds of monolayers, though.
6.1 Island nucleation on the terraces
The intuitively clearest way of destabilizing the step-flow growth is the nucleation of
islands on the terraces. In the analysis so far nucleation has been neglected altogether,
but it is of course always present on a real surfaces, even if it is very rare. Once an island
is nucleated on a terrace it serves as a nucleus for a mound to be grown there, exactly
as on a singular surface. The island nucleation is however severely suppressed on a
vicinal surface, since the steps absorb adatoms and thus their density is significantly
lower than on a singular surface. In particular so if the step density is high, meaning
that the slope is large.
6.1.1 Nucleation length `D
It is rather obvious that the mean distance between the island nucleation centers
`D is different on a vicinal than on the singular surfaces. On a singular surface the
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nucleation length `D can be calculated using the argumentation employed in Sect. 5.3
to calculate the nucleation length along the steps [71]. The number of nucleation events
N(l,∆t) in a region of linear size l in a time interval ∆t is given by the product of
the number of atoms arriving on the surface FΩl2∆t and the probability of meeting
another adatom. The probability of meeting another atom is a product of the number
of distinct visited sites ≈ l2 and the average adatom concentration 〈c〉, which can be
obtained from the BCF theory. The nucleation length is then given by the relation
N(`D, (FΩ)
−1) = 1 and the result is [71]
`D ≈ a
(
D
Ω2F
)1/6
. (6.1)
This expression remains valid also for vicinal surfaces, as long as the island separation
is much smaller than the step spacing `D  `.
In the opposite limit the effect of the steps must be taken into account. Following
the same argumentation that led to Eq. (6.1) the expression in the vicinal case may
be derived. On a terrace segment of length `|| in the step direction, the number of
new atoms arriving on the segment is FΩ`||`∆t (` is the terrace width). After its
arrival, an adatom diffuses on the terrace before being captured by the step. In the
direction perpendicular to the steps it diffuses a distance ∼ ` and, since the diffusion
is isotropic, in the step direction also a distance ∼ `, covering thus an area ∼ `2 before
being incorporated to the step. The probability to encounter a terrace adatom is then
∼ `2〈c〉. The average concentration can be solved form the BCF equation on a terrace
(see Sect. 3.3). Assuming straight steps, the problem is essentially one dimensional
and the relevant equations read
D∂yyc+ F = 0 , c(0) = c(`) = 0 (6.2)
Figure 6.1: The mean island separation in the step direction. In the direction per-
pendicular to the steps the typical distance between the islands is the terrace width
`.
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where the Ehrlich-Schwoebel effect has been for simplicity neglected and the attach-
ment to the steps is irreversible, implying c0eq = 0. The resulting average density reads
〈c〉 ≈ (F/D)`2. Putting everything together, the number of nucleation events on a
terrace segment reads
N¯(`||,∆t) = F`||` `
2 〈c〉∆t = F`||`5(F/D)∆t. (6.3)
Now the nucleation length follows again from the relation N¯(˜`D, (FΩ)
−1) = 1 , yielding
˜`
D =
D
F`5
(6.4)
for the nucleation length. Here ˜`D is the average distance between islands in the step
direction, in the perpendicular direction the average distance is naturally the terrace
width `.
The crossover between the two cases occurs approximately when ˜`D = `D, which
leads to the cross-over value for the flux FX = D/`
6. Re-scaling the deposition flux
with the crossover value leads to expression for the nucleation length
`D ∼ `
{
f−1 for f < 1
f−1/6 for f > 1
, f ≡ F/FX = (F/D)`6. (6.5)
f  1 means that the surface can be considered as a singular one, and f  1 means
that most of the deposited atoms are captured by the steps. The results of this simple
argument are confirmed by simulation results on a semi-realistic SOS model for FCC
metal surfaces [80].
In the initial phase, before the island density saturates, the mean island separation
decreases as new islands are continuously nucleated. Base on scaling arguments, it has
been predicted that the mean island separation `eff on a singular surface depends on
the coverage Θ = FΩt as
`eff ∼
(
ΘF
D
)−γ
, (6.6)
in the intermediate regime, where the adatom density has saturated, but the island
density still increases. The exponent γ scaling exponent for the saturated island sep-
aration [96] and it acquires a value γ = 1/(2 + 2d) when dimers are assumed stable.
Assuming that this applies also for the nucleation on a vicinal surface, the island sep-
aration should scale as
`effD ∼ `
{
(Θf)−1 for f < 1
(Θf)−1/6 for f > 1
(6.7)
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Figure 6.2: The island density on a vicinal surface as a function of the scaled flux
f ≡ F/FX for various coverages Θ. The simulation results are in agreement with the
scaling result (6.8). Taken from Ref. [80].
Equivalently to the nucleation length one can measure the island /!%
ρisl = `
−2
{
Θf , f < 1 (stepped surfaces)
(Θf)1/3 , f > 1 (singular surfaces)
(6.8)
The coverage dependent island density on a vicinal surface f  1 has been derived
earlier from a more elaborate theory by Bales [3]. The simple arguments presented
here produce the leading order term of the previous result in `. Also the same coverage
dependence ρisl ∼ Θ, f  1 is found in the treatment by Bales [3] Simulation results
for the island density, shown in Fig. 6.2, are also seen to be in good agreement with
the theory.
6.1.2 Mound formation
Similarly to the singular surface the islands nucleated on the terraces form a tem-
plate for mounds to be grown. In order to have mounds forming, a new island should be
nucleated on top of an existing one, before it is incorporated to the advancing step [61].
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To calculate the nucleation rate on top of islands a simple mean-field description is not
enough; since the number of atoms on an island is very small, the nucleation events
are dominated by rare fluctuations in the number of atoms on an island [42,70]. How-
ever the nucleation rate has been readily calculated [25, 42], and these results may be
directly applied. The nucleation rate ω = FApnuc, obviously depends on the size of
the island. Here F denotes the deposition flux, A the area of the island and pnuc is the
probability for a deposited atom to find another on top of the island and form a dimer
before descending over the island edge. Assuming that once an island is nucleated on a
terrace, it receives roughly half of the freshly deposited adatoms landing on the terrace
segment of length `, the radius of the island grows with a velocity v ≈ (1/2)vstep, where
vstep = F`Ω is the velocity of a step without an island on the terrace. The number of
nucleation events up to time t∗ then reads
Nnuc(t
∗) ≡
∫ t∗
0
dt ω(t) =
∫ t∗
0
d tFA(t)pnuc(t), (6.9)
where the nucleation probability depends on time as the size of the island changes. A
criterion for the mound formation is that during deposition of one monolayer one new
island will be nucleated on top of terrace island, on average [61]. Otherwise the island
collides with an advancing step and is incorporated into it. A quantitative criterion for
the destabilization of the step flow against mound formation is given by
Nnuc(t
∗ = (ΩF )−1) > 1. (6.10)
The nucleation probability pnuc is approximately given by the probability that two
adatoms are present at the same time on top of a single island, i.e. it is assumed that
the atoms on an island always meet. The result for the nucleation rate then follows
as [42]
ω = FApnuc =
pi2F 2r4
2D
(
r2 +
Dr
k−
)
(6.11)
for a circular island of radius r, here D is the diffusion coefficient on a flat terrace and
k− the rate of attachment to the step edge from a terrace above, encountered already
in the BCF theory. Inserting the approximation r = (1/2)vstept ≈ (1/2)ΩF`t into ω
and integrating over time, the criterion (6.10) reads∫ (ΩF )−1
0
ω(t) dt =
piF
ΩD
(
`
2
)5(
`
28
+
`ES
12
)
> 1, (6.12)
where `ES ≡ (D/k−) − a ≈ (D/k−) is the Ehrlich-Schwoebel length. In the limit of
strong ES effect `ES  r the adatoms travel multiple times across the island before
descending and the assumption that if two atoms are present on the island they always
meet is valid. In the opposite limit the expression (6.12) is only an upper limit as the
true nucleation rate is smaller [42].
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When the flux is below the critical flux
F < Fc ≡ ΩD
pi
(
2
`
)5(
`
28
+
`ES
12
)−1
, (6.13)
islands are nucleated on the terrace, but they are incorporated to the steps before a new
island is nucleated on them. Thus the growth retains its 2D character. When islands
are nucleated on the terrace the morphology of the steps is also affected by this. As the
islands collide with the step, the step jumps discontinuously forward. Simulations show
that the step meandering instability takes place also when island are nucleated [80].
However in this case the dynamics of the steps are different from the case described
in the previous section and the results cannot be directly applied. In fact, there is
evidence from MC simulations that the meandering wavelength is neither of the two,
BZ- or KESE- length, but something else [80]. The asymptotic regime of the growth
was not accessible in the simulations of Ref. [80], so the asymptotic wavelength of the
meander in the presence of terrace nucleation is not yet clear. It is also plausible that
eventually the terrace nucleation ceases as the steps come closer to each other due to
the strong meander.
F < FC , ` ∼ ˜`D is an intermediate state between pure step-flow and mound growth.
For larger fluxes (or wider terraces) the mounding instability sets in and the step-flow
growth is only transient state, asymptotic state being a genuine 3D mound growth [43],
and the morphology of the surface is qualitatively the same as on singular surfaces [76].
In growth experiments on vicinal Cu surfaces [50] mounds formed on terraces ap-
pear in highly ordered rows. This suggests that the mounds do not grow independently
and that the nucleation events of terrace islands are correlated. Thus the simple sce-
nario presented here for island nucleation may not be sufficient.
6.2 Appearance of vacancy islands
Another possibility for termination of the step-flow growth is provided by the
formation of 82ﬀ$2ﬀ/ on the terraces. A vacancy island is formed when the step
crosses itself due to a very strong meander. Such step configurations are formed when
an adatom island collides with the step creating a large perturbation on the step profile,
or due to large amplitude (late time) meandering due to BZ- or KESE- instability.
6.2.1 Relevant length scales
The relevant length scale naturally depends on the mechanism through which the
vacancies are nucleated. When they are due to strong meandering, the length scale for
the separation between vacancies is the wavelength of the meandering instability λM .
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Figure 6.3: Subsequent step configurations in the MC simulations of the SOS model
at time interval 0.1 ML after deposition of 6.8 ML. Vacancy islands are formed where
the phase difference between the steps is large. The simulation parameters were F =
1.0 ML/s , T = 400K ,Es = 0.35eV , En = 0.15eVEBB = 0.20eVEES = 0.20eV, ` =
10 a and system size 100× 100 a2 .
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Figure 6.4: A vacancy island acts as a pinning center for the following steps. As the
following steps are pinned, they might form a closed loop around the vacancy, forming
thus a deepening crater. Subsequent step configurations in the MC simulations of the
SOS model at time interval 2 ML after deposition of 4 ML. The simulation parameters
were F = 2.0 ML/s , T = 400K ,Es = 0.35eV , En = 0.15eVEBB = 0.20eVEES =
0.20eV, ` = 10 a and system size 100× 100 a2 .
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Figure 6.5: The craters deepen and grow in lateral size during further growth. Finally
the craters start to coalesce thus leading to mounds on the surface. Snap shots from
simulations of the SOS model, the simulation parameters were F = 1.0ML/s , T =
400K , Es = 0.35eV , En = 0.15eVEBB = 0.20eV , EES = 0.20eV, ` = 10 a and system
size 250× 250 a2 .
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When the vacancies are due to island collisions with the steps, the relevant length scale
in the step direction would be naturally the mean island separation on the terrace ˜`D.
In the perpendicular direction the situation is not so simple. For the KESE case it
seems that the vacancies are formed at sites where the phase difference in the meander
between consecutive steps is large as seen in the snap shots from MC simulations of
the SOS model in Fig. 6.3. Thus the distance between the vacancies in the direction
of vicinality is related to the phase correlations between the steps. In previous work
by Rost et al. [76] it was found in MC simulations of an SOS model, and in the
continuum description of surface growth, that step-flow growth is unstable against
mound formation. They also observed that the mounds were preferably formed at sites
where the meander pattern has large phase differences. In the previous work [76] the
step meandering was due to the BZ-instability, whereas in this work the meander in
the simulations was due to the KESE-instability.
In the initial phase of the KESE-instability each step meander independently, thus
the meanders are completely uncorrelated. For the BZ-instability the meander is in-
phase from the outset (see. Figs 5.13 and 5.14). Whether vacancies are formed, depends
on the rate at which the phase correlations increase compared to the rate of the am-
plitude growth. Since a theory for the step evolution in the KESE case is still missing
one has to resort to simulations.
For this purpose simulations of the SOS model presented in Sect. 3.2 were con-
ducted. The activation energies were set to values ES = 0.35 eV for the terrace
diffusion, En = 0.15 eV controlling the rate of the edge diffusion, EBB = 0.2 eV for the
bond-breaking barrier and EES = 0.2 eV for the ES barrier. The temperature was set
to T = 400 K. In this regime the meander is due to the KESE instability. The steps
forming a closed loop in the SOS configuration were identified as vacancy islands. This
method does does not make a difference between vacancy and adatom islands, but in
the parameter regime where the MC simulation were conducted, no island nucleation
takes place on the terraces. The loops were searched by first finding the contour lines
separating the lattice in parts where the surface height h(i, j) is higher or lower than
some reference height href . By varying the reference height href between the highest
and the lowest value of the height found in the configuration, all steps are found. After
finding a step it was checked whether the same point appears in the contour twice,
indicating a closed loop. Steps having length 4 were neglected as they mark adatoms.
To check the dependence of the vacancy distance in the step direction, the time it
takes to create a vacancy island 〈t〉 starting from straight steps was measured. This
was done for various system sizes in the step direction Lx = 30..250a. Since the number
of potential sites for vacancy nucleation n ∼ Lx/λM , the waiting time is expected to
scale as 〈t〉 ∼ L−1x . The simulation results confirm this result, as seen clearly in Fig.
6.6.
The length scale in the direction of vicinality is more difficult to obtain. Acquiring
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Figure 6.6: Mean waiting time 〈tx〉 before a vacancy is created due to strong step me-
ander. The number of potential nucleation sites for vacancies is n ∼ Lx/λM , leading to
〈tx〉 ∼ L−1x behavior for the waiting time. The results are obtained from 20 indepen-
dent runs for each point, by measuring the time the first vacancy appears. System size
was 30..250× 100a2, with 10 steps. Simulation parameters are described in the text.
good statistics for the vacancy separation, simulations of extremely large system sizes
would be necessary. Here another approach was taken instead. Using relatively small
system sizes, Ly = 40..150a, with a step distance ` = 10a it was studied whether
vacancies are nucleated at all; if the system is too small the end configuration is a
perfect in-phase step train. If there are more steps, vacancies will be created. Thus
varying the system size Ly an estimate for the distance between the vacancies in the
vicinal direction is obtained. Results from simulations for different system sizes are
shown in Fig. 6.7. The probability of creation of a vacancy changes quite rapidly from
zero to one as the number of steps in the system increases. The probability of course
also depends on the length of the steps Lx since it controls the number of possible
nucleation sites (number of meanders). However, the probability may saturate at some
asymptotic value when Lx →∞. For example, for the simulations presented here one
could conjecture that for Lx → ∞ the vacancies are created if Ly > LCy ≈ 50a; thus
the distance between the vacancies should also be of this order in the direction of the
vicinality. The results presented here are quite preliminary as there is far too little
data to make justified conclusions.
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Figure 6.7: The probability of formation of a vacancy in a small system. For small
systems the step train reaches an in-phase configuration and no vacancies are formed.
The system size pnuc(Ly) = 0.5 yields an approximation for the distance between
vacancies in the direction of the step train. Results are obtained from 20 independent
runs by simply counting the vacancy nucleation events. Simulation parameters are
described in the text.
In the case of the BZ instability the steps are in-phase from the outset, due to the
collective nature of the meandering instability. However, in simulations the amplitude
of the meander grows linearly in time (See Sect. 5.4.3), leading eventually to very
strong meander. In this case even a small fluctuation may cause a step to cross itself,
creating a vacancy island. Such events are seen in simulations, but they are rare, and
their characteristic distance seems to be large compared to the system sizes used in
the simulation. Thus no quantitative statements about the relevant length scales can
be made.
After the vacancies have been nucleated, they form pinning centers for the following
steps. It is then intuitively clear that unless vacancies are rapidly filled, they serve
as a nucleus for a crater to be formed. The filling of vacancies is hampered by the
ES barriers suppressing the inter-layer transport. Once a crater has been created it
grows in depth as well as diameter, similarly to the mounds in the Villain-instability.
Eventually the craters start to coalesce and the asymptotic morphology looks similar
to the one created through mound formation.
Chapter 7
Summary
In this work the growth instabilities on vicinal surfaces, the Bales-Zangwill insta-
bility (BZ) and the instability arising from the kink-Ehrlich-Schwoebel-effect (KESE),
leading to formation of long ripples on the surface were studied. In order to explain
these instabilities, it is necessary to understand the atomic processes that govern the
dynamics of individual atoms on the surfaces. In particular, knowledge of the occur-
rence rates of these processes is essential, since the length scales of the patterns formed
on the surface are determined by the competition between different processes (driving
versus relaxation).
Also relaxation dynamics of atomic steps was studied, as they give insight in the
relevance of different atomic processes contributing to the step dynamics. Moreover,
the studies of relaxation dynamics open a possibility for the experimental determination
of the rates of the microscopic processes taking place on the surface.
Two different approaches to the problem of dynamics of vicinal surfaces were taken.
To study the effect of different atomic processes on the large scale morphology of a
growing surface, a Solid-on-Solid model was applied. The dynamics of the atomic steps
on a coarse grained level were studied using partial differential equations, derived from
the Burton-Cabrera-Frank model of crystal growth. The applied methods include both
analytic and numerical analysis of partial differential equations, governing the time
evolution of atomic steps, and Monte-Carlo simulations of the discrete Solid-on-Solid
model.
The MC simulations of the SOS model showed that both, BZ- and KESE- in-
stabilities, may occur within the same simple model. Which of the instabilities is
dominating depends on the relevance of the step edge diffusion and the rate of atoms
going around a kink-site in the step edge diffusion. The wavelength of the instabilities
can be calculated analytically, and the simulation results were in good agreement with
the theory. The asymptotic evolution of the step profile in the MC simulations differs
from the prediction obtained from the step evolution equation describing the dynam-
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ics of the BZ-instability; for the KESE instability the theory for asymptotic evolution
is still missing. The results obtained in this work are also in partial agreement with
the observations of a step meandering instability in growth experiments on vicinal Cu
surfaces. The step instability observed on the Cu(1 1 17) surfaces, where the steps
have a closed packed structure can be assigned to the KESE instability. Meandering
instability has also been observed on the Cu(0 1 12) surface, which differs from the
Cu(1 1 17) surface only by the orientation of the steps. On the Cu(0 1 12) surface the
steps have an open structure, making the dynamics of the atoms along the steps quite
different. This instability remains without explanation at the time.
Also the break-down of the step-flow growth mode through nucleation of islands
on the terraces or appearance of vacancy islands was considered and some preliminary
results were presented. The nucleation of islands may launch the formation of large
mounds on the surface, making the morphology rather 3- than 2- dimensional. The
mounding is asymptotically similar to the mounding on singular surfaces, which has
been studied extensively in recent years. A strong meandering of steps may also lead to
3D morphology, if the step profile forms a closed loop, thus leading to the appearance
of a vacancy island on the terraces. The vacancy island act as pinning centers for the
following steps and may lead to formation of a deep crater on the surface.
Appendix A
Evolution equation for in-phase
step train
The starting point for the derivation of an evolution equation for the in-phase
(ζi ≡ ζ) step profile is the BCF theory introduced in Sect. 3.3. The attachment from
the lower terrace is assumed infinitely fast (k+ → ∞) and from the upper terrace
completely suppressed (k− = 0).
D∇2c(x, y) + F = 0
n · ∇c(x, ζ + `) = 0 (A.1)
c(x, ζ) = c0eq
(
1 + βγ˜Ωκ(x)
)
vn(x) = ΩDn · ∇c(x, ζ)− σΩ2γ˜∂2sκ(x).
The strategy is to expand all the equations in the long wavelength regime q`  1 in
the small parameter , defined in the text as 1
 ≡ 2qBZ` =
√
F`4
Ωγ˜
(
σ + `βDc0eq
)  1. (A.2)
For the expansion one needs to know the leading order terms of the variables (see
Sect. 5.2)
x ∼ −1 , ζ ∼ −1 , t ∼ −4 , c ∼ . (A.3)
Defining now a new set of dimensionless variables, so that the leading order dependence
on  is scaled out
X =

`
x , Y =
y − ζ
`
, H =

`
ζ
T =
4D
`2
t , U = −1Ω(c− c0eq) (A.4)
1In the original work [24,64] the expansion parameter is 2
97
98 APPENDIX A. EVOLUTION EQUATION FOR IN-PHASE STEP TRAIN
the BCF equations read
2∂2XU +  [η−2(∂XH)(∂XYU)− (∂2XH)(∂YU)
]
+ ρ2∂2Y U = 0
U |Y =0 = −K (A.5)
ρ∂YU |Y =1 = (∂XH)(∂XU)|Y =1
(`/D)v0 + 
3∂TH =
[
ρ2∂Y U − 2(∂XH)(∂XU)
] |Y =0 − 3α∂X [1
ρ
∂XK
]
,
where all variables are now of the order F ∼ 0 at most. To keep the notation as simple
as possible
η ≡ ΩF`
2
2D
(∼ 0) , ρ ≡
√
1 + (∂XH)2
K ≡ Ω
2c0eqγ˜
kT `
∂XXH
ρ3
, α ≡ σkT
D`c0eq
(A.6)
Now power series expansions H = H0 + H1 + 
2H2... and U = U0 + U1 + 
2U2...
2can be inserted into Eqs. (A.5) and the resulting equations solved recursively for each
order. One sees that the lowest order equation for the time derivative reads
∂TH0 = [ρ0∂Y U2 + 2ρ0ρ1∂YU1 − (∂XH0)(∂XU1)− (∂XH1)(∂XU0)] |Y =0
− α∂X
(
1
ρ0
∂XK0
)
. (A.7)
To obtain the time evolution equation one must solve the equation up to second order
for U and first order for H.
0:
∂2YU0 = 0 U0 = A
(0)Y +B(0)
U0|Y =0 = −K0 =⇒ A(0) = 0 (A.8)
∂YU0|Y =1 = 0 B(0) = −K0
2Note that also ρ(H) and K(H) must be expanded in 
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ρ0∂
2
Y U1 + η = 0 ⇒ U1 =
−η
2ρ0
Y 2 + A(1)Y +B(1) (A.9)
And from the b.c.’s:
U(1)|Y =0 = −K1 ⇒ B(1) = −K1 (A.10)[
ρ20∂YU1 − (∂XH0)(∂XU0)
] |Y =1 = 0 ⇒ A(1) = η − (∂XH0)(∂XK0)
ρ20
With these results the velocity of a straight step v0 can be calculated
`
D
v0 = 
2
[
ρ20∂YU1 − (∂XH0)(∂XU0)
] |Y =0 = 2η
⇒ v0 = ΩF` (A.11)
2:
ρ20∂
2
Y U2 + 2ρ0ρ1∂
2
YU1 − 2(∂XH0)(∂XYU1)− (∂2XH0)(∂YU1) + ∂2Y U0 = 0 (A.12)
Substituting from Eqs.(A.8) and (A.9) yields
∂2YU2 =
[
−2(∂XH0)∂X
(
η
ρ20
)
− (∂2XH0)
η
ρ20
]
Y
ρ20
(A.13)
+
[
2ρ1
η
ρ0
+ 2(∂XH0)(∂XA
(1)) + (∂2XH0)A
(1) − ∂2XB(0)
]
1
ρ20
≡ aY + b
⇒ U2 = aY
3
6
+
bY 2
2
+ A(2)Y +B(2)
The BC’s then yield for A(2), B(2)
B(2) = −K2 (A.14)[
ρ20∂Y U2 + 2ρ0ρ1∂YU1−(∂XH0)(∂XU1)− (∂XH1)(∂XU0)
]
|Y =1 = 0
⇒ ρ20A(2) = (∂XH0)∂X
(
A(1) +B(1) − η
2ρ20
)
+ (∂XH1)(∂XB
(0)) (A.15)
− ρ20
(a
2
+ b
)
+ 2ρ0ρ1
(
η
ρ20
− A(1)
)
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The time evolution equation (A.7) can be written in a closed from using these
results:
∂TH0 = ρ
2
0A
(2) + 2ρ0ρ1A
(1) − (∂XH0)(∂XB(1))
− (∂XH1)(∂XB(0))− α∂X
(
1
ρ0
∂XK0
)
(A.16)
Substituting first ρ20A
(2) from (A.15) gives
∂TH0 = (∂XH0)∂X
(
A(1) − η
2ρ20
)
− ρ20
(a
2
+ b
)
+ 2ρ1
η
ρ0
− α∂X
(
1
ρ0
∂XK0
)
. (A.17)
Inserting a and b, defined in Eq. (A.13) yields
∂TH0 = (∂XH0)∂X
(
A(1) − η
2ρ20
)
+ (∂XH0)∂X
(
η
ρ20
)
(A.18)
+
1
2
(∂2XH0)
η
ρ20
− 2ρ1 η
ρ0
− 2(∂XH0)(∂XA(1))− (∂2XH0)A(1)
+ ∂2XB
(0) + 2ρ1
η
ρ0
− α∂X
(
1
ρ0
∂XK0
)
= −∂X [ ( ∂XH0)A(1)
]
+
1
2
∂X
[
(∂XH0)
η
ρ20
]
+ ∂2XB
(0) − α∂X
(
1
ρ0
∂XK0
)
.
And finally, inserting expressions A(1), B(0) leads to
∂TH0 = −∂X
[
(∂XH0)
η − (∂XH0)(∂XK0)
ρ20
]
+
1
2
∂X
[
(∂XH0)
η
ρ20
]
− ∂2XK0 − α∂X
(
1
ρ0
∂XK0
)
= −∂X
[
η
2
∂XH0
ρ20
+ (1 + αρ0)
∂XK0
ρ20
]
, (A.19)
which after scaling back to physical quantities reads
∂ζ
∂t
= −∂x
{
ΩF`2
2
∂xζ
1 + (∂xζ)2
(A.20)
+
(
Ω2βD`ceqγ˜
1 + (∂xζ)2
+
σΩ2γ˜√
1 + (∂xζ)2
)
∂x
[
∂xxζ
(1 + ∂xζ)
2)3/2
]}
.
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