The autofocus measure plays an important role in passive digital imaging systems. However, most of the existing methods are more sensitive to the noise. In order to overcome this drawback, we proposed a novel autofocus measure based on the weighted Walsh-Hadamard transform. The effectiveness of the proposed method is verified with adopting the two sets of public real autofocus sequence, where the experimental results show that the proposed measure performs better than the state-of-the-art methods and has a strong anti-noise capability.
I. INTRODUCTION
Autofocus measure is a passive image acquisition and inspection technology that used in the digital imaging system, such as consumer or surveillance cameras and microscopes. From the point of view of image processing, the autofocus measure is an image sharpness index for a set of images captured by adjusting the distance between the camera lens and the CCD or CMOS image sensor. The value of autofocus measure was feedback to the motor servo control system to obtain a focused image.
In recent years, many autofocus measures have been reported, we refer the reader to [1] - [3] for an overview. Most of the existing methods are based on the idea to emphasize the high frequencies of an image, such as gradient or derivative based methods. However, when imaging in the low-exposure conditions, the image noise will increase significantly. The above focus measures will works not well in the noisy conditions. This is mainly caused by the fact that the above measures are quantifying the high frequencies of an image, whereas the noise belongs to high frequency information. How to construct a robust autofocus measure under noisy condition is still a challenging issue. The subject of this study is to design a novel autofocus measure based on the weighted Walsh-Hadamard transform (WHT) which can minimize the influence of the noise.
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The rest of the paper is organized as follows. Section II presents literature survey on the typical autofocus measure. Section III describes the proposed method. Section IV presents and discusses the experimental results. Finally, paper is concluded in Section V.
II. RELATED WORKS
This section briefly introduces the typical autofocus measure, which can be grouped into following categories: Gradient or derivative based method, statistics based method, transformation based method, and other kinds of methods.
A. GRADIENT OR DERIVATIVE BASED METHODS
From the image processing point of view, the autofocus measure is an image sharpness function. The focused image often contains more sharpness information than the defocused one. Therefore, most of the autofocus measures are constructed based on the idea to obtain the edge information by the image gradient or derivative. The typical methods are the second order derivative of an image [4] , the first order Gaussian derivative [5] , the sum of absolute values of the first order partial derivatives of an image in x and y directions [6] , the sum of Squared partial derivatives of an image in x and y directions or the squared gradient [7] , the 3D gradient [8] , the calculation of the energy of an image after convolution with Laplacian template (abbreviated as Energy of Laplacian) and the sum of modified Laplacian [9] , the directional Laplacian [10] , and so on.
B. TRANSFORMATION BASED METHODS
The above commonly used autofocus measures are defined in the spatial domain to describe the high frequency information. Besides spatial domain methods, the transformation based autofocus measure which defined in the frequency domain is another important category. In the frequency domain, the autofocus measures usually compute total energy or calculate the ratio of the high frequency components to the low-frequency components to evaluate the sharpness information of an image. For example, the sum of wavelet coefficients [11] , the ratio of high-pass and low-pass band wavelet coefficients [12] , [13] . Similarly, the curvelet transform based method was proposed in [14] , which is calculated as the ratio between the summed curvelet coefficients of the k-th and (k-1)-th level sub-bands. The dual-tree quaternion wavelet transform (QWT) based method was proposed in [15] , which use the phase information of the QWT to measure the image sharpness degree. In addition, various autofocus measure based on the discrete cosine transform (DCT) was reported in literature [16] - [20] . Besides, other transformations, such as the S transform [21] , the Fourier transform [22] , and the short-time fractional Fourier transform [23] , were also utilized for the construction of autofocus measure.
C. STATISTICS BASED METHODS
The sharpness information can also be described by the Statistical Characteristics. Several autofocus measure based on various statistics of an Image has been investigated. The typical autofocus measures are the singular value decomposition (SVD) based method [24] , the histogram based method [4] , [6] , variance of the log-histogram based method [25] , weighted histogram based method [26] , histogram entropy based method [4] , [16] , the fuzzy entropy based method [27] , the image moment based method [28] , etc.
D. OTHER METHODS
This family of autofocus measures includes other kinds of methods not mentioned above, which utilize miscellaneous features of the image to measure the focus level, such as image curvature based method [29] , the Steerable filters-based method [30] , multi-scale quadrature filters based method [31] , the autocorrelation based method [32] , the interest point detection based method [33] , and the inner energy based method [34] .
Due to the fact that most of the above different kinds of methods are mainly address the sharpness information of an image. Therefore, the anti-noise property is more or less unsatisfactory. In other words, most of autofocus measures will work not well in the noisy conditions. This situation often occurs in our daily life. For example, when using cellphone camera to capture an image in the night, we will find that the autofocus system works not well in compared with daylight. The reason is that the image noise will increase significantly when imaging in the low-exposure conditions. Our main concern of this study is to construct an anti-noise autofocus measure.
III. PROPOSED ALGORITHM
In the imaging process, a well-focused image contains more sharpness information. In order to obtain the useful sharpness information of an image and reduce the noise effect, we first preprocessing the image f (x, y) by the MFDCT operator [17] as follow
where '' * '' denote the convolution operator, and O MFDCT is a 4 × 4 symmetric template defined as follow
MFDCT is a 4*4 filter template. Convolution of an image with the MFDCT is equivalent to band pass filtering of the image. Bandpass filters have the characteristic of attenuating high frequencies affected by side lobes and noise meanwhile emphasizing medium frequencies. Then we compute the energy of bandpass filtered image to construct the focus measure which have certain noise robustness. However, just as the experimental results in [19] indicate that the noise robustness of the MFDCT is still far from perfect.
We compute Walsh-Hadamard transform (WHT) of the bandpass filtered image to get the lower order medium frequency coefficients. The WHT has the property of energy concentration. In other words, the energy is concentrated on the low frequency coefficients. If we take the WHT on the bandpass filtered image, the energy of medium frequency coefficients are concentrated on the lower order WHT coefficients. This will further reduce the impact of noise on it. Therefore, we can use a small number of lower order WHT coefficients of bandpass filtered image to represent the clarity of an image, and then to construct the focus measure.
Let g(x, y) be an MFDCT filtered image with size M × N where M = 2 m , N = 2 n , and m, n are non-negative integers. The two dimensional discrete Walsh-Hadamard transform of g(x, y) is defined as
where the kernel function K (x, y, u, v) is defined as
In Eq. (4), b i (z) is the k th bit in the binary representation of z. We use matrix multiplications to compute the WHT of each image block
where u, v, x, y = 0, 1, . . . , 7, and H 8 denote the Hadamard matrix of order 8. The H 8 is computed by the following Kronneker-products
The selection of Walsh-Hadamard transform is based on the following considerations. First, the kernel function of the WHT takes only the values ±1, and the computation of WHT just use real additions and subtractions of input values. Therefore, the computation complexity of the WHT is lower than the DCT and DFT. Second, just as explained previously, that the WHT has the property of energy concentration. If we take the WHT on an image, the energy is concentrated on the low frequency coefficients. Therefore, it is less affected by the noise and can be represented by a small number of lower frequency coefficients.
In general, the imaging system requires the real-time computation of autofocus measure. However, for the most of existing algorithms, we need to compute the sharpness information on the sliding window of each pixel firstly, and then the autofocus measure is obtained by the averaging operation. To traverse an image by the sliding window is time consuming. In order to reduce the complexity of the algorithm, we divide the filtered image g(x, y) into non-overlapped blocks with 8 × 8 pixels, and then compute the Walsh-Hadamard transform on each block.
The information of the image block is evaluated by the following lower order WHT coefficients T 0,0 , T 1,0 and T 0,1
where the subscript i denotes the i th image block. The weighting coefficients in Eq. (8) are the empirical value, which we set ω 1 = 0.8 and ω 2 = ω 3 = 0.1. This block based calculation procedure has the average smooth filtering effect, which further weakens the influence of noise to a certain extent. Besides, we know that a focused image contains more sharpness information, such as edge or boundary in the image sub-region, which is a key element in the construction of focus measure. In order words, the brightness information changes sharply in a focused image, and the image intensity has a large discreteness. In statistics, we use the variance to measure discreteness properties.
In the end, the proposed autofocus measure is obtained by the computation of variance of the T i
where S represents the block number. The larger variance means the information contained in each image blocks has higher contrast, and it also means the image contains more sharpness information. 
IV. EXPERIMENTAL RESULTS AND DISCUSSION
We evaluate the performance of the proposed autofocus measure with the typical singular value decomposition based method (AFM 1 ) [24] , the ratio of Chebyshev moment based method (AFM 2 ) [28] , and the reduced Energy-Ratio based method (AFM 3 ) [18] . Besides, comparisons are also included the recent developed state-of-the-art methods: the optimum DCT coefficients based method (AFM 4 ) [19] , the quaternion wavelet transform based method (AFM 5 ) [15] , the fuzzy entropy based method (AFM 6 ) [27] , the inner energy based method (AFM 7 ) [34] , and reorganized DCT coefficients based method (AFM 8 ) [20] . Those methods are listed in Table 1 .
Some implementation details for the above methods should be noted. For the AFM 2 , the parameter ''p'' used to set the moment order to construct the focus measure. According to [28] , we take ''p = 2''. For the AFM5, there are two metrics proposed in [15] : M H and M L . The M H is computed by the high frequency of (φ, θ), whereas M L is obtained from the low frequency components. Due to the noise sensitivity of M H , we use M L for the experiment comparison. For the AFM 6 , just as [27] suggested that the parameter ω for the computation of Eq. (3) is set to 5 and ''k = f (i, j)'' is set to the center image pixel of the neighboring window. For the AFM 7 , the gradient template size is set to 5 × 5 according to [34] . For the AFM 8 , the parameter λ is a weight factor that balances the middle and high frequency energy. According to [20] , in the computation of λ, we set a = 50 and λ 0 = 0.6. For the other three methods, there are no relevant parameters need to be set.
A. AUTOFOCUS IMAGE DATASET
The experiment is carried out on two sets of public real scene autofocus sequence as shown in Fig. 1 . The images in Fig. 1 are the selected sample image from six different autofocus sequence. Fig. 1 (a) and (b) are captured by the microscopy imaging system, which can be downloaded from the website of image processing and vision modeling group [35] . Fig. 1 (c) -(f) are captured by the Sony RZ50P camera, which can be downloaded from Pertuz's personal website [36] . All the images in our experiments are rescaled to the size of 512×512.
As shown in Fig. 1 , the first two autofocus sequences are the microscopic cell images, and each sequence contains 41 images. The next four autofocus sequences are the texture image which captured by the Sony network camera, and each sequence contains 50 images.
B. EVALUATION INDEX
The shape of the focus curve plays an important role in the passive autofocusing process. An ideal focus curve should have a sharp slope near the in-focus position and long tailed as shown in Fig. 2 .
As shown in Fig. 2 , the horizontal coordinate represents the lens position, and the vertical coordinate denotes the value of autofocus measure in the corresponding lens position. The image is gradually clear from position 1 to 20. The image in position 21 gives the largest value of autofocus measure is identified as the most focused one. Next, from position 22 to 41, the image is gradually blurred, and the value of autofocus measure was decreased correspondingly. Through sliding the lens position from 1 to 41, the captured image experienced from defocus to focus then defocus again. For a typical autofocus imaging system, if the focus curve has a sharper slope near the in-focus position and exhibits larger working range, then the imaging system can find the focused position precisely and quickly. Therefore, we mainly use two quantitative indexes to evaluate the autofocus measure: LAD and ''σ/µ''. LAD represents the local average derivative at the focus top with a neighborhood of five, which evaluate the focus curve slope near the in-focus position. The bigger LAD value indicates the better performance. Besides, the focus measure should have large variation in value with respect to the degree of blurring. ''σ/µ'' was used to evaluate the working range of a focus measure, where σ denotes the standard deviation and µ indicate the mean value. The bigger ''σ/µ'' means larger working range and less sensitive to the noise. In addition, the computation complexity is another concern to evaluate the autofocus measure. We use execution time to measure the efficiency of autofocus measures.
C. EXPERIMENT IN THE NOISE-FREE CONDITION
The first experiment is carried out in the noise-free condition. The autofocus sequences in Fig. 1 can be roughly divided into three groups: (a) and (b) are the microscopic cell images, (c) and (d) are the same kind of texture images, (e) and (f) are another type of texture images. Due to the space limit, we just plot the focus curves for three different groups of autofocus sequences, namely sequence 1, 3, and 5, as shown in Fig. 3 , Fig. 4 and Fig. 5 .
For the microscopic cell autofocus sequences, as can be seen from Fig. 3 , the optimum DCT coefficients based method (AFM 4 ), the quaternion wavelet transform based method (AFM 5 ), the reorganized DCT coefficients based method (AFM 8 ) and the proposed method have a sharp slope at the in-focus position, and the working range is wide. The fuzzy entropy based method (AFM 6 ), the inner energy based method (AFM 7 ) and the ratio of Chebyshev moment based method (AFM 2 ) perform second best. In comparison, the singular value decomposition based method (AFM 1 ) and the reduced Energy-Ratio based method (AFM 3 ) perform relatively poor.
As for the texture autofocus sequences, as shown in Fig. 4 and Fig. 5 , the situation is a little different. All the focus curves perform well in the aspect of the curve slope at the in-focus position and the working range. This is mainly caused by the fact that in the microscopic cell autofocus sequences, the image background is relatively simple, and the sharpness information is less than the texture autofocus sequences. This makes it prone to be affected by the noise. One point should be noted, as shown in Fig. 4 , that the wrong in-focused position was labeled by the AFM 5 . The quantitative evaluation results of different autofocus measure for the six autofocus sequences were listed in Table 2 and Table 3 . The best autofocus measure producing the largest LAD and 'σ/µ' are marked as bold in those tables.
For the microscopic cell autofocus sequences, the LAD and ''σ/µ'' indexes of the proposed method performs best. The AFM 8 , AFM 4 and AFM 5 perform second best. The AFM 2 , AFM 6 and AFM 7 exhibit the third best. The AFM 1 and AFM 3 perform relatively poor.
For the texture autofocus sequences, the evaluation indexes indicate that the proposed method performs best, and the AFM 8 , AFM 4 , AFM 5 and AFM 2 exhibit second best. In comparison, the AFM 6 , AFM 7 , AFM 1 , and AFM 3 perform relatively poor.
In the noise-free condition, most of the autofocus measure performs well. However, in the noise conditions, the situation is quite different. In consideration of the noise introduced by image sensor is mainly Gaussian noise. Therefore, we consider only the additive Gaussian noise, and at the same time, we add another two types of noise: the 'salt & pepper' noise and the speckle noise.
D. EXPERIMENT IN THE GAUSSIAN AND 'SALT & PEPPER' NOISE CONDITION
In this experiment, the six autofocus sequences are convolved with the additive random Gaussian noise with the variance 3% and the 'salt & pepper' noise with the noise density 3%. The experimental results of different autofocus measure are plotted in the Fig. 6, Fig. 7 and Fig. 8 . The corresponding objective evaluation indexes LAD and ''σ/µ'' are listed in Table 4 and Table 5 , respectively.
From Fig. 6 we can see that the proposed autofocus measure performs best in the aspect of the curve slope at the in-focus position, and have a wider working range. In compared with the Fig. 3 , it is not difficult to find that the proposed method almost insensitive to the Gaussian and 'salt & pepper' noise, and the other methods are more or less affected by the noise. The AFM 3 and AFM 4 perform second best, the AFM 7 , AFM 2 , AFM 1 and AFM 5 followed, the AFM 8 and AFM 6 perform relatively poor.
For the texture autofocus sequences, as shown in Fig. 7 and Fig. 8 , the situation is similar to the microscopic cell autofocus sequences, and with the same noise sensitive rank. The proposed method performs best and the AFM 1 is most sensitive to the noise. The AFM 3 and AFM 4 perform second best, the AFM 7 , AFM 2 , AFM 1 , AFM 5 and AFM 8 take third place.
From Table 4 and Table 5 , we can see that the objective quantitative indexes are in accord with the analysis from Fig. 6, Fig. 7 and Fig. 8 .
E. EXPERIMENT IN THE GAUSSIAN AND SPECKLE NOISE CONDITION
In this experiment, all the autofocus sequences are convolved with the additive random Gaussian noise with the variance 3% and the multiplicative speckle noise with the variance 3%. The results are presented in the Fig. 9, Fig. 10 and Fig. 11 , and the corresponding LAD and ''σ/µ'' values for each autofocus sequences are listed in Table 6 and Table 7 , respectively.
From Fig. 9 , Fig. 10 and Fig. 11 we can see that the situation is similar to the previous experiments, and with the same noise sensitive rank. Most of autofocus measures are vulnerable to the influence of noise. The Anti-noise capability of the AFM 6 is relatively poor. The AFM 5 , AFM 7 , AFM 2 , AFM 1 and AFM 8 represent moderate noise robustness. The AFM 4 and AFM 3 perform second best, and the proposed autofocus measure has a strong anti-noise capability.
It can be observed from those Table 6 and Table 7 that the AMF 6 is much sensitive to the noise, the AMF 5 , AMF 7 , AMF 2 , AMF 1 and AMF 8 perform mild noise robustness. The second best autofocus measure is the AFM 4 and AFM 3 which represent moderate noise robustness. The proposed autofocus measure performs best which gives the sharpest value at the in-focus position and wider working range in compared with the other methods under the different noisy conditions.
F. EXPERIMENT UNDER THE LOW EXPOSURE CONDITION
Sensitivity to the image contrast is another concern in the construction of focus measure. When we capture an image in the low exposure condition, we will find that the autofocus system works not well in compared with bright condition. The reason is that the low contrast image usually contains smooth edge information, and the image is more susceptible to the noise. In the end, this increases the difficulty to determine the relative degree of focus in the low exposure conditions.
In this experiment, we assess the robustness of the proposed focus measure under the low exposure condition. We first preprocess the autofocus image sequences listed in Fig. 1 to reduce their contrast, and then repeat the above experiments under different noisy conditions. We use the following histogram equalization transfer function to obtain the low contrast image
where I (x, y) is the original image, I c (x, y) is the low contrast image, and a is the histogram compression ratio. In our experiment, we set a = 0.3. The original image and its low contrast version obtained by using Eq. (10) can be found in Fig. 12 .
We repeat the above experiments under the low exposure condition, and the objective evaluation results are listed in Table 8 -Table 11 . In compared with the texture image sequences, the microscopic cell image sequences contain less detailed edge information. Besides, due to the degraded image contrast, the ''σ/µ'' values of different focus measure becomes smaller. We can observed from the first two rows of Table 8 , the ''σ/µ'' values of focus measures are very small except for the AFM 4 and proposed method. For the experimental results of the texture image sequences, as listed in Table 8 , the AFM 3 and AFM 6 exhibit relative poor, and other focus measures have larger variation. By comparison, the proposed focus measure performs best both in the microscopic cell and texture image sequences. The similar situation also occurs in the other type of noise conditions, as shown in Table 9 -Table 11 .
In compared with the objective evaluation results under the bright condition, as listed in Table 4 -Table 7 , the ''σ/µ'' and LAD values of different focus measures decrease in a certain extent for the degraded image contrast. However, the experimental results mentioned above indicate that the proposed method performs best. In the low exposure condition, the proposed method have larger ''σ/µ'' values under different noise conditions, which means the proposed method still have better anti-noise property. The LAD values indicate that the focus curve of the proposed method exhibit the largest slope near the in-focus position.
G. COMPUTATION COMPLEXITY
A typical autofocus measure should have lower computation complexity. An experiment is carried out to compare the computational complexity for different methods. The experiments are carried out on Intel Core TM i5-3470M 3.2GHz and 8 GB RAM processor. The average computation time (in seconds) with different resolution for each autofocus measure is summarized in Table 8 .
It is observed from Table 8 that the AFM 1 , AFM 2 and the proposed method have the minimum runtime. However, the AFM 1 and AFM 2 exhibits the moderate anti-noise capability for the texture autofocus sequence, and relative poor anti-noise capability for the microscopic cell autofocus sequence. Although the computation time of the proposed method is slightly longer than AFM 1 and AFM 2 , but our method exhibits the strongest anti-noise capability.
Here, a fact should be noted that in the computation of AFM 1 is involved with the singular value decomposition. There is no effective hardware computation scheme for the SVD, especially for the high resolution image. The similar situation also occurs for the AFM 2 , which need to compute a set of orthogonal Chebyshev polynomials. In comparison, the computation of the proposed Walsh-Hadamard transform based method just uses real additions and subtractions. In the hardware implementation point of view, the actually computation time of the proposed methods will less than the AFM 1 and AFM 2 .
From Table 8 , we can also observed that AMF 4 , AMF 5 , AMF 6 and AMF 8 have much longer runtime, and the runtime is acceptable. In comparison, AMF 7 and AMF 3 are much time-consuming.
In the end, we make a summary for the above experiments. The fuzzy entropy based method (AFM 6 ) was most sensitive to the noise and the working range is narrow. The quaternion wavelet transform based method (AMF 5 ), the inner energy based method (AMF 7 ), the Chebyshev moment based method (AMF 2 ), the singular value decomposition based method (AMF 1 ), and the reorganized DCT coefficients based method (AMF 8 ) represent moderate noise robustness. However, those five methods were not suitable to the microscopic autofocusing more or less, and the similar situation also occurs in the low exposure condition. As for the reduced Energy-Ratio based method (AFM 3 ) and the optimum DCT coefficients based method (AFM 4 ), the two methods are less sensitive to the noise, and the working range is moderate. However, in the low exposure condition, the AFM 3 are more sensitive to the noise. Besides, the computation of AFM 4 was much timeconsuming. In comparison, the proposed method performs best among those metrics with acceptable computational complexity in the noisy condition, and has a wider working range.
V. CONCLUSION
In this study, a novel autofocus measure based on the weighted Walsh-Hadamard transform is proposed. The proposed autofocus measure overcomes the drawback of conventional methods, which has a strong anti-noise capability, the wider working rang, and a good real-time performance. The experimental results show that it has high discrimination power under different noise conditions. Therefore, the proposed algorithm is suitable for autofocus imaging system.
