In this paper, we have devised a meta classifier model by simultaneously optimizing different evaluation criteria of classifier performance. For this purpose, a support vector machine (SVM) is used as the underlying classifier and its kernel parameters are optimized using differential evolution. We have also formulated a new fitness function combining different classifier evaluation criteria, i.e., accuracy, sensitivity and specificity. The performance of the proposed meta classification approach is demonstrated to be superior to those of the individual classifiers and also several other meta classifiers based on analyses on three real-life datasets.
Introduction
In pattern recognition, simple classifiers like neural networks, support vector machines (SVMs), K-NNs, decision trees, etc. can predict the class labels of unknown samples by learning from the training data [1] . However, it is seen that all these classifiers do not always give the best classification accuracy for all the problems. Occasionally, to achieve the best accuracy on more complex problems, several base classifiers are run and the final class label is predicted based on different strategies of combination applied to the individual results. This is known as the ensemble of classifiers, or synonymously classifier fusion, combination/aggregation of multiple classifiers, meta classifier, etc. [2] . Some of the common ensemble methods are bagging, boosting, behavioral knowledge space, decision template, and so on. These are distinguished by a function that in principle takes the output of individual classifiers as input and gives a class label as output based on that function. There exists a special kind of ensembling approach called meta classification where a higher level classifier is trained on the outputs of the base level classifiers. In this paper, we have proposed a meta classification scheme based on SVMs, where differential evolution (DE) [3, 4] is used for parameter optimization of the base as well as of the meta SVM classifier. For this optimization purpose, we have devised a new fitness function combining three classifier evaluation criteria, namely, accuracy, sensitivity and specificity. The proposed approach is found to perform better than the individual base classifiers in terms of three evaluation criteria-accuracy, sensitivity and specificity. Performance comparison is also conducted with some other techniques of classifier combination.
Related Works
The approaches for ensembling of classifiers can be broadly categorized into three different groups: (i) Decision combination -where same training set is used by different base classifiers at base level, (ii) Divide and conquer -where completely different training sets are used by individual base classifiers, and (iii) Meta classifier -where another level of classifier is needed considering the outputs of the first level base classifiers as features. In the following, we describe these in more details.
Decision Combination
Decision combination is a very old strategy among the three aforementioned groups. In this category, several classifiers are run on the same training data at the low level. Then, at the next higher level several strategies are taken. Some of them are stated below.
Majority Vote: Let {c 1 , c 2 , . . . , c L } be the crisp class labels assigned to a unknown instance x by the classifiers
. . , c c } − {c j }, resolving conflicts by random choice. For this kind of fusion, no parameter tuning is required to be performed on the training data.
Weighted Majority Vote: Majority vote gives equal priority to each of the base classifiers. This is unexpected that all of the individual classifiers give equally good performance on all the datasets. This problem is tackled in weighted majority vote by using weighted parameters for each of the classifiers found by suitable training on the trained dataset.
Behavior Knowledge Space: This kind of classifier estimates the prior probabilities of all class label combinations against the number of classifiers and prepares a look-up table (BKS table) from the training set [5] . Now, given an unknown instance x and its class labels {c 1 , . . . , c L } predicted by L different classifiers, the final class label is predicted based on this BKS table.
Combination Function: Combination function approach uses various functions like min, max, average, product, etc. to calculate the support for every classes {w 1 , . . . , w c } [6] . The class label having maximum support is assigned to the unknown instance x. Let L classifiers {D 1 , . . . , D L } are run on an unknown instance x and we get an L × c matrix where each classifier D i , ∀i = 1, . . . , L may give either crisp or fuzzy or possibilistic class label. Then, the support for class w j is computed based on the following formula:
. . , c where F() is a l-place operator like min, max, average, product, etc. Finally x is assigned the class label
Divide and Conquer
Here, initially the training data is partitioned into different subsets based on random sampling according to either uniform probability or non-uniform probability distribution. There are two popular approaches.
Bagging: Bagging is a bootstrap aggregating technique to improve the classification performance by combining classification results done on several randomly generated training data [7] . Bagging generates m new training sets D i of size n from the training data D of size n (n < n) by sampling examples uniformly and with replacement. By sampling with replacement, it is expected that some examples will be appeared multiple times while some will be absent in each D i . If n = n, then for very large value of n the training set D i is expected to have 63.2% of the unique examples selected from D. Then m classifiers are run on the above m bootstrap samples to get m different models. For an unknown test example x, the above m models are run and the m results are combined by majority voting to get the unique class label.
Boosting: Boosting is an iterative method to adaptively vary the distribution of the training data by giving more preference on previously misclassified data. At the start of the boosting, all data have the same weights. But, dissimilar to bagging, the weights may differ at the end of each boosting round: data that are correctly classified will get lesser weights while data that are wrongly classified will assign larger weights as compared to weights they have at start of that boosting round. AdaBoost [8] and LogitBoost [9] are two familiar boosting algorithms.
Meta Classifier
This kind of ensemble of classifiers follow a two-layered architecture where several base classifiers are trained on the training dataset at the first level. Subsequently a meta-classifier is trained on the outputs of the first level classifiers to generate the final prediction in the next level [10] . The meta classifier uses a unique learning algorithm whereas each base classifiers are created by applying different learning algorithms. The meta-classifier tries to learn the relationships between the base classifier predictions and the original class label. Meta classification approach can be implemented in different ways depending on how the meta training data is created. The meta training data can be generated either by appending the individual classifier predictions with original feature set or by taking only the individual classifier results. We have used the latter approach for creating the meta training data.
Proposed Meta Classifier Approach
SVM is relatively a new member in the family of classification and regression techniques which originated from statistical learning theory [11] . It has revealed numerous promising results as compared to other well known classifiers in solving many real-life problems. There are two kinds of SVM, namely, non-linear SVM and linear SVM based on whether we need to transform the data into higher dimension or not, respectively. Linear SVM can be further divided into two groups based on whether a linear separable hyperplane can be drawn to classify all training samples without giving any misclassification error or there exists a linear separable hyperplane at the cost of some training errors. The former is called linear SVM for separable case while the latter one is known as linear SVM for non-separable case.
Let, the training data be {x i , y i }, i = 1, . . . , N, where x i ∈ R d is a vector in d-dimensions feature space and y i ∈ {−1, +1} be the corresponding class label of x i .
Linear SVM for separable case looks for the linear separating hyperplane with the largest margin by solving the following quadratic optimization problem:
There are many dataset where a linearly separating hyperplane does not exist to classify all the training samples. To overcome this situation in the form of allowing some errors on the training data, a set of slack variables are introduced. This is known as linear SVM for non-separable case that solves the following quadratic optimization problem:
where C is the margin parameter to control the trade-off between the maximization of the margin and minimization of the classification error.
On the other hand, non-linear SVM transforms the input data into a higher dimensional feature space and then finding out a linearly separating hyperplane having the maximal margin. Non-linear SVM solves the following quadratic optimization problem:
. . , N, where training data are mapped into a higher dimensional feature space by the function φ().
We have used here a meta classification scheme that is solely based on SVM having four different kernels (linear, RBF, polynomial and sigmoid) working as the base classifiers. The different forms of these four kernels are mentioned below:
for gamma > 0, where K() be the kernel function that takes two feature vectors u and v as input and gives their similarity value in feature space as output. Here, c, the only one SVM parameter, is used to control the trade-off between the training error and the margin, while other parameters, i.e., gamma, degree and coe f f , are all kernel parameters. For all of the above four kernels, the selection of suitable value of c as well as that of the other kernel specific parameters play an important role in giving the optimum classification result.
Selection of parameter values specific to a kernel is a major factor in classification with SVM. We have used a DE-based parameter optimization process to choose best parameters for the classifiers, both at the base level and meta level. DE, proposed by Storn and Price, is a population-based optimization technique in the real search space. The suitable parameter values not only make the classification problem robust but also ensure that the corresponding kernel based SVM will perform equally well on previously unseen examples. For base as well meta level classifiers, the kernel specific parameters are tuned in such a way that three evaluation criteria, i.e., accuracy, sensitivity and specificity, of a classifier performance are simultaneously optimized. (These three evaluation criteria have been defined in Section 4. The last three phrases, namely, mutation, crossover and selection, execute sequentially and those repeat as a single block for the maximum number of generations, i.e., g max times. Finally, the best parameter vector x best is obtained after the end of g max generations.
We have utilized this DE-based optimization technique in our proposed meta classification scheme. The detailed methodology of the proposed approach is described in Algorithm 2.
Experiments with Meta Classifier
To empirically evaluate the performance of the proposed SVM based meta classifier (S V MDE Meta ) with other different classifiers such as SVM with linear kernel (S V MDE Lin ), SVM with RBF kernel (S V MDE RBF ), SVM with polynomial kernel (S V MDE Poly ) and SVM with Sigmoid kernel (S V MDE S ig ), experiments have been carried out on three real-life datasets. For the first dataset, we have used the same training and testing data as explained in [12] while for last two datasets, we have divided each into training and testing data. In the course of these experiments, we have used the linear, RBF, polynomial and sigmoid kernels as implemented within LIBSVM [13] .
Datasets Used
We have collected data from a recently published paper proposing a methodology (TargetMiner) for the prediction of microRNA targets [12] . A part of the data used in this analysis includes several samples of microRNA-mRNA pairs and their sequence features with class labels as "target" and "non-target". The other two datasets, the Australian and Pima Indians datasets, are collected from the repository of the University of California at Irvine [14] . The characteristics of these three datasets are summarized in Table 1 . 
Algorithm 1 DE-based Optimization
end for end for return(x best ) ************************************************** 
Algorithm 2 DE-based Meta Classification Approach
Step 1: The DE-based optimization scheme provided in Algorithm 1 is applied to get the best parameter values corresponding to each of the four kernel-based SVM classifiers working at the base level.
Step 2: The base classifiers are run on the training data using the kernel-specific parameter values obtained in Step 1 and subsequently four SVM models are generated. Here, training is performed in such a way that it gives a model for the probability estimates of classification.
Step 3: The test data is predicted using the above four SVM models and the accuracy, sensitivity, and specificity values are calculated.
Step 4: The probabilistic scores of the training data, predicted using the aforementioned four kernel-based SVM classifiers, are appended with the original class labels of the same training data to get the corresponding meta training data.
Step 5: The probabilistic scores of the testing data, predicted using the aforementioned four kernel-based SVM classifiers, are appended with the original class labels of the same testing data to get the corresponding meta testing data.
Step 6: For the meta training data, the parameter values corresponding to each of the aforementioned kernel-based SVM classifiers are tuned using the same DE approach. The kernel-based SVM classifier, for which the value of the optimization criterion of the DE approach is maximum, is selected as the best meta classifier.
Step 7: Finally, the meta testing data is predicted using the kernel-specific parameters of the best meta classifier found in Step 6. 
Evaluation Criteria
Three evaluation criteria, i.e., accuracy (Acc), sensitivity (S n) and specificity (S p) are considered to show the effectiveness of the proposed SVM-based meta classification scheme and for comparing with the other well-known techniques of ensemble of classifiers. They are defined as follows: Acc 
Experimental Results
Two phases of experimentation is carried out for the empirical analysis. In the first phase, the proposed algorithm, S V MDE Meta , is compared with the individual base classifiers, i.e., S V MDE Lin , S V MDE RBF , S V MDE Poly and S V MDE S ig . Table 2 lists the accuracy, sensitivity and specificity values of classification obtained from the results on the test data. For the TargetMiner data, S V MDE Meta wins over all the individual base classifiers in terms of accuracy and sensitivity, but S V MDE Lin supersedes the others in terms of specificity. In case of the second data Australian, we observe that the performance of S V MDE Meta is far better than that of the individual base classifiers in terms of accuracy and specificity, while S V MDE Poly provides better result in terms of sensitivity only. Though for the third data Pima Indians, the criterion specificity is better for S V MDE Lin than that for our proposed method, yet the another important criterion, i.e., sensitivity of all the individual base classifiers is much poorer than that of our proposed classification scheme S V MDE Meta . Therefore, the proposed meta classification scheme appears to be effective than the individual classifiers in terms of the three criteria, namely, accuracy, sensitivity and specificity.
In the next stage, the performance of the proposed meta classification scheme, S V MDE Meta , is compared with some of the existing methods of classifier ensemble such as bagging, AdaBoost, LogicBoost, classification via clustering (CVC) and ensemble selection. The accuracy, sensitivity and specificity of the classification obtained for each test data respectively, have been listed in Table 3 . For the TargetMiner data, our proposed approach performs the best over all other meta classifiers in terms of accuracy (= 74.39%) and In contrast, the proposed method has good values of Acc (=83%), Sn (=75.86%) and Sp (=85.92%), indicating its effectiveness. As an overall, considering three criteria our proposed method seems to be best among the above mentioned ensemble classifiers.
Conclusion
Recently, Support Vector Machine (SVM) has drawn much attention as an efficient technique for solving several real-life classification problems. However, the performance of SVM is sensitive to the selection of the appropriate kernel function and the parameter values associated with that kernel. Thus, to obtain optimal performance for the classification problem, time-consuming grid search is always necessary. In this paper, we have proposed a new kernel function by taking the weighted combination of two existing well-known kernel functions, namely, RBF kernel and polynomial kernel. The performance of the proposed kernel based SVM is established to be better than those of the other well-known kernel based SVM classifiers as well as some of the other state-of-art classifiers based on analyses on forty real-life datasets.
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