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RÉSUMÉ. Nous présentons une approche basée sur la preuve inductive pour vérifier des in-
variants de systèmes spécifiés en logique de réécriture, un langage de spécification formelle
implémenté dans l’outil Maude. Un invariant est une propriété qui est vraie dans tous les états
atteignables à partir d’une certaine classe d’états initiaux. Notre approche consiste à coder les
propriétés d’invariance de la logique de réécriture en logique équationnelle avec appartenance,
une sous-logique de la logique de réécriture également implémentée dans Maude. Ce codage
nous permet ensuite de prouver les propriétés d’invariance à l’aide d’un assistant de preuve
disponible pour la logique équationnelle de Maude. Nous montrons que notre codage est cor-
rect, pour un sous-ensemble bien identifié (et suffisant en pratique) de systèmes et de propriétés
d’invariance, et illustrons notre approche sur une version à n processus de l’algorithme Bakery.
ABSTRACT. We present an approach based on inductive theorem proving for verifying invari-
ants of dynamic systems specified in rewriting logic, a formal specification language imple-
mented in the Maude system. An invariant is a property that holds on all the states that are
reachable from a given class of initial states. Our approach consists in encoding the semantic
aspects that are relevant for our task (namely, verifying invariance properties of the specified
systems) in membership equational logic, a sublogic of rewriting logic. The invariance prop-
erties are then formalized over the encoded rewrite theories and are proved using an inductive
theorem prover for membership equational logic also implemented in the Maude system using
its reflective capabilities. We illustrate our approach by verifying mutual exclusion properties
of a readers-writers system and of an n-process version of the Bakery algorithm.
MOTS-CLÉS : Vérification, logique de réécriture, Maude
KEYWORDS: Verification, Rewriting Logic, Maude
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1. Introduction
La logique de réécriture (Rewriting Logic [1], ou RL dans la suite de
cet article) est un langage de spécification formelle dans lequel la dy-
namique d’un système est exprimée à l’aide de règles de réécriture qui
agissent sur l’état du système, lui-même défini dans une logique équa-
tionnelle sous-jacente à la logique de réécriture. De nombreux auteurs
ont mis en évidence l’adéquation de la logique de réécriture pour modé-
liser de nombreux types de systèmes dynamiques, comme par exemple
les réseaux actifs [2], les sytèmes biologiques [3], ou la sémantique des
langages de programmation [4]. Plusieurs systèmes implémentent des
versions de cette logique : Maude [5], Elan [6], et CAFEOBJ [7].
La logique équationnelle sous-jacente à la logique de réécriture de
Maude est la logique équationnelle avec appartenance (Membership
Equational Logic [8], ou MEL dans la suite de cet article), qui permet
d’exprimer, en plus des équations usuelles entre termes, l’appartenance
d’un terme à une sorte. Notre approche pour la preuve inductive d’in-
variants utilise de telles appartenances, qui nous permettent de définir
la sorte des termes accessibles à partir d’une classe de termes initiaux
dans RL.
Le système Maude [5] donne une syntaxe concrète aux logiques MEL
et RL, et fournit des outils qui permettent d’exécuter ces spécifications,
de les analyser, et de les vérifier. Parmi ces ces outils, on trouve un
explorateur exhaustif (à profondeur bornée) de l’ensemble des termes
accessibles à partir d’un terme initial, et un model checker pour des
propriétés exprimées dans la logique temporelle linéaire [9]. Ces deux
outils sont limités, par nature, à des systèmes finis. Certaines classes
de systèmes infinis peuvent aussi être vérifiées, en passant par des abs-
tractions équationnelles [10] qui réduisent un système infini vers un
système fini, donc vérifiable par model checking. Cependant, ces abs-
tractions ne préservent pas les propriétés d’invariance, en général, mais
seulement dans des cas particuliers [10].
Les limites de la vérification automatisée justifient notre approche,
basée sur la preuve assistée de théorèmes, pour prouver des propriétés
d’invariance de systèmes dynamiques spécifiés en Maude. Notre ap-
















Figure 1 – Notre approche dans le contexte Maude.
variance de spécifications en RL vers des propriétés inductives de spé-
cifications MEL. Nous démontrons que la traduction est correcte, en ce
sens qu’elle transforme un invariant qui est vrai sur une spécification
RL donnée, vers une propriété (inductivement) vraie sur la théorie MEL
obtenue par traduction. Ceci permet la vérification des invariants en uti-
lisant des prouveurs inductifs pour MEL tel que l’outil ITP [11].
L’approche proposée complète donc la panoplie d’outils de vérifica-
tion disponible pour Maude. Elle peut être utilisée en combinaison avec
ces autres outils (cf. Figure 1). Une utilisation typique est la suivante :
étant donné un système dynamique S et une propriété ϕ sur l’état du
système, on commence par les formaliser, respectivement, par une spé-
cification RL SRL et par une formule de MEL ϕMEL. Ensuite, pour vérifier
que ϕMEL est un invariant de SRL (partant d’un ensemble d’états initiaux
donnés) l’utilisateur peut, d’une part, essayer de falsifier l’invariance
SRL ⊢ ✷ϕMEL en utilisant le model checker de Maude, ou plus simple-
ment l’exploration bornée des termes accessibles ; ou bien, l’utilisateur
peut essayer de prouver la propriété avec le model checker, éventuelle-
ment en passant par des abstractions équationnelles, ou encore en utili-
sant notre approche basée sur la preuve assistée.
Le reste de l’article est organisé de la façon suivante. Dans la sec-
tion 2 nous présentons brièvement les logiques MEL et RL. Nous défi-
nissons ensuite la notion d’invariant ϕ (exprimé en logique MEL) d’une
spécification R (exprimée en RL) à partir d’une classe initiale d’états
t0(représentée par un terme t0, qui peut contenir des variables libres),
ainsi : ϕ(t) est prouvable dans le modèle standard de la sous-théorie
MEL de R, pour tous terme t accessible depuis t0 par réécriture close
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à la racine dans R. Nous notons l’invariance par 〈R, t0〉 ⊢ ✷ϕ. La
réécriture close à la racine veut dire, intuitivement, que le filtrage se
fait à la racine, et que les substitutions utilisées sont closes, pour toutes
les variables apparaîssant dans le terme réécrit et dans la régle de ré-
écriture. Nous donnons des arguments en faveur de l’adéquation de ce
type de réécriture pour exprimer la dynamique de systèmes exprimés
en RL, et plus particulièrement lorsque les états initiaux sont exprimés
par des termes à variables libres et les règles de réécriture comportent
des variables supplémentaires en partie droite et/ou dans les conditions
associées. Ces aspects sont essentiels lorsqu’on souhaite modéliser des
systèmes à nombre paramétrique de processus, tel que l’algorithme Ba-
kery à n processus qui constitue notre application.
Le cœur de notre approche est présenté en section 3. D’abord, on
définit une traduction automatique qui prend une théorie RL R et un
terme t0, et qui engendre une théorie MELM(R, t0) qui enrichit la sous-
théorie MEL de R avec une nouvelle sorte, appelée Reachable, définie
inductivement à partir des règles de R et du terme t0. Ensuite, on dé-
montre que les affirmations être de la sorte Reachable dansM(R, t0)
et être accessible dans R à partir de t0 par réécriture close à la ra-
cine sont équivalentes. Puis, nous donnons une définition alternative à
l’invariance dans R à partir de t0, comme suit : ϕ(t) est vraie dans le
modèle standard (appelé aussi le modèle initial) de la théorieM(R, t0)
construite précédemment, et ce, pour tous les termes clos ayant la sorte
Reachable dans le modèle initial. Enfin, nous prouvons que les deux
définitions d’invariance sont équivalentes ; l’avantage de la deuxième
définition est qu’elle permet l’emploi de prouveurs inductifs pour la
logique MEL, tel que l’outil ITP. L’utilisation de notre approche pour
prouver l’exclusion mutuelle de l’algorithme Bakery à n processus est
décrite en section 4. Nous concluons et présentons des travaux connexes
et futurs en section 5.
2. Logique équationnelle avec appartenance et logique de
réécriture
Nous présentons ici brièvement ces deux logiques ; des présenta-
tions plus complètes existent [1, 8]. Une signature en MEL est un tuple
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(K, Σ, S), où K est un ensemble de kinds1, Σ est une famille indexée
sur K∗ ×K de symboles de fonction : Σ = {Σw,k}(w,k)∈K∗×K , et S =
{Sk}k∈K est une famille, indexée par K, de sortes - où Sk représente
l’ensemble des sortes du kind k. Une signature (K, Σ, S) est souvent
notée par sa seule composante Σ ; TΣ est alors l’ensemble de termes clos
sur Σ. Etant donné un ensemble de paires X = {x1 : k1, . . . , xn : kn}
de variables, chacune munie de son kind, TΣ(X) représente alors l’en-
semble des termes dont les variables libres sont dans l’ensemble X . De
manière similaire, TΣ,k et TΣ,k(X) représentent, respectivement, l’en-
semble des termes clos du kind k, et l’ensemble des termes clos du kind
k aux variables libres dans X . Une formule atomique de MEL dans la
signature (K, Σ, S) est soit une équation t = t′, avec t, t′ ∈ TΣ,k(X) et
k ∈ K, soit un axiome d’appartenance t : s, avec t ∈ TΣ,k(X), s une
sorte dans Sk, et k ∈ K. Une phrase dans MEL est une clause de Horn,
implicitement universellement quantifiée sur les variables apparaîssant
dans les formules atomiques :
(∀X)t = t′ if C, or (1)
(∀X)t : s if C (2)








Les phrases de la forme (1) sont appelées équations conditionnelles,
et les phrases de la forme (2) sont des appartenances conditionnelles.
Une équation ou une appartenance sont inconditionnelles lorsqu’elles
sont atomiques. Une théorie en MEL est une coupleM = (Σ, E) com-
posé d’une signature MEL Σ et d’un ensemble E de phrases sur Σ. La
logique MEL possède un système de déduction, donné en Définition 1
1. Nous gardons le nom anglais faute de traduction satisfaisante. La raison d’être des kinds (par
rapport aux sortes) est de contenir des termes syntaxiquement corrects mais sémantiquement
incorrects, comme par exemple l’“entier” 1/0.
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ci-dessous, qui est complet et cohérent [8], en ce sens qu’une formule
atomique ϕ est déductible dans une théorie (Σ, E) - ce qu’on note par
(Σ, E) ⊢ ϕ, ou plus simplement E ⊢ ϕ, si et seulement ϕ est sémanti-
quement valide : elle est vraie dans tous les modèles de la théorie (Σ, E)
Définition 1 Soit une théorie M = (Σ, E) et une formule atomique
e, de la forme (∀X)t = t′ ou (∀X)t : s. Alors, e est déductible dans
M, notéM ⊢ e ou simplement E ⊢ e lorsque la signature résulte du





















(∀X)t=t′ if C ∈E σ:X 7→TΣ(Y ) E⊢(∀Y )Cσ
E⊢(∀Y )tσ=t′σ
7) Remplacement2
(µ) (∀X)t:s if C ∈E σ:X 7→TΣ(Y ) E⊢(∀Y )Cσ
E⊢(∀Y )tσ:s
où σ : X 7→ TΣ(Y ) sont des substitutions préservant les kinds, et
pour une condition C :
∧
i∈I(∀X)(ui = vi) ∧
∧
j∈J(∀X)(wj : sj),
la notation E ⊢ (∀Y )Cσ est une abbréviation de la conjonction
∧
i∈I E ⊢ (∀Y )(uiσ = viσ) ∧
∧
j∈J E ⊢ (∀Y )(wjσ : sj).
Il convient de remarquer que la déductibilité (et, de manière équiva-
lente, la validité sémantique) ne sont pas toujours la notion de vérité at-
tendue. En effet, beaucoup de propriétés interessantes ne sont pas vraies
dans tous les modèles d’une théorie MEL, mais seulement dans certains,
dont le modèle initial [8]. Dans ce modèle, les sortes sont interprétées
comme les plus petits ensembles satisfaisant les axiomes (équations et
appartenances), et l’égalité est la plus petite congruence satisfaisant ces
mêmes axiomes. On écrit E ⊢ind (∀X)ϕ pour dire que la phrase ϕ est
vraie dans le modèle initial de (Σ, E).
Exemple 1 Soit la théorie MEL NAT constituée de :
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– KNAT = {Nat?}.
– ΣNAT (λ,Nat?) = {0}.
– ΣNAT (Nat?,Nat?) = {s}.
– ΣNATw,Nat? = ∅, pour w 6∈ {λ,Nat?}.
– SNat? = {Nat}.
– ENAT = {0 : Nat , (∀N) s(N) : Nat if N : Nat} .
Le modèle initial de NAT est l’ensemble des nombres naturels N. Mais
ils existe de nombreux autres modèles, parmi lesquels, par exemple, il y
a tous les ensembles d’entiers modulo n, pour tout n ≥ 2.
Une théorie en logique de réécriture (ou simplement, une théorie de
réécriture, ou de RL) est un tupleR = (K, Σ, S, E,R), où (K, Σ, S, E)
est une théorie MEL, et R est en ensemble de règles de réécriture
(ρ) (∀X) l→ r if C (3)




j∈J(wj : sj) avec I
et J des ensemble finis d’indices. Dans sa forme la plus générale [12],
la logique RL permet également des réécritures dans les conditions des
règles et des arguments gelés, deux constructions avancées de RL qu’on
ne considère pas ici.
Définition 2 Etant donnée une théorie R = (Σ, E, R) et deux termes
t, t′ ∈ TΣ(X), on dit que t
′ est accessible R depuis t par réécriture à
la racine, noté par R ⊢ (∀X)t−→t′, si la formule (∀X)t−→t′ peut être













(ρ) (∀X) l−→r if C ∈R σ:X 7→TΣ(Y ) E⊢(∀Y )Cσ
R⊢(∀Y )lσ−→rσ
On notera que dans sa forme la plus générale [12], la logique com-
porte aussi une règle de Congruence. Eliminer cette règle revient à for-
cer la réécriture à la racine.
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Nous introduisons maintenant la réécriture close à la racine. Intuitive-
ment, lorsqu’on réécrit de cette manière un terme (∀X)t par une règle
(∀Y )l→ r if C, on imposera que le terme t soit d’abord transformé en
un terme clos σ(t) au moyen d’une substitution close σ de ses variables ;
et seulement ensuite, le terme σ(t) pourra être réécrit à la racine, en im-
posant que le filtrage avec le membre gauche l de la règle se fasse par
une substitution close de toutes les variables présentes dans l, r, et C.
Définition 3 Etant donnée une théorie R = (Σ, E, R) et deux termes
t ∈ TΣ(X) et t
′ ∈ TΣ, on dira que t
′ est accessible depuis t par ré-
écriture close à la racine, noté R ⊢↓ t−→t′, s’il existe une substitution
close σ : X 7→ TΣ et une dérivation R ⊢ σ(t)
−→t′ à la racine (cf.
Définition 2) dans laquelle toutes les applications de la règle de Rem-
placement utilisent des substitutions closes.
Exemple 2 Pour illustrer notre notion de réécriture close à la racine,
considerons le terme s(W ) dans la théorie NAT et la règle s(X) →
s(s(Y )). Le terme s(W ) peut être réécrit par substitution close à la
racine, en une étape, en s(s(0)) : on transforme s(W ) en s(0) par la
substitution close W ← 0 ; et on réécrit s(0) en s(s(0)) avec la règle,
au moyen de la substitution close X ← 0, Y ← 0.
Il convient de remarquer que la réécriture habituelle (non-close), du
terme donné avec la règle donnée, contiendra forcément des séquences
de termes non-clos, e.g., s(W ), s(s(W )), . . . , sn(W ), . . ., alors que la
réécriture close engendre seulement des termes clos. C’est la raison
principale pour laquelle la réécriture close est préférable à la réécri-
ture standard pour exprimer la dynamique de systèmes modélisés en
RL (et, spécialement, lorsque l’ensemble d’états initiaux est représenté
par un terme non-clos et/ou les règles de réécriture comportent des va-
riables supplémentaires en partie droite et/ou dans la condition) : la
réécriture close engendre seulement des termes clos, qui dénotent des
états, alors que les termes non-clos ne dénotent pas des états, mais des
ensembles d’états. Les systèmes paramétriques, tel l’algorithme Bakery
à n processus que nous présentons en section 4, utilisent naturellement
des terme non-clos pour dénoter l’ensemble de leurs états initiaux, ainsi
que des règles de réécriture avec variables suppplémentaires en partie
droite et dans les conditions pour exprimer leur dynamique.
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L’exemple suivant est simple (terme initial clos, pas de variable sup-
plementaire a droite des règles) ; il nous sert comme exemple de mo-
tivation, et illustre aussi l’adéquation de la réécriture à la racine pour
exprimer la dynamique de (nombreux) systèmes exprimés en RL.
Exemple 3 Le problème des lecteurs-écrivains est un problème clas-
sique en programmation concurrente. Il s’agit d’assurer l’accès en lec-
ture/écriture à un fichier, de telle manière qu’il y ait exclusion mutuelle
entre lecteurs et écrivains et entre écrivains. L’accès simultané de plu-
sieurs lecteurs au fichier est permis. Une spécification de ce système en
RL, appelée ReadersWriters , inclut la déclaration d’une sorte State et
du kind correspondant [State] pour décrire les états du système ainsi
que la déclaration d’un constructeur 〈., .〉 qui prend deux nombres na-
turels (le nombre de lecteurs et le nombre d’écrivains, respectivement)
et qui rend un State. L’évolution du système est décrite par les règles









〈0, 0〉 → 〈0, s(0)〉,
〈R, s(W )〉 → 〈R,W 〉,
〈R,W 〉 → 〈s(R), W 〉 if W = 0,
〈s(R), W 〉 → 〈R,W 〉
La première règle spécifie que depuis un état 〈0, 0〉 dans lequel in n’y a
ni lecteur, ni écrivain, le système peut accepter un écrivain. La seconde
règle permet à un écrivain de quitter le fichier ; la troisième permet
d’accepter un lecteur supplémentaire, pourvu qu’il n’y ait pas d’écri-
vains ; et la quatrième règle permet à un lecteur de sortir du fichier.
Cette spécification à un nombre d’états qui est infini (le nombre de lec-
teurs pouvant croître indéfiniment par la troisième règle). Nous allons
illustrer notre approche (présentée dans la section suivante) pour véri-
fier l’exclusion mutuelle entre lecteurs et écrivains.
Enfin, remarquons le fait que la réécriture dans ReadersWriters
s’effectue toujours à la racine : les parties gauches des règles filtrent
des termes du kind [State], et les réécrivent en termes du même kind ; et
ces termes n’ont pas de sous-termes stricts du kind [State] ; par consé-
quent, la réécriture ne peut avoir lieu en dessous de la racine. Ce type
de réécriture est souvent suffisant en pratique pour spécifier des sys-
tèmes en RL, comme remarqué également par d’autres auteurs [13].
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L’invariance pour les systèmes spécifiés en RL
Nous continuons cette section par une définition de la notion d’inva-
riance pour des systèmes spécifiés en RL. Intuitivement, un prédicat sur
les états d’un système est un invariant si le prédicat est vrai dans tous
les états du système qui sont accessibles à partir d’une certaine classe
d’états initiaux. Afin de formaliser cette notion pour les systèmes spé-
cifiés en RL nous devons préciser les aspects suivants :
1) quels sont les états et la dynamique du système ?
2) comment spécifier les prédicats sur les états ?
3) quand ces prédicats sont-ils vrais dans un état donné ?
Nous proposons que les états du système soient représentés par des
termes clos d’un certain kind [State], et que la dynamique du système
soit définie par la réécriture close à la racine, partant d’un ensemble
d’états initiaux représentés par un terme t0, qui peut avoir des variables
libres, et qui est également du kind [State]. Nous avons discuté ci-
dessus l’adéquation de la réécriture close à la racine (Définition 3) pour
exprimer la dynamique de systèmes exprimés en RL, tout particuliè-
rement lorsque le terme initial comporte des variables libres et/ou les
règles de réécriture comportent des variables supplémentaires en partie
droite et/ou dans la condition, dont nous verrons l’utilité en section 4.
Concernant les prédicats d’état, ils seront formalisés par des phrases
de la logique MEL de la forme (∀x : [State])(∀Y )ϕ, i.e., des phrases
ayant une variable x du kind [State], ainsi qu’optionnellement d’autres
variables Y , telles que x /∈ Y . La variable x du kind [State] fait qu’on
puisse parle de ϕ comme prédicate d’état ; les autres variables servent
à quantifier universellement sur les composantes de l’état ; nous en ver-
rons l’utilité également en section 4.
Enfin, un prédicat d’état (∀x : [State])(∀Y )ϕ est vrai dans un état t
lorsque le le prédicat (∀Y )ϕ(t/x), obtenu à partir de ϕ en substituant la
variable x par le terme t, est vrai dans le modèle initial de la sous-théorie
MEL E de la spécification RL R du système : E ⊢ind (∀Y )ϕ(t/x).
En conclusion, lorsqu’un système est spécifié en RL, on formalise
l’idée qu’un invariant est un prédicat d’état qui est vrai dans touts
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les états du système qui sont accessibles à partir d’une certaine classe
d’états initiaux, ainsi :
Définition 4 Soient R = (K, S, Σ, E, R) une théorie de réécriture,
[State] ∈ K un kind, (∀X)t0 ∈ TΣ,k(X) un terme, et (∀x :
[State])(∀Y )ϕ une phrase MEL. Alors, ϕ est un invariant de R en
partant de t0, noté 〈R, t0〉 ⊢ ✷ϕ, si pour tout t ∈ TΣ,[State], R ⊢↓
t0
−→t implique E ⊢ind (∀Y )ϕ(t/x).
Exemple 4 Considérons la spécification ReadersWriters donnée dans
l’exemple 3. Supposons qu’un prédicat > ait été défini dans la sous-
théorie MEL NAT, et supponsons aussi que les deux accesseurs stan-
dard fst et snd aux éléments d’une paire sont définis. Nous décrivons
l’exclusion mutuelle entre lecteurs et écrivains par le prédicat mutex,
défini par les équations suivantes :
(∀x : [State])mutex (x) = true if fst(x) = 0
(∀x : [State])mutex (x) = true if snd(x) = 0
(∀x : [State])mutex (x) = false if fst(x) > 0 ∧ snd(x) > 0
On remarque que mutex est une formule atomique de MEL, qui contient
une seule variable x du kind [State]. L’invariance de mutex sur la
théorie ReadersWriters partant du terme initial (clos) 〈0, 0〉 est no-
tée 〈ReadersWriters, 〈0, 0〉〉 ⊢ ✷mutex et définie par le fait que,
pour tout terme clos t du kind [State], on a [ReadersWriters ⊢↓
〈0, 0〉−→t] implique [NAT ⊢ind mutex(t/x)].
Falsification automatique d’invariants
Avant d’aborder la preuve interactive d’invariants dans la section sui-
vante, nous concluons cette section sur la falsification automatique d’in-
variants. La preuve et la falsification sont évidemment des techniques
complémentaires, et disposer d’une technique automatique pour falsi-
fier un invariant est utile avant de démarrer une preuve interactive qui,
dans le cas d’une propriété fausse, n’aboutira pas.
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Nous allons considerer des énoncés d’invariance 〈R, t0〉 ⊢ ✷ϕ dans
lesquelles la théorie R est exécutable2 et tels que le terme intial t0
est clos et le prédicat ϕ a une seule variable, qui est du kind [State],
comme dans l’exemple 〈ReadersWriters, 〈0, 0〉〉 ⊢ ✷mutex . Nous mon-
trons que si ces contraintes sont satisfaites, il existe une procédure qui
est correcte et complète pour la falsification d’invariants. Cette procé-
dure est implémentée par la commande s❡❛r❝❤ de l’outil Maude. Les
contraintes sur le terme initial et le prédicat d’état peuvent être élimi-
nées, au prix de la perte de complétude de la procédure, qui reste cepen-
dant correcte. Nous présentons ici les aspects de la commande s❡❛r❝❤
qui sont utiles pour nos besoins ; une description complète est dispo-
nible dans [5].
Soit un prédicat d’état (∀x : [State])ϕ où ϕ , ϕ0 if ϕ1 . . . ϕn,
et ϕi sont des équations ou des appartenances atomiques, pour i =
0, . . . , n(n ∈ N). Nous utilisons des commandes s❡❛r❝❤ de la forme
s❡❛r❝❤ t0 ❂❃✯ x s✉❝❤ t❤❛t ϕ1(x) ∧ . . . ∧ ϕn(x) ∧ ¬ϕ0(x) (4)
où t0 est un terme clos, et est x une variable, tous les deux du kind
[State]. La commande ci-dessus effectue une recherche en largeur des
termes accessibles par réécriture depuis t03. La commande termine avec
succès si elle retourne au moins un terme accessible depuis t0 et satis-
faisant les conditions de la clause s✉❝❤ t❤❛t. Le fait que la commande
s❡❛r❝❤ (4) soit une procédure correcte et complète pour la falsification
d’invariants est précisé comme suit :
Observation 1 Soit une propriété d’invariance de la forme 〈R, t0〉 ⊢
✷ϕ telle que : la théorie RL R est exécutable ; le terme t0 est clos ; et
le prédicat d’état ϕ a une seule variable libre, qui est du kind [State].
Alors, la command s❡❛r❝❤ (4) se termine avec succès si et seulement si
〈R, t0〉 6⊢ ✷ϕ.
2. Cette condition exige, entre autres, qu’il n’y ait pas de variable supplémentaire en partie
droite et dans les conditions ; le système peut quand même avoir un nombre infini d’états, cf. [5]
pour une définition complète.
3. Nous supposons que la réécriture se fait à la racine ; sinon, il est toujours possible
d’encapsuluer le terme et les règles pour forcer la réécriture à la racine [13].
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Cette observation est vraie pour les raisons suivantes : les contraintes
d’exécutabilité garantissent que, d’une part, les conditions de la clause
s✉❝❤ t❤❛t sont décidables et que, d’autre part, la commande s❡❛r❝❤
trouve tout état accessible depuis t0 en un temps fini [5] ; et par ailleurs,
lorsque le terme initial est clos et la spécification est exécutable (donc
elle ne contient pas de variables supplémentaires en parties droites et
dans les conditions de règles) la réécriture à la racine est close par
construction.
Exemple 5 La spécification RL ReadersWriters et le prédicat mutex
de l’exemple 4 satisfont les contraintes de l’observation 1 ci-dessus.
On peut tenter de falsifier l’énoncé 〈ReadersWriters, 〈0, 0〉〉 ⊢ ✷mutex
ainsi : s❡❛r❝❤ 〈0, 0〉 ❂❃✯ x s✉❝❤ t❤❛t ¬mutex(x)✳
La commande s❡❛r❝❤ ci dessus ne termine pas, car l’énoncé
〈ReadersWriters, 〈0, 0〉〉 ⊢ ✷mutex est vrai, comme nous le démon-
trons dans la section suivante. Un exemple de falsification réussie
est celle du prédicat same-number, défini par same-number(x) =
true if fst(x) = snd(x), same-number(x) = false if fst(x) < snd(x),
et same-number(x) = false if fst(x) > snd(x). Dans ce cas, la com-
mande s❡❛r❝❤ retourne x = 〈0, 0〉, qui constitue un contre-exemple à
l’invariance.
Enfin, remarquons que, bien que la commande s❡❛r❝❤ exige un
terme initial t0 clos et une seule variable dans le prédicat d’état ϕ dont
on cherche à falsifier l’invariance, on peut, en sacrifiant la complétude,
instancier “à la main” les variables supplémentaires éventuelles dans
t0 and ϕ avant de lancer la commande s❡❛r❝❤, sans compromettre la
correction de la procédure de falsification.
3. Preuve assistée pour les propriétés d’invariance
Dans cette section nous présentons notre approche basée sur la
preuve assistée pour prouver des propriétés d’invariance de spécifica-
tions en RL. D’abord, nous définissons une traduction automatique qui
prend en entrée une théorie RL R et un terme t0 et engendre une théorie
MEL M(R, t0), qui enrichit la sous-théorie MEL de R avec une nou-
velle sorte, appelée Reachable, et avec des axiomes d’appartenance à
14
cette sorte. Ensuite, nous démontrons qu’être accessible dans R à par-
tir de t0 est équivalent à être de la sorte Reachable dans la théorie
MELM(R, t0). Puis, nous montrons un corrolaire de ce résultat, qui dit
que pour tout prédicat d’état (∀x : [State])(∀X)ϕ, l’invariance 〈R, t0〉
⊢ ✷ϕ est équivalente au fait que l’implication (∀x : [State])(∀X)(x :
Reachable⇒ ϕ) est vraie dans le modèle initial de la théorieM(R, t0).
Enfin, en remarquant que la preuve par induction est correcte (en an-
glais : sound) dans les modèle initiaux des théories MEL, nous établis-
sons la correction de notre approche pour prouver des invariants par
preuve inductive, grâce à l’équivalence établie ci-dessus.
Définition 5 Soit une théorie RL R = (K, Σ, S, E,R) munie
d’une sorte State ∈ S au kind [State] ∈ K, et un terme
t0 ∈ TΣ,[State](X). On note par M(R, t0) la théorie MEL
(KM(R,t0), ΣM(R,t0), SM(R,t0), EM(R,t0)) construite ainsi :
– KM(R,t0) = K
– ΣM(R,t0) = Σ




[State] = S[State] ∪ {Reachable} et
Reachable /∈ S
– EM(R,t0) = E ∪ {(∀X)t0 : Reachable} ∪ {µ(ρ)|(ρ) ∈ R}, où
µ((ρ)(∀X) l → r if C)) dénote l’axiome d’appartenance (∀X) r :
Reachable if l : Reachable ∧ C.
Dans la définition précédente, on remarque l’axiome d’appartenance
{(∀X)t0 : Reachable} ainsi que les axiomes d’appartence µ(ρ), un par
régle de réécriture ρ dansR. L’axiome pour t0 dit que t0 est accessible,
et l’axiome µ(ρ) “inverse” la règle ρ, afin d’exprimer le fait que, dans
la réécriture, la partie droite de ρ est accessible dès lors que sa partie
gauche est accessible et que sa condition est satisfaite.
Exemple 6 Considérons le problème des lecteurs-écrivains donné dans
l’exemple 3. La théorie MEL M(ReadersWriters, 〈0, 0〉) contient les
éléments suivants.
– KM(ReadersWriters〈0,0〉) = KReadersWriters.
– ΣM(ReadersWriters,〈0,0〉) = ΣReadersWriters.
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– SM(ReadersWriters,〈0,0〉) = SReadersWriters ∪ S
′
[State],
avec S ′[State] = SReadersWriters[State] ∪ {Reachable}














〈0, 0〉 : Reachable ,
〈0, s(0)〉 : Reachable if 〈0, 0〉 : Reachable ,
〈R,W 〉 : Reachable if 〈R, s(W )〉 : Reachable ,
〈s(R), W 〉 : Reachable if 〈R,W 〉 : Reachable ∧ W = 0,
〈R,W 〉 : Reachable if 〈s(R), W 〉 : Reachable .
Théorème 1 Soit une théorie RL R = (K, Σ, S, E,R) munie d’une
sorte State ∈ S au kind [State] ∈ K, et un terme t ∈ TΣ,[State](X).
Alors, pour tout terme clos t′ ∈ TΣ,[State], on a l’équivalenceR ⊢↓ t
−→t′
si et seulement siM(R, t) ⊢ t′ : Reachable.
La preuve est donnée en Annexe. L’idée est de mettre en relation les
pas de réécriture close à la racine avec une règle donnée ρ dans la théo-
rie RL R, et les pas de déduction avec l’axiome d’appartenance µ(ρ)
dans la théorie MEL M(R, t). On utilise également le fait que la sorte
Reachable est “neuve” donc elle ne peut pas influencer la déduction
dans la sous-théorie MEL (Σ, E) deR.
Observation 2 Il est intéressant de remarquer l’importance de la ré-
écriture close dans le théorème 1. En effet, on a le contre-exemple
suivant pour la réécriture non close : soit la théorie de réécriture
constituée du kind Foo, de la constante a du kind Foo, de la fonction
f : Foo 7→ Foo, et d’aucune sorte, équation, appartenance, et règle de
réécriture. Soit t0 = f(x) le terme initial. Alors, d’après les règles de
la définition 2, seul f(x) est atteignable. Et pourtant, la théorie obte-
nue par la transformationM() permet de déduire f(a) : Reachable, en
appliquant Remplacement2 (définition 1) avec l’appartenance f(x) :
Reachable et la substitution σ : x← a. La réécriture non-close ne per-
mettrait donc pas le théorème 1. En revanche, pour la réécriture close,
le “contre-exemple” ci-dessus n’en est plus un : on a bien que f(a) est
atteignable en utilisant la substitution σ : x← a dans la définition 3.
Pour le corrolaire suivant, rappelons que ⊢ind dénote la vérité dans un
modèle initial.
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Corollaire 1 Soit une théorie RL R = (K, Σ, S, E,R) munie d’une
sorte State ∈ S au kind [State] ∈ K, et soit un predicat d’état (∀x :
[State],∀X)ϕ. Alors, on a l’équivalence 〈R, t0〉 ⊢ ✷ϕ si et seulement
siM(R, t0) ⊢ind (∀x : [State])(∀X)(x : Reachable⇒ ϕ).
La preuve est donnée en Annexe. Elle utilise le théorème 1, ainsi que
quelques résultats standard sur les modèles initiaux et, à nouveau, le
fait que la sorte Reachable est “neuve” dansM(R, t) et par conséquent
n’influence pas la vérité dans le modèle initial de (Σ, E).
Exemple 7 Afin de prouver 〈ReadersWriters, 〈0, 0〉〉 ⊢ ✷mutex
nous allons prouver M(ReadersWriters, 〈0, 0〉) ⊢ind (∀x)(x :
Reachable =⇒ mutex (x) = true). Nous utilisons pour cela l’assis-
tant de preuve ITP. L’induction sur la sorte Reachable engendre cinq
sous-buts. Le premier d’entre eux représente la base de l’induction, et
correspond à l’appartenance au terme intial à la sorte Reachable. Les
quatres autres sous-buts représentent les pas d’induction, qui corres-
pondent aux quatre règles de réécriture définissant la dynamique du
système. Ici, tous les sous-buts sont prouvés automatiquement avec la
commande ❛✉t♦ de l’outil ITP, qui invoque la réécriture automatique et
les procédures de décision pour l’arithmétique linéaire. Bien entendu,
les preuves ne sont pas toujours aussi automatiques. Dans la section
suivante nous donnons un exemple dans lequel l’invariant principal a
besoin d’invariants auxiliaires afin de passer les étapes d’induction de
la preuve avec ITP.
4. Vérification de l’algorithme Bakery à n processus
L’algorithme Bakery à n processus est un système paramétrique, qui
consiste en un nombre n ≥ 2 de processus identiques. Chacun des pro-
cessus peut être dans l’une des localités Sleep, Try, ou Critical, et cha-
cun possède un ticket que lui seul peut écrire, et que tous les processus
peuvent lire (cf. Fig. 2). Dans l’état initial, tous les processus sont dans
Sleep et tous les tickets ti valent 0.
En allant de Sleep à Try, le i-ème processus affecte son ticket à la
valeur maximum des tickets plus un. La condition pour entrer en sec-






ti ≤ min − nonzero{tj |j = 1, n}
ti := 1 + max{tj |j = 1, n}
Figure 2 – Le i-ème processus dans l’algorithme Bakery à n processus
le i-éme processus, est que son ticket soit inférieur un égal au minimum
non-zéro du multi-ensemble de tickets des processus. Le minimum non-
zéro d’un multi-ensemble non vide de nombre naturels est défini par by
minNonZero(S) = 0 si S contient seulement (un certain nombre de fois)
l’élément 0 ; et minNonZero(S) = min(S \{0}) sinon, où min est le mi-
nimum habituel d’un multi-ensemble non vide de nombres naturels, et
S\{0} est le multi-ensemble obtenu en enlevant à S toutes les instances
de 0. Enfin, lorsqu’un processus retourne dans la localité Sleep il remet
son ticket à zéro.
La propriété d’exclusion mutuelle veut dire qu’un seul processus
peut être à la fois en section critique. Pour la prouver, d’abord infor-
mellement, puis formellement avec notre approche, nous avons besoin
de trois lemmes :
– les tickets des processus qui se trouvent en Try ou Critical sont
strictement positifs ;
– les tickets des processus qui se trouvent en Try ou Critical sont
distincts deux à deux ;
– les tickets des processus qui se trouvent en Critical valent le mini-
mum non-zéro des tickets.
Le premier lemme est vrai car, lorsque les processus entrent dans Try,
ils affectent à leur ticket une valeur strictement positive - le maximum
des tickets plus un - et le fait d’entrer dans Critical ne change pas la
valeur des tickets. Le second lemme est vrai car, en entrant dans Try,
chaque processus affecte à son ticket une valeur nouvelle - le maximum
des tickets plus un, et le fait d’entrer dans Critical ne change pas la va-
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leur des tickets. Le troisième lemme est vrai car (a) la condition pour
entrer dans Critical est d’avoir un ticket plus petit ou égal au minimum
non-zéro des tickets, (b) le minimum non-zéro d’un multi-ensemble non
vide de tickets non-nuls (tel que garanti par le premier lemme) est égal
au minimum habituel du multi-ensemble, et (c) il n’y a pas de ticket
plus petit que le minimum. Enfin, la propriété d’exclusion mutuelle est
vraie car, en plus, le minimum d’un multi-ensemble non vide de va-
leurs distinctes deux à deux (tel que garanti par le deuxième lemme),
est unique ; par conséquent, un seul processus, détenteur de cet unique
ticket, peut être en section critique à un moment donné.
Spécification de l’algorithme en RL.
Nous commençons par la définition de la sorte des états locaux, qui
sont des paires 〈L, N〉 formées d’une localité L et d’un nombre naturel
N (le ticket), ainsi que des accesseurs ().loc et ().tic aux états locaux,
comme suit
(∀L, N)(〈L, N〉 : LocalState if L : Loc ∧ N : Nat)
(∀L, N)〈L, N〉.loc = L
(∀L, N)〈L, N〉.tic = N
Ensuite, nous définissons la sorte des états, qui sont soit des états locaux,
soit une concaténation d’un état local et d’un état, séparés par “;” :
(∀LS)(LS : State if LS : LocalState)
(∀LS, ST )((LS; ST ) : State if LS : LocalState ∧ ST : State)
Puis, la taille dim() d’un état est définie par le nombre d’états locaux qui
y participent, et les accesseurs et modificateurs pour les états sont définis
ainsi : ST [i] rend le i-ème état local de l’état ST , et ST with[i] := LS,
rend une copie de l’état ST dans lequel le i-ème état local est remplacé
par LS. Nous définissons aussi le maximum max (ST ) et le minimum
non-zéro minNonZero(ST ) des tickets.
Enfin, les transitions de l’algorithme sont exprimées par trois règles
de réécriture, qui sont paramétrées par l’indice i du processus qui
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change d’état. La règle (5) exprime la transition du processus i de Sleep
à Try , la règle (6), celle de Try à Critical , et la règle (6), celle de
Critical à Sleep.
(∀ i, ST )ST → (ST with[i] := 〈Try , 1 + max (ST )〉)
if i : Nat ∧ i < dim(ST ) ∧ ST [i].loc = Sleep
(5)
(∀ i, ST )ST → (ST with[i] := 〈Critical , ST [i].tic〉)
if i : Nat ∧ i < dim(ST ) ∧ ST [i].loc = Try
(6)
(∀ i, ST )ST → (ST with[i] := 〈Sleep, 0〉)
if i : Nat ∧ i < dim(ST ) ∧ ST [i].loc = Critical
(7)
On remarque la présence de la variable supplémentaire i en partie droite
de la règle et dans la condition. Sans ces variables il ne serait pas aisé
de spécifier les systèmes paramétriques comme celui que nous étudions
ici.
En choisissant un nombre fixe de processus (e.g., 2) et en dupliquant
les règles afin de remplacer la variable i par les valeurs constantes que
cette variable peut prendre, on peut exécuter le protocole, chercher des
contre-exemples pour la propriété d’exclusion mutuelle (8) donnée ci
dessous, etc.
Transformation de l’algorithme en MEL et vérification.
Afin de procéder à la vérification au moyen de notre approche,
nous transformons d’abord automatiquement l’algorithme en une théo-
rie MEL comme indiqué dans la section précédente. Les appartenances
conditionnelles associés aux règles (5),(6), et (7) sont les suivantes :
(∀ i, ST )(ST with[i] := 〈Try , 1 + max (ST )〉) : Reachable
if ST : Reachable ∧ i : Nat ∧ i < dim(ST ) ∧ ST [i].loc = Sleep
(∀ i, ST )(ST with[i] := 〈Critical , ST [i].tic〉) : Reachable
if ST : Reachable ∧ i : Nat ∧ i < dim(ST ) ∧ ST [i].loc = Try
(∀ i, ST )(ST with[i] := 〈Sleep, 0〉) : Reachable if
ST : Reachable ∧ i : Nat ∧ i < dim(ST ) ∧ ST [i].loc = Critical
Ensuite, l’ensemble des états initiaux dans lequel se trouve l’algorithme
est un nombre infini d’états locaux, ayant la localité Sleep et la valeur 0
pour le ticket, et tous ces états sont accessibles :
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Init(0) = 〈Sleep, 0〉
(∀n)Init(s(n)) = 〈Sleep, 0〉; Init(n)
(∀n)Init(n) : Reachable if n : Nat
Puis, nous formalisons la propriété d’exclusion mutuelle comme le
théorème suivant :
(∀ST, i, j) ST : Reachable ∧ i : Nat ∧ i < dim(ST ) ∧ j : Nat
∧j < dim(ST ) ∧ ST [i] = Critical ∧ ST [j] = Critical
=⇒ i = j
Le théorème dit que dans tous les états accessibles, si deux états lo-
caux en positions i et j sont tous les deux dans Critical alors i = j. On
remarque la présence et l’utilité des variables universellement quanti-
fiées i et j, qui apparaîssent dans la propriété en plus de la variable ST
dénotant l’état.
Enfin, nous prouvons formellement la propriété d’exclusion mutuelle
avec l’assistant de preuve ITP, au moyen de trois lemmes, de la même
manière que la preuve informelle donnée en début de section. Le pre-
mier lemme dit que dans toutes les localités sauf Sleep, les tickets sont
strictement positifs :
(∀ST, i) ST : Reachable ∧ i : Nat ∧ i < dim(ST )
∧¬ sleep(ST [i].loc)
=⇒ ST [i].tic > 0
Le deuxième lemme dit que dans toutes les localités sauf Sleep les ti-
ckets sont distincts :
(∀ST, i, j) ST : Reachable ∧ i : Nat ∧ i < dim(ST ) ∧ j : Nat
∧j < dim(ST ) ∧ i < j ∧ ¬sleep(ST [i].loc) ∧ ¬sleep(ST [j].loc)
=⇒ ST [i].tic 6= ST [j].tic
Le troisième lemme que dans la localité Critical, les tickets sont infé-
rieur ou égaux au minimum non-zéro des tickets :
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(∀ST, i) ST : Reachable ∧ i : Nat ∧ i < dim(ST )
∧ST [i].loc = Critical
=⇒ ST [i].tic ≤ minNonZero(ST )
Les preuves avec ITP du théorème et des trois lemmes suivent toutes
le même canevas. Elles commencent par une induction sur la sorte
Reachable, qui engendre quatre sous-buts : un pour les états initiaux,
et trois pour les trois transitions du système. Le pas de base (pour les
états initiaux) est résolu par la commande ❛✉t♦, qui invoque la réécri-
ture et les procédures de décision du prouveur. Les pas inductifs sont
des combinaisons de ❛✉t♦, d’analyses par cas, et de preuves d’inva-
riants auxiliaires.
Nous avons également eu à prouver plusieurs lemmes sur tous
les états (pas seulement sur les états accessibles, donc, des lemmes
qui techniquement ne sont pas des invariants). Ces lemmes forma-
lisent certaines relations entre les fonctions que nous avons défi-
nies, par exemple, le fait que le minimum non-zéro d’un multi-
ensemble non vide de valeurs non nulles est égal au minimum
du multi-ensemble, et inférieur ou égal au maximum du multi-
ensemble. Les surces ITP pour cet exemple sont disponibles à l’URL
❤tt♣ ✿✴✴✇✇✇✳✐r✐s❛✳❢r✴✈❡rt❡❝s✴❊q✉✐♣❡✴❘✉s✉✴✐t♣✴♠✉t❡①✲♥.
5. Conclusion, travaux connexes, et perspectives
L’exploration de l’ensemble des états accessibles et le model che-
cking pour les systèmes finis, les abstractions pour réduire les systèmes
infinis vers des systèmes finis, et la preuve interactive pour les systèmes
infinis sont toutes des techniques de vérification bien connues. Pour
la logique de réécriture, toutes ces approches sauf la dernière existent
dans l’environnement Maude. Notre contribution a l’ambition de com-
bler ce manque. L’approche que nous proposons est basée sur une tra-
duction automatique d’un sous-ensemble significatif de la logique de
réécriture RL (sans réécritures dans les conditions des règles, sans argu-
ments gelés, et dont la réécriture se fait de manière close à la racine),
et de propriétés d’invariance exprimées en logique équationnelle avec
appartenance MEL, vers des propriétés inductives exprimées dans cette
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dernière logique. Grâce à cette traduction, dont nous prouvons la cor-
rection, nous pouvons utiliser des assistants de preuve pour la logique
équationnelle, tel que l’outil ITP, pour prouver des invariants sur des
systèmes exprimés en logique de réécriture.
L’approche est illustrée sur l’algorithme Bakery à n processus. Les
résultats sont encourageants, et ce, malgré le fait que l’assistant de
preuve ITP est encore à l’état de prototype. Une trait distinctif de notre
approche est qu’elle s’intègre naturellement avec les autres outils dis-
ponibles pour Maude, comme l’exploration énumérative, le model che-
cking, et les abstractions équationnelles (figure 1).
L’approche proposée présente bien entendu des limites. Comme
toutes les approches basées sur la preuve assistée, elle exige un utili-
sateur dédié et expert. D’après notre expérience, l’expertise s’obtient
de manière incrémentale durant la vérification d’un exemple donné, et
l’utilisateur bénéficie du retour de l’outil ITP lorsqu’il échoue à prouver
un invariant donné pour cause d’information insuffiante : cette infor-
mation se trouve dans le sous-but laissé non prouvé et dans le contexte
dans lequel la preuve échoue. En examinant ces retours de l’outil, il est
relativement aisé de poser un lemme qui, une fois prouvé, permettrait
de clore la preuve du sous-but qui a engendré le problème. La difficulté
principale de type d’approche réside dans le nombre de lemmes auxi-
liaires ; le pendant de l’explosion combinatoire en model checking est
ici l’explosion du nombre de lemmes auxiliaires.
Travaux connexes.
Nous présentons quelques travaux connexes dans la multitude des
travaux existants. L’équipe CAFEOBJ du Japan Advanced Institute of
Science and Technology (JAIST) propose une approche pour prouver
des invariants de systèmes dynamiques exprimés comme des Obser-
vational Transition Systems (OTS), les invariants étant des prédicats
d’état sur les OTS. Ensuite, l’OTS et prédicat peuvent être représentés
dans plusieurs formalismes (cf. Figure 3) : CAFEOBJ et Coq, pour la
preuve [14, 15] ; Maude, pour la falsification d’invariants [16] ; et SMV,
pour le model checking [17].
Le plus proche, dans les travaux de l’équipe CAFEOBJ, de ce que






















Figure 3 – Observational Transition Systems : représentation en Ca-
feOBJ et en d’autres outils.
cation en Maude. Pour ce qui est de la preuve, leur approche consiste
à coder l’invariance comme des prédicats sur des paires d’états, expri-
mant le fait que les différentes transitions du système préservent le pré-
dicat d’état dont on souhaite prouver l’invariance. Ensuite, la réduction
équationnelle de CAFEOBJ tenter d’établir automatiquement cette pré-
servation.
Des opérations typiquement effectuées par un assistant de preuve,
telles que le remplacement des variables universellement quantifiées par
des constantes “neuves” et la décomposition en cas, sont laissées ici à
l’utilisateur. Ceci constitue une source d’erreurs dans des preuves de
taille importante. Pour ce qui est de la falsification d’invariants, comme
cette possibilité n’existe pas en CAFEOBJ, les auteurs ont choisi de
traduire les OTS en Maude et d’utiliser l’exploration énumérative. Glo-
balement, la différence principale entre ce que nous proposons et la pro-
position de l’équipe CAFEOBJ réside dans le fait que nous restons dans
un seul environnement et formalisme (celui de Maude, et de la logique
de réecriture/équationnelle avec appartenance), ce qui nous permet de
nous appuyer sur une sémantique commune dans les diverses activi-
tés de vérification (Figure 1). Ceci contraste fortement avec l’approche
de l’équipe CAFEOBJ, qui utilise plusieurs outils, aux sémantiques a
priori différentes (Figure 3). Leur approche soulève un problème de co-
hérence globale : pour un problème de vérification donné, obtient-on
des réponses cohérentes avec l’ensemble des outils connectés ? Un dé-
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but de réponse est donné dans [18] pour la correction de la traduction
entre CAFEOBJ et Maude.
Dans l’article [12] les auteurs présentent un codage exhaustif de RL
dans MEL. Leur codage traite toute la logique RL, y compris les aspects
que nous avons choisi de laisser de coté comme les réécritures dans
les conditions des règles, les arguments gelés, et la réécriture générale
(pas forcément à la racine et pas forcément close). Leur codage est as-
sez complexe4, et leur but est d’étudier la sémantique et la théorie de la
preuve de RL en terme des notions correspondantes de MEL. Notre ob-
jectif est différent : obtenir un codage d’un sous-ensemble de la logique
RL, qui soit suffisant en pratique pour exprimer la dynamique de nom-
breux systèmes et de leurs invariants exprimés en MEL, et qui soit assez
simple pour être utilisable dans une démarche de preuve interactive as-
sistée. Un codage simple est essentiel pour que l’utilisateur retrouve, à
travers le codage, les propriétés qu’il tente de prouver.
La vérification de systèmes paramétriques est en général indécidable.
Par conséquent, leur vérification automatique est limitée à des sous-
classes, ou est approchée. Parmi les nombreuses approches automa-
tiques, il y a le regular model checking [19], où l’état du système est
modélisé par un langage régulier, et la relation de transition, par un
transducteur ; les abstractions de comptage [20], dans lesquelles seul le
nombre de processus dont le contrôle se trouve dans une localité don-
née est mémorisé, la vérification étant approchée par cette abstraction ;
et la génération d’invariants observés sur des instances particulière du
système, qu’on généralise et prouve sur le système paramétrique.
Les perspectives ouvertes par cette recherche sont d’utiliser effecti-
vement la combinaison d’approches formelles existantes dans Maude,
y compris la nôtre, pour vérifier une application réaliste, et montrer que
l’utilisateur gagne à utiliser les différentes méthodes ensemble plutôt
qu’une seule.
4. Pour l’accessibilité, leur codage comprend, pour chaque kind k de la théorie RL à coder,
un nouveau kind k′, quatre nouvelles sortes, et quatre nouvelles opérations définies par sept
nouvelles équations dans la théorie MEL résultante.
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Annexe
Théorème 1 Soit une théorie RL R = (K, Σ, S, E,R) munie d’une
sorte State ∈ S au kind [State] ∈ K, et un terme t ∈ TΣ,[State](X).
Alors, pour tout terme clos t′ ∈ TΣ,[State], on a l’équivalenceR ⊢↓ t
−→t′
si et seulement siM(R, t) ⊢ t′ : Reachable.
Preuve. (⇒) Par induction sur la longueur de la réécriture close R ⊢
σ(t)−→t′ correspondant à R ⊢↓ t−→t′ (cf. définition 3). Ici, la longueur
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est le nombre d’applications de la règle de Remplacement dans la défi-
nition 2. Si la longueur est 0 alors σ(t) et t′ sont égaux modulo E (c’est
à dire, E ⊢ σ(t) = t′). En utilisant (∀X)t : Reachable dansM(R, t) on
obtient, avec les règles de déduction de la logique MEL (définition 1),
M(R, t) ⊢ σ(t) : Reachable puisM(R, t) ⊢ t′ : Reachable.
Nous supposons l’implication vraie pour les dérivations de longueur
n et la prouvons pour la longueur n + 1. Modulo l’égalité par les equa-
tions E, une dérivation de longueur n + 1 peut être décomposée en
R ⊢ σ(t)−→t′′−→t′, pour un terme clos donné t′′, tel que le dernier
pas R ⊢ t′′−→t′ soit une application du Remplacement, avec une règle
(ρ) (∀X)l→ r if C et une substitution σ′ : X 7→ TΣ.
1) alors, t′′ ≡ σ′(l), t′ ≡ σ′(r) et E ⊢ σ′(C) = true, qui implique a
fortioriM(R, t) ⊢ σ′(C) = true. (On note par ≡ l’égalité syntaxique
entre deux termes).
2) par l’hypothèse d’induction, M(R, t) ⊢ t′′ : Reachable, i.e.,
M(R, t) ⊢ σ(l) : Reachable
3) donc, on peut utiliser Replacement2 (définition 1) avec (µ(ρ)) r :
Reachable if l : Reachable ∧ C (définition 5) et σ′, et en conclure
M(R, t) ⊢ σ′(r) : Reachable, i.e.,M(R, t) ⊢ t′ : Reachable.
(⇐) Par induction sur la longueur de la dérivation M(R, t) ⊢ t′ :
Reachable. Ici, la longueur est le nombre d’applications de Remplace-
ment2 (définition 1) avec la sorte s = Reachable. On remarque d’abord
que n ≥ 1, car, afin d’inférer l’appartenance à Reachable, on doit uti-
liser au moins une fois Remplacement2 avec s = Reachable. Le pas
de base n = 1 implique que, nécessairement, Remplacement2 ait été
utilisée avec l’appartenance (∀X)t : Reachable du terme initial. En
effet, toutes les autres appartenances définissant Reachable sont récur-
sives, e.g., elles nécessitent déjà une appartenance à Reachable pour
être utilisées avec Remplacement2. Par conséquent, il existe une sub-
stitution close σ telle que t′ ≡ σ(t), et ensuite on obtient trivialement
R ⊢ σ(t)−→t′ par Réflexivité.
On suppose l’implication vraie pour toutes les dérivations de lon-
gueur n et la prouvons pour la longueur n + 1. Modulo les équations
E, une preuve de longueur n + 1 peut toujours être décomposée en une
preuveM(R, t) ⊢ t′′ : Reachable de longueur n, pour un terme donné
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t′′ ∈ TΣ, suivie d’une application de Remplacement2, avec une appar-
tenance (µ(ρ)) r : Reachable if l : Reachable ∧ C obtenue à partir de
la règle (ρ) (∀X)l → r if C. Alors, il existe une substitution close σ′
telle que t′ ≡ σ′(r), t′′ ≡ σ′(l), etM(R, t) ⊢ σ′(C) = true. Puisque
la sorte Reachable est “neuve” dansM(R, t), elle n’apparaît pas dans
la condition C, et par conséquent on a aussi E ⊢ σ(C) = true, et,
par Remplacement on obtient R ⊢ σ′(l)−→σ′(r), i.e., R ⊢ t′′−→t′. Par
hypothèse d’induction, R ⊢↓ t−→t′′ i.e., il existe une substitution close
σ : X 7→ TΣ telle qu’on ait une dérivation R ⊢ σ(t)−→t′′ où toutes
les applications de Remplacement se font avec des substitutions closes.
Comme la dérivationR ⊢ t′′−→t′ que nous venons d’obtenir utilise aussi
une substitution close - σ′ - on obtient par Transitivité R ⊢ σ(t)−→t′, et
par la Définition 3, on en conclutR ⊢↓ t−→t′. ✷
Corollaire 1 Soit une théorie RL R = (K, Σ, S, E,R) munie d’une
sorte State ∈ S au kind [State] ∈ K, et soit un predicat d’état (∀x :
[State],∀X)ϕ. Alors, on a l’équivalence 〈R, t0〉 ⊢ ✷ϕ si et seulement
siM(R, t0) ⊢ind (∀x : [State])(∀X)(x : Reachable⇒ ϕ).
Preuve. En partant deM(R, t0) ⊢ind (∀x : [State])(x : Reachable ⇒
(∀X)ϕ) et en utilisant le fait qu’une formule universellement quanti-
fiée est vraie dans le modèle initial d’une théorie si et seulement si
toutes les instances closes de la formule sont vraies dans ce même mo-
dèle, on obtient de manière équivalente ∀t ∈ TΣ,[State].M(R, t0) ⊢ind
(t : Reachable ⇒ (∀X)ϕ(t/x)). Ensuite, en uilisant l’équivalence :
A ⊢ (B ⇒ C) ssi (A ⊢ B implique A ⊢ C), on obtient de manière
équivalente
∀t ∈ TΣ,[State]. ([M(R, t0)⊢ t : Reachable] implique
[M(R, t0)⊢ind (∀X)ϕ(t/x)]) (8)
Par le théorème 1, M(R, t0) ⊢ t : Reachable est équi-
valent à R ⊢↓ t0−→t ; et, puisque ϕ ne fait pas référence
à la “nouvelle” sorte Reachable, M(R, t0) ⊢ind (∀X)ϕ(t/x)
si et seulement E ⊢ind (∀X)ϕ(t/x). Et par conséquent, l’im-
plication (8) s’écrit de manière équivalente ∀t ∈ TΣ,[State].
R ⊢↓ t0
−→t implique E ⊢ind (∀X)ϕ(t/x), qui est la définition 4 de
l’invariance 〈R, t0〉 ⊢ ✷ϕ. ✷
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