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VERTEX ALGEBRAS AND THE CLASS ALGEBRAS OF
WREATH PRODUCTS
WEIQIANG WANG
Abstract. The Jucys-Murphy elements for wreath products Γn associated to
any finite group Γ are introduced and they play an important role in our study
on the connections between class algebras of Γn for all n and vertex algebras.
We construct an action of (a variant of) the W1+∞ algebra acting irreducibly
on the direct sum RΓ of the class algebras of Γn for all n in a group theoretic
manner. We establish various relations between convolution operators using JM
elements and Heisenberg algebra operators acting on RΓ. As applications, we
obtain two distinct sets of algebra generators for the class algebra of Γn and
establish various stability results concerning products of normalized conjugacy
classes of Γn and the power sums of Jucys-Murphy elements etc. We introduce
a stable algebra which encodes the class algebra structures of Γn for all n, whose
structure constants are shown to be non-negative integers. In the symmetric
group case (i.e. Γ is trivial), we recover and strengthen in a uniform approach
various results of Lascoux-Thibon, Kerov-Olshanski, and Farahat-Higman, etc.
1. Introduction
Let Γ be a finite group. Being a generalization of the symmetric group Sn, the
wreath product Γn is a semidirect product Γ
n ⋊ Sn of the n-th product group Γ
n
and Sn with a natural group structure. In [21], we realized the direct sum RΓ of
the representation rings (or the class algebras) R(Γn) of the wreath products Γn for
all n ≥ 0 as the Fock space of an infinite-dimensional Heisenberg Lie algebra (cf.
[17, 24] for related algebraic structures on RΓ; also cf. [6] for further applications).
When Γ is trivial and thus Γn becomes Sn, this has been well known (cf. e.g. [11]).
As a Fock space carries a canonical structure of a vertex algebra [1, 7, 13, 4], a
natural problem is to realize the vertex algebra structure onRΓ in a group-theoretic
way. This question was raised explicitly by I. Frenkel and the author [8], where,
as a next step in this direction, the Virasoro algebra was constructed acting on
RΓ using certain convolution products in the class algebras R(Γn) for all n. One
expects that understanding the connections between RΓ and vertex algebras will
unify and shed new lights on various structures on R(Γn) (typically for all n).
The goal of the present paper is to develop further the vertex operator calculus
on RΓ. We construct in a group-theoretic manner (a variant of) theW1+∞ algebra
(parametrized by the set Γ∗ of irreducible characters of Γ) acting on RΓ. The
construction makes use of convolution products involving Jucys-Murphy elements
of the wreath products which we introduce in this paper. As applications of the
development of our operator formalism, we obtain stability properties and algebra
generators of the class algebra R(Γn). When Γ is trivial and thus Γn becomes Sn, we
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recover and strengthen in a uniform approach various results of Lascoux-Thibon,
Kerov-Olshanski, and Farahat-Higman, etc, cf. [15, 14, 3].
In [22] (also cf. [21]), we stressed the significance of parallel (vertex) algebraic
structures behind wreath products, Hilbert schemes, and symmetric products (al-
though the constructions and proofs can often be different); we suggested that it is
of great value to find the counterparts of one picture in another setup, to develop
each picture on its own, as well as to establish connections among different pic-
tures. (There has been much significant progress which reveals further similarities
and deep connections among these subjects, cf. e.g. [20] for references in these
directions.) The present work can be regarded as another example supporting this
philosophy. The intuition behind the similarity of the development here on the
class algebras of wreath products and on the orbifold cohomology rings of sym-
metric products in [20] is that the study of wreath products can be regarded as the
study of the symmetric products of the orbifold (stack) pt/Γ. While the definition
of Chen-Ruan orbifold cohomology [2] is very recent and uses ideas from the theory
of quantum cohomology, the notion of the class algebra of a finite group is very
classical. As one can put the orbifold pt/Γ (resp. R(Γ)) on the same footing as a
manifold M (resp. cohomology of M), the study of wreath products (rather than
the symmetric groups) remarkably retain many features of the study of symmetric
products. On the other hand, the current work is purely representation-theoretic
in nature and geometry-free.
Let us explain the results and the orgainization of this paper in detail. In
Section 2, we review the basics on wreath products including the description of
conjugacy classes. We recall our group-theoretic construction of Heisenberg algebra
acting on RΓ (cf. Theorem 2.1).
In Section 3, we introduce the Jucys-Murphy (JM) elements for the wreath prod-
uct, generalizing the original construction for the symmetric groups [12, 19]. We
establish various properties of these elements which are analogous to those of the
original JM elements. We then introduce operators O(α) and Ok(α) in End(RΓ)
depending on α ∈ R(Γ) linearly and k ∈ Z+, using essentially the convolution
product with the k-th power sum of the JM elements for every n. The operator
O1(α) goes back to [8], while in the symmetric group case the operator Ok was
introduced earlier in Goulden [9] for k = 1 and in Lascoux-Thibon [15] (where the
relevance of JM elements was first pointed out) for general k.
We reformulate (cf. Theorem 3.13) an explicit vertex operator formula in [8]
of O1(α) in terms of the Heisenberg generators in a way which makes a so-called
transfer property transparent. To do this, we have formulated the class algebra
R(Γ) as a Frobenius algebra, so it makes sense to talk about the pushforward map
R(Γ) → R(Γ)⊗n associated to the diagonal embedding Γ → Γn, the “Euler class”
and the “Euler number” of Γ (which turns out to be the number of conjugacy classes
in Γ). We then establish a formula (cf. Theorem 3.15) involving the operatorOk(α)
and the Heisenberg algebra generators.
In Section 4, we first introduce a family of W1+∞ algebra parametrized by Γ
∗,
which we shall denote by WΓ1+∞. We recall that the W1+∞ algebra is the universal
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central extension of differential operators on the circle [13], and it affords a nice free
field realization [18, 5]. We realize the action of WΓ1+∞ on RΓ by the commutators
of the operators Ok(α) and the Heisenberg algebra generators. This result extends
the construction of Virasoro algebra on RΓ in [8] (where only O
1(α) was used) and
generalizes the construction in [15] for the symmetric groups. To achieve such a
realization, we first establish an explicit identification of the operators Ok(α) with
differential operators on the circle, which seems new even in the symmetric group
case. Our proof uses the boson-fermion correspondence and the free (fermionic)
field realization of theW1+∞ algebra. Combining this formula with Theorem 3.15,
we derive an explicit formula ofO(α) in terms of a vertex operator. This specializes
to a formula of Lascoux and Thibon [15] in the symmetric group case, which was
obtained by a very different method. Such a formula has been used in [15] to
recover various results scattered in literature. It will be of interest to apply our
general formula for wreath products to derive the corresponding generalizations.
The operator formalism in this paper is developed in a way parallel to the devel-
opment in the orbifold cohomology rings of symmetric products and cohomology
rings of Hilbert schemes of points on projective surfaces. In particular, Theo-
rems 2.1, 3.13, and 3.15 have their exact counterparts in those setups. The counter-
parts of the three theorems were first used by Li, Qin and the author [16] to derive
several other results concerning the structure of the cohomology rings of Hilbert
schemes of points on a surface, together with some systematic manipulations of
basic constructions such as Heisenberg operators, pushforwards of diagonals, Euler
class of the surface, etc. This observation allows Qin and the author to axiomatize
the setup which can be applicable for different occasions, including the study of
the orbifold cohomology rings of symmetric products [20]. Our current study of
the class algebras R(Γn) for all n also fits into the framework, and thus we obtain
various further structure results on R(Γn) for free, thanks to Theorems 2.1, 3.13,
and 3.15 which we have established so far.
Note however that the connections between class algebras of wreath products
andW algebras cannot be derived in the way as in Hilbert schemes and symmetric
products, essentially due to the fact that the square of the Euler class of a manifold
of positive dimension is zero while any power of the Euler class of Γ is nonzero.
Fortunately, we have the tool of the boson-fermion correspondence available here,
which is nevertheless not effective in the geometric setup.
More explicitly, we obtain stability properties on the convolution product of
normalized conjugacy classes and JM elements of wreath products, which specialize
to the symmetric group case a stability result stated in Kerov-Olshanski [14] (cf.
[15] for a proof). As a consequence, we are able to introduce a stable algebra AΓ
which encodes the class algebra structures for Γn for all n. We show that the
structure constants of the algebra AΓ with respect to some suitable linear basis are
nonnegative integers, following the ideas of Ivanov-Kerov [10] for the symmetric
groups (also cf. [15]). Another consequence of our operator formalism is two
distinct sets of algebra generators for the class algebra R(Γn). In the symmetric
group case, one set of our algebra generators can be shown to be equivalent to the
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one obtained in Farahat-Higman [3] in a totally different approach (motivated by
its applications to the block theory). We mention that we have generalized some
other aspects of [3] to the wreath product setup and found applications to the
cohomology rings of Hilbert schemes (see [23]).
Acknowledgment. It is a pleasure to thank Leonard Scott for helpful discussions
on Jucys-Murphy elements. I am grateful to Jean-Yves Thibon for very helpful
email exchange and for pointing out to me the important reference [10] (which
readily lead to the proof of a conjecture in an earlier version on the integrality
and positivity of the structure constants of the stable algebra AΓ). This work was
supported in part by an NSF grant. Part of the work is carried out when I enjoy
the hospitality of MSRI in Spring 2002.
2. The Heisenberg algebra and wreath products
2.1. The class algebra of a finite group. Given a finite group Γ, we denote by
Γ∗ the set of complex irreducible characters and by Γ∗ the set of conjugacy classes.
Denote by c0 the identity conjugacy class. We denote by RZ(Γ) the Z-span of
irreducible characters of Γ. We identify R(Γ) = C⊗ZRZ(Γ) with the space of class
functions on Γ.
For c ∈ Γ∗ let ζc be the order of the centralizer of an element in the class c.
Denote by |Γ| the order of Γ. The usual bilinear form 〈−,−〉Γ on R(Γ) is defined
as follows (often we will omit the subscript Γ):
〈f, g〉 = 〈f, g〉Γ =
1
|Γ|
∑
x∈Γ
f(x)g(x−1) =
∑
c∈Γ∗
ζ−1c f(c)g(c
−1), (2.1)
where c−1 denotes the conjugacy class {x−1, x ∈ c}. Clearly ζc = ζc−1. It is well
known that 〈γ, γ′〉 = δγ,γ′ , γ, γ
′ ∈ Γ∗, and∑
γ∈Γ∗
γ(c′)γ(c−1) = δc,c′ζc, c, c
′ ∈ Γ∗. (2.2)
One may regard C[Γ] as the space of functions on Γ, and thus R(Γ) as a subspace
of ad Γ-invariants of C[Γ]. The convolution product in C[Γ] is defined by
(β ◦ γ)(x) =
∑
y∈Γ
β(xy−1)γ(y), β, γ ∈ C[Γ], x ∈ Γ.
In particular if β, γ ∈ R(Γ), then so is β ◦ γ. We will often write β ◦ γ as βγ when
there is no ambiguity. In this way, R(Γ) is identified with the center of the group
algebra C[Γ], and is often referred to as the class algebra of Γ. It is well known
that
βγ = β ◦ γ = δβ,γhγ · γ, β, γ ∈ Γ
∗, (2.3)
where hγ = |Γ|/dγ, and dγ is the degree of the irreducible character γ. It is known
that hγ is always an integer.
Given a conjugacy class c ∈ Γ∗, we denote by K
c =
∑
a∈c a the characteris-
tic class function of c, i.e. the function which takes value 1 on elements in the
conjugacy class c and 0 elsewhere.
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2.2. Conjugacy classes of wreath product Γn. Given a positive integer n, let
Γn = Γ × · · · × Γ be the n-th direct product of Γ. The symmetric group Sn acts
on Γn by permutations: σ(g1, · · · , gn) = (gσ−1(1), · · · , gσ−1(n)). The wreath product
of Γ with Sn is defined to be the semidirect product
Γn = {(g, σ)|g = (g1, · · · , gn) ∈ Γ
n, σ ∈ Sn}
with the multiplication
(g, σ) · (h, τ) = (g σ(h), στ). (2.4)
We denote by |λ| = λ1 + · · · + λl and the length ℓ(λ) = ℓ, for a partition
λ = (λ1, λ2, · · · , λl), where λ1 ≥ · · · ≥ λl ≥ 1. We will also make use of another
notation for partitions: λ = (1m12m2 · · · ), where mi is the number of parts in λ
equal to i. For a finite setX and ρ = (ρ(x))x∈X a family of partitions indexed by X ,
we write ‖ρ‖ =
∑
x∈X |ρ(x)|. Sometimes it is convenient to regard ρ = (ρ(x))x∈X
as a partition-valued function on X . We denote by P(X) the set of all partitions
indexed by X and by Pn(X) the set of all partitions in P(X) such that ‖ρ‖ = n.
The conjugacy classes of Γn can be described in the following way (cf. [17]). Let
x = (g, σ) ∈ Γn, where g = (g1, . . . , gn) ∈ Γ
n, σ ∈ Sn. The permutation σ is written
as a product of disjoint cycles. For each such cycle y = (i1i2 · · · ik) the element
gikgik−1 · · · gi1 ∈ Γ is determined up to conjugacy in Γ by g and y, and will be called
the cycle-product of x corresponding to the cycle y. For any conjugacy class c and
each integer i ≥ 1, the number of i-cycles in σ whose cycle-product lies in c will be
denoted by mi(c). Denote by ρ(c) the partition (1
m1(c)2m2(c) . . .), c ∈ Γ∗. Then each
element x = (g, σ) ∈ Γn gives rise to a partition-valued function (ρ(c))c∈Γ∗ ∈ P(Γ∗)
such that
∑
r,c rmr(c) = n. The partition-valued function ρ = (ρ(c))c∈G∗ is called
the type of x. It is known that any two elements of Γn are conjugate in Γn if and
only if they have the same type. We denote by Cρ the conjugacy class of type ρ.
The corresponding class function KCρ will simply be denoted by Kρ.
For λ = (1m12m2 . . .), we define zλ =
∏
i≥1 i
mimi!, which is the order of the
centralizer of an element of cycle-type λ in S|λ|. The order of the centralizer of an
element x = (g, σ) ∈ Γn of the type ρ = (ρ(c))c∈Γ∗ is Zρ =
∏
c∈Γ∗
zρ(c)ζ
l(ρ(c))
c .
2.3. The Fock space RΓ. Recall that R(Γn) = RZ(Γn)⊗Z C. We set
RΓ =
∞⊕
n=0
R(Γn).
A symmetric bilinear form on RΓ is given by
〈u, v〉 =
∑
n≥0
〈un, vn〉Γn , (2.5)
where u =
∑
n un and v =
∑
n vn with un, vn ∈ Γn.
Denote by cn(c ∈ Γ∗) the conjugacy class in Γn of elements (x, s) ∈ Γn such
that s is an n-cycle and the cycle product of x lies in the conjugacy class c. Given
γ ∈ R(Γ), we denote by σn(γ) the class function on Γn which takes value nγ(c) on
elements in the class cn, c ∈ Γ∗, and 0 elsewhere.
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We define an operator p−n(γ), where γ ∈ R(Γ), n > 0, to be a map from RΓ to
itself by the following composition
R(Γm)
σn(γ)⊗
−→ R(Γn)
⊗
R(Γm)
Ind
−→ R(Γn+m).
We also define an operator pn(γ), n > 0 to be a map from RΓ to itself (which
is actually the adjoint of p−n(γ) with respect to the bilinear form (2.5)) as the
composition
R(Γm)
Res
−→ R(Γn)
⊗
R(Γm−n)
〈σn(γ),·〉
−→ R(Γm−n).
We also set p0(γ) = 0. The following theorem was established in [21] in a more
general setup (also see [6]).
Theorem 2.1. The operators pn(γ), where n ∈ Z and γ ∈ R(Γ), satisfy the
Heisenberg algebra commutation relation:
[pm(β), pn(γ)] = mδm,−n〈β, γ〉.
Furthermore, the space RΓ affords an irreducible highest weight representation of
the Heisenberg algebra with the vacuum vector |0〉 = 1 ∈ C = R(Γ0).
In particular, given γ ∈ R(Γ) and y ∈ R(Γn−1), we have by definition that
p−1(γ)(y) =
1
|Γn−1 × Γ|
∑
g∈Γn
ad g(y ⊗ γ) =
1
(n− 1)!
∑
g∈Sn
ad g(y ⊗ γ) (2.6)
where we have used |Γn−1 × Γ| = |Γ|
n(n − 1)! and identified Sn as a subgroup of
Γn, and the second equality follows from the fact that y is adΓ
n−1-invariant and γ
is ad Γ-invariant.
3. The Jucys-Murphy elements and convolution operators
3.1. The Jucys-Murphy elements for wreath products. Given c ∈ Γ∗, we
denote by κc[21n−2] ∈ Pn(Γ∗) the function which maps c to the one-part partition (2),
the identity conjugacy class to the partition (1n−2) and other conjugacy classes to
the empty partition. We denote by Kc[21n−2] the conjugacy class in Γn associated to
κc[21n−2]. By abuse of notation, we also denote byK
c
[21n−2] ∈ R(Γn) the characteristic
function of the conjugacy class Kc[21n−2]. In particular, when c is the identity
conjugacy class 1, we will simply write κ1[21n−2] and K
1
[21n−2] as κ[21n−2] and K[21n−2]
respectively. The conjugacy class K[21n−2] can be decomposed into a disjoint union:
K[21n−2] =
n⊔
j=1
K[21n−2](j), K[21n−2](j) =
⊔
1≤i<j
K[21n−2](i, j)
where K[21n−2](i, j) consists of elements ((g1, . . . , gn), (i, j)) ∈ Γn, where all gk ex-
cept gi and gj are equal to 1 ∈ Γ, and gj = g
−1
i runs over Γ. It follows that the
cardinality of K[21n−2](j) is (j − 1) · |Γ| and that K[21n−2](1) is the empty set.
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Definition 3.1. The elements ξj = ξj;n =
∑
a∈K[21n−2](j)
a (j = 1, 2, . . . , n) in the
group algebra C[Γn] are called the Jucys-Murphy (JM) elements for Γn. Note that
ξ1 = 0.
When Γ is trivial, (ξj) are exactly the JM elements of the symmetric group Sn
introduced in [12, 19]. Our results below indicate that the (ξj) in Defintion 3.1
share analogous properties as the usual Jucys-Murphy elements.
Given a representation V of Γ with character γ ∈ R(Γ), the n-th outer tensor
product V ⊗n of V is a representation of the wreath product Γn whose character
will be denoted by ηn(γ): the direct product Γ
n acts on γ⊗n factor by factor
while Sn by permuting the n factors. Denote by εn the (1-dimensional) alternating
representation of Γn on which Γ
n acts trivially while Sn acts as the alternating
representation. We denote by εn(γ) ∈ R(Γn) the character of the tensor product of
εn and V
⊗n. We extend ηn to a map from R(Γ) to R(Γn) by the following formula
(cf. [21]):
ηn(β − γ) =
n∑
m=0
(−1)mIndΓnΓn−m×Γm [ηn−m(β)⊗ εm(γ)],
where β and γ are characters of two Γ-modules. For γ ∈ R(Γ), the class func-
tion ηn(γ) ∈ R(Γn) takes value
∏
c∈Γ∗
γ(c)l(ρ(c)) at an element of Γn of type ρ =
(ρ(c))c∈Γ∗ , cf. [6, 17].
By construction, Γn contains Γ
(i) as a subgroup, where Γ(i) is the i-th factor
group of Γn. Given γ ∈ C[Γ], we denote by γ(i) the corresponding element in
C[Γ(i)], which in turn lies in C[Γn].
Theorem 3.2. Let γ ∈ R(Γ). The 2n elements ξj, γ
(i), j = 1, 2, . . . , n, commute
with each other under the convolution product. Furthermore, We have:
ηn(γ) = (γ
(1) + ξ1)(γ
(2) + ξ2) · · · (γ
(n) + ξn), (3.1)
εn(γ) = (γ
(1) − ξ1)(γ
(2) − ξ2) · · · (γ
(n) − ξn).
Proof. Clearly, γ(k) commutes with γ(j) for 1 ≤ j, k ≤ n. Note that ξj =
∑
i<j ξj(i)
where we have denoted ξj(i) =
∑
a∈Kn(i,j)
a. To check that γ(k) commutes with
ξj(i) for each i and thus commutes with ξj, it suffices to check for γ = K
c with
c ∈ Γ∗, which follows from a direct computation.
Next, we shall show that ξj and ξℓ (say j < ℓ) commute with each other. If k 6= i
and k 6= j, then apparently ξj(i) commutes with ξℓ(k). Thus, it suffices to prove
that ξj(i)(ξℓ(i) + ξℓ(j)) = (ξℓ(i) + ξℓ(j))ξj(i). This effectively reduces to the case
when n = 3, i = 1, j = 2, ℓ = 3, and k = 1 or k = 2, which can be verified by a
simple calculation of multiplications in C[Γ3]:
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ξ2(1) (ξ3(1) + ξ3(2)) =
∑
a,b,c∈Γ,abc=1
[((a, b, c), (1, 3, 2)) + ((a, b, c), (1, 2, 3))]
(ξ3(1) + ξ3(2)) ξ2(1) =
∑
a,b,c∈Γ,abc=1
[((a, b, c), (1, 2, 3)) + ((a, b, c), (1, 3, 2))].
This finishes the proof that ξjξℓ = ξℓξj.
It remains to prove the identity (3.1) since the proof of the second identity is
the same. We proceed by induction on n. When n = 1, it is clearly true. Assume
that (3.1) is true for n− 1, that is,
(γ(1) + ξ1)(γ
(2) + ξ2) · · · (γ
(n−1) + ξn−1) =
∑
ρ∈Pn−1(Γ∗)
∏
c∈Γ∗
γ(c)l(ρ(c))Kρ.
It follows from this and the group multiplication (2.4) in Γn that
(γ(1) + ξ1)(γ
(2) + ξ2) · · · (γ
(n−1) + ξn−1)γ
(n) =
∑
ρ
∏
c∈Γ∗
γ(c)l(ρ(c))Kρ,
where ρ runs over the subset of Pn(Γ∗) which consists of elements obtained from
Pn−1(Γ∗) by all possible ways of adding a disjoint one-cycle.
On the other hand, we observe that, for ρ ∈ Pn−1(Γ∗), the product K
ρ ◦ ξn is
the sum of characteristic class function Kρ
′
, where ρ′ runs over elements in Pn(Γ∗)
obtained from ρ by all possible ways of changing a part equal to i to a part equal
to (i+ 1).
Combining the above observations together, we have established (3.1). 
Corollary 3.3. Given c ∈ Γ∗, we have
n∏
j=1
(
ξj +K
c(j)
)
=
∑
ρ∈Pn(c)
Kρ,
where Pn(c) denotes the set of all the partition-valued functions ρ ∈ Pn(Γ∗) such
that ρ(c′) = ∅ for any c′ 6= c. Also, we have
n∏
j=1
ξj + ∑
g∈Γ(j)
g
 = ∑
a∈Γn
a. (3.2)
Proof. The first part is a special case of Theorem 3.2 for γ = Kc.
Set γ =
∑
g∈Γ g to be the trivial character of Γ in Theorem 3.2. Observe that
ηn(γ) is the trivial character of Γn, and thus is equal to
∑
a∈Γn
a. Therefore the
identity (3.2) follows from Theorem 3.2.

Remark 3.4. A set of coset representatives for Γn/Γn−1 consists of the elements
g ∈ Γ(n) and a ∈ K[21n−2](n) which appear in the last factor of the product in (3.2).
The identity (3.2) follows also from this fact by induction.
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3.2. Frobenius algebra structure on R(Γ). The characteristic function of the
identity in the group Γ is the identity of the class algebra R(Γ), and clearly,
1 =
∑
γ∈Γ∗
γ/hγ .
We define a trace map Tr : R(Γ) → C by letting Tr(Kc) = δc,1/|Γ|, c ∈ Γ∗, and
then extending linearly to R(Γ). It follows that Tr(γ) = h−1γ for γ ∈ Γ
∗. This
induces a bilinear form on R(Γ) by 〈α, β〉 = Tr(α ◦ β). One has that 〈α, β〉 = δα,β
for α, β ∈ Γ∗, so this bilinear form coincides with the standard one on R(Γ). In
other word, we have endowed a Frobenius algebra structure on R(Γ).
We define a pushforward map τ2∗ : R(Γ) → R(Γ) ⊗ R(Γ) to be the linear map
adjoint to the convolution product with respect to the bilinear form 〈−,−〉. We
further define τk∗ : R(Γ)→ R(Γ)
⊗k inductively by the composition
τ(k+1)∗ = (τ2∗ ⊗ Id
⊗(k−1)) · τk∗.
Lemma 3.5. The pushforward map τ2∗ : R(Γ)→ R(Γ)⊗R(Γ) is characterized by:
τ2∗(γ) = hγγ ⊗ γ, γ ∈ Γ
∗.
Proof. Since τ2∗ is a linear map, it is characterized by its values over a linear basis
of R(Γ). For α, β, γ ∈ Γ∗, we have by definition that
〈τ2∗(γ), α⊗ β〉Γ×Γ = 〈γ, α ◦ β〉 = 〈γ, hβδα,ββ〉 = hβδα,βδγ,β
On the other hand, we have
〈hγγ ⊗ γ, α⊗ β〉Γ×Γ = hγδγ,αδγ,β.
The lemma follows from the comparison of these two identities. 
Remark 3.6. Since τ2∗(1) =
∑
γ∈Γ∗ γ ⊗ γ, we find that the composition map of
convolution product and the pushforward τ2∗
R(Γ)
τ2∗−→ R(Γ)×R(Γ)
◦
−→ R(Γ)
sends 1 ∈ R(Γ) to χ :=
∑
γ∈Γ∗ hγγ, whose trace is given by Tr(
∑
γ∈Γ∗ hγγ) = |Γ
∗|.
In analog with geometry, the class function χ =
∑
γ∈Γ∗ hγγ and the number |Γ
∗|
should be regarded as the “Euler class” and respectively the “Euler number” of Γ.
3.3. Definition of convolution operators.
Lemma 3.7. For a given α ∈ R(Γ), any symmetric function in the n elements
ξ1 + α
(1), . . . , ξn + α
(n) lies in R(Γn).
Proof. We denoted by Ei(γ) the i-th elementary symmetric functions (i = 1, . . . , n)
in γ(1)+ ξ1, . . . , γ
(n)+ ξn. For c ∈ Γ∗, Ei(K
c) is the sum of all elements in Γn which
satisfy the following property: it has n − k cycles, (i − k) of which is of cycle
type c while (n − i) of which is of cycle type 1, where k runs over 0, 1, . . . , i.
This can be seen by directly multiplying them out term by term. (By the way,
this generalizes the following well-known fact about JM elements in Sn: the i-
th elementary symmetric function of JM elements is the sum of all permutations
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having exactly n− i cycles.) In particular, Ei(K
c) is a class function of Γn. We can
see similarly that Ei(γ), where γ ∈ R(Γ), is a class function of Γn. Any symmetric
function in γ(1) + ξ1, . . . , γ
(n) + ξn can be written as a polynomial in the Ei(γ)’s,
and thus is a class function of Γn. 
Corollary 3.8. For α ∈ R(Γ), the sum
∑n
i=1 ξ
k
i ◦ α
(i) lies in R(Γn).
Proof. The above lemma implies that
∑n
i=1 e
(γ(i)+ξi) =
∑n
i=1 e
ξi ◦ (eγ)(i) is a class
function for each γ ∈ R(Γ). As eγ span R(Γ) when γ ranges over R(Γ), the
corollary follows. 
Definition 3.9. We define Ξkn to be the k-th power sum ξ
k
1 + . . . + ξ
k
n of the JM
elements in Γn. For α ∈ R(Γ), we define the class function Ξ
k
n(α) ∈ R(Γn) to be
Ξkn(α) =
n∑
i=1
ξki ◦ α
(i).
We define Ξn(α) =
∑n
i=1 e
ξi ◦ α(i), and Ξn,~(α) =
∑
k≥0 ~
k/k! · Ξkn(α), where ~ is a
formal parameter. We further define the operator Ok(α) ∈ End(RΓ) (resp. O(α),
or O~(α)) to be the convolution product with Ξ
k
n(α) (resp. Ξn(α), or Ξn,~(α)) in
R(Γn) for every n ≥ 0.
We observe that the class function Ξ1n(K
c) coincides with the characteristic func-
tion Kc[21n−2] of the conjugacy class in Γn of type κ
c
[21n−2]. The operator O
1(Kc)
was introduced in [8] and it will continue to play a distinguished role in this paper.
We shall denote O1(α) by b(α) for any α ∈ R(Γ), and set b = b(1).
3.4. A new formulation of results in [8]. We define : pm(α1)pn(α2) : to be
pm(α1)pn(α2) if m ≤ n and pn(α2)pm(α1) if m > n. We define
: p(α1)p(α2)(z) :=
∑
m,n∈Z
: pm(α1)pn(α2) : z
−m−n−2,
and similarly define inductively : p(α1) . . . p(αk)(z) : (k ≥ 2) from the right to the
left as usually done in the theory of vertex algebras (cf. e.g. [13]).
If we write τk∗(α) =
∑
i αi,1 ⊗ . . . ⊗ αi,k, then we define the following vertex
operator
: p(z)k : (τk∗α) =
∑
i
: p(αi,1)(z) . . . p(αi,k)(z) :,
and its components by : p(z)k : (τk∗α) =
∑
n∈Z : p
k :n (τk∗α)z
−n−k. In other words,
the operator : pk :n (τk∗α) lies in End(RΓ).
Definition 3.10. We define L(β)(z) =
∑
n∈Z Ln(β)z
−n−2 = 1
2
: p(z)2 : (τ2∗β) for
β ∈ R(Γ).
We say that the commutator of two families of operators A(α) and B(β) (where
α, β ∈ R(Γ)) satisfies the transfer property if [A(α), B(β)] = [A(αβ), B(1)] =
[A(1), B(αβ)].
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Theorem 3.11. The commutator between b(β) and the Heisenberg algebra gener-
ator pn(γ) is given by
[b(β), pn(γ)] = −nLn(βγ), β, γ ∈ R(Γ),
where the operators Ln acting on the space RΓ satisfy the Virasoro commutation
relations:
[Ln(β), Lm(γ)] = (n−m)Ln+m(βγ) +
n3 − n
12
δn,−mTr(χβγ) · IdRΓ .
In particular, the transfer property holds for both commutators.
Proof. To verify the Virasoro relation, it suffices to do so for β, γ ∈ Γ∗, since all
the terms involved depends on β and γ linearly. Since [pm(β), pn(γ)] = mδm,−nδβ,γ,
the components Lβn of L
β(z)
def
= 1
2
: p(β)(z)2 : for β ∈ Γ∗ (as operators acting on
the space RΓ) satisfy the commutation relation:
[Lβn, L
γ
m] = δβ,γ(n−m)L
γ
n+m +
n3 − n
12
δβ,γδn,−m.
Since τ2∗γ = hγγ ⊗ γ, we have by Definition 3.10 and Lemma 3.5 that Ln(γ) =
hγL
γ
n. We also calculate
Tr(χβγ) = Tr(δβ,γh
3
γγ) = δβ,γh
2
γ .
Thus, we obtain that
[Ln(β), Lm(γ)] = δβ,γh
2
β [L
β
n, L
γ
m]
= δβ,γh
2
β(n−m) · L
β
n+m +
n3 − n
12
h2βδβ,γδn,−m · IdRΓ
= (n−m)Ln+m(βγ) +
n3 − n
12
δn,−mTr(χβγ) · IdRΓ .
To prove the first commutation relation in the theorem, it suffices to do so for
γ ∈ Γ∗ and β = Kc for c ∈ Γ∗, since both sides of the commutation relation
depends linearly on β and γ. This can be checked by using Theorem 4 in [8] as
follows. Note that ∆c and a˜n(γ) therein are b(K
c) and pn(γ) respectively in our
current notation.
[b(Kc), pn(γ)] = −nζ
−1
c h
2
γγ(c
−1)Lγn
= −nζ−1c hγγ(c
−1)Ln(γ) = −nLn(K
cγ),
where we have used
Kcγ =
∑
β∈Γ∗
ζ−1c β(c
−1) βγ = ζ−1c hγγ(c
−1) γ.

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Remark 3.12. The operators Ln(1) generate the standard Virasoro algebra:
[Ln(1), Lm(1)] = (n−m)Ln+m(1) +
n3 − n
12
δn,−m|Γ
∗| · IdRΓ .
Note that the central charge for the Virasoro algebra is the “Euler number” |Γ∗|,
which is the same as the rank of the lattice RZ(Γ).
Theorem 3.13. For β ∈ R(Γ), the operator b(β) is given by the zero-mode of a
vertex operator:
b(β) =
1
6
: p3 :0 (τ3∗β).
In particular, for β ∈ Γ∗, we have b(β) = 1
6
h2β : p(β)(z)
3 :0 .
Proof. By applying Lemma 3.5 twice, we obtain for β ∈ Γ∗ that
τ3∗β = (τ2∗ ⊗ Id)(hββ ⊗ β) = h
2
β β ⊗ β ⊗ β.
It follows that the two identities to be proved are equivalent thanks to the linearity
on β.
Since the operators b(β) and h2β/6 : p(β)(z)
3 :0 annihilate the vacuum vector |0〉,
it suffices to see that they have the same commutators with bn(γ), γ ∈ Γ
∗.
We calculate that[
h2β/6 : p(β)(z)
3 :0, pn(γ)
]
= h2β
[
1/2 ·
∑
k>0,m>0
(p−k(β)p−m(β)pk+m(β) + p−k−m(β)pk(β)pm(β)), pn(γ)
]
= h2β · (−n) · δβ,γL
β
n = −nhβδβ,γ Ln(β) = −nLn(βγ).
This coincides with the commutator [b(β), p(γ)] as given in Theorem 3.11. 
Remark 3.14. Theorems 3.11 and 3.13 are reformulations of Theorems 4 and 3
in [8]. In the symmetric group case, i.e. Γ is trivial, the operator b was first
considered by Goulden [9] for a different purpose and he established Theorem 3.13
(in a different form) in the setup of ring of symmetric functions. This operator
was rediscovered in [8] in the general wreath product setup for the group theoretic
construction of the Virasoro algebra. In our new formulation above, we have made
the transfer property of these commutators transparent in a way parallel to the
developments in the Hilbert schemes and symmetric products (cf. [20] and the
references therein).
3.5. The general convolution operators and Heisenberg algebra. Given f ∈
End(RΓ), we denote f
′ = [b, f] = ad b(f) and define inductively f(k) = ad b(f(k−1)).
Theorem 3.15. Let γ, α ∈ R(Γ). Then we have
[O~(γ), p−1(α)] = exp(~ · ad b)(p−1(γα))
[Ok(γ), p−1(α)] = p
(k)
−1(γα), k ≥ 0.
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Proof. The two identities are equivalent, and we will prove the second identity.
Recall that p−1(α)(y) =
1
(n−1)!
∑
g∈Sn
adg (y ⊗ α), for y ∈ R(Γn−1). Regard-
ing Γn−1 as a subgroup of Γn, we have an injective algebra homomorphism ι :
C[Γn−1] → C[Γn] given by the natural inclusion. Thus, using (2.6) we calculate
that
(n− 1)! [Ok(γ), p−1(α)](y)
= (n− 1)! [Ok(γ) · p−1(α)(y)− p−1(α) ·O
k(γ)(y)]
= Ξkn(γ) ◦
∑
g∈Sn
adg (y ⊗ α)−
∑
g∈Sn
adg ((Ξkn−1(γ) ◦ y)⊗ α)
=
∑
g∈Sn
adg [(Ξkn(γ)− ι(Ξ
k
n−1(γ))) ◦ (y ⊗ α)]
where we used the fact that Ξkn(γ) is Sn-invariant. We have Ξ
k
n(γ)− ι(Ξ
k
n−1(γ)) =
ξkn;n ◦ γ
(n), by definition. Thus, we obtain that
(n− 1)! [Ok(γ), p−1(α)](y) =
∑
g
adg [ξkn;n ◦ γ
(n) ◦ (y ⊗ α)]
=
∑
g
adg [ξkn;n ◦ (y ⊗ γα)].
It remains to prove that∑
g∈Sn
adg [ξkn;n ◦ (y ⊗ γα)] = (n− 1)! p
(k)
−1(γα)(y). (3.3)
We will proceed by induction. It is trivial for k = 0. Note that Ξ1n− ι(Ξ
1
n−1) = ξn;n.
Under the assumption that the formula (3.3) is true for k, we have∑
g∈Sn
adg [ξ(k+1)n;n ◦ (y ⊗ γα)]
=
∑
g
adg [(Ξ1n − ι(Ξ
1
n−1)) ◦ (ξn;n)
k ◦ (y ⊗ γα)]
= Ξ1n ◦
∑
g∈Sn
adg [ξkn;n ◦ (y ⊗ γα)]−
∑
g∈Sn
adg [ι(Ξ1n−1) ◦ ξ
k
n;n ◦ (y ⊗ γα)],
since Ξ1n(γ) is Sn-invariant. By using the induction assumption twice, we get∑
g∈Sn
adg [ξ(k+1)n;n ◦ (y ⊗ γα)]
= (n− 1)! Ξ1n ◦ p
(k)
−1(γα)(y)−
∑
g∈Sn
adg [ξkn;n ◦ ((Ξ
1
n−1 ◦ y)⊗ γα)]
= (n− 1)! [b · p
(k)
−1(γα)(y)− p
(k)
−1(γα)(Ξ
1
n−1 ◦ y)]
= (n− 1)! p
(k+1)
−1 (γα)(y).
14 WEIQIANG WANG
So by induction, we have established (3.3) and thus the theorem. 
4. The W1+∞ algebra and the Fock space RΓ
4.1. The W1+∞ algebra parametrized by Γ
∗. Let A be a finite-dimensional
complex vector space endowed with a commutative algebra structure with identity.
We further assume that there exists a linear operator Tr : A→ C.
Let t be an indeterminate and let ∂t =
d
dt
. We denote by Das the associative
algebra of regular differential operators on a circle. Denote by D(A)as the associa-
tive algebra Das⊗A. If a1, . . . , aN is a linear basis for A, then t
ℓ+k(∂t)
ℓ⊗ai, where
ℓ ∈ Z+, k ∈ Z, 1 ≤ i ≤ N , form a linear basis for D(A)as.
Let D(A) denote the Lie algebra obtained from D(A)as by taking the usual Lie
bracket:
[X ⊗ α, Y ⊗ β] = (XY − Y X)⊗ (αβ).
Denote by W1+∞(A) the central extension of D(A) by a one-dimensional vector
space with a specified generator C:
0 −→ CC −→W1+∞(A) −→ D(A) −→ 0.
The commutation relation in W1+∞(A) is given by
[trf(D)⊗ α, tsg(D)⊗ β]
= tr+s (f(D + s)g(D)− f(D)g(D + r))⊗ (αβ)
+ Ψ (trf(D), tsg(D))C, (4.1)
where Ψ : D(A)×D(A)→ C is the 2-cocycle given by:
Ψ (trf(D)⊗ α, tsg(D)⊗ β) =
 h
2
βTr(αβ)
∑
−r≤j≤−1
f(j)g(j + r), r = −s ≥ 0
0, r + s 6= 0.
In the case when A = R(Γ) which we are concerned, we shall writeW1+∞(R(Γ))
as WΓ1+∞. When Γ is trivial and A = C, we will simply write W
Γ
1+∞ as W1+∞,
which is the usual W1+∞ algebra, cf. [5, 13]. The algebra W
Γ
1+∞ has a linear basis
given by
J lk(α) = −t
l+k(∂t)
l ⊗ h−1α α, l ∈ Z+, k ∈ Z, α ∈ Γ
∗.
Set D = t∂t. A different basis of W
Γ
1+∞ is given by
Llk(α) = −t
kDl ⊗ h−1α α, l ∈ Z+, k ∈ Z, α ∈ Γ
∗.
Note that f(D)t = tf(D+ 1) for f(w) ∈ C[w] and hence J lk(α) = −t
k[D]l ⊗ h
−1
α α,
where we have used the notation [x]l = x(x − 1) . . . (x − l + 1). We then extend
J lk(α) and L
l
k(α) by linearity to all α ∈ R(Γ). We further introduce the vertex
operator
J l(α)(z) =
∑
k∈Z
J lk(α)z
−k−l−1.
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In particular, the components of J0(z) generates a Heisenberg algebra while the
components of J1(z) generates a Virasoro algebra. The algebraWΓ1+∞ has a weight
gradation given by wt(J lk(α)) = −k. The Cartan subalgebra of W
Γ
1+∞ has a linear
basis given by the center C and all polynomials in D.
Remark 4.1. We have introduced J ℓk(α) and the 2-cocycle Ψ by taking into account
the fact that h−1α γ, where γ ∈ Γ
∗, are orthogonal idempotents. For Γ trivial, we
simply ignore all the parameters lying in R(Γ) (or equivalently set them to be 1).
4.2. Free field realization. Take a pair of free fermionic fields
ψ+(z) =
∑
n∈Z+ 1
2
ψ+n z
−n− 1
2 , ψ−(z) =
∑
n∈Z+ 1
2
ψ−n z
−n− 1
2
where ψ±n satisfied the following anti-commutation relations:
[ψ+m, ψ
−
n ]+ = δm,−n
and the other commutators being zero. We denote by F the fermionic Fock space
generated by the vacuum vector |0〉 from the creation operators ψ±n , n < 0. We
have the (charge) decomposition F =
∑
k∈ZF
(k), where F (k) is spanned by the
monomial ψ+m1ψ
+
m2
· · ·ψ+mpψ
−
n1
ψ−n2 · · ·ψ
−
nq
· |0〉, where p− q = k.
It is known [18, 5] that one can realize W1+∞ as
J l(z) =: ∂lzψ
−(z)ψ+(z) :, l ≥ 0.
In particular J0(z) is a Heisenberg vertex operator (i.e. a free boson). This is part
of the classical boson-fermion correspondence.
It is a well-known fact that F (k) is irreducible under the action of the Heisenberg
algebra. As W1+∞ contains the Heisenberg algebra generated by the field J
0(z), it
also acts on F (k) for each k irreducibly. We will be only interested in F (0).
The boson-fermion correspondence further allows us to write ψ±(z) in terms of
the free bosonic field J0(z) (cf. e.g. [13]):
ψ±(z) = : exp
(∫
∓J0(z)dz
)
: S±
= exp(∓
∑
k>0
J0−kz
k/k) exp(±
∑
k>0
J0kz
−k/k)z∓J
0
0S±, (4.2)
where S± is the shifted operator F
(k) → F (k±1) which commutes with the action
of the Heisenberg algebra.
Proposition 4.2. On F (0), we can realize the fields J l−1(z) (l ≥ 1) as normally
ordered polynomials, denoted by Pl(J
0) or Pl(J
0(z)), in terms of J0(z) and its
derivative fields. More precisely, we have J l−1(z) = 1
l
Pl(J
0(z)), where
Pl(J
0(z)) =
∂l : exp(
∫
J0(z)dz) :
: exp(
∫
J0(z)dz) :
.
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For example, we can write down explicitly for small l:
P1(J
0) = J0
P2(J
0) = : (J0)2 : +∂J0
P3(J
0) = : (J0)3 : +3J0∂J0 + ∂2J0.
Proof. By the boson-fermion correspondence (4.2) and the identity[
−
∑
k>0
J0kz
−k/k,
∑
k>0
J0−kw
k/k
]
= −
∑
k>0
1
k
(w/z)k = ln(1− w/z),
we have the following standard computation of the operator product expansion for
|z| > |w|:
ψ−(z)ψ+(w)
=
1
z − w
exp
(∑
k>0
J0−k(z
k − wk)/k
)
exp
(
−
∑
k>0
J0k(z
−k − w−k)/k
)
=
1
z − w
∑
l≥0
1
l!
(z − w)l ·
·
[
∂lz exp(
∑
k>0
J0−k(z
k − wk)/k) exp(−
∑
k>0
J0k (z
−k − w−k)/k)
]
|z=w
=
1
z − w
+
∑
l≥1
1
l!
(z − w)l−1Pl(J
0(w)).
We can calculate the operator product expansion ψ−(z)ψ+(w) for |z| > |w| in a
different way:
ψ−(z)ψ+(w) =
1
z − w
+ : ψ−(z)ψ+(w) :
=
1
z − w
+
∑
k≥0
1
k!
(z − w)k : ∂kwψ
−(w)ψ+(w) :
=
1
z − w
+
∑
k≥0
1
k!
(z − w)kJk(w).
The proposition follows by comparing the right-hand sides of the above two
calculations. 
For each γ ∈ Γ∗, we introduce a pair of fermionic fields
ψ±(γ)(z) =
∑
n∈Z+ 1
2
ψ±n (γ)z
−n− 1
2 ,
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where ψ±n (γ) satisfies the following anti-commutation relations:
[ψ+m(β), ψ
−
n (γ)]+ = δm,−nδβ,γ, β, γ ∈ Γ
∗,
and the other commutators being zero. We denote by FΓ the corresponding
fermionic Fock space associated to ψ(γ), γ ∈ Γ∗, and similarly we have the charge
decomposition FΓ = ⊕k∈ZF
(k)
Γ . Now, by Remark 4.1, we can realize W
Γ
1+∞ acting
on FΓ as
J l(γ)(z) =: ∂lzψ
−(γ)(z)ψ+(γ)(z) :, γ ∈ Γ∗.
Of course, Proposition 4.2 applies when we replace J l(z) by J l(γ)(z).
4.3. Convolution operators and WΓ1+∞. Note that the Heisenberg algebra gen-
erated by J0n(γ) and also W
Γ
1+∞ acts irreducibly on F
(0)
Γ . Since the components
of J0(γ)(z) and those of p(γ)(z) satisfy the same Heisenberg algebra commutation
relation, we may identify RΓ with F
(0)
Γ and let J
0
n(γ) act on RΓ as pn(γ). The point
here is how to realize the action of WΓ1+∞ on RΓ in a group-theoretic manner.
Proposition 4.3. With the above identifications, the operator b(γ) for γ ∈ Γ∗ can
be identified with −hγ ·D(D + 1)/2⊗ γ in W
Γ
1+∞.
Proof. Recall that J00 (γ) = p0(γ) acts on RΓ as 0. From Theorem 3.13 and Propo-
sition 4.2, we see that
b(γ) =
1
6
h2γ : p(γ)
3 :0
= h2γ ·
(
P3(J
0(γ))/6− ∂P2(J
0(γ))/4
)
= h2γ · (J
2
0 (γ)/2− ∂J
1
0 (γ)/2)
= h2γ · (−D(D − 1)/2−D)⊗ h
−1
γ γ
= −hγ ·D(D + 1)/2⊗ γ.

In particular, in the symmetric group case, we have b = −D(D + 1)/2.
Proposition 4.4. Let q = e~. We can identify the operator O~(γ), where γ ∈ Γ
∗,
on RΓ as the following weight-zero differential operator in W
Γ
1+∞:
O~(γ) =
qh
2
γ D − 1
q−h
2
γ − 1
⊗ h−1γ γ.
Proof. From (4.1) and Proposition 4.3, for γ ∈ Γ∗, we have
[b(γ), p−1(β)] = [−hγD(D + 1)/2⊗ h
−1
γ γ, t
−1 ⊗ h−1β β] = t
−1(h2γD)⊗ h
−1
γ h
−1
β γβ.
Together with Theorem 3.15, this implies that (for β ∈ Γ∗)
[O~(γ), p−1(β)] = q
adb(γ)p−1(β) = q
adb(γ)(t−1 ⊗ h−1β β) = t
−1qh
2
γD ⊗ (h−1γ h
−1
β γβ),
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where we have used the fact that h−1γ γ are orthogonal idempotents and
(h−1γ γ)
n(h−1β β) = h
−1
γ h
−1
β γβ, n ≥ 1.
On the other hand, a simple calculation using (4.1) gives us[
(q−h
2
γ − 1)−1(qh
2
γD − 1)⊗ h−1γ γ, p−1(β)
]
= (q−h
2
γ − 1)−1t−1(qh
2
γ(D−1) − qh
2
γD)⊗ (h−1γ h
−1
β γβ) = t
−1qh
2
γD ⊗ (h−1γ h
−1
β γβ).
Note that both operators O~(γ) and (q
−h2γ − 1)−1(qh
2
γD − 1) ⊗ h−1γ γ commutes
with b(β), and both operators annihilates the vacuum vector. It follows from the
following simple Lemma 4.6 that these two operators coincides. 
Corollary 4.5. In the case of symmetric groups (i.e. Γ is trivial), we identify the
operator O~ as the degree-zero differential operator
qD−1
q−1−1
in W1+∞.
Lemma 4.6. Given two operators f1, f2 ∈ End(RΓ) such that f1|0〉 = f2|0〉 = 0 and
[f1, b] = [f2, b] = 0, and [f1, p−1(β)] = [f2, p−1(β)] for all β ∈ R(Γ). Then f1 = f2.
Proof. Follows from the fact that we can obtain the whole RΓ by repeatedly ap-
plying the operator b and p−1(γ), γ ∈ R(Γ). 
Theorem 4.7. The commutators [Ok(1), pn(α)], where k ≥ 0, n ∈ Z, and α ∈ Γ
∗,
realize a level one irreducible representation of the Lie algebra WΓ1+∞ on RΓ.
Proof. If we expand the formula for O~(γ) in Proposition 4.4 as a Taylor series in
~, we see that Ok(γ) is of degree k+1 in D. Identifying pn(α) with t
−n⊗h−1α α, we
see that the commutators [Ok(1), pn(α)] is t
−n times a polynomial in D of degree
k and they form a linear basis for WΓ1+∞. It is clear that the representation is of
level one. 
4.4. Convolution operators and vertex operators.
Lemma 4.8. Let q = e~. We have:
qD = 1 +
∑
l≥1
1
l!
(q − 1)l[D]l = 1 +
∑
l≥1
1
l!
~
lDl,
qD − 1
q−1 − 1
= −q
∑
l≥1
1
l!
(q − 1)l−1[D]l.
Proof. Follows from the expansions of qD and (qD−1)/(q−1−1) in terms of powers
of (q − 1), (q−1 − 1), and ~ respectively.

Let us introduce the following vertex operator associated to γ ∈ Γ∗:
V (γ; z, q) = (q − 1)z ψ−(γ)(qz)ψ+(γ)(z)
= exp
(∑
k>0
(qk − 1)zk
k
p−k(γ)
)
exp
(∑
k>0
(1− q−k)z−k
k
pk(γ)
)
.
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We write V (γ; z, q) =
∑
m∈Z Vm(γ; q)z
−m.
The identification of O~(γ) as an differential operator is useful as illustrated in
the proof of the following theorem which describes the connection between JM
elements and vertex operator.
Theorem 4.9. Let q = e~, and γ ∈ Γ∗. The operator O~ can be expressed as:
O~(γ) =
q
(q − 1)2
(
V0(γ; q
h2γ)− 1
)
.
Proof. As usual, we identify J0k (γ) with pk(γ). By taking the Taylor expansion of
V (γ; z, q) with respect to (q − 1) and using Proposition 4.2, we obtain:
V (γ; z, q) = 1 +
∑
k≥1
1
k!
(q − 1)kPk(J
0(γ))zk
= 1 +
∑
l≥0
1
l!
(q − 1)l+1J l(γ)(z)zl+1. (4.3)
Note that the operator J00 (γ) acts as 0, and J
l
0(γ) = −[D]l⊗h
−1
γ γ. By (4.3) and
Lemma 4.8 (where q is replaced by qh
2
γ), we have
qh
2
γ
(qh
2
γ − 1)2
(
V0(γ; q
h2γ)− 1
)
=
qh
2
γ
(qh
2
γ − 1)2
∑
l≥1
1
l!
(qh
2
γ − 1)l+1 · J l0(γ)
= −qh
2
γ
∑
l≥1
1
l!
(qh
2
γ − 1)l−1 · [D]l ⊗ h
−1
γ γ
=
qh
2
γ ·D − 1
q−h
2
γ − 1
⊗ h−1γ γ.
Now our result follows from comparing with Proposition 4.4. 
Remark 4.10. In the symmetric group case, Theorem 4.7 and Theorem 4.9 have
been established by Lascoux and Thibon in a different approach [15] (as a gener-
alization of the construction of the Virasoro algebra by I. Frenkel and the author
[8]). Actually, we have been unsuccessfully seeking for the W1+∞ algebra acting
on RΓ right after we found the Virasoro algebra construction. In particular, we
noticed the relevance of the vertex operator V (z, q), but did not come up with the
right group-theoretic construction (i.e. the JM elements) at the time.
5. Applications: stability and algebra generators for R(Γn)
An observation made in [20] is the following. Assume that (A1) there exists
a sequence of (finite-dimensional) Frobenius C-algebras A[n] (n ≥ 0) such that
A[0] = C and A = A[1]. (A2) the direct sum ⊕nA
[n] affords the structure of a
Fock space of a Heisenberg algebra as in Theorem 2.1 (where R(Γ) is replaced by
A). (A3) There exists a sequence of elements Ξkn(α) ∈ A
[n] depending on α ∈ A
(linearly) and a non-negative integer k, which can be used to define operators
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Ok(α). The operators Ok(α), b(α) = O1(α) and the Heisenberg algebra generators
satisfy the relations as in Theorem 3.13 and Theorem 3.15 (where R(Γ) is replaced
by A). Then various statements, such as the stability and algebra generators,
can be derived from these three axioms by a standard procedure using only the
Heisenberg generators, the diagonal pushforward maps, the Euler class, etc. This
was first done for cohomology rings of Hilbert schemes of points on projective
surfaces [16], and then it has been applied to orbifold cohomology rings of the
symmetric products [20].
In this section, we will formulate some consequences of these three axioms, which
are the counterparts of the results obtained in [16] and in Section 4, [20]. We will
mainly formulate the stability result which allow us to introduce the stable algebra
AΓ associated to Γ. The proofs are the same as in [16] (also cf. [20]) and thus will
not be repeated here. There are several more consequences of these axioms which
we do not reproduce here, cf. [16]. We further follow the ideas of Ivanov and Kerov
[10] to establish that the structure constants of AΓ are nonnegative integers.
5.1. The stability in class algebras R(Γn). Let s ≥ 1, and let α1, . . . , αs ∈
R(Γ). Let π = {π1, . . . , πj} be a partition of the set {1, . . . , s}, and define ℓ(π) = j,
απi =
∏
m∈πi
αm. We denote by 1−k =
p−1(1)k
k!
if k ≥ 0 and 1−k = 0 if k < 0.
Proposition 5.1. Let n, s ≥ 1, k1, . . . , ks ≥ 0, and let α1, . . . , αs ∈ R(Γ). Then,
the convolution product Ξk1n (α1)◦· · ·◦Ξ
ks
n (αs) in R(Γn) is a finite linear combination
of expressions of the form
1
−
(
n−
ℓ(π)∑
i=1
mi−2ri∑
j=1
ni,j
) ℓ(π)∏
i=1
(
mi−2ri∏
j=1
p−ni,j
)
(τ(mi−2ri)∗(χ
riαπi)) · |0〉
where π runs over all partitions of {1, . . . , s}, mi, ri ∈ Z+ such that
2ri ≤ mi ≤ 2 +
∑
j∈πi
kj ,
0 < ni,1 ≤ . . . ≤ ni,mi−2ri,
mi−2ri∑
j=1
ni,j ≤
∑
j∈πi
(kj + 1) for every i, and
ℓ(π)∑
i=1
(
mi − 2 +
mi−2ri∑
j=1
ni,j
)
=
s∑
i=1
ki.
Moreover, all the coefficients in this linear combination are independent of the
group Γ, α1, . . . , αs, and the integer n.
Remark 5.2. This proposition is the counterpart of a theorem in [16].
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Theorem 5.3. Let s ≥ 1 and ki ≥ 1 for 1 ≤ i ≤ s. Fix ni,j ≥ 1 and αi,j ∈ R(Γ)
for 1 ≤ j ≤ ki, and let n ≥
ki∑
j=1
ni,j for all 1 ≤ i ≤ s. Then the convolution product
s∏
i=1
(
1
−(n−
∑ki
j=1 ni,j)
ki∏
j=1
p−ni,j (αi,j) · |0〉
)
in R(Γn) is equal to a finite linear combination of monomials of the form
1−(n−
∑N
a=1ma)
N∏
a=1
p−ma(γa) · |0〉
where
∑N
a=1ma ≤
∑s
i=1
∑ki
j=1 ni,j, and γ1, . . . , γN depend only on χ, αi,j, 1 ≤ i ≤
s, 1 ≤ j ≤ ki. Moreover, the coefficients in this linear combination are independent
of Γ, αi,j and n.
5.2. The stable algebra AΓ. For a given ρ = (ρ(c))c∈Γ∗ ∈ P(Γ∗), where ρ(c) =
(rmr(c))r≥1 = (1
m1(c)2m2(c) . . .), we define
p−ρ(c)(K
c) =
∏
r≥1
p−r(c)
mr(c) = p−1(K
c)m1(c)p−2(K
c)m2(c) · · ·
pρ(n) = 1−(n−‖ρ‖)
∏
c∈Γ∗
p−ρ(c)(K
c) · |0〉 ∈ R(Γn), for n ≥ ‖ρ‖
and set pρ(n) = 0 for n < ‖ρ‖. We also define p˜ρ(n) = z˜
−1
ρ pρ(n), where the constant
z˜ρ =
∏
r≥1,c∈Γ∗
rmr(c)mr(c)! is independent of n.
For a given ρ with ‖ρ‖ ≤ n, we denote by ρ˜ = ρ ∪ (1n−‖ρ‖) ∈ Pn(Γ∗), where
ρ˜(c) = ρ(c) for c 6= c0 and ρ˜(c0) is obtained from ρ(c0) by increasing the multiplicity
of 1 by n−‖ρ‖. The Frobenius characteristic map (cf. [17, 6]) allows one to identify
the class function
(
n−‖ρ‖+m1(c0)
m1(c0)
)
K ρ˜ and pρ(n).
As ρ runs over all partition-valued functions on Γ∗ with ‖ρ‖ ≤ n, the elements
pρ(n) linearly span R(Γn), as a corollary to Theorem 2.1. According to Theorem 5.3
(for s = 2), we can write the product in the class algebra R(Γn) as
pρ(n) ◦ pσ(n) =
∑
ν
dνρσpν(n), (5.1)
where ‖ν‖ ≤ ‖ρ‖ + ‖σ‖, and the structure coefficients dνρσ are independent of n.
Even though the elements pν(n) with ‖ν‖ ≤ n in R(Γn) are not linearly indepen-
dent, we can show that (cf. [16]) the constants dνρσ in the formula (5.1) are uniquely
determined from the fact that they are independent of n. Similarly, we can write
uniquely
p˜ρ(n) ◦ p˜σ(n) =
∑
ν
d˜νρσp˜ν(n)
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where ‖ν‖ ≤ ‖ρ‖+‖σ‖, and the new structure coefficients d˜νρσ are also independent
of n. Indeed, we have d˜νρσ = z˜ν z˜
−1
ρ z˜
−1
σ d
ν
ρσ.
The stable algebra associated to a finite group Γ, denoted by AΓ, is defined to
be the algebra with a linear basis formed by the symbols pρ, ρ ∈ P(Γ∗) and with
the multiplication defined by
pρ pσ =
∑
ν
dνρσpν
where the structure constants dνρσ are from the relations (5.1) and ‖ν‖ ≤ ‖ρ‖+‖σ‖.
Clearly the stable algebra AΓ itself is commutative and associative. The algebra
AΓ captures all the information of the class algebra R(Γn) for all n, as we easily
recover the relations (5.1) from the algebra AΓ. We summarize these observations
into the following.
Theorem 5.4. (Stability) For a finite group Γ, the product in the class algebras
R(Γn) (n ≥ 1) can be written in the form (5.1) whose structure constants are
independent of n. This give rise to the stable algebra AΓ which completely encodes
the class algebra structure of R(Γn) for each n.
Remark 5.5. In the formulation of the stable algebra, we have the freedom of
choosing a linear basis of R(Γ) (cf. Theorem 5.3). In the above formulation, we
have choosen Kc (where c ∈ Γ∗) as the linear basis of R(Γ), which allow us to
establish below remarkable integrality and positivity properties of the structure
constants.
Remark 5.6. Let Γ be trivial and thus Γn reduces to the symmetric group Sn. In
this case, The stability of the class algebras was first given in Kerov and Olshanski
(cf. [14], Proposition 3) from a totally different approach (cf. Lascoux-Thibon [15],
Section 4, for another proof).
Remark 5.7. For ρ ∈ P(Γ∗) with ℓ(ρ) = 1, that is, when the partition ρ(c) is a
one-part partition (r) for some c ∈ Γ∗ and is empty for all the other class functions
in Γ∗, we will simply write pρ = pr,c. Following the techniques as developed in [16]
(for cohomology rings of Hilbert schemes), we can show that the stable algebra AΓ
is isomorphic to the polynomial algebra generated by pr,c, c ∈ Γ∗, r ≥ 1.
5.3. Positivity and integrality of the structure constants of AΓ.
Theorem 5.8. The structure constants d˜νρσ for the stable algebra AΓ are non-
negative integers. So are dνρσ.
Remark 5.9. In the symmetric group case (i.e. Γ is trivial), the integrality and
positivity of these structure constants have been established by Ivanov and Kerov
[10]. Theorem 5.8 also follows from a straightforward generalization of their inge-
nious constructions, which we outline below. In fact, this approach also provides
a second proof of Theorem 5.4.
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All the constructions of Ivanov and Kerov admit a straightforward generalization
to the wreath product setup. We sketch below only the portion which will provide
us a proof of Theorem 5.8, and refer to [10] for more detail.
Following [10], we introduce the semigroup of “partial permutations” PΓn as
follows. If Y is a finite set, we denote by SY the symmetric group of permuta-
tions on Y , and ΓY the corresponding wreath product. We denote by n the set
{1, 2, . . . , n}, so Γn is just our usual Γn. For Y ⊂ n, we regard ΓY as a subgroup
of Γn.
A partial permutation of the set n is a pair (Y, a) which consists of a finite subset
Y ⊂ n and an element a ∈ ΓY . Denote by PΓn the set of all partial permutations
of n. The set PΓn is endowed with a natural semigroup structure by letting the
product of two elements (Y1, a1) and (Y2, a2) in PΓn to be (Y1 ∪ Y2, a1a2). We
denote by Z[PΓn] the semigroup algebra (over Z).
The wreath product Γn acts on the semigroup PΓn by (Y, a) 7→ (σY, xax
−1),
where x = (g, σ) ∈ Γn, g ∈ Γ
n, σ ∈ Sn. One easily shows that the corresponding
conjugate classes Cρ(n) in PΓn are parametrized by ρ ∈ P(Γ∗) such that ‖ρ‖ ≤ n.
By abuse of notation, we will also use Cρ(n) to denote the characteristic function
of the conjugate class Cρ(n). Denote by RZ(PΓn) the Z-span of the characteristic
functions of the conjugate classes in PΓn.
There is a surjective “forgetful” ring homomorphism Z[PΓn]→ Z[Γn] by (Y, a) 7→
a, and it induces a surjective ring homomorphism RZ(PΓn)→ RZ(Γn) by sending
Cρ(n) to
(
n−‖ρ‖+m1(c0)
m1(c0)
)
K ρ˜ = p˜ρ(n). It follows that
Cρ(n) Cσ(n) =
∑
ν
d˜νρσCν(n)
where d˜νρσ are the structure constants introduced earlier. This interpretation of
d˜νρσ as the structure constants of RZ(PΓn) implies immediately that all d˜
ν
ρσ are
nonnegative integers.
We can also establish the fact that d˜νρσ (denoted by d˜
ν
ρσ(n) for the time being)
are independent of n along this line as follows. Let m ≤ n. We define a linear map
θn,m : Z[PΓn]→ Z[PΓm] by letting θn,m(Y, a) = (Y, a) if Y ⊂ m, and θn,m(Y, a) = 0
otherwise. As in [10], we see that θn,m is a surjective ring homomorphism. Since the
homomorphisms θn,m for all m ≤ n are compatible, we can define a projective limit
of the algebras Z[PΓn], symbolically denoted by Z[PΓ∞], which has an induced
algebra structure. The action of Γn acts on PΓn induces an action of the group
Γ∞ = ∪nΓn on PΓ∞ = ∪nPΓn and thus on Z[PΓ∞]. One can show that the
orbits in PΓ∞ under the action of Γ∞ give us a linear basis P˜ρ parametrized by
ρ ∈ P(Γ∗) on RZ(PΓ∞), the algebra of Γ∞-invariants on Z[PΓ∞]. Write P˜ρ P˜σ =∑
ν e˜
ν
ρσP˜ν . The homomorphisms θn,m induces a surjective ring homomorphism θn :
RZ(PΓ∞) → RZ(PΓn) by letting θn(P˜ρ) = Cρ(n) if ‖ρ‖ ≤ n and θn(P˜ρ) = 0
otherwise. It follows that d˜νρσ(n) = e˜
ν
ρσ for ρ, σ, ν such that ‖ρ‖ ≤ n, ‖σ‖ ≤ n and
‖ν‖ ≤ n. This implies that d˜νρσ is independent of n and that the stable algebra AΓ
introduced earlier is isomorphic to the algebra C⊗Z RZ(PΓ∞).
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A further elaboration (similar as above) using a concept of “filling” associated
to Young diagram and the associated convolution introduced by Ivanov-Kerov will
allow us to establish Theorem 5.8 for dνρσ. As these are straightforward modification
of [10], we will not repeat here and instead refer to Sect. 8 of [10] for detail.
5.4. Algebra generators for R(Γn). For 0 ≤ i < n and α ∈ R(Γ), we introduce
the following class function in R(Γn):
Pi(α, n) =
1
(n− i− 1)!
· p−i−1(α)p−1(1X)
n−i−1|0〉.
For α = Kc, where c ∈ Γ∗, Pi(α, n) is a scalar multiple of the characteristic function
of some conjugacy class in Γn.
Theorem 5.10. (i) The class algebra R(Γn) is generated by the class functions
Ξin(α), where 0 ≤ i < n and α ∈ Γ
∗.
(ii) The class algebra R(Γn) is also generated by the class functions P
i(α, n),
where 0 ≤ i < n and α ∈ Γ∗.
Remark 5.11. Since Pi(α, n) depends on α linearly, we may replace Γ
∗ in the the-
orem by any linear basis of R(Γ).
Remark 5.12. Let us set Γ = 1 and thus Γn = Sn. The power sums Ξ
k
n, 0 ≤ k < n of
the JM elements can easily be replaced by the k-th elementary symmetric functions
of the JM elements in the above theorem, which is the statement of a theorem in
[3]. Note that the k-th elementary symmetric functions of the JM elements is the
sum of permutations in Sn with exactly n− k cycles.
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