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A POLYHARMONIC MAASS FORM OF DEPTH 3/2 FOR SL2(Z)
SCOTT AHLGREN, NICKOLAS ANDERSEN, AND DETCHAT SAMART
Abstract. Duke, Imamog¯lu, and To´th constructed a polyharmonic Maass form of level 4
whose Fourier coefficients encode real quadratic class numbers. A more general construction
of such forms was subsequently given by Bruinier, Funke, and Imamog¯lu. Here we give a
direct construction of such a form for the full modular group and study the properties
of its coefficients. We give interpretations of the coefficients of the holomorphic parts of
each of these polyharmonic Maass forms as inner products of certain weakly holomorphic
modular forms and harmonic Maass forms. The coefficients of square index are particularly
intractable; in order to address these, we develop various extensions of the usual normalized
Peterson inner product using a strategy of Bringmann, Ehlen and Diamantis.
1. Introduction
We begin by discussing a polyharmonic Maass form of level 4. For n ≥ 0, let H(n)
denote the Hurwitz class number. We have H(0) = −1/12 and H(n) = 0 for n ≡ 1, 2
(mod 4). Otherwise H(n) is the number of positive definite quadratic forms of discriminant
−n, counted with multiplicity equal to the inverse of the order of their stabilizer in SL2(Z).
Zagier [22] introduced the first example of what is known as a harmonic Maass form. For
y > 0 let βk(y) denote the normalized incomplete gamma function
βk(y) :=
Γ(1− k, y)
Γ(1− k) =
y1−k
Γ(1− k)
∫ ∞
1
t−ke−yt dt. (1.1)
Zagier defined the function
Ẑ−(τ) :=
∑
n≥0
H(n)qn +
1
8π
√
y
− 1
4
∑
n 6=0
|n|β 3
2
(4πn2y)q−n
2
(1.2)
(we use the notation Ẑ− to follow the notation of Duke, Imamog¯lu, and To´th [13]). Here,
and throughout, τ = x + iy and q = e(τ) = e2πiτ . Zagier showed that the function Ẑ−(τ)
transforms like a modular form of weight 3/2 on Γ0(4) and that
ξ 3
2
Ẑ− = − 1
16π
θ,
where
ξk := 2iy
k ∂
∂τ
(1.3)
and θ(τ) :=
∑
n∈Z q
n2 is the usual theta function.
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Suppose that d is a non-square discriminant. If d < 0 then let ωd be half the number of
roots of unity in Q(
√
d), and if d > 0 let εd be the fundamental unit in Q(
√
d). Following
[14, §2], define the regulator
R(d) :=
{
2 πω−1d if d < 0,
2 log εd if d > 0, d 6= ,
(1.4)
and the general Hurwitz function
h∗(d) :=
1
2π
∑
ℓ2|d
R
(
d
ℓ2
)
h
(
d
ℓ2
)
, (1.5)
where h(d) is the class number. Note that for d < 0 we have h∗(d) = H(|d|). Define
α(y) :=
√
y
4π
∫ ∞
0
e−πytt−
1
2 log(1 + t) dt. (1.6)
Duke, Imamog¯lu, and To´th [13, Theorem 4] (see also [14, (4.2)]) showed that there is a
nonholomorphic modular form of weight 1
2
on Γ0(4) whose Fourier expansion is
Ẑ+(τ) :=
∑
d>0, d6=
h∗(d)√
d
qd +
∑
n>0
a(n2)qn
2
+
√
y
3
+
∑
d<0
h∗(d)√|d| β 12 (4π|d|y)qd
− 1
4π
log y +
∑
n 6=0
α(4n2y)qn
2 − 1
π
(
ζ′(2)
ζ(2)
− γ + log 4
)
(1.7)
and for which
ξ 1
2
Ẑ+ = −2Ẑ−.
Here γ denotes Euler’s constant, and we have corrected the value of the constant term using
(5.4) and (2.24) of [13].
The form Ẑ+(τ) is defined through a limit of Poincare´ series [13, (5.4)]. The coefficients
a(n2) are particularly intractable since they correspond to poles of the Poincare´ series, and
they are not determined in [13].
Bruinier, Funke, and Imamog¯lu [10] introduced a general regularized theta lift which
lifts weak Maass forms of weight zero to polyharmonic Maass forms of weight 1/2. By
polyharmonic we mean that the form is annihilated by repeated application of the operators
ξk; a precise definition is in Section 2. Applying this lift to the constant function 1 produces
a function Z(τ) which differs from Ẑ+(τ) by a constant multiple of θ(τ), and which provides
an interpretation of the mysterious coefficients of square index. After some computation
using Theorem 4.2 and Remark 3.4 of [10] one can describe this form in such a way that
every non-trivial coefficient has an interpretation in terms of the general Hurwitz function.
To state this result, we extend the definition of R(d) by setting
R(d) := 2 log
√
d if d = , (1.8)
and we define h∗(d) via (1.5). Then the work of Bruinier, Funke, and Imamog¯lu implies the
following. We note that there are a few typos in [10, Theorem 4.2]; details and a sketch of
the computation which produces the following result are given in Section 6 below.
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Theorem 1. There is a polyharmonic Maass form of weight 1/2 and depth 3/2 on Γ0(4)
whose Fourier expansion is
Z(τ) :=
∑
d>0
h∗(d)√
d
qd+
√
y
3
+
∑
d<0
h∗(d)√|d| β 12 (4π|d|y)qd+ γ − log(16πy)4π +∑
n 6=0
α(4n2y)qn
2
(1.9)
and for which
ξ 1
2
Z = −2Ẑ−.
The main result of Duke, Imamog¯lu, and To´th [14] gives an interpretation of the coefficients
h∗(d) of Ẑ+ as regularized inner products in the case when d > 0 is not a square. To describe
the result, we recall that for each d > 0 there exists a unique weight 3
2
weakly holomorphic
modular form gd on Γ0(4) of the form
gd(τ) = q
−d +
∑
0≤n≡0,3(4)
B(d, n)qn,
where the B(d, n) are integers and
B(d, 0) =
{
−2 if d = ,
0 otherwise.
Proposition 4.1 of [14] gives the formula
〈gd, Ẑ−〉reg = −3
4
h∗(d)√
d
if d > 0 is not square.
Here 〈·, ·〉reg is the usual regularized inner product. The integral defining this inner product
does not converge when d is square.
Motivated by recent work of Bringmann, Diamantis and Ehlen [7] we introduce a natural
inner product 〈·, ·〉4 which extends 〈·, ·〉reg and which allows us to treat the case when d is
square. We give the precise definition in Section 6. Letting
δ(d) =
{
1 if d is square,
0 otherwise,
we prove the following.
Theorem 2. For every positive discriminant d we have
〈gd, Ẑ−〉4 = −h
∗(d)√
d
+ δ(d)
(
γ − log 4π
2π
)
.
Our main goal in this paper is to introduce and to study a polyharmonic Maass form
analogous to Z(τ) on the full modular group. Let p(n) denote the partition function, and
let spt(n) denote the number of smallest parts in the partitions of n. This function has
been the object of much study (see, for example, [2, 5, 6, 15, 16], and the references in these
papers). Let χ12 denote the Kronecker character for Q(
√
3). If we define
s(n) := spt(n) +
1
12
(24n− 1)p(n), (1.10)
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then work of Bringmann [6] (see the next section for details) shows that, in analogy with
(1.2), the generating function
F (τ) :=
∞∑
n=−1
s
(
n+ 1
24
)
q
n
24 − 1
2
∞∑
n=1
χ12(n)nβ 3
2
(
πn2y
6
)
q−
n2
24 (1.11)
is a harmonic Maass form of weight 3/2 on SL2(Z) with a certain multiplier. In particular
we have
ξ 3
2
F = −
√
6
4π
η, (1.12)
where η(τ) := q
1
24
∏
n≥1(1 − qn) is Dedekind’s eta function. In analogy with (1.7) and (1.9)
we introduce a polyharmonic Maass form H(τ) in Theorem 3 below with
ξ 1
2
H = −2
√
6F.
The non-trivial coefficients of positive index are given by traces of a certain modular function
f of level 6 over geodesics on the modular curve. Those of negative index are given by the
numbers s(n), which, by recent work of the first two authors [2], satisfy the relation
12 s
(
1− n
24
)
=
∑
f(τQ), (1.13)
where the sum is over quadratic points in the upper half plane (see (2.4) below for details).
Again, the terms of square index are intractable due to poles in the Poincare´ series.
In order to deduce (1.13), the authors of [2] used a theta lift of Bruinier-Funke [11]. In a
similar way, the theta lift of [10] could be used to deduce Theorem 3 below. Here we compute
the expansion directly from the limit definition. Of course, most of the difficulty comes from
the coefficients of square index. We remark that this leads to a proof of the algebraic formula
(1.13) which does not involve the theta lift. We also remark that a similar argument applied
to a suitable modification of the limit definition [13, (5.4)] of Ẑ+(τ) produces the expansion
(1.9) without recourse to the theta lift. We give a brief discussion in Section 6, in which we
also prove Theorem 2.
In the next section we give some background and describe the form H(τ). Section 3
contains the limit definition of the formH(τ) as well as some technical results on convergence
issues (which are somewhat subtle). In Sections 4 and 5 we compute the coefficients of non-
square and square index, respectively.
In Section 7, we define a regularized inner product 〈·, ·〉1 for forms on SL2(Z) and we prove
an analogue of Theorem 2 for the form F . In particular, we define a family {hd} of weakly
holomorphic forms of weight 3
2
and describe the inner products 〈hd, F 〉1 in Theorem 11.
In this paper we have decided to emphasize precision and (to the extent possible) simplicity
in order to highlight the polyharmonic Maass forms Z and H . The computations are quite
subtle already, but it seems clear that similar results hold in more generality.
2. A polyharmonic Maass form of depth 3/2 for SL2(Z)
Let spt(n) denote the number of smallest parts in the partitions of n, and let s(n) and
F (τ) be defined as in (1.10) and (1.11). Let η(τ) be the Dedekind eta function, and define
the multiplier χ by
η(γτ) = χ(γ)
√
cτ + d η(τ) for γ = ( a bc d ) ∈ SL2(Z). (2.1)
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After work of Bringmann [6] (see Section 3 of [2]), we know that F (τ) is a harmonic Maass
form of weight 3/2 on SL2(Z) with multiplier χ. Let E2k(τ) denote the Eisenstein series of
weight 2k on SL2(Z), and let f(τ) be the modular function on Γ0(6) given by
f(τ) =
1
24
E4(τ)− 4E4(2τ)− 9E4(3τ) + 36E4(6τ)
(η(τ)η(2τ)η(3τ)η(6τ))2
= q−1 + 12 + 77q + . . . . (2.2)
For n ≡ 1 (mod 24) define
Qn :=
{
ax2 + bxy + cy2 : b2 − 4ac = n, 6 | a > 0, and b ≡ 1 mod 12} .
The group
Γ := Γ0(6)/{±1} (2.3)
acts on this set, and for squarefree n, the class number h(n) is the size of Γ\Qn (see [18,
Section I]).
If 0 > n ≡ 1 (mod 24) then for each Q ∈ Qn let τQ denote the root of Q(τ, 1) in the upper-
half plane H. In [2] (see the end of Section 3) the first two authors proved the algebraic
formula
12 s
(
1− n
24
)
= Trn(f) :=
∑
Q∈Γ\Qn
f(τQ). (2.4)
This together with some analytic considerations leads to a transcendental formula for spt(n)
(Theorem 1 of [2]) which is analogous to Rademacher’s formula for p(n).
For an indefinite quadratic form Q with non-square discriminant, let CQ denote the ge-
odesic in the upper half plane connecting the roots of Q, modulo the stabilizer of Q. For
positive non-square n ≡ 1 (mod 24), define
Trn(f) :=
1
2π
∑
Q∈Γ\Qn
∫
CQ
f(τ)
dτ
Q(τ, 1)
. (2.5)
The situation is more difficult when n is square. In this case the geodesics CQ are infinite
and the integrals in (2.5) are divergent. In analogy with [3, 4] we will define dampened
versions of the function f(τ) in Section 5. For each quadratic form with square discriminant
we will construct a function fQ(τ) by subtracting off the constant term and the exponentially
growing terms in the Fourier expansion of f at the cusps corresponding to roots of Q(τ, 1).
See (5.7) for the precise definition. For each indefinite form Q with non-square discriminant
we define fQ(τ) := f(τ) to ease notation. Then we can make the uniform definition
Trn(f) :=
1
2π
∑
Q∈Γ\Qn
∫
CQ
fQ(τ)
dτ
Q(τ, 1)
(2.6)
for every positive n ≡ 1 (mod 24).
We follow [19] in defining polyharmonic Maass forms.1 Let ∆k denote the weight k hyper-
bolic Laplacian
∆k := −ξ2−kξk = −y2
(
∂2
∂x2
+
∂2
∂y2
)
+ iky
(
∂
∂x
+ i
∂
∂y
)
. (2.7)
1The polyharmonic Maass forms in [19] have at most polynomial growth at the cusps. While it would
be more precise to call the functions in this paper polyharmonic weak Maass forms, we follow the usual
practice [8] of dropping the adjective “weak”.
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Let m be a non-negative integer. We say that a real analytic function h : H → C is a
polyharmonic Maass form of weight k and depth m on G ⊆ SL2(Z) with multiplier ν if
∆mk h = 0
and if
h(γτ) = ν(γ)(cτ + d)kh(τ) for all γ = ( a bc d ) ∈ G. (2.8)
We allow h to have exponential growth at the cusps of G. We define half-integral depths by
assigning weakly holomorphic modular forms a depth of 1
2
since they are annihilated by ξk,
which is essentially “half” of ∆k. We say that h is polyharmonic of depth m +
1
2
if ∆mk h is
weakly holomorphic.
Recall the definitions (1.6) (1.1) and (2.1) of α, βk, and χ. By [12, §8.2] we have
βk(y) = 1− y1−kγ∗(1− k, y), (2.9)
where γ∗(1− k, z) is an entire function of z, given by
γ∗(1− k, z) = 1
Γ(1− k)
∫ 1
0
t−ke−zt dt for k < 1. (2.10)
We use the principal branch of the square root, with the convention that
√−y = i√y for y > 0.
This gives a definition of β 1
2
(−y) for y > 0.
In analogy with Theorem 1 we will prove
Theorem 3. The function
H(τ) = −i q 124 +
∑
0<n≡1(24)
Trn(f)q
n
24 + 12
∑
n≥1
χ12(n)
n
h∗(n2)q
n2
24
+ iβ 1
2
(−πy
6
)
q
1
24 +
∑
0>n≡1(24)
Trn(f)√|n| β 12
(
π|n|y
6
)
q
n
24 + 24
∑
n≥1
χ12(n)α
(
n2y
6
)
q
n2
24 (2.11)
is a polyharmonic Maass form of weight 1
2
and depth 3
2
on SL2(Z) with multiplier χ. More-
over, we have ξ 1
2
H(τ) = −2√6F (τ) and ∆ 1
2
H(τ) = − 3
π
η(τ).
3. Definition of the polyharmonic Maass form H(τ)
In this section we define the polyharmonic Maass form H(τ) as the constant term in
the Laurent expansion at s = 3
4
of a Poincare´ series P (τ, s). This requires the Whittaker
functions Mκ,µ(y) and Wκ,µ(y) (see [12, §13.4]) and the Bessel functions Jν(x), Iν(x), and
Kν(x) (see [12, Chapter 10]). Let Γ∞ := {± ( 1 ∗0 1 )} ⊆ SL2(Z). For Re(s) > 1 we define the
weight 1
2
Poincare´ series
P (τ, s) :=
1
2
∑
γ∈Γ∞\SL2(Z)
χ(γ)(cτ + d)−
1
2M(Im γτ, s)e24(Re γτ),
where em(x) := e
(
x
m
)
and
M(y, s) :=
(
πy
6
)− 1
4
M 1
4
,s− 1
2
(
πy
6
)
.
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Define the generalized Kloosterman sum
Ac(n) :=
∑
d mod c
(d,c)=1
eπis(d,c)e
(
−dn
c
)
, (3.1)
where s(d, c) is the Dedekind sum
s(d, c) :=
c−1∑
r=1
r
c
(
dr
c
−
⌊
dr
c
⌋
− 1
2
)
.
The papers [1] and [4] used the notation
K(m,n; c) :=
∑
d mod c∗
eπis(d,c)e
(
dm+ dn
c
)
; (3.2)
we have
Ac(n) = K(0,−n, c). (3.3)
By Proposition 8 of [1] we have the Fourier expansion
P (τ, s) =M(y, s)e24(x) +
∑
n≡1(24)
a(n, s)Wn(y, s)e24(nx)
where
Wn(y, s) :=
(
π|n|y
6
)− 1
4
W sgnn
4
,s− 1
2
(
π|n|y
6
)
and
a(n, s) =
2πΓ(2s)
|n| 14Γ(s+ sgnn
4
)
∑
c>0
Ac
(
1−n
24
)
c
×

J2s−1
(
π
√
n
6c
)
if n > 0,
I2s−1
(
π
√
|n|
6c
)
if n < 0.
(3.4)
Lehmer [20, Theorem 8] proved the sharp Weil-type bound |Ac(n)| ≤ 2ω0(c)
√
c, where ω0(c)
is the number of distinct odd primes dividing c. Using this together with the estimates (3.10),
(3.16), (3.21) and (3.22) below, one can show that P (τ, s) has an analytic continuation to
Re(s) > 3/4 (this can also be seen using the estimates in Lemma 5 below).
Let
c(s) :=
(2s− 1)Γ(s− 1
4
)Γ(2s− 1
2
)(22s−
1
2 − 1)(32s− 12 − 1)ζ(4s− 1)
6s−
3
4π2sΓ(2s)
. (3.5)
We define H(τ) as follows:
H(τ) :=
6
π
lim
s→ 3
4
+
(
c(s)P (τ, s)− η(τ)
(s− 3
4
)
)
. (3.6)
Let χ12 denote the Kronecker character for Q(
√
3) (with the convention that χ12(n) := 0 if
n 6∈ Z). The goal of this section is to prove the following.
Proposition 4. (1) The limit defining H(τ) exists.
(2) The function H(τ) is a polyharmonic Maass form of weight 1
2
and depth 3
2
on SL2(Z)
with multiplier χ.
(3) We have ξ 1
2
H(τ) = −2√6F (τ) and ∆ 1
2
H(τ) = − 3
π
η(τ).
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(4) We have
H(τ) = −i
(
1− β 1
2
(−πy
6
))
q
1
24 +
2√
π
∑
0<n≡1(24)
n 6=
a(n, 3
4
)q
n
24 +2
∑
0>n≡1(24)
a(n, 3
4
)β 1
2
(
π|n|y
6
)
q
n
24
+
6
π
∑
0<n≡1(24)
n=
lim
s→ 3
4
(
c(s)a(n, s)Wn(y, s)− χ12(
√
n)
s− 3
4
e−
πny
12
)
e24(nx). (3.7)
We require the following lemma, whose proof we leave to the end of this section.
Lemma 5. There exists a positive constant A such that the following are true.
(1) For n < 0 we have
a(n, s) = O
(
|n|A exp
(
π
√
|n|
6
))
(3.8)
uniformly for s ∈ [3
4
, 1].
(2) For n > 0 we have
a(n, s) = χ12(
√
n)
3√
π
· 1
s− 3
4
+O(nA) (3.9)
uniformly for s ∈ (3
4
, 1] if n is square, and for s ∈ [3
4
, 1] if n is not square.
For the remainder of the section we let A denote a positive constant whose value is allowed
to change at each occurrence. We assume that τ is in a fixed compact subset of the upper
half plane (in particular, that y is bounded away from 0). The implied constants in the
estimates which follow will depend on the particular choice of compact subset.
This estimate can be derived from the sentence which follows (13.19.3) of [12]:
Wn(y, s)≪ |n|A exp
(
−π|n|y
12
)
, s ∈ [3
4
, 1]. (3.10)
Proof of Proposition 4. Using [12, (13.14.31), (13.18.2), (13.18.5), and (13.14.32)], we have
the evaluations
Wn
(
y,
3
4
)
=
{
e−
πny
12 if n > 0,
√
πβ 1
2
(
π|n|y
6
)
e−
πny
12 if n < 0,
(3.11)
M
(
y,
3
4
)
= − i
√
π
2
(
1− β 1
2
(−πy
6
))
e−
πy
12 . (3.12)
We also have
c
(
3
4
)
=
√
π
3
. (3.13)
This gives the first term in (3.7). If n is not square then Lemma 5 and (3.10) give
a(n, s)Wn(y, s)≪ |n|A exp
(
−π|n|y
12
+
π
√
|n|
6
)
, s ∈ [3
4
, 1].
This justifies the interchange which gives the first two sums in (3.7).
For n > 0, a straightforward computation using the integral representation [17, (9.222.1)]
W 1
4
,s− 1
2
(y) =
yse−
y
2
Γ(s− 1
4
)
∫ ∞
0
e−ytts−
5
4 (1 + t)s−
3
4 dt (3.14)
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shows that ∂
∂s
Wn(y, s) also satisfies the bound (3.10). Expanding at s = 3/4 using this fact
together with (3.9), (3.10) and (3.13) gives
c(s)a(n, s)Wn(y, s)− χ12(
√
n)
s− 3
4
e−
πny
12 ≪ nA exp
(−πny
12
)
, s ∈ (3
4
, 1].
This justifies the interchange in the sum containing the square coefficients, and gives asser-
tions (1) and (4).
The transformation properties of H(τ) are inherited from those of P (τ, s) and η(τ). From
(1) we have
lim
s→ 3
4
+
(s− 3
4
)c(s)P (τ, s) = η(τ).
A computation involving [12, (13.14.1)] shows that ∆ 1
2
P (τ, s) = (s− 1
4
)(3
4
− s)P (τ, s); from
this we conclude that ∆ 1
2
H(τ) = − 3
π
η(τ) (to interchange the limit and the derivatives
requires uniform convergence, which follows as above). From (2.7) and (1.12) we have
ξ 3
2
(
ξ 1
2
H(τ)
)
= ξ 3
2
(
−2
√
6F (τ)
)
.
Now ξ 1
2
H(τ) is a weak harmonic Maass form of weight 3/2 and multiplier χ on SL2(Z).
Using (2.9) and (2.10) we find that the only exponentially growing term in its expansion is
ξ 1
2
(
iβ 1
2
(−πy
6
)
q
1
24
)
=
1√
6
q−
1
24 .
From (1.11) we conclude that ξ 1
2
H(τ) = −2√6F (τ), since there are no modular forms of
weight 3/2 on SL2(Z) with multiplier χ which are holomorphic both on H and at ∞. This
finishes the proof of the proposition. 
We turn to the proof of Lemma 5.
Proof of Lemma 5. Define
S(n, x) :=
∑
c≤x
Ac
(
1−n
24
)
c
.
By Theorem 3 of [2], we have the asymptotic formula
S(n, x) = χ12(
√
n)
12
√
3
π2
x
1
2 +On(x
1
6
+ǫ)
for any ǫ > 0. While the n-dependence in the error term is not given explicitly in [2], a
straightforward modification of the proof (following arguments given in, e.g., [21]) shows
that error term depends at worst polynomially on n. Taking ǫ = 1
12
, we conclude that
S(n, x) = χ12(
√
n)
12
√
3
π2
x
1
2 +O(|n|Ax 14 ). (3.15)
Suppose first that n > 0. We require the facts that
|Jν(y)| ≤
|1
2
y|ν
Γ(ν + 1)
, ν ≥ −1
2
, (3.16)
J ′ν(y) = −Jν+1(y) +
ν
y
Jν(y), (3.17)
|Jν(y)| ≤ 1, y ∈ R, ν ≥ 0, (3.18)
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and that Jν(y) decays at ∞ [12, (10.14.4), (10.6.2), (10.14.1), (10.17.3)]. Combining (3.16)
and (3.17), we obtain, for t ≥ 1, [
J2s−1
(
π
√
n
6t
)]′
≪ n
A
t2s
. (3.19)
Then, for s ∈ (3/4, 1], partial summation together with (3.16) and (3.17) gives
∑
c>0
Ac
(
1−n
24
)
c
J2s−1
(
π
√
n
6c
)
= −
∫ ∞
1
S(n, t)
[
J2s−1
(
π
√
n
6t
)]′
dt. (3.20)
We first consider the case when n is square. From (3.4), (3.20) and (3.15) we obtain
a(n, s) = −χ12(
√
n)
24
√
3
n
1
4π
Γ(2s)
Γ(s+ 1
4
)
∫ ∞
1
√
t
[
J2s−1
(
π
√
n
6t
)]′
dt+O(nA).
Integrating by parts using (3.16) and (3.18), and then using the evaluation [12, (10.22.43)],
the integral in the last line becomes
−1
2
∫ ∞
1
t−
1
2 J2s−1
(
π
√
n
6t
)
dt+O(1) = −1
2
∫ ∞
0
t−
1
2 J2s−1
(
π
√
n
6t
)
dt+O(1)
= −1
8
√
π
3
n
1
4
Γ(s− 3
4
)
Γ(s+ 3
4
)
+O(1),
from which we obtain
a(n, s) = χ12(
√
n)
3√
π
· Γ(2s)Γ(s−
3
4
)
Γ(s+ 1
4
)Γ(s+ 3
4
)
+O(nA).
From the expansion
Γ(2s)Γ(s− 3
4
)
Γ(s+ 1
4
)Γ(s+ 3
4
)
= 1
s−3/4 + O(1) for s ∈ (34 , 1], we obtain (3.9) in this case.
If n is not square, then (3.20) holds for s ∈ [3/4, 1], and the result follows from (3.15).
The case when n < 0 is similar. We require the facts that for fixed ν > 0 we have
Iν(x)≪ x
ν
Γ(ν + 1)
as x→ 0, (3.21)
that
Iν(x)≪ e
x
√
x
as x→∞, (3.22)
that
I ′ν(x) = Iν+1(x) +
ν
x
Iν(x),
and that Iν(x) is increasing as a function of x [12, (10.30.1), (10.30.4), (10.29.2), (10.37)].
We break the integral analogous to (3.20) at t =
√|n|. The first part of the integral is
O
(|n|A exp(π√|n|/6)). Using (3.21) we find that the second part is O (|n|A). This gives
(3.8). 
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4. Poincare´ series and the coefficients of nonsquare index
In this section we relate the coefficients a(n, 3
4
) of non-square index appearing in Proposi-
tion 4 to the traces Trn(f) defined in (2.5). We first define a function f(τ, s) in terms of a
Maass-Poincare´ series which, analytically continued, specializes to f(τ) at s = 1. For r | 6,
define the Atkin-Lehner matrix Wr by
W1 =
(
1 0
0 1
)
, W2 =
1√
2
(
2 −1
6 −2
)
, W3 =
1√
3
(
3 1
6 3
)
, W6 =
1√
6
(
0 −1
6 0
)
.
Then
WdWd′ = W dd′
(d,d′)2
. (4.1)
Recall that Γ = Γ0(6)/{±1}. Following Section 4 of [2] we define
f(τ, s) :=
∑
r|6
µ(r)
∑
γ∈Γ∞\Γ
φs(Im γWrτ)e(−Re γWrτ), Re(s) > 1, (4.2)
where µ is the Mo¨bius function and
φs(y) := 2π
√
yIs− 1
2
(2πy).
The function f(τ, s) satisfies
f(γτ, s) = f(τ, s) for all γ ∈ Γ0(6)
and
f(Wrτ, s) = µ(r)f(τ, s) for r | 6. (4.3)
We also have
∆0f(τ, s) = s(1− s)f(τ, s). (4.4)
As shown in [2, §4], the function f(τ, s) has an analytic continuation to Re(s) > 3
4
and
f(τ, 1) = f(τ).
In the next section we will need the Fourier expansion of f(τ, s). By Proposition 5 of [2]
we have
f(τ, s) = 2π
√
yIs− 1
2
(2πy)e(−x) + as(0)y1−s + 2√y
∑
n 6=0
as(n)Ks− 1
2
(2π|n|y)e(nx), (4.5)
where
as(0) =
2πs+1
(s− 1
2
)Γ(s)
∑
r|6
µ(r)
∑
0<c≡0(6/r)
(c,r)=1
k(−r, 0; c)
(c
√
r)2s
. (4.6)
Here k(a, b; c) is the ordinary Kloosterman sum. Exact formulas for the coefficients as(n),
n 6= 0, are given in [2], but we will need only the crude estimate
as(n)≪ e6π
√
n uniformly for s ∈ [1, 3
2
],
from [2, (4.5)]. The constant coefficient as(0) simplifies in the following way.
Lemma 6. For Re(s) > 1
2
we have
as(0) =
4πs+1
(2s− 1)Γ(s)(2s − 1)(3s − 1)ζ(2s) . (4.7)
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Proof. Evaluating the Kloosterman sums in (4.6) gives∑
0<c≡0(6/r)
(c,r)=1
k(−r, 0; c)
(c
√
r)2s
=
µ(6
r
)rs
62s
∑
c>0
(c,6)=1
µ(c)
c2s
, (4.8)
where we have replaced c by 6c
r
and used the fact that µ(6c
r
) = 0 unless (c, 6
r
) = 1. Therefore∑
r|6
µ(r)
∑
0<c≡0(6/r)
(c,r)=1
k(−r, 0; c)
(c
√
r)2s
=
1
62s
∑
r|6
rs
∑
c>0
(c,6)=1
µ(c)
c2s
=
1
(2s − 1)(3s − 1)ζ(2s) ,
and the lemma follows. 
We will write the coefficients a(n, 3
4
) in terms of the traces Trn(f) by modifying the proof
of Proposition 7 of [4]. We begin by noting that f(τ, s) is related to the function P1(τ, s)
defined in (2.7) of that paper by
P1(τ, 2s− 12) =
2Γ(s+ 1
4
)√
πΓ(s− 1
4
)
f(τ, 2s− 1
2
).
Suppose first that n < 0. Following the proof of [4, Proposition 7], we find that
|n|− 14
∑
Q∈Γ\Qn
P1(τQ, s) =
2
√
2πΓ( s+1
2
)
Γ( s
2
)
|n|− 14
∑
Q∈Γ∞\Qn
Q=[a,b,c]
(
12
b
)
a−
1
2 Is− 1
2
(
π
√|n|
a
)
e
(
b
2a
)
.
Then the argument which follows [4, (5.15)] shows that
|n|− 14
∑
Q∈Γ\Qn
P1(τQ, s) =
4
√
π Γ( s+1
2
)
Γ( s
2
)
|n|− 14
∑
c>0
Ac(
1−n
24
)
c
Is− 1
2
(
π
√|n|
6c
)
.
It follows that
a(n, 3
4
) =
1
2
√
|n|
∑
Q∈Γ\Qn
f(τQ) if n < 0. (4.9)
For nonsquare n > 0 we can apply [4, Proposition 7] directly, and we find that
a(n, 3
4
) =
1
4
√
π
∑
Q∈Γ\Qn
∫
CQ
f(τ)
dτ
Q(τ, 1)
if n > 0. (4.10)
5. The square-indexed coefficients and the proof of Theorem 3
To describe the square-indexed coefficients, we define the dampened functions fQ(τ) which
appear in (2.6). Suppose that n ≡ 1 (mod 24) is square and let Q ∈ Qn. Then Q(x, y) = 0
has two rational roots which correspond to cusps a1 and a2 in P
1(Q), and CQ is defined as
the geodesic connecting a1 and a2. For each i there is a unique ri and a unique γi ∈ Γ∞\Γ
such that
γiWriai =∞.
Following the method of [4] (see (3.13) of that paper) we define
f˜Q(τ, s) :=
∑
r|6
µ(r)
∑
γ∈Γ∞\Γ
γWrai 6=∞
φs(Im γWrτ)e(−Re γWrτ). (5.1)
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With the notation of [4] we have
P1,Q(τ, 2s− 12) =
2Γ(s+ 1
4
)√
πΓ(s− 1
4
)
f˜Q(τ, 2s− 12).
Let Γ∗ be the group generated by Γ and the Atkin-Lehner involutions Wr for r | 6. Matrices
γ = ( a bc d ) ∈ Γ∗ act on Q ∈ Qn by
γQ(x, y) = Q(dx− by,−cx+ ay).
Then for γ ∈ Γ∗ we have
γτQ = τγQ (5.2)
and
d(γτ)
γQ(γτ, 1)
=
dτ
Q(τ, 1)
. (5.3)
For σ ∈ Γ0(6) we have
f˜σQ(στ, s) = f˜Q(τ, s), (5.4)
and, for r | 6, (4.1) gives
f˜WrQ(Wrτ, s) = µ(r)f˜Q(τ, s). (5.5)
As will be seen in the proof of Proposition 7 below, the function a(n, s) has a pole at
s = 3
4
which arises from integrating the constant term in the Fourier expansion of f˜Q(τ, s).
Motivated by this, we define
fQ(τ, s) := f˜Q(τ, s)− as(0)y1−s. (5.6)
In particular, with fQ(τ) := fQ(τ, 1) and f˜Q(τ) := f˜Q(τ, 1), Lemma 6 gives
fQ(τ) = f˜Q(τ)− 12. (5.7)
The next result gives the evaluation of the coefficients of square index.
Proposition 7. Suppose that n ≡ 1 (mod 24) is square. Let Trn(f) and h∗(n) be defined
by (2.6) and (1.5). Then
c(s)a(n, s) =
χ12(
√
n)
s− 3
4
+
2π√
n
χ12(
√
n)h∗(n) +
π
6
Trn(f) +O
(
s− 3
4
)
(5.8)
uniformly for s ∈ (3
4
, 1].
To prove the proposition we will need the following lemma, which describes a set of
representatives for Γ\Qn when n is square. We omit the proof, as it follows along the same
lines as the proof of [3, Lemma 3].
Lemma 8. Suppose that n = b2 with (b, 6) = 1. Then
Γ\Qn ∼=
{
Wr[0, b, c] : c mod b
}
, (5.9)
where
r =

1 if b ≡ 1 (mod 12),
2 if b ≡ 7 (mod 12),
3 if b ≡ 5 (mod 12),
6 if b ≡ 11 (mod 12).
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Proof of Proposition 7. From (5.4) of [4] and (3.4) we find that
a(n, s) =
Γ(2s)
2
√
π Γ(s− 1
4
)
∑
Q∈Γ\Qn
∫
CQ
f˜Q(τ, 2s− 12)
dτ
Q(τ, 1)
. (5.10)
Write n = b2 and let r ∈ {1, 2, 3, 6} be as in Lemma 8. By Lemma 8, (5.1), (5.2), (5.5), and
the fact that µ(r) = χ12(
√
n) we have∑
Q∈Γ\Qn
∫
CQ
f˜Q(τ, 2s− 12)
dτ
Q(τ, 1)
= χ12(
√
n)
∑
c mod b
∫ − c
b
+i∞
− c
b
f˜[0,b,c](τ, 2s− 12)
dτ
bτ + c
.
Let g = (b, c), write b = gb′ and c = gc′, and choose γc =
(
u −c′
6v b′
) ∈ Γ0(6). Then γcW6∞ =
− c′
b′ . We replace τ by γcW6τ . Since γcW6[0,−b′, v] = [0, b′, c′], (5.2) and (5.3) give∫ − c′
b′+
i
b′
√
6
− c′
b′
f˜[0,b,c](τ, 2s− 12)
dτ
bτ + c
=
1
g
∫ v
b′+i∞
v
b′+
i
b′
√
6
f˜[0,b,−v](τ, 2s− 12)
dτ
b′τ − v .
It follows that∫ − c
b
+i∞
− c
b
f˜[0,b,c](τ, 2s− 12)
dτ
bτ + c
=
1
b
∫ ∞
1
b′
√
6
(
f˜[0,b,c](− c′b′ + iy, 2s− 12) + f˜[0,b,−v]( vb′ + iy, 2s− 12)
)
dy
y
. (5.11)
The cusps a1, a2 associated to Q = [0, b, c] are given by a1 =∞ and a2 = − c′b′ , so we have
γ1Wr1 = (
1 0
0 1 ) and γ2Wr2 = (
w ∗
b′ c′ ) , (5.12)
for some w ∈ Z. Thus, by (5.1) and (4.5) we have the Fourier expansion
f˜[0,b,c](− c′b′ + iy, s) = as(0)y1−s
− 2π√
b′y
Is− 1
2
(
2π
b′y
)
e
(
−w
b′
)
+ 2
√
y
∑
n 6=0
as(n)Ks− 1
2
(2π|n|y)e
(
−c
′n
b′
)
. (5.13)
The contribution from the constant term as(0)y
1−s of f˜[0,b,∗](τ, s) to the right-hand side of
(5.11) equals
2
b
a2s− 1
2
(0)
∫ ∞
1
b′
√
6
y
3
2
−2s dy
y
=
1
b
6s−
3
4 (b′)2s−
3
2a2s− 1
2
(0)
1
s− 3
4
. (5.14)
By the estimates (4.4) and (4.5) of [2], which are valid uniformly for s ∈ [3
4
, 1], we have
2
√
y
∑
n 6=0
a2s− 1
2
(n)K2s−1(2π|n|y)e
(
−c
′n
b′
)
≪ e−πy as y →∞. (5.15)
Then, using that Is(y)≪ ys uniformly for s ∈ [34 , 1] as y → 0, we conclude that
f[0,b,c](− c′b′ + iy, 2s− 12)≪ y
1
2
−2s as y →∞.
It follows that the contribution from f[0,b,∗](τ, s) to the right-hand side of (5.11) converges
uniformly for s ∈ [3
4
, 1].
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Therefore
1
b
∫ ∞
1
b′
√
6
(
f[0,b,c](− c′b′ + iy, 2s− 12) + f[0,b,−v](− vb′ + iy, 2s− 12)
) dy
y
=
1
b
∫ ∞
1
b′
√
6
(
f[0,b,c](− c′b′ + iy) + f[0,b,−v](− vb′ + iy)
) dy
y
+O(s− 3
4
)
=
∫ − c
b
+i∞
− c
b
f[0,b,c](τ)
dτ
bτ + c
+O(s− 3
4
),
where, in the last line, we have reversed the calculations from above. From (3.5) and (4.7)
we have
Γ(2s)
2
√
π Γ(s− 1
4
)
6s−
3
4 c(s)a2s− 1
2
(0) = 1.
With (5.14) and (3.13) this gives
c(s)a(n, s) =
χ12(
√
n)√
n
∑
c mod
√
n
( √
n
(c,
√
n)
)2s− 3
2 1
s− 3
4
+
1
12
∑
Q∈Γ\Qn
∫
CQ
fQ(τ)
dτ
Q(τ, 1)
+O(s− 3
4
).
We have the series expansion x2s−
3
2 = 1 + 2 log x (s− 3
4
) + O(s− 3
4
)2. Using Lemma 8 and
(1.5) we see that for square n, we have
h∗(n) =
1
π
∑
ℓ2|n
log
√
n
ℓ2
∑
[a,b,c]∈Γ\Qn/ℓ2
(a,b,c)=1
1 =
1
π
∑
c mod
√
n
log
( √
n
(c,
√
n)
)
. (5.16)
The proposition follows. 
We also require a short lemma.
Lemma 9. If n > 0 then
∂
∂s
Wn(y, s)
∣∣∣
s= 3
4
= 4πe−
πny
12 α
(
ny
6
)
. (5.17)
Proof. By [17, (9.222.1)] we have the integral representation
W 1
4
,s− 1
2
(y) =
yse−
y
2
Γ(s− 1
4
)
∫ ∞
0
e−ytts−
5
4 (1 + t)s−
3
4 dt.
Differentiating under the integral sign, we find that
∂
∂s
W 1
4
,s− 1
2
(y)
∣∣∣
s= 3
4
= y
1
4 e−
y
2
(
log y − ψ
(
1
2
))
+
y
3
4 e−
y
2√
π
∫ ∞
0
e−ytt−
1
2 log t dt+
y
3
4 e−
y
2√
π
∫ ∞
0
e−ytt−
1
2 log(1 + t) dt,
where ψ(z) = Γ
′
Γ
(z) is the digamma function. By [17, (4.352.1)] we have∫ ∞
0
e−ytt−
1
2 log t dt =
√
π
y
(
ψ
(
1
2
)
− log y
)
,
from which the lemma easily follows. 
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We now prove Theorem 3.
Proof of Theorem 3. After Proposition 4 it remains only to show that H(τ) has Fourier
expansion (2.11). For the nonsquare coefficients, this follows from Proposition 4 and (4.9)–
(4.10). For square n > 0, the n-th term of H(τ) is given by
6
π
lim
s→ 3
4
+
(
c(s)a(n, s)Wn(y, s)− χ12(
√
n)
s− 3
4
e−
πny
12
)
e24(nx). (5.18)
By Lemma 9 we have the Taylor expansion
Wn(y, s) =Wn(y, 34) +
∂
∂s
Wn(y, s)
∣∣
s= 3
4
(s− 3
4
) +O(s− 3
4
)2
= e−
πny
12
[
1 + 4πα
(
ny
6
)
(s− 3
4
) +O(s− 3
4
)2
]
.
This, together with Proposition 7, shows that the expression (5.18) equals(
12√
n
χ12(
√
n)h∗(n) + Trn(f) + 24χ12(
√
n)α
(
ny
6
))
q
n
24 .
Theorem 3 follows. 
6. Theorems 1 and 2
We briefly sketch how Theorem 1 can be deduced from Theorem 4.2 of [10]. Let L be the
lattice of Example 2.1 of [10] with N = 1, and let h ∈ L′/L ∼= Z/2Z denote the non-trivial
element. With Hh(τ, 1) as in [10, Theorem 4.2] we have the relation
Z(τ) = 1
2
(HL(4τ, 1) +HL+h(4τ, 1)) . (6.1)
We note that there are a few errors in [10] which should be corrected as follows. First, the
term (1
2
log 2 + 1
4
γ) in Lemmas 8.5 and 8.6, and in the definition of F(t) in Theorem 4.1
should be changed to (log 2 + 1
2
γ) (see (8.10)–(8.12) of [10]). With the corrected definition
of F(t), we have
F(2√πym) = −2πα(4m2y).
In particular, Remark 4.3 no longer applies. Second, the constant terms in Theorem 4.2 (the
first and last lines of the formula for Hh(τ, 1)) should be multiplied by δh,0.
Theorem 1 can also be deduced directly in analogy with Sections 3–5 from the definition
of Z(τ) as a limit. Since this computation is quite involved, we give a sketch here. Let
c′(s) :=
24s−1Γ(s+ 1
4
)Γ(s− 1
4
)2ζ(2s− 1
2
)ζ(4s− 1)
πs+
3
4Γ(2s− 1)ζ(4s− 2) , (6.2)
and note that c′(3
4
) = 4π
3
. With P+0 (τ, s) as in Section 5 of [13] we define
Z(τ) :=
1
4π
lim
s→ 3
4
(
c′(s)P+0 (τ, s)−
θ(τ)
s− 3
4
)
. (6.3)
By (2.24) of [13], the contribution from the constant term of P+0 (τ, s) equals
1
4π
lim
s→ 3
4
(
22s−
1
2 c′(s)b0(0, s)
(2s− 1)Γ(2s− 1
2
)
y
3
4
−s − 1
s− 3
4
)
=
γ − log(16πy)
4π
. (6.4)
For d > 0 let Qd := {[a, b, c] : b2 − 4ac = d} and let Γ1 := PSL2(Z). Let b0(d, s) de-
note the d-th coefficient of P+0 (τ, s) (see [13, (2.20–21)]). For non-square d, the function
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b0(d, s) is analytic at s = 3/4, so the coefficients of non-square index in Z(τ) agree with the
corresponding coefficients of Ẑ+(τ).
Suppose that d > 0 is a square. By (4.5) of [3] we have
b0(d,
s
2
+ 1
4
) =
21−2sπ
s+1
2 Γ(s)
ζ(s)Γ( s
2
)2
∑
Q∈Γ1\Qd
∫
CQ
G0,Q(τ, s)
√
d dτ
Q(τ, 1)
, (6.5)
where G0,Q(τ, s) is a dampened version of the Eisenstein series G0(τ, s) defined in §4 of [13].
As in Lemma 8 we have
Γ1\Qd ∼= {[0, b, c] : c mod b} for d = b2. (6.6)
Following the proof of Proposition 7 above, we find that
b0(d,
s
2
+ 1
4
) =
22−2sπ
s+1
2 Γ(s)c0(0, s)
ζ(s)Γ( s
2
)2
∑
c mod b
(
b
(b, c)
)s−1
1
s− 1 +O(s− 1), (6.7)
where c0(0, s) =
√
π Γ(s−1/2)ζ(2s−1)
Γ(s)ζ(2s)
is the coefficient of y1−s in G0(τ, s). We replace s by 2s− 12
in (6.7) and multiply by c′(s). Since
c′(s)× 2
2−4sπs+
1
4Γ(2s− 1
2
)c0(0, 2s− 12)
ζ(2s− 1
2
)Γ(s− 1
4
)2
= 2Γ(s+ 1
4
),
we find, using (5.16), that
c′(s)b0(d, s) =
2
√
dΓ(s+ 1
4
)
s− 3
4
+ 4πΓ(s+ 1
4
)h∗(d) +O(s− 3
4
).
Using the Taylor expansion
(4πdy)−
1
4W 1
4
,s− 1
2
(4π|d|y)e(dx) = qd + 4πα(4dy)qd(s− 3
4
) +O
(
(s− 3
4
)2
)
,
we find that the d-th term in the Fourier expansion of Z(τ) equals
1
4π
lim
s→ 3
4
(
c′(s)b0(d, s)d−
1
2Γ(s+ 1
4
)−1(4πy)−
1
4W 1
4
,s− 1
2
(4πdy)e(dx)− 2q
d
s− 3
4
)
= 2α(4dy)qd + d−
1
2h∗(d)qd.
Theorem 1 follows.
We turn to the proof of Theorem 2. Recall (see [23] for example) that for each positive
discriminant d there exists a unique weight 3
2
weakly holomorphic modular form gd on Γ0(4)
of the form
gd(τ) = q
−d +
∑
0≤n≡0,3(4)
B(d, n)qn, (6.8)
where the B(d, n) are integers and B(d, 0) = −2δ(d). The first three forms are
g1 = q
−1 − 2 + 248 q3 − 492 q4 + 4119 q7 + . . . ,
g4 = q
−4 − 2− 26752 q3 − 143376 q4 − 8288256 q7 + . . . ,
g5 = q
−5 + 0 + 85995 q3 − 565760 q4 + 52756480 q7 + . . . .
To follow the notation in [14], we define
g0(τ) := Ẑ−(τ).
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Duke, Imamog¯lu and To´th [14, Prop. 4.1] proved that for any positive non-square dis-
criminant d we have
〈gd, g0〉reg = −3
4
h∗(d)√
d
,
where
〈gd, g0〉reg := lim
Y→∞
∫
FY (4)
gd(τ)g0(τ)y
3
2
dxdy
y2
and FY (4) is a fundamental domain for Γ0(4) truncated by removing Y -neighborhoods of
the cusps.
To define an inner product in the case when d is square, we adopt the strategy in a recent
paper of Bringmann, Diamantis, and Ehlen [7]. In that paper a general regularization of
the inner product of two weakly holomorphic modular forms was given by introducing extra
terms in two auxiliary variables. In this section and the next, we will adapt this strategy in
only the generality we need; in particular we require only one of the auxiliary variables for
each application.
The language of vector valued forms is most convenient in this section. Suppose that
f(τ) =
∑
n≡0,3(4)
a(n)qn is a weakly holomorphic modular form of weight 3/2 on Γ0(4) in the
plus-space, and write f(τ) = f e(τ) + f o(τ), where these denote the sums over even and odd
indices respectively. To f(τ) we associate the vector valued form
~f(τ) := f e(τ/4)e0 + f
o(τ/4)e1
Then ~f transforms in weight 3/2 with respect to a certain representation of Mp2(Z) (see e.g.
[7, §4.3] for details). Similarly, we write
~gd(τ) := g
e
d(τ/4)e0 + g
o
d(τ/4)e1 and
~Z(τ) := Ze(τ/4)e0 +Z
o(τ/4)e1.
Suppose that d > 0 is not square. Let FY be the standard fundamental domain for SL2(Z),
truncated at height Y . A computation as in [7, §4.3], using Lemma 3.2 of [14] shows that
〈gd, g0〉reg = 3
4
lim
Y→∞
∫
FY
~gd(τ) · ~g0(τ)y 32 dxdy
y2
. (6.9)
(We note that the constant 3
4
appears incorrectly as 3
2
in the corresponding computation of
[7, §4.3]; this arises from the fact that the relationship ξ 1
2
G = g in that section should read
ξ 1
2
(2G) = g.)
For any d > 0, we define
I(gd, g0; s) := lim
Y→∞
∫
FY
~gd(τ) · ~g0(τ)y 32−sdxdy
y2
. (6.10)
We will show that I(gd, g0; s) is defined for Re(s) sufficiently large, and that it has a mero-
morphic continuation to a neighborhood of s = 0. We may therefore define the extended
inner product
〈gd, g0〉4 := CT
s=0
(I(gd, g0; s)) (6.11)
as the constant term in the Laurent expansion at s = 0. By (6.9) we have
〈gd, g0〉4 = 4
3
〈gd, g0〉reg if d is not square;
this also follows from the computations below.
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To show that the definition makes sense, we truncate at y = 1 to obtain∫
FY
~gd(τ) · ~g0(τ)y 32−sdxdy
y2
=
∫
F1
~gd(τ) · ~g0(τ)y 32−sdxdy
y2
+
∫ Y
1
∫ 1
2
− 1
2
~gd(τ) · ~g0(τ)y 32−sdxdy
y2
.
Using Fourier expansions and integrating term by term, the second integral becomes
∫ Y
1
∑
n>0
H(n)B(d, n)e−πnyy−
1
2
−s dy − δ(d)
√
d
4
∫ Y
1
β 3
2
(πdy)eπdyy−
1
2
−s dy
+ δ(d)
∫ Y
1
(
1
6
− 1
2π
√
y
)
y−
1
2
−s dy. (6.12)
If {c(n)} are the coefficients of a weakly holomorphic modular form or a mock modular form,
then by [9, Lemma 3.4] we have the estimate
c(n)≪ eC
√
n for some C as n→∞. (6.13)
By [12, (8.11.2)] we have
βk(y)≪ y−ke−y as y →∞. (6.14)
We also have the crude estimate H(n)≪ n1+ǫ.
It follows that the integral defining I(gd, g0; s) converges for Re(s) >
1
2
. In the region of
convergence we have
I(gd, g0; s) = lim
Y→∞
[∫
FY
~gd(τ) · ~g0(τ)y 32−sdxdy
y2
− δ(d)
∫ Y
1
(
1
6
− 1
2π
√
y
)
y−
1
2
−s dy
]
+ δ(d)
∫ ∞
1
(
1
6
− 1
2π
√
y
)
y−
1
2
−s dy. (6.15)
By the discussion above, the first term is holomorphic in a neighborhood of s = 0. The
second term has a meromorphic continuation to s = 0. This justifies the definition (6.11),
and shows that we have
〈gd, g0〉4 = lim
Y→∞
[∫
FY
~gd(τ) · ~g0(τ)y 32 dxdy
y2
− δ(d)
(√
Y − 1
3
− log Y
2π
)]
− δ(d)
3
. (6.16)
Since ξ 1
2
Z = −2g0, we have
ξ 1
2
Ze(τ/4) = −ge0(τ/4), ξ 1
2
Zo(τ/4) = −go0(τ/4).
If g is holomorphic, then by Stokes’ theorem (see, e.g., [14, Lemma 3.2], noting that the
identity there should read dτdτ = −2i dxdy) we have∫
FY
g(τ)hτ (τ) dτdτ = −
∫
∂FY
g(τ)h(τ) dτ. (6.17)
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Therefore∫
FY
~gd(τ) · ~g0(τ)y 32 dxdy
y2
= −
∫
FY
(
ged
(
τ
4
)
ξ 1
2
Ze
(
τ
4
)
+ god
(
τ
4
)
ξ 1
2
Zo
(
τ
4
))
y−
1
2dxdy
=
∫
∂FY
(
ged
(
τ
4
)
Ze
(
τ
4
)
+ god
(
τ
4
)
Zo
(
τ
4
))
dτ
= −
∫ 1
2
+iY
− 1
2
+iY
(
ged
(
τ
4
)
Ze
(
τ
4
)
+ god
(
τ
4
)
Zo
(
τ
4
))
dτ.
Using the Fourier expansions (1.9) and (6.8), we find that∫
FY
~gd(τ) · ~g0(τ)y 32 dxdy
y2
= −h
∗(d)√
d
+ δ(d)
(√
Y
3
+
γ − log 4πY
2π
− α(dY )
)
−
∑
n>0
B(d, n)
h∗(−n)√
n
β 1
2
(πnY ). (6.18)
Since e−x ≤ x−1 for all x > 0, we have α(Y ) → 0 as Y → ∞. By (6.16), (6.18), (6.13),
and (6.14), we have
〈gd, g0〉4 = −h
∗(d)√
d
+ δ(d)
γ − log 4π
2π
,
and Theorem 2 follows.
7. Regularized Inner products for SL2(Z)
Here we prove an analogue of Theorem 2 for SL2(Z). Let F be the harmonic Maass form
of weight 3/2 and multiplier χ on SL2(Z) defined in (1.11). We also introduce a natural
infinite family of weakly holomorphic modular forms.
Lemma 10. For any integer d > 1 with d ≡ 1 mod 24, there exists a unique weight 3
2
weakly holomorphic modular form hd on SL2(Z) with multiplier χ such that
hd(τ) = q
− d
24 +
∑
−1≤n≡23(24)
A(d, n)q
n
24 .
Furthermore, we have A(d,−1) = −χ12(
√
d).
Proof. Leting j(τ) be the usual j-invariant and defining
Θ :=
1
2πi
d
dτ
= q
d
dq
,
we have
h25(τ) = −Θ(j(τ))
η(τ)
= q−
25
24 + q−
1
24 − 196882q 2324 − · · · .
The subsequent forms hd(τ) are constructed by multiplying h25(τ) by a suitable element of
C[j]. For instance, the next two forms are
h49(τ) = (j(τ)− 745)h25(τ) = q− 4924 + q− 124 − 21296875q 2324 − · · · ,
h73(τ) = (j(τ)
2 − 1489j(τ) + 357395)h25(τ) = q− 7324 − 842609326q 2324 − · · · .
The remaining claim follows from the fact that each hd(τ)η(τ) is a weakly holomorphic
modular form of weight 2 on SL2(Z). 
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We define in (7.1) an inner product 〈·, ·〉1 which extends the natural regularized inner
product, and we will prove
Theorem 11. Let f be the modular function on Γ0(6) defined in (2.2). Then for each
positive integer d ≡ 1 mod 24, we have
√
24 〈hd, F 〉1 = −Trd(f) + χ12(
√
d)
(
Tr1(f)− 12h
∗(d)√
d
− i
)
.
The usual regularized inner product of hd and F is given by
〈hd, F 〉reg = lim
Y→∞
∫
FY
hd(τ)F (τ)y
3
2
dxdy
y2
.
The computation below will show that 〈hd, F 〉reg exists if and only if d is not square, and
that √
24 〈hd, F 〉reg = −Trd(f) if d is not square.
We again adopt the strategy from [7] to extend the inner product to the case when d is
square. Since there are exponentially growing terms in this case (see below) the extension
differs from that of the last section.
Define
I(hd, F ;w) :=
∫
F
hd(τ)F (τ)y
3
2 e−wy
dxdy
y2
.
The integral converges when Rew ≫ 0. We will show that there is an analytic continuation
to w = 0; we then define
〈hd, F 〉1 := I(hd, F ; 0). (7.1)
For Rew ≫ 0, we have
I(hd, F ;w) = lim
Y→∞
(∫
F1
hd(τ)F (τ)y
− 1
2 e−wydxdy +
∫ Y
1
∫ 1
2
− 1
2
hd(τ)F (τ)y
− 1
2 e−wydxdy
)
.
Integrating term by term (note that s(0) = − 1
12
) yields∫ Y
1
∫ 1
2
− 1
2
hd(τ)F (τ)y
− 1
2 e−wydxdy
=
χ12(
√
d)
12
∫ Y
1
y−
1
2 e(
π
6
−w)ydy − χ12(
√
d)
√
d
2
∫ Y
1
y−
1
2 e(
dπ
6
−w)yβ 3
2
(
πdy
6
)
dy
+
χ12(
√
d)
2
∫ Y
1
y−
1
2 e(
π
6
−w)yβ 3
2
(
πy
6
)
dy +
∑
n>0
A(d, n)s
(
n+ 1
24
) ∫ Y
1
y−
1
2 e(−
πn
6
−w)ydy.
By (6.13) and (6.14), we see that all but the first integral on the right side converge absolutely
on Rew ≥ 0 as Y →∞.
For Rew ≫ 0, we have
I(hd, F ;w) = lim
Y→∞
(∫
FY
hd(τ)F (τ)y
3
2 e−wy
dxdy
y2
− χ12(
√
d)
12
∫ Y
1
y−
1
2 e(
π
6
−w)ydy
)
+
χ12(
√
d)
12
∫ ∞
1
y−
1
2 e(
π
6
−w)ydy.
22 SCOTT AHLGREN, NICKOLAS ANDERSEN, AND DETCHAT SAMART
Using (1.1), the last term is
χ12(
√
d)
12
√
π√
w − π
6
β 1
2
(
w − π
6
)
,
so we have
〈hd, F 〉1 = I(hd, F ; 0) = lim
Y→∞
(∫
FY
hd(τ)F (τ)y
3
2
dxdy
y2
− χ12(
√
d)
12
∫ Y
1
y−
1
2 e
πy
6 dy
)
− i χ12(
√
d)√
24
β 1
2
(
−π
6
)
. (7.2)
We turn to the proof of Theorem 11. Since −√24F (τ) = ξ 1
2
H(τ), arguing as above using
(6.17) gives∫
FY
hd(τ)F (τ)y
3
2
dxdy
y2
=
1√
24
∫
∂FY
hd(τ)H(τ)dτ =
−1√
24
∫ 1
2
+iY
− 1
2
+iY
hd(τ)H(τ)dτ.
Integrating term by term gives
√
24
∫
FY
hd(τ)F (τ)y
3
2
dxdy
y2
= −Trd(f) + χ12(
√
d)
(
Tr1(f)− 12h
∗(d)√
d
)
+ iχ12(
√
d)
(
β 1
2
(−πY
6
)
− 1
)
− 24χ12(
√
d)
(
α
(
dY
6
)
− α
(
Y
6
))
−
∑
n>0
A(d, n)
Tr−n(f)√
n
β 1
2
(
πnY
6
)
. (7.3)
Using (2.9) and (2.10), we find that
β 1
2
(−πY
6
)
− 1 = β 1
2
(−π
6
)
− 1− i√
6
∫ Y
1
y−
1
2 e
πy
6 dy. (7.4)
Theorem 11 follows from (7.2), (7.3), and (7.4).
In closing, we remark that by generalizing these arguments it would be possible to inves-
tigate inner products of larger families of forms in the spirit of [7] and [14].
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