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We present a proposal of a set-up to measure the work distribution of a process acting on a
quantum system emulated by the transverse degrees of freedom of classical light. Hermite-Gaussian
optical modes are used to represent the energy eigenstates of a quantum harmonic oscillator prepared
in a thermal state. The Fourier transform of the work distribution, or the characteristic function, can
be obtained by measuring the light intensity at the output of a properly designed interferometer. The
usefulness of the approach is illustrated by calculating the work distribution for a unitary operation
that displaces the linear momentum of the oscillator. Other types of processes and quantum systems
can be implemented with the same scheme. We also show that the set-up can be used to investigate
the energy distribution for open dynamics described by completely positive maps. We discuss the
feasibility of the experiment, which can be realized with simple linear optical components.
PACS numbers:
I. INTRODUCTION
Recent developments in the intersection of thermody-
namics, information theory and quantum mechanics, gen-
erated an increasing interest in the non-equilibrium be-
havior of small systems, specially in what concerns the
applicability and meaning of the second law of thermo-
dynamics [1–4].
The second law states that, if a classical system is
driven from an initial equilibrium state by means of a
given process, the workW done on the system must obey
the relation W ≥ ∆F , with ∆F being the difference in
the free energies between the final and the initial equi-
librium states. This is valid in the thermodynamic limit,
where fluctuations are suppressed, and is independent of
the underlying microscopic theory. When the number
of degrees of freedom decreases, quantum and classical
fluctuations come into play and we expect to observe vi-
olations of this relation. However, we also expect that the
second law must be obeyed on average, i.e. 〈W〉 ≥ ∆F ,
where the average is taken over many repetitions of the
same process.
At this level, quantities like work and heat must be
described by probability distributions and in order to
obtain these distributions, two projective energy mea-
surements must be performed on the system. One be-
fore and another after some particular process of interest
takes place. To be specific, let us consider the following
protocol. A system S, whose Hamiltonian is HS(t) and
initially in the thermal state ρIS , is driven by an external
agent to the final state ρFS by means of a unitary transfor-
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mation U(t). During the process, an amount W of work
is done on the system. The microscopic work performed
on the system in each run is defined as [5–7]
W = εFm − εIn, (1)
where εIn and ε
F
m are the results of energy measurements
at the beginning and at the end of the process, respec-
tively.
Considering this protocol, the probability that one
finds the system in the m-th eigenstate of the final Hamil-
tonian given that it was in the n-th eigenstate of the
initial Hamiltonian is
pm,n =
e−βε
I
n
ZI
|〈φFm|U(t)|φIn〉|2
≡ pn|〈φFm|U(t)|φIn〉|2, (2)
where β is the inverse temperature (Boltzmann constant
is equal to one) of the initial state, U(t) is an operator
representing the process and {|φI(F )m 〉} is the set of eigen-
vectors of the system initial (final) Hamiltonian, and ZI
is the initial partition function. With this definition we
can readily write the probability density of work distri-
bution
P (W) =
∑
m,n
pm,nδ
[W − (εFm − εIn)] , (3)
from which we can compute the mean value 〈W〉.
Despite its importance, experimental investigations of
this relation for classical [8–11] and quantum systems
[12, 13] are rare. In the classical case the difficulty arises
because we need to control the system whose energy is of
the order of the thermal fluctuations, while in the quan-
tum case it appears mainly due to the necessity of per-
forming two projective energy measurements on the sys-
tem. However, a new idea that offers a way to avoid
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2these measurements came out recently [14, 15], allowing
the investigation of such relations in a nuclear magnetic
resonance setup [13]. The idea relies on the reconstruc-
tion of the characteristic function
G (s) =
∑
m,n
pm,ne
is(εFm−εIn). (4)
which is defined as the Fourier transform of the work
distribution, Eq. (3), by encoding the information about
the energy eigenvalues in the phases of an interfering sys-
tem in a suitably designed interferometer. Such phases
can then be measured in the form of oscillations at the
output.
Here, we study the work distribution for a process act-
ing on a quantum harmonic oscillator emulated by an
optical system. The emulation of other kinds of systems
and the implementation of a variety of processes is dis-
cussed in the final part of the paper. Light beams pre-
pared in Hermite-Gaussian modes are analog to the en-
ergy states of the quantum harmonic oscillator [16]. The
statistical mixture of these modes with proper weights is
equivalent to preparing an analog system in the thermal
equilibrium state. This analogy comes from the equiv-
alence between the paraxial wave equation and the 2-
D Schro¨dinger equation. We show that preparing these
light beams in a thermal state, and sending them through
an interferometer, it is possible to measure the charac-
teristic function corresponding to the work distribution
due to a process acting on the system. The work is done
through a unitary process implemented by the propaga-
tion of light through a linear optical device inside the
interferometer. We present an example of process that
illustrates the method. We also generalize the set-up
to include the study of open system dynamics, and to
measure the energy (work and heat) distribution for any
completely positive map. The simplicity of this scheme
allows a high level of control and the study of energy
distributions that would be eventually hard to treat the-
oretically. It is also a candidate to extrapolate some the-
oretical limits, by studying for instance the transition
from the quantum to the classical regime.
II. EXPERIMENTAL SET-UP AND PROTOCOL
A. The system
In this work we are concerned with paraxial fields. An
intuitive way of defining paraxial fields is given by geo-
metric optics, where light is represented by rays. Paraxial
rays are those that lie at small angles to the optical axis
of the system under consideration. In physical optics, a
paraxial field can be described as A (x, z) = Ψ (x, z) eikz,
with z being the direction of propagation and k the
wavenumber. For simplicity, we only consider one trans-
verse direction, here denoted by x. The generalization for
two dimensions is straightforward by replacing x with a
vector ~r = xiˆ+ yjˆ. Therefore, Ψ (x, z) describes the field
in the transverse direction at longitudinal points z. The
Helmholtz paraxial equation describes the propagation of
light in this approximation, and can be written as [17]
i
k
∂Ψ (x, z)
∂z
=
[
− 1
2k2
∂2
∂x2
+
∆n(x)
n0
]
Ψ (x, z) , (5)
where ∆n(x)/n0 is a transverse spatial modulation of the
index of refraction. We can see that Eq. (5) is analog to
the time dependent Schro¨dinger equation if we identify
Ψ (x, z) with the wave function and ∆n(x)/n0 as the po-
tential V (x). In this picture, the propagation along the
optical axis z plays the role of time evolution and the
wavelength of light λ = 2pi/k the role of Planck’s con-
stant h. Therefore, by properly modulating the index of
refraction we can implement some specific potential and
then study the analog quantum system.
Here we will use this analogy to demonstrate that it
is possible to implement the protocol described in Refs.
[14, 15] for the determination of the work distribution
using an optical system. According to this scheme, one
must have some work performed on the system and also
free evolutions. The work can be implemented for the
case of optical modes by means of propagation through
some linear optical device (a phase mask), correspond-
ing to a unitary transformation of the modes. However,
the free evolution is not achieved with free propagation,
which actually realizes evolution without the potential
V (x). The free evolution is implemented with an optical
transformation, so that the optical mode only acquires
a global phase. We analyse in detail the case where
Hermite-Gaussian (HG) modes emulate the states of a
quantum harmonic oscillator (QHO), and discuss briefly
the extension to Laguerre-Gaussian modes. An inter-
esting way of understanding the analogy between HG
modes and the QHO is shown in Ref. [18], in terms of
coordinates transformation. The important point is that
the energy eigenstate of the QHO is isomorphic to the
envelope field distribution of a HG mode. As a result,
the propagation of the HG mode in free space changes
this envelope focusing or diverging. Therefore, in order
to control the evolution of QHO state by manipulating
the HG mode, one uses the stroboscopic evolution. This
means that we prepare a given state in the envelope dis-
tribution of the HG mode in a given position zin, and
propagate it through linear optical devices in order to
obtain an evolved state at another position zout.
The free evolution of the QHO is obtained by sub-
jecting the HG mode to the so called Fractional Fourier
Transform (FRFT). This is an integral transform that
has found use in quantum mechanics [19–22], signal pro-
cessing, and optics [23–26], as it may be implemented
in optical systems easily. The symmetric lens system
shown in Fig. 1 realizes the optical FRFT. The field dis-
tribution at the input plane Ψ(x, zin) is transformed into
another distribution Ψα(x, zout) at the output plane by
means of free propagation, propagation through a lens,
and another free propagation. It is characterized by a
continuous order parameter α ∈ [0, 2pi] that is related to
3the distance zα by zα = 2f sin
2(α/2), and can be defined
as the operator [23]
Vα = e
−iαP2+X22 , (6)
where X and P are the dimensionless position and mo-
mentum operators, respectively.
In other words, this operation corresponds to a rota-
tion of the QHO by an angle α in the phase space, or a
free evolution according to the QHO Hamiltonian. When
compared to the optical Fourier Transform, the FRFT is
a similar but a more general transformation, with the
Fourier Transform being a special case with α = pi/2.
For instance, in the experimental scheme of Fig. 1 one
sets zα = f to implement the optical Fourier Transform.
The mathematical statement of the action of the FRFT
on the Hermite-Gaussian modes can be obtained by
noticing that they represent the eigenmodes of the system
Hamiltonian (the energy eigenstates), and are therefore
the eigenfunctions of the Vα operator [25]
Vαφn = e
−iαεnφn, (7)
where φn(x) = 〈x|φn〉 is the position representation of
the n-th eigenvector associated with the n-th eigenvalue
εn of the system Hamiltonian.
From the experimental point of view, the application of
Vα on the eigen-mode φn encodes the information about
the order of the mode n (the system energy) in its optical
phase. This is a crucial point for the measurement of the
characteristic function. Moreover, the free parameter α
can be experimentally controlled by varying zα and f
(see Fig. 1).
f
zα
zα
zin
zout
Figure 1: (color online) Optical implementation of the frac-
tional Fourier transform. A lens with focal length f is placed
equidistant between the input and output planes, located at
zin and zout, respectively. The distance zα is related to the pa-
rameter α and to the focal length f by zα = 2f sin
2(α/2). The
output field, Ψα(x, zout), is given by the fractional Fourier
transform of the input field, Ψ(x, zin), in the x coordinate
plane.
B. The optical interferometer
Here we present a general discussion about the pro-
posed set-up, leaving all the technical details to Appendix
A. Consider the interferometer sketched in Fig. 2, which
was built inspired on Refs. [14, 15]. Let us first analyze
it for one input mode φIn prepared in a Hermite-Gaussian
mode, which corresponds to an eigenstate of order n of
the system Hamiltonian. For simplicity, only one dimen-
sion x is considered and therefore only one label for the
modes is needed. However, the generalization for two
dimensions is straightforward.
The considered mode is split at the input of the inter-
ferometer, and in each path it undergoes distinct evolu-
tions.
D0
D1
ρ0
P
Z
T
M
BS
BS
VαU(τ)
U(τ)V
′
α
Figure 2: (color online) Physical implementation of the pro-
tocol to measure the characteristic function. In the optical
interferometer the input state is split. In the upper path it
is imaged by a lens onto the FRFT device that realizes the
free evolution Vα (see Fig. 1). After the FRFT the process
denoted by U(τ) is implemented and another lens images the
final transverse distribution onto the output. In the lower
path a similar scheme is realized, but it first goes through the
process and then to the free evolution V ′α according to the
new Hamiltonian. M is a mirror, D0 and D1 are bulk de-
tectors, and PZT is used to control the phase difference and
to alternate between the real and the imaginary parts of the
characteristic function.
In the upper path, we have the following transforma-
tion:
φIn → Free evolution→ φIne−iε
I
ns →
→ Process→ e−iεIns
∑
m
cm,nφ
F
m. (8)
The phase factor after the second arrow appearing in Eq.
(8) follows from Eq. (7), with α replaced with s. The
coefficients cm,n describe the overlap between the input
mode n and the m-th component of the output mode,
after the process, in terms of the final Hamiltonian basis.
4In order to implement the stroboscopic evolution, we use
two additional lenses in each path. In the upper path,
one of these lenses images the input plane of the inter-
ferometer onto the input plane of the FRFT device. The
output plane of the FRFT is the input plane for the de-
vice realizing the process, and the other lens images the
output plane of the process device onto the output plane
of the interferometer. Similar procedure is followed in
the lower path. The role of these lenses is to avoid free
propagation of the optical modes, keeping the evolution
of the spatial transverse distribution under control. The
optical imaging realized by a lens reproduces the field
distribution of the input plane in the output plane apart
from a constant phase factor. This phase factor can be
factored out. We are not accounting for it in the cal-
culations because the total phase difference between the
fields in the two paths can be controlled with the help of
a piezoelectric actuator (PZT) in one of the mirrors.
In the lower path the transformation is
φIn → Process→
∑
m
cm,nφ
F
m →
Free evolution→
∑
m
cm,nφ
F
me
−iεFms. (9)
It is important to note here that the free evolution, in this
last case, is generated by the final Hamiltonian, since this
occurs after the process, which may change the system
Hamiltonian.
Taking into account the evolutions in both arms of the
interferometer, the light intensity at the output is then
proportional to
In ∝ 2An +Re
{∑
m
|cm,n|2 ei(εFm−εIn)s
}
. (10)
This result was obtained assuming that we have 50:50
beam splitters at the input and output and we have de-
noted by An, the intensity in each arm of the interferom-
eter.
We recall that the expansion coefficient
cm,n =
∫ ∫
dx
′
dx
[
φFm(x
′
)
]∗
U(x
′
, x, t)φIn(x), (11)
is the transition amplitude from mode φIn(x) to mode
φFm(x) due to the action of the process, written in terms of
the functions describing the spatial transverse structure
of the optical modes.
As a final step, we sum up over the incoherent contri-
butions of all modes composing the initial thermal state
ρIS =
∑
n p
I
n|φIn〉〈φIn| resulting in
I ∝ 2A+Re
{∑
m,n
pIn|cm,n|2 ei(ε
F
m−εIn)s
}
, (12)
where A is the intensity in each path of the interferometer
summing up over the contributions of all input modes.
Comparing this result with the characteristic func-
tion in the form given by Eq. (4), we can immediately
see that the intensity I is proportional to its real part
I ∝ 2A + Re [G(s)], apart from the constant factor 2A.
In this calculation, we considered that the overall phase
difference between upper and lower paths was zero. How-
ever, the phase difference can be controlled using the PZT
shown in Fig. 2, so that we can set it to pi/2 in order to
measure the imaginary part of characteristic function.
It is usual in optical interferometers to finely displace
one of the mirrors with a PZT in order to observe oscilla-
tions of the output intensity and determine for instance,
the visibility of the interference between the fields in the
two paths. In the present application, the PZT is used
to stabilize the phase difference in zero or pi/2, and the
oscillations of the output intensity are due to the varia-
tion of the parameter α of the free evolution Vα realized
by the FRFT device, which is equivalent to varying the
time of the free evolution.
The input state consists of a mixture of Hermite-
Gaussian (HG) modes weighted by the Maxwell-
Boltzmann distribution coefficients dependent on the
temperature, or the coefficients pn of Eq. 2. However, as
we have seen in the analysis of the interferometer, we can
make one experiment for each HG mode separately and
register the values of the output intensities for the real
and imaginary parts. Having the data for all relevant
modes, we can simply sum up all intensities with the
corresponding Boltzmann weights for each mode. The
Fourier analysis of this sum of intensities gives us the
transition probabilities and we can reconstruct the char-
acteristic function. This procedure is valid because there
is no mutual coherence between two distinct input HG
modes, as they belong to a thermal equilibrium state,
which is a maximally mixed state. The relevant modes
are those for which the coefficients pn are non-negligible
at a given temperature. In practice, we define a cut-off
value for the coefficient. Below the cut-off it is not nec-
essary to perform the experiment with the corresponding
HG mode, because it practically does not contribute to
the work distribution.
C. Example
Figure 3: (color online) Refraction through a prism. The
change in the direction of propagation realizes the displace-
ment operator for the transverse momentum.
In previous sections, we showed that the optical inter-
5ferometer can be used to measure the characteristic func-
tion for an arbitrary process acting on a QHO and then
to reconstruct the associated work distribution. Now,
as an illustrative example we choose a particular process
which displaces the linear momentum of the oscillator
by p0. This can be achieved experimentally by a proper
refraction of the light beam. See Fig. 3 for a possible
simple implementation. In this case, the initial and final
Hamiltonians in the Schro¨dinger picture, are given by
HI =
P2
2m
+
mω2
2
X2, (13)
and
HF =
(P+ p0)
2
2m
+
mω2
2
X2, (14)
where P and X are the linear momentum and position
operators respectively. As the initial and final Hamil-
tonians are connected by a similarity transformation
HF = D
†(p0)HID(p0), they have the same energy spec-
trum
εFn = ε
I
n ≡ εn = ~ω
(
n+
1
2
)
, n = 0, 1, 2, ...,
with the displacement operator D(p0) being defined as
D(p0) ≡ e−ip0X/~. (15)
The eigenvectors of HI are Fock states |φIn〉 = |n〉
(Hermite-Gaussian modes in the space representation),
while the eigenvectors of HF are |φFn 〉 = D†(p0)|n〉. The
evolution between such Hamiltonians is made by a sud-
den quench [27], which means that limδt→0 U(t+ δt, t) =
1. Therefore, the coefficient (11) reduces to
cm,n =
∫
dxφIm(x)φ
I
n(x)e
−ip0x/~, (16)
whose expression is developed in the Appendix B. Con-
sidering this process we can compute the characteristic
function as
G (s) =
∑
m,n
pInq
2(m+n)
0 e
−q20/2
2m+nn!m!
eis(m−n)
×
∣∣∣∣∣∣
min(m,n)∑
r=0
r!2r
(
m
r
)(
n
r
)
(−iq0)−2r
∣∣∣∣∣∣
2
, (17)
from which follows the work distribution
P (ζ) =
∑
m,n
pInq
2(m+n)
0 e
−q20/2
2m+nn!m!
δ [ζ − (m− n)]
×
∣∣∣∣∣∣
min(m,n)∑
r=0
r!2r(−iq0)−2r
(
m
r
)(
n
r
)∣∣∣∣∣∣
2
, (18)
where P (ζ) is obtained by simply Fourier transforming
G (s), and ζ = W/~ω is a dimensionless quantity mea-
suring work in units of ~ω, while q0 = p0/
√
mω~ is a
dimensionless scale for the quench. m and ω character-
ize the oscillator.
Fig. 4 shows the behavior of the characteristic function
and the work distribution for some values of q0 and for
some temperatures of the initial thermal state expressed
in terms of the ratio ~ω/kT .
III. EXPERIMENTAL VIABILITY
The proposed experiment is rather simple and allows
a high degree of control over the parameters of the sys-
tem and process. This is because the use of interferom-
eters and the optical tools necessary for the implemen-
tation are very well developed. A detailed description
of one possible implementation is given in Appendix A.
However, there some technical challenges that must be
overcome in a real set. The first one and probably the
hardest is the implementation and control of the FRFT
inside the interferometer. The control parameter α must
be varied in order to obtain the desired oscillations whose
frequencies encode the energy difference of the transitions
induced by the process. This can be accomplished by
varying the focal length f of the lens and the propagation
distances zα (See Fig. 1 for the optical implementation
of the FRFT) before and after it simultaneously, taking
care to respect the relation zα = 2f sin
2(α/2) between
them. Even though lenses with variable focal lengths are
commercially available, the simultaneous control of the
focal length and free propagation distances resulting in
a controlled variation of the FRFT order α has not yet
been reported as far as we know.
Another difficulty concerns the stabilization of the
phase difference of the interferometer in zero or pi/2
and the proper production and alignment of Hermite-
Gaussian modes through the interferometer. This type of
optical operation has already been accomplished in sev-
eral set-ups, even though not combined with the FRFT
control.
Therefore, despite some technical issues, the experi-
ment is clearly realizable with current technology.
IV. DISCUSSION
We now discuss some physical aspects of the set-up,
demonstrating its generality and usefulness for the study
of thermodynamics of quantum systems.
Versatility of the set-up. Although we concentrate in
the harmonic oscillator case in the text, our scheme is
not limited to this Hamiltonian. It relies on the isomor-
phism between the the non-relativistic quantum dynam-
ics of a particle under the action of a given potential and
the paraxial Helmholtz equation for the light propagat-
ing in a medium with modulated index of refraction (see
6Figure 4: (color online) Characteristic function (left column) and the probabilities associated with the work distribution (right
column) for the kicked harmonic oscillator. The parameters are q0 = 1 and ~ω/kT = 0.1 in the top figures and q0 = 3 and
~ω/kT = 1 for the bottom figures. The solid and dashed lines in the left column are the real and imaginary parts of the
characteristic function, respectively.
Eqs. (5)). Therefore, by suitably changing the index of
refraction ∆n(x)/n0 we can modify the effective poten-
tial of the analog quantum system. An immediate and
simple variation is the two-dimension quantum harmonic
oscillator. For a proper phase difference between the os-
cillations in two orthogonal axis, we get eigenstates de-
scribed by the Laguerre-Gaussian optical modes. Inter-
estingly, they are also eigenfunctions of the FRFT shown
in Fig. 1, so that exactly the same set-up could be used to
measure the characteristic function associated with some
work performed on this system.
Open dynamics. Since every system interacts with its
environment, the study of general processes, described by
completely positive and trace preserving (CPTP) maps,
becomes very important to boost both theoretical and
technological developments in this field. From the ther-
modynamics point of view, when considering open sys-
tems, it is not always possible to distinguish between
work and heat. However, fluctuation relations still hold
and we can address questions like how entropy is pro-
duced in the system of interest or what are the role played
by correlations in thermodynamic processes. Moreover,
as the technological developments are driving us through
the path of miniaturization, the interesting question of
how non-Markovian evolutions modify the irreversible
properties of the dynamical system is an important sub-
ject to be experimentally addressed.
We show in Appendix C that the proposed optical
scheme can be used to study open dynamics. The only
modification required is the inclusion of an ancillary de-
gree of freedom playing the role of the environment. Us-
ing the polarization, for instance, we can even choose be-
tween tracing over the environmental degrees of freedom
or measuring them. As dissipative systems can be mod-
eled by certain non-Hermitian Hamiltonians [28], they
could also be investigated with this experimental system.
Quantum versus classical. In this proposal, we are con-
cerned with the quantum harmonic oscillator. Its dy-
namics is emulated by the stroboscopic evolution of light
modes that are analog to the QHO energy eigenfunc-
tions. However, the whole experiment is realized with
classical light, for instance a laser beam prepared in the
HG modes. Going to the photon counting regime would
not change the results of the experiment, because the
degree of freedom related to the QHO dynamics is the
spatial mode and not the energy (number of photons) of
the light field. We recall that the final measurement is an
intensity measurement at the output of the interferom-
eter, and it is subjected to noise due to photon number
fluctuations. However, this is not a fundamental aspect,
as this noise can be made to tend to zero as the intensity
tends to infinity.
From the point of view of the emulation of the QHO,
we could go from the quantum to the classical regime
by increasing the temperature of the initial state. In
this case the ratio ~ω/kT → 0, meaning that the sep-
aration between the energy levels would be very small
compared to the thermal energy, and the work distribu-
tion would tend to a continuous distribution. In Ref.
[5] this limit is analyzed for the forced quartic harmonic
oscillator. Interesting features of the quantum-classical
transition were already apparent dealing with n = 150
energy states. We consider that it is very important to
perform experiments to test the boundaries between the
7quantum and the classical worlds, because there is not a
general method to perform it theoretically. The exper-
iment to study the quantum to classical transition of a
chaotic system also realized with the spatial degrees of
freedom of light is an example of this type of investigation
[29].
Inspired by these ideas, let us assume that emulating
energy states with n ' 150 for the QHO in our proposal
would also be enough to study interesting aspects of the
quantum-classical transition. The technical requirement
for this emulation is the ability of generating high order
Hermite-Gaussian modes, like a HG150,150 for instance.
A device for generating this mode must have enough spa-
tial resolution. Recalling that a HGn,n mode has (n+1)
2
light spots in its transverse profile, we can estimate 1512
= 22801 light spots in the transverse distribution of a
HG150,150 mode. If we use for instance a 4K resolution
spatial light modulator to generate this mode, there is a
matrix containing 4094×2464 = 10087616 pixels (10Mp)
available, which correspond to ' 442 pixels/light spot.
A more concrete image for this scheme is to think that
we can count on 22801 squares of
√
442 ' 21 pixels
size for modulating some input wavefront to generate a
HG150,150 mode. Therefore, the realization of such high
order modes is clearly feasible with commercial devices.
From this rough estimation, we can conclude that the in-
terferometric set-up we propose here can be very helpful
in this kind of investigation.
Definition of work. Considering unitary processes,
there are several distinct definitions of work in the lit-
erature [30–35]. Due to its interferometric character, our
setup was designed to study the two-time measurement
definition of work. Modifications of the proposed setup
would eventually allow the experimental study of these
different definitions, as well as the changes introduced in
the fluctuation relations and in the quantum-to-classical
transition. However, this possibility must be analyzed
case by case and we leave this study for future works.
V. CONCLUSION
In summary, we demonstrated that an optical interfer-
ometer can be used to measure the characteristic function
associated with a given process implemented in an opti-
cal system for both unitary and non-unitary dynamics.
We show that it emulates a quantum harmonic oscillator
and it may be modified in order to emulate other interest-
ing systems. Several processes can be easily implemented
with linear optical devices. This set-up is feasible with
current technology and represents a valuable platform for
advancing the understanding and testing experimentally
the quantum limits of thermodynamics.
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Appendix A: Technical details of the proposed
set-up
Let us consider the experimental set-up in a more con-
crete basis, explaining the working principle of all build-
ing blocks of Fig. 2. A complete version of the set-up
is shown in Fig. 5. It is usually convenient to use a
laser as the light source, specially in an interferometric
set-up. A Helium-Neon laser is a good option, as it is
generally easy to find He-Ne lasers with a good spatial
mode, which allows a better control in the production
of Hermite-Gaussian (HG) modes. The laser beam is
then sent to a reflective spatial light modulator (RSLM),
where the HG modes are prepared. Manufacturers as
Holoeye, for instance, offer 4k resolution panel SLMs.
Therefore, the spatial resolution can be very high, allow-
ing the production of high order HG modes.
After the RSLM, the HG modes pass through a spatial
filter in order to eliminate eventual noise in the transverse
spatial profile, usually due to the pixelation of the RSLM.
The HG modes are sent through the interferometer by
splitting in a 50/50 beam splitter. In the upper path
there is a 2f lens system projecting the input profile onto
the transmission spatial light modulator (TSLM). The 2f
lens system is just a lens placed at a symmetric position
in between object and image plane, at a distance equal to
two times the focal length from them. This results in the
imaging of the object with magnification 1. The fact that
the image is inverted is compensated by the existence of
two 2f systems in each path of the interferometer.
The TSLM can implement a large variety of unitary
processes, like the displacement analyzed in the illustrat-
ing example, by simply applying proper transverse phase
distributions. After the TSLM, the light beam immedi-
ately enters the system that implements a controllable
Fractional Fourier Transform (FRFT). This system con-
sists of four mirrors and a variable lens. M1 is the input
mirror, and M2 is the output mirror. Inside, there are
two other mirrors, M3 and M4, and a variable lens Vl
mounted on a translation stage, so that the path from
mirror M1 to Vl and from Vl to M4 can be carefully
adjusted. The proper and combined control of these dis-
tances and the focal length of Vl allows the realization
of the FRFT with variable and controlled order. Lenses
with variable focal length are commercial products and
are manufactured for instance by Optotune.
After going through the FRFT evolution, the light
beam is reflected by a mirror mounted on a PZT ac-
tuator. We can use it to finely tune the phase difference
between the two optical paths of the interferometer. This
is useful for instance, to set the proper phase difference
between the two outputs of the interferometer in order to
actually have the real and imaginary parts of the charac-
teristic function. Following this mirror, there is another
2f lens system, which images the output of the FRFT
system to the output beam splitter of the interferometer.
In the lower path, the optical devices are similar. The
only difference is that the FRFT is realized before the
process. The two output beams of the interferometer are
focused on photodiodes and both currents are registered
by a digital oscilloscope. It accumulates data from the
runs with all relevant HG modes and these data can be
treated to find the characteristic function spectrum.
Appendix B: The work distribution for the
harmonic oscillator under displacement process
As stated in the main text, to calculate the work dis-
tribution first we obtain the characteristic function (4).
The quantities appearing in G(s) are the eigenvalues of
the initial and final Hamiltonians, respectively,
HI =
P2
2m
+
mω2
2
X2, (B1)
and
HF =
(P+ p0)
2
2m
+
mω2
2
X2, (B2)
which are equals and given by
ε0n = ε
τ
n ≡ εn = ~ω
(
n+
1
2
)
, n = 0, 1, 2, ...,
where P and X are the momentum and position opera-
tors, and p0 is the displacement of the linear momentum
of the oscillator. The other quantity necessary to evalu-
ate the characteristic function is pm,n = e
−βεn |cm,n|2/ZI ,
where β is the inverse temperature, ZI is the partition
function, and the coefficients cm,n are described in Eq.
9(16), i.e.,
cm,n =
∫
dxφIm(x)φ
I
n(x)e
−ip0x/~. (B3)
The eigenfunctions of the Hamiltonian HI are given by
φIn(x) ≡ 〈x|n〉 =
(γ
pi
) 1
4 1√
2nn!
e−
γx2
2 Hn (√γx) ,
where γ ≡ mω/~ and Hn are the Hermite polynomials
generated by the recursion relation
Hn(x) = (−1)nex2 d
n
dxn
(
e−x
2
)
.
This leads us to
cm,n = amn
∫
dxe−ip0x/~e−γx
2Hm (√γx)Hn (√γx) ,
with amn = (γ/pi2
m+nn!m!)
1/2
. It is convenient to work
with dimensionless variables and to do this we define ζ =√
γx, obtaining
cm,n =
amn√
γ
∫
dζe−iq0ζe−ζ
2Hm (ζ)Hn (ζ) ,
with q0 ≡ p0/~√γ a dimensionless quantity.
Now, using the relation
Hm (ζ)Hn (ζ) =
min(m,n)∑
r=0
r!2r
(
m
r
)(
n
r
)
Hm+n−2r(ζ),
with (
m
r
)
=
m!
r!(m− r)! for 0 ≤ r ≤ m,
we obtain
cm,n =
amn√
γ
min(m,n)∑
r=0
r!2r
(
m
r
)(
n
r
)
×
∫
dζe−iq0ζe−ζ
2Hm+n−2r(ζ).
Let us concentrate on the integral that appeared in this
last equation. By noting that l ≡ m + n − 2r is always
positive or zero and also that
Hl(ζ) = 2l/2Hel
(√
2ζ
)
,
where Hel is the modified Hermite polinomial of order l,
the above integral can be rewritten as
∫
dζe−iq0ζe−ζ
2Hl(ζ) = 2
l/2
√
2
∫
dζe
−i q0√
2
ζ
e−ζ
2/2Hel(ζ).
Now, we multiply the generating function of Hel
eζt−t
2/2 =
∑
l
Hel(ζ) t
l
l!
by e−ζ
2/2 and take the Fourier transform (from variable
ζ to the variable q0) of the result, thus obtaining
F
[
eζt−t
2/2−ζ2/2
]
= e−q
2
0/2−itq0
= e−q
2
0/2
∑
n
tl
l!
(−iq0)n
=
∑
l
F
[
e−ζ
2/2Hel(ζ)
] tl
l!
.
By equating the same powers on t we obtain
F
[
e−ζ
2/2Hel(ζ)
]
= e−q
2
0/2(−iq0)l,
which leads us to
cm,n =
(−iq0)m+ne−q20/4√
2m+nn!m!
min(m,n)∑
r=0
r!2r
(
m
r
)(
n
r
)
(−iq0)−2r.
Therefore, the characteristic function and work distri-
bution (the inverse Fourier transform of the characteristic
function) can be written as
G (s) =
∑
m,n
pInq
2(m+n)
0 e
−q20/2
2m+nn!m!
∣∣∣∣∣∣
min(m,n)∑
r=0
r!2r
(
m
r
)(
n
r
)
(−iq0)−2r
∣∣∣∣∣∣
2
eis(m−n). (B4)
P (ζ) =
∑
m,n
pInq
2(m+n)
0 e
−q20/2
2m+nn!m!
∣∣∣∣∣∣
min(m,n)∑
r=0
r!2r(−iq0)−2r
(
m
r
)(
n
r
)∣∣∣∣∣∣
2
δ [ζ − (m− n)] , (B5)
where ζ = W/~ω is a dimensionless quantity measuring work in units of ~ω.
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Appendix C: Open processes
We now generalize our set-up in order to study open
processes, including Markovian and non-Markovian dy-
namics. See Fig. 6.
The most general evolution of a quantum system, ini-
tially in state ρ0, is mathematically described by a com-
pletely positive and trace preserving (CPTP) map Φ,
which can be written in the operator-sum representation
as
ρ0 → Φ(ρ0) =
∑
m
Γmρ0Γ
†
m, (C1)
with
∑
m Γ
†
mΓm = 1. Γm are the so called Krauss opera-
tors and will be defined bellow. If
∑
m ΓmΓ
†
m = 1 holds,
then the identity is preserved and the map is called uni-
tal.
In Ref. [32], the authors derived a general fluctuation
relation valid for any CPTP map and for any pair of
initial and final operators. We show now that the inter-
ferometric scheme we described can be used in order to
address this case too.
An energy measurement is performed on the system,
resulting in the outcome uIn (HI =
∑
m u
I
mΠ
I
m is the
initial Hamiltonian). After this, a general process Φ is
applied to the system and a second energy measurement,
with outcome uFm is performed. The probability distri-
bution for the random variable umn = u
F
m − uIn is then
P (u) = 〈δ(u− umn)〉, (C2)
with the joint probability given by
pmn = Tr
{
ΠFmΦ
[
ΠInρ0Π
I
n
]}
. (C3)
ΠIn and Π
F
n are the eigenmatrices of the initial and final
Hamiltonians, respectively.
From this we can define the associated characteristic
function
G(s) =
∫
duP (u)eisu
= Tr
{
V †FΦ [MI(ρ0)VI ]
}
, (C4)
with VI(F ) being the initial (final) free evolutions of the
system and
MI(ρ0) =
∑
m
ΠImρ0Π
I
m. (C5)
By choosing s = iβ we obtain the fluctuation relation
[32]
〈e−β u〉 = γ, (C6)
with
γ = Tr
{
(VF )
†Φ [VIMI(ρ0)]
}
. (C7)
It is important to observe here that u in Eq. (C6)
cannot be directly identified as work, since the system is
open and we also have heat. For unitary evolutions we
obtain the usual fluctuation relation.
The only modification that should be introduced in
the set-up in order to experimentally study this general
fluctuation relation concerns the way one implements the
process. One example of possible non-unitary process is
sketched in Fig. 7. The light beam, for instance one
HG mode, is prepared in a diagonal linear polarization
state. The process is implemented by a transmission spa-
tial light modulator (TSLM), which modulates the phase
of the horizontal polarization component, but not the
vertical one. This is a typical characteristic of liquid
crystal SLMs. After being modulated only in the hori-
zontal polarization component the output beam proceeds
in the usual way. This is valid for both arms of the in-
terferometer. If one traces out the polarization degree of
freedom, classically speaking, if one performs the detec-
tion without any kind of polarization selection, then there
are two effects. One is the reduction of the electric field
amplitude participating to the process in comparison to
what one would have if the whole beam was modulated.
Another effect is the noise induced by the polarization
component that was not modulated. It will contribute to
the intensity signal measured, but it carries no informa-
tion about the system and the process.
The use of the polarization as the environmental de-
gree of freedom has the advantage that one could even-
tually perform polarization dependent measurements in
order to try to retrieve the information about the effect
of the environment. These are ideas that must be further
developed. Our point is just to demonstrate the poten-
tial of the experimental scheme as platform to study the
quantum limits of thermodynamics.
First, let us assume that the state of the environment
is a pure state, represented by |ξE〉. Since purification
does not change the physics of the system, this does not
impose any restriction on the set-up. Following the same
procedure explained in the last section, we start with the
system in the pure state |φnS〉, which is an eigenstate of
the initial Hamiltonian. Therefore, the complete initial
state (ancilla A plus system S and environment E) is
given by |ψIASE〉 = |0A, φnS , ξE〉. The final state, at the
output of the interferometer, will be given by
ρFASE =
1
4
[|0A〉〈0A| ⊗ |χ+SE〉〈χ+SE |
+ |1A〉〈1A| ⊗ |χ−SE〉〈χ−SE |
+ |0A〉〈1A| ⊗ |χ+SE〉〈χ−SE |
+ |1A〉〈0A| ⊗ |χ−SE〉〈χ+SE |
]
, (C8)
where
|χ±SE〉 = [V′U± UV] |φnS , ξE〉. (C9)
Now, by taking the trace over the system and environ-
11
ment, we get the reduced density matrix of the ancilla.
ρA = TrSEρFASE (C10)
=
1
2
[
1A + Re
{
TrOˆSE
}
σz + Im
{
TrOˆSE
}
σy
]
,
with σi being the i-th Pauli matrix while
OˆSE = (V′U)
†UVρSE , (C11)
and ρSE = |φnS , ξE〉〈φnS , ξE |.
We proceed by computing the trace appearing in Eq.
(C11). In order to do this, we assume that V = VS ⊗1E ,
with a similar definition for V′. In this definition, VS
is the free evolution of the system of interest (the same
operator appearing in the closed case explained in the
last section). This means that the desired process and
the interaction with the environment will be taken into
account in the definition of U. Since U is completely
general, this assumption does not impose any additional
restriction to the set-up. Taking these considerations into
account, we can write
TrOˆSE = TrS
[
(V ′)†TrE
[
U|ξE〉
(
V ρ0S
) 〈ξE |U†]] . (C12)
Choosing a specific basis {|ζmE 〉} for the environment we
can compute the trace as
TrOˆSE = TrS
[
(V ′)†
∑
m
〈ζmE |U|ξE〉
(
V ρ0S
) 〈ξE |U†|ζmE 〉
]
.
(C13)
But Γm = 〈ζmE |U|ξE〉 is precisely the definition of the
m-th Krauss operator. This explicitly indicates the non-
uniqueness of the decomposition appearing in Eq. C1,
since it depends on the choice of the basis for the envi-
ronment. However, the physical evolution, i.e. the final
state of the system, does not change. From this we obtain
TrOˆSE = TrS
[
(V ′)†Φ
(
V ρ0S
)]
, (C14)
which is exactly the characteristic function given in Eq.
(C4) considering the case of an eigenvector of the initial
Hamiltonian as the initial state of the system. This result
has the same structure of the unitary case [14, 15], but
now we have the action of the map on the system. There-
fore, we can employ the same interferometric scheme of
the last section in order to study non-unitary processes
acting on the system.
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Figure 5: (color online) Experimental set-up. M is mirror, RSLM is reflection spatial light modulator, SF is spatial filter, BS is
beam splitter, 2f is a lens used in an imaging configuration, TSLM is transmission spatial light modulator, VL is variable lens,
PZT is piezoelctric actuator, L is lens, PD is photodiode, and SCOPE is a digital oscilloscope. See more details in the text.
D0
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M
M
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ρE
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ρE
BS
BS
ρS0
Figure 6: (color online) Optical interferometric implementa-
tion of the protocol to measure the characteristic function
for an open dynamics. The paths of the interferometer are
the auxiliary system (A), labeled as |1〉A (upper) and |0〉A
(lower). U(τ) is the process while V and V′ are related to the
free evolution of the system (see text for more details). Both
of these operators act on the joint Hilbert space of the system
(S) and environment (E), whose state is ρE .
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Figure 7: (color online) Example of implementation of a non-
unitary process.
