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Abstract
This paper addresses H∞ controller design for linear systems over digital commu-
nication networks. An innovative model is proposed that describe both the network
conditions and the state quantization of the networked control systems in an unified
framework. From this model, a quantized state feedback strategy is developed for
global and asymptotical stabilization of the networked control systems. The same
H∞ disturbance attenuation level as in the case without quantization is achieved.
Numerical examples are given to demonstrate the effectiveness of the proposed
method.
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1 Introduction
Data communication networks are increasingly used in control systems to in-
terconnect different components. Such control systems are commonly referred
to as Networked Control Systems (NCSs) [12], in which measurement and con-
trol signals are transmitted over data networks. NCSs have many advantages
over conventional control systems; there are, however, still some challenges
in networked control. Main challenges include network-induced time delay,
packet dropout, and signal quantization, all of which have significant impact
1 Corresponding author. Phone: +61 7 3138 2240, fax: +61 7 3138 1801. Email:
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on the performance of the networked control. This paper will address the signal
quantization problem in NCSs.
There have been some reports on analysis and design of conventional, i.e., non-
networked, control systems with signal quantization. Early in 1990, Delchumps
[3] employed quantized state feedback to stabilize an unstable linear system.
10 years later, Brockett and Liberzon considered a similar problem using a
quantizer that takes values from a finite set [1]; the method they proposed
largely relied on the discrete on-line adjustments of the quantizer parameters.
Libemon developed generalized quantizers for quantized feedback control of
nonlinear systems [9]. Zhai et al. designed an H∞ feedback controller for con-
tinuous LTI systems with quantized signals [18].
Recent advances in quantized feedback control include Fu et al. [5], Yue, Peng
and Tang [15], and Delvenne [2]. Converting the quantized feedback design
problem into a robust control problem with sector bound uncertainties, Fu el
al. [5] presented a new sector bound technology to deal with the quantized
feedback control for linear systems. Following the idea of the sector bound
expression method, Yue, Peng and Tang investigated the network-based guar-
anteed cost of linear system with state and input quantization [15]. By relaxing
the constraint that the quantization subsets should be interval, Delvenne [2]
developed an optimal quantized feedback strategy for stabilization of scalar
linear systems.
Progress has also been made in data sampling and quantization in NCSs. The
main idea is to characterize the stability properties of an NCS when a finite
and small number of bits are used in each data packet. Yu et al. investigated
the stabilization of NCSs with packet loss and transmission delays [16]. Yue,
Han and Lam studied the robust H∞ control of NCSs with limited Quality
of Services (QoS) [17]. Regardless, limited work has been found in the open
literature on robust H∞ control design with consideration of both network
conditions and signal quantization. This motivates the research of this work.
This paper addresses the problem of the quantized state feedback H∞ stabi-
lization for an LTI system over an NCS network with limited network QoS.
The system under consideration is assumed to be stabilizable. For theoretical
development of the quantized feedback control over NCS networks, an inno-
vative model will be developed that merges Libemon’s idea for quantization
[9] and our recent idea for NCS feedback control [14], allowing us to describe
both quantizers and NCSs in an unified framework. With the developed model,
an H∞ state feedback controller is designed to stabilize the system without
consideration of the signal quantization. Then, to feed quantized signals into
the controller, a quantizer and a quantized state feedback strategy are de-
veloped. With the developed method, the same H∞ disturbance attenuation
level as that in the case without quantization is achieved for the NCSs with
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quantization.
The paper is organized as follows. Section 2 proposes a mathematical model
to describe both quantizers and NCSs in an unified framework. In Section 3,
an H∞ controller is designed with consideration of limited QoS and quantized
signal from sensors to controllers. Numerical examples are given in Section 4
to demonstrate the effectiveness of the proposed method. Section 4 concludes
the paper. The proofs of our main results in two theorems are provided in
appendices.
Notation: Rn denotes the n-dimensional Euclidean space, Rn×m is the set
of n × m real matrices, I is the identity matrix of appropriate dimensions,
‖·‖ stands for the Euclidean vector norm or the induced matrix 2-norm as
appropriate. The notation X > 0 (respectively, X ≥ 0), for X ∈ Rn×n means
that the matrix X is a real symmetric positive definite (respectively, positive
semi-definite). For an arbitrarily matrix B and two symmetric matrices A and
C,
A B
∗ C
 denotes a symmetric matrix, where ∗ denotes the entries implied
by symmetry.
2 System Description
2.1 Modeling of NCSs with Non-ideal QoS
In this paper, we consider the following system
x˙(t)=Ax(t) +Bu(t) + B1w(t) (1)
z(t)=Cx(t) (2)
where x(t) ∈ Rn, u(t) ∈ Rm, w(t) ∈ Rh and z(t) ∈ Rp are state vector, control
input vector, disturbance input vector, and controlled output vector, respec-
tively. A, B, B1 and C are constant matrices with appropriate dimensions.
The following assumptions, which are common in NCSs research reported in
the open literature, are made in this work:
(1) Sensors are clock-driven;
(2) Controllers and actuators are event-driven;
(3) All state variables are available for measurements;
(4) Data are transmitted with a single-packet; and
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(5) The input u(t) realized through a zero-order hold is a piecewise constant
function.
Under these assumptions, the control system over an NCS network can be
modeled as
x˙(t)=Ax(t) +Bu(t) +B1w(t), t ∈ [ikh+ τik , ik+1h+ τik+1) (3)
z(t)=Cx(t) (4)
u(t+)=Kx(ikh), t ∈ {ikh+ τik , k = 1, 2, . . .} (5)
where h is the sampling period, ik (k = 1, 2, 3, · · · ) is an integer with {i1,i2,i3, · · · }
⊂ {0,1,2,3, · · · }, τik is the network-induced delay calculated from the time in-
stant ikh when sensors sample from the plant to the time instant when actua-
tors transmit data to the plant. We can see that ∪∞k=1[ ikh, ik+1h ] = [ t0, ∞ ),
t0 ≥ 0.
Remark 1 It is not a requirement in (3) that ik+1 > ik. If ik+1 − ik = 1,
there is no packet loss in data transmission. If ik+1 > ik+1, some packets are
lost but the transmitted packets are in correct order. If ik+1 < ik, out-of-order
packets appear with τk = τ0 and τk < h being two special cases. Therefore, all
these possible non-ideal network conditions have been well modeled in (3)-(5).
Without loss of generality, it is further assumed that u(t) = 0 before the first
control is delivered to the plant. With this assumption, system (3)-(5) can be
rewritten as
x˙(t)=Ax(t) +BKx(ikh) +B1w(t), t ∈ [ikh+ τik , ik+1h+ τik+1) (6)
z(t)=Cx(t) (7)
Solutions to control system (6)-(7) are continuous over [t0, ∞). Let us define
τ(t) = t− ikh, t ∈ [ikh+ τik , ik+1h+ τik+1), k = 1, 2, 3, . . . (8)
which is discontinuous at the point ikh + τik , k = 1, 2, 3, · · · . Then, equation
(6) becomes
x˙(t)=Ax(t) +BKx(t− τ(t)) +B1w(t), t ∈ [ikh+ τik , ik+1h+ τik+1) (9)
x(t)=φ(t), t ∈ [t0 − τ(t), t0] (10)
where φ(t) can be viewed as the initial condition of the system. From the
definition in Equation (8), τ(t) is discontinuous at the point ikh + τik , k =
1, 2, 3, · · · . In every internal [ikh+τik , ik+1h+τik+1), τik ≤ τ(t) ≤ (ik+1 − ik)h+
τik+1 , assume ik+1 − ik and τik are upper bounded; then τ(t) is a bounded
4
piecewise continuous function. Therefore, NCS (9)-(10) is equivalent to a linear
system with a bounded time-varying delay [14].
To facilitate theoretical development, we introduce the following definitions.
Definition 1 For an NCS, the Maximum Allowable Equivalent Delay Bound
(MAEDB) denoted by η is a time quantity that satisfies (ik+1− ik)h+ τik+1 ≤
η, k = 1, 2, 3, · · · .
Definition 2 System (1)-(2) is said to be robust asymptotically stable with
an H∞ norm bound γ, if the following two statements hold:
1) System (1)-(2) with w(t) , 0 is robustly asymptotically stable, that is,
there exists a Lyapunov functional candidate V (t) > 0 and V˙ (t) < 0, for all
admissible uncertainties; and
2) Under the assumption of zero initial condition, the controlled output z(t)
satisfies ‖z(t)‖2 ≤ γ ‖w(t)‖2 for any nonzero w(t) ∈ L2[0 ∞).
Remark 2 MAEDB is related with non-ideal NCS network QoS, e.g., the
number of packet loss (| ik+1 − ik | −1), network-induced delay τik+1 and sam-
pling period h. NCS (3)-(5) with non-ideal QoS can be modeled as a linear
system (6)-(7) with time-varying Allowable Equivalent Delay Bound. There-
fore, when the MAEDB of an NCS is obtained, we can use it as a better
scheduling method for NCS.
Remark 3 The MAEDB is different from the Maximum Allowable Delay
Bound (MADB), which is introduced in [8]. The MADB only considers the
network-induced delay and assumes ideal network conditions without packet
dropout and out-of-order packets in data transmission. In contrast, the MAEDB
considers not only the network-induced delay but also packet dropout and out-
of-order packets in network communications. Therefore, the MAEDB is a more
general metric for NCSs.
2.2 Quantizer Description
In this section, we will follow Libemon’s idea to develop a quantizer for quan-
tized feedback control [9,18].
Let z ∈ Rl be the variable to be quantized. A quantizer is a piecewise constant
function q : Rl → Q, whereQ is a finite subset of Rl. This leads to a partition of
Rl into a finite number of quantization regions of the form {z ∈ Rl : q(z) = i},
i ∈ Q. In general, these quantization regions are not assumed to have any
particular shapes. We do assume that q(x) = 0 for x in some neighborhood of
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the origin.
When z does not belong to the union of the quantization regions of the fi-
nite size, the quantizer saturates. More precisely, we assume that there exist
positive real numbers M and ∆ such that the following two conditions hold:
|q(z)− z| ≤ ∆, if |z| ≤M (11)
|q(z)| > M −∆, if |z| > M (12)
whereM and ∆ are referred to as the range of q(z) and the quantization error,
respectively. Condition in (11) gives a bound for the quantization error when
the quantizer does not saturate. Condition in (12) provides a way to detect
the possible saturation.
In developing quantized feedback control over NCS networks, we will use the
quantized measurement of the form
qµ(z) , µq(
z
µ
), µ > 0 (13)
The range of this quantizer is Mµ and the quantization error is ∆µ. As will
be seen later, in our robust control method, µ is updated regularly based on
the system state. In this sense, µ can be considered as an augmented state of
the quantized closed-loop NCS.
2.3 An unified Framework for Quantization and Networked Control
Now,let us develop a model to describe both quantization and networked con-
trol in an unified framework. The resulting model is a combination of the NCS
description given in Subsection 2.1 and the quantizer description discussed in
Subsection 2.2.
When the system state of an NCS is not quantized, the NCS is described in
Equations (3) and (4), or (9) and (10). However, in quantized feedback control,
only the quantized state information is available for control design. Using the
quantized information of x(t− τ(t)), we modify the state feedback (5) into
u(t) = Kq(x(t− τ(t))), t ∈ [ikh+ τik , ik+1h+ τik+1) (14)
where q(·) is defined in (13). For any fixed positive scalar µ, the closed-loop
NCS (3) and (4) with the quantized state feedback (14) is given by
x˙(t) = Ax(t) +BKx(t− τ(t)) +B1w(t) +D(µ, x(t− τ(t))) (15)
z(t) = Cx(t) (16)
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where
D(µ, x(t− τ(t))) = µBK(q(x(t− τ(t))
µ
)− x(t− τ(t))
µ
) (17)
The model shown in Equations (15), (16) and (17) describes both quantization
and networked control in an unified framework. From this model, network-
based H∞ control will be developed below for a class of linear systems with
state quantization.
3 H∞ Controller Design based on Quantizer
Our design on network-based H∞ control with system state quantization is
based on a two-step procedure. The first step is to design a networked control
without considering the quantization. In the second step, a quantizer and a
quantized feedback control strategy are developed such that the quantized
signals can be fed into the controller obtained from the first step.
3.1 Network-Based Robust H∞ Control without State Quantization
Without state quantization and network, NCS (6)-(7) is simplified to
x˙(t)= (A+BK)x(t) +B1w(t) (18)
z(t)=Cx(t) (19)
Suppose that NCS described by (18)-(19) is stabilizable, which is a basic
assumption in this work as mentioned previously in Section 2.1. The feedback
gain K in (5) is designed in advance, so that Aˆ = A + BK is stable and∥∥∥C(SI − Aˆ)−1B1∥∥∥∞ < γ, where γ is given in Definition 2. Then, according to
[7], there exist two positive definite matrices P and Q satisfying the following
Riccati Equation
AˆTP + PAˆ+ γ−2PB1BT1 P + C
TC +Q = 0 (20)
Let λmin(·) and λmax(·) denote the smallest and largest eigenvalues of a ma-
trix, respectively. Since P is positive definite, the inequality λmin(P ) |x|2 ≤
xT (t)Px(t) ≤ λmax(P ) |x|2 holds for any x ∈ R.
When considering NCS network communications from sensors to the con-
troller, we have the following theorem describing sufficient conditions for the
stabilization of the NCSs with non-ideal network QoS.
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Theorem 1 For given scalars η and γ, if there exist symmetric positive def-
inite matrices X, R1, R2 ∈ Rn×n, a symmetric positive definite matrix Q ∈
Rm×m, a matrix Y ∈ Rm×n satisfying the following LMIs:
Θ B1 XC
T
∗ −γ2I 0
∗ ∗ −I
 < 0 (21)
−X Y TBT
∗ −R2
 ≤ 0 (22)
−X XAT
∗ −R1
 ≤ 0 (23)
−Q Y
∗ −X
 ≤ 0 (24)
R1 +R2 −X ≤ 0 (25)
where Θ = AX +XAT +BY + Y TBT + η(2X +BQBT ), then NCS (9)-(10)
with the feedback gain K = Y X−1 and the H∞ norm bound γ is asymptotically
stable.
The proof of this theorem can be found in Appendix 1.
Remark 4 Theorem 1 provides a method to design a state feedback H∞ con-
troller to stabilize an NCS with non-ideal network QoS. Furthermore, we can
obtain the controller feedback gain K and the MAEDB by solving the following
optimization problem.
Minize : 1/η
subject to : given γ, ∃X > 0, R1 > 0, R2 > 0, Q > 0, Y
satisfying (21)− (25)
(26)
3.2 Quantized Robust H∞ Control
Now, let us deal with the case where only quantized state information is avail-
able. The unified framework developed in Subsection 2.3 will be used for this
purpose.
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When both quantization and NCS networks are considered, due to the in-
evitable quantization error, the stability and desired H∞ disturbance atten-
uation level γ are not guaranteed. For this reason, we develop a quantizer
and a quantized control strategy that keeps adjusting µ on-line, such that the
same H∞ disturbance attenuation level is achieved as that in the case without
quantization. We give our main results in the following theorem.
Theorem 2 Assume that (21)-(25) and (27) are satisfied, and
λmin(Q− η(2P + PBQBTP )) > 0 (27)
Choose M to be large enough compared to ∆ such that we have
M >
2 ‖PBK‖∆
λmin(Q− η(2P + PBQBTP )) (28)
Then there exists a quantized feedback control policy for state-dependent up-
date of µ such that NCS (9)-(10) is globally asymptotically stable and the H∞
disturbance attenuation level γ is achieved.
The proof of this theorem is given in Appendix 2.
Remark 5 From (27) and (28), it can be seen that the quantizer parameters
(M , the range of q(z), and ∆, the quantization error) and the network condi-
tions will directly affect the solutions of X, R1, R2, Q and Y , and consequently
affect the controller feedback gain K and H∞ disturbance attenuation level γ
in Theorem 1.
4 Numerical Examples
4.1 System Description
Consider the following NCS system
x˙(t)=Ax(t) +BKx(t− τ(t)) +B1w(t), t ∈ [ikh+ τik , ik+1h+ τik+1) (29)
z(t)=Cx(t) (30)
where
A =
 0 1
0 −0.1
 , B =
 0.2
0.1
 , B1 =
 0.1
0.1
 , C = [ 0.1 0.1 ] (31)
The controller feedback gain is designed as K = Y X−1.
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4.2 Networked Control without Quantization
The MAEDB η is set to guarantee the robust stabilization of system (29)-
(30). Using the results from Theorem 1, we can derive the value of η and the
corresponding feedback gain K at different levels of disturbance attenuation
γ. For example, when γ = 10, as long as ((ik+1 − ik)h + τik+1) ≤ 0.4, system
(29)-(30) with a controller feedback gain K = [−3.0666 − 2.3629] is robustly
asymptotically stable.
According to Definition 1, for a given value of the MAEDB η, we have (ik+1−
ik)h + τik+1 ≤ η. Then, we can obtain the relationship among the sampling
period h, the number of lost packets |ik+1 − ik| − 1 and the network-induced
delay τik+1 , as illustrated in Table 1.
Table 1
Relationship between scheduling parameters when η = 0.4 and h = 0.1.
Number of packet dropouts 0 1 2
The MAEDB 0.3 0.2 0.1
It is seen from Table 1 that, if h = 0.1ms and the lost and out-of-order
packets are negligible, the designed controller can stabilize the NCS as long
as the upper bound of the network-induced delay is less than 0.3ms.
It is also seen from this example that the MAEDB provides a better metric
than the MADB for NCS scheduling. In DeviceNet and ControlNet applica-
tions, we can estimate the network-induced delay in advance and then use
this estimate as a prior knowledge for network scheduling; then the sampling
period and the rate of active packet loss can be adjusted on-line to obtain the
optimal performance index.
4.3 Networked Control with Quantization
Assume that the quantized measurements do not saturate. The set of the
quantization levels is described as
U = {±λi, i = ±1,±2, . . .} ∪ {0} (32)
In general, the quantization regions are not assumed to have any particular
shapes. However, for simplicity of the simulations, the quantizer is chosen to
be logarithmic in this example. Similar idea has been used in our recent work
[15]. With this simplification, the set of quantization levels becomes
Uµ = {±λi, λi = µiλ0, i = ±1,±2, . . .} ∪ {±λ0} ∪ {0} (33)
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where λ0 is the initial state of the quantizer, 0 < µ < 1 is the parameter of the
quantizer q(z) and is updated regularly based on the system state. To satisfy
the quantized measurement (13), define the quantizer as
q(z) =

λi, if
1+µ
2
λi < z ≤ 1+µ2µ λi, z > 0
0, if z = 0
−q(−z), if z < 0
(34)
Now, let us choose the quantizer parameters i = 30 and λ0 = 1, µ is set to
be 0.3, 0.5, and 0.8, respectively. The initial values of the state are chosen as
x1(0) = 0.5 and x2(0) = −1. The disturbance signal w(t) is defined as
w(t) =

0.05, 10ms ≤ t ≤ 20ms
−0.05, 20ms ≤ t ≤ 30ms
0, otherwise
With these settings, the simulation results of system (29)-(30) with controller
gain K = [−3.0666− 2.3629] are depicted in Figure 1. It is seen from Figure 1
that with different levels of the quantizer parameter µ, the system shows global
asymptotical stability under the given H∞ disturbance attenuation level γ as
in the case without quantization.
When Max(abs(x))≤ 1 and µ =0.3, 0.5, and 0.8, respectively, we calculate the
maximum errorMax(∆), which is equivalent to the maximum absolute of the
system state value without the quantizer subtract to the system state value
with the quantizer. The results are listed in Table 2. Table 2 clearly shows
that a larger µ leads to a smaller error of the system state under networked
control with quantization.
Table 2
The maximum error ∆ under different µ.
µ 0.3 0.5 0.8
Max(∆(x1)) 0.7202 0.1497 0.0369
Max(∆(x2)) 0.5228 0.3164 0.1025
Furthermore, for the quantized robust control of system (29)-(30), we can
obtain the following results from Theorem 2
λmin(Q− η(2P + PBQBTP )) = 0.2327 (35)
M >
2 ‖PBK‖∆
λmin(Q− η(2P + PBQBTP )) = 9.4944∆ (36)
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Fig. 1. System state under networked control with and without quantization.
Therefore, all relationships in (21) through (25) and (27) are satisfied. This
implies that when M > 9.4944∆, there exists a quantized feedback control
policy with µ being updated based on the system state such that the NCS is
globally asymptotically stable and the H∞ disturbance attenuation level γ is
achieved. For example, if M = 1, i.e., ∆ < 0.1053, then it is seen from Table 2
that Max(∆(x1)) < 0.0369 and Max(∆(x2)) < 0.1025 when µ = 0.8. In this
case, we know from Figure 1 that the quantized NCS is asymptotically stable.
It is interesting to note that the condition in (27) is not satisfied when µ = 0.3
or 0.5. However, Figure 1 still shows the asymptotic stability of the quantized
NCS. This implies that M > 9.4944∆ is a sufficient condition but not a
necessary one.
5 Conclusion
We have investigated the networked H∞ stabilization of an LTI system un-
der quantized state feedback control. A model is proposed to describe both
quantization and non-ideal network QoS in an unified framework. Then, a
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quantized state feedback strategy is developed to guarantee the global asymp-
totical stability of the quantized NCS. With the quantized networked control,
the same H∞ disturbance attenuation level as that in the case without quan-
tization is achieved. Compared with the existing quantization methods with
invariant parameters, the proposed method in this paper allows adjustments
in quantizer parameters under non-ideal NCS network conditions. Numerical
examples have been given to demonstrate the effectiveness of the proposed
method.
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Appendix 1: Proof of Theorem 1
Applying the Newton-Leibniz formula to system (6), we obtain
x˙(t) = Ax(t) +BKx(t) +B1w(t)−BK
∫ t
t−τ(t)
x˙(θ)dθ (37)
Consider the Lyapunov functional candidate as V (x(t))=xT (t)Px(t), where P
is a symmetric positive definite matrix. The time derivative of V (x(t)) along
the trajectory of system (37) is given by
V˙ (x(t))=xT (t)[P (A+BK) + (A+BK)TP ]x(t) (38)
+wT (t)BT1 Px(t) + x
T (t)PB1w(t)− 2xT (t)PBK
∫ t
t−τ(t)
x˙(θ)dθ
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Pre- and post-multiplying (22) and (23) by diag {P, P}, let X = P−1, K =
Y P , and using the Schur complement, we obtain the following inequalities:
ATR−11 A ≤ P , (BK)TR−12 BK ≤ P (39)
Employing the Razumikhin-type theorem [6,16], we evaluate V˙ (x(t)) for the
case
V (x(θ)) ≤ δV (x(t)), t− 2τ(t) ≤ θ ≤ t (40)
with δ > 1. From Definition 1, we have τ(t) ≤ η. Then, it follows from (39)-
(40) that
−2xT (t)PBK
∫ t
t−τ(t)
Ax(θ)dθ ≤ xT (t)η(δP + PBKR1KTBTP )x(t) (41)
−2xT (t)PBK
∫ t
t−τ(t)
BKx(θ − τ(t))dθ ≤ xT (t)η(δP + PBKR2KTBTP )x(t)
(42)
Inserting (41) and (42) into (38) yields
V˙ (x(t))≤ xT (t)[P (A+BK) + (A+BK)TP (43)
+η(2δP + PBK(R1 +R2)K
TBTP )]x(t)
+γ2wT (t)w(t) + γ−2xT (t)PB1BT1 Px(t)
−zT (t)z(t) + xT (t)CTCx(t).
From (24) and (25), it follows that
P−1≥ (R1 +R2) (44)
Q≥KP−1KT (45)
From (43), (44) and (45), we obtain
V˙ (x(t)) ≤ xT (t)Ψx(t)− zT (t)z(t) + γ2wT (t)w(t) (46)
where Ψ = P (A+BK)+γ−2PB1BT1 P +(A+BK)
TP +η(2δP +PBQBTP )+
CTC. Pre- and post-multiplying (21) by diag {P, I, I}, and using the Schur
complement, we obtain
[Ξ] < 0 (47)
where Ξ = P (A+BK)+γ−2PB1BT1 P +(A+BK)
TP + η(2P +PBQBTP )+
CTC. By the continuity of (47) in δ, (21) guarantees that there exists a suf-
ficiently small δ > 1 such that (47) holds for τ(t) ≤ η. Then, combining (21)
and (46), we can see that, for t ∈ [ikh+ τik , ik+1h+ τik+1),
V˙ (t) ≤ −z(t)T z(t) + γ2w(t)Tw(t) (48)
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Integrating both sides of (48) from ikh+ τik to t ∈ [ikh+ τik , ik+1h+ τik+1), we
obtain
V (t)− V (ikh+ τik) ≤ −
∫ t
ikh+τik
z(s)T z(s)ds+
∫ t
ikh+τik
γ2w(s)Tw(s)ds (49)
Since
⋃∞
k=1[ikh+ τik , ik+1h+ τik+1) = [t0,∞) and x(t) is continuous in t, t0 ≥ 0
and V (t) is continuous in t ∈ [t0,∞) [17]. From (49), we obtain that
V (t)− V (t0) ≤ −
∫ t
t0
z(s)T z(s)ds+
∫ t
t0
γ2w(s)Tw(s)ds (50)
Then, letting t→∞ and under zero initial condition, we see from (50) that
∫ ∞
t0
z(s)T z(s)ds ≤
∫ ∞
t0
γ2w(s)Tw(s)ds
thus ‖z(t)‖2 ≤ γ ‖w(t)‖2, the H∞ disturbance attenuation level γ is achieved.
Next, we aim to prove the asymptotic stability of system (9)-(10). When
w(t) = 0, from (46) we can obtain the following result
V˙ (t) ≤ xT (t)Ψx(t)− z(t)T z(t) (51)
Combining (21) and using Schur complement give
V˙ (t) < xT (t)Ψx(t)− z(t)T z(t) < −z(t)T z(t) < 0 (52)
Then, by Definition 2, the result is established. This completes the proof.
Appendix 2: Proof of Theorem 2
x(t−τ(t))
µ
is quantized before the signal arrives at the controller through network
communication. By using the properties of the general quantizer (11), we
obtain that whenever
∣∣∣x(t−τ(t))
µ
∣∣∣ ≤M , the following inequality holds.
∣∣∣∣∣q(x(t− τ(t))µ )− x(t− τ(t))µ
∣∣∣∣∣ ≤ ∆ (53)
Consider the Lyapunov function candidate as V (x(t)) = xT (t)Px(t) for NCS
(9)-(10). Using the Riccati equation (20) and Theorem 1, we obtain that when
|x(t− τ(t))| ≤Mµ, the derivative of V (x(t)) along solutions of (15) satisfies
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V˙ (x(t)) = [Ax(t) +BKx(t− τ(t)) +B1w(t)]TPx(t) (54)
+xT (t)P [Ax(t) +BKx(t− τ(t)) +B1w(t)]
+DT (u, x(t− τ(t)))Px(t) + xT (t)PD(u, x(t− τ(t)))
≤ xT (t)[P (A+BK) + (A+BK)TP
+γ−2PB1BT1 P + η(2P + PBQB
TP )]x(t)
+γ2wT (t)w(t) + 2∆ |x| ‖PBK‖µ
= xT (t)[−(γ−2PB1BT1 P + CTC +Q)
+γ−2PB1BT1 P + η(2P + PBQB
TP )]x(t)
+γ2wT (t)w(t) + 2∆ |x| ‖PBK‖µ
≤−zT (t)z(t) + γ2wT (t)w(t) + 2∆ |x| ‖PBK‖µ
−λmin(Q− η(2P + PBQBTP )) |x|2
=−zT (t)z(t) + γ2wT (t)w(t)
−λmin(Q− η(2P + PBQBTP )) |x|
×(|x| − 2∆ ‖PBK‖µ
λmin(Q− η(2P + PBQBTP )))
From (28), we can always find a scalar ε ∈ (0, 1) such that
M >
2 ‖PBK‖∆
λmin(Q− η(2P + PBQBTP )) ×
1
(1− ε) (55)
which is equivalent to
Mµ >
2 ‖PBK‖∆
λmin(Q− η(2P + PBQBTP )) ×
1
(1− ε)µ (56)
Therefore, for any nonzero x, we can find a positive scalar µ such that
Mµ ≥ |x| ≥ 2 ‖PBK‖∆
λmin(Q− η(2P + PBQBTP )) ×
1
(1− ε)µ (57)
If we always choose µ so that (57) is satisfied, then (54) holds and thus
V˙ (t) ≤ −zT (t)z(t) + γ2wT (t)w(t)− ελmin(Q− η(2P + PBQBTP )) |x|2 (58)
By setting w(t) = 0 in (58), according to (27) and (58), we know that the
system is asymptotically stable. The proof of H∞ disturbance attenuation
level γ is similar to that in the proof of Theorem 1, and is omitted here. This
completes the proof.
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