Introduction
Let X be a transient Markov process taking values in an interval E C IR, admitting a local time at each point, and such that points communicate (i.e. every point may be reached from any other point). Let LX be the total accumulated local time at x. Then (LX)xEE is a Markov process (indexed by the states of E) if, and only if X has continuous sample paths and fixed birth and death points. The sufficiency is the famous Ray-Knight theorem (see [R] , [KI, [WI, [SI and [ED; With this definition of the Markov property, the answer to our question is that continuity and fixed birth and death points are not sufficient for {Lx: x E E} to be Markov. To see this, we consider the Brownian motion X on the unit circle 51 born at (1,0) and killed when the local time at (-1,0) exceeds an exponential variable that is independent of X. This process has continuous sample paths and fixed birth and death points. Denoting by 1, 2, 3 and 4, respectively, the points
(1,0), (0,1) (-1,0) and (0,-1) we shall show: 
Proof of the Proposition
We consider the process X restricted to the four points {1,2,3,4}. That is, we let L, = + + + L:, where, for i = 1, ... , 4, is the local time at i up to time t, and (Tt) is the right continuous inverse of (L t ) . The process (X r , ) is a pure jump process on 5 = {1,2,3,4}, and for i E 5, L i is also the total time (X r , ) spends at i. For i E 5, let T; = inf{t°:X r , = i}, and E, = E( IXo = i). Jt, (J2, (J3, (J4) 
X= El(LT2AT,) = E2(LT,AT,) = E4(LTtAT,) .
Further, let a be the independent exponentially distributed random variable, which, when exceeded by the local time of 3 the process is killed. Then
We take the parameter of a to be ,\ as well. We thus obtain the following set of equations:
We may, without loss of generality, assume that ,\ = 1, and solve the system. The from which it follows that £l has an exponential distribution with parameter 1/3, and (1) <Pl (8) 
and also .
In particular, for O 2 = 0 4 = 0 we obtain E (e-03L3JL1 = f) = 3/2 e-k l C ,:-t.3) . 
On the other hand, by our above computation Thus, since (4) has to hold for every (m, f), the constant terms have to be equal, which amounts to 6 +7(()2 +()4) +8()2()4 9(2 + ()2)(2+ ()4) (6 + 7()2)(6 + 7()4) This is equivalent to 6 +7(()2 +()4) +8()2()4 3 4(1 + ()2)(1 + ()4) 2 which is absurd.
