Cutting edge experiments and thorough investigations have pointed out that radial components affect the needle lift of diesel nozzles. So far, the effects of such needle "off-axis" have been investigated within the nozzle and immediately downstream from the hole outlet. Here, the focus has been extended to the spray ambient, far outside a multi-hole VCO (Valve Covered Orifice) nozzle. A reference off-axis configuration of the needle has been defined and used to investigate its effects on the spray, in terms of hole-to-hole differences. Indeed, the spray alterations due to the needle position have been addressed for those factors, such as the velocity-coefficient C V and the area-coefficient C A , able to describe the nozzle flow behavior under needle off-axis. The investigation has been based on 3D-CFD (three-dimensional computational fluid dynamics) campaigns. The modeling of diesel nozzle flow has been interfaced to the Eulerian-Eulerian near-nozzle spray simulation, initializing the break-up model on the basis of the transient flow conditions at each hole outlet section. The dense spray simulation has been on-line coupled to the Eulerian-Lagrangian modeling of the dilute spray region. Quantitative results on each fuel spray have been provided (in terms of penetration and Sauter Mean Diameter). The range of variability within the spray characteristics are expected to vary has been found and reported, providing reference information for lumped parameter models and other related investigations.
Introduction
Tracing the evolution of the multi-hole nozzles used in direct injection diesel engines, VCO (Valve Covered Orifice) layout was introduced with the advent of the first generation of common rail injectors, replacing the mini-sac layout. This step allowed the substantial reduction of unburned hydrocarbons emission. In fact, the fuel remaining inside the injector tip is released after the end of injection [1] ; very recent studies are better focusing the causes of the so called "injector dribble", whose impact on emission is becoming crucial [2] . The implications of in-nozzle phenomena at the early beginning and after the end of injection have been related to pollutant emission and to deposit formation within the holes. In such a scenario, where low lifts and short injection shots are usual, some recent contributions have concerned the phenomenology of the very early phases of injection [3] , of the primary atomization of the liquid [4] and of the phases in which fuel is trapped in the holes and in the sac at the beginning and at the end of injection [5] .
Significant efforts have been devoted at comparing sac and VCO nozzles, focusing the attention on the internal nozzle flow, on the rate of injection and on the spray behavior [6] [7] [8] . Besides some advantages, the major drawback of the VCO layout is represented by the irregularities of the spray that occur at low needle lift; these abnormalities assume relevance because they are related to the Appl formation of particulate matter [1] . At the time of the introduction of the VCO layout, this aspect had a relatively little importance, since low needle lift was the only operating condition of pilot injections. The introduction of multiple-injection technique was complemented by the wide adoption of micro-sac geometries. These geometries resulted in being more suited to the characteristics of the second generation injectors (in the compromise between the reduction of unburned hydrocarbons and particulate matter). Indeed, the multiple-injection strategies have required a significant improvement of the injector dynamics, which was also translated into a substantial reduction of the maximum needle lift. Since the needle was located to work almost always at low lift (ballistic displacement), the micro-sac layout represented a better compromise than the VCO layout in producing regular sprays, with low formation of particulate matter [9] and low release of unburned fuel, in agreement with the emission regulations at that time.
As highlighted by the latest research activities [10] , the release level of unburned fuel typical of micro-sac nozzles is no longer tolerable, according to the trend of unburned hydrocarbons emission regulation. From this viewpoint, the VCO design will predictably be reassessed and developed again [11, 12] , in order to minimize the content of liquid fuel that is trapped when the needle is closed. In the light of this, it is believed that investigations on behavior of VCO nozzles under real operating conditions represent an interesting and significant topic.
The abnormal behavior of the spray produced by the VCO nozzle has been observed by several investigators. The VCO-spray features reported in the literature show differences in the macroscopic characteristics among the fuel jets. The differences relate to the spray penetration and to the spray angle [13, 14] . If the presence of significant defects of the nozzle is excluded, this behavior suggests that the fuel flows through each hole in a particular way. After the first experiments carried out on sprays from VCO injectors, investigators had suggested that the spray abnormalities were due to the misalignment of the needle during injection; the misalignment had been considered capable of significantly influencing the fuel flow pattern at the hole inlet section; indeed, in VCO nozzles, the needle remains in the immediate proximity of the inlet section of the holes for the whole injection event [14, 15] . The super-accurate design and manufacturing of the nozzles, provided with expensive double guides for the needle in some cases, has been the main technical approach that enabled VCO-injector manufacturers to stabilize the behavior of the spray as much as possible.
Some experimental investigations based on X-ray techniques have confirmed that needle displacement is affected by major radial oscillations [16] . The experiments have later also allowed for detecting the amount of needle movement in the radial direction [17] .
In agreement with these findings, further contributions and simulation campaigns were carried out to quantify the influence of the needle misalignment on the distribution of the fuel flow out of each hole. The results reported in the literature have highlighted that the flow field upstream of the holes is directly affected by the needle position during injection. In more detail, the position of the needle determines the flow characteristics at each hole inlet, influencing the downstream fuel flow [18] [19] [20] .
The current experimental techniques allow for making a very fine analysis both on the needle displacement during injection and the internal multiphase nozzle flow [21] . Equally advanced are the techniques developed for the diagnosis of the spray [22] features.
In principle, the link between the needle alignment and the characteristics of each spray could be simultaneously studied by combining nozzle and spray diagnostics. Unfortunately, research activities that combine the two types of analysis are not yet reported in the literature.
The 3D-CFD (three-dimensional computational fluid dynamics) is the only practical way to consider, step by step in time, the link between what happens inside the nozzle and what happens outside; this work is oriented in this direction, and the aim is to observe in what measures the off-axis position of the needle is reflected by the spray anomalies, quantifying and delimiting the differences that could be expected due to the off-axis movement of the needle; according to the aforementioned motivations, the study considers a VCO layout.
In the first phase of the work, the reference nozzle geometry and the reference injection event have been identified. Subsequently, the 3D-CFD simulation approach has been defined, relying on the modeling of the internal nozzle flow; once characterized, it has been interfaced to the spray simulation, initializing the primary break-up model on the basis of the transient flow conditions at each outlet section of the multi-hole VCO nozzle. Among the possibilities, the spray modeling has been based on a coupled Euler-Lagrangian approach, whose features have recently been reported in the literature [23] . The simulations have been carried out in FIRE™ environment [24] (by AVL List GmbH, Graz, Austria). The following section describes the relevant assumptions and the details of the proposed approach. The results section reports the main points of investigation; and the conclusions are discussed in the last paragraph.
Materials and Methods

Reference Nozzle and Off-Axis Configuration of the Needle
The reference VCO layout for the investigation has been identified among the real applications, yet preserving the general validity of the study. The choice fell on a commercial six hole nozzle that equips the second generation electro-injectors (injection pressure up to 1600 bar) in the automotive field (cylinder displacement in the range of 500 cm 3 ). Once defined, the real nozzle has been sectioned and optically investigated ( Figure 1) ; thus, the internal geometry has been digitalized to allow the construction of the computational grids. The relevant nozzle features are reported in Table 1 . The simulations have been extended to a half-sector of the whole geometry, decreasing the computational costs, thanks to the plane-symmetry of the implemented off-axis configuration (as described in the next paragraph). simulation, initializing the primary break-up model on the basis of the transient flow conditions at each outlet section of the multi-hole VCO nozzle. Among the possibilities, the spray modeling has been based on a coupled Euler-Lagrangian approach, whose features have recently been reported in the literature [23] . The simulations have been carried out in FIRE™ environment [24] (by AVL List GmbH, Graz, Austria). The following section describes the relevant assumptions and the details of the proposed approach. The results section reports the main points of investigation; and the conclusions are discussed in the last paragraph.
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The reference VCO layout for the investigation has been identified among the real applications, yet preserving the general validity of the study. The choice fell on a commercial six hole nozzle that equips the second generation electro-injectors (injection pressure up to 1600 bar) in the automotive field (cylinder displacement in the range of 500 cm 3 ). Once defined, the real nozzle has been sectioned and optically investigated ( Figure 1) ; thus, the internal geometry has been digitalized to allow the construction of the computational grids. The relevant nozzle features are reported in Table 1 . The simulations have been extended to a half-sector of the whole geometry, decreasing the computational costs, thanks to the plane-symmetry of the implemented off-axis configuration (as described in the next paragraph). The nozzle flow simulation considers the operation of the needle under ballistic conditions; the adopted operating condition of the needle reflects the multiple-injection strategies, where low lifts and short injection shots are usual. The purely axial needle lift law is obtained by means of a lumped-parameter mechanical-hydraulic model of the complete electro-injector. The model has been built in the LMS Amesim environment [25] (by Siemens AG Digital Factory, Nurnberg, The nozzle flow simulation considers the operation of the needle under ballistic conditions; the adopted operating condition of the needle reflects the multiple-injection strategies, where low lifts and short injection shots are usual. The purely axial needle lift law is obtained by means of a lumped-parameter mechanical-hydraulic model of the complete electro-injector. The model has been built in the LMS Amesim environment [25] (by Siemens AG Digital Factory, Nurnberg, Germany), and it has been experimentally validated in terms of Rate of Injection (ROI), transient pressure signal at injector inlet and cumulative injected mass. ROI measure is based on the well-known Bosch Tube system [26] , in which the pressure wave is measured by means of a piezo-resistive pressure sensor (4067-type by Kistler, Winterthur, Switzerland). The same sensor is used to measure the pressure signal at injector inlet, and the cumulative mass of 1000 injection shots has been measured by analytical balance. The complete information about the model and its validation is reported in [27] . The adopted needle lift curve and the related test conditions are reported in Figure 2 . Germany), and it has been experimentally validated in terms of Rate of Injection (ROI), transient pressure signal at injector inlet and cumulative injected mass. ROI measure is based on the well-known Bosch Tube system [26] , in which the pressure wave is measured by means of a piezo-resistive pressure sensor (4067-type by Kistler, Winterthur, Switzerland). The same sensor is used to measure the pressure signal at injector inlet, and the cumulative mass of 1000 injection shots has been measured by analytical balance. The complete information about the model and its validation is reported in [27] . The adopted needle lift curve and the related test conditions are reported in Figure 2 . The grid of the nozzle body is structured and made of hexahedral elements. The hole grids are structured as well, and they are connected to the nozzle body through arbitrary grid interfaces. Such a meshing approach allows for adopting identical grids for the holes. Different meshing approaches are possible, such as the Cartesian cut cell method [17] , but the same mesh topology for each hole is not guaranteed. Therefore, the adopted meshing approach is viewed as a good practice in the attempt to avoid hole-to-hole grid dependencies. The modeling of needle displacement in the current CFD analysis is based on "mesh deformation", which consists of the use of a mesh-set to reproduce the needle displacement step-by-step. In such an approach, some cell layers undergo a deformation according to the needle displacement at each simulation time-step and never change in number. To prevent the adoption of extremely small cells at a near-zero needle lift, the approach proposed in [17] has been adopted, so that a minimal gap has been used (4 μm, which correspond to about 2.2% of the maximum lift). It has to be noted that the cell layers in the gap at minimum lift, made of hexahedral elements, have orthogonal faces; during the needle lift, the cells of the layer are deformed, with a well-tolerated skewness level at maximum lift. The nozzle computational grid and the relevant details are visible in Figure 1. 
Off-Axis Displacement of the Needle
As reported in [17] , the off-axis displacement is due to needle oscillations during the injection; these have been identified as cantilever-type vibrations of the needle with respect to the needle guide, which is located upstream of the tip. Separate analysis of x and y motion components (assuming the needle is lifting along z) revealed that these lateral oscillations are quite often in-phase. Moreover, it has been evidenced that the oscillation occurs mainly on one side of the nozzle and the needle tip does not move back to the opposite side, crossing the centerline. In [17] , the attention is focused on relatively long injections (2 ms), in which a specific needle wobble profile has been considered, with the needle performing three oscillation peaks in the x-plane. Since these lateral oscillations are purely mechanical in nature, the oscillation period is independent from injection duration [28] . In the current investigation, as the considered injection shot is shorter, the occurrence of just one oscillation peak is assumed. According to [17] , it is assumed that the needle performs a pure two-dimensional translation, starting from the closing position; the radial component affecting the needle displacement has been set as a percent (8%) of the maximum vertical displacement (Figure 2, left The grid of the nozzle body is structured and made of hexahedral elements. The hole grids are structured as well, and they are connected to the nozzle body through arbitrary grid interfaces. Such a meshing approach allows for adopting identical grids for the holes. Different meshing approaches are possible, such as the Cartesian cut cell method [17] , but the same mesh topology for each hole is not guaranteed. Therefore, the adopted meshing approach is viewed as a good practice in the attempt to avoid hole-to-hole grid dependencies. The modeling of needle displacement in the current CFD analysis is based on "mesh deformation", which consists of the use of a mesh-set to reproduce the needle displacement step-by-step. In such an approach, some cell layers undergo a deformation according to the needle displacement at each simulation time-step and never change in number. To prevent the adoption of extremely small cells at a near-zero needle lift, the approach proposed in [17] has been adopted, so that a minimal gap has been used (4 µm, which correspond to about 2.2% of the maximum lift). It has to be noted that the cell layers in the gap at minimum lift, made of hexahedral elements, have orthogonal faces; during the needle lift, the cells of the layer are deformed, with a well-tolerated skewness level at maximum lift. The nozzle computational grid and the relevant details are visible in Figure 1. 
As reported in [17] , the off-axis displacement is due to needle oscillations during the injection; these have been identified as cantilever-type vibrations of the needle with respect to the needle guide, which is located upstream of the tip. Separate analysis of x and y motion components (assuming the needle is lifting along z) revealed that these lateral oscillations are quite often in-phase. Moreover, it has been evidenced that the oscillation occurs mainly on one side of the nozzle and the needle tip does not move back to the opposite side, crossing the centerline. In [17] , the attention is focused on relatively long injections (2 ms), in which a specific needle wobble profile has been considered, with the needle performing three oscillation peaks in the x-plane. Since these lateral oscillations are purely mechanical in nature, the oscillation period is independent from injection duration [28] . In the current investigation, as the considered injection shot is shorter, the occurrence of just one oscillation peak is assumed. According to [17] , it is assumed that the needle performs a pure two-dimensional translation, starting from the closing position; the radial component affecting the needle displacement has been set as a percent (8%) of the maximum vertical displacement (Figure 2 , left).
As shown in the scheme of Figure 3 , the needle displacement is along a straight direction, represented here by the A-B line. The A-B line and the axes of two opposite holes (N1 and N4) lie in the same plane. As visible, hole N1 is the most approached by the needle, whereas the other N4 is in the opposite condition. Thus, in the case of N1 and N4, the off-axis displacement allows for evaluating the influence of the needle proximity to the hole during the injection. In the case of N2 and N3, the off-axis displacement alters the proximity and also the symmetry of the needle towards the axes of the holes (N2 and N3). In summary, the current off-axis needle displacement has been chosen to realize a different configuration between the needle and each of the four holes, as evidenced by Figure 3 (right). As shown in the scheme of Figure 3 , the needle displacement is along a straight direction, represented here by the A-B line. The A-B line and the axes of two opposite holes (N1 and N4) lie in the same plane. As visible, hole N1 is the most approached by the needle, whereas the other N4 is in the opposite condition. Thus, in the case of N1 and N4, the off-axis displacement allows for evaluating the influence of the needle proximity to the hole during the injection. In the case of N2 and N3, the off-axis displacement alters the proximity and also the symmetry of the needle towards the axes of the holes (N2 and N3). In summary, the current off-axis needle displacement has been chosen to realize a different configuration between the needle and each of the four holes, as evidenced by Figure 3 (right). 
Modeling Approach
The adopted concept of the coupling among the nozzle flow, the Eulerian and the Lagrangian spray models is shown in Figure 4 (left). The first, independent, simulation step is the transient nozzle flow simulation, taking into account the three-dimensional needle movement and cavitation effects; for certain discrete time steps (360 in the current analysis), the flow data of the bulk liquid and the vapor phase at each orifice outlet are stored on a data file providing the boundary conditions for the dense spray simulation, in agreement with the conclusions reported in [29] , where this approach is outlined as appropriate when evaluating the effects of asymmetries in multihole nozzles. The dense spray region is simulated with the Eulerian spray approach, whereas the dilute spray is based on the DDM (Discrete Droplet Method)-Lagrangian approach. 
Coupled Eulerian-Lagrangian Spray Simulation
On the modeling of spray process, the most of the strategies falls into the aforesaid two basic formulations: the Eulerian-Lagrangian (EL) and the Eulerian-Eulerian (EE) methods. Compared to the EL method, the EE method is suitable for calculation of flows with higher droplet concentration [30] , whereas the other approach is appropriate in the simulation of the diluted spray region. Here, the EL and EE methods are used in combination. In the light of the 
Modeling Approach
The adopted concept of the coupling among the nozzle flow, the Eulerian and the Lagrangian spray models is shown in Figure 4 (left). The first, independent, simulation step is the transient nozzle flow simulation, taking into account the three-dimensional needle movement and cavitation effects; for certain discrete time steps (360 in the current analysis), the flow data of the bulk liquid and the vapor phase at each orifice outlet are stored on a data file providing the boundary conditions for the dense spray simulation, in agreement with the conclusions reported in [29] , where this approach is outlined as appropriate when evaluating the effects of asymmetries in multihole nozzles. The dense spray region is simulated with the Eulerian spray approach, whereas the dilute spray is based on the DDM (Discrete Droplet Method)-Lagrangian approach. As shown in the scheme of Figure 3 , the needle displacement is along a straight direction, represented here by the A-B line. The A-B line and the axes of two opposite holes (N1 and N4) lie in the same plane. As visible, hole N1 is the most approached by the needle, whereas the other N4 is in the opposite condition. Thus, in the case of N1 and N4, the off-axis displacement allows for evaluating the influence of the needle proximity to the hole during the injection. In the case of N2 and N3, the off-axis displacement alters the proximity and also the symmetry of the needle towards the axes of the holes (N2 and N3). In summary, the current off-axis needle displacement has been chosen to realize a different configuration between the needle and each of the four holes, as evidenced by Figure 3 (right). 
Coupled Eulerian-Lagrangian Spray Simulation
On the modeling of spray process, the most of the strategies falls into the aforesaid two basic formulations: the Eulerian-Lagrangian (EL) and the Eulerian-Eulerian (EE) methods. Compared to the EL method, the EE method is suitable for calculation of flows with higher droplet concentration [30] , whereas the other approach is appropriate in the simulation of the diluted spray region. Here, the EL and EE methods are used in combination. In the light of the contributions reported in the literature, the combination of EE and EL methods is placed in the frame of two coupling approaches; these are the "ELSA model" (Euler Lagrange Spray Atomisation) [31] [32] [33] [34] [35] and the "ACCI server" (AVL Coupling Code Interface) [36] [37] [38] [39] .
In the ELSA methodology, the Eulerian spray is treated as a single-phase flow represented by a liquid-gas mixture. By means of additional transport equations for the liquid mass fraction and the liquid surface density, the spray atomization is modeled; if the spray is dilute enough, Lagrangian spray parcels are initiated.
In the current work, the approach based on the ACCI server is adopted, where the coupling between Eulerian and Lagrangian spray is achieved as follows. The dense spray is calculated with the Eulerian spray approach in a separate simulation client, on a highly resolved computational grid representing the near nozzle region. In the second simulation client (here, the spray-volume ambient), the Lagrangian approach is used for the dilute spray modeling. Indeed, the computational grid of the spray-volume client covers the entire simulation domain, including also the Eulerian spray region. Thus, an overlapping region is defined, in which the simulation is performed on both clients. The interactions between the gaseous and the liquid phases in the Eulerian spray simulation are transferred as source terms to the spray-volume client simulation. The data transfer between the simulation clients is managed via the ACCI server. The coupled simulation starts with the computational initialization of both simulation clients; the fluid properties are determined and the flow field of the Lagrangian client is initialized. The first exchange event taking place is the initialization, when the initial gas flow field of the Eulerian spray client is fully determined by the initial flow field of the Lagrangian client. The three velocity components-pressure, enthalpy, species mass fractions and turbulence transport quantities-are mapped and transferred via the server. The other exchange events are determined by the simulation time steps of the clients. Data exchange from the Lagrangian to the Eulerian spray client is performed to obtain the flow field boundaries of the Eulerian spray simulation; at every exchange event, the 3D flow field of the Lagrangian client is mapped onto the boundary surface of the Eulerian spray client. Data exchange in the other direction occurs due to the interaction between droplets and gas. Drag forces introduce source terms in the momentum conservation equation; mass exchange from evaporation causes sources in the continuity and species transport equations. In the overlapping domain, the gas phase flow field is calculated on both simulation clients. Thus, the source terms from the phase interactions in momentum, mass and energy conservation equations as well as the sources from the species transport equations are transferred from the Eulerian spray to the Lagrangian client. This means that, although there is no liquid phase in the overlapping domain of the Lagrangian client, the gas phase is fully encountered by the interactions with the droplet phases.
The liquid droplets leaving the Eulerian spray client initiate the spray parcels at the Lagrangian client. Conservation of liquid mass, momentum, energy and number of droplets are required criteria for the interface. The algorithm for creating new parcels by fulfilling the conservation criteria is based on the idea that a new parcel is created, if the accumulated liquid mass of a droplet phase exceeds a certain mass threshold. The preparation of new spray parcels is fully calculated by the Eulerian spray client; the interface server sends the parcel initialization data to the Lagrangian client where the new parcels are introduced. A loop over all droplet phases and over all open boundary faces is performed for every time step to check the droplet mass leaving the domain.
Since different meshes are used for the near-nozzle and spray ambient simulations (according to the scheme of Figure 4 (right)), the source terms mapping is performed in a conservative manner using weighting factors. For extensive attributes, such as mass or momentum sources, weighting factors w f ex are calculated from the intersection volumes between the two client domains, as shown in Equation (1) . For example, the mass source term S in a control volume of the spray mesh is calculated from all values in the control volumes in near nozzle mesh, as shown in Equation (2) . In the case of intensive attributes such as mass fraction, velocity, pressure or temperature, where attributes do not depend on the size of control volumes, and the weighting factors w f in are defined as shown in Equation (3):
Near Nozzle Eulerian Spray Modeling
The Eulerian spray modeling is based on a multiphase method [40] . The gas and the liquid are treated as interpenetrating continuous phases, characterized by their volume fraction in the control volume. A number n of phases is considered. The first (n = 1) is the gaseous one, and it represents the gas and the fuel vapor in the spray ambient. The other phases (n = 2, . . . , n−1) represent the droplet size classes, whereas the phase n is the bulk liquid phase preceding the break-up process. For each phase, the set of conservation equations is solved separately. Mass-Equation (4), momentum-Equation (5) and enthalpy-Equation (6) conservation equations for the phase k are reported in the following. On the right hand side of each equation, there are the exchange-terms Γ kl , M kl , H kl (mass, momentum, enthalpy) between the phases k and l; these are the terms that contain the physics of the spray. The left-hand side of each equation is made of two terms, the rate of change and the convective transport of the phase flow property. The volume fraction of each phase must fulfill the compatibility condition, Equation (7):
The Eulerian spray model is framed in the RANS (Reynolds-averaged Navier-Stokes) approach, with k-epsilon closure. The Eulerian-Eulerian spray model here adopted has been extensively validated against experimental data, as reported in [39] , concerning atomization and evaporation process, and in [23] concerning reactive cases.
Primary Break-Up
Core Injection Approach under Nozzle Flow Local Information
The primary break-up rate in the spray domain considers two independent mechanisms and is determined by the liquid turbulence in the nozzle orifice and by the aerodynamic conditions in the spray region. According to this approach, the turbulent fluctuations in the liquid jet create the initial perturbations on the surface. These grow under the action of aerodynamic pressure forces until they detach as atomized droplets. The coherent liquid core region at the nozzle exit, where primary break-up occurs, is calculated from a mass balance at the volume elements of the liquid core. The liquid core itself is modeled through a blob-injection scheme, in which the blob diameter is constant and the blob number varies according to the mass loss due to primary break-up. The determination of mass loss from this region is based on the rate-approach dR/dt, where dR/dt is viewed as the artificial-radius change of the assumed blob injection. The rate dR/dt is an artificial dimension for the mass loss because the number of blobs decreases while the blob radius stays constant. In the current scheme, such a concept is applied locally, by means of the separate multi-phase nozzle flow simulation ( Figure 5, left) . For each "j" face of the nozzle orifice, the rate dR j /dt is calculated from the two-phase nozzle flow simulation; the atomization length scale L A,j is equal to the turbulent length scale L T,j as reported in Equation (8) . The turbulent length-scale L T,j and the atomization time scale τ A,j are determined locally for each j face. The expression for L T,j is given by Equation (9), whereas the expression for the local atomization time scale τ A,j is given by Equation (10):
The local turbulent time scale τ T,j is calculated from Equation (11) and the local aerodynamic time and length scale, τ W,j and L W,j , are calculated according to Equation (12):
The local diameter of the product droplets resulting from this model is proportional to the turbulent length scale, Equation (13) :
The adopted model gives different break-up rates dR j /dt and different product droplet diameter for each face of the nozzle orifice. Each face of the orifice determines the break-up rate on an idealized blob injection surface; therefore, the local rate of change dR j /dt is mapped onto the corresponding blob surface and represents a certain fraction of the mass loss ( Figure 5, right) . The target phase of the liquid droplet phases is determined by the local product droplet diameter Dd,j. These droplet diameters are sorted into five different predetermined droplet size classes [39] .
The primary break-up mass rate per unit volume from the bulk liquid phase (N-phase) into the droplet phase k,  , is computed according to Equation (14) , where αN is the volume fraction of N-phase, Anozz is the surface area of the entire nozzle orifice and Ai is the local surface area of each face in the nozzle orifice.
, denotes the local primary break-up mass transfer rate per blob surface and is determined by Equation (15) . The function δk (Dd,i) results from the sorting process of the local primary break-up rate values, and it is either one or zero. If the local droplet diameter Dd,i belongs to size class k, and the function δk (Dd,i) is one; otherwise, it is zero: The target phase of the liquid droplet phases is determined by the local product droplet diameter D d,j . These droplet diameters are sorted into five different predetermined droplet size classes [39] .
The primary break-up mass rate per unit volume from the bulk liquid phase (N-phase) into the droplet phase k, Γ P,Nk is computed according to Equation (14) , where α N is the volume fraction of N-phase, A nozz is the surface area of the entire nozzle orifice and A i is the local surface area of each face in the nozzle orifice. 
.
Lagrangian Spray Modeling
The injection process in the current investigation has been modeled within a quiescent spray-chamber (7 bar pressure) in non-evaporative conditions (393.15 K). The domain is the same in all simulation cases and it is built on polar symmetry, where the nozzle axis is in the central position. In the near tip region, in all the tested cases, the mesh is built with the same resolution of the nozzle hole, and it gradually widens as the distance from the hole increases. The spray calculation is based on the Discrete Droplet Method (DDM); the k-ε turbulence closure for the RANS-equations solution has been adopted. The WAVE model [41] has been used to simulate the droplet secondary break-up process, assuming that the growth of an initial perturbation on a liquid surface is linked to its wavelength and to other physical and dynamic parameters of the injected fuel and the fluid domain. The particle interaction model based on the statistical approach proposed by O' Rourke [42] has been adopted.
Multiphase Nozzle Flow Modeling
The internal nozzle flow is simulated through the Eulerian multi-fluid method, Equations (4)-(7). In the current application, the flow is supposed to be isothermal and comprises n = 3 phases, namely, the liquid fuel, its vapor and air. The flow model is based on the RANS approach with k-ζ-f turbulence closure model, with a standard wall function. The turbulent stresses in the continuous phases are computed by adding to the standard turbulent viscosity a bubble-induced viscosity term, according to the Sato model [43] . The interfacial exchange terms, relevant for cavitation between liquid and fuel vapor, are represented by the mass-and momentum-exchange terms, which take into account the microscopic effects at the interface between the phases. Concerning the mass exchange term between liquid fuel and vapor, the non-linear form of the Rayleigh-Plesset equation is used to describe bubble growth dynamics. The interfacial momentum exchange (between liquid fuel and vapor) is modeled taking drag and turbulent dispersion effects into account, while neglecting inertia and lift effects. The drag model on the bubbles uses drag coefficient C D , based on spherical shape and is dependent on Reynolds number. The turbulent mixing process between phases relies on the momentum interaction at the interface, which induces turbulence production on the liquid phase through the Sato model [43] . The state of bubble diameter is a function of position and time (poly-dispersed diameter); coalescence due to turbulent random collisions, breakup (induced by turbulent impact) and bubble generation due to cavitation are the mechanisms taken into account. The complete mathematical description of this approach in the modeling of multiphase nozzle flow has been published and can be found in [44, 45] ; these authors also report the model validation against several reference flows.
Cavitation Model Assessment
The cavitation model adopted for the current investigation and the related settings have been assessed simulating two reference cases, i.e., the experiment proposed by Winklhofer et al. [46] and the more recent experiment proposed by Sou et al. [47] . As recently reported in [19] , many other contributors [48, 49] have considered the experiment of Winklhofer as a significant reference case. This experiment is based on the investigation of an optically accessible channel (inlet section 0.300 × 0.301 mm; outlet section 0.284 × 0.301 mm; 1 mm length, 0.02 mm inlet curvature radius).
During the experimental research, the inlet pressure was fixed (10 MPa), at a uniform fuel temperature of 300 K, whereas the outlet pressure was adjusted in order to obtain the required flow rate. The same technique has been applied in the simulations. Figure 6 (left) shows the computational grid used in the cavitation model assessment; it represents 1/4th of the real channel geometry, thanks to symmetry of domain. The flow behavior of the throttle has been positively tested in several operating points. On one side, the hydraulic prediction has been found to be good agreement with experiments, as visible in Figure 6 (right) and in Table 2 , which reports the details of mass flow rate in the conditions evidenced by [46] (cavitation incipience-Point A, critical cavitation-Point B and super cavitation-Point C). On the other side, the cavitation patterns related to the three fundamental conditions, as evidenced in [46] , have been consistently reproduced, as reported in Figure 7 ; it has to be explicitly mentioned that the cavitation patterns observed by Winklhofer were fluctuating, due to the highly turbulent flow environment and they have been obtained by an ensemble averaging process of a set of twenty images taken under the same operating conditions.
The cavitation model adopted for the current investigation and the related settings have been assessed simulating two reference cases, i.e., the experiment proposed by Winklhofer et al. [46] and the more recent experiment proposed by Sou et al. [47] . As recently reported in [19] , many other contributors [48, 49] have considered the experiment of Winklhofer as a significant reference case. This experiment is based on the investigation of an optically accessible channel (inlet section 0.300 × 0.301 mm; outlet section 0.284 × 0.301 mm; 1 mm length, 0.02 mm inlet curvature radius). During the experimental research, the inlet pressure was fixed (10 MPa), at a uniform fuel temperature of 300 K, whereas the outlet pressure was adjusted in order to obtain the required flow rate. The same technique has been applied in the simulations. Figure 6 (left) shows the computational grid used in the cavitation model assessment; it represents 1/4th of the real channel geometry, thanks to symmetry of domain. The flow behavior of the throttle has been positively tested in several operating points. On one side, the hydraulic prediction has been found to be good agreement with experiments, as visible in Figure 6 (right) and in Table 2 , which reports the details of mass flow rate in the conditions evidenced by [46] (cavitation incipience-Point A, critical cavitation-Point B and super cavitation-Point C). On the other side, the cavitation patterns related to the three fundamental conditions, as evidenced in [46] , have been consistently reproduced, as reported in Figure 7 ; it has to be explicitly mentioned that the cavitation patterns observed by Winklhofer were fluctuating, due to the highly turbulent flow environment and they have been obtained by an ensemble averaging process of a set of twenty images taken under the same operating conditions. Moving to the second assessment phase, the experiment of Sou [47] has been reproduced by simulation. The experiment consists of a flow through a transparent channel allowing the visualization (based on Laser Doppler Velocimetry) of cavitation incipience and development. In the experiments, a water flow is produced. The discharge ambient is kept at a constant pressure (ambient pressure) and the inflow condition is varied to realize different flow regimes, represented by the mean liquid velocity (Vn) in the channel. The incipience and the development of cavitation is well reproduced by the simulation, as indicated by the contours of liquid mass fraction shown in Figure 8 . The quantitative comparison between the experiment and the simulation is reported in Figure 9 , where the available data on velocity profile provided by Sou [47] are compared with the simulations. The Moving to the second assessment phase, the experiment of Sou [47] has been reproduced by simulation. The experiment consists of a flow through a transparent channel allowing the visualization (based on Laser Doppler Velocimetry) of cavitation incipience and development. In the experiments, a water flow is produced. The discharge ambient is kept at a constant pressure (ambient pressure) and the inflow condition is varied to realize different flow regimes, represented by the mean liquid velocity (V n ) in the channel. The incipience and the development of cavitation is well reproduced by the simulation, as indicated by the contours of liquid mass fraction shown in Figure 8 . The quantitative comparison between the experiment and the simulation is reported in Figure 9 , where the available data on velocity profile provided by Sou [47] are compared with the simulations. The trends are referred to three different axial locations along the throttle axis, as evidenced by the sketch of throttle layout of Figure 9 . Good agreement has been found in all of the cases. conditions (A, B, C) ; simulated cavitation regions (left); experiment of Winklhofer et al. [46] (right); CS: cavitation start; CC: critical cavitation.
Moving to the second assessment phase, the experiment of Sou [47] has been reproduced by simulation. The experiment consists of a flow through a transparent channel allowing the visualization (based on Laser Doppler Velocimetry) of cavitation incipience and development. In the experiments, a water flow is produced. The discharge ambient is kept at a constant pressure (ambient pressure) and the inflow condition is varied to realize different flow regimes, represented by the mean liquid velocity (Vn) in the channel. The incipience and the development of cavitation is well reproduced by the simulation, as indicated by the contours of liquid mass fraction shown in Figure 8 . The quantitative comparison between the experiment and the simulation is reported in Figure 9 , where the available data on velocity profile provided by Sou [47] are compared with the simulations. The trends are referred to three different axial locations along the throttle axis, as evidenced by the sketch of throttle layout of Figure 9 . Good agreement has been found in all of the cases. 
Grid Sensitivity Tests and Spray Model Assessment
Once the cavitation model is validated, a thorough pre-computation procedure has been performed to find the best computation settings on the used grids; the effect of local refinements has been evaluated as well. The tested grid types and the adopted cell number are listed in Table 3 . In the same table, the mass flow rate differences among the nozzle flow tests are reported. Figure 10 
Once the cavitation model is validated, a thorough pre-computation procedure has been performed to find the best computation settings on the used grids; the effect of local refinements has been evaluated as well. The tested grid types and the adopted cell number are listed in Table 3 . In the same table, the mass flow rate differences among the nozzle flow tests are reported. Figure 10 reports the graphical results in terms of the velocity profile and cavitation development, when adopted, and the most refined nozzle grids are compared. Since the spray model is used to chase the hole-to-hole spray differences, a crucial check in the current investigation is to assess the penetration dependence on computational grid refinement. Figure 11 (left) reports the trends obtained for the hole N1, depending on the refinement of spray domains. The spray model capability has also been assessed against experimental data; Figure 11 (right) reports the comparison between experimental and simulated penetration lengths, referring to "ECN Since the spray model is used to chase the hole-to-hole spray differences, a crucial check in the current investigation is to assess the penetration dependence on computational grid refinement. Figure 11 (left) reports the trends obtained for the hole N1, depending on the refinement of spray domains. Since the spray model is used to chase the hole-to-hole spray differences, a crucial check in the current investigation is to assess the penetration dependence on computational grid refinement. Figure 11 (left) reports the trends obtained for the hole N1, depending on the refinement of spray domains. The spray model capability has also been assessed against experimental data; Figure 11 (right) reports the comparison between experimental and simulated penetration lengths, referring to "ECN Spray-A" case [50] , Table 4 . The spray model capability has also been assessed against experimental data; Figure 11 (right) reports the comparison between experimental and simulated penetration lengths, referring to "ECN Spray-A" case [50] , Table 4 . 
Non-Dimensional Coefficients
To allow the comparison among the holes, the results of the nozzle CFD model have been lumped in non-dimensional parameters that qualify the flow at each outlet section [45] . In the adopted scheme, Equation (16), the liquid-phase mass flow rate (m r ) passes through an effective area (A e ) with a uniform velocity (v e ); thus, vena contracta and cavitation affect the flow reducing the geometrical area (A g ) to the effective one (A e ). Considering an ideal flow, the theoretical velocity v t , Equation (17), is defined by means of a Bernoulli equation, assuming negligible velocity at the inlet section. The theoretical mass flow passing through the geometrical nozzle outlet section (A g ) is given by Equation (18) . The first non-dimensional parameter is the discharge coefficient, C D defined as follows (Equation (19)):
In order to isolate the area from the velocity contribute, the discharge coefficient is viewed as the product of two further non-dimensional parameters C V and C A , Equation (20) :
Results
Hole-to-Hole Difference on Spray Penetration
As a first step in analyzing the results, it has been checked whether the off-axis of the needle is tied to significant differences on the spray; accordingly, the penetration trends over time for each nozzle hole have been observed. The penetration distance is defined as the distance along the spray axis to the boundary of the spray, according to [51] . The curves of Figure 6 originate at time zero ASOI (After Start Of Injection) and reach the penetration of 0.01 m at different times. Incidentally, up to 0.01 m, the spray is in the Eulerian-Eulerian domain; when droplets exceed this limit, they are taken over by the Eulerian-Lagrangian simulation. The spray emerging from the hole N2 is the slowest, both in the Eulerian tract for the half part of the Lagrangian tract. Referring to the off-axis configuration of Figure 3 , the comparisons were made in couples, first N4 and N1, then N2 and N3 and finally the pair N1-N3; the related trends, in terms of percentage differences, are shown in Figure 12 (right).
injection process. In the closing phase, the spray N4 returns to prevail on the spray N1 but with a more limited deviation to what occurs at the opening (3% versus 18%).
During the opening, the pair N3-N2 behaves likewise to the pair N4-N1, with the prevalence of N3 on N2, but, thereafter, the difference, while decreasing, does not fade and 0 is not reversed.
The trend of the pair N1-N3 shows the spray N1 below N3, but not in the period between 0.11 and 0.2 ms ASOI. Since the opening of the nozzle up to 0.1 ms ASOI, spray N4 prevails over spray N1; this difference decreases rapidly, vanishes in 0.11 ms ASOI and reverses back, up to more than half of the injection process. In the closing phase, the spray N4 returns to prevail on the spray N1 but with a more limited deviation to what occurs at the opening (3% versus 18%).
The trend of the pair N1-N3 shows the spray N1 below N3, but not in the period between 0.11 and 0.2 ms ASOI.
A graphical evolution of the spray shape, accompanied by the cut view of the nozzle flow, is reported in Figure 13 ; even if the thorough analysis of the flow structures within the nozzle is beyond the aim of the current contribution, it is desirable to focus on how the penetration dispersion among the holes is reflected by the shape of the spray plumes; the asymmetry of velocity and cavitation patterns is clearly evident. A graphical evolution of the spray shape, accompanied by the cut view of the nozzle flow, is reported in Figure 13 ; even if the thorough analysis of the flow structures within the nozzle is beyond the aim of the current contribution, it is desirable to focus on how the penetration dispersion among the holes is reflected by the shape of the spray plumes; the asymmetry of velocity and cavitation patterns is clearly evident. 
Hole-to-Hole Differences for Spray Sauter Mean Diameter (SMD)
Time trends of the global SMD (Sauter Mean Diameter) for different sprays are shown in Figure 14 , while maintaining the same comparison method based on couples seen in the previous paragraph.
With reference to the pair N4-N1, from the opening up to 0.21 ms ASOI, spray N1 shows significantly higher SMD values. The behavior is reversed for a short period, up to 0.42 ms ASOI, after which the spray N4 returns to exhibit lower SMD, with percentage differences within 5%.
The trend of the pair N3-N2 sees much lower initial values for the spray N3, but the behavior is reversed in 0.24 ms ASOI. The SMD of spray N2 assumes the values of the other cases throughout the rest of the injection, about 15% below N3. 
after which the spray N4 returns to exhibit lower SMD, with percentage differences within 5%.
The trend of the pair N3-N2 sees much lower initial values for the spray N3, but the behavior is reversed in 0.24 ms ASOI. The SMD of spray N2 assumes the values of the other cases throughout the rest of the injection, about 15% below N3.
The pair N1-N3 still highlights the high SMD value of N3, which exceeds N1 as low as 0.21 ms ASOI with differences very close to 20%. With reference to the pair N4-N1, from the opening up to 0.21 ms ASOI, spray N1 shows significantly higher SMD values. The behavior is reversed for a short period, up to 0.42 ms ASOI, after which the spray N4 returns to exhibit lower SMD, with percentage differences within 5%.
The pair N1-N3 still highlights the high SMD value of N3, which exceeds N1 as low as 0.21 ms ASOI with differences very close to 20%.
Flow Features at the Outlet of the Holes
In the interpretation of the spray behavior seen previously, the trends of discharge-coefficient C D , velocity-coefficient C V and area-coefficient C A have been obtained for each hole, based on the 3D-CFD nozzle flow modeling. Maximum value of C D is encountered when the needle is at maximum lift, and it is limited slightly below 0.3. According to [6] , such a value could be expected for the same conditions in terms of pressure but at lower needle lift. Here, the obtained value reflects the geometrical features of the considered nozzle; indeed, the configuration of the needle closing passage in the modeled nozzle is able to influence the flow even at relatively high lift values, affecting the flow rate significantly.
Up to 0.2 ms ASOI, the hole N2 is characterized by the lesser fuel delivery, Figure 15 . In this time interval, the flow rate is penalized by both coefficients C V and C A , shown in the graphs in Figure 16 . This indicates that, in the initial stages of injection, the fluid reaches the output section of hole N2 with relatively low velocity and that the section of the hole is moderately active. The trends of Figure 13 reflect this scenario; the intensity of cavitation at the outlet section is relatively moderate (the liquid volume fraction is relatively high) in addition to the turbulence kinetic energy. In this initial period of the injection process, the mass flow rate is affected by an evident irregularity, which is slightly reproduced in the closing phase of injection. Such a behavior is in agreement with what was found in [17] , and it is typically due to the flow perturbations induced by the needle eccentricity.
After 0.2 ms ASOI, the behavior of hole N2 changes. The trend of discharge coefficient C D is modified and from 0.4 ms ASOI becomes similar to that of N1 and N4 cases. The trend of the liquid fraction is similar to those of the other holes, except in the closing phase, where an increase is visible, accompanied by similar deviations of turbulence kinetic energy and C A coefficient.
with relatively low velocity and that the section of the hole is moderately active. The trends of Figure 13 reflect this scenario; the intensity of cavitation at the outlet section is relatively moderate (the liquid volume fraction is relatively high) in addition to the turbulence kinetic energy. In this initial period of the injection process, the mass flow rate is affected by an evident irregularity, which is slightly reproduced in the closing phase of injection. Such a behavior is in agreement with what was found in [17] , and it is typically due to the flow perturbations induced by the needle eccentricity. with relatively low velocity and that the section of the hole is moderately active. The trends of Figure 13 reflect this scenario; the intensity of cavitation at the outlet section is relatively moderate (the liquid volume fraction is relatively high) in addition to the turbulence kinetic energy. In this initial period of the injection process, the mass flow rate is affected by an evident irregularity, which is slightly reproduced in the closing phase of injection. Such a behavior is in agreement with what was found in [17] , and it is typically due to the flow perturbations induced by the needle eccentricity. The discharge coefficient C D of hole N3 is relatively high during the initial stage of the injection, in contrast to what was seen in the N2 case. The velocity coefficient C V is aligned to the values of the other cases and the area coefficient C A indicates a relatively good utilization of the hole area. The liquid fraction reaches the lowest value at about 0.1 ms ASOI (Figure 17) , and the trend of turbulence kinetic energy is relatively high with downward concavity. This scenario changes at 0.3 ms ASOI. The discharge coefficient C D starts decreasing significantly (Figure 15 ), due to the drop of C V and C A (Figure 16 ). The discharge coefficient CD of hole N3 is relatively high during the initial stage of the injection, in contrast to what was seen in the N2 case. The velocity coefficient CV is aligned to the values of the other cases and the area coefficient CA indicates a relatively good utilization of the hole area. The liquid fraction reaches the lowest value at about 0.1 ms ASOI (Figure 17) , and the trend of turbulence kinetic energy is relatively high with downward concavity. This scenario changes at 0.3 ms ASOI. The discharge coefficient CD starts decreasing significantly (Figure 15 ), due to the drop of CV and CA (Figure 16 ).
The N1 and N4 holes show slight differences in mass flow rate ( Figure 15 ) and the needle off-axis effects are better highlighted by the trends of coefficients CA and CV (Figure 16 ). The coefficients indicate that the outlet velocity at hole N4 is higher; this factor does not significantly increase the mass flow since it is balanced by the reduced utilization of the geometric section of the hole, due to stronger cavitation. Indeed, the trends of Figure 17 show the lower liquid fraction at the exit section of hole N4, compared to the case N1. 
Conclusions
The current study showed that the lack of homogeneity in the mass-flow distribution is certainly a key factor behind the spray irregularities, but also that it is not the only one. In fact, even when the same discharge coefficient is found among the holes, irregularities are observed among the far sprays. The irregularities have been evidenced by the dispersion of penetration among the different orifices, and they have been addressed to the nozzle configuration by analyzing the flow features in terms of non-dimensional parameters. The velocity-coefficient CV and the area-coefficient CA have been found to provide valuable information to completely represent the flow conditions at The N1 and N4 holes show slight differences in mass flow rate ( Figure 15 ) and the needle off-axis effects are better highlighted by the trends of coefficients C A and C V (Figure 16 ). The coefficients indicate that the outlet velocity at hole N4 is higher; this factor does not significantly increase the mass flow since it is balanced by the reduced utilization of the geometric section of the hole, due to stronger cavitation. Indeed, the trends of Figure 17 show the lower liquid fraction at the exit section of hole N4, compared to the case N1.
The current study showed that the lack of homogeneity in the mass-flow distribution is certainly a key factor behind the spray irregularities, but also that it is not the only one. In fact, even when the same discharge coefficient is found among the holes, irregularities are observed among the far sprays. The irregularities have been evidenced by the dispersion of penetration among the different orifices, and they have been addressed to the nozzle configuration by analyzing the flow features in terms of non-dimensional parameters. The velocity-coefficient C V and the area-coefficient C A have been found to provide valuable information to completely represent the flow conditions at nozzle outlets when needle off-axis is encountered.
The 3D-CFD modeling retains major relevance in the determination of these coefficients, due to the difficulties that would arise by the experimental techniques. In this scenario, the coupling with the spray models is the crucial step to quantify the differences that cannot be assessed only through the analysis of mass flow rate distribution.
From the industrial viewpoint, the current study made it possible to identify the range of variability that can be expected from the VCO nozzles, in the typical operating conditions of common rail systems (ballistic needle displacement and reduced lift), and the range of variability within the spray characteristics, expected to vary, has been defined. In the current case, these ranges have been found on the order of 15% for penetration and in the order of 20% for global SMD; following the same approach, these ranges can be identified for other specific injectors and operating conditions.
The values of C V and C A coefficients can be taken as a reference in further investigations (three-dimensional, multi-zone, or lumped-parameter based), in order to explore the effects of spray non-idealities on the engine performance, on the combustion behavior and, more generally, on those cases affected by sensitivity to the spray characteristics. 
