Brigham Young University

BYU ScholarsArchive
Theses and Dissertations
2021-12-13

Deep Parameter Selection For Classic Computer Vision
Applications
Michael Whitney
Brigham Young University

Follow this and additional works at: https://scholarsarchive.byu.edu/etd
Part of the Physical Sciences and Mathematics Commons

BYU ScholarsArchive Citation
Whitney, Michael, "Deep Parameter Selection For Classic Computer Vision Applications" (2021). Theses
and Dissertations. 9351.
https://scholarsarchive.byu.edu/etd/9351

This Thesis is brought to you for free and open access by BYU ScholarsArchive. It has been accepted for inclusion
in Theses and Dissertations by an authorized administrator of BYU ScholarsArchive. For more information, please
contact ellen_amatangelo@byu.edu.

Deep Parameter Selection for Classic Computer Vision Applications

Michael Whitney

A thesis submitted to the faculty of
Brigham Young University
in partial fulfillment of the requirements for the degree of
Master of Science

Bryan Morse, Chair
David Wingate
Quinn Snell

Department of Computer Science
Brigham Young University

Copyright © 2021 Michael Whitney
All Rights Reserved

ABSTRACT
Deep Parameter Selection for Classic Computer Vision Applications
Michael Whitney
Department of Computer Science, BYU
Master of Science
A trend in computer vision today is to retire older, so-called “classic” methods in
favor of ones based on deep neural networks. This has led to tremendous improvements
in many areas, but for some problems deep neural solutions may not yet exist or be of
practical application. For this and other reasons, classic methods are still widely used in a
variety of applications. This paper explores the possibility of using deep neural networks to
improve these older methods instead of replace them. In particular, it addresses the issue
of parameter selection in these algorithms by using a neural network to predict effective
settings on a per-input basis. Specifically, we look at a straightforward and well-understood
algorithm with one primary parameter: interactive graph-cut segmentation. This parameter
balances region/boundary influences and heavily influences the resulting segmentation. Many
approach tuning this parameter by using an ad hoc or empirically selected static setting,
while others pre-analyze images to determine effective settings on a per-image basis. Tuning
this parameter for each image, or even for each target selection within an image, is highly
sensitive to properties of the image and object, suggesting that a network might be able
to recognize these properties and predict settings that would improve performance. We
employ a lightweight network with minimal layers to avoid adding significant computational
overhead with this pre-analysis step. The network predicts the segmentation performance
for each of a set of discretely sampled values for this parameter and selects the one with
the highest predicted performance. Results demonstrate that this per-image prediction and
tuning performs better than a single empirically selected setting.

Keywords: deep learning, classic computer vision, graph-cut segmentation
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Deep Parameter Selection For Classic Computer Vision Applications
Mike Whitney and Bryan Morse
Brigham Young University
Provo, UT
{mikeswhitney,morse}@byu.edu

Abstract
A trend in computer vision today is to retire older, socalled “classic” methods in favor of ones based on deep
neural networks. This has led to tremendous improvements
in many areas, but for some problems deep neural solutions
may not yet exist or be of practical application. For this and
other reasons, classic methods are still widely used in a variety of applications. This paper explores the possibility of
using deep neural networks to improve these older methods
instead of replace them. In particular, it addresses the issue of parameter selection in these algorithms by using a
neural network to predict effective settings on a per-input
basis. Specifically, we look at a straightforward and wellunderstood algorithm with one primary parameter: interactive graph-cut segmentation. This parameter balances region/boundary influences and heavily influences the resulting segmentation. Many approach tuning this parameter by
using an ad hoc or empirically selected static setting, while
others pre-analyze images to determine effective settings on
a per-image basis. Tuning this parameter for each image,
or even for each target selection within an image, is highly
sensitive to properties of the image and object, suggesting
that a network might be able to recognize these properties
and predict settings that would improve performance. We
employ a lightweight network with minimal layers to avoid
adding significant computational overhead with this preanalysis step. The network predicts the segmentation performance for each of a set of discretely sampled values for
this parameter and selects the one with the highest predicted
performance. Results demonstrate that this per-image prediction and tuning performs better than a single empirically
selected setting.

1. Introduction
A commonly held belief in the computer vision community is that “classic” algorithms, those developed before the
advent of deep neural networks, are outdated and should
be retired. This assertion is true to a certain extent; how-

(a) Images

(b) Static Setting

(c) NN-Predicted

Figure 1: Example segmentations using a single empirically
tuned parameter vs. per-image parameter prediction. An
empirically tuned static parameter setting may work well on
average across various image types, but for some images (a)
it can sometimes perform poorly (b). Using per-image parameters predicted by a deep neural network can achieve
improved results (c).

ever, “classic” algorithms still have their place in the field.
Deep neural networks can achieve state-of-the-art results
for many problems, but they require large amounts of data,
expensive hardware for training, and other computational
resources such as memory and storage. For some problems, we have yet to develop deep-learning solutions that
surpass prior methods, though that number seems to decrease with each conference or journal issue in the field.
While deep neural-network approaches may not yet have
supplanted classic algorithms for some applications, it may
be possible for such networks to cooperate with or assist
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existing algorithms.
A significant and well-known problem with classic computer vision algorithms, and even with machine-learning algorithms, is that they often have parameters that can be difficult to tune. This leads to vision systems that are not as
effective or robust as they could be.
The most common approach to setting these parameters
is for the implementer of the algorithm to set these to fixed
values, perhaps through their own experience working with
the method, but often through simple trial and error (a form
of optimization sometimes jokingly called “grad student descent”). A more principled approach is to gather a large
corpus of data and empirically select a value that performs
well in general across that set. Using a single, well-chosen
set of parameters can perform well for some inputs or situations but often not well for others. Automatically tuning parameters on a per-input basis can improve results, as
demonstrated in Fig. 1.
Previous efforts to automatically select parameter values
on a per-input basis have involved using heuristics chosen
by the developer based on their knowledge of the underlying
algorithm (e.g., [15]). The use of heuristics can produce
good results for some images but is limited to images that
fit the preconceived motivation behind them.
Other approaches for per-input parameter tuning use a
classic machine learning approach with hand-crafted features (e.g., [13]). The use of machine learning to tune these
parameters expands the set of images for which automatic
tuning will work well, but the use of hand-crafted features
is still limiting.
This raises the question of whether lightweight modern
deep neural networks could be used to augment classic computer vision algorithms by predicting optimal, or at least
improved, parameter tuning on a per-input basis. This paper attempts to addresses this question with a proof of concept using an simple, well-understood algorithm with a single parameter whose behavior is also well-understood. It
should be emphasized that the goal of this work is not to
produce a better vision algorithm per se, or even to compete with existing algorithms, but rather to explore this particular question of whether lightweight neural networks can
adaptively predict improved per-input parameter settings
for existing algorithms.
In particular, this work uses the well-known interactive
graph-cut segmentation algorithm first proposed by Boykov
and Jolley [2]. Again, the goal is not to produce a better segmentation algorithm—especially given the substantial body of work using this and similar approaches over
the last 20 years—but to see if this fairly straightforward
algorithm can be improved using a lightweight neural network to predict per-image parameter settings. We specifically employ a lightweight network architecture to avoid
introducing substantial overhead [5, 18].

Experimental results using this approach suggest that using a lightweight deep neural network to predict per-image
parameter settings can improve the accuracy of this simple algorithm by as much as 17% of the potential possible
improvement compared to using an empirically optimized
static parameter setting.

2. Background and Related Work
Although we use the classic method of [2] as the subject of our approach, not the basis of it, we briefly review it
so that readers unfamiliar with it may better understand the
role of its key parameter. We also review previous methods for trying to automatically tune this parameter on a perimage basis.

2.1. Interactive Graph-Cut Segmentation
Interactive graph-cut segmentation aims to perform binary segmentation of an image given indications from the
user for which object to select. The user provides rough
“scribbles” to respectively indicate the desired foreground
and background regions. In addition to providing spatial information, these scribbles serve as representative samples
of foreground/background pixels, which are then used to
estimate foreground/background color distributions respectively. For simple color-based selection, the pixels could be
labeled as foreground or background based solely on their
respective posterior probabilities. However, using color distributions alone can often produce disjoint segmentation regions. The core graph-cut framework incorporates a component that discourages disjoint object regions while encouraging boundaries around natural image edges.
The segmentation is framed as minimizing an objective
function incorporating both of these elements:
arg min E(A) = R(A) + λ B(A)

(1)

A

where A is a binary labeling of each pixel. R(A), often
referred to as the region term, encourages labeling pixels
according to the the inferred foreground/background color
distributions. B(A), often referred to as the boundary term,
encourages breaks in foreground and background to align
with natural image edges. λ ≥ 0 is a regularization factor that balances the relative importance between R(A) and
B(A). The minimum of this objective function is then calculated by formulating it as the solution to a well-known
minimum-cut problem from graph theory, for which solutions can be found in low-degree polynomial time [3]. We
refer the reader to the vast body of research that has gone
into graph-cut segmentation, including a recent survey of
interactive segmentation methods [16].
The success of graph-cut segmentation is heavily dependent on the value of λ, which controls the relative weighting between region and boundary terms, as demonstrated
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(a) Image

(b) λ too low for this image

(c) λ too high for this image

(d) λ best setting for this image

Figure 2: The effects on graph-cut segmentation of different λ settings. When the image (a) exhibits overlapping color
distributions for foreground and background regions, setting λ too low may rely too heavily on these color distributions,
often resulting in disjoint regions (b). Segmenting with a setting for λ that is too high causes some portions of the object to
be missed (c).
in Fig. 2. When λ is set too low, the region term is relied
on too heavily, and not enough penalty is applied to mislabeling similar neighbors, resulting in disjoint regions (2b).
When λ is set too high, the boundary term is favored and a
length bias is introduced, often resulting in missing portions
of the intended selection (2c).
As can also be seen in Fig. 2, even when the optimal
setting for λ is used (2d), the segmentation may still be partially incorrect. Most often, graph-cut algorithms are used
in interactive segmentation, where the user has the opportunity to review the resulting segmentation and place additional foreground or background strokes as needed.
We are not the first to address the challenge of selecting optimal settings for λ. Similar to empirical priors in
Bayesian estimation, one can select a value for λ that optimizes average performance over a large corpus of images
with accompanying ground-truth segmentations. However,
using a single static value, while it can give the best performance on average, doesn’t always give the best result for
every image.
Other work has focused on selecting values for λ on a
per-image basis. Price et al. [15] used the idea of color distributions to adjust the value of λ on a per-image basis. Both
Snapcut [1] and Livecut[14] adapt settings frame-by-frame
for video segmentation based on each frame’s contents and
user feedback.
Other work explores using machine learning to tune this
parameter. Peng and Veksler [13] use a machine-learning
approach where they teach an Adaboost model to predict
how well an image has been segmented, and then perform
graph-cut segmentation some fixed number of times with
differing λ values, selecting the segmentation that was predicted to be best. This selection method of running graphcut segmentation for some range of λ values can be slow per
segmentation so we strive to have our network select an optimal λ value and only perform the min-cut algorithm once
at inference time. The main difference between their work
and this paper is that they take a shotgun approach, perform-

ing graph-cut segmentation multiple times to select the best
λ value, while we try to predict the best value directly for
each image.

2.2. Relation to Hyperparameter Optimization
In some ways this work is related to hyperparameter
optimization, in which machine-learning architectures and
governing parameters are selected. (For those less familiar with neural networks, the term “parameters” generally
refers to the learned elements while these other tune-able
factors are called “hyperparameters”. We refer the interested reader to the introduction in [4].) As with parameter
tuning in classic algorithms, the choice of hyperparameters
can greatly affect the effectiveness of machine-learning algorithms. Hyperparameters, however, are typically determined in such a way that they work well for a set of representative inputs rather than based on individual instances,
which is analogous to empirical tuning of parameters in
classic algorithms. This work tries to select optimal parameters for each input image rather than finding a static value
that works well on average across a corpus of images.

3. Methods
3.1. Data and Preprocessing
Although there are datasets for interactive segmentation that provide both ground-truth segmentations and interactive scribbles, they are typically too small for training.
Many larger datasets for training instance-segmentation algorithms provide only corresponding ground truth segmentations along with images. In particular, we use the Semantic Boundaries Dataset (SBD) [6], which itself incorporates
portions of earlier datasets.
With ground-truth segmentations, user interaction can be
simulated automatically to select each instance. The training data requirements for neural networks necessitate automation in the creation of user-provided scribbles. We used
the method outlined by [12] where small circles represent-
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Image
153093
person 2007 001423
cat 2007 000528
bike 2008 002772
bike 2007 005878
...
Mean IOU

...
...
...
...
...
...
...
...

λ=0.28
0.67
0.46
0.72
0.49
0.76
...
0.461

λ=0.33
0.66
0.47
0.72
0.53
0.80
...
0.462

λ∗ =0.38
0.65
0.46
0.78
0.53
0.82
...
0.464

λ=0.45
0.65
0.43
0.76
0.53
0.85
...
0.46

λ=0.52
0.57
0.4
0.77
0.54
0.84
...
0.458

...
...
...
...
...
...
...
...

Max IOU
0.67
0.47
0.78
0.54
0.85
...
0.528

Table 1: A subset of the precomputed data for our training set consisting of the IOU scores resulting from segmenting each
image (row) with each sampled value of λ (column). The maximum of the mean for each column (here 0.464) forms a
lower bound for a predictor since it can be achieved by a single static value while the mean of the maximum for each row
(here 0.528) forms a corresponding upper bound on what is achievable by a perfect predictor.
ing the strokes are added incrementally and the image is
segmented after each iteration until some accuracy threshold is met or a predefined number of iterations have passed.
The placement of each of the circles is determined by taking the intersection of the predicted segmentation and the
ground truth and finding the farthest distance to the closest
non-included pixel.
Before discussing the training of our network, we must
first address the issue that the value of λ in Eq. 1, while constrained to be positive, is only semi-bounded. The respective ranges for R(A) and B(A) may be implementationdependent and can cause reasonable values of λ to change
as well. To overcome this issue, we reformulate Eq. 1 so as
to constrain the values of λ into a consistent range:
arg min E(A) = (1 − λ) R(A) + λ B(A)

(a) image

(b) IOU score as a function of λ

(c) image

(d) IOU score as a function of λ

(2)

A

Because we are solving for the set of labels A that minimizes E(A), only the relative, not absolute, magnitudes of
the terms in Eq. 1 are relevant. The construction in Eq. 2,
while seemingly redundant, serves to bound 0 ≤ λ ≤ 1,
thus allowing us to sample values within a defined range.
Because the relative weighting of the two terms in this formulation is non-linear with respect to λ, we have found that
sampling values such that they are linear when plotted on
a logarithmic scale works better than sampling at equal intervals linearly. For the results presented here, we used 20
discrete values for λk .
We use the intersection-over-union metric (IOU) to determine the quality of a given segmentation, which is defined by the area of the intersection between the given
and ground-truth segmentations divided by the area of their
union. For each input image Ij and corresponding simulated input user strokes we denote the IOU score resulting
from performing graph-cut segmentation using each sampled λk as S(Ij , λk ). For each of the objects segmented—
as there are sometimes multiple objects per image—the
IOU scores are precomputed as a matrix with elements

Figure 3: Graphs of IOU scores Sj for different values of λ.
Note that these curves vary according to image properties,
with the best results often obtained using different settings
for different images.
Sjk = S(Ij , λk ) and stored for lookup.1
An example of this is shown in Table 1. Each row of the
table Sj represents the IOU score resulting from segmenting
that image Ij with each of a set of sampled values λk . Here,
we highlight the best value of λ (highest IOU score) for
each row. Notice that this ideal setting can vary from image
to image, as also illustrated in Fig. 3.
One can also observe that this table allows for straightforward calculation of two key quantities that bound the
goals of prediction. Computing the mean of each column
1 Although

some images contain multiple objects, for purposes of this
discussion we will use the term “image” to refer to a unique combination
of image and object-segmentation goal, even if some combinations reuse
the same source images.
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Figure 4: Network architecture. The input image and distance maps for the foreground/background strokes are combined
into a single five-channel input to a SqueezeNet-based network that produces a vector of predicted IOU scores, one for each
sampled value of λk . This is compared to the result of a preprocessing step that uses these inputs, plus the corresponding
ground truth segmentations, to calculate the true target vector. The mean-squared-error loss between predicted and target
vectors is then backpropagated to optimize the network during training.
PN
s̄k = N1 j=1 Sjk gives the average performance across
the entire set of N images for each sampled λk , as illustrated in the bottom row of the table. The setting for λ that
maximizes this average performance across the set of images is the empirically tuned best static setting described
in Sect. 1, which we denote as λ∗ . It should be noted that
this level of accuracy S ∗ can be achieved without per-image
parameter prediction and thus forms a lower bound for any
reasonable predictor.
The maximum score in each row indicates the best
achievable segmentation for that image, as found on the
rightmost column. Computing the mean of those scores
gives
average score S max =
PNthe average best achievable
1
max
is the mean of the maxj=1 maxk Sjk . Note that S
N
imum for each row while S ∗ is the maximum of the mean
for each column. S max thus gives us a corresponding upper
bound for any parameter predictor.
All of these values are precomputed prior to training so
that graph-cut segmentation is taken out of the loop during
training iterations.

3.2. Neural Network Architecture
One drawback of using deep neural networks is that
they often require large networks in order to achieve stateof-the-art results. These large architectures take up significant computational resources in terms of storage and
power. Work has been done to attempt to lower the number of weights necessary and achieve good results, includ-

ing SqueezeNet [9], which achieves an AlexNet [11] level
of performance with less than 50MB of storage. We use
SqueezeNet as the backbone of our network but change the
input and output layer to fit with the training style we use.
We have explored multiple training styles in order to predict
an optimal λ value, including classification, regression and
performance prediction.
Deep neural networks excel at classification, so a
classification-based approach is appealing as a welldeveloped solution. Framing the problem as a classification
one, the network output consists of a vector whose length is
the number of discretely sampled values for λ. The largest
activation in this vector indicates the predicted value, which
for input image Ij we denote as λ+
j .
Framing the problem as a regression one, the network
produces for an input image Ij a single predicted value for
λ+
j . During training this prediction is compared to the best
performing value for that image as determined by the preprocessing step, and the squared-error loss is backpropagated through the network.
Like classification, performance prediction produces a
vector whose length is the number of sampled values for λ.
Instead of attempting to produce a one-hot classification
vector, the network aims to predict the resulting IOU score
for each sampled λk .
Of the three networks, we found performance prediction
to be the most effective. The results of the other two methods are described and discussed further in Sect. 4.3.

6

The process of performance prediction is outlined in
Fig. 4. The input xj consists of a given image Ij with
distance maps for the foreground and background userselection strokes concatenated as additional channels. The
ground-truth segmentation of Ij is used to precompute the
IOU scores for each sampled λk value. The network produces ŷj , an estimation of the target values yj = sj , the
precomputed IOU scores for image Ij segmented using
each sampled λk . The largest element of this vector indicates the predicted best setting λ+
j for that image.

3.3. Training

(a) Image

(b) λ∗ = 0.28

(c) λ+ = 0.52

(d) Image

(e) λ∗ = 0.28

(f) λ+ = 0.68

(g) Image

(h) λ∗ = 0.28

(i) λ+ = 0.90

The network is trained on SBD’s training set using a
mean squared-error loss function between yj and ŷj :
Lj = kyj − ŷj k

(3)

The loss function is minimized using the Adam optimizer [10] for 50 epochs with 32 instances in each batch.
Since graph-cut segmentation algorithm can perform poorly
on certain images regardless of parameter setting, we
pruned the dataset with a threshold best IOU score of 0.3
and a constraint that at least half of the IOU scores had to
be unique. Therefore, the network only focuses on learning
an effective λ value for images where correct prediction will
actually help. After this pruning, the remaining training set
consisted of 10,946 instances.

4. Results
We evaluate our results on the validation set of the SBD
dataset. As with training, we also pruned the dataset to remove images for which graph-cut segmentation performs
poorly regardless of parameter setting. In other words, evaluating the network’s ability to predict improved values for
λ only makes sense if such improvement is possible. After
pruning and counting each object in the images on its own,
there are 3785 instances in the validation set.

4.1. Example Results
The visual results of our method follow what is generally accepted within the graph-cut segmentation literature.
For the images shown in Figs. 1 and 5, when λ∗ proves to
be too low a setting for that image, disjoint regions are introduced; and when λ∗ is too high for that image, portions
of the object may be missed. Using the network-predicted
settings results in improved performance for these images,
with quantitative evaluation across the entire set presented
and discussed in the remainder of this section.
For each of the examples in Fig. 5, using an empirically tuned λ∗ resulted in disjoint regions labeled as foreground and some parts within the foreground region labeled
as background. In each case, our network predicted a higher
value for λ+ , resulting in more coherent results.

Figure 5: A comparison between using an empirically tuned
static setting and our per-image predicted settings. Note
the disjoint region located within the foreground of each of
the λ∗ settings as well as other discontiguous regions in the
results for the first image. These issues are alleviated using
per-image predicted settings.
Interestingly, our network rarely predicted a value for λ+
j
that was lower than λ∗ and outperformed it. For images
with different-colored foreground and background regions,
a low value for λ is sufficient and generally the best setting. An example of this can be clearly seen in Fig. 3a,
where the foreground and background are easily differentiated using color alone, resulting in excellent performance
with a low value for λ but deteriorating performance as that
value is increased, as seen in Fig. 3b. Where this is less
clear, larger values for λ improve performance, as seen in
Fig. 3c,d. Since a large portion of the dataset falls into the
former category (clear color separation between foreground
and background region), the value of λ∗ = 0.28 for this set
is somewhat low, with little room for improvement using
smaller values but significant room for improvement using
larger values for images that fall into the latter category.

4.2. Quantitative Evaluation
We compare the mean performance using our predictions
+
λ+
j , which we denote as S , with that of using an empirically tuned static setting λ∗ , which we denote as S ∗ , as
well as to the maximum achievable performance S max as
discussed in Sect. 3.1. Recall that our goal was to achieve
a level of performance in the range S ∗ < S + ≤ S max ,
i.e., better than can be achieved with a single static value
while obviously less than the best achievable level of per-
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Score Type
S max
S+
Peng et al.
S∗
S rand

Mean IOU Score
0.536
0.451
0.447
0.413
0.367

% > S∗
n/a
58.5%
57.7%
n/a
33%

Table 2: A comparison between S max , S ∗ , S + , and using
random settings S rand in both average performance and percent of the dataset performing better than S ∗ .
formance. The results in Table 2 demonstrate that it is possible to achieve such performance using network-predicted
per-image settings.
On average, using the static setting λ∗ results in a mean
IOU score of S ∗ = 0.413 while using our predicted set+
tings λ+
j achieves a score of S = 0.451. Using predicted
∗
λ+
j rather than λ improved the segmentation on 2216 of
the images in the validation set while achieving the same
performance as λ∗ on 205 of the images. The resulting increase in performance over using a static λ∗ is 17% of the
maximum possible improvement.
The predictor is not perfect, though, and there are cases
where our predictions λ+
j underperform using a static setting λ∗ . However, we found that this occurs for only 36%
of the SBD validation set. For 7.5% of the set, using predicted values resulted in performance equal to using a static
λ∗ , but that is expected since for some images the best setting actually is λ∗ . Furthermore, the nature of graph-cut
segmentation often leads to a broad “sweet spot” for which
slightly different values of λ result in identical binary labels.
For 58.5% of the set, using per-image predicted values λ+
j
outperformed using the static λ∗ .
Although these results suggest the network is learning
to make meaningful predictions, we also chose to compare its performance to simple random selection of values
for λj . We found that on average, random selection performed worse than using λ∗ , underperforming on 57.1% of
the images in the dataset. By plotting a histogram of percentage improvements as shown in Fig. 6, it can be seen
that the majority of results were very similar to those for the
S ∗ , for both predicted and random values. But the predicted
settings skewed toward values that scored better than using
λ∗ , while random settings skewed towards ones with worse
performance. The fact that our method (S + = 0.451) consistently performed well above S rand = 0.367 shows that
the network is indeed learning to select better values for λ.

4.3. Variations and Discussion
The results suggest the existence of other approaches
than the presented method, which were tried and are discussed here. As mentioned in Sect. 3.2, we looked into

(a) Prediction

(b) Random

Figure 6: Histograms of raw improvement compared using
predicted and random settings as compared to using an empirically tuned static setting. Note that while they both have
the majority of their predictions comparable to using λ∗ , the
predicted set has a heavier positive tail and the random set
has a heavier negative tail.
training using both classification and regression approaches.
We also looked into how much more effective using a
deeper, more expensive neural architecture would be as well
as compared the differences between training from scratch
versus using pre-trained weights. The number of discrete
values for λ was revisited to see if finer-grained approaches
result in better performance.
We implemented a classification-based approach to predict values for λ, but the results underperformed those
achieved using a static setting. This is most likely due to
the nature of the classification loss function focusing on individual labels (value settings) rather than the curve as a
whole. That is, the network is penalized for not choosing
the optimal value while not being rewarded for predicting a
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similar almost-as-good value. It is often the case in graphcut segmentation where near-optimal settings for λ can produce adequate results since the performance curves often
display a large sweet spot. Predicting the entire IOU curve
avoids this focus on the best value and allows the network
to learn more general characteristics, including the ability
to predict values that improve performance even if not the
optimal ones.
We also implemented a regression-based method, which
directly predicts an actual value for λ rather than an index
into a preset range of values. While this method is appealing
since it can find values that would not otherwise be possible
with a discrete set, it also underperformed using a single
static setting.
In addition, we applied our method to several different
sets of sampled values for λk including linearly spaced bins,
more bins, and fewer bins, but we ultimately settled on the
logarithmic sampling discussed in Sect. 3.1. Upon analysis of the performance using different sets of sampled values, we found that the majority of S max were found in the
lower values of λ. motivating the change from linear to
logarithmic, which was confirmed in the results. We tried
using fewer sampled values for λk , but this did not provide
sufficient granularity for sampling λ. Using a larger set of
sampled settings could produce better predictions given an
accordingly larger dataset, and perhaps a larger network,
but we found that performance suffered for output vectors
longer than used in the method presented here.
Intuitively, it seems that on many tasks a deeper network performs better than a shallower one, so we tried
using deeper networks to compare with our (intentionally) shallower architecture. We implemented variations
on VGG [17], ResNet [7], and DenseNet [8]. Although
the deeper networks were also successful in that segmentations using their predictions similarly outperformed those
using λ∗ , they actually underperformed in comparison to
our SqueezeNet backbone. This is likely due to over-fitting
since larger networks often require more data to be effective. Deeper networks may produce better results given a
correspondingly larger dataset, but again, we intentionally
chose a lighterweight one to avoid significant overhead in
this pre-analysis step.
Another common technique in designing and training
deep neural networks is the idea of transfer learning, where
the weights of a pre-trained network can be used to initialize
the weights for learning another task. Such transfers work
well between similar tasks, but not as well for problems requiring substantially different local features [19]. When applied to this problem of parameter selection though, transferring pre-trained backbone weights also seemed to underperform. This is mostly due to a different set of features
needed to select the parameter than those needed for other
tasks.

5. Discussion and Limitations
This research is a proof of concept, and the results presented here suggest potential for further success building
on the general approach. The proposed method is designed
to work for an algorithm with a single primary parameter
and uses a discrete set of sampled values for that parameter.
These limitations cause the algorithm to miss potential performance gains that could come from a continuous range of
possible values as well as the effects other parameters could
have on the algorithm. Furthermore, the pre-computation
approach used here to avoid implementing the core algorithm “in the loop” during training may not extend beyond
a small set of parameters.
To overcome some of these limitations, one could conceivably use an actor-critic type of training model where
two networks are trained. One network would be used to
select a value of λ from a continuous range (the actor) and
the other would predict how well the given λ would perform for a given image (the critic). The actor could also be
formed to output multiple values representing other parameters to be tuned.
While using predicted per-image settings results in improved performance overall compared to an empirically
tuned static setting, the predictions may sometimes be incorrect and lead to underperformance for individual images.
This suggests a variation that could be used if user guidance
is available—as it clearly is for interactive segmentation—
in which the core algorithm is run twice: once for the predicted setting and once for the static one, with the user selecting the better result based on their knowledge of the intended outcome. Alternatively, if an automated evaluator
of the results is available (such as in [13]), it could select
between the two outcomes automatically without having to
test a large set of possible settings.
Finally, this work used as its target for improvement a
fairly basic method for interactive graph-cut segmentation,
and although it was highly novel at the time it was published, a large body of subsequent improvements have since
been developed. As such, the overall system presented here
falls short of bringing generic graph-cut segmentation up to
the level of state-of-the-art methods for interactive segmentation. But that was never the point of this work, and the
results here validate the core idea that modern deep neural
networks can predict improved per-input parameter settings
for other existing algorithms.

6. Conclusion
The aim of this work has been to investigate whether
deep neural networks could be used to automatically predict per-input parameter settings for classic computer vision algorithms. We have presented a network that predicts
the performance for each of a discrete set of possible val-
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ues for the single primary parameter in the seminal interactive graph-cut segmentation algorithm. Using these network predictions outperforms using an empirically tuned
static setting, both on average and for the majority of the
images in the SBD validation dataset. The results show that
the network indeed learns the features necessary for effective parameter selection, at least for the algorithm employed
here. We believe this holds promise for future application
of these ideas to other classic computer vision algorithms
and systems.
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