Abstract-We derive asymptotic expressions for the average distance distributions in ensembles of irregular low-density paritycheck (LDPC) codes. The ensembles are defined by matrices with given profiles of column and row sums.
I. INTRODUCTION
T HE low-density parity-check (LDPC) codes are famous because of their performance in the vicinity of the Shannon limit under iterative decoding of modest complexity. However, this phenomenon is still far from being completely understood. One of the important parameters helping in analysis of codes' performance under maximum-likelihood decoding is their distance distribution. Such estimates are important in analyzing achievable limits of performance of LDPC codes, and optimization of their parameters.
The problem of estimation distance distribution of regular codes (i.e., codes defined by parity-check matrices with fixed column and row sums) was addressed in many papers, starting with the original Gallager's work [2] , see for most general results [5] . Use of such estimates to bounding performance of LDPC codes was discussed in [2] , [7] , [9] , [13] .
Recently, it was found that irregular LDPC codes (i.e., codes defined by parity-check matrices with several possible values of column and row sums) perform better than the regular codes under iterative decoding [6] , [11] , [12] , [14] .
In this paper, we solve the problem of estimation of the average distance distribution in ensembles of irregular LDPC codes. This question was addressed independently in [4] , where an implicit expression for such distributions was given. Here we give an explicit formula describing the average distance distributions.
The paper is organized as follows. We start by defining the considered ensemble of irregular codes, and define the average distance distribution in this ensemble. Then we count the number of matrices belonging to the ensemble of special shape, yielding that the defined codes contain the word having ones on the first positions and zeros on the remaining positions. Subsequently, we show how the previous result can be used for the general problem. Optimization of parameters in the derived expression accomplishes the proof. We conclude with a discussion on the number of solutions to a system of equations appearing in the optimization problem, and provide some evidence for a conjecture that the system possesses at most three solutions.
II. ENSEMBLE OF IRREGULAR CODES
We consider the following ensemble of irregular codes associated with ensemble of parity-check matrices. The codes are defined by matrices from , and thus have rate at least . Let , , and be nonnegative integers independent of (1) (2) Moreover, assume that the numbers for and for are integral. Let the following intervals of integer numbers be defined:
An matrix belongs to the ensemble if for every (5) and for every (6) In other words, we partition the rows of the matrix into strips, each of the size . Also, we partition all the columns into strips, each of size . A matrix belongs to the defined ensemble if the row sums of the rows belonging to the th (horizontal) strip are , , and the column sums of the columns in the th (vertical) strip are , .
0018-9448/03$17.00 © 2003 IEEE Given the parity-check matrix , a word belongs to the code if , i.e., if all the row sums of the submatrix of consisting of the columns corresponding to the nonzero places in are even.
Let be a number in the interval . Given a matrix , we may find the number of submatrices consisting of columns of having even row sums. Clearly, it is equal to the number of codewords of weight in the code defined by the matrix . Let us define a class of matrices consisting of all matrices such that the sum of the first entries in each row is even.
Given a specific matrix, it seems to be a generally intractable problem for modestly large sizes of the matrix. However, the problem becomes simpler if we aim at determining the average of this number in the ensemble . Let us define (7) where (8) and is the Hamming weight of vector . Let (9) be the natural entropy function. The main result of the paper is as follows. Note that the system (13) , (14) is of polynomial type. There is numerical evidence that the number of positive solutions to the system, i.e., the size of , does not exceed . We conjecture it always to be true. In the generalized regular case (all 's are equal) we have only one solution.
III. PROOF OF THEOREM 1
Let us sketch the main steps of the proof of Theorem 1. We start in Section III-A from considering a subclass of denoted in the case when all the horizontal blocks have equal sizes. Using a technical lemma in Section III-B, we find the proportion of the matrices from within the class . The expression for is given in the form of a finite sum which is logarithmically equivalent to its maximum summand. Furthermore, in Sections III-C-III-E, we compute the asymptotics for (the main obstacle is overcome in Section III-D, where we solve a system of equations in respect to parameters corresponding to the maximal summand). In Section III-F, we establish two lemmas allowing generalization of the obtained result to the case of arbitrary sizes of horizontal blocks. In Section III-G, we find the asymptotics for in the general case. In Section III-H, we prove the uniqueness of the positive solution to an equation appearing in the proof. Further, in Section III-I, we study as a function in a special parameter depending on . In Section III-J, we maximize the sum of two components of the distribution, namely, and depending on partition of within the vertical blocks. This accomplishes the proof of Theorem 1.
A. Counting Matrices of Given Profile
We start with a lemma allowing estimation of the number of matrices with given row and column profiles. The matrix is comprised of horizontal blocks and vertical blocks, such that the row sums in each horizontal block and column sums in each vertical block are the same for all the rows and for all the columns. Given we may determine such that (22) (in case we assume the left sum to be equal to ). Suppose that among the rows of the th horizontal block there are rows such that the sum of their first entries equals , , is the parity function is even otherwise.
The matrix is thus partitioned into two parts, and , containing correspondingly the first and the last columns of . Let be the ensemble of all possible matrices . Analogously, we define ensemble . The probability that an arbitrary matrix picked from the ensemble belongs to is 
and, finally, (38) and (37) yield (36). Denote
where the maximum is taken over all satisfying (34) and (35).
Since in (33) contains a number of summands that is polynomial in , we have (40) Moreover, the asymptotics for is calculated under conditions (34), (35).
C. The Basic System of Equations for Computing the Asymptotics of
By (34) 
By (39) and (34) we get (47) at the bottom of the page. Equating to zero the partial derivatives in , ,
, of the sum from (47) (derivatives in all but ). From (44) and (46) we find the following derivatives:
2) in ,
This is the sought system for computing .
D. Solution of the Basic System
We prove in this subsection the following result. (74) where .
Furthermore, by (64) and (58)
Denote (76) By (75) and (58) (77)
Then, (72), (77), and (62) yield (78) and, therefore
By (71) and (75) (80)
By (72) However, by (76) and (78) and Multiplying both sides of the last equation by we obtain Thus, by (80) we arrive at the following identity:
Comparing (81) 
then (131) where is the unique positive root of (112), otherwise
F. Lemmas of Equivalence and Gluing
To scrutinize the more general case we will need the following lemmas.
Lemma 2:
The maximum of the product (39) will not alter if some of 's are equal to each other.
Proof: It is easy to check using Stirling approximation. We omit the details.
The lemma shows that we are allowed to glue blocks with equal row sums into one common block, and vice versa, split a block to several blocks having the same row sums. 
Proof: It is enough to prove the lemma for two blocks, one having length , and the second one being of length . Moreover, assume that all the column sums equal . Then the product (39) assumes form Thus,
G. Asymptotics of in the General Case of Arbitrary Sizes of Horizontal Blocks
Now we are ready to accomplish the proof. Consider a more general (than the previous) case when there are horizontal blocks of (perhaps different) lengths where is the unique positive root of (138), and is defined in (31); otherwise
H. The Uniqueness of the Positive Solution to (138)
We prove now that (138) always possesses a positive solution, and, moreover, this solution turns out to be unique. Indeed, set, for This means that (143) always has a unique solution in the interval , and our claim follows. Moreover, if then , and if then . Notice also that from (143) and the fact that monotonously grows it follows that monotonously decreases, and, therefore, by (142) is monotonously increasing.
I. Study of
In this subsection we establish the following result.
Theorem 5:
1) For , is monotonously decreasing.
2) For even , possesses minimum at , which is the absolute minimum if all 's are even, and is a local one otherwise.
3) For odd , is not an extremal point, and
4) The same expression is valid for 2) when not all the sums are even. Then has at least one local maximum for . 5 With the help of (158) we will study in a (small) right vicinity of (or, in a right vicinity of ). Set , and notice that (159) Therefore, the positivity of the difference in (158) depends on the positivity of However, assuming that all 's are distinct (see the "gluing lemma"), we have (160) where is the index of the minimum From (160) it follows that if is even then for belonging to a small enough right vicinity of , by (150) and (158) and thus
However, if is odd, for the same values of
In the first case, attains minimum at , and the minimum is (161) In the second case, continues decreasing in at least small vicinity of . Let us show, moreover, that (162) i.e., the equality in (36) corresponds to the limit case of . Indeed, for an odd and tending to infinity 4) Using again (158) we will study in a small (left) vicinity of or, as it was earlier shown, for big enough. We have for ,
For big enough, the expression (170) becomes negative if among the numbers there is at least one odd number. If here is even, then for the increasing of will be necessary changed by decreasing. Therefore, has at least one local maximum point for .
5) From (152), (150), and (138) when
we have and (148) follows.
Remark 1:
It is easy to see that if is a positive constant, then and thus (166) yields that if there is at least one odd and at least one (indepenedently of its parity) tends to , then .
J. Computation of the Spectrum
Let us change now the definition of . We assume that we are choosing the columns in the following way. Our goal is to compute (see (7) and (8)) (180) where the sum and the maximum are taken over all satifying (171).
We will use the following technical trick. Let us introduce a -ensemble, is a small positive parameter, similar to the initial one. In the -ensemble, we consider the matrices having the same distribution of the row sums, but there is an extra zero column strip (indexed ) of breadth . Set 
We also assume existence of the following limit:
Notice that from (178), (181), and (182) it follows that 
By (208) and (209) we derive the following system of equations in and : (13)- (14) We analyze here the number of solutions to (13) and (14) . As we have mentioned, we conjecture that in the general case the number of the solutions never exceeds three. In this section, we provide evidence that the number of solutions can be more than one.
Assume that
By (214) 
We will illiustrate the above situation by an example.
Example: Let , ; ; , , . Thus, we consider a rate code. We have the following three solutions to (13) and (14), the first and the third correspond to our considerations. We provide accuracy of seven digits after the decimal point in the numbers. . This value corresponds to the absolute maximum of , and thus provides the value of . The maximum equals . Here , , .
Notice that in this example , and by (224) i.e., differs from this value only in the seventh digit after the decimal point. In this case, , and the approximation (222) provides for this value .
V. ON THE MINIMUM DISTANCE
In this section, we discuss the minimum distance of codes in the ensemble of irregular codes. To do this we have to study the derivative of the average distance distribution in the (right) vicinity of . Notice that in the case , i.e., when all the column sums are equal, we have essentially the regular case considered earlier in [5] . Thus, we assume from now on that . Let First, notice that by (13) we have that when then , . Thus, by (14) it follows that . By the earlier proved one-to-one correspondence between and , related by (10) , and it follows that . On the contrary, when , then , and . Therefore, is equivalent to all tend to zero. In what follows, we need asymptotics of , etc., when . We start with as a function in . Notice, that by (10) the function is even. Standard computation with binomial coefficients gives (227) Using (10) and the balance equation 
Thus, by (240) and (235)
On the other hand 
In the case and , we find a more accurate representation of , (247) Comparing (243) and (244), and taking into account (246) we find (248) In the case, , , we find a more accurate representation of (249) Comparing (243) We will consider several situations.
A. Case
By (241), (13) , and (14) It is easy to check that the condition for negativity of the derivative coincides with the previous case. c) , . This case differs from the previous one in constants of (252) and of (250). However, it affects only terms of small orders, and (273) holds true.
