Abstract. This paper describes a compositional approach to generate the labeled transition system representing the behavior of a Lotos program by repeatedly alternating composition and reduction operations on subsets of its processes. To restrict the size of the intermediate Ltss generated, we generalize to the Lotos parallel composition operator the results proposed in GS90], which consist in representing the environment of a process by an interface, i.e., a set of \authorized" execution sequences. This generalization allows to handle both user-given interfaces and automatically computed ones. This compositional generation method has been implemented within the Cadp toolbox and experimented on several realistic case-studies.
Introduction
Formal veri cation is a part of software engineering that consists in evaluating a set of speci cations on a formal description of a program. When this program is \ nite state", which happens in particular when considering only essential features of parallel and reactive systems, one of the practical approaches is to generate a model of this program, for instance a Labeled Transition System (Lts), describing its exhaustive behavior. Then, veri cation can be performed on this nite model, using appropriate decision procedures. This approach, usually named model-checking, can be fully automated and therefore gave rise to numerous veri cation tools ( Arn89,CPS89,RS90,Hol91,FGK + 96], etc.). In spite of its apparent simplicity, one of the major drawback of modelchecking is that the size of the model generated may exponentially grow up when considering large programs, and thus rapidly exceed the machine capabilities. Several solutions have been investigated to overcome this state explosion problem, for instance avoiding either an explicit storage of the whole model (\on-the-y" techniques), or even its exhaustive generation (\reduced model generation" techniques).
A particular instance of this later solution consists in performing the veri cation not on the Lts S obtained from the initial program description, but rather on its quotient S=R where R is an equivalence relation preserving ? An extended version can be found in KM97].
the properties under veri cation. Then, the main di culty remains to obtain this quotient without generating rst the initial Lts.
However, if the program under consideration can be described by a composition expression between communicating Ltss, and provided that R is a congruence with respect to the operators of this expression, the quotient S=R can be easily generated following a so-called compositional approach Val96]:
it consists in (repeatedly) generating the Lts S 0 associated to a given subexpression, and replacing this sub-expression in the initial one by the quotient S 0 =R. Unfortunately, this technique is not so appealing in practice. In particular, the Lts S 0 may often contain lots of unnecessary execution sequences, forbidden by the synchronizations expected by the rest of the composition expression (its environment). In the worst cases, the size of S 0 may even exceed the one of S, leading to a failure of this approach.
A solution to this problem has been proposed in GS90,GLS96] and CK93,CK95] for composition expressions based on the Csp Hoa78] parallel operator. Intuitively, it consists in expressing the environment of a subexpression by an interface, i.e., an Lts representing a set of \authorized" execution sequences that can be performed by this sub-expression. Thus, using a projection operator, only a \restricted" Lts S 0 is generated, in which useless execution sequences have been cut o according to its corresponding interface.
The main objective of this work is to evaluate this compositional generation method on realistic case-studies, in order to compare its e ciency with respect to some other existing solutions for the state explosion problem. To this purpose, we have generalized the results of GS90] and CK93] to the Lotos language ISO88], an international Iso standard for the description of communication protocols. In particular a new projection operator { named semi-composition { has been de ned, able to deal either with user-given interfaces (as in GS90]), or with automatically computed ones (as in CK93]).
Then, compositional generation have been integrated within the Cadp toolbox FGK + 96] and experimented on some of the large case-studies already carried out with this toolbox. This paper is organized as follows. In section 1, we recall some basic de nitions concerning Ltss and behavioral equivalences. In section 2, we present the general framework we used for compositional generation of Lotos programs, and section 3 and 4 show how to perform this generation using either automatically computed or user-given interfaces. Finally, section 5 brie y presents our implementation and gives the results obtained on two di erent case-studies.
Preliminary de nitions
The behavior of a (sequential) process can be modelized by a labeled transition system, namely, a set of states (the possible values of its program counter and local variables), and a labeled transition relation between states (each transition describing the execution of a given instruction).
More formally, let Q be a set of states, A a set of label (or instruction names), a particular label representing a hidden or unobservable instruction ( 6 2 A), and let A = A f g. For a set X, X will represent the set of nite sequences on X.
De nition 1. A Labeled Transition System (Lts, for short) is a quadruplet S = (Q; A; T; q 0 ) where Q is a nite set of states (Q Q), A is a nite set of actions (A A ), T is a transition relation (T Q A Q) and q 0 is a A rough characterization of a process behavior consists in considering the set of its observable execution sequences. For this purpose we de ne the language of an Lts as the set of nite observable label sequences that can be obtained from its initial state.
De nition 2. Let S = (Q; A; T; q 0 ) be an Lts. For a given p 2 Q, the (observable) language associated to p on S is de ned as follows:
L(p) = f j = a 0 a 1 a n?1^p 2 Finally, we also introduce a particular operator, allowing to abstract away a given set of labels on an Lts by renaming them into the special label. De nition 3. Let S = (Q; A; T; q 0 ) be an Lts and G a set of label (G A). The For each behavioral relation R, the quotient of a given Lts S with respect to R can be intuitively de ned as the smallest Lts (in number of states) Requivalent to S. Such a quotient will be noted S=R in the sequel. Moreover, for the bisimulation relations, the quotient of an Lts can be uniquely dened and computed rather e ciently for medium-sized Ltss (see for instance
Finally, all these relations can be compared each other with respect to the inclusion, and thus ordered in the binary relation lattice. In particular, it is generally admitted that strong bisimulation is the nest relation for behavior comparison and it is therefore considered here as the \identity" relation between Ltss.
Compositional state space generation
We now turn back to the problem of generating the global Lts representing the behavior of a system of communicating processes. First, we present the language used throughout this paper to express such systems, and then we describe a compositional approach to perform the state space generation. Note that this parallel composition operator is commutative but not associative in the general case (i.e., when the synchronization sets are not xed).
Composition expressions
For a given Lts S, hide G in S is the Lts obtained from S by renaming each label belonging to G into the internal label.
De nition 6. Let S = (Q; A; T; q 0 ) be an Lts, and G a label set (G A).
hide G in S is the Lts S A n G].
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The hiding operator can be partially distributed over parallel composition as follows:
Using de nition 5 and 6 we are now able to give the semantics of a composition expression E in terms of Ltss. To this purpose we (inductively) de ne the function sem associating to each composition expression the Lts representing its behavior:
Finally, all the bisimulation relations mentioned in the previous section are congruences with respect to parallel composition and hiding operators. More precisely, it easy to check that if a language set is such that each in is included in ( f a j a 2 Ag), then, for all Ltss S 1 , S 2 and S: S 1 S 2 ) (S 1 jj G S) (S 2 jj G S) S 1 S 2 ) (hide G in S 1 ) (hide G in S 2 ) 2.2 A compositional approach for state space generation As already mentioned in the introduction, an automatic method to formally verify a system described by a composition expression E consists in generating the Lts sem (E), or, more e ciently, the quotient of this Lts with respect to a suitable equivalence relation R (where R is supposed to preserve the properties under veri cation).
Furthermore, instead of generating rst the overall Lts sem (E) and then reducing it modulo relation R, using an incremental approach seems much more attractive. Such an approach can be sketched as follows: starting from the elementary processes S i of E, sem (E) is obtained following a bottom-up strategy by replacing each sub-expression of E by the quotient modulo R of its associated Lts. This approach can be formalized as a recursive function CompGen (for Compositional Generation), inductively de ned in the following manner:
Provided that R is a congruence with respect to parallel composition and hiding operators, and provided that the quotient of an Lts modulo this relation is unique, it is clear that for any composition expression E, CompGen { the context constraints of a sub-expression is a set of (allowed) execution sequences, and it can be represented by an Lts called the interface; { Ltss generated from sub-expressions of E are \restricted" Ltss, in which forbidden execution sequences have been cut o according to their associated interface. In order to formalize this solution in our framework, we rst need to dene more precisely the notion of environment of a sub-expression E 0 in a composition expression E. Intuitively, this is the set of parallel composition operations applied to E 0 in E (hiding operators are not included in the environment since only parallel compositions may restrict the behavior of a given sub-expression):
De nition 7. Let E be a composition expression. The set of sub-expressions of E is given by the function SubExp : Exp ! 2 Exp , de ned in the usual way: ((E 00
Using this de nition we are able to take into account the context constraints within a compositional generation. More precisely, the basic idea is to replace each sub-expression E 0 of E by the Lts (E 0 ; Env (E 0 ; E)), where the transformation satis es the following requirements:
R1: it restricts the behavior of E 0 according to its environment, i.e., j (E 0 ; Env (E 0 ; E)) j j sem (E 0 ) j R2: it preserves the behavior of the initial expression when a sub-expression E 0 is replaced by its corresponding -transformation, i.e., sem (E (E 0 ; Env (E 0 ; E))=E 0 ]) sem (E) R3: it can be computed on-the-y, i.e., (E 0 ; Env (E 0 ; E)) can be obtained without generating sem (E 0 ) rst.
Finally, it remains to propose a suitable transformation , satisfying the desired requirements. In CK93], this transformation is built from the parallel composition operator itself. However, this solution requires to determinize rst the interface Lts, which may exponentially increase its size. Moreover, even with a deterministic interface, requirement R1 is not ensured. Regarding GS90], transformation is built from a new operator, called the projection, able to restrict a composition expression even from a non deterministic interface. We adopt here this later approach, de ning a similar operator in the framework of Lotos parallel composition.
Compositional generation under context constraints
In this section, we give rst the de nition of a new operator between Ltss named the semi-composition. Then, we show that it ensures all the requirements given in the previous section, and how to introduce it in a composition expression.
De nition 8. Let S i = (Q i ; A i ; T i ; q 0i ) i=(1;2) be two Ltss, and G a label set (G A). Proposition 9. Let S 1 and S 2 be two Ltss and G a label set (G A). Then, the following relation holds:
The second operand (S 2 ) of the semi-composition will represent the context constraints applied on the rst operand and is named the interface.
However, it is not necessary to use this whole Lts in order to restrict a sub-expression. Indeed, it can be performed by considering only the set of execution sequences of the interface de ned on the synchronization set G (in particular the branching structure of the interface is irrelevant). Proposition 10 formalizes this property:
Proposition 10. Let Contrarily to the one considered in GS90] and CK93], the parallel composition operator we use is not associative. Consequently, the propagation of the semi-composition operator through the parallel composition needs a property of (partial) distribution:
Proposition 11. Let S 1 , S 2 and S be three Ltss and G a label set (G A).
Then, (S 1 jj E S 2 ) jj G S ((S 1 { jj G1 S) jj E (S 2 { jj G2 S)) jj G S where label sets G 1 and G 2 are de ned as follows: G 1 = G \ (E (Act(S 1 ) n Act(S 2 ))) G 2 = G \ (E (Act(S 2 ) n Act(S 1 ))) 2 Finally, we also use the following property in order to propagate context constraints through the hiding operator:
Proposition 12. Let S 1 and S 2 be two Ltss and G 1 and G 2 two label sets.
Then, (hide G 1 in S 1 ) jj G2 S 2 (hide G 1 in (S 1 { jj G2nG1 S 2 )) jj G2 S 2 2 It now remains to show more formally how this semi-composition operator can be used to implement the transformation.
In the general case, let E be a composition expression, E 0 a sub-expression of E, and (E i ; G i ) an element of Env (E 0 ; E). According to de nition 7 there exists a sub-expression E 00
i of E such that E 00 i jj Gi E i (or E i jj Gi E 00 i ) belongs to SubExp (E) and E 0 2 SubExp (E 00 i ). Then, E 0 can be restricted up to (E i ; G i ) and we de ne:
and G 0 i is a subset of G i , depending on the syntactic path between E 00 i to E 0 . More precisely, G 0 i = E 0(E 00 i ; G i )
where function E 0 is inductively de ned according to propositions 11 and 12 :
E 0(E 0 ; X) = X E 0(E 1 jj G E 2 ; X) = 8 > > < > > :
E 0(E 1 ; X \ (G Act(E 1 ) n Act(E 2 ))) if E 0 2 SubExp (E 1 ) E 0(E 2 ; X \ (G Act(E 2 ) n Act(E 1 ))) if E 0 2 SubExp (E 2 ) E 0(hide G in E; X) = E 0(E; X n G)
We have shown that the semi-composition operator can be used to build a -transformation verifying requirements R1 and R2 of the previous section, and that this transformation allows to restrict automatically a sub-expression according to a part of its environment. However, several problems live on. For instance:
{ the interface (i:e: sem(E 0 i ) G 0 i ]) has to be small enough to be generated; { the semi-composition have to be restrictive (i.e. G 0 i not empty); { It is not always possible to restrict a sub-expression using its whole environment in a single (semi-composition) operation. Consequently these results may be unsu cient in some practical cases. In the next section, we propose an alternative solution in which the user can express by himself the context constraints, and then (partially) avoid these problems.
Compositional generation with user given interfaces
The idea of using user-supplied interfaces to represent the context constraints associated to a sub-expression is not original: it is the basis of the work described in GS90], and it has also been applied in CK95]. However, our objective in this section is to show how this solution can be adapted to Lotos composition expressions, and to propose a general framework in which both user given and computed interfaces can be used.
The main problem arising when user given informations are used in a veri cation framework is to ensure that, even if such informations are erroneous, they cannot lead to an incorrect result. A practical way to solve this problem is therefore to try verifying these informations as well, and to conclude only when the answer is positive. To this purpose, we follow the approach proposed in GS90] 4 . Intuitively, this approach can be summarized as follows:
{ if a sub-expression E 0 is restricted with respect to a user given interface, the synchronizations \refused" by this interface are recorded;
{ when E 0 is composed with its \real" environment (the rest of the composition expression) it is easy to verify if these synchronizations really had to be refused.
To formalize this approach we need to extend the notion of Lts used so far by adding a binary predicate ". Its intuitive meaning is to associate to each state a label set for which a synchronization has been refused during the generation of this Lts, and such that this refusal has not been justi ed (yet).
De nition 13. An Extended Labeled Transition System (Elts for short) is a 5-tuple (Q; A; T; q 0 ; ") where (Q; A; T; q 0 ) is an Lts and " is a predicate over Q A.
In the following we note p " a i (p; a) 2", and p " i 6 9a 2 A : p " a. Moreover, an Elts S is said valid, and we note valid (S), i it has not been obtained from unjusti ed refused synchronizations: (8p 2 Q : p " ). Consequently, \standard" Ltss can be simply viewed as valid Eltss.
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In the rest of the section we consider a label set G A and two Eltss S i = (Q i ; A i ; T i ; q 0i ; " i ) i=(1;2) .
From de nition 13, we extend the parallel composition and hiding operators for Eltss. In particular, since the parallel composition operator is used only to compose a sub-expression with a part of its \real" environment, then, for any action a belonging to the synchronization set G, (q 1 ; q 2 ) " a holds i q 1 " a holds (an unjusti ed a-synchronization holds on state q 1 ) and a 2 Act(q 2 ) (a is not refused by q 2 ), or vice-versa.
The exact de nition of these operators is then the following:
De nition 14. S 1 jj G S 2 is the Elts (Q; A; T; q 0 ; ") where Q, A, T and q 0 are obtained from de nition 5, and " is the smallest set verifying: Similarly, the semi-composition operator also has to be extended to Eltss.
Let us recall that this operator allows to restrict a sub-expression E 0 , whose semantics is now expressed by an Elts, with respect to a set of execution sequences { the interface { represented by a \standard" Lts and a synchronization set. Depending on the nature of this interface (i.e., user-supplied or automatically computed on the initial composition expression), we distinguish between two semi-composition operators:
{ an \user one" (noted { jj? ), which updates predicate " on sem (E 0 )
by adding the labels corresponding to synchronizations refused by the interface;
{ an \exact one" (still noted { jj ), which updates predicate " on sem (E 0 )
by removing the labels corresponding to synchronizations refused by the interface (this can be viewed as an anticipation, provided that E 0 will be composed with the part of the environment corresponding to this exact interface).
More formally, these operators are de ned as follows:
De nition 15. S 1 { jj G S 2 is the Elts (Q; A; T; q 0 ; ") where Q, A, T and q 0 are de ned according to de nition 8 and " is obtained from " 1 as follows: "= f((p 1 ; X); a) j ((p 1 ; X) 2 Q^p 1 " 1 a)^(a 2 G ) (9p 2 X : a 2 Act(p)))g Similarly, S 1 { jj? G S 2 is the Elts (Q; A; T; q 0 ; ") where Q, A, T and q 0 are de ned according to de nition 8 and " is obtained as follows: "= f((p 1 ; X); a) j (p 1 " 1 a) _ (a 2 G^a 2 Act(p 1 )^(8p 2 2 X : a 6 2 Act(p 2 )))g 2
The validity of a compositional generation under user-given interfaces is established by proposition 16, which states that whenever an Elts obtained from such an interface is valid, then this interface can be considered as correct.
Proposition 16. Let S 1 and S 2 be two Eltss, I an Lts, G and X two label sets and S = (S 1 { jj? X I) jj G S 2 . valid (S) ) (S S 1 jj G S 2 ) 2 More generally, according to proposition 16, if E is a composition expression and E 0 a sub-expression of E, then E 0 can be replaced in E by Elts (E 0 { jj? X I) whenever the resulting Elts is valid:
valid (sem (E (E 0 { jj? X I)=E 0 ])) ) (sem (E (E 0 { jj? X I)=E 0 ]) sem (E)) In such case, (E 0 ; Env (E 0 ; E)) is therefore simply expressed by E 0 { jj? X I.
Finally, to obtain a practical approach for compositional generation, it also remains to extend the behavioral relations to Eltss. Intuitively, these extensions " must verify three properties: to preserve the original relation ( " ), to be a congruence with respect to (extended) operators of a composition expression, and to preserve the valid predicate between equivalent Eltss.
It can be checked that the following extension of a -bisimulation relation satis es these criteria for the language sets mentioned in section 1:
De nition 17. For { a compositional generation tool, which takes as input an equivalence relation and composition expression extended with semi-composition operators (see example ine section 5.2), and which generates an Unix shellscript containing the corresponding calls to C sar, Ald ebaran and Projector.
Experimental results
We give the experimental results obtained when applying the compositional generation method on two realistic Lotos examples: an atomic multicast protocol SE90], requiring user-given interfaces, and a leader election algorithm GM96], that could be handled automatically. The rel/Rel protocol SE90] aims to support atomic communications between a transmitter and several receivers, in spite of an arbitrary number of failures from the stations involved in the communications. We focus here on a version of this protocol which preserves the order of the messages sent by the transmitter (its Lotos speci cation is given in BM91]).
This protocol is built on a transport layer which provides a reliable message transmission between any pair of stations. In case of crash, stations are supposed to adopt a fail-silent behavior: they stop any message emission, and they silently discard any received message.
The rel/Rel protocol is based on a two phases commit algorithm: the transmitter sends two successive copies of the message to all receivers; each message being uniquely identi ed, and an additional label indicates whether it is a rst or a second copy. On receipt of a rst copy, a station S waits for the second one. If it does not arrive before the expiration of a delay, then S assumes that the transmitter crashed and that some of the receivers may have not received any copy of the message. Then, S relays the transmitter and multicasts the two copies of the message, using itself the rel/Rel protocol. However, to reduce the network tra c, a station stops to relay as soon as a second copy of the message is received from the transmitter or from any other receiver.
If Note that the hiding operators have been omitted, since they are automatically distributed over parallel compositions by the compositional generation tool (see section 2.1).
A brutal application of the compositional generation method on this expression leads to several comments. First, the Ltss representing receivers Rec i are too large to be generated, and only Lts sem (Trans) can be obtained.
Moreover, this later happens to be insu cient to restrict the receivers, i.e., Lts (sem (Rec i ) { jj RTi sem (Trans)) is still too large. Therefore, user given interfaces I i are necessary to express the constraints provided by the whole environment of each station Rec i (the transmitter and the other receivers).
Finally, each parallel composition occurring in E is also systematically restricted with respect to the constraints provided by the transmitter. The resulting composition expression is then the following: More generally, we summarize in the following table the results obtained for the two main applications we considered. We adopt here the terminology proposed in GS90]: the \apparent size" of the application is the number of states of the Lts S obtained using a symbolic generation method, its \real size" is the number of states of S=R 6 and its \algorithmic size" is the number of states of the largest Lts generated using our compositional approach. It is quite clear on this two examples that compositional generation allows to largely avoid the \apparent complexity" of the program, and even to remain sometimes close to its \real complexity" as in the rel/Rel example.
Conclusion
We have proposed in this paper a generalization of the results presented in GS90] and CK93] for applying a compositional generation method to Lotos programs. Although many other works have been already carried out on compositional veri cation and compositional generation (an interesting classi cation can be found in GLS96]), only a few of them { to our knowledge { have been applied to large examples in order to make a fair comparison with other \advanced" veri cation techniques.
The integration within the Cadp toolbox of the compositional generation method described in this paper, and its evaluation on non-trivial case studies, have shown its interest in a veri cation framework. In particular, this approach allowed to signi cantly improve the capabilities of the toolbox for the two examples presented in this paper, providing better results than other veri cation methods implemented in Cadp (such as on-the-y veri cation and symbolic minimal model generation FKM93]). Nevertheless, this is not true for all the examples we considered and this work still needs to be carried on.
First of all, it appears in practice that, even with a good knowledge of the program, it is not always possible for the user to provide suitable interfaces. Therefore, their automatic computation should be improved. A possible way could be to consider composition expression between Ltss extended with state variables, and thus making possible the use of some abstract interpretation techniques (since interfaces may not be necessarily represented by Ltss).
Besides, the transformation we consider preserves strong bisimulation (requirement R2 in section 2). In fact, this requirement is too strong if the relation R under consideration is a coarsest relation (which is often the case in practice). Therefore, parametrizing this transformation with an equivalence relation could lead to further restrictions during the semi-composition, and thus reducing even more the size of intermediate Ltss.
Furthermore, the choice of a suitable strategy to decide which subexpressions have to be dealt with during the compositional generation is also an important problem from the user point of view. Even if automatically providing an optimal strategy is certainly not manageable, some heuristics could be proposed to assist him.
Finally, compositional generation could also be extended to Ltss communicating with other mechanisms than rendez-vous, for instance such as fo channels.
