Banks have no time for complacency. They need to reevaluate their competitive advantages in light of profound changes driven by advances in information technology (IT) and competitive pressure from FinTech companies. This article emphasizes that banks should not abolish relationship banking, which nurtures close contact with bank customers. A long-term orientation of relationship banking streamlines incentives and supports the long-term needs of bank customers. However, banks might be lured into transaction banking due to the presence of ITdriven economies of scale and competition from FinTech start-ups and IT companies. In this light, the article evaluates the role of distances, artificial intelligence, and behavioral biases.
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Introduction
Banks have no time for complacency. They need to reevaluate their competitive advantages in light of profound changes driven by advances in information technology (IT) and competitive pressure from FinTech companies. Societies are on the verge of deep transformation due to IT developments in social networks, communications, artificial intelligence, and big data analytics.
Understanding banking in these fluctuating times is a challenge.
We argue that the economics of banking have not changed. Banks' raison d'être is and will continue to be mitigation of information asymmetry between investors and borrowers (Diamond, 1984; Greenbaum, Thakor, and Boot, 2016) . Banks need to evaluate limited information, which is sometimes difficult to quantify, in order to estimate the creditworthiness of bank clients, whose incentives may be thoroughly misaligned with banks. In an environment filled with information asymmetries, relationship banking-in which banks form close ties with their customers through long-term cooperation (see Boot, 2000) -should not be dismissed as obsolete.
A relationship bank reduces information asymmetries through intense acquisition of soft information-difficult to quantify, store and transmit in impersonal way (Liberti and Petersen, 2017 )-proprietary in nature, typically throughout the long-term relationship with its clients. To act on soft information, a relationship bank retains substantial flexibility and discretion, and relies on confidentiality and trust.
However, relationship banking needs to respond to substantial challenges due to IT-driven innovations (highlighted by e.g. Currie and Lagoarde-Segot, 2017) . First, the potential drawback of relationship banking refers to its efficiency in comparison to transaction-driven technologies.
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IT developments have increased efficiency in transaction banking (e.g., especially in payments, clearing and settlement, internet banking, and transaction lending), changing the role of distances in banking. A plethora of questions relates to the role of human bankers, who are central to relationship banking with respect to artificially intelligent computers that perform transaction banking tasks. Humans are still needed in banking, but bankers need to reconsider their role.
Understanding how people think and act becomes increasingly important. Banks need to understand behavioral biases, herding behavior, bounded rationality, and people's emotions.
Information spreads quickly across social networks, making society prone to herding, information manipulation, and unfounded panics. In this light, perfect rationality might be an overly simplistic concept.
IT developments have spurred competition in banking further affecting the strategic choice of banks between relationship banking versus transaction banking orientation. How to leverage on relationships is a challenge if scaling up is easy in transaction banking. We suggest that IT technology is becoming ripe for relationships. For example, several FinTech companies successfully scale a relationship banking technology. Competition then works to mitigate the drawback of relationship banking that relates to the "hold-up problem," described by Sharpe (1990) and Rajan (1992) , in which relationship banks use proprietary information to their advantage and make borrowers overly dependent on them.
Implications for stability are explored. On the one hand, a bank-dependent borrower may run into funding problems if its bank suffers in a financial crisis. On the other hand, relationship banks can support their long-term customers through the crisis. The suggestion is that relationship banking may enhance stability in banking. Risks stemming from IT-driven 3 innovations in banking need to be carefully analyzed to prevent a negative impact on bank stability.
This article is organized as follows. Section 2 defines relationship banking and surveys external forces in the banking environment. Section 3 reviews the changing importance of proximity in light of IT developments. Section 4 discusses the role of human banker with respect to artificial intelligence supported lending. Section 5 analyzes the insights from FinTech companies for the evolving nature of relationship banking. Section 6 investigates the viability of relationship banking under the heavy IT-driven competitive pressure. Section 7 analyzes the impact of relationship banking and IT developments on stability. Section 8 concludes the article.
Relationship banking and external forces in banking
After providing definition and foundations for relationship banking, several forces are described that shape the banking environment, including the IT-driven societal changes and the regulatory overhaul that followed the global financial crisis.
Defining relationship banking
Financial intermediaries facilitate interactions and transactions among providers and users of financial capital (Greenbaum, Thakor, and Boot, 2016) . A commercial bank as a prime example of a financial intermediary collects deposits, which are typically withdrawable upon demand, to fund illiquid loans. Illiquidity of loans arises due to the information asymmetry between borrowers and their financiers. In the screening process of loan applicants and in subsequent 4 monitoring, banks obtain proprietary information about their borrowers. Proprietary information yields a distinct competitive advantage and is related to relationship banking.
Relationship banking refers to the type of interaction among banks and their clients. In relationship banking, banks repeatedly interact with customers across several services, products, and/or access channels to obtain and exploit proprietary information-often non-quantifiable or soft in nature-to form close ties with their customers (Boot, 2000) . A stereotypical example of relationship banking is a small bank extending a line of credit to its long-term client, usually a small firm. In contrast, transaction-oriented banking refers to the services designed for a onetime interaction with a bank client; for example, organizing an IPO for a large company.
Clear-cut separation between relationship banking and transaction banking is difficult.
Transaction lending technologies can rely on a combination of soft and hard information. Berger and Udell (2006) and Berger and Black (2011) decompose transaction lending technologies into financial statement lending, small business credit scoring, asset-based lending, factoring, fixedasset lending, leasing, and judgment-based lending. Each lending technology gives a distinct advantage to a bank, including support for lending to small and medium-sized firms. For example, judgment-based lending-a transaction lending technique-employs soft information based on the judgment of a loan officer relying on experience and training. In the same vein, even though relationship lending is generally associated with soft information, this does not mean that relationship lending automatically excludes any use of quantifiable information.
Relationship banking is broader than relationship lending and encompasses other banking activities in which long-term relationships with bank clients are sought. A bank obtains proprietary information through an analysis of payment data or through long-term deposit-taking activity of a bank customer (such as credit line usage, limit violations, and cash inflows; see Norden and Weber, 2010) . Some relationships can even be formed with clients seeking investment banking services, such as the merger and acquisition advisory business (Francis, Hasan, and Sun, 2014) .
Foundations of relationship banking
Financial intermediation literature has provided several theoretical foundations for relationship banking (Bolton et al., 2016) . First, the insurance-based foundation views the main role of relationship banking in insuring firms with future access to banking activities (Berger and Udell, 1992; Berlin and Mester, 1999) . In this view, a relationship bank builds on soft, noncontractible information and provides intertemporal smoothing of contract terms. For example, a relationship bank can smooth interest rates through the lifecycle of its borrower (as in Petersen and Rajan, 1995) or through the business cycle (as in Berlin and Mester, 1999) .
Second, the ex-ante screening-based foundation of relationship banking proposes that a relationship bank obtains soft, proprietary information about the inherent riskiness of firms before granting them loans (Agarwal and Hauswald, 2010; Puri, Rocholl, and Steffen, 2011) . In this view, a relationship bank is characterized by pronounced information acquisition before the lending contract is concluded.
Third, the ex-post screening-based foundation argues that a relationship bank gathers soft information about its clients and acts upon it throughout a long-term relationship (Sharpe, 1990; Rajan, 1992; Von Thadden, 1995; Schenone, 2009; Bolton et al., 2016) . For example, a 6 relationship bank may lend on a short-term basis only to roll over the loan after ascertaining that the borrower is creditworthy.
Fourth, the monitoring-based foundation of relationship banking emphasizes monitoring through which a bank mitigates potential rent-seeking behavior of its borrowers. Typically, monitoring takes place throughout the long-term bank-borrower relationship (Holmstrom and Tirole, 1997; Boot and Thakor, 2000) .
A core feature of a relationship bank is the production of soft and proprietary information about its clients with the goal of mitigating potential conflicts of interest. A relationship bank can only act upon soft information if it possesses sufficient flexibility and discretion in its decisionmaking. A sufficient level of trust is also needed if a borrower is to reveal proprietary information to its bank without fear that such information might be used against him or grabbed by his competitors (Boot, 2000) .
Relationship lending is especially valuable for small, opaque borrowers that have no direct access to financial markets. Bharath et al. (2011) find that repeated borrowing from the same bank leads to 10 to 17 bps lower loan spreads. Past relationships are also associated with lower collateral requirements and larger loan size. Once close bank-borrower lending relationships are formed, their continuation and future lending is very likely (Bharath et al., 2007) . The importance of relationship banking is also confirmed by findings that small and medium-sized firms are severely hurt if bank-borrower relationships are terminated (Degryse, Masschelein, and Mitchell, 2011) .
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The benefits of relationship banking extend not only to small and medium-sized enterprises but can even occur for investment banking services (Fernando, May, and Megginson, 2012) . For example, private equity firms work hand in hand with banks that finance their firm portfolio, and relationships contribute towards lower loan spreads of leverage buyout firms (Ivashina and Kovner, 2011) . Another example is microlending, in which relationship intensity improves access to credit and loan approval speed (Behr, Entzian, and Güttlerb, 2011) .
In brief, the foundations of relationship banking point to the role of soft information production through flexibility, discretion, monitoring of collateral and covenants, and intertemporal welfare transfers across a long-term relationship.
Financial crisis and bank regulation
Banks are crucial for smooth operation of the real economy. The global financial crisis demonstrated how important stability in banking is and how devastating the negative externalities of bank failure can be. The global financial crisis has been commonly perceived as the worst financial crisis since the Great Depression of the 1930s (Thakor, 2015) . Banks engaged in excessive risk-taking activities in their drive for profits (Mishkin, 2011) . Bank failures easily spread across financial systems, invoking a full-blown systemic crisis with substantial costs for the global economy.
Negative externalities of bank failures justify the existence of an extensive safety net-including deposit insurance schemes, central bank liquidity support, and implicit or explicit government intervention-that by itself can further fuel incentives for bank risk-taking. In the aftermath of the global financial crisis, the bank regulatory framework has been overhauled. Basel III capital 8 regulation imposes higher requirements for high-quality capital and newly established liquidity requirements. The focus has shifted from microprudential regulation that safeguards the stability of each bank separately to macroprudential regulation that safeguards systemic stability. In addition, policymakers increasingly demand separation of banking operations (e.g., payment system, deposit-taking activities, and retail operations) that are crucial for smooth operation of the real economy from risky banking operations (e.g., investment banking, trading, and bank activities on financial markets) where government support is not needed and might be abused for profiteering purposes.
IT-driven societal changes
Societies are facing substantial economic challenges. IT developments-such as full-time connectivity, social networks, and the internet of things coupled with artificial intelligence-are transforming society (Aral, Dellarocas, and Godes, 2013) . A multitude of data and data-driven decision-making processes are erasing some of the information barriers across economic agents challenging the established managerial practices (Constantiou and Kallinikos, 2015) . Information about companies is easier to find, evaluate, and transmit. Even though much quantifiable data is available, judging its veracity is important.
Customers are also changing. They want an inexpensive service that is accessible anywhere and at any time, and is tailor-made to their needs. They demand multi-channel experience and gaming. They want decision-making and empowerment. All of these changes have led to higher short-termism. Information is instantaneously transmitted, and customers align their thoughts and actions through new media vehicles. Customers are driven by peer pressure (Bapna and Umyarov, 2015) . Short-termism of customers can lead to herding, bank runs, and stock market crashes.
The upshot of these arguments is that the world has become an elusive place. Whereas the basic competitive advantage of banks has remained in mitigating information problems, the economic environment has changed. Economies are strained by financial crises, social changes, and IT developments. In this light, this article analyzes the evolving role of relationship banking.
How far can you be for relationship banking?
IT developments have improved the cost-effectiveness of banks, especially in transaction banking activities. Beijnen and Bolt (2009) IT developments have facilitated banking over larger distances due to i) easier access to banking services through mobile and online banking platforms and electronic payments, and ii) enhanced transaction lending technologies.
First, mobile and online banking allows for continuous availability of bank products and services without geographic limitations (Martins, Oliveira, and Popovič, 2014, Khedmatgozar and Shahnazi, 2017) increasing bank profitability (Ciciretti, Hasan, and Zazzara, 2009; DeYoung, Lang, and Nolle, 2007) . Is online and mobile banking disrupting the role of a bank branch network-a core access channel for relationship banking? In the Euro area, the number of branches fell from 186.255 at their peak in 2008 to 149.353 in 2016. In the U.S., the number of branches experienced a more modest decline, from 83,600 at their peak in 2012 to 80,638 in 2016. 4 Several studies confirm that internet banking acts as a complement to the branch network rather than as its substitute (e.g., Onay and Ozsos, 2013). Xue, Hitt, and Chen (2011) show that customers that adopted internet banking in areas with a high density of branches engaged more intensely in product acquisitions and transaction activities than customers in other areas.
Customers that adopted internet banking were also less likely to leave the bank. Campbell and Frei (2010) find that online banking increases the importance of a branch network but reduces the role of less personalized delivery channels (e.g., the ATM network).
Electronic payments have facilitated long-distance banking. Even though electronic payments are in principle a transaction banking technology, payment details provide much valuable proprietary information about the credit quality and needs of bank customers. Hasan, Schmiedel, and Song (2012) show that effective payment technology spurs banks to form close, long-term relationships with their customers. Greater and more diverse employment of various retail payment technologies is positively related to bank profitability.
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Banks also consider embracing a deep social media presence. Filip, Jackowicz, and Kozłowski (2016) argue that aggressive Facebook communication benefits small local banks through higher interest income. The interconnection between a social network presence and relationship banking is yet to be further explored by banks and by researchers.
These arguments suggest that internet banking is still complementing relationship-oriented branch network services rather than disrupting it. However, banks need to adjust to the new generation of on-line versatile customers and supplement relationship banking with its on-line version.
Second, physical distances between banks and their borrowers have grown (Petersen and Rajan, 2002) . IT developments have led to proliferation and continuous improvements in transaction lending techniques (Frame and White, 2010) . DeYoung et al. (2011) corroborate that an increase in distances was driven by IT developments and coincided with developments in credit scoring lending techniques.
The amount of information available over the internet is vast. Banks exchange information through credit bureaus and take into account information available through media, credit-rating agencies, and analysts (Bushman, Williams, and Wittenberg-Moerman, 2016) . Beck, Ioannidou, and Schäfer (2016) show that foreign banks can use transaction credit scoring models to overcome their information disadvantage and a lack of local information about borrowers. Can relationship lending compete with efficient IT-supported transaction lending techniques?
A large body of literature identifies the importance of a proximity and branch network in relationship lending. Agarwal and Hauswald (2010) find that relationship knowledge is mostly available at short distances. Banks employ spatial price discrimination to obtain additional rents (Degryse and Ongena, 2005) . A bank branch network also integrates lending and deposit markets (Gilje, Loutskina, and Strahan, 2016) . A branch network allows liquidity to flow from regions where it is in abundance to regions where information-intensive lending needs are the highest.
The geographic proximity is gradually being replaced by proximity in the new social structures created by social networks. In this sense, relationship banking may serve as a complement to cultural, religious, and ethnic proximity. The cultural proximity of loan officers to borrowers reduces information frictions in lending and leads to higher quantity, higher quality, and lower cost of lending. The benefits of cultural proximity add to the benefits of hard and soft information gathered through relationship banking (Fisman, Paravisini, and Vig, 2017) .
Being close to customers matters in banking. Lending officers that are geographically and culturally closer to their borrowers make better lending decisions, which help their bank as well as their borrowers. For this to occur, the banker needs to have sufficient flexibility and discretion to incorporate cultural knowledge into decision-making. A combination of relationship banking and cultural proximity then work to improve bank lending decisions.
Do human bankers still have a role to play at the dawn of artificial intelligence?
With the rise of artificial intelligence, the role of humans in banking needs to be reevaluated.
Outside of banking, computers have surpassed humans at chess, Go, the quiz show Jeopardy, and even poker (see e.g. Silver et al., 2017 , Moravčík et al. 2017 . Is a human banker still needed, a loan officer that collects soft information through personal interaction with a borrower 13 (Uchida, Udell, and Yamori, 2012) , or will computers take over through automatic transaction lending built on the multitude of data available about bank borrowers?
Despite advances in IT, relationship banking still bears benefits (Marinč, 2013) . Credit rationing increases for opaque firms that are matched with transaction-oriented banks compared to those that are matched with relationship-oriented banks (Ferri and Murro, 2015) . Lending on soft information yields more bargaining power to borrowers with high managerial skills and character compared to lending on hard information (Grunert and Norden, 2012) .
Knowing that humans can easily be replaced by computers in codifiable, routine tasks that follow well-defined procedures (Autor and Dorn, 2013) , the question then is how much discretion versus rules loan officers need in lending. Cerqueiro, Degryse, and Ongena (2011) show that discretion is especially used for opaque and small firms, for small and unsecured loans, and when a firm is located far from a lender. The discretion of loan officers is predominantly used in the pricing of loans rather than in the process of loan origination.
Artificially intelligent computers can evaluate and respond to actions of homo economicus, an agent that is completely rational and self-interested (Parkes and Wellman, 2015) . However, humans do not always act rationally in a complex situation full of information asymmetry, such as bank lending. Two issues are worth considering. The first is the "human" behavior of a loan officer, and the second is the "human" behavior of a borrower.
First, loan officers are driven by their own motives at work. In their lending decisions, loan officers have been shows to be affected by mood (Cortés, Duchin, and Sosyura, 2016) , overconfidence (Ho et al., 2016) , and career concerns (Cole, Kanz, and Klapper, 2015) . Lenders' decisions are driven by personal traits of loan applicants such as beauty, race, and age (Ravina, 2012) . Loan officers may even manipulate soft information and override hard information to reach their own objectives (Berg, Puri, and Rocholl, 2012; Agarwal and Ben-David, 2014) . Flatbased compensation with strong incentives for loan approval encourages loan officers to distort and inflate credit rating assessments (Cole, Kanz, and Klapper, 2015) .
The role of IT developments might then be to better align incentives of loan officers with bank goals. Paravisini and Schoar (2015) analyze how bank lending changes after a bank adopts a new credit-scoring technology. They show that credit committees increase their effort on difficult-toevaluate loan applications. The introduction of credit scoring reduces the default probability of loans and increases loan profitability. They argue that the availability of credit scores diminishes incentive problems inside credit committees.
Similarly, IT-supported communication channels may increase communication intensity across hierarchical layers and geographical distances within a banking organization. Current studies argue for the importance of interpersonal communication (Liberti and Mian, 2009 ). Lower communication costs between a loan officer and the head of the same bank branch improve credit quality assessment (Qian, Strahan, and Yang, 2015) . In light of the pervasive presence of internet and smart mobile devices, improved communication quality within organizations may support reliance on subjective information, also across larger distances.
Second, borrowers also can behave in a homo economicus way for their own benefit. They can misreport their financial status. Financially constrained borrowers influenced the appraisal process at their banks to obtain credit and to lower the interest rates they faced (Agarwal, BenDavid, and Yao, 2015) . Residential borrowers misreport their personal assets in areas of low financial literacy or social capital and if they are more likely to become delinquent (Garmaise, 2015) . Both hard and soft information can be manipulated and is prone to the influence of borrowers.
Relationship and transaction lending can complement each other (Bartoli et al., 2013) . In this view, transaction lending techniques should be complemented by soft information gathered in relationship lending. For example, despite the multitude of hard information available, its credibility is becoming more elusive. Borrowers can manipulate hard information. Soft information gathered through relationship banking may limit the scope for manipulation of hard information. Liberti, Seru, and Vig (2016) analyze the change in the information environment about bank borrowers and its impact on bank lending processes. Following the introduction of a credit registry that shares information about a subset of bank borrowers, a bank responded by moving substantial tasks to loan officers. Hardening of the information led to reorientation toward more relationship banking (see also Liberti, Sturgess, and Sutherland, 2016) . Mocetti, Pagnini, and Sette (2017) find that a bank delegates more authority to a local branch manager if it heavily invests into information and communication technologies. With additional authority the local branch manager invests more intensively in the acquisition of soft information (Liberti, 2017) .
Put another way, a deep presence across products is important, and the benefits of bank-borrower relationships can be leveraged up by cross-selling transaction-oriented products (Rocholl and Puri, 2008).
Relationship banking, FinTech, and IT firms: Friends or foes?
Banks are facing increased competition from FinTech start-ups and established IT companies such as PayPal, Facebook, Apple, Google, and Amazon that are entering traditional banking businesses. The question is whether banks can learn something novel about relationship banking from their new competitors. Non-bank competitors may embrace the logic of relationship banking and provide novel perspectives.
Several online lending platforms, spurred by advances in cloud computing, big data, and scalable IT infrastructures (Drummer, Feuerriegel, and Neumann, 2017) , outsource soft information acquisition to crowds. On peer-to-peer lending platforms-such as Prosper Marketplace, Lending Club, SoFi, and Stilt-consumers can either act as borrowers or lenders and work to evaluate creditworthiness and mitigate information asymmetries on their own. Non-expert individuals that act as lenders evaluate soft and non-standard information on loan purpose and text descriptions to screen the creditworthiness of their peers. Soft and nonstandard information is especially important for evaluating lower-quality borrowers (Iyer et al., 2016) . Borrowers socially and geographically closer to lenders with better appearance of trustworthiness obtain credit more often and with lower interest rates (Duarte, Siegel, and Young, 2012; Burtch, Ghose, and Wattal, 2014) .
A wide network of online friendships improves access to funding, lowers interest rates, and is negatively related to ex-post default rates (Lin, Prabhala, and Viswanathan, 2013 ). An offline friend network is an important stimulator of borrowers' success in peer-to-peer lending (Liu et al., 2015) . Offline friends secure initial lending, provide endorsements through bidding, and provoke herding behavior of other lenders.
These arguments suggest that the business model of on-line lending platforms partially relies on soft information acquisition through repeated interactions-core ingredients of relationship banking. What this potentially shows is that soft information also can be garnered and used by others than expert bankers. The core question of relationship banking then becomes how to select the individuals that can extract and judge soft information the most effectively, how to motivate them, and how to scale up their knowledge.
The novelty and hype surrounding new initiatives should not cloud the problems that linger below the surface. Incentives of participants in peer-to-peer lending matter. If incentives are misaligned, sophisticated investors can exploit unsophisticated investors (Hildebrand, Puri, and Rocholl, 2016) . Crowdfunding platforms may even exploit people's behavioral biases (Agrawal, Catalini, and Goldfarb, 2014) . Rather than being a side effect, herding behavior and hype about products could then be thoughtfully provoked by the design of crowdfunding platforms in order Banks should be careful not to lose the payments business. Not only the fees but also information gathered through payments matters. Information obtained by observing transactions in savings or checking accounts supports screening and subsequent monitoring of borrowers, and helps reduce loan defaults (Puri, Rocholl, and Steffen, 2017) .
To conclude, even though IT-driven transaction banking is challenging relationship banking, there still is a role for a thorough understanding of the human behavior of bank borrowers and bank officers. Relationship banking, however, needs to adjust and determine how to use IT developments for its own benefit.
IT developments, competition, and relationship banking
We have shown that IT developments have allowed banks to serve more distant clients, increasing competition in banking. FinTech companies have further fueled the competitive pressures in banking. Changed political circumstances may further affect competition.
Interventionist government support for banks during the financial crisis has modified the competitive landscape in banking (Hasan and Marinč, 2016) . The question here is whether higher competition will erode relationship banking.
A definite answer on the interconnection between competition and relationship banking is still missing. Petersen and Rajan (1995) note that in an inter-temporal setting banks have little incentive to invest in relationship banking, knowing that competition will erode future relationship banking rents (see also Ogura, 2010) . In contrast, Boot and Thakor (2000) show that banks, as a response to more intense competition, resort to relationship banking to preserve rents that are evaporating especially in the transaction banking business. Degryse and Ongena (2007) empirically confirm that bank branches employ more relationship lending if they face more intense local competition. Presbitero and Zazzaro (2011) Lending specialization in relationship banking goes further than collecting idiosyncratic knowledge about certain borrowers. Banks obtain market-specific knowledge about foreign markets and exporters borrow from banks specialized for their export market (Paravisini, Rapporport, and Schnabl, 2015) . If IT developments further lower the importance of borders spurring globalization and international trade, bank knowledge about export markets may become even more important.
A related question refers to the effect of competition on the benefits of relationship banking to bank borrowers. Reducing geographic restrictions on bank expansion allows small firms to borrow at lower interest rates with no impact on the amount that small firms borrow (Rice and Strahan, 2010) . Cooperative banks spur new firm creation and facilitate access to bank financing 20 for small and medium-sized firms, whereas the presence of large banks improves the efficiency of small and medium-sized firms (Hasan et al., 2015) .
To reap the benefits of relationship banking, its drawbacks need to be properly addressed. For example, a relationship bank that obtains market power over the borrowers might engage in substantial rent extraction, holding up the borrower as in Rajan (1992) . The typical response to mitigate the hold-up problem is to increase competition in banking. On the basis of metaanalysis, Kysucky and Norden (2016) show that the benefits of relationship banking are more pronounced if bank competition is high.
Implications for stability
Now, we analyze whether relationship banking supports stability during financial crises. We also evaluate the impact of IT-driven changes in banking on stability.
Relationship banking and stability
A well-confirmed empirical regularity is that financial difficulties of a bank propagate further to the bank's borrowers. If a bank is struck by a sudden solvency or liquidity shock, its borrowers suffer valuation losses, receive less credit under less favorable lending terms, and reduce employment more compared to borrowers from unaffected banks (Chava and Purnanandam, 2011; Khwaja and Mian, 2008; Chodorow-Reich, 2014) . A borrower of a bank that terminates the lending relationship decreases its investments (Nakashima and Takahashi, 2017) . The negative effect is mostly limited to small, opaque, and bank-dependent borrowers. Large, transparent borrowers can overcome most of the financing problems by reaching out to unaffected banks or by tapping public markets. Even though a shock is limited to a single bank, it can still adversely affect aggregate lending and the real economy (Amiti and Weinstein, 2016).
In recessions, loan spreads rise especially for firms without access to public debt markets (Santos and Winton, 2008) . Santos (2010) focuses on the U.S. subprime loan crisis, where banks were hit by the collapse of the subprime mortgage market. Banks that incurred larger losses increased loan spreads on their loans by more than other banks. This effect only occurred in the case of bank-dependent borrowers but not in the case of borrowers with access to public debt markets.
The finding that bank-dependent borrowers are the most affected during the financial crisis is consistent with ex-ante and ex-post screening-based relationship banking theories, which argue that a bank that gathers proprietary information can hold up its borrowers and use an information monopoly to extract additional rents (Sharp, 1990; Rajan, 1991; Ioannidou and Ongena, 2010) .
These theories posit that the hold-up problem is especially severe for bank-dependent, small, and opaque borrowers and during financial crises, when information problems are most acute. Banks, so these theories claim, use relationship banking mainly to extract rents from their borrowers. In this view, relationship banking has a dark side.
However, several articles support an alternative-more positive-view of the role of relationship banking during crises (Beck et al., 2015; Bolton et al., 2016; Iyer et al., 2013) . Beck et al. (2015) find that banks engaged in relationship lending cut back on lending during a financial crisis less than banks engaged predominantly in transaction lending. This finding is the strongest for small and opaque firms, and does not stem from rolling over underperforming loans (see also DeYoung et al., 2015) .
How can one reconcile these (at first sight) contradictory results? First, Bolton et al. (2016) allow for multiple banking relationships, where, arguably, the market power of a bank is diluted and the hold-up problem is less severe (see also Detragiache, Garella, and Guiso, 2000; Gopalan, Udell, and Yerramilli, 2011) . They show that relationship banks provide more favorable continuation of lending during a crisis.
Second, articles that posit that a crisis propagates from a bank to its borrowers typically do not account for different bank lending technologies. If a bank employs transaction lending even for smaller, more opaque borrowers, then the finding that these borrowers are hurt in a crisis does not necessarily make relationship lending culpable. Exceptions are Beck et al. (2015) , Iyer et al. (2014), and Young et al. (2015) , who account for the strength of bank-borrower relationships and the strategic orientation of a bank. Borrowers with stronger banking relationships are more likely to secure continuation of lending in a crisis than borrowers with weak banking relationships (Iyer et al., 2014) . U.S. community banks that were strategically focused on granting illiquid commercial loans even increased lending to small and medium-sized firms during (Young et al., 2015 . This evidence is consistent with the interpretation that a strategic orientation towards relationship banking cushions a credit supply shock to small and medium-sized firms.
Third, relationships with bank depositors are also important in a crisis. Borrowers that have a long-term deposit relationship with a bank are more often able to secure continuation of lending in a crisis (Puri, Rocholl, and Steffen, 2011) . Berlin and Mester (1999) show that core deposits allow banks to insulate borrowers from exogenous shocks to interest rates. Depositors with longterm relationships with a bank are less likely to run in the case of bank trouble (Iyer, Puri, and Ryan, 2016) . Depositors with frequent past transactions run more. Depositors that also borrow from the bank or depositors that are also bank employees are less likely to run in the case of a low-solvency risk shock but are more likely to run in the case of a high-solvency risk shock.
Fourth, Banerjee, Gambacorta, and Sette (2016) point to the difference between an external shock to the banking system and a systemic shock to both the banking system and the economy.
Whereas Italian banks were able to insulate their lending relationships from the shock endured by the Lehman default, the lending relationship benefits were eroded during the European sovereign debt crisis. Further research may highlight whether the role of relationship banking changes if a crisis is liquidity-driven or solvency-driven, or if it is driven by an exogenous shock to a bank or by a shock to the bank's borrowers.
Overall, relationship banking can work as an anchor of stability for the economy during crisis times if it successfully overcomes the hold-up problem. The next question is how the IT-induced changes in banking are related to stability.
Further thoughts on IT, stability, and regulation in banking
Excessive reliance on IT solutions can result in additional risk taking and even raise system risk in the banking system. Rajan, Seru, and Vig (2015) show that statistical models underpriced default risk before the global financial crisis in a systematic manner, especially for borrowers for which soft information was more valuable. Systemic risk concerns may arise as a result of reliance on computer models that account for risk in the same way and, by doing so, perform the same mistakes.
Bad news that quickly spreads through social networks can trigger bank runs and affect stability in banking. In this light, relationships with bank depositors are important. Depositors that have a long-term relationship with a bank are less likely to run (Iyer and Puri, 2012) and support relationship lending better (in light of Song and Thakor, 2007) . Relationship banking may then, by relying on diverse, soft information, act as an anchor of stability in the IT-driven society.
Scalable transaction-oriented banking operations spurred by IT developments present an additional challenge for the regulators. Boot and Ratnovski (2016) focus on the dis-synergies between relationship banking and other more risky banking activities, and whether separation is warranted. Bank operations on a financial market such as trading provide benefits to a relationship bank only when they are limited in size. If trading operations become large, banks cannot commit their resources to relationship banking ex-post, which derails their ability to build relationships ex-ante. Innovations in IT might have exacerbated risks coming from financial markets due to misinformation due to complex information networks, higher volatility with transaction velocity, and speculative trading behavior (Ma and McGroarty, 2017) . Huang and Ratnovski (2011) argue that wholesale funding can be disruptive and can create excessive liquidation. These studies point to the need to insulate relationship banking from destabilizing forces that come from short-term funding, excessive leverage, or from scalable transactionoriented bank operations (see also Boot, 2011 Boot, , 2014 .
Regulatory overhaul, including Basel III framework for capital and liquidity regulation and structural regulation that separates core banking functions from the riskier trading activities might work towards additional stability but also imposes additional costs on the traditional banks. In many instances, FinTech companies are operating outside the regulated banking system effectively engaging in the regulatory arbitrage. Buchak et al. (2017) show that FinTech shadow banks have grown substantially not only due to their superior on-line lending technology but 25 even more so because of increasing regulatory burden that put traditional banks at competitive disadvantage. The problem of this is that systemic risk can accumulate in the shadow banking system as experienced in the recent financial crisis (Gorton and Metrick, 2010) .
Whereas drastic innovations in FinTech may improve efficiency, the profit motive of FinTech companies may not always be aligned with the need for stability. For example, payment system stability (and more generally the stability in the financial systems infrastructure) is of paramount importance for the real economy. Innovations in payments may impact systemic stability and systemic concerns necessitate regulatory scrutiny (Pauget, 2016 ). How to ensure a level playing field without suffocating innovations and new entry by FinTech is therefore a crucial conundrum that the regulators need to solve (see Darolles, 2016 , Philippon, 2016 .
Technology is also disrupting the notions of data sharing and trust. For example, Bitcoin is built using a block chain technology that allows a decentralized approach towards verifying transactions and wealth holdings. Relationship banking may retain some advantage in the field of trust due to its long-term orientation. How the proprietary data (e.g., on payments, lending, and deposit-taking) are safeguarded and provided to third parties will become increasingly important in the future and relates to the core issue of banking-the build-up of confidentiality and trust. 6 In the future, one can even envision relationship banks acting as safe-keepers of proprietary information that can be transferred to third parties under the consent and approval of bank customers. A seamless fusion of banking operations with the FinTech solutions is possible through application programming interfaces (APIs) that connect banking and FinTech softwares together. The regulators are following technological advances. In Europe, data sharing has been regulated by the payment system directive PSD2, 7 which is opening up the payment system to non-bank players. The challenge then refers to combining soft information that relationship banks gather and integrate it in decision making or potentially even share it with collaborative FinTech providers.
Another concern relates to IT-driven innovations in banking and consumer protection issues. If computers can beat the best humans at various games, can they also extract rents from financially uneducated, poor, or financially excluded borrowers? Inequality may increase due to redlining by computer algorithms built on existing inequalities. The impact of artificial intelligence in lending on inequality is largely unknown (Rainie and Anderson, 2017) and the issue of protecting humans from computers might deserve further scrutiny.
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The financing needs of the population are increasing due to increased longevity and larger volatility of income and spending needs of bank customers through their life cycles. Older and younger adults are more susceptible to financial mistakes than middle-aged adults (Agarwal et al., 2009 ) and more subject to unfair lending practices such as predatory lending, excessive credit card fees, or mortgage terms (Agarwal et al., 2014 (Agarwal et al., , 2016 . How to incorporate ethics into artificial intelligent lending programs is yet to be researched.
Conclusions
This article provides a review of how relationship banking is evolving in light of disruptive, ITdriven innovations. We argue that relationship banks still have an edge when competing with transaction oriented banks, or FinTech companies. Although IT developments have made scalable transaction banking more cost-effective, it is argued that the road ahead for banks is to use IT to build upon relationship banking. The benefits of a branch network still exist, and human bankers cannot be fully replaced by artificially intelligent computers in lending just yet.
However, their roles need to be rediscovered. Relationship banks need to adopt the technology, adjust to the changing customers' needs, and respond to the regulatory demands.
IT developments are not only changing the way banks work but are also reconfiguring societies.
Geographical borders are giving way to other types of community structure. Social networks can work to spread rumors, hype, and fads, spur herding behavior, and increase volatility in banking.
People do not always act on the basis of hard facts, rationality, and scientific discoveries. The ability to understand the behavior of bank customers may then become a core capability of relationship banking.
The world has become a less predictable place. We envision IT-savvy, long-term-oriented relationship banking as an anchor of stability that surpasses the notion of weathering financial and economic crises and extends into social changes. Relationship banks should then actively shape societies towards common long-term goals. The difficulty of defining such goals should not deter researchers and banks from tackling this important question.
