Abstract. We study a Schrödinger equation with a nonlocal nonlinearity, which has been considered as a model for ultra-short laser pulses. An interesting feature of this equation is that the underlying dynamical system possesses a bounded non compact global attractor, actually a ball in L 2 (R). Existence and instability of standing waves are also proved.
1.
Introduction. The interest in the physical literature of studying the mutual influence between powerful optical pulses and broadband active media can be justified by the progress in developing ultra-short laser techniques, as in the dynamics of femtosecond laser generators, amplifiers of super-short pulses, nonlinear active optical fibers, among other examples (see L. Vázquez & al. [7] and references therein). The mathematical models in these applications describing the long-term evolution of wave packets in dispersive active media exhibit simultaneously both conservative and dissipative nonlinearities.
The Maxwell-Bloch equations describing the interaction of an intensive electromagnetic radiation with a nonlinear dispersive medium lead to nonlinear Schrödinger equations. In the case of the negative group velocity dispersion and in an inertial reference frame, the equation in the dimensionless form can be written as (see L. Vázquez & al. [7] ) iu t − u xx − |u| 2 u = iu − iu 
where u denotes the slowly varying complex amplitude of the wave pulse. Equation (1) reminds the so-called cubic Schrödinger equation
which has been extensively studied (see for instance V.E. Zakharov & A.B. Shabat [9] , or the book by Th. Cazenave [1] ). However, as we shall establish in this paper, solutions of equation (1) present rather different properties than that of the cubic Schrödinger equation. For instance while it is well known that finite energy solutions of (2) are global in time on R, solutions of the equation (1), as we shall see below, blow up in a finite negative time when the charge, that is the L 2 norm, of the initial data is greater than √ 2. It is known that equation (2) has a family of standing wave solutions of the form v(t, x) = e −iωt ϕ(x) for any ω > 0 and an appropriate positive smooth function ϕ, while equation (1) has no such solution but a solution of the form u(t, x) = e 3it/4 e −ix ϕ(x). The zero solution v 0 ≡ 0 is orbitally stable for (2) , that is if the initial data v(0) is small in H 1 norm then v(t) stays near the origin for all time; we shall see that this is not the case for equation (1) that is, if u(0) = 0, no matter how small is its norm in any space, then u(t) L 2 converges to √ 2 as t → +∞. In this paper we consider the well-posedness of the Cauchy problem for the equation (1) in the energy space H 1 (R) and in L 2 (R). We show in Section 2 that for all u 0 ∈ H 1 (R) there exists a unique solution in H 1 (R) satisfying u(0) = u 0 , which is global for positive times and may blow up in a finite negative time when u 0 2 > 2. We show also that the blow up time is precisely T * (u 0 ) :
In Section 3 we prove that there exists a unique global solution in L 2 (R) and we show that the closed ball of radius √ 2 in L 2 (R) is the minimal global attractor for the flow of equation (1) . In Section 4 we determine an explicit standing wave solution and we discuss its stability.
2.
Existence of global solutions in the energy space. Our goal in this section is to prove that the Cauchy problem for (1) is globally well posed in the energy space H 1 (R), where by a global solution we mean a solution defined in the time interval [0, +∞ [. As usual, we begin by proving the local existence via fixed points arguments.
Let us write the Cauchy problem for (1) in the form
where the nonlinear operator g(u) is defined by
Since i∂ xx is the generator of a group of isometries {T (t)} t∈R in H 1 (R), we can seek solutions in H 1 (R) of the integral equation (or the so-called mild version of (3))
Lemma 1. Let g be the nonlinear operator defined by (4). Then g :
is continuous and more precisely there exists C > 0 such that for all u, v ∈
Proof. This is an immediate consequence of the Sobolev imbedding H 1 (R) ⊂ L ∞ (R) and the fact that H 1 (R) is a Banach algebra.
Since Lemma 1 ensures that g :
is locally Lipschitz continuous, it follows from the classical Segal theorem (see for instance A. Pazy [4] ) that:
which is the maximal solution of problem (3) . The solution u is maximal in the sense that if
(respectively u(t) H 1 → +∞ as t → −T * (u 0 ) and t > −T * (u 0 )).
In order to prove that T * (u 0 ) = +∞ for all u 0 ∈ H 1 (R), we consider the functionals "charge" and "energy" defined in (−T * (u 0 ), T * (u 0 )) respectively by
Lemma 2. For all u 0 ∈ H 1 (R) and t ∈ (−T * (u 0 ), T * (u 0 )), if u is the solution given by Theorem 1, we have:
Proof. The differential equation for the charge Q in (7) is obtained by multiplying both sides of (1) by −iu. Since |u(t, x)| → 0 as |x| → +∞, we get after an integration by parts on R
By taking the real part in (8) we get
and the conclusion follows from the observation that
To obtain the second identity in (7), we first multiply both sides of (1) by u t . After integrating by parts on R and taking the real part we get
On the other hand, by taking the imaginary part of equation (8) we get
and consequently
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Moreover, by multiplying the complex conjugate of equation (1) by iuF (u), and taking the imaginary part of the resulting expression, we obtain
Since, after an integration by parts, we have:
the conclusion of the lemma follows.
Remark 1. It follows immediately from the differential equation for the charge Q(t) in (7) that the sphere
is invariant under the flow of the equation (1) and attracts every orbit of (1) starting from u 0 = 0. Indeed, the equation for the charge Q(t) has the explicit solution given by
for −T * (u 0 ) < t < T * (u 0 ), and one sees that Q(t) → 2 as t → +∞ (indeed when
2 > 2, it follows from (10) that the solution cannot exist in L 2 (R) for negative times t such that
and therefore
and in fact, as we will prove below, we have T * (u 0 ) = log[ u 0 2 / u 0 2 2 − 2]. We are now in a position to prove that the solutions are global for positive times.
Proof. Noting that
from the second identity in (7), it follows that
.
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By Gagliardo-Nirenberg inequality we have
, for some constant C > 0, and consequently (using Young's inequality
(Here and in what follows we denote by C various constants which may depend only on various norms of u 0 ). After integrating the inequality in (12) on (0, t) we obtain
Another application of the Gagliardo-Nirenberg inequality, together with the use of the estimate u(t)
As a consequence of the Gronwall inequality we obtain u x (t) 2 2 ≤ C(1 + η)e Cη , for all t ∈ [0, η] and we conclude that T * (u 0 ) = +∞ (see (6) ). In the case of the standard subcritical (that is when the exponent p satisfies 1 < p < 5) nonlinear Schrödinger equation
using the Gagliardo-Nirenberg inequality, one shows that a uniform estimate in time on the L 2 norm of v implies an estimate in time on the H 1 norm of the solution, and thus global existence of the solution v in H 1 (see for instance Th. Cazenave [1] ). Here, in order to show global existence of u for negative times, assuming that u 0 2 2 ≤ 2, we are going to use the same kind of arguments.
Indeed by the expression (10) for Q(t), we know that u(t) 2 2 ≤ 2 for t > −T * (u 0 ), and since, according to (7):
and by Gagliardo-Nirenberg inequality u(t)
Since
, another application of Gagliardo-Nirenberg inequality, followed by the use of Young's inequality, yields
and again from Gronwall's inequality it follows that u(t) remains bounded in H 1 (R) on any interval [−η, 0]. Hence T * (u 0 ) = +∞ as claimed.
As a matter of fact, a detailed inspection of the former argument shows that when u 0 2 > 2 then the negative blow-up time is precisely given by the estimate
, and the solution u(t) blows up in L 2 norm, that is u(t) 2 → +∞ as t → −T * (u 0 ) and t > −T * (u 0 ).
Proof. We already know that T * (u 0 ) ≤ log[ u 0 2 / u 0 2 2 − 2] so, in order to prove our claim, assume that we have a strict inequality in the estimate (11). In this case we would have for all t > −T * (u 0 ), and therefore
2 − 2)e 2T * (u0) =: K * . As we already noticed above, since we have
and since u(t)
, Now using the same arguments as the ones used in the proof of (13) and (14), we conclude that u x (−η) 2 ≤ C(K * ) for some constant depending on K * and thus only on T * (u 0 ) and u 0 2 , for all η < T * (u 0 ). Indeed this is in contradiction with the fact that T * (u 0 ) is finite.
Remark 2. It should be noted that the structure of equation (1) implies a completely different behaviour than that of the purely cubic Schrödinger equation (2) . Also if in equation (1) we drop either terms of the right hand side, we get one of the equations:
Now one may see easily that solutions of both equations (15) and (16) exist for all times t ≥ 0, and that
These equalities are obtained by multiplication of (15) by v and (16) by w, integrating by parts over R and taking the imaginary parts of the resulting relations. This means that the behaviour of solutions of equation (1) is an interpolation between that of v and w as t → +∞.
Remark 3. More generally we may consider the equation
for α > 0 and β > 0. Then, proceeding in the same way as we did in the proof of lemma 2, one may establish easily that, Q(t) := u(t)
In this case one sees that Q(t) → 2α/β as t → +∞ (when u(0) = 0). Indeed all the results concerning the global existence or the finite time blow up for negative times hold also in this case.
Global solution in L
2 (R) and the global attractor A. In this section we prove that the Cauchy problem for equation (5) is well posed in L 2 (R) and we show that the closed ball of radius √ 2 in L 2 (R) is the minimal global attractor. In order to construct solutions in L 2 (R), we shall use the Strichartz inequality (see for instance Th. Cazenave [1] , M. Keel & T. Tao [2] , K. Yajima [8] , R. Strichartz [5] ). Also following a classical denomination in this context, we say that a pair (q, r) is admissible if 2 ≤ r ≤ ∞ and
The Strichartz inequality states that if (q 0 , r 0 ) and (q, r) are two admissible pairs, and if for h ∈ L
then there exists a constant C > 0 such that for any T 1 , T 2 ≥ 0 one has
for a constant C independent of T 1 , T 2 > 0 and of q, r.
With the notation (4) for the nonlinearity u → g(u), we write g = g 1 + g 2 , where
Direct applications of Hölder inequality yield the following estimates.
Moreover, there exists C > 0 such that
for all η > 0 and such that for all t ≥ 0
Proof. Let u 0m ∈ H 1 (R) be such that u 0m − u 0 2 → 0 as m → ∞. Then it follows from Theorems 1 and 2 that there exists a unique
such that u m (0) = u 0m and for all t ≥ 0
The Sobolev imbedding theorem and Hölder inequality imply that for all η > 0 and
Then from the Strichartz inequality (18) (with (q 0 , r 0 ) := (4, ∞) for g 1 (u m ), and (q 0 , r 0 ) := (∞, 2) for g 2 (u m )), using inequalities (19) and (20) it follows that, for all admissible pairs (q, r), there exists a constant C > 0 (independent of q and r) such that
By using the estimates (19) and (20) of Lemma 3, we obtain (for possibly another constant where K m = max{ √ 2, u 0m 2 } is bounded by some constant depending on u 0 2 . Let us introduce the space
which is a Banach space for the norm
. By choosing (q, r) respectively as (4, ∞) and (∞, 2) in (22), we obtain for η > 0 small enough that {u m } m is bounded in V η . The same arguments imply (using again (19) and (20)) that, for m, n ∈ N,
Choosing η > 0 possibly smaller, but still depending on u 0 2 , it follows that {u m } m is a Cauchy sequence in V η , and in particular in C [0, η]; L 2 (R) . Therefore, if we denote by u the limit of (u m ) m in V η , we have in particular, by (10), that for all
One may see easily that u solves the integral equation (5) . Since η depends only on u 0 2 , it follows from (23) that one can iterate the arguments in order to cover [0, +∞) (or to cover R if u 0 2 2 ≤ 2). Since uniqueness and continuous dependence on initial data are shown by the same arguments, the proof of the Theorem is over.
Once this is proved, let {S(t)} t≥0 be the family of continuous operators defined by S(t)u 0 := u(t), where u ∈ C [0, +∞) ; L 2 (R) is the solution of (5) with initial data u 0 . Then {S(t)} t≥0 is a semigroup of nonlinear continuous operators in L 2 (R). Following the usual terminology in the theory of semigroups (see O.A. Ladyzhenskaya [3] , page 4), we say that:
is a global attractor for {S(t)} t≥0 if, for any ε > 0 and any bounded set B of L 2 (R), there exists a positive time τ (ε, B) > 0 and an ε-neighbourhood A ε of A such that S(t)B ⊂ A ε , for all t > τ (ε, B).
In the case of the dynamical system defined by the semi-group {S(t)} t≥0 , let
Then we have as a direct consequence of the previous results:
Corollary 1. For all t ∈ R we have S(t)(A) = A, and A is the minimal global attractor for the semigroup {S(t)} t≥0 acting on L 2 (R).
Remark 4.
Note that A is the ball of radius √ 2 and so is noncompact. Actually if instead of equation (1) one considers the more general version (17), then since the ratio 2α/β can be arbitrarily large, one has examples of simple dynamical systems which are a slight modification of the cubic nonlinear Schrödinger equation, and which have the arbitrarily large closed ball B(0, 2α/β) as their minimal global attractor. 4 . Standing waves and action of groups on the solution. In this section we determine a standing wave for the equation (1) and we discuss its stability. By a standing wave we mean a periodic (in time) solution of the form
where ω ∈ R is a fixed parameter and ψ : R → C is an appropriate function. Since a standing wave has conservation of charge, Q(t) = Q(0), we must search for ψ in the sphere S defined in (9) . Without loss of generality, we may look for ψ having the form ψ(x) = e iΩ(x) ϕ(x), where Ω and ϕ are smooth real functions. By substituting in (1) and separating the real and imaginary parts, we get
Multiplying the second equation in (24) by ϕ and integrating we obtain
Assuming that Ω ′ (x)ϕ(x) 2 → 0 as |x| → +∞, and knowing that ϕ ∈ S, it follows that C = 0. Moreover, since s → s 2 /2 − s is negative for 0 < s < 2, and F (ϕ) < 2, we have Ω ′ (x)ϕ(x) 2 = 1 2 F (ϕ(x)) 2 −F (ϕ(x)) ≤ 0 and therefore necessarily we should have Ω ′ (x) ≤ 0 for all x ∈ R. Let us assume that Ω(x) = −βx with β > 0. Then the system (24) takes the form −ϕ ′′ + (β 2 − ω)ϕ = ϕ 3 ,
The second equation in (26) (which is (25) with C = 0) has the general solutions F (ϕ)(x) ≡ 2, which does not yield a solution ϕ, or else F (ϕ)(x) = 2ce αx 1 + ce αx , where α = 1/β and c > 0 because 0 < F (ϕ) < 2 for a non trivial solution ϕ. Finally the relation |ϕ(x)| 2 = (F (ϕ)(x)) ′ implies that ϕ(x) = α/2 sech αx/2 + θ/2), with e θ = c. It is well known (see for instance Th. Cazenave [1] ) that for any µ > 0 the set of solutions of −ϕ ′′ + µϕ = |ϕ| 2 ϕ,
-which is the set of standing waves of the cubic Schrödinger equation -is given by e ia √ 2µ sech( √ µx + b) ; a, b ∈ R . Hence, by identification of parameters we get µ = 1/4, β = 1 and ω = 3/4 and we have the conclusion that ψ(x) = e iΩ(x) ϕ(x) = √ 2 2 e −ix sech x 2 .
Lemma 4. For all s, θ ∈ R, the function u(t, x) = √ 2 2 e iθ exp 3it
is a solution of equation (1) .
