Abstract-Almost all speech contains simultaneous contributions from more than one acoustic source within the speaker's vocal tract. In this paper, we propose a method-the pitch-scaled harmonic filter (PSHF)-which aims to separate the voiced and turbulence-noise components of the speech signal during phonation, based on a maximum likelihood approach. The PSHF outputs periodic and aperiodic components that are estimates of the respective contributions of the different types of acoustic source. It produces four reconstructed time series signals by decomposing the original speech signal, first, according to amplitude, and then according to power of the Fourier coefficients. Thus, one pair of periodic and aperiodic signals is optimized for subsequent time-series analysis, and another pair for spectral analysis. The performance of the PSHF algorithm was tested on synthetic signals, using three forms of disturbance (jitter, shimmer and additive noise), and the results were used to predict the performance on real speech. Processing recorded speech examples elicited latent features from the signals, demonstrating the PSHF's potential for analysis of mixed-source speech.
I. INTRODUCTION
T HE acoustic cues that are central to our ability to perceive and recognize speech derive from a variety of acoustic mechanisms and are often classified according to the nature of the sound source: phonation, frication, plosion or aspiration [1] , [2] . Identifying and characterizing the various sources is fundamental to speech production research [3] - [5] , and to the classification of pathological speech. Recent studies of hoarse speech have concentrated on measures of roughness in phonation, e.g., [6] , and yet turbulence-noise sources contribute largely to this effect (as breathiness). In normal or pathological speech, when more than one sound source is operating, it is difficult to segment the corresponding acoustic features, which typically overlap both in time and frequency, thus hindering the isolation of individual source mechanisms, and making it practically impossible to examine source interactions in any detail. Our particular area of interest is that of turbulence-noise sources in the vocal tract, and in order to explore these phenomena, we would like to be able to analyze the voiced and turbulence-noise components of mixed-source speech separately, possibly even to distinguish between all the different acoustic contributions. To that end we have developed a signal analysis technique for separating the periodic component, an estimate of the part attributable to voicing, from the aperiodic component, an estimate of the part attributable to the simultaneous turbulence-noise source(s). Assessing the relative contribution of these two components as a harmonics-to-noise ratio (HNR) has long been a useful tool in the laboratory and the clinic [7] - [15] , but there has been growing interest in more complete descriptions of the periodic and aperiodic signal components. Recent development of decomposition algorithms has been fueled by the demands of numerous speech applications: enhancement [16] - [21] , modification [22] - [24] , coding [25] , and analysis [26] , [27] .
Decomposition is generally achieved by first modeling voicing deterministically, since voicing tends to be the larger signal component, and then attributing the residue to the estimate of the aperiodic component. Concentrating the periodic component into a certain region of a transformed space improves estimation of the model's parameters. The extraction of energy concentrations from the transformed signal is equivalent to the separation of deterministic and stochastic elements, which may be realized by a threshold operation, as in [28] using wavelets. Serra and Smith [25] combined peak-picking and tracking to code the voiced (deterministic) part and fitted line segments to the residual noise spectrum. However, the regularity of vocal fold vibration can be used to define the region of concentration, and to design a comb filter that effectively averages successive pitch periods. The two main approaches are time domain (TD) and frequency domain (FD), although most contain elements of both.
TD models typically assume that noise is added to pulsed excitation of a time-varying, linear filter. One TD method is the comb filter with teeth periodically aligned on the pitch pulses. In order to adapt the spacing of the teeth of the comb filter in synchrony with variations in voicing, knowledge of the glottal pulse epochs is required. There have been many TD realizations of this pitch-synchronous method, which have accommodated timing variations by truncation and zero-padding [7] , [29] , [30] , scaling [15] , least-squares alignment [27] , [31] , or dynamic time warping [17] .
FD methods estimate the Fourier series of pitch harmonics from the short-time Fourier transform (STFT), using the fundamental frequency to identify regions of the spectrum that correspond to voicing. Thus, they model voicing by a short-time harmonic series, whose parameters tend to be smoothed between analysis frames [16] , [18] , [20] , [22] , [23] , [32] , [33] . Laroche et al. [22] included linear variation within a frame, but in their example (pitch-synchronous, two-period window) the data were over-fitted, resulting in 3 kHz low-and high-pass filtered speech signals to represent the periodic and aperiodic components, respectively. Griffin and Lim [33] used the pitch harmonics to subdivide the spectrum, and made a "voiced/unvoiced" decision on each harmonic band for coding the speech signal.
A compromise was proposed by de Krom [9] , who created a harmonic comb filter in the FD using the rahmonics of the real cepstrum, which has been the basis for various implementations [9] , [12] , [14] , [34] , [35] . The log-spectrum obtained in this way from the rahmonic cepstrum (with the spectral envelope removed), which oscillates about zero, was then thresholded: frequencies for which it was greater than zero were defined as periodic, and those less than zero as aperiodic. Hence, the partitioning of regions in the cepstral domain provided a means of labeling those regions in the STFT spectrum.
For HNR estimation and synthesis applications (coding, copy-synthesis, modification), the accuracy with which the component signal is estimated is not important provided the salient signal properties are captured, which is also the case for certain types of analysis. More generally, though, we would like to analyze all the information that is known, without introducing inappropriate assumptions, and therefore provide an output with a minimum of distortion. After subtraction of the periodic model from the original spectrum, the residue's spectrum typically lacks data at the harmonics, i.e., the region where voicing was concentrated, and values of zero may be the best estimate available for the aperiodic signal spectrum. Yet, for feature extraction from the power spectrum (e.g., for generating a stochastic model that reproduces the longer-term spectral characteristics of the aperiodic component), filling those gaps can be advantageous. Thus, spectral interpolation has been performed by linear prediction [22] , and by approximating the spectral envelope with line segments [25] or cepstral coefficients [23] . One recently published technique [14] uses a reconstruction algorithm, but we have discovered certain problems with it, which are described in the Appendix. Yet, we have followed a similar methodology in evaluating our algorithm.
Still, choosing a technique for one's own data and purpose is not straightforward. Lim et al. [30] showed that TD comb filtering decreased intelligibility, whereas a harmonic method increased it [18] . On the other hand, Qi and Hillman [12] found that an adaptation of de Krom's method performed poorly compared to another TD method [7] . Furthermore, it depends on one's objective and the particular kinds of speech one wishes to study. In our case, we are interested in sounds with a significant noisy element, such as voiced fricatives, where the voicing tends to be weak and pitch epochs are hard to identify precisely. This scenario would favor an FD approach, but even modal vowels are suitable candidates for FD decomposition if one wants to examine the spectral characteristics. TD methods, on the other hand, might be more appropriate at abrupt transitions in voicing, e.g., at onset.
Our technique, presented in the next section, is an FD method called the pitch-scaled harmonic filter (PSHF). It provides outputs that constitute our best estimate of the voiced and turbulence-noise signals (suitable for TD analysis), and spectrally-interpolated outputs that provide a better estimate of the components' power spectrum (suitable for power spectral analysis and modeling). Previous techniques have failed to distinguish these two objectives of the decomposition task. In Section III, the behavior and performance of the PSHF algorithm was tested using synthetic speech signals that contained three kinds of disturbance: shimmer (perturbed amplitude), jitter (perturbed fundamental frequency ), and additive Gaussian noise with variable burst duration. Section IV gives examples from speech recordings that were analyzed to illustrate some of the decomposition technique's capability, and Section V concludes.
II. PITCH-SCALED HARMONIC FILTER

A. Basis for a Pitch-Scaled Approach
We use the term pitch-scaled to refer to an analysis frame that contains a small integer multiple of pitch periods. It implies, for a constant sampling rate , that the number of sample points in the frame will be inversely proportional to the fundamental frequency . This property complicates the windowing and resplicing processes, but also brings substantial benefits: mainly that the harmonics of will be aligned with certain bins of the STFT (assuming we know the value of ). For example, if our analysis frame contains pitch periods, then the frequency of the th Fourier coefficient will correspond to . When the frequency in question is not exactly aligned with one of the discrete frequency bins, leakage and spectral smearing take place, which produce errors in the form of bias.
For a single infinite sinusoid of frequency in Gaussian white noise (GWN), the highest peak in the DFT spectrum provides the least-squares estimate (minimum mean-squared error) of the magnitude, frequency, and phase of the sinusoid, given enough samples are taken at a high enough rate 1 [36] , [37] and coincides with the maximum likelihood estimate for the Gaussian distribution [38] . If is of the same order as the frequency resolution (i.e., ), the negative-frequency image centered at will not be sufficiently separated from it, and will bias the estimates [16] , [36] . In contrast, if the analysis frame is chosen to have several whole cycles (with adequate ), will lie on a DFT bin, and the bias terms from interference and spectral leakage will disappear; the remaining error is unbiased Gaussian noise whose variance is proportional to that of the additive noise. When there is more than one sinusoid present in GWN, they must be sufficiently separated in frequency to maintain optimal (maximum likelihood) estimation of the deterministic components, as well as each meeting the earlier constraints [38] , [39] . Again, these biases are avoided when is scaled to the frequency of both sinusoids, which must therefore be harmonically related.
However, speech signals, although predominantly harmonic, are not composed of pure sinusoids of infinite duration. Vibration of the vocal folds tends to generate sound pressure signals that are approximately periodic, but whose amplitude and fundamental frequency fluctuate during voicing and change dramatically at voice onset/offset. Although some of the techniques we have mentioned effectively applied a rectangular window, most used a smooth function, viz. Hanning or Hamming, to accommodate such nonstationarity. We have chosen to use a Hanning window, which still yields unbiased estimates when pitch-scaled, though it increases the variance of the error by 50% [39] , [40] . This step greatly enhances the technique's robustness to minor pertubations in periodicity. Cross-term bias errors between harmonics caused by deviations from perfect periodicity are reduced by a factor of 15 at the adjacent harmonic by the Hanning window, in comparison to a rectangular window (i.e., 24 dB, four bins away), as shown in Fig. 1 . Also, the half-power bandwidth of the main peak is increased from 0.44 bins to 0.72 bins at each harmonic, an increase of 60%. Thus, despite being based on a maximum likelihood approach for estimating harmonically-related sinusoids, some of the idealized performance has been compromised to make the process more suitable for time-varying signals.
B. Overview
The pitch-scaled harmonic filter (PSHF), derived from a measure of HNR [8] , was designed to separate the periodic and aperiodic components of speech signals. It is assumed that these components will be representative of the vocal-tract filtered voice source and noise source(s), respectively. The original speech signal is decomposed primarily into the periodic (estimate of voiced) and aperiodic (estimate of turbulence-noise) components, and , respectively. Further periodic and aperiodic estimates, and , are computed based on interpolation of the aperiodic spectrum, which improves the spectral composition of the signals when considering features over a longer time-frame.
In the process of estimating the HNR from a short section of speech , Muta et al. [8] used the spectral properties of an analysis frame that was scaled to the pitch period in order to distinguish parts of the spectrum containing harmonic energy from those without. Hence, they applied a window function of length to , centered at time , to form . They computed the spectrum by discrete Fourier transform (DFT) using a value of that was a whole number of pitch periods of length (in samples):
(1) which concentrated the periodic part of into the set of harmonic bins , where contains every th coefficient: . Choosing a four-pitch-period Hanning window for , the harmonics were translated to bins , while the bins halfway between were kept free from spectral leakage of the periodic component. Thus, for an adult male speaker with pitch period of 8 ms ( Hz), a 32-ms window would be used. We have extended the process [41] to yield a full decomposition into periodic and aperiodic complex spectra, which can be converted back into time series, and , respectively, as explained below. We also propose an interpolation step for improving power-spectral estimation, which produces a further pair of signals and . The outputs can later be analyzed using any standard technique: and for TD analysis, and for FD analysis. For time-frequency analysis, we define a threshold of half the mean PSHF window length, , or two pitch periods, which is the point at which the harmonics begin to be resolved. Thus, and would be used for wide-band spectrograms, and and for narrow-band. The remainder of this section describes the Muta et al. [8] pitch estimator, the segmentation of speech signals into frames, and the PSHF algorithm.
C. Pitch Estimation
The PSHF relies on the window length being scaled to match the time-varying pitch period:
. The pitch-tracking algorithm estimates the period by sharpening the spectrum at the first harmonics. The sharpness is described in terms of the higher and lower spectral spread, and , respectively, which are defined for a given window at each harmonic, as
where for the Hanning window, and . Thus, the spectral smearing due to the window is calculated for the higher and lower bins adjacent to each harmonic, , and the values are compared to the measured values in those bins. The optimum pitch estimate is obtained by minimizing the difference between the calculated and measured smearing in a minimum mean-squared error sense, according to the cost function at time (4) (see [8] for further details). The optimization is perfectly matched to the PSHF because, using the same window, it maximizes the concentration of signal energy into the harmonic bins.
For each section of voiced speech, the initial estimate of was set manually. For larger data sets, standard methods could easily be implemented for automatic initialization, e.g., [42] - [44] . The pitch tracker operated as follows:
1) window speech signal ( -point, Hanning); 2) evaluate cost function near current estimate ; 3) update the current estimate to (value at minimum cost); 4) increment time and repeat.
D. Windowing and Resplicing
Windowing was used in the PSHF not only to process the data in finite frames, but also to allow the piecewise stationary model to adapt in line with the many kinds of variation in the speech production system: amplitude, fundamental frequency, formant frequencies, voice onset/offset and other transients. After decomposing a frame, the output signals were recombined with the results of preceding frames by overlapping and adding.
For simplicity, the center positions of the frames were spaced at a constant interval:
. However, since the window size was not generally constant, neither was the signal weighting; lower fundamental frequency regions, having longer windows , accrued more weighting than higher regions. Therefore, to normalize the final output signals, i.e., the respliced periodic and aperiodic components, they were multiplied by , the reciprocal of the sum of the contributions from the windows (5) for all frames that included the point (not necessarily contiguous). Alternatively, each frame's window could be normalized to give an even point-wise weighting, as done in [30] . A cosine ramp was applied to each end of the normalization factor to fade out sections of voicing at onset and offset.
E. Algorithm 1) Harmonic Filter:
Let us consider how the PSHF algorithm performs the decomposition in the FD for a single frame, centered at time . (Note: all functions within the algorithm are adaptive and depend on , but for clarity, we omit the argument hereafter.) After applying the pitch-scaled Hanning window to the speech signal to get , the PSHF algorithm computes by DFT, as depicted in Fig. 2 . The harmonic filter (HF) takes the pitch harmonics from and doubles the coefficients to form the harmonic spectrum , compensating for the mean window amplitude of 0.5 for otherwise (6) where . This spectrum, when returned to the time domain by inverse DFT (IDFT), produces a signal that is periodic with no envelope shaping, so these four pitch periods are windowed to yield the periodic signal estimate (7) The aperiodic signal estimate is the difference between this and the input signal:
. Alternatively, in the frequency domain, we can subtract from the unwindowed spectrum for otherwise (8) and then the aperiodic component comes from applying the IDFT and window, as before. As a result, any errors in the periodic estimate caused by the decomposition algorithm are (wrongly) attributed to the aperiodic signal. Note that the number of pitch periods can potentially be any integer that achieves a harmonic concentration, viz.
. There is inevitably a trade-off between time and frequency resolution which, among other things, balances the noise rejection performance against the tolerance to jitter and shimmer. We have found that offers a favorable compromise, but we have not tested alternatives.
2) Power Interpolation: The spectrum of the estimated aperiodic signal contains gaps at the harmonics, where the coefficients are of zero amplitude, since for . However, subsequent analysis often involves computing power spectra or spectrograms, which depend on the squared magnitude of the Fourier coefficients, and the gaps therefore give strongly biased under-estimates. We can improve the power estimates by filling in at the harmonics. If we assume that the aperiodic component is the result of a stochastic process with a smoothly varying frequency response, we would expect the power in any frequency bin to be similar to its adjacent bins. Therefore, we calculate , a frequency-local estimate of at the harmonics, by power interpolation (PI) of the values of the aperiodic spectrum in the adjacent bins, for (
The RMS amplitude is compared with the periodic spectrum for , to determine the real factor , which is the proportion of the coefficient to be allocated to the revised aperiodic estimate , for each harmonic:
The remainder of the power is left with the revised harmonic estimate , so we have for otherwise (11) for otherwise (12) Hence, by using the original phase information for both components, , we can reconstruct the power-based time series and in a way that is consistent between overlapping frames. These signals retain the detail of the original time series, while avoiding misleading artifacts in the power spectrum in the form of troughs or valleys at the harmonics, and thus are suitable for long-term spectral analysis. As shown in Fig. 2 , the algorithm generates four complex spectra, and , from a single input. After inverse-transforming and windowing, these are output as four time-series signals: and , respectively. Each of these can be combined with the outputs from previous frames by sequential overlapping and adding to reconstruct two pairs of complete signals corresponding to the original signal : the periodic and aperiodic signal estimates and , and the periodic and aperiodic power-based estimates and .
III. TESTING
A. Signal Generation
The PSHF was tested with synthetic speech-like signals and the accuracy of its decomposition evaluated. The signals were generated in the TD (avoiding any potential artifacts from later FD filtering) by convolving excitation signals with an appropriate filter . Each excitation signal was the sum of a pulse train (with samples ) and GWN . The pitch period and amplitude of were perturbed from their nominal values ( or Hz, ) by specified degrees of jitter (0, 0.25, 0.5, 1, or 3%) and shimmer (0, 0.5, 1, or 1.5 dB), respectively. 2 Normal values for jitter and shimmer during modal phonation are typically less than 0.7% and 0.5 dB, respectively [45] (less than 1% and 0.25 dB according to [46] ), although they can be as much as 3% and 1 dB [11] . The noise, , was added at six levels with HNRs of , 20, 10, 5, 0, or 5 dB. In some cases, the amplitude of the noise was modulated by a rectangular wave in time with the pulses to give a burst duration 60% of the pitch period.
A set of linear predictive coding (LPC) coefficients (50-pole, autocorrelation) was computed for a male a , using a section from the middle of the first vowel in a recorded nonsense word (see Section IV-B for details). Each excitation signal, , was passed through the corresponding LPC synthesis filter, , at sampling rate of 48 kHz.
B. Parameters
Jitter is a measure of fluctuation in the pitch period (or fundamental frequency) of the voice. Usually expressed as a percentage, it is defined [47] - [49] as % (13) where the period of the th pulse, , is the difference between the current pitch epoch and the previous one, and denotes the expected value. It can be evaluated for all pulses in a given section of signal, or restricted to a region of that signal, to give a more time-specific measurement.
For generating signals, each specified jitter value was used to modify the period [11] (14)
where is the nominal fundamental frequency and is a random variable with a Gaussian distribution of zero mean and unit standard deviation. The factor of is needed to match the standard deviation of to the mean difference between two such variables, . In real speech, the jitter and equilibrium fundamental frequency vary with time. So, using a window function (e.g., triangular, Hanning, Hamming, Kaiser, etc.) offers a means to evaluate the short-time jitter % (15) in the vicinity of point , where denotes the time average. Note that, in practice, computation of (13) over a finite number of pitch periods is equivalent to (15) , when is rectangular. To identify the pitch instants, , we used zero-crossing [10] and peak-picking [50] methods to refine initial manual estimates.
Shimmer is a measure of the fluctuation of the amplitude of the voice. Usually expressed in decibels, it is defined [46] , [48] as
where is the amplitude of the th pulse. For generating signals, the pulse amplitude was calculated as [11] (17) and the corresponding short-time shimmer was (dB) (18) For real speech, each pulse amplitude, , was estimated using the RMS amplitude of the signal, windowed by an asymmetric Hanning window, extending one pitch period either side of the pitch instant in question.
The HNR is often used as a measure of the relative amplitudes of the voiced and noise components and is defined [30] , [48] as
For the synthetic signals, the gain of the noise signal, , was adjusted relative to that of the pulse train, , to give the desired ratio . The short-time HNR, based on the periodic and aperiodic estimates, is (dB) (20)
C. Performance Calculation
As a result of decomposition of the speech , we want a periodic signal that represents the best estimate of the voiced component, defined as having the minimum mean squared error between the actual voiced component time series and the estimate . Similarly, we want the aperiodic signal to be the best estimate of the additive noise . The error , defined as , is equally (and oppositely) present in the periodic and aperiodic components.
The performance of the PSHF was assessed by considering the change in signal-to-error ratio (SER) for each component. The jitter and shimmer perturbations of the pulse train were considered intrinsic to the synthetic voicing signal, whereas the additive noise was treated as the product of another (turbulence-noise) source, and thus attributed to the aperiodic component. Therefore, for the periodic component, the additive noise was the initial "error" on the voiced component, the "signal." Conversely, for the aperiodic component, the actual voiced component was taken to be the initial "error" on the additive-noise "signal." Hence, the periodic performance and the aperiodic performance are
(dB) It follows that evaluating the change in SER for the periodic and aperiodic estimates from the synthetic speech constitutes a more rigorous performance metric for reconstructing signals than a comparison of prescribed HNR (before synthesis) versus measured HNR (after decomposition). So, although we include some HNR measurements to aid comparison with other algorithms, we prefer to use the SER to describe the performance of the PSHF.
D. Results
First, the cost function was used by the pitch tracker ( harmonics) to optimize the window length for each synthetic signal. The signals were then decomposed by the PSHF algorithm into periodic and aperiodic components, and , respectively, the estimates of the voiced and turbulencenoise parts. For this study, we were deliberately conservative, centering frames on every sample point (offset ), which was computationally expensive. Fig. 3 shows the results for three periodic signals corrupted by various amounts of either constant or modulated noise. The performance was positive in all but a few extreme cases, and was typically dB for the periodic component and dB for the aperiodic one. For dB, the performance deteriorated and in some cases became negative; this deterioration was more pronounced for modulated noise. At infinite HNR ( dB), improvements in the aperiodic SER were 73, 54 and 50 dB, respectively, for the three values of : 120, 130.8, and 200 Hz. Thus, pitch quantization and spectral smearing defined a performance limit by producing errors up to th of the original signal with no jitter, shimmer or noise disturbance.
The results were almost identical for all values, a characteristic of pitch scaling, except at low HNRs where pitch tracking errors produced spurious readings. Similarly, altering the envelope of the noise, although perhaps making the tracker more error-prone, did not significantly affect the quality of the decomposition. In another study [51] , we synthesized signals with constant-amplitude noise and noise modulated by , and showed that the respective constant and modulated envelopes of the reconstructed noise signals were retained. These results suggest that any modulation observed in components of speech is real rather than a processing artifact. Fig. 4 illustrates the effects of jitter (left) and shimmer (right) on the PSHF performance, in combination with constant noise added at various levels. The trends are qualitatively similar for both perturbations. For example, when there is no noise, there is a notable performance degradation with the introduction of any jitter or shimmer. However, for the range of values chosen, fluctuations in the pitch period (jitter) have a larger effect on performance than amplitude fluctuations (shimmer). Where there is already one disturbance, i.e., HNRs of 20, 10, or 5 dB, the introduction of a second one, either jitter or shimmer, is less marked. The performances are generally positive, except for at the higher levels of jitter % and shimmer ( dB) with high HNR ( dB), for which the initial error was relatively small. The grid of results in Table I extends this principle to the combination of all three disturbances, whose worst element puts a bound on the performance. Indeed, the performance can even improve, as occurred for jitter of 3% when shimmer was added. For normal speech, the presence of all three disturbances degrades performance by 1 to 2 dB with respect to the noise-only case (in Fig. 3 ).
Although not principally designed for such a purpose, the power-based outputs of the PSHF, and , may be used as a measure of the total power of each component. Hence, by comparing with , an estimate of the HNR may be formed, where denotes time averaging. The measured HNRs, calculated for the signals from Fig. 3 , are just above the true (prescribed) HNRs in all cases, except for (the no-noise case discussed above), as shown in Fig. 5 . The measured HNRs varied little with , and the noise envelope (constant or modulated) had a negligible effect. The discrepancy between the measured and prescribed HNRs is largest for the cases with most tracking errors, i.e., at dB, but otherwise it is ca. 1-2 dB. Note that the decomposition anomaly evident in Fig. 3 ( dB, modulated, Hz) is not apparent in these results, because the measured HNR, which is the ratio of the component powers, is not based on the actual decomposed signals and merely compares their mean square values.
In summary, the introduction of any form of disturbance, from noise or perturbation, drastically reduced the performance from that under ideal conditions, but the PSHF continued to give robust performance in the presence of secondary or tertiary disturbances. For positive HNR values, the algorithm enhanced the aperiodic component (i.e., improved its SER) much more than the periodic one, which particularly aids us in the study of turbulence-noise components of mixed-source sounds. For recordings of normal speech, the results suggest improvements to the SER of a factor of about five for the aperiodic component ( -dB for dB dB) and about two for the periodic component ( dB).
IV. APPLICATION TO REAL SPEECH
A. Recording Method
Two adult, native speakers of British English RP, one male (PJ) and one female (SB), recorded a speech corpus containing nonsense words and sustained vowels /a, i, u/) in a soundtreated room. The sound pressure at 1 m was measured using a microphone (B & K 4165), a preamplifier (B & K 2639) and amplifier (B & K 2636, 22 Hz-22 kHz band-pass, linear filter), and recorded onto DAT (Sony TCD-D7, kHz). The 16-bit data were then transfered digitally to computer for analysis. Calibration tones were recorded to give an absolute reference to pressure, and background noise was recorded to assess the measurement-error floor.
B. Example 1: Nonsense Word
Our first example is the nonsense word a a spoken by subject PJ. A decomposition of the entire word is illustrated in Fig. 6 as two sets of spectrograms: wide-band using and , and narrow-band using and , respectively. 3 In the voiceless regions (0-10 ms and 720-800 ms), there was no need to extract the voiced component, so the PSHF was not applied. For our purposes the voiced/voiceless decision was made manually, although there are many ways to do so automatically (e.g., [42] ). Therefore, the periodic outputs were set to zero, , and the aperiodic outputs were set equal to the original signal, , during the voiceless periods at either end of the utterance.
In the wide-band spectrogram of the original signal (Fig. 6,  top) , the main cues are visible: the burst stripe (at 10 ms) with subsequent aspiration noise and formant transitions; the onset of voicing (at 70 ms) exciting the formants, which continues until the start of the fricative (ca. 300 ms) when it begins to die down, F1 and F2 diverge, and the high frequency noise grows (until 380 ms); the second vowel (from 420 ms), and finally voice offset (at 720 ms). The periodic component retains a small yet significant part of the frication noise, but generally the voicing stripes are cleaner and more pronounced. The aperiodic spectrogram is generally mottled in appearance, as is characteristic for noisy sounds. However, different frequency regions are excited in each of the four source types: burst (all frequencies simultaneously with lowered formants), aspiration (all frequencies), mid-vowel (principal formants), and frication (higher formants).
Vertical striations can be seen in the high-frequency turbulence noise during the onset of frication, which become less noticeable toward mid-fricative. There is some contamination from the voiced part, particularly in unsteady regions (i.e., 200 ms, 270 ms, 450 ms) and at voice onset (70-100 ms), which correspond to rapid changes of and local peaks in the cost function.
In the narrow-band spectrograms (Fig. 6, bottom) , one can see fine horizontal striations from the harmonics of the fundamental 3 This is consistent with the discussion in Section II-B. wide-band original signal s(n), periodic estimatev(n), aperiodic estimatê u(n); narrow-band s(n),ṽ(n), andũ(n) (bottom-most).
frequency, both for the original signal and more obviously for the periodic component, persisting throughout phonation. Some prosodic effects are visible, such as when harmonics cross a formant (e.g., F3 at 2.7 kHz, 100-200 ms). Again, the periodic spectrogram is cleaner than the original one, while the aperiodic one remains mottled. The horizontal stripes are evident in short sections of the aperiodic spectrogram, where voicing perturbations have caused some leakage. However, the overall structure of is not generally periodic: note the stripes are absent from the pulsed frication noise and from much of the vowel sections (e.g., 590-680 ms), while the wide-band spectrogram shows clear signs of modulation. This implies that the PSHF has extracted pulsed noise into the aperiodic estimate, which would most likely be from aspiration in the vowels. Fig. 7 gives an expanded view of the reconstructed signals at the vowel-fricative transition a . In agreement with earlier observations [22] , [52] , the aperiodic component exhibits modulation by the voice source during development of the fricative (300-370 ms). The effect becomes negligible (around 380 ms) as voicing dies away and the noise level increases. The periodic pulses in become less spiky, consistent with a weaker glottal closure, and approach the form of a simple harmonic oscillation (that is increasingly contaminated by the frication noise). 4 
C. Example 2: Sustained Vowel
Our second example, a sustained vowel a produced by SB, was decomposed to give the periodic and aperiodic estimates, and , and the power-based estimates, and , respectively. Fig. 8 depicts the spectra derived from and , using a steady section from the center of the vowel.
The periodicity of is strongly marked by the harmonic peaks of its spectrum, still noticeable above 8 kHz. Reassuringly, the levels of the harmonic peaks remain practically untouched by the PSHF, while the inter-harmonic troughs were deepened. Both components show the effect of the principal formants, although their spectral tilts are very different. Apart from the very low-frequency noise ( Hz, mostly wind noise generated at the microphone), contains a much greater portion of the original signal at high frequencies ( kHz), as expected for flow-induced, turbulence noise. Moreover, in the detail, there are features distinct to the aperiodic spectrum, such as a peak which had been hidden between the first two harmonics ( 250 Hz) and a trough just above F at 1.4 kHz.
The jitter, shimmer and HNR were measured locally for the same section of speech: % dB and dB. These values were used to predict the PSHF's performance by interpolating the results of Table I:  dB  and dB. Thus, we can claim with some confidence that the periodic component is an improved estimate of the voiced part over the original signal, and that the majority of the aperiodic component was produced by a turbulence-noise source.
D. Summary
For the nonsense word (Ex. 1), we discussed spectrograms of the decomposed signals and used them to extract features in the individual components. Examination of the time series at the 4 It is possible to incorporate heuristic knowledge of speech signals to reduce the cross-contamination of the periodic component, e.g., by low-pass filtering [22] , but subjective assessment indicates that additional processing often incurs a loss of intelligibility [30] . The PSHF provides separate output signals that can be analyzed individually for feature extraction [24] , [53] , or in tandem to investigate interactions of voicing and noise sources. Indeed, the PSHF has been used to enable us to examine the timing relationship between voicing and the modulation of frication in a number of voiced fricatives [51] . We have also used it to compare the aperiodic component of voiced phonemes with their voiceless correlates to evaluate differences in their production [41] . Both the performance predictions and the interpretations of the periodic and aperiodic spectra (e.g., Fig. 8 ) present a compelling argument for their validity.
V. CONCLUSION
An analysis technique has been developed for decomposing mixed-source speech signals that is based on a pitch-scaled, least-squares separation in the frequency domain. The PSHF technique provides estimates of the voiced and turbulence-noise components, as periodic and aperiodic parts, using only the speech signal. The components can subsequently be subjected to any standard analysis, as time series or as power spectra, for instance.
Tests on synthetic speech demonstrated the PSHF's ability to reconstruct the components, despite corruption by jitter, shimmer and additive noise. It achieved improvements to the SER of the periodic and aperiodic parts of dB and dB, respectively, for typical speech conditions ( % dB and dB). The performance decreased gradually with increased corruption over a normal range of test conditions. Processing real speech examples resulted in convincing decompositions that revealed features particular to the individual components. 5 Local measurements of the perturbation of the original speech signal were then used to predict the accuracy of the decomposed signals as estimates of the voiced and turbulence-noise components.
The main limitations of the technique concern its computational efficiency and robustness of the pitch-tracker to deviations of the input speech signal from periodicity. The current implementation of the algorithm is far from real-time, although there is plenty of scope for reducing the amount of computation. Jitter, shimmer, transients, and voice onset/offset transitions all tend to produce errors degrading performance, although a high degree of robustness has been demonstrated across normal speech conditions. Further work is needed to explore potential refinements to the PSHF, and to benchmark it against other TD and FD methods. However, there is potential for applying the PSHF to a variety of speech problems, particularly the analysis of mixed-source speech production and speech modification.
APPENDIX PERIODIC-APERIODIC DECOMPOSITION
The periodic-aperiodic decomposition (PAPD) algorithm is an alternative technique, which was developed by Yegnanarayana et al. [14] , [34] , [35] , [55] for separating the voiced and noise components of a mixed-source speech signal. The algorithm would appear to have the characteristics needed for our purposes, and we have indeed adopted aspects of their general approach. However, as mentioned in the Introduction, we have discovered certain problems with it, which we have used to inform the development of our PSHF. This critique summarizes their algorithm, argues that the interpolation procedure converges to the original signal, presents supporting simulation results and discusses their approach in general. For consistency of notation within this article, many of their symbols have been altered. The substitutions are given in Table II. A. Précis Fig. 9 is a schematic summary of the PAPD, which illustrates the way the algorithm is encased by an LPC analysis/synthesis shell. This shell prewhitens the input signals before decomposition and returns the spectral coloring (e.g., from the formants) afterwards. The algorithm operates on the excitation signal, , to separate the periodic and aperiodic components in a two-stage process.
The first stage makes an initial separation in the frequency domain using a cepstral filter. The signal is windowed and zero-padded to form , where is the DFT length and the window length. Its spectrum and real cepstrum are computed. The periodic region of the cepstrum is partitioned by extracting the first rahmonic, in a manner similar to de Krom's [9] , and the DFT is computed. By comparing the log-spectrum to zero, the bins of the spectrum are assigned to either the periodic component (positive values) or the aperiodic component (negative values). The initial aperiodic es- 5 Sound files can be found at the project web site [54] . [14] Fig. 9. Periodic-aperiodic decomposition (PAPD) algorithm, whose core comprises a cepstral filter (CF) and the iterative interpolation process (IIP).
timate is thus set equal to the original spectrum for the aperiodic bins and zero elsewhere for otherwise (23) The second stage is an iterative interpolation process (IIP), involving repeated transformations between FD and TD. The IDFT of is not generally time-compact like : that is, for . The interpolation sets these points to zero, computes the DFT, resets for , computes the IDFT and so on. Setting the points to zero is equivalent to multiplying by a rectangular window: for , 0 for . The process is repeated for 20 iterations, which Yegnanarayana et al. considered enough to allow to converge.
Their results of decomposing synthetic signals show a strong correlation between the HNR that was prescribed when generating the synthetic speech (prescribed HNR), and the value calculated from the decomposed signals (measured HNR), which they called the periodic-aperiodic energy ratio. However, there appears to be a tendency to under-estimate the aperiodic component, since all reported values of measured HNR were too high, except in the total absence of noise. The effects of jitter, shimmer and glides are also highly significant, producing a large reduction in the measured HNR; a normal degree of jitter % typically gives errors of the order of 10% on the periodic component (i.e., dB).
B. Theoretical Analysis
Yegnanarayana et al. assume that for ([14, p. 5 col. 1, paragraph 4]), which implies that the periodic spectrum is precisely zero for those frequency bins. Using the argument of compactness that they employ in (16) and (17) (col. 2, bottom), it can be seen that the spectrum is zero at all frequencies:
. Yet, the authors remark that "the sidelobe effects of the windowing may produce significant values in the noise regions" ( [14] , p. 5). Therefore, provided that their argument is true, and that some part of the periodic component must reside in the aperiodic bins (as they remark), the convergent solution of the IIP must be the original: 6 . In fact, the IIP, which is based on Parseval's theorem, is a standard signal reconstruction technique [56] . However, (12), (13) and (14) should not be strict inequalities, since equals at convergence. 7 So, while the expressions guarantee that the error does not increase, they alone cannot guarantee that they converge on a unique solution, a point noted in [56] .
C. Simulations
In their trials [14] , [55] , Yegnanarayana et al. evaluated the PAPD (Hamming window, or points, sampling rate kHz) by the measured HNR and a perceptual spectral distance. We ran simulations of the PAPD using their parameters (Hamming, 512-point DFT, 8 kHz) on a mid-vowel section of the first vowel in a recorded by an adult male speaker of British English RP, which was 6 : 1 downsampled to allow direct comparison with [14] . The signal was LPC preemphasized (10 pole, autocorrelation) and 255 points used for the analysis. At each iteration of the interpolation, the signal powers in the periodic and aperiodic estimates, and , were calculated and plotted.
The results showed that the aperiodic estimate began to approach convergence after about 1000 iterations, rather than after 20 as proposed [14] . Moreover, the solution upon which it appeared to converge was the original excitation signal, , 6 Otherwise, the convergence point would not be reached, no interpolation would take place and the solution would be (somewhat arbitrarily) determined by the initial assignment of bins. 7 In the Papoulis-Gerchberg extrapolation technique from which this method is derived [57] , the convergence region is explicitly excluded from the proof for this very reason. suggesting that the algorithm, rather than decomposing the speech into periodic and aperiodic parts, actually reconstructed the original signal using half of the Fourier coefficients. Repeating the tests at other parts of the utterance revealed the same behavior. A second series of simulations was performed with signals synthesized from a pulse train plus GWN at HNRs ranging from 20 to dB. Being spectrally flat, these signals required no LPC processing. Although convergence appeared to need a greater number of iterations, the results were similar: the IIP reconstructed the original signal, rather than achieving a stable decomposition. Fig. 10 shows the effect of IIP on the decomposed components (top) and the PAPD performance (bottom), for a pulse train in GWN. Again, the parameters specified in [14] were used (Hamming, 512, 8 kHz). As with the other examples, the aperiodic estimate converged to the original signal, the periodic estimate to zero, and the error to the original periodic component. The performance, despite showing a marginal improvement initially in this case, suffered severe degradation as the interpolation process was iterated, falling by 4 dB ( from 0 dB to dB, from 5 dB to 1 dB). By comparison, the PSHF achieved performances of dB and dB on the same example. Reconstruction of the original signal from the initial aperiodic estimate was consistently observed for all trials over a wide range of noise levels, with different values, DFT sizes and window functions. The initial conditions and the rate of convergence varied depending on the original signal's real cepstrum, which was governed by the choice of window and the details of the noise, but the asymptotic behavior appeared in every case. Thus, because of the theoretical aspects that were overlooked, and the low number of iterations used, the PAPD algorithm erroneously appears to yield a reasonable decomposition. 
D. Comparison
For the sake of a direct comparison of the PAPD algorithm against our PSHF, we present the results of decomposing synthetic signals using each technique. The signals were generated as described in [55] : the authors of [55] provided us with their decomposition for comparison, while the PSHF was applied by us. The four signals were chosen to be representative of the wider tests with noise, jitter, shimmer and an alternative . They are listed in Table III along with the corresponding performance results. The prescribed (initial) and measured (decomposed) HNRs are also given.
For these test signals, the performance results of the PSHF are better than those of the PAPD in all cases by at least 3 dB, and the HNRs estimated from the signals are more accurate in all but one case. (To validate our own implementation of the PAPD algorithm used earlier in this Appendix, we compared our output signals with those supplied by d'Alessandro et al., and obtained very similar results.)
E. Discussion
Our simulations, running over iterations, support our theoretical argument that convergence is achieved when the original signal has been reconstructed (see the part B of the Appendix ). This result was expected since similar algorithms have successfully been applied to incomplete spectra as a solution to signal reconstruction problems [56] , [58] , [59] . The iterative algorithm is, however, a cumbersome, computationally-intensive method of signal reconstruction. 8 The initial estimate of the aperiodic part is based on the assumption that for , but this does not account for the effects of windowing, despite the authors' earlier remark that it is an important issue. The PAPD crucially depends on the interplay between the spectral leakage of the rectangular window and the original Hamming window to determine the rate of convergence. Therefore, the amount of energy in the interpolated bins depends on the number of iterations, on the way the time-compactness criterion is enforced (i.e., by rectangular window), on the HNR (owing to side-lobe leakage of the periodic part into the initial estimate , for ), and on the details of the aperiodic spectrum in the initial estimate. It does not depend on the amount of aperiodic energy any more than on the periodic energy. It was probably chance that the interpolated aperiodic energies approximated the expected HNR values. Indeed, the discrepancies observed in Fig. 3 of ([55, Section III-A, p. 18]) can be explained by this and by the decision to iterate only 20 times.
Although it flattens the formant peaks, prewhitening the speech signal by LPC is unable to help when the sources have differing spectral tilts, and when additional zeros are present in the noise spectrum, which are both typical features of voiced consonants. Moreover, in frequency regions of low HNR, voicing makes a negligible contribution and yet the PAPD allocates, on average, half of the excitation energy to the initial periodic estimate. While harmonics and noise are spectrally indistinct, the PSHF allocates one fourth of the excitation energy to the harmonic estimate. The authors state "that the decomposition algorithm is able to separate aspiration noises and the periodic noise in the voice source" ( [14, p. 9] ). However, the low sampling rate used (8 kHz) means that much of the turbulence noise was missed. These factors hindered the PAPD's ability to uncover new features in the decomposed speech.
In light of the above mathematical argument and the simulation results, we conclude that the PAPD ultimately converges, if the objective is a decomposition, to the wrong solution. Nonetheless, while there are some critical flaws and several shortcomings in the PAPD algorithm [14] , it may still be applicable as an analysis tool, and their use of synthetic signals and choice of variables offer a comprehensive methodology for testing decomposition algorithms, which we have largely followed.
