Abstract. In this note we establish some properties of Birkhoff orthogonality in terms of duality mapping. Particularly, using a slight extension of a Rockafellar result we obtain a new proof of a result earlier established by Blanco and Turnšek concerning the linear operators preserving Birkhoff orthogonality.
Introduction
Let X be a real linear normed space. We denote by ⊥ the Birkhoff ortogonality generated by the norm ∥ · ∥ of X. If we consider other norm on X then it generates an equivalent Birkhoff orthogonality if and only if the two norms are proportional. In [18] Schöpf gives a proof of this result using directional derivatives of an associated function. In 1992, Koldobsky [14] has proved an extension of this result to the linear operators T : X → X preserving Birkhoff orthogonality. The general case of linear operators T : X → Y , where X, Y are two linear normed space over the field of real or complex numbers was considered by Blanco and Turnšek [5] . They proved that T preserves Birkhoff orthogonality if and only if T is an isometry multiplied by a positive constant.
In the real case a direct proof of this result was given in [12] taking into account some properties of Birkhoff orthogonality in terms of directional derivatives of the norms. Thus, some special properties of an associated function similar to the function used by Schöpf [18] are obtained.
In this paper we present some relations among Birkhoff orthogonality and duality mapping. In Section 2 we recall basic concepts and results in convex analysis concerning the subdifferential of a proper convex function. We establish a slight extension (Lemma 2) of a result of Rockafellar [18] , namely a sufficient subdifferential condition such that the composition of a convex function with two differential real functions to coincide up to a constant function. In the Section 3 we give some properties of Birkhoff orthogonalty in terms of duality mapping. Also, we prove that the duality mapping of a linear normed space can be defined using Birkhoff orthogonality (Theorem 5). Consequently, we obtain a new proof of Blanco-Turnšek's result (see Corollary 1 and Remarks 13 and 14).
Preliminaries
Here we recall some well-known concepts and results in convex analysis that can be found, for instance in [3] , [11] , [17] . Given a proper (that is there exists
An important property of subdifferential is the monotonicity of the multivalent operator x → ∂f (x), x ∈ X, that is (3) (x Moreover, this monotone operator is maximal monotone operator from X to X * . We recall that a monotone operator is said to be maximal operator if it is not properly contained in any other monotone operator.
On the other hand, for any x ∈ D(f ) there exist the directional derivatives of the convex function f , namely
If the functional y → f ′ + (x, y), y ∈ X, is a linear continuous functional, then the function f is said to be (Gateaux) differentiable at x ∈ X. A convex function is differentiable at any element of continuity. In fact, if f is a convex function which is continuous at x ∈ X, then f is differentiable at x ∈ X if and only if f ′ + (x, y) = f ′ − (x, y) ∈ R for all y ∈ X. Particularly, if we consider the associated real function F x,y (t) = f (x + ty), t ∈ [0, 1], then its right and left derivatives are just directional derivatives of f :
It is well-known that the subdifferential can be defined using the directional derivatives as following: (7) ∂f
y) for all y ∈ X}. Also we have the following result.
Proposition 1 ([3], p.86). If the proper convex function f is continuous in an element
Consequently, in this case, the set of all values of elements of ∂f (x) at an element y ∈ X is a closed segment. More precisely, we have:
. Now, let us consider two convex proper lower-semicontinuous functions f 1 , f 2 such that ∂f 1 = ∂f 2 . A remarkable result of Rockfellar [18] says that f 1 − f 2 is a constant function [18] . We can obtain a slight extension of this result as follows. (For simplicity we consider the special case of continuous convex functions having nonvoid interiors of their effective domains.) 
Proof. Obviously, by (10) it follows that D(f 1 ) ⊂ D(f 2 ). Let us consider two elements x, y ∈ int D(f 1 ). Therefore, we also have tx
By a standard calculus we obtain that these functions have right derivatives, namely
Now, using (9) and (10) we have
where
. Therefore, we have even an equality, and so F •f 1 −F •f 2 is a constant function on int D(f 1 ), as claimed.
Remark 3.
If F (t) = t, t ∈ R, we obtain the result of Rockafellar [18] in the special case of convex and proper continuous functions.
Birkhoff orthogonality and duality mapping
We recall that the duality mapping on X is the multivalued operator J from X to X * defined by
Remark 4. In the definition of duality mapping, the topological dual X * can be replaced by the algebric dual X ′ since according to the conditions in the right hand of (11) the continuity of any x * ∈ Jx is necessarily.
It is well-known that this multivalued operator coincides with the subdifferential of the function f (x) = 1 2 ∥x∥ 2 , x ∈ X (see, for example, [3] , p.83). Therefore, the duality mapping J is a maximal monotone operator on X. We denote the directional derivatives of this function by n ′ ± (x, y), x, y ∈ X. Also, we recall the following basic properties:
If n ′ + (x, y) = n ′ − (x, y), x, y ∈ X, then X is a smooth space. We denote by ⊥ the Birkhoff orthogonality relation on the real linear normed space X, usually defined as follows (16) x⊥y if ∥x + ty∥ ≤ ∥x∥, for all t ∈ R.
Since t = 0 is a minimum element of the convex continuous function t → ∥x + ty∥, t ∈ R, it follows that (17) x⊥y if and only if n
On the other hand, the Birkhoff orthogonality can be characterized using the duality mapping of X, that is (18) x⊥y if and only if there exists x * ∈ Jx such that x * (y) = 0.
Indeed, by (9) for the function f (x) = 1 2 ∥x∥ 2 , x ∈ X, the statement (17) is equivalent to the statement (18) .
Particularly, we have the following important property
In fact, the duality mapping can be equivalently defined using the Birkhoff orthogonality.
Theorem 5. x * ∈ Jx for an element x ̸ = 0 if and only if x⊥y
Proof. Since x * (y − x * (y))∥x∥ −2 x) = 0 for any x * ∈ Jx, then by (18) it follows that x⊥y − x * (y)∥x∥ −2 x.
Conversely, if x⊥y − x * (y)∥x∥ −2 x, using again (18) there exists u * y ∈ Jx such that u * y (y − x * (y))∥x∥ −2 x) = 0, y ∈ X. Therefore, u * y (y) = x * (y), for all y ∈ X. Moreover, x * ∈ Jx. Indeed, firstly we have that x * (x) = u * x (x) = ∥x∥ 2 . Also, ∥x * ∥ ≤ ∥x∥. On the other hand, since x * (y) = u * y (y) ≤ ∥u * y ∥ ∥y∥ = ∥x∥ ∥y∥, for all y ∈ X, it follows that ∥x * ∥ ≤ ∥x∥, and so ∥x * ∥ = ∥x∥. Consequently, by (11) we obtain that x * ∈ Jx. Hence, the equality (20) holds.
Remark 6.
A similar result was given in [1] , [8] , [12] . 
Remark 8.
The set of all real numbers λ such that x⊥y − λx, x ̸ = 0, is a closed segment generated by the values ∥x∥ −2 x * (y), x * ∈ Jx.
Proof. By (18) there exist
Since J is a monotone operator on X, according to the definition (11) of the duality mapping we have
Now, let us consider two norms on the linear real space X. Denote by ⊥ 1 , J 1 , ⊥ 2 , J 2 the corresponding Birkhoff orthogonalities and duality mappings, respectively. If ⊥ 1 and ⊥ 2 are equivalent it is well-known that the corresponding norms are proportional (see, for example, [5] , [7] , [12] , [15] , [19] ). In earlier papers [12] , [19] are given the proofs of this result using the directional derivatives. In the sequel we present an other proof in terms of duality mappings.
Theorem 10. The following properties are equivalent:
(ii) The multivalued operator
contains the duality mapping J 1 on X\{0}.
(iii) The multivalued operators
, and so, by Theorem 4 for every y ∈ X we get
Consequently, by (i) we also have
Now, using again Theorem 4 we obtain that x * ∈ J 2 (x).
(ii)⇒(iii) Using the properties of duality mapping we can prove that the multivalued operator J defined by J(x) = ∥x∥ −2 2 ∥x∥ 2 1 J 2 (x), x ∈ X\{0} is a monotone operator. Taking by definition J(0) = 0, this operator monotone contains the maximal monotone operator J 1 . Therefore, J = J 1 and so,
, F (t) = ln t, t > 0, we obtain that ln ∥x∥ 1 = ln ∥x∥ 2 + C, x ̸ = 0, where C is a constant function. Consequently, ∥x∥ 1 = k∥x∥ 2 , x ∈ X, for a certain constant k > 0.
Corollary 11 ([5]). A linear operator T : X → Y , where X, Y are two real linear normed spaces endowed with the norms ∥ · ∥ X , ∥ · ∥ Y , preserves Birkhoff orthogonality if and only if it is an isometry multiplied with a positive constant.
Proof. Firstly, we remark that ∥x∥ T = ∥T x∥, x ∈ X, is a norm on X, whenever T is a linear operator preserving Birkhoff orthogonality (see [5] , [12] ). But, if T preserves Birkhoff orthogonality, then the Birkhoff orthogonality on X implies the Birkhoff orthogonality generated by the norm ∥ · ∥ T . Thus, we apply the Theorem 10 for the norms ∥ · ∥ X , ∥ · ∥ T on X.
Remark 12.
The duality mapping with respect to the norm ∥ · ∥ T may be defined as follows:
Consequently, we can reformulate the statements (ii), (iii) in Theorem 10 replacing J 1 by J X and J 2 by J T , respectively.
Remark 13. Now, let X be a complex linear normed space. If we denote by ⊥ C , ⊥ R the Birkhoff orthogonality with respect to R and C, respectively, then x⊥ C y is completely defined by x⊥ R y and x⊥ R iy. Consequently, the equivalence (i)⇔(iv) in Theorem 10 also holds in any complex linear normed space X.
Remark 14. Let [·, ·]
: X × X → R be a semi-inner product inducing the norm on X, i.e., ∥x∥ = [x, x] 1/2 , for any x ∈ X. We recall that a semiinner product have all properties of a inner product except the symmetry property which is replaced by Cauchy-Buniakowsky inequality (for detailed definition of semi-inner product see [10] , [16] , [17] ). It is well-known that a semi-inner product is generated by the selections of duality mapping. Indeed, if s is a selection of duality mapping J, then [x, y] = (s(x))(y), x, y ∈ X, is a semi-inner product and conversely. Thus, if in Theorem 10 the statement (i) is replaced by But, since J 1 and J 2 are maximal monotone operators the statements (ii) and (ii ′ ) are equivalent. Consequently, (i ′ ) and (iv) are also equivalent in the case of orthogonality generated by two inner-product on X.
Generally, if two elements are orthogonal with respect to any semi-innerproduct on X which generates the norm of X, then these elements are also Birkhoff orthogonal. Conversely, if two elements x, y are Birkhoff orthogonal there exists a semi-inner-product [·, ·] such that [x, y] = 0. If the space is smooth [3] , [9] , [11] , [17] , then there exists an unique semi-inner-product, and so, x⊥y if and only if [x, y] = 0.
