INTRODUCTION
The pioneering work for applying the concept of fuzzy cluster analysis was carried out by Ruspini in 1969 [2] . Bezdek [3] Step 1. Based on an actual problem, form a fuzzy similarity matrix, R. l
Step 2. Using a series of transitions, obtain the transitive closure of R, R* = t(R). l
Step 3. Obtain the final clustering result from R'.
The problem is that, due to the transition from R to R* = t(R), we cannot be certain that the clustering result really reflects the original problem. In order to overcome this difficulty, we proposed [I] a fuzzy clustering method based on perturbation (FCMBP), whose main idea is to try to find a fuzzy equivalent matrix R#, which is nearest to the fuzzy similarity matrix R by means of a fuzzy similarity matrix equation X 2 = X. The final clustering results are obtained from R#.
In the earlier paper [l], the equation X 2 = X was studied and some interesting results were obtained. Several other problems such as the parameter system, the system of fundamental solutions, and several clustering methods were also investigated.
After a brief summary of the main results in the earlier paper [l], we wish to investigate the following problems based on the earlier results:
(1) how to express the system of fundamental solutions, (2) prove the uniqueness of the parameter system, (3) prove the existence of globally and locally optimal fuzzy equivalent matrices, (4) find the relationship between the FCMBP method and the transitive closure method.
PRELIMINARIES
We shall follow the notations used in the earlier paper [l] . The main results in [l] are briefly summarized in the following.
Let y, be the set of nth-order fuzzy similarity matrices, X, be the set of nth-order fuzzy equivalent matrices, and S, be a symmetric group. Then we have the following propositions. 
PROPOSITION 2.2. For any (r E S,, X = (zij)nxn, we have the following.
(iii) If X E X,, then X(&) E X, and X(1&) E X,-,. (iv) Let X E y,. If there exists a t E [0, l] and X has a resolution satisfying the following conditions:
(Cl) X(&n) E &n and X(1&) E X,-,, (~2) X(&) 1 t and X(1&) 2 t, and (~3) X(bn, G) = (t)mx(n-m) and X(4n, 42 = (%nx(n-m),
then X E X, and we say that X has a resolution structure, where X(Im, I;) = (%j)mx(n--m)
denotes the matrix consisted of the elements of xij, i E I*, j E I&, and others are similarly defined. (v) If X E Y,, then X E X, _ X has a resolution structure. (vi) The solution of an nth-order matrix equation X2 = X can be represented by n -1 parameters.
For any X E X,, which has obtained the resolution structure for X, we have X(lm) E X, and X(1&) E X,-, and call these the first resolution structure. Then, for X(lm) and X(1&), we can similarly obtain the resolution structures of X(&) and X(1&). This process is continued until the submatrices become oneorder submatrices. Since every resolving process is carried out according to some parameter t, we can illustrate the resolving process by a diagram as follows. : t2  t  x : t1  -+ X(I$J: t3 The diagram is called a parameter system with respect to the equation and it represents the fact that X is resolved according to tl. Similarly, X(&) can also be resolved according to t2 and X(1&) according to t3. Thus, the diagram can be simplified as the following.
X(ArJ
After the matrix has been completely resolved in a step-by-step fashion, we obtain a completed parameter system of X. The uniqueness of this parameter system and the different resolving structures will be investigated in the next two sections.
FUZZY EQUIVALENT STANDARD FORMS
The resolution structure for a given X E Zt;, is generally not unique. Thus, we need to define what is a standard resolution structure. DEFINITION 3.1. The resolutipn structure of X obtained by the following process is called a standard resolution structure of X, and the process is called a standard resolution process.
(i) Let t = A{zij : 1 < i # j 5 n}.
(ii) If t = 1, then X = (l)nxn aud let I,,, = (1) and 1, = {2,3,. . . , n}; if t < 1, then find the first column (or row) which contains the most t. Suppose that the column is the joth column. Let Xi1 j. = Zigjo = ' ' ' Xi,-,jo --t 7 il < i:! < 9 . + in-,, and let I& = {il, i2,. ..,i,-,} and&,, = {1,2,3 ,..., n}\1&. (iii) Carry out the resolution structure by referring to I,,, and I,$ defined in (ii). Thus, we obtained the first standard resolution structure (x&4, x (G) 7 x vm, 43 > x (G, An)).
For any given X E X, and 0 E S,, we transmit X = (zij),,xn into X, = (Xo(i)n(j))nxn. Obviously, this is equivalent to interchanging two rows of X as well as two columns. PROPOSITION 3.1. For any X E X, and g E S,, there exist a series of the first elementary matrices PI, Pz, . . . , P, such that x,= P,P,-l.'.P,P,XP~Pg*'~P,-1P,,
where the matrix operation is the same as that in linear algebra.
PROOF.
For u E S,,, let 0 = (is, is+r)(is-i, is) . . (ir, i2), where
. . , (is, i,+d are transpositions. Let P(i, j) denote the matrix obtained by using the first elementary transformation transmitting identity matrix. Let PI = P(il, i2) and P2 = P(i2, is), . . . , P, = P(i,,i,+l). Then we can obtain (3.1). I In X,, we define an equivalent relation "N" as follows:
The matrices X,, can be classified by the above equivalent relation. For each equivalent class, if we have found a suitable representative matrix, then we can simplify the representation of the solution. Thus, the concept of fuzzy equivalent standard form is introduced as follows. where 0 < t1 < t2 < t4 < 1, 0 < t1 < t3 < t5 < t7 I 1, o<ts<t651.
For example, the following matrix is in an equivalent standard form: (i) 3a E S,, s.t. X0 has the following block matrix form:
(ii> X(L, I&) = (%x(n-m)r X(4%, 44 = (t)(,-,jxm.
or there exists t in X(I&) and s 5 n -2m, where s is the number oft in the column of X(1&) which has the most t. (iv) The upright element 'of X(1&, Im) is nearest to the diagonal element 1.
PROOF. We shall prove each statement separately.
(i) In the standard resolving process, we obtain I& = (il, iz, . . . , i,-,}, &={1,2,3 ,..., n}\I&.
Let f-7 = (ii, m + l)(&, m + 2). . . (inem, n). We can prove that X, satisfies (3.2). To carry out this proof, we need to consider several different cases. there exists a column in which the number of, t is more than n -m, because the column comes from a certain column in which the number of t is more than one in the column that was chosen in standard resolving process. This is a contradiction to Definition 3.1. Thus, m 5 n -m. If t < 1, but there exists xi'jl = t, i' E I,, j' E Im, then in there exists a column in which the number oft is more than n -m, because the column comes from a certain column in which the number of t is more than that in the column that was chosen in standard resolving process. This is a contradiction. Thus, X(&n) > @>mxm. If xii > t, Vi E I&, j E I&, then X(1$) > (t)(n+,,)x(n-m).
Suppose that X(1&) has element t and s > n -2m, where s is the number of t in the column which has the most t. Then s + m > n -m and there are certain columns of in which the number oft is more than n-m. This is a contradiction. Thus, s 5 n-2m. (iv) The result is obvious. I THEOREM 3.1. For any X E A&, 30 E S, s.t. X, is a fuzzy equivalent standard form.
PROOF. If n = 1 or n = 2, then the results are obvious. Suppose that the result is true for all Ic < n. Let us prove that it is true for Ic = n. In fact, for any X E X,, by Proposition 3.2(i), we know that 301 E S,, s.t. X,, has the following block matrix form:
horn Proposition 2.2(iii), we know that X(lm) E X, and X(1&) E X,-,. Notice that m. < n and n -m < n; by inductive hypothesis, there exist 02 E S,, 03 E S,-, such that X(Im)b, and X(I&),, are two equivalent standard forms. The ~2, g3 can be regarded as elements of S,. Moreover, due to X(lm, 1;) = (t),x(n-m) and X(1&, Im) = (t)cnernjxrnr we cannot change them when X,, is transformed by (~2 and 173. So we have Let (T = CT~C~S~. By induction and Proposition 3.2, we proved that X, is an equivalent standard form. I For any X E X,, the equivalent standard form of X can be obtained by a series of standard resolving process. Furthermore, the other complete resolving structure obtained by nonstandard resolving processes must be equivalent to the equivalent standard form.
PROOF. The first part of the corollary can be proved easily by means of the definition of standard resolving structure and by Proposition 3.2. So we only need to prove the second part. For any resolution structure of X, Y, that may not be a standard resolving structure of X, denoted by (X(ln), X(1,), X(Im, I&), X(Ik, Im)), there exists 01 E S,, s.t.
Suppose that E is the equivalent standard form of X obtained by ying the standard resolving process. Then there exists u2 E S,, s. For any X E X,, there exists a set of first elementary matrices 9, P2, . . , P, such that P,P,-1. . . PzPlXP,P2.. . P,-,P, = E, where E is the equivalent standard form of X and the matrix operation is the same as that in linear algebra.
Let X E X,, where [X] is the equivalent class of X. Based on the above result, we know that [X] can be represented by the equivalent standard form.
THE UNIQUENESS OF THE PARAMETER SYSTEM
For any X E X,, the parameter system obtained by using the different resolving process may be different. 
Consider the following matrix:
A parameter system can be obtained from this matrix by using the above resolving process
Now we can obtain another parameter system by using standard resolving process as follows: where the directions of arrows point from smaller parameters to bigger parameters. Clearly, the parameter system of the same matrix may not be the same. The parameter system obtained by using the standard resolving process is called the standard parameter system.
For any X E &, X has a unique standard parameter system. The reason is that X has unique equivalent standard form. Conversely, we would like to obtain an equivalent standard form from a standard parameter system. (ii) The number of columns in each block submatrix is equal to the sum of the number of columns that are in the upper block submatrices near the given block submatrix and 1.
Hthere'is not any block submatrix at the upper block, then the column number of the given block submatrix is equal to 1.
PROOF. After completely resolving the matrix, each element except the diagonal elements belongs to one and only one block of submatrix. So we can easily prove the proposition. I According to this proposition, we can construct an equivalent standard form which coincides to the given parameter system. Thus, we have the following theorem.
THEOREM 4.1. For any X E X,, we can obtain a unique standard parameter system. Conversely, for each given standard parameter system, we can obtain an equivalent standard form that has the given standard parameter system.
The proof is obvious; we shall omit it. I REMARK. When we say the standard parameter system, we mean the parameter system corresponding to the standard resolving process. When we say the same parameter system, we mean that the figure and the values in the parameter system are the same.
GROUP ACTION ON X,
Let S, be an nth-order symmetric group, then the group action on the set X,, i.e., where 0 5 tl < t2 < t4 I 1, 0 5 tl < t3 < t5 < t7 5 1, 0 I t5 < ik 5 1.
The matrix is composed of a list of equivalent standard forms. These standard forms are equivalent about the relation 'W' but they are not equivalent about the relation "-I'. In &/M, they belong to the same equivalent class. This shows clearly the difference of the translation equivalent concept.
Let J be the set of all the standard parameter systems. It is obvious that there exists a one-toone correspondence between J and &. So the equivalent relation W can be transplanted into J. Let X(T) denote the equivalent standard form which has the standard parameter system T. PROOF. First, let S run over T. Then X(S) runs over all the equivalent standard forms which have the similar parameter systems as T. Second, let ? run over J/ =; then X(S) runs over all the equivalent standard forms. Finally, let c run over Sn; then X(S), runs over all the fuzzy equivalent matrices in A&. So formula (6.2) is true. I Denote C(?) = {S : S ' 1s a parameter system that has the same diagram as T, but its nonequalities may not be necessarily strictly}. For any S E C(f) and S # ?, from Proposition 2.2(v), X(S) is still an equivalent matrix, so that we can obtain the following proposition. 
I
The fuzzy equivalent matrix that is closest to the given similar matrix is called a globally optimal fuzzy equivalent matrix. In general, the global optimal fuzzy equivalent matrix may not be unique. We can give another proof of the existence of global optimal fuzzy equivalent matrix in the next section. Moreover, we can prove the existence and the uniqueness of a locally optimal fuzzy equivalent matrix in next section. Notice that xinn n Because S, and &J M are both finite sets, there exists R# E X, s.t.
d (R#, R) = :r& d(X, R)
. n COROLLARY 8.1.1. For any R E Yh, there exist at most k(n)n! R# E X, s.t.
d (R#, R) = xi;i d(X, R). n
The above result can be proved by using Theorem 8.1 and Proposition 6.1.
RELATIONS BETWEEN R AND R#
Tang [7] obtained the following result. Let R E y,, R# be a globally optimal fuzzy equivalence matrix of R. The elements of R# excepting aii = 1 are classified into k classes according to whether they are equal and denoted by dl,d2,. . . ,dk (k < n -1). Suppose that the elements in di are equal to ti. Classify the elements of R corresponding to Al, dz, . . . , dqk into k classes denoted 
, k. mi
We generalize the above result and give a proof based on the resolution structure. Furthermore, we also point out the value of k. Step 5. Calculate R,. Step 8. Check whether ti (i = 1,2,. . , n -1) satisfies the nonequalities given by k. If not, then go to Step 4. If they are, then go to the next step. l
Step 9. Construct a matrix X' by using ti (i = 1,2,. . . , n -1) such that X' E k and calculate d(X', R,). Step 10. Repeat Steps 4 through 9 until k runs over all classes of similar equivalent standard forms. And find X" in all X' such that d(X", R,) is the smallest in all d(X', R,). Then go to Step 3. In this section, we discuss the relations between transitive closure and the fuzzy optimal equivalent matrix. We shall present two examples which show that the optimal matrix is nearer to the given fuzzy similar matrix than the transitive closure.
Transitive closure is locally optimal equivalent under the following meaning:
We denote the translation equivalent class of R* as k. Then 4X, R) .
And we denote the locally optimal fuzzy equivalent matrix of R in C(k) as X#. We can obtain R's fuzzy optimal equivalent matrix R# by using the FCMBP method We can obtain the R's fuzzy optimal equivalent matrix R# by using the FCMBP method R# = The clustering map of R# is presented in Figure 3 . On the other hand, for R*, and letting X = 0.79, we obtain the following fuzzy clusters from 
CONCLUSIONS -T-
The fuzzy clustering method based on perturbation (FCMBP) is further investigated and the clustering results are compared with the transitive closure approach. We started with the solutions of the fuzzy similarity matrix equation X2 = X, which can be expressed in a fuzzy equivalent standard form. The problem is that the parameter system is not always unique. However, for any given fuzzy similarity matrix, the globally optimal fuzzy equivalent matrix always exists. This assures that the FCMBP fuzzy clustering method is efficient. Also, the FCMBP method is more accurate than the transitive closure method. This accuracy comparison is illustrated by the use of two examples. Even though the orders of the matrices in these two examples are very low, the inaccuracy still shows clearly. For higher-order problems, the error of the transitive closure clustering method would be more serious. Furthermore, the FCMBP clustering method is the most accurate method among the clustering methods that is based on fuzzy similarity matrix.
