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IPro´logo
El ana´lisis de datos relacionados con la incidencia y/o mortalidad de una
enfermedad ha ido en constante crecimiento por parte de investigadores, adema´s
dicho ana´lisis es una herramienta ba´sica en el estudio de datos en salud pu´blica.
La aparicio´n de una enfermedad en una zona geogra´fica, su localizacio´n y quiza´
otros factores de tipo medio-ambiental, por ejemplo, proporcionan herramientas
para el estudio y la obtencio´n de una visio´n general de la distribucio´n espacial
del riesgo. Tambie´n es posible obtener informacio´n acerca de la etiolog´ıa de la
enfermedad y su evolucio´n en el tiempo.
Es habitual estudiar la distribucio´n geogra´fica de una enfermedad en a´reas
pequen˜as, de tal manera que perdamos la menor informacio´n posible. Sin embar-
go, existen problemas de estimacio´n del riesgo en este tipo de a´reas y es entonces
cuando se utilizan te´cnicas ma´s espec´ıficas que esta´n incluidas en el mapeo de
enfermedades. A trave´s del mapeo de enfermedades se pretende estudiar la varia-
cio´n geogra´fica y/o temporal del comportamiento de una o ma´s enfermedades en
una zona de estudio. Entre los objetivos que se abordan en esta l´ınea de investi-
gacio´n encontramos: la formulacio´n de hipo´tesis, estimacio´n de la variabilidad de
riesgos subyacentes en un a´rea de estudio, identificacio´n de zonas con alto riesgo
que representan una amenaza para la salud de las poblaciones, entre otros.
El objetivo principal de esta tesis es el estudio de la variacio´n geogra´fica del
riesgo de una cierta enfermedad en una determinada zona de estudio. Dentro
de esta tema´tica se han propuesto trabajos que si bien logran estimar el riesgo
relativo en a´reas pequen˜as, en ocasiones tienden a tener un exceso de suavizado,
haciendo compleja la tarea de identificar zonas de alto riesgo. Nuestra propuesta
intenta abordar los dos objetivos de mapeo de enfermedades simulta´neamente,
por un lado estimar el riesgo relativo en a´reas pequen˜as y al mismo tiempo tiem-
po detectar discontinuidades entre las mismas. Con el modelo de conglomerados
que presentamos, hemos pretendido realizar una aportacio´n al ana´lisis bayesiano
de datos epidemiolo´gicos en a´reas pequen˜as. Dicho modelo permite obtener esti-
maciones del riesgo en cada una de las a´reas que conforman la zona de estudio,
como tambie´n estudiar el nu´mero de clases o conglomerados que pueden existir
en una zona geogra´fica.
Existen factores de riesgos que en ocasiones no podemos observar y que in-
volucran a los vecinos de las diferentes a´reas que conforman la zona de estudio,
logrando as´ı que a´reas pro´ximas tengan riesgo similar. Esta es la razo´n por la cual
una gran cantidad de modelos de suavizacio´n modelizan la correlacio´n espacial
entre observaciones bajo el supuesto de que a´reas pro´ximas se parecera´n ma´s que
las que se encuentran ma´s distantes. La novedad de nuestra propuesta es que
rompemos con el esquema habitual de tener en cuenta algu´n criterio de vecindad
para la estimacio´n del riesgo. El modelo propuesto incluye ideas de modelos de
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mixturas, de conglomerados y de modelos ocultos.
Todo lo mencionado hasta aqu´ı lo exponemos detalladamente en los distintos
cap´ıtulos de la tesis. En el primer cap´ıtulo hacemos una reviso´n de la literatura
en mapeo de enfermedades y describimos las caracter´ısticas, similitudes y dis-
crepancias de algunos modelos que hacen parte de la base de nuestra propuesta.
En el segundo cap´ıtulo presentamos el modelo de conglomerados y hacemos el
ana´lisis bayesiano respectivo. El tercer cap´ıtulo esta´ dedicado a los resultados
nume´ricos; en este cap´ıtulo se explica en detalle el disen˜o del estudio de simula-
cio´n, la generacio´n de los datos y el ana´lisis de los escenarios que forman parte de
toda la simulacio´n. En el cuarto cap´ıtulo presentamos una extensio´n del modelo
incluyendo covariables y estudiamos tres ejemplos con los datos de varicela en
Valencia. Finalizando, el quinto cap´ıtulo esta´ dedicado a conclusiones y futuras
l´ıneas de investigacio´n.
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Cap´ıtulo 1
Introduccio´n
1.1. Mapeo de enfermedades
Desde hace un poco ma´s de dos de´cadas ha ido creciendo en el campo de la
salud, y ma´s espec´ıficamente en Epidemiolog´ıa, un gran intere´s por estudiar la
evolucio´n de ciertas enfermedades que de algu´n modo representan una amenaza
para la salud de las personas. Para hablar de dichas amenazas tenemos que refe-
rirnos en la literatura epidemiolo´gica al te´rmino riesgo o factor de riesgo, definido
por la Organizacio´n Mundial de la salud (OMS) como ‘cualquier rasgo, carac-
ter´ıstica o exposicio´n de un individuo que aumente su probabilidad de sufrir una
enfermedad o lesio´n.’ Bajo esta definicio´n, muchos organismos han expresado su
preocupacio´n acerca de co´mo los factores de riesgo medioambientales y en gene-
ral de contaminacio´n pueden estar afectando la salud de las poblaciones. Esto ha
generado que investigadores de diferentes a´reas este´n trabajando en el desarrollo
de metodolog´ıas estad´ısticas para el ana´lisis del riesgo de enfermedades. Uno de
los trabajos pioneros en esta materia de investigacio´n es la monograf´ıa de Doll
(1980), donde se describen algunas de las primeras hipo´tesis concernientes a la
influencia de factores medioambientales y del estilo de vida en la mortalidad por
ca´ncer y discute co´mo dichas influencias pueden ser observadas al estudiar la
distribucio´n geogra´fica de la enfermedad.
El objetivo principal de esta tesis es el estudio de la variacio´n geogra´fica del
riesgo de una cierta enfermedad en una determinada zona de estudio. As´ı pues,
nuestro tema de estudio se enmarca en el a´mbito de la epidemiolog´ıa espacial
cuyo foco es el ana´lisis de datos de salud en a´reas pequen˜as. Cuando hablamos de
datos espaciales nos referimos a aquellas mediciones u observaciones realizadas
en localizaciones o en a´reas espec´ıficas. Uno de los principales objetivos de la
epidemiolog´ıa espacial es el de mostrar que´ parte de la variacio´n espacial de la
ocurrencia de una enfermedad no esta´ explicada ni por la distribucio´n espacial
de factores explicativos conocidos ni por una variacio´n aleatoria. De hecho, a
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menudo interesa encontrar pistas sobre algu´n factor de riesgo desconocido de
esta enfermedad (Barcelo´ et al., 2008).
Abordaremos nuestro estudio desde el mapeo de enfermedades (disease map-
ping, en ingle´s), el cual constituye una de las herramientas ma´s usadas en la
epidemiolog´ıa espacial para el estudio del comportamiento de una enfermedad en
una zona geogra´fica determinada. A trave´s de dicha herramienta se desea conocer
la distribucio´n espacial y/o espacio-temporal de una enfermedad y trabajar en
la identificacio´n de factores de riesgo que podr´ıan explicar dicho comportamien-
to. El mapeo de enfermedades intenta resumir la variacio´n espacial del riesgo
para evaluar y cuantificar la magnitud de la heterogeneidad espacial y patrones
asociados, destacando as´ı zonas de alto y bajo riesgo (Best et al., 2005).
Mediante el mapeo de enfermedades se pueden abordar los siguientes obje-
tivos (Lawson, 2006; Botella et al., 2013; Etxeberria, 2012): identificar patrones
espaciales de la enfermedad; mostrar la evolucio´n de la enfermedad en el espa-
cio y tiempo; y formular hipo´tesis asociadas a la etiolog´ıa de la enfermedad, que
permiten determinar con mayor precisio´n las causas subyacentes en la aparicio´n
(ya sea en forma de incidencia, prevalencia o mortalidad) de enfermedades. La
exploracio´n geogra´fica de distribuciones diferentes de enfermedades supone una
herramienta de gran utilidad para la toma de decisiones. De esta forma, los ges-
tores de sistemas de salud pueden tomar decisiones basadas en informacio´n real
y objetiva que permitira´n desarrollar intervenciones acertadas desde un punto de
vista costo-beneficio.
1.2. Estimacio´n del riesgo
Por lo general, los datos de partida en la estimacio´n del riesgo de una enfer-
medad son de naturaleza discreta y corresponden a conteos de la enfermedad de
intere´s dentro de un a´rea geogra´fica dividida en a´reas pequen˜as (Elliott et al.,
2000). Si en las a´reas pequen˜as contamos ocurrencias locales de la enfermedad
en un corto per´ıodo de tiempo hablamos de incidencia. Cuando estudiamos la
acumulacio´n de casos de la enfermedad a largo plazo nos referimos a prevalen-
cia. Si la informacio´n es de datos relacionados con el nu´mero de muertes debido
a cierta enfermedad, estamos estudiando mortalidad. Y si, en general, tenemos
informacio´n acerca de nu´mero de personas que enferman en un lugar y tiempo
determinado hablamos de morbilidad.
Para analizar en detalle lo anterior vamos a asumir que la regio´n de estudio
esta´ dividida en m a´reas pequen˜as contiguas. En cada una de esas a´reas revi-
saremos los casos observados yi, los cuales corresponden al nu´mero de personas
enfermas o fallecidas debido a la enfermedad en estudio. En la literatura encon-
tramos comu´nmente que los casos observados yi siguen una distribucio´n Poisson
con media eiλi:
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yi|ei, λi ∼ Po(eiλi), (1.1)
con i = 1, . . . ,m, donde ei es el nu´mero de casos esperados en la i-e´sima a´rea
y λi es el riesgo relativo. Dados estos riesgos, los datos son independientes. Los
valores esperados son calculados bajo un modelo que supone igual riesgo en todas
las a´reas, usualmente mediante estandarizacio´n indirecta por edad o sexo sobre
la poblacio´n de intere´s (Fleiss, 1981; Elliott et al., 2000):
ei =
J∑
j=1
Nij
y.j
Nj
,
donde Nij representa el nu´mero de personas en riesgo en el a´rea i y grupo de
edad o sexo j. Nj es el nu´mero de personas en riesgo en el grupo con edad o sexo
j, es decir Nj =
m∑
i=1
Nij . Adema´s y·j es el nu´mero de casos observados en el grupo
(edad o sexo ) j, es decir y·j =
m∑
i=1
yij .
En estos estudios el intere´s recae sobre la estimacio´n de los riesgos relativos
{λi}mi=1. El estimador de ma´xima verosimilitud del riesgo relativo en cada a´rea
es llamado tasa de mortalidad o morbilidad estandarizada (SMR):
SMRi = λˆi =
yi
ei
.
La varianza del estimador ma´ximo veros´ımil viene dada por:
Var(λˆi) = Var
(
yi
ei
)
=
Var(yi)
e2i
=
eiλi
e2i
=
λi
ei
,
y entonces:
V̂ar(λˆi) =
λˆi
ei
=
yi
e2i
,
por lo que estas tasas trabajan bien si ei es grande, pero son extremadamente va-
riables cuando ei es pequen˜o, produciendo lo que se denomina extra-variabilidad.
Adema´s, su representacio´n a trave´s de un mapa exhibe una variacio´n amplia y
poco informativa de los patrones existentes (Silva et al., 2003). Todo lo anterior
trae como consecuencia la dificultad o incluso el impedimento de hacer una co-
rrecta estimacio´n del riesgo subyacente en los datos. De ah´ı la importancia del
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desarrollo de modelos de estimacio´n y suavizacio´n del riesgo en a´reas pequen˜as
que ofrezcan una estimacio´n ma´s estable del riesgo.
El modelo con tendencia simple, explicado en Rotejanaprasert (2014) y en
el cap´ıtulo 3 de Lawson (2013), modeliza el logaritmo del riesgo utilizando las
coordenadas geogra´ficas de los centroides de cada una de las a´reas:
log(λi) = α0 + αxSxi + αySyi ,
donde α0 es el riesgo general, αx y αy son los coeficientes de las coordenadas
geogra´ficas y Sxi y Syi son las coordenadas geogra´ficas del centroide de la i-e´sima
a´rea. Las distribuciones previas asumidas para los coeficientes son α0 ∼ N(0, σ2α0),
αx ∼ N(0, σ2αx), αy ∼ N(0, σ2αy), donde σ∗ ∼ U(0, 100).
Este modelo en algunos casos es ma´s parsimonioso y ajusta mejor que modelos
ma´s sofisticados de efectos aleatorios en ciertas situaciones.
Al estimar el riesgo de una enfermedad en un a´rea pequen˜a deseamos obte-
ner una estimacio´n fiable del mismo al tiempo que nos gustar´ıa recoger la mayor
variabilidad posible. Una primera propuesta consiste en asumir que no hay de-
pendencia espacial entre las observaciones. Entonces, el logaritmo del riesgo de
la enfermedad se puede modelizar como (Lawson, 2013):
log(λi) = α0 + vi,
donde α0 es el intercepto y describe un riesgo comu´n o general en el a´rea de
estudio, y vi es un efecto aleatorio que esta´ asociado al ruido observacional,
generalmente conocido como heterogeneidad no correlacionada.
En un contexto jera´rquico bayesiano, el modelo anterior puede especificarse
como:
yi|ei, λi ∼ Po(eiλi)
log(λi) = α0 + vi
α0 ∼ N(0, σ2α)
vi ∼ N(0, σ2v).
Para los efectos aleatorios generalmente se recomienda que las precisiones σ−2α
y σ−2v sean estimables y hay que asignarles una distribucio´n previa. Usualmente
se emplean distribuciones Gamma para estas precisiones:
σ−2∗ ∼ Ga(a, b),
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donde a y b suelen suponerse que siguen una distribucio´n poco informativa o
con varianza grande. Alternativamente, Gelman (2006) sugiere una distribucio´n
Uniforme U(0, 10) sobre σ∗.
El trabajo realizado por Besag et al. (1991), ma´s conocido como el mode-
lo de convolucio´n BYM, es uno de los trabajos ma´s importantes realizados en la
modelizacio´n espacial del riesgo y es frecuentemente utilizado en la literatura epi-
demiolo´gica (Mollie´, 1996; Ferra´ndiz et al., 2002, 2004; Barcelo´ et al., 2008). La
idea principal del modelo es suponer que existen factores de riesgo que abarcan
ma´s de un a´rea de estudio y, en consecuencia, los riesgos relativos son espa-
cialmente dependientes. As´ı pues, en el segundo nivel de jerarqu´ıa, el logaritmo
del riesgo relativo es modelizado en funcio´n de efectos aleatorios espacialmente
correlacionados y no correlacionados:
log(λi) = α0 + vi + ui,
donde α0 identifica el riesgo comu´n en la zona de estudio; ui es la componente
aleatoria con dependencia espacial y vi es la heterogenidad no correlacionada.
Como distribucio´n previa para la componente espacial suele utilizarse la dis-
tribucio´n auto-regresiva condicional intr´ınseca (ICAR):
f(u) ∝ 1
σmu
exp
{ −1
2σ2u
∑
i
∑
j∈δi
(ui − uj)2
}
, (1.2)
donde δi es la vecindad de la i-e´sima a´rea. Generalmente se trabaja con una es-
tructura de vecindad de primer orden; es decir, δi esta´ compuesto por el conjunto
de a´reas pequen˜as que comparten l´ımites geogra´ficos con el a´rea i. En este caso,
la distribucio´n ser´ıa un ejemplo de campo aleatorio de Markov (Rue and Held,
2005). Notar que la distribucio´n ICAR supone que el valor esperado de cada ele-
mento de u coincide con la media de los elementos correspondientes a las regiones
vecinas. As´ı pues, la distribucio´n ICAR puede formularse alternativamente como:
ui|u−i ∼ N
(
u¯i,
σ2u
nδi
)
,
donde nδi es el nu´mero de vecinos de la regio´n i y σ
−2
u es el para´metro de precisio´n
que controla el grado de suavizado. Adema´s, u¯i =
∑
j∈δi
uj/nδi .
Una ventaja de esta formulacio´n intr´ınseca Gaussiana es que los momentos
condicionales son definidos como simples funciones de los valores vecinos y nu´mero
de vecinos:
E(ui|u−i) = u¯i
Var(ui|u−i) = σ2u/nδi .
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Otra posible distribucio´n para la previa de la componente correlacionada ui
es la distribucio´n CAR propia:
ui ∼ N(µi, σ2u/nδi),
siendo
µi = ti + φ
∑
j∈δi(uj − tj)/nδi ,
donde ti = x
′
iβ, siendo x
′
i la i-e´sima fila de la matriz de disen˜o que incluye covaria-
bles y β el vector de para´metros en el modelo. El te´rmino φ controla la estructura
de correlacio´n de forma que para φ > 0 las regiones pro´ximas tomara´n valores si-
milares (dependencia espacial), para φ = 0 las observaciones sera´n independientes
y para φ < 0 las regiones pro´ximas tendera´n a tomar valores opuestos (depen-
dencia espacial negativa). En un simple caso donde no hay tendencia entonces la
expresio´n anterior se reduce a:
µi = φu¯i.
La heterogeneidad no correlacionada vi fue definida por Besag et al. (1991)
para tener como previa una distribucio´n Gaussiana con media cero. Por lo tanto
la previa para el vector v es:
f(v) ∝ 1
σmv
exp
{ −1
2σ2v
m∑
i=1
v2i
}
. (1.3)
La previa para el intercepto es:
α0 ∼ N(0, σ2α).
Finalmente, la distribucio´n posterior conjunta dado el vector de datos y =
(y1, . . . , ym) se puede expresar como:
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f(α0, u, v, σα, σu, σv|y) ∝
m∏
i=1
exp{−eiλi}(eiλi)yi/yi!
× 1
σα0
exp{−α20/2σ2α0}
× 1
σum
exp
{ −1
2σ2u
∑
i
∑
j∈δi
(ui − uj)2
}
× 1
σvm
exp
{ −1
2σ2v
m∑
i=1
v2i
}
× previa(σα, σu, σv).
Esta distribucio´n posterior puede ser muestreada usando algoritmos MCMC
tales como el Gibbs Sampling (Geman and Geman, 1984) o Metropolis-Hastings
(Metropolis and Ulam, 1949; Hastings, 1970). En la actualidad, algunos autores
esta´n implementando el enfoque nume´rico basado en la aproximacio´n de Laplace
denominado INLA (Integrated Nested Laplace Aproximation)(Rue et al., 2009).
Es habitual encontrar que para hacer inferencia bayesiana en modelos Gaussianos
con estructura latente se implemente INLA por su alta velocidad computacional.
Sin embargo, para el estudio de modelos de mixturas no hemos encontrado im-
plementaciones en INLA, quiza´ esta puede ser una interesante l´ınea de trabajo.
Como se menciono´ anteriormente, en este modelo se ha incorporado depen-
dencia espacial atendiendo a la idea de que observaciones de a´reas geogra´ficas
pro´ximas se parecera´n ma´s entre s´ı que las observaciones de a´reas geogra´ficas
ma´s distantes, logrando as´ı una estimacio´n suavizada del riesgo. La introduccio´n
de esta estructura de correlacio´n espacial en el modelo da informacio´n adicional
y permite la obtencio´n de estimaciones ma´s fiables de los riesgos relativos que la
estimacio´n ma´ximo veros´ımil.
Algunos autores han evaluado este modelo. Por ejemplo, Lawson et al. (2000)
realizan varios ejercicios de simulacio´n para estudiar diferentes aspectos de los
rendimientos de los modelos de mapeo de enfermedades. En dicho estudio se
concluyo´ que el modelo ma´s robusto entre aquellos con estructura espacial fue
el modelo de BYM. Otro trabajo ma´s reciente en este a´mbito es el de Ugarte
et al. (2009c), donde se revisa el comportamiento de modelos condicionales au-
toregresivos espacio-temporales en la deteccio´n de a´reas con riesgo extremo. Los
autores comparan seis modelos de mapeo de enfermedades espacio-temporales, la
mayor´ıa de ellos con evolucio´n temporal parame´trica. Nuevamente se evidencia la
robustez del modelo de BYM. Otros trabajos que incluyen ana´lisis y evaluacio´n
de este modelo son Best et al. (2005); Lawson et al. (2000); Botella et al. (2013)
y Rotejanaprasert (2014).
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Botella (2010) presenta una propuesta de suavizacio´n espacial de los riesgos
que incorpora ideas de los procesos de medias mo´viles del ana´lisis de series tem-
porales. Bajo dicho modelo, el logaritmo del riesgo relativo de cada a´rea pequen˜a
se modeliza como:
log(λi) = µ+ φ
−1
i
(
ω0θi + ω1(
∑
j∼1i
θj) + . . .+ ωm(
∑
j∼mi
θj)
)
, (1.4)
donde θi representa el riesgo latente asociado a la i-e´sima a´rea. As´ı pues, el
logaritmo del riesgo relativo de cada a´rea se expresa como suma de un te´rmino
de interceptacio´n µ, que modeliza el valor medio de los riesgos de toda la regio´n
de estudio, ma´s un segundo te´rmino proporcional a la suma de los efectos de
los riesgos latentes, tanto de la propia regio´n como de las vecinas. En concreto,
suponen que el riesgo de un a´rea depende de su propio efecto latente, ma´s el efecto
latente de sus regiones vecinas de orden 1, ma´s el efecto latente de sus regiones
vecinas de orden 2, y as´ı sucesivamente hasta llegar a las regiones vecinas de
orden m. La notacio´n j ∼ vi indica que el a´rea j es vecina de orden v del a´rea
i. Los riesgos latentes de los vecinos de diferente orden son ponderados mediante
unos pesos, que controlan la importancia relativa de las regiones ma´s alejadas
respecto a las ma´s pro´ximas en el proceso de suavizacio´n; es decir, cuanto mayor
sea el valor de ω1 en relacio´n a ω0 el efecto espacial sera´ ma´s marcado.
En un ana´lisis bayesiano del modelo, las previas sugeridas por Botella (2010)
son:
µ ∼ U(−∞,∞)
θ|σ ∼ Nm(0, σ2I)
σ ∼ U(0,∞)
ω|m ∼ Dir(1m+1)
p(m) ∝ 1
m!
.
Debido a que la varianza del logaritmo del riesgo relativo en cada a´rea esta´
en funcio´n de la configuracio´n de vecinos de dicha a´rea, es posible que aparezcan
efectos frontera (y quiza´s otros efectos menos evidentes) sobre la estimacio´n de la
variacio´n espacial del riesgo. Para corregir este efecto, el para´metro φi es definido
como:
φi = (ω
2
0 + ω
2
1n1(i) + . . .+ ω
2
mnm(i))
1/2.
Alternativamente, es posible abordar el problema de estimacio´n del riesgo
desde una perspectiva en la cual se busque algu´n tipo de agrupamiento entre las
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a´reas pequen˜as. Existen dos clases de agrupamiento: el centrado y el no centrado.
El primer tipo de agrupamiento asume que existe una fuente de riesgo (por ejem-
plo una antena telefo´nica, un vertedero de residuos, etc.) de manera que a´reas
cercanas a la fuente de riesgo son ma´s probables para tener la enfermedad que
aquellas que esta´n ma´s lejos; es decir, se asume que el riesgo decrece conforme
aumenta la distancia a la fuente.
Supongamos que los datos yi siguen un comportamiento Poisson. Entonces,
bajo el supuesto de agrupamiento centrado, el logaritmo del riesgo es modelizado
como sigue:
log(λi) = log[1 + exp(−αdi)] +X ′iβ + Z
′
iγ, (1.5)
donde di es la distancia al a´rea pequen˜a i desde el punto focal y α define la
relacio´n de distancia (Wakefield and Morris, 2001; Lawson, 2010). X es la matriz
de covariables; Z es una matriz de efectos aleatorios y γ es el vector unitario.
En un ana´lisis bayesiano del modelo, las previas sugeridas son:
α ∼ N(0, σ2α)
β ∼ N(0, σ2β).
Del agrupamiento no centrado se hablara´ en la siguiente seccio´n.
Una alternativa convencional de modelizacio´n del riesgo es considerar que el
riesgo esta´ compuesto por una combinacio´n de niveles de riesgo no observados o
latentes. En esta l´ınea, encontramos los denominados modelos de mixturas (ver
Lawson, 2009, cap. 2). Por ejemplo, se puede modelizar el logaritmo del riesgo de
la siguiente forma:
log(λi) = vi + wiu1,i + (1− wi)u2,i (1.6)
wi ∼ Be(α, α) (1.7)
donde u1,i y u2,i son te´rminos asociados a la heterogeneidad correlacionada y a los
cuales se les asigna como previa una distribucio´n CAR. Para la heterogeneidad
no correlacionada se asume vi ∼ N(0, σv). El para´metro de mixtura {wi} var´ıa
espacialmente.
Uno de los primeros modelos bayesianos de mixtura fue propuesto por Schlatt-
man and Bo¨hning (1993). Su enfoque asume que la distribucio´n de los datos
observados es una mixtura de distribuciones Poisson:
f(yi|p, ei, λ) =
K∑
k=1
pkPo(yi|eiλk),
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con probabilidades de la mixtura {pk} tales que
∑
k
pk = 1. Ambos para´metros
p y λ son desconocidos. Una vez estimados p y λ, se puede estimar el riesgo en
cada a´rea como:
λˆi =
1
G
G∑
g=1
K∑
k=1
λgkp
g
kPo(yi|eiλgk)/
K∑
k=1
pgkPo(yi|eiλgk).
La previa para p ∼ Dir(α), donde {αk}, k = 1, . . . ,K, mientras que para {αk}
una Gamma puede ser especificada. La previa para cada λk puede estar basada
en una distribucio´n Gamma, por ejemplo:
λk ∼ Ga(cka, a).
El para´metroK puede estar fijado o, alternativamente, puede ser asignada una
distribucio´n previa como por ejemplo, una Poisson con tasa fija o una Uniforme
K ∼ U(1,Kmax). Ferna´ndez and Green (2002), sugieren distintas extensiones de
este modelo.
Continuando con los enfoques basados en modelos de mixturas, encontramos
el trabajo de Militino et al. (2001), donde se comparan dos enfoques para in-
troducir efectos aleatorios, con el fin de revisar co´mo cada uno de esos modelos
identifica zonas de alto riesgo.
El primer modelo es un modelo de mixtura no parame´trico donde se asume
que la poblacio´n viene de una mixtura discreta de distribuciones Poisson:
yi ∼
K∑
k=1
pkPo(eiRk),
donde asociados con cada regio´n se encuentran los efectos aleatorios que mode-
lizan heterogeneidad. El modelo de mixtura no parame´trico asume que, en una
regio´n espec´ıfica, los efectos aleatorios tienen una distribucio´n de probabilidad
discreta tomando k valores R1, . . . , Rk, con probabilidades p1, . . . , pk, respectiva-
mente. Cada una de esas K componentes de la mixtura representa un conglome-
rado que contiene una proporcio´n de la poblacio´n pk con tasa de mortalidad Rk
y con la restriccio´n de que
∑K
k=1 pk = 1. Si se conoce el conglomerado al cual
pertenece cada a´rea pequen˜a, la verosimilitud tiene la siguiente forma:
∏N
i=1
[
(eiR1)
yi exp(−eiR1)
yi!
p1
]gi1[(eiR2)yi exp(−eiR2)
yi!
p2
]gi2
. . .
×
[
(eiRk)
yi exp(−eiRk)
yi!
pk
]gik
,
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donde gik = 1 si la observacio´n i pertenece a la componente k y 0 de otra forma
y
∑K
k=1 gik = 1.
El segundo enfoque que estudian es el modelo de mixtura Poisson-Normal, el
cual permite autocorrelacio´n espacial a trave´s del te´rmino ui que incluye variacio´n
espacial en el riesgo relativo a trave´s de un modelo de regresio´n Gaussiano.
Concluyen que los modelos de mixtura discretos son capaces de localizar re-
giones con alto riesgo, los modelos de mixtura Normal tambie´n trabajan bien
y mejoran notablemente la estimacio´n cuando la autocorrelacio´n espacial esta´
presente.
Otra propuesta dentro de los modelos de mixtura para la estimacio´n del riesgo
es la de Lawson and Clark (2002), en la cual trabajan un modelo de mixtura
espacial en mapeo de enfermedades. En esta propuesta modelizan el para´metro
de intere´s a trave´s del logaritmo del riesgo, as´ı:
log(λi) = piui + (1− pi)wi + vi, (1.8)
donde los te´rminos pi y (1 − pi) controlan la mixtura de las dos componentes
espaciales (ui y wi) que tienen como previa una distribucio´n CAR. En el caso de
que pi = 1, entonces el modelo quedara´ reducido al BYM. Para pi se sugiere una
previa poco informativa, por ejemplo:
pi ∼ Be(a, b),
donde a y b pueden tener como previas una Uniforme (0,10).
Para finalizar esta seccio´n incluimos en nuestra revisio´n los modelos basados
en splines utilizados en suavizacio´n espacial. La idea de estos modelos se centra en
el supuesto de un operador de suavizacio´n para representar la estructura media
del proceso (Ugarte et al., 2009a, 2010). Como es habitual los datos observados
se distribuyen con una Poisson. Adema´s definen la geo-referencia para la obser-
vacio´n i como si : (xi1, xi2), pudiendo ser este el centroide de la i-e´sima a´rea u
otro punto de referencia asociado. Los modelos basados en splines son atracti-
vos en aplicaciones y tienen fuertes enlaces con modelos que incluyen procesos
Gaussianos (por ejemplo, French y Wand, 2004). Entonces,
log(µi) = α0 +
2∑
j=1
αjxij +
nk∑
j=1
ψjC{‖si − kj‖}
= x′iα+ z
′
iψ,
donde {kj}, j = 1, . . . , nk, es un conjunto de localizaciones fijadas en el es-
pacio, {ψj} es un efecto aleatorio Gaussiano, z′i = (z1, . . . , znk) y [C{‖si −
kj‖/ρ}]1≤i≤m,1≤j≤nk , es la funcio´n de covarianza definida como:
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C{a} = (1 + |a|) exp{−|a|}.
Definen la matriz cuadrada
ω = [C{‖ki − kj‖/ρ}]1≤i,j≤nk ,
donde ρ es un te´rmino que controla el grado de suavizado y la distribucio´n previa
para el efecto aleatorio conjunto es:
ψ ∼ N(0, τω−1).
Adema´s de los modelos estudiados en esta seccio´n para la estimacio´n del
riesgo, es necesario que revisemos una segunda herramienta principal en el a´rea
de mapeo de enfermedades. Los modelos que estudiaremos a continuacio´n se
centran en detectar dicontinuidades y detectar grupos de riesgo inusual.
1.3. Deteccio´n de conglomerados
En ocasiones, el objetivo del estudio se centra en dar respuesta a pregun-
tas del tipo: ¿Do´nde esta´n localizadas las a´reas con alto riesgo? ¿Esta´n esas
localizaciones estructuradas en el espacio? Si es as´ı ¿co´mo? ¿Esta´n enlazadas a
factores medioambientales? Intentando responder a los interrogantes anteriores,
en las u´ltimas de´cadas se ha incrementado el intere´s en el ana´lisis y deteccio´n
de conglomerados en a´reas pequen˜as. Como un ejemplo de aplicacio´n podemos
mencionar el trabajo de Wheeler (2007), donde la deteccio´n de conglomerados es
una importante herramienta en la vigilancia de ca´ncer para identificar a´reas de
elevado riesgo y generar hipo´tesis acerca de la etiolog´ıa de dicha enfermedad.
Antes de adentrarnos en la modelizacio´n de conglomerados por riesgo de en-
fermedades debemos revisar algunas definiciones que nos ayudara´n a comprender
mejor la terminolog´ıa empleada en esta seccio´n. Cuando se habla de conglomera-
do (cluster en ingle´s) o agrupamiento global, se asume que la superficie de riesgo
esta´ agrupada o tiene a´reas de igual riesgo. Por otro lado, una superficie no agru-
pada muestra cambios aleatorios de riesgo; es decir, el nivel de riesgo en cada una
de las a´reas es mucho ma´s variable y tiene pocas a´reas contiguas de igual riesgo.
Un conglomerado espacial es cualquier zona espacialmente delimitada con riesgos
significativamente elevados o reducidos. Cuando se habla de que una zona esta´
espacialmente delimitada significa que la regio´n debe tener integridad espacial
por ejemplo a trave´s de un criterio de vecindad (aqu´ı las a´reas son contiguas). La
forma ma´s intuitiva de agrupamiento es el conglomerado por punto caliente (hot-
spot clustering) donde cualquier a´rea pequen˜a o regio´n puede ser considerada por
s´ı sola como un conglomerado, esto debido al criterio de cero vecinos. Richardson
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et al. (2004) definen reglas de decisio´n para clasificar las regiones como zonas de
alto riesgo. Definen un valor o l´ımite de referencia en la distribucio´n posterior del
riesgo relativo, y un valor de corte en la probabilidad posterior de que el riesgo
relativo es superior al valor de referencia. Luego, una regio´n es clasificada como
una zona de alto riesgo si la probabilidad posterior de que el riesgo relativo sea
superior al umbral de referencia es mayor que el valor de corte. Adema´s, se refie-
ren a la idoneidad de la regla con el nu´mero de casos esperados, de manera que
una zona de alto riesgo se detecta si el exceso de riesgo es 3 o ma´s, o si el riesgo
es 2 y el nu´mero de casos esperados es alta (cincuenta o ma´s).
Dentro de la deteccio´n de conglomerados podemos hablar de agrupamiento
no centrado cuando tenemos localizaciones no conocidas de agrupamiento. Aqu´ı,
las localizaciones de los conglomerados son desconocidas, as´ı como el nu´mero y
el taman˜o de los mismos.
1.3.1. Me´todos de diagno´stico para la deteccio´n de conglomera-
dos
A continuacio´n presentamos algunos me´todos que han sido utilizados para
identificar grupos con riesgo inusual (elevado/bajo). Trabajos como los de Ri-
chardson et al. (2004), Hossain and Lawson (2006) y Ugarte et al. (2009b) entre
otros, han explorado los residuales de un modelo de estimacio´n del riesgo con el
objetivo de encontrar a´reas con riesgos excesivos que no han sido explicados por
el modelo. Los residuales pueden ser calculados fa´cilmente como:
ri = (yi − eiλˆi)/
√
eiλˆi, (1.9)
donde λˆi es el valor medio de una muestra {λ(j)i }Jj=1 obtenida de la distribucio´n
a posteriori. Los conglomerados pueden detectarse a partir de la probabilidad
de que el valor residual supere un determinado valor, por ejemplo Pr(ri > 2)
o Pr(ri > 3). Sin embargo, hay que tener en cuenta que los residuales siempre
incluira´n alguna forma de ruido no relacionado con el conglomerado. Incluso cual-
quier modelo Poisson siempre tendra´ ruido alrededor de la media eiλi (Hossain
and Lawson, 2006).
Tambie´n es posible abordar la deteccio´n de conglomerados estudiando la sig-
nificancia del riesgo λˆi mediante las probabilidades de excedencia, las cuales bajo
un ana´lisis bayesiano son estimadas a partir de los valores de la muestra posterior:
qci = Pr(λi > c).
Esta probabilidad es una estimacio´n de que´ tan frecuente el riesgo relativo
excede el valor nulo del riesgo (λi = 1) y puede ser considerada como un indicador
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de co´mo es de inusual el riesgo en esa a´rea de estudio. Grandes valores de qˆci
pueden sugerir a´reas con riesgo inusual.
Uno de los trabajos ma´s relevantes en este tema es el de Richardson et al.
(2004), quienes estudian co´mo diferentes modelos recobran la verdadera superfi-
cie de riesgo. En concreto, los autores enfatizan que la informacio´n obtenida de
la posterior puede ser mejor estudiada a trave´s de los riesgos relativos estimados
y, usando algunas de las reglas de decisio´n expuestas en este trabajo, discrimi-
nan entre a´reas mostrando altos riesgos y a´reas con riesgos relativos cercanos al
nivel de referencia (un nivel de referencia puede ser la tasa de incidencia de la
enfermedad en cierta a´rea de estudio). Sin embargo, expresan que existe una gran
preocupacio´n relacionada con el uso de probabilidades de excedencia para una
u´nica regio´n y es el hecho de que esta´ disen˜ada solamente para detectar hot-spot
clusters y no considera cualquier otra informacio´n concerniente a formas posibles
de conglomerados o incluso informacio´n de vecindad. Adema´s, dichas probabili-
dades son estimadas desde las colas superiores de la distribucio´n posterior, las
cuales son muy sensibles a los supuestos del modelo. Otro problema con las pro-
babilidades de excedencia es que la utilidad de la medida depende del modelo que
ha sido fijado para los datos. As´ı, un modelo pobre puede dejar al conglomerado
de intere´s en el ruido residual.
Algunos trabajos recientes han intentado mejorar estas medidas incluyendo
estructuras de vecindad. Por ejemplo, Hossain and Lawson (2006, 2010) estudian
diferentes diagno´sticos de deteccio´n de conglomerados para datos de salud en
a´reas pequen˜as con el fin de evaluar el grado en el que un me´todo de conglomerado
recupera el verdadero comportamiento de agrupamiento. En su trabajo proponen
adema´s un modelo de riesgo relativo local basado en la relacio´n de un dato a otro
dato dentro de una distancia de enlace (distancia lazo) sin especificar centros de
conglomerados. Este modelo se basa en estimar una distancia de enlace para cada
regio´n dentro de la cual son consideradas regiones para ser agrupadas. El modelo
es como sigue:
Sea yi el conteo observado en el a´rea i y yδi el conteo total observado dentro
de la distancia de enlace o distancia lazo. Entonces, yδi se modeliza a trave´s de
una Poisson condicionada en eδi y el para´metro del modelo θδi :
yδi |eδi , θδi ∼ Po(eδiθδi).
En el segundo nivel de jerarqu´ıa el logaritmo del riesgo es modelizado como:
log(θδi) = δi + i, (1.10)
donde δi es la componente espacial y i es la componente no estructurada. En
este modelo el suavizado de δi es controlado por una distribucio´n CAR y la fuerza
de la correlacio´n espacial es controlada por βδ:
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δi|βδ ∝ β−n/2δi exp{ −12βδ
∑
i<j
∑
j∈δi
(δi − δj)2}.
Una previa alternativa para δi es:
δi|βδ ∝ β−n/2δ exp
{−1
βδ
∑
i<j
∑
j∈δi
{|δi − δj |}
}
.
La previa sugerida para la componente no estructurada i es:
i ∼ N(0, σ2 ).
Para el ana´lisis y deteccio´n de conglomerados usan los residuales y/o estad´ısti-
cos de dicho modelo de suavizado, que resumen la distribucio´n posterior (usan los
residuales porque ellos contienen la informacio´n removida de los riesgos extremos
despue´s del suavizado) y finalmente chequean la capacidad de cada modelo para
recubrir el verdadero componente de conglomerado. Para formar conglomerados
asumen que´ valores bajos extremos y riesgos altos formara´n los conglomerados.
Finalmente, comentar que dentro de los primeros trabajos que intentan detec-
tar grupos de riesgo se encuentran los que pertenecen al enfoque Scan Statistics
(Kulldorff, 1997). Cabe resaltar que estos no son modelos sino me´todos que han
sido ampliamente usados en procesos puntuales y en los cuales se identifican gru-
pos de unidades de a´reas que exhiben un elevado riesgo de la enfermedad. En este
tipo de me´todos se realiza una exploracio´n estad´ıstica para probar si un proceso
puntual unidimensional es aleatorio o si es posible detectar algu´n patro´n o con-
glomerados en dicho proceso. Otros trabajos de gran relevancia en esta l´ınea son
el de Gangnon and Clayton (2000), Kulldorff et al. (2005) y el trabajo de Wake-
field and Kim (2013) quien presenta una versio´n bayesiana del Scan Statistics de
Kulldorff.
1.3.2. Modelos de Conglomerados
Notar que los enfoques mencionados anteriormente necesitan de un modelo
para la estimacio´n del riesgo relativo. Sin embargo, existen trabajos que intentan
modelizar el riesgo de una enfermedad y al tiempo tratan de abordar el objetivo
de detectar grupos de a´reas pequen˜as con riesgo similar.
Dentro de los modelos para la deteccio´n de conglomerados podemos hablar de
los modelos con procesos ocultos. En ellos, el logaritmo del riesgo es modelizado
como sigue:
log(λi) = α0 + α1
k∑
j=1
φjh(Ci − cj ; τh), (1.11)
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donde α0 es el intercepto, α1 es el para´metro de enlace, {φj} el efecto aleatorio,
Ci es el centroide del a´rea i-e´sima, {cj}kj=1 el conjunto de centros ocultos para ser
estimados y h(Ci−cj ; τh) es una funcio´n de distribucio´n de conglomerados; dicha
funcio´n asocia a´reas pequen˜as a centros ocultos, τh es el para´metro asociado a la
precisio´n. Algunas variaciones de este modelo las encontramos en Lawson (2006),
donde:
λi = exp(φj)[1 +
k∑
j=1
h(Ci − cj ; τh)],
con φj ∼ N(0, σ2φ).
Otra variante aparece en el trabajo de Gangnon (2006). En este caso, el lo-
garitmo del riesgo relativo es estimado como:
log(λi) = α0 + Γi + i,
con Γi =
k∑
j=1
φjh(Ci − cj ; τh); i es el efecto aleatorio al cual se le asigna una
previa Normal  ∼ N(0, σ2 ), φj es la componente del riesgo relativo asociado con
el j-e´simo conglomerado y h(·) es la funcio´n de pertenencia a un conglomerado
asumida para ser uniforme en un a´rea, adema´s asocia a´reas pequen˜as a centros
de conglomerados (que se corresponden con los centroides de las a´reas pequen˜as).
Otro enfoque distinto lo podemos encontrar en los modelos de particio´n. Den-
tro de estos modelos, cabe destacar el trabajo de Knorr-Held and Rasser (2000),
donde se asignan regiones a conglomerados atendiendo a criterios claramente
geogra´ficos. A trave´s de este modelo podemos divisar grupos de elevado o bajo
riesgo, identificar factores de riesgo y detectar discontinuidades. En el primer ni-
vel de jerarqu´ıa, los casos observados yi en cada una de las a´reas pequen˜as siguen
una distribucio´n Poisson independiente cuando condicionamos al riesgo, con me-
dia eihj , donde hj es el riesgo relativo asociado al conglomerado j, con i ∈ Cj .
La funcio´n de verosimilitud puede ser escrita como:
L(y|Hk) =
k∏
j=1
∏
i∈Cj
(eihj)
yi
yi!
exp{eihj}, (1.12)
donde k es el nu´mero de conglomerados, supuesto desconocido, y el vector de
riesgos es Hk = (h1, h2, . . . , hk). Para estimar los para´metros del modelo, los
autores utilizan un algoritmo MCMC de salto reversible (Lawson and Clark,
1999; Lawson and Denisson, 2002; Gangnon, 2006). El nu´mero de conglomerados
es restringido para ser k ≤ m, donde m es el nu´mero de a´reas pequen˜as. Tambie´n
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puede ser restringido de manera que k ≤ kmax ≤ m, donde kmax es una constante
que expresa el nu´mero de conglomerados permitidos.
Para asignar las a´reas a los conglomerados algunas regiones son marcadas y
llamadas centros de conglomerados, de modo que cada una define a un conglome-
rado. A continuacio´n, cada una de las a´reas pequen˜as es asignada al conglomerado
ma´s pro´ximo. La distancia entre dos a´reas es definida como el mı´nimo nu´mero
de l´ımites que tienen que ser cruzados para moverse de un a´rea a otra.
Algunas extensiones del modelo de particiones las podemos encontrar en los
trabajos de Denison and Holmes (2001), Denison et al. (2002), Ferreira et al.
(2002), entre otros.
Lee and Lawson (2014) proponen un novedoso modelo bayesiano espacio-
temporal que puede detectar conglomerados de a´reas que exhiben riesgo inusual.
El modelo es capaz de detectar conglomerados dina´micamente; es decir, la relacio´n
de pertenencia al conglomerado y su nivel de riesgo promedio puede evolucionar
en el tiempo.
El modelo de conglomerados es representado por (θ1t, . . . , θmt), que es el vector
de riesgos para las m unidades de a´rea durante el per´ıodo de tiempo t. Existen al
menos G distintos niveles de riesgo o clases (λt1, . . . , λtG), ordenadas para mitigar
el problema de identificabilidad comu´n en modelos de mixturas. La asignacio´n
del a´rea i a una clase de riesgo durante un per´ıodo de tiempo t es controlada por
el vector de variables indicadoras para el a´rea i y todos los per´ıodos de tiempo
T :(Zi1, . . . , ZiT ) donde Zit ∈ 1, . . . , G. De esta manera, el logaritmo del riesgo es
modelizado como sigue:
log(θit) = λt,Zit . (1.13)
El te´rmino G es el nu´mero ma´ximo de clases, permitiendo que algunas de esas
clases pueda estar vac´ıa. G es fijado en el modelo y los autores implementan una
restriccio´n para penalizar modelos con muchas clases de riesgo. Sin embargo, G
podra´ ser tratado como un para´metro ma´s del modelo y ser estimado a partir de
un algoritmo MCMC de salto reversible.
Las previas sugeridas son las siguientes:
λtj |λt−1,j ∼ N(λt−1,j , σ2)I[λt,j−1,λt,j+1](λtj)
λ1j ∼ U(λ1,j−1, λ1,j+1)
σ2 ∼ Ga−1(a, b)
con j = 1, . . . , G y t = 2, . . . , T .
Las Zit son modelizadas como temporalmente autocorreladas. Modelos Mar-
kov independientes son especificados para cada unidad de a´rea i. La distribucio´n
previa conjunta para (Z1, . . . , Zm) es descompuesta como:
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f(Z1, . . . , Zm) =
m∏
i=1
f(Zi) =
m∏
i=1
[
f(Zi1)
T∏
t=2
f(Zit|Zi,t−1)
]
.
Cada Zit ∈ {1, . . . , G}, y en este punto los autores proponen distribuciones
discretas f(Zi1) y f(Zit|Zi,t−1) dadas por:
P (Zit|Zi,t−1) = exp(−α(Zit − Zi,t−1)
2 − β(Zit −G∗)2)∑G
r=1 exp(−α(r − Zi,t−1)2 − β(r −G∗)2)
P (Zi1) =
exp(−β(Zit −G∗)2)∑G
r=1 exp−(β(r −G∗)2)
α, β ∼ U(0,M)
La autocorrelacio´n temporal en las clases indicadoras es controlada por α y β
controla la fuerza de una restriccio´n que favorece modelos cuyas clases indicadoras
esta´n cerca a la clase media G∗ = G+12 . El te´rmino β(Zit − G∗)2 del modelo
de Markov esta´ incluido como una restriccio´n para mejorar la convergencia del
algoritmo MCMC.
Seguidamente los autores realizan una extensio´n del modelo de conglomerados
para incorporar autocorrelacio´n espacial en los riesgos {θit}mi=1 a trave´s de la
previa CAR Leroux et al. (1999). Entonces el modelo es como sigue:
log(θit) = λt,Zit + φit
φit|φ−it ∼ N
(
ρ
∑N
j=1 ωijφjt∑N
j=1 ωij + 1− ρ
,
τ2
ρ
∑N
j=1 ωij + 1− ρ
)
τ2 ∼ Ga−1(a, b)
ρ ∼ U(0, 1)
Aqu´ı ρ es un para´metro de autocorrelacio´n espacial, ρ = 1 corresponde a la
previa ICAR propuesta por Besag et al. (1991). Si ρ = 0 los efectos aleatorios
son independientes con media cero y varianza constante τ2.
Algunas propuestas que tambie´n tratan de estimar el riesgo de la enfermedad
y al mismo tiempo identificar conglomerados en el a´mbito puramente espacial
son: Gangnon and Clayton (2000), Knorr-Held and Rasser (2000), Green and
Richardson (2002), Forbes et al. (2013), Wakefield and Kim (2013) y Anderson
et al. (2014).
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1.4. Modelos en mapeo de enfermedades que incluyen
covariables.
En ocasiones resulta de gran intere´s incluir informacio´n relacionada con una
o ma´s covariables en el modelo estad´ıstico. Es posible que, haciendo un ajuste
para los efectos de la covariable, se obtengan indicios de algu´n factor influyente
en la estimacio´n del riesgo y que tenga que ver, por ejemplo, con la etiolog´ıa
de la enfermedad. Algunos de los trabajos que estudian la estimacio´n del riesgo
incluyendo covariables se explican a continuacio´n. Green and Richardson (2002)
presentan un modelo jera´rquico bayesiano donde las covariables son incluidas de
manera multiplicativa en la media de la distribucio´n de Poisson:
yi ∼ Po(eiλi exp
{∑
j
xijγj
}
), (1.14)
donde γj es el para´metro de regresio´n. Para el siguiente nivel de la jerarqu´ıa, los
autores introducen un modelo de mixtura finita para la modelizacio´n del riesgo.
Este tipo de modelizacio´n fue explicada en la pa´gina9, seccio´n 1.2 de este cap´ıtulo.
Hossain and Lawson (2005) ilustran dos formas para incluir covariables en el
modelo: incluirlas en el nivel principal de la jerarqu´ıa o incorporar la dependencia
de las covariables en la escala de conglomerados en el modelo.
Cuando se incorpora el efecto de las covariables en el nivel principal, el conteo
observado es modelizado como:
yδi |eδi , θδi ∼ Po(eδiθδi),
con
log(θδi) = xiα+ δi + ξi, (1.15)
donde xi es el vector de covariables para la i-e´sima a´rea y α es un vector de
para´metros. Las componentes aleatorias son dadas por una componente espacial
de conglomerados δi y una componente incorrelada de ruido ξi.
Cuando la escala de la agrupacio´n de los conglomerados depende directamente
de las covariables, los datos son modelizados como:
yδ∗i |eδ∗i , θδ∗i ∼ Po(eδ∗i θδ∗i ),
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donde
log(θδ∗i ) = δ
∗
i + ξi, (1.16)
con δ∗i = fiζ + δi. El vector fi es el de covariables en escala de conglomerados
y ζ vector de para´metros. Esos dos escenarios alternativos para las covariables
llevan a muchas formas diferentes. El segundo caso provee un mecanismo para
dependencia entre la escala de conglomerados y covariables.
Tambie´n presentan una extensio´n para este modelo donde ambos tipos de
ajuste de covariables pueden ser incluidos:
log(θδ∗i ) = xiα+ δ
∗
i + ξi
δ∗i = fiζ + δi
Aqu´ı el vector xi y el vector de para´metros α contiene la informacio´n prin-
cipal de los niveles de las covariables y el vector fi y el vector de para´metros ζi
representa las covariables a nivel de escala.
Hossain and Lawson (2010) hacen la siguiente propuesta para incluir covaria-
bles:
f(yit|λl, β, eit, Xit) = Po(eit exp{
∑
j
βjXit}λl), (1.17)
donde eit son los valores esperados en el a´rea i y per´ıodo de tiempo t, βj vector
de coeficientes de las covariables, Xit corresponde a la informacio´n de la j-e´sima
covariable en el a´rea i y tiempo t, y λl el riesgo en cada una de las L componentes.
Lawson (2010) modeliza el riesgo relativo mediante tres componentes: un pre-
dictor el cual es una funcio´n de covariables fijas, una funcio´n de efectos aleatorios
y un te´rmino de mixtura que describe co´mo regiones se relacionan a diferentes
componentes temporales. Esto puede ser definido de manera ma´s general como:
log(λit) = x
′
itβt + z
′
itγ + Γit, (1.18)
donde x′it es un vector de valores de la covariable para la i-e´sima a´rea en el t-
e´simo per´ıodo de tiempo, βt es el vector de para´metros indexado a un per´ıodo
de tiempo, z′it es un vector de valores de efectos aleatorios para la i-e´sima a´rea y
el t-e´simo per´ıodo de tiempo, γ es un vector unitario y Γit es la componente de
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mixtura indexada a la i-e´sima a´rea y al t-e´simo per´ıodo de tiempo. En general,
modelos convencionales de efectos aleatorios espacio-temporales asumen las dos
primeras de esas componentes para permitir efectos de las covariables y efectos
aleatorios.
Lee and Lawson (2014) comentan que en comu´n con la literatura de mapeo
de enfermedades, su modelo de conglomerados no incluye covariables, as´ı que el
riesgo de las clases relaciona al riesgo en un a´rea y no al riesgo residual despue´s del
ajuste por covariables. Esto les permite clasificar grupos de a´reas en elevado ries-
go y as´ı las intervenciones en salud pu´blica pueden ser dirigidas apropiadamente.
Sin embargo el clasificar la superficie de riesgo residual despue´s del ajuste por
covariables permite lograr una identificacio´n de covariables desconocidas de tipo
etiolo´gico. Adema´s, la estructura residual de las clases puede ser examinada para
revisar similaridad con covariables que var´ıan espacialmente. La informacio´n de
las covariables puede tambie´n ser usada como predictores para el modelo de asig-
nacio´n de conglomerados y comentan que ambas propuestas sera´n investigadas
en futuros trabajos.
Anderson et al. (2014) proponen un modelo similar a los anteriores para incluir
el efecto de las covariables:
yi ∼ Po(eiλi) (1.19)
log(λi) = x
′
iβ + φi (1.20)
con i = 1, . . . ,m. Aqu´ı λi respresenta el riesgo de la enfermedad en el a´rea
i y es modelizado mediante un vector de covariables x′i = (1, xi1, . . . , xip) con
coeficientes β = (β0, . . . , βp), y un efecto aleatorio φi. Dicho efecto aleatorio
φ = (φ1, . . . , φm) cuantifica la autocorrelacio´n espacial no explicada e inducida
dentro de los datos de la enfermedad. En concreto, φ es modelizado mediante una
previa condicional autoregresiva.
1.5. Objetivos de la tesis
El objetivo principal de esta tesis es el estudio de la variacio´n geogra´fica del
riesgo de una cierta enfermedad en una determinada zona de estudio. Para ello,
proponemos una nueva modelizacio´n del riesgo basada en conglomerados con
estructuras de riesgos latentes a trave´s de la cual podemos asignar a´reas a clases
sin necesidad de cumplir restricciones de vecindad.
La estructura de los siguientes cap´ıtulos es como sigue: en el Cap´ıtulo 2 pre-
sentamos el modelo de conglomerados con estructura de clases latentes que ha
sido desarrollado y mostramos el ana´lisis bayesiano del mismo. Para el estudio
de la distribucio´n conjunta a posteriori hemos implementado me´todos MCMC
debido a que el estudio anal´ıtico de dicha distribucio´n es intratable.
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En el Cap´ıtulo 3 presentamos el estudio de simulacio´n elaborado para estudiar
el rendimiento del modelo propuesto. Mostramos los diferentes escenarios estu-
diados as´ı como los principales resultados obtenidos. Algunas medidas de ajuste
del modelo son mencionadas y finalizamos este cap´ıtulo con la aplicacio´n de la
propuesta en datos reales correspondientes a la incidencia de la varicela en la
ciudad de Valencia en los an˜os 2008 y 2013.
En el Cap´ıtulo 4 proponemos una extensio´n del modelo presentado en el
Cap´ıtulo 2 incluyendo covariables. En este cap´ıtulo mostramos el desarrollo teo´ri-
co del modelo, su ana´lisis bayesiano y algunas aplicaciones a datos reales.
Por u´ltimo, en el Cap´ıtulo 5 exponemos a modo de resumen las conclusiones
generales a las que hemos llegado con los modelos propuestos y mencionamos
algunas l´ıneas futuras de investigacio´n.
Cap´ıtulo 2
Un modelo de conglomerados
con estructura de clases
latentes para el ana´lisis de
mapas de enfermedades
En este cap´ıtulo presentamos un modelo de conglomerados con estructura de
clases latentes que nos permitira´ estimar el riesgo de una cierta enfermedad en
una regio´n de estudio dividida en a´reas pequen˜as, as´ı como identificar a´reas que
tienen un riesgo similar.
Recientemente, varios autores han mostrado intere´s en el desarrollo de mo-
delos espaciales para estimar el riesgo de la enfermedad y simulta´neamente iden-
tificar grupos de riesgo que forman conglomerados, entre estos encontramos el
de Lee and Lawson (2014); quienes proponen un nuevo enfoque de modelizacio´n
jera´rquica bayesiana para estimar simulta´neamente riesgos de enfermedad e iden-
tificar conglomerados de alto riesgo en el a´mbito espacio-temporal. Este modelo
es capaz de detectar conglomerados dina´micamente, estudiando la relacio´n de
pertenencia a un conglomerado y co´mo su nivel de riesgo promedio evoluciona en
el tiempo.
El modelo que presentamos en esta tesis no requiere definir desde el inicio la
dependencia o distancia entre vecinos, sino que expone una formulacio´n donde
variables de asignacio´n de los riesgos permiten capturar diferentes estructuras de
riesgo. As´ı pues, es un enfoque alternativo donde los riesgos relativos de las a´reas
pequen˜as son asignados a riesgos subyacentes. Nuestra propuesta aplica ideas de
modelos de mixturas, deteccio´n de conglomerados y de modelos con estructura
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latente (Knorr-Held and Rasser, 2000; Green and Richardson, 2002; Lee and
Lawson, 2014).
Como detallamos en la siguiente seccio´n, el vector de datos observados son los
conteos de la enfermedad en cada una de las a´reas. Los para´metros del modelo
son los riesgos de las clases o componentes, el nu´mero de clases, componentes o
conglomerados en los cuales se agrupara´n las a´reas pequen˜as segu´n su riesgo y las
probabilidades de pertenecer a cada componente. Un aspecto clave en este tipo de
modelos es el nu´mero de clases o riesgos latentes a incluir. En principio hacemos el
ana´lisis del modelo bajo el supuesto de que el nu´mero de clases o conglomerados
es conocido, y ma´s adelante consideramos el nu´mero de conglomerados como otro
para´metro desconocido.
2.1. Un modelo de mixturas de Poisson
La asignacio´n aleatoria de objetos dentro de clases o componentes es de fun-
damental intere´s en estad´ıstica y otras a´reas que interactu´an con esta. Una forma
comu´n para asignar una distribucio´n capaz de identificar y separar las diferen-
tes caracter´ısticas dentro de grupos homoge´neos es a trave´s de los modelos de
mixturas.
Supongamos que la zona de estudio tiene m a´reas pequen˜as. El vector de
datos observados es y = (y1, . . . , ym)
′, donde yi representa el nu´mero de casos
observados en el a´rea i. Asumimos que los conteos observados en cada a´rea, yi,
provienen de una mixtura de distribuciones Poisson en la que cada una de sus k
componentes tiene media dada por eiηj con j = 1, . . . , k. Donde ei es el nu´mero
de casos esperados en la i-e´sima a´rea bajo el modelo en el que todas las a´reas
tienen igual riesgo de contraer cierta enfermedad. El vector e = (e1, . . . , em)
′
siempre se considera conocido. Adema´s ηj representa el riesgo desconocido de la
clase j-e´sima.
Proponemos un modelo de mixtura de Poissons en el cual se tiene un nu´mero
de clases k conocido y cada una de ellas tiene asociado un riesgo subyacente,
adema´s la probabilidad de pertenecer a cada una de las diferentes clases existentes
en el modelo viene dada por el vector desconocido p = (p1, . . . , pk)
′ con
k∑
j=1
pj = 1
y pj ≥ 0.
Como hemos mencionado anteriormente, en principio consideraremos que k
es una constante conocida, en un apartado posterior ya consideraremos a k como
otro para´metro desconocido.
De este modo el modelo es como sigue:
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f(yi|k, η, p, ei) =
k∑
j=1
Po(yi|eiηj)pj ,
con i = 1, . . . ,m. Tambie´n supondremos que, dados los para´metros desconocidos,
las observaciones son independientes por lo que:
f(y|k, η, p, e) =
m∏
i=1
k∑
j=1
Po(yi|eiηj)pj . (2.1)
El ana´lisis estad´ıstico de este modelo resulta complejo, debido a la explosio´n
del nu´mero de sumandos en la funcio´n de verosimilitud.
Como alternativa proponemos un modelo con estructura latente a trave´s de
vectores de variables latentes (o variables de asignacio´n no observadas) zi =
(zi1, . . . , zik)
′ con i = 1, . . . ,m, donde zij = 1 identifica la clase j a la cual
pertenece cada a´rea i, es decir:
zij =
{
1, si el a´rea i pertenece a la componente j
0, de otro modo
pues con esa definicio´n se cumple que
k∑
j=1
zij = 1, para cada i = 1, . . . ,m.
Ahora nuestro modelo incluye una estructura latente y lo podemos expresar
as´ı:
yi|k, zi, η, ei ∼ Po(yi|eiz′iη) (2.2)
zi|p ∼ Multk(zi|n = 1, p) (2.3)
Bajo completa incertidumbre sobre la estructura de las clases, la eleccio´n
esta´ndar para la distribucio´n de zi es la Multinomial (Multk). Seguimos conside-
rando que los vectores (yi
′, zi′)′, con i = 1, . . . ,m, son independientes dados los
para´metros. As´ı, la distribucio´n conjunta de los datos observados y las variables
latentes es expresada ahora como una productoria de Poissons y Multinomiales,
lo cual elimina el problema de la explosio´n del nu´mero de sumandos en la funcio´n
de verosimilitud:
f(y, z|k, η, p, e) =
m∏
i=1
Po(yi|eiz′iη)z′ip.
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Esta propuesta muestra una forma alternativa para escribir el modelo (2.1),
pues aqu´ı estudiamos a que´ clase pertenece cada una de las a´reas pequen˜as. La
ventaja es que esta nueva estructura que presentamos en las expresiones (2.2)
y (2.3) muestra una expl´ıcita caracterizacio´n de la distribucio´n de la relacio´n
de pertenencia de un a´rea pequen˜a a una clase o componente. Obse´rvese que
si marginalizamos, integrando respecto a z, obtenemos la distribucio´n dada en
la ecuacio´n (2.1), que es la que deseamos estudiar. Tener en cuenta que nos
encontramos frente a un modelo de mixturas en los cuales es habitual encontrar
problemas de identificabilidad de las clases. Es un problema relacionado con la
habilidad de distinguir para´metros dentro de un modelo parame´trico (Lawson,
2009; Bernardo and Smith, 1994). En nuestro caso concreto, esta´ relacionado con
la habilidad para distinguir clases o componentes a las cuales sera´n asignadas
cada una de las a´reas pequen˜as de la zona de estudio en cuestio´n.
A continuacio´n mostramos el ana´lisis bayesiano del modelo propuesto ante-
riormente.
2.1.1. Ana´lisis bayesiano del modelo: distribuciones previas y a
posteriori
Los riesgos η son valores que se encuentran en la semirecta real positiva, es
por eso que como distribucio´n previa para η podemos pensar en una Normal para
el logaritmo de dichos riesgos. Sin embargo, al realizar exploraciones con esta pre-
via, encontramos problemas de identificabilidad de las clases. Para ilustrar dicho
problema presentamos un ejemplo obtenido como resultado durante el desarrollo
de esta tesis.
En el modelo estudiado hemos denotado los logaritmos de los riesgos de la
clases por η∗ = log(η), como distribucio´n previa asignamos una Normal (0, τ)
cuya desviacio´n la asumimos con una distribucio´n inicial Uniforme (0, 10). Dicho
modelo fue lanzado con la ayuda del software WinBUGS, el cual es utilizado para
muestrear de la distribucio´n posterior de modelos estad´ısticos mediante MCMC.
La Tabla 2.1 muestra el co´digo implementado en WinBUGS.
A trave´s de las Figuras 2.1 y 2.2 de la cadena de Markov podemos observar
el problema de identificabilidad que se presenta. En la Figura 2.1 para k = 3
observamos que el primer valor, correspondiente al logaritmo del riesgo de la
primera clase, esta´ en torno a 1.3; dicho valor se mantiene durante todo el proceso.
Sin embargo, para el segundo y tercer riesgo podemos observar que las etiquetas se
cambian durante el proceso: hay una componente que va a -2 y otra que va a 0 pero
a partir de la iteracio´n 3000 se cambia. Existe un problema de identificabilidad.
Dicho comportamiento ocurre a la vez, es decir en la misma iteracio´n, tanto en
riesgos como en probabilidades (ver Figura 2.2).
Teniendo en cuenta lo anterior, proponemos una distribucio´n previa sobre
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model
{
for(i in 1:m){
y[i] ∼ dpois(meany[i])
meany[i] ←− e[i]*theta[i]
theta[i] ←− exp(lambda[i])
lambda[i] ←− inprod(z[i,1:k],etha[1:k])
z[i,1:k]∼ dmulti(p[1:k],1)}
for(j in 1:k){
etha[j]∼ dnorm(0,tauetha)}
tauetha←− pow(sdetha,-2)
sdetha ∼ dunif(0,10)
p[1:k] ∼ ddirch(alpha[1:k])
for(j in 1:k){
alpha[j] ←− 1/k}
}
Tabla 2.1: Co´digo WinBUGS del modelo
Figura 2.1: Trazas de las series para los logaritmos de los riesgos en cada clase.
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Figura 2.2: Trazas de las series para las probabilidades en cada clase.
el para´metro η que ordene los riesgos. Para ello estableceremos unos puntos de
corte, de manera que cada uno de los riesgos ηj oscilara´ entre un punto de corte
y otro.
No´tese que los riesgos se encuentran entre 0 y +∞, intervalo en el cual resul-
tar´ıa complicado establecer puntos de corte y por ende definir una distribucio´n de
probabilidad para ellos. Nuestra propuesta consiste en trabajar con la siguiente
transformacio´n:
η∗j =
ηj
1 + ηj
, con j = 1, . . . , k,
que transforma el intervalo [0,+∞) en el intervalo [0, 1].
El vector v es el vector de todos los puntos de corte v = (v0, v1, . . . , vk−1, vk),
con v0 = 0 y vk = 1. Teniendo en cuenta que las componentes del vector v
representan los puntos de corte entre cada dos valores consecutivos de los riesgos
transformados, tenemos una ordenacio´n creciente en los componentes del vector
η∗ y de esta manera conseguiremos identificabilidad de las clases. Una vez fijados
los puntos de corte, proponemos como previa para η∗:
f(η∗|v) =
k∏
j=1
f(η∗j |v) =
k∏
j=1
Un(vj−1, vj).
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Para obtener la previa f(η|v), utilizaremos la siguiente proposicio´n:
Proposicio´n 1. Sea x ∼ U(a, b), con 0 ≤ a < b ≤ 1. Y sea y tal que x = y
1 + y
entonces,
f(y|a, b) = 1
b− a
(
1
1 + y
)2
, si
a
1− a < y <
b
1− b
y 0 de otro modo.
Demostracio´n. Si expresamos a x como:
x =
y
1 + y
, entonces y =
x
1− x = g(x)
y,
dg−1(y)
dy
=
1
(1 + y)2
Entonces,
f(y|a, b) = 1
b− a
1
(1 + y)2
si
a
1− a < y <
b
1− b

De donde se deduce el siguiente corolario.
Corolario 1. Distribucio´n inicial de los riesgos η
f(η|v) =
k∏
j=1
1
(vj − vj−1)
1
(1 + ηj)2
I( vj−1
1−vj−1 ,
vj
1−vj
)(ηj)
Donde I( vj−1
1−vj−1 ,
vj
1−vj
)(ηj) es la funcio´n indicatriz o indicadora, que indica la
pertenencia o no de cada ηj al intervalo
( vj−1
1−vj−1 ,
vj
1−vj
)
, de modo que asignara´ el
valor de 1 a todos los elementos que pertenezcan a dicho intervalo y 0 en caso
contrario.
Para asignarle una previa a v nos basamos en la distancia que existe entre un
punto de corte y el siguiente, es decir dj = vj − vj−1. El vector de distancias d
en te´rminos de la transformacio´n hecha para el ana´lisis de la previa del riesgo de
las clases son no negativas y suman 1, as´ı la distribucio´n previa natural para d
es una Dirichlet.
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d ∼ Dir(d|γ)
con γ = (γ1, . . . , γk) conocido y tal que γj > 0, ∀j. Nuestra primera propuesta es
γ1 = . . . = γk = 1.
Teniendo en cuenta lo anterior, la distribucio´n inicial de v viene dada por:
Proposicio´n 2. Distribucio´n inicial de los puntos de corte v
f(v) ∝
k∏
j=1
(vj − vj−1)γj−1
si v0 ≤ v1 ≤ . . . ≤ vk−1 ≤ vk, con v0 = 0 y vk = 1.
Demostracio´n. Realizando un adecuado cambio de variable de los puntos de corte
en te´rminos de la distancia.
Sea vi =
i∑
j=1
dj , i = 1, . . . , k − 1.
Luego, v = Md, con
M =

1 0 . . . 0
1 1 . . . 0
. . .
1 1 1 1

As´ı,
v = Md = g(d)
El Jacobiano de la transformacio´n es |M−1| = |M |−1 = 1, luego:
f(v) = fd(g
−1(v))|M | = fd(M−1v)
siendo fd la funcio´n de densidad sobre d. As´ı:
f(v) ∝
k∏
j=1
(vj − vj−1)γj−1
si v0 ≤ v1 ≤ . . . ≤ vk−1 ≤ vk, con v0 = 0 y vk = 1. 
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Como previa para el para´metro p proponemos una distribucio´n Dirichlet, que
es la previa esta´ndar para vectores no negativos que suman 1, adema´s, por ser la
familia conjugada de la Multinomial:
p ∼ Dir(p|α),
con α = (α1, . . . , αk) conocido y tal que αj > 0,∀j. Entonces,
f(p) ∝
k∏
j=1
p
αj−1
j .
Nuestra primera propuesta para este hiperpara´metro fue α1 = . . . = αk =
1
k ,
que coincide con la previa de referencia (Bernardo and Smith, 1994). Pero debido
a los resultados emp´ıricos obtenidos durante pruebas en el estudio de simulacio´n,
decidimos trabajar con α1 = . . . = αk = 2.
Consideramos que η y p son independientes a priori por lo que la distribucio´n
a posteriori conjunta viene dada por:
f(z, η, p, v, k|y, e) ∝ f(y, z|k, η, p, v, e)f(p, η, v)
∝ f(y|k, z, η, e)f(z|p)f(p)f(η|v)f(v)
∝
[ m∏
i=1
f(yi|zi, η, ei)
][ m∏
i=1
f(zi|p)
]
f(p)f(η|v)f(v)
∝
[ m∏
i=1
(z′iη)
yi exp{−eiz′iη}
][ m∏
i=1
z′ip
]
k∏
j=1
p
αj−1
j
k∏
j=1
1
(vj − vj−1)
1
(1 + ηj)2
I( vj−1
1−vj−1 ,
vj
1−vj
)(ηj)
k∏
j=1
(vj − vj−1)γj−1I(vj−1,vj+1)(vj)
Resulta complejo realizar un estudio anal´ıtico de dicha distribucio´n poste-
rior por lo que emplearemos el me´todo de Gibbs sampler (Casella, 1992) para
muestrear de la distribucio´n conjunta. Para ello necesitamos conocer la distribu-
cio´n condicional completa para cada para´metro. Las distribuciones condicionales
completas son las distribuciones de cada para´metro condicionando a la informa-
cio´n conocida y todos los otros para´metros. Al tratarse de un modelo latente, las
variables latentes (no observables) las trataremos como si fueran para´metros.
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Tambie´n debemos tener en cuenta que si marginalizamos respecto a z y v se
obtiene la distribucio´n final deseada para el modelo de mixtura:
f(η, p|y, e, k)
Adema´s usando el Gibbs sampler es inmediato obtener una muestra de la
distribucio´n final del modelo de mixtura presentado en las ecuaciones (2.2) y
(2.3) y, en consecuencia del modelo de mixturas presentado en la expresio´n (2.1).
2.1.2. Distribuciones condicionales completas
La distribucio´n condicional completa del vector de variables latentes de asig-
nacio´n zi dado los datos y los dema´s para´metros se describe a continuacio´n.
Proposicio´n 3. La distribucio´n condicional completa de zi es
f(zi = El|k, η, p, yi, ei) = Cηyil exp{−eiηl}pl, ∀l = 1, . . . , k,
siendo El la columna l-e´sima de la matriz identidad k-dimensional y donde:
C =
1
k∑
l=1
(ηyil exp{−eiηl}pl)
.
Demostracio´n. El vector aleatorio zi so´lo puede tomar k valores posibles, zi ∈
{E1, . . . , Ek}. Las probabilidades de cada uno de esos valores por el teorema de
Bayes, son:
f(zi = El|k, η, p, yi, ei) ∝ f(yi|zi = El, p, η, ei)f(zi = El|p)
∝ ηyil exp{−eiηl}pl
con l = 1, . . . , k. Como se trata de una distribucio´n discreta sobre zi, con so´lo k
valores posibles (E1, . . . , Ek), su constante de proporcionalidad debe ser tal que
las k probabilidades sumen 1, de donde se obtiene el valor de C.

A continuacio´n se muestra la condicional completa sobre p, cuya demostracio´n
se omite por ser muy simple: la familia Dirichlet es la conjugada de la familia
multinomial.
Proposicio´n 4. La distribucio´n condicional completa sobre p es como sigue:
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f(p|k, z, y, e, η, v, α) ∝
k∏
j=1
p
(
∑m
i=1 zij)+αj−1
j ,
lo que significa que sigue una distribucio´n Dirichlet (p|α+∑mi=1 zi).
Ahora revisaremos la condicional completa para los riesgos de cada clase ηj .
Para este ana´lisis debemos tener en cuenta que en nuestro modelo existira´n tantos
riesgos como clases.
Proposicio´n 5. La distribucio´n condicional completa del riesgo en la clase j es
como sigue:
f(ηj |k, z, v, y, e) ∝ Ga[ηj |y(j) + 1, e(j)]
1
(1 + ηj)2
si
vj−1
1−vj−1 ≤ ηj ≤
vj
1−vj y 0 en caso contrario. Siendo y(j) =
m∑
i=1
yiz
′
iEj y
e(j) =
m∑
i=1
eiz
′
iEj .
Demostracio´n.
f(ηj |k, z, v, y, e, η−j) ∝
∏
i:zi==Ej
f(yi|ηj , ei, z, v)f(ηj |v)
∝ (ηj)y(j) exp{−e(j)ηj}
1
(1 + ηj)2
I( vj−1
1−vj−1 ,
vj
1−vj
)(ηj)
∝ Ga[ηj |y(j) + 1, e(j)]
1
(1 + ηj)2
si
vj−1
1−vj−1 ≤ ηj ≤
vj
1−vj y 0 en otro caso. Siendo y(j) la suma de los datos de las
a´reas que pertenecen a la clase j y similarmente e(j).

En la proposicio´n anterior se supone que la clase j no esta´ vac´ıa; es decir,
algu´n a´rea pertenece a esa clase, con lo que la distribucio´n Gamma que aparece
en la proposicio´n es propia. En otro caso, la distribucio´n final coincidir´ıa con la
inicial.
Ahora trabajamos en la estructura de la distribucio´n condicional completa de
los puntos de corte v = (v0, v1, . . . , vk−1, vk) con v0 = 0 y vk = 1.
Proposicio´n 6. La distribucio´n condicional completa sobre cada punto de corte
vj, con j = 1, . . . , k − 1, es como sigue:
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f(vj |k, η, p, z, v−j , y, e) ∝ (vj − vj−1)γj−2(vj+1 − vj)γj+1−2
si
ηj
1+ηj
< vj <
ηj+1
1+ηj+1
.
Demostracio´n.
f(vj |k, η, p, z, v−j , y, e) ∝ 1
vj − vj−1 I
(
vj−1
1−vj−1 ,
vj
1−vj
)(ηj)
1
vj+1 − vj I
(
vj
1−vj ,
vj+1
1−vj+1
)(ηj+1)
(vj − vj−1)γj−1(vj+1 − vj)γj+1−1I(vj−1,vj+1)(vj)
∝ (vj − vj−1)γj−2(vj+1 − vj)γj+1−2I( ηj
1+ηj
,
ηj+1
1+ηj+1
)(vj)
No´tese que vj−1 <
ηj
1+ηj
y vj+1 >
ηj+1
1+ηj+1
por lo que las restricciones vj−1 ≤
vj ≤ vj+1 ya esta´n incluidas en la funcio´n indicatriz anterior. 
La distribucio´n obtenida en la proposicio´n anterior es una transformacio´n
lineal de una Beta truncada. La distribucio´n de Y = (vj − vj−1)/(vj+1− vj−1) es
una Beta de para´metros γj−1 y γj+1−1 pero truncada puesto que vj−1 < ηj1+ηj y
vj+1 >
ηj+1
1+ηj+1
. Al ser truncada, esta distribucio´n es propia aunque los para´metros
de la Beta sean negativos.
2.1.3. Muestreo de las distribuciones condicionales completas
El muestreo de las distribuciones condicionales completas de p y z es inme-
diato, pues conocemos la forma anal´ıtica de sus distribuciones. Sin embargo, es
necesario tener en cuenta que para muestrear de la distribucio´n condicional com-
pleta de los riesgos de las clases y de los puntos de corte, no existe una rutina
de generacio´n de variables aleatorias en forma automa´tica. Au´n as´ı, podemos
simular de ella estudiando diferentes casos.
Para muestrear de la distribucio´n condicional completa de cada riesgo ηj
hay que distinguir dos situaciones. Si e(j) = 0, es decir la clase j esta´ vac´ıa,
la distribucio´n final coincide con la inicial. De esa distribucio´n inicial se puede
muestrear utilizando la transformada inversa de la funcio´n de distribucio´n. La
siguiente proposicio´n muestra dicha transformada.
Proposicio´n 7. Sea x una variable aleatoria con densidad f(x|a, b) ∝ (1 + x)−2
si a ≤ x ≤ b. La transformada inversa de su funcio´n de distribucio´n es:
F−1(y|a, b) =
(
1
1 + a
−
(
1
1 + a
− 1
1 + b
)
y
)−1
− 1.
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Demostracio´n. Sea
f(x) ∝ 1
(1 + x)2
si a ≤ x ≤ b;
pero como
∫ b
a
1
(1 + x)2
dx = −(1 + x)−1∣∣b
a
=
1
1 + a
− 1
1 + b
,
entonces
f(x) =
(
1
1 + a
− 1
1 + b
)−1
(1 + x)−2,
si a ≤ x ≤ b.
Adema´s:
F (x) =
∫ x
a
f(t)dt =
(
1
1 + a
− 1
1 + b
)−1( 1
1 + a
− 1
1 + x
)
si a ≤ x ≤ b.
Si ahora hacemos y = F (x) y despejamos x se obtiene el resultado de la
proposicio´n.

La situacio´n habitual, sin embargo, es que e(j) > 0. En ese caso la condicional
completa sobre η viene dada por la Proposicio´n 5:
f(ηj |k, z, y, e, v, p) ∝ Ga
[
(ηj |y(j) + 1 , e(j))
] 1
(1 + ηj)2
si
vj−1
1−vj−1 ≤ ηj ≤
vj
1−vj y 0 en otro caso.
Adema´s y(j) =
m∑
i=1
yi(zi == Ej) y e(j) =
n∑
i=1
ei(zi == Ej). El te´rmino (zi ==
Ej) actu´a como un operador lo´gico, donde el sumando so´lo aparecera´ cuando
el a´rea i vaya a la clase j adecuada. Con Ej la columna j-e´sima de la matriz
identidad k-dimensional.
Para muestrear de esta condicional completa haremos uso del me´todo de acep-
tacio´n y rechazo (von Neumann, 1951; Robert and Casella, 2004). En general el
me´todo de aceptacio´n-rechazo se describe as´ı: Deseamos simular de una variable
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aleatoria X cuya densidad es f(x); no sabemos simular directamente de esa dis-
tribucio´n pero s´ı de otra distribucio´n con funcio´n de densidad g(x) que verifica
que:
1. Si f(x) 6= 0 entonces g(x) 6= 0,
2. Existe una constante conocida c tal que f(x) ≤ cg(x) para todo x tal que
f(x) > 0.
Entonces podemos simular x de g(x) y u de una Uniforme en (0, 1). Acepta-
remos x si y so´lo si u <
f(x)
cg(x)
. Repetiremos el proceso hasta que aceptemos el
nu´mero de valores x requerido.
Como la condicional completa de cada ηj es de la forma
f(x) ∝ Ga(x|a, b) 1
(1 + x)2
si A ≤ x ≤ B,
utilizaremos como funcio´n g(x) la Gamma truncada si el valor de B es pequen˜o,
tomando como constante c = (1 + A)−2. Pero si B es grande, el porcentaje de
aceptacio´n con ese me´todo es muy bajo: el me´todo no es eficiente. En ese caso, y
si el valor de a es mayor a 2, no´tese que:
f(x) ∝ xa−1 exp{−bx}(1 + x)−2
∝ x(a−2)−1 exp{−bx}x2(1 + x)−2
∝ Ga(x|a− 2, b) x
2
(1 + x)2
si A ≤ x ≤ B por lo que podemos utilizar como g(x) esa nueva Gamma truncada
y como constante c = B2/(1 +B)−2, obteniendo as´ı un porcentaje de aceptacio´n
razonable.
Por u´ltimo, hemos de simular de la distribucio´n condicionada completa de
cada punto de corte, que esta´ detallada en la Proposicio´n 6. Para ello simula-
remos de la Beta truncada Be(γ−1j , γ
−1
j+1), comentada tras la demostracio´n de la
Proposicio´n 6 y desharemos la transformacio´n lineal. Esto, sin embargo, so´lo es
automa´tico para las Betas propias; esto es, si γ−1j > 0 y γ
−1
j+1 > 0. Sin embargo,
en nuestros resultados nume´ricos queremos utilizar γj = γj+1 = 1. En ese caso
podemos recurrir al siguiente resultado:
Proposicio´n 8. Sea X una variable aleatoria con funcio´n de densidad
f(x) ∝ 1
(x− a)(b− x) si a < A ≤ x ≤ B < b.
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Entonces, su transformada inversa de la funcio´n de distribucio´n es:
F−1(y) =
a+ bk(y)
1 + k(y)
siendo k(y) =
A− a
b−A
[
(B − a)(b−A)
(b−B)(A− a)
]y
Demostracio´n.
C−1 =
∫ B
A
1
(x− a)(b− x)dx =
∫ B
A
1
b− a
[
1
x− a +
1
b− x
]
dx
=
1
b− a(log(x− a)− log(b− x))
∣∣∣∣B
A
=
1
b− a
(
log
B − a
b−B − log
A− a
b−A
)
,
y
F (x) =
∫ x
A
C
1
(x− a)(b− x) = C
1
b− a
(
log
x− a
b− x − log
A− a
b−A
)
,
con lo que
F (x) = y ⇒ logx− a
b− x = (b− a)C
−1y + log
A− a
b−A = log(k(y)).
Despejando x
(x− a) = (b− x)k(y)⇒ x = a+ bk(y)
1 + k(y)
;
luego
F−1(y) =
a+ bk(y)
1 + k(y)
.
Por lo que:
k(y) = exp
{
y
(
log
B − a
b−B − log
A− a
b−A
)
+ log
A− a
b−A
}
=
(
(B − a)(b−A)
(b−B)(A− a)
)yA− a
b−A

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2.2. Situacio´n general: nu´mero desconocido de clases
Para trabajar el caso donde el nu´mero de clases o componentes k es descono-
cido, vamos a suponer un nu´mero ma´ximo de clases K conocido.
Para k asignamos una previa discreta sobre los enteros:
f(k) = qk,
si k = 1, . . . ,K.
La distribucio´n final sobre k proponemos obtenerla a partir de la verosimilitud
marginal de k conociendo las distribuciones iniciales de los riesgos η y de las
probabilidades p; es necesario que dichas iniciales sean propias para garantizar
la existencia de la integral. As´ı, partiendo del supuesto de que k es conocido, la
verosimilitud de los datos viene dada por:
f(y|k, η, p, e) ∝
m∏
i=1
K∑
j=1
ηyij exp{−eiηj}pj , (2.4)
y, si la distribucio´n inicial de los para´metros de la mixtura es f(η, p|k), podemos
definir la verosimilitud marginal de la siguiente forma.
Definicio´n 1. La verosimilitud marginal de los datos dado k es:
f(y|k, e) =
∫
Θ
f(y|k, η, p, e)f(η, p|k)dθ, (2.5)
siendo θ = (η′, p′)′.
El ca´lculo de la verosimilitud marginal puede aproximarse utilizando integra-
cio´n Monte-Carlo, a partir de una muestra aleatoria (η(i), p(i)) obtenida de la
distribucio´n inicial de los para´metros:
fˆ(y|k, e) = 1
N
N∑
i=1
f(y|k, η(i), p(i), e). (2.6)
Pero este me´todo de integracio´n puede ser muy poco eficiente si las distribu-
ciones iniciales son poco informativas.
Alternativamente, pueden buscarse me´todos Monte-Carlo ma´s eficientes; esto
es, me´todos que reduzcan el error de la aproximacio´n Monte-Carlo utilizando el
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mismo nu´mero de puntos N . El error Monte-Carlo puede estimarse fa´cilmente sin
an˜adir complicacio´n computacional; as´ı, si sf es la desviacio´n t´ıpica muestral de
los N sumandos en la ecuacio´n (2.6), el error esta´ndar de la estimacio´n Monte-
Carlo es:
SE(fˆ(y|k, e)) = sf√
N
.
Las proposiciones siguientes muestran alternativas a la ecuacio´n (2.6) ma´s
eficientes.
Proposicio´n 9. La verosimilitud marginal cuando k = 1 puede expresarse como:
f(y|k = 1, e) = Γ(1 +
m∑
i=1
yi)(
m∑
i=1
ei)
−(1+∑mi=1 yi)E((1 + η)−2),
donde la esperanza se calcula con respecto a η ∼ Ga(η|1 +∑mi=1 yi,∑mi=1 ei).
Demostracio´n. Utilizando la expresio´n (2.4) y la inicial f(η) comentada en el
apartado 2.1.1, la integral en la ecuacio´n (2.5) es:
f(y|k = 1, e) =
∫ ∞
0
η
∑m
i=1 yi exp{−η
m∑
i=1
ei} 1
(1 + η)2
dη.
No´tese que si k = 1 el para´metro p carece de sentido por lo que el u´nico
para´metro del modelo es η.
En la integral anterior, los dos primeros factores son el nu´cleo de una densidad
Gamma. Completando esa densidad:
f(y|k = 1, e) = Γ(1 + m∑
i=1
yi
)( m∑
i=1
ei
)−(1+∑mi=1 yi)
∫ ∞
0
1
(1 + η)2
Ga(η|1 +
m∑
i=1
yi,
m∑
i=1
ei)dη.

La proposicio´n anterior permite aproximar por Monte-Carlo la verosimilitud
marginal para k = 1 mediante:
fˆ(y|k = 1, e) = Γ(1 +
m∑
i=1
yi)(
m∑
i=1
ei)
−(1+∑mi=1 yi) 1
N
N∑
i=1
1
(1 + η(i))2
,
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a partir de una muestra aleatoria {η(i), i = 1, . . . , N} de una distribucio´n Ga(η|1+∑m
i=1 yi,
∑m
i=1 ei). Esa distribucio´n Gamma, utilizada como funcio´n importante
en la integracio´n Monte-Carlo de la ecuacio´n (2.5) es una mejor aproximacio´n
a la funcio´n que se desea integrar que la distribucio´n inicial, por ello el error
Monte-Carlo debe ser menor.
En el caso general, k > 1, proponemos utilizar como distribucio´n importante
una aproximacio´n a f(η, p|k, y, e) en la que tambie´n vamos a tener en cuenta el
hiperpara´metro d asociado a la distribucio´n inicial de η. Esa funcio´n importante,
g(η, p, d|k, y, e), la detallamos a continuacio´n para el caso k = 2. Su generalizacio´n
a k > 2 es automa´tica. Con ella pretendemos construir una aproximacio´n naive
a la distribucio´n a posteriori.
Como densidad marginal del hiperpara´metro d vamos a utilizar la inicial pro-
puesta en el apartado 2.1.1:
g(d|k = 2, e) = Dir(d|γ1, γ2) = Be(d|γ1, γ2).
Pero las distribuciones de η y p vamos a hacerlas depender de d de la siguiente
manera:
g(η, p, d|k, y, e) = g(η|d, k, y, e)g(p|d, k, y, e),
suponiendo independencia de los para´metros η y p dado el hiperpara´metro d.
Una vez observado d, cada a´rea pequen˜a se asigna a la primera clase si y so´lo
si el estimador (tasa de mortalidad estandarizada) de su riesgo, η̂i = yi/ei, es
menor que d/(1 − d); esto es, si y so´lo si yi/(yi + ei) < d. Sea n1 el nu´mero de
a´reas pequen˜as que cumplen esa restriccio´n, {η̂(j), j = 1, . . . , n1} las estimaciones
de los riesgos de esas a´reas, n2 = m− n1 el nu´mero de a´reas pequen˜as asignadas
a la segunda clase y {η̂(j), j = n1 + 1, . . . ,m} las estimaciones de los riesgos de
esas a´reas. Entonces,
g(p|d, k, y, e) = Be(p|α1 + n1, α2 + n2),
siendo α1 y α2 los para´metros de la distribucio´n inicial sobre p.
La distribucio´n g(η1|d) se construye a partir de la distribucio´n emp´ırica de
los {η̂(j), j = 1, . . . , n1}, de manera que coincida con dicha distribucio´n en cada
punto η(j) y tenga una funcio´n de densidad constante entre cada dos valores
consecutivos de los {η̂(j)}.
Por u´ltimo, la distribucio´n de g(η2|d) se construye de manera similar.
La introduccio´n de esta funcio´n importante g(η, p, d|k, y, e) permite demostrar
la siguiente proposicio´n.
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Proposicio´n 10. La verosimilitud marginal cuando k > 1 puede expresarse co-
mo:
f(y|k, e) = E
(
f(y|k, η, p, e)(f(p, η|k, d)
g(η, p|d, k, y, e)
)
,
tomando esperanzas segu´n la distribucio´n g(η, p, d|k, y, e).
Demostracio´n.
f(y|k, e) =
∫
Θ
f(y|k, η, p, e)f(η, p|k)dθ
=
∫
Θ
f(y|k, η, p, e)f(p|k)
∫
D
f(η|k, d)f(d|k)dddθ
=
∫
Θ∗
f(y|k, η, p, e)f(p|k)f(η|k, d)g(η, p, d|k, y, e)
g(η, p|d, k, y, e)dθ
∗
siendo θ∗ = (η′, p′, d′)′ y las funciones g(·) definidas ma´s arriba. No´tese que f(d|k)
coincide con g(d|k).
Luego:
f(y|k, e) = E
(
f(y|k, η, p, e)f(p, η|k, d)
g(η, p|d, k, y, e)
)
,
donde la esperanza es con respecto a la distribucio´n importante g(η, p, d|k, y, e).

As´ı pues, proponemos resolver la integral en la ecuacio´n (2.5) por Monte-
Carlo utilizando como distribucio´n importante g(η, p, d|k, y, e), de la que es fa´cil
simular y calcular la densidad en los puntos simulados.
Una vez obtenidos los valores fˆ(y|k, e) para k = 1, . . . ,K, la distribucio´n final
de k puede aproximarse mediante:
f(k|y, e) ∝ fˆ(y|k, e)f(k), (2.7)
con k = 1, . . . ,K. En todos los casos utilizaremos el error Monte-Carlo para
calcular el taman˜o muestral N de cada integracio´n de manera que dicho error no
influya decisivamente en el ca´lculo de la distribucio´n final de k.
Por u´ltimo, la distribucio´n final completa deseada es:
f(η, p, k|y, e, ) = f(η, p|y, e, k)f(k|y, e).
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Obse´rvese que con el primer factor de la expresio´n anterior obtenemos la
distribucio´n final cuando k es conocido. Con la expresio´n completa obtenemos la
distribucio´n final cuando k es desconocido.
Dentro de esta situacio´n general en la que k es desconocido, uno de los casos
a considerar es k = 1, caso no estudiado en el apartado 2.1 pero necesario cuando
k es desconocido. Bajo este escenario existe una u´nica clase, trabajamos con
un u´nico riesgo latente η. El vector de variables de asignacio´n zi y el vector de
probabilidades p no hacen parte de este caso porque existe una u´nica componente.
Entonces, la distribucio´n condicional completa del riesgo η dado los datos y y e
(la cual se deduce de la Proposicio´n 5) es:
f(η|k, y, e) ∝ f(y|k, η, e)f(η)
∝
[ m∏
i=1
exp{−eiη}(eiη)
yi
yi!
]
1
(1 + η)2
,
siendo 0 < η < +∞.
No´tese que aunque nos enfrentamos a un habitual modelo de Poisson, la inicial
asumida para η es
1
(1 + η)2
, de tal manera que dicha expresio´n sea compatible
con la previa asumida para cuando k > 1.
2.3. Conclusiones sobre cada a´rea pequen˜a
Teniendo en cuenta toda la informacio´n que podemos obtener del ana´lisis
realizado, nuestro principal intere´s recae sobre el estudio de los riesgos de cada
una de las a´reas pequen˜as y la probabilidad que tiene cada una de dichas a´reas
de pertenecer a una de las clases que hacen parte del modelo.
Supuestos conocidos todos los para´metros del modelo y una vez observados
los datos, la probabilidad de que el a´rea pequen˜a ai pertenezca a la clase cj es:
P (ai ∈ cj |k, η, p, y, e) = P (zij = 1|k, η, p, y, e), (2.8)
y esas probabilidades esta´n dadas en la Proposicio´n 3 y se calculan en cada paso
del algoritmo de Gibbs.
As´ı pues, supuestos conocidos todos los para´metros, el riesgo asociado a cada
a´rea pequen˜a, tomando esperanzas respecto a la distribucio´n de z es:
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E(θi|k, η, p, y, e) =
k∑
j=1
ηjP (ai ∈ cj |k, η, p, y, e), i = 1, . . . ,m, (2.9)
donde θi es el riesgo relativo de cada una de las a´reas pequen˜as y su estimador
bayesiano sera´ la esperanza, respecto de la distribucio´n posterior, de la expresio´n
anterior. La estimacio´n de esos riesgos, su esperanza con respecto a la distribucio´n
final dado k, puede aproximarse utilizando las cadenas de Markov generadas
mediante Gibbs Sampling,
Eˆ(θi|k, y, e) = 1
N
N∑
n=1
θ
(n)
i , (2.10)
siendo θ
(n)
i el valor obtenido al sustituir en la ecuacio´n (2.9) los resultados de la
n-e´sima iteracio´n de Gibbs.
Finalmente, utilizando la distribucio´n posterior sobre el nu´mero de clases:
Eˆ(θi|y, e) =
K∑
k=1
Eˆ(θi|k, y, e)f(k|y, e). (2.11)
La expresio´n anterior es nuestra propuesta como estimacio´n puntual del riesgo
de cada a´rea pequen˜a.
Adema´s, si suponemos conocido k, o utilizamos una estimacio´n puntual de
dicho para´metro desconocido, podemos estimar la probabilidad de pertenencia
de cada a´rea pequen˜a a cada una de las clases de la siguiente forma:
Sea p
(n)
ij el valor obtenido al sustituir en la expresio´n 2.8 los valores de los
para´metros obtenidos en la n-e´sima etapa del algoritmo de Gibbs, entonces:
Pˆ (ai ∈ cj |k, y, e) = 1
N
N∑
n=1
p
(n)
ij . (2.12)
2.4. Un ejemplo nume´rico
En este cap´ıtulo hemos estudiado co´mo analizar el modelo de mixturas de
Poisson propuesto, utilizando el algoritmo de Gibbs para el ca´lculo de la distri-
bucio´n posterior dado k y utilizando verosimilitudes marginales para el ca´lculo de
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la distribucio´n posterior marginal de k. Seguidamente en esta seccio´n presentamos
un ejemplo que hace parte del estudio de simulacio´n que hemos realizado y cuyos
detalles aparecen en el Cap´ıtulo 3. El objetivo de este ejemplo es doble: Por una
parte mostrar co´mo analizar un banco de datos. Por otra mostrar la bondad del
modelo, pero eso no es posible con un so´lo ejemplo, eso lo haremos en el siguiente
cap´ıtulo. Estudiamos la capacidad de recuperacio´n del modelo y el impacto que
se tiene dentro del mismo cuando componentes latentes no observables existen
en el proceso.
En este apartado vamos a trabajar con datos simulados, generados para los
m = 87 barrios de la ciudad de Valencia (Espan˜a). El mapa de la Figura 2.3
muestra los riesgos relativos estimados bajo el modelo de conglomerados que
proponemos en este cap´ıtulo. Los para´metros de la simulacio´n se detallan en la
Tabla 2.2. Se simularon datos del nu´mero de muertes por cierta enfermedad junto
con las tasas de mortalidad esperadas las cuales fueron calculadas teniendo en
cuenta el total de la poblacio´n en cada barrio.
Figura 2.3: Riesgos relativos estimados bajo el modelo de conglomerados para los
87 barrios de la ciudad de Valencia, Espan˜a.
El escenario estudiado es el siguiente:
Adema´s de la informacio´n en la Tabla 2.2, los valores esperados e son calcu-
lados teniendo en cuenta el total de habitantes en cada uno de los 87 barrios que
conforman la ciudad. En la Tabla 2.3 se encuentra un resumen nume´rico de los
valores observados yi que fueron simulados y que conforman el banco de datos
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Tabla 2.2: Para´metros de la simulacio´n con k = 2
η1 η2 p1 p2 Incidencia
0.5 2.5 0.2 0.8 30/104 hab
que se analiza en este ejemplo.
Tabla 2.3: Resumen de los valores yi generados en la simulacio´n
Mı´n Q1 Mediana Media Q3 Ma´x
0.00 15.00 35.00 53.55 72.50 192.00
A continuacio´n mostramos el ana´lisis realizado para un banco de datos que
hace parte del escenario en estudio, de tal manera que revisemos la recuperacio´n
del modelo verdadero cuando k es conocido. Iniciamos estudiando la convergencia
de las cadenas de Markov en la Figuras 2.4 y 2.5, y observamos que las series
trazadas de los dos riesgos subyacentes convergen, sin necesidad de tener en cuenta
un per´ıodo de burn-in.
Figura 2.4: Traza del riesgo latente 1 para el banco de datos.
Seguidamente realizamos un ana´lisis de la convergencia de las series relacio-
nadas con cada uno de los riesgos medios estimados para cada una de las 87
a´reas pequen˜as. Hemos utilizado el diagno´stico de Geweke (1991). Los valores del
diagno´stico para los riesgos medios de cada una de las 87 a´reas indican que las
series convergen. Por ejemplo, para el a´rea 73 presentamos el valor del diagno´stico
-1.24 y la Figura 2.6, ambos indican convergencia, mencionamos esta a´rea porque
mostro´ el mayor valor del rango asociado a los valores del riesgo estimado de cada
a´rea pequen˜a y deb´ıamos tener cuidado con el estudio de la convergencia.
Suponinendo k conocido, estudiamos a continuacio´n en la Tabla 2.4 el resu-
men de los valores obtenidos para la estimacio´n de los riesgos latentes y de las
probabilidades, adema´s de los respectivos intervalos de probabilidad al 95 %. Para
las estimaciones puntuales de los para´metros del modelo hemos utilizado la me-
diana y el rango intercuart´ılico. Los resultados muestran que el modelo recupera
bastante bien la estructura real que se ha fijado en el escenario estudiado.
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Figura 2.5: Traza del riesgo latente 2 para el banco de datos.
Figura 2.6: Gra´fica del diagno´stico de Geweke para el a´rea 73.
Tabla 2.4: Resumen nume´rico e intervalo de probabilidad al 95 % de los para´me-
tros.
Mı´n Q1 Mediana Media Q3 Ma´x I.P 95 %
η̂1 0.38 0.44 0.46 0.46 0.48 0.57 (0.41,0.51)
η̂2 2.38 2.49 2.51 2.51 2.54 2.66 (2.44,2.59)
p̂1 0.08 0.17 0.20 0.20 0.23 0.38 (0.12,0.30)
p̂2 0.62 0.77 0.80 0.80 0.83 0.92 (0.70,0.88)
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Las probabilidades de clasificacio´n de cada a´rea pequen˜a, calculadas mediante
la expresio´n (2.12), las hemos evaluado utilizando la curva ROC Figura 2.7. A
trave´s de esta gra´fica podemos conocer el rendimiento global de las probabilidades
de pertenencia de cada una de las a´reas pequen˜as a cada clase y compararla con
los verdaderos valores de asignacio´n fijados en el escenario para este conjunto de
datos. El a´rea bajo la curva indica que existe una alta probabilidad de que nuestro
modelo este´ asignando correctamente las a´reas pequen˜as a las distintas clases bajo
este escenario. Sin embargo, esta situacio´n que parece ideal no ocurre siempre,
en la Figura 2.8 se muestra el resultado obtenido con unos datos simulados a
partir de dos riesgos cercanos η1 = 0.8 y η2 = 1.2. En ella se comprueba que la
clasificacio´n ya no es perfecta.
Figura 2.7: Curva ROC para las probabilidades de pertenencia a cada una de las
clases.
Por otro lado, ¿que´ pasar´ıa si suponemos un k diferente al k real? Por ejemplo,
¿que´ valores son estimados tanto para los riesgos como para las probabilidades
cuando suponemos k = 3? En la Tabla 2.5 se encuentran la mediana y el rango
intercuart´ılico de este escenario bajo el k supuesto. Bajo esta situacio´n resulta
interesante revisar los valores estimados de los riesgos y su respectiva variacio´n,
la estimacio´n para el riesgo latente nu´mero tres en este escenario tiene un rango
intercuart´ılico de 169.69, lo que indica un amplio rango de variacio´n para dicho
para´metro; sin embargo al estudiar las simulaciones realizadas en el Gibbs en-
contramos que valores at´ıpicos de la estimacio´n del riesgo se corresponden con
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Figura 2.8: Curva ROC para las probabilidades de pertenencia a cada una de las
clases con η = (0.8, 1.2).
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probabilidades que tienden a cero, detalles alusivos a este feno´meno se muestran
en el Cap´ıtulo 3.
Tabla 2.5: Estimaciones de los para´metros con k real= 2 y k supuesto = 3
η̂1 η̂2 η̂3 p̂1 p̂2 p̂3
0.34(0.26) 1.08(1.78) 5.84(169.69) 0.11(0.14) 0.20(0.62) 0.69(0.78)
Hasta aqu´ı el ana´lisis suponiendo k conocido. ¿Que´ sucede cuando nos enfre-
tamos a la situacio´n general donde k es desconocido? Abordaremos este ana´lisis
estudiando las probabilidades finales de k y luego con las estimaciones del riesgo
en cada a´rea pequen˜a cuando k es conocido, haremos uso de la mixtura para final-
mente obtener las estimaciones de los riesgos en cada una de las a´reas pequen˜as
que es nuestro objetivo principal.
En la Tabla 2.6 encontramos las probabilidades finales de k para el conjunto
de datos estudiado en este escenario. Obse´rvese que el valor aqu´ı mayor se co-
rresponde con el k real correspondiente, que en este caso es igual a 2. Con dichas
probabilidades y teniendo en cuenta la estimacio´n del riesgo cuando k es cono-
cido, es posible estimar el riesgo en cada una de las a´reas pequen˜as teniendo en
cuenta la mixtura, utilizando la expresio´n (2.11).
Tabla 2.6: Probabilidades finales de k
k 1 2 3 4 5 6 7
0.00 0.97 0.03 0.00 0.00 0.00 0.00
La Tabla 2.7 muestra el resumen de los valores correspondientes a la esti-
macio´n del riesgo en cada a´rea en el conjunto de datos que estamos estudiando.
Notamos estabilidad en los valores estimados de los riesgos en cada a´rea pequen˜a,
adema´s una buena recuperacio´n de la estructura real del modelo.
Tabla 2.7: Resumen de los riesgos relativos estimados de cada a´rea pequen˜a
Mı´n Q1 Mediana Media Q3 Ma´x
0.46 2.51 2.51 2.10 2.51 2.51
Volviendo a la situacio´n en la que suponemos un k diferente al k real, podemos
observar en la Tabla 2.8 las pequen˜as variaciones en el resumen de riesgos esti-
mados en cada a´rea pequen˜a bajo los diferentes k supuestos en comparacio´n al k
real. Cada vez que aumentamos el valor de k va en aumento el rango de variacio´n
de los valores del riesgo medio para cada a´rea pequen˜a. En este escenario y con
un valor de k real 2, resulta no ser tan grave suponer un valor de k incorrecto.
La Tabla 2.9 muestra el resumen de los riesgos estimados para las a´reas pe-
quen˜as cuando conocemos el k y cuando es desconocido. No´tese que a trave´s del
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Tabla 2.8: Resumen de los riesgos relativos estimados de cada a´rea pequen˜a con
diferentes k
Mı´n Q1 Mediana Media Q3 Ma´x
kreal=2 0.46 2.51 2.51 2.10 2.51 2.51
k = 3 0.46 2.50 2.51 2.10 2.51 2.56
k = 5 0.46 2.50 2.51 2.10 2.51 2.59
k = 7 0.46 2.50 2.50 2.11 2.52 2.65
Tabla 2.9: Resumen de los riesgos relativos de cada a´rea pequen˜a. k conocido vs
k desconocido.
Mı´n Q1 Mediana Media Q3 Ma´x
k conocido 0.46 2.51 2.51 2.10 2.51 2.51
k desconocido 0.46 2.51 2.51 2.10 2.51 2.52
Diferencias 0.02 0.09 0.10 0.09 0.10 0.11
modelo propuesto somos capaces de estimar el riesgo haciendo uso del modelo
de mixtura garantizando una estabilidad en dichas estimaciones. Incluimos en
la u´ltima fila de esta tabla las diferencias obtenidas al comparar los riesgos es-
timados cuando suponemos k conocido frente al riesgo estimado con el modelo
propuesto cuando k es desconocido, evidentemente los valores indican cercan´ıa y
valores estables, siendo capaz el modelo de recuperar la estructura real que se ha
fijado.
Los datos simulados son usados para evaluar la precisio´n del modelo y tienen la
ventaja de que la verdadera superficie de riesgo es conocida. Para evaluar el ajuste
del modelo hemos utilizado la medida RMSE y comparamos el riesgo real que se
fijo´ para el estudio de simulacio´n en cada escenario con el riesgo estimado con el
modelo propuesto, por ejemplo para esta re´plica el valor del RMSE corresponde
a 0.20.
Tabla 2.10: Medidas de la bondad de los resultados
RMSEsmr RMSEmod RMSEconoc
0.57 0.20 0.02
Finalmente las medidas de bondad de los resultados se muestran en la Ta-
bla 2.10, aqu´ı encontramos los valores del RMSE calculado cuando estimamos el
riesgo basado en la tasa de mortalidad estandarizada, tambie´n calculado cuando
se compara el riesgo real con la estimacio´n realizada bajo el modelo propuesto
y finalmente el RMSE comparado con el riesgo que hemos obtenido asumiendo
que conocemos la clase a la cual pertenece cada a´rea. Obse´rvese como decrece
el error cuando implementamos nuestra propuesta y el valor cuando suponemos
conocidas las clases a las cuales pertenecen cada una de las a´reas pequen˜as.
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En el siguiente cap´ıtulo encontraremos otros ejemplos en los cuales hacemos
el ana´lisis para las 100 re´plicas generadas para los 246 escenarios, utilizando
5000 pasos en el algoritmo de Gibbs. Adema´s en los Anexos de este trabajo se
encuentran todos los resultados correspondientes al estudio de las 100 re´plicas
para cada uno de los 246 escenarios, los respectivos ana´lisis y las conclusiones.
En cada uno de los escenarios que se estudiaron revisamos los riesgos estimados a
partir del modelo de mixturas para cada una de las a´reas pequen˜as, es decir para
cada uno de los barrios que conforman la ciudad de Valencia. Tambie´n hacemos
un ana´lisis de las probabilidades finales de k.
.
Cap´ıtulo 3
Resultados nume´ricos
3.1. Estudio de simulacio´n: presentacio´n
En esta seccio´n presentamos un estudio de simulacio´n para explorar el com-
portamiento del modelo desarrollado en el Cap´ıtulo 2. El principal objetivo de
este estudio de simulacio´n es investigar la capacidad de recuperacio´n del modelo
verdadero. Nosotros conducimos este estudio bajo diferentes escenarios, resulta-
do de suponer distintos valores para el nivel de mortalidad, el nu´mero de clases
subyacentes y los riesgos relativos y proporcio´n en la que aparecen cada una
de esas clases. En cada escenario simulamos 100 bancos de datos para tener en
consideracio´n la variabilidad inherente en la simulacio´n. Cada banco de datos lo
analizamos primero suponiendo que el nu´mero de clases subyacentes es conocido,
luego estudiamos el caso general cuando el nu´mero de clases es desconocido.
Todo el estudio fue realizado mediante el software estad´ıstico de libre dispo-
sicio´n R y el co´digo utilizado se muestra en los Anexos.
3.1.1. Generacio´n de los datos y disen˜o del estudio
Los datos simulados son generados para los m = 87 barrios de la ciudad de
Valencia (Espan˜a) y hacen referencia al nu´mero de muertes por cierta enfermedad.
El nu´mero de casos esperados en cada a´rea fue calculado teniendo en cuenta la
poblacio´n de dicha a´rea.
En la definicio´n de los escenarios hemos considerado el nu´mero de clases sub-
yacentes, desde k = 1 hasta un K ma´ximo igual a 7, en concreto hemos supuesto
k = 1, 2, 3, 5 y 7. Adema´s, los tres valores de la tasa de mortalidad que hemos ido
variando: r = 3, 30 y 300 por cada 104 habitantes, (los cuales se asocian a preva-
lencias baja, media y alta respectivamente) y con ellos evaluamos el impacto que
tienen en el rendimiento del modelo. Hemos variado los valores de los riesgos en
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las clases subyacentes (Tabla 3.2) y en ellos, por ejemplo, revisamos escenarios en
los que los riesgos subyacentes esta´n distantes y escenarios en los que los riesgos
subyacentes son cercanos. Para k = 2 un caso de valores de riesgos subyacentes
diferentes es η1 = 0.5 y η2 = 2.5, mientras que un caso de riesgos similares es
η1 = 0.8 , η2 = 1.2. Cabe anotar que en el caso de k = 1 so´lo definimos un riesgo
subyacente η = 1. Con relacio´n a p, la proporcio´n de a´reas en cada una de las
k clases (Tabla 3.3), trabajamos en escenarios donde la proporcio´n de a´reas en
cada clase son iguales y otros escenarios en los cuales dichas proporciones son
diferentes.
Tabla 3.1: Nu´mero de escenarios en el estudio de simulacio´n
k 1 2 3 5 7 Total
nu´m.esc 3 48 60 60 75 246
Tabla 3.2: Riesgos subyacentes supuestos
k = 2 k = 3 k = 5
η1 η2 η1 η2 η3 η1 η2 η3 η4 η5
0.5 3.5 0.5 1.0 3.5 0.2 0.7 1.0 3.0 3.5
0.5 2.5 0.5 1.0 2.0 0.5 0.7 1.0 1.5 3.5
0.5 1.5 0.8 1.0 1.5 0.2 0.7 1.0 1.5 2.5
0.8 1.2 1.0 1.5 3.5 0.5 1.0 2.0 2.5 3.5
0.5 1.0 1.5 2.5 3.5
k = 7
η1 η2 η3 η4 η5 η6 η7
0.2 0.5 0.8 1.0 1.5 2.5 3.5
0.5 0.7 0.9 1.0 1.5 2.0 2.5
0.2 0.4 0.6 1.0 1.3 1.5 2.0
0.1 0.4 0.6 1.0 2.7 3.0 3.5
0.5 1.0 1.5 2.0 2.5 3.0 3.5
Para cada nu´mero de clases, k, hemos combinado los distintos valores de
riesgos en la Tabla 3.2 con las probabilidades de la Tabla 3.3 y los tres niveles de
mortalidad. El nu´mero de escenarios resultante para cada valor de k se muestra
en la Tabla 3.1. En total han sido 246 escenarios.
Con el fin de estudiar la variabilidad muestral de cada escenario, generamos
100 conjuntos de datos para cada uno de los 246 escenarios obtenidos. As´ı pues,
vamos a trabajar con un total de 24600 bancos de datos generados teniendo en
cuenta una semilla aleatoria.
Para generar los datos observados, yi, hemos tenido en cuenta todas las ca-
racter´ısticas del escenario del que quer´ıamos simular los: r, k, η y p. Primero
3.1 Estudio de simulacio´n: presentacio´n 55
Tabla 3.3: Probabilidad de cada una de las clases supuestas
k = 2 k = 3 k = 5
p1 p2 p1 p2 p3 p1 p2 p3 p4 p5
0.5 0.5 1/3 1/3 1/3 0.2 0.2 0.2 0.2 0.2
0.2 0.8 0.2 0.3 0.5 0.1 0.2 0.3 0.3 0.1
0.8 0.2 0.2 0.7 0.1 0.6 0.1 0.1 0.1 0.1
0.1 0.9 0.1 0.1 0.8 0.1 0.1 0.1 0.1 0.6
0.6 0.2 0.2
k = 7
p1 p2 p3 p4 p5 p6 p7
1/7 1/7 1/7 1/7 1/7 1/7 1/7
0.4 0.1 0.1 0.1 0.1 0.1 0.1
0.1 0.1 0.1 0.1 0.1 0.1 0.4
0.3 0.2 0.1 0.1 0.1 0.1 0.1
0.1 0.1 0.1 0.4 0.1 0.1 0.1
asignamos las a´reas pequen˜as a cada una de las clases, simulando de una dis-
tribucio´n discreta con probabilidades dadas por el vector p; as´ı, para cada a´rea
pequen˜a obtenemos su vector de asignacio´n zi, vector de ceros con un u´nico 1
indicando la clase a la que pertenece. De este modo cada a´rea pequen˜a queda en
una u´nica clase y el riesgo que toma es el riesgo subyacente de la clase asignada.
Luego los valores esperados ei son calculados teniendo en cuenta el taman˜o de la
poblacio´n en cada uno de los 87 barrios y variando la incidencia, r, de tal modo
que analizamos cada escenario bajo diferentes volu´menes de informacio´n. Con lo
mencionado anteriormente, los conteos de la enfermedad yi son simulados de un
modelo Poisson con tasa esperada eiz
′
iη, donde z
′
iη es el riesgo correspondiente a
la clase a la que se ha asignado el a´rea pequen˜a i-e´sima.
3.1.2. Ana´lisis estad´ıstico y evaluacio´n de los resultados
Con cada uno de los bancos generados procedemos a la implementacio´n del
modelo, el ana´lisis y evaluacio´n de los resultados obtenidos. Primero estudiamos
las simulaciones realizadas a trave´s del algoritmo de Gibbs. Cinco mil puntos
fueron simulados de la distribucio´n a posteriori mediante el me´todo descrito en
detalle en la seccio´n 2.1.1. De aqu´ı obtuvimos las estimaciones de los riesgos de
cada una de las a´reas pequen˜as cuando suponemos k conocido, expresio´n (2.10),
estudiamos la variabilidad y el error de dichas estimaciones. Luego, nos ubicamos
en la situacio´n general, es decir, cuando k es desconocido. Entonces obtenemos
las probabilidades finales de k estudiadas en el Cap´ıtulo 2 haciendo uso de la
expresio´n (2.7), las cuales nos permiten estimar el riesgo relativo en cada una
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de las a´reas pequen˜as haciendo uso de la mixtura, en esta parte del proceso se
realizaron 100000 simulaciones para la integracio´n Monte-Carlo.
Resulta entonces interesante estudiar el error de dichas estimaciones com-
parando esta medida con los valores de los riesgos reales fijados en el estudio.
La medida de error que hemos utilizado es la ra´ız del error cuadra´tico medio
(RMSE):
RMSE =
√
1
m
∑m
i=1(θi − θ̂i)2,
donde θi y θ̂i son el riesgo verdadero y el estimado de la i-e´sima a´rea pequen˜a,
respectivamente. Para analizar el error hemos utilizado el RMSE calculado pa-
ra distintos me´todos de estimacio´n. Primero obtenemos el RMSEsmr basado en
la tasa de mortalidad estandarizada, la cual hace una estimacio´n del riesgo con
mucha variabilidad. Para un segundo ana´lisis calculamos el RMSEmod, el error
basado en la estimacio´n de los riesgos con nuestra propuesta y hacemos la com-
paracio´n con el riesgo real del modelo. Finalmente suponemos conocida la clase a
la cual pertenecen cada una de las a´reas pequen˜as y basados en esto obtenemos
el error que hemos denotado RMSEconoc. Para el ana´lisis de estos errores hemos
utilizado la media y desviacio´n t´ıpica de los errores obtenidos de los 100 bancos
de datos en cada uno de los escenarios.
En el caso de k desconocido que es el habitual, tambie´n estamos interesados
en estimar el nu´mero desconocido de clases a partir de su distribucio´n a posteriori
marginal. Para ello, hemos realizado un ana´lisis del porcentaje de corresponden-
cia, es decir, hemos calculado el porcentaje de veces que la mayor probabilidad
final de k se corresponde con el k verdadero, fijado en la simulacio´n. De este modo
estudiamos la recuperacio´n de la estructura real del modelo y adema´s analiza-
mos las probabilidades de pertenencia de las a´reas pequen˜as a cada una de las
diferentes clases.
3.2. Estudio de simulacio´n: Ana´lisis de algunos esce-
narios
En esta seccio´n mostramos un resumen de los resultados obtenidos en los
distintos escenarios. Todos los resultados del estudio de simulacio´n se encuentran
en documentos adjuntos que aparecen en el soporte digital que acompan˜a a esta
memoria.
El ana´lisis de convergencia fue realizado para cada uno de los bancos de datos
estudiados. Para ello se trazaron los gra´ficos de las series y se obtuvo el diagno´stico
de Geweke (Geweke, 1991). Las series convergen tanto para los riesgos latentes
estimados, probabilidades y riesgos medios en cada a´rea pequen˜a.
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A continuacio´n se describen los resultados de algunos de los escenarios estu-
diados.
3.2.1. Ana´lisis del escenario 1: k = 1
En este caso so´lo existe una u´nica clase, por ello, nuestro ana´lisis se centra
en las estimaciones de los riesgos obtenidas para cada una de las a´reas pequen˜as.
La Tabla 3.4 muestra los valores obtenidos para las probabilidades finales de k,
el mayor valor aqu´ı se corresponde con k = 1. Y acorde a lo anterior, la Tabla
3.5 muestra que el porcentaje de veces que el mayor valor de la probabilidad se
asocia al k fijado es efectivamente el que corresponde con el k = 1.
Tabla 3.4: Probabilidades finales de k en escenario 1
k 1 2 3 4 5 6 7
media 0.99 0.01 0.00 0.00 0.00 0.00 0.00
desv. t´ıpica 0.02 0.02 0.00 0.00 0.00 0.00 0.00
Tabla 3.5: Porcentaje en el que la mayor probabilidad corresponde a cada k en
escenario 1
k
1 2 3 4 5 6 7
100 % 0 % 0 % 0 % 0 % 0 % 0 %
En la Tabla 3.6 obervamos co´mo var´ıa el error calculado bajo diferentes esti-
maciones del riesgo. Dados los diferentes valores de la incidencia, el error decrece
cada vez que aumenta la informacio´n. En cuanto al cambio de los valores de los
errores dentro de cada uno de los diferentes valores de la incidencia, el cambio
es relevante entre el error obtenido con la estimacio´n de la tasa de mortalidad
estandarizada y el obtenido con nuestra propuesta. Evidentemente el menor va-
lor del error es el que corresponde a la estimacio´n cuando conocemos a que´ clase
pertenece cada una de las a´reas pequen˜as.
Tabla 3.6: Errores de ajuste del modelo bajo diferentes incidencias en escenario
1
Incidencia RMSEsmr RMSEmod RMSEconoc
3/104 hab 1.06(0.64) 0.06(0.04) 0.05(0.04)
30/104 hab 0.40(0.17) 0.02(0.01) 0.02(0.01)
300/104 hab 0.13(0.04) 0.01(0.01) 0.01(0.01)
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3.2.2. Ana´lisis del escenario 2: k = 3 y riesgos lejanos
A manera de ejemplo estudiamos el escenario donde η = (0.5, 1.0, 3.5), p =
(0.2, 0.3, 0.5) y el valor de la prevalencia de la enfermedad es r = 30/104 habitan-
tes. De este escenario hemos analizado los 100 bancos de datos, de tal modo que
tengamos una visio´n general de la simulacio´n. La Tabla 3.7 muestra los valores de
la mediana y el rango intercuart´ılico (con las 100 re´plicas) para las estimaciones
de η y p realizadas bajo el modelo propuesto y suponiendo k conocido. Los re-
sultados obtenidos evidencian que el modelo recupera bastante bien la estructura
real del modelo fijado en la simulacio´n.
Tabla 3.7: Mediana (rango intercuart´ılico) de los valores de η y p estimados en el
escenario 2
k = 3
η̂1 η̂2 η̂3
0.49(0.05) 1.00(0.05) 3.51(0.09)
p̂1 p̂2 p̂3
0.20 (0.07) 0.30 (0.08) 0.50(0.08)
Hasta aqu´ı hemos supuesto k conocido, ahora iniciamos el ana´lisis con la
situacio´n habitual, es decir, cuando k es deconocido.
En la situacio´n en la que k no se conoce analizamos los resultados sobre
nuestro objetivo: ¿cua´ntas clases hay? La Figura 3.1 y la Tabla 3.8 muestran los
valores medios y la desviacio´n correspondiente a las probabilidades finales de k
para los 100 bancos de datos estudiados en este escenario. Aqu´ı la probabilidad
final con mayor media se corresponde con el k verdadero del escenario estudiado.
Existe cierta probabilidad de que las a´reas pequen˜as pertenezcan a las clases 4,
5 y 6.
Tabla 3.8: Probabilidades finales de k en escenario 2
k 1 2 3 4 5 6 7
media 0.00 0.00 0.80 0.16 0.04 0.01 0.00
desv. t´ıpica 0.00 0.00 0.17 0.12 0.06 0.03 0.00
Tabla 3.9: Porcentaje en el que la mayor probabilidad corresponde a cada k en
escenario 2
k 1 2 3 4 5 6 7
0 % 0 % 96 % 3 % 1 % 0 % 0 %
La Tabla 3.9 muestra el porcentaje de veces que la probabilidad mayor se
asocia con cada k. Como podemos observar hay una alta correspondencia del
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Figura 3.1: Probabilidades finales de k en escenario 2
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valor ma´ximo de la probabilidad con el k real en el escenario estudiado. No´tese
como decrece el error cuando implementamos el modelo propuesto.
El objetivo principal del estudio es estimar el riesgo de las a´reas pequen˜as. A
continuacio´n mostramos el error cometido en la estimacio´n del riesgo relativo de
cada una de las a´reas pequen˜as. En concreto, la Tabla 3.10 muestra las medias
y entre pare´ntesis las desviaciones t´ıpicas respectivas, del RMSEsmr (con una
estimacio´n del riesgo basada en la tasa de mortalidad estandarizada), RMSEmod
(con la estimacio´n del riesgo basada en nuestra propuesta) y RMSEconoc (con la
estimacio´n del riesgo basada en el caso en que conocemos a que´ clase pertenece
cada una de las a´reas pequen˜as).
Tabla 3.10: Errores de ajuste del modelo
RMSEsmr RMSEmod RMSEconoc
0.56(0.19) 0.26(0.07) 0.04(0.02)
Es interesante revisar co´mo se comportan estos errores si variamos la tasa de
la enfermedad. Para el ana´lisis que presentamos a continuacio´n mostramos tres
escenarios que se derivan del escenario estudiado, lo u´nico que cambiamos es la
tasa de mortalidad. Medimos el impacto que tiene cada uno de los diferentes va-
lores de la mortalidad en la recuperacio´n del modelo verdadero y hemos calculado
el porcentaje en el que la mayor probabilidad corresponde a cada k con cada uno
de los tres valores propuestos (r = 3/104hab, r = 30/104hab y r = 300/104hab).
En la Tabla 3.11 observamos que a medida que aumenta la incidencia, obtenemos
un nu´mero de e´xitos mayor asociado con el k verdadero.
Tabla 3.11: Porcentaje en el que la mayor probabilidad corresponde a cada k
variando las incidencias.
k
Incidencia 1 2 3 4 5 6 7
3/104 hab 0 % 68 % 25 % 5 % 1 % 1 % 0 %
30/104 hab 0 % 0 % 96 % 3 % 1 % 0 % 0 %
300/104 hab 0 % 0 % 99 % 1 % 0 % 0 % 0 %
Al analizar la Tabla 3.12 encontramos interesantes resultados: al comparar
el RMSEsmr con el RMSEmod se observa como caen los valores del error con el
modelo de conglomerados; nuestro modelo es capaz de estimar en forma suavizada
el riesgo en cada una de las a´reas pequen˜as. Como era de esperar, el RMSEconoc
es menor que el encontrado con nuestro modelo, pues aqu´ı la tarea de buscar
a que´ clase es asignada cada a´rea ya esta´ realizada. No´tese que los valores de
la incidencia logran tener un efecto sobre las estimaciones y por ende sobre los
errores calculados. Obse´rvese co´mo los errores van disminuyendo a medida que
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tenemos ma´s informacio´n, es decir, a medida que aumenta la incidencia de la
enfermedad.
Tabla 3.12: Errores de ajuste bajo diferentes valores de la incidencia
Incidencia RMSEsmr RMSEmod RMSEconoc
3/104 hab 1.67(1.18) 0.76(0.08) 0.13(0.07)
30/104 hab 0.56(0.19) 0.26(0.07) 0.04(0.02)
300/104 hab 0.19(0.07) 0.07(0.06) 0.01(0.01)
Figura 3.2: Errores de ajuste del modelo en el escenario 2
3.2.3. Ana´lisis del escenario 3: k = 3 y riesgos parecidos
A continuacio´n mostramos los resultados obtenidos en el escenario donde los
riesgos y las probabilidades son: η = (0.8, 1.0, 1.5), p = (1/3, 1/3, 1/3) y el valor de
la tasa de mortalidad de la enfermedad es r = 30/104 habitantes. Con los riesgos
aqu´ı expuestos pretendemos revisar si el modelo propuesto es capaz de separar
e identificar clases a pesar de que los riesgos esta´n cerca unos de otros. De este
escenario hemos analizado los 100 bancos de datos, de tal modo que revisemos el
rendimiento de la simulacio´n. La Tabla 3.13 muestra los valores de la mediana y
el rango intercuart´ılico, obtenidas con las 100 re´plicas, para las estimaciones de
η y p realizadas bajo el modelo propuesto y suponiendo k conocido.
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Tabla 3.13: Mediana (rango intercuart´ılico) de los valores de η y p estimados en
el escenario 3
k = 3
η̂1 η̂2 η̂3
0.71( 0.33) 1.25(0.35) 73.33 (109.26)
p̂1 p̂2 p̂3
0.44 (0.32) 0.44 (0.10) 0.14 (0.23)
En la Tabla 3.13 se observa que las estimaciones correspondientes a η1 y η2
esta´n muy cercanas a los valores reales de los riesgos fijados en el escenario estu-
diado. Sin embargo la estimacio´n de η3 se aleja del valor real con una desviacio´n
importante. Resulta interesante comentar que, en el estudio que hemos realizado
observamos que cuando las estimaciones de los riesgos subyacentes toman valores
altos, las probabilidades asociadas a dichos valores son pra´cticamente cero. Este
escenario, con k conocido, muestra que la situacio´n en la que los riesgos latentes
esta´n cercanos unos de otros resulta ma´s complejo distinguir las diferentes clases.
Hasta aqu´ı hemos supuesto k conocido, ahora nos ubicamos en la situacio´n
en que k es desconocido. Para ello estudiamos la media y la desviacio´n t´ıpica de
las probabilidades finales de k para las 100 re´plicas, de esta manera tambie´n revi-
samos cua´ntas clases esta´n ocupadas. Dichos resultados se muestran en la Tabla
3.14 y de estos podemos decir que el porcentaje de ocupacio´n de las diferentes
clases esta´ repartido entre las componentes 2,3,4,5 y 6. Sin embargo, el mayor
valor medio le corresponde a la clase 2 y le sigue la clase 3, podr´ıan estos valores
darnos un indicio de que en este escenario donde los valores de los riesgos latentes
fijados se encuentran muy cercanos uno del otro, quiza´ dos o tres clases ser´ıan
suficientes para formar grupos con riesgo similar y as´ı estudiar los riesgos.
Tabla 3.14: Probabilidades finales de k en el escenario 3
k 1 2 3 4 5 6 7
media 0.00 0.69 0.23 0.05 0.02 0.01 0.00
desv. t´ıpica 0.00 0.27 0.19 0.09 0.08 0.08 0.00
Tabla 3.15: Porcentaje en el que la mayor probabilidad corresponde a cada k
k 1 2 3 4 5 6 7
0 % 74 % 23 % 1 % 1 % 1 % 0 %
Al analizar las 100 replicas de este escenario en la Tabla 3.15, encontramos
que el 74 % de las veces el valor de la probabilidad ma´xima se corresponde con
k = 2 y el 23 % esta´ asociado con el k verdadero fijado en el estudio.
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Figura 3.3: Probabilidad final de k en el escenario 3
En el ana´lisis de este escenario estudiamos las estimaciones de los riesgos
medios de cada a´rea pequen˜a, abordando as´ı el principal objetivo de nuestro
trabajo. Inicialmente revisamos la Tabla 3.16 en la cual se muestra co´mo var´ıa el
error. El error de estimacio´n bajo nuestra propuesta es mucho menor que el error
generado por la estimacio´n de la tasa de mortalidad estandarizada. Y el valor del
error de estimacio´n cuando se conoce a que´ clase pertenece cada a´rea pequen˜a
es menor que el nuestro. En la Figura 3.4 podemos visualizar co´mo decrecen los
errores.
Tabla 3.16: Errores de ajuste del modelo en el escenario 3
RMSEsmr RMSEmod RMSEconoc
0.42(0.18) 0.19(0.02) 0.04(0.02)
Para finalizar con el ana´lisis de este escenario revisamos co´mo se comportan
estos errores si variamos la tasa de mortalidad de la enfermedad. En el ana´li-
sis que presentamos a continuacio´n mostramos tres escenarios que resultan de
cambiar la tasa de mortalidad. Medimos el impacto que tiene cada uno de los
diferentes valores de la mortalidad en la recuperacio´n del modelo verdadero y he-
mos calculado el porcentaje en el que la mayor probabilidad corresponde a cada
k con cada uno de los tres valores propuestos (r = 3/104hab, r = 30/104hab y
r = 300/104hab). Al variar la incidencia (Tabla 3.17), se observa que a medida
que aumentan dichos valores, el porcentaje de e´xitos asociados con el k verdadero
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Figura 3.4: Errores de ajuste del modelo en el escenario 3
va en aumento.
Tabla 3.17: Porcentaje en el que la mayor probabilidad corresponde a cada k con
diferentes incidencias
k
Incidencia 1 2 3 4 5 6 7
3/104 hab 0 % 76 % 17 % 3 % 3 % 1 % 0 %
30/104 hab 0 % 74 % 23 % 1 % 1 % 1 % 0 %
300/104 hab 0 % 0 % 99 % 1 % 0 % 0 % 0 %
Adema´s resulta interesante comentar el impacto que tiene la variacio´n de
la incidencia en un mismo escenario, logrando as´ı que a mayor informacio´n su-
ministrada, los diferentes escenarios se van viendo afectados y disminuyen sus
respectivos valores (ver Tabla 3.18).
3.2.4. Ana´lisis del escenario 4: k = 5
Analizamos a continuacio´n un escenario para k = 5, donde se observa que
a medida que aumentamos el nu´mero de clases se va complicando la identifi-
cacio´n de las mismas. Estudiamos el escenario con η = (0.5, 1.0, 1.5, 2.5, 3.5),
p = (0.1, 0.1, 0.1, 0.1, 0.6) y r = 30/104 habitantes, los resultados que se presen-
tan a continuacio´n se basan en los 100 bancos de datos generados para el escenario
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Tabla 3.18: Errores de ajuste bajo diferentes valores de la incidencia
Incidencia RMSEsmr RMSEmod RMSEconoc
3/104 hab 0.97(0.20) 0.88(0.15) 0.11(0.05)
30/104 hab 0.42(0.18) 0.19(0.02) 0.04(0.02)
300/104 hab 0.13(0.04) 0.10(0.05) 0.01(0.01)
en cuestio´n. En la Tabla 3.19 se encuentran las estimaciones de los riesgos subya-
centes y probabilidades cuando consideramos k conocido. Observe´se que ahora,
cuando tenemos ma´s clases las estimaciones se distancian un poco ma´s de los
valores verdaderos del escenario.
Tabla 3.19: Mediana (rango intercuart´ılico) de los valores de η y p estimados en
el escenario 4
k = 5
η̂1 η̂2 η̂3 η̂4 η̂5
0.27 (0.14) 0.73 (0.23) 1.41(0.20) 2.49 (0.28) 3.51 (0.11)
p̂1 p̂2 p̂3 p̂4 p̂5
0.04(0.04) 0.12 (0.03) 0.13 (0.06) 0.13 (0.07) 0.59 (0.10)
Tabla 3.20: Probabilidades finales de k con k = 5 en el escenario 4
k 1 2 3 4 5 6 7
media 0.00 0.00 0.05 0.41 0.29 0.18 0.07
desv. t´ıpica 0.00 0.00 0.17 0.31 0.24 0.20 0.12
Considerando a k desconocido estudiamos el nu´mero de clases que existen, es
decir, el nu´mero de clases en la que al menos un a´rea es asignada. En la Tabla
3.20 las probabilidades finales de k muestran que las a´reas esta´n repartidas en las
clases 3,4,5,6 y 7. Adema´s si analizamos dichas probabilidades, hay una probabi-
lidad media de 0.29 que se corresponde con el k real k = 5, y una probabilidad
media de 0.48 con k = 4. Igualmente en la Tabla 3.21 se muestra que el mayor
nu´mero de a´reas se reparte entre las clases 4 y 5, en concordancia con el esce-
nario estudiado. Finalmente, comentar que este porcentaje de correspondencia
se afecta positivamente por la variacio´n en la incidencia, si nos situamos en la
Tabla 3.22 observamos que a medida que aumentan los valores de la incidencia,
el porcentaje de correspondencia esta´ ma´s acorde con el k real.
Como nuestro intere´s recae principalmente sobre la estimacio´n del riesgo en
cada una de las a´reas pequen˜as, continuamos el ana´lisis de este escenario con el
estudio del error obtenido a partir de las estimaciones obtenidas para los riesgos
de dichas a´reas. Obse´rvese en las Tablas 3.23 y 3.24 el comportamiento del error
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Tabla 3.21: Porcentaje en el que la mayor probabilidad corresponde a cada k en
el escenario 4
k 1 2 3 4 5 6 7
0 % 0 % 6 % 48 % 29 % 15 % 3 %
Figura 3.5: Probabilidad final de k en el escenario 4
Tabla 3.22: Porcentaje en el que la mayor probabilidad corresponde a cada k con
varias incidencias.
k
Incidencia 1 2 3 4 5 6 7
3/105 hab 0 % 72 % 25 % 3 % 0 % 0 % 0 %
30/105 hab 0 % 0 % 6 % 48 % 29 % 15 % 3 %
300/105 hab 0 % 0 % 0 % 1 % 65 % 28 % 6 %
Tabla 3.23: Errores de ajuste del modelo en el escenario 4
RMSEsmr RMSEmod RMSEconoc
0.64(0.25) 0.34(0.05) 0.06(0.02)
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Tabla 3.24: Errores de ajuste bajo diferentes valores de la incidencia
Incidencia RMSEsmr RMSEmod RMSEconoc
3/104 hab 0.97(0.20) 0.88(0.15) 0.11(0.05)
30/104 hab 0.64(0.25) 0.34(0.05) 0.06(0.02)
300/104 hab 0.13(0.04) 0.10(0.05) 0.01(0.01)
de ajuste para los diferentes valores de la incidencia, se muestra de manera con-
tundente el impacto que tiene e´sta sobre las estimaciones del riesgo que hemos
obtenido con el modelo propuesto.
A continuacio´n mostramos un resumen en el que se comparan los resultados
obtenidos en los distintos escenarios.
3.3. Estudio de simulacio´n: comparacio´n de escena-
rios
Queriendo dar al lector una visio´n ma´s general de los resultados obtenidos
en el estudio de simulacio´n realizado, hacemos un ana´lisis del impacto de los di-
ferentes para´metros en la estimacio´n del riesgo en a´reas pequen˜as. En la Tabla
3.25 encontramos tres tipos de los escenarios que han hecho parte del estudio
de simulacio´n: un escenario que hemos denominado cercano, en el cual los valo-
res de los riesgos esta´n muy cerca uno del otro, creando as´ı cierta complejidad
para distinguir las clases; un segundo escenario llamado intermedio, en el cual
los valores de los riesgos conservan cierta distancia y el rango de valores que se
proponen para los riesgos esta´ ma´s bien centrado; y finalmente el escenario le-
jano en el cual tratamos de dar la mayor amplitud entre riesgos. En esta tabla
cruzada ubicamos en las filas los diferentes valores de probabilidad que se han
contemplado en cada uno de los diferentes escenarios y los cuales se encuentran
detallados en la Tabla 3.3. El resultado a analizar es el RMSEmod. Cada uno de
estos escenarios son estudiados para diferentes incidencias, revisando as´ı como
var´ıa el error cuando confluyen los diferentes valores de los para´metros que hacen
parte del modelo. Cabe resaltar que ademas de estudiar las tablas en conjunto
por incidencia, tambie´n las estudiaremos variando k.
Tabla 3.25: RMSEmod con r = 3/10
4 y k = 2
Prob. Cercano Intermedio Lejano
1 0.21(0.02) 0.60(0.06) 0.70(0.11)
2 0.17(0.02) 0.53(0.07) 0.63(0.10)
3 0.17(0.02) 0.49(0.08) 0.58(0.11)
4 0.14(0.03) 0.46(0.08) 0.53(0.12)
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En las Tablas 3.25, 3.26 y 3.27 en las cuales estudiamos k = 2, los valores
de los riesgos subyacentes correspondientes al escenario ‘cercano’ son (0.8, 1.2),
para el escenario ‘intermedio’ los valores son (0.5, 2.5) y en el escenario ‘lejano’
los valores de los riesgos son (0.5, 3.5). Si hacemos una lectura horizontal de la
Tabla 3.25, podemos observar que el error de estimacio´n aumenta cada vez que
ampliamos el rango de valores para los riesgos subyacentes, esto es posible porque
la variabilidad es mayor teniendo un intervalo ma´s amplio para dichos riesgos. Sin
embargo, al hacer una lectura de la tabla en forma vertical observamos que dentro
de cada situacio´n (cercano, intermedio, lejano) el error var´ıa muy poco, pero hay
que sen˜alar que disminuye cuando las probabilidades se van distanciando lo que
recuerda a la varianza de la Binomial, que tambie´n disminuye al alejarse p de
0.5; teniendo en cuenta lo anterior podemos afirmar que las probabilidades no
afectan de manera importante las estimaciones de intere´s. Obse´rvese que a nivel
individual en las Tablas 3.26 y 3.27 sucede lo mismo, no´tese que lo u´nico que
hemos cambiado es la incidencia. En los resultados de estas tablas vemos que
los valores del error por columnas permanecen casi constantes, reflejando as´ı la
estabilidad de la estimacio´n del riesgo bajo diferentes vectores de probabilidades.
Ahora, si hacemos la lectura de las tablas de manera conjunta podemos observar
como disminuye el error a medida que aumenta la informacio´n a trave´s de la
incidencia de la enfermedad estudiada.
Tabla 3.26: RMSEmod con r = 30/10
4 y k = 2
Prob. Cercano Intermedio Lejano
1 0.15(0.01) 0.19(0.06) 0.20(0.08)
2 0.13(0.02) 0.16(0.07) 0.15(0.09)
3 0.13(0.02) 0.15(0.07) 0.15(0.10)
4 0.11(0.02) 0.13(0.07) 0.12(0.09)
Tabla 3.27: RMSEmod con r = 300/10
4 y k = 2
Prob. Cercano Intermedio Lejano
1 0.05(0.01) 0.06(0.06) 0.04(0.06)
2 0.05(0.01) 0.04(0.05) 0.04(0.07)
3 0.05(0.01) 0.03(0.04) 0.03(0.05)
4 0.04(0.02) 0.03(0.03) 0.02(0.04)
Para el ana´lisis de k = 3, los valores de los riesgos subyacentes correspon-
dientes al escenario ‘cercano’ son (0.8, 1.0, 1.5), para el escenario ‘intermedio’ los
valores son (0.5, 1.0, 2.0) y en el escenario ‘lejano’ los valores de los riesgos son
(0.5, 1.0, 3.5). Al hacer una lectura horizontal de la Tabla 3.28, podemos observar
que el error de estimacio´n aumenta cada vez que ampliamos el rango de valores
para los riesgos subyacentes, esto sucede porque la variabilidad es mayor teniendo
un intervalo ma´s amplio para dichos riesgos. Sin embargo, al hacer una lectura
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de la tabla en forma vertical observamos que dentro de cada situacio´n (cercano,
intermedio, lejano) el error var´ıa muy poco.
Tabla 3.28: RMSEmod con r = 3/10
4 y k = 3
Prob Cercano Intermedio Lejano
1 0.30(0.02) 0.49(0.04) 0.73(0.09)
2 0.30(0.02) 0.50(0.04) 0.76(0.08)
3 0.19(0.03) 0.36(0.04) 0.53(0.09)
4 0.25(0.03) 0.44(0.05) 0.66(0.10)
5 0.27(0.02) 0.45(0.05) 0.63(0.09)
Tabla 3.29: RMSEmod con r = 30/10
4 y k = 3
Prob Cercano Intermedio Lejano
1 0.19(0.02) 0.24(0.03) 0.26(0.08)
2 0.19(0.02) 0.88(0.06) 0.26(0.07)
3 0.14(0.02) 0.19(0.03) 0.19(0.07)
4 0.16(0.02) 0.20(0.04) 0.19(0.08)
5 0.17(0.02) 0.21(0.04) 0.20(0.07)
Tabla 3.30: RMSEmod con r = 300/10
4 y k = 3
Prob Cercano Intermedio Lejano
1 0.10(0.01) 0.19(0.04) 0.07(0.06)
2 0.42(0.03) 0.17(0.03) 0.07(0.06)
3 0.08(0.02) 0.16(0.05) 0.05(0.04)
4 0.07(0.02) 0.12(0.02) 0.04(0.05)
5 0.08(0.02) 0.16(0.06) 0.05(0.04)
Obse´rvese que a nivel individual en las Tablas 3.29 y 3.30 sucede lo mismo,
note que lo u´nico que hemos cambiado es la incidencia. En los resultados de estas
tablas vemos que los valores del error por columnas permanecen casi constantes,
reflejando as´ı la estabilidad de la estimacio´n del riesgo bajo diferentes vectores
de probabilidades. Ahora, si hacemos la lectura de las tablas de manera conjunta
podemos observar como disminuye el error a medida que aumenta la informacio´n
a trave´s de la incidencia de la enfermedad estudiada.
Las Tablas 3.31, 3.32 y 3.33 muestran algunos escenarios con k = 5, el es-
cenario ‘cercano’ con valores (0.2, 0.7, 1.0, 1.5, 2.5), para el escenario intermedio
los valores son: (0.5, 0.7, 1.0, 1.5, 3.5) y el lejano (0.5, 1.0, 1.5, 2.5, 3.5), adema´s las
probabilidades se especifican en la Tabla 3.3. Al analizar dichas tablas encontra-
mos que se comportan de manera similar a las estudiadas con k = 2 y k = 3, el
error va en aumento a medida que tenemos riesgos subyacentes ma´s lejanos pero
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el riesgo en cada uno de esos escenarios es relativamente el mismo, las probabili-
dades no afectan considerablemente. Sin embargo, note que en comparacio´n con
los escenarios en los que contemplamos k = 2 y k = 3 el error ahora es mayor
en general, esto debido a que tenemos ma´s clases a las cuales asignar las a´reas
pequen˜as y esto vuelve ma´s complejo el problema.
Tabla 3.31: RMSEmod con r = 3/10
4 y k = 5
Prob. Cercano Intermedio Lejano
1 0.58(0.05) 0.66(0.09) 0.73(0.06)
2 0.49(0.05) 0.59(0.08) 0.67(0.05)
3 0.48(0.06) 0.56(0.10) 0.62(0.08)
4 0.60(0.05) 0.76(0.07) 0.76(0.07)
Tabla 3.32: RMSEmod con r = 30/10
4 y k = 5
Prob. Cercano Intermedio Lejano
1 0.27(0.03) 0.28(0.06) 0.34(0.04)
2 0.25(0.03) 0.25(0.05) 0.33(0.04)
3 0.22(0.04) 0.22(0.07) 0.28(0.06)
4 0.28(0.04) 0.28(0.07) 0.34(0.05)
Tabla 3.33: RMSEmod con r = 300/10
4 y k = 5
Prob. Cercano Intermedio Lejano
1 0.11(0.03) 0.09(0.04) 0.10(0.04)
2 0.11(0.03) 0.10(0.04) 0.10(0.04)
3 0.08(0.04) 0.07(0.03) 0.08(0.05)
4 0.10(0.04) 0.08(0.05) 0.11(0.06)
Finalmente el estudio de k = 7 en las Tablas 3.34, 3.35 y 3.36 cuyos esce-
narios son: ‘cercano’ con valores de riesgos (0.2, 0.4, 0.6, 1.0, 1.3, 1.5, 2.0), escena-
rio ‘intermedio’ (0.1, 0.4, 0.6, 1.0, 2.7, 3.0, 3.5) y por u´ltimo el escenario ‘lejano’
(0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5). Los resultados nos confirman que aunque el com-
portamiento general del error es el mismo, la complejidad del modelo va ligada
al aumento del nu´mero de clases.
Bajo la situacio´n habitual en que desconocemos k resulta interesante estudiar
su distribucio´n de probabilidad en diversos escenarios. A continuacio´n estudiamos
de manera global el porcentaje en el que la mayor probabilidad corresponde a
cada k. Para ello tenemos en cuenta las probabilidades finales de k obtenidas en
cada uno de los diferentes escenarios, el nu´mero de veces que e´stas toman el valor
ma´ximo y dicho valor se corresponde con el k verdadero. Los primeros estudios
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Tabla 3.34: RMSEmod con r = 3/10
4 y k = 7
Prob. Cercano Intermedio Lejano
1 0.47(0.03) 0.72(0.07) 0.71(0.06)
2 0.44(0.03) 0.67(0.09) 0.70(0.07)
3 0.51(0.04) 0.76(0.09) 0.76(0.06)
4 0.45(0.04) 0.66(0.09) 0.70(0.07)
5 0.42(0.03) 0.68(0.07) 0.66(0.05)
Tabla 3.35: RMSEmod con r = 30/10
4 y k = 7
Prob. Cercano Intermedio Lejano
1 0.25(0.02) 0.31(0.05) 0.36(0.04)
2 0.23(0.03) 0.27(0.06) 0.34(0.05)
3 0.26(0.03) 0.32(0.06) 0.36(0.05)
4 0.22(0.03) 0.27(0.06) 0.34(0.04)
5 0.24(0.02) 0.29(0.06) 0.35(0.03)
Tabla 3.36: RMSEmod con r = 300/10
4 y k = 7
Prob. Cercano Intermedio Lejano
1 0.12(0.03) 0.11(0.04) 0.16(0.04)
2 0.10(0.02) 0.10(0.04) 0.15(0.04)
3 0.11(0.02) 0.12(0.05) 0.15(0.04)
4 0.10(0.02) 0.10(0.04) 0.14(0.03)
5 0.11(0.02) 0.11(0.04) 0.15(0.03)
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corresponden a un k = 2, los escenarios son los mismos que hemos definido
anteriormente, pero para el ana´lisis de las probabilidades nos hemos quedado con
un vector con valores iguales p1 = (0.5, 0.5) y otro vector con probabilidades
diferentes p2 = (0.2, 0.8), dado que las probabilidades no influyen demasiado en
los resultados como hemos comprobado antes.
Tabla 3.37: Porcentaje en el que la mayor probabilidad corresponde a cada k con
r = 3/104 y k = 2,
k 1 2 3 4 5 6 7
Cercano
p1 95 4 1 0 0 0 0
p2 97 3 0 0 0 0 0
Intermedio
p1 0 85 11 4 0 0 0
p2 0 98 2 0 0 0 0
Lejano
p1 0 88 7 4 0 1 0
p2 0 95 3 2 0 0 0
En la Tabla 3.37 se observa que en el escenario donde los riesgos latentes
esta´n cercanos el porcentaje de correspondencia mayor no es el del k real sino el
de k = 1, esto debido a la cercan´ıa de los riesgos. Quiza´ bastar´ıa una clase para
hacer la asignacio´n de a´reas.
Tabla 3.38: Porcentaje en el que la mayor probabilidad corresponde a cada k con
r = 30/104 y k = 2
k 1 2 3 4 5 6 7
Cercano
p1 1 97 2 0 0 0 0
p2 28 71 1 0 0 0 0
Intermedio
p1 0 98 2 0 0 0 0
p2 0 99 1 0 0 0 0
Lejano
p1 0 98 2 0 0 0 0
p2 0 100 0 0 0 0 0
No´tese que al estudiar conjuntamente las Tablas 3.37, 3.38 y 3.39 los por-
centajes de correspondencia se asocian con el k real a medida que aumenta la
incidencia. Obse´rvese que con r = 300 la asignacio´n es perfecta.
Para el ana´lisis de los siguientes escenarios en los que k = 3, los escenarios son
los mismos que hemos fijado para el ana´lisis anterior, los vectores de probabilida-
des que hemos fijado son los siguientes: p1 = (1/3, 1/3, 1/3) y p2 = (0.2, 0.7, 0.1).
Nuevamente se observa que al estudiar conjuntamente las Tablas 3.40, 3.41 y 3.42
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Tabla 3.39: Porcentaje en el que la mayor probabilidad corresponde a cada k con
r = 300/104 y k = 2
k 1 2 3 4 5 6 7
Cercano
p1 0 100 0 0 0 0 0
p2 0 100 0 0 0 0 0
Intermedio
p1 0 100 0 0 0 0 0
p2 0 100 0 0 0 0 0
Lejano
p1 0 100 0 0 0 0 0
p2 0 100 0 0 0 0 0
los porcentajes de correspondencia se asocian con el k real a medida que aumenta
la incidencia.
Tabla 3.40: Porcentaje en el que la mayor probabilidad corresponde a cada k con
r = 3/104 y k = 3
k 1 2 3 4 5 6 7
Cercano
p1 85 15 0 0 0 0 0
p2 98 2 0 0 0 0 0
Intermedio
p1 1 80 12 3 2 2 0
p2 55 39 4 1 0 1 0
Lejano
p1 0 55 36 5 3 0 1
p2 6 68 17 5 1 3 0
En las tablas asociadas al estudio de k = 5 los escenarios fijados son co-
mo en el ana´lisis anterior y la probabilidades para el ana´lisis son las siguien-
tes: p1 = (0.2, 0.2, 0.2, 0.2, 0.2) y p2 = (0.6, 0.1, 0.1, 0.1, 0.1) es claro ver que el
porcentaje de correspondencia asociado al k correcto aumenta considerablemen-
te cada vez que se incrementa el valor de la incidencia. Lo mismo sucede con
k = 7 (Tablas 3.46, 3.47 y 3.48) donde hemos tomado los mismos escenarios (cer-
cano, intermedio, lejano) definidos antes y las probabilidades son las siguientes:
p1 = (1/7, 1/7, 1/7, 1/7, 1/7, 1/7, 1/7) y p2 = (0.1, 0.1, 0.1, 0.4, 0.1, 0.1, 0.1).
A la vista de los resultados obtenidos en este estudio de simulacio´n (ver
Anexos para resultados adicionales) podemos concluir que el modelo propues-
to permite estimar el riesgo en a´reas pequen˜as y clasificar las a´reas sin necesidad
de forzar desde el inicio la inclusio´n de una estructura de vecindad. Adema´s, a
lo largo de este estudio de simulacio´n observamos que los riesgos subyacentes y
las probabilidades estimadas muestran que el modelo es capaz de recuperar la es-
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Tabla 3.41: Porcentaje en el que la mayor probabilidad corresponde a cada k con
r = 30/104 y k = 3
k 1 2 3 4 5 6 7
Cercano
p1 0 74 23 1 1 1 0
p2 17 75 7 1 0 0 0
Intermedio
p1 0 0 85 12 3 0 0
p2 0 0 85 9 5 1 0
Lejano
p1 0 0 85 9 3 1 2
p2 0 0 91 6 2 1 0
Tabla 3.42: Porcentaje en el que la mayor probabilidad corresponde a cada k con
r = 300/104 y k = 3
k 1 2 3 4 5 6 7
Cercano
p1 0 0 94 6 0 0 0
p2 0 1 95 4 0 0 0
Intermedio
p1 0 0 98 1 1 0 0
p2 0 0 99 1 0 0 0
Lejano
p1 0 0 100 0 0 0 0
p2 0 0 98 2 0 0 0
Tabla 3.43: Porcentaje en el que la mayor probabilidad corresponde a cada k con
r = 3/104 y k = 5
k 1 2 3 4 5 6 7
Cercano
p1 0 28 42 19 5 5 1
p2 0 39 25 21 6 8 1
Intermedio
p1 0 35 41 8 9 3 4
p2 1 46 31 11 9 2 1
Lejano
p1 0 45 32 15 5 1 3
p2 0 42 38 9 4 2 5
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Tabla 3.44: Porcentaje en el que la mayor probabilidad corresponde a cada k con
r = 30/104 y k = 5
k 1 2 3 4 5 6 7
Cercano
p1 0 0 0 16 41 32 11
p2 0 0 6 50 23 13 8
Intermedio
p1 0 0 5 47 34 10 4
p2 0 0 29 44 12 11 4
Lejano
p1 0 0 0 5 35 32 28
p2 0 0 7 38 31 15 9
Tabla 3.45: Porcentaje en el que la mayor probabilidad corresponde a cada k con
r = 300/104 y k = 5
k 1 2 3 4 5 6 7
Cercano
p1 0 0 0 0 58 32 10
p2 0 0 0 0 72 23 5
Intermedio
p1 0 0 0 0 42 45 13
p2 0 0 0 3 63 27 7
Lejano
p1 0 0 0 0 57 30 13
p2 0 0 0 0 64 27 9
Tabla 3.46: Porcentaje en el que la mayor probabilidad corresponde a cada k con
r = 3/104 y k = 7
k 1 2 3 4 5 6 7
Cercano
p1 0 64 22 7 6 1 0
p2 0 75 13 8 1 1 2
Intermedio
p1 0 21 41 19 13 4 2
p2 0 15 56 15 9 3 3
Lejano
p1 0 46 42 7 1 3 1
p2 0 70 19 6 2 2 1
76 Cap´ıtulo 3. Resultados nume´ricos
Tabla 3.47: Porcentaje en el que la mayor probabilidad corresponde a cada k con
r = 30/104 y k = 7
k 1 2 3 4 5 6 7
Cercano
p1 0 0 0 16 32 36 16
p2 0 0 4 35 34 19 8
Intermedio
p1 0 0 0 11 26 37 26
p2 0 0 0 16 37 27 21
Lejano
p1 0 0 0 4 34 34 28
p2 0 0 1 20 33 31 15
Tabla 3.48: Porcentaje en el que la mayor probabilidad corresponde a cada k con
r = 300/104 y k = 7
k 1 2 3 4 5 6 7
Cercano
p1 0 0 0 0 0 9 91
p2 0 0 0 0 1 19 80
Intermedio
p1 0 0 0 0 0 17 83
p2 0 0 0 0 0 21 79
Lejano
p1 0 0 0 0 0 4 96
p2 0 0 0 0 0 14 86
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tructura real que se ha fijado. Resulta interesante el hecho de que la distribucio´n
final de k permite estimar el nu´mero desconocido de clases y aunque e´ste en s´ı no
es el objetivo principal de este modelo, usando estas probabilidades y los riesgos
latentes estimados, podemos obtener el riesgo relativo estimado para cada una
de las a´reas pequen˜as.
3.4. Estudio de un caso real: varicela en la ciudad de
Valencia en el per´ıodo 2008-2013.
A continuacio´n mostramos los resultados obtenidos en el ana´lisis del banco de
datos correspondiente a casos declarados de varicela en 70 barrios de la ciudad
de Valencia (Figura 3.6) durante los an˜os 2008 y 2013.
La varicela es una enfermedad v´ırica aguda y altamente contagiosa, de comien-
zo repentino, con fiebre moderada, s´ıntomas generales mı´nimos y una erupcio´n
cuta´nea de tipo maculopapular durante pocas horas y vesicular durante tres o
cuatro d´ıas, que deja costras granulosas. Las complicaciones de la varicela ocurren
entre las personas inmunocomprometidas, neonatos, nin˜os menores de un an˜o de
edad y adultos. El virus que causa la varicela es el varicela zoster, un miembro
de la familia del herpesvirus, que causa tambie´n el herpes zo´ster en los adultos
(Pen˜a-Rey et al., 2009).
En los u´ltimos an˜os ha ido en aumento el intere´s en el estudio de esta enfer-
medad con el fin de intensificar la vigilancia y realizar la identificacio´n oportuna
de casos para la toma de medidas de control que contribuyan a disminuir la in-
cidencia de la enfermedad. Entre los factores que ma´s se estudian esta´n la edad
de los pacientes y el estado vacunal. En la actualidad se esta´n modificando los
calendarios vacunales de varicela en Espan˜a, esto con el fin de aumentar la co-
bertura de la aplicacio´n de dicha vacuna, pues se ha observado que la incidencia
ha disminuido considerablemente. La incidencia anual de varicela en la ciudad
de Valencia para los an˜os 2008 a 2013 esta´ alrededor de 500 por cada 100000
habitantes (Informe varicela - Vigilancia epidemiolo´gica, an˜o 2008, GV). La Ta-
bla 3.49 resume algunos recuentos importantes publicados en el Informe anual de
varicela elaborado por la Conselleria de Sanitat. No´tese que en este estudio so´lo
vamos a trabajar con los 70 barrios mostrados en la gra´fica y no con los 87 barrios
que conforman la ciudad de Valencia, esto debido a que nos compararemos con
otros estudios que se han realizado utilizando dichos datos. Una de las posibles
razones por la que se haya delimitado esta informacio´n puede estar asociada al
hecho de que en las zonas eliminadas la poblacio´n es poca.
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Figura 3.6: Mapa de la ciudad de Valencia por barrios. Fuente: Oficina
de estad´ıstica del Ayuntamiento de Valencia (http://www.valencia.es/ayun-
tamiento/estadistica)
Tabla 3.49: Casos de varicela en Valencia en el per´ıodo 2008 a 2013.
An˜o No Casos No nin˜os < 5 an˜os No vacunados % vacunados
2008 23470 13848 2075 8.80
2009 21118 12014 2407 11.40
2010 21127 12032 2532 12.40
2011 16774 9456 2027 12.10
2012 14903 7975 1874 12.57
2013 14124 6833 1705 12.10
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3.4.1. Resultados y comparacio´n con estudios previos.
Los trabajos de Iftimi et al. (2015a,b) se han ocupado de estudiar el compor-
tamiento de la varicela en la ciudad de Valencia para los an˜os 2008 a 2013. En
el primer trabajo aplican un modelo de conglomerados y evalu´an la deteccio´n de
existencias de conglomerados as´ı como interacciones espacio-temporales. Realizan
el ana´lisis temporal a trave´s de la regresio´n armo´nica que modeliza el logaritmo
de la intensidad y el ana´lisis espacial lo hacen a trave´s de un me´todo no para´me-
trico para confrontar segregacio´n espacial en un proceso espacial. Para el ana´lisis
puramente espacial toman como poblacio´n de referencia la del an˜o 2010 y realizan
el contraste de hipo´tesis donde el riesgo es constante en todas las localizaciones,
frente a una alternativa en la que al menos un riesgo es diferente. Observan que
existe una mayor probabilidad de contraer la enfermedad en la periferia de la
ciudad, ya que en este sitio la poblacio´n es ma´s joven. Tambie´n concluyen que
hay una menor probabilidad de adquirir la enfermedad en el a´rea central debido a
que all´ı la mayor´ıa de la poblacio´n esta´ conformada por adultos mayores y a esto
se asocia una incidencia menor. Por u´ltimo, destacan que en el sur de Valencia
hay una alta concentracio´n de a´reas con nivel socio-econo´mico medio bajo y en
consecuencia es posible suponer que en muchos hogares de esta zona los nin˜os no
esta´n vacunados.
En Iftimi et al. (2015b) estudian herramientas para un ana´lisis exploratorio
espacio-temporal para detectar el comportamiento espec´ıfico de la varicela en
Valencia para los an˜os 2008 a 2013. El objetivo de dicho trabajo es encontrar una
relacio´n entre la componente espacial y temporal del proceso de la enfermedad,
para ello estudian e implementan el modelo propuesto por Knorr-Held (2000).
Dentro del ana´lisis realizado observan que de los posibles factores asociados a altos
riesgos relativos esta´ el hecho de vivir en zonas econo´micamente desaventajadas
y a´reas menos involucradas en programas de vacunacio´n. Las Figuras 3.7 y 3.8
muestran los mapas con los riesgos estimados por estos autores para cada uno de
los barrios en la ciudad de Valencia para los an˜os 2008 y 2013 respectivamente.
Hemos aplicado el modelo de conglomerados con estructura de clases laten-
tes para estimar el riesgo relativo en cada uno de los 70 barrios que conforman
nuestra zona de estudio y simulta´neamente clasificar a´reas con riesgo similar sin
forzar a que ellas compartan algu´n l´ımite geogra´fico. Hemos utilizado un orde-
nador porta´til con las siguientes caracter´ısticas: procesador Intel(R) Core(TM)
i5-4200U CPU 1.60 GHz 1.60 GHz, memoria instalada (RAM) 6 GB, sistema ope-
rativo de 64 bits. El tiempo computacional promedio que tardo´ la implementacio´n
del modelo propuesto con estos datos fue de aproximadamente 4.25 minutos en
realizar los 5000 puntos del algoritmo de Gibbs explicado en el Cap´ıtulo 2 y 6.15
minutos en las 100000 simulaciones por el me´todo Monte-Carlo para estimar las
probabilidades finales de k.
La Tabla 3.50 presenta un resumen de los riesgos relativos estimados para
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Figura 3.7: Mapa de riesgos estimados de varicela an˜o 2008 con el modelo expuesto
en Iftimi et al. (2015b). Fuente: Extra´ıdo del art´ıculo de Iftimi et al. (2015b).
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Figura 3.8: Mapa de riesgos estimados de varicela an˜o 2013 con el modelo expuesto
en Iftimi et al. (2015b). Fuente: Extra´ıdo del art´ıculo de Iftimi et al. (2015b).
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cada barrio. Los datos analizados en la u´ltima fila corresponden a la suma de los
datos anuales desde 2008 a 2013.
Tabla 3.50: Resumen de medidas para el riesgo estimado en cada barrio
An˜o Mı´n Media Desviacio´n Ma´x
2008 0.21 0.94 0.44 2.31
2009 0.36 0.96 0.57 3.11
2010 0.38 0.99 0.58 2.26
2011 0.37 0.89 0.52 2.20
2012 0.33 0.94 0.70 4.22
2013 0.45 1.05 0.78 5.19
2008-2013 0.33 0.95 0.37 1.74
Las probabilidades finales de k para los datos de la varicela en el an˜o 2008
y 2013 se presentan en la tabla 3.51. Para el an˜o 2008 la mayor probabilidad
se asocia con k = 5 y el resto de probabilidades se reparte entre las clases 4, 6
y 7. No´tese que para los datos de la varicela en el an˜o 2013 las probabilidades
esta´n ma´s repartidas. La mayor probabilidad se asocia con k = 7 y el resto de
probabilidades indican que las clases 3, 4, 5 y 6 tambie´n tienen cierta probabilidad
de estar ocupadas.
Tabla 3.51: Probabilidades finales de k. An˜os 2008 y 2013
k 1 2 3 4 5 6 7
2008 0.00 0.00 0.00 0.01 0.45 0.21 0.33
2013 0.00 0.00 0.02 0.23 0.26 0.13 0.37
Las Figuras 3.9 y 3.10 muestran los mapas de los riesgos estimados bajo el modelo
propuesto para cada uno de los dos an˜os que hacen parte del estudio. En la
representacio´n del riesgo para el an˜o 2008 se observa que los valores de mayor
riesgo se encuentran en la periferia y los de menor riesgo en la zona central
de la ciudad. Un comportamiento similar pero quiza´ un poco ma´s suavizado lo
observamos en los resultados obtenidos en el an˜o 2013.
Tabla 3.52: Resumen de los riesgos relativos de cada a´rea pequen˜a
Mı´n Q1 Mediana Media Q3 Ma´x
2008 0.21 0.60 0.86 0.94 1.19 2.31
2013 0.45 0.73 0.89 1.05 1.06 5.19
La Tabla 3.52 presenta el resumen de las medidas para las estimaciones de
los riesgos relativos en cada a´rea pequen˜a para los an˜os 2008 y 2013.
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Figura 3.9: Mapa de riesgos estimados para la varicela en el an˜o 2008 con el
modelo propuesto.
Figura 3.10: Mapa de riesgos estimados para la varicela en el an˜o 2013 con el
modelo propuesto.
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Al compararnos con el trabajo de Iftimi et al. (2015b) observamos que los
riesgos estimados para cada uno de los barrios son similares, con la ventaja de
que con el modelo propuesto no imponemos una estructura de vecindad y sin
embargo somos capaces de recuperar la relacio´n espacial existente. Si compara-
mos la Figura 3.9 con la Figura 3.7 vemos como recuperamos la relacio´n espacial
en la zona de estudio, coincidimos con la ubicacio´n de las zonas de alto y bajo
riesgo y tambie´n observamos que en la periferia es donde se ubican las zonas con
mayor valor en el riesgo, quiza´ se este´ observando este feno´meno debido a que
en dichas zonas suelen vivir personas ma´s jo´venes con niveles socio-econo´micos
medio bajos y algunos de ellos sin acceso a programas de vacunacio´n. Del mismo
modo, si comparamos la Figura 3.10 con la Figura 3.8 observamos una cantidad
importante de a´reas con riesgos similares a los representados en el mapa de refe-
rencia .
En el Cap´ıtulo 4 continuaremos con el estudio del comportamiento del riesgo
de la varicela en los an˜os 2008 y 2013, pero incluyendo covariables.
.
Cap´ıtulo 4
Ana´lisis del modelo de
conglomerados incluyendo
covariables
En este cap´ıtulo presentamos una extensio´n del modelo de conglomerados
con estructura de clases latentes para mapeo de enfermedades, que nos permitira´
estimar el riesgo de una cierta enfermedad en una regio´n de estudio dividida en
a´reas pequen˜as teniendo en cuenta el efecto de una o ma´s covariables, as´ı como
identificar a´reas que tienen un riesgo similar.
4.1. Modelo de conglomerados con estructura de cla-
ses latentes incluyendo covariables y k conocido.
Como se detallo´ en el Cap´ıtulo 2 vamos a suponer que la zona de estudio tiene
m a´reas pequen˜as. El vector de datos observados es y = (y1, . . . , ym)
′, donde yi
representa el nu´mero de casos en el a´rea i. Adema´s ei es el nu´mero de casos
esperados en la i-e´sima a´rea bajo el modelo en el que todas las a´reas tienen
igual riesgo de contraer cierta enfermedad, el vector e = (e1, . . . , em)
′ siempre se
considera conocido.
En este nuevo ana´lisis incorporamos las covariables en el modelo a trave´s
del predictor lineal x′iβ donde xi es la i-e´sima fila de la matriz de disen˜o que
incluye los valores de las covariables para cada a´rea i que se consideren en el
estudio, xi = (x1i, . . . , x1L). Y, β es el vector de coeficientes de cada una de
las covariables, β = (β1, . . . , βL) con L el nu´mero de covariables incluidas en el
modelo.
Vamos a seguir utilizando como modelo una mixtura de Poissons en el cual se
tiene un nu´mero de clases k conocido y cada una de ellas tiene asociado un riesgo
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subyacente. La probabilidad de pertenecer a cada una de las diferentes clases
existentes en el modelo viene dada por el vector p = (p1, . . . , pk)
′ con
k∑
j=1
pj = 1 y
pj ≥ 0. Adema´s nuestro modelo incluye una estructura latente a trave´s de vectores
de variables latentes (o variables de asignacio´n no observadas) zi = (zi1, . . . , zik)
′
con i = 1, . . . ,m, donde zij = 1 identifica la clase j a la cual pertenece cada a´rea
i. La matriz de variables de asignacio´n Z y el vector de riesgos latentes η es igual
que antes.
Habiendo especificado lo anterior, asumimos que los conteos yi provienen de
una mixtura de distribuciones Poisson, de manera que
yi|zi ∼ Po(eiθi),
donde θi, el riesgo de cada una de las a´reas pequen˜as, ahora es modelizado te-
niendo en cuenta los conglomerados y las covariables.
θi = exp{x′iβ}z′iη, (4.1)
con z′iη indicando el riesgo latente de cada una de las componentes o clases.
Con la modelizacio´n presentada en la ecuacio´n (4.1) pretendemos recoger en
el primer te´rmino el mayor efecto de las covariables a estudiar y en el segundo
te´rmino z′iη la variacio´n asociada al riesgo residual.
Finalmente, el modelo lo podemos representar as´ı:
yi|k, zi, η, β, xi, ei ∼ Po(yi|ei exp{x′iβ}z′iη) (4.2)
zi|k, p ∼ Multk(zi|n = 1, p) (4.3)
Como es habitual la eleccio´n esta´ndar para la distribucio´n de zi es la Multino-
mial (Multk). Seguimos considerando que los vectores (yi, zi), con i = 1, . . . ,m,
son independientes dados los para´metros. As´ı, la distribucio´n conjunta de los
datos observados y las variables latentes es expresada como una productoria de
Poissons y Multinomiales, facilitando el ana´lisis de la funcio´n de verosimilitud:
f(y, z|k, η, p, β, x, e) ∝ f(y|k, z, η, β, x, e)f(z|k, p)
f(y, z|k, η, p, β, x, e) ∝
m∏
i=1
Po(yi|ei exp{x′iβ}z′iη)z′ip
∝
[ m∏
i=1
(exp{x′iβ}z′iη)yi exp{−ei exp{x′iβ}z′iη}
][ m∏
i=1
z′ip
]
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A continuacio´n mostramos el ana´lisis bayesiano del modelo propuesto ante-
riormente.
4.1.1. Ana´lisis bayesiano del modelo con covariables: Distribu-
ciones previas y a posteriori
Iniciamos con la previa para los riesgos latentes de cada una de las clases η,
dichos valores se encuentran en la semirecta real positiva y como se expuso en el
Cap´ıtulo 2 la previa que proponemos permite que estos riesgos este´n ordenados
garantizando de este modo identificabilidad de las clases. Recordemos que para
este fin establecimos unos puntos de corte, de manera que cada uno de los riesgos
ηj oscilara´ entre un punto de corte y otro. La distribucio´n inicial de los riesgos η
es como en el Corolario 1 del Cap´ıtulo 2:
f(η|v) ∝
k∏
j=1
1
(vj − vj−1)
1
(1 + ηj)2
I( vj−1
1−vj−1 ,
vj
1−vj
)(ηj),
donde I( vj−1
1−vj−1 ,
vj
1−vj
)(ηj) es la funcio´n indicatriz o indicadora, que indica la per-
tenencia o no de cada ηj al intervalo
( vj−1
1−vj−1 ,
vj
1−vj
)
, de modo que asignara´ el
valor de 1 a todos los elementos que pertenezcan a dicho intervalo y 0 en caso
contrario.
Basados en la distancia que existe entre un punto de corte y el siguiente, es
decir entre dj = vj − vj−1 asignamos una distribucio´n previa Dirichlet para d. La
previa sobre v se obtiene haciendo el cambio de variables y resulta ser la misma
que en el estudio sin covariables:
f(v) ∝
k∏
j=1
(vj − vj−1)γj−1I(vj−1,vj+1)(vj).
La previa sobre el vector de probabilidades p es una Dirichlet de para´metro
α,
f(p) ∝
k∏
j=1
p
αj−1
j .
Como previa para el para´metro β = (β1, . . . , βL)
′, que corresponde al vector de
coeficientes de las covariables, proponemos una distribucio´n normal multivariante
con vector de medias cero y matriz de varianzas y covarianzas Σ.
f(β|Σ) ∝ |Σ|−1/2 exp{−12β′Σ−1β}.
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As´ı mismo para la previa de la matriz de varianzas y covarianzas trabajamos
con una distribucio´n Wishart inversa con matriz de escala ψ, de dimensio´n LxL,
y ν grados de libertad.
f(Σ) ∝ |Σ|− ν+L+12 exp{−1
2
tr(ψΣ−1)}.
Haciendo uso de la verosimilitud conjunta de z e y junto con las previas
descritas anteriormente construimos la distribucio´n a posteriori conjunta:
f(z, η, p, v, β,Σ|k, y, x, e) ∝ f(y, z|k, η, p, v, β,Σ, x, e)f(η, p, v, β,Σ)
∝ f(y|k, z, η, β, x, e)f(z|p)f(p)f(η|v)f(v)f(β|Σ)f(Σ)
∝
m∏
i=1
f(yi|k, zi, η, β, xi, ei)
m∏
i=1
f(zi|p)
f(p)f(η|v)f(v)f(β|Σ)f(Σ)
∝
m∏
i=1
(exp{x′iβ}z′iη)yi exp{−ei exp{x′iβ}z′iη}
m∏
i=1
z′ip
k∏
j=1
p
αj−1
j
k∏
j=1
1
(vj − vj−1)
1
(1 + ηj)2
I( vj−1
1−vj−1 ,
vj
1−vj
)(ηj)
k∏
j=1
(vj − vj−1)γj−1I(vj−1,vj+1)(vj)
|Σ|−1/2 exp{−1
2
β′Σ−1β}
|Σ|− ν+L+12 exp{−1
2
tr(ψΣ−1)}
Hacemos uso del me´todo de Gibbs sampler (Casella, 1992) para muestrear
de la distribucio´n conjunta y para ello estudiaremos la distribucio´n condicional
completa para cada para´metro.
4.1.2. Distribuciones condicionales completas
Exceptuando las distribuciones condicionales completas de los para´metros
asociados a las covariables β y Σ, las dema´s condicionales completas se obtienen
de forma parecida a como se hizo en el Cap´ıtulo 2. Las incluimos a continuacio´n
indicando sus similitudes y discrepancias.
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La distribucio´n condicional completa del vector de variables latentes de asig-
nacio´n zi dado los datos y los dema´s para´metros se escribe a continuacio´n.
Proposicio´n 11. Distribucio´n condicional completa de zi
f(zi = El|k, η, p, β,Σ, xi, yi, ei) = Cηyil exp{−ei exp{ x′iβ}ηl}pl,
∀l = 1, . . . , k, siendo
C =
1
k∑
l=1
(ηyil exp{−ei exp{ x′iβ}ηl}pl)
.
La demostracio´n es igual que en el Cap´ıtulo 2, aqu´ı debemos tener en cuenta
que la media de la Poisson con la cual estamos trabajando es la que incluye las
covariables a trave´s del te´rmino del predictor lineal. Esto se reduce a sustituir
cada ei por ei exp{x′iβ}.
Por otro lado, al revisar la condicional completa para los riesgos de cada clase
ηj encontramos que en este ana´lisis en el modelo existira´n tantos riesgos como
clases. Para estudiar dicha distribucio´n debemos tener en cuenta que la matriz Z
es conocida, por eso reescribimos los valores observados y esperados de la siguiente
manera:
y(j) =
m∑
i=1
yi(zi == Ej)
e∗(j) =
m∑
i=1
ei exp{x′iβ}(zi == Ej).
De esta forma zi == Ej actu´a como un operador lo´gico donde el sumando
so´lo aparecera´ cuando el a´rea i vaya a la clase j adecuada. Con Ej la columna
j-e´sima de la matriz identidad k-dimensional.
Con lo anterior, la distribucio´n condicional completa del riesgo en cada clase
se muestra en la siguiente proposicio´n:
Proposicio´n 12.
f(ηj |k, v, z, β,Σ, η−j , x, y, e) ∝ Ga[ηj |y(j) + 1, e∗(j)]
1
(1 + ηj)2
.
Encontramos la demostracio´n correspondiente en el Cap´ıtulo 2. La u´nica di-
ferencia es, como en el caso anterior, que sustituimos cada ei por ei exp{x′iβ}.
Proposicio´n 13. La distribucio´n condicional completa sobre p es como sigue:
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f(p|k, η, z, v, α, β,Σ, x, y, e) ∝
k∏
j=1
p
(
∑m
i=1 zij)+αj−1
j ,
lo que significa que sigue una distribucio´n Dirichlet (p|α+∑mi=1 zi).
Este es exactamente el mismo resultado obtenido en el Cap´ıtulo 2.
Proposicio´n 14. La distribucio´n condicional completa sobre cada punto de corte
vj, con j = 1, . . . , k − 1, es como sigue:
f(vj |k, η, p, z, v−j , y, e) ∝ (vj − vj−1)γj−2(vj+1 − vj)γj+1−2
si
ηj
1 + ηj
< vj <
ηj+1
1 + ηj+1
.
Este tambie´n es el mismo resultado obtenido en el Cap´ıtulo 2.
Proposicio´n 15. La distribucio´n condicional completa del vector de coeficientes
de las covariables es como sigue:
f(β|k, η, p, z,Σ, x, y, e) ∝ exp{(
m∑
i=1
yixi)
′β} exp{−1
2
β′Σ−1β}
exp{
m∑
i=1
−ei exp{x′iβ}z′iη}.
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Demostracio´n.
f(β|k, η, p, z,Σ, x, y, e) ∝
m∏
i=1
(exp{x′iβ}z′iη)yi exp{−ei exp{x′iβ}z′iη}
|Σ|−1/2 exp{−1
2
β′Σ−1β}
∝
m∏
i=1
(exp{x′iβ})yi exp{−ei exp{x′iβ}z′iη}
exp{−1
2
β′Σ−1β}
∝
[ m∏
i=1
(exp{x′iβ})yi
][
exp{−1
2
β′Σ−1β}
]
[ m∏
i=1
exp{−ei exp{x′iβ}z′iη}
]
∝ exp{(
m∑
i=1
yixi)
′β} exp{−1
2
β′Σ−1β}
exp{
m∑
i=1
−ei exp{x′iβ}z′iη}

En el caso particular en el que haya una u´nica covariable, L=1, Σ ya no es
una matriz, es la varianza de una distribucio´n Normal univariante, y la represen-
taremos como σ2. En ese caso se obtiene el siguiente corolario:
Corolario 2.
f(β|k, η, p, z, σ, x, y, e) ∝ exp
{ m∑
i=1
xiyiβ
}
exp
{
− β
2
2σ2
}
exp
{ m∑
i=1
−ei exp{xiβ}z′iη
}
.
Por u´ltimo, la distribucio´n condicional completa sobre Σ es:
Proposicio´n 16. La distribucio´n condicional completa de la matriz de varianzas
y covarianzas Σ es Wishart inversa con matriz de escala (ββ′+ψ) y ν+ 1 grados
de libertad.
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Demostracio´n.
f(Σ|k, η, p, z, β, ψ, v, x, y, e) ∝ |Σ|−1/2 exp
{
− 1
2
β′Σ−1β
}
|Σ|− ν+L+12
exp
{
− 1
2
tr(ψΣ−1)
}
∝ |Σ|− v+1+L+12 exp
{
− 1
2
tr(ββ′Σ−1) + tr(ψΣ−1)
}
∝ |Σ|− v+1+L+12 exp
{
− 1
2
tr((ββ′ + ψ)Σ−1)
}
.

En el caso particular en el que haya una u´nica covariable, no utilizaremos una
distribucio´n inicial Wishart inversa, en su lugar utilizaremos una Ga(a, b) sobre
la precisio´n h = σ−2. En ese caso, la distribucio´n condicional completa sobre la
precisio´n es:
Corolario 3. Sea h = σ−2, entonces
f(h) ∼ Ga
(
a+
1
2
,
β2
2
+ b
)
Demostracio´n.
f(h|k, η, p, z, β, a, b, x, y, e) ∝ (h)1/2 exp
{
− β
2
2
h
}
(h)a−1 exp{−bh}
∝ exp
{
− h
(
β2
2
+ b
)}
(h)a+
1
2
−1.

4.1.3. Muestreo de las distribuciones condicionales completas
El muestreo de las distribuciones condicionales completas de p y z es inmediato
pues conocemos la forma anal´ıtica de sus distribuciones. Para muestrear de la
distribucio´n condicional completa de los riesgos de las clases no existe una rutina
de generacio´n de variables aleatorias en forma automa´tica, sin embargo, podemos
simular de ella estudiando los casos que fueron explicados en el Cap´ıtulo 2.
Para el proceso de la simulacio´n de la distribucio´n condicional completa de
los puntos de corte v utilizaremos el mismo proceso que se explico´ en detalle en
el Cap´ıtulo 2.
Para muestrear de la distribucio´n condicional completa del vector de coefi-
cientes β proponemos un esquema de Metropolis.
4.2 Situacio´n general: nu´mero desconocido de clases 93
Dado un valor inicial βini seleccionamos un candidato β
∗ segu´n una distribu-
cio´n uniforme en una bola de <L centrada en βini y con radio l. Utilizaremos a
l como para´metro de sintonizacio´n. El valor de β en el nuevo paso del algoritmo
sera´ βfin = β
∗ con probabilidad de aceptacio´n:
P (aceptacio´n) = mı´n
(
1,
f(β∗|k, η, p, z,Σ, x, y, e)
f(βini|k, η, p, z,Σ, x, y, e)
)
,
o βfin = βini en otro caso. Donde f(β|k, η, p, z,Σ, x, y, e) es el nu´cleo de la funcio´n
de densidad obtenida en la Proposicio´n 15.
En cada etapa del algoritmo de Gibbs proponemos hacer un paso de Metropo-
lis para actualizar β, con lo que el algoritmo es un ejemplo de Metropolis-within-
Gibbs.
La distribucio´n condicional completa sobre Σ es una distribucio´n para la que
existen me´todos de simulacio´n eficientes y bien conocidos.
4.2. Situacio´n general: nu´mero desconocido de clases
Ahora suponemos que el nu´mero de clases o componentes k es desconocido,
fijamos un nu´mero ma´ximo de clases K conocido y al igual que en el Cap´ıtulo 2
asignamos a k una previa discreta sobre los enteros:
f(k) = qk,
si k = 1, . . . ,K.
Cuando se introducen covariables, la verosimilitud de los datos supuesto k
conocido viene dada por:
f(y|k, η, p, β, e) ∝
m∏
i=1
k∑
j=1
ηyij exp{yiβ′xi} exp{−eiηj exp{β′xi}}p(j)
∝ exp{(
m∑
i=1
yix
′
i)β}
m∏
i=1
k∑
j=1
ηyij exp{−ei exp{x′iβ}ηj}p(j).
No´tese que, supuesto conocido β, la expresio´n anterior se reduce a la expresio´n
(2.4) del Cap´ıtulo 2, sin ma´s que sustituir los valores ei que aparec´ıan en aquella
por ei exp{x′iβ}, y aparece un nuevo factor que so´lo depende de los para´metros a
trave´s del vector β.
Definicio´n 2. La verosimilitud marginal de los datos dado k es:
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f(y|k, x, e) =
∫
Θ
f(y|k, η, p, β, x, e)f(η, p, β|k)dθ.
siendo θ = (η′, p′, β′)′.
Nuestra propuesta, en este caso para obtener una aproximacio´n a la verosimi-
litud marginal fˆ(y|k, x, e) es utilizar la distribucio´n inicial de β como su funcio´n
importante y, dado β, construir la funcio´n importante sobre los otros para´metros
(η y p) siguiendo el esquema del apartado anterior.
Una vez obtenida una aproximacio´n a la verosimilitud marginal, fˆ(y|k, x, e),
la distribucio´n final sobre k la aproximaremos utilizando el Teorema de Bayes:
f(k|y, x, e) ∝ fˆ(y|k, x, e)f(k) con k = 1, . . . ,K.
Por u´ltimo, la distribucio´n final completa deseada es:
f(η, p, β, k|x, y, e) = f(η, p, β|x, y, e, k)f(k|x, y, e).
Con el primer factor, en la parte derecha de la igualdad anterior, obtenemos
la distribucio´n final cuando k es conocido. Y si nos quedamos con la expresio´n
completa obtenemos la distribucio´n final sobre todos los para´metros, incluido k.
Al considerar k desconocido, este para´metro podr´ıa tomar el valor de 1, si-
tuacio´n que no ha sido considerada antes en este apartado. Bajo esa situacio´n,
k = 1, existe una u´nica clase, trabajamos con un u´nico riesgo latente η y el vec-
tor de coeficientes de las variables β, el vector de variables de asignacio´n zi y el
vector de probabilidades p no hacen parte de este caso porque existe una u´nica
componente.
As´ı partiendo del supuesto de que:
yi|η, β, xi, ei ∼ Po(yi|ei exp{x′iβ}η).
La distribucio´n condicional completa del riesgo η dado los datos x, y y e (la
cual se deduce de la Proposicio´n 5 del Cap´ıtulo 2) es:
f(η|k, β, x, y, e) ∝ f(y|k, η, β, x, e)f(η)
∝
[ m∏
i=1
exp{−ei exp{x′iβ}η}
(ei exp{x′iβ}η)yi
yi!
]
1
(1 + η)2
∝ exp
{[
−
m∑
i=1
ei exp{x′iβ}
]
η
}
(exp{x′iβ}η)yi
1
(1 + η)2
∝ exp
{[
−
m∑
i=1
ei exp{x′iβ}
]
η
}
(η)yi
1
(1 + η)2
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siendo 0 < η < +∞.
Obse´rvese que aunque nos enfrentamos a un habitual modelo de Poisson, la
inicial asumida para η es
1
(1 + η)2
, de tal manera que dicha estructura es compa-
tible con la previa asumida para cuando k > 1 explicada en el Cap´ıtulo 2. Para el
estudio de la distribucio´n condicional de β hacemos uso de las Proposiciones 15
y 16 desarrolladas en este cap´ıtulo y para el estudio en una dimensio´n utilizamos
los respectivos corolarios.
4.3. Conclusiones sobre cada a´rea pequen˜a
Teniendo en cuenta toda la informacio´n que podemos obtener del ana´lisis
realizado y teniendo en cuenta que en este cap´ıtulo hemos incluido covariables,
nuestro principal intere´s recae en el estudio de los riesgos de cada una de las a´reas
pequen˜as y la probabilidad que tiene cada una de dichas a´reas de pertenecer a
una de las clases que hacen parte del modelo.
Supuestos conocidos todos los para´metros del modelo y una vez observados
los datos, la probabilidad de que el a´rea pequen˜a ai pertenezca a la clase cj es:
P (ai ∈ cj |k, η, β, p, x, y, e) = P (zij = 1|k, η, β, p, x, y, e), (4.4)
y esas probabilidades esta´n dadas en la Proposicio´n 11 de este cap´ıtulo y se
calculan en cada paso del algoritmo de Gibbs.
As´ı pues, supuestos conocidos todos los para´metros, el riesgo asociado a cada
a´rea pequen˜a, tomando esperanzas respecto a la distribucio´n de z, es:
E(θi|k, η, β, p, x, y, e) =
k∑
j=1
ηj exp{x′iβ}P (ai ∈ cj |k, η, β, p, x, y, e), (4.5)
con i = 1, . . . ,m.
La estimacio´n de esos riesgos, su esperanza con respecto a la distribucio´n final,
dado k, puede aproximarse utilizando las cadenas de Markov generadas mediante
Gibss sampling,
Eˆ(θi|k, x, y, e) = 1
N
N∑
n=1
θ
(n)
i ,
siendo θ
(n)
i el valor obtenido al sustituir en la ecuacio´n (4.5) los resultados de la
n-e´sima iteracio´n de Gibbs.
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Finalmente, utilizando la distribucio´n posterior sobre el nu´mero de clases:
Eˆ(θi|x, y, e) =
K∑
k=1
Eˆ(θi|k, x, y, e)f(k|x, y, e).
La expresio´n anterior es nuestra propuesta como estimacio´n puntual del ries-
go de cada a´rea pequen˜a. Adema´s, si suponemos conocido k, o utilizamos una
estimacio´n puntual de dicho para´metro desconocido, podemos estimar la probabi-
lidad de pertenencia de cada a´rea pequen˜a a cada una de las clases de la siguiente
forma:
Sea p
(n)
ij el valor obtenido al sustituir en la ecuacio´n (4.4) los valores de los
para´metros obtenidos en la n-e´sima etapa del algoritmo de Gibbs, entonces:
Pˆ (ai ∈ cj |k, x, y, e) = 1
N
N∑
n=1
p
(n)
ij .
4.4. Ejemplos nume´ricos
En esta seccio´n continuamos estudiando los datos de la varicela en Valencia,
los cuales fueron descritos en el ejemplo de aplicacio´n del Cap´ıtulo 3. Revisamos
tres ejemplos, cada uno relacionado con una covariable. La idea es estudiar si
cada una de las covariables de manera individual tiene algu´n efecto o influencia
importante sobre la estimacio´n del riesgo en cada una de las a´reas pequen˜as. La
primera covariable (‘taman˜o familiar’) que estudiamos es el nu´mero medio de
personas por hoja familiar en el an˜o 2008 en la ciudad de Valencia, la segunda
covariable (‘distancia al centro’) se refiere a la distancia que hay desde el cen-
troide de cada uno de los barrios al centroide de la ciudad y la u´ltima covariable
(‘vecinos’) corresponde al riesgo medio de cada a´rea obtenido a partir de los ries-
gos de los vecinos de primer orden, es decir, en esta tercera covariable incluimos
una estructura de vecindad en la estimacio´n del riesgo.
En todos los casos hemos analizado la convergencia estudiando el comporta-
miento de las cadenas de Markov y las series trazadas para los diferentes para´me-
tros convergen.
4.4.1. Ana´lisis de la covariable ‘taman˜o familiar’
Esta covariable presenta datos que corresponden al nu´mero promedio de per-
sonas que habitan en cada uno de los 70 barrios que hacen parte del estudio.
En la hoja familiar esta´n anotados el nu´mero de personas que residen en un de-
terminado hogar y luego se ha tomado el valor medio del taman˜o familiar por
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barrio. Para hacernos una idea de los valores que estudiamos en esta covariable
presentamos el resumen nume´rico en la Tabla 4.1.
Tabla 4.1: Resumen de la covariable ‘taman˜o familiar’
Mı´n Q1 Mediana Media Q3 Ma´x
2.02 2.44 2.52 2.50 2.61 2.84
Iniciamos el ana´lisis de esta covariable estudiando la estimacio´n de los para´me-
tros bajo el modelo propuesto. Presentamos los intervalos de probabilidad al 95 %
sobre la distribucio´n posterior de los nuevos para´metros que hacen parte del mo-
delo: β el coeficiente de la covariable y σ su desviacio´n.
Tabla 4.2: Estimaciones, por intervalo al 95 %, de β y σ (‘taman˜o familiar’)
k β σ
1 (-0.03,0.31) (0.05,0.47)
2 (-0.21,0.06) (0.05,0.35)
3 (-0.04,0.10) (0.05,0.33)
4 (-0.18,0.09) (0.05,0.36)
5 (-0.35,0.07) (0.06,0.49)
6 (-0.24,0.17) (0.05,0.42)
7 (-0.19,0.06) (0.05,0.36)
Obse´rvese que en la Tabla 4.2 el intervalo de probabilidad al 95 % del para´me-
tro β para cada uno de los diferentes k considerados incluye el cero, lo que indica
que dicho para´metro puede tomar este valor. En este caso el riesgo relativo de
cada a´rea pequen˜a estar´ıa explicado por el riesgo residual.
Al estimar los riesgos de cada una de las a´reas pequen˜as con el modelo de
mixturas que proponemos, obtenemos el resumen que aparece en la Tabla 4.3. Si
lo comparamos con la estimacio´n obtenida sin covariables realizada en el ejemplo
nume´rico del Cap´ıtulo 2, encontramos que el rango de variacio´n de los riesgos
estimados se reduce cuando hemos incluido esta covariable, los riesgos parecen
ma´s homoge´neos, esta´n ma´s suavizados.
Tabla 4.3: Resumen de la estimacio´n de los riesgos en a´reas pequen˜as (‘taman˜o
familiar’)
Mı´n Q1 Mediana Media Q3 Ma´x
0.94 0.99 1.00 0.99 1.01 1.05
La Figura 4.1 representa los riesgos estimados para cada uno de los barrios de
la ciudad de Valencia incluyendo la covariable ‘taman˜o familiar’. No´tese que el
riesgo esta´ suavizado de tal manera que lo que podemos observar son dos grupos
de riesgo.
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Figura 4.1: Mapa de riesgos estimados para la varicela en el an˜o 2008 con la
covariable ‘taman˜o familiar’
La covariable ‘taman˜o familiar’ suaviza la estimacio´n del riesgo obtenida y al
parecer no aporta informacio´n adicional.
4.4.2. Ana´lisis de la covariable ‘distancia al centro’
Continuamos ahora con el estudio de la covariable ‘distancia al centro’ que
hace referencia a la distancia (eucl´ıdea) entre cada unos de los centroides de cada
a´rea pequen˜a al centroide de la ciudad de Valencia. El resumen presentado en
la Tabla 4.4 contiene los valores que describen los datos relacionados con esta
covariable.
Tabla 4.4: Resumen de la covariable ‘distancia al centro’
Mı´n Q1 Mediana Media Q3 Ma´x
0.13 1.59 2.30 2.33 2.98 4.53
La Tabla 4.5 muestra los intervalos de probabilidad al 95 % de las estimaciones
de los para´metros que hacen parte del te´rmino que mide el efecto de la covariable.
Para los diferentes valores de k encontramos que el para´metro β es claramente
positivo y los valores de los intervalos var´ıan poco entre los diferentes valores de
k.
Nuestro para´metro de intere´s es la estimacio´n de los riesgos para cada uno de
los 70 barrios que hacen parte de la zona de estudio. Obse´rvese en la Tabla 4.6
que si comparamos el rango de valores en los cuales se mueve el riesgo estimado
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Tabla 4.5: Estimaciones, por intervalo al 95 %, de β y σ (‘distancia al centro’)
k β σ
1 (0.05,0.14) (0.05,0.37)
2 (0.05,0.14) (0.05,0.37)
3 (0.03,0.12) (0.05,0.35)
4 (0.06,0.25) (0.08,0.55)
5 (0.02,0.28) (0.06,0.46)
6 (0.03,0.25) (0.06,0.45)
7 (0.03,0.21) (0.06,0.39)
cuando incluimos la covariable ‘taman˜o familiar’ en comparacio´n con la covariable
‘distancia al centro’, encontramos que dicho rango se ampl´ıa un poco, dando ma´s
variabilidad en los valores de los riesgos relativos estimados. La Figura 4.2 muestra
los riesgos estimados incluyendo esta covariable, notar que ahora el mapa muestra
el efecto de la covariable, es notable co´mo se van incrementando los valores de los
riesgos a medida de que el barrio se aleja del centro de la ciudad. Nuevamente
las zonas con valores mayores en el riesgo quedan ubicadas en la periferia de
Valencia.
Tabla 4.6: Resumen de la estimacio´n de los riesgos en a´reas pequen˜as (‘distancia
al centro’)
Mı´n Q1 Mediana Media Q3 Ma´x
0.70 0.88 0.98 1.00 1.09 1.38
4.4.3. Ana´lisis de la covariable ‘vecinos’
Por u´ltimo, estudiamos la covariable ‘vecinos’ relacionada con la estructura
de vecindad y su impacto en la estimacio´n del riesgo en cada uno de los barrios
que conforman la ciudad de Valencia. Teniendo en cuenta las a´reas vecinas (las
que comparten algu´n l´ımite geogra´fico) de cada uno de los barrios y sus riesgos
estimados a trave´s de la tasa de mortalidad estandarizada, hemos calculado un
riesgo medio para cada barrio teniendo en cuenta el riesgo de cada uno de sus
vecinos. Los valores de dicha covariable se resumen en la Tabla 4.7.
Tabla 4.7: Resumen de la covariable ‘vecinos’
Min Q1 Mediana Media Q3 Max
0.36 0.71 0.91 0.93 1.07 1.92
Al revisar en la Tabla 4.8 los valores obtenidos para los intervalos de probabi-
lidad al 95 % de cada uno de los para´metros que conforman el te´rmino asociado
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Figura 4.2: Mapa de riesgos estimados para la varicela en el an˜o 2008 con la
covariable ‘distancia al centro’.
al efecto de la covariable, encontramos que el para´metro relacionado con el coefi-
ciente de la covariable resulta positivo cuando k toma valores 1 y 2. Para los otros
valores de k dichos intervalos incluyen el cero por lo que podr´ıamos considerarlo
como cero.
Tabla 4.8: Estimaciones, por intervalo al 95 %, de β y σ (‘vecinos’)
k β σ
1 (0.10,0.37) (0.08,0.63)
2 (0.01,0.43) (0.06,0.62)
3 (-0.03,0.27) (0.05,0.44)
4 (-0.03,1.12) (0.06,1.62)
5 (-0.06,0.50) (0.05,0.57)
6 (-0.06,0.91) (0.06,0.93)
7 (-0.09,0.48) (0.05,0.50)
Haciendo uso de las probabilidades finales de k y de las estimaciones del riesgo
cuando k es deconocido, hemos estimado los riesgos para cada una de las a´reas
pequen˜as, el resumen de dichas estimaciones aparece en la Tabla 4.9. Ahora los
riesgos estimados tienen un rango de variacio´n menor que cuando hacemos el
ana´lisis sin covariables. La Figura 4.3 muestra co´mo se distribuyen los riesgos
estimados en la zona de estudio. El hecho de tener en cuenta para la estimacio´n
del riesgo a los vecinos de primer orden suaviza la estimacio´n del riesgo. Sin
embargo, con los valores fijados para los intervalos en el mapa podemos distinguir
tres clases.
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Tabla 4.9: Resumen de la estimacio´n de los riesgos en a´reas pequen˜as (‘vecinos’)
Mı´n Q1 Mediana Media Q3 Ma´x
0.87 0.95 1.00 1.01 1.04 1.28
Figura 4.3: Mapa de riesgos estimados para la varicela en el an˜o 2008 con la
covariable ‘vecinos’.
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Cada una de las covariables que hemos incluido en el estudio aporta informa-
cio´n que en ocasiones no es relevante y/o significativa para estimar los riesgos.
Deseamos que dichos resultados sean un punto de partida para continuar estu-
diando el efecto de las covariables y por ende la estimacio´n de los riesgos en a´reas
pequen˜as. En un trabajo futuro podemos estudiar el impacto de estas covariables
simulta´neamente, de tal manera que revisemos el efecto conjunto que tienen sobre
la estimacio´n del riesgo en cada una de las a´reas pequen˜as.
Cap´ıtulo 5
Conclusiones y futuras l´ıneas
de investigacio´n
5.1. Conclusiones
En esta tesis presentamos una nueva propuesta para modelizar el riesgo de
una enfermedad en a´reas pequen˜as. En concreto, un modelo de conglomerados con
estructura de clases latentes para el ana´lisis bayesiano de datos epidemiolo´gicos
en a´reas pequen˜as. Dicho modelo nos permite obtener estimaciones del riesgo en
cada una de las a´reas que conforman la zona de estudio, como tambie´n estudiar el
nu´mero de clases o conglomerados que pueden existir en una zona geogra´fica. La
novedad de nuestra propuesta es que a trave´s de este modelo podemos estimar el
riesgo y clasificar a´reas sin tener en cuenta algu´n criterio de vecindad. El modelo
propuesto incluye ideas de modelos de mixturas, de conglomerados y de modelos
ocultos.
El modelo desarrollado en esta tesis permite que se integren los dos objetivos
del mapeo de enfermedades: por un lado la estimacio´n del riesgo relativo en cada
una de las a´reas pequen˜as que conforman la zona de estudio y por otra parte
la clasificacio´n de a´reas con riesgo similar para formar conglomerados. Durante
el desarrollo de este trabajo consideramos que hemos profundizado en esta l´ınea
de investigacio´n, porque trabajamos simulta´neamente en la consecucio´n de estas
dos finalidades. Los Cap´ıtulos 2, 3 y 4 son interesantes ejemplos del desarrollo en
esta tema´tica de investigacio´n.
A trave´s de la revisio´n de la literatura de mapeo de enfermedades expuestas
en el Cap´ıtulo 1, hemos introducido la tema´tica y algunas problema´ticas aborda-
das en el transcurso de la tesis, siempre apuntando a los dos objetivos que nos
interesan. Con esta introduccio´n presentamos los fundamentos para el desarrollo
de nuestra propuesta.
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Estudiar este problema desde una perspectiva bayesiana nos ha permitido
profundizar y explorar herramientas matema´ticas y computacionales para llegar
a una solucio´n teo´rica que a nivel nume´rico es razonable y a nivel informa´tico
permite obtener resultados satisfactorios.
En el Cap´ıtulo 2 propusimos un nuevo modelo para la estimacio´n del riesgo y
clasificacio´n de a´reas con riesgo similar en el a´mbito de mapeo de enfermedades.
Este modelo aporta una nueva metodolog´ıa capaz de recuperar las relaciones es-
paciales existentes entre las observaciones. A nuestro parecer es una formulacio´n
novedosa y quiza´ ma´s flexible que las propuestas con mayor difusio´n en la lite-
ratura, debido a que no estamos forzando a las a´reas vecinas a tener un riesgo
similar incluyendo una estructura de vecindad.
Con la transformacio´n propuesta en el Cap´ıtulo 2 para la previa de los ries-
gos subyacentes, somos capaces de ordenar dichos riesgos, y de este modo evitar
el problema de identificabilidad de las clases. Hemos trabajado con distribucio-
nes previas propias, poco informativas, para obtener la distribucio´n a posteriori
para los para´metros del modelo que, aunque no es anal´ıticamente tratable, pue-
de ser estimada mediante me´todos de simulacio´n. En concreto, proponemos un
algoritmo de Gibbs para simular de las condicionales completas a posteriori.
Hemos disen˜ado y ejecutado un estudio de simulacio´n de grandes dimensiones,
con 246 escenarios y en cada uno de ellos se han analizado 100 bancos de datos. A
trave´s de dicho estudio encontramos que somos capaces de recuperar la estructura
real del modelo fjado sin incluir desde el inicio algu´n tipo de dependencia espacial,
lo cual se evidencia en los resultados del estudio que se encuentran en el Cap´ıtulo
3 y en la aplicacio´n con datos reales ejemplificados en los Cap´ıtulos 2 y 4. Las
estimaciones de los riesgos y las probabilidades muestran que nuestro modelo
tiene la capacidad de recuperar el modelo verdadero, adema´s es posible estimar
los riesgos relativos en cada a´rea pequen˜a haciendo uso del modelo de mixtura
presentado en el Cap´ıtulo 2.
Dentro del estudio de simulacio´n sucede lo siguiente con los riesgos subyacen-
tes: a medida que los riesgos fijados en cada escenario se acercan uno al otro, la
tarea de identificar las clases se vuelve ma´s compleja. Lo mismo sucede cuando
vamos aumentando el nu´mero de clases k. Sin embargo, el modelo es capaz de
identificar y separar las clases en los ejercicios realizados. El porcentaje de corres-
pondencia de la ma´xima probabilidad con el verdadero k fijado, se incrementa
cada vez que aumenta la incidencia de la enfermedad, algo que era de esperar
pues a mayor incidencia los datos son ma´s informativos.
La distribucio´n final de k contiene toda la informacio´n acerca de la asignacio´n
de las a´reas pequen˜as a cada clase y la ocupacio´n de dichas clases. Para estudiar
esta distribucio´n hemos utilizado la integracio´n Monte-Carlo, as´ı tenemos una al-
ternativa diferente al salto reversible (Reversible jump) frecuentemente utilizado
para estudiar el nu´mero de clases que existen en una zona de estudio. Usando
esas probabilidades y los riesgos latentes estimados, podemos obtener un riesgo
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relativo estimado para cada una de las a´reas pequen˜as. La propuesta que rea-
lizamos mediante el estudio de las probabilidades finales de k ampl´ıa el uso de
eficientes alternativas en simulacio´n bayesiana.
Al medir la bondad de ajuste de los resultados obtenidos con el modelo, en-
contramos que el error RMSE se ve afectado principalmente por la incidencia de
la enfermedad, esto es, a medida que incorporamos ma´s informacio´n el error dis-
minuye notablemente. Por otro lado, el impacto de las probabilidades fijadas en el
estudio para cada escenario, sobre la estimacio´n de los para´metros no es relevante.
Los valores asignados no afectan de manera importante dichas estimaciones.
Hemos realizado una extensio´n del modelo incluyendo covariables a trave´s
de un te´rmino asociado a un predictor lineal. De este modo descomponemos el
riesgo de cada a´rea pequen˜a en dos componentes, una que estudia el efecto de
la(s) covariable(s) y el otro te´rmino que estudia el riesgo residual. As´ı, este nuevo
modelo puede ser visto como un proceso de suavizacio´n del riesgo que al mismo
tiempo permite estudiar el efecto de una o ma´s covariables. Aunque en el trabajo
con covariables es necesaria una profundizacio´n, consideramos que el te´rmino
incluido en esta extensio´n recoge informacio´n que, segu´n sea el caso, sera´ o no
relevante en el modelo.
Resulta interesante ver la similaridad obtenida en las estimaciones de los
riesgos para cada uno de los barrios en la ciudad de Valencia, cuando trabajamos
con los datos de varicela y nos comparamos con los trabajos desarrollados por
Iftimi et al. (2015a) e Iftimi et al. (2015b). Podemos decir que el modelo propuesto
supone una alternativa capaz de competir con los principales modelos que se han
propuesto en la literatura y que trabajan simulta´neamente con los dos objetivos
de mapeo de enfermedades.
5.2. L´ıneas futuras de investigacio´n
El desarrollo de esta tesis nos ha permitido despejar algunas inco´gnitas sobre
el tema tratado, pero al mismo tiempo, nos ha generado nuevas preguntas, ideas
y/o posibles l´ıneas futuras de trabajo en las que seguir investigando. En esta
seccio´n se presentan algunas l´ıneas de investigacio´n que pueden ser objeto de
intere´s.
Como primera posibilidad, hemos pensado en incluir una componente espacial
en el modelo de conglomerados y as´ı obtener las estimaciones del riesgo en cada
una de las a´reas pequen˜as. Ser´ıa de intere´s comparar los resultados obtenidos con
este nuevo modelo con los obtenidos con los modelos propuestos en los Cap´ıtulos
2 y 3.
Puede ser u´til realizar un ana´lisis de sensibilidad de los resultados. En los
Cap´ıtulos 2 y 4 proponemos como distribucio´n inicial sobre el para´metro p una
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distribucio´n Dirichlet con hiperpara´metro α. Segu´n hemos podido comprobar el
modelo resulta particularmente sensible a este hiperpara´metro. Hemos analiza-
do los resultados con valores de α = a1, siendo 1 el vector de unos y tomando
a = 1, 2, 3 y 5. Nosotros nos hemos quedado con el valor 2, que supone un valor
intermedio en la variabilidad del para´metro. Partiendo del ana´lisis de las dis-
tribuciones previas expuestas en los Cap´ıtulos 2 y 4, ser´ıa interesante estudiar
la posibilidad de trabajar con otras previas y as´ı estudiar la sensibilidad de los
para´metros frente a las nuevas propuestas. Por otro lado, resultar´ıa interesante
buscar una reparametrizacio´n del modelo para reducir el error Monte-Carlo tal
como sugieren Salmero´n et al. (2015).
Otro tema en el que se podr´ıa profundizar es en la modelizacio´n espacio-
temporal del problema. Lee and Lawson (2014) abordan esta situacio´n introdu-
ciendo una componente temporal donde el modelo es capaz de detectar conglo-
merados dina´micamente; es decir, la relacio´n de pertenencia al conglomerado y
su nivel de riesgo promedio evolucionan en el tiempo. Ser´ıa interesante trabajar
en la inclusio´n de dicha componente para potenciar el ana´lisis temporal en estas
aplicaciones.
Tambie´n ser´ıa importante continuar trabajando en la extensio´n del modelo
incluyendo otras covariables. Las covariables que hemos incluido en el estudio
aportan informacio´n que en ocasiones no es relevante y/o significativa para esti-
mar los riesgos. Deseamos que dichos resultados sean un punto de partida para
continuar estudiando el efecto de las covariables y por ende la estimacio´n de los
riesgos en a´reas pequen˜as. En un trabajo futuro podemos estudiar el impacto de
estas covariables simulta´neamente, de tal manera que revisemos el efecto conjunto
que tienen sobre la estimacio´n del riesgo en cada una de las a´reas pequen˜as.
Siguiendo con posibles l´ıneas de trabajo y a la vista de los resultados obtenidos
en los diferentes cap´ıtulos, pensamos que podr´ıa resultar interesante compararnos
con otros modelos de estimacio´n del riesgo relativo en a´reas pequen˜as y de detec-
cio´n de conglomerados, por ejemplo, con el modelo de particiones de Knorr-Held
and Rasser (2000), el modelo de conglomerados con suavizacio´n espacial a trave´s
de la distribucio´n CAR propuesto por Lee and Lawson (2014) y el modelo de
conglomerados con suavizacio´n espacial que tambie´n es propuesto en en el mismo
trabajo.
Otra posible e interesante l´ınea de trabajo ser´ıa analizar datos relacionados
con otras enfermedades. Ser´ıa conveniente estudiar el rendimiento del modelo
cuando los datos corresponden a enfermedades raras, donde los casos observados
en cada una de las a´reas pequen˜as pueden tomar el valor de cero, lo que nos
llevar´ıa a tener sobredispersio´n, pues en este tipo de modelos en el primer nivel de
jerarqu´ıa los datos observados se distribuyen con una Poisson. Tambie´n resultar´ıa
interesante estudiar la estimacio´n del riesgo y la deteccio´n de discontinuidades
en zonas de estudio de gran taman˜o, es decir, compuestas por gran cantidad de
a´reas pequen˜as.
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Otro campo de actuacio´n ser´ıa el desarrollo de una herramienta informa´tica
con el software R, que sea fa´cil de implementar y que sea una alternativa para
analizar un banco de datos, cuando inicialmente no se tiene informacio´n de los
vecinos.
.
Cap´ıtulo 6
Anexos
A.1 Co´digo para el modelo de conglomerados
### Funciones para el ana´lisis de datos
library(gtools)
library(lattice)
library(coda)
##PROCESO GIBBS
rzeta <- function(etarisk,prisk,e,y){
EXP <- - e*etarisk + y * log(etarisk) + log(prisk)
pzeta<-exp(EXP - max(EXP))
pzeta<- pzeta/sum(pzeta)
psum <- cumsum(pzeta)
u <- runif(1)
z <- u<psum & u>c(0,psum[-length(psum)])
return(list(z=z*1,p=pzeta))}
v.corte <- function(eta,corte){
corte<-c(0,corte,1)
eta <- eta/(1+eta)
vcorte <- NULL
for (j in 1:(length(eta)-1))
{
a <- corte[j]
A <- eta[j]
B <- eta[j+1]
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b <- corte[j+2]
u <- runif(1)
Ku <- (A-a)/(b-A)*((B-a)*(b-A)/(b-B)/(A-a))**u
corte[j+1] <- (a + b*Ku)/(1+Ku)
vcorte <- c(vcorte,corte[j+1])
}
return(vcorte)}
simulador_eta <- function(alfa,beta2,corte1,corte2){
if (alfa<3 | alfa<beta2){
x <- corte1
u <- 2
while (u > (1+corte1)^2/(1+x)^2){
x <- -1
while (!(x>corte1 & x<corte2)) x <- rgamma(1,alfa,beta2)
u <- runif(1)}
}
else{
a<-pgamma(corte1, alfa-2,beta2)
b<- pgamma(corte2, alfa-2,beta2)
if (b-a > 0.01){
x <- corte2
u <- 2
while (u > (1+1/corte2)^2/(1/x+1)^2){
x <- -1
while (!(x>corte1 & x<corte2)) x <- rgamma(1,alfa-2,beta2)
u <- runif(1)}
}
else {
x <- corte2
u <- 2
while (u > (1+1/corte2)^2/(1/x+1)^2){
x <- qgamma(runif(1,a,b),alfa-2,beta2)
if(x==Inf) x <- corte1
u <- runif(1)}}
}
return(x)
}
eta.riesgo<- function(zetanueva, y, e,corte){
# para´metros de las gamma
alfas <- matrix(y,nrow=1) %*% zetanueva + 1
betas <- matrix(e,nrow=1) %*% zetanueva
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# Simulacio´n
corte <- c(0,corte,1)/(1-c(0,corte,1))
etanuevo <- NULL
for (i in 1:length(alfas)){
if (betas[i]==0) x <- (1/(1+corte[i])-(1/(1+corte[i])-
1/(1+corte[i+1]))*runif(1))**(-1)-1
if (betas[i]>0) x <- simulador_eta(alfas[i],betas[i],
corte[i],corte[i+1])
etanuevo <- c(etanuevo,x)}
return(etanuevo) }
beta_metropolis <- function(eta,zeta,beta_ini,l,np,sigma_ini,
datos){
y <- datos$y
e <- datos$e
x <- datos$x
salto = T
for (i in 1:np) {
beta_fin <- beta_ini -l + runif(1)*2*l
A <- (beta_fin^2 - beta_ini^2)/2/sigma_ini^2 -
(beta_fin - beta_ini) * sum(x*y)
B <- sum((zeta %*% eta) * e * (exp(x*beta_fin) -
exp(x*beta_ini)))
u <- runif(1)
if (A + B > -log(u)) {
beta_fin <- beta_ini
salto = F}
}
return(list(beta=beta_fin,salto=salto))
}
beta_metropolis_k_1 <- function(eta.ini,beta.ini,l,np,sigma.ini,
datos){
y <- datos$y
e <- datos$e
x <- datos$x
for (i in 1:np) {
beta_fin <- beta.ini -l + runif(1)*2*l
A <- (beta_fin^2 - beta.ini^2)/2/sigma.ini^2 - (beta_fin -
beta.ini)* sum(x*y)
B <- sum( eta.ini * e * (exp(x*beta_fin) - exp(x*beta.ini)))
u <- runif(1)
if (A + B > -log(u)) beta_fin <- beta.ini
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}
return(beta_fin)
}
sigma_nuevo <- function(beta_nuevo,sigma_ini,a,b,cmin){
cota <- pgamma(cmin,a+(1/2),(beta_nuevo^2/2)+b)
u <- runif(1,cota,1)
prec <- qgamma(u,a+(1/2),(beta_nuevo^2/2)+b)
return(1/sqrt(prec))
}
unaetapa <- function(ini,viejos,par.metropolis,datos) {
y <- datos$y
e <- datos$e
x <- datos$x
m <- length(y)
# Para´metros de las distribuciones iniciales
alfa <- ini$p_v$alfas
a <- ini$beta$a
b <- ini$beta$b
cmin <- ini$beta$cmin
l <- par.metropolis$l
np <- par.metropolis$np
# Punto de arranque de esta etapa del algoritmo de Gibbs
eta <- viejos$eta_start
corte <- viejos$v_start
beta_ini <- viejos$beta_start
sigma_ini <- viejos$sigma_start
pinicial <- viejos$p_start
### simulamos Z
znuevo <- NULL
pmat <-NULL
media <- NULL
e_cov <- e*exp(x*beta_ini)
for (i in 1:m) {
zn <- rzeta(eta,pinicial,e_cov[i],y[i])
pmat <- rbind(pmat,zn$p)
media <- c(media,sum(zn$p*eta))
znuevo <- rbind(znuevo,zn$z)
}
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media<- media*exp(x*beta_ini)
## Simulamos P
zetacol <-apply(znuevo,2,sum)
pnuevo <-rdirichlet(1,zetacol+alfa)
## Simulamos V
vnuevo <- v.corte(eta,corte)
## Simulamos eta
etanuevo <- eta.riesgo(znuevo,y,e_cov,vnuevo)
if (length(datos$x)>1) {
betafin <- beta_metropolis(etanuevo,znuevo,beta_ini,l,np,
sigma_ini,datos)
beta_ini <- betafin$beta
beta_salto <- betafin$salto
sigma_ini <-sigma_nuevo(beta_ini,sigma_ini,a,b,cmin)
}
## Salida
sal <- list(z=znuevo,p=pnuevo,v=vnuevo,eta=etanuevo,
areas=media,pmat=pmat,beta_est=beta_ini,
sigma_est=sigma_ini)
return(sal) }
gibbs_k_1 <- function(Nsim,ini,punto,par.metropolis,datos){
y <- datos$y
e <- datos$e
x <- datos$x
a <- ini$beta$a
b <- ini$beta$b
cmin <- ini$beta$cmin
l <- par.metropolis$l
np <- par.metropolis$np
m <- length(y)
eta.ini <- punto$eta_start
beta.ini <- punto$beta_start
sigma.ini <- punto$sigma_start
corte1 <- 0
corte2 <- Inf
sum_e <- sum(e)
alfa <- sum(y)+1
eta_k_1 <- beta_k_1 <- sigma_k_1 <- media <- NULL
for (ii in 1:Nsim){
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beta2 <- sum(e*exp(x*beta.ini))
eta.ini <- simulador_eta(alfa,beta2,corte1,corte2)
med <- rep(eta.ini,m)
eta_k_1 <- c(eta_k_1,eta.ini)
if(length(x)>1) {
beta.ini <- beta_metropolis_k_1(eta.ini,beta.ini,l,np,
sigma.ini,datos)
sigma.ini <-sigma_nuevo(beta.ini,sigma.ini,ini.beta$a,
ini.beta$b,ini.beta$cmin)
med <- exp(beta.ini*x)*eta.ini
beta_k_1 <- c(beta_k_1,beta.ini)
sigma_k_1 <- c(sigma_k_1,sigma.ini)}
media <- rbind(media,med)}
return(list(eta=eta_k_1,beta=beta_k_1,sigma=sigma_k_1,
areas=media))
}
gibbs_k_conocida <- function(Nsim,ini,punto,par.metropolis,
datos) {
if (length(punto$eta_start)>1) {
viejos <- punto
# Inicializacio´n de los objetos de salida
zsim <- vsim <- etasim <- psim <- areas <- NULL
pmatsim <- 0
betasim <- NULL
sigmasim <- NULL
# Algoritmo de Gibbs
for (j in 1:Nsim){
nuevospara<- unaetapa(ini,viejos,par.metropolis,datos)
znueva <- nuevospara$z
pnuevo <- nuevospara$p
etanuevo<-nuevospara$eta
vnuevo<- nuevospara$v
betanuevo <- nuevospara$beta_est
sigmanuevo <- nuevospara$sigma_est
znueva <- znueva %*% matrix(1:k,ncol=1)
zsim <- rbind(zsim,as.vector(znueva))
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etasim <- rbind(etasim,etanuevo)
psim <- rbind(psim,pnuevo)
vsim <- rbind(vsim,vnuevo)
if (length(datos$x)>0) {
betasim <- c(betasim,betanuevo)
sigmasim <-c(sigmasim,sigmanuevo)
}
areas <- rbind(areas,nuevospara$areas)
pmatsim <- pmatsim + nuevospara$pmat
viejos <- list(p_start=pnuevo,v_start=vnuevo,
eta_start=etanuevo,beta_start=betanuevo,
sigma_start=sigmanuevo)
}
salidafinal<-list(eta=etasim,p=psim,v=vsim,z=zsim,
pmat=pmatsim/Nsim,areas=areas,beta=betasim,
sigma=sigmasim)
}
if (length(punto$eta_start)==1) salidafinal <-
gibbs_k_1(Nsim,ini,punto,par.metropolis,datos)
return(salidafinal)
}
#FUNCIONES PARA EL CALCULO DE LA DISTRIBUCIO´N FINAL DE K
# Funcio´n que calcula el logaritmo de la verosimilitud en
#un punto dado
lvero.un.punto <- function(theta,datos,k) {
e <- datos$e
y <- datos$y
x <- datos$x
eta <- theta[1:k]
p <- theta[k + 1:k]
bet <- 0
if (length(datos$x) > 1) bet <- theta[2*k+1]
ee <- e*exp(bet*x)
matr <- matrix(y,ncol=1) %*% matrix(log(eta),nrow=1) -
matrix(ee,ncol=1) %*% matrix(eta,nrow=1)
maxim <- apply(matr,1,max)
matr <- matr - maxim
vero <- exp(matr)
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lvero <- sum(log(vero %*% matrix(p,ncol=1))) +sum(maxim)
+ bet*sum(x*y)
return(lvero)
}
# Funcio´n que simula de la funcio´n importante g($\nu$|d)
fun_nus <- function(adn,k){
a <- adn[1:k]
d <- cumsum(adn[k + 1:(k-1)])
nus <- adn[-(1:(2*k-1))]
nus <- sort(c(nus,d))
xx <- cbind(c(0,nus),c(nus,1) - c(0,nus))
u <- runif(k) * (a+1) + c(0,cumsum(a[-k])) + (0:(k-1))
ui <- ceiling(u)
uu <- 1+u-ui
nus <- xx[ui,1] + uu*xx[ui,2]
log_nus <- sum(-log(xx[ui,2])-log(a+1))
return(list(nus=nus/(1-nus),log_nus=log_nus))
}
# Funcio´n que calcula los estimadores naive del riesgo,
#los ordena y evita empates
fun_naive_nus <- function(e,y) {
nus <- y/(y+e)
nus <- sort((abs(jitter(nus))))
if (min(nus)<=0) nus <- nus + min(nus) + 1.0E-06
if (max(nus)>=1) nus <- nus / max(nus) - 1.0E-07
return(nus)
}
final_k <- function(datos,previas,N){
K <- length(previas$k)
y <- datos$y
e <- datos$e
x <- datos$x
e_betas_x <- matrix(rep(e,N),ncol = N)
betas <- NULL
if (length(x)>1) {
cota <- pgamma(previas$beta$cmin,previas$beta$a,
previas$beta$b)
u <- runif(N,cota,1)
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betas <- rnorm(N) /sqrt(qgamma(u,previas$beta$a,
previas$beta$b))
e_betas_x <- e*exp(outer(x,betas))
}
nus_naives <- apply(e_betas_x,2,fun_naive_nus,y=y)
const <- NULL
vero_mean <- NULL
vero_se <- NULL
# Para k == 1
e_sum <- apply(e_betas_x,2,sum)
constante <- min(e_sum)
etas <- rgamma(N,sum(y)+1,e_sum)
const <- cbind(const, - (sum(y)+1) * log(constante) +
lgamma(sum(y)+1))
valores <- (constante/e_sum)**(sum(y)+1)/(1+etas)**2
vero_mean <- cbind(vero_mean,mean(valores))
vero_se <- cbind(vero_se,sd(valores)/sqrt(N))
# Para los k > 1
for (k in 2:K) {
gammas <- previas$p_v[[k]]$gammas
alfas <- previas$p_v[[k]]$alfas
# Simulamos de g(d), que coincide con la previa de d
ds <- rdirichlet(N,gammas)
# Simulamos de g(p|d) y calculamos su log_densidad
#en esos puntos
As <- apply(cbind(ds,t(nus_naives)),1,fun <-function(d)
apply(outer(d[-(1:k)],cumsum(d[1:k]), FUN=’<’),2,sum))
As <- t(rbind(As[1,],As[-1,]-As[-k,]) + alfas)
ps <- t(apply(As,1,rdirichlet,n=1))
log_den_p <- apply(((As - 1) * log(ps)),1,sum) -
apply(lgamma(As),1,sum) + lgamma(apply(As,1,sum))
As <- t(t(As) - alfas)
# Simulamos g(nu_i|d), para i=1,...,k
nus <- matrix(unlist(apply(cbind(As,ds[,-k],t(nus_naives)),
1,fun_nus,k=k)),ncol=k+1,byrow=T)
log_den_nus <- nus[,k+1]
nus <- nus[,-(k+1)]
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# Calculamos el logaritmo de la funcio´n a integrar en
#todos los puntos
lvero <- apply(cbind(nus,ps,betas),1,lvero.un.punto,
datos=datos,k=k)
lvero <- lvero -log_den_p -log_den_nus - apply(log(ds),
1,sum)
lvero <- lvero + apply((alfas - 1) * t(log(ps)),2,sum) -
sum(lgamma(alfas)) + lgamma(sum(alfas))
lvero_max <- max(lvero)
const <- cbind(const,lvero_max)
vero_mean <- cbind(vero_mean,mean(exp(lvero-lvero_max)))
vero_se <- cbind(vero_se,sd(exp(lvero-lvero_max))/
sqrt(length(lvero)))
}
constante <- max(const)
const <- exp(const - constante)
vero_mean <- vero_mean * const
vero_se <- (vero_se * const)
prob_finales_k<- t(vero_mean)*previas$k
suma <- apply(prob_finales_k,2,sum)
prob_finales_k<- t(prob_finales_k )/ suma
return(list(const = constante, vero_mean=vero_mean,
vero_se=vero_se, prob_finales_k=prob_finales_k))
}
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A.2 Estimaciones de riesgos latentes y probabilidades
Presentamos las tablas correspondientes a las estimaciones de los riesgos la-
tentes y probabilidades bajo el modelo propuesto. Los valores mostrados corres-
ponden a la mediana y el rango intercuart´ılico de las 100 re´plicas estudiadas para
cada uno de los 246 escenarios. Si bien es cierto que las estimaciones bajo el
modelo propuesto recuperan bastante bien el modelo verdadero en la mayor´ıa de
los escenarios, algunas estimaciones se ajustan bastante menos. En el cap´ıtulo 4
se analizaron simulaciones de algunas re´plicas en las cuales el valor estimado del
riesgo latente se disparaba a valores muy altos o tomaba valores muy bajos, sin
embargo se comprobo´ que dichos valores esta´n asociados a probabilidades que
son pra´cticamente cero, mostrando as´ı que existe una posibilidad casi nula de
que un riesgo tome valores extremadamente altos o bajos. Tambie´n se hicieron
los ana´lisis de convergencia correspondientes a cada una de las diferentes trazas.
Tabla 6.1: Estimaciones de los riesgos latentes y probabilidades k = 2. Incidencia
3/104hab.
Riesgos Probabilidades
0.5 3.5 0.5 0.5
0.49(0.09) 3.52(0.26) 0.51(0.09) 0.49(0.09)
0.5 3.5 0.2 0.8
0.51(0.14) 3.52(0.17) 0.21(0.05) 0.79(0.05)
0.5 3.5 0.8 0.2
0.51(0.08) 3.56(0.37) 0.79(0.06) 0.21(0.06)
0.5 3.5 0.1 0.9
0.48(0.22) 3.53(0.18) 0.11(0.05) 0.89(0.05)
0.5 2.5 0.5 0.5
0.49(0.11) 2.51(0.20) 0.49(0.10) 0.51(0.10)
0.5 2.5 0.2 0.8
0.48(0.14) 2.52(0.16) 0.20(0.07) 0.80(0.07)
0.5 2.5 0.8 0.2
0.50(0.09) 2.48(0.46) 0.79(0.06) 0.21(0.06)
0.5 2.5 0.1 0.9
0.45(0.27) 2.53(0.19) 0.11(0.07) 0.89(0.07)
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Tabla 6.2: Estimaciones de los riesgos latentes y probabilidades k = 2. Incidencia
3/104hab. Continuacio´n.
Riesgos Probabilidades
0.5 1.5 0.5 0.5
0.49(0.15) 1.57(0.25) 0.49(0.14) 0.51(0.14)
0.5 1.5 0.2 0.8
0.47(0.25) 1.72(3.44) 0.26(0.17) 0.75(0.17)
0.5 1.5 0.8 0.2
0.43(0.09) 1.63(0.66) 0.69(0.21) 0.31(0.21)
0.5 1.5 0.1 0.9
0.53(0.26) 4.36(14.32) 0.22(0.18) 0.78(0.18)
0.8 1.2 0.5 0.5
0.56(0.27) 13.55(24.28) 0.43(0.27) 0.57(0.27)
0.8 1.2 0.2 0.8
0.63(0.28) 16.25(25.27) 0.41(0.29) 0.59(0.29)
0.8 1.2 0.8 0.2
0.51(0.19) 14.11(23.55) 0.46(0.25) 0.54(0.25)
0.8 1.2 0.1 0.9
0.62(0.26) 22.62(34.18) 0.40(0.26) 0.60(0.26)
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Tabla 6.3: Estimaciones de los riesgos latentes y probabilidades k = 2. Incidencia
30/104hab.
Riesgos Probabilidades
0.5 3.5 0.5 0.5
0.50(0.03) 3.51(0.08) 0.50(0.07) 0.51(0.07)
0.5 3.5 0.2 0.8
0.50(0.04) 3.5(0.05) 0.21(0.05) 0.79(0.05)
0.5 3.5 0.8 0.2
0.50(0.02) 3.51(0.12) 0.79(0.06) 0.21(0.06)
0.5 3.5 0.1 0.9
0.50(0.06) 3.50(0.05) 0.11(0.05) 0.90(0.05)
0.5 2.5 0.5 0.5
0.50(0.02) 2.5(0.08) 0.50(0.06) 0.50(0.06)
0.5 2.5 0.2 0.8
0.50(0.04) 2.50(0.06) 0.21(0.05) 0.79(0.05)
0.5 2.5 0.8 0.2
0.50(0.02) 2.50(0.08) 0.79(0.05) 0.21(0.05)
0.5 2.5 0.1 0.9
0.49(0.06) 2.50(0.06) 0.11(0.05) 0.90(0.05)
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Tabla 6.4: Estimaciones de los riesgos latentes y probabilidades k = 2. Incidencia
30/104hab. Continuacio´n.
Riesgos Probabilidades
0.5 1.5 0.5 0.5
0.50(0.03) 1.5(0.05) 0.51(0.07) 0.50(0.07)
0.5 1.5 0.2 0.8
0.50(0.05) 1.51(0.05) 0.21(0.06) 0.79(0.06)
0.5 1.5 0.8 0.2
0.50(0.02) 1.52(0.07) 0.80(0.05) 0.20(0.05)
0.5 1.5 0.1 0.9
0.52(0.08) 1.55(1.62) 0.12(0.05) 0.88(0.05)
0.8 1.2 0.5 0.5
0.79(0.05) 1.26(0.49) 0.50(0.11) 0.50(0.11)
0.8 1.2 0.2 0.8
0.80(0.07) 2.93(8.90) 0.28(0.12) 0.73(0.12)
0.8 1.2 0.8 0.2
0.79(0.03) 1.31(0.53) 0.78(0.13) 0.22(0.13)
0.8 1.2 0.1 0.9
0.80(0.21) 12.01(40.99) 0.27(0.34) 0.73(0.34)
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Tabla 6.5: Estimaciones de los riesgos latentes y probabilidades k = 2. Incidencia
300/104hab.
Riesgos Probabilidades
0.5 3.5 0.5 0.5
0.50(0.01) 3.50(0.02) 0.50(0.07) 0.51(0.07)
0.5 3.5 0.2 0.8
0.50(0.01) 3.50(0.02) 0.21(0.05) 0.79(0.05)
0.5 3.5 0.8 0.2
0.50(0.00) 3.50(0.04) 0.79(0.05) 0.21(0.05)
0.5 3.5 0.1 0.9
0.50(0.02) 3.50(0.02) 0.11(0.04) 0.89(0.04)
0.5 2.5 0.5 0.5
0.50(0.01) 2.50(0.02) 0.50(0.07) 0.50(0.07)
0.5 2.5 0.2 0.8
0.50(0.02) 2.50(0.02) 0.21(0.05) 0.79(0.05)
0.5 2.5 0.8 0.2
0.50(0.00) 2.5(0.03) 0.79(0.05) 0.21(0.05)
0.5 2.5 0.1 0.9
0.50(0.02) 2.50(0.02) 0.11(0.05) 0.90(0.05)
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Tabla 6.6: Estimaciones de los riesgos latentes y probabilidades k = 2. Incidencia
300/104hab. Continuacio´n.
Riesgos Probabilidades
0.5 1.5 0.5 0.5
0.50(0.00) 1.50(0.03) 0.50(0.08) 0.51(0.08)
0.5 1.5 0.2 0.8
0.50(0.01) 1.52(0.08) 0.21(0.06) 0.79(0.06)
0.5 1.5 0.8 0.2
0.50(0.00) 1.50(0.03) 0.79(0.05) 0.21(0.05)
0.5 1.5 0.1 0.9
0.51(0.03) 1.85(2.15) 0.12(0.05) 0.88(0.05)
0.8 1.2 0.5 0.5
0.80(0.02) 1.22(0.19) 0.49(0.07) 0.51(0.07)
0.8 1.2 0.2 0.8
0.81(0.02) 1.55(1.88) 0.23(0.05) 0.77(0.05)
0.8 1.2 0.8 0.2
0.80(0.00) 1.21(0.07) 0.80(0.06) 0.21(0.06)
0.8 1.2 0.1 0.9
0.83(0.06) 6.09(29.08) 0.16(0.10) 0.84(0.10)
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Tabla 6.7: Estimaciones de los riesgos latentes y probabilidades k = 3. Incidencia
3/104hab.
Riesgos Probabilidades
0.5 1.0 3.5 0.33 0.33 0.33
0.35(0.19) 1.12(0.67) 8.13(39.41) 0.24(0.18) 0.43(0.10) 0.28(0.13)
0.5 1.0 3.5 0.2 0.3 0.5
0.34(0.13) 1.21(0.57) 4.74(42.24) 0.15(0.10) 0.39(0.08) 0.45(0.15)
0.5 1.0 3.5 0.2 0.7 0.1
0.39(0.16) 1.30(0.46) 21.45(37.81) 0.26(0.19) 0.62(0.21) 0.10(0.06)
0.5 1.0 3.5 0.1 0.1 0.8
0.28(0.13) 1.14(0.58) 3.68(31.72) 0.07(0.04) 0.18(0.17) 0.75(0.19)
0.5 1.0 3.5 0.6 0.2 0.2
0.32(0.12) 1.16(0.50) 15.93(49.29) 0.34(0.19) 0.47(0.16) 0.18(0.05)
0.5 1.0 2.0 0.33 0.33 0.33
0.35(0.13) 1.09(0.26) 25.61(40.32) 0.23(0.12) 0.47(0.10) 0.26(0.15)
0.5 1.0 2.0 0.2 0.3 0.5
0.36(0.17) 1.19(0.35) 37.16(53.39) 0.17(0.13) 0.45(0.08) 0.38(0.19)
0.5 1.0 2.0 0.2 0.7 0.1
0.34(0.15) 1.03(0.34) 42.99(51.07) 0.21(0.14) 0.55(0.13) 0.20(0.16)
0.5 1.0 2.0 0.1 0.1 0.8
0.32(0.14) 1.29(0.51) 40.15(87.28) 0.09(0.05) 0.44(0.28) 0.47(0.29)
0.5 1.0 2.0 0.6 0.2 0.2
0.30(0.11) 1.01(0.28) 29.85(48.35) 0.33(0.15) 0.47(0.11) 0.16(0.09)
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Tabla 6.8: Estimaciones de los riesgos latentes y probabilidades k = 3. Incidencia
3/104hab. Continuacio´n.
Riesgos Probabilidades
0.8 1.0 1.5 0.33 0.33 0.33
0.36(0.15) 1.17(0.30) 61.22(75.81) 0.17(0.13) 0.58(0.17) 0.22(0.18)
0.8 1.0 1.5 0.2 0.3 0.5
0.31(0.14) 1.17(0.33) 66.0(100.89) 0.11(0.12) 0.57(0.24) 0.28(0.28)
0.8 1.0 1.5 0.2 0.7 0.1
0.34(0.19) 1.20(0.73) 91.87(121.65) 0.19(0.21) 0.59(0.21) 0.16(0.26)
0.8 1.0 1.5 0.1 0.1 0.8
0.34(0.15) 1.24(0.39) 69.94(100.53) 0.10(0.12) 0.55(0.21) 0.32(0.26)
0.8 1.0 1.5 0.6 0.2 0.2
0.33(0.14) 1.09(0.35) 65.01(79.78) 0.19(0.15) 0.56(0.18) 0.20(0.17)
1.0 1.5 3.5 0.33 0.33 0.33
0.49(0.26) 1.54(0.51) 8.25(39.75) 0.16(0.19) 0.51(0.12) 0.31(0.13)
1.0 1.5 3.5 0.2 0.3 0.5
0.49(0.30) 1.62(0.56) 8.81(55.06) 0.10(0.12) 0.43(0.06) 0.46(0.15)
1.0 1.5 3.5 0.2 0.7 0.1
0.51(0.34) 1.63(0.49) 29.03(62.41) 0.18(0.23) 0.64(0.21) 0.12(0.11)
1.0 1.5 3.5 0.1 0.1 0.8
0.39(0.16) 1.48(0.63) 3.73(48.26) 0.04(0.04) 0.24(0.17) 0.71(0.20)
1.0 1.5 3.5 0.6 0.2 0.2
0.51(0.28) 1.52(0.64) 24.88(46.20) 0.25(0.23) 0.56(0.16) 0.17(0.09)
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Tabla 6.9: Estimaciones de los riesgos latentes y probabilidades k = 3. Incidencia
30/104hab.
Riesgos Probabilidades
0.5 1.0 3.5 0.33 0.33 0.33
0.50(0.04) 1.00(0.06) 3.50(0.06) 0.32(0.06) 0.35(0.08) 0.33(0.07)
0.5 1.0 3.5 0.2 0.3 0.5
0.49(0.05) 1.00(0.05) 3.51(0.09) 0.20(0.07) 0.30(0.08) 0.50(0.08)
0.5 1.0 3.5 0.2 0.7 0.1
0.49(0.06) 1.01(0.04) 3.53(0.21) 0.20(0.07) 0.69(0.09) 0.10(0.04)
0.5 1.0 3.5 0.1 0.1 0.8
0.48(0.06) 1.02(0.11) 3.51(0.06) 0.10(0.04) 0.11(0.05) 0.79(0.06)
0.5 1.0 3.5 0.6 0.2 0.2
0.50(0.03) 1.00(0.07) 3.50(0.12) 0.61(0.07) 0.19(0.06) 0.20(0.06)
0.5 1.0 2.0 0.33 0.33 0.33
0.54(0.14) 1.13(0.42) 25.01(101.62) 0.39(0.17) 0.35(0.09) 0.26(0.16)
0.5 1.0 2.0 0.2 0.3 0.5
0.69(0.24) 1.72(0.81) 114.40(207.07) 0.38(0.22) 0.43(0.18) 0.15(0.42)
0.5 1.0 2.0 0.2 0.7 0.1
0.55(0.10) 1.10(0.27) 11.25(46.66) 0.29(0.16) 0.62(0.19) 0.09(0.06)
0.5 1.0 2.0 0.1 0.1 0.8
0.61(0.18) 1.93(0.75) 125.85(180.26) 0.16(0.09) 0.73(0.50) 0.02(0.58)
0.5 1.0 2.0 0.6 0.2 0.2
0.50(0.03) 1.05(0.13) 4.02(21.3) 0.62(0.10) 0.21(0.08) 0.18(0.08)
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Tabla 6.10: Estimaciones de los riesgos latentes y probabilidades k = 3. Incidencia
30/104hab. Continuacio´n.
Riesgos Probabilidades
0.8 1.0 1.5 0.33 0.33 0.33
0.71(0.33) 1.25(0.35) 73.33(109.26) 0.44(0.32) 0.44(0.10) 0.14(0.23)
0.8 1.0 1.5 0.2 0.3 0.5
0.84(0.26) 1.42(0.29) 107.85(90.19) 0.39(0.22) 0.49(0.08) 0.06(0.24)
0.8 1.0 1.5 0.2 0.7 0.1
0.71(0.35) 1.29(0.38) 95.72(129.58) 0.55(0.48) 0.41(0.32) 0.05(0.10)
0.8 1.0 1.5 0.1 0.1 0.8
0.79(0.21) 1.47(0.19) 125.61(144.36) 0.16(0.08) 0.75(0.24) 0.01(0.25)
0.8 1.0 1.5 0.6 0.2 0.2
0.69(0.32) 1.26(0.37) 87.03(102.75) 0.54(0.43) 0.39(0.26) 0.07(0.13)
1.0 1.5 3.5 0.33 0.33 0.33
0.99(0.06) 1.51(0.08) 3.50(0.08) 0.33(0.08) 0.34(0.09) 0.33(0.06)
1.0 1.5 3.5 0.2 0.3 0.5
0.96(0.09) 1.51(0.08) 3.50(0.07) 0.18(0.08) 0.31(0.10) 0.50(0.08)
1.0 1.5 3.5 0.2 0.7 0.1
0.98(0.10) 1.50(0.06) 3.49(0.16) 0.19(0.09) 0.71(0.11) 0.10(0.04)
1.0 1.5 3.5 0.1 0.1 0.8
0.81(0.33) 1.46(0.14) 3.50(0.05) 0.07(0.07) 0.13(0.06) 0.79(0.06)
1.0 1.5 3.5 0.6 0.2 0.2
0.99(0.04) 1.53(0.09) 3.50(0.11) 0.60(0.10) 0.21(0.07) 0.20(0.06)
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Tabla 6.11: Estimaciones de los riesgos latentes y probabilidades k = 3. Incidencia
300/104hab.
Riesgos Probabilidades
0.5 1.0 3.5 0.33 0.33 0.33
0.50(0.02) 1.00(0.02) 3.50(0.02) 0.32(0.06) 0.34(0.06) 0.33(0.07)
0.5 1.0 3.5 0.2 0.3 0.5
0.50(0.01) 1.00(0.02) 3.50(0.02) 0.20(0.05) 0.29(0.07) 0.50(0.08)
0.5 1.0 3.5 0.2 0.7 0.1
0.50(0.02) 1.00(0.02) 3.51(0.06) 0.20(0.05) 0.69(0.07) 0.10(0.04)
0.5 1.0 3.5 0.1 0.1 0.8
0.50(0.01) 1.01(0.03) 3.50(0.01) 0.11(0.05) 0.10(0.04) 0.80(0.06)
0.5 1.0 3.5 0.6 0.2 0.2
0.50(0.00) 1.00(0.02) 3.50(0.05) 0.60(0.07) 0.20(0.05) 0.20(0.06)
0.5 1.0 2.0 0.33 0.33 0.33
0.75(0.07) 1.99(0.03) 193.52(197.65) 0.66(0.08) 0.33(0.06) 0.00(0.00)
0.5 1.0 2.0 0.2 0.3 0.5
0.80(0.06) 2.00(0.02) 183.09(151.36) 0.49(0.08) 0.50(0.07) 0.00(0.00)
0.5 1.0 2.0 0.2 0.7 0.1
0.87(0.13) 1.97(0.33) 156.33(159.32) 0.87(0.21) 0.13(0.19) 0.00(0.03)
0.5 1.0 2.0 0.1 0.1 0.8
0.73(0.13) 2.00(0.01) 174.12(104.50) 0.20(0.05) 0.79(0.05) 0.00(0.00)
0.5 1.0 2.0 0.6 0.2 0.2
0.61(0.08) 1.98(0.44) 160.87(136.32) 0.76(0.09) 0.21(0.05) 0.00(0.06)
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Tabla 6.12: Estimaciones de los riesgos latentes y probabilidades k = 3. Incidencia
300/104hab. Continuacio´n.
Riesgos Probabilidades
0.8 1.0 1.5 0.33 0.33 0.33
0.90(0.02) 1.50(0.02) 157.13(114.62) 0.66(0.07) 0.34(0.06) 0.00(0.00)
0.8 1.0 1.5 0.2 0.3 0.5
0.92(0.03) 1.50(0.02) 157.73(145.40) 0.48(0.08) 0.49(0.08) 0.00(0.00)
0.8 1.0 1.5 0.2 0.7 0.1
0.95(0.04) 1.50(0.13) 134.90(131.90) 0.87(0.15) 0.13(0.13) 0.00(0.02)
0.8 1.0 1.5 0.1 0.1 0.8
0.89(0.06) 1.50(0.01) 164.54(115.71) 0.20(0.05) 0.80(0.06) 0.00(0.00)
0.8 1.0 1.5 0.6 0.2 0.2
0.84(0.03) 1.49(0.07) 127.50(110.73) 0.76(0.06) 0.21(0.06) 0.00(0.03)
1.0 1.5 3.5 0.33 0.33 0.33
1.00(0.02) 1.50(0.02) 3.50(0.03) 0.32(0.07) 0.34(0.07) 0.33(0.07)
1.0 1.5 3.5 0.2 0.3 0.5
1.00(0.02) 1.50(0.02) 3.50(0.02) 0.20(0.05) 0.30(0.08) 0.50(0.08)
1.0 1.5 3.5 0.2 0.7 0.1
1.00(0.02) 1.50(0.02) 3.50(0.05) 0.20(0.05) 0.69(0.07) 0.10(0.04)
1.0 1.5 3.5 0.1 0.1 0.8
1.00(0.03) 1.49(0.03) 3.50(0.02) 0.11(0.04) 0.10(0.04) 0.80(0.05)
1.0 1.5 3.5 0.6 0.2 0.2
1.00(0.01) 1.50(0.02) 3.50(0.04) 0.60(0.07) 0.20(0.05) 0.20(0.06)
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Tabla 6.22: Estimaciones de los riesgos latentes k = 7. Incidencia 3/104hab.
Riesgos
0.2 0.5 0.8 1.0 1.5 2.5 3.5
0.05(0.03) 0.23(0.07) 0.54(0.13) 1.08(0.24) 2.17(0.54) 6.52(2.68) 444.28(564.19)
0.2 0.5 0.8 1.0 1.5 2.5 3.5
0.06(0.02) 0.21(0.06) 0.51(0.15) 1.10(0.30) 2.24(0.64) 7.29(3.72) 550.99(448.93)
0.2 0.5 0.8 1.0 1.5 2.5 3.5
0.06(0.02) 0.22(0.08) 0.54(0.14) 1.10(0.33) 2.24(0.76) 6.50(4.38) 460.14(449.33)
0.2 0.5 0.8 1.0 1.5 2.5 3.5
0.06(0.02) 0.22(0.08) 0.52(0.14) 1.10(0.30) 2.26(0.61) 7.45(3.62) 479.77(534.65)
0.2 0.5 0.8 1.0 1.5 2.5 3.5
0.06(0.02) 0.26(0.08) 0.61(0.17) 1.17(0.35) 2.34(0.71) 7.67(3.31) 578.21(648.07)
0.5 0.7 0.9 1.0 1.5 2.0 2.5
0.07(0.02) 0.27(0.07) 0.61(0.15) 1.17(0.27) 2.30(0.68) 8.12(2.95) 523.86(531.53)
0.5 0.7 0.9 1.0 1.5 2.0 2.5
0.07(0.03) 0..27(0.10) 0.59(0.19) 1.19(0.35) 2.41(0.76) 8.85(2.86) 599.11(585.22)
0.5 0.7 0.9 1.0 1.5 2.0 2.5
0.06(0.03) 0.27(0.10) 0.63(0.21) 1.18(0.39) 2.30(0.85) 8.25(4.35) 693.71(852.31)
0.5 0.7 0.9 1.0 1.5 2.0 2.5
0.06(0.02) 0.25(0.07) 0.58(0.14) 1.12(0.24) 2.27(0.64) 8.76(3.41) 704.61(703.47)
0.5 0.7 0.9 1.0 1.5 2.0 2.5
0.07(0.02) 0.29(0.09) 0.67(0.15) 1.25(0.22) 2.58(0.57) 9.56(3.79) 761.12(669.06)
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Tabla 6.23: Estimaciones de los riesgos latentes k = 7. Incidencia 3/104hab.
Continuacio´n.
Riesgos
0.2 0.4 0.6 1.0 1.3 1.5 2.0
0.05(0.02) 0.22(0.07) 0.50(0.16) 0.99(0.28) 2.11(0.71) 8.35(3.95) 627.78(462.79)
0.2 0.4 0.6 1.0 1.3 1.5 2.0
0.05(0.02) 0.20(0.07) 0.49(0.14) 1.01(0.26) 2.30(0.73) 9.14(3.48) 633.24(741.40)
0.2 0.4 0.6 1.0 1.3 1.5 2.0
0.05(0.02) 0.22(0.07) 0.52(0.14) 1.06(0.28) 2.17(0.68) 8.03(3.43) 489.82(578.89)
0.2 0.4 0.6 1.0 1.3 1.5 2.0
0.05(0.02) 0.20(0.05) 0.47(0.12) 0.94(0.21) 1.99(0.52) 8.29(2.67) 647.43(765.04)
0.2 0.4 0.6 1.0 1.3 1.5 2.0
0.06(0.02) 0.23(0.07) 0.55(0.16) 1.04(0.30) 2.17(0.73) 8.86(3.36) 683.36(605.01)
0.1 0.4 0.6 1.0 2.7 3.0 3.5
0.04(0.02) 0.19(0.06) 0.47(0.14) 0.98(0.35) 2.07(0.80) 5.84(3.41) 465.85(635.07)
0.1 0.4 0.6 1.0 2.7 3.0 3.5
0.04(0.02) 0.17(0.06) 0.43(0.15) 0.98(0.41) 2.20(0.83) 6.84(4.24) 465.00(44.93)
0.1 0.4 0.6 1.0 2.7 3.0 3.5
0.04(0.01) 0.19(0.06) 0.45(0.14) 0.93(0.39) 1.92(1.03) 4.96(4.87) 356.40(453.56)
0.1 0.4 0.6 1.0 2.7 3.0 3.5
0.04(0.02) 0.17(0.05) 0.44(0.13) 0.99(0.35) 2.20(0.96) 6.94(4.13) 439.99(355.82)
0.1 0.4 0.6 1.0 2.7 3.0 3.5
0.05(0.02) 0.22(0.08) 0.54(0.19) 1.07(0.44) 2.22(0.89) 7.20(4.17) 543.92(514.60)
0.5 1.0 1.5 2.0 2.5 3.0 3.5
0.07(0.02) 0.28(0.07) 0.66(0.19) 1.30(0.41) 2.53(0.73) 8.04(3.94) 582.24(494.61)
0.5 1.0 1.5 2.0 2.5 3.0 3.5
0.06(0.02) 0.25(0.10) 0.57(0.15) 1.18(0.33) 2.33(0.86) 7.18(4.52) 521.40(410.14)
0.5 1.0 1.5 2.0 2.5 3.0 3.5
0.06(0.03) 0.27(0.10) 0.65(0.19) 1.27(0.39) 2.39(0.77) 7.04(4.60) 463.52(602.23)
0.5 1.0 1.5 2.0 2.5 3.0 3.5
0.07(0.03) 0.27(0.09) 0.62(0.20) 1.21(0.38) 2.38(0.78) 7.25(3.51) 532.91(414.65)
0.5 1.0 1.5 2.0 2.5 3.0 3.5
0.06(0.02) 0.27(0.09) 0.65(0.21) 1.27(0.46) 2.37(0.95) 7.54(4.73) 513.93(796.55)
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Tabla 6.24: Estimaciones de las probabilidades k = 7. Incidencia 3/104hab.
Probabilidades
0.14 0.14 0.14 0.14 0.14 0.14 0.14
0.04(0.03) 0.10(0.04) 0.19(0.09) 0.24(0.07) 0.22(0.07) 0.15(0.06) 0.03(0.03)
0.4 0.1 0.1 0.1 0.1 0.1 0.1
0.08(0.06) 0.18(0.09) 0.22(0.07) 0.19(0.07) 0.17(0.05) 0.11(0.06) 0.02(0.03)
0.1 0.1 0.1 0.1 0.1 0.1 0.4
0.03(0.03) 0.07(0.04) 0.13(0.06) 0.18(0.08) 0.24(0.10) 0.24(0.12) 0.07(0.09)
0.3 0.2 0.1 0.1 0.1 0.1 0.1
0.06(0.06) 0.16(0.10) 0.23(0.09) 0.21(0.07) 0.17(0.06) 0.10(0.05) 0.02(0.02)
0.1 0.1 0.1 0.4 0.1 0.1 0.1
0.03(0.02) 0.09(0.06) 0.23(0.11) 0.29(0.10) 0.22(0.10) 0.10(0.06) 0.01(0.02)
0.14 0.14 0.14 0.14 0.14 0.14 0.14
0.01(0.01) 0.07(0.06) 0.20(0.09) 0.29(0.10) 0.26(0.09) 0.11(0.08) 0.01(0.03)
0.4 0.1 0.1 0.1 0.1 0.1 0.1
0.02(0.02) 0.12(0.08) 0.26(0.09) 0.28(0.10) 0.19(0.08) 0.07(0.07) 0.00(0.02)
0.1 0.1 0.1 0.1 0.1 0.1 0.4
0.01(0.01) 0.06(0.05) 0.16(0.09) 0.25(0.09) 0.30(0.09) 0.16(0.15) 0.01(0.03)
0.3 0.2 0.1 0.1 0.1 0.1 0.1
0.02(0.02) 0.09(0.08) 0.24(0.11) 0.30(0.08) 0.21(0.08) 0.09(0.06) 0.00(0.02)
0.1 0.1 0.1 0.4 0.1 0.1 0.1
0.01(0.01) 0.07(0.08) 0.24(0.15) 0.31(0.11) 0.22(0.11) 0.08(0.07) 0.01(0.01)
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Tabla 6.25: Estimaciones de las probabilidades k = 7. Incidencia 3/104hab. Con-
tinuacio´n.
Probabilidades
0.14 0.14 0.14 0.14 0.14 0.14 0.14
0.04(0.03) 0.11(0.07) 0.22(0.09) 0.27(0.09) 0.24(0.10) 0.07(0.08) 0.00(0.01)
0.4 0.1 0.1 0.1 0.1 0.1 0.1
0.07(0.07) 0.20(0.10) 0.23(0.07) 0.22(0.08) 0.17(0.07) 0.06(0.05) 0.00(0.01)
0.1 0.1 0.1 0.1 0.1 0.1 0.4
0.03(0.02) 0.08(0.05) 0.16(0.06) 0.25(0.12) 0.29(0.11) 0.13(0.12) 0.00(0.02)
0.3 0.2 0.1 0.1 0.1 0.1 0.1
0.07(0.04) 0.18(0.08) 0.24(0.09) 0.23(0.07) 0.19(0.07) 0.07(0.06) 0.00(0.01)
0.1 0.1 0.1 0.4 0.1 0.1 0.1
0.03(0.03) 0.09(0.06) 0.23(0.09) 0.29(0.09) 0.26(0.12) 0.06(0.06) 0.00(0.01)
0.14 0.14 0.14 0.14 0.14 0.14 0.14
0.05(0.04) 0.11(0.05) 0.17(0.08) 0.18(0.06) 0.19(0.09) 0.20(0.10) 0.05(0.09)
0.4 0.1 0.1 0.1 0.1 0.1 0.1
0.14(0.08) 0.19(0.10) 0.18(0.07) 0.14(0.05) 0.15(0.04) 0.13(0.08) 0.03(0.05)
0.1 0.1 0.1 0.1 0.1 0.1 0.4
0.04(0.04) 0.08(0.05) 0.11(0.05) 0.14(0.07) 0.17(0.14) 0.28(0.15) 0.10(0.22)
0.3 0.2 0.1 0.1 0.1 0.1 0.1
0.12(0.07) 0.18(0.07) 0.18(0.07) 0.17(0.06) 0.15(0.07) 0.13(0.08) 0.03(0.05)
0.1 0.1 0.1 0.4 0.1 0.1 0.1
0.04(0.04) 0.09(0.06) 0.18(0.11) 0.24(0.09) 0.22(0.10) 0.15(0.11) 0.02(0.03)
0.14 0.14 0.14 0.14 0.14 0.14 0.14
0.01(0.01) 0.05(0.03) 0.13(0.08) 0.24(0.10) 0.30(0.09) 0.20(0.12) 0.04(0.06)
0.4 0.1 0.1 0.1 0.1 0.1 0.1
0.02(0.02) 0.09(0.07) 0.21(0.08) 0.23(0.07) 0.23(0.07) 0.16(0.09) 0.02(0.04)
0.1 0.1 0.1 0.1 0.1 0.1 0.4
0.01(0.00) 0.03(0.02) 0.09(0.05) 0.18(0.09) 0.29(0.13) 0.27(0.19) 0.05(0.11)
0.3 0.2 0.1 0.1 0.1 0.1 0.1
0.02(0.02) 0.07(0.06) 0.19(0.08) 0.24(0.09) 0.24(0.08) 0.16(0.09) 0.02(0.03)
0.1 0.1 0.1 0.4 0.1 0.1 0.1
0.01(0.01) 0.03(0.03) 0.095(0.07) 0.23(0.12) 0.34(0.15) 0.20(0.16) 0.02(0.04)
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Se observo´ adema´s que en escenarios donde los riesgos latentes esta´n muy
cercanos uno del otro (por ejemplo, k=2, η1 = 0.8 y η2 = 1.2), al modelo propuesto
se le dificulta distinguir las clases, es aqu´ı en estos escenarios en donde los valores
estimados de los riesgos latentes pueden tomar valores at´ıpicos extremos. Por
otro lado, el impacto de la incidencia en cada uno de los diferentes escenarios es
evidente, tiende a mejorar la estimacio´n cada vez que tenemos ma´s informacio´n,
sin embargo en aquellos escenarios en los que resulta dif´ıcil distinguir las clases la
situacio´n de valores extremos persiste. Cada vez que aumentamos el nu´mero de
clases en el modelo el problema se vuelve ma´s complejo y resulta ma´s complicado
distinguir las clases. En un anexo posterior revisaremos el error de ajuste del
modelo.
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A.3 Probabilidades finales de k
Este anexo contiene las tablas de las probabilidades finales de k obtenidas con
el modelo propuesto. Para cada k y cada escenario se observa un valor real y los
k supuestos los cuales permiten estudiar la posible ocupacio´n de cada una de las
clases existentes en el modelo. Se muestran los valores medios y las desviaciones
t´ıpicas correspondientes a los diferentes k.
Tabla 6.26: Probabilidades finales con k real k = 1 (η = 1, p = 1)
k supuesto
Inc. 1 2 3 4 5 6 7
3/104 hab 0.94(0.12) 0.05(0.08) 0.01(0.02) 0.00(0.02) 0.00(0.00) 0.00(0.00) 0.00(0.00)
30/104 hab 0.99(0.02) 0.01(0.02) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
300/104hab 0.99(0.00) 0.01(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
Tabla 6.27: Prob. finales con k = 2, (η1, η2) = (0.5, 3.5), Inc. = 3/10
4 hab
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.68(0.21) 0.19(0.12) 0.07(0.09) 0.03(0.03) 0.02(0.08) 0.01(0.02)
2 0.00(0.00) 0.82(0.17) 0.13(0.11) 0.04(0.11) 0.01(0.02) 0.00(0.00) 0.00(0.00)
3 0.00(0.00) 0.57(0.24) 0.22(0.12) 0.12(0.15) 0.05(0.07) 0.02(0.04) 0.03(0.08)
4 0.05(0.18) 0.83(0.20) 0.10(0.11) 0.02(0.05) 0.00(0.00) 0.00(0.01) 0.00(0.00)
Tabla 6.28: Prob. finales con k = 2, (η1, η2) = (0.5, 3.5), Inc.= 30/10
4 hab
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.94(0.10) 0.06(0.09) 0.00(0.01) 0.00(0.01) 0.00(0.00) 0.00(0.00)
2 0.00(0.00) 0.97(0.03) 0.03(0.03) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
3 0.00(0.00) 0.91(0.11) 0.07(0.10) 0.01(0.03) 0.00(0.00) 0.00(0.00) 0.00(0.00)
4 0.00(0.00) 0.97(0.03) 0.02(0.03) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
Las probabilidades finales de k obtenidas en este estudio permiten estimar
el nu´mero desconocido de clases, adema´s usando dichas probabilidades y la es-
timacio´n de los riesgos latentes podemos obtener los riesgos relativos estimados
para cada una de las a´reas pequen˜as. En la mayor´ıa de escenarios estudiados el
valor mayor de la media se corresponde con el k real correspondiente, adema´s
esta siuacio´n va siendo ma´s contundente a medida que la incidencia aumenta.
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Tabla 6.29: Prob. finales con k = 2, (η1, η2) = (0.5, 3.5), Inc.= 300/10
4 hab
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.99(0.04) 0.01(0.04) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
2 0.00(0.00) 0.99(0.01) 0.01(0.01) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
3 0.00(0.00) 0.98(0.02) 0.01(0.02) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
4 0.00(0.00) 0.99(0.00) 0.01(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
Tabla 6.30: Prob. finales con k = 2, (η1, η2) = (0.5, 2.5), Inc. = 3/10
4 hab
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.01) 0.62(0.22) 0.23(0.13) 0.09(0.12) 0.04(0.04) 0.02(0.02) 0.01(0.01)
2 0.01(0.04) 0.78(0.15) 0.15(0.10) 0.03(0.03) 0.02(0.03) 0.01(0.02) 0.00(0.00)
3 0.00(0.00) 0.57(0.19) 0.23(0.12) 0.10(0.09) 0.06(0.08) 0.03(0.05) 0.02(0.04)
4 0.18(0.31) 0.67(0.29) 0.11(0.11) 0.03(0.08) 0.01(0.03) 0.00(0.00) 0.00(0.00)
Tabla 6.31: Prob. finales con k = 2, (η1, η2) = (0.5, 2.5), Inc. = 30/10
4 hab
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.93(0.12) 0.06(0.10) 0.00(0.02) 0.00(0.00) 0.00(0.00) 0.00(0.00)
2 0.00(0.00) 0.95(0.12) 0.04(0.10) 0.01(0.03) 0.00(0.02) 0.00(0.00) 0.00(0.00)
3 0.00(0.00) 0.91(0.13) 0.08(0.11) 0.01(0.03) 0.00(0.00) 0.00(0.00) 0.00(0.00)
4 0.00(0.00) 0.95(0.11) 0.05(0.11) 0.00(0.01) 0.00(0.00) 0.00(0.00) 0.00(0.00)
Tabla 6.32: Prob. finales con k = 2, (η1, η2) = (0.5, 2.5), Inc. = 300/10
4 hab
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.99(0.01) 0.01(0.01) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
2 0.00(0.00) 0.99(0.01) 0.01(0.01) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
3 0.00(0.00) 0.98(0.02) 0.01(0.02) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
4 0.00(0.00) 0.99(0.01) 0.01(0.01) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
Tabla 6.33: Prob. finales con k = 2, (η1, η2) = (0.5, 1.5), Inc. = 3/10
4 hab
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.05(0.15) 0.59(0.17) 0.21(0.10) 0.08(0.07) 0.04(0.10) 0.02(0.07) 0.01(0.01)
2 0.36(0.36) 0.48(0.28) 0.11(0.13) 0.03(0.04) 0.02(0.06) 0.00(0.01) 0.00(0.01)
3 0.22(0.32) 0.50(0.22) 0.16(0.10) 0.06(0.06) 0.03(0.05) 0.01(0.03) 0.01(0.01)
4 0.67(0.35) 0.26(0.27) 0.05(0.09) 0.01(0.03) 0.00(0.01) 0.00(0.00) 0.00(0.00)
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Tabla 6.34: Prob. finales con k = 2, (η1, η2) = (0.5, 1.5), Inc. = 30/10
4 hab
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.90(0.14) 0.08(0.11) 0.01(0.03) 0.00(0.00) 0.00(0.10) 0.00(0.00)
2 0.00(0.00) 0.92(0.10) 0.07(0.09) 0.01(0.01) 0.00(0.00) 0.00(0.00) 0.00(0.00)
3 0.00(0.00) 0.89(0.14) 0.10(0.11) 0.02(0.03) 0.00(0.01) 0.00(0.00) 0.00(0.00)
4 0.00(0.00) 0.93(0.11) 0.05(0.06) 0.01(0.07) 0.00(0.00) 0.00(0.00) 0.00(0.00)
Tabla 6.35: Prob. finales con k = 2, (η1, η2) = (0.5, 1.5), Inc. = 300/10
4 hab
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.97(0.07) 0.02(0.06) 0.00(0.00) 0.00(0.01) 0.00(0.00) 0.00(0.00)
2 0.00(0.00) 0.98(0.02) 0.01(0.02) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
3 0.00(0.00) 0.98(0.03) 0.02(0.03) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
4 0.00(0.00) 0.98(0.03) 0.02(0.03) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
Tabla 6.36: Prob. finales con k = 2, (η1, η2) = (0.8, 1.2), Inc. = 3/10
4 hab
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.87(0.19) 0.10(0.14) 0.02(0.05) 0.00(0.01) 0.00(0.01) 0.00(0.00) 0.00(0.00)
2 0.90(0.16) 0.08(0.12) 0.01(0.03) 0.00(0.01) 0.00(0.00) 0.00(0.00) 0.00(0.00)
3 0.89(0.19) 0.08(0.13) 0.02(0.06) 0.01(0.01) 0.00(0.00) 0.00(0.00) 0.00(0.00)
4 0.95(0.08) 0.05(0.06) 0.00(0.01) 0.00(0.00) 0.00(0.00) 0.00(0.01) 0.00(0.00)
Tabla 6.37: Prob. finales con k = 2, (η1, η2) = (0.8, 1.2), Inc. = 30/10
4 hab
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.02(0.10) 0.87(0.14) 0.10(0.10) 0.01(0.02) 0.00(0.00) 0.00(0.00) 0.00(0.00)
2 0.28(0.39) 0.66(0.37) 0.06(0.10) 0.01(0.01) 0.00(0.00) 0.00(0.00) 0.00(0.00)
3 0.15(0.29) 0.75(0.29) 0.09(0.14) 0.01(0.02) 0.00(0.01) 0.00(0.00) 0.00(0.00)
4 0.64(0.38) 0.34(0.369 0.02(0.03) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
Tabla 6.38: Prob. finales con k = 2, (η1, η2) = (0.8, 1.2), Inc. = 300/10
4 hab
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.97(0.05) 0.03(0.05) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
2 0.00(0.00) 1.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
3 0.00(0.00) 0.97(0.04) 0.03(0.04) 0.00(0.02) 0.00(0.00) 0.00(0.00) 0.00(0.00)
4 0.00(0.00) 0.98(0.05) 0.02(0.05) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00)
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Tabla 6.39: Prob. finales con k = 3, (η1, η2,η3) = (0.5, 1.0, 3.5), Inc.= 3/10
4 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.40(0.25) 0.30(0.15) 0.14(0.10) 0.10(0.12) 0.04(0.04) 0.03(0.10)
2 0.00(0.00) 0.51(0.27) 0.27(0.14) 0.12(0.13) 0.06(0.07) 0.02(0.05) 0.01(0.03)
3 0.06(0.20) 0.48(0.26) 0.23(0.15) 0.11(0.11) 0.05(0.06) 0.05(0.11) 0.20(0.03)
4 0.00(0.00) 0.78(0.19) 0.17(0.15) 0.03(0.05) 0.01(0.03) 0.00(0.00) 0.00(0.00)
5 0.00(0.00) 0.44(0.26) 0.27(0.15) 0.14(0.12) 0.08(0.09) 0.05(0.07) 0.03(0.06)
Tabla 6.40: Prob. finales con k = 3, (η1, η2,η3) = (0.5, 1.0, 3.5), Inc.= 30/10
4 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.69(0.23) 0.20(0.13) 0.07(0.12) 0.02(0.04) 0.02(0.09)
2 0.00(0.00) 0.00(0.00) 0.80(0.17) 0.16(0.12) 0.04(0.06) 0.01(0.03) 0.00(0.00)
3 0.00(0.00) 0.00(0.01) 0.72(0.19) 0.20(0.14) 0.05(0.09) 0.02(0.07) 0.01(0.02)
4 0.00(0.00) 0.11(0.24) 0.79(0.23) 0.09(0.09) 0.01(0.01) 0.00(0.00) 0.00(0.00)
5 0.00(0.00) 0.00(0.05) 0.72(0.19) 0.20(0.14) 0.05(0.06) 0.02(0.08) 0.00(0.01)
Tabla 6.41: Prob. finales con k = 3, (η1, η2,η3) = (0.5, 1.0, 3.5), Inc.= 300/10
4
hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.93(0.07) 0.06(0.07) 0.00(0.00) 0.00(0.00) 0.00(0.01)
2 0.00(0.00) 0.00(0.00) 0.94(0.08) 0.06(0.08) 0.00(0.00) 0.00(0.00) 0.00(0.00)
3 0.00(0.00) 0.00(0.00) 0.92(0.11) 0.07(0.09) 0.01(0.02) 0.00(0.02) 0.00(0.00)
4 0.00(0.00) 0.00(0.00) 0.96(0.07) 0.04(0.07) 0.00(0.01) 0.00(0.00) 0.00(0.00)
5 0.00(0.00) 0.00(0.00) 0.94(0.07) 0.06(0.07) 0.00(0.00) 0.00(0.00) 0.00(0.00)
Tabla 6.42: Prob. finales con k = 3, (η1, η2,η3) = (0.5, 1.0, 2.0), Inc.= 3/10
4 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.02(0.10) 0.55(0.22) 0.24(0.14) 0.11(0.10) 0.05(0.06) 0.02(0.05) 0.01(0.02)
2 0.03(0.09) 0.62(0.18) 0.22(0.12) 0.08(0.07) 0.03(0.05) 0.02(0.09) 0.01(0.04)
3 0.46(0.35) 0.34(0.22) 0.13(0.14) 0.04(0.06) 0.01(0.02) 0.02(0.09) 0.00(0.01)
4 0.26(0.35) 0.56(0.28) 0.13(0.10) 0.04(0.07) 0.01(0.03) 0.00(0.01) 0.00(0.01)
5 0.02(0.11) 0.50(0.21) 0.23(0.11) 0.13(0.12) 0.06(0.07) 0.03(0.04) 0.04(0.09)
Tabla 6.43: Prob. finales con k = 3, (η1, η2,η3) = (0.5, 1.0, 2.0), Inc.= 30/10
4 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.68(0.22) 0.22(0.17) 0.08(0.13) 0.02(0.03) 0.01(0.01)
2 0.00(0.00) 0.01(0.05) 0.69(0.22) 0.20(0.15) 0.08(0.11) 0.03(0.08) 0.01(0.03)
3 0.00(0.00) 0.00(0.04) 0.68(0.22) 0.21(0.14) 0.08(0.13) 0.02(0.08) 0.01(0.02)
4 0.00(0.00) 0.24(0.34) 0.63(0.31) 0.11(0.11) 0.02(0.04) 0.00(0.01) 0.00(0.00)
5 0.00(0.00) 0.00(0.01) 0.69(0.22) 0.21(0.16) 0.06(0.12) 0.02(0.09) 0.01(0.01)
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Tabla 6.44: Prob. finales con k = 3, (η1, η2,η3) = (0.5, 1.0, 2.0), Inc.= 300/10
4
hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.92(0.12) 0.06(0.08) 0.01(0.08) 0.00(0.00) 0.00(0.00)
2 0.00(0.00) 0.00(0.00) 0.92(0.11) 0.07(0.09) 0.01(0.01) 0.00(0.00) 0.00(0.00)
3 0.00(0.00) 0.00(0.00) 0.92(0.09) 0.07(0.08) 0.01(0.01) 0.00(0.01) 0.00(0.00)
4 0.00(0.00) 0.00(0.00) 0.93(0.12) 0.06(0.12) 0.00(0.01) 0.00(0.00) 0.00(0.00)
5 0.00(0.00) 0.00(0.00) 0.93(0.09) 0.07(0.09) 0.00(0.01) 0.00(0.00) 0.00(0.00)
Tabla 6.45: Prob. finales con k = 3, (η1, η2,η3) = (0.8, 1.0, 1.5), Inc.= 3/10
4 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.75(0.30) 0.19(0.22) 0.04(0.06) 0.01(0.03) 0.00(0.02) 0.00(0.00) 0.00(0.01)
2 0.75(0.28) 0.20(0.22) 0.03(0.05) 0.01(0.02) 0.00(0.00) 0.00(0.00) 0.00(0.00)
3 0.89(0.16) 0.08(0.12) 0.02(0.04) 0.00(0.01) 0.00(0.00) 0.00(0.00) 0.00(0.00)
4 0.82(0.27) 0.14(0.20) 0.03(0.05) 0.00(0.01) 0.00(0.01) 0.00(0.00) 0.00(0.00)
5 0.76(0.29) 0.18(0.20) 0.04(0.07) 0.10(0.01) 0.00(0.01) 0.00(0.00) 0.00(0.02)
Tabla 6.46: Prob. finales con k = 3, (η1, η2,η3) = (0.8, 1.0, 1.5), Inc.= 30/10
4 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.69(0.27) 0.23(0.19) 0.05(0.09) 0.02(0.08) 0.01(0.08) 0.00(0.00)
2 0.00(0.00) 0.78(0.25) 0.18(0.21) 0.03(0.07) 0.01(0.02) 0.00(0.02) 0.00(0.00)
3 0.19(0.34) 0.66(0.31) 0.13(0.15) 0.02(0.05) 0.00(0.01) 0.00(0.00) 0.00(0.00)
4 0.00(0.02) 0.88(0.16) 0.10(0.14) 0.01(0.03) 0.00(0.00) 0.00(0.00) 0.00(0.00)
5 0.00(0.04) 0.81(0.19) 0.16(0.15) 0.02(0.05) 0.01(0.03) 0.00(0.03) 0.00(0.00)
Tabla 6.47: Prob. finales con k = 3, (η1, η2,η3) = (0.8, 1.0, 1.5), Inc.= 300/10
4
hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.86(0.18) 0.13(0.17) 0.01(0.02) 0.00(0.00) 0.00(0.00)
2 0.00(0.00) 0.00(0.00) 0.86(0.17) 0.12(0.16) 0.01(0.03) 0.00(0.00) 0.00(0.00)
3 0.00(0.00) 0.01(0.10) 0.85(0.19) 0.12(0.17) 0.02(0.04) 0.00(0.01) 0.00(0.00)
4 0.00(0.00) 0.14(0.29) 0.79(0.28) 0.05(0.06) 0.01(0.08) 0.00(0.00) 0.00(0.00)
5 0.00(0.00) 0.00(0.00) 0.86(0.18) 0.13(0.17) 0.01(0.03) 0.00(0.03) 0.00(0.00)
Tabla 6.48: Prob. finales con k = 3, (η1, η2,η3) = (1.0, 1.5, 3.5), Inc.= 3/10
4 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.62(0.23) 0.22(0.13) 0.09(0.09) 0.04(0.08) 0.02(0.06) 0.01(0.02)
2 0.00(0.00) 0.69(0.19) 0.21(0.14) 0.06(0.07) 0.02(0.03) 0.01(0.03) 0.00(0.00)
3 0.23(0.35) 0.53(0.27) 0.16(0.12) 0.05(0.06) 0.02(0.04) 0.01(0.02) 0.00(0.02)
4 0.03(0.12) 0.77(0.20) 0.15(0.14) 0.04(0.08) 0.01(0.02) 0.00(0.00) 0.00(0.00)
5 0.01(0.08) 0.59(0.24) 0.24(0.14) 0.09(0.09) 0.04(0.06) 0.02(0.03) 0.01(0.04)
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Tabla 6.49: Prob. finales con k = 3, (η1, η2,η3) = (1.0, 1.5, 3.5), Inc.= 30/10
4 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.01(0.07) 0.77(0.19) 0.17(0.16) 0.04(0.07) 0.01(0.01) 0.00(0.01)
2 0.00(0.00) 0.07(0.20) 0.73(0.23) 0.17(0.18) 0.02(0.05) 0.01(0.03) 0.00(0.00)
3 0.00(0.00) 0.07(0.18) 0.73(0.21) 0.16(0.14) 0.03(0.08) 0.01(0.02) 0.00(0.01)
4 0.00(0.00) 0.51(0.37) 0.45(0.34) 0.04(0.04) 0.00(0.01) 0.00(0.00) 0.00(0.00)
5 0.00(0.00) 0.02(0.11) 0.75(0.22) 0.17(0.17) 0.04(0.07) 0.01(0.05) 0.00(0.01)
Tabla 6.50: Prob. finales con k = 3, (η1, η2,η3) = (1.0, 1.5, 3.5), Inc.= 300/10
4
hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.92(0.11) 0.07(0.10) 0.01(0.02) 0.00(0.00) 0.00(0.01)
2 0.00(0.00) 0.00(0.00) 0.93(0.09) 0.06(0.07) 0.01(0.02) 0.00(0.00) 0.00(0.00)
3 0.00(0.00) 0.00(0.00) 0.94(0.07) 0.06(0.07) 0.00(0.01) 0.00(0.00) 0.00(0.00)
4 0.00(0.00) 0.00(0.00) 0.95(0.10) 0.05(0.09) 0.00(0.02) 0.00(0.00) 0.00(0.00)
5 0.00(0.00) 0.00(0.00) 0.92(0.13) 0.07(0.12) 0.00(0.01) 0.00(0.00) 0.00(0.00)
Tabla 6.51: Prob. finales con k = 5,(η1, η2,η3, η4,η5) = (0.2, 0.7, 1.0, 3.0, 3.5),
Inc.= 3/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.18(0.22) 0.32(0.16) 0.22(0.15) 0.12(0.10) 0.11(0.18) 0.05(0.08)
2 0.00(0.00) 0.31(0.27) 0.33(0.15) 0.18(0.11) 0.09(0.09) 0.07(0.10) 0.03(0.04)
3 0.00(0.00) 0.19(0.24) 0.29(0.20) 0.21(0.18) 0.13(0.16) 0.10(0.14) 0.08(0.14)
4 0.00(0.00) 0.56(0.31) 0.28(0.19) 0.10(0.13) 0.05(0.11) 0.01(0.03) 0.00(0.01)
Tabla 6.52: Prob. finales con k = 5,(η1, η2,η3, η4,η5) = (0.2, 0.7, 1.0, 3.0, 3.5),
Inc.= 30/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.16(0.23) 0.31(0.23) 0.30(0.24) 0.17(0.21) 0.06(0.13)
2 0.00(0.00) 0.00(0.00) 0.17(0.22) 0.41(0.25) 0.24(0.17) 0.12(0.14) 0.07(0.13)
3 0.00(0.00) 0.00(0.00) 0.47(0.30) 0.30(0.20) 0.13(0.13) 0.08(0.14) 0.02(0.05)
4 0.00(0.00) 0.00(0.00) 0.45(0.33) 0.35(0.22) 0.14(0.17) 0.04(0.08) 0.02(0.05)
Tabla 6.53: Prob. finales con k = 5,(η1, η2,η3, η4,η5) = (0.2, 0.7, 1.0, 3.0, 3.5),
Inc.= 300/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.51(0.35) 0.35(0.32) 0.14(0.23)
2 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.02(0.14) 0.48(0.35) 0.36(0.31) 0.14(0.20)
3 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.02(0.13) 0.57(0.34) 0.31(0.30) 0.09(0.17)
4 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.02(0.14) 0.59(0.33) 0.29(0.29) 0.10(0.18)
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Tabla 6.54: Prob. finales con k = 5,(η1, η2,η3, η4,η5) = (0.5, 0.7, 1.0, 1.5, 3.5),
Inc.= 3/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.27(0.23) 0.30(0.13) 0.19(0.13) 0.13(0.12) 0.07(0.10) 0.06(0.11)
2 0.03(0.12) 0.36(0.26) 0.28(0.15) 0.16(0.14) 0.09(0.12) 0.05(0.09) 0.04(0.10)
3 0.01(0.08) 0.33(0.25) 0.27(0.17) 0.16(0.14) 0.13(0.20) 0.06(0.08) 0.04(0.06)
4 0.00(0.00) 0.57(0.28) 0.27(0.18) 0.09(0.10) 0.04(0.07) 0.01(0.03) 0.00(0.01)
Tabla 6.55: Prob. finales con k = 5,(η1, η2,η3, η4,η5) = (0.5, 0.7, 1.0, 1.5, 3.5),
Inc.= 30/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.07(0.15) 0.39(0.24) 0.31(0.23) 0.15(0.17) 0.08(0.14)
2 0.00(0.00) 0.00(0.00) 0.05(0.15) 0.38(0.25) 0.31(0.21) 0.17(0.20) 0.09(0.16)
3 0.00(0.00) 0.00(0.00) 0.23(0.29) 0.37(0.20) 0.21(0.18) 0.13(0.16) 0.05(0.10)
4 0.00(0.00) 0.01(0.08) 0.33(0.32) 0.42(0.25) 0.17(0.21) 0.05(0.08) 0.02(0.03)
Tabla 6.56: Prob. finales con k = 5,(η1, η2,η3, η4,η5) = (0.5, 0.7, 1.0, 1.5, 3.5),
Inc.= 300/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.41(0.30) 0.42(0.30) 0.18(0.21)
2 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.01(0.07) 0.49(0.34) 0.35(0.30) 0.15(0.22)
3 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.02(0.11) 0.53(0.31) 0.32(0.27) 0.12(0.18)
4 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.04(0.15) 0.58(0.31) 0.28(0.27) 0.10(0.16)
Tabla 6.57: Prob. finales con k = 5,(η1, η2,η3, η4,η5) = (0.2, 0.7, 1.0, 1.5, 2.5),
Inc.= 3/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.01) 0.22(0.21) 0.31(0.15) 0.22(0.18) 0.13(0.11) 0.08(0.10) 0.04(0.06)
2 0.07(0.20) 0.39(0.23) 0.26(0.16) 0.14(0.11) 0.07(0.09) 0.04(0.10) 0.02(0.06)
3 0.00(0.00) 0.32(0.26) 0.26(0.16) 0.19(0.18) 0.10(0.12) 0.08(0.15) 0.04(0.09)
4 0.00(0.00) 0.47(0.25) 0.32(0.15) 0.12(0.12) 0.06(0.09) 0.02(0.04) 0.01(0.01)
Tabla 6.58: Prob. finales con k = 5,(η1, η2,η3, η4,η5) = (0.2, 0.7, 1.0, 1.5, 2.5),
Inc.= 30/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.20(0.22) 0.36(0.25) 0.29(0.23) 0.15(0.18)
2 0.00(0.00) 0.00(0.00) 0.01(0.04) 0.15(0.19) 0.36(0.24) 0.29(0.23) 0.19(0.19)
3 0.00(0.00) 0.00(0.00) 0.06(0.15) 0.40(0.25) 0.27(0.18) 0.16(0.16) 0.11(0.15)
4 0.00(0.00) 0.00(0.00) 0.02(0.10) 0.52(0.26) 0.28(0.19) 0.13(0.13) 0.05(0.08)
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Tabla 6.59: Prob. finales con k = 5,(η1, η2,η3, η4,η5) = (0.2, 0.7, 1.0, 1.5, 2.5),
Inc.= 300/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.51(0.31) 0.34(0.28) 0.14(0.23)
2 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.46(0.32) 0.37(0.28) 0.17(0.22)
3 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.01) 0.61(0.29) 0.29(0.26) 0.10(0.18)
4 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.02(0.13) 0.66(0.28) 0.26(0.24) 0.06(0.10)
Tabla 6.60: Prob. finales con k = 5,(η1, η2,η3, η4,η5) = (0.5, 1.0, 2.0, 2.5, 3.5),
Inc.= 3/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.35(0.26) 0.32(0.15) 0.16(0.11) 0.08(0.10) 0.05(0.08) 0.03(0.06)
2 0.04(0.16) 0.50(0.26) 0.26(0.15) 0.11(0.12) 0.06(0.10) 0.02(0.05) 0.01(0.03)
3 0.00(0.00) 0.36(0.27) 0.27(0.15) 0.16(0.13) 0.10(0.12) 0.06(0.08) 0.05(0.10)
4 0.00(0.00) 0.57(0.29) 0.28(0.19) 0.10(0.11) 0.04(0.06) 0.01(0.02) 0.00(0.01)
Tabla 6.61: Prob. finales con k = 5,(η1, η2,η3, η4,η5) = (0.5, 1.0, 2.0, 2.5, 3.5),
Inc.= 30/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.20(0.26) 0.35(0.24) 0.26(0.24) 0.19(0.22)
2 0.00(0.00) 0.00(0.00) 0.00(0.02) 0.15(0.20) 0.40(0.27) 0.28(0.24) 0.17(0.19)
3 0.00(0.00) 0.00(0.00) 0.05(0.14) 0.37(0.25) 0.31(0.21) 0.17(0.19) 0.10(0.14)
4 0.00(0.00) 0.00(0.00) 0.07(0.17) 0.46(0.28) 0.29(0.22) 0.13(0.17) 0.05(0.09)
Tabla 6.62: Prob. finales con k = 5,(η1, η2,η3, η4,η5) = (0.5, 1.0, 2.0, 2.5, 3.5),
Inc.= 300/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.43(0.39) 0.34(0.34) 0.23(0.32)
2 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.45(0.34) 0.36(0.30) 0.19(0.25)
3 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.55(0.34) 0.33(0.31) 0.11(0.20)
4 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.53(0.36) 0.31(0.30) 0.16(0.25)
Tabla 6.63: Prob. finales con k = 5,(η1, η2,η3, η4,η5) = (0.5, 1.0, 1.5, 2.5, 3.5),
Inc.= 3/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.31(0.25) 0.30(0.15) 0.19(0.14) 0.10(0.10) 0.06(0.09) 0.04(0.07)
2 0.02(0.09) 0.47(0.25) 0.28(0.17) 0.13(0.12) 0.06(0.07) 0.03(0.04) 0.01(0.03)
3 0.00(0.00) 0.30(0.25) 0.31(0.19) 0.17(0.13) 0.11(0.10) 0.06(0.07) 0.05(0.12)
4 0.00(0.03) 0.58(0.28) 0.27(0.18) 0.10(0.12) 0.03(0.04) 0.01(0.02) 0.00(0.01)
153
Tabla 6.64: Prob. finales con k = 5,(η1, η2,η3, η4,η5) = (0.5, 1.0, 1.5, 2.5, 3.5),
Inc.= 30/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.05(0.14) 0.32(0.25) 0.33(0.23) 0.30(0.26)
2 0.00(0.00) 0.00(0.00) 0.00(0.03) 0.12(0.22) 0.34(0.24) 0.33(0.24) 0.21(0.22)
3 0.00(0.00) 0.00(0.00) 0.07(0.16) 0.31(0.25) 0.31(0.22) 0.18(0.18) 0.13(0.18)
4 0.00(0.00) 0.00(0.00) 0.05(0.17) 0.41(0.31) 0.29(0.24) 0.18(0.20) 0.07(0.12)
Tabla 6.65: Prob. finales con k = 5,(η1, η2,η3, η4,η5) = (0.5, 1.0, 1.5, 2.5, 3.5),
Inc.= 300/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.53(0.36) 0.31(0.30) 0.16(0.25)
2 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.52(0.36) 0.33(0.33) 0.15(0.23)
3 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.60(0.34) 0.28(0.29) 0.12(0.22)
4 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.06) 0.60(0.34) 0.30(0.30) 0.09(0.19)
Tabla 6.66: Prob. finales con k = 7, η′s = (0.2, 0.5, 0.8, 1.0, 1.5, 2.5, 3.5), Inc.=
3/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.14 (0.18) 0.31(0.17) 0.23(0.13) 0.16(0.13) 0.11(0.13) 0.05(0.07)
2 0.00(0.00) 0.12(0.18) 0.26(0.16) 0.23(0.16) 0.18(0.15) 0.11(0.11) 0.10(0.14)
3 0.00(0.00) 0.20(0.23) 0.32(0.17) 0.22(0.16) 0.13(0.14) 0.07(0.11) 0.06(0.13)
4 0.00(0.00) 0.09(0.13) 0.29(0.18) 0.24(0.16) 0.17(0.15) 0.12(0.15) 0.09(0.13)
5 0.00(0.00) 0.20(0.23) 0.31(0.18) 0.20(0.14) 0.13(0.11) 0.10(0.13) 0.07(0.08)
Tabla 6.67: Prob. finales con k = 7, η′s = (0.2, 0.5, 0.8, 1.0, 1.5, 2.5, 3.5), Inc.=
30/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.10) 0.08(0.16) 0.31(0.26) 0.61(0.29)
2 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.04(0.13) 0.18(0.21) 0.40(0.24) 0.38(0.27)
3 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.02(0.06) 0.21(0.25) 0.38(0.28) 0.39(0.30)
4 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.02(0.10) 0.13(0.21) 0.34(0.26) 0.50(0.29)
5 0.00(0.00) 0.00(0.00) 0.00(0.02) 0.04(0.09) 0.17(0.19) 0.38(0.25) 0.40(0.28)
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Tabla 6.68: Prob. finales con k = 7, η′s = (0.2, 0.5, 0.8, 1.0, 1.5, 2.5, 3.5), Inc.=
300/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.03(0.14) 0.97(0.14)
2 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.07(0.19) 0.93(0.19)
3 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.04(0.14) 0.96(0.14)
4 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.07(0.20) 0.93(0.20)
5 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.02(0.13) 0.98(0.13)
Tabla 6.69: Prob. finales con k = 7, η′s = (0.5, 0.7, 0.9, 1.0, 1.5, 2.0, 2.5), Inc.=
3/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.03(0.12) 0.52(0.20) 0.24(0.12) 0.10(0.07) 0.06(0.12) 0.03(0.05) 0.02(0.09)
2 0.01(0.04) 0.47(0.22) 0.28(0.14) 0.13(0.10) 0.06(0.06) 0.04(0.04) 0.03(0.08)
3 0.00(0.02) 0.55(0.23) 0.25(0.14) 0.10(0.12) 0.05(0.08) 0.03(0.10) 0.01(0.03)
4 0.02(0.11) 0.48(0.21) 0.25(0.12) 0.14(0.13) 0.06(0.07) 0.02(0.02) 0.02(0.04)
5 0.10(0.20) 0.56(0.20) 0.20(0.12) 0.07(0.07) 0.04(0.07) 0.01(0.01) 0.01(0.02)
Tabla 6.70: Prob. finales con k = 7, η′s = (0.5, 0.7, 0.9, 1.0, 1.5, 2.0, 2.5), Inc.=
30/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.04(0.10) 0.35(0.23) 0.30(0.19) 0.21(0.21) 0.10(0.12)
2 0.00(0.00) 0.00(0.00) 0.10(0.20) 0.40(0.25) 0.24(0.20) 0.16(0.18) 0.10(0.15)
3 0.00(0.00) 0.00(0.03) 0.10(0.18) 0.40(0.24) 0.28(0.20) 0.14(0.15) 0.08(0.13)
4 0.00(0.00) 0.00(0.00) 0.08(0.15) 0.38(0.23) 0.27(0.21) 0.19(0.20) 0.07(0.09)
5 0.00(0.00) 0.00(0.01) 0.17(0.24) 0.37(0.22) 0.22(0.16) 0.16(0.21) 0.08(0.14)
Tabla 6.71: Prob. finales con k = 7, η′s = (0.5, 0.7, 0.9, 1.0, 1.5, 2.0, 2.5), Inc.=
300/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.24(0.38) 0.76(0.38)
2 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.02(0.13) 0.26(0.36) 0.72(0.38)
3 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.01(0.07) 0.32(0.39) 0.66(0.40)
4 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.24(0.36) 0.76(0.36)
5 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.02(0.14) 0.26(0.38) 0.71(0.39)
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Tabla 6.72: Prob. finales con k = 7, η′s = (0.2, 0.4, 0.6, 1.0, 1.3, 1.5, 2.0), Inc.=
3/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.02) 0.44(0.22) 0.27(0.13) 0.14(0.11) 0.09(0.12) 0.03(0.05) 0.02(0.04)
2 0.00(0.00) 0.43(0.23) 0.27(0.15) 0.13(0.13) 0.08(0.13) 0.07(0.14) 0.02(0.05)
3 0.00(0.03) 0.50(0.22) 0.26(0.13) 0.13(0.13) 0.06(0.09) 0.03(0.04) 0.02(0.07)
4 0.00(0.00) 0.39(0.18) 0.30(0.17) 0.15(0.12) 0.09(0.11) 0.05(0.08) 0.02(0.03)
5 0.04(0.09) 0.49(0.20) 0.23(0.13) 0.13(0.13) 0.06(0.08) 0.02(0.04) 0.02(0.07)
Tabla 6.73: Prob. finales con k = 7, η′s = (0.2, 0.4, 0.6, 1.0, 1.3, 1.5, 2.0), Inc.=
30/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.00(0.02) 0.17(0.18) 0.30(0.21) 0.33(0.23) 0.19(0.18)
2 0.00(0.00) 0.00(0.00) 0.02(0.07) 0.23(0.20) 0.34(0.22) 0.23(0.17) 0.18(0.20)
3 0.00(0.00) 0.00(0.00) 0.04(0.10) 0.26(0.22) 0.32(0.23) 0.23(0.21) 0.15(0.19)
4 0.00(0.00) 0.00(0.00) 0.01(0.03) 0.21(0.21) 0.30(0.21) 0.29(0.20) 0.20(0.17)
5 0.00(0.00) 0.00(0.00) 0.05(0.12) 0.29(0.25) 0.30(0.20) 0.23(0.20) 0.13(0.16)
Tabla 6.74: Prob. finales con k = 7, η′s = (0.2, 0.4, 0.6, 1.0, 1.3, 1.5, 2.0), Inc.=
300/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.02(0.14) 0.26(0.38) 0.71(0.39)
2 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.01) 0.24(0.36) 0.75(0.36)
3 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.01) 0.24(0.34) 0.76(0.34)
4 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.24(0.38) 0.76(0.38)
5 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.01(0.06) 0.23(0.34) 0.76(0.34)
Tabla 6.75: Prob. finales con k = 7, η′s = (0.1, 0.4, 0.6, 1.0, 2.7, 3.0, 3.5), Inc.=
3/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.17(0.23) 0.30(0.16) 0.21(0.16) 0.17(0.16) 0.09(0.11) 0.05(0.07)
2 0.00(0.00) 0.13(0.19) 0.32(0.23) 0.22(0.21) 0.18(0.21) 0.10(0.16) 0.05(0.06)
3 0.00(0.00) 0.31(0.27) 0.33(0.16) 0.19(0.16) 0.09(0.12) 0.05(0.08) 0.03(0.09)
4 0.00(0.00) 0.13(0.19) 0.30(0.20) 0.23(0.18) 0.19(0.23) 0.09(0.12) 0.07(0.11)
5 0.00(0.00) 0.14(0.19) 0.33(0.16) 0.21(0.13) 0.16(0.17) 0.10(0.11) 0.07(0.12)
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Tabla 6.76: Prob. finales con k = 7, η′s = (0.1, 0.4, 0.6, 1.0, 2.7, 3.0, 3.5), Inc.=
30/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.11(0.18) 0.27(0.24) 0.34(0.25) 0.27(0.24)
2 0.00(0.00) 0.00(0.00) 0.01(0.06) 0.18(0.21) 0.30(0.22) 0.30(0.22) 0.20(0.20)
3 0.00(0.00) 0.00(0.00) 0.01(0.05) 0.10(0.18) 0.33(0.23) 0.31(0.20) 0.26(0.23)
4 0.00(0.00) 0.00(0.00) 0.00(0.10) 0.21(0.23) 0.27(0.19) 0.28(0.22) 0.24(0.24)
5 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.16(0.20) 0.33(0.24) 0.29(0.23) 0.22(0.23)
Tabla 6.77: Prob. finales con k = 7, η′s = (0.1, 0.4, 0.6, 1.0, 2.7, 3.0, 3.5), Inc.=
300/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.17(0.31) 0.83(0.31)
2 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.01) 0.20(0.33) 0.80(0.33)
3 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.27(0.35) 0.73(0.35)
4 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.29(0.37) 0.71(0.37)
5 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.23(0.33) 0.77(0.33)
Tabla 6.78: Prob. finales con k = 7, η′s = (0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5), Inc.=
3/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.01) 0.36(0.25) 0.33(0.15) 0.16(0.13) 0.08(0.08) 0.04(0.07) 0.02(0.05)
2 0.00(0.00) 0.33(0.24) 0.28(0.12) 0.17(0.11) 0.11(0.11) 0.06(0.08) 0.05(0.12)
3 0.00(0.06) 0.46(0.26) 0.30(0.14) 0.14(0.11) 0.05(0.07) 0.03(0.08) 0.01(0.02)
4 0.00(0.00) 0.29(0.25) 0.30(0.15) 0.18(0.14) 0.11(0.10) 0.07(0.10) 0.04(0.07)
5 0.00(0.01) 0.49(0.26) 0.27(0.12) 0.14(0.13) 0.05(0.07) 0.04(0.11) 0.01(0.04)
Tabla 6.79: Prob. finales con k = 7, η′s = (0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5), Inc.=
30/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.06(0.11) 0.31(0.26) 0.33(0.27) 0.30(0.27)
2 0.00(0.00) 0.00(0.00) 0.01(0.03) 0.20(0.24) 0.27(0.22) 0.32(0.27) 0.21(0.22)
3 0.00(0.00) 0.00(0.00) 0.02(0.08) 0.15(0.21) 0.38(0.23) 0.24(0.19) 0.21(0.21)
4 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.13(0.20) 0.32(0.25) 0.30(0.23) 0.25(0.24)
5 0.00(0.00) 0.00(0.00) 0.01(0.07) 0.19(0.24) 0.31(0.26) 0.30(0.29) 0.18(0.23)
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Tabla 6.80: Prob. finales con k = 7, η′s = (0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5), Inc.=
300/104 hab.
k supuesto
Esc. 1 2 3 4 5 6 7
1 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.05(0.19) 0.95(0.19)
2 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.01(0.01) 0.14(0.30) 0.85(0.31)
3 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.12(0.28) 0.88(0.28)
4 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.09(0.26) 0.91(0.26)
5 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.00(0.00) 0.14(0.31) 0.86(0.31)
A.4 Porcentaje de correspondencia
Tambie´n se hizo un estudio del porcentaje de correspondencia entre el ma´ximo
de la probabilidad final de k con el k real correspondiente en cada un de los
escenarios. En concordancia con el apartado anterior, encontramos que en muchos
escenarios el porcentaje es mayor en la columna del k real estudiado, mostrando
as´ı las bondades del modelo en cuanto a recuperacio´n de la estructura verdadera.
Igual que antes estos resultados tambie´n esta´n afectados por el cambio que genera
el aumento de la incidencia de la enfermedad en una poblacio´n.
Tabla 6.81: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=1. η = 1, p = 1
Incidencia/k supuesto 1 2 3 4 5 6 7
3/104 hab 99 1 0 0 0 0 0
30/104 hab 100 0 0 0 0 0 0
300/104 hab 100 0 0 0 0 0 0
Tabla 6.82: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=2, (η1, η2) = (0.5, 3.5), Inc.= 3/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 88 7 4 0 1 0
2 0 95 3 2 0 0 0
3 0 78 13 5 2 1 1
4 5 94 1 0 0 0 0
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Tabla 6.83: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=2, (η1, η2) = (0.5, 3.5), Inc.= 30/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 98 2 0 0 0 0
2 0 100 0 0 0 0 0
3 0 99 1 0 0 0 0
4 0 100 0 0 0 0 0
Tabla 6.84: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=2, (η1, η2) = (0.5, 3.5), Inc.= 300/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 100 0 0 0 0 0
2 0 100 0 0 0 0 0
3 0 100 0 0 0 0 0
4 0 100 0 0 0 0 0
Tabla 6.85: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=2, (η1, η2) = (0.5, 2.5), Inc.= 3/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 85 11 4 0 0 0
2 0 98 2 0 0 0 0
3 0 85 8 4 2 1 0
4 20 77 2 1 0 0 0
Tabla 6.86: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=2, (η1, η2) = (0.5, 2.5), Inc.= 30/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 98 2 0 0 0 0
2 0 99 1 0 0 0 0
3 0 98 2 0 0 0 0
4 0 99 1 0 0 0 0
Tabla 6.87: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=2, (η1, η2) = (0.5, 2.5), Inc.= 300/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 100 0 0 0 0 0
2 0 100 0 0 0 0 0
3 0 100 0 0 0 0 0
4 0 100 0 0 0 0 0
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Tabla 6.88: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=2 (η1, η2) = (0.5, 1.5), Inc.= 3/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 6 86 5 0 2 1 0
2 37 60 2 0 1 0 0
3 26 74 1 0 0 0 0
4 73 26 2 0 0 0 0
Tabla 6.89: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=2 (η1, η2) = (0.5, 1.5), Inc.= 30/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 97 3 0 0 0 0
2 0 99 1 0 0 0 0
3 0 98 2 0 0 0 0
4 0 99 0 1 0 0 0
Tabla 6.90: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=2 (η1, η2) = (0.5, 1.5), Inc.= 300/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 99 1 0 0 0 0
2 0 100 0 0 0 0 0
3 0 100 0 0 0 0 0
4 0 100 0 0 0 0 0
Tabla 6.91: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=2 (η1, η2) = (0.8, 1.2), Inc.= 3/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 95 4 1 0 0 0 0
2 97 3 0 0 0 0 0
3 96 3 1 0 0 0 0
4 100 0 0 0 0 0 0
Tabla 6.92: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=2 (η1, η2) = (0.8, 1.2), Inc.= 30/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 1 97 2 0 0 0 0
2 28 71 1 0 0 0 0
3 15 81 4 0 0 0 0
4 68 32 0 0 0 0 0
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Tabla 6.93: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=2 (η1, η2) = (0.8, 1.2), Inc.= 300/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 100 0 0 0 0 0
2 0 100 0 0 0 0 0
3 0 100 0 0 0 0 0
4 0 99 1 0 0 0 0
Tabla 6.94: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=3, (η1, η2, η3) = (0.5, 1.0, 3.5), Inc.= 3/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 55 36 5 3 0 1
2 0 68 25 5 1 1 0
3 6 68 17 5 1 3 0
4 0 92 8 0 0 0 0
5 0 63 22 10 2 2 1
Tabla 6.95: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=3, (η1, η2, η3) = (0.5, 1.0, 3.5), Inc.= 30/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 85 9 3 1 2
2 0 0 96 3 1 0 0
3 0 0 91 6 2 1 0
4 0 9 90 1 0 0 0
5 0 1 90 6 1 2 0
Tabla 6.96: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=3, (η1, η2, η3) = (0.5, 1.0, 3.5), Inc.= 300/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 100 0 0 0 0
2 0 0 99 1 0 0 0
3 0 0 98 2 0 0 0
4 0 0 99 1 0 0 0
5 0 0 99 1 0 0 0
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Tabla 6.97: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=3, (η1, η2, η3) = (0.5, 1.0, 2.0), Inc.= 3/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 1 80 12 3 2 2 0
2 1 88 8 1 0 1 1
3 55 39 4 1 0 1 0
4 26 70 3 1 0 0 0
5 2 77 13 4 2 0 2
Tabla 6.98: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=3, (η1, η2, η3) = (0.5, 1.0, 2.0), Inc.= 30/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 1 80 12 3 2 2 0
2 1 88 8 1 0 1 1
3 55 39 4 1 0 1 0
4 26 70 3 1 0 0 0
5 2 77 13 4 2 0 2
Tabla 6.99: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=3, (η1, η2, η3) = (0.5, 1.0, 2.0), Inc.= 300/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 98 1 1 0 0
2 0 0 98 2 0 0 0
3 0 0 99 1 0 0 0
4 0 0 99 1 0 0 0
5 0 0 99 1 0 0 0
Tabla 6.100: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=3, (η1, η2, η3) = (0.8, 1.0, 1.5), Inc.= 3/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 85 15 0 0 0 0 0
2 85 15 0 0 0 0 0
3 98 2 0 0 0 0 0
4 88 12 0 0 0 0 0
5 84 14 1 1 0 0 0
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Tabla 6.101: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=3, (η1, η2, η3) = (0.8, 1.0, 1.5), Inc.= 30/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 85 15 0 0 0 0 0
2 85 15 0 0 0 0 0
3 98 2 0 0 0 0 0
4 88 12 0 0 0 0 0
5 84 14 1 1 0 0 0
Tabla 6.102: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=3, (η1, η2, η3) = (0.8, 1.0, 1.5), Inc.= 300/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 94 6 0 0 0
2 0 0 95 5 0 0 0
3 0 1 95 4 0 0 0
4 0 13 86 0 1 0 0
5 0 0 94 6 0 0 0
Tabla 6.103: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=3, (η1, η2, η3) = (1.0, 1.5, 3.5) , Inc.= 3/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 76 17 3 3 1 0
2 0 92 8 0 0 0 0
3 24 71 4 1 0 0 0
4 2 90 7 1 0 0 0
5 1 79 15 3 1 0 1
Tabla 6.104: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=3, (η1, η2, η3) = (1.0, 1.5, 3.5) , Inc.= 30/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 76 17 3 3 1 0
2 0 92 8 0 0 0 0
3 24 71 4 1 0 0 0
4 2 90 7 1 0 0 0
5 1 79 15 3 1 0 1
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Tabla 6.105: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=3, (η1, η2, η3) = (1.0, 1.5, 3.5) , Inc.= 300/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 99 1 0 0 0
2 0 0 99 1 0 0 0
3 0 0 99 1 0 0 0
4 0 0 99 1 0 0 0
5 0 0 97 3 0 0 0
Tabla 6.106: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=5, (η1, η2, η3, η4, η5) = (0.2, 0.7, 1.0, 3.0, 3.5), Inc.= 3/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 20 46 21 5 7 1
2 0 37 46 8 4 5 0
3 0 27 33 19 9 5 7
4 0 62 30 4 3 1 0
Tabla 6.107: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=5, (η1, η2, η3, η4, η5) = (0.2, 0.7, 1.0, 3.0, 3.5) , Inc.= 30/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 20 35 28 13 4
2 0 0 19 52 20 4 5
3 0 0 59 28 7 5 1
4 0 0 55 34 9 2 0
Tabla 6.108: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=5, (η1, η2, η3, η4, η5) = (0.2, 0.7, 1.0, 3.0, 3.5) , Inc.= 300/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 0 0 51 36 13
2 0 0 0 3 54 32 11
3 0 0 0 2 62 31 5
4 0 0 0 2 67 23 8
Tabla 6.109: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=5, (η1, η2, η3, η4, η5) = (0.5, 0.7, 1.0, 1.5, 3.5) , Inc.= 3/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 35 41 8 9 3 4
2 2 51 27 11 4 2 3
3 1 46 31 11 9 2 1
4 0 75 21 3 1 0 0
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Tabla 6.110: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=5, (η1, η2, η3, η4, η5) = (0.5, 0.7, 1.0, 1.5, 3.5) , Inc.= 30/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 5 47 34 10 4
2 0 0 5 46 30 12 7
3 0 0 29 44 12 11 4
4 0 1 33 55 9 2 0
Tabla 6.111: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=5, (η1, η2, η3, η4, η5) = (0.5, 0.7, 1.0, 1.5, 3.5) , Inc.= 300/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 0 0 42 45 13
2 0 0 0 1 51 37 11
3 0 0 0 3 63 27 7
4 0 0 0 3 64 26 7
Tabla 6.112: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=5, (η1, η2, η3, η4, η5) = (0.2, 0.7, 1.0, 1.5, 2.5) , Inc.= 3/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 28 42 19 5 5 1
2 8 53 26 8 3 1 2
3 0 39 25 21 6 8 1
4 0 65 30 2 3 0 0
Tabla 6.113: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=5, (η1, η2, η3, η4, η5) = (0.2, 0.7, 1.0, 1.5, 2.5) , Inc.= 30/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 0 16 41 32 11
2 0 0 0 14 45 30 11
3 0 0 6 50 23 13 8
4 0 0 1 67 25 6 1
Tabla 6.114: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=5, (η1, η2, η3, η4, η5) = (0.2, 0.7, 1.0, 1.5, 2.5) , Inc.= 300/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 0 0 58 32 10
2 0 0 0 0 54 31 15
3 0 0 0 0 72 23 5
4 0 0 0 2 78 19 1
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Tabla 6.115: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=5, (η1, η2, η3, η4, η5) = (0.5, 1.0, 2.0, 2.5, 3.5) , Inc.= 3/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 44 38 10 5 2 1
2 4 67 18 7 3 1 0
3 0 47 30 14 5 1 3
4 0 71 25 3 1 0 0
Tabla 6.116: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=5, (η1, η2, η3, η4, η5) = (0.5, 1.0, 2.0, 2.5, 3.5) , Inc.= 30/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 0 22 37 21 20
2 0 0 0 18 42 28 12
3 0 0 6 44 31 15 4
4 0 0 8 55 25 11 1
Tabla 6.117: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=5, (η1, η2, η3, η4, η5) = (0.5, 1.0, 2.0, 2.5, 3.5) , Inc.= 300/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 0 0 45 35 20
2 0 0 0 0 49 34 17
3 0 0 0 0 61 31 8
4 0 0 0 1 55 37 7
Tabla 6.118: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=5, (η1, η2, η3, η4, η5) = (0.5, 1.0, 1.5, 2.5, 3.5) , Inc.= 3/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 45 32 15 5 1 3
2 2 63 26 7 1 1 0
3 0 42 38 9 4 2 5
4 0 72 25 3 0 0 0
Tabla 6.119: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=5, (η1, η2, η3, η4, η5) = (0.5, 1.0, 1.5, 2.5, 3.5) , Inc.= 30/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 0 5 35 32 28
2 0 0 0 13 38 31 18
3 0 0 7 38 31 15 9
4 0 0 6 48 29 15 3
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Tabla 6.120: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=5, (η1, η2, η3, η4, η5) = (0.5, 1.0, 1.5, 2.5, 3.5) , Inc.= 300/10
4 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 0 0 57 30 13
2 0 0 0 0 54 36 10
3 0 0 0 0 64 27 9
4 0 0 0 1 65 28 6
Tabla 6.121: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=7, η′s = (0.2, 0.5, 0.8, 1.0, 1.5, 2.5, 3.5) , Inc.= 3/104 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 17 34 23 15 8 3
2 0 13 35 21 18 6 7
3 0 22 43 22 8 2 3
4 0 6 45 27 12 4 6
5 0 25 43 16 8 5 3
Tabla 6.122: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=7, η′s = (0.2, 0.5, 0.8, 1.0, 1.5, 2.5, 3.5), Inc.= 30/104 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 0 0 5 21 74
2 0 0 0 4 16 41 39
3 0 0 0 1 21 40 38
4 0 0 0 2 9 33 56
5 0 0 0 2 14 38 46
Tabla 6.123: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=7, η′s = (0.2, 0.5, 0.8, 1.0, 1.5, 2.5, 3.5) , Inc.= 300/104 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 0 0 0 2 98
2 0 0 0 0 0 6 94
3 0 0 0 0 0 2 98
4 0 0 0 0 0 6 94
5 0 0 0 0 0 2 98
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Tabla 6.124: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=7, η′s = (0.5, 0.7, 0.9, 1.0, 1.5, 2.0, 2.5), Inc.= 3/104 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 1 82 12 1 2 1 1
2 0 73 20 4 1 0 2
3 0 80 13 3 3 1 0
4 2 73 14 9 1 0 1
5 9 81 6 1 3 0 0
Tabla 6.125: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=7, η′s = (0.5, 0.7, 0.9, 1.0, 1.5, 2.0, 2.5), Inc.= 30/104 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 2 44 25 21 8
2 0 0 12 47 21 10 10
3 0 0 10 50 27 9 4
4 0 0 6 51 27 15 1
5 0 0 20 42 15 16 7
Tabla 6.126: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=7, η′s = (0.5, 0.7, 0.9, 1.0, 1.5, 2.0, 2.5), Inc.= 300/104 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 0 0 0 22 78
2 0 0 0 0 2 24 74
3 0 0 0 0 0 31 69
4 0 0 0 0 0 24 76
5 0 0 0 0 3 26 71
Tabla 6.127: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=7, η′s = (0.2, 0.4, 0.6, 1.0, 1.3, 1.5, 2.0), Inc.= 3/104 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 64 22 7 6 1 0
2 0 61 24 7 4 3 1
3 0 73 17 5 4 0 1
4 0 64 24 7 3 3 0
5 0 75 13 8 1 1 2
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Tabla 6.128: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=7, η′s = (0.2, 0.4, 0.6, 1.0, 1.3, 1.5, 2.0), Inc.= 30/104 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 0 16 32 36 16
2 0 0 2 26 39 17 17
3 0 0 3 28 35 24 10
4 0 0 1 20 29 33 18
5 0 0 4 35 34 19 8
Tabla 6.129: Porcentaje de correspondencia entre el ma´ximo de la probabilidad
final con k real=7, η′s = (0.2, 0.4, 0.6, 1.0, 1.3, 1.5, 2.0), Inc.= 300/104 hab.
k supuesto
Escenarios 1 2 3 4 5 6 7
1 0 0 0 0 0 9 91
2 0 0 0 0 0 23 77
3 0 0 0 0 0 20 80
4 0 0 0 0 0 23 77
5 0 0 0 0 1 19 80
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