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Abstract 
Thin films of yttrium iron garnet (YIG) are of high interest for promising photonics and 
spintronics applications.  Integration challenges with current silicon processing technology 
have limited device geometries and caused reduced performance largely arising from 
crystallization issues of as-deposited films.  In order to gain understanding of the 
amorphous to crystalline phase transformation of YIG thin films on non-garnet substrates, 
plan-view TEM and in situ laser annealing TEM methods were utilized.  Thin YIG films 
were sputtered onto SiO2 TEM window membranes.  These films were initially annealed 
ex situ using standard RTA annealing methods.  A nanocrystalline matrix phase between 
YIG crystallites was discovered where previous studies had reported uncrystallized 
material.  Preliminary in situ laser annealing led to the serendipitous discovery of a 2-step 
rapid thermal anneal which improved garnet phase formation in the films.  To investigate 
YIG crystallization kinetics on SiO2, temperature dependent in situ laser annealing TEM 
diffraction experiments were conducted.  Avrami constants and apparent activation energy 
for the nanocrystalline phase formation is reported.  In situ bright-field TEM was also used 
to investigate the growth of the YIG crystallites and indicated they enter a stress limited 
growth phase after reaching a critical dimension.  Additionally, considerable effort was put 
into instrument development for in situ TEM methods, including optimization of single-
shot pump probe capability.  A range for optimized cathode to Wehnelt aperture distance 
  iii 
and photoelectron inducing laser fluence are reported.  Demonstrations of single-shot 
capabilities in both diffraction and imaging modes with current equipment are shown. 
  iv 
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1. Chapter 1 – Introduction 
“There’s plenty of room at the bottom.”  This phrase coined by Richard Feynman 
has been used in the context of progressing all of nanotechnology since he first used it in 
1959.1  At its conception, Feynman was considering the idea of being able to directly 
manipulate individual atoms in order to create nanostructures of his choosing.  While we 
do not yet have control over atoms in the ways Feynman was fantasizing about, 
nanotechnology has progressed an astonishing degree since this time.   
This idea of smaller devices and nanotechnology in general has largely sparked the 
field of material science into a new direction in the 21st century away from classic bulk 
measurements and towards the nanoscale.  At shorter length scales, the properties of 
materials begin to change in some unexpected ways.  Device sizes in many different fields 
are moving to nanometers and beginning to approach single unit-cell dimensions.2-4  Being 
able to create and tailor material properties on the nanoscale is crucial for any emerging 
nanotechnology.  In order to have this level of control at short length scales, however, 
understanding how materials form and change when constructing devices with nanometer 
length scales is paramount.  Control over these processes is getting towards Feynman’s 
dream. 
In this thesis, the theme of increased understanding of nanoscale processes provides 
the motivation for experimental and instrumentation studies.  The following work will 
focus on a specific example of nanoscale control and understanding of the crystallization 
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process in thin films of yttrium iron garnet as well as the advancement of using in situ TEM 
studies to better understand non-reversible nanoscale processes.  After relevant theory, 
backgrounds, and methods are discussed, the following chapters include three of the studies 
I completed during my PhD work which helped to give valuable insight into the 
overarching thesis theme. 
1.1 Yttrium Iron Garnet 
Yttrium iron garnet (YIG), Y3Fe5O12, is a synthetic oxide that is a promising 
material for a host of technologies.  YIG was first developed by Bertaut and Forrat5 in 
1956, and it has received constant research attention since then because it possesses a 
number of interesting properties, such as negligible optical absorption at infrared 
wavelengths6, low spin-wave dampening7,  microwave filtering capability 8 and promising 
magneto-optical properties9.  Each of these properties are critical for emerging 
technologies in both integrated photonics and spintronics.  In the following sections, I will 
outline the above mentioned material properties of YIG and discuss why high quality 
crystalline thin films are important to potential devices. 
1.1.1 Physical Properties 
Yttrium iron garnet has a large unit cell with 160 total ions and a lattice parameter 
of 12.376 Å.10  It is of the Ia3d space group and has a basis of five iron ions, three yttrium 
ions, and 12 oxygen ions.  As can be seen in Figure 1.1, all yttrium ions are coordinated by 
eight oxygen ions, while the iron ions sit in two different coordination sites.  Two Fe3+ ions 
  3 
are octahedrally coordinated while three Fe3+ ions are tetragonally coordinated.10  The two 
different iron ions are coupled antiferromagnetically, but due to unequal magnetic spin, 
YIG is ferrimagnetic.  The unpaired spins in YIG results in Zeeman splitting of optical 
absorption peaks with applied magnetic fields, and this in turn leads to unequal velocities 
for right- and left-circular polarized light. When linearly polarized light propagates through 
magnetized YIG, it is therefore rotated nonreciprocally, an effect known as Faraday 
rotation.  YIG is an insulating oxide with a band gap near 2.85 eV11 and is highly 
transparent at optical communication wavelengths.12  In amorphous YIG, the lack of 
ordering causes the iron ions to be both in the 2+ and 3+ state with a distribution of oxygen 
coordination and no magnetic structure, eliminating most of the interesting material 
properties.   
 
Figure 1.1.  Partial unit cell for the YIG crystal structure. (a) Shows the oxygen 
coordination for the different ions. (b) Ion positions in the lattice.  Adapted from Ozgur et 
al.13 
3+ 
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It is the low absorption and the magneto-optical properties that make it a leading 
candidate for integrated photonic circuitry devices.  Yttrium iron garnet displays a strong 
Faraday Effect in the visible and infrared spectrum.6  The Faraday Effect combined with 
YIG’s low absorption at these wavelengths means that it is possible to construct photonics 
devices which can be both highly efficient and have short length scales, characteristics 
necessary for integrated photonic circuits (PIC).  By substituting yttrium ions with larger 
rare earth ions, typically Bi or Ce, it is possible to change the compensation temperature 
and increase the Faraday rotation for the material at room temperature.14-15  Typical 
photonic device structures contain light propagation to a silicon, silicon nitride, or silicon 
oxide waveguide, where the functional material is a cladding on part of the waveguide, 
interacting with the evanescent tail of the light in the guide.16-19  This structure, shown in 
Figure 1.2, allows for fewer material interfaces as the light propagations through the circuit. 
However, it is difficult to grow substituted YIG directly on non-garnet materials, so a thin 
film of undoped YIG can be used as a seed-layer.  The seed-layer is typically between the 
waveguide and the garnet cladding, so it must be thin to maximizethe evanescent tail inside 
the substituted garnet.17  This is one motivation for understanding and improving the 
crystallization behavior of thin films of YIG on non-garnet materials. 
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Figure 1.2. Cross-section of a silicon waveguide on SiO2 with a garnet cladding.  Adapted 
from Bi et al.20 
 
More recently, YIG has been one of the most important materials for emerging 
spintronics research, due largely to its low Gilbert damping which enables efficient 
excitement of magnetization dynamics.21-23  YIG can be pumped with high frequency 
microwaves at frequencies that match the material’s intrinsic magnetic moment precession.  
This causes all of the moments to precess in unison creating a coherent spin wave in the 
material.  The coherent spin moment oscillation is the basis for important physical 
phenomena such as the Spin Hall and Inverse Spin Hall Effects where the coherent spin 
wave can interact with electrical currents at the interface of adjacent metallic films.24  For 
thinner films of YIG in contact with a metallic material, the damping coefficient increases, 
meaning there is increased interaction and improvement of the Spin Hall and Inverse Spin 
Hall Effects, improving potential device performance shown in Figure 1.3.25 
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Figure 1.3. A plot showing the trend between YIG film thickness and enhancement of the 
damping coefficient for spin pumping a Pt film.  Adapted from Jungfleisch et al.25 
 
The Spin Seebeck Effect refers to the generation of a spin voltage caused by a 
temperature gradient in a ferromagnetic material.  This spin voltage can cause thermal 
injection of spin currents into attached nonmagnetic metals.  By the Inverse Spin Hall 
Effect, this spin current can be converted to a useful charge voltage.26  YIG has been 
demonstrated to be one of the most promising materials for using the Spin Seebeck Effect 
to harvest waste heat and convert it to usable energy.27  Again, thin films of high quality 
YIG are needed to most effectively harvest heat while limiting the insulating effect of 
added material to a system.  Here, polycrystalline films have been demonstrated to perform 
comparably to single-crystal systems.28 
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This is not a comprehensive list of the possible applications of thin films of YIG, 
however, it does give a flavor of the importance that they can play in emerging 
technologies.  So long as photonics and spintronics show promise as revolutionary 
technologies in communication and computing, YIG will continue to play a critical role 
and receive high interest as a material.   
 
1.1.2 Crystallization Challenges 
In all of the above cases, thin films of YIG are needed in materials systems where 
they cannot be grown epitaxially for wide spread device adoption.  In most studies 
concerning the performance of YIG and the underlying physical properties associated with 
thin films of the material, YIG is grown on gadolinium gallium garnet (GGG).  This allows 
for epitaxial growth of the YIG crystal structure ensuring a high quality single-crystal film.  
By definition epitaxy requires a garnet substrate, limiting potential device geometries.  
GGG, however, is expensive, non-abundant, and incompatible with silicon wafer 
processing.  Some researchers have attempted wafer bonding as a means to get around this 
problem, building a device and fusing the YIG film to the top.29-30  Again, geometry issues 
arise because of the thick GGG substrate atop the device structure in this case.   
Efforts by the optics community to develop high quality YIG films grown directly 
on silicon based devices have had mixed results.  It has been demonstrated that phase pure 
YIG thin films can be attained by pulsed laser deposition (PLD) or sputter deposition with 
subsequent annealing to crystallize.31-33  Thicker films of YIG (>45nm) have been shown 
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to crystallize with high phase purity given the right annealing conditions on non-garnet 
substrates.  Below 45nm, thin films of YIG do not fully crystallize into garnet.34  This effect 
is shown in Figure 1.4(a).  A number of publications have investigated the optimization of 
the YIG crystallinity in thin YIG films, though no previous publications had investigated 
the fundamental crystallization kinetics of the amorphous to crystalline phase 
transformation in thin YIG films on non-garnet substrates.   
 
Figure 1.4. (a) SEM micrographs showing increased YIG phase formation with increasing 
thickness.  Darker film regions are garnet. Scale bar 10 µm (b) EBSD image where YIG 
crystallites' crystallographic orientation have been mapped.  The gray region is reported to 
be amorphous.  Scale bar 2 µm. Adapted from Block et al.34 
 
 
 
1.2 Solid State Crystallization Kinetics 
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 An amorphous material is defined as having no long range atomic order.  There 
can still exist short range order in glasses corresponding to the atomic arrangement and 
spacing of nearest neighbor ions.  Where short range order can become long enough to be 
considered a crystal is a question which has vexed materials scientists and will not be 
answered in this thesis.     
Glasses are traditionally formed by rapidly cooling a material from a liquid state 
with no change in specific volume.  In this way, glasses can be thought of as super-cooled 
liquids with atoms not having enough energy to move around with respect to each other, 
creating a solid material.  Most materials, with the exception of pure metals, can be 
prepared by rapid quenching in order to form the amorphous state.  Creating a glass without 
a network former elementis possible but requires more specialized preparation, such as 
sputtering, as described here, to create a glassy film from a gas.35  
Controlling the crystallization process of the glass can allow for the tailoring of its 
properties.   The investigation of crystallization in terms of kinetics is important for 
scientists and engineers to properly understand this phenomenon.  The role of temperature 
and temperature change rates can have a profound impact on the nucleation, growth, and 
phase behavior of a glass. 
Crystallization of an amorphous solid is a two part process involving nucleation 
and growth of crystallites.  Nucleation can be either homogeneous or heterogeneous.  
Homogeneous nucleation refers to the case where nucleation occurs in the volume of the 
amorphous material with no influence of additives.  Heterogeneous nucleation refers to the 
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case where nucleation occurs at sites where the amorphous material is in contact with a 
foreign particle or surface.  After nucleation, growth occurs by mechanisms that also have 
different types of observable behavior.  
Nucleation is driven by the difference in free energy between the amorphous state 
and the crystalline state.  Due to a competition between surface energy (α r2) tending to 
minimize the surface area of a crystallite and volumetric Gibb’s free energy (α r3) tending 
to maximize the volume, there is a critical nuclei size which must be overcome to form a 
stable nuclei.  This is depicted in Figure 1.5.  The radius corresponding to rc is the point at 
which nuclei smaller than it will be driven to shrink while those larger will enter into the 
growth phase.   
 
Figure 1.5. Plot of Gibb's free energy versus the radius of a nucleation site.  The critical 
radius for stable nucleation is noted as rc. 
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Crystal growth is the increase in size of the crystallite as the surrounding amorphous 
material is converted to the crystalline phase.  The growth rate is controlled by 
thermodynamic forces and the rate at which atoms successfully join the crystalline phase 
from the amorphous phase.  At higher temperatures, ions in the amorphous phase will have 
more energy to move into an energetically favorable position in the crystal, however, the 
thermodynamic driving force decreases linearly with temperature above the crystallization 
temperature.  This results in a maximum crystal growth rate a specific temperature for a 
given system. 
By studying the fraction crystallized in a system as a function of time and 
temperature, a number of assumptions about the crystallization kinetics can be inferred 
using the Johnson–Mehl–Avrami–Kolmogorov (JMAK) model.36-37  These include the 
dimensionality and controlling mechanism of crystal growth, the geometry and kinetics of 
nucleation sites, and the activation energies for transformation.  Common techniques for 
determining the fraction of a material crystallized include differential scanning calorimetry, 
X-ray diffraction, magnetometry, resistivity measurements, and optical measurements.  
Any signal which can linearly relate the fraction crystallized to the measurement signal can 
be conveniently used with the JMAK formalism. 
The JMAK model of crystallization requires an isothermal state.  For any system 
in which one phase, α, is transforming into another phase, β, such as shown in Figure 1.6 
and meets the constant temperature criterion, the following analysis can be applied.   
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Figure 1.6. A representation of the nuclei and beta phase forming in an alpha phase.  The 
beta phase shows radial growth behavior here. 
 
The total volume of the system is taken to be the sum of the volumes of α and β. 
𝑉 = 𝑉𝛼 + 𝑉𝛽 
The fraction of the volume transformed is represented as X.  ?̇? is taken as the nucleation 
rate per unit volume and G represents the linear growth rate.  The number of nuclei formed 
in a timeline τ is proportional to the volume. 
𝑁 = 𝑉?̇?𝑑𝜏 
On a different timeline, t, starting when the isothermal temperature is achieved, the radius 
to which the nuclei has grown can be considered 
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𝑟 = 𝐺(𝑡 − 𝜏) 
Now the volume of the particles nucleated during dτ at time t is 
𝑑𝑉𝛽 =
4𝜋
3
?̇?3(𝑡 − 𝜏)3𝑉?̇?𝑑𝜏 
assuming spherical growth of the crystallites.  If we assume to have limited effect on the 
volume change from the nuclei, this equation can be integrated over d𝜏 yielding 
𝑉𝑒𝑥 =
𝜋
3
?̇?3𝑡4𝑉?̇? 
So far, this analysis has not taken into account that portions of the volume have 
already been transformed and some of the transformed volume may be outside of the 
original volume.  Now the idea of extended volume will be applied to account for this.  
Here the argument is made that amount of phase dVβ formed is proportional to the amount 
of phase formed in the extended volume dVβe with a factor of the amount of the α phase 
formed.   
𝑑𝑉𝛽 = 𝑑𝑉𝑒𝛽(1 −
𝑉𝛽
𝑉
) 
Integrating both sides of this expression yields 
𝑙𝑛(1 − 𝑋) = −𝑉𝑒𝛽/𝑉 
Now we can substitute in the equation we previously found representing the extended 
volume of the β phase and solve for X resulting in the JMAK equation. 
𝑋 = 1 − 𝑒𝑥 𝑝(−𝐾𝑡4)               𝐾 =
𝜋
3
?̇?3?̇? 
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The JMAK equation can be linearized in the following way to find values for ln(K) and the 
Avrami coefficient, n, which are important in determining crystallization behavior. 
𝑙𝑛(− 𝑙𝑛(1 − 𝑋(𝑡))) = 𝑙𝑛(𝐾) + 𝑛 𝑙𝑛 (𝑡) 
In this study, time-resolved transmission electron microscopy is used to study 
crystallization kinetics in thin films.  While other techniques have been applied to the time-
resolved crystallization study of thin films, there is inherently a difficulty in time-resolved 
studies in thin films due to the small volume of the film and resulting limited signal.38  
Transmission electron microscopy is unique in its ability to use both real space imaging as 
well as diffraction for correlated studies in a system.  Also, the high brightness and strong 
interaction of the electron beam with the specimen are able to produce a high signal, ideal 
of time-resolved crystallization studies of thin films.   
When lower signal techniques are used to determine fraction crystallized, signal 
acquisition times must be made longer, thus limiting the temporal resolution of any such 
study.  Because TEM has such strong signal as described above, in most cases, the temporal 
resolution of TEM in situ experimental are limited to the resolution of the camera used.  
Pump-probe techniques combined with TEM described in the following section can be 
used to overcome this temporal limitation. 
 
1.3 Ultrafast Electron Microscopy 
Traditional time-resolved electron microscopy experiments are limited in temporal 
resolution by the camera read out times.  While TEM camera technology has seen vast 
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improvements over the decades, now pushing into the sub millisecond temporal resolution 
regime,38-40 it still is not able to be used for the study of dynamic processes for many natural 
processes of interest.  There is a method for improving the temporal resolution beyond that 
of the camera known as a pump-probe technique.  Using pump-probe techniques in 
conjunction with TEM is known as ultrafast electron microscopy.     
There are two types of ultrafast electron microscopy, stroboscopic and single-shot, 
depicted in Figure 1.7.41   The stroboscopic technique builds up a signal by repeatedly 
striking the specimen with a pump laser pulse and a subsequent probe electron packet with 
a defined delay time, allowing time for the system to relax before the next pump pulse.  
Once enough signal has been acquired, the delay time is changed, thus creating a dataset 
able to demonstrate dynamics.  The temporal resolution is only limited by the duration of 
the electron packet which can be sub-picosecond.42  The downside of this technique is the 
necessity for reversible processes.  The system must be able to reproduce the same 
dynamics with every pump pulse and relax to the same state each time.  While there are 
many natural phenomenon which do meet this condition, there are a number which do not, 
leading to the second type of UEM technique, single-shot. 
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Figure 1.7. A representation of a pump-probe setup in a TEM.  Here laser pulses enter the 
gun region and specimen region of the TEM.  (a) Only one pump and probe pulse are used 
in single-shot mode. (b) A pulse train is used in stroboscopic mode to build up a signal 
from a highly reversible process.  Adapted from Arbouet et al.43 
In the single-shot setup, the entire signal must be formed from a single electron 
probe packet.  While it is still possible to use the pump-probe technique to achieve high 
temporal resolution, the columbic repulsion of the electrons within a probe electron packet 
causes the packet to spread out, limiting the temporal resolution of this technique.  This 
leads to an inherent tradeoff between signal and temporal resolution in single-shot UEM.44  
The advantage here, however, is being able to probe a process which is irreversible.   
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At the University of Minnesota, we have constructed a lab designed to perform both 
stroboscopic and single-shot UEM experiments.  The equipment and operation of this lab 
are described in Chapter 2.  This thesis includes instrumentation experiments on the single-
shot UEM setup.  While the original intent was to be able to probe crystallization dynamics 
with this technique, current hardware limitations made this task unachievable.  Instead, 
Chapter 6 describes the optimization of our single-shot setup and suggestions for future 
improvements. 
 
2. Chapter 2 – Equipment and Methods 
In this chapter, I detail the experimental techniques used in the following chapters.  I 
will briefly describe the theory of the technique and the practical setup I used in this thesis.  
2.1 Sputtering 
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Figure 2.1. A typical top down sputtering chamber representation.  The magnetic field 
from the magnetron holds electrons near the target.  Target atoms are ejected by a high 
energy Ar plasma and deposit on the substrate. 
 
Sputtering is a physical vapor deposition method commonly used for thin film 
growth.  It has ranges in application from semiconductor device fabrication to hard-disc 
drive media film deposition.  Sputtering is a highly repeatable deposition method that can 
also provide high quality films growth from a range of materials.45  Figure 2.1 shows the 
working principle of the sputtering chamber used for the film growth used in this work.  
This setup is similar in all sputtering systems, though variations in geometry are common.  
The system used here is known as a sputter-down configuration.  A sputtering target is held 
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at a negative bias and attracts positively charged Ar gas that is introduced to the chamber 
near the gun region.   Upon collision of the Ar with the target, the kinetic energy of the Ar 
is transferred to the atoms in the target.  This causes an ejection of the atoms in the target, 
some of which end up on the substrate as a thin film.  This is a complicated process due 
nature of the plasma interacting with itself and the potential charging of the target.  The 
complications of this process and some solutions are addressed in the following sections. 
2.1.1 Magnetron Sputtering 
Magnetron sputtering aids in dealing with a fundamental problem of the sputtering 
setup, secondary charge.  It is possible to build up a positive charge on the surface of the 
sputtering target which can shield the negative bias created to attract the Ar ions.  In order 
to counteract this phenomenon, a magnetron is placed behind the target, creating a ring of 
high magnetic flux on the surface of the target.  This magnetic field traps secondary 
electrons created during the sputtering process, greatly increasing the ionization 
efficiency.46  This helps with increased deposition rate when compared to non-magnetron 
sputtering. 
2.1.2 RF Sputtering 
Direct current (DC) source power for sputter guns is common and useful for 
metallic targets.  Metallic targets are able to conduct charge which can build up on the 
surface during sputtering.  For non-conducting targets, the surface charge will continue to 
build up and eventually terminate the plasma.  A solution to this problem is to use a radio 
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frequency (RF) power source.  The alternating current (AC) of this power source attracts 
the positively charged Ar ions during the negative half of the cycle and attracts negatively 
charged electrons during the positive half of the cycle.  The electron mobility is much 
higher than the positive charge, resulting in a time averaged negative charge for the target.47 
2.1.3 Reactive Sputtering 
Oxide films can be deposited in one of two ways.  The first method is to sputter an 
oxide target directly.  This process has the benefit of being able to assume that the sputtered 
target will result in a film with a nearly identical stoichiometry to the target.  The drawback 
of this method is a large reduction in deposition rate due to the strong covalent bonding in 
an oxide compared with the following method, reactive sputtering.47  In a reactive 
sputtering setup, a metallic target is sputtered while a reactive gas is flowed into the 
chamber.  To achieve an oxide film, oxygen is flowed in.  Oxygen is then able to react with 
the particles being sputtered at the substrate to form an oxide thin film.48  
  While reactive sputtering can lead to much higher deposition rates than oxide 
sputtering, there are a number of challenges that present as well, namely target poisoning.  
This term refers to oxidizing the surface of the target such that it now behaves as if it were 
an oxide target.  In order to get back to a metallic target, the oxide surface must first be 
sputtered away.  Often it is optimal to operate at an oxygen pressure which is just below 
the range in which poisoning will start to occur as seen in Figure 2.2.  This leads to a high 
oxygen content in the film as well as high deposition rates.48 
  21 
 
Figure 2.2. Sputtering target poisoning occurs as the reactive gas flow increases and the 
sputtering rate decreases.  Point A is the optimal operating position.  Once the target is 
poisoned (point B) it must be brought back to point E through point D to recover a metallic 
deposition behavior. Adapted from Lippens et al.49 
 
2.1.4 Sputtering Parameters 
Alluded to above is the impact that oxygen pressure can have on the sputtering 
process.  It is the interaction of the base vacuum, argon partial pressure and oxygen partial 
pressure, which can dictate the quality and properties of the resultant film.  The purity of 
the film largely depends on the base vacuum pressure.  Typically, turbo pumps are used to 
bring reduce the pressure in the sputtering the range of 10-6 Torr.47  This provides films of 
reasonable purity, though some films requiring higher purity use base vacuum pressures 
closer to 10-8 Torr.  During deposition, the partial pressure of Ar has an optimal point at 
which there are enough ions to sputter quickly but a low enough pressure such that 
collisions and scattering or sputtered atoms in the plasma are low.  The nominal partial 
pressure optimization is highly chamber dependent.47 
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Target thickness is also important for magnetic targets like those used in this work.  
For thick magnetic targets, the magnetic field from the magnetron is shunted by the 
magnetic material.  This eliminates the effect of the magnetron and can lead to low 
sputtering rates.  For this reason, all magnetic targets used here are less than 1/8th” thick.47 
2.1.5 Working Setup 
The sputtering setup in this work was done in a home-built system.  It has 3 AJA 
magnetron guns, one of which is designed for magnetic materials.  All guns are compatible 
with 2.0” diameter targets.  Argon gas lines feed directly into the gun region of the chamber 
maximizing sputtering rate while minimizing sputtering operating pressure.  The stage can 
be rotated so that films are uniform in thickness and composition.  Oxygen is flowed into 
a ring near the substrate stage.  This setup does not have stage heating, though that is a 
common feature in other sputtering chambers.   A high vacuum gauge is used to monitor 
the working pressure of the chamber.   
 
2.2 Rapid Thermal Annealing 
Rapid thermal annealing (RTA) is a common thin film processing route.  Typically 
it is used to induce a phase change, oxidation, dopant activation, or grain growth in thin 
films.50-53    The working principal of the rapid thermal anneal is to use high intensity 
tungsten filament bulbs to quickly heat a substrate wafer while monitoring the temperature 
of the wafer with a closed feedback loop controlling the bulb intensity.  This setup is shown 
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in Figure 2.3.  By adjusting feedback parameters, temperature gradients on the order of 100 
°C/sec are achievable with high precision at the holding temperature.   This is useful for 
reporting temperature dependence of isothermal processes.   
There are two common ways the temperature of the substrate is monitored during 
RTA.  The first is by using a thermocouple.  The thermocouple is comprised of a conductive 
loop made of two different materials.  Due to the thermoelectric effect, a voltage is 
produced by the thermocouple which is temperature dependent to a high degree of 
repeatability.  There is a ceiling of operation for common thermocouples near 1000 °C and 
oxidation can lower this threshold further.  The thermocouple used in this work is a type K 
thermocouple which consists of nickel-chromium and nickel-alumel.  It is rated for 
continuous use up to 800 °C. 
 
Figure 2.3. A RTA furnace diagram.  The tungsten lamps are in rows on the top and bottom 
of the chamber.  The wafer sits on quartz support. The pyrometer views the bottom of the 
wafer for black body radiation. 
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The second means by which to monitor temperature during a rapid thermal anneal 
is by using a pyrometer.   A pyrometer works by measuring the black-body radiation from 
a silicon wafer and comparing the wavelength dependent intensities against calibrated 
values.  This method of measurement achieves greater accuracy at higher temperatures 
because of the increase in black-body radiation. There is a small camera inside the RTA 
which can measure the spectrum and instantly report a temperature.  There are significant 
drawbacks to this measurement method such as significant effects of contamination in the 
RTA and low signal compared to the thermocouple especially at low temperatures. 
In this work, all ex situ anneals are performed using an MTS Rapid Thermal 
Processor 600-S which can operate in either temperature measurement mode.  The chamber 
of the RTA consists of a small quartz line chamber and tungsten-halogen lamps.  Samples 
were heated to between 400 and 900 °C and held for 2-3 minutes.  Anneals were performed 
while flowing either 10 SLPM of O2 or N2 at 1 atm. 
 
2.3 X-ray Diffraction 
X-ray diffraction (XRD) is a powerful materials science tool for probing a 
material’s crystallographic structure.  High energy X-rays are coherently scattered from 
atomic planes in a sample of interest.  These X-rays are commonly generated from a Cu or 
Co source when impacted with high energy electrons.  The source atoms are electronically 
excited and when they relax, they emit characteristic X-rays.  The wavelengths of these X-
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rays are elementally specific as well as energy specific and can be filtered to allow for a 
highly coherent beam.54   
X-rays are wavelike in nature and can constructively interfere.  Because crystals 
are made of repeating unit cells, there will be certain angles at which incident X-rays will 
constructively interfere after reflection while all other angles will cause destructive 
interference.  This is known as Braggs’ Law.  It mathematically described as follows, 
𝑑 =
𝑛𝜆
2 sin 𝜃
 
where d is the interplanar spacing in the crystal, n is the order of the reflection, λ is the 
wavelength of the incident X-ray, and θ is the incident angle relative to the surface.  A 
typical XRD spectrum consists of an incident angle plotted against the intensity of X-rays 
at the detector.  When the Bragg condition is satisfied in the equation above at a given 
angle there will be a peak in the intensity.54  This idea will be discussed in the diffraction 
section of TEM background in further detail. 
XRD can be powerful for identifying crystallographic phases in a material system 
as well as determining the exact lattice constants and an approximation of grain size.  XRD 
needs to be approached slightly differently for single-crystal versus polycrystalline cases. 
These cases are highly analogous to diffraction in TEM and will be discussed in further 
detail in that section.   
All XRD analysis used in this work was performed at the University of Minnesota 
Characterization Facility using the Bruker D8 Discover 2D Diffractometer.  This 
equipment uses a Co Kα source which generates electrons that are collimated to a 0.8 mm 
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beam.  The sample is mounted onto a 3-D translation stage which can position the sample 
in the beam path.  Figure 2.4 shows the geometry of the measurement setup.  The D8 
Discover uses a two dimensional area detector which takes a slice of the Ewald sphere 
resulting from the diffraction.   
 
Figure 2.4. The D8 Discover XRD setup used for this thesis.  The X-ray source is aligned 
using a laser spot on the sample stage. 
 
Traditional XRD systems use one dimensional detectors, limiting the amount of 
signal they gather and the reciprocal space information that can be captured in a single 
scan.  With the two dimensional detector, shorter scan times are possible which can be 
important for ultra-thin, polycrystalline films such as those in this study.  The two 
dimensional nature of the detector also makes texturing information more readily available. 
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2.4 Energy Dispersive X-ray Spectroscopy 
Energy dispersive x-ray spectroscopy (EDS) uses characteristic x-ray emission to 
provide information about the elemental composition of a material.  By exciting a material 
with incident electrons, the material will enter into an excited state when core electrons are 
ejected.  When the material relaxes and the core electron vacancies are filled, an X-ray will 
be emitted.  This X-ray will have a specific energy which depends on the element it was 
emitted from as well as the electronic transition which caused it.  With a high enough 
electron flux, an energy spectrum can be obtained from the characteristic X-ray spectrum 
which can be related to the elemental composition of the material.55  In this work, an Oxford 
Inca X-Act EDS detector at the University of Minnesota Nano Center JSM-6610LC SEM 
was used to confirm the composition of the films being deposited.  
2.5 Atomic Force Microscopy 
Atomic force microscopy (AFM) is a technique used to probe small topographical 
changes on surfaces.  This is a surface technique which can have sub nanometer resolution 
in the vertical direction.  AFM operates by moving a sharp tip over a surface and using the 
back surface of the tip cantilever as a mirror.  A laser is incident on this mirror and small 
deviations in the mirrors angle are magnified.  There are numerous modalities and 
specialization for AFM setups.  The two most common operating modes and static force 
and tapping mode.  Tapping mode uses the resonant frequency of the tip to “tap” the 
surface.  This mode is non-destructive but can be less sensitive to fine features and relies 
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on high tip quality.  In this work static force mode is used.  In this mode, the tip is dragged 
along a surface.  Because this thesis is concerned with an oxide material, many common 
issues associated with this mode are not impactful.   
In this work a Nanosurf Mobile S AFM was used.  The primary function of the 
AFM was to measure film thickness after deposition.  To do this, a line was drawn with a 
marker on the film before deposition.  After deposition, the film was cleaned with acetone 
and IPA.  This resulted in a sharp step-edge where the film deposited on the marker was 
lifted off.  The AFM was able to achieve nanometer resolution which was enough to report 
the thickness of the films.  Surface roughness measurements were also performed using 
this AFM where grain boundaries and cracks were observed in the films. 
2.6 Alternating Gradient Magnetometer 
The most common measurement tool for magnetic material is the vibrating sample 
magnetometer (VSM).  A VSM operates on the principle that a magnetic sample vibrating 
in a magnetic field will produce an electric current which will be a function of the applied 
magnetic field.56  This current can be calibrated to a known magnetic moment and the 
magnetic moment of a sample can be reported.  The alternating gradient magnetometer 
(AGM) works on a similar principle.  In this setup, a sample is placed between two 
alternating magnetic field coils and is attached to a sensitive piezo-electric.  As the 
magnetic field is altered, the force on the magnetic sample also changes, creating a change 
in voltage in the piezo electric.  AGM instruments are more sensitive than typical VSMs 
but often are more limited in sample size and geometry.57  In this thesis, AGM 
  29 
measurements were performed on a MicroMag 2900 AGM from Princeton Measurements 
at the Institute for Rock Magnetism.   
2.7 Transmission Electron Microscopy 
In this section, I will give a brief overview of the operational theory of the TEM 
and describe in more detail some of its operating modes.  Time-resolved microscopy and 
the different instrumentation options will be discussed to help motivate the following 
chapters where it is used for the majority of the work.  The time-resolved TEM laboratory 
at the University of Minnesota will be described as it relates to this work. 
2.7.1 Working Principle 
The TEM’s core function is to probe the structure of material.  To accomplish this 
function, it uses electrons which have been accelerated to relativistic velocities to interact 
with a specimen.  The electrons are transmitted through a specimen to a camera.  These 
high energy electrons have de Brogli wavelengths on the order of picometers, meaning that 
the diffraction limit for resolving features will not be the limiting factor for imaging nearly 
any feature of interest.58  The high energy electrons can interact with the specimen either 
coherently or incoherently, or they can pass through the specimen with no interaction.  
Using all three of these types of electron interactions, many physical properties can be 
discerned using different TEM techniques. 
2.7.2 Components 
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The basic TEM consists of three functional regions:  the gun region where electrons 
are produced and accelerated, the column where the electrons are directed by magnetic 
fields and interact with the specimen, and the camera where the electrons are measured.  
These regions can be seen in Figure 2.5.   
 
Figure 2.5.  Cross-section of a thermionic TEM.  Relevant components are labeled. 
 
2.7.2.1 The Gun 
There are two families of TEMs which are distinguished by the type of gun cathode 
they use to produce electrons.  One type is field emission guns or FEG TEMs.  In this setup, 
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the cathode is a fine tip of tungsten, and electrons are extracted at room temperature using 
quantum mechanical tunneling.  An electric field is applied and enhanced by the needle 
like structure of the tip seen in Figure 2.6(b).  This tip geometry yields a highly coherent 
and bright electron beam but is sensitive to any contamination of the tip necessitating ultra-
high vacuum.  Schottky guns are in the same vein as traditional FEG tips in the sense that 
they rely on quantum tunneling for electron production as well.  Schottky guns use a 
combination of heating and material selection to lower the work function and make the 
tunneling process easier.58   
 
Figure 2.6.  Electron cathode tip examples (a) thermionic LaB6 tip (b) needle-like tungsten 
field emission tip.  Adapted from Williams et al.58 
 
Thermionic emission guns are the second class of TEM cathodes and rely solely on 
heating the tip in order to “boil” off electrons.  Typically made from either tungsten or 
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LaB6, thermionic tips are not as finely tipped as the FEG guns due to their need for higher 
mechanical stability.  This leads to a reduction in coherence.  One reason these types of 
guns are commonly used is that they do not have the same ultrahigh vacuum requirements 
as FEG sources.  An example of a thermionic gun tip can be seen in Figure 2.6(a).58   
 
Figure 2.7.   Diagram of a thermionic gun region.  The heated tip is connected to a self-
biasing Wehnelt cap creating a virtual source at cross-over.  The anode plate accelerates 
electrons to relativistic velocities.  Adapted from Williams et al.58 
 
In thermionic guns microscopes, there is a Wehnelt housing as seen in Figure 2.7. 
The Wehnelt housing acts to focus the extracted electrons into a point creating a virtual 
cathode source.  The size of the crossover created by the Wehnelt will dictate the brightness 
and coherency of the electron beam.  Also, as shown in Figure 2.7, the Wehnelt is self-
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biasing in some gun assemblies.  This will prove to be important to note when operating in 
some experimental modes.58   
The anode plate is also part of the gun assemble and is used in both FEG and TEG 
systems to accelerate the electrons to relativistic speeds.  Typical voltages for TEM 
operation are between 60 kV and 300 kV, though some MeV systems exist.59  The 
accelerated electrons then enter the column. 
2.7.2.2 The Column 
It is in the column where the electrons are manipulated and focused by magnetic 
lenses, allowing for access to different operating modes and changes to magnification.   It 
is also the region of the instrument where the spatial resolution is limited by intrinsic 
geometry issues related to lensed systems.  These spherical aberrations are corrected in 
some microscopes by using higher order lens systems.  The corrections are needed to 
achieve the highest spatial resolution possible, however, angstrom resolution can readily 
be achieved without the corrective lenses.58 
2.7.2.3 The Camera 
The electrons need to be detected after interacting with the specimen.  In order to 
form images from the beam, an electron camera is needed. The technology for detection 
has improved drastically since the beginning of TEM and is still changing today.58  There 
are three currently commonly used camera types: CCD (charge coupled device), CMOS 
(complementary metal-oxide semiconductor), and direct electron.  CCD cameras are still 
the most commonly used.  They are relatively cheap and have good performance for 
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traditional TEM needs.  CCD cameras operate by scintillating the incident electrons and 
capturing the resultant photons on a pixel.  These pixel then generate a signal which is read 
out as part of large ensemble of pixels to form an image.  CMOS cameras operate on a 
similar principle, differing only in how the photon excited charge is read from the chip.  
CMOS cameras directly convert each pixel’s charge value to a digital signal while CCD 
cameras transport the charge across the chip.  Direct electron cameras by contrast do not 
use any scintillation during the electron detection.  These cameras are relatively new and 
more expensive than the other two types.  They do, however, operate with better signal to 
noise at low electron counts, making them ideal for low dosage experiments.60  Direct 
electron detectors also suffer from low dynamic range compared to the other types of 
cameras limiting their usefulness for diffraction work. 
2.7.3 TEM Operating Modalities 
The TEM has a number of modes in which it can be operated.  I will cover a few 
here which are relevant to the following studies.  First, basic optics need to be described to 
demonstrate the working principles.  Figure 2.8 shows a simplified ray optics diagram.  The 
incident electrons which are coherently scattered by the specimen can be modeled as such 
when passing through a lens.  At the back focal plane, electrons which were parallel to each 
other when exiting the specimen converge to points.  At the image plane, an image of the 
specimen is formed at a magnification which depends on the focal length of the lens.  
Though the TEM system is comprised of many lenses, the back focal plane and image 
plane still exist for the effective lens strength of the TEM lens ensemble.  
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Figure 2.8.  Electrons are scattered at the object plane by the specimen.  After passing 
through the objective lens assembly parallel electrons converge at the back focal plane.  
Spatially coherent electrons at the object plane are used to reform an image of the object.  
Adapted from Williams et al.58 
 
2.7.3.1 Diffraction 
The TEM can be used to determine the crystalline structure of a specimen using 
diffraction techniques to form patterns from coherently scattered electrons.  In crystalline 
structures, ordered crystalline planes scatter electrons at regular spatial intervals, similar to 
what was described in XRD.  Due to Bragg’s Law, we observe constructive and destructive 
interference depending on both the wavelength of the incident electrons and the interplanar 
spacing.  Constructively interfering electrons are only allowed at specific angles for 
different crystalline structures.  This leads to electrons exiting the specimen at different 
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locations but all having the same allowed angles of trajectory with respect to the crystal 
lattice they scattered from.  As shown above, electrons with the same trajectory when 
exiting the specimen will converge at the back focal plane.  We can view this plane by 
manipulating the lenses in the TEM resulting in a diffraction pattern.   
If the electrons incident on the sample are all parallel to each other, that is known 
as a parallel beam condition.  The resulting coherently diffracted beams will only have one 
allowed angle with respect to the incident beam from each crystalline domain.  Diffraction 
patterns for a single-crystal will appear as spots with angles and spacing depending on the 
crystalline lattice.  This is a result of the geometry of the Ewald sphere, a three dimensional 
structure in reciprocal space where the radius of the sphere is the inverse of the electron 
wavelength.  The crystalline lattice is represented in reciprocal space by the reciprocal 
lattice, with only allowed reflections for the space group being represented.  In TEM, the 
reciprocal lattice sites are relrods elongated normal to the plane of the specimen due to the 
thinness of the TEM specimen.  This elongation allows for the Bragg condition to be met 
even with some deviation from the exact angular conditions.  The Ewald sphere and 
reciprocal lattice geometry is shown in Figure 2.9.58  This figure is not to scale for TEM 
and is more representative of an XRD geometry.  An example of a single-crystal diffraction 
pattern is shown in Figure 2.10(a). 
In the case of a polycrystalline specimen, instead of having discrete reciprocal 
lattice locations, reciprocal spherical shells are used because of the rotational symmetry of 
the allowed reflections.  In this case, the diffraction pattern will appear as circles, with radii 
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still at only allowed spacing, but all allowed reflections will be seen without having to tilt 
the specimen to a specific zone axis.  An example of a polycrystalline diffraction pattern 
is shown in Figure 2.10(b). 
 
Figure 2.9.  Ewald sphere interacting with the reciprocal lattice.  The radius of the Ewald 
sphere in electron diffraction is much larger than represented here due to the short 
wavelength of the electrons.  Adapted from Williams et al.58 
 
For an amorphous specimen, no long range order is present.  There can still be short 
range ordering due to average bond lengths of neighboring atoms.  In an amorphous 
material the spacing between neighboring atoms can be defined by a probability function.  
This results in a radial distribution function (RDF) appearing in diffraction space where 
the different real-space interatomic spacings are represented in reciprocal space as diffuse 
rings with increased intensity at favorable atomic spacing radii. An example of an 
amorphous specimen parallel beam electron diffraction (PBED) pattern is shown in Figure 
2.10(a). 
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Figure 2.10.  Examples of PBED patterns from thin YIG films on SiO2. (a) amorphous (b) 
polycrystalline (c) single-crystal 
 
Using a parallel beam condition, the area probed for diffraction can be limited by 
using a selected-area aperture, known as selected-area diffraction patterns (SADP).  These 
apertures are typically larger than 100 nm making probing isolated areas smaller than this 
impossible with this technique.  By converging the beam down to only nanometers in size, 
it is still possible to obtain crystallographic information from the specimen with a technique 
known as convergent beam electron diffraction (CBED).  Converging the beam means that 
the parallel beam condition is no longer satisfied.  Now there are a number of incident 
beam angles which can coherently scatter causing discs to form on the back focal plane 
instead of points for a single-crystal.  Though these discs can be more difficult to analyze 
for some information, they also can provide greater detail about the specimen in regards to 
strain and thickness with proper analysis.  The symmetry and spacing of the reciprocal 
discs in CBED are the same as the Bragg spots would have in a PBED pattern.58   
2.7.3.2 Real Space imaging 
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Images of the specimen can be formed by forcing the image plane to be located at 
the camera.  In doing so, electrons which were incident on the specimen at a particular 
location will all reconverge to a point regardless of scattering angle unless they were lost 
in the column.  In bright-field imaging, an objective aperture is used to block scattered 
electrons, only allowing unscattered electrons to contribute to the image.  Another mode 
of imaging is dark-field imaging, where only diffracted electrons are used to create the 
image.  Most of the imaging done in this work makes use of bright-field imaging. 
There are a number of ways in which contrast can arise in bright-field imaging.  
One common type of contrast mechanisms is mass-thickness contrast.  This contrast 
mechanism is most intuitive to understand.  If a specimen is denser, it will have higher 
electron cross section, increasing the probability of scattering an incident electron.  
Similarly, if a specimen is thicker, it will have more chances to scatter an electron, 
increasing the specimen electron cross-section. Most of the work here is performed on thin 
films which have uniform thickness and atomic composition, meaning little mass-thickness 
contrast is observed.   
The main mechanism of contrast in the following research is diffraction contrast.  
In a crystalline specimen, if the crystallographic planes parallel to the optic axis are 
strongly scattering, it will be more likely to coherently scatter incident electrons.  In bright-
field, this manifests as a darker area of the image because more of the electrons will be 
blocked by the objective aperture.  For a nanocrystalline film, diffraction contrast will give 
a speckled like image with varying amounts of contrast for each grain, depending on how 
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close to a strongly scattering zone-axis that grain is aligned.  For large, single-crystal 
grains, diffraction contrast can cause bend contours to appear in the bright-field image.   
Bend contours are a type of diffraction contrast resulting from bending of the 
crystalline lattice in a single-crystal.  If the crystal is bent enough such that it no longer 
meets a Bragg condition, electrons will no longer be coherently scattered and blocked by 
the objective aperture.  Figure 2.11(b) demonstrates the cause of bend contours and Figure 
2.11(a) shows an example of a typical bend contour in a thin film specimen. 
Bend contours can provide insight into the crystal structure of a specimen even at 
low magnifications in bright-field imaging.  By tilting the specimen, the bend contours can 
be seen to move as a function of the radius of the bending revealing structural information 
that would otherwise be impossible to gather in TEM.   
 
Figure 2.11.  (a) YIG crystallites demonstrating bend-contours in bright field imaging.  (b) 
Depiction of the bending of the lattice causing the Bragg condition to only be satisfied at 
certain locations.  Adapted from Williams et al.58 
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2.8 Ultrafast Electron Microscopy Instrumentation 
In this section I will describe the UEM setup at the University of Minnesota.  Both 
the customization of our TEM and our custom laser system are explained.  It should be 
noted that this same laser system and TEM were used when performing the preliminary in 
situ crystallization in Chapter 4, the video-rate YIG crystallization experiments in Chapter 
5, and the single-shot experiments in Chapter 6. 
2.8.1 TEM Column 
All of the descriptions in this section relate to the time-resolved microscopy lab at 
the University of Minnesota which is conducted on an FEI Tecnai Femto UEM (Thermo 
Fisher).  The microscope is similar in design to that of a FEI T20 microscope.  It can operate 
up to 200 keV and can obtain 1.4 Å of resolution in conventional TEM mode.   
The main modifications to the TEM are the addition of two optical periscopes.  
There is one periscope for access to the gun region and one for the specimen region.  Both 
of these periscopes are composed of UV transparent quartz windows as well as a series of 
mirrors which allow for directing an incident laser beam onto either the cathode or the 
specimen, respectively.  The first such mirror is controlled using external micrometers in 
both ports.  The second mirrors are piezo-controlled for fine adjustments.  For optical 
access into the gun region, a fixed mirror is used in the laser line which directs the laser 
beam at a 4 degree angle on to the cathode.  The last mirror in the specimen laser line is a 
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2.5mm disc of polished aluminum.  In Figure 2.12 these ports can be seen as additions to 
the standard TEM column.  Also attached to the column is an optical board where power 
meters and focusing lenses can be mounted.   
 
Figure 2.12.  Picture of our custom TEM column.  The top arrow points to the gun 
periscope and the bottom arrow points to the gun periscope. 
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We also have a specially installed condenser aperture which is much larger than 
what is standard.  Our aperture is 1.25 mm in diameter, and we observed a factor of eight 
increase in electron counts when compared to the 200 µm aperture, the next largest 
aperture.  This does lead to a loss in coherency, though the increase in electron counts 
allows for higher spatial resolution in most UEM experiments. 
2.8.2 Gun Region 
The gun region of our TEM is standard except for two significant changes that we 
have made in order to operate with a higher electron count.  The first such modification is 
the use of a larger diameter Wehnelt aperture.  The standard Wehnelt aperture is between 
1 and 0.3 mm in diameter.  Our custom Wehnelt is 2 mm in diameter and was shown to 
increase the photoelectron count at the detector by an order of magnitude.  This is thought 
to allow for a higher collection efficiency based on work by Kieft et al.61  There is an 
expected loss of temporal coherency due to a larger energy spread in the electrons.  The 
second modification is the use of larger cathodes for electron generation.  In this work, we 
use a 150 um diameter flat (100) LaB6 tip while the norm is close to an order of magnitude 
smaller and can have varying geometries.  The larger tip size allows for a higher number 
of electrons to be generated during a single laser pulse at the sacrifice of spatial coherence 
of the electron beam.  Not used in this work but commonly used by our group are carbon 
coated tips which help to eliminate sidewall emission from the tip and assist with increased 
stability and coherency of longer stroboscopic UEM experiments.   
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2.8.3 Laser System 
Typical TEM setups do not include any laser systems.  Because we operate a time-
resolved setup with a pump-probe condition, our system is reliant on these laser systems to 
both create photoelectrons for imaging as well as excite our specimen into a transient state.  
Our laser system consists of two separate lasers.  I will discuss the lasers as they relate to 
single-shot experiments, but the same lasers and configuration are used for stroboscopic 
experiments as well.    
2.8.3.1 Pump Laser 
The laser used for specimen excitation is a diode-pumped, ytterbium-doped 
potassium gadolinium tungstate (Yb:KGW), solid state laser (PHAROS, Light 
Conversion).  The maximum average power is 6 W and can operator from single-pulse 
mode to 1 MHz in frequency.  The maximum pulse energy of the PHAROS laser is 200 µJ 
at a fundamental wavelength of 1,030 nm.  The pulse duration at this wavelength has been 
measured to be 700 fs by autocorrelation.  The pulse duration can be adjusted with a 
compressor setting allowing for longer pulses but not to the point where the pulse duration 
will be comparable to that of the probe pulse.  In this regard, the instrument response will 
be solely dictated by the duration of the electron packet in single-shot mode.  The Pharos 
laser pulses immediately enter into a multiharmonics module (HIRO, Light Conversion), 
which can output the fundamental, doubled (515 nm) or tripled (343 nm) wavelength in a 
variety of co-linear and wavelength separated beams.  Any of these wavelengths can be 
selected for exciting the specimen.  The selected wavelength laser line is directed through 
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a series of mirrors onto an elevated table which is used to guide the pulses into the specimen 
periscope.  Before entering the periscope, the laser passes through a focusing lens attached 
to a micrometer which focuses the laser at the specimen.  The laser spot size has been 
calculated to be 60 µm FWHM at the specimen and is Gaussian in profile. 
2.8.3.2 Probe Laser 
A second laser is operated for producing optical pulses which are used to excite 
photoelectrons at the cathode for imaging.  Here, a Q-switched, neodymium-doped yttrium 
aluminum garnet (Nd:Y3Al5O12; Nd:YAG) laser (Wedge HF, Light Solutions) is used.  
This laser has a pulse duration of 700 ps and a fundamental wavelength of 1,064 nm.  It 
has a maximum output pulse energy of 180 µJ and can be operated between single-shot 
and 100 kHz in frequency.  Immediately after output, the laser is sent through a frequency 
doubling crystal to convert from the fundamental frequency to 532 nm.  This is done by 
passing the beam through a lithium triborate (LiB3O5; LBO) crystal (3 x 3 x 10 mm, Eksma 
Optics).  The 532 nm light is then frequency doubled again to obtain 266 nm ultra-violet 
(UV) light.  This is done by passing the beam through a beta barium borate (B-BaB2O4; 
BBO) crystal (5 x 5 x 0.4 mm).  The UV wavelength is needed to efficiently excite 
photoelectrons above the bandgap for LaB6.   The probe-beam then gets raised to the top 
laser table and directed up and into the gun-region periscope.  The beam passes through a 
focusing lens attached to a micrometer such that the laser fluence can be adjusted on the 
LaB6 crystal.   
2.8.3.3 Laser Timing 
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To perform pump-probe experiments, the timing between a pump laser pulse being 
incident on the specimen and a probe electron packet passing through the specimen needs 
to be well defined and controllable.  While no time-resolved experiments were performed 
as part of this work, a system in which they could be has been established.  
In order to precisely control the timing of the pulses, we use a digital delay generator 
(DG353, Standford Research Systems).  The pump laser (PHAROS) is set to operate at a 
frequency of 200 kHz, but is pulse picked down to 1 Hz.  The PHAROS is able to provide 
a signal when it opens the pulse picker, effectively at the same time as the pulse leaves the 
laser.  This signal is then read into the delay generator which provides a certain delay to 
the signal it sends to the probe laser (HF Wedge) to trigger in single-shot mode.  By using 
two optical diodes attached to an oscilloscope, the timing of these pulses can be visualized.  
Because of electronic delay, we need to use a delay as follows: 
𝑡𝑖𝑛𝑝𝑢𝑡 = 1 ± 𝑡𝑝𝑎𝑡ℎ ± 𝑡𝑒𝑥𝑝 
The variable, tinput, is the delay entered into the delay generator, tpath is the intrinsic delay 
generated by differences in laser path length and electronic lag, and texo is the desired 
experimental offset from a projected time zero.  By correctly setting tinput, it is possible to 
overlap the pump and probe pulses with the desired delay in a steady state 1 Hz pulse train.  
By opening mechanical shutters of both the probe and pulse line simultaneously for one 
second, we are able to capture a single pump and a single probe pulse, thus satisfying the 
single shot experimental condition.   
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There is timing jitter in the signaling electronics resulting in the pulses being 
separated by values on the order of 10 ns from what had been previously calibrated.  This 
timing jitter can be captured and reported by picking off part of the pulses and seeing the 
precise delay on the oscilloscope limited only by the temporal resolution of the 
oscilloscope.   
To further improve the accuracy of the reported experimental delay, a method for 
measuring the delay of the electrons from photoemission to interacting with the specimen 
needs to be established.  This would require visualizing material dynamics. Also, by using 
experimental dynamics, the instrument response could be calculated.   
2.8.3.4 Pump Alignment 
The alignment of the pump laser is important for both pump-probe experiments as 
well as in situ laser heating experiments.  It is a fairly trivial process of aligning mirrors to 
have the pump laser enter the specimen periscope.  From here, the alignment and 
characterization of that alignment becomes more difficult.  There is no way to visualize the 
pump on any of the internal periscope mirrors or on the specimen except using the electron 
beam.  We have developed a means by which to align the pump laser without venting the 
chamber.   
A first rough alignment needs to be done with the specimen region vented and a 3 
mm piece of paper inserted into the specimen holder.  From here the laser can be aligned 
through the periscope onto the paper through traditional alignment techniques.  By 
maximizing the brightness of the laser on the paper, clipping on the internal mirrors is 
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minimized.  Once the laser is successfully aligned to the 3mm specimen holder region, the 
column is pumped down.  Using a 200-mesh TEM grid with a Quantifoil amorphous carbon 
film, the laser can be more precisely aligned.  The specimen needs to be moved to eucentric 
height in real space imaging mode.  This is critical due to the angle at which the pump laser 
is incident on the specimen.  By using a pump laser fluence of 0.1 mJ/cm2, the Quantifoil 
can be burned which visualizes as a light spot on the TEM grid.  Using the micrometers on 
the focusing lens, the burned area can be directed to the center of the viewing area.  This 
provides a good alignment which has experimentally been shown to be within 10 µm.  For 
some of the following experiments, finer adjustments were necessary.  The burned area 
seemed to be sensitive to the conduction of the local copper grid bars and regularly 
disagreed with experiments on SiO2 TEM windows.  As such, a more refined method was 
developed. 
An oriented gold film calibration specimen was used for the more precise 
alignment.  Once the rough alignments have been made, the laser power was set to 200 
kHz and an average power of 5 mW.  Using the green (515 nm) wavelength, the gold film 
was heated and this heating was observed by the expansion of Bragg spots in diffraction 
mode.  Using the smallest selected area aperture (200 nm) centered on a grid square, the 
role of thermal diffusion is minimized in terms of spatial error.  Going to the longest 
possible camera length on a low order diffraction spot, we are most sensitive to thermal 
changes.  When changing the specimen periscope micrometer X and Y positions by 
micrometers, obvious changes can be seen to the position and intensity of the diffraction 
  49 
spot.  Submicron positioning of the focusing lens is possible by maximizing the apparent 
Bragg spot changes.  This method was the only means by which the pump could be placed 
reliably with micrometer accuracy on the specimen. 
2.8.3.5 Probe Alignment 
The alignment of the probe is critical to getting high photoelectron emission and 
should be performed without any specimen obstructing the electron beam path.  The first 
step in aligning the probe laser is enacted when a new tip is inserted and the gun region is 
at atmosphere.  A special alignment tool is placed into the column which has a cross hair 
where the Wehnelt aperture is located during operation.  By aligning the laser using 
standard alignment techniques to the crosshair and maximizing for intensity, clipping on 
internal mirrors is minimized.  After the gun region is pumped back down to vacuum, the 
thermionic electron beam is aligned and tightly focused.  The thermionic heating value 
should then be lowered such that there is no more thermionic emission.  Operating the 
probe laser at 10 kHz, we allow the laser to be incident into the gun region.  By rastering 
the micrometers of the focusing lens, an electron beam of photo-emitted electrons can be 
found once the laser becomes incident on the tip.  It is important to make sure that the 
emission is coming from the tip and not the Wehnelt aperture which can also emit electrons.  
This is easily confirmed by rastering the laser across the tip and seeing the circle like 
geometry of tip emission and not the ring character emission from the Wehnelt.  Standard 
TEM alignment procedures should then be performed with the photoelectron beam. 
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2.9 Finite-Difference Heating Model 
Fourier’s law describes how heat is conducted in a material over time and is given 
below for the one dimensional case. 
𝜕𝑇
𝜕𝑡
= 𝛼
𝜕2𝑇
𝜕𝑥2
 
Here, the time derivative of the temperature is a function of the second derivative of the 
spatial gradient.  In more simple terms, the rate at which something cools or heats is 
proportional to how quickly the temperature is changing in space across it.  There is a 
thermodynamic driving force to minimize temperature gradients.   
Numerical models can be used to apply this equation to an experimental setup in the form 
of a finite-difference (FD) model.  In an FD model, only certain times and spatial locations 
are solved in a grid which is representative of the behavior of the system.  There are 
multiple ways in which to solve for the temperature at each grid location using an implicit 
or explicit solution.  In this work an explicit forward stepping solution has been used to 
evolve the system in time according to Fourier’s law.  The time domain is not discretized, 
but the spatial domain is.  A first order approximation of the second derivative of the 
temperature with respect to space is applied to Fourier’s law.  In this way, the discrete 
spatial elements can be used to solve for the time derivative as shown below with an Euler 
approximation of the second spatial derivative. 
𝜕𝑇
𝜕𝑡
= 𝛼
(𝑇𝑗−1 − 2𝑇𝑗 + 𝑇𝑗+1)
∆𝑥2
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The experimental system we wish to consider with this model has a radial symmetry.  We 
can apply a one dimensional model to this system, but must account for the change in the 
area that each spatial grid point is representing, as shown in Figure 2.13.  This is accounted 
for by introducing an extra term in the approximation shown here 
𝜕𝑇𝑗
𝜕𝑡
= 𝛼
(𝑗 +
1
2) (𝑇𝑗+1 − 𝑇𝑗) − (𝑗 −
1
2) (𝑇𝑗 − 𝑇𝑗−1)
𝑗 ∗ ∆𝑟2
 
In this way, the increase in thermal diffusivity is included as the radii increase with the 
index of the point being considered.  The amount the currently considered spatial point is 
affected by radii farther or closer to the center is weighted.  The implementation and 
experimental value of this model are discussed in Chapter 5. 
 
Figure 2.13.  Depiction of the radial grid used in the finite- difference temperature model.  
The indices start at 1 in the center and increase as the radius of the model increases. 
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3. Chapter 3 – YIG: Thin Film Structural 
Observations 
In this chapter a detailed description of the YIG film structure is provided.  Ex situ RTA 
and in situ laser annealing methods were used to transform amorphous YIG films on both 
silicon wafers and SiO2 TEM membranes into a crystalline state.  The process of creating 
and characterizing the as-deposited films is detailed.  After annealing, the microstructure 
and nanostructure of the resulting films are described.  This work is the first plan view 
TEM study of YIG film structure.  Here we investigate previously unreported phase and 
microstructure information about the YIG films.  This chapter contains data and images 
from multiple specimen and observations which were made over the course of my PhD 
work.  The descriptions below are applicable to all YIG films I have created unless noted. 
3.1 YIG Film Growth 
3.1.1 Deposition 
Amorphous YIG films were deposited at room temperature in all studies using RF 
reactive sputter deposition.  A Y:Fe (3:5) metallic composite target was sputtered 
controlling the forward power, set at 240 W.  The chamber base pressure was recorded to 
be between 8x10-6 and 2x10-5 Torr.  A mixture of Ar and O2 was flowed into the deposition 
chamber.  The exact flow rates of Ar and O2 were changed over the course of this thesis in 
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order to optimize deposition rates, however, the ratio of Ar:O2 was kept at 10.  The 
sputtering stage was rotated at a rate of at least one rotation per three seconds.  This yielded 
a deposition rate of between 0.5 and 4 nm/min depending on a number of factors including 
target thickness, vacuum pumping rate, and the condition of the target.  The thickness of 
the YIG films used in each study is reported in that section. 
Energy dispersive spectrometry was used to evaluate the ratio of Fe to Y in the 
deposited films to ensure the correct stoichiometry for YIG was achieved.  Our EDS system 
was not able to resolve the Y and Si peaks without overlap which can affect the quantitative 
analysis of the composition when attempting to determine the composition when the film 
is on a Si based substrate.  To avoid the issue with the Si signal, thick films (>100nm) were 
deposited on copper tape and the spectrum acquired from these films.  A 3:5 Y:Fe ratio 
was confirmed within the expected error for all depositions. 
 3.1.3 Substrates 
Two different substrates were used in this thesis for studying YIG films.  For the 
TEM studies, a windowed TEM grid (TEMwindows.com) with a 40 nm amorphous SiO2 
membrane over the windows was used.  These membranes were selected because they most 
closely match the chemical interface the YIG films would see on silicon device because of 
the native oxide layer.  The SiO2 membrane is also chemically inert to temperatures over 
1000 °C according to the manufacturer.  While there are 20 nm membranes available, the 
40 nm membranes provided greater mechanical stability which was important during the 
deposition and subsequent annealing processes where stress can cause the membrane to 
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tear.  The geometry of these windows is shown in Figure 3.1.  The TEM grids were 
untreated prior to deposition.   
For XRD measurements as well as thickness measurements, films were deposited 
on undoped (001) silicon wafer pieces.  The silicon pieces were cleaned prior to being put 
into the deposition chamber with a standard cleaning process.  They were sonicated for 
three minutes in acetone and subsequently sonicated for three minutes in IPA.  The wafer 
pieces were then rinsed with distilled water and rapidly dried with an air gun.  They were 
then placed into the sputtering chamber.  This work was not performed in a cleanroom and 
some dust and contamination were seen on the films.  Because most of the measurements 
concerning the silicon wafer pieces were large-area, a limited number of dust particles or 
other contaminates is not expected to affect the results.   
 
Figure 3.1.  Representation of (a) YIG film on a silicon wafer (b) YIG film on TEM 
window grid membrane. (c) Plan view of a TEM window grid. 
 
3.2 YIG Crystallites 
3.2.1 Bright-Field Imaging 
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To benchmark typical microstructures and nanostructures, YIG films were 
deposited on TEM grids with SiO2 windows and imaged before and after standard 
annealing (RTA at 800 °C for 3min in N2), shown in Figure 1(a and b, respectively). Figure 
1(a) verifies that films were amorphous as-deposited. There were no structural features in 
the bright-field images, and the diffraction pattern shows a single diffuse ring due to a 
regularity in interatomic spacing typical in glassy structures.62  After annealing, Figure 
1(b), the microstructure was similar to that typically seen in integrated YIG films by optical 
microscopy and SEM/EBSD in previous publications.63   Micrometer-sized crystallites (1-
2 µm) were observed in a seemingly amorphous matrix.  These crystallites contained the 
desired garnet phase, but they only accounted for ~80% of the sample area.  However, 
because the YIG regions were highly crystalline, they were strongly diffracting and 
accounted for almost all of the intensity in the diffraction pattern, Figure 1(c).  The angular 
intensity of the diffraction pattern was uniform, suggesting that the crystallites had no 
preferred in-plane texturing.  The characteristic dark streaks throughout the crystallites 
arise from bend contours, a common diffraction-contrast feature in single-crystal films. 
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Figure 3.2.  Bright-field TEM images and accompanying diffraction patterns of (a) as-
deposited film and (b) RTA-annealed film (800 °C, 3min). Note: dark streaks in crystallites 
are a common diffraction-contrast feature in single-crystals. (c) Radial integration of 
diffraction intensity for annealed film compared to simulated YIG data.  Adapted from 
Gage et al.33 
The YIG crystallites are single-crystal in nature.  This is an important discovery 
because many applications are negatively affected by grain boundaries.  Other publications 
on YIG film crystallization have used the Scherer formula in XRD studies to report grain 
size.64-66  This has resulted in grain sizes close to the thickness of the film being attributed 
to the full grain geometry when in reality the width and thickness of the grains are very 
different.  Along with the bend contours being indicative of the single-crystal nature of the 
YIG crystallites, diffraction and HR-TEM methods were used to confirm this discovery.   
3.2.2 Diffraction 
Utilizing a selected-area aperture, a single-crystallite can be probed in diffraction 
mode in the TEM.  Figure 3.3 shows the resulting diffraction pattern from a grain oriented 
along the (001) zone axis.  This experimental pattern differs from the simulated pattern due 
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to the expected effects of a dynamic beam condition in the TEM for a specimen of this 
thickness.  The relative positions and angles of all Bragg spots are as expected, however, 
disagreement in intensity and allowed reflections are a result of diffracted beams acting as 
the main beam.  Because of the random orientation of the crystallites, the SADP from each 
crystallite will look different, however, they can all be tilted to achieve a low zone-axis and 
demonstrate the single-crystal nature.  The bending of the grains can lead to multiple zone 
axes being present in a pattern, but this does not mean there are more than one grain in the 
selected area.  
 
Figure 3.3.  (a) Selected-area diffraction pattern of a YIG crystallite.  Forbidden reflections 
are present due to a dynamic beam condition.  (b)  Simulated diffraction pattern of YIG 
down the (001) zone-axis.  Scale bars are 3nm-1. 
 
3.2.3 HR-TEM Imaging 
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High resolution TEM can also be used to show the crystalline ordering of the YIG 
crystallites.  Figure 3.4(a) shows the lattice fringes of a YIG crystallite oriented along the 
(101) zone axis.  This figure was obtained using a 45nm YIG film which was laser 
annealed.  Figure 3.4(b) shows the Fourier transform of 3.4(a) image.  We see high 
agreement between the lattice spacing and the orientation of the FFT lattice spots compared 
to simulation confirming the YIG single-crystal structure.   
 
Figure 3.4.  (a) HR-TEM image of a YIG crystallite.  (b)  Fast Fourier transform (FFT) of 
the HR-TEM image indicating regularly spaced lattice sites.   FFT spots are labeled 
according to corresponding interplanar spacings in YIG. 
 
3.2.4 Bend Contours 
The characteristic dark streaks throughout the crystallites arise from bend contours, 
a common diffraction-contrast feature in single-crystal films. Figure 3.5(a) shows that as 
(202) 
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the specimen is tilted, the dark bands move with relation to the crystallite.  This motion is 
caused by a spatially-varying Bragg condition that occurs as the bent reciprocal lattice 
(stemming from a slight bending of the real-space lattice) is rotated with respect to a fixed 
Ewald sphere.  The local curvature of individual crystallites may be due to ripples across 
the SiO2 TEM grid membrane the film was grown upon.  It may also be indicative of the 
true crystal structure in the films, a slight bend across its width in relation to the substrate.  
All grains observed are bent such that the center of the radius of curvature lies above the 
film.  
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Figure 3.5. (a) YIG crystallite imaged at different tilt angles demonstrating the movement 
of the bend contours.  (b) SADP from the imaged crystallite (c) Cartoon description of how 
tilting can align different areas of the YIG crystallite to the optic axis causing higher 
scattering and lower intensity in bright-field. 
 
3.2.5 SEM and Optical Micrographs 
The requirement for a TEM specimen to be less than 100 nm in thickness 
necessitates that we cannot examine the crystallization of a YIG film on a bulk substrate 
with TEM.  It also means in order to use TEM we must make some modifications to the 
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system we wish to examine.  Instead of a SiO2 on Si system, we are only able to use a 40nm 
unsupported membrane of SiO2.  In order to compare our results on the TEM grid with 
those on the Si wafer, SEM and optical microscopy were used.  In Figure 3.6, both the 
SEM micrograph and optical microscope images are similar to the geometries we observe 
in the TEM images.  This leads us to believe we are sound in extrapolating the TEM 
findings to those of a YIG film on a Si wafer.  
 
Figure 3.6. (a) Optical microscope image of a YIG film on a silicon wafer.  Light regions 
are the YIG phase.  (b) SEM micrograph of a YIG film on a silicon wafer.  Dark regions 
are the YIG phase. 
 
3.2.6 Summary 
In this section, we have shown that the as deposited amorphous films have partially 
transformed into the YIG phase.  The YIG crystallites are microns in diameter, are single-
crystal in nature, and are randomly oriented.  This is important because it implies that it is 
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possible to create single-crystal YIG domains in thin films (<40nm) which is approaching 
the spatial dimensions for potential devices.  The dynamics of this phase transformation 
are addressed in later chapters.  
 
3.3 Nanocrystalline Matrix 
An important discovery made during the course of this thesis was the presences of 
a nanocrystalline matrix between the YIG crystallites.  Previous work had not reported this 
structure and rather assumed un-crystallized material remaining in the film after YIG 
crystallization.34, 67-68   This was the first plan-view TEM study of thin YIG films.  Other 
studies have missed the nanocrystalline phase due to the characterization tools they used 
or by using other deposition techniques.  Thicker films made by liquid phase epitaxy (LPE) 
often are porous and have a three dimensional structure instead of a two dimensional thin 
film structure.23, 69  XRD can miss nanocrystallinity because the diffracted signal is low.  
The YIG phase will have a much higher signal, and if the XRD measurements are stopped 
when appropriate signal has been reached for the YIG phase, the nanocrystalline phase 
may not appear in any statistically significant way.  SEM and optical microscopy imaging 
techniques do not have the same contrast mechanisms or spatial resolution which would 
make imaging the nanocrystalline phase plausible. 
 
3.3.1 Bright-Field Imaging 
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The first observations of the nanocrystalline matrix were made in bright-field TEM 
imaging of the YIG films.   If the material was amorphous between the YIG crystallites, 
no contrast would be observed in the region.  Instead, a speckled variation in intensity was 
seen with spatial contrast variation seen on the order of nanometers.  Here, a 40 nm YIG 
film is examined.  Utilizing the high spatial resolution, we were able to more closely 
investigate this region.  Figure 3.7(a) shows a bright-field micrograph of the interface 
between a YIG crystallite and the nanocrystalline phase.  Tilting of the specimen causes 
shimmering of the intensity in this area confirming that the contrast is due to diffraction 
contrast from grains being oriented along different zone axis with different amounts of 
coherent scattering.  Figure 3.7(b) shows a HR-TEM image of the interface.   The 
nanocrystalline phase is on the left in this image with grain sizes on the order of 10 nm.  
This grain size was seen consistently in the films and did not seem to be affected by film 
thickness or annealing temperature.  Moiré fringes can be seen, indicating the presence of 
stacked grains.  On the right, the YIG phase is observed as in relatively uniform intensity 
because there is no diffraction contrast owing to the single-crystal nature and negligible 
bending over a region of this size. 
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Figure 3.7.  (a) Bright-field image of the border between a YIG crystallite and the 
nanocrystalline matrix phase.  (b) HR-TEM image of the same interface showing the 
bumpy nature of the transition between the phases. 
 
3.3.2 Diffraction 
Diffraction patterns of the nanocrystalline phase were obtained using selected-area 
diffraction, isolating the signal from only the desired phase region.  Even with the smallest 
selected-area aperture (200nm), signal from hundreds to thousands of grains is obtained 
leading to rings at the back focal plane.  The radii of the rings is inversely correlated to the 
interplanar spacing as described in Section 2.7.3.  This provides us with structural 
information about this nanocrystalline phase.  
3.3.2.1 Texturing 
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Diffraction studies of the nanocrystalline phase provided information about the 
crystal structure and, specifically, crystallographic texturing of the nanocrystals.  An early 
observation of the nanocrystalline phase in diffraction space was that tilting of the 
specimen about an in-plane axis led to bunching of the azimuthal intensity of the diffraction 
rings.  Figure 3.8 shows the effect of tilting on a 25 nm specimen (RTA, 3 min, N2).  
Because the intensity is uniform when the electron beam is perpendicular to the surface 
and changes only when the specimen is tilted, the specimen has a strong out of plane 
texturing.  This means that the grains have a preference to align along a particular zone 
axis aligned perpendicular to the surface of the film.  The continued presence of intensity 
around the entirety of the rings even when tilted means that the texturing is not absolute 
and some grains do not follow the texturing direction.  
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Figure 3.8.  (a,b) Bright-field TEM images of the inter-YIG matrix phase present in films 
produced by standard anneals. The yellow circle in (b) shows the area from which SADPs 
were obtained. SADPs obtained at (c) 0°, showing no in-plane texturing and (d) 40°, 
suggesting out-of-plane texturing. 
 
The texturing seen here was not seen in all films.  Specifically, the films studied in 
Chapter 5 did not display any texturing of the nanocrystalline film.  Other films which were 
laser annealed did display out of plane texturing but a rigorous study was not performed to 
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determine any possible differences which could explain when the nanophase is textured or 
not.  Two possible factors which could account for the change in behavior are the thickness 
of the film and temperature gradient during annealing.  Laser annealing heats the film 
largely by internal heat generation while the RTA heats the Si support wafer which then 
conducts the heat to the film on the free-standing membrane. It is also possible that the 
texturing is only evident when films are thick enough to have grains nucleate away from 
interfaces which may interfere with growth along certain crystallographic directions.  This 
plan-view TEM study is not able to probe the morphology of the film in the out-of-plane 
direction.  Further studies, possibly cross-sectional TEM, are needed to better understand 
the out-of-plane morphology of the nanocrystalline phase.   
 
3.3.2.2 Phase analysis 
The ternary system of Y-Fe-O has a number of possible phases which it can form 
as shown in Figure 3.9.  YIG lies at one edge of the triangle, and, though it is 
thermodynamically stable, it must overcome a high energy barrier to form.70   Work 
previous reported by Sung et al. reported that it is possible to achieve the garnet phase 
without being exact with the reactant stoichiometry, but like other studies, relied on XRD 
to perform phase analysis.68  Here, we have quantified the ratio of Y:Fe as outlined in the 
sputtering section, but we are unable to report the percent oxygen in our films due to the 
high degree of error in oxygen measurements using EDS.   
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Figure 3.9.  Ternary phase diagram for the Y-Fe-O system.  The YIG phase is represented 
by (G) and lies on the far right (fully oxygenated) side of the triangle. Adapted from 
Kitayama et al.71 
 
By comparing the azimuthally integrated intensity from the selected area diffraction 
pattern of the nanocrystalline phase, along with the texturing information, we can make 
informed theories of the crystallographic structure in this region.  Phase determination for 
a complex, thermodynamically unstable system in this manner is challenging.  Strain due 
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to the high temperature crystallization process can distort the lattice away from what is 
reported in literature and texturing can make intensity matching between experimental and 
known phases difficult.   There are six reported ternary phases for the Y-Fe-O system and 
dozens of possible phases when considering there could also be iron and yttrium oxides.  
No known phase fits the observed diffraction information exactly, however, we can make 
an informed hypothesis about the composition of the nanocrystalline phase, assuming we 
have at most two known phases, as outlined below. 
Here, it should be noted that other crystallization studies of sol-gel preparation of 
Y-Fe-O films and particles have observed intermediary phases before achieving the YIG 
phase during annealing.72-75  These studies had YIG grain sizes on the same order as other 
phases because of the preparation techniques, unlike what has been observed from 
sputtering thin films.  Four phases have been reported as intermediaries by other studies.  
A tetragonal Y3Fe5O12 phase has been reported as a possible intermediate phase.
76  Though 
it is a fair fit to our diffraction pattern as seen in Figure 3.1(a) and has the correct 
stoichiometry, the directionality of the texturing would not be expected.  The strong peak 
we see which has its intensity move commensurately with tilting would be the (326) zone 
axis.  This is not a high symmetry zone axis and it would be unusual to see texturing in this 
direction.  This phase is not well reported on and has only been mentioned in a couple of 
studies.76-77 
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Figure 3.10.  Azimuthally integrated intensity for the nanocrystalline phase SADP 
compared to known phases (a) tetragonal-Y3Y5O12 and orthorhombic-YFeO3 (b) 
hexagonal-YFeO3 and Fe2O3.  Simulated diffraction patterns of known phases taken from 
JCPSD [00-046-0891], [01-073-1345], [00-048-0529], [00-002-0915] respectively. 
 
Most commonly, the transient phase is reported to be an orthorhombic YFeO3 
phase.73-75  This structure is ruled out due to its poor fit to our measured diffraction patterns.  
There is little agreement between any of the peaks in the model and our experimental data 
in Figure 3.10(a).  Another YFeO3 phase which has been reported as forming in 
stoichiometric YIG precursors is the hexagonal phase.  This phase is thermodynamically 
unstable but is favored for formation in the YFeO3 system.
77-78  The hexagonal YFeO3 has 
gained interest in its own right for properties including its magnetic structure79-80 and its 
chemical properties, particularly when doped.77  It fits well to our experimental diffraction 
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pattern seen in Figure 3.10(b) with intensity variations to be expected due to texturing and 
multiple beam effects in the TEM.   
The hexagonal YFeO3 phase is not stochiometrically the same as our measured 
film.  If the hex-YFeO3 phase were to form, we would be left with an iron rich film.  This 
may be explained by the presence of a Fe2O3 phase which would also account for the only 
major peak which cannot be attributed to the hex-YFeO3 phase.  The Fe2O3 phase is also 
fit to the experimental data in Figure 3.10(b).  The presence of an iron oxide phase could 
balance the stoichiometry to match that of the YIG phase.  With a multi-phase system the 
relative intensities of the two phases would be determined by their relative abundance in 
the film, but because of texturing and possible strain, absolute quantitative analysis of the 
fraction of each phase present is arbitrary. 
There has been computational work reported to explain the favorability of the 
hexagonal YFeO3 phase to be energetically favorable.
81  If the ionic sizes of Y, Fe and O 
are considered, then this crystal phase provides the least frustration for perovskite like 
structures.  It has been reported that even with yttrium deficiency, as is the case here, the 
hexagonal YFeO3 phase can form.
75 Even if we are not forming the precisely defined 
YFeO3 phase, there is reason to suspect we have a similar hexagonal phase.  A Y2Fe4O9 
phase was previously reported to account for the nanocrystalline matrix.33  While the fit 
was close for most peak locations, there was not an exact match.  The commonality 
between the hexagonal phases is the location of the (110) peak which has high agreement 
with our results.  This is also the direction of texturing based on the tilt study.  The 
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placement and coordination of the iron ions determines the lattice constant in the c 
direction.  This has had a range of values as reported. 
 
Figure 3.11.  Simulated unit cell of the hexagonal-YFeO3 phase.  The Fe ions sit in a 
trigonal bipyramidal oxygen site.  Created using CrystalMaker™. 
 
3.3.2.3 CBED 
Converged beam electron diffraction was used to obtain diffraction information 
about a single grain of the nanocrystalline phase.  By using CBED, it is possible to ascertain 
symmetry information which is averaged out by having many grains in a PBED pattern.  
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Figure 3.12(a) shows a representative CBED pattern from a nanocrystal compared to a 
simulated pattern from a YFeO3 hexagonal phase down the (001) zone axis.  There is high 
agreement both in the symmetry and radii of the 2 prominent rings of CBED spots.   
 
Figure 3.12 (a) CBED pattern obtained from imaging a highly textured nanocrystalline 
film with a 5 nm electron beam size at crossover.  (b) Simulated diffraction pattern from 
the hex-YFeO3 phase with weighted Bragg spots down the (001) zone axis. 
 
3.3.3 Summary 
Here we have been able to identify the presence of a nanocrystalline phase between 
large YIG crystallites in thin films of stoichiometric YIG after annealing.  The presence of 
this phase is important because of its role during the crystallization process as well as 
possible properties that could impact average film behavior.  While further studies are 
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needed to determine the structure of the nanocrystalline phase throughout the thickness of 
the film, the phase has shown to be strongly textured in some experiments and not textured 
in others.  Further studies are also needed to confirm the exact crystalline phase present 
and if the hexagonal YFeO3 phase forms in conjunction with a Fe2O3 phase.  High 
resolution EDS imaging could provide insight as to whether phase or elemental segregation 
is occurring. 
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4. Chapter 4 – Two-Step Anneal of YIG 
Films 
Initial in situ laser annealing studies were used to examine the amorphous to crystalline 
phase transition for YIG.  From these studies, qualitative findings were used to try a new 
method of annealing in which a low temperature anneal was followed by a high 
temperature anneal.  This resulted in higher crystallization of the YIG phase compared to 
the traditional single step anneal.  
4.1 Preliminary In situ Laser Annealing 
In order to study the amorphous-to-crystalline phase transition for YIG, in situ TEM 
laser-annealing studies were conducted on films deposited onto SiO2 on Si as used in the 
previous chapter. The film used in this laser annealing section was 25nm.  A relatively high 
average laser power (82.6mW; 1 second; Gaussian shape; 343nm) was used for in situ 
crystallization of the amorphous film.  All laser power measurements were acquired near 
the source and should be referred to as relative and not absolute powers at the specimen. 
Further irradiation with this power produced no additional changes in the structure.  Three 
regions with different crystallization behavior were identified, the formation of which is 
attributed to differences in temperature caused by the Gaussian energy profile of the laser 
similar to other in situ laser annealing studies, Figure 4.1.82  The central dark region (red) 
was a nanocrystalline phase and was highly textured in-plane radially from the center of 
  76 
the spot due to the direction of thermal transport.  The texturing of this phase in a radial 
direction from the center of the laser spot can be seen in Figure 4.2. The second region 
(yellow) is shown more closely in Figure 4.1(b,c). The large grains in this region show 
bend contours due to the highly ordered crystalline structure, similar to the YIG crystallites 
in the RTA-annealed sample above. This region was pure YIG, as verified with SADP 
(inset of Figure 4.1(c)).  The third region (blue), along the outer regions of the laser spot, 
was comprised of YIG crystallites that appeared to have seeded the growth in the second 
region. Using the known full-width at half-maximum (FWHM) of the laser intensity, and 
assuming the second region reached the crystallization temperature of YIG (800 °C), the 
third region was estimated to have reached 400 °C as shown in Figure 4.3. 
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Figure 4.1.  Bright-field images of YIG films crystallized with different laser powers. (a-
c) Crystallization of YIG resulting from 82.6mW average power, shown with relatively (a) 
low (b) medium and (c) high magnification.  YIG nanocrystals near the edge of the spot 
appeared to seed larger crystals inside a ring. The inset in (c) shows a SADP of the highly 
crystalline YIG area (d) Bright-field image of YIG film crystallized with 25.2mW average 
power followed by (e) an additional 32.0mW average power. The initial laser anneal at 
25.2mW appeared to create crystallites that seeded subsequent growth. (f) Magnified image 
of the film following the second additional anneal at 32mW. 
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Figure 4.2.  (a) Bright-field TEM image of the high power anneal laser spot (b) higher 
magnification showing the nanocrystalline nature of this region.  The diffraction inset 
shows a strong texturing in-plane radially from the center of the laser spot. 
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Figure 4.3.  The temperature profile of the sample versus the distance from the center after 
laser irradiation.  Three regions as defined in the sample are shown to correspond to the 
temperatures chosen for the two-step RTA experiment. 
 
This growth behavior was unexpected, and it suggested that a low temperature 
anneal could produce nuclei and/or seed crystallites, thereby enabling the rapid formation 
of YIG during subsequent high temperature anneals.  This low thermal budget concept for 
obtaining fully crystallized films is very appealing for eventual use in high quality 
spintronics and photonics devices. 
  80 
 
To study this idea further, a lower average power of 25.2mW was used to form 
crystallites in as-deposited films, Figure 3(d). Further laser irradiation at this power did not 
produce any additional structural changes.  However, increasing the average laser power 
to 32.0mW caused these crystallites to grow with a crystallization front velocity of 280 
nm/sec, determined using time-resolved TEM.  Figure 4.4 shows this growth. Although the 
laser profile again yielded different behavior for the outer region of the beam, the entire 
center of the laser-annealed area was phase-pure YIG after this two-step anneal, Figure 
4.1(e,f).     
 
Figure 4.4.  Still images taken from a video-rate movie of the YIG crystal front growing 
into the nanocrystalline phase.  The front velocity was calculated to be 280 nm/sec. 
 
4.2 Novel Two-step Rapid Thermal Annealing   
This study was brought full circle by applying the newly discovered means of 
nucleation and growth to a two-step rapid thermal anneal, which can be up-scaled for use 
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with spintronics and photonics devices. YIG films (25nm and 130nm thick) were annealed 
by either standard RTA (800 °C, 3 min), low-temperature RTA (400 °C, 3 min), or two-
step RTA (400 °C, 3 min; 800 °C, 3 min) all in a N2 environment with a 10 sccm flow-rate 
during anneal.   The first RTA process has been the most common anneal for YIG since its 
discovery.83-90 
Magnetic hysteresis measurements (Figure 4.5) were used to determine the extent 
of crystallization for YIG films that were annealed using both the standard RTA and the 
two-step RTA.  The films produced by standard RTA had saturation magnetizations of 99.6 
emu/cc, which is 27% lower than expected for pure YIG.  Significantly, the YIG films 
annealed by the new two-step RTA had saturation magnetizations of 130.6 emu/cc, which 
is within experimental error (eg: film volume measurements) of reported values for bulk 
YIG of 136.7 emu/cc.24  These results are in fair agreement with the difference in the garnet 
area in a fully garnet film versus garnet areas found in the bright-field images shown in 
Figure 3.1.  
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Figure 4.5.  Out-of-plane hysteresis loops of 130nm thick YIG films annealed using 
standard RTA (800 °C, 3 min) and the new two-step RTA (400 °C, 3 min; 800 °C, 3 min). 
 
Additional TEM characterization supported the VSM result that the novel two-step 
RTA produced completely crystallized (phase-pure) YIG films, Figure 4.6(a), rather than 
the typical crystallites in a nanocrystalline matrix, which are produced by standard RTA, 
Figure 4.6(b).  The film annealed at only the pre-anneal temperature (400 °C) did not show 
any contrast in TEM imaging, appearing completely amorphous. The diffraction patterns 
in Figure 4.6(c) underscore the challenges associated with determining the phase purity of 
YIG films from diffraction alone.  Both patterns, corresponding to images on the left, have 
similar peak intensities and highly consistent peak locations.  These patterns strongly 
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suggest that standard, large-area Bragg diffraction patterns (X-ray diffraction) are not 
sufficient for reporting YIG crystallization of integrated devices because amorphous and 
“X-ray amorphous” (nanocrystalline) phases will not appear in these patterns.   
  
 
Figure 4.6.  Bright-field TEM images of 25 nm YIG films (a) annealed at 400 °C for 3 min 
and subsequently annealed at 800 °C for 3 min and (b) annealed at only 800 °C 3 min. (c) 
Radial integration of diffraction patterns for films annealed at various conditions.  The 
diffraction patterns appear similar, but unlike standard anneals, the two-step anneal 
successfully produced phase-pure YIG. 
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4.3 Conclusions and Outlook 
The exact nature of the effect of a pre-anneal on the YIG film has not been 
determined by this study, though is of critical importance to better understand the 
crystallization process.  Something changed in the YIG film when heated to 400 °C and 
cooled which allowed for complete formation of the YIG film compared to the film as 
deposited which is not detectable in diffraction or TEM imaging.  One possibility is the 
relaxation of strain in the film.  In chapter 5, the role of strain in YIG crystallite formation 
is discussed in further detail.  If heating the amorphous film and cooling relaxes strain in 
the subsequent high temperature anneal, this could explain the complete crystallization 
observed.  Another possibility is the ordering of the glass, specifically with regard to the 
iron ion coordination.  Previous work in the field has indicated that films grown on a heated 
substrate have a higher number of iron ions in the 3+ valence state which are able to 
crystallize into YIG films of higher quality.91 It is possible that we are able to better 
chemically structure the YIG while it is still in its amorphous state.  This theory of priming 
the glassy film for crystallization is supported by more general crystallization studies as 
well.92  It could be that the growth is not promoted in the YIG film, but rather the number 
of nucleation sites.  If the grains are growth limited to certain size, having more nucleation 
sites would allow for complete YIG transformation in the film. This transformation is 
studied more closely in Chapter 5, however the question of what caused the improved YIG 
formation remains unanswered. 
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5.Chapter 5 – In situ Laser Annealing of 
YIG Films 
In this chapter, I will discuss the in situ laser annealing experiments I performed on 
thin films of amorphous YIG.  These experiments have given us insight into the 
crystallization dynamics of these films that was not available through ex situ annealing 
studies.  The in situ laser annealing experimental setup is not completely novel, though I 
have found no other publication reporting temperatures, activation energy or Avrami 
coefficients from such an experimental setup.  These important crystallization parameters 
and how they were calculated using this experimental method are described here. 
5.1 Laser heating advantages 
Laser annealing is not the only method for in situ TEM annealing experiments.  
More popular is using an in situ heating holder which uses a resistive heating furnace to 
heat the entire specimen.  The use of an in situ heating holder offers some advantages and 
disadvantages to in situ laser heating.  Advantages include being able to directly measure 
the temperature of the specimen and select this temperature with an external controller.  
Also, the ability to uniformly heat a specimen can in some experiments be an important 
advantage as well.   
In contrast, in situ laser annealing can heat only small portions of a specimen in an 
isolated fashion.  In this way, experiments can be conducted at different temperatures on 
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the same specimen.  This offers more certainty of specimen uniformity between 
temperature experiments as shown in this study. 
Also important to in situ heating studies is the ability to reach temperatures of 
interest quickly for isothermal assumptions in analysis.  Demonstrated here are temporal 
temperature gradients greater than 100 °C/ms.  In other in situ crystallization studies, in 
situ heating holders are limited to increases of 10 °C/min.93-95  This is more than 7 orders 
of magnitude difference between temperature rise rates for laser annealing versus a typical 
heating holder.  Even new holders from Protochip, which have electronics built into the 
TEM grid for heating, only allow for heating at rates of 1000 °C/s, orders of magnitude 
slower than the laser heating method.96 
The maximum temperature for modern TEM heating holders is between 800-1400 
°C.  While these are high enough temperatures for many different types of experiments, 
the intrinsic instrument limitation is not shared by the laser heating method.  Using laser 
heating, the maximum temperature of the experiment is dictated only by the limits of the 
laser used and the material properties of the specimen.   
Lastly, specimen drift is a significant issue with high temperature experiments 
using heating holders.97  This is a side effect of heating many components in the specimen 
holder as well as the entire specimen, all of which are affected by thermal expansion.  Laser 
heating does not have this issue because the localized heating only impacts relatively small 
volume of material.   
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Though not a specific experimental advantage of laser heating compared to heating 
holders, laser annealing is becoming a more popular annealing method in industry and 
performing experiments more closely resembling the applied practice is highly appealing 
to materials engineers.  The higher temperature gradients and Gaussian temperature 
profiles shown here would be important factors to industry for laser annealing and could 
potentially be investigated further using this experimental setup.  
 
5.2 Laser heating model 
In order to understand the laser heating process better in our TEM setup, a finite-
difference model was developed to predict the spatial and temporal behavior of the 
temperature profile in the YIG film during pulsed laser irradiation.  The model was as 
simplified as possible for computational considerations.  A one dimensional model is 
applied due to the radial symmetry of the system and the high aspect ratio of the film’s area 
to its thickness.   
Before the model evolves in time, the effect of a single laser pulse must be applied 
to the film.  The relevant material properties are input for both the film and the substrate 
found in literature and are summarized in Table 5.1.  The laser pulse energy can be 
measured experimentally and the pulse duration is assumed to be instantaneous compared 
to other relevant time scales in the model.  The fraction of the laser energy absorbed is 
calculated using 
𝑓𝑒𝑛𝑒𝑟𝑔𝑦 = (1 − 𝑅)(1 − 𝑒
−𝐴𝑓𝑖𝑙𝑚𝑡𝑓𝑖𝑙𝑚)(1 − 𝑒−𝐴𝑠𝑢𝑏𝑡𝑠𝑢𝑏) 
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where R is the fraction of the laser reflected from the surface and A and t are the absorption 
coefficient and thickness respectively for the film and the substrate as designated by the 
subscript.  The average change in temperature for the laser spot is then calculated by 
assuming a thickness weighted average of the density and specific heat of the film-substrate 
system.  This temperature change is an average change over the FWHM of the laser spot 
which is then converted into the assumed Gaussian spatial profile.  The temperature is then 
allowed to evolve in time based on classical heat transfer equations. 
 
 YIG film SiO2 membrane 
Thermal conductivity, k (W/m-K) 0.74 98 0.8 99 
Specific heat, C (J/kg-K) 426 98 719 100 
Density, ρ (kg/m3) 5170 101 2220 102 
Thickness, t (nm) 25 40 
Extinction coefficient, A (1/m) 2x106 ~ 0 
Table 5.1 Relevant physical properties for YIG and SiO2 used in the laser heating model 
 
The governing equation is the following as described in Chapter 2 
 
𝜕𝑇𝑗
𝜕𝑡
= 𝛼
(𝑗 +
1
2) (𝑇𝑗+1 − 𝑇𝑗) − (𝑗 −
1
2) (𝑇𝑗 − 𝑇𝑗−1)
𝑗 ∗ ∆𝑟2
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Where Tj is the temperature at spatial step j starting at the center of the Gaussian, Δr is the 
radial step spacing.  The thermal diffusivity, α, is taken found using the following formula. 
𝛼 = ((𝑡𝑓𝑖𝑙𝑚) (
𝑘𝑓𝑖𝑙𝑚
𝐶𝑓𝑖𝑙𝑚𝜌𝑓𝑖𝑙𝑚
) + (𝑡𝑠𝑢𝑏) (
𝑘𝑠𝑢𝑏
𝐶𝑠𝑢𝑏𝜌𝑠𝑢𝑏
))/(𝑡𝑓𝑖𝑙𝑚 + 𝑡𝑠𝑢𝑏)  
Variables here are described in Table 5.1.  A Runge-Kutta method is used to solve the 
system implicitly, stepping forward in time.  A Neumann boundary condition is assumed 
at j=0 representing the symmetry of the Gaussian profile.  This is easily implemented by 
equating the j=-1 position to the j=1 position, effectively forcing the derivative at this point 
to be zero.  At the outer radius of the model, the edge of the window membrane is a 
Dirichlet boundary condition.  This forces the final spatial point to be a fixed temperature, 
set to room temperature here.  The relatively infinite heat sink and high thermal 
conductivity of the crystalline silicon support make this a reasonable assumption.  As seen 
in Figure 5.1(a), the heat from the system will travel along the negative gradient towards 
the edge of the window.  The cooling of the film is allowed to evolve until the following 
laser pulse strikes the system.   
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Figure 5.1.  (a) Modeled temperature at steady state of the YIG film across a TEM window 
as a function of radius.  (b) Temperature at the center of the laser spot as a function of time.  
The laser spot reaches a steady state after a few milliseconds.  The inset shows that even at 
quasi-steady state, there is some time variation in the temperature (<5 °C).   Laser repetition 
rate: 200 kHz, average power: 10 mW 
 
Based on an input laser repetition rate, the process of adding the initial Gaussian 
temperature profile is iterated after a time of 1/frequency.  The cycle repeats for a set 
number of pulses.  Typically, for the YIG film system, on the order hundreds of pulses are 
needed to reach a pseudo-steady state as seen in Figure 5.1(b).  Between pulses the 
temperature of the system relaxes.  As seen in Figure 5.1(b), for the parameters described 
in Table 5.1, the temperature variation between pulses is less than 4 °C at a laser repetition 
rate of 200 kHz and average power of 10 mW.  Even though this is a pulsed laser system, 
we can treat the temperature to be a quasi-steady state.   
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5.3 In situ Thermometry 
The finite difference (FD) model is a good qualitative approximation for the 
behavior of the temporal and spatial profile of the heat flow in the film.  However, it 
includes terms which are approximations of film properties or assumed from literature and 
are not measured.  To fine tune the model, we experimentally verified the temperature of 
the film with an in situ thermometry technique utilizing the thermal expansion of the 
crystalline YIG lattice.   Specifically, the location of the YIG diffraction (Bragg) spot is 
observed with the laser on and off, and the lattice temperature is estimated from the change 
in the location of this spot. 
The YIG film is supported by an amorphous silicon dioxide membrane.  The 
membrane will also expand due to heating but has a different coefficient of thermal 
expansion (CTE) compared to the YIG film.  In order to account for the thermal expansion 
of the electron transparent window, a weighted average of the YIG film CTE and the SiO2 
support film was used: 
 
The CTE for each layer is weighted by the thickness and Young’s modulus for that 
layer.  The values for CTE for YIG and SiO2 were taken from literature
102-103 as were those 
for the Young’s moduli of both materials.104-105  The temperature variation in the CTE for 
YIG was taken into account for this model while all other values were taken at 800 °C.  
𝛼𝑒𝑓𝑓 = 𝛼𝑌𝐼𝐺 (
𝐸𝑌𝐼𝐺𝑡𝑌𝐼𝐺
𝐸𝑌𝐼𝐺𝑡𝑌𝐼𝐺+𝐸𝑆𝑖𝑂2𝑡𝑆𝑖𝑂2
) + 𝛼𝑆𝑖𝑂2 (
𝐸𝑆𝑖𝑂2𝑡𝑆𝑖𝑂2
𝐸𝑌𝐼𝐺𝑡𝑌𝐼𝐺+𝐸𝑆𝑖𝑂2𝑡𝑆𝑖𝑂2
) 
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The Young’s modulus used for YIG was that of polycrystalline YIG which more closely 
resembles the film structure here.   
Using the equation which describes the CTE, 
where L and ΔL are experimentally measured using diffraction patterns.  When the laser is 
on the specimen, the material is heated and the lattice expands.  This moves the diffraction 
spots closer to the center of the diffraction pattern in reciprocal space.  We can measure d’ 
and Δd’ in reciprocal space and convert this back into the real space values for L and ΔL 
to find: 
Equivalent diffraction spots opposite the (000) spot corresponding to the YIG phase 
were fit to two dimensional Gaussian profiles and the distance between them for both laser 
on and off were recorded.  In this way, d’ and Δd’ could be found for different laser powers.  
The YIG phase only formed in the highest three temperature experiments and the laser 
temperature was approximated based on a linear fit of the temperature versus laser power 
shown in Figure 5.2.  These temperatures were used in the analysis in the following 
sections. 
∆𝑇 =
∆𝐿
𝐿
1
𝛼
 
∆𝑇 = (1 − (1 −
∆𝑑′
𝑑′
))
1
𝛼
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Figure 5.2.  Plot of calculated film temperature as a function of incident laser average 
power.  The linear fit equation on the plot was forced to have an intercept at 20 °C and was 
used to find the temperature of the lowest temperature window. 
 
5.4 Diffraction 
When the laser heats the amorphous YIG films above a certain temperature the 
films will crystallize.  This crystallization process can be observed in reciprocal space by 
monitoring the diffraction pattern.  The diffraction pattern begins as a radial distribution 
function with diffuse rings at radii of the average interatomic spacing of the various atoms.  
As the film is crystallized, these diffuse rings give way to well-defined rings related to the 
transient crystal structure.  The evolution of this transition aids in our understanding of the 
solid state crystallization process. 
5.4.1 Experimental 
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All experiments in this chapter were performed on the same windowed TEM grid.  
This grid was the same as those described in previous chapters.  The YIG film was 25 nm 
thick as measured by AFM.  After precise alignment of the probe laser as described in 
Chapter 2, the first window was used as a calibration for finding an appropriate laser power.  
The laser was set to 200 kHz with a wavelength of 515 nm.  The average power was slowly 
increased with the laser incident on the window until crystallization was first observed at 
9.36 mW.  Using this same average power, a new window was positioned such that it was 
centered with the laser and the field of view. A selected area aperture with an effective 
diameter of 5.4 µm at the object plane was inserted.  The microscope was then put into 
diffraction mode and aligned.  Using “in situ” mode on the Gatan Oneview camera, the 
camera was set to be binned by 2 and a frame rate of 50 frames/sec.  The “look back” 
feature was set to 3 seconds, and the laser was set to the desired power of 9.36 mW at a 
repetition rate of 200 kHz.  The laser shutter and the camera acquire buttons were pushed 
simultaneously.  There were 3 seconds of recording before time zero due to the “look back” 
feature.  The change in diffraction pattern was observed and recorded.  The recording was 
terminated when there was no change in the diffraction pattern for at least one minute.  This 
process was repeated for laser powers of 9.83, 10.47, and 10.9 mW sequentially.  For the 
10.9 mW recording, the camera was binned by four to allow for a higher frame rate of 200 
frames/sec, 5 ms exposure time.   
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5.4.2 Data Analysis 
Each frame of the diffraction videos was radially integrated to obtain intensity 
information for a given scattering vector.  A custom MATLAB program was written for 
this function.  This program was able to report average intensity at a given pixel radius for 
areas of the image bounded by user assigned angles.  Due to the large number of images 
(>10,000), considerable effort was put into making sure this process was as 
computationally economical as possible.  Figure 5.3(a) is representative of a diffraction 
image frame and the yellow outline shows the integrated area. Once each frame was 
analyzed, a typical integrated diffraction pattern was rendered similar to that shown in 
Figure 5.3(b).  This pattern is of the nanocrystalline YFeO3 phase which appeared first.  
The (110) peak was fit to a Gaussian after a simple background subtraction as shown in 
Figure 5.3(c).  The evolution of this peak was correlated with the growth of the 
nanocrystalline phase in the following analysis.  The fitting parameter for the intensity of 
the Gaussian fit was multiplied by the variance parameter fit.  This product gave a value 
proportional to the area under the peak. This value was assumed to be proportional to the 
number of electrons scattered due to the YFeO3 phase and taken as a representation of the 
phase’s presence. 
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Figure 5.3.  (a) Representative diffraction pattern of the nanocrystalline phase used for 
analysis.  The yellow wedge indicates the region being used for integration. Screenshots of 
MATLAB code (b) Average azimuthally integrated intensity versus pixel data (c) Gaussian 
fit to the (110) peak of the nanocrystalline phase after background correction. 
 
5.4.3 Results 
The previously described microstructure of the YIG films on SiO2 is seen in these 
experiments as well.  The nanocrystalline phase is represented by rings of uniform 
azimuthal intensity while the YIG grains give rise to spots in the diffraction pattern.  There 
is a typical pattern which can be seen qualitatively in the evolution of all the diffraction 
pattern movies shown in Figure 5.4.  The diffuse amorphous pattern is present before time 
zero in all videos and, at some point after time zero, the YFeO3 nanocrystalline phase 
begins to appear.  This is followed by the Fe2O3 nanocrystalline peaks and in some videos, 
the YIG spots are formed last.   
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Figure 5.4.  PBED patterns showing the typical evolution of the YIG film.  It begins as an 
amorphous pattern, forms a nanocrystalline phase causing rings with smooth azimuthal 
intensity.  The YIG phase appears last as spots due to the large single-crystal crystallites. 
 
The amorphous to nanocrystalline transformation is also shown in Figure 5.5 for 
all four temperatures used in the experiments.  In this figure, the diffraction peaks are 
labeled for the different phases which appear during the evolution of the crystallization.  In 
the two highest temperature experiments, it is interesting to note that the nanocrystalline 
peaks all diminish as the YIG peaks form, nearly disappearing at 849 °C.  This reinforces 
the conclusion that the YIG phase is growing into the nanocrystalline phase and not into 
still uncrystallized amorphous material.  The evolution of the Fe2O3 peaks were not 
quantitatively analyzed in this work, however, they do appear to have a longer time scale 
associated with their arrival compared to the YFeO3 phase.  This could be due to diffusion 
limitations or a higher energy of formation for the Fe2O3 phase.  The Fe2O3 phase does not 
appear to be consumed by the YIG phase and is present in final diffraction patterns where 
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no YFeO3 phase is present.  This indicates a higher degree of stability for this phase and 
indicates it is possibly precipitated at interfaces.   
 
Figure 5.5.  Radially integrated diffraction pattern data for all four temperature 
experiments.  All temperatures show similar evolution moving from an amorphous state to 
a crystalline state.  Times of various patterns are noted on the plot. 
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Figure 5.6. Post-mortem bright-field images for all four temperature experiments.  The 
dashed circle indicates the location of the selected-area aperture used during the time-
resolved diffraction experiments. 
 
Figure 5.6 shows post-mortem bright-field images of the windows from the four 
different temperature experiments as well as the placement of the selected area aperture 
used during the time-resolved diffraction experiments.  The highest temperature window 
shows the YIG phase with strong in-plane texturing at the temperature region where the 
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diffraction experiment was performed.  This could indicate explosive growth of the YIG 
phase.  The next highest temperature is similar to the results of the ex situ annealing studies.  
There are large round YIG crystallites in a nanocrystalline matrix.  The crystallites vary in 
size depending on their radius from the center of the laser spot.  In the third highest 
temperature window, only two small YIG crystallites are observed outside of where the 
selected area aperture was placed and in the final window, no YIG formed during the 
entirety of the experiment.  These results demonstrate the role that temperature has on the 
final YIG microstructure.  For more applications of the YIG phase, large, single-crystal 
grains are desirable, similar to those found in the 816 °C window.  This temperature is 
examined further in the bright-field experiment below. 
By assuming that we start with no YFeO3 phase formed and at some point in time 
have 100% of our film in the selected area transformed into this phase, we can use classic 
crystallization quantification techniques to analyze the phase’s evolution.  In Figure 5.7, 
we show the calculated fraction crystallized of the amorphous phase based on the analysis 
of the area under the (110) peak for the YFeO3 phase.  For each temperature, we see the 
expected logic function curve.  Each curve levels out as the entire film is converted to the 
YFeO3 phase.   
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Figure 5.7.  Fraction of the film transformed to the nanocrystalline phase versus time.  The 
fraction crystallized was calculated from the product of the intensity and width of the (110) 
peak Gaussian fit. 
 
The JMAK crystallization equation previously derived in Chapter 1, is used to 
compare the crystallization dynamics at each temperature.   For this analysis, the time has 
been converted to hours.  
ln(− ln(1 − 𝛼)) = n ln 𝑡 + ln𝐾 
The fraction crystallized is represented by α and the time by t. The Avrami coefficient, n, 
is determined by the kinetics of the crystallization process.  This equation is plotted for the 
four temperatures analyzed in Figure 5.8.   
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Figure 5.8.  Plot of crystallization data using the JMAK linear analysis.  Linear regimes 
are seen in the initial crystallization behavior for all temperatures. 
 
Here, it can be seen that there are linear regimes initially in all crystallization 
temperatures which give way to a second linear regime after some time and near 50% 
crystallization.  Data before crystallization has been removed for clarity.  The initial 
crystallization behavior follows a pattern where the Avrami coefficient, n, has an inverse 
relationship to the temperature.  This is shown in Table 5.2 along with the values of ln(K) 
for the Avrami fit.   
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Temp. (°C) n ln(K) R2 
849 2.02 21.18 .9917 
816 2.13 19.94 .9811 
760 2.75 17.19 .8540 
730 3.44 15.20 .9296 
Table 5.2. Results of linear fitting to the initial crystallization dynamics for each 
temperature experiment. 
 
5.4.4 Discussion 
Such a large change in n is somewhat unusual for this small of a temperature range.  
There is also a large change in incubation time before crystallization .  If we assume 
homogenous and continuous nucleation, we would expect to have a value of n close to four 
if we have three dimensional isotropic growth.106  Because of our crystallite size and the 
thickness of our film, this film system falls into a middle ground between three dimensional 
growth and constrained two dimensional growth.  Nuclei near the film interfaces will not 
be able to grow beyond said interface.  In the 25 nm YIG film, we expect to have growth 
behavior between three  and constrained two dimensional growth,107 which would have an 
Avrami coefficient of 3 and 4 respectively.  At 730 °C we have an Avrami number within 
this range.  As we increase our crystallization rate and decrease the incubation time with 
increasing temperature, the actual crystallization process behaves in a more limited way.  
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This could be due to diffusion limitations.108  The nominal crystallization behavior is still 
faster for higher temperatures even though the Avrami coefficient is lower.  The lower 
Avrami coefficient could mean that during the incubation period, there is diffusion 
occurring in the glassy system which subsequently facilitates easier crystallization.  
Another possibility, is that the nucleation behavior is much more dominant at higher 
temperatures, limiting the effect of growth and thereby skewing the Avrami model.   
The reporting of the structure of the grains in the nanocrystalline phase where the 
analyzed dynamics were captured was only possible in the two lower temperature 
experiments.  The film area in the two higher temperature experiments transitioned into the 
garnet phase by the end of the annealing process.   A study where the nanocrystalline phase 
was only allowed to partially form and was investigated in real space would be illuminating 
to its nucleation and growth nature.  Also, performing similar experiments at more 
temperatures would determine if there is some numerical fit between the Avrami number 
and the temperature,  it is possible that we would see asymptotic behavior at the high and 
low ends of the temperature range. 
 
5.5 Activation Energy 
The apparent activation energy of the YFeO3 phase for our system was determined 
by two different methods with high agreement.  The first method was with analysis of the 
fraction crystallized at a given time and the second was by looking at the intercept of the 
Avrami fit.  Both of these values should follow an Arrhenius behavior and have been 
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analyzed as such.  Figure 5.9(a) shows the results of finding times it required for the 
different temperature experiments to reach a certain percentage of crystallization.  The fit 
has an R2 value of 0.9626.  The slope of the fit is 5.064 eV with a standard error of 0.258 
eV.  Using the intercepts from the Avrami plot, we expect to see a linear relationship when 
plotted against inverse temperature.  Here our slope is -4.786 eV and our standard error is 
0.176 eV.  If we average these approximations of activation energy, we have a value of 
4.925 eV.  This value is comparable to other reported crystallization activation energies for 
similar systems.109   
 
Figure 5.9.  (a) Plot of the natural log of the time to reach a particular fraction crystallized 
versus the inverse of the thermal energy.  The linear fit has the slope of the activation 
energy.  (b) The intercept for the Avrami crystallization model fit versus the inverse of the 
thermal energy.  The linear fit has the inverse slope of the activation energy. 
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5.5 In situ Bright-Field Imaging 
Utilizing the same TEM window grid as in the diffraction study above, a different 
window was used for bright-field analysis of the YIG phase growth.  Studying the garnet 
phase dynamics with an Avrami analysis is not practical in the TEM because of the large 
grain size relative to the field of view.  There would not be enough grains to create rings 
with mostly uniform intensity, and any intensity analysis would be strongly skewed due to 
grain orientation.  However, in bright-field mode, we can observe the growth of the YIG 
crystals in real-time and study the crystallization behavior in this way.   
The same alignments were performed here as in the diffraction study.  The laser 
power was set to 10.47 mW because the post-mortem observations from the diffraction 
study suggested this would be the most interesting temperature to observe for potentially 
high quality YIG grain formation.  The TEM camera was set to 5 frames/sec and the images 
were not binned, utilizing all 4096 x 4096 pixels.  The magnification was set to 1700x 
which is the lowest magnification which allows for proper bright-field imaging.  This 
allowed for higher contrast from bend contours, the primary source of contrast in the film, 
as well as a high field of view to observe as many nucleation events as possible.  
Figure 5.10 shows the stages of growth for the YIG film.  There is a slight contrast 
change as the nanocrystalline phase forms in the first seconds of the video.  The YIG 
crystallites begin to nucleate and subsequently grow into the nanocrystalline phase.  The 
diameter of the crystallites was measured during growth until the crystallites coalesced.  
This measurement is shown in Figure 5.11.   
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Figure 5.10.  Still images from a bright-field movie obtained during the crystallization of 
the YIG film at 816 °C.  The time of each frame is noted in the bottom right corner.   
 
Unlike in the diffraction study, no selected area aperture is used here.  This means 
we are sampling a larger variety of temperatures due to the Gaussian nature of the 
temperature profile discussed in the laser heating model section.  As a result, the crystallites 
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at different temperatures have their own growth profile.  All of the observable crystallites 
had qualitatively similar growth profiled in that their crystallization velocity slowed down 
with time.  Though not shown here, all of the slopes go to zero by the end of the experiment, 
meaning that the crystallization process stops before all of the film is transformed.   
 
Figure 5.11. The diameter of various YIG crystallites versus time.  The inset indicates 
which crystallite corresponds to which data set.  The lines are fits to the stress limited 
crystal growth equation. 
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The diameter versus time data was fit to a stress limited crystallization model.110  
The model assumes that the crystallization is limited by both diffusion and stress and is 
described by the following equation. 
𝐿(𝑡 − 𝑡𝑛𝑢𝑐) = 𝐿𝑆(
𝑡−𝑡𝑛𝑢𝑐
𝜏𝑅
+ (1 − 𝑒
−
𝑡−𝑡𝑛𝑢𝑐
𝜏𝐷 )) 
L is the diameter of the crystallite, Ls is the characteristic crystallite size when stress begins 
to dominate its growth behavior, tnuc is the time of nucleation for that crystallite, τR is the 
stress relaxation time constant and τD is the diffusion time constant.  The time scales for 
these two parameters dictate the growth behavior of the crystals.  If the characteristic time 
scale for stress relaxation is much longer than that of diffusion, the crystallites will grow 
to a certain size and stop.  Figure 5.12 shows the modeled relationship the two time 
constants can have on the crystallization velocity. 
 
Figure 5.12. Time dependence of the diameter of crystallites based on the model. The 
different lines have various ratios of relaxation and diffusion times scales.   A higher ratio 
leads to a slower end stage growth behavior.  Adapted from Bocker et al.110 
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The computational fit to the model above has four fitting parameters making some 
of the margins of error large.  By estimating the center of the laser spot on the window 
shown in Figure 5.13(d) and the distances from the center, temperatures can be assigned to 
each crystallite.  Figure 5.13(a-c) shows the trend of each fitting parameter, except for the 
nucleation time, for each crystallite as a function of temperature. There are general trends 
in the fit which are logical. For example, Ls increases with temperature as we observe in 
the real space video.  However, it is counter-intuitive that the relaxation time constant 
increases with temperature except that grains with higher temperatures tend to have a 
higher initial crystallization velocities due to thermodynamic driving forces.  This could 
skew the thermal relaxation constant higher for higher temperatures.  The general decrease 
in diffusion time with an increase in temperature agrees with faster migration of ions.   
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Figure 5.13. (a-c) Fit parameters for the stress limited crystallization model for different 
calculated film temperatures at the nucleation site for that crystallite. Error bars indicate a 
95% confidence interval from the fit.  Colors correspond to outlines in the inset of Figure 
5.12 (d) Stitched bright-field images of the laser spot.  The yellow ring is the approximate 
radius of the laser spot and was used to find the center from which crystallite nucleation 
site radius were measured for temperature approximation.  
 
5.6 Summary and Outlook 
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In this chapter, an in situ laser annealing method was developed for TEM analysis 
of the crystallization of amorphous YIG films on SiO2.  This method is novel in its ability 
to approximate an isothermal condition during crystallization by allowing for high rates of 
heating.  It also is novel in its ability to study the same film at multiple temperatures for 
temperature dependent crystallization studies.  We have modeled this experimental setup 
using a finite-difference MATLAB script which can report the approximated temperature 
at various radii of the laser pulse at any given time.  The exact experimental temperatures 
were measured using contraction of the diffraction pattern compared to room temperature.  
A model was developed to equate the change in diffraction pattern spacing to film 
temperature. 
The initial transformation of the film to the nanocrystalline YFeO3 phase was 
recorded at a high frame rate for four temperatures.  The evolution of the nanocrystalline 
phase was correlated to the evolution of the (110) peak.  An Avrami analysis was used to 
better understand the crystallization behavior of the different temperatures.  There was 
negative correlation between the temperature and the Avrami coefficient indicating that the 
crystallization dynamics may be qualitatively different at higher temperatures, limited by 
diffusion or dominated by nucleation events.  The apparent activation was determined for 
the crystallization of the nanocrystalline phase in this film.  This activation energy 
encompasses the activation energy of the nucleation as well as the growth for the 
nanocrystals.  Further studies are needed in order to better understand the trends in the 
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Avrami coefficient with temperature and the separate the effects of nucleation and growth 
behavior on the final phases present in the film. 
The formation of YIG crystallites was observed using the same in situ laser annealing 
technique as the diffraction work, but in real-space bright-field imaging.  A range of 
temperatures was captured in the field of view due to the Gaussian temperature profile 
across the TEM grid window.  The large single-crystal YIG crystallites grew with similar 
behavior at all temperatures.  The growth was fit to a strain limited crystallization model.  
This model fit the growth behavior well for all crystallites indicating that strain plays a 
dominating role in the final film structure.  Because of difference in substrate in these 
experiments and the desired crystallization substrate (Si wafer) the crystallization behavior 
after the crystallites enter the strain limited regime may be different than observed here.  
More traditional crystallization experiments, such as time-resolved XRD or DSC, on YIG 
films on Si wafers would be illuminating to the role of strain in these systems.   
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6. Chapter 6 – Optimization of Single-Shot 
UEM 
This chapter will focus on a specific mode of operation for a UEM known as single-
shot.  It is aptly named because all experimental data is collected in a single burst of 
electrons.  This allows irreversibly processes to be probed at timescales only limited by the 
duration of the electron packet.  The greatest challenge with this technique is generating 
enough electrons in a single burst to form an image with enough contrast to make useful 
observations.  The instrumentation needed to confront this challenge at the University of 
Minnesota’s time-resolved TEM lab was addressed in this work. 
6.1 Introduction 
Single-shot TEM, also referred to as dynamic TEM (DTEM), was one of the earliest 
forms of ultrafast TEM experiments to be performed.  Bostanjoglo et al. pioneered the field 
and published the first paper on this technique in 1980.111  It opened up a pathway to probe 
the nonreversible dynamics of materials that happened too quickly and at too small of 
length scales to be studied with traditional methods.  Laser induced phase changes was one 
of the first phenomenas to be studied with this technique and remains a popular area of 
interest today.112-120  This is just one example of a dynamic process that necessitates this 
experimental technique.  Others include grain growth, ablation, melting, and structural 
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changes, etc. With better resolution both temporally and spatially, as well as creative 
experimental design, more experimental areas of interest will continue to arise. 
Currently there are only three groups actively publishing results from a single-shot TEM 
setup.  These are at California Insitute of Technology (CIT),121  Lawrence Livermore 
National Laboratory (LLNL),122 and Institut de Physique et Chimie des Matériaux de 
Strasbourg (IPCMS).123  Other institutions are currently planning on or currently beginning 
to start up labs that have single-shot UEM capability.   
Due to the nonreversible nature of the dynamics investigated with the single-shot 
technique, each experiment can only yield data from one time point in a standard setup.  A 
modification can be made to the projection system of the TEM to allow for up to 16 time 
points to be investigated with a single pump pulse.  This is a technique known as movie 
mode.124  The camera is partitioned into sections which each house the signal from different 
time points.  Using deflector coils added to the projection system, the electron beam can 
quickly be directed to these different sections for successive electron probe packets.   
Both LLNL and IPCMS have microscopes which are outfitted with a C0 lens.
125-126  
This lens sits between the Wehnelt assembly and the first condenser lens and aids in the 
collection of electrons.  Our microscope, as well as the microscope at CIT, does not have 
this lens.  A systematic study has not been done to look at the effects of the C0 lens and if 
it is truly necessary to perform DTEM experiments. 
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All of the other DTEM systems have demonstrated electron counts in a single pulse 
large enough for imaging.  The CIT images are generally lower in counts, though these 
numbers are rarely reported in publications.  The other two institutions use a different tip 
geometry for producing photoelectrons.  Instead of a cone like LaB6 structure, work has 
been done to show that a large flat tantalum disc is able to provide the most coherent 
beam.127  A systematic study of tip material has not been reported, however, tantalum does 
have a much higher damage threshold compared to LaB6, possibly allowing for more 
photoelectron generation even though it has a higher work function.  This work uses a 
comparatively small (150 µm diameter) LaB6 tip which is the same as those being used in 
stroboscopic and thermionic experiments.  While likely not the ideal source for single-shot 
experiments, it requires no hardware changes to the microscope to switch between 
operational modes with this setup.   
In the following experiments, the single-shot TEM setup at the University of 
Minnesota is optimized for the current hardware.  A demonstration is given of current 
single-shot technologies.  A discussion about possible ways in which to improve the setup 
will follow. 
 6.2 Experimental 
The following experiments are demonstrations of the electron counts from a single 
photoelectron packet in a single-shot setup.  The counts are taken at the camera and are 
representative of the number of electrons available for signal in a single-shot experiment.   
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The experimental setup is the same as that described in Chapter 2 for single-shot UEM 
mode, but without the use of the pumping laser.   
After the probe beam has been aligned at 1 kHz, low power and focused to a small 
area on the camera, the pulse energy for the probe laser line needed to be maximized.  By 
optimizing both the second and fourth harmonic doubling crystals, a conversion ratio of 
roughly 5% was able to be achieved.  This limited pulse energies to roughly 10 µJ.  For 
each experiment, the pulse energy was found by measuring the average power of the 1 kHz 
beam and dividing by 1,000.  This optimized laser was now set to 1 Hz and defocused on 
the LaB6 cathode.  From here the experimental conditions were changed depending on the 
independent variable being investigated.  Unless otherwise noted, each data point is 
representative of the average of 20 successive electron packets.  
All images acquired in this chapter for counting were in low magnification mode 
of the TEM.  No apertures were inserted except for the custom large condenser aperture 
described in Chapter 2.  The specimen holder was left empty.  A 150 um diameter custom 
flat LaB6 tip (Applied Photonics) was used as the cathode.  This tip is comparable to tips 
commonly used in thermionic and stroboscopic operating modes in the lab.  The tip was 
not carbon coated in this study.   
6.2.1 Changing Cathode Height 
The distance between the Wehnelt aperture and the flat of the LaB6 tip is adjustable.  
The gun region of the microscope was vented to atmosphere and the entire Wehnelt 
assembly needed to be removed.  There is a screw mechanism that controls the position of 
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the Wehnelt aperture.  It should be noted that the tip is in a fixed position with respect to 
the rest of the microscope and the Wehnelt cap is moving.  The flat of the LaB6 tip is 
aligned to the Wehnelt aperture by aligning them both to a focal plane in an optical 
microscope.  The Wehnelt cap has numbered markings which represent 0.1 mm of vertical 
distance when turned to that position.  It is by this manner the tip height is set.  
6.2.2 Changing Probe Laser Fluence 
The focusing lens on the side of the TEM column near the gun periscope was used 
to control the laser diameter at the LaB6 flat.  For experiments controlling fluence of the 
probe laser, the micrometer controlled focusing lens was started at a maximum position 
away from the TEM column, greatly over focusing the laser and ensuring we are far from 
the damage threshold.  The micrometer was slowly moved towards a cross-over position 
with data being collected at various micrometer positions corresponding to different laser 
fluences at the cathode. 
 
6.3 Analysis 
The data for these experiments consists of images of electrons focused into a spot 
of various radius.  Unless otherwise noted, the Orius camera was used in a 4x binning 
mode.  The radius of the beam was not rigorously controlled during the experiments and 
needed to be adjusted to avoid saturation while maintaining high signal to noise level.  To 
limit the noise when summing the counts in the image, a region of interest was defined for 
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each image.  The electron packet image in Figure 6.1 is representative of the single-shot 
electron images.  The intensity in each image was fit to a two dimensional Gaussian.  Pixels 
outside of three standard deviations from the center of the Gaussian we not included in the 
summing of total counts in the image. 
 
Figure 6.1. Representative electron counting image of a single photoelectron packet.  
Images were acquired in low magnification mode at 17x magnification.  The red ring shows 
the masking radius corresponding to 3 standard deviations of a Gaussian fit. 
 
Each pixel has varying levels of noise and a baseline value associated with it.  When 
summing pixels to calculate total counts from the electron packet, the background noise 
and counts need to be subtracted.  Immediately after 20 images of photoelectron packets 
are captured for a specific condition, the mechanical shutter for the probe laser is closed 
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and 20 more images are acquired.  The two dimensional Gaussian profile mask described 
above is then applied to these images as well.  The mean of the 20 dark images is subtracted 
from the mean of the electron packet images for a background subtracted mean electron 
count. 
6.4 Results and Discussion 
6.4.1 Tip Height Optimization 
In an attempt to maximize single-shot electron counts, the role of the distance 
between the cathode and the Wehnelt aperture was investigated.  This follows from 
modeling work reported by Kieft et al.  They report an optimized distance that is dependent 
on other microscope features such as Wehnelt aperture diameter and is a function of the 
number of electrons in the electron packet.61  The geometry of their model as well as the 
trends related to Wehnelt-tip distance is shown in Figure 6.2.   This model was similar to 
our experimental setup with no C0 aperture though the nature of the self-bias of the Wehnelt 
aperture is not well understood in our microscope for photoelectron mode.  The model did 
not have an applied bias to the Wehnelt. 
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Figure 6.2. (a) Thermionic electron-gun geometry for a LaB6 source used in the model. 
(b) Configuration of the tip height (Ztip) and Wehnelt aperture. (c)  Optimized tip height 
for a given Wehnelt diameter.  The blue triangles represent the optimum for single-shot 
mode.  Adapted from Kieft et al.61 
 
 Figure 6.3 shows an experimental data from our instrument.  Each data point 
represents the average of three 20 shot experiments per tip height.  Between each 20 shot 
experiment, the tip was manually realigned for optimized counts.  Precise alignment is 
crucial to obtaining high counts per shot and introduced high variability in the 
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measurements.  The error bars represent one standard deviation for the 60 shots measured 
at each tip height.   
Using a t-test to compare the mean of the 350 µm height and the closest other mean 
at 450 µm, the t-test score was calculated to be 8.55.  Using 60 shots to calculate the mean 
yields 59 as a degree of freedom for the measurement.  This t-test results in an alpha value 
much less than 0.001 meaning that there is less than a 0.1% chance that the mean value for 
the 350 µm height is actually lower than the 450 µm height.  Based on this analysis we 
report that the optimal tip height for the described experimental setup is between 300 µm 
and 400 µm.  We were unable to fill in this plot with more data points due to equipment 
considerations involved with venting the gun region.   
 
Figure 6.3.  Average electrons counted at the camera per single-shot pulse as a function of 
tip height for a 2 mm diameter Wehnelt aperture.  Error bars indicate one standard deviation 
from 60 averaged shots. 
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The reported optimal height does not agree with the modeled value for 
optimization.  The Kieft model shown in Figure 6.2(c) has an optimized position close to 
1 mm, much farther than our own findings.  This discrepancy could be explained by the 
existence of a self-bias applied to the Wehnelt aperture in our experiments due to the high 
electron current.  This may make the effective Wehnelt aperture smaller helping to explain 
the experimental optimal position.   
6.4.2 Laser Fluence 
  In order to probe the effect of laser fluence on photoemission in single-shot mode 
of our microscope, the tip was set to the optimally found height (350 µm) and the pulse 
energy was maximized.  The focusing lens was manipulated to decrease the laser spot size 
and increase the fluence at the cathode.  Figure 6.4 shows the results of this experiment.  
Each data point is the mean of 20 shots and the error bars represent one standard deviation.  
The electron beam and focusing lens were realigned between each fluence change.  The 
experiment was continued until the high tension could no longer be maintained in the gun 
region due to damage of the LaB6 crystal.  Spikes in vacuum pressure at the gun were 
observed when the damage threshold was reached. 
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Figure 6.4.  Average electrons counted at the camera per single-shot pulse as a function of 
laser fluence for a 2 mm diameter Wehnelt aperture Error bars indicate one standard 
deviation from 60 averaged shots.  Line is a fit to the space-charge limited photoelectron 
emission model. 
 
The photoemission of electrons from the cathode in the TEM is a process which 
depends upon the fluence of the laser pulses.  More photons incident on the tip will generate 
more electrons, though this is not a linear relationship.  Previous work done by Plemmons 
et al. has shown that the number of electrons emitted matches the proposed physical model 
of an image charge limiting the number of electrons generated.42  The piecewise physical 
model is below.128 
𝑛𝑒− =
{
 
 𝑏0 + 𝑏1𝐹 +
𝑏2
2
𝐹2
𝑏0 + 𝑏1𝐹0 +
𝑏2
2
𝐹0
2 + 𝑛𝑒−
𝑙𝑖𝑚 log (
𝐹
𝐹0
)
        
𝐹 <  𝐹0
𝐹 > 𝐹0
 
  125 
This model represents a quadratic relationship between the number of electrons (ne-
) and laser fluence (F) before the saturation limit with b0 and b1 representing coefficients 
for the one and two photon emission process respectively. After the saturation limit, F0, 
the relationship between the number of electrons and fluence follows a logarithmic 
relationship due to photoemission suppression as a result of the image-charge effect.  In 
Figure 6.4 this latter relationship is fit to the experimental data with high agreement.  This 
indicates we are operating in the image-charge limiting region with diminishing returns 
with increasing fluence.  It should be noted that the last two data points have a full width 
half max (FWHM) calculated to be smaller than the diameter of the tip.   
The fit suggests that the limit of electrons before entering the space-charge limiting 
regime is at 1.45x105 electrons with a standard error of 1.1x104.  This value is highly 
dependent on the diameter of the tip as well as factors such as contamination, cathode 
surface topology and any possibly non-optimized positioning of the tip with respect to the 
Wehnelt aperture.   
6.4.3 Photoelectron Yield 
Important factors to consider when discussing the ability to generate photoelectrons 
for UEM experiments are the quantum efficiency and loss in the column and gun region 
(column loss).  Here, we see our best achieved photon to electron conversion at the lowest 
fluence because we are already in the space-charge limiting regime.  However, using this 
value, and using values for quantum efficiency and column loss reported in literature, we 
are able to demonstrate our system behaving with expected column losses which are 
  126 
comparable to systems with a C0 lens.  Our total efficiency can be defined as the product 
of the quantum efficiency and the column efficiency.  For LaB6 single-crystal (001) the 
quantum efficiency is dependent on the surface condition of the tip  as well as the 
wavelength used for photoemission.129  At photon wavelengths of 266 nm, single-crystal 
LaB6 cathodes have been measured to have a quantum efficiency between 6x10
-6 and 1x10-
5 depending on the temperature of the cathode is a study by Torgasin et al..130  While this 
study did not optimize for quantum efficiency, they reported similar pulse energies to those 
used here. Recently, a single-shot experimental setup with a C0 lens reported a calculated 
2% column efficiency, meaning that only 2% of the electrons generated at the cathode 
made it to the camera.123  Using this value for column efficiency with the best reported 
quantum yield, we would expect a total yield of approximately 2x10-7.  Our own best 
measured total yield is approximately 5x10-8.  Our calculated column losses are 99.5%. 
There are a number of factors which could account for not being able to reach a 
higher yield value.  One obvious factor is the fact that our best measurement in this study 
is still above the space-charge limit.  It would be more appropriate to optimize our quantum 
yield at a lower fluence.  Another factor is that we may not be operating with a clean tip.  
In the cited quantum efficiency, the vacuum pressure at the cathode was better than 10-8 
Torr while our gun operates at approximately 10-6 Torr. Additionally, the reported LaB6 
quantum efficiencies are for higher cathode temperature than those used here, which have 
been shown to have a better quantum efficiency.  Finally, our system may have more 
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column losses than those reported by Picher et al.  A more rigorous study of our tips 
quantum efficiency would be needed to calculate total column losses. 
6.4.4 Imaging and Diffraction capabilities 
Images and diffraction patterns obtained with the optimized experimental single-
shot settings and Gatan OneView camera are shown in Figure 6.5.  Figure 6.5(a) is 
representative of current real space imaging capabilities in single-shot mode.  The edge of 
a 15 nm oriented gold foil is imaged to demonstrate the imaging capabilities for diffraction 
contrast as well as mass-thickness contrast.  Approximately 4x105 electrons were used to 
form this image which was binned by eight in post processing to increase the signal.  
Figures 6.5(b,c) show what 10 and 100 electron packets used to create the image look like 
to give a sense of the needed electron counts to achieve imaging capabilities for desired 
levels of contrast.  Figure 6.5(d) is a diffraction pattern of the 15 nm oriented gold along 
the (001) zone axis.  Here we clearly observe the first order and second order Bragg spots.  
In Figure 6.5(e), 10 shots are summed, again demonstrating what an order of magnitude 
increase in electron counts would appear like.  The spots are brighter but no more 
information is gained from the low order Bragg spots.  This indicates we have an 
appropriate level of electrons to perform single-shot diffraction experiments with our 
current setup given an appropriately diffracting specimen.  In Figure 6.5(f) the edge of a 
copper grid bar is imaged with a single packet of photoelectrons.  Because the grid bar is 
not electron transparent, this represents the highest contrast possible for imaging.  
Experiments performed at the CIT single-shot TEM setup have utilized this “shadow 
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imaging” technique to probe material dynamics of particles121 and nanowires131 which are 
not electron transparent. 
 
Figure 6.5.  (a-c) real space images of a 15nm oriented gold foil with varying number of 
electron packets; (a) 1 shot; (b) 10 shots; (c) 100 shots.  The scale bar is 5 µm.  (d,e) SADP 
of 15nm oriented gold foil; (d) 1 shot; (e) 10 shots.  (f) Image of copper grid bar edge.   
 
6.4.5 Tip Geometry and Damage 
Because the tip height has been optimized and the fluence study suggests that we 
are at the limit for LaB6 for photoelectron emission, the only other means to improve counts 
in single-shot mode is with equipment changes.  By increasing the tip diameter, we could 
expect to see electron emission which scales with emission area.  Tips currently used by 
  129 
other single-shot groups are more than an order of magnitude larger in area than those used 
here.123, 132  By extrapolating the number of electrons per shot based upon the increased tip 
area, if we were to use a tip of 0.8 mm diameter like those in other studies, we could expect 
to see approximately a 30 fold increase in electron counts.  This would put our imaging 
quality between Figure 6.5(b) and (c) above.  Increasing the tip diameter would also require 
a higher pulse energy in order to achieve the appropriate fluence values for high 
photoemission.  As mentioned earlier, in this study, we needed to focus the tip down to an 
area smaller than the tip before we reached the damage threshold.  As such, if we were to 
increase the laser diameter, we will need to increase our laser fluence by a similar amount.  
A dedicated laser would need to be acquired to meet this higher pulse energy demand. 
6.6 Conclusion and Outlook 
Though this study has shown the plausibility of performing single-shot experiments 
using equipment in our lab, it has largely outlined areas where there are still short-comings 
and ways in which single-shot photoelectron counts can be improved.  There does appear 
to be an optimal location for the cathode with relation to the Wehnelt aperture but the 
precise location is still in question.  Further studies will be needed in order to find this 
distance to a higher degree of certainty.  We have demonstrated the space-charge effect in 
a LaB6 cathode and the role that fluence plays in photoemission of electrons.  This will be 
the limiting factor in our TEM with current equipment.  By increasing the number of 
electrons in a pulse, we can hope to perform experiments with specimen dynamic having 
lower contrast.  A larger tip will help to improve these counts. 
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Another outstanding question with our single-shot setup is the instrument response.  
Other single-shot setups have lasers for photoelectron extraction with pulse durations of 
greater than 10 ns.121, 123, 132  Our laser is sub-nanosecond in pulse duration.  This means 
we could possibly achieve higher temporal resolution.  It also means our peak pulse power 
is higher for a given fluence than those used by other groups.  This could be limiting 
because the damage threshold for a cathode will be reached more quickly for the same 
number for photons incident for photoexcitation.  Systematic studies will be needed for 
determining instrument response. 
A final issue to address is the cathode material used in a single-shot TEM setup.  
Here, we are using a LaB6 tip because it is compatible with thermionic mode as well as 
stroboscopic UEM.  Other single-shot groups have used tantalum cathodes.  It is unclear if 
space-charge effects and damage thresholds would be similar in these materials or if a 
tantalum cathode would be a more suitable material for single-shot UEM experiments.   
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