Image coding using wavelet transform and adaptive block truncation coding by Chaiyaboonthanit, Thanit
Rochester Institute of Technology
RIT Scholar Works
Theses Thesis/Dissertation Collections
6-1-1991
Image coding using wavelet transform and adaptive
block truncation coding
Thanit Chaiyaboonthanit
Follow this and additional works at: http://scholarworks.rit.edu/theses
This Thesis is brought to you for free and open access by the Thesis/Dissertation Collections at RIT Scholar Works. It has been accepted for inclusion
in Theses by an authorized administrator of RIT Scholar Works. For more information, please contact ritscholarworks@rit.edu.
Recommended Citation
Chaiyaboonthanit, Thanit, "Image coding using wavelet transform and adaptive block truncation coding" (1991). Thesis. Rochester
Institute of Technology. Accessed from
IMAGE CODING USING WAVELET TRANSFORM
AND
ADAPTIVE BLOCK TRUNCATION CODING
BY
THANIT CHAIYABOONTHANIT
A THESIS SUBMITTED IN PARTIAL FULFILLMENT OF
THE REQUIREMENTS FOR THE DEGREE OF
MASTER OF SCIENCE
IN
ELECTRICAL ENGINEERING
DEPARTMENT OF ELECTRICAL ENGINEERING
COLLEGE OF ENGINEERING
ROCHESTER INSTITUTE OF TECHNOLOGY
ROCHESTER, NEW YORK
JUNE 1991
IMAGE CODING USING WAVELET TRANSFORM
AND
ADAPTIVE BLOCK TRUNCATION CODING
BY
THANIT CHAIYABOONTHANIT
A THESIS SUBMITTED IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR THE
DEGREE OF
MASTER OF SCIENCE
IN
ELECTRICAL ENGINEERING
APPROVED BY:
PROF. M. R. RAGHUVEER, THESIS ADVISOR
PROF. E. R. SALEM
PROF. A. V. MATHEW
(PROF. R. M. UNNIKRISHNAN, DEPARTMENT HEAD)
DEPARTMENT OF ELECTRICAL ENGINEERING
COLLEGE OF ENGINEERING
ROCHESTER INSTITUTE OF TECHNOLOGY
ROCHESTER, NEW YORK
JUNE 1991
IMAGE CODING USING WAVELET TRANSFORM
AND
ADAPTIVE BLOCK TRUNCATION CODING
I, THANIT CHAIYABOONTHANIT, HEREBY GRANT PERMISSION TO WALLACE
LIBRARY OF ROCHESTER INSTITUTE OF TECHNOLOGY, TO REPRODUCE THIS
THESIS IN WHOLE OR IN PART. ANY REPRODUCTION WILL NOT BE FOR
COMMERCIAL OR PROFIT.
(JUNE 1991)
Acknowledgements
I would like to express my gratitude to Prof. M. R. Raghuveer for all his advice,
support, and encouragement during the course of this thesis. I also would like to thank
Prof. E. R. Salem for his permission to use every computer facility in the Digital
Signal and Image Processing Laboratory, Prof. A. V. Mathew for his suggestion to
improve this work, and Prof. S. A. Dianat for giving some information on wavelet
transform. Moreover, I am very grateful for the help of Shyam Venkataraman, Jin
Song, and Todd Danielson. Finally, I would like to dedicate this work to my family,
the Communications Authority of Thailand who give me a scholarship to study at
Rochester Institute of Technology, and whoever always wishes this thesis successfully
complete.
Abstract
This thesis presents a new image coding using wavelet transform and adaptive
block truncation coding. Images are first pre-processed by the wavelet transform and
then coded by the adaptive block truncation coding. Algorithms for both monochrome
and color images are proposed and experimentally studied. The adaptive block trun
cation coding is also modified to achieve better performance. For coding monochrome
images at the bit-rate region between 0.8 to 1.2 bits/pixel, the performance of the
new coding is comparable to the ones of subband codings and other image codings
using the wavelet transform; however, the new coding offers less computational load.
The new coding also gives a good reconstruction of a color image at the bit-rate of 1.0
bit/pixel. The comparison between the new coding and the original adaptive block
truncation coding is also given. The discussion on effects of a filter and a number of
decomposition levels used for an implementation of the wavelet transform is included
in this thesis, as well.
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Chapter 1
Introduction
Data compression including image compression is a subject of interest to many re
searchers in the fields of both data communications and data storage. Several image
compression techniques have been developed and are being applied in many areas
of communications systems such as videophone, digital TV, and transmission of still
pictures over telephone lines. In this thesis, we introduce a new image compression
method which employs wavelet-based signal decomposition and adaptive block trun
cation coding (ABTC) to compress information in images. The general scheme of
this method is shown in figure 1.1. Since the signal decomposition part is similar
to the filtering part of subband codings and decomposes signals by using a basis of
wavelet transform, this new method can be classified as either a subband coding or a
transform coding. The reviews of wavelet transform and wavelet-based signal decom
position, which have been heavily developed for last few years, are given in chapter 2.
For the coding part, chapter 3 gives the background of block truncation coding (BTC)
and other BTC-based codings, as well as, ABTC. The new image compression algo
rithm including image reconstruction for both monochrome and color images is also
1
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Figure 1.1: General scheme of this thesis.
proposed in chapter 3. In addition, methods to modify the ABTC coder to achieve
higher efficiency in coding images is introduced, as well. In chapter 4, the experi
mental studies of this new method are considered. The results and the comparison
to other techniques are provided, as well. Finally, we will discuss the advantages and
disadvantages of this new method and give the conclusion of this thesis in chapter 5.
Chapter 2
Wavelet Transform
2.1 Time-Frequency Analysis
2.1.1 Short-Time Fourier Transform (STFT)
In time-frequency analysis, STFT has played a significant role for many years. A set
of STFT coefficients is defined as
/oo
g(x - nx0)e,m"xf(x)dx (m,n Z) (2.1)
oo
where Z is the set of integers and x, here, stands for time. Equation 2.1 obviously
shows that these coefficients are simply obtained by computing Fourier transform of
the product of the signal /(x) and a translated window function ^(x nx0), where x0
is a time translation step. The coefficients cmn(/) indicate the frequency information
in the nx0 region of the signal /(x). Conditions imposed on an appropriate window
function g(x) are given in [1].
One can consider cm(/) as an inner product of the signal /(x) with a discrete
lattice of coherent states. Coherent states are a set of square integrable functions
g(p'q\x) which are phase space shifts of a
function g(x) in L2(R), the vector space
of measurable and square-integrable one-dimensional functions. A discrete lattice of
coherent states is a discrete subset of g(p,q)(x) where the labels (p, q) are limited to be
a regular rectangular coordinate in phase space. Phase space, a word used widely in
physics, serves as the two dimensional time-frequency space. The function g(p,q'(x) is
a version of g(x) generated by a shift of x by q and a shift of the Fourier transform
of g(x) by p, i.e.,
glP)(x) = eipxg(x
- q). (2.2)
Typically, if
f x\g(x)\2dx = 0 and /
'
u>\G(u>)\2dw = 0,
then
[ x\g(p>q\x)\2dx = q and /\u\Gip'q) {u>)\2dw = p
where G(u>) and G(p'9)(u>) stand for the Fourier transform of g(x) and 5(p'9)(x) respec
tively.
The coherent states have a very important property called resolution of the identity
which states that
//l(9(p'9)(^),/(^>|2^9 = 27r||^)l|2||/(^)H2 (2.3)
where
(f(x),g(x)) = Jf(x)g(x)dx (2.4)
and
\\f(x)\\2
= (f(x)J(x)) = j \f(x)\2dx. (2.5)
Here, /(x) serves for the complex conjugate of /(x). From equation 2.3, one can show
that
i- j j{g(>q\x), f(x))g(p>q\x)dpdq = f[x) (2.6)
where ||s(x)||2 = 1. , i.e., /(x) can be simply reconstructed from the inner product
(g(p<i)(x),f(x)). Proof of equation 2.6 can be found in appendix A.
One can easily see that the coefficients cmn(/) in equation 2.1 can be viewed as
the inner product of the signal /(x) with a discrete lattice of coherent states
9mn{x) = g^)(x) = eim"xg(x - nx0). (2.7)
Consequently, equation 2.1 can be given by
Cmn(f) = (9mn(x),f(x)) = (gl**\x), /(*)) . (2.8)
The reconstruction of /(x) from the coefficients of STFT in equation 2.8 is guaranteed
by the resolution of the identity when wq and Xo are suitably chosen.
2.1.2 Wavelet Transform (WT)
A set of coefficients cmn(/) of WT is defined as
Cmn(f) = j aom/2h(a^mx - nb0)f(x)dx (m, n G Z) (2.9)
where a0, b0 R and a0 ^ 0. a0 and b0 are known as a dilation step and a translation
step respectively.
One can say that WT is similar to STFT in that a set of their coefficients can
be considered as an inner product of a signal /(x) with a discrete lattice of coherent
states. The difference between WT and STFT lies in the definition of their discrete
lattices of coherent states. The discrete lattice of coherent states of WT is defined,
for a,b G R and a ^ 0, as
h^b\x) = \a\~"2h (l^\ (2.10)
where h(x) is an L2(R) function such that
Ch = j\w\-l\H{w)\2dw<oo. (2.11)
H{w) stands for the Fourier transform of h(x). Equation 2.10 implies that if h(x) has
some decay at infinity, then J h(x)dx = 0 is necessary. More details can be seen in
[1] and [2]. By considering equation 2.10, we see that the variable a and b obviously
determine the frequency and position of h^a'b\x) respectively. For \a\ <C 1, /i(a,6)(x)
is shrunken and it almost consists of only high frequencies while for \a\ 3> 1, /i^a,6^(x)
looks wider and its frequency content is in the range of low frequencies. This means
that WT analyses signals at high frequencies with smaller time-translation step than
it does at low frequencies. Because STFT analyses the high and low frequencies with
the same time-resolution, the time-frequency localization of h^a,b>(x) of WT is better
than that of g(p'q)(x) of STFT. In other words, we can say that in time-frequency
analysis, using WT is more desirable than using STFT.
There exists a property called resolution of the identity in WT. It says that for all
fl(x),f2(x)eL2(R),
J j^l(/1(x),^6)(x))(^6)(x),/2(x))iai6 = C,(/1(x),/2(x)). (2.12)
Equation 2.12 implies that
/(*) = <V [ -2(h^b\x)J(x))h^b\x)dadb. (2.13)J CL
From equation 2.13, we see that the signal /(x) can be simply recovered from the
inner product of /(x) with Ma'6)(x).
Like the coefficients of STFT, cm(/) of WT can be written as an inner product
of /(x) and a discrete lattice of coherent states. Let a and nb0a De the values of
a and b respectively, where a0 G R and > 1, b0 G R and ^ 0, and (m,n) G Z. Then,
we define
hmn(x) = h'nb<\x) = a-0ml2Ka-0mx - nb0). (2.14)
Consequently, the coefficients cmn(/) in equation 2.9 can be written as
Cmn(f) = <*(*), /(*)> = (/l("'Bi0a")(*), /()> (2-15)
Again, the resolution of the identity for wavelets guarantees the recovery of /(x) from
Cmn(f) given in equation 2.15.
2.1.3 Advantages ofWT
To investigate a very important property inherent in WT, first it would better to
understand the construction of discrete lattices of coherent states of WT and STFT.
For a typical gmn(x), the lattice points in phase space of the STFT are defined as
(nq0,mPo) = (J
'
x\gmn{x)\2dx, J
'
w\Gmn{w)\2dw) (2.16)
where Gmn(w) is a Fourier transform of gmn(x). It should be noted here that q0
and p0 are identical to x0 and w0 respectively. Typically, hmn(x) has two frequency-
localization points, one for positive and one for negative frequencies, namely
f r
Jo w\Hmn(w)\2dw and J u>|Fmn(u;)|2<u;
s in
where Hmn(w) is the Fourier transform of hmn(x). Therefore, the lattice point
phase space of WT are defined as
(nfc0<,aomfc0)= (J x\hmn(x)\2dx, Jo< w\Hmn(w)\2dw) (2.17)
where A;0 = /0<U)<oo u;|#(u;)|2<_u; and H{w) is the Fourier transform of h(x). The
phase space lattices of STFT and WT are shown in figures 2.1 and 2.2 respectively.
From figures 2.1 and 2.2, we can easily see that while the support of <7mn(x) is
fixed, that of hmn{x) is proportional to a. For m < 0, hmn{x) is a high frequency
version and the translation time step of hmn{x) is smaller, i.e., the wavelet transform
has an ability to zoom in at high frequency. The zooming in property ofWT seems to
be a very significant advantage of WT over STFT. Daubechies [1] gives an example
to illustrate the advantage of this property. The example shows that WT needs fewer
coefficients than STFT does to represent the signal, whose high freqeuncy compo
nents start and die out very rapidly. This property also makes WT a useful tool for
seismic analysis, music analysis, detection of singularities, vision analysis, and study
of fractals. Moreover, WT treats the signal in a logarithmic way; therefore, it is
suitable for the analysis and synthesis of acoustic signals, as well.
CO
(1.0) (1,1)
(0,0) (0,1)
Figure 2.1: Phase space lattice of STFT.
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Figure 2.2: Phase space lattice of WT.
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2.2 Multiresolution Signal Decomposition and
Wavelet Bases
2.2.1 Orthorgonal Wavelets
Multiresolution analysis of L2(R)
The approximation of a signal /(x) at a resolution r is defined as an estimate of /(x)
obtained from r measurements per unit length. These measurements are computed
by smoothing the signal /(x) with a lowpass filter whose bandwidth is proportional
to r and then uniformly sampling the smoothed signal at a rate r.
Let A2j be the operator which approximates a signal at a resolution 2J and the
vector space V2j be a set of all possible approximations at a resolution 2J of L2(R)
signals (V_j C L2{R) where L2(R) is the vector space ofmeasurable, square-integrable
one-dimensional signals). Also, let /(x) be a L2(R) signal. Then a set of operators
(A2j)jez gives the approximation of any L2(R) signal if all operators A2j have the
following properties:
1) A2, is a linear operator such that A2jA2jf(x) = A2jf(x); thus, A2j
is a projection operator on the vector space V2j .
2) A2jf{x) is the only function in V2j which is most similar to /(x),
i.e., for all g(x) G V2i
\\A2J(x)-f(x)\\<\\g(x)-f(x)\\. (2.18)
So, A2j is said to be an orthogonal projection on V2j.
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3) The approximation of the signal at a resolution 2J+1 has all necessary
information contained in the approximation of the signal at a smaller
resolution 2J, i.e., for all j G Z
V2JCV2J+1. (2.19)
4) The approximated signal in a particular space can be obtained by
scaling its approximation in another space by the ratio of their resolution
values, i.e., for all j G Z
f(x) G V2j /(2x) G V2;+i . (2.20)
5) Let I2(Z) be a vector space of square-summable sequences:
/2(Z)=((a,),ez: l".f<|.
then there are the following properties:
Discrete characterization: There exits an isomorphism / from V^, the
vector space at a resolution 1, onto I2(Z).
Translation of the approximation: Let fk(x) = /(x - k), then for all
kez
AMx) = AJ(x - k). (2.21)
Translation of the samples:
/(^/(x)) = (a,)tez <* I(AMx)) = (a.-_).-ez. (2-22)
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6) The approximated signal converges to the original signal as j in
crease to +00 and to zero as j decrease to 00, i.e.,
+c
J=-oo
and
+00
V2i =
j--oc
Urn V2i = |J V2j = L2(R). (2.23)] >+oo . w v '
lim fl V2j = {0}. (2.24)t ? 00 .
j=-oo
Any set of vector spaces (V2j)jez satisfying equation 2.19 - 2.24 is called a mutires-
olution approximation of L2[R). More details and examples can be seen in [2] and
[3].
Mallat [3] proved that there exists a unique function <f>(x) called a scaling function
in L2(R) such that if the dilation of ^>(x) is defined by (j>2i(x) = 2j(f>(2:>x) for j G ->,
then
(v2~i<f>2i(x 2~-7'n)J is an orthonormal basis of V2j (2.25)
where (V2j)j^z 1S the vector space of approximations at the resolution 2J of L2(R)
signals. Therefore, the approximation at a resolution V of any signal fix) G L2(R)
can be obtained by
+00
A2if(x) = 2~i (/(u),<Mu-2-Jn))<M*-2-Jn). (2.26)
n= 00
We can say that j42j/(x) is described by the set of inner products,
Ad21f=((f{uUAu-2->n)))nez. (2.27)
A2jf is called a discrete approximation of /(x) at the resolution
2]
. One can easily
prove that Ad2if can be obtained by sampling the outputs of a convolution of /(u)
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and <j>2j{u) at the rate 2J, i.e.,
Aif = ((/() * <M-"))(2-Jn))n6Z (2.28)
Wavelet Representation
Here, we introduce the detail signal and show how the approximated signal and the
detail signal can be linked to the wavelet representation. One defines the detail signal
at a resolution 23 as the difference between the information of the approximated
signal at the resolution 2J+1 and 2J . Since the approximation of the signal /(x) at
the resolution 21 is a result of the orthogonal projection of the approximated signal
in V2j+i onto V2j , if 02j is defined as the orthogonal complement of V2j in V2j+i (i.e.,
02j is orthogonal to V2i), then
02j V2i = V^+i.
Mallat [3] also provided the theorem to find an orthonormal basis of 02j. Such
a basis can be used to compute the detail signal. The theorem states that there is
a unique function ip(x), called the orthogonal wavelet, associated with the scaling
function (f>(x) such that
(y/2-iil>2j(x 2~jn)\ is an orthonormal basis of 02i-. (2.29)
where ip2j(x) denotes the dilation of V>(x) and is equal to 2-V(2Jx) for j G Z. In
general, <f>{x) and ip(x) can be interpreted as a low-pass filter
and a band-pass filter
respectively. The relation between 4>{x) and ip{x) will be discussed later.
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Let Po2J be the orthogonal projection on the vector space 02i, then PQ f{x), the
detail signal of /(x) at the resolution V, can be computed by
+00
Po,jf(x) = 2j E (/()>^^-2-^))^ (x-2-Jn). (2.30)
n= 00
One defines a discrete detail signal at a resolution 2j as
Dvf = ((/(),Mv, - 2~jn)))n(_z (2.31)
which is the set of inner products describing Po7Jf(x) in equation 2.30. D2j f can be
interpreted as the difference between Adjf and Adj+lf. It can be proved that
D2jf = ((/() * TM-u))(2-'n))n6Z . (2.32)
The equation 2.32 shows that D2jf can be received by sampling the outputs of a
convolution of f{u) and ip2j(u) at the rate 2J .
Finally, we give the definition of an orthogonal wavelet representation. For any
integer J > 0, the set of discrete signals
[AUf,{D2if)_JSj^) (2.33)
is called an orthogonalwavelet representationalA\f', the original discrete signal whose
resolution is equal to 1. The orthogonal wavelet representation can be said to be a
decomposition of the signal in an orthonormal wavelet basis. We note here that in
practice, the original discrete signal Adf is simply the discrete version of the signal
15
Implementation ofWavelet Representation
Let V2j be a vector space of approximated signal at a resolution 2j where j E Z and
4>{x) be a scaling function in L2(R), then from equation 2.25, the set of functions
{V2-J-1<f>2j+i(x - 2~j~1k))keZ is an orthonormal basis of V2j+i. Since V2j C V2j+x and
(j)2i{x 2~3n) G V2j, <f>2j(x 2~jn) can be expanded by the orthogonal basis of Vjj+i ,
i.e.,
+00
(f>2J(x-2-jn) =
2-j-1 E (^(-2-Jn),^2J+1(u-2-J-1A;))^2J+1(x-2-J-1Jt). (2.34)
k= 00
One can easily prove that
2-j-1(<f>2J(u-2-jn),<f>2J+1(u-2->-1k)) = (<f>2-i{u),<j>{u-{k-2n))). (2.35)
By computing the inner products of /(x) with both sides of equation 2.34 and then
applying equation 2.35 to the result of these inner products, we have
+00
(f(u),<j>2j(u - 2"'n)) = E (&-i(u),#u - (k - 2n))) </(u),^-+,( - 2"-''-1*)).
fc=00
(2.36)
The inner product (<f>2-i (u) , <f>(u {k 2n))) in equation 2.36 can be interpreted as
a filtering operation. Let H{w) be a discrete filter, whose impulse response is defined
as, for all n G Z,
h(n) = (<t>2-1(u),<f>(u-n)), (2.37)
and H(w), with an impulse response h(n) = h(-n), be a mirror filter of H{u), then
equation 2.36 becomes
+00
(/(u),<Mu-2-Jn))= E fc(2n-fc)(/(t-),^i+.(-2--'-,fc)>. (2.38)
jt=00
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Since </(t0,tf2.(tt-2->n)) and (f(u),<t>2J+l(u-2-^n)) are A%f and ^./respec
tively, equation 2.38 says that A%f can be obtained by passing Adj+lf through the
filter H(w) and keeping only every other sample of outputs of the filter.
Similarly, let 02i be a vector space of detail signals at a resolution 2j where j G Z
and 1>(x) be a wavelet function in L2(R), since 02j C V2,-+i and i/j2j(x - 2~3n) G 02i,
<l)2i{x - 2~3n) can be expanded by the orthonormal basis of V2i+i, i.e.,
+00
^(x - 2~3n) =
2-3-1 E (V>_-( ~ 2-'n),&,-+,( - 2~j-'k)) </2J+1(x - 2"-''-1i.).
k=00
(2.39)
Again, one can simply show that
2-J-1(^2i(ti-2-Jn),^2J+1(u-2-J-1fc)) = (^2-i(),#-(*-2n))). (2.40)
By applying equation 2.40 to the result of the inner products of /(x) with both sides
of equation 2.39, we obtain
+00
(/(), iMt- - 2-'n)) = E W2- (),# - (* - 2n))) (/(),&,+,( - 2"''-1*)).
fc= OO
(2.41)
As usual, the inner product (V>2-i (u), <^>(u (fc2n))) in equation 2.41 can be described
as a filter. Let G(w) be a discrete filter whose impulse response is given by
(7(n) = (^2-l(ti)>^(r.-n))J (2.42)
then we define G(w) as a mirror filter of G{w) with an impulse response g{n) g(n),
and equation 2.41 can be written as
+00
(f(u),M* ~ 2~Jn)) = E 3(2n - k){f{u),4>2^{u - 2->-'k)). (2.43)
k=00
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Since (f{u),Tl>2J{u-2-jn)) and (f(u),42J+l(u-2-i-1n)) are D2if and Adj+1f respec
tively, equation 2.43 shows that the detail signal D2if can be obtained by convolving
A2j+if with the filter G(w) and then keeping only every other output-sample of the
filter.
Given Adf which is practically a original discrete signal /(x = nT) (an)o<n<Ar-i
where T is a sampling rate and N is a number of samples, we can compute the wavelet
representation (Ad_jf, {D2jf)_j<-<1 ) for any J > 0 via a pyramidal structure of 1-
level signal decomposition. The 1-level signal decomposition block diagram is shown
in figure 2.3.
Mallat [3] gives the relation between (f>{x) and ip(x) in Fourier domain:
and the relation between their corresponding filters:
G(w) = e~twH{w + tt). (2.44)
From equation 2.44, one easily proves that the impulse response of the filter G{w) is
given by
gin) = (-iy-nh(l-n). (2.45)
Typically, H{w) and G(w) are low-pass and band-pass filters, respectively. They
are well known as QMF filters. However, QMF filters cannot be chosen for the
implementation of wavelet representation unless they satisfy regularity conditions [2].
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Figure 2.3: Block diagram of 1-level signal decomposition.
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If Aff has N samples, then D2if and AdJ have 2jN samples each. So, the
wavelet presentation, the set of signals (Ad_Jf,(D2if)_J<j<_^ for any J > 0, has N
samples the same as the original signal. Compared to the Laplacian pyramid scheme
of P. Burt and E. Adelson [6], the signal-decomposition algorithm of Mallat is more
economical because the Laplacian pyramid scheme uses twice number of samples of
the orginal 1-D signal to represent the signal.
Signal Reconstruction from the Wavelet Representation
Since 02j is the orthogonal complement of V2j in V2j+i, i.e., V2j+i = V2j 02J, the
function </>2J+i(x 2~3~1n) G V^j+i can be decomposed in the orthonormal basis of
V2i and 02j:
4>2Hl{x-2-j-1n) =
+00
2_i E (<f>2j{u-2-3k),(l>2J+l(u-2-3-ln))-4>2J(x-2-3k)
fc=00
+00
+ 2~3 E (^Au-2-3k),4>2J,1(u-2-j-'n))-^2J(x-2-3k). (2.46)
fc= OO
By computing inner products of /(x) with both sides of equation 2.46, we have
(f(u),<f>2^(u-2-3-1n)) =
+00
2~J E {<}>Au-2-3k),cj>2H,{u-2-3-ln))-{f{u),4>2iiu-2-3k))
k= oo
+ 2~j E <^--( - 2-3k),c/>2J+l(u - 2~3~1n)) (f(u),ip2j(u
- 2"^)}. (2.47)
it= 00
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Then, we put equations 2.36 and 2.40 into equation 2.47 and apply the filters H(w)
and G(w) defined by equations 2.37 and 2.42 to the result. We will obtain
+oo
(f(u),<f>2j+l(u-2 3 'n)) = 2 E Kn-2k)(f{u),<t>2i{u-2-jk))
k=oo
+oo
+ 2 E 9(n-2k){f(u),iP2J(u-2-3k)).(2A8)
fc= oo
Because {f(u),<f>2j+l{u - 2^-^)) = Adj+1f, (f(u),(j>2j(u - 2'3n)) = Ad2jf, and
(f(u), Tp2j(u - 2~3n)) = D2jf, equation 2.48 says that by interpolating Ad2if and
D2if (putting 0 between each sample of them), passing the interpolated Ad2if and
D2jf through H(w) and G(w) respectively, doing the summation of the outputs of the
filters, and multiplying the summation by 2, we can reconstruct Adj+1f from A2jf and
D2jf . The pyramid structure of 1-level signal reconstruction whose block diagram is
shown in figure 2.4 can be employed to reconstruct the original discrete signal Adf.
Extension to Two Dimensional Signals
Mallat [3] showed that the orthogonal wavelet representation of 2-D signal can be
easily computed by using separable scaling and wavelet functions. Let 4>{x) and V(x)
be a L2(R) scaling and L2(R) wavelet functions respectively, then the L2(R2) scaling
function $(x,y) and three L2(R2) wavelet functions *1(x,y), *2(x,y), and *3(x,j/),
where L2{R2) is the vector space of measurable, square-integrable two-dimensioned
functions f(x,y), can be constructed by
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Figure 2.4: Block diagram of 1-level signal reconstruction.
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*(*,) = <f>(x)<j>(y),
*x(*,y) = ^(x)^W,
*2(x,2/) = iH-0#y),
*3(*,3/) = ifi(x)i>(y). (2.49)
For j G Z, let V^2- be the vector space of all approximations at a resolution 23 of
L2{R2) signals and 022i be the orthogonal complement of K2 in V2j+l (V 0 022i =
V2j+1), then
(2-J>2J(x - 2-jn)<t>2i{y - 2-'m))(nira)eZ. (2.50)
is an orthonormal basis of V22 , and
(2"^2J(x - 2-3n)^2J{y - 2"-''m))(B,ra)6Z.l
(2"JV2J(x - 2-3n)<t>2i{y - 2-Jm))Km)eZ2, and
(2->V2i(* - 2-Jn)^2J(T/ - 2-Jm))(n,m)eZ2 (2.51)
is an orthonormal basis of O2^ .
One can show that A^/ ,the discrete approximated signal at resolution 23 asso
ciated with $(x,y), is given by
*if= {(f(^y)*M-')M-y))(2-jn,2-'m))(nm)ezi} (2.52)
and D2jf, D2jf, and Djj'/ (*ne detail signals at a resolution 2J which are associated
with *J(x,y), *2(x,y), and V3(x,y) respectively) are given by
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Dhf = {(f(*,y)*M-x)iPA-y))(2-jn,2-3mj)(nm)ez2, (2.53)
Dlif = {(f(*,y)*ip2j{-x)<l>2i{-y))(2-3n,2-3mj) , and (2.54)
D32jf = ({f(x,y)*ip2i(-x)Tjj2J(-y))(2-3n,2-3Tnj)r ^ . (2.55)
If <f>(x) and -ip(x) are perfect low-pass and band-pass filters respectively, how A2i+lf
is decomposed in the frequency domain is illustrated in figure 2.5. We can call D\jf,
D%if, and D2jf the vertical, horizontal, and diagonal detail signals respectively.
An orthogonal wavelet representation for 2-D signals can be defined as follows.
For any J > 0, the set of 2-D signals,
(^_J/,^/,JD2i/,Z>3J/)_J<J<_1 (2.56)
is an orthogonal wavelet representation of an original 2-D discrete signal Adf. The
orthogonal wavelet representation and the signal reconstruction in two dimension can
be obtained by computing the 1-D orthogonal wavelet decomposition and the 1-D sig
nal reconstruction along x and y axes (horizontal and vertical axes). Let H(w), H(w),
G{w), and G{w) be the filters described earlier, the 1-level block diagrams for the 2-D
orthogonal wavelet decomposition and the 2-D signal reconstruction are illustrated
in figures 2.6 and 2.7 respectively. These 1-level block diagrams can be cascaded to
create the pyramidal structure for computations of 2-D wavelet representation and
2-D signal reconstruction. The popular arrangement of the 2-D signals (especially
images) in the wavelet representation is shown in figure 2.8.
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Figure 2.5: Decomposition of the low resolution image at resolution 2J+1 in frequency
domain.
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Figure 2.6: Block diagram for 1-level 2-D signal decomposition.
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The wavelet representation of LENA image is shown in figure 2.10 where every
detail image is shifted and scaled for better contrast and distinguishable negative and
positive pixel values. The original and the perfectly reconstructed images are also
displayed in figures 2.9 and 2.11 respectively.
2.2.2 Biorthogonal Wavelets
The undesirable characteristic of most of othogonal wavelets is their infinite support;
hence, the corresponding filters H(w) and G(w) have infinite taps. The compactly
supported and orthonormal wavelets with the corresponding FIR filters were proposed
in [2]; however, there is a lack of the smoothness in wavelets and the symmetry of
the filters. The Harr basis is the only wavelet function with a compact support that
has a symmetric axis, and its corresponding filter is finite and symmetric; however,
it is not continuous. One would like to have the short and symmetric filters for
the implementation of the wavelet representation. This can be achieved by using
biorthogonal wavelets; unfortunately, the relaxation of the orthonormality is required.
The review of biorthogonal wavelets can be found in [7], [8], and [9].
In the biorthogonal case, we have to find a pair of filters H{w) and H{w) (a
decomposition filter and a reconstruction filter for a multiresolution analysis) such
that the following requirements are achieved.
1.
H(0) = H(0) = 1. (2.57)
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Figure 2.9: The original image of LENA.
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Figure 2.10: The wavelet representation of LENA image.
31
Figure 2.11: The perfect reconstruction of LENA image from its wavelet representa
tion.
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H(ir) = H(t) = 0. (2.58)
H{w)H(w) + H(w + tv)H(w + tt) = 1. (2.59)
4. 4>*{x) and <f>(x), the scaling functions associated with H{w) and H(w) respec-
tively,have some strong degree of regularity.
The filters H(w) and H(w) satisfying the above requirements will make the signal
decomposition algorithm of Mallat work and will constitute the biorthogonal wavelet
bases if
g(n) = (-l)"h(l-n), (2.60)
ff(n) = (-ir(l-n), (2.61)
and
J2Hn)~h(n + 2k) = 6hfi (2.62)
n
where h(n), h{n), g{n), and 51(71) are the impluse responses of H(w), H(w), G{w) (the
filter associated with 4>*(x)), and G{u) (the filter associated with if>(x)) respectively.
8k0 is equal to 1 if it = 0; otherwise it is equal to 0. One calls <j>'{x) and <f>(x) the
dual scaling functions ,as well as, i})*{x) and if){x) the
dual wavelet functions. There
are two kinds of filters, which have been employed to implement the biorthogonal
wavetets: FIR filters [7], [8] and recursive filters [9].
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Like the orthogonal wavelet representation, the biorthogonal wavelet representa
tion can be computed via the pyramidal structure of 1-level signal decomposition.
Similarly, the signal reconstruction can be obtained by employing the pyramidal
scheme of 1-level signal reconstruction. The block diagrams of 1-level signal decom
position and 1-level signal reconstruction for the biorthogonal wavelet representstion
are shown in figures 2.12 and 2.13 respectively. The extension to 2-D signal for the
biorthogonal wavelets is also similar to that for the orthogonal wavelets.
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Chapter 3
Image coding Using Wavelet
Transform and Adaptive Block
Truncation Coding
3.1 Adaptive Block Truncation Coding
3.1.1 Block Truncation Coding Algorithm
Standard Block Truncation Coding (BTC)
The standard BTC algorithm is a two-level nonparametric quantizer such that its
output levels preserve first and second moments of the input samples. The algorithm
is described as follows.
1. An input image is partitioned into M pixel blocks, (typically, M = 4x4 = 16)
2. For each block, the sample mean X is obtained by
where x, (i = 1, 2, ..., M) is an input pixel in the block.
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3. The sample mean X and the input pixel x, are used to compute the standard
deviation a of the block.
4. Let q be the number of the input pixels x, > X, then the two output-levels of
the quantizer of the block are given by
"^/m^ <3-3>
and
t = 1[ + J!Lzl (3.4)
5. For each pixel x, in the block, if x, > X, it is quantized to 6; otherwise it is
quantized to a.
If each block is of size 4 X 4 = 16 pixels and both a and b are 8-bit values, then a
total 32 bits are used to represent each block: 16 bits for two 8-bit values of a and b,
and 16 bits for the sixteen 1-bit values of the 4x4 pixels in the block. Therefore, the
bit-rate is equal to 32/16 = 2 bits/pixel. Compared with vector quatization coding,
the standard BTC is easier to implement and requires less memory. However, the
standard BTC method tends to produce ragged and jagged edges in the reconstructed
image because of insufficient quantization levels.
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Absolute Moment Block Truncation Coding (AMBTC)
AMBTC is a BTC method preserving only the first-order moment. The simplicity of
its algorithm makes it popular. The algorithm of AMBTC is similar to that of BTC;
but, the value of standard deviation a is not required and the two output levels of
the quantizer are given by
a = _____,.. (3>5)M-q
and
*=_>>. (3-6)
"
xi>X
AMBTC also gives the same bit rate of BTC, 2 bits/pixel.
Block Truncation Coding Using a Minimum Mean Square Error (MMSE)
quantizer
We have seen that both standard BTC and AMBTC use the sample mean X as
a threshold to quantize the input pixels. In the MMSE sense, X is not always a
optimum threshold of the quantizer. To satisfy MMSE criterion, the 2-level MMSE
quantizer or the 2-level Lloyd and Max quantizer is used as the quantizer for BTC.
Let
a) x, be an input pixel in the block where i
= 1 to M,
b) t be the opitmum threshold of the quantizer,
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c) a and b be the output levels of the quantizer where x, is quantized
to a and b if x, < t and x, > t respectively, and
d) D({a,b},t) be the distortion defined as
D({a, b}, t) = E (. - a)2+ E (* ~ fe)2- (3-7)
Then, such a quantization technique can be described below:
1. For the fixed output levels a and b, t = '"* ' is the optimum threshold, i.e.,
D({a,b},^V)<D({a,b},t') (3.8)
where
t' is any threshold.
2. For a given threshold t, the optimum output levels a,b are given by
1
a E * (3-9)M - 9
_7^
and
fc = -E^. (3-10)
where g is the number of x, greater than or equal to t. This can be interpreted
as
D({a,b},t)<D({a',b'},t) (3.11)
where
a'
and
6'
are any output levels.
From two descriptions said above, the 2-level MMSE quantizer can be designed by
the iterative algorithm described below.
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STEPO: Set a xmin and 6 = xmax where xmin and xmai are the minimum
and maximum values of the pixels in the block respectively.
STEP1: Compute t = Js*-.
2
STEP2: Compute a' =^ XJ<t x, and 6' = Xi>( x,.
STEP3: If a' is equal to a and fc' is equal to b, stop; otherwise go to step 4.
STEP4: Set a = o' and fc = 6'; then go to step 1.
Finally, we have the opitmum output levels a and b. The optimum threshold t is
simply ^-1. The BTC method using this MMSE quantizer preserves only the first-
order moment; however, it gives the minimum mean square error.
3.1.2 Adaptive Block Truncation Coding Algorithm
Adaptive Block Truncation Coding (ABTC) exploits the characteristic of images that
the amount of activity inside an image is variant. This implies that the blocks par
titioned from the image have the different amount of activity. In order to achieve
an efficient coding, the blocks with different amounts of activity should be quantized
or coded by different quantizers. As a result, we classify the image blocks into three
groups according to their amount of activity:
1. Low activity blocks (small W blocks)
2. Medium activity blocks (medium W blocks), and
3. High activity blocks (large a blocks)
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where a is the standard deviation of the block as defined by equation 3.2. Then, the
low, medium, and high activity blocks are quantized by 1-level, 2-level, and 4-level
quantizers respectively.
The 1-level quantizer for low activity blocks is simply a quantizer quantizing every
pixel x, in the block to the sample mean X of the block. If the block size M = 4 x 4
= 16 and
A"
is a 8-bit value, the bit rate of low activity blocks is 8/16 = 0.5 bit /pixel.
The 2-level quantizer for medium activity blocks can be designed by using the
iterative algorithm for 2-level MMSE quantizer as described earlier. The medium
activity blocks, with size of 4 X 4 pixels, have the bit-rate of 2 bits/pixel like the ones
coded by the standard BTC and AMBTC methods.
The 4-level quantizer for high activity blocks can be designed based on the 2-level
MMSE quantizer. Here, we show an iterative algorithm to design the 4-level MMSE
quantizer.
StepO: Set a = xmin, b = (2xmin + xmax)/3, c = (xmin + 2xma-)/3, and d = xmax
where a,b,c, and d are the output levels of the quantizer; xmin and xmax are the
minimum and maximum values of pixels in the block respectively.
Stepl: Compute h = ^+-1, t2 = ^-i, and t3 = ^- where *,, t2, and t3 are
the thresholds of the quantizer.
Step2: Compute a' = Ex.<fl *,
b'
= j~b I-ii<x.-<i_ *. d = t ^h<^<h x" and
= J- Y,x->ti xi wnere 9 is the number of x, : {x, < tx), qb is the number of
x, : {U < x, < t2}, qc is the number of x, : {t2 < x, < t3}, and qd is the number
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of x, : {x, > t3}. Note: qa + qb + qc + qd = M = the number of pixels in the
block.
Step3: If a' = o, = 6, d = c, and d' = d, stop; otherwise go to step 4.
Step4: Set a = a', b = _', c = c7, and d = <'; then go to step 1.
At convergence, we will have four output-levels a, b, c, and d. The three thresholds
ii, 2, and _3 are equal to i2_), M_l, and iS+_Q respectively. If the number of pixels
in the blocks is equal to 4 x 4 = 16 and the output-levels of the quantizer are 8-bit
values, then a total of 64 bits are used to represent the block (8 x 4= 32 bits for four
8-bit output-levels and 2 X 16= 32 bits for sixteen 2-bit quantized pixels). Therefore,
the bit-rate of the high activity blocks is equal to 64/16 = 4 bits/pixel.
We can say that ABTC should be more efficient than both standard BTC and
AMBTC, because
1. the 1-level quantizer gives more efficient compression (lower bit-rate) with few
or no perceivable distortion,
2. the 2-level quantizer maintains the efficiency of both BTC and AMBTC meth
ods, and
3. the 4-level quantizer reduces the raggedness produced by insufficient quantiza
tion levels of the BTC and AMBTC methods.
Figures 3.1 and 3.2 respectively show the coding and decoding schemes of the ABTC
method.
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Figure 3.1: The coding algorithm of the ABTC method.
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Figure 3.2: The decoding algorithm of the ABTC method.
44
In practice, we would like to note here that we can determine the amount activity
of the blocks by their variance instead of their standard deviation; so the square
root operation is not required. Since a decoder must have an ability to distinguish
the type of each block in order to decode it correctly, we have to put additional
bits into the codeword of each block. In this thesis, we assume that 0, 10, and 11
are added at the beginning of the codewords of the small, medium, and high activity
blocks respectively. Consequently, the bit rate of the small, medium and high activity
blocks are equal to 0.5625, 2.125 and 4.125 bits/pixel respectively.
Performance of Adaptive Block Truncation Coding
L.Hui [13] showed that for the bit-rate of 2 bits/pixel, the average mean squared
error of the reconstructed images coded by the 2-level MMSE quantizer drops about
17% when compared to the standard BTC method while ABTC method provides an
average drop of 58% in the mean squared error when compared to the standard BTC.
In terms of peak signal to noise ratio (PSNR) defined as equation 4.1, the ABTC
method outperforms the standard BTC method by 1.02 dB to 6.84 dB.
For the computational complexity, the ABTC method requires no multiplication
and square-root operation to design the quatizer unlike the standard BTC method.
When compared to the AMBTC method whose computation intensity is the same
degree of 1-iteration computation of the 2-levelMMSE quantization design, the ABTC
method gives a little increase in computational load because it was found that 87%,
10% and 3% of coded blocks were computed with 1, 2 and 3-6 iterations respectively to
45
design the 2-level MMSE quantizer. The numbers of iterations required to design the
2-level MMSE quantizer were statistically collected from the simulation on 3 images.
In terms of visual quality, the ABTC method shows the better reconstruction of
contained edges where the raggedness and the blocky effects produced in the standard
BTC and AMBTC methods are eliminated.
3.2 Image coding Using Adaptive Block Trunca
tion Coding in the Wavelet Transform Do
main
Generally, the histogram of each detail image looks like a Laplacian p.d.f. with a
zero mean and a small or medium standard-deviation unlike that of the original in
put image, which has a large standard-deviation. So, the ABTC method is able to
efficiently compress the detail images. In other words, at lower bit-rate, the ABTC
method should give good reconstructions of the detail images with small computa
tional load. The schemes for monochrome and color images will be presented in the
first two sections and then the Modified Adaptive Block Truncation Coding for detail
image compression will be introduced as a result from the investigation on the block
statistics of detail images.
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Figure 3.3: The compression diagram for a monochrome image.
3.2.1 Monochrome Image Compression Algorithm
The compression for monochrome images consists of two main steps:
1. wavelet signal-decomposition step, and
2. coding step.
Here, the wavelet signal-decomposition stands for the signal decomposition which
decomposes a signal into the set of subsignals called the wavelet representation. The
compression scheme for a monochrome image is shown in Figure 3.3.
For the wavelet signal-decomposition step, an original or input image is decom
posed into a set of a low resolution image Ad_jf and detail images D'2if where
i = 123 and J < j < 1 (typically J = 5) by the algorithm of S. Mallat as
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described in Section 2.2.1.
For the coding step, we prefer to use Pulse Code Modulation (PCM) coding over
the low resolution image and the detail images with j < -2 while the detail images
with j > -2 will be coded by ABTC method as illustrated in Figure 3.1. Because
the low resolution image almost contains the whole energy of the original image, it
is preferable not to cause any distortion in the low resolution image. So, the low
resolution image is not coded (i.e, there is no distortion in the low resolution image).
The reconstruction of the input image is simply done by decoding the set of coded
images (the coded wavelet representation of that image) and then using the signal
reconstruction scheme described in Section 2.2.1 to reconstruct the input image from
the set of decoded images. The reconstruction diagram of the monochrome image
coding is illustrated in figure 3.4.
3.2.2 Color Image Compression Algorithm
As we know, the coding of color images in RGB domain is not as efficient as the one
in YIQ domain because in RGB domain the correlation among color components is
very strong and the varaince of each color component is high, while in YIQ domain
there is nearly no correlation among color components and only the Y component
has high energy (i.e., high variance). So, the compression procedure for color images
consists of three main steps:
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Figure 3.4: The reconstruction scheme for a monochrome image.
1. RGB to YIQ transformation step,
2. wavelet signal-decomposition step, and
3. coding step.
The diagram of the color image compression is shown in Figure 3.5.
For the RGB to YIQ transformation step, we transform an RGB color image to
a YIQ color image in order to help the coder code the color image more efficiently.
This step can be skipped when the original color image is in the YIQ domain. The
linear transformation is given by
Y
I
Q\
0.299 0.587 0.114
0.597 -0.277 -0.321
0.213 -0.523 0.309
R
G
B
(3.12)
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For the wavelet signal-decomposition step, the three color componets Y, I and Q
are separately decomposed the same as the monochrome image. At this step, we have
three wavelet representations (the low resolution image Ad_jf and the detail images
D2if where i = 1,2,3 and -J < j < -1) of Y, I, and Q color components. Typically,
J is equal to 5.
For the coding step, the wavelet representation of Y component are coded the
same as the ones of the monochrome image while the wavelet representations of I and
Q components can be simply coded by the PCM method (or the PCM and ABTC
methods). Because the histogram of each detail image of I and Q components has
the shape of the Laplacian p.d.f. with a zero mean and a very small variance, every
pixel of the detail signals with j > 3 is set to 0. Like the low resolution image of Y
component, the ones of I and Q components are not coded.
The reconstruction of the color image consists of more steps than that of the
monochrome image does because the color image is a 3-domain image while the
monochrome image is a single-domain image. Figure 3.6 shows the reconstruction
algorithm of the color image coding. Firstly, the coded wavelet representations of
Y, I and Q components are decoded. Secondly, the decoded coefficients of Y, I and
Q component are separately used to reconstruct the Y, I, and Q via the signal-
reconstruction structure said in Section 2.2.1. Finally, the reconstructed Y, I, and
Q color components are inversely transformed to the RGB color domain where the
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Figure 3.6: The reconstruction scheme for a color image.
reconstructed R, G, and B color components are obtained by
R 1 [ 0.299 0.587 0.114
'
Y
G 0.597 -0.277 -0.321 I
B 0.213 -0.523 0.309 .Q
(3.13)
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3.3 Modified Block Truncation Coding for Detail
Images
Here, we investigate the statistics on mean and variance of pixels in each block of
detail images because they might provide information to make the ABTC method
more efficient to code detail images. The 3-dimension plots in Figures 3.7, 3.8, and
3.9 respectively show the statistics on mean and variance of pixels in each block of
D2-if, D2^f, and D2^f of LENA image. The x-axis, y-axis, and z-axis present
mean, variance, and density (number of blocks) respectively.
By considering Figures 3.7, 3.8, and 3.9, we have the following remarks:
1. the average mean of the blocks is approximately equal to zero, and
2. most of blocks with a small variance have their mean close to zero.
As said earlier in Section 3.1.2, type of each block is determined by the standard
deviation (or the variance) of image pixels in that block. With a small standard
deviation, blocks are classified into the small activity group and then every pixel in
each small activity block is quantized to the mean of image pixels in that block. Now,
we introduce the new procedure to code the small activity blocks of detail images more
efficiently (using lower bits). Those remarks said above imply that if every pixels in
every small activity block is quantized to zero, there will be few or no increase in the
quantization error. As a result of the new coding, for small activity blocks of detail
images, the entropy of their coded blocks is equal to zero, while the bit-rate of the
blocks with the size of 4 x 4 pixels is reduced to 1/16 = 0.0625 bit/pixel (1 bit is used
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Figure 3.7: The statistics on mean and variance of pixels in each block of D\_Yf of
LENA image. The total number of blocks is equal to 1024.
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Figure 3.8: The statistics on mean and variance of pixels in each block of D\_xf of
LENA image. The total number of blocks is equal to 1024.
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Figure 3.9: The statistics on mean and variance of pixels in each block of D2_{f of
LENA image. The total number of blocks is equal to 1024.
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to indicate that they are small activity blocks). For the medium and high activity
blocks, the coding procedure is still the same as described in Section 3.1.2. We would
like to call this new coding modified adaptive block truncation coding; however, the
notation ABTC is still used for the modified version of ABTC coding throughout the
rest of this thesis; except, when the comparison between the modified version and the
original version is needed, the terms modified ABTC &nd original ABTC will be used
to make them different. Finally, we would like to note here that this adapted coding
is only appropriate to code detail images.
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Chapter 4
Experimental Studies
In this chapter, we will show the experiments of our new image coding using wavelet
transform (WT) and adaptive block truncation coding (ABTC). We would Hke to
note that here, ABTC coding stands for the modified version of ABTC coding. The
experiments are done with both standard monochrome and color images. Four filters
are employed to implement the wavelet transform or the decomposition of signals into
the wavelet representation. Two of them are a cubic spline filter and a binomial QMF
filter for the orthogonal wavelet bases and other two of them are a recursive linear
spline filter and an FIR Laplacian pyramid filter for the biorthogonal wavelets. The
detail of these four filters can be found in appendix B. The results are then compared
to the results of other coding algorithms, as well as, to the results of the previous
wavelet transform-based codings. Next, we compare the results of our new coding to
the ones of the original ABTC coding without using WT. The performances of the
modified ABTC and the original ABTC to code detail images are also considered.
Moreover, the comparisons between the filters and between the different values of J
(the number of decomposition levels) are also discussed.
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4.1 Experiments with Monochrome Images
In our studies, we will use the peak signal to noise ratio (PSNR) quantity defined as
PSNR = 10/o5lo^ (4.1)
^ ^ M N
where
MSE=:^EE [*K) -
*("*,)]2C4-2)
m= l n=l
2(771,71) and 2:(m,n) represent the original and reconstructed pixels respectively.
PSNR will be used to measure the distortion of the reconstructed images caused
by the coding; so, we can compare our results with the results of other previous
coding methods which employed this measurement to show how good their results
were. Two popular 8-bit images LENA and GIRL WITH FLOWERS, shown in fig
ure 4.1 and 4.2 respectively, are used as the input images for the experiments with
monochrome images. Both images are of size 256x256 pixels.
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Figure 4.1: The original 256x256 pixel LENA image at bit-rate 8.0 bits/pixel.
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Figure 4.2: The original 256x256 pixel GIRL WITH FLOWERS image at bit-rate
8.0 bits/pixel.
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4.1.1 Experiments Using Cubic Spline Filt<
The cubic spline filter used in the experiments is obtained from [3]. Its corresponding
wavelet base is orthogonal and infinitely supported; however, the coefficients h{n)
for \n\ > M (a large integer) are negligible and can be thrown away. To avoid the
boundary effect caused by finite input samples, the input images are extended by
symmetric extension-method before being passed through the filter because the filter
h(n) is symmetric around n = 0 and g(n) is symmtric around n = 1.
For the experiment on LENA image, table 4.1 shows variance, coding-type, and
bit-rate of subimages (a low resolution image and detail images) at overall bit-rate
0.8, 1.0, and 1.2 bits/pixel. Figures 4.3, 4.4, and 4.5 show the reconstructed LENA
images at 0.8, 1.0, and 1.2 bits/pixel respectively.
For the experiment on GIRL WITH FLOWERS image, table 4.2 shows variance,
coding-type, and bit-rate of subimages (a low resolution image and detail images) at
overall bit-rate 0.8, 1.0, and 1.2 bits/pixel. Figures 4.6, 4.7, and 4.8 show the recon
structed GIRL WITH FLOWERS images at 0.8, 1.0, and 1.2 bits/pixel respectively.
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Overall 0.8 1.0 1.2
bit-rate bit /pixel bit /pixel bits /pixel
Images Variance Coder Bit-rate Coder Bit-rate Coder Bit-rate
Ad-J 1127.53 PCM 8.00 PCM 8.00 PCM 8.00
D]-J 102.22 PCM 8.00 PCM 8.00 PCM 8.00
D22-J 509.37 PCM 8.00 PCM 8.00 PCM 8.00
DUf 99.58 PCM 8.00 PCM 8.00 PCM 8.00
DUf 50.85 PCM 6.00 PCM 6.00 PCM 6.00
D\-J 309.76 PCM 8.00 PCM 8.00 PCM 8.00
DUf 72.85 PCM 6.00 PCM 6.00 PCM 6.00
D\-,f 37.62 PCM 5.25 PCM 5.25 PCM 5.25
DUf 135.21 PCM 6.50 PCM 6.50 PCM 6.50
DUf 35.71 PCM 5.25 PCM 5.25 PCM 5.25
DUf 21.99 ABTC 1.20 ABTC 1.40 ABTC 1.80
DUf 73.83 ABTC 2.40 ABTC 2.30 ABTC 2.70
DUf 21.42 ABTC 0.80 ABTC 1.50 ABTC 1.50
D\-J 11.71 ABTC 0.20 ABTC 0.40 ABTC 0.90
DUf 32.13 ABTC 0.40 ABTC 0.80 ABTC 0.90
DUf 7.92 PCM 0.00 PCM 0.00 PCM 0.00
Table 4.1: Variance, coding-type, and bit-rate of subimages for experiments (using
the cubic spline filter) on LENA at overall bit-rate 0.8, 1.0, and 1.2 bits/pixel.
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Figure 4.3: The reconstructed 256x256 pixel LENA image at bit-rate 0.8 bits/pixel
using the cubic spline filter. PSNR
= 31.35 dB
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Figure 4.4: The reconstructed 256x256 pixel LENA image at bit-rate 1.0 bits/pixel
using the cubic spline filter. PSNR = 32.68 dB
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Figure 4.5: The reconstructed 256x256 pixel LENA image at bit-rate 1.2 bits/pixel
using the cubic spline filter. PSNR = 33.29 dB
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Overall 0.8 1.0 1.2
bit-rate bit /pixel bit /pixel bits /pixel
Images Variance Coder Bit-rate Coder Bit-rate Coder Bit-rate
AUf 915.34 PCM 8.00 PCM 8.00 PCM 8.00
DUf 138.09 PCM 8.00 PCM 8.00 PCM 8.00
DUf 75.76 PCM 8.00 PCM 8.00 PCM 8.00
DUf 35.40 PCM 8.00 PCM 8.00 PCM 8.00
DUf 122.59 PCM 6.00 PCM 6.00 PCM 6.00
DUf 49.32 PCM 6.00 PCM 6.00 PCM 6.00
DUf 20.39 PCM 4.50 PCM 4.50 PCM 6.00
DUf 44.34 PCM 5.25 PCM 5.25 PCM 5.25
DUf 31.16 PCM 5.25 PCM 5.25 PCM 5.25
DUf 14.16 PCM 5.25 PCM 5.25 PCM 5.25
DUf 27.47 ABTC 2.20 ABTC 2.10 ABTC 2.50
DUf 15.61 ABTC 1.70 ABTC 2.30 ABTC 2.50
DUf 6.47 ABTC 0.60 ABTC 1.30 ABTC 1.50
DUf 11.01 ABTC 0.40 ABTC 0.60 ABTC 0.90
DUf 7.19 ABTC 0.30 ABTC 0.60 ABTC 0.90
DUf 2.43 PCM 0.00 PCM 0.00 PCM 0.00
Table 4.2: Variance, coding-type, and bit-rate of subimages for experiments (using
the cubic spline filter) with GIRL WITH FLOWERS at overall bit-rate 0.8, 1.0, and
1.2 bits/pixel.
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Figure 4.6: The reconstructed 256x256 pixel GIRL WITH FLOWERS image at
bit-rate 0.8 bit/pixel using the cubic spline filter. PSNR = 35.47 dB
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Figure 4.7: The reconstructed 256x256 pixel GIRL WITH FLOWERS image at
bit-rate 1.0 bit/pixel using the cubic spline filter. PSNR = 36.49 dB
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Figure 4.8: The reconstructed 256x256 pixel GIRL WITH FLOWERS image at
bit-rate 1.2 bits/pixel using the cubic spline filter. PSNR = 37.00 dB
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IS
4.1.2 Experiments Using Binomial QMF Filter
This kind of filter [2], [12] provides the orthogonal wavelet base and its wavelet i
compactly supported; but, it is not symmtric. The circular extension is employed
to extend the finite input samples in order to compress the distortion around the
boundary.
For the experiment on LENA image, table 4.3 shows variance, coding-type, and
bit-rate of subimages (a low resolution image and detail images) at overall bit-rate
0.8, 1.0, and 1.2 bits/pixel. Figures 4.9, 4.10, and 4.11 show the reconstructed LENA
images at 0.8, 1.0, and 1.2 bits/pixel respectively.
For the experiment on GIRL WITH FLOWERS image, table 4.4 shows variance,
coding-type, and bit-rate of subimages (a low resolution image and detail images)
at overall bit-rate 0.8, 1.0, and 1.2 bits/pixel. Figures 4.12, 4.13, and 4.14 show
the reconstructed GIRL WITH FLOWERS images at 0.8, 1.0, and 1.2 bits/pixel
respectively.
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Overall 0.8 1.0 ]L.2
bit-rate bit/pixel bit /pixel bits /pixel
Images Variance Coder Bit-rate Coder Bit-rate Coder Bit-rate
AUf 1146.71 PCM 8.00 PCM 8.00 PCM 8.00
DUf 104.85 PCM 8.00 PCM 8.00 PCM 8.00
DUf 424.58 PCM 8.00 PCM 8.00 PCM 8.00
DUf 83.08 PCM 8.00 PCM 8.00 PCM 8.00
D\-J 74.25 PCM 6.00 PCM 6.00 PCM 6.00
DUf 329.61 PCM 8.00 PCM 8.00 PCM 8.00
DUf 55.73 PCM 6.00 PCM 6.00 PCM 6.00
DUf 55.57 PCM 5.25 PCM 5.25 PCM 5.25
DUf 190.15 PCM 6.50 PCM 6.50 PCM 6.50
DUf 27.23 PCM 5.25 PCM 5.25 PCM 5.25
DUf 32.23 ABTC 1.20 ABTC 1.50 ABTC 1.60
DUf 94.04 ABTC 2.40 ABTC 2.60 ABTC 2.60
DUf 19.18 ABTC 0.80 ABTC 1.10 ABTC 1.40
D\-J 17.78 ABTC 0.20 ABTC 0.40 ABTC 0.90
DUf 51.17 ABTC 0.40 ABTC 0.80 ABTC 1.00
DUf 9.80 PCM 0.00 PCM 0.00 PCM 0.00
Table 4.3: Variance, coding-type, and bit-rate of subimages for experiments (using
the binomial QMF filter) on LENA at overall bit-rate 0.8, 1.0, and 1.2 bits/pixel.
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Figure 4.9: The reconstructed 256x256 pixel LENA image at bit-rate 0.8 bits/pixel
using the binomial QMF filter. PSNR
= 30.08 dB
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Figure 4.10: The reconstructed 256x256 pixel LENA image at bit-rate 1.0 bits/pixel
using the binomial QMF filter. PSNR = 31.55 dB
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Figure 4.11: The reconstructed 256x256 pixel LENA image at bit-rate 1.2 bits/pixel
using the binomial QMF filter. PSNR = 32.42 dB
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Overall 0.8 1.0 1.2
bit-rate bit /pixel bit /pixel bits/pixel
Images Variance Coder Bit-rate Coder Bit-rate Coder Bit-rate
AUf 842.30 PCM 8.00 PCM 8.00 PCM 8.00
DUf 138.15 PCM 8.00 PCM 8.00 PCM 8.00
DUf 110.99 PCM 8.00 PCM 8.00 PCM 8.00
D32-J 61.90 PCM 8.00 PCM 8.00 PCM 8.00
DUf 117.22 PCM 6.00 PCM 6.00 PCM 6.00
DUf 66.64 PCM 6.00 PCM 6.00 PCM 6.00
D32-J 25.47 PCM 4.50 PCM 4.50 PCM 6.00
DUf 62.24 PCM 5.25 PCM 5.25 PCM 5.25
DUf 39.54 PCM 5.25 PCM 5.25 PCM 5.25
DUf 13.07 PCM 5.25 PCM 5.25 PCM 5.25
DUf 37.37 ABTC 2.20 ABTC 2.10 ABTC 2.50
DUf 23.35 ABTC 1.70 ABTC 2.20 ABTC 2.50
DUf 6.42 ABTC 0.60 ABTC 1.00 ABTC 1.50
DUf 16.78 ABTC 0.40 ABTC 0.70 ABTC 0.90
11.55 ABTC 0.30 ABTC 0.60 ABTC 0.90
1 *>_-./ 2.97 PCM 0.00 PCM 0.00 PCM 0.00
Table 4.4: Variance, coding-type, and bit-rate of subimages for experiments (using
the binomial QMF filter) with GIRL WITH FLOWERS at overall bit-rate 0.8, 1.0,
and 1.2 bits/pixel.
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Figure 4.12: The reconstructed 256x256 pixel GIRL WITH FLOWERS image at
bit-rate 0.8 bit/pixel using the binomial QMF filter. PSNR = 34.22 dB
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Figure 4.13: The reconstructed 256x256 pixel GIRL WITH FLOWERS image at
bit-rate 1.0 bit/pixel using the binomial QMF filter. PSNR = 35.40 dB
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Figure 4.14: The reconstructed 256x256 pixel GIRL WITH FLOWERS image at
bit-rate 1.2 bits/pixel using the binomial QMF filter. PSNR = 36.10 dB
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4.1.3 Experiments Using Recursive Linear Spline Filter
The recursive linear spline filter [9] is symmetric and used for the implementation
of the biorthogonal wavelet instead of the orthogonal wavelet. The boundary ef
fect caused by the finite input samples can be reduced by applying the symmetric
extension to the input sample.
For the experiment on LENA image, table 4.5 shows variance, coding-type, and
bit-rate of subimages (a low resolution image and detail images) at overall bit-rate
0.8, 1.0, and 1.2 bits/pixel. Figures 4.15, 4.16, and 4.17 show the reconstructed LENA
images at 0.8, 1.0, and 1.2 bits/pixel respectively.
For the experiment on GIRL WITH FLOWERS image, table 4.6 shows variance,
coding-type, and bit-rate of subimages (a low resolution image and detail images)
at overall bit-rate 0.8, 1.0, and 1.2 bits/pixel. Figures 4.18, 4.19, and 4.20 show
the reconstructed GIRL WITH FLOWERS images at 0.8, 1.0, and 1.2 bits/pixel
respectively.
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Overall 0.8 1.0 1.2
bit-rate bit/pixel bit /pixel bits,'pixel
Images Variance Coder Bit-rate Coder Bit-rate Coder Bit-rate
AUf 2187.35 PCM 8.00 PCM 8.00 PCM 8.00
Dl2-J 264.21 PCM 8.00 PCM 8.00 PCM 8.00
DUf 1104.38 PCM 8.00 PCM 8.00 PCM 8.00
DUf 204.69 PCM 8.00 PCM 8.00 PCM 8.00
DUf 142.32 PCM 6.00 PCM 6.00 PCM 6.00
DUf 663.74 PCM 8.00 PCM 8.00 PCM 8.00
DUf 184.64 PCM 6.00 PCM 6.00 PCM 6.00
DUf 91.00 PCM 5.25 PCM 5.25 PCM 5.25
DUf 281.31 PCM 6.50 PCM 6.50 PCM 6.50
DUf 81.23 PCM 5.25 PCM 5.25 PCM 5.25
DUf 47.86 ABTC 1.20 ABTC 1.70 ABTC 1.80
DUf 129.24 ABTC 2.40 ABTC 2.50 ABTC 2.70
DUf 30.31 ABTC 0.80 ABTC 1.40 ABTC 1.50
DUf 14.61 ABTC 0.20 ABTC 0.40 ABTC 0.90
DUf 33.45 ABTC 0.40 ABTC 0.70 ABTC 0.90
DUf 4.19 PCM 0.00 PCM 0.00 PCM 0.00
Table 4.5: Variance, coding-type, and bit-rate of subimages for experiments (using the
recursive linear spline filter) on LENA at overall bit-rate 0.8, 1.0, and 1.2 bits/pixel.
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Figure 4.15: The reconstructed 256x256 pixel LENA image at bit-rate 0.8 bits/pixel
using the recursive linear spline filter. PSNR = 30.10 dB
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Figure 4.16: The reconstructed 256x256 pixel LENA image at bit-rate 1.0 bits/pixel
using the recursive linear spline filter. PSNR = 31.23 dB
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Figure 4.17: The reconstructed 256x256 pixel LENA image at bit-rate 1.2 bits/pixel
using the recursive linear spline filter. PSNR = 31.87 dB
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Overall 0.8 1.0 1.2
bit-rate bit /pixel bit /pixel bits,'pixel
Images Variance Coder Bit-rate Coder Bit-rate Coder Bit-rate
AUf 1523.95 PCM 8.00 PCM 8.00 PCM 8.00
DUf 292.63 PCM 8.00 PCM 8.00 PCM 8.00
DUf 190.41 PCM 8.00 PCM 8.00 PCM 8.00
DUf 79.34 PCM 8.00 PCM 8.00 PCM 8.00
DUf 257.92 PCM 6.00 PCM 6.00 PCM 6.00
D2-J 116.55 PCM 6.00 PCM 6.00 PCM 6.00
DUf 48.80 PCM 4.50 PCM 4.50 PCM 6.00
DUf 107.54 PCM 5.25 PCM 5.25 PCM 5.25
DUf 62.23 PCM 5.25 PCM 5.25 PCM 5.25
D32-J 29.30 PCM 5.25 PCM 5.25 PCM 5.25
DUf 46.44 ABTC 2.20 ABTC 2.30 ABTC 2.50
DUf 27.44 ABTC 1.70 ABTC 2.50 ABTC 2.50
DUf 8.61 ABTC 1.00 ABTC 1.30 ABTC 1.50
DUf 11.61 ABTC 0.30 ABTC 0.60 ABTC 0.90
DUf 7.83 ABTC 0.30 ABTC 0.50 ABTC 0.90
DUf 1.34 PCM 0.00 PCM 0.00 PCM 0.00
Table 4.6: Variance, coding-type, and bit-rate of
the recursive linear spline filter) with GIRL WITH
1.0, and 1.2 bits/pixel.
subimages for experiments (using
FLOWERS at overall bit-rate 0.8,
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Figure 4.18: The reconstructed 256x256 pixel GIRL WITH FLOWERS image at
bit-rate 0.8 bit/pixel using the recursive linear spline filter. PSNR
= 33.97 dB
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Figure 4.19: The reconstructed 256x256 pixel GIRL WITH FLOWERS image at
bit-rate 1.0 bit/pixel using the recursive linear spline filter. PSNR
= 34.81 dB
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Figure 4.20: The reconstructed 256x256 pixel GIRL WITH FLOWERS image at
bit-rate 1.2 bits/pixel using the recursive linear spline filter. PSNR = 35.28 dB
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4.1.4 Experiments Using FIR Laplacian Pyramid filter
The Laplcian pyramid filter [8] is finite and symmetric; however, its wavelet is a
biorthogonal base. h(n) and h(n) are different; but, both are symetric around n = 0
(i.e., g{n) and g(n) are symmetric around n = 1). The lengths of them are approxi
mately equal. Sicne the filters are symmtric, the symmetric extension of finite input
samples is used to avoid the boundary error.
For the experiment on LENA image, table 4.7 shows variance, coding-type, and
bit-rate of subimages (a low resolution image and detail images) at overall bit-rate
0.8, 1.0, and 1.2 bits/pixel. Figures 4.21, 4.22, and 4.23 show the reconstructed LENA
images at 0.8, 1.0, and 1.2 bits/pixel respectively.
For the experiment on GIRL WITH FLOWERS image, table 4.8 shows variance,
coding-type, and bit-rate of subimages (a low resolution image and detail images)
at overall bit-rate 0.8, 1.0, and 1.2 bits/pixel. Figures 4.24, 4.25, and 4.26 show
the reconstructed GIRL WITH FLOWERS images at 0.8, 1.0, and 1.2 bits/pixel
respectively.
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Overall 0.8 1.0 1.2
bit-rate bit /pixel bit/pixel bits /pixel
Images Variance Coder Bit-rate Coder Bit-rate Coder Bit-rate
AUf 960.04 PCM 8.00 PCM 8.00 PCM 8.00
DUf 425.90 PCM 8.00 PCM 8.00 PCM 8.00
DUf 509.37 PCM 8.00 PCM 8.00 PCM 8.00
DUf 81.60 PCM 8.00 PCM 8.00 PCM 8.00
DUf 323.84 PCM 6.00 PCM 6.00 PCM 6.00
DUf 309.76 PCM 8.00 PCM 8.00 PCM 8.00
DUf 55.41 PCM 6.00 PCM 6.00 PCM 6.00
DUf 146.66 PCM 5.25 PCM 5.25 PCM 5.25
DUf 135.21 PCM 6.50 PCM 6.50 PCM 6.50
DUf 31.59 PCM 5.25 PCM 5.25 PCM 5.25
DUf 27.33 ABTC 1.20 ABTC 1.40 ABTC 1.80
DUf 83.32 ABTC 2.40 ABTC 2.50 ABTC 2.70
DUf 19.09 ABTC 0.80 ABTC 1.30 ABTC 1.50
DUf 17.12 ABTC 0.20 ABTC 0.40 ABTC 0.90
DUf 41.54 ABTC 0.40 ABTC 0.80 ABTC 0.90
DUf 9.83 PCM 0.00 PCM 0.00 PCM 0.00
Table 4.7: Variance, coding-type, and bit-rate of subimages for experiments (using the
FIR Laplacian pyramid filter) on LENA at overall bit-rate 0.8, 1.0, and 1.2 bits/pixel.
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Figure 4.21: The reconstructed 256x256 pixel LENA image at bit-rate 0.8 bits/pixel
using the FIR Laplacian pyramid filter. PSNR = 30.52 dB
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Figure 4.22: The reconstructed 256x256 pixel LENA image at bit-rate 1.0 bits/pixel
using the FIR Laplacian pyramid filter. PSNR = 32.01 dB
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Figure 4.23: The reconstructed 256x256 pixel LENA image at bit-rate 1.2 bits/pixel
using the FIR Laplacian pyramid filter. PSNR = 32.88 dB
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Overall 0.8 1.0 1.2
bit-rate bit /pixel bit /pixel bits,'pixel
Images Variance Coder Bit-rate Coder Bit-rate Coder Bit-rate
AUf 812.29 PCM 8.00 PCM 8.00 PCM 8.00
DUf 135.60 PCM 8.00 PCM 8.00 PCM 8.00
DUf 72.47 PCM 8.00 PCM 8.00 PCM 8.00
DUf 21.98 PCM 8.00 PCM 8.00 PCM 8.00
DUf 124.73 PCM 6.00 PCM 6.00 PCM 6.00
DUf 52.91 PCM 6.00 PCM 6.00 PCM 6.00
DUf 20.06 PCM 4.50 PCM 4.50 PCM 6.00
DUf 49.07 PCM 5.25 PCM 5.25 PCM 5.25
DUf 32.32 PCM 5.25 PCM 5.25 PCM 5.25
DUf 12.92 PCM 5.25 PCM 5.25 PCM 5.25
DUf 29.15 ABTC 2.20 ABTC 2.10 ABTC 2.50
DUf 17.43 ABTC 1.70 ABTC 2.20 ABTC 2.50
DUf 6.00 ABTC 0.60 ABTC 1.00 ABTC 1.50
DUf 15.00 ABTC 0.40 ABTC 0.70 ABTC 0.90
DUf 10.05 ABTC 0.30 ABTC 0.60 ABTC 0.90
DUf 3.14 PCM 0.00 PCM 0.00 PCM 0.00
Table 4.8: Variance, coding-type, and bit-rate of subimages for experiments (using
the FIR Laplacian pyramid filter) with GIRL WITH FLOWERS at overall bit-rate
0.8, 1.0, and 1.2 bits/pixel.
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Figure 4.24: The reconstructed 256x256 pixel GIRL WITH FLOWERS image at
bit-rate 0.8 bit /pixel using the FIR Laplacian pyramid filter. PSNR = 34.51 dB
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Figure 4.25: The reconstructed 256x256 pixel GIRL WITH FLOWERS image at
bit-rate 1.0 bit/pixel using the FIR Laplacian pyramid filter. PSNR = 35.56 dB
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Figure 4.26: The reconstructed 256x256 pixel GIRL WITH FLOWERS image at
bit-rate 1.2 bits/pixel using the FIR Laplacian pyramid filter. PSNR = 36.14 dB
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4.2 Experiments with Color Images
The algorithm of color image coding is same as described in section 3.2.2. The 24-bit
RGB color image of LENA with size 256x256 pixels shown in figure 4.27 is the only
color image used for every experiment in this section. Each experiment is done at the
same bit-rate 1.0 bit/pixel.
Figure 4.27: The original 256x256 pixel RGB color image of LENA at bit-rate 24.0
bits/pixel.
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4.2.1 Experiments Using Cubic Spline Filter
The cubic spline filter and the extension of finite input samples are the same as said in
section 4.1.1. For the overall bit-rate 1.0 bit/pixel, the variance, coding-type, and bit-
rate of subimages of Y, I, and Q color components are listed in table 4.9. Figure 4.28
shows the reconstruction of LENA RGB color image at the bit-rate 1.0 bit/pixel.
Color Y I Q
Images Variance Coder bit
rate
Variance Coder bit
rate
Variance Coder bit
rate
A2-tf 931.25 PCM 8.00 209.51 PCM 8.00 41.18 PCM 8.00
DUf 78.88 PCM 8.00 7.84 PCM 4.00 3.57 PCM 4.00
DUf 432.63 PCM 8.00 23.55 PCM 6.00 15.28 PCM 6.00
DUf 75.20 PCM 8.00 4.83 PCM 4.00 3.21 PCM 4.00
DUf 39.68 PCM 6.00 3.64 PCM 3.25 1.80 PCM 3.25
DUf 248.80 PCM 8.00 12.52 PCM 4.50 11.71 PCM 4.50
DUf 61.10 PCM 6.00 4.29 PCM 3.25 2.03 PCM 3.25
DUf 29.94 PCM 5.25 3.39 PCM 0.00 1.01 PCM 0.00
DUf 112.06 PCM 6.50 10.46 PCM 0.00 3.91 PCM 0.00
DUf 30.07 PCM 5.25 2.26 PCM 0.00 0.96 PCM 0.00
DUf 17.99 ABTC 1.30 2.30 PCM 0.00 0.62 PCM 0.00
DUf 58.77 ABTC 2.10 4.62 PCM 0.00 2.46 PCM 0.00
DUf 16.84 ABTC 1.00 1.37 PCM 0.00 0.79 PCM 0.00
DUf 9.07 ABTC 0.30 1.84 PCM 0.00 0.62 PCM 0.00
DUf 25.43 ABTC 0.60 2.83 PCM 0.00 1.39 PCM 0.00
DUf 5.62 PCM 0.00 1.27 PCM 0.00 0.56 PCM 0.00
Table 4.9: Variance, coding-type, and bit-rate of subimages of Y, I, and Q color
components for the experiment (using the cubic spline filter) with RGB color image
of LENA at the overall bit-rate 1.0 bit/pixel.
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Figure 4.28: The reconstructed 256x256 pixel RGB color image of LENA at the
bit-rate 1.0 bit/pixel using the cubic spline filter.
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4.2.2 Experiments Using Binomial QMF Filter
The binomail QMF filter and the extension of finite input samples are identical to
the ones we said in section 4.1.2. For the overall bit-rate 1.0 bit/pixel, the variance,
coding-type, and bit-rate of subimages of Y, I, and Q color components are listed in
table 4.10. The reconstruction of LENA RGB color image at the bit-rate 1.0 bit/pixel
is shown in figure 4.29.
Color Y I Q
Images Variance Coder bit
rate
Variance Coder bit
rate
Variance Coder bit
rate
AUf 963.10 PCM 8.00 181.70 PCM 8.00 41.45 PCM 8.00
DUf 84.63 PCM 8.00 14.59 PCM 4.00 3.89 PCM 4.00
DUf 359.05 PCM 8.00 26.23 PCM 6.00 12.53 PCM 6.00
DUf 65.64 PCM 8.00 5.72 PCM 4.00 3.03 PCM 4.00
DUf 61.21 PCM 6.00 7.78 PCM 3.25 2.32 PCM 3.25
D2-J 249.98 PCM 8.00 15.01 PCM 4.50 11.12 PCM 4.50
DUf 43.30 PCM 6.00 3.63 PCM 3.2E 1.69 PCM 3.25
DUf 45.16 PCM 5.25 4.64 PCM o.oc 1.53 PCM 0.00
DUf 157.46 PCM 6.50 10.20 PCM o o: 5.64 PCM 0.00
DUf 23.33 PCM 5.25 2.08 PCM coo 0.82 PCM 0.00
DUf 26.27 ABTC 1.30 3.05 PCM 0.00 0.91 PCM 0.00
DUf 74.44 ABTC 2.30 5.32 PCM 0.00 2.89 PCM 0.00
DUf 15.74 ABTC 1.20 1.25 PCM 0.00 0.72 PCM 0.00
DUf 14.35 ABTC 0.30 2.45 PCM 0.00 0.84 PCM 0.00
DUf 35.41 ABTC 0.50 4.25 PCM 0.00 1.89 PCM 0.00
DUf 7.08 PCM 0.00 1.35 PCM 0.00 0.61 PCM 0.00
Table 4.10: Variance, coding-type, and bit
components for the experiment (using the
image of LENA at the overall bit-rate 1.0 bi
rate of subimages of Y, I, and Q color
binomial QMF filter) with RGB color
t/pixel.
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Figure 4.29: The reconstructed 256x256 pixel RGB color image of LENA at the
bit-rate 1.0 bit/pixel using the binomial QMF filter.
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4.2.3 Experiments Using Recursive Linear Spline Filter
The recursive linear spline filter and the extension of finite input samples employed
in this section have been already said in section 4.1.3. For the overall bit-rate 1.0
bit/pixel, the variance, coding-type, and bit-rate of subimages of Y, I, and Q color
components are listed in table 4.11. Figure 4.30 shows the reconstruction of LENA
RGB color image at the bit-rate 1.0 bit/pixel.
Color Y I Q
Images Variance Coder bit
rate
Variance Coder bit
rate
Variance Coder bit
rate
A2-bf 1817.25 PCM 8.00 327.94 PCM 8.00 72.64 PCM 8.00
DUf 206.06 PCM 8.00 21.19 PCM 4.00 8.33 PCM 4.00
DUf 903.81 PCM 8.00 54.40 PCM 6.00 35.95 PCM 6.00
DUf 156.35 PCM 8.00 13.23 PCM 4.00 5.87 PCM 4.00
DUf 111.97 PCM 6.00 8.70 PCM 3.25 4.91 PCM 3.25
DUf 534.69 PCM 8.00 28.98 PCM 4.50 24.33 PCM 4.50
DUf 153.62 PCM 6.00 10.26 PCM 3.25 5.43 PCM 3.25
DUf 71.99 PCM 5.25 8.19 PCM 0.00 2.43 PCM 0.00
DUf 232.39 PCM 6.50 20.32 PCM 0.00 8.37 PCM 0.00
DUf 66.74 PCM 5.25 5.04 PCM 0.00 2.25 PCM 0.00
DUf
DUf
DUf
DUf
DUf
39.23 ABTC 1.40 4.56 PCM 0.00 1.39 PCM 0.00
102.45 ABTC 2.30 7.87 PCM 0.00 4.33 PCM 0.00
24.00 ABTC 1.10 1.94 PCM 0.00 1.18 PCM 0.00
11.11 ABTC 0.30 1.98 PCM 0.00 0.72 PCM 0.00
26.47 ABTC 0.40 2.83 PCM 0.00 1.40 PCM 0.00
DUf 2.97 PCM 0.00 0.75 PCM 0.00 0.31 PCM 0.00
Table 4.11: Variance, coding-type, and bit
components for the experiment (using the
color image of LENA at the overall bit-rate
-rate of subimages of Y, I, and Q color
recursive linear spline filter) with RGB
1.0 bit/pixel.
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Figure 4.30: The reconstructed 256x256 pixel RGB color image of LENA at the
bit-rate 1.0 bit/pixel using the recursive linear spline filter.
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4.2.4 Experiments Using FIR Laplacian Pyramid filter
The FIR Laplacian pyramid filter and the extension of finite input samples are un-
chaged from the ones we said in section 4.1.4. For the overall bit-rate 1.0 bit/pixel,
the variance, coding-type, and bit-rate of subimages of Y, I, and Q color components
are listed in table 4.12. The reconstruction of LENA RGB color image at the bit-rate
1.0 bit/pixel is shown in figure 4.31.
Color Y I Q
Images Variance Coder bit
rate
Variance Coder bit
rate
Variance Coder bit
rate
A2-hf 807.71 PCM 8.00 187.87 PCM 8.00 34.37 PCM 8.00
DUf 85.34 PCM 8.00 9.46 PCM 4.00 4.15 PCM 4.00
DUf 352.40 PCM 8.00 22.72 PCM 6.00 13.11 PCM 6.00
DUf 59.63 PCM 8.00 4.90 PCM 4.00 2.51 PCM 4.00
DUf 51.40 PCM 6.00 4.33 PCM 3.25 2.41 PCM 3.25
DUf 265.98 PCM 8.00 12.65 PCM 4.50 11.57 PCM 4.50
DUf 44.54 PCM 5.00 3.07 PCM 3.25 1.67 PCM 3.25
DUf 31.84 PCM 5.2^ 4.00 PCM O.OC 1.17 PCM 0.00
DUf 119.84 PCM 6.50 10.72 PCM o/:;. 4.52 PCM 0.00
DUf 26.53 PCM 5.25 1.94 PCM o.c; :.S8 PCM 0.00
DUf 22.01 ABTC 1.30 2.60 PCM 0.00 0.74 PCM 0.00
DUf 67.48 ABTC 2.10 5.37 PCM 0.00 2.63 PCM 0.00
DUf 15.51 ABTC 1.00 1.27 PCM 0.00 0.72 PCM 0.00
DUf 13.20 ABTC 0.30 2.21 PCM 0.00 0.75 PCM 0.00
DUf 33.75 ABTC 0.60 3.31 PCM 0.00 1.69 PCM 0.00
DUf 7.25 PCM 0.00 1.41 PCM 0.00 0.64 PCM 0.00
Table 4.12: Variance, coding-type, and bit-rate of subimages of Y, I, and Q color
components for the experiment (using the FIR Laplacian pyramid filter) with RGB
color image of LENA at the overall bit-rate 1.0 bit/pixel.
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Figure 4.31: The reconstructed 256x256 pixel RGB color image of LENA at the
bit-rate 1.0 bit/pixel using the FIR Laplacian pyramid filter.
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4.3 Performance of the New Coding
4.3.1 Comparison to Other Codings
To compare the results of our new coding to the ones of previous literatures, we
would like to present the performance plot of other codings copied from [15] as shown
in figure 4.32. The plot shows the performances of other codings on the 256x256
monochrome image of LENA in term of signal to noise ratio. SNR25s in the plot is
actually PSNR said earlier.
38.0
SNRm (dB)
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Figure 5.6: SNR versus bit rate for: (a) subband coding using adap
tive DPCM [Wood86b], (b) spatial differential VQ inside the training set
[Bake82], (c) adaptive DCT [Chen77], (d) subband coding using predic
tive VQ [West87] and (e) subband coding (curves (a)-(c) are taken from
[Wood86b]).
Figure 4.32: The performance plot of other codings copied from [15] when 256x256
monochrome LENA image is an original image.
107
From the plot in figure 4.32 and our experimental studies, we approximately create
table 4.13 to show the coding results in PSNR sense.
From table 4.13, it can be seen that our new coding, on average, outperforms the
Bit-rate 0.8bit/pixel 1.Obit /pixel 1.2bits/pixel
Codings PSNR(dB) PSNR(dB) PSNR(dB)
a 31.58 32.48 33.37
b 30.95 31.72 32.41
c 29.51 30.86 31.72
e 32.20 33.37 34.48
f 31.35 32.68 31.87
g 30.10 31.23 31.87
h 30.52 32.01 32.88
i 30.08 31.55 32.42
Table 4.13: PSNR of the reconstruction of 256x256 monochrome LENA image at the
bit-rates 0.8, 1.0, and 1.2 bits/pixel for the codings: (a) subband coding using adap
tive DPCM, (b) spatial differential VQ inside the training set, (c) adaptive DCT, (e)
optimal subband coding, (f) new coding (using the cubic spline filter), (g) new cod
ing (using the rucursive linear spline fllteo:), (h) new coding (using the FIR Laplacian
pyramid filter), and (i) new coding (using the binomial QMF filter).
adaptive DCT coding and is comparable to spatial differential VQ inside the training
set. The result of the new coding using the cubic spline filter is also comparable to
the subband coding using adaptive DPCM; however, it can not compete with the
optimal subband coding.
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4.3.2 Comparison to Other Codings Using Wavelet Trans
form
Here, we would like to compare our new coding to other codings employing the
wavelet transform-based signal decomposition. Table 4.14 shows the performace of
the codings using wavelet transform as a pre-processing of images. The original input
image for every coding in the table is the 256x256 monochrome image of LENA.
These statistics are collected from the digital signal processing publications in recent
years and from our experiments.
Codings using WT and Filter Bit-rate(bit /pixel) PSNR(dB)
ABTC a 1.00 32.68
ABTC b 1.00 31.55
ABTC c 1.C0 32.01
ABTC d 1.00 31.23
VQ(LBG algorithm) [9] d 1.00 29.93
VQ(Kohonen neural network) [9] d l.OC 29.61
VQ(Kohonen neural network) [9] d 1.00 29.73
VQ(Kohonen neural network) [9] f 1.00 27.56
VQ(LBG algorithm) [8] c 1.00 31.50
VQ(LBG algorithm) [10] d 1.00 31.68
VQ(LBG algorithm) [10] e 1.00 31.74
VQ(LBG algorithm) [10] c 1.00 32.10
Lattice VQ [11] g 0.08 29.80
Lattice VQ [11] h 0.08 31.14
Table 4.14: PSNR of the reconstruction of 256x256 monochrome LENA image for
the codings using wavelet transform where a, b, c, d, e, f, g, and h stand for the cubic
spline, the binomial QMF, the FIR Laplacian pyramid, the recursive linear spline,
the modified recursive linear spline, the recursive cubic spline, the Dyadic pyramid,
and the Quincunx pyramid filters respectively.
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We can see that our new coding is comparable to the previous WT-based codings
except for the one using lattice VQ, which seems to give the best result in the area
of image coding. However, the main advantage of our new coding is that ABTC
provides lower computational complexity than VQ does.
4.3.3 Comparison to the Original Adaptive Block Trunca
tion Coding without the Use ofWavelet Transform
To emphasize that the wavelet transform is useful for the pre-processing of an original
image, the comparison between the new image coding and the original ABTC is given
here. The original ABTC is simulated to code the 256x256 monochrome image of
LENA at the bit-rate 1.00 bit/pixel. The reconstructed image of the simulation is
shown in figure 4.33 where PSNR of this reconstruction is equal to 29.76 dB. It can
be seen that the blocky effect still remains in the reconstructed image. By comparing
this result with the ones of our new coding given earlier, we can see that our new
coding, when coding the image at the same bit-rate 1.00 bit/pixel, outperforms the
original ABTC both in terms of visual quality and PSNR.
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Figure 4.33: The reconstructed 256x256 image of LENA when the original image
is coded by the original ABTC without the use of WT at the bit-rate 1.0 bit/pixel.
PSNR = 29.76 dB.
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4.3.4 Comparison between the Modified and the Original
Adaptive Block Truncation Codings with the Use of
Wavelet Transform
In this thesis, we have proposed the modified version of ABTC to code detail images;
so, we should show that its performance is better than the performace of using the
original ABTC to code detail images. For the sake of this comparison, the original
256x256 monochrome image of LENA is first decomposed into the wavelet represen
tation. The number of decomposition levels J is equal to 2 and the filter used for the
signal decomposition is the cubic spline. Then, the detail images in the wavelet rep
resentation are coded by the modified and the original ABTC, and the low resolution
image is coded by PCM. The bit-rates of two simulations (using the modified and the
original ABTC) are totally identical. At the bit-rate of 1.00 bit/pixel, PSNR of the
reconducted images of the modified ABTC (figure 4.34) and the original ABTC (fig
ure 4.35 are 32.38 and 29.96 dB respectively. This obviously proves that the modified
ABTC outperforms the original ABTC when coding detail images.
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Figure 4.34: The reconstructed 256x256 image of LENA when the original image is
coded by the modified ABTC with the use of WT at bit-rate 1.0 bit/pixel. PSNR =
32.38 dB.
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Figure 4.35: The reconstructed 256x256 image of LENA when the original image is
coded by the original ABTC with the use of WT at bit-rate 1.0 bit/pixel. PSNR =
29.96 dB.
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4.3.5 Comparison between Using the Different Numbers of
Decomposition Levels
Here, we compare the results of our new coding when different numbers of decomposi
tion levels J are used. Table 4.15 shows PSNR of the reconstructions of the 256x256
monochrome LENA image at different values of J. These number are obtained from
the simulations of the new coding to code the LENA image at 1.00 bit/pixel. The
filter used in each experiment is the cubic spline.
From table 4.15, it can be seen that the choice of J causes an effect on PSNR of the
Value of J PSNR (dB)
2 32.38
3 32.86
4 32.81
5 32.68
Table 4.15: PSNR of the reconstructions of 256x256 monochrome LENA image for
different numbers of decomposition levels J .
reconstructed images. The reason is that the benefit to the coders from decompos
ing the image and the error caused by the decomposition and reconstruction filters
are dependent on the value of J . Therefore, the maximum value of PSNR will be
obtained when the value of J is properly chosen. In this case, J equal to 3 gives the
maximum PSNR.
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4.3.6 Comparison between the Filters
We also investigate the performance of the new codings with different filtering-
operations. Every conclusion said later in this section is based on the study of the
results obtained from the experiments of this thesis. The PSNR of the new coding
using the cubic spline filter is the best, while the ones of the new coding using the FIR
Laplacian pyramid filter, the binomial QMF filter, and the recusive linear spline filter
are the second best, the third best, and the fourth best respectively. The quality of
reconstructed images obtained by the new coding using the FIR Laplacian pyramid
and binomial QMF filters are a bit higher than the one obtained by the new coding
using the recursive linear spline filter. For the new coding using the cubic spline
filter, there are oscillations around the edges of the reconstructed images. By doing
the simulation in digital computers, we find that the new coding with the recursive
linear spline filter gives the fastest computation, the one with the cubic spline filter
consumes the longest time, and the new coding using the binomial QMF filter takes
a bit shorter time than the one using the FIR Laplacian pyramid filter does.
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Chapter 5
Conclusion
In the area of Digital Image Processing, image compression or image coding has
been getting more attention from digital communications and computer communities
because the demand in visual communications and data storage has been growing
for last few years. Several codings have been and are being developed. Some of
them are easy to implement in the practical world; but their performance is not high,
while some of them provide the good performance; however, their algorithm has high
intensity of computation.
As we know, the pixels in an image are higly correlated. To get a better efficiency
in image codings, the correlation between the pixels in the image should be reduced
before the image is coded. Many kinds of transform were used to do this job. Wavelet
transform, which has been heavily studied for few years, shows the good performance
to reduce the redundancy in the image because of its better time-frequncy localization.
Moreover, its discrete version is also easy to implement and has the same degree of
computational complexity as the subband filterings (if the short filter or recursive
filter is employed, the computational intensity of WT will be smaller than the one of
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the subband filtering). This implies that wavelet transform can be a very useful tool
for image-compression study as well as the related fields.
The first contribution of this thesis is to present the new coding method using
wavelet transform (WT) and adaptive block truncation coding (ABTC). The mod
ification in ABTC is also introduced in this thesis to improve the coding efficiency.
The experimental studies shows that the new coding outperforms adaptive DCT and
its performance is comparable to that of some subband codings. Furthermore, the
new coding also can compete with other WT-based codings; however, it consumes
less computational intensity because of the easiness of ABTC.
The second contribution of this work is to study the performance of new coding
when different filters are used in the implementation of discrete WT. The study
shows that in PSNR sense the cubic spline filter, the FIR Laplacian pyramid filter,
the binomial QMF filter, and the recursive linear spline filter give the best, second
best, third best, and fourth best results respectively. In term of the filtering speed, the
recursive linear spline filter consumes the shortest computation time, the Laplacian
pyramid FIR filter takes a bit longer computatio time than the binomial QMF filter,
and the cubic spline filter uses the longest time. In the term of the visual quality,
the reconstructed images of the coding using cubic spline filter have some oscillations
around the edges. The reconstructed images of the Laplacian pyramid FIR and the
binomial QMF filters are slightly better than the one of the recursive linear spline
filter.
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In addition, our study shows that coding the image pre-processed by WT is more
desirable than coding the original image directly, the modified ABTC also outper
forms the original ABTC when coding detail images, and the choice of the number
of decomposition levels J can influence PSNR of the reconstructed images.
Finally, we think and hope that in the next few years the research on image coding
in wavelet transform domain or on any area involved with wavelet transform will be
more popular; it means better results and easier implementation of image coding
using wavelet transform will be discovered and wavelet transform will be more useful
in the practical world.
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Appendix A
Proof of Equation 2.6
In this appendix, we give the proof of the equation 2.6. Let f(x) be a signal in
L2[R) and g(p,q)(x) be phase space shift of an L2iR) function g(x), where p and q are
real numbers and stand for a phase and a space shift respectively. Here, g(p,q)(x) =
e'pxg(x q). Given the inner product (g^p,q\x), f{x)), we will prove that the function
[fx) can be reconstructed if ||<7(a;)||2 = 1.
J Jig^q){x),f{x))g^q\x)dpdq
= ^ / / {/ e~'pv9(y - q)f(y)dy) e'pxg(x - g)dPdq
= ^ / / {/ e,p(x-y)dp) 9(y - q)9(x - q)f(y)dydq
= /
'
/ 2tv6(x - y)g(y - q)g{x - q)f(y)dydq
= J y g(y - q)f(y)*(x - y)dy) s(* - g)dq
= J 9{x-q)f{x)g(x-q)dq
= ljg(x-q)g(x-q)dqjf{x)
= ii^ir/w
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Therefore, if ||g(x)||2 = 1, then the function (fx) can be recovered from the inner
product {g(p'q)(x),f(x)).
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Appendix B
The Wavelet Filters
B.l The Filters for the Orthogonal Wavelet
Transform
B.l.l The Cubic Spline Filter
The transfer function H(w) of the filter is obtained by
H(u) = N
for n = 4
22" 2(2u;)
1
16 Id
E8M
(B.l)
where
_V,(u;) + _V2(W)EsM
105'n8f
The functions -Vi(u;) and -V2(u;) are given by
Nt(w) = 5 + 30cos2- + 30sin2-cos2-v ; 2 2 2
. u> 7w .w 2 . f.u>
N2(w) = 2sin cos + 70co.s + sin
The coefficients /i(n) of the filter can be obtained by computing the inverse Fourier
transform of H(w). Since the coefficients h{n), for \n\ 3> 0, are almost equal to zero
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and negligible, they can be thrown away. The first 17 coefficients h(n) are shown in
table B.l. It is noted here that h{n) = h(-n). More details can be seen in [3].
n h(n) n h(n) n fc(n) n h{n)
0 0.5417 5 0.0297 10 -0.0031 15 -0.0003
1 0.3068 6 -0.0121 11 -0.0026 16 0.0007
2 -0.0355 7 -0.0126 12 0.0016
3 -0.0778 8 0.0061 13 0.0011
4 0.0226 9 0.0057 14 -0.0009
Table B.l: The first 17 coefficients h{n) of the cubic spline filter.
B.l.2 The Binomial QMF Filter
The binomial QMF filter used in this thesis is 4 tabs long. Its coefficients h{n) is
given in table B.2. More details about this filter can be found in [2] and [12]. In this
h(n)
0.48296291314453
0.83651630373780
0.22414386804201
-0.12940952255126
Table B.2: The coefficients h(n) of the binomial QMF filter.
thesis, the filtering operation of this filter is not implemented by using the coefficients
h(n) directly. The binomial network described later is brought out to perform the
filtering operation.
The binomial family of orthogonal sequences is given by, for 0 < r < N and
0 < k < N,
N -r
xr(k) = Vr(Nk (B.2)
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where
V/(n) = f{n) - f(n - 1)
and
N\(?) [N-k)lk\'
Therefore, the binomial sequence for r = 0 is
/l\ f 7ATTTTP forO < Jfc < TV , ^
Akansu [12] showed that
X0(z) = (l + z-')N (B.4)
XT(z) = (l-z-'Yil +z-1)"-' (B.5)
where X0(z) and -XV(z) are the z-transforms of x0(k) and xr{k) respectively. The last
2 equations tell that
1-z-1
1 + z
A'^) = (t-7-7=t) -M*). (B-6)
The coefficients h{n) of the binomial QMF filter can be defined as
N-l
h(n) = J2 Qrxr{n) (B.7)
r=0
where <?r are certain constants. For N = 3 (corresponding to the 4-tab binomial QMF
filter said above), #o = 1 and Q\ = \/Z. From equation B.5 and B.7, one can find that
Af-l
H(z)=er(i-z-*y(i +
z-Y-r (b.8)
r=0
where H(z) is the z-transform of h(n). Equation B.8 says that any N+l tap binomial
QMF filter can be implemented from a simple network containing a few shift-registers
and multipliers. This network is called the binomial network [12].
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B.2 The Filters for the Biorthogonal Wavelet
Transform
B.2.1 The Recursive Linear Spline Filter
In this case, the linear spline filter is used as a decomposition filter and its transfer
function H[w) is given by
*(> = Trf=- (R9)1 + 6COSlW
The transfer function of its dual reconstruction filter is simply
H{u) = lpL. (B.10)
The transfer function H(w) can be obtained by
H{w) = L{w) + L(w)
where
1 + eiu
L(w) 3 + e2'"
Therefore, the recursive difference equation of the decomposition filter is can
be writ
ten as
y{n) = yL(n) + yL(n) (B.ll)
where
yL(n) = I {x(n) + x(n + 1) - yL(n + 2)} (B.12)
anc
() = I {x(n) + x(n - 1) - yL(n ~ 2)} (B.13)
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The symmetric extension of the finite samples can be used to implement equations
B.12 and B.13. Similarly, it can be easily seen that the difference equation of the
reconstruction filter is given by
y(n) = 0.5x(n) + 0.25z(n - 1) + 0.25x(n + 1). (B.14)
More detail can be seen in [9].
B.2.2 The FIR Laplacian Pyramid Filter
Here, the FIR Laplacian pyramid filter is used as a decomposition filter to implement
the biorthogonal WT-based signal decomposition. The coefficients h(n) of the Lapla
cian pyramid filter and coefficients h[n) of the reconstruction filter (the dual filter of
the Laplacian pyramid) are given in table B.3. More details can be found in [8].
71 h{n) h(n)
-3 -3/280
-2 -0.05 -3/56
-1 0.25 73/280
0 0.60 17/28
1 0.25 73/280
2 -0.05 -3/56
3 -3/280
Table B.3: The coefficients h(n) of the Laplacian pyramid filter and the coefficients
h(n) of its dual filter.
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