Study of the growth and of the electronic and structural
properties of two-dimensional materials by Travaglia, Elisabetta


UNIVERSITY OF TRIESTE
Department of Physics
Graduate School in Nanotechnology, Cycle XXX
PhD Thesis
Study of the growth and of the electronic and structural
properties of two-dimensional materials
Supervisor: Candidate:
Dott. Silvano Lizzit Elisabetta Travaglia
Cosupervisor:
Prof. Alessandro Baraldi
Academic Year 2016-2017

A Giulio e Teresa

5Sommario
Negli ultimi dieci anni, dopo l’isolamento del grafene e lo studio delle sue
eccezionali proprietà, la comunità scientiﬁca ha rivolto la propria attenzione
ai cristalli bidimensionali (2D), ed in particolare ai dicalcogenuri dei metalli
di transizione (TMDCs). Sebbene molto sforzo sia stato profuso per portare
la loro produzione su scala industriale e integrarli all’interno dei futuri dis-
positivi elettronici ed optoelettronici, un metodo che porti alla scalabilità di
questi materiali è ancora una sﬁda. Questa tesi è focalizzata sul meccanismo
di crescita dei TMDCs e studia gli aspetti legati al processo di nucleazione
e le fasi che portano alla formazione del cristallo, in modo da identiﬁcare le
condizioni ottimali per promuovere l’estensione dei domini dei layer. Inoltre
la tesi investiga i metodi che permettono la produzione di campioni TMDCs
con una singola orientazione, consentendo di ottenere una migliore qualità
dei layer, grazie alla riduzione del numero di bordi di grano formati dalla
coalescenza di isole con diversa orientazione e aprendo strade nuove verso
l’applicazione di concetti come la spin-valletronica ai dispositivi di nuova
generazione. La prima parte della tesi è dedicata alla crescita di MoS2 su
diversi substrati metallici, come Au(111), Ag(111) e Ag(110), con lo scopo
di investigare l’eﬀetto dell’interazione tra il layer sovrastante e il substrato, e
l’eﬀetto della simmetria del substrato sulla formazione di layer estesi di MoS2.
Per ottenere layer altamente cristallini formati da domini orientati allo stesso
modo, è stato implementato un nuovo protocollo di crescita su Au(111) ed
adattato poi per gli altri substrati, sebbene esso su questi ultimi producesse
due orientazioni, pur mantenendo alta la cristallinità. È stata caratterizzata
la struttura elettronica del MoS2/Au(111), con particolare interesse alla po-
larizzazione di spin fuori dal piano delle bande vicino a K e -K della zona di
Brillouin. Abbiamo successivamente esplorato la crescita di WS2 su Au(111)
per valutare la versatilità del metodo di crescita da noi sviluppato. Mediante
la calibrazione dei parametri di crescita, sono stati ottenuti dei campioni
altamente cristallini di WS2 con una singola orientazione, che sono stati suc-
cessivamente utilizzati per studiare il coupling elettrone-fonone, derivando
quindi preziose informazioni per le applicazioni sui device. L’ultima parte
della tesi è dedicata all’intercalazione dell’ossigeno al di sotto del grafene
cresciuto su Ir(111), con lo scopo di veriﬁcare se la presenza del grefene possa
cambiare la geometria degli atomi di ossigeno sull’Ir(111). Comparando i
risultati ottenuti dall’adsorbimento dell’ossigeno sull’Ir(111) pulito con quelli
in presenza del grafene, è stato possibile vedere che le strutture dell’ossigeno
formate sotto il grafene possono essere riprodotte sull’Ir(111) dosando delle
specie fortemente ossidanti come l’NO2, concludendo che il grafene non in-
terferisce in maniera apprezzabile con l’interazione adsorbato-substrato.

7Abstract
In the past ten years, after the isolation of graphene and the investigation
of its outstanding properties, the scientiﬁc community has focused on the
study of other two-dimensional (2D) atomic crystals, and particularly on the
transition metal dichalcogenides (TMDCs). Though much eﬀort is spent in
the perspective of scaling up the production and integrating these materials
in future electronic and optoelectronic devices, so far, a way towards sizable
growth of 2D-TMDCs is still a challenge. This thesis is focused on the growth
mechanism of TMDCs and studies aspects related to the nucleation process
and the steps that lead to the formation of the crystals, in order to identify
the optimal conditions to promote the increase of the domain size of the
layers. In addition, the thesis investigates on the methods to produce TMDCs
samples with a single orientation that allows to obtain better quality layers,
thanks to the reduced presence of grain boundaries formed by the coalescence
of islands with diﬀerent orientations, and allows to open the path towards
novel device concepts such as those based on the spin-valleytronics.
The ﬁrst part of the thesis is devoted to the growth of MoS2 on diﬀerent
metallic substrates, namely Au(111), Ag(111) and Ag(110), with the aim of
investigating the eﬀect of the interaction between adlayer and substrate, and
the eﬀect of the substrate symmetry in the formation of extended layers of
MoS2. In order to obtain a high quality layer with single domain orientation,
a new growth protocol was developed on Au(111) and adapted also for the
other substrates, where the high quality is presernved but with the presence of
two orientations. The electronic structure of the MoS2/Au(111) sample was
characterized, with a special attention to the out-of plane spin polarization
of the bands near K and -K points of the Brillouin zone.
We have subsequently explored the growth of single layer WS2 on Au(111)
in order to evaluate the versatility of the developed growth method. By
ﬁnding the proper growth parameters, we obtained high quality WS2 sam-
ples with a single orientation, that has been subsequently used to study
the electron-phonon coupling thus deriving useful information for electronic
device applications.
The last part of the thesis is dedicated to the oxygen intercalation under
graphene grown on Ir(111), with the aim of verifying whether the presence of
graphene changes the adsorption geometry of the oxygen atoms on Ir(111).
By comparing the results of oxygen adsorption on the bare Ir surface with
those in the presence of graphene, it was possible to see that the oxygen
overstructures formed under graphene can be reproduced on bare Ir(111)
by dosing strongly oxidizing species such as NO2, concluding that graphene
does not appreciably aﬀect the adsorbate-substrate interaction.

Contents
1 Introduction 1
1.1 The 2D materials . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 The transition metal dichalcogenides . . . . . . . . . . . . . . 4
1.2.1 Structure and properties . . . . . . . . . . . . . . . . . 4
1.2.2 Growth approaches for the synthesis of TMDCs . . . . 8
1.3 Our aim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2 Experimental techniques and setup 19
2.1 Photoelectron Spectroscopy . . . . . . . . . . . . . . . . . . . 19
2.1.1 Spectral features . . . . . . . . . . . . . . . . . . . . . 23
2.1.2 Core level photoemission line shape . . . . . . . . . . 24
2.2 Photoelectron Diﬀraction . . . . . . . . . . . . . . . . . . . . 25
2.3 Angle-Resolved Photoemission Spectroscopy . . . . . . . . . . 29
2.4 Scanning Tunneling Microscopy . . . . . . . . . . . . . . . . . 33
2.5 Low Energy Electron Diﬀraction . . . . . . . . . . . . . . . . 38
2.6 Elettra synchrotron radiation facility . . . . . . . . . . . . . . 39
2.7 The SuperESCA beamline at Elettra . . . . . . . . . . . . . . 40
2.8 The APE beamline at Elettra . . . . . . . . . . . . . . . . . . 43
2.9 The SGM-3 beamline at Astrid . . . . . . . . . . . . . . . . . 44
2.10 General experimental details . . . . . . . . . . . . . . . . . . 45
3 Growth and characterization of single-layer MoS2 on Au(111) 49
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2 Experimental details . . . . . . . . . . . . . . . . . . . . . . . 51
3.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . 52
3.3.1 MoS2 temperature programmed growth (TPG) . . . . 52
3.3.2 MoS2 high temperature growth (HTG) . . . . . . . . . 56
3.3.3 High resolution photoemission spectra . . . . . . . . . 58
3.3.4 Study of the structural properties . . . . . . . . . . . . 62
3.3.5 Study of the electronic structure . . . . . . . . . . . . 70
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
9
10 CONTENTS
4 Growth and characterization of single-layer MoS2 on Ag(111)
and Ag(110) 81
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.2 Experimental details . . . . . . . . . . . . . . . . . . . . . . . 82
4.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . 83
4.3.1 Growth and characterization of MoS2 on Ag(111) . . . 83
4.3.2 Structural characterization of MoS2 on Ag(110) . . . . 93
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5 Growth and characterization of single-layer WS2 on Au(111)105
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.2 Experimental details . . . . . . . . . . . . . . . . . . . . . . . 106
5.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . 107
5.3.1 Growth of WS2 . . . . . . . . . . . . . . . . . . . . . . 107
5.3.2 XPD and LEED measurements . . . . . . . . . . . . . 110
5.3.3 ARPES measurements . . . . . . . . . . . . . . . . . . 116
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6 Study of oxygen adsorption on Ir(111) and its intercalation
under graphene grown on Ir(111) 125
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.2 Experimental details . . . . . . . . . . . . . . . . . . . . . . . 126
6.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . 127
6.3.1 O2 dose on Ir(111) . . . . . . . . . . . . . . . . . . . . 127
6.3.2 NO2 dose on Ir(111) . . . . . . . . . . . . . . . . . . . 129
6.3.3 Oxygen intercalation under graphene grown on Ir(111) 136
6.3.4 XPD measurements . . . . . . . . . . . . . . . . . . . 137
6.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
7 Concluding remarks and outlook 147
Chapter 1
Introduction
In 1965 Gordon Moore predicted that the number of transistors per unit
area in a microchip would double approximately every two years[1] and
this is one of the most accurate prediction in the ﬁeld of electronics. In
fact, semiconductor companies have managed to follow this trend over the
past 50 years despite several announcements of an impeding stop given ﬁrst
by concerns about lithography resolution[2], and later, about the tunneling
through the thin gate insulator, and the resulting high gate leakage and ox-
ide breakdown[3]. The reason for the reduction of the transistor geometrical
size must be sought in the peculiar feature of the silicon planar metal-oxide-
semiconductor ﬁeld-eﬀect transistor (MOSFET), that is, the increase of the
performance for digital circuits as its dimensions are reduced[4]. Such geomet-
rical reduction has led to an exponential increase of the switching speed, a
decrease of the switching energy, a decrease in the power supply voltage and,
obviously, to an increased packing density. However, the merely reduction of
the MOSFET dimensions has been possible up to approximately gate lengths
of 100-200 nm because of increased degrading eﬀects like the short channel
eﬀects and gate oxide tunneling. To overcome these issues, other technology
boosters have provided some relief by also allowing an aggressive scale of the
supply voltage for the reduction of the power consumption as, for example,
new oxides for the gate dielectric in replacement of the SiO2 (the so called
high-k oxides), alternative device architectures (Tri-gate FETs, FinFETs,
nanowire FETs), process-induced strain and high-mobility channel materials
belonging to the III-V group of the periodic table of elements[5–8], but also
more innovative device concepts have been recently explored, such as Tunnel
FETs, Negative Capacitance FETs and Piezoelectric FETs. To give an idea
about the impressing progress of the silicon based semiconductor manufac-
turing process, in the early seventies the average MOSFET gate length was
about 10µm, whereas in April 2017 Samsung started to sell smartphones
with a 10 nm processor1. Despite the successful scaling of FETs, a further
1 http://www.samsung.com/uk/smartphones/galaxy-s8/performance/
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Figure 1.1: Scheme of a FET transistor with a MoS2 channel and a 1-nanometer
single-walled carbon nanotube (SWCNT) gate, adapted from [9].
reduction of the geometrical dimensions by employing the standard indus-
try technology solutions already cited is predicted to be unreliable below
5-nanometer gate lengths because of severe short channel eﬀects thus leading
to the necessity of ﬁnding new materials and/or architectures to maintain
a high device performance at low supply voltage, necessary for the progress
of nanoscale technologies. Among them, it has been recently demonstrated
that it is possible to produce 1 nm gate transistor using low dimensional
materials such as double layer molybdenum disulphide and single walled
carbon nanotubes, as shown in the sketch of ﬁgure 1.1[9]. This opened a
possible new path in the Post-Silicon Era, showing that a technology based
on a novel family of materials is possible. This class of materials is very
wide and the classiﬁcation is based according to the number of dimensions
which are not conﬁned to the nanoscale range. Hence, one can distinguish
between two-dimensional (2D) materials in which quantum conﬁnement oc-
curs along one dimension, one-dimensional (1D) and even zero-dimensional
(0D) materials. Due to the quantum conﬁnement, the constraints on the
physical dimensions, surface eﬀects and the higher surface-to-volume ratio,
the research was boosted towards this ﬁeld, in order to integrate them in
already existing technology or to develop novel applications.
The intense eﬀort made in the ﬁeld of the 2D materials is also due to
the fact that they can be combined to build heterostructures, new materials
which electronic structure can be engineered. Two or more 2D materials can
be vertically stacked one onto the other to create FET transistors[10], light
emitting diodes[11] and photovoltaic systems[12]. Moreover, the preparation
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of heterostructures on thin and elastic substrates opens to the possibility
of ﬂexible and transparent technology. Finally, two diﬀerent 2D materials
can also be integrated in the same plane and they can be exploited as p-n
junctions[13].
1.1 The 2D materials
Among low-dimensional materials, the two dimensional (2D) class gained a
lot of interest since the isolation and the development of a reliable process to
produce graphene[14]. The 2D family is formed by crystalline materials that
do not need to be supported by a substrate to exist and therefore can be
isolated as free-standing layers. Thanks to the great eﬀort spent in the ﬁeld
of graphene, a lot of 2D systems, such as hexagonal boron nitride (h-BN),
transition metal dichalcogenides (TMDCs), borophene, stanene and phos-
phorene, have been deeply studied. Ideally speaking, every layered material
could be cleaved down to their atomic planes[14]. However, some issues must
be taken into account: as the melting temperature decreases with dimension-
ality, 3D materials that melt at suﬃciently high temperature are likely to be
stable in their 2D form at room temperature. Moreover, 3D materials that
are chemically inert with no decomposed surface layer in air, are suitable
to produce 2D materials when exfoliated. On the other hand, the stability
of 2D materials depends also on the semiconducting or insulating character
that, as compared to the metallic one, results in lower reactivity. These are
the reasons why nowadays 2D crystals that are stable under ambient condi-
tions are approximately a dozen. Some of the most studied 2D materials are
discussed in the following.
Graphene. Graphene is an allotrope of carbon, in the form of a single
layer of carbon atoms arranged in a honeycomb lattice. The 1D nanotubes
and 3D graphite are other carbon structures related to it. Even if the study
of graphene is not new, research in this ﬁeld has been boosted by the isolation
of this material in 2004 by Novoselov and Geim, who were awarded with the
Nobel prize just six years later, in 2010. This material gained a lot of atten-
tion from the scientiﬁc community thanks to its exotic properties: it shows
high carrier mobility at room temperature (2.5× 105 cm2V−1s−1)[15], high
thermal conductivity (more than 3000Wm−1K−1)[16], high Young’s modulus
(around 1 TPa)[17], good optical transparency (97.7%)[18] and an anomalous
Hall eﬀect[19]. Moreover it shows linear pi-bands dispersion at the Fermi
Level at the K-point of the Brillouin zone[20], as theoretically predicted by
Wallace already in 1947[21]. Thanks to all these unique properties, together
with its very high stability under ambient conditions, graphene is suitable
for a lot of diﬀerent applications such as spintronic device[22], molecular
sensing[23], ﬂexible electronics[24] and other devices. There are also several
graphene derivatives, such as ﬂuorographene, a stable insulator, that can be
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produced by ﬂuorination of graphene[25]; graphane, the fully hydrogenated
graphene[26]; graphene oxide[27] and boron carbon nitride[28, 29].
Hexagonal boron nitride. Hexagonal boron nitride single layer is an-
other very important 2D material, being an insulator with a band gap of
5.9 eV[30]. Isostructural to graphene, it is a single sheet of alternating boron
and nitrogen atoms arranged in a sp2-honeycomb lattice[31], with strong
covalent bonds, that give rise to its high mechanical strength, good thermal
conductivity, excellent chemical and thermal stability[32]. Since the lattice
mismatch between h-BN and graphene is very small, it can be exploited as
an insulating layer to build graphene devices. Indeed it was shown that the
carrier mobility is one order of magnitude better with respect to graphene
on SiO2[33].
2D oxides. 2D oxides, like for example MnO2, TiO2, TaO3 and V2O5
2,
raised attention for their potential use as high-k dielectrics in FET devices
and because, being oxides, they are quite inert, even if they tend to react with
molecules such water and hydrogen and may lose oxygen. Layered oxides
are commonly polycrystalline and mechanical exfoliation can normally be
used with high quality crystals. This entails that only a few 2D oxides
can be obtained via exfoliation method. Therefore, a generalized bottom-
up strategy for controlled synthesis of metal oxides in 2D nanostructures
is highly desirable to satisfy the demand in various applications related to
sensing, catalysis, energy storage and electronic devices [35].
1.2 The transition metal dichalcogenides
1.2.1 Structure and properties
Transition metal dichalcogenides (TMDCs) are an important class of 2D
materials. The single layer (SL) consists of three atomic sheets, one of a
transition metal from group 4-10 (M; typically Mo, W, Nb, Re, Ni or V),
between two layers of a chalcogen (X; typically S, Se or Te) with a stoi-
chiometry MX2. The atoms inside the three layers are hexagonally packed
and the M atoms can have octahedral or trigonal prismatic coordination
as shown in ﬁgure 1.2. Moreover, bulk crystals can crystallize in diﬀerent
forms, with diﬀerent properties and stability, depending on the M atom coor-
dination and on the stacking order of the SL. M and X atoms are covalently
bonded within the molecular layer whereas the MX2 sheets mutually interact
through van der Waals forces. Depending on the coordination and oxidation
state of the metal atom, bulk TMDCs can be metallic, like NbS2 and VS2,
semiconducting such as MoS2 and WS2 or insulating like HfS2. We note,
incidentally, that the interest toward these materials is not recent, indeed the
2Note that they can exhibit stoichiometry different from their 3D counterparts after
intercalation and exfoliation[34]
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Figure 1.2: TMDCs general structure. MX2 top view where the unit cell is high-
lighted with a light blue rhombus and the lattice constant aMX2 with the arrows.
MX2 side view. Trigonal prismatic and octahedral MX2 phases.
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structure of MoS2 was already determined in 1923[36] and used for industrial
applications as a dry lubricant thanks to its low friction coeﬃcient given
by its layered structure[37, 38] and to the fact that it is relatively inert in
ambient air. Moreover, it is exploited in the industrial ﬁeld as a catalyst for
the hydrodesulfurization process for the removal of sulfur from petroleum
fractions[39].
TMDCs, and in particular SL MoS2, have attracted remarkable attention
for future electronic devices and many studies have been performed on char-
acterizing the electronics and optical properties[40–44]. In fact, by scaling
down to single layer, TMDCs show unique optical and electronic properties
that diﬀer from the ones of the bulk TMDCs because of the lateral con-
ﬁnement. In particular, MoS2 exhibits a transition from an indirect band
gap (Eg=1.29 eV) in its bulk form to a direct band gap (Eg=1.90 eV) in
the monolayer form. This confers a high absorbance coeﬃcient and a high
eﬃciency in the core-hole couples in the photo-excitation process, allowing,
for instance, the production of high sensitivity photo-transistors, opening
a path for the use of this material in the nanotechnology ﬁeld, in the op-
toelectronic integrated circuits[40–42], light sensors, biomedical imaging[45],
as well as for ﬁeld eﬀect transistors (FETs) based on the interband tunnel
eﬀect for low power device applications[46, 47] The bandgap engineering as
a function of the number of SLs and of the applied stressors[48], together
with the scalability of the MoS2, its band structure, and the low density of
defects at the MoS2-dielectric interface[46] makes it a promising candidate
for future generations of switching FET devices featuring nanoscale dimen-
sions and few devices have already been demonstrated in the literature with
on/oﬀ ratios larger that 108 and room temperature mobility larger than
200 cm2V−1s−1[9, 49, 50].
Another interesting feature of TMDCs comes from the possibility to
exploit degrees of freedom that go beyond the standard one based on the
electronic charge to encode and process information. In fact, current technol-
ogy exploits the charge of electrons as a mean for storing bits of information
by probing it through electric ﬁelds, but additional degrees of freedom given
by the spin of electrons and the valley to which they belong can also be
exploited, leading to spin- and valleytronic based devices. Spin-dependent
electron transport phenomena in solid-state devices are studied by more than
30 years[51] and spintronics aims to control the carrier spin to store, manipu-
late and retrieve bits of information to make, at least from theoretical point of
view, data more robust and reproducible, preventing misleading readings[52–
54], due to the shielding from undesired electric ﬂuctuations always present
in standard charged-based devices. Concerning the valleytronics, the concept
of valleys comes from the inspection of the band structure of a crystal, that
is the dispersion of the allowed electronic states in the energy-momentum
space, in which can be identiﬁed local maximum in the valence band or local
minima in the conduction band that are referred to as a valley. Similar to the
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M X
Figure 1.3: MX2 structure and schematic Brillouin zone band structure. The colors
of the split valence band maximum (blue/red) refer to the diﬀerent spin orientation
of these states, which is inverted in K and -K points of the Brillouin zone.
spintronics, valleytronic aims at controlling the carriers by localizing them
to one speciﬁc valley (valley polarization), leading to a pseudospin index
that is associated with the valley type. Pioneering experiments have success-
fully demonstrated the capability to induce valley and spin polarization in
AlAs[55, 56] and bismuth[57] and, with the discovery of graphene, the ma-
nipulation of the valley index has become more attractive[58–61]. However,
the existence of inversion symmetry in the graphene crystal structure makes
the control of the valley degree of freedom quite complicated[62] and some
eﬀorts have been made in this direction to break the inversion symmetry by
using external electric ﬁelds[59].
In this context, SL TMDCs play an important role because of manifold
reasons. In fact, it is well known that in the SL limit these materials have
non-equivalent degenerate valleys in the valence band at the K and K’ points
of the Brillouin zone with a strong spin-splitting as shown in ﬁgure 1.3. In
such SL, the inversion symmetry is explicitly broken and, therefore, electrons
in the K and K’ valleys have ﬁnite but opposite Berry curvature that gives
rise to interesting topological transport properties[53, 56, 59]. This means
that electrons in the two diﬀerent K-valleys experience eﬀective magnetic
ﬁelds that are proportional to the Berry curvature with equal magnitudes
but opposite signs[59, 62]. This aspect is relevant because it deﬁnes the
optical pumping selection rules that allow optical pumping of valley-polarized
carriers by circularly polarized photons and it is responsible for the Valley
Hall Eﬀect (analogous to the spin Hall eﬀect[63, 64]) in which electrons
from K and K’ valleys in the presence of a in-plane longitudinal electric
ﬁeld experience opposite forces that make them drift perpendicularly to the
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electric ﬁeld[53–60, 65]. Therefore, in the case of a net valley polarization
(diﬀerent population of the two valleys) obtained, for example, with optical
pumping, the valley polarization can be detected by measuring a voltage drop
at the edges of the SL TMDCs[53, 62]. Moreover, SL TMDCs with heavy
metal atoms show a strong spin-orbit coupling originated from the d orbitals
that lead to nearly fully spin polarized K-valleys. This coupling between
spin and valleys translates into spin- and valley-dependent optical selection
rules and carriers with various combination of valley and spin indexes can be
selectively optically-excited[53]. In addition, a strong stability (long lifetime)
of such a spin- and valley- polarized carriers in TMDCs is predicted because
of two aspects: the ﬂipping of the valley occurs over long distances in the k-
space since K-valleys are separated by wave vectors comparable with the size
of Brillouin zone thus requiring atomic scale scatterers. Furthermore, elastic
scattering of carriers lying in the K-valleys requires simultaneous valley and
spin ﬂip supported by atomic scale magnetic scatterers[53].
1.2.2 Growth approaches for the synthesis of TMDCs
In order to produce single-layer TMDCs, diﬀerent approaches have been de-
veloped and they can be divided into top-down and bottom-up approaches.
The top-down approaches include the micromechanical exfoliation, which is
nowadays the easiest and fastest method to obtain two-dimensional materials
and indeed, devices based on exfoliated MoS2 have already been produced[66].
This method, in the case of MoS2, consists in exfoliating from commercially
available crystals of molybdenite a single layer of MoS2 through repeated
peeling of the bulk crystal by using an adhesive scotch tape. However, even
though this approach allows the production of single ﬂake of high purity, it
is not suitable for large scale applications because of the lack of reproducibil-
ity in terms of thickness and size of the ﬂakes[67]. Also liquid exfoliation,
consisting in dispersing layered compounds in common organic solvents[68],
and intercalation of lithium ions using an electrochemical set-up do not lead
to satisfactory results[69]. Within the bottom-up methods we ﬁnd the ther-
molysis of compounds containing Mo or W and S atoms decomposing in
oleylamine, an organic surfactant[70], or layers of ammonium thiomolybdate
(NH4)MoS4 in presence of S[71]. TMDCs can also be grown through sul-
phurization of ﬁlms containing metallic atoms in solid phase[72]. Chemical
vapor deposition (CVD), starting from the metal and the chalcogen[72], or
from metal oxides and chalcogen precursors[73–75], is the most promising
method towards large-scale production of extended monocrystalline single
layers, though the presence of defects like grain boundaries and the lack of
control on the homogeneity of the layer are unavoidable. On the other hand,
another approach that gives good results in growing high quality single layer
TMDCs is the physical vapor deposition (PVD), starting from a metal, and
a gaseous S source, such as H2S[76]. It allows the synthesis of highly pure
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single layer MoS2 nano-islands, that are a good template for the study of
the physics of this material.
1.3 Our aim
As mentioned before, one of the most promising methods to produce highly
crystalline single layer TMDCs is the PVD. However, it is important to
stress the fact that, so far, this method has allowed to obtain nano-islands,
diﬃcultly compatible with the micro and nanofabrication processes for the
integration in the future devices. Therefore, in the perspective of scaling up
the production, it is necessary to ﬁnd a way towards sizable growth of 2D
layers. The ﬁrst point in order to achieve this result is to better understand
the growth mechanism. A turning point in this sense can be obtained through
a deep comprehension of the nucleation process and the detailed study of the
steps that lead to the formation of the crystals, such as transition metal and
chalcogen adsorption and their bond, and, how the temperature aﬀects the
growth. Only in this way, it is possible to identify the optimal conditions to
promote the increase of the domain size of the layers. Moreover, for a better
quality of the layer, the presence of domains with a single orientation is
highly desirable because of the reduced presence of grain boundaries, formed
by the coalescence of islands. In addition, singly oriented domains open the
path to novel applications such as spin- and valleytronics and the possibility
of studying in details all the electronic properties of these materials. For
these reasons, the aim of this thesis is to provide an insight on the growth
of the TMDCs on transition metal substrates and a detailed investigation
of their structural and electronic properties are presented in the following
chapters.
With the purpose of improving the quality of these layers, much eﬀort was
spent to carefully study the PVD growth process reported in the literature[76],
consisting in dosing the sample at room temperature with Mo in H2S atmo-
sphere, followed by thermal annealing to produce the MoS2 layer (Temper-
ature Programmed Growth (TPG)). In Chapter 3 we describe the growth
of MoS2 on Au(111) substrate. In the ﬁrst part, we analyzed the processes
involved in the transition between the sulﬁded Mo clusters on the gold sur-
face to single layer MoS2. Fast-XPS measurements were used to study the
evolution of the intermediate species present on the surface and their role
in the formation of MoS2. In the second part of the chapter, we focused on
another crucial point, namely the possibility of growing MoS2 with a single
domain orientation with respect to the Au substrate. In this view, a new
growth protocol, consisting in keeping the sample at high temperature dur-
ing dose (High Temperature Growth (HTG)), was developed. This method
promoted the MoS2 formation from the beginning of the growth procedure
and the ﬁnal layer showed very high quality. The important outcome of this
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procedure is the formation of MoS2 domains of a single orientation, deter-
mined by comparing XPD results with multiple scattering simulations. The
unique orientation of the layer allowed us to measure the complete out-of
plane spin polarization of the bands near K and -K points of the Brillouin
zone.
After having developed a new growth protocol that leads to undeniable
advantages, we wanted to understand if this approach could have been applied
for the growth of MoS2 on a diﬀerent substrate. We studied its growth on
another high symmetry surface, Ag(111), with the aim of investigating the
eﬀect of a higher interaction between adlayer and substrate in the formation
of extended layers of MoS2. We used the HTG approach and by means of
fast-XPS, we studied the dynamics of the process which results in the direct
formation of MoS2. The results obtained have been summarized in chapter 4,
where the we show that indeed extended layers of MoS2 can be formed, but
with the presence of two antiparallel domains in equal proportion. Moreover,
the XPS data analysis suggested the metallicity of the layer due to the
interaction with the substrate. With the aim of investigating the eﬀect of
the substrate symmetry, we chose Ag(110) and we successfully grew MoS2
through a combination of TPG and HTG methods, obtaining a well ordered
layer with equal amount of the two antiparallel domains, as expected from
the symmetry of the subtrate.
Once the growth of MoS2 was fully characterized, in chapter 5, we explored
the growth of WS2 on Au(111) with the HTG growth method. WS2 was
chosen because, like MoS2, it can be exploited for the creation of future
devices for the storage or transmission of quantum information, due to the
strong lifting of the spin-degeneracy in the band structure, in particular near
the valence band (VB) maximum at K point. By using fast-XPS during
growth it was possible to ﬁnd the proper growth parameters to obtain just
one single orientation of the layer. The high quality WS2 samples obtained
where then used for the study of many body eﬀects in this material such as
the branch dependent electron-phonon coupling strength.
Chapter 6 is devoted to another very interesting 2D material, that is
graphene. We studied the oxygen intercalation under graphene grown on
Ir(111). It is known that graphene can be successfully decoupled from the
substrate by oxygen, leading to a quasi free-standing graphene. However, the
aim of this study was to verify whether the presence of graphene changes
the adsorption geometry of the oxygen atoms on Ir(111). In order to verify
this aspect, we compared the results of oxygen adsorption on the bare Ir
surface with those in the presence of graphene; it was possible to see that
the graphene layer allows to reach a higher oxygen coverage on Ir, with the
oxygen atoms sitting always in the same adsorption site. However, the same
structures can be reproduced on bare Ir(111) by dosing strongly oxidizing
species such as NO2, concluding that graphene does not aﬀect the adsorbate-
substrate interaction.
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Chapter 2
Experimental techniques and
setup
2.1 Photoelectron Spectroscopy
Photoelectron Spectroscopy (XPS) is a very powerful non-destructive tech-
nique suitable for chemical analysis: it gives information about the elements
present in the sample and their chemical state. These features make it useful
in many ﬁelds, in particular in materials science. XPS relies on the photo-
electric eﬀect, ﬁrst observed by Hertz in 1887[1], and for which formalization
Albert Einstein in 1921 was awarded with the Nobel Prize in Physics. This
section brieﬂy describes the processes that underlie the photoelectric eﬀect
and some aspects required for the interpretation of the experimental results.
As depicted in ﬁgure 2.1, when a photon with a certain energy interacts with
a solid, it can remove an electron from an atomic core level or a molecular or-
bital, promoting it above the vacuum level. This process is usually described
with a three step model[2]:
1. photoelectron excitation due to photon absorption;
2. transport of the photoelectron from the emitter atom towards the
surface;
3. electron escape from the surface into the vacuum.
In order for this to happen, the photon energy must be higher than
the sum of the initial electron binding energy and the work function of
the solid. Within the one-electron approximation, the kinetic energy of the
photoelectron in vacuum Evackin can be written as
Evackin = hν − EFb − φ (2.1)
where hν is the photon energy, EFb is the binding energy referenced to the
Fermi level (EF ) and φ is the work function of the material, deﬁned as the
19
20 2.1 Photoelectron Spectroscopy
E
F
2p
1s
2s
e
-
Sample
Electron 
Energy 
Analyzer
E
F
b
hν
Figure 2.1: Schematic illustration of the photoemission process.
minimum energy required to remove an electron from the solid, that is the
energy diﬀerence between the Fermi level and the electrostatic potential
in the vacuum (nearby the surface)[3]. From this formula, it is possible to
estimate EFb if the other quantities are known. E
F
b is characteristic for each
element, hence XPS can be used for chemical identiﬁcation. Another impor-
tant property of photoemission spectroscopy is the surface sensitivity. This
is related to the inelastic mean free path (IMFP) of the electrons, i.e. the
average distance that an electron can travel before suﬀering energy losses
due to inelastic scattering. Figure 2.2 reports the IMFP for diﬀerent energies
and materials, and it is worth noting that, while it strongly depends on the
electron energy, it is almost independent from the material, leading to a
general trend called universal curve. The IMFP at kinetic energy lower than
50 eV is dominated by collective excitations of atoms (phonons) and elec-
trons (plasmons), while at kinetic energy higher than ∼100 eV one electron
excitations dominate. These two trends lead to the formation of a minimum
between 50 and 100 eV kinetic energy. In general, between 20 eV and 500
eV, the IMFP is less than 10 Å, which means that the photo-electrons ob-
served without energy loss come from the ﬁrst few layers of the solid and
hence this guarantees the surface sensitivity of the technique. XPS can be
used for quantitative analysis but, in order to do this, we must know the
cross-section σ, deﬁned as the probability per unit time for a system to be
promoted from its initial electronic state Ψi to a ﬁnal state Ψf thanks to
the absorption of a photon with energy hν=hω/2π, divided by the photon
ﬂux. The cross-section σfi can be written as
σfi =
4π2e2
3~c
ω |〈Ψf | rˆ |Ψi〉|2 (2.2)
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Figure 2.2: Electron IMFP as a function of the electron kinetic energy for diﬀerent
elements leading to the so-called universal curve.
where rˆ is the position operator. The photoemission cross-section depends
on the atomic level and on the atomic number of the element but it is
independent from the chemical environment of the atoms[4]. Figure 2.3 shows,
as an example, the variation of the photoemission cross-section as a function
of the photon energy for some of the core levels analyzed in this thesis
work, speciﬁcally Au 4f, Mo 3d and S 2p core levels. This ﬁgure underlines
the convenience oﬀered by a synchrotron facility, namely the possibility to
choose a suitable photon energy. Indeed, by tuning the energy, it is possible
to maximize, or minimize, the sensitivity to a certain core level, enhancing
or diminishing the corresponding photoelectron cross-section.
Now, we take a step back and focus on the physical meaning of the binding
energy term obtained by means of equation 2.1. Let us ﬁrst consider the
approximated model used so far for the determination of equation 2.1, that
is the single particle approximation. In this case, the photoemission process
removes an electron from the atom leaving the other electrons unchanged.
Therefore, by considering an atomic system with N electrons, and by assuming
that the system after the photoemission process remains unperturbed in the
same state as before the event (frozen orbital approximation), Koopmans in
1934[5], showed that
Evacb (k) = E
f (N − 1, k)− Ei(N) = −ǫk, (2.3)
where ǫk is the Hartree-Fock orbital energy. In other words, equation 2.3
assumes that the measured binding energy corresponds to the ground-state
orbital energy of the electron. However, due to many body eﬀects, like the
relaxation of the system after the photoemission process and the electron
correlations, equation 2.3 can result in a rough approximation for the de-
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Figure 2.3: Photoemission cross-section for Au 4f , Mo 3d and S 2p core levels as
a function of the energy of the incident photons.
termination of the binding energy. Therefore, a more correct description of
Eb(k) is given by
Evacb (k) = −ǫk + δEcorr − δEintrarel − δEinterrel (2.4)
that takes into account the intra-atomic relaxation of the (N-1)-electrons
δEintrarel , and the electron correlation δEcorr, which is excluded from the
Hartree-Fock approximation. Moreover, when we consider an atom placed in
a solid, the interatomic relaxation δEinterrel is added. In addition, the picture is
even more complicated by considering other ﬁnal state eﬀects, such as shake-
up and shake-oﬀ transitions that, together with the generation of plasmons
which are a collective excitation of electrons in the valence band, generate
satellite peaks with characteristic features at diﬀerent BE with respect to
the main peak.
Figure 2.4 schematically explains how the density of states inside the solid
can be detected. Indeed, in a photoemission experiment, the photoelectron
kinetic energy is measured and the binding energy is calculated by means
of equation 2.1, where the Fermi level is the commonly used binding energy
of reference for metals. However, the energy of the photoelectrons entering
in the analyzer is changed by the diﬀerence between the work function of
the analyzer φanalyzer and that of the sample φ. This is true if the sample
and the analyzer are grounded together and therefore they have a common
Fermi level. In this way the equation 2.1 can be re-written as
EFb = hν − Emeaskin − φanalyzer, (2.5)
where the work function of the electron energy analyzer φanalyzer is a known
value.
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Figure 2.4: Energy level diagram in a XPS experiment.
2.1.1 Spectral features
The ﬁrst spectral contribution described in this section is the chemical shift.
XPS does not give information only about the chemical elements present
in the sample, but also reﬂects the diﬀerent structural and chemical envi-
ronments. The formation of a chemical bond, in which delocalized valence
electrons are directly involved, is perceived also by the localized core elec-
trons, which binding energy changes. The chemical shift is the value that
contains this information and it is deﬁned as the binding energy diﬀerence of
a given core level in two atoms of the same element with diﬀerent chemical
surroundings. As an example, ﬁgure 2.5 (a) reports the Mo 3d core level for
metallic molybdenum deposited on Ag(111), colored in blue, and molybde-
num belonging to single layer MoS2, in pink. It is clear from the graph that
the spin-orbit doublets are centered at diﬀerent binding energies, reﬂecting
the fact that the molybdenum atoms are in a diﬀerent environment. A par-
ticular chemical shift is the Surface Core Level Shift (SCLS), which is the
binding energy diﬀerence between the atoms at the surface with respect to
those in the bulk of a solid sample. The presence of the SCLS is extremely
useful when performing studies of the reactivity of a surface, as it permits a
direct access to what is happening to the sample surface atoms, for example
during a chemical reaction. The SCLS, often observed in transition metal
surfaces, has a smaller extent compared to other core level shifts (500-600
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Figure 2.5: (a) spin-orbit splitted components of Mo 3d core level for metallic Mo
(blue) and for MoS2 (pink); (b) Au 4f7/2 core level spectrum.
meV and below), therefore it must be studied by means of high resolution
photoelectron spectroscopy.
Another relevant spectral feature of the XPS spectra is the spin-orbit
splitting which is caused by the interaction between the spin of the electron
(s=1/2) and its angular momentum l. This leads to a splitting of the two
degenerate states having a total angular momentum quantum number j =
l± 1/2. Figure 2.5(a) shows the 3d3/2 and 3d5/2 spin-orbit split components
of the Mo 3d photoemission peak. The intensities of the two spin-orbit split
components are related by the equation (2j++1)/(2j−+1) where j± = l±s
and s = 1/2. In the case of a d-level such as the Mo 3d reported in ﬁgure
2.5 (a), l=2 and the ratio between the peaks is 3/2.
2.1.2 Core level photoemission line shape
In order to perform quantitative chemical analysis with XPS, a theoretical
model that describes the photoemission spectrum is needed to ﬁt the data.
The Doniach-S˘unjić semi-empirical formalism[6] convoluted with a Gaussian
distribution is used for the ﬁtting of many core levels. In this model, there are
three contributions: the Lorentzian contribution, arising from the ﬁnite core-
hole lifetime related to the decay-processes via Auger and X-ray emission;
the asymmetry parameter, describing the contribution of electron-hole pairs
excitation near the Fermi level; the Gaussian function, which accounts for
the experimental energy resolution and the vibrational and inhomogeneous
broadening. Let us now analyze these diﬀerent contributions. Considering
the Heisenberg’s uncertainty principle ∆E∆t ≥ ℏ/2, a ﬁnite core hole life-
time implies an uncertainty in the energy. By assuming an exponential
decay probability in the time domain for the core hole, the resulting spectral
function, obtained by means of the Fourier transform, assumes the form of
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a Lorentzian distribution
ILor(Ekin) =
I0
π
ΓL/2
(Ekin − E0)2 + (ΓL/2)2 , (2.6)
where ΓL is the full width at half maximum (FWHM) and E0 is the position
of the peak in the spectrum for the maximum intensity I0.
The experimental energy resolution derives from the fact that the monochro-
mator selects a ﬁnite photon band width and the electron energy analyzer has
a ﬁnite resolution. The inhomogeneous broadening derives from the superpo-
sition of lines with diﬀerent chemical shifts that cannot be resolved. Finally,
the vibrational broadening is due to the excitation of low energy vibrational
modes. These three eﬀects are represented by the Gaussian distribution
IGaus = I0 exp
(
−(Ekin − E0)
2
2Γ2G
)
, (2.7)
where ΓG is the FWHM. In order to take into account the inelastic tail of
the photoemission peaks due to excitation of electron-hole pairs at the Fermi
level, the Doniach-S˘unjić function presents an asymmetry parameter α
IDS(Ekin) = I0
ΓE(1− α)
[(Ekin − E0)2 + (Γ/2)2](1−α)/2
ζ(Ekin), (2.8)
where ΓE is the gamma function
ΓE(x) =
∫ ∞
0
tx−1e−tdt. (2.9)
and
ζ(Ekin) = cos
[
πα
2
+ (1− α) arctan
(
Ekin − E0
Γ/2
)]
. (2.10)
This model was used to analyze the XPS spectra presented in this thesis and
a linear background was included in the ﬁts. Finally, all the binding energies
were referenced to the Fermi level, which was measured together with the
corresponding core level spectra.
2.2 Photoelectron Diffraction
When a photoelectron leaves the emitting atom, it can reach the analyzer
following a direct path or it can be scattered by the atoms surrounding the
emitter. The interference of the direct primary wave and the scattered waves
produces diﬀraction patterns, that are modulations of the photoemission
intensity that depend on the emission direction and the electron kinetic
energy. This mechanism, which is schematically shown in ﬁgure 2.6, is at
the base of the X-ray Photoelectron Diﬀraction (XPD) technique. The XPD
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Figure 2.6: Sketch of the photoelectron diﬀraction process. φ0 is the direct wave
and φl are the scattered waves.
technique is an eﬀective tool to study short range order, bond directions,
bond distances and site symmetries with chemical speciﬁcity by selecting a
given emitter through its core level peak.
The intensity I(k) of the diﬀraction pattern along a given k direction can
be determined by means of the Fermi Golden Rule, where the calculation
of the squared matrix element is based on the dipole approximation. This
is based on the assumption that the wavelength of the incoming photon is
much longer than the atomic distance, thus ignoring the spatial dependence
of the electromagnetic wave (eikr ≃1). This assumption is valid for photon
energies lower than approximately 1 KeV and leads to a squared transition
matrix element that depends on the dipole operator (ǫ · r). Therefore, the
intensity is given by:
I(k) ∝
∑
emitt
| < ψi(r,k)|ǫ · r|ψf (r,k) > |2 (2.11)
where k=(k, θ, φ), ψi(r,k) is the initial-state wave-function, ǫ is the polar-
ization vector of the incident photons, r is the vector connecting neighboring
atoms, and ψf (r,k) is the ﬁnal-state wave-function resulting from the scat-
tering process. Within the single-scattering approximation, ψf (r,k) can be
written as
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ψf (r,k) = φ0(r,k) +
∑
j
φj(r, rj → k), (2.12)
where φ0 is the direct wave and φj is the generic scattered wave resulting
from the scattering of φ0 with a scatterer at position rj , and emerging in
the direction k.
Since the distance between the emitter and the detector can be regarded
to be inﬁnite along k, both the direct and scattered waves can be written as
spherical waves
φ0(r,k) ∝ e
ikr
|r| (2.13)
φj(rj ,kj) = φ0(r,k)
fj(k, θj)eik|r−rj |
|r− rj | , (2.14)
where θj is the angle between rj and k and fj(k, θj) is the scattering
factor. Usually the expression for fj(k, θj) is calculated by assuming that
the incoming wavefunction φ0(r,k) is a plane wave and can be written as
fj(k, θj) = |fj(k, θj)|eiχj(θj), (2.15)
where χj is a phase shift associated with the scattering event. By plotting
the amplitude of the scattering factor as a function of the scattering angle, as
shown in ﬁgure 2.7 for copper[2], interesting features emerge. The scattering
factor is strongly anisotropic and has its maximum at small scattering angles.
This is the so-called forward scattering that shows a strong enhancement of
the measured intensity for scattering atoms that sit between the emitter atom
and the detector, that is at θj=0◦. Moreover, the intensity of the scattered
wave is increased by increasing the kinetic energy and becomes essentially
dominant at large kinetic energies. The analysis performed at large kinetic
energy allows the direct interpretation of the data, that is, to determine the
interatomic bond directions of the atoms close to the surface. At kinetic
energies lower than approximately 100 eV, there is a large modulation at
all angle, whereas at intermediate energies, ranging between ∼100 eV and
∼1000 eV, only forward and backward scattering are present. The latter is
associated with photoelectrons scattered by atoms placed at an opposite
orientation with respect to the ones responsible of forward scattering, that
is at θj=180◦.
For an accurate description of the photoelectron diﬀraction process, other
eﬀects must be taken into account. Firstly, multiple scattering calculations
must be added. Moreover, one must consider the inelastic scattering of the
electrons that reduces their propagation in the solid and, ﬁnally, the ther-
mal vibrations. In order to extract detailed information about the structure
around the emitting atom, the experimental diﬀraction patterns must be
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Figure 2.7: Magnitude of the scattering factor for copper as a function of the
scattering angle and for diﬀerent electron kinetic energies. Adapted from reference[2]
.
Figure 2.8: Schematic diagram of (a) an azimuthal and (b) a polar scan.
compared with theoretical calculations. Several computational approaches
were developed to take into account these eﬀects[7]. All the theoretical simu-
lations that are present in this thesis have been performed using the Electron
Diﬀraction in Atomic Clusters (EDAC) package[8]. The working principle of
this code is based on the implementation of an atomic cluster and the use of
multiple scattering theory to model the XPD pattern at a speciﬁc electron
kinetic energy.1
The photoemission spectra were measured for diﬀerent polar (θ) and
azimuthal (φ) angles, as shown in ﬁgure 2.8, and for each of them, the peak ﬁt
analysis was performed and the intensity I(θ, φ) of each component resulting
from the ﬁt, i.e. the area under the photoemission line, was extracted. Each
XPD pattern was measured over a wide azimuthal sector 160◦, from normal
1For further details on the EDAC code the reader is referred to the reference man-
ual which is available online at http://garciadeabajos-group.icfo.es/widgets/edac/
manual/edac.html
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Figure 2.9: (a) Sketch of the trajectory of the electrons as they move from the
entrance slit to the two dimensional detector. θ is the polar angle, ϕ is the azimuthal
angle. (b) Angle-resolved photoemission intensity along the Γ-K direction of single
layer MoS2 Brillouin zone.
(θ=0◦) to grazing emission (θ=70◦). All the XPD data were displayed as a
stereographic projection of the modulation function χ, which was obtained
from the peak intensity for each polar emission angle as
χ(θ, φ) =
I(θ, φ)− I0(θ)
I0(θ)
(2.16)
where I0(θ) is the average intensity for each azimuthal scan. The experimental
XPD results were then compared with the simulations and the agreement
between the two was quantiﬁed by the Reliability Factor (R)[9],
R =
∑
i(χexp,i − χsim,i)2∑
i(χ2exp,i + χ2sim,i)
(2.17)
where χsim,i and χexp,i are the calculated and the experimental modulation
functions for each data point i.
2.3 Angle-Resolved Photoemission Spectroscopy
Angle-resolved photoemission spectroscopy (ARPES) is widely used to inves-
tigate the valence band, and in general electronic states below the Fermi level,
of crystalline solids, returning a map of the occupied electronic band structure
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of the solid and therefore obtaining information about its electronic proper-
ties. This technique provides also a deep insight into many-body interactions
in ordered solids and it is the main tool to study phenomena such as strongly-
correlated electronic systems[10] and electron-phonon coupling[11, 12]. In
ARPES, photoelectrons are emitted from the solid upon absorption of an
incoming photon as much as it happens for XPS. Photoemission spectra are
collected at diﬀerent emission angles in order to extract information about
electron binding energy and initial crystalline momentum, determining the
electron energy dispersion relation E(k) and therefore mapping the band
shape, as brieﬂy described below.
The relation between the energy of electrons and their momentum deﬁnes
the electronic band structure, and can be obtained by solving the Schrödinger
equation with a proper Hamiltonian. By neglecting many-body interactions
between electrons, the behavior of electrons inside a crystal can be described
by the one-electron Hamiltonian. Before solving the Schrödinger equation
for an electron inside a crystal, we assume the simplest case of free electrons,
where we can write the steady-states Schrödinger equation as
[− ~
2
2me
∇2r ]ψ(r) = Eψ(r). (2.18)
The eigenfunctions ψk(r) and the eigenvalues E(k) solution of the equation
2.18 are given by
ψk(r) = A exp(ik · r) +B exp(−ik · r) (2.19a)
E(k) = ~2|k|2/2me (2.19b)
where me is the electron rest mass and A and B are complex amplitudes.
The energy dispersion relation E(k) in this case is parabolic and it is shown
in ﬁgure 2.10 (a) along a given direction in the k-space.
Let us now consider the case of an electron in a crystal for which the
Hamiltonian reported in equation 2.18 must also include a potential term
given by the atomic potentials of the ordered crystal lattice. This periodicity
implies that the steady state solutions of the Schrödinger equation are Bloch
waves ψk(r) = uk(r) exp(ik · r) given by the product of a plane wave and
a periodic Bloch function uk(r) that represents the rapid oscillations on
the scale of the crystal lattice. The properties of this new ψk(r) and of the
corresponding eigenvalues are:
ψk(r) = ψ(k+G)(r) (2.20a)
Ek = Ek+G (2.20b)
where G is the reciprocal lattice vector. Consistently with a second order
parabolic approximation, the dispersion relation in the proximity of a valley
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Figure 2.10: (a) Energy dispersion relation for the free-electron case. (b) Energy
dispersion relation for a nearly free electron with a vanishing (dashed line) or non-
vanishing (solid line) periodic potential, where the periodicity is given by G=2π/a
(where a is the lattice constant).
minima/maxima (deﬁned as minima of the conduction band or maxima of
the valence band) can be written as
E(k) = ~2|k|2/2m∗. (2.21)
Equation 2.21 is similar to that of a free electron but with m* being the
eﬀective mass experienced by electrons inside the crystal in a given valley.
By means of the property reported in equation 2.20b, the energy dispersion
relation in the case of a vanishing crystal potential is shown in ﬁgure 2.10
(b) (dashed line), it has the same parabolic behavior as for the case of a free
electron but it is periodic of period G in the reciprocal space. In the case of
a non vanishing periodic potential, the expression for the energy becomes
more complicated but it is worth recalling that band gaps appear at the
Brillouin zone boundaries as shown in ﬁgure 2.10 (b) (solid line).
Before proceeding to describe how ARPES measurements are performed,
we recall that the aim is to derive information about the electronic structure
inside the solid through photoemitted electrons. Therefore, it is of utmost
importance to determine the quantities that are conserved during the pho-
toemission process. As discussed in the previous sections, at the basis of
the XPS technique there is the conservation of energy as reported by equa-
tion 2.5. Conversely, in the case of ARPES measurements one also aims at
the determination of the crystal momentum through photoemitted electrons.
Therefore, on the basis of the three step model for the photoemission process,
we will brieﬂy discuss about this latter aspect.
In the photoemission process, electrons gain kinetic energy but the mo-
mentum is left basically unchanged, given the small momentum amount
provided by photons in the UV range (|k| = Eph/~c), with respect to elec-
tron momentum itself. In the second step, electrons travel through the bulk
to reach the surface. In this path they can undergo inelastic as well as elastic
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scattering. In the former case, we already know from the XPS and XPD
techniques that such electrons do not strongly aﬀect the measurement be-
cause they can always be decoupled from the elastic ones. On the other hand,
electrons that are subjected to elastic scattering preserve their kinetic energy
but they also undergo a change in their momentum. This can in principle
strongly aﬀect the band structure determination, however, since elastically
scattered electrons do not have a particular preference on the emission angle,
their ﬁnal k-vector will have an almost random distribution contributing to
some background in the measured photoemission intensity. The last step
involves the escape of the electron from the surface and requires electrons
with energies larger that the work function φ of the material. It is evident
that the translation symmetry along the surface normal direction is broken,
therefore the transverse k-vector k⊥ will not be conserved whereas the in-
plane k-vector k‖ will remain the same as before. Since the aim of this thesis
is to investigate 2D materials, the only meaningful dispersion relation is that
in the in-plane direction, therefore the non-conservation of k⊥ it is not an
issue.
We reiterate that the determination of the crystal band structure requires
the knowledge of the electronic momentum k and energy of the electrons
in the crystal, and in ARPES measurements this is done by means of the
photoemitted electrons.
The determination of the parallel crystalline momentum k‖ can be ob-
tained by projecting the k vector of the photoelectron onto the surface plane
using the expression for electrons in vacuum given by equation 2.19b resulting
in
k‖ =
1
~
√
2meEkin sin θ (2.22)
where θ is the polar angle deﬁned in ﬁgure 2.9 and Ekin is the measured
kinetic energy of the photoelectrons.
As far as the experimental techniques are concerned, one collects diﬀerent
photoemission spectra by varying the photon energy, usually chosen within
the UV range to maximize the cross section in the valence band and to
achieve higher momentum resolution, and the azimuthal and polar emission
angles. Electrons are collected by a hemispherical analyzer, analogous to the
one used for XPS (that will be discussed in Section 2.7), where it is performed
a scan at a ﬁxed azimuthal angle ϕ (that determines the scanning direction
in the Brillouin zone) and then it is varied the polar angle θ to scan the band
structure along a given direction. Such a measurement is usually done with
a with a two-dimensional detector capable of detecting at once a range of
emission polar angles and kinetic energies, as sketched in ﬁgure 2.9 (a).
The results are displayed in a plot of binding energy versus the parallel
component of the wave vector (K‖) along a given direction, as shown in ﬁgure
2.9 (b). The knowledge of the band structure allows one to study energy
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Figure 2.11: Tunnel eﬀect in the presence of a stationary potential barrier.
bandgaps, life-times of carriers[12], as well as other aspects and from the
curvature of the E(k) it is possible to calculate the eﬀective mass m* of the
electrons inside the crystal by means of equation 2.21 by a double derivative
of the energy over k. Since k is a vector in a 3D space, this would lead to
a 3x3 tensor of eﬀective masses. For simplicity we report the expression for
the 1D case given by
1
m∗
=
1
~2
∂2Ek
∂k2
. (2.23)
The eﬀective mass of a carrier (electron or holes) is an important ingredi-
ent for the electron device modelling. In fact, together with other ingredients
it allows one to determine the density of states in 3D but also quantized 2D
and 1D systems, the velocity of carriers in equilibrium and out-of-equilibrium
conditions, the splitting of the energy levels in quantized systems, the tun-
neling probability, as well as many other properties.
2.4 Scanning Tunneling Microscopy
Scanning tunneling microscopy is another technique to study surfaces. It
was invented in the 80’ by Gerd Binnig and Heinrich Rohrer at IBM in
Zurich[13, 14] and they were awarded in 1986 with the Nobel prize in Physics.
This instrument is based on the quantum mechanical tunneling eﬀect
between a sharp metallic tip and a conductive sample and allows to resolve
surfaces at atomic level as well as to obtain other useful information related
to the electronic structure (i.e. the local density of states, band gaps). To
describe the tunneling eﬀect that is at the basis of the STM we report the
simple case of a 1D plane wave Ψ(x) = Ae−ikx with energy E injected against
a potential barrier as shown in ﬁgure 2.11. U(x) is a stationary potential
and the solution of the Schrodinger equation for regions I and III, and for
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arbitrary energies, are the well known plane waves as seen in the previous
section for free electrons
ΨI(x) = Ae−ikx +Be+ikx (2.24)
ΨIII(x) = Ce−ikx
where A and B are complex constants and where k = (
√
2mE)/~, assuming
for the sake of simplicity that mI=mII=mIII=m. In region II, for energies E
lower than the potential barrier U , the wavefunction becomes an evanescent
wave, exponentially decaying without oscillations, of the type
ΨII(x) = De+αx + Ee−αx (2.25)
where k = i(
√
2m(U − E))/~ = iα, with U being the potential barrier
height in region II. By imposing the proper continuity conditions between
the three diﬀerent regions, the ﬁnal solution is shown in ﬁgure 2.11. There are
remarkable aspects in the solution of this problem: the most important one is
that in the classical case the transition from domain I to III is forbidden for
particles with energy E < U , whereas in the quantum case there is a ﬁnite
probability that the injected wave Ψ(x) = Ae−ikx from domain I crosses
domain II with a transmission coeﬃcient T ∝ e−2αd. This means that the
transmission coeﬃcient exponentially depends on the barrier width d and
on the potential barrier height through the α term deﬁned above. Moreover,
the barrier only aﬀects the tunneling transmission coeﬃcient, and not the
energy of the tunneling particles. Finally, the tunneling eﬀect leads to a
probability current density, proportional to the transmission coeﬃcient T,
that is the quantity directly measured by the STM. This leads to a very large
sensitivity of the STM towards the vertical resolution, since the measured
current exponentially depends on the distance d that, in the simple model
described above, is representative of the distance between the sample and
the tip.
The STM instrument consists of a probe tip, usually W or a Pt-Ir alloy,
attached to three mutually perpendicular piezoelectric trasducers that control
the movements in the three dimensions in the sub-Angstrom scale. The
controlled positioning of the tip in the sub-Angstrom regime allows the
measurement of a tunneling current usually in the range of nA. It is moreover
necessary to isolate the instrument from the external vibrations to achieve
atomic resolution; thus, the STM is usually suspended on a set of springs on a
dumping system. STM measurements can be run in several conditions, such
as ultra high vacuum, air and liquid. The temperature range in which STM
measurements can be carried out range from liquid helium temperature
to a few hundred degrees centigrade. In order to minimize the thermal
drift and increase the image resolution, the instrument and the sample are
usually stabilized at low temperature. The STM can operate in two diﬀerent
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Figure 2.12: Band structure representative of an STM tip in close contact with a
metal sample. φS and φT are the sample and tip workfunctions, respectively. Grey
regions represent ﬁlled states. (a) Zero bias voltage, (b) bias voltage larger than
zero induces a shift of the sample and tip Fermi levels, thus allowing for a tunneling
current.
modes: constant current and constant height mode. In the constant current
mode, the tunneling current is kept constant thanks to a feedback controller
that adjusts the height of the tip while rastering the surface whereas in
the constant heigh mode the heigh is kept constant and it is recorded the
tunneling current. By far, the most common is the constant current mode,
because it avoids tip crashes against surface asperities while scanning and
allows to easily extract topographical information about the surface. In fact,
at a ﬁrst approximation, the constant current mode allows to map the sample
topography giving information about the atoms distribution on the surface.
However, as discussed below, the tunneling current is proportional to the
electronic density of states at the surface. Therefore STM images are given
by a convolution of topography eﬀects and electronics eﬀects realted to the
density of states.
Figure 2.12 (a) shows the case of a metal sample and metal tip at ther-
modynamic equilibrium (with zero bias voltage Vb). In this case, thanks to
the aligned Fermi levels EF=EF,S=EF,T there is no net current ﬂux due to
tunneling eﬀect because the states below the common Fermi level are ﬁlled.
Therefore, a bias voltage Vb is necessary to probe the sample empty or ﬁlled
states (depending on the sign of Vb). This is shown in ﬁgure 2.12 (b), where a
positive Vb is applied to probe the sample ﬁlled states in the energy window
between EF,S and EF,S − eVb. The tunneling current for a given mode at
energy εn is proportional to the tunneling coeﬃcient and can be written as
In ∝ |Ψn(0)|2 e−2αd = |Ψn(0)|2 e−2
√
2mU
~
d (2.26)
where d is the distance between the tip and the sample, and where the
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potential term U , for small Vb values compared with ΦS and ΦT can be
approximated by the average work function U = (ΦS + ΦT )/2. Under the
assumption of T=0K, the total average current is given by the summation
of In over the possible modes between EF,T = EF,S − eVb and EF,S
I ∝
EF,S∑
εn=EF,S−eVb
|Ψn(0)|2 e−2
√
2mU
~
d. (2.27)
If the bias voltage is small enough such that the density of states is almost
constant in the summation range, equation 2.27 can be rewritten as
I ∝ VbρS(0, EF,S)e−2
√
2mU
~
d (2.28)
where ρS(x,E) is the local density of states (LDOS) of the sample deﬁned
as the number of electronic states of a system in the range between E and
E+dE weighted by the probability |Ψn(x)|2 of a particle to be at position x
ρ(x,E) =
∑
εn
|Ψn(0)|2 δ(εn − E), (2.29)
where δ(·) is the Dirac delta distribution.
Equation 2.28 shows that the measured current is proportional to the local
density of states of the sample. However, it contains only a proportionality
between the current and the terms at the right-hand-side. For a more rigorous
calculation of the current one has to resort to the Fermi’s Golden rule after
the proper calculation of the tunneling matrix element. This has been done
by Bardeen[15] that, instead of solving the Schrödinger equation for the three
domains (sample-vacuum-tip) simultaneously with appropriate boundary and
continuity conditions, considered two separate subsystems (sample-vacuum
and vacuum-tip) solving the Schrödinger equations separately and using
time-dependent perturbation theory assuming weak coupling between the
two electrodes for the calculation of the transfer rate of electrons between
the sample and the tip. Finally, under these assumptions, the expression for
the current becomes
I =
4πe
~
∫ +∞
−∞
[f (EF − eVb + ξ)− f (EF + ξ)] (2.30)
ρS(EF − eVb + ξ)ρT (EF + ξ) |M |2 dξ
where f(·) is the equilibrium Fermi-Dirac function, ρS and ρT are the density
of states of the sample and tip, respectively, and |M(·)|2 is the squared matrix
element, that in a ﬁrst approximation can be replaced by the transmission
coeﬃcient T.
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Figure 2.13: Sketch of a semiconductor sample and metal tip at diﬀerent potentials
to allow for the ﬂow of a tunneling current for STM measurements. ρS and ρT
represent the density of states of the sample and tip respectively, where it is clearly
visible a band gap in the sample.
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Figure 2.14: Ewald construction for solid surfaces. ki is the incident electron
wave-vector, kf is the diﬀracted electron one.
T ∝ exp
[
−2d
~
√
2m
(
ΦT +ΦS
2
+
eVb
2
− ξ
)]
(2.31)
Moreover, at T=0K, the Fermi-Dirac function reduces to a step function
and the complexity of equation 2.30 decreases to the evaluation an integral
over the energy window deﬁned by the bias voltage Vb
I =
4πe
~
∫ eVb
0
ρS(EF − eVb + ξ)ρT (EF + ξ) |M |2 dξ (2.32)
Finally, ﬁgure 2.13 shows the more interesting case for this thesis of a semi-
conductor probed by the STM tip. Diﬀerently from the previous metal-metal
case studies, the density of states of the sample presents a gap, thus, depend-
ing on the width of the sample energy band gap the bias voltage Vb must be
properly tuned in order to probe the sample ﬁlled or empty states.
2.5 Low Energy Electron Diffraction
Low Energy Electron Diﬀraction (LEED) is an experimental technique useful
for the analysis of long-range order of surfaces in crystalline solids. It was
discovered in 1927 by Davisson and Germer while investigating diﬀraction
by a nickel crystal[16]. In the single scattering approximation, electrons
impinging on the sample are elastically scattered following the Bragg’s Law:
a sinϕ = nλ, where a is the surface lattice parameter, ϕ is the diﬀraction
angle, n is an integer value and λ is the de Broglie wave length. The use of low
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Figure 2.15: Schematic drawing of a LEED instrument.
energy electrons in the range 20-400 eV guarantees the surface sensitivity, as
already shown in ﬁgure 2.2. In order to interpret diﬀraction in the reciprocal
space, two laws must be taken into account: the energy conservation |kf |2 =
|ki|2 (requirement for the elastic scattering) and the conservation of the
parallel component of the momentum for a two-dimensional lattice, given by
the Laue condition k‖f−k‖i = ∆k‖ = g, where g is the surface reciprocal lattice
vector, k‖f and k
‖
i are the components of the incoming and ﬁnal scattered
electron wave vectors. This last condition is graphically interpreted through
the Ewald sphere, reported in ﬁgure 2.14. In a bidimensional reciprocal
space, reciprocal lattice points are distributed along rods perpendicular to
the crystal surface in correspondence to the points of the 2D reciprocal
lattice. This can be explained by considering the periodicity of the third
dimension inﬁnite in the real space; as a consequence, in the reciprocal space,
the lattice points are inﬁnitely close to each other, forming the lines. The
interception between these rods and the Ewald sphere, which radius depends
on the kinetic energy of the electrons, are the solutions of the Bragg’s law.
The LEED is an instrument that can be easily found in surface science
laboratories, as it is relatively inexpensive and needs only a UHV chamber.
A schematic drawing is provided in ﬁgure 2.15. An electron gun produces
electrons that are subsequently collimated and accelerated to the desired
energy. The electrons hit the sample, they are backscattered and collected
by a ﬂorescent screen.
2.6 Elettra synchrotron radiation facility
Elettra is a third generation synchrotron radiation facility located in Baso-
vizza (Trieste - Italy) that covers a spectral range spanning from infrared to
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hard X rays. When we talk about synchrotron radiation, we mean the light
produced by bunches of relativistic electrons accelerated in a storage ring.
According to the theory developed by Iwanenko[17] and ﬁve years later by
Schwinger[18], charges accelerated close to the speed of light on a curved
trajectory emit a highly collimated photon beam in the tangential direction.
In a synchrotron facility, electrons are forced to follow a curvilinear orbit by
magnetic ﬁelds: bending magnets are the simplest devices to keep electrons
in a curvilinear path and they produce a very broad band spectrum. Other
magnetic devices such as quadrupoles and sextupoles control the path and
radio-frequency cavities reintegrate the energy lost by the electrons while
emitting light. On the straight sections of the ring, insertion devices can be
hosted: undulators and wigglers are periodic arrays of magnets that force
the incoming electrons to follow a wiggling trajectory and emit bright X-rays.
The great beneﬁt of exploiting a synchrotron radiation is the high brilliance,
deﬁned as the photon ﬂux per unit solid angle and unit solid area at a given
frequency: it is 10 billion times higher that the one of other X-rays conven-
tional sources. Another fundamental advantage is the energy tunability: in
conventional sources, the energy of the photons is ﬁxed, and depends on the
material of the anode. Elettra can operate at two diﬀerent electron energies:
2.0 GeV and ∼ 310 mA, which is particularly suitable for the low energy
beamlines, and 2.4 GeV and ∼ 160 mA, convenient for high energy photons.
The facility works in a top-up mode, in which current is kept constant during
operation thanks to the booster that provides electrons without aﬀecting
the run of the machine. 28 beamlines utilize the light for diﬀerent purposes,
such as spectroscopy, microscopy, diﬀraction, scattering and lithography.
2.7 The SuperESCA beamline at Elettra
SuperESCA was the ﬁrst beamline of Elettra, operating since 1993[19] and
it is optimized for photoelectron spectroscopy measurements with soft X-
rays. The radiation source is a two-sections 46 mm-period undulator with 98
periods, capable to produce horizontally polarized light, with high ﬂux and
high resolution. The photon energy range spans from 90 eV up to 1800 eV
(depending also on the energy of the electrons in the ring); the energy can be
varied by setting the undulator gap value from a minimum of 13.5 mm to a
maximum of 40 mm. The light produced by the undulator is pre-focused in
the sagittal plane into the entrance slit, then monochromatized and ﬁnally re-
focused into the centre of the experimental chamber by an ellipsoidal mirror.
Ultra-high vacuum (UHV), with a base pressure of 10−10 - 10−11 mbar, is
required to perform photoelectron spectroscopy. This condition is related to
the IMFP of the electrons in the residual gas pressure, that must be large
enough to allow them to reach the analyzer avoiding scattering eﬀects with
residual gas molecules. Moreover, UHV is needed to keep the surface of the
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Figure 2.16: Schematic drawing of the SuperESCA beamline at Elettra
sample free from contaminants, preserving the accuracy of the measurements.
The time rate of change of the concentration of molecules is expressed by
the Hertz-Knudsen formula[20]
Φ =
P√
2mkBT
(2.33)
where P is the gas pressure, m is the molecular mass, kB is the Boltzmann
constant and T is the sample temperature. Assuming that the sticking prob-
ability of the contaminants is 1, the surface would be covered in just few
seconds with a partial pressure of ∼ 10−6 mbar. For this reason, a good
pumping system and a bake out procedure are needed to obtain UHV con-
ditions. The experimental station consists of two UHV chambers placed one
on top of the other, separated by a gate valve, as shown in ﬁgure 2.17. The
stainless steel top chamber is dedicated to the preparation of the samples and
it is equipped with a sputter gun for sample cleaning, a plasma source and
several feedthroughs for evaporators. This chamber is also connected with a
fast entry lock that allows to change the sample without breaking the UHV
conditions, and with a gas line. Two diﬀerent manipulators are available and
they allow to move the sample from the preparation to the main chamber.
The ﬁrst is a modiﬁed CTPO manipulator from VG Instruments with 5 de-
grees of freedom: 3 translational (x, y, z) and 2 rotational (θ, φ) axes. Thanks
to its fully motorized rotational movements, this manipulator is speciﬁcally
designed for XPD investigations where the photoemission intensity is mea-
sured as a function of the emission angle. The other manipulator is a liquid
He cryostat with four degrees of freedom (x, y, z, θ) and an allowed sample
temperature in the range of 20-1500 K. This manipulator allows to perform
photoemission experiments where very low temperatures are needed. The
experimental chamber is entirely made of µ-metal, a particular Ni-Fe alloy
with a high magnetic permeability, that screens the chamber from external
magnetic ﬁeld which can deﬂect the electrons trajectory. The experimental
chamber is equipped with a Low Energy Electron Diﬀraction (LEED) ap-
paratus, a monochromatized electron gun, a mass spectrometer, a gas inlet
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Figure 2.17: Experimental station at the SuperESCA beamline at Elettra.
system, evaporators and a partial yeald detector. The photoelectrons are
collected with SPECS Phoibos electron energy analyzer with a mean radius
of 150 mm. This electron energy analyzer has a hemispherical geometry: two
concentric electrodes of diﬀerent radii are held at a proper voltage, as shown
in ﬁgure 2.18. Thanks to this geometry, the incoming electrons are linearly
dispersed depending on their kinetic energy along the exit slit. The potential
diﬀerence that has to be satisﬁed in order for the photoelecton with a given
kinetic energy E0 to reach the exit slit, follows this relation:
V2 − V1 = V0
(
R2
R1
− R1
R2
)
. (2.34)
E0 is also known as pass energy, where E0 = eV0. Only electrons with kinetic
energy E0 will follow an orbit with radius R0 = (R1 +R2)/2, that will allow
them to reach the exit slit and be revealed. The total energy resolution of
the instrument depends on the divergence of the electron beam (represented
by an angular oﬀset α), on the selected pass energy and on the geometrical
parameters of the analyzer:
∆E = E0
(
wen + wex
4R0
+
α2
4
)
, (2.35)
where wen and wex are the respective widths of the entrance and exit slits.
From eq. 2.35, it is clear that the energy resolution can be improved either
by increasing R0 or by decreasing E0.
The analyzer is equipped with a home-made detector, developed at Elettra-
Sincrotrone Trieste[21]. The photoelectrons are collected by two microchan-
nel plates, which function is to amplify the impinging signal. Two working
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Figure 2.18: Schematical drawing of the (a) energy dispersion and (b) focusing
properties of a hemispherical electron energy analyzer.
conﬁgurations are possible: scanning (sweep) mode or fixed (snapshot) mode.
In the scanning mode, the pass energy is ﬁxed and the voltages applied to
the electrostatic lenses are swept, so that each channel of the detector counts
electrons with the selected kinetic energy for an interval equal to the selected
time window. In the ﬁxed mode. The acquisition time can be drastically
reduced: this procedure exploits the relation between the energy of the elec-
tron and its position on the detector. If the energy range covered by the
detector is wide enough and if the number of available channels is suﬃciently
high to clearly resolve the photoemission features, it is possible to acquire
a detector image and obtain the photoemission spectrum in one single shot,
reducing the acquisition time down to 100 ms per spectrum. This makes
SuperESCA a state-of-art beamline where to monitor in real-time chemical
reactions occuring at surfaces by means of fast-XPS, but also to prevent sam-
ple contamination due to residual gas during time-consuming measurements
that require the acquisition of thousands spectra, as in the case of the XPD
investigations. These two techniques have been largely used to carry out the
studies reported in this thesis.
At SuperESCA, an STM 150 Aarhus by SPECS is also available on
CoSMoS, a separate UHV chamber.
2.8 The APE beamline at Elettra
The APE facility[22] consists of two end stations connected to two distinct
beamlines: the low energy beamline (APE-LE) that operates within the 8-
120 eV photon energy range and it is devoted to high resolution ARPES,
and the high energy beamline (APE-HE) that exploits a 150-1600 eV photon
energy range for XAS, XMCD, XMLD, XPS measurements. APE-LE hosts
VG-Scienta DA30 electron energy analyzer that operates in deﬂection mode
and allows for detailed k-space mapping at ﬁxed sample geometry (ﬁxed
angle). The total measured energy resolution (analyzer, temperature, pho-
tons) is ∼6 meV, while the angular resolution is <0.2◦. The high energy end
station hosts complementary spectrometers allowing for soft-X-ray absorp-
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Figure 2.19: The experimental chamber of the SGM3 beamline at Astrid.
tion (XAS), magnetic dichroism (XMCD, XMLD) and X-ray photoelectron
spectroscopy (XPS). Samples can be loaded into the APE system via two
diﬀerentially pumped load-locks and then transferred in UHV to any of the
preparation chambers, to STM and to both end stations. APE also allows
the integration of users’ specialized sample growth chambers, which can be
connected to the main sample distribution chamber and have full access
to the oﬀ-beam and on-beam facilities. Also two VLEED-based scattering
chambers for the determination of spin direction of the photo-emitted elec-
trons are available. Photons with chosen polarization are emitted by two
non-collinear Apple II type insertion devices. Both end stations are equipped
with liquid He cryostats. The interconnected set of UHV chambers includes
state-of-the-art surface preparation and survey such as Ar ion sputtering,
annealing, controlled evaporation and LEED/Auger characterization.
2.9 The SGM-3 beamline at Astrid
The SGM-3 beamline is located in the synchrotron radiation source ASTRID2
in Aarhus Denmark[23] and it is optimized for valence band photoemission
measurements. The radiation entering the beamline is produced by an undu-
lator inserted in the ASTRID storage ring and it is focused on the entrance
slit by a horizontal and a vertical spherical focusing mirrors. The selection of
the photon in the 12-130 eV energy range is performed by a spherical grating
monochromator consisting of three interchangeable gratings that use the ﬁrst
and third harmonic of the undulator. Finally, the beam passes through a
movable exit slit and it is focused on the sample by a toroidal mirror.
The end station (see ﬁgure 2.19) consists of two diﬀerent UHV chambers:
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a ﬁrst preparation chamber, where samples can be treated with Ne+ ion
sputtering and annealing up to 1573 K via electron bombardment using a
tungsten ﬁlament on high voltage, and the main chamber, where measure-
ments are performed in a typical base pressure of 2× 10−10 mbar. The two
chambers are separated by a valve, and are placed side-by-side. In order
to insert a sample without venting the larger chambers, a fast entry load
lock chamber with a wobble stick is present. Every chamber has its own
manipulator: the ﬁrst one, in the preparation chamber, is placed horizontally
and allows the transfer of the sample to the main chamber, where the ma-
nipulator is vertical. This manipulator has four degrees of freedom (x, y, z
and θ) and allows sample cooling to 30 K using liquid helium. The electron
detection system placed in the main chamber consists of a SPECS Phoibos
150 mm analyzer, mounted at an angle of 50◦ with respect to the beamline,
and equipped with a 2D-CCD detector with energy resolution better than
30 meV. The chamber is also furnished with a LEED spectrometer.
2.10 General experimental details
In this section, we report the experimental details and parameters common
to the measurements described in the following chapters, if not elsewhere
speciﬁed. The growth of all the samples was performed at the SuperESCA
beamline of Elettra[19]. The substrates were prepared by repeated cycles of
Ar+ sputtering and annealing. The sample quality was checked with LEED
and XPS.
In order to grow MoS2 and WS2, Mo and W were deposited from a home-
made evaporator mounted in the main chamber on the side of the analyzer,
consisting of a Mo/W ﬁlament annealed through direct current heating,
and H2S with a nominal purity of 99.8% was dosed through a controllable
leak valve. During the growth, fast-XPS was performed to follow the layer
growth in real-time. The Mo/W deposition rate was measured by means of a
quartz microbalance and the monolayer (ML) for the dose rate is deﬁned as
the surface atomic density of the Au(111) surface, corresponding to 1.39×
1015 atoms/cm2.
The high resolution spectra were measured at room temperature with an
overall energy resolution below 50 meV. The core level spectra were decom-
posed using a Doniach-Šunjić line shape[6] that accounts for the electron-hole
pair creation near the Fermi level during the photoemission process, convo-
luted with a Gaussian broadening. A linear background was used. All the
binding energies presented in this work are referenced to the Fermi level,
measured in the same experimental conditions of each experiment.
The XPD patterns were acquired with diﬀerent photon energies (hν) in
order to change the corresponding electron kinetic energy (Ek) to enhance
forward and backscattering conditions. The angular resolution was set at
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∼ ±2◦.
STM measurements were carried out on the CoSMoS facility at Elettra.
The images were acquired at room temperature with a SPECS STM 150
Aarhus instrument equipped with a W tip. The samples were transferred
through air from the chamber of SuperESCA to the STM chamber, where
they were subsequently annealed up to ca. 800 K for 30 minutes.
ARPES data were taken at the SGM-3 beamline of the synchrotron
radiation facility ASTRID2 in Aarhus [23]. The energy and angular resolution
were better than 30 meV and 0.2◦, respectively. The sample temperature was
∼30 K. The sample was transferred to Aarhus in air, then annealed in UHV
at 770 K for 30 minutes to remove contaminants.
Spin-resolved ARPES measurements were taken at the APE beamline
of Elettra[24], equipped with a VG-Scienta DA30 analyser and two very
low energy electron diﬀraction (VLEED) spin polarimeters. The energy and
angular resolution were better than 50 meV and 0.75◦, respectively. Samples
were transferred into the chamber in air and subsequently annealed up to ≈
800 K. Measurements were taken at ≈ 80 K.
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Chapter 3
Growth and characterization
of single-layer MoS2 on
Au(111)
3.1 Introduction
As already discussed in the ﬁrst chapter, graphene with its outstanding
electronic[1], optical[2], thermal[3], and mechanical properties[4], has boosted
the research on other 2D materials such as the transition metal dichalco-
geniges (TMDCs)[5] which have extraordinary properties especially for ap-
plications in the ﬁelds of electronics and optoelectronics[6–10]. The most
investigated member of this family is molybdenum disulphide (MoS2), which
shows noteworthy properties in its monolayer form. In order to fully exploit
its potential in real devices, such as in ﬁeld eﬀect transistors, large area and
high quality single layers of MoS2 are demanded. The quality of the layer is
reduced by the presence of defects; in particular grain boundaries, formed by
the coalescence of islands, leading to poor electrical and mechanical perfor-
mance of the layer[11–14]. However, the density of grain boundaries is largely
suppressed if randomly oriented or twin, i.e oppositely oriented, domains are
not present and the layer has one single orientation.
Moreover, the presence of singly oriented domains would be highly de-
sirable to exploit the spin and valley degrees of freedom, as described in
chapter 1. In fact, for such applications, the presence of the mirror domain is
no more acceptable. This is illustrated in ﬁgure 3.1 which shows the unit cell
together with a schematic electronic structure of single layer molybdenum
disulﬁde domains. It clearly appears that the one domain has opposite spin
orientation in K and K’ points of the 2D hexagonal Brillouin zone (in the
ﬁgure, the blue and red colors of the split valence band maximum refer to
the diﬀerent spin orientation of these states) with respect to its mirror do-
main. Because of the diﬀerent Berry curvatures in the two K valleys[16–18],
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Figure 3.1: Structure, Brillouin zone and schematic band structure for two mirror
domain orientations of SL MoS2. The colors of the split valence band maximum
(blue/red) refer to the diﬀerent spin orientation of these states. (c) Schematic repre-
sentation of the valley-dependent Berry curvatures ~Ω, representing the clockwise and
counterclockwise hopping motions of the electrons in the K and K’ valleys. Adapted
from reference[15]. (d) Schematic of a valley Hall eﬀect (VHE), where electrons
belonging to the diﬀerent valley are separated and move in the opposite directions,
under the eﬀect of an applied electric ﬁeld ~E.
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electrons experience eﬀective magnetic ﬁelds with equal magnitude but op-
posite signs[15]. This diﬀerence in interaction with the magnetic ﬁeld allows
to optically pump electrons selectively from a valley by means of circularly
polarized light[19–22] and it allows electrons to drift in the presence of an
in-plane longitudinal electric ﬁeld giving rise to an Hall voltage (valley Hall
eﬀect)[15, 17, 23]. However, when both domains are present simultaneously,
the spin and the valley polarization is lost on average and the valley Hall
eﬀect cannot take place.
Unfortunately, the growth of singly oriented domains is a challenge: van
der Waals epitaxy of single layer TMDCs on weakly interacting substrates
such as graphene[24], h-BN[25] and sapphire[26], produces an angular distri-
bution of domains with preference for mirror domains, while, on the other
hand, if a stronger interacting substrate is chosen, twin domains grow aligned
with the substrate lattice[27]. Nevertheless, recently Fu et al. demonstrated
that by adopting a high growth temperature and a slow dose rate of the
precursors, the formation of antialigned grains is largely suppressed[27, 28].
In order to ﬁnd a growth strategy to completely suppress the formation
of twin domains, we deeply studied an already published growth procedure
of single-layer MoS2 on Au(111)[29] by physical vapour deposition (PVD)
consisting in repeated cycles of Mo evaporation in a H2S environment on
the Au(111) surface at room temperature followed by high temperature
annealing[27, 30]. We started our investigation by focusing on the mecha-
nisms that lead to the formation of the MoS2 layer to gain new insight into
the processes involved in the transition from the sulﬁded Mo clusters on
Au(111) to single layer MoS2. HR-XPS was used to explore the interactions
between the Au surface and the dichalcogenide ad-layer by inspecting the
core level shifts in Au 4f7/2 and S 2p. We detected the growth of an additional
component in the Au 4f core level owing to the adsorbate-substrate interac-
tions. Such interactions were also observed in the S 2p spectra that showed
a component related to bottommost sulfur in ‘S-Mo-S’ sandwich structure
at higher binding energy with respect to that of top layer sulfur.
Having obtained important information from this study, we successfully
developed a new PVD growth procedure suitable for the formation of singly
oriented domains of MoS2 on the Au(111) substrate by keeping yhe sample
at high temperature during dose. We demonstrated the single orientation
character of the MoS2 layer by photoelectron diﬀraction and measured the
complete spin polarization of the states near K and -K by spin- and angle-
resolved photoemission.
3.2 Experimental details
The Au(111) substrate was prepared by repeated cycles of Ar+ sputtering,
and annealing at 920 K for 10 minutes, with 1 K s−1 heating and cooling
52 3.3 Results and discussion
rate. The sample quality was checked with XPS which did not detect any
trace of contaminants within the detection limit of 0.1% of a monolayer. The
Au 4f7/2 the surface core level shift typical of the clean surface[31]. The long-
range order was veriﬁed by acquiring LEED patterns on the freshly prepared
sample, showing a hexagonal (1x1) pattern together with the extra spots of
the herringbone reconstruction. Two diﬀerent procedures were followed for
the growth of MoS2 on Au(111). The ﬁrst was performed by dosing atomic
Mo at the rate of 0.02 ML (see below for the deﬁnition of ML) per minute
at room temperature in a backﬁlled chamber with H2S pressure (2 x 10−6
mbar) and post annealing at 0.5 K s−1 up to 823 K in H2S atmosphere
(2 x 10−6 mbar), following an already established procedure[29], that is called
temperature-programmed growth (TPG). The second method consisted in
dosing atomic Mo at the rate of 0.005 ML per minute in a background
pressure of 2 x 10−6 mbar of H2S onto the clean Au(111) substrate kept at
873 K (high temperature growth (HTG)). During the growth, fast-XPS was
performed looking simultaneously the Mo 3d and S 2p core levels with 360 eV
photon energy[32]. The S 2p, Mo 3d, and Au 4f high resolution spectra were
measured using photon energies of 260, 360 and 136 eV, respectively. The
XPD patterns for the S 2p were acquired at hν = 270 eV (Ek ∼108 eV) for
the top S layer, and at hν = 560 eV (Ek ∼397 eV) for the bottom S layer. The
XPD measurements for Mo 3d were performed with photon energy hν=360
eV corresponding to electron kinetic energies of 130 eV.
For a more complete description of the experimental parameters, see
chapter 2.10
3.3 Results and discussion
3.3.1 MoS2 temperature programmed growth (TPG)
Figure 3.2 reports the temporal evolution of the Mo 3d and S 2p core level
spectra during Mo evaporation on the Au(111) substrate at room temper-
ature in H2S atmosphere. H2S pressure was kept at 2 x 10−6 mbar during
the evaporation and during the whole synthesis in order to provide sulfur to
Mo and prevent the formation of an alloy with Au[29]. The Mo 3d5/2 and
S 2p3/2 peaks grow at 228.05 eV and 161.41 eV and are ascribable to the
formation of presulﬁded Mo species. Baker et al. showed that, depending
on the degree of sulﬁdation of Mo, namely the stoichiometry of the MoSx
species, the binding energy of Mo 3d and S 2p components changes linearly
[33]. By extrapolating from the plot reported in their paper, it is possible to
conclude that the as-dosed sample has x∼1. The dose shown here resulted
in a MoS2 coverage after annealing of 0.2 ML, where 1 ML is deﬁned as
one complete layer of MoS2. From here on, we will use this deﬁnition of ML,
unless otherwise stated. The way the coverage is estimated will be explained
in section 3.3.3.
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Figure 3.2: Mo 3d and S 2p core level spectra measured at hν = 360 eV during
Mo evaporation in H2S atmosphere. Total exposure time = 5 minutes.
In order to convert the pre-sulﬁded clusters into MoS2, we performed an
annealing in H2S at a pressure of 2 x 10−6 mbar at the rate of 0.5 K/s while
looking at real-time Mo 3d and S 2p XPS spectra acquired simultaneously
at 360 eV photon energy, as shown in ﬁgure 3.3. Both intensity plots of Mo
3d in (a) and S 2p in (c) evolve accordingly. Upon annealing above 550 K,
the peaks move gradually to higher binding energy. The ﬁnal binding energy
position is reached above 823 K and the temperature was kept at that value
until no changes in the spectra were visible. A further annealing at 873 K did
not aﬀect the spectra. The temperature was not further increased to avoid
S desorption with the eventual formation of Mo-Au alloy[29]. The fast XPS
spectra series was ﬁtted and ﬁgure 3.3 (b) and (d) show some selected spectra
collected during the annealing. The ﬁtting parameters for these spectra were
chosen based on the ﬁttings of the high resolution spectra measured at
room temperature, taken before (not reported here) and after the annealing
(that will be discussed later). When ﬁtting the spectra measured at high
temperature, higher values for the gaussian parameters have been used with
respect to the room temperature HR spectra because of the peaks thermal
broadening. The related components in Mo 3d and S 2p spectra have been
marked with the same colors. Figures 3.3 (e) and (f) show the evolution of
the diﬀerent components of Mo 3d5/2 and S 2p3/2 spectra, respectively.
As the temperature increases, the intensity of the grey components (M1,
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Figure 3.3: (a) Mo 3d and (c) S 2p fast-XPS intensity plot while annealing. The
annealing rate is 0.5 K s−1 up to 823 K; then the temperature is kept constant. (b)
Mo 3d and (d) S 2p fast-XPS spectra obtained at 360 eV photon energy, showing the
evolution of diﬀerent components together with the spectral contributions resulting
from peak ﬁt analysis, while annealing after the dose at room temperature. Intensity
proﬁle of the diﬀerent components of the (e) Mo 3d and (f) S 2p fast XPS spectra.
The vertical lines denote the temperature of 500 K (solid line) and 823 K (dashed
line).
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S1) gradually decreases, aiding the transformation towards components at
higher binding energy, that are related to non stoichiometric MoS species
(red and blue, (M2,S2) and (M3,S3), respectively) and the ﬁnal MoS2 layer
(yellow (M4,S4) and orange S4’). The M2 component is centered at 228.35
eV for Mo 3d whereas the S 2p core level of S2 is at 161.64 eV. These
components are present from the beginning of the annealing process; as the
annealing proceeds, initially they grow as a result of sulﬁdation of Mo already
available on the surface, then they lessen, thus revealing that these M2 and
S2 components act as transitional compounds towards the formation of single
layer MoS2 nano-islands. The blue component, centered at 228.74 eV (M3)
in Mo 3d and 161.87 eV (S3) in S 2p spectrum is not present before the
annealing and it raises when the temperature reaches 550 K (marked with a
solid line in the intensity proﬁles). While proceeding with the annealing, these
components have a maximum at 750 K, then they decrease. We attribute
these components to the presence of undercoordinated and incompletely
sulﬁded clusters with a MoS1.5−1.6 stoichiometry[33]. However, looking at
the intensity proﬁle (ﬁgure 3.3 (e) and (f)), M3 has a diﬀerent behavior than
S3, growing faster in the initial part of the annealing. This behavior can be
explained by considering that at the beginning of the MoS2 synthesis, at
very low MoS2 coverage, small nano-island preferentially Mo-terminated are
formed. This statement is consistent with DFT calculations on triangular
MoS2 nanoparticles on Au (111) that predict a Mo 3d peak for edge Mo with
a BE of 228.8 eV[34], in very close agreement with our value of 228.74 eV.
Therefore, we conclude that the M3 component includes the contribution
of partially sulﬁded species as well as that of the edges of the small islands.
With the increase of the temperature, as islands grow bigger, the intensity of
M3 decreases because the ratio between the number of Mo atoms at the edges
with respect to those in the basal plane of MoS2 islands decreases. On the
other hand, we were not able to identify a component in the S 2p spectrum
related to the S present at the edges of the islands because, according to
DFT calculations[34], it is predicted to be centered at 162.85 eV BE, higher
than the BE position of S4.
Finally, it can be noted that during the annealing at 823 K (marked
with a dashed line in the intensity proﬁles of ﬁgure 3.3 (e) and (f)), M1, M2
and M3 for the Mo 3d spectrum and S1, S2 and S3 for the S 2p spectrum
components convert into M4, centered at 229.19 eV and into S4 at 162.15 eV
and S4’ at 162.41 eV, related to the top and bottom S of the MoS2, as will
be shown in the following paragraphs. These components are characteristic
of the single layer MoS2 grown on Au(111)[29, 34]. However, the conversion
is not complete, since the ﬁnal spectra still present components related to
incompletely sulﬁded MoS2 clusters. Further information can be gained by
considering the total intensity of the Mo 3d and S 2p peaks at the beginning
and in the end of the annealing. While the Mo 3d signal is basically constant,
the total intensity of the S 2p core level strongly increases. This can be
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Figure 3.4: Intensity plot of the sequence of fast-XPS spectra of Mo 3d (a) and
S 2p (d) core levels acquired at 360 eV photon energy while growing MoS2. Mo 3d
(b) and S 2p (e) core level spectra together with the spectral contributions resulting
from the peak ﬁt analysis, at diﬀerent stages of the growth, as represented by the
dashed lines in (a) and (d), respectively. Photoemission intensities obtained from
the ﬁt of the fast-XPS spectra, showing the evolution of the Mo 3d5/2 (c) and S
2p3/2 (f) for the two components of the S 2p3/2 core levels that belong to the top
and bottom sulfur, as explained in the following. The ﬁnal MoS2 coverage is 0.65
ML.
explained by taking into account that the sulfur amount on the sample
during Mo evaporation is not suﬃcient to complete the two layers of sulfur
of MoS2. The lacking sulfur is provided by H2S during the annealing, leading
to a higher intensity of the components in the end.
3.3.2 MoS2 high temperature growth (HTG)
From the study of the TPG growth method, and in particular from the
fast-XPS spectra acquired during the annealing, we could verify that the
temperature at which MoS2 forms is around 820 K. Considering that at
higher temperature the mobility of the atoms on the surface is enhanced,
Mo was dosed in H2S pressure keeping the substrate at 873 K, with the
aim of promoting a better order of the layer. The Mo evaporation was 0.005
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ML/minute (where ML now refers to the Au(111) surface atomic density).
Figure 3.4 (a) and (d) report the intensity plots of the sequence of fast-XPS
spectra of Mo 3d and S 2p core levels, respectively, acquired simultaneously
at 360 eV photon energy during the growth. Unlike the case of TPG reported
in section 3.3.1, from the very beginning, both the Mo 3d5/2 and the S 2p3/2
binding energy positions of 229.19 eV and 162.15 eV, respectively, are those
of MoS2 monolayer[29, 34].
Figure 3.4 (b) and (e) present the XPS spectra taken during the growth,
speciﬁcally after 40 minutes, 65 minutes and 115 minutes from the beginning.
Also in this case, the line shapes to ﬁt the series of spectra were extracted
from the high resolution measurements at room temperature after the growth,
letting the Gaussian parameter enlarging. From the spectral contributions
resulting from the peak ﬁt analysis, no shift in binding energy or appearance
of new components are detected for both Mo and S; the only parameter
that changes is the peak intensity which increases almost linearly, except
when approaching saturation, as shown in ﬁgure 3.4 (c) and (f). It is worth
noting that this growth mechanism notably diﬀers from the TPG. Indeed, in
the latter case a transition takes place during the annealing, leading to the
formation of MoS2. Moreover, the presence of side products with the TPG
method is inevitable and therefore it leads to a poorer quality of the system.
Also for the HTG method, as already pointed out in the literature for the
TPG method[27], the formation of side products and bilayers beyond 0.8 ML
may be possible. Therefore, the growth was stopped at a coverage of 0.65 ML.
Another important issue to emphasize is the diﬀerent Mo evaporation rate in
the two methods: in the TPG the Mo evaporation rate was four times higher
than in the present case. This can be explained as follows: in the TPGmethod,
Mo is evaporated onto the Au(111) substrate at room temperature and the
formation of MoS2 takes place only during the annealing of the system. In
order to obtain a high MoS2 coverage, this cycle of evaporation-annealing
must be repeated several times to achieve the desired coverage because a
single Mo evaporation would result in the formation of pre-sulﬁded species
or Mo clusters that cannot be completely converted during the annealing
to form MoS2[27]. In the HTG approach, instead, it is fundamental that
each Mo atom approaching the surface reacts immediately with S to form
MoS2. Therefore, provided that it is not technically possible for our setup
a higher H2S background pressure, the evaporation rate must be slower. It
is important to stress that the possibility to follow in real-time the growth
process is essential to reproduce these results. Indeed, fast-XPS allowed
us to carefully tune and adjust the parameters, such as H2S pressure and
Mo evaporation rate. In this way we avoided undesired Mo clusters and
partially sulﬁded species, which appear at lower binding energy, and have
been discussed in the previous section. The appearence of these byproducts
compromises the quality of the layer, as it is not possible to convert them
into MoS2 even after prolonged annealing in H2S atmosphere without dosing
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Mo.
3.3.3 High resolution photoemission spectra
Figure 3.5 shows the high resolution spectra of Au 4f7/2, Mo 3d and S 2p core
levels for the TPG and HTG grown samples and table 3.1 summarizes the
line shape parameters that were used to ﬁt the Mo 3d and S 2p components
relative to the MoS2 layer.
Table 3.1: Doniach-Šunjić line shape parameters for the diﬀerent components
of the Au 4f7/2, Mo 3d and S 2p core levels acquired at room temperature with
136 eV, 360 eV and 260 eV photon energy, respectively. L is the Lorentzian
width,α is the asymmetry parameter and G is the Gaussian width (see section
2.1.2 for detailed information). BE is the binding energy of the components.
Au 4f 7/2 (hv=136eV) L(eV) α G(eV) BE(eV)
Bulk (B) 0.31 0.02 0.09 84.00
Surface (S) 0.37 0.02 0.23 83.67
MoS2 (M) 0.37 0.02 0.23 83.89
Mo 3d (hv=360eV) L(eV) α G(eV) BE(eV)
3d5/2 0.20 0.05 0.14 229.19
3d3/2 0.43 0.05 0.14 232.34
S 2p (hv=260eV) L(eV) α G(eV) BE(eV)
2p3/2 S4 0.18 0.03 0.16 162.15
2p1/2 S4 0.18 0.03 0.16 163.35
2p3/2 S4’ 0.23 0.02 0.21 162.44
2p1/2 S4’ 0.23 0.02 0.21 163.64
The Au 4f7/2 core level spectra for the clean Au(111) surface and for 0.7
ML MoS2 coverage are shown in ﬁgure 3.5 (a). The Au spectra here reported
are relative only to the TPG growth, as we did not observe any signiﬁcant
diﬀerence between the Au 4f7/2 spectra in the two growth methods. The
spectrum for the clean surface presents two components due to the bulk
(B) at 84.0 eV and surface atoms (S) at 83.67 eV resulting in a surface core
level shift of 330 meV, in close agreement with previous studies[35, 36]. The
Au surface spontaneously undergoes a reconstruction and it densiﬁes along
the <1¯10> directions, resulting in a rectangular (22x
√
3) unit cell[37, 38].
Therefore, the S component is ascribable to the herringbone reconstruction.
However, Au atoms forming the elbows of this structure are less coordinated
and they might have a lower binding energy with respect to the others. For
this reason, the spectrum of the clean Au cannot be ﬁtted properly (see the
blue circle in ﬁgure 3.5 (a)) in the lower binding energy region. Previous
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Figure 3.5: (a) Au 4f7/2 core level XPS spectra of clean Au(111) surface (top)
and after MoS2 growth with coverage of 0.7 ML (bottom) at 136 eV photon energy,
together with the ﬁtting residuals (red = 0 ML, black = 0.7 ML). Mo 3d (b) and S
2p (c) core level spectra taken at 360 eV and 260 eV photon energy, respectively, for
MoS2 TPG grown (θ ∼ 0.6 ML) sample. Mo 3d (d) and S 2p (e) spectra for MoS2
HTG grown (θ ∼ 0.6 ML) sample. For subsequent TPG doses of 5 minutes each, (f)
total coverage of MoS2 layer calculated from the decrement of the Au 4f7/2 surface
peak and (g) evolution of M3 in the Mo 3d spectra.
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studies demonstrate that the MoS2 growth lifts the native herringbone re-
construction of Au(111)[27], and indeed, when MoS2 starts to grow on top,
the S component decreases; moreover, a new component (M) appears at
83.89 eV. We attribute this extra component to the interaction between un-
reconstructed Au surface atoms and MoS2 over layer. Indeed, previous DFT
studies demonstrate the existence of an interaction between the two[39, 40].
The Au spectra were used to estimate the coverage. The intensity of the
S component is maximum for the clean surface while it goes to zero with
1 ML of MoS2 on top because of the complete removal of the herringbone
reconstruction. Considering that the growth of MoS2 proceeds via islands
formation, enlargement and coalescence[27], the MoS2 coverage θMoS2 can be
calculated from the intensity of the S component normalized to one for the
clean surface, as: θMoS2=1-IS . Figure 3.5 (f) reports the coverage after every
cycle of 5 minutes Mo dose in H2S atmosphere and subsequent annealing.
The Mo 3d spectra in ﬁgure 3.5 (b) and (d) after the TPG growth of
θ ∼ 0.6 ML and HTG growth of θ ∼ 0.6 ML MoS2, shows the 3d spin-
orbit splitting of 3.15 eV, consistent with the previous known value[41] and
centered at the same BE reported in the literature[29]. From the comparison
of the two spectra, one can appreciate the better quality of the MoS2 layer.
As a matter of fact, while in the TPG spectrum the main peak of the MoS2
basal plane at 229.19 eV is accompanied by diﬀerent small components at
lower BE due to incompletely sulﬁded species, the HTG spectrum displays
only a tiny amount of undesired species. The component at lower binding
energy growing at 226.43 eV is the 2s core level of sulfur, colored in brown.
Figure 3.5 (g) reports the intensity of the Mo 3d5/2 blue component (M3)
of the TPG sample as a function of the exposure time. Up to 1200 s, which
corresponds to a coverage of ∼0.75 ML, the intensity of this component is low
and almost constant, while at higher coverage it starts increasing signiﬁcantly.
This trend is in agreement with what seen by Grønborg et al. through STM
measurements: when a coverage higher than 0.8 ML is achieved, not only
bilayers, but also amorphous Mo clusters deposited on top of the MoS2 layer
start forming[27].
The S 2p core level spectra for the TPG and HTG grown MoS2 are
reported in ﬁgure 3.5 (c) and (e). They show the 2p spin orbit doublet
separated by 1.2 eV, in close agreement with values found in literature[42].
Also by the comparison of these two spectra, it is clear that a better result
in terms of quality of the sample is achieved by means of the HTG method.
However, in both cases the main peak contains two components, S4 and
S4’. The latter component can be ascribed to the sulfur that experiences
a diﬀerent environment in the S-Mo-S structure. Indeed, the basal plane S
atoms of MoS2 islands in contact with the Au substrate display a shift of 0.29
eV at higher BE with respect to the topmost S atoms, due to the formation
of S-Au bonds[34]. Therefore, we attribute S4 peak centered at 162.15 eV to
the topmost S layer and S4’ at 162.44 eV to the bottommost S layer.
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Figure 3.6: (a) Energy scans spectra taken at 0◦ polar angle (normal emission) on
S 2p core level for a HTG MoS2 dosed sample. (b) Modulation of the ratio between
the intensity of S4’ and S4 components at diﬀerent photon energy.
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Figure 3.7: LEED patterns (electron kinetic energy Ep =117 eV) for (a) the TPG
grown sample (coverage∼0.6 ML) and (b) HTG grown sample (coverage∼0.6 ML).
(c) STM topography (tunnelling parameters: VB = 0.525 V, IT = 0.54 nA for the
main image. VB = 0.525 V, IT = 0.89 nA for the inset image) showing the large
scale moiré structure and the local atomic structure.
In order to experimentally prove this assignment, a photon energy scan
was performed on the HTG sample measuring the S 2p core level at normal
emission varying the photon energy from 200 eV to 500 eV. The spectra are
reported in ﬁgure 3.6 (a). When the photon energy increases, the surface
sensitivity diminishes because of the larger IMFP of the electrons; as a
consequence, also the lower layers are probed. Figure 3.6 (b) shows that,
even though the trend is not monotonic because of diﬀraction eﬀects, the
ratio between the two components increase from low to high photon energies,
proving the correctness of the assignment.
3.3.4 Study of the structural properties
Figure 3.7 shows the LEED patterns from the TPG and HTG grown MoS2
samples. The principal spots corresponding to the MoS2 lattice are sur-
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rounded by six sharp satellites arranged in a hexagonal pattern, indicating
the formation of a long-range ordered MoS2 layer. The satellite spots are due
to the moiré pattern, because of the lattice mismatch between Au (lattice
constant αAu∼ 0.288nm) and MoS2 (αMoS2∼ 0.315nm). The presence of
the moiré satellites spots have been already reported for this system[27] as
well as for other 2D systems such as graphene and h-BN on Ir(111)[43, 44]
or Ru(0001)[45] or other transition metal surfaces. As the coverage is quite
high in both TPG and HTG samples, the spots originated by the Au sub-
strate, marked with an arrow, are faint. From the analysis of the pattern,
the comparison between the Au and MoS2 reciprocal lattice vectors gives
the moiré periodicity of 3.2±0.1 nm, in close agreement with the value pre-
viously reported in the literature[27]. The absence of additional diﬀraction
features rotated with respect to the Au spots indicates that the MoS2 unit
cell is aligned parallel to the unit cell of the substrate, in agreement with
the ﬁndings of Sørensen et al., who observed from the 2D fast Fourier trans-
form (FFT) of an STM image a misalignment of 0.45◦[29]. By comparing
the two LEED patterns, taken after the TPG growth in ﬁgure 3.7 (a) and
the HTG growth in ﬁgure 3.7 (b), it is clear that the two growth procedures
lead to two structurally diﬀerent MoS2 layers: a careful observation of the
LEED spots intensity reveals that the pattern from the TPG grown MoS2
layer exhibits hexagonally arranged spots with near 6-fold symmetry. On
the other hand, the LEED pattern for the HTG grown layer shows a more
pronounced three-fold symmetry. As the structure of MoS2 belongs to the
D3h symmetry, and thus has a three-fold symmetry, as clear from ﬁgure 1.2
in the ﬁrst chapter, the LEED pattern of single-layer MoS2 should have a
three-fold symmetry. This is the case of the HTG grown sample pattern,
which suggests the presence of only one rotational domain. Diﬀerently, the
nearly six-fold symmetry of the LEED pattern for the TPG grown sample
aims to the coexistence of twin domains on the surface[27].
STM measurements were performed on the HTG grown sample. The
STM image reported in ﬁgure 3.7 (c) shows an array of bright protrusions,
which is the signature of the moiré superstructure, as also reported in other
STM measurements[46, 47]. By measuring the distance between the top of
two protrusions, we estimated a moiré periodicity of 3.15±0.3 Å, consistent
with previous measurements[29] and the LEED analysis. The linescan along
the same direction, upon calibration on the Au(111) step, reveals an out-of-
plane corrugation of 0.4-0.6 Å, slightly smaller than what seen by Sørensen et
al.[29]. However, the values of the out-of-plane corrugation must be in general
evaluated with caution, as the STM does not measure the real topography
but the local density of states and therefore contributions from electronic
and topographic eﬀects are mixed.
The inset in ﬁgure 3.7 (c) presents an atomically resolved image of the
ad-layer that proves the excellent order of the layer. In this ﬁgure, the bright
protrusions, induced by the S atoms in the topmost layer, are arranged in
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a hexagonal pattern, with a distance of 3.15 Å among them, in agreement
with previous ﬁndings[29].
One further consideration has to be done: the STM images have been
taken in a separate chamber with respect to the one in which the sample
was grown, after an annealing at 820 K in UHV. This means that the sample
was exposed to air for some time. Nevertheless, the quality of the layer is not
compromised, indicating that single layer MoS2 is chemically inert. Grønborg
et al. showed the STM images, essentially identical, of the layer before and
after air exposure, proving that this inert character of these samples is a great
advantage for their transfer from one experimental setup to another[27].
In order to verify the structural properties of the MoS2, XPD analyses
were performed on both HTG and TPG grown systems. For the experimental
data acquisition, in order to enhance the forward scattering from the bottom
S atoms, a high photon energy was set to increase the kinetic energy of
the photoelectrons, whereas we chose a low photon energy for the Mo and
top S to enhance the backward scattering. Speciﬁcally, we chose 560 eV
(Ek ∼397 eV), 360 eV (Ek ∼130 eV), 270 eV (Ek ∼108 eV) photon energy for
bottom S, Mo and top S, respectively. For the analysis, simulated diﬀraction
patterns were calculated using the program EDAC[48]. For these simulations,
the underlying Au surface was totally neglected, namely we simulated a
freestanding MoS2, given the lack of a speciﬁc local adsorption conﬁguration
of MoS2 on the substrate due to the lattice mismatch with Au(111).
Here we start describing the results on the sample grown through the
HTG method. Figure 3.8 (a), (b) and (c) show the stereographic projections
of the modulation function χ for the upper (yellow component in the XPS
spectrum in ﬁgure 3.5 (e)) and lower (orange component in ﬁgure 3.5 (e))
S atoms and Mo (yellow component in ﬁgure 3.5 (d)), respectively. The
experimental data are the colored sector, while the grey scale part is the
simulation. In order to quantify the agreement between experiment and
simulation, we evaluated the Reliability R-factor, as explained in chapter 2.2.
A minimum R-factor of 0.18 for the XPD pattern of Mo 3d was obtained
for an Mo-S interplanar distance of 1.62 Å (ﬁgure 3.8 (e)) and a lattice
parameter of 3.17±0.04 Å (ﬁgure 3.8 (f)), in very good agreement with the
values reported in literature for MoS2[49, 50]. These optimized distances
were also used to compute the diﬀraction patterns for S 2p, yielding R-
factors of 0.25 and 0.15 for the upper and lower S atoms, respectively. The
excellent agreement between experimental data and simulations for the upper
and lower S further supports our interpretation for which in the S 2p XPS
spectrum, the component at higher binding energy belongs to the bottom S
and the component at lower BE to the top S.
However, the higher R-factor for the S4 XPD pattern suggests that also
other elements must be taken into account. Indeed, if a contribution from
the bottom S layer is added, the R-factor value decreases. In order to analyze
quantitatively the contribution from the bottom S layer in the S4 peak, we
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Figure 3.8: Stereographic projections of the integrated photoemission intensity
modulation I(θ, φ) as a function of emission angle for (a) S4 component 2p (hν
= 270 eV; Ek ∼108 eV) S4’ component 2p (hν = 560 eV; Ek ∼397 eV) and (c)
Mo 3d (hν = 360 eV; Ek ∼130 eV) core levels for the HTG grown sample. The
colored sectors are the experimental data, while simulations are shown in grey. (d)
MoS2 geometric structure used to simulate these patterns (Mo: red, S: yellow). (e)
R-factor as a function of the Mo-S interlayer distance. (f) R-factor as a function of
the MoS2 lattice parameter.
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Figure 3.9: (a) Stereographic projection of the integrated photoemission intensity
modulation I(θ, φ) as a function of emission angle for the S4 component in S 2p
core level measured at high kinetic energy (hν=270 eV; Ek ∼108 eV), compared
with a simulation with 40 percent of emission from the bottom S is added to the
simulation. (b) R-factor behavior for the diﬀraction pattern in (a), as a function
of the percentage of S bottom added. (c) S 2p core level spectrum taken at 260
eV photon energy, for MoS2 HTG grown (θ ∼ 0.6 ML) sample, together with the
spectral contributions coming from the peak ﬁt analysis and consideration drawn
from XPD analysis. St is the component relative to the top S layer, SSI is the
strongly interacting component of the bottom S layer, corresponding to the S4’
component. SSI is the weakly interacting component of the bottom S layer.
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added to the top S layer simulations an increasing contribution from the
bottom S layer and we evaluated the R-factor. Its trend as a function of the
percentage of S atoms of the bottom layer contribution is reported in ﬁgure
3.9 (b). From this graph, we obtain the minimum of the R-factor when the
experiment is compared with a simulation where 40% of S bottom is added.
From this result we obtain the deconvolution of the S 2p spectrum shown
in ﬁgure 3.9 (c). The main, more intense peak is the sum of the St component,
due to the top sulfure atoms and SWI , due to 40% of the bottom S atoms,
while the remaining 60% of bottom S generates the component SSI . The
splitting of the S 2p of bottom S can be understood considering a similar eﬀect
taking place for graphene. Indeed, also the C 1s core level of graphene grown
on diﬀerent transition metal substrates shows peaks centered at diﬀerent BE
depending upon the strength of the interactions between the substrate and
the adlayer[51–53]. Therefore, the SSI peak can be assigned to the bottom
S atoms strongly interacting with the Au substrate while SWI to the atoms
weakly interacting with Au, thus having the same BE of the St peak belonging
to the topmost S layer.
Coming back to the experimental diﬀraction patterns reported in ﬁgure
3.8, it is clear that they have a three-fold symmetry. Assuming a negligible
inﬂuence of the underlying Au surface on the symmetry of the pattern, this
already excludes the presence of equal areas of twin domains, since these
would give rise to a six-fold pattern. In order to clarify this point, ﬁgure 3.10
reports the simulated XPD patterns for Mo 3d core level at 130 eV kinetic
energy in the case of the domain orientation sketched in ﬁgure (a), its mirror
orientation (b) and the sum of an equal amount of the two (c). The ﬁrst two
three-fold patterns, once they are summed, result in a six-fold symmetry.
In order to verify quantitatively the presence of one singly oriented domain
for the HTG grown sample, we performed multiple scattering simulations of
the Mo 3d core level mixing diﬀerent percentages of the mirror orientation of
ﬁgure 3.10 (b) to the domain orientation reported in ﬁgure 3.10 (a) and we
calculated the corresponding R-factor. The behavior of the R-factor in this
system is reported in ﬁgure 3.11 (b): it shows a minimum when one single
orientation is considered and increases monotonically with the increasing
percentage of the anti-parallel domain.
The same investigation was done on the TPG grown MoS2. The XPD
measurement of the Mo 3d core level on this system is reported in ﬁgure 3.11
(c) together with the evaluation of the R-factor, in ﬁgure 3.11 (d). From this
last graph, we can state that the TPG method leads to the formation of a
ratio ∼3:1 of the orientation obtained with HTG and its mirror orientation.
This ﬁnding was expected, as it was clear already from the LEED pattern in
ﬁgure 3.7 (a) that the TPG grown layer is a mixture of two opposite-oriented
domains.
To investigate the mutual orientation of the MoS2 overlayer with respect
to the substrate, we measured the Au 4f XPD patterns of the clean sample
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Figure 3.10: Simulated XPD patterns for Mo 3d core level at 130 eV kinetic energy
for (a) one domain (oriented as the sketch on top), (b) for the mirror domain and
(c) for an equal amount of the two domains.
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Figure 3.11: Stereographic projections of the integrated photoemission inten-
sity modulation I(θ, φ) as a function of emission angle for the Mo 3d core
level for the (a) HTG and (c) TPG grown MoS2 (hν=360 eV; Ek ∼130 eV).
R-factor behavior for the Mo 3d5/2 diﬀraction patters, as a function of the
relative concentration of twin domains. (b) The minimum R-factor which
deﬁnes the correct structure for the HTG grown sample is obtained when
one single MoS2 domain orientation is present, which is the one depicted on
the left. (d) In the case of the TPG grown MoS2, the minimum R-factor is
found at 75/25 percent of one orientation and its mirror orientation.
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Figure 3.12: Stereographic projections of the integrated photoemission intensity
modulation I(θ, φ) as a function of emission angle for Au 4f7/2 (hν=200 eV; Ek ∼115
eV) for the surface (a) and bulk (b). The colored sectors are the experimental data,
while simulations are shown in grey. (c) Geometric structure used to simulate these
patterns.
for surface (ﬁgure 3.12 (a)) and bulk (ﬁgure 3.12 (b)) components at photon
energy of 200 eV (Ek ∼115 eV). The surface component shows an almost
6-fold symmetric pattern. The bulk pattern, instead, is 3-fold symmetric. The
herringbone reconstruction was simulated as three 60◦ rotated domains of
compressed hexagons, while the gold bulk was simulated with three layers of
gold. The very good agreement between the experiments and the simulations,
in particular for the bulk peak, allows to deﬁne the orientation of the crystal
as the one shown in ﬁgure 3.12 (c). Theoretical calculations by Bruix et
al.[54] showed that the most favorable adsorption site of S of the MoS2 layer
on Au(111) is the top site. Therefore, considering the local arrangement
highlighted in ﬁgure 3.13, Mo can be present in either the fcc (a) or hcp (b)
sites. From the comparison of the XPD patterns of Au and of the MoS2 above
layer, we can state that the mutual orientation of MoS2/Au(111) in case of
the HTG growth is the one in which Mo adsorbs at fcc site, as depicted in
ﬁgure 3.13 (a).
3.3.5 Study of the electronic structure
The band structure of MoS2 has already been studied by Miwa et al. on a
TPG grown sample[30]. In this section we investigate the electronic structure
of the singly orientated MoS2 monolayer. Figure 3.14(a) shows the dispersion
of the MoS2 valence bands along the Γ-K direction of the Brillouin zone,
shown in the inset. Two maxima of the valence band are observed at Γ and
K points: the one in Γ is broad, while the second has sharp features. This
diﬀerence was ascribed to the diﬀerent interaction with the Au substrate[30]
the states near Γ derive from out-of-plane orbitals and therefore an adlayer-
substrate interaction can be expected to aﬀect the broadening of the band.
On the other hand the states near K derive from in-plane orbitals and as
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(a) (S,Mo) = (top, fcc)
( ) (S,Mo) = (top, hcp)b
Figure 3.13: Possible 10 x 10/11 x 11 MoS2/Au(111) conﬁgurations with S in
on-top position. Insets on the left show the adsorption conﬁguration of bonding
regions (a) Mo in fcc and (b) Mo in hcp sites. Ball model color code: yellow: S,
orange: Au, red: Mo.
Figure 3.14: (a) Band dispersion along the Γ−K direction of MoS2 Brillouin
zone for the HTG grown sample. (b) Band dispersion at Γ for a MoS2/Au(111)
sample with bilayer patches.
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Figure 3.15: (a) Out-of plane spin-resolved energy distribution curves at
K and −K points. Red and blue colors mark spin-up and -down signals,
respectively. Raw data is shown without a correction for the spin-sensitivity
(Sherman function) of the detector. Solid lines are Voight ﬁttings to the ex-
perimental data marked with circles. (b) Background-subtracted out-of-plane
spin polarization at K and −K points. Solid lines mark the spin polarization
calculated from the ﬁts, taking the Sherman function into account. These
measurements were performed on the HTG grown sample.
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a consequence the interactions between the substrate and the adlayer are
predicted to be weak[55]. It is worth noting an interesting feature in ﬁgure
3.14 (a) given by the spin-splitting of the states at K, which value (∆E=145
meV) is in agreement with the theoretical predictions[55]. This splitting has
been observed for other TMDCs, like MoSe2 on graphene[56] and WS2 on
Au(111)[35], where a larger larger spin orbit splitting was observed given by
the heavy W atoms. Looking at 3.14 (a), together with ﬁgure 3.7, one would
expect to see the eﬀect of the moiré in the electronic structure, as in the case
of the Dirac cones of the epitaxial graphene on Ir(111), where replica bands
and minigaps are clearly visible[57]. In this system, instead, such features
are absent, suggesting that the moiré does not aﬀect the MoS2 electronic
structure. All these features were already reported in the literature[30, 54]
and they do not diﬀer from the data we obtained on the HTG sample,
reported in ﬁgure 3.14(a). However, the linewidth of the states near K is
considerably smaller (51 and 70 meV for the upper and lower band than that
measured on the TPG grown samples[30]), indicating a higher quality of the
layer. These data also conﬁrm the absence of a second layer, that would result
in a second band near Γ at lower BE than the top of the valence band at the
k-point, as reported in ﬁgure 3.14 (b), that reports the dispersion band at Γ
point for a MoS2/Au(111) sample, where bilayer patches are present[30, 56].
Up to this point, the single orientation character of the layer cannot be
appreciated, as all the features described are not aﬀected by the spin-texture
of the material. The substantial diﬀerence is observed in the spin resolved
photoemission measurements[58]. Indeed, singly oriented domains can give
rise to a complete spin polarization of the bands near K and −K[15, 17].
Figure 3.15(a) reports the data of the out-of-plane spin-resolved energy
distribution curves at K and -K points, not yet corrected for the Sherman
function, that takes into account the spin-sensitivity of the detector. The
spin-up and spin-down signals are colored in red and blue, respectively. Once
the Sherman function is taken into account, from the normalized data we
ﬁnd an out-of-plane spin polarization of 86(±14)%, opposite for K and −K,
shown in ﬁgure 3.15 (b). If the sample had been a mixture of two domains,
we would have expected to obtain a lower value of spin polarization, because
of the mixed contributions from oppositely spin-polarized K and −K valleys,
as observed for SL MoSe2 grown on bilayer graphene [59]. Here, on the
contrary, we observe a high magnitude of spin polarization which conﬁrms
the single-domain structure of MoS2. Moreover we could state that the weak
interaction between MoS2 and the Au substrate does not aﬀect appreciably
the spin polarization.
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3.4 Conclusions
In this chapter, using fast-XPS, we studied the dynamics of the growth of
MoS2 layers and showed that pre-sulﬁded clusters of Mo on Au surface go
through various transformations when annealed in H2S, such as the growth
of diﬀerently sulﬁded species visible in both Mo 3d and S 2p spectra. It is
evident from the intensity proﬁle that these species are inter-related, acting
as precursor to one another and ultimately leading to the growth of ‘S-Mo-S’
single layer nano-islands when the adequate temperature is reached. We
exploited all the information acquired on the formation of MoS2 to develop
a new growth method, called HTG, consisting in dosing molybdenum in
H2S environment directly at high temperature. This allows to have very
high quality samples in terms of crystalline order and size of the islands.
Nevertheless, the most remarkable advantage of this approach is that it
leads to the formation of only one single orientation of MoS2 domains.
The two growth methods were then studied and compared. By means of
XPS on the grown layer, we were able to evaluate the presence of undesired
incompletely sulﬁded species on the sample. Moreover, our results showed
evidence of the interaction between the Au surface and the MoS2 overlayer
that leads to the growth of extra component in the Au 4f spectra. We
could also diﬀerentiate between topmost S and bottommost S components
in the S 2p spectra. The unambiguous prove of the assignment of these
components was done through XPD analyses, which allowed us also to study
the orientation of the MoS2 domains. These measurements revealed that
the HTG method leads to the formation of singly oriented domains. Such
feature of the MoS2 layer is a state-of-the-art achievement and therefore, the
HTG grown MoS2 sample was also studied by means of STM and angular-
and spin-ARPES. This last set of measurements proved the complete spin
polarization of the states near K and -K of the MoS2 Brillouin zone, which
further demonstrates the presence of singly oriented MoS2 domains.
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Chapter 4
Growth and characterization
of single-layer MoS2 on
Ag(111) and Ag(110)
4.1 Introduction
As already mentioned in previous chapters (see chapter 1 and 3), TMDCs,
and in particular MoS2, are attractive for various applications and among
them one of the most promising is related to future generation of electronic
devices based on such materials. Regardless of the working principle (tradi-
tional ﬁeld eﬀect transistors (FETs), tunnel FETs, opto-electronic FETs), one
important aspect for the real application is related to the intrinsic contact
resistance of such devices, meaning the resistance between the active part of
the transistor and the contacts that interface it with external components.
In fact, the geometrical scaling of FETs up to the nanoscale regime demands
a reduction of the supply voltage due to constraints on the dissipated power
while keeping the on-state-current as high as possible for performance pur-
poses. In this framework, it becomes clear that the contact resistance acts
as a performance-limiting factor and many studies have been performed to
tackle this issue[1–4]. In this context, among the diﬀerent solutions to reduce
the contact resistance in MoS2 based devices, one is to induce a local change
of the MoS2 crystal structure, promoting the transition from semiconductor
(trigonal prismatic, 1H, phase) to metal (octhaedral, 1T, phase)[5–7]. An-
other way to obtain the reduction of contact resistance between the metal
contacts and the MoS2 is to reduce the Schottky barrier height (SBH)[8–
10], which depends on the metal work function and the number of MoS2
layers[11]. Finally, it is worth highlighting that theoretical calculations pre-
dict a MoS2 semiconductor-to-metal transition by a simple interaction with
the substrate[1, 10, 12]. In the ﬁrst section of the chapter, we investigate
the growth of MoS2 on Ag(111) substrate, which was chosen based upon
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theoretical calculations and experimental evidences. In fact, Zhong et al.
predict a Schottky barrier of 0.212 eV for the MoS2/Ag(111) system, much
smaller than the value of 0.763 for MoS2 on Au(111)[11], and Dendzik et
al. demonstrate that a semiconductor-to-metal transition occurs to WS2
grown on Ag(111)[13]. Moreover, for the structural point of view, theoretical
calculations predict a weak interaction between the Ag substrate and the
MoS2 layer, slightly stronger than for Au(111), which should allow to produce
extended ordered nearly free-standing MoS2 layers[11, 12].
In the second part of the chapter, instead, we study the growth of MoS2
on Ag(110), a substrate with unequal lattice parameters along the diﬀerent
crystallographic directions. The aim of this choice was to investigate whether
the rectangular lattice as opposed to the hexagonal lattice of MoS2 modiﬁes
the structural properties of the layer. Moreover, it is possible that the moiré
superstructure, due to the lattice mismatch between MoS2 and the substrate,
introducing an additional periodic potential, aﬀects the electronic proper-
ties of MoS2, as it was demonstrated for 2D h-BN and graphene grown on
anisotropic substrates[14–16]. This last aspect is among the most critical in
order to include this material in already existing technology and to develop
future applications.
We here demonstrate that highly ordered MoS2 monolayer can be grown
on both Ag(111) and Ag(110) using the HTG method already described in
chapter 3 for the MoS2 on Au(111), providing new insight into the strategies
for producing high quality MoS2 monolayer.
4.2 Experimental details
The Ag(111) and Ag(110) substrates were prepared by repeated cycles of
Ar+ sputtering, and annealing to 1060 K and 800 K, respectively, for 10
minutes at 1 Ks−1 heating and cooling rate. The sample quality was checked
with XPS for Ag 3d5/2 core level and with LEED measurements, showing
an hexagonal (1x1) pattern for Ag(111) and a (1x1) pattern reﬂecting the
rectangular cell of the Ag(110) substrate. The growth of MoS2 on Ag(111)
was performed by dosing atomic Mo at a rate of 0.0095 monolayer per minute
in a background pressure of 2 x 10−6 mbar of H2S onto a clean substrate
kept at 823 K. The growth of MoS2 on Ag(110) was performed using the
TPG method up to the coverage of 0.07 ML of MoS2, dosing Mo on the
clean Ag(110) surface at RT and subsequently annealing the sample at 800
K, both in H2S background pressure of 5 x 10−7 mbar. The growth was
continued by means of the HTG method, dosing atomic Mo at a rate of
0.0047 ML/minute in a background pressure of 5 x 10−7 mbar of H2S onto
the substrate kept at 800 K. During the growth, fast-XPS was performed,
looking simultaneously at the changes of Mo 3d and S 2p core levels with
260 eV photon energy[17]. After the growth, the S 2p, Mo 3d and Ag 3d core
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Figure 4.1: S 2p core level spectra measured at hν=260 eV. Red curve: MoS2 on
Ag(111) with the presence of an extra peak due to the presence of Ag2S. Black
curve: H2S dose on Ag(111).
level spectra were measured using photon energies of 260, 360 and 480 eV
respectively. The XPD patterns for the S 2p were acquired at hν = 270 eV
(Ek ∼108 eV) for the top S layer, and at hν = 560 eV (Ek ∼397 eV) for the
bottom S layer. The XPD measurements for Mo 3d were performed with
photon energy hν=360 eV corresponding to electron kinetic energies of 130
eV.
For a more complete description of the experimental parameters, see
chapter 2.10
4.3 Results and discussion
4.3.1 Growth and characterization of MoS2 on Ag(111)
According to the synthesis of MoS2 on Au(111) reported in chapter 3, it
has been found that the high temperature growth (HTG) allows to obtain
better quality layers. For this reason, the same approach has been used for
the MoS2 synthesis on Ag(111). In this case, however, one detail must be
stressed: unlike the Au surface, which is quite inert towards the reaction
with H2S, the Ag(111) surface can dissociate H2S and it is known that S
can react with silver to give Ag2S[18], with a characteristic S 2p peak at
160.7 eV BE[19]. In this regard, ﬁgure 4.1 aims at showing the formation of
such compound when H2S is dosed at a pressure of 1x10−6 mbar on the Ag
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substrate at 773K (red line), where a peak at 160.7 eV BE is clearly visible.
Moreover, the same image shows also the spectrum of a MoS2 growth using
a too high H2S pressure (black line); aside from the two main peaks that will
be discussed later, a peak at 160.7 eV BE appears. This latter component
decreases if the H2S pressure is lowered while dosing Mo to form MoS2 (not
shown), and therefore Ag2S acts as a reversible sulfur reservoir. Since we
carefully avoided the formation of Ag2S, in order not to load and saturate
the surface with species that would have demoted the formation of MoS2,
the growth was monitored and the H2S pressure was decreased if the Ag2S
component raised.
Molybdenum was evaporated on the Ag(111) substrate at 823 K in a
background H2S pressure of 2x10−6 mbar. This substrate temperature, 50
K lower than on Au(111), after several trials, was found to be the most
appropriate for the formation of MoS2 on this substrate. The growth was
followed by fast-XPS, checking simultaneously the Mo 3d and S 2p core levels.
The spectra were ﬁtted with the parameters similar to the ones used for the
HR spectra, that will be shortly described.
Figure 4.2 (a) reports the photoemission intensity of the Mo 3d compo-
nent of the MoS2 basal plane as a function of the dose time. The curve shows
a linear trend up to about 30 minutes from the start of the growth, then the
growth rate starts to decline. The dose was stopped after 105 minutes, as
the components at lower BE than that of the basal plane of MoS2 started
to increase signiﬁcantly.
After the growth, we measured the HR-XPS spectra of Ag 3d, Mo 3d
and S 2p core levels at room temperature. The ﬁtting parameters for Mo
3d and S 2p and the binding energies referred to the Fermi level of the Ag
substrate are reported in table 4.1.
Table 4.1: Doniach-Šunjić line shape parameters for the diﬀerent components
of the Au 4f7/2, Mo 3d and S 2p core levels acquired at room temperature at
360 eV and 260 eV photon energy, respectively. L is the Lorentzian width, α
is the asymmetry parameter and G is the Gaussian width (see section 2.1.2
for detailed information). BE is the binding energy.
Mo 3d (hv=360eV) L(eV) α G(eV) BE(eV)
3d5/2 0.18 0.10 0.25 229.33
3d3/2 0.40 0.10 0.25 232.48
S 2p (hv=260eV) L(eV) α G(eV) BE(eV)
2p3/2 top 0.16 0.05 0.19 162.25
2p1/2 top 0.17 0.05 0.19 163.45
2p3/2 bottom 0.16 0.05 0.19 162.49
2p1/2 bottom 0.17 0.05 0.19 163.69
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Figure 4.2: (a) Photoemission intensity of the MoS2 basal plane Mo 3d component
as a function of the dose time. (b) Ag 3d5/2 core level XPS spectra of clean Ag(111)
surface (top) and after MoS2 growth with coverage of θ ∼0.8 ML (bottom) at hν=420
eV photon energy. Mo 3d (c) and S 2p (d) core level spectra taken at hν=360 eV
and hν=260 eV photon energy respectively, for MoS2 grown on Ag(111)(θ ∼ 0.8
ML). Mo 3d (e) and S 2p (f) core level spectra taken at hν=360 eV and hν=260 eV
photon energy respectively, for MoS2 grown on Au(111) (θ ∼ 0.6 ML), described
in Chapter 3. All the experimental spectra (data points) are presented with the
resulting ﬁt (line) and together with the spectral contributions resulting from peak
ﬁt analysis (solid areas).
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Figure 4.2 (b) reports the Ag 3d5/2 spectra for the clean Ag(111) surface
and for MoS2 coverage of θ ∼0.8 ML, magniﬁed four times. With increasing
coverage, the intensity of the peak decreases by eﬀect of the MoS2 screening,
but the shape of the peak is unchanged. In previous studies, it was proved
that, diﬀerently from Au, in which the SCLS is appreciable, the SCLS of
Ag(111) is less than 100 meV, a too small value to distinguish between the
bulk and surface components in the Ag spectrum[20]. Therefore, unlike the
MoS2 on Au(111) system, we do not ﬁnd any ﬁngerprint of the interaction
between MoS2 and the silver substrate, i.e. any new component related to
the Ag atoms that feel the presence of the adlayer can be revealed. However,
despite these diﬃculties, the Ag 3d spectra have been used to estimate the
coverage in a slightly diﬀerent way if compared with the MoS2 on Au(111)
case discussed in chapter 3. In particular, we compare the overall intensity of
the Au 4f and Ag 3d peaks to infer about the MoS2 coverage of the MoS2 on
Ag(111) system. In order to do so, the Ag 3d spectra were measured at 420
eV photon energy to have the same photoelectron kinetic energy, ∼52 eV, of
the Au 4f spectra measured at 136 eV photon energy for the MoS2/Au(111)
system. This allows us to assume that the IMFP of the photoelectrons and
the attenuation of the signal given by the MoS2 overlayer are the same for
the two systems. Therefore, it seems reasonable to assume that the peak
intensity of Ag 3d decreases as the one of Au 4f with the MoS2 coverage. As
the coverage of MoS2 on Au(111) was accurately estimated (see chapter 3
on MoS2/Au(111) system), by measuring the reduction of the Au surface
component, we evaluated the decrease of the overall Au 4f peak intensity,
we correlated this to the estimated coverage, and ﬁnally to the decrease of
the Ag 3d peak. From this calculation, the coverage of MoS2 on Ag(111) is
assessed at θ ∼0.8 ML, where a monolayer, from here on, is deﬁned as one
complete layer of MoS2.
The Mo 3d spectrum in ﬁgure 4.2 (c) after the growth of θ ∼ 0.8 ML
shows a 3d spin-orbit splitting of 3.15 eV, consistent with the previous known
value[21]. This spectrum is ﬁtted with only one component for the main peak,
i.e. the one centered at 229.33 eV binding energy, position similar to the one
observed for the basal plane component for MoS2 monolayer on Au(111) at
229.19 eV BE[22, 23]. Therefore, we attribute this component to the basal
plane of MoS2. One extra component, colored in grey, is added at 227.9
eV. This one cannot be related to metallic Mo species, as from preliminary
experiments (not shown) we see that the Mo 3d5/2 of metallic Mo species on
Ag(111) is centered at 227.6 eV BE. However, we can tentatively attribute the
grey component to not completely sulﬁded species. Indeed, though there are
no studies about non-stoichiometric MoS2−x (0≤x≤1) species on Ag(111),
it is known that these species on Au(111) have core level peaks centered
at lower BE than the MoS2 basal plane component[24]. Finally, the brown
component at lower binding energy growing at 226.65 eV is the S 2s core
level.
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The S 2p spectrum for the same sample is reported in ﬁgure 4.2 (d). It
shows a spin orbit doublet separated by 1.19 eV in close agreement with values
found in literature[25]. The spin orbit doublet is ﬁtted with two components,
similarly to the case of MoS2 on Au(111): an intense peak colored in yellow
centered at 162.25 eV and a smaller orange component with a shift of 239 meV
to higher BE with respect to the previous one. In chapter 3, we demonstrated
that, because of the diﬀerent interaction with the substrate, the bottom S
layer results in two spectral components, one weakly interacting centered at
the same BE of the top S layer, and one belonging to the strongly interacting
S at higher BE. Therefore, we attribute the component at higher BE (orange)
to the strongly interacting bottom S atoms, while the component at lower
BE (yellow) to the weakly interacting bottom S atoms plus the S atoms of
the top layer.
Figure 4.2 (e) and (f) report the HR-spectra of Mo 3d and S 2p for the
MoS2 grown on Au(111) (see chapter 3) in order to make a comparison with
MoS2 on Ag(111). A common feature for both core level spectra is a shift
of all the components towards higher BE in the case of MoS2 on Ag(111)
with respect to that on Au(111). In particular, the Mo 3d peaks are shifted
by 140 meV, while those of S 2p by 100 meV. A similar behavior has been
seen by Dendzik et al. while comparing WS2 grown on Ag(111) and on
Au(111)[13]. They observed a shift of 207 meV towards higher BE of the
W 4f components on Ag(111) with respect to the WS2 grown on Au(111),
explaining this fact by taking into account the diﬀerent work functions of
Au(111) and Ag(111). This leads to a diﬀerent Fermi level pinning, hence
a shift of the valence states which is reﬂected also in the core levels[13].
As WS2 and MoS2 show similar features, i.e. they have similar structural
parameters, they are both semiconductors with a comparable bandgap and
a similar electronic structure[26], we believe that these considerations can
be applied also for MoS2/Ag(111).
In reference [27], Dendzik et al., by means of ARPES measurements,
demonstrate that WS2 grown on Ag(111) shows a metallic behavior, as
metallic states are present near the Fermi level because of the hybridization
ofWS2 with the Ag states. On the same system,W 4f core level measurements
were performed and the spectra were ﬁtted using a Doniach-Šunjić line shape
with an asymmetry parameter of 0.1, in order to properly ﬁt the tail of the W
4f component at higher BE. This value further proves the metallic behavior
of WS2, indeed, in general metallic systems show an asymmetric behavior,
due to electron-hole pair excitations at the Fermi level, that must be ﬁtted
with a non-zero asymmetry parameter[28]. By looking carefully at the Mo 3d
spectra of our system MoS2/Ag(111), one notices that the main component
has also a high binding energy tail. As this tail cannot be ﬁtted with an
additional peak, the only feasible way is to increase the asymmetry parameter
in the ﬁt to 0.1, while in the case of MoS2 on Au(111) this value is close to
0. Therefore, though ARPES measurements on our system have not been
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Figure 4.3: STM images showing MoS2 extended layer at coverage θ ∼ 0.8 ML.
(a) 130 x 80 nm large scale image shows a continuous MoS2 carpet on diﬀerent
terraces(VB=1.051 V, It=0.88 nA). (b) 7 x 7 nm atomically resolved STM image of
the MoS2 lattice and moiré superstructure of MoS2/Ag(111) (VB=39 mV, It=2.44
nA). (c) 20 x 20 nm size image shows the MoS2 carpet climbing over an Ag terrace
(VB=221 mV, It=1.27 nA). (d) Line proﬁle along the black line drawn in ﬁgure (a).
(e) FFT of the STM image reported in ﬁgure (a).
performed yet, in analogy with the ﬁndings reported in reference [27], we
believe that MoS2 on Ag(111) has a metallic behavior.
The evidence of a stronger interaction between adlayer and substrate
emerges from the S 2p core levels spectra. Indeed, the bottom S component
(the orange component at higher BE) in the case of MoS2 on Ag(111) in
ﬁgure 4.2 (d) is more intense than that of MoS2 on Au(111). This feature
is ascribed to the larger number of S atoms belonging to the bottom layer
interacting with the Ag substrate.
In ﬁgure 4.3 three STM images taken on the θ ∼0.8 ML MoS2/Ag(111)
sample are reported. The presence of arrays of bright protrusions, visible in
ﬁgure 4.3 (a) and (c), and magniﬁed in ﬁgure 4.3 (b), is attributed to the
presence of the moiré superstructure, as discussed in the previous chapters for
MoS2/Au(111) and in the following for WS2/Au(111) systems. By measuring
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the in-plane distance between two protrusions, along the black line reported
in ﬁgure 4.3 (b), we obtain a periodicity of 3.48±0.03 nm, as reported in
ﬁgure 4.3 (d), in agreement with the LEED ﬁndings. Moreover, from the line
proﬁle along the same cut, we ﬁnd an out-of-plane corrugation of 0.2 Å.
Figure 4.3 (a) presents a large scale (130x80 nm) STM image that proves
the long range order of the MoS2 carpet grown on the silver substrate. Here,
one can notice one dark and two bright regions, which are due to the diﬀerent
terraces of the silver substrate and not to the presence of MoS2 bilayer,
because the height of the step of 2.3 Å is in agreement with the one of the
calculated interlayer distance between two planes of Ag(111) of 2.35 Å. As one
cannot appreciate the presence of single MoS2 islands but a continuous layer
due to their coalescence, this image conﬁrms the high coverage calculated
from the XPS spectra. In ﬁgure 4.3 (b), reporting an atomically resolved STM
image, in addition to the large bright protrusions of the moiré superstructure,
one can clearly distinguish other arrays of spots. These are induced by the S
atoms in the topmost layer that are arranged in a hexagonal pattern, with a
measured distance of 3.14±0.4 Å among them. This value is consistent with
the lattice parameter of a free MoS2(0001) plane[29, 30]. By zooming on a
step edge of a Ag substrate (ﬁgure 4.3 (c)), it is possible to see that the MoS2
carpet is continuous while crossing the terraces, as the moiré protrusions do
not disappear but they continue on the other side, from the dark to the bright
region of the image, though they do not proceed alligned but they suﬀer a
shift. We can aﬃrm that is not the case of two islands that merged forming
a grain boundary, but the crossing layer, because this behavior was already
observed on the graphene/Ir(111) system by Coreaux et al. Indeed, through
an atomically resolved STM image on an edge of Ir, they demonstrate the
structural coherency of the graphene while crossing the step[31].
Finally, ﬁgure 4.3 (e) reports the Fast Fourier Transform (FFT) of the
image shown in ﬁgure 4.3 (a). The bright spots in the reciprocal space are
well deﬁned and arranged in an hexagonal pattern, as expected from the
hexagonal arrangement of the sulfur atoms in the top layer of MoS2. Each
main spot is surrounded by six satellites, due to the moiré superstructure.
This pattern shows identical features to the ones present in LEED that are
shown here below. It is worth noting that the LEED pattern accounts for a
much larger region, while the FFT of the STM image is relative to a small
region, therefore this equivalence in the patterns suggests that all the sample
shows a morphology similar to that reported in ﬁgure 4.3 (b).
One further consideration has to be done: the STM images have been
taken in a separate chamber with respect to the one in which the sample was
grown, after an annealing in UHV. This means that the layer was exposed
to air at room temperature for some time. Even though ﬁgure 4.3 (b) shows
disordered spots that are ascribable to contaminants that adsorbed on the
surface during air exposure and that were not removed by the thermal an-
nealing, from the STM images the quality of the layer is not compromised,
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Figure 4.4: LEED patterns of θ ∼0.8 ML MoS2 grown on Ag(111) at Ek=189 eV
electron energy taken (a) immediately after the growth and (b) after two months,
during which the sample was exposed to air. (c) Cut of the line proﬁle along the
dashed line shown in ﬁgure (a). (d) line proﬁle analysis along the red ring containing
the MoS2 spots in ﬁgure (d) Line proﬁle analysis along the red ring drawn in ﬁgure
(a), containing the MoS2 spots.
indicating that single layer MoS2 grown on Ag(111) is chemically inert. This
is also proved by LEED measurements taken at 189 eV electron energy at
room temperature, immediately after the growth and after two months in
which the sample was kept in air (reported in ﬁgure 4.4 (a) and (b)). By
comparing them, it is clear that the sharpness of the spots is the same and
therefore the sample was not damaged by its stay in air. This stability was
already observed by Grønborg et al. for MoS2 grown on Au(111)[32], but we
can state that also MoS2 on Ag(111) is chemically inert, though we expect
this system to be metallic.
The principal spots of the LEED patterns corresponding to the MoS2
lattice are surrounded by sharp ﬁrst and second order satellites arranged in
a hexagonal pattern, indicating the formation of long-range ordered MoS2
layer. We speculate that these features in the LEED pattern are due to
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the better ordering of the moiré superstructure than the one on Au(111)
substrate, for which system the LEED measurements show only the ﬁrst
order satellites. The satellite spots are due to the moiré pattern, deriving
from the lattice mismatch between Ag (lattice constant αAg∼ 0.288nm) and
MoS2 (αMoS2∼ 0.315nm). The pattern is in agreement with the 11 x 11/12
x 12 MoS2/Ag(111) unit cell moiré superstructure. The spots originated
by the substrate, marked with an arrow, coincide with one satellite. From
the analysis of the line proﬁle, shown in ﬁgure 4.4 (c), along the dashed
line drawn in ﬁgure 4.4 (a), it is possible to calculate the βAg and βMoS2
reciprocal vectors by evaluating the distance between the spots, obtaining a
moiré reciprocal vector βmoiré of 0.19 and, thus, a real space vector of 3.51±0.1
nm, in close agreement with the STM measurements and with the value for
MoS2 on Au(111). The absence of additional diﬀraction features rotated with
respect to the Ag spots indicates that the MoS2 unit cell is aligned parallel
with the unit cell of the substrate, congruent with the disposition of MoS2
on Au(111) reported in chapter 3. The LEED spots intensity analysis reveals
that the pattern exhibits a 6-fold symmetry, as it is clearly visible in ﬁgure
4.4 (d) from the line proﬁle analysis of the spots along the red ring in ﬁgure
4.4 (a) from 0◦ to 160◦ containing the MoS2 spots. As the MoS2 structure
is three-fold symmetric, a six-fold LEED pattern is indicative of an equal
distribution of the two oppositely oriented domains, rotated by 180◦.
We now focus our analysis on the structural features of the MoS2 layer
and to better evaluate the amount of the mirror domain on the sample, we
performed XPD measurements.
Firstly, the Ag 3d core level was measured for the bare Ag(111) to de-
termine the orientation of the crystal. Figure 4.5 (a) shows the measured
diﬀraction pattern (orange) from the Ag 3d core level with a photon en-
ergy of 480 eV, corresponding to a photoelectron kinetic energy of ∼112 eV.
The pattern is three-fold symmetric, as expected for the Ag(111) substrate
and this is also conﬁrmed by XPD simulations (see 4.5 (a), grey region)
performed using four layer close-packed Ag atoms, with a bulk truncated
surface, oriented as sketched in ﬁgure 4.5 (b), and the same kinetic energy
of the photoelectrons in the experiment, i.e. 112 eV.
The bottom and top S 2p and Mo 3d diﬀraction patterns, shown in
ﬁgure 4.5 (c), (d) and (e), respectively, were simulated for a freestanding
MoS2 layer, as it was done in the case of MoS2/Au(111). By properly tuning
the photon energy, the kinetic energy of the photoemitted electrons has
been chosen to enhance either the forward or the backward scattering. In
particular, the electron kinetic energy for the scatterers was set high for the
bottom S atoms, favoring forward scattering processes from the Mo and top
S, and low for the Mo and top S atoms, favoring backscattering processes.
In detail, we chose hν=560 eV, hν=360 eV and hν=270 eV ( corresponding
to ∼397 eV, ∼130 eV and ∼108 eV photoelectron kinetic energy) for bottom
S, Mo and top S, respectively. The stereographic projections of Mo 3d and
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Figure 4.5: Stereographic projections of the integrated photoemission inten-
sity modulation I(θ, φ) as a function of emission angle for (a) Ag 3d5/2
(hν=480 eV; Ek ∼112 eV) (c) bottom S 2p (hν=560 eV; Ek ∼397 eV), (d)
top S 2p (hν=270 eV ;Ek ∼108 eV) and (e) Mo 3d (hν=360 eV; Ek ∼130 eV)
core levels. The colored sectors are the experimental data, while simulations
are shown in grey. (b) Geometric structure used to simulate the Ag(111)
substrate. (f) R-factor behavior for the Mo 3d5/2 diﬀraction patters, as a
function of the relative concentration of twin domains.
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S 2p core levels show a clear six-fold symmetry, which is consistent with the
presence of two MoS2 domains with antiparallel orientations, as discussed
for the LEED measurements. A good agreement between experimental and
simulated patterns for S and Mo atomic layers at diﬀerent energies conﬁrm
that we obtained a high quality non-distorted MoS2. A minimum R-factor
of 0.21 for the XPD pattern of Mo 3d was obtained for a lattice parameter
of 3.2±0.07 Å, in very good agreement with the values reported in literature
for MoS2[29, 30]. These optimized distances were also used to compute the
diﬀraction patterns for S 2p, yielding R-factors of 0.29 and 0.27 for the
upper and lower S atoms, respectively. The excellent agreement between
experimental data and simulations for the upper and lower S is the proof
that in the S 2p XPS spectrum, the component at higher binding energy
belongs to the bottom S and the component at lower BE to the top S.
In order to quantify the percentage of the two oppositely oriented MoS2
domains, we calculated the R-factor between experimental diﬀraction pattern
and simulation including weighted percentage of the two domains. Figure
4.5 (f) reports the graphical representation of R-factor variations for the
percentage the two domains in the simulation with mixed orientations. The
minimum of R-factor corresponds to 50% of both orientations, meaning that
the two orientations aligned with the crystallographic axes of Ag(111) are
equally probable, diﬀerently from what found for MoS2 on Au(111), where
using the same growth procedure, it is possible to grow singly oriented MoS2
domains.
4.3.2 Structural characterization of MoS2 on Ag(110)
Diﬀerently from the growth of MoS2 on Ag(111), where the HTG approach
was used from the beginning, on the Ag(110) substrate this method implicates
the formation of randomly oriented MoS2 rotated domains that invalidates
the properties of the SL MoS2 introducing structural defects. In order to
avoid this undesirable structure, the growth was performed in two steps: ﬁrst,
the TPG approach was used up to a coverage of ∼0.07 ML to create MoS2
nano-crystals and promote the expansion of the islands with a preferential
orientation; then the HTG approach was used to increase the coverage to
0.75 ML of MoS2, where a monolayer (ML) represents one complete layer
of MoS2 on Ag(110). The coverage was calculated from the decrease of the
intensity of the Ag 3d spectrum (not reported here) by comparing it with the
Ag 3d signal of the MoS2 on Ag(111) system, as discussed in the previous
section.
Figure 4.6 reports the HR XPS spectra of Mo 3d and S 2p core levels after
the growth of θ ∼ 0.75 ML. The Mo 3d spectrum in ﬁgure 4.6 (a), similarly
to that reported in ﬁgure 4.2 (c) for MoS2 grown on Ag(111), shows a 3d
spin-orbit splitting of 3.15 eV, consistent with the previous known value[21],
and can be ﬁtted with only one component for the main peak, i.e. the one
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Figure 4.6: Mo 3d (a) and S 2p (b) core level spectra taken at hν=360 eV and
hν=260 eV photon energy respectively, for MoS2 grown on Ag(110)(θ ∼ 0.75 ML).
All the experimental spectra (data points) are presented with the resulting ﬁt (line)
and together with the spectral contributions resulting from peak ﬁt analysis (solid
areas).
centered at 229.33 eV binding energy, attributable to the basal plane of
MoS2. As previously discussed, the grey component at 227.9 eV BE can be
attributed to not completely sulﬁded species. Finally, the brown component
at lower binding energy growing at 226.65 eV is the S 2s core level.
The S 2p spectrum for the same sample is reported in ﬁgure 4.6 (b) and
it shows a spin orbit doublet separated by 1.19 eV in close agreement with
values found in literature[25]. It is ﬁtted with two components, one colored
in yellow centered at 162.27 eV and a smaller orange component with a shift
of 240 meV to higher BE with respect to the previous one. As motivated in
the previous chapter, we attribute the yellow component to the S atoms of
the top layer plus the weakly interacting S atoms of the bottom layer of the
S-Mo-S structure, while the orange one is attributed to the S atoms of the
bottom layer strongly interacting with the Ag(110) substrate.
By comparing the MoS2/Ag(110) with the MoS2/Ag(111) systems, some
similarities and diﬀerences can be appreciated. First of all, the BE positions
of the both Mo 3d and S 2p components are centered at the same BE (see
table 4.2 and table 4.1) and the components can be ﬁtted with similar ﬁtting
parameters. In particular, the asymmetry parameter α=0.08 given to the
Mo 3d peak in the case of the Ag(110) substrate is very close to that on
Ag(111), α=0.10 and, as discussed in the previous section, thanks to the
analogies with the WS2 system grown on both Ag(111)[13], we attribute this
non-zero asymmetry to the metallic behavior of MoS2 on Ag(110). Looking
at the S 2p core level spectra (see ﬁgure 4.6 (b) and 4.2 (d)), the orange
component at higher BE in that of MoS2 on Ag(110) is more intense than
that for MoS2 on Ag(111), pointing at a higher interaction of MoS2 with the
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Figure 4.7: STM images showing MoS2 extended layer at coverage θ ∼ 0.75 ML of
MoS2 on Ag(110). (a) 50x50 nm large scale image (VB=-1.250 V, It=0.06 nA). (b)
6x6 nm atomically resolved STM image of the MoS2 lattice and moiré superstructure
of MoS2/Ag(110) (VB=-740 mV, It=1.51 nA) acquired in the region in the yellow
box of (a). (c) FFT of the STM image reported in ﬁgure (b).
Ag(110) substrate.
Table 4.2: Doniach-Šunjić line shape parameters for the diﬀerent components
of the Au 4f7/2, Mo 3d and S 2p core levels acquired at room temperature
at 360 eV and 260 eV photon energy, respectively. L is the Lorentzian width,
α is the asymmetry parameter and G is the Gaussian width (see section
2.1.2 for detailed information). BE is the binding energy of the components
normalized by the Fermi Level.
Mo 3d (hv=360eV) L(eV) α G(eV) BE(eV)
3d5/2 0.20 0.08 0.35 229.33
3d3/2 0.38 0.08 0.35 232.48
S 2p (hv=260eV) L(eV) α G(eV) BE(eV)
2p3/2 top 0.17 0.06 0.21 162.27
2p1/2 top 0.17 0.06 0.21 163.51
2p3/2 bottom 0.18 0.06 0.21 162.47
2p1/2 bottom 0.18 0.06 0.21 163.71
In order to characterize the structural properties of the MoS2/Ag(110)
system, we ﬁrst performed STM measurements and ﬁgure 4.7 (a) reports a
large scale STM image. Diﬀerently from the large scale STM images recorded
on MoS2/Ag(111) (see ﬁgure 4.3 (a)), where arrays of bright protrusions
attributed to the presence of the moiré superstructure are visible, in this
image one can only observe the steps and the terraces of the substrate. The
presence of the MoS2 is revealed when going into detail (yellow square in
ﬁgure 4.7 (a)); indeed, in the atomically-resolved STM image in ﬁgure 4.7
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(b), the bright protrusions induced by the S atoms of the topmost layer of
MoS2, arranged in a hexagonal pattern, are visible and the features of the
moiré superstructure appear with a misalignment with respect to the S rows.
In order to determine the features of the moiré superstructure, such as the
periodicity and the rotation with respect to the MoS2 lattice, the 2D FFT
analysis of this image was done and is reported in ﬁgure 4.7 (c). The most
peculiar feature is the rectangular arrangement of satellite spots around each
of the main spots belonging to MoS2. These spots, with a reciprocal space
vector length ﬁve times smaller than that of MoS2, show a 30◦-rotation with
respect to the MoS2 lattice.
The 2D FFT of the STM image was then compared with the LEED
pattern reported in ﬁgure 4.8 (a), where the main spots, highlighted with a
red circle and related to the MoS2 layer, are equally bright, resulting in a
six-fold symmetric pattern that suggests the coexistence of an equal amount
of oppositely oriented domains of MoS2, as in the case of MoS2/Ag(111).
The other spots in the black circles originate from the Ag(110) substrate and
they were identiﬁed by comparing this LEED pattern with that of the clean
Ag(110) substrate at the same kinetic energy Ek=120 eV (see ﬁgure 4.8 (b)).
Moreover, as already observed in the 2D FFT in ﬁgure 4.7 (c), the MoS2
spots are surrounded by four satellite spots, due to the formation of the moiré
superstructure, arranged in a rectangular pattern, as visible in the inset in
ﬁgure 4.8 (a). Interestingly, one vertex of the rectangle coincides with the (1,1)
diﬀraction spot of Ag(110), while the other two vertexes correspond to the
(1,12) and (
4
5 ,1) spots both referred to the same Ag(110) surface, thus proving
that the components of the real space vector of the moiré superstructure are
ﬁve times and two times the lattice parameters of the Ag(110) surface along
the [11¯0] and [001] directions, respectively. Hence, based on these ﬁndings,
ﬁgure 4.8 (c) shows the ball model of the MoS2 on Ag(110) system, which can
be directly compared with the atomically resolved STM image in ﬁgure 4.8
(d). The periodicity and orientation of the moiré superstructure are indicated
with the blue arrows. In order to satisfy this periodicity and to match the
nearest integer number of Ag atoms underneath, the MoS2 lattice vector,
shown by the red arrow aligned along the [11¯0] direction of the Ag(110)
substrate, must be 3.25 Å long, implicating an elongation of around 3% in
that direction, while the lattice vector in the other direction (green arrow)
remains the same (3.15 Å) of that reported in literature[29, 30].
As pointed out in the previous paragraph, the six-fold symmetry of the
LEED pattern reported in ﬁgure 4.8 (a) points at the presence of an equal
proportion of anti-parallel domain orientations of MoS2. Hence, in order to
examine quantitatively this aspect, XPD measurements were performed on
the sample. In analogy with the case of MoS2 on Ag(111) and MoS2 on
Au(111), the photon energy was chosen in order to have the electron kinetic
energy high for the bottom S atoms, favoring forward scattering processes
from the Mo and top S, and low for the Mo and top S atoms, favoring
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Figure 4.8: LEED patterns of (a) θ ∼0.75 ML MoS2 grown on Ag(110) and (b) the
clean Ag(110) surface at Ek=120 eV electron energy. The spots of MoS2 (red circle)
and Ag(110) (black circles) are indicated. (c) Representation of the MoS2/Ag(110)
system, where the yellow balls are the top S atoms and the grey ones the Ag surface
atoms. The blue arrows represent the lattice parameters of the moiré superstructure,
while the red and green arrows are the lattice parameters of MoS2. (d) Atomically
resolved STM image (VB=1200 mV, I=2.05 nA) showing the MoS2 layer and the
moiré superstructure.
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Mirror 
Domain
Figure 4.9: Stereographic projections of the integrated photoemission intensity
modulation I(θ, φ) as a function of emission angle for (a) bottom S 2p (hν= 560 eV;
Ek ∼397 eV), (b) top S 2p (hν= 270 eV; Ek ∼108 eV) and (c) Mo 3d (hν= 360 eV;
Ek ∼130 eV) core levels. The colored sectors are the experimental data, while the
simulations are shown in grey. (d) R-factor behavior for the Mo 3d5/2 diﬀraction
patters, as a function of the relative amount of the mirror domain.
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backscattering processes. We chose hν=560 eV, hν=360 eV and hν=270 eV
(397 eV, 130 eV and 108 eV photoelectron kinetic energy) for bottom S, Mo
and top S, respectively. For the simulations, the substrate was neglected due
to the lack of speciﬁc adsorption conﬁguration of MoS2 layer on Ag(110).
They were performed for a 1H phase (see ﬁgure 1.2 in the introductive
chapter) free standing MoS2 layer, with a lattice parameter of 3.15 Å and a
Mo-S interlayer distance of 1.62 Å[29, 30].
The results are reported in ﬁgure 4.9, together with the simulated patterns.
Figure 4.9 (a) and (b) report the stereographic projections for the bottom
and top S atoms. The ﬁrst consideration concerns the excellent agreement
between experimental data and simulations, which suggests that in the S 2p
XPS spectrum, the component at higher BE belongs to the bottom S and
the component at lower BE has a prevalent contribution from the top S layer.
Moreover, looking also at the Mo 3d diﬀraction pattern in ﬁgure 4.9 (c),
one can note a clear six-fold symmetry of the patterns, which is consistent
with the presence of two MoS2 domains with anti-parallel orientations. In
order to quantify the percentage of the two oppositely oriented MoS2 do-
mains, we calculated the R-factor for the experimental diﬀraction pattern
and simulation including weighted percentages of the two domains. Figure
4.9 (d) reports the corresponding R-factor variations. Analogously to MoS2
on Ag(111), the minimum of R-factor corresponds to 50% of both orienta-
tions. This means that two antiparallel orientations are equally probable on
the Ag(110) substrate, analogously to the MoS2 on Ag(111) but diﬀerently
from what found for MoS2 on Au(111).
To investigate the mutual orientation of the MoS2 overlayer with respect
to the Ag(110) and to further prove that the MoS2 layer is aligned with one
crystallographic direction of the substrate, we measured the Ag 3d5/2 core
level XPD pattern and we compared it with a simulation performed using
three Ag layers, with the atoms in all three layers emitting simultaneously.
The pattern is shown in ﬁgure 4.10 (a) and it is two-fold symmetric, as
expected from the Ag(110) rectangular lattice. From the comparison between
experiment and simulation, the crystal orientation was found to be the one
reported in ﬁgure 4.10 (b). By comparing the orientation of the substrate
with that of MoS2 sketched in ﬁgure 4.9 (d), we can obtain the relative
orientation, reported in ﬁgure 4.10 (c) and (d), of the adlayer with respect
to the substrate, assuming that MoS2 locally adsorbs with the S atoms in
the top position. Therefore, based on the experimental data and simulation
results, we can prove that the MoS2 layer is aligned parallel to the dense
packed rows along the [11¯0] direction of the Ag(110) substrate, assuming
two equally probable orientations, in agreement with the LEED ﬁndings
previously discussed.
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Figure 4.10: (a) Stereographic projections of the integrated photoemission intensity
modulation I(θ, φ) as a function of emission angle for the Ag 3d5/2 core level
(hν=480 eV; Ek ∼112 eV). The colored sectors are the experimental data, while the
simulations are shown in grey. (b) Geometric structure used to simulate the Ag(110)
substrate. (c) and (d) are the orientations of the two domains of MoS2 on Ag(110).
The MoS2 lattice vector (red arrow) is aligned with the [11¯0] direction of Ag(110).
Mo atoms are colored in red, S atoms in yellow, the Ag surface atoms in light grey,
while the Ag second layer atoms in dark grey.
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4.4 Conclusions
In this chapter, we studied the growth of MoS2 on two Ag surfaces, Ag(111)
and Ag(110), with the aim of verifying the higher interaction between adlayer
and substrate, as predicted by theoretical studies, and understanding if this
promotes the formation of extended layers of MoS2. Moreover, we wanted
to investigate the possibility of a semiconductor-to-metal MoS2 transition.
Starting from the Ag(111) substrate, we used the HTG approach that we
developed for the growth of MoS2 on Au(111) and by means of fast-XPS,
we studied the dynamics of the process which results in the direct formation
of MoS2. The ﬁtting and the study of the HR XPS spectra excluded the
presence of species diﬀerent from MoS2 and, moreover, they were useful to
make a comparison with the MoS2/Au(111) system. Indeed, some diﬀerences
were found: ﬁrst, all the peaks are shifted towards higher BE in the case of
MoS2 on Ag(111) with respect to that on Au(111). In addition, considering
the line shape of Mo 3d and similar studies on WS2 reported in literature[13],
we speculate that MoS2 on Ag(111) has a metallic behavior. Finally, from
the ﬁtting of S 2p core level spectrum, it is possible to aﬃrm that MoS2
interacts more with Ag(111) than Au(111), as theoretically predicted[11, 12].
Unlike MoS2 on Au(111), LEED and XPD measurements proved that the
HTG method on Ag(111) leads to the formation of an equal amount of the
two oppositely oriented domains. However, the STM investigation allowed to
evaluate the extension of the layer, that crosses the terraces of the substrate.
We then moved to the anisotropic Ag(110) surface to investigate if the
diﬀerent symmetry of the substrate modiﬁes the structural properties of MoS2
and we successfully grew SL MoS2 that was characterized by means of XPS,
XPD, LEED and STM measurements. The HR-XPS spectra presented the
same features of those of MoS2 grown on Ag(111), with a higher intensity of
the S 2p component related to the bottom S atoms strongly interacting with
the substrate, indicating the higher interaction of the adlayer with Ag(110)
with respect to the Ag(111), and a non-zero asymmetry in the Mo 3d peak,
suggesting the metallic behavior of MoS2 grown on Ag(110). By means of
STM and LEED analyses, we demonstrated the high structural quality of the
layer and detected the presence of a moiré superstructure, that in the STM
images appears as alternating lines. This superstructure appears misaligned
by 30◦ with respect to the MoS2 lattice with a periodicity which is 5 times
the MoS2 lattice parameter. Finally, by means of the XPD measurements, we
demonstrated the presence of equal amount of oppositely oriented domains
of MoS2.
In conclusion, we showed that our growth approach, leading to highly
crystalline MoS2 extended layers, together with the supposed metallic be-
havior of MoS2 due to the interaction with the silver substrate, could open
the path towards the development of low contact resistance monolayer MoS2
based devices.
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Chapter 5
Growth and characterization
of single-layer WS2 on
Au(111)
5.1 Introduction
Tungsten disulﬁde WS2, like MoS2, is a direct band gap semiconductor in its
single layer (SL) form and consists of a layer of close-packed tungsten atoms
sandwiched between two layers of close-packed sulfur atoms, arranged in the
stable trigonal prismatic phase (1H). Single-layer WS2 is commercially used
as catalyst in the oil reﬁning processes thanks to its strong hydrogenation
function[1]. Another interesting feature of SL WS2 is the absence of inversion
symmetry that, together with the heavy W atoms, leads to a strong lifting
of the spin degeneracy in the valence band structure close to the K-points of
the Brillouin zone. Furthermore, due to time reversal symmetry, the strong
spin polarization in the K and K’ valleys is reversed, as shown in ﬁgure
1.3[2], leading to a unique spin-valley-locked band structure[3–5]. In the case
of single oriented domain SL, such exotic local properties can be preserved
over the whole SL making possible to exploit the so-called spin-valleytronic,
paving the way towards a new paradigm for store and share information[2, 3].
However, there are basically two big challenges: the ﬁrst is related to the
eﬀective production of spin-valley polarized carriers[6], and the second is
related to the life-time of such carriers that should be long enough in order
for the information to be eﬀectively managed. In this framework, WS2 is a
promising candidate for such applications due to a combination of spin- and
energy-protected scattering[7], described in section 5.3.3 thanks to ARPES
technique, that allows for larger life-times if compared with other SL materials
such as graphene[8–10] and MoS2[2, 3]. Therefore, aiming to the application
of WS2 for spin- and valley-tronics, the coexistence of mirror domains is a
considerable barrier, as already explained in chapter 3 and the presence of
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equal amount of mirror domains results in an overall completely non spin-
polarized bands. So far, all the works in the literature show the presence
of mirror domains in the growth of TMDCs[11], therefore, we focused on
ﬁnding a growth approach to obtain a high degree of orientation for future
technology.
In this chapter we show that, by modifying a bottom up method al-
ready present in the literature[12], which in turn takes inspiration from the
procedure described by Füchtbauer et al.[1], it is possible to produce singly
oriented SL WS2 on Au(111). The structural properties of this overlayer were
measured using XPD, while through ARPES measurements we characterized
the electronic structure and quantiﬁed the magnitude of the electron-phonon
scattering in the dominant valence band valleys. Moreover, the synthesis of
SL WS2 demonstrated the versatility of the developed growth method, which
was already used for the growth of singly oriented MoS2 and described in
chapter 3.
5.2 Experimental details
The Au(111) substrate was prepared by repeated cycles of Ar+ sputtering
at 2 keV, and annealing at 940 K for 10 minutes, with 1 K s−1 heating and
cooling rate. Two diﬀerent procedures have been followed for the growth of
WS2 on Au(111). The ﬁrst, hereon referred to as uptake 1, was performed by
dosing atomic W at the rate of 0.007 ML per minute onto a clean Au(111)
substrate kept at 873 K in H2S pressure (1 x 10−6 mbar). During the growth,
the sample temperature was varied between 823 K and 923 K. The second
method, called uptake 2, consisted in dosing atomic W at much lower rate
of 0.004 ML per minute onto a clean Au(111) substrate kept at 923 K in
a initial background pressure of 5 x 10−6 mbar of H2S, which was raised to
1 x 10−5 mbar after 10 percent of the growth and then kept between 1 x 10−5
mbar and 2 x 10−5 mbar. Fast-XPS was performed during the growth looking
simultaneously the W 4f and S 2p core levels with 260 eV photon energy[13].
The S 2p, W 4f and Au 4f high resolution spectra were measured using
photon energies of 260, 140 and 136 eV, respectively. The patterns for S 2p
were acquired at hν = 270 eV (electron kinetic energy Ek ∼108 eV) for the
top S layer, and at hν = 560 eV (Ek ∼397 eV) for the bottom S layer. The
XPD measurements for W 4f were performed with photon energy of 360 eV
and 170 eV corresponding to electron kinetic energies of ∼325 eV and 135
eV, respectively.
For a more complete description of the experimental parameters, see
chapter 2.10
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5.3 Results and discussion
5.3.1 Growth of WS2
The growth technique employed for the synthesis of WS2 on Au(111) de-
scribed in this chapter is based on the procedure already presented in refer-
ence [12], where W deposition occurs at room temperature in H2S background
pressure and in a second step the sample is annealed at 923 K for 30 minutes,
and also on the HTG approach previously described in chapter 3 for the
growth of MoS2 on Au(111). We here describe the two growth approches
that have been used and compared in this chapter.
The ﬁrst approach for the WS2 synthesis (uptake 1) was done following
the HTG growth of MoS2 on Au(111) and W was dosed at 0.0075 ML per
minute in 1 x 10−6 mbar of H2S keeping the sample at 873 K. In order to ﬁnd
the best conditions to inhibit the formation of species diﬀerent from WS2,
the sample temperature was varied between 823 K and 923 K. The second
approach (uptake 2) consisted in using a constant sample temperature of 923
K, a lower W rate of 0.0033 ML/min and a higher H2S pressure of 5 x 10−6
mbar that was then increased between 1 x 10−5 mbar and 2 x 10−5 after 10%
of the growth. The two growths were followed by fast-XPS and the spectra
were ﬁtted with parameters based on the ones used for the HR spectra, that
will be described below. As already done for MoS2 on Au(111) and Ag(111),
the Gaussian parameter was increased to take into account the broadening
of the peaks with respect to the HR ones taken ad room temperature. Figure
5.1 (a) reports the photoemission intensity of W 4f7/2 component of the WS2
basal plane as a function of the dose time for both uptake 1 and uptake 2, in
red and black, respectively. For comparison, the two trends are overlapped
and the intensity of the W 4f7/2 peak is normalized to 1. The red curve
has a non-linear behavior as the growth proceeds, whereas the black curve
shows a linear trend throughout the whole growth. In general, as observed
in ﬁgure 3.4 (c) where we report the intensity of the Mo 3d5/2 component
during the growth of MoS2 on Au(111), the bending of the W 4f core level
intensity towards a plateau in the last stages of the growth is ascribable to
the proximity to the completeness of one monolayer. However, through the
ﬁtting of the HR spectra of Au 4f7/2 core level that will be described below,
we determined a coverage well below 1 ML (θ ∼ 0.45 ML for both uptake
1 and uptake 2). Therefore, unlike the linear trend clearly visible in uptake
2, the trend in uptake 1 could indicate also the formation of second layer
islands.
After the growth, we measured the HR-XPS spectra of Au 4f, W 4f and S
2p core levels. The ﬁtting parameters and the binding energies are reported
in table 5.1. For W 4f and S 2p, the line-shapes of the basal plane WS2
components have been reported only for uptake 2, as they were the same for
both uptakes.
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Figure 5.1: (a) Photoemission intensity of the W 4f7/2 component of the WS2
basal plane as a function of dose time for uptake 1 (red) and uptake 2 (black). (b)
Au 4f7/2 core level XPS spectra of clean Au(111) surface (top) and after WS2 growth
through uptake 2 with coverage of 0.45 ML (bottom) at 136 eV photon energy. W
4f (c) and S 2p (d) core level spectra taken at 140 eV and 260 eV photon energy
respectively, for WS2 grown through uptake 1 (θ ∼ 0.45 ML). W 4f (e) and S 2p
(f) core level spectra taken at 140 eV and 260 eV photon energy respectively, for
WS2 grown through uptake 2 (θ ∼ 0.45 ML). All the experimental spectra (data
points) are presented with the resulting ﬁt (line) and together with the spectral
contributions resulting from peak ﬁt analysis (solid areas).
Chapter 5: WS2 on Au(111) 109
Table 5.1: Doniach-Šunjić line shape parameters for the diﬀerent components
of the Au, the W 4f7/2 and S 2p core levels acquired at room temperature with
136 eV, 140 eV and 260 eV photon energy, respectively. L is the Lorentzian
width,α is the asymmetry parameter and G is the Gaussian width (see section
2.1.2 for detailed information). BE is the binding energy of the components.
Au 4f 7/2 (hv=136eV) L(eV) α G(eV) BE(eV)
Bulk (B) 0.31 0.02 0.09 84.00
Surface (S) 0.37 0.02 0.23 83.67
WS2 (M) 0.37 0.02 0.23 83.89
W 4f (hv=140eV) L(eV) α G(eV) BE(eV)
4f7/2 0.13 0.01 0.08 32.78
S 2p (hv=260eV) L(eV) α G(eV) BE(eV)
2p3/2 top 0.19 0.00 0.16 162.43
2p3/2 bottom 0.19 0.00 0.18 162.69
The Au 4f core level spectra for the clean Au(111) surface and for WS2
coverage of 0.45 ML after uptake 2 are shown in ﬁgure 5.1 (b). The Au
spectrum after the growth through uptake 1 was omitted because it does not
diﬀer from that of uptake 2. The clean sample shows two peaks belonging to
the bulk (B), centered at 84.00 eV binding energy, and to the herringbone
reconstructed surface (S) (see chapter 3 on MoS2 on Au(111) for more details),
at 83.67 eV, with a surface core level shift of 0.33 eV, in good agreement
with the literature[14]. As in the case of MoS2 on Au(111), the growth of
WS2 aﬀects the Au 4f core levels. In fact, ﬁgure 5.1 (b) shows that after the
WS2 growth with a ﬁnal coverage of 0.45 ML (see below for the coverage
determination), the clean surface component decreases while an additional
peak (M) centered at 83.89 eV, that lies between the bulk and the surface
peaks, rises because of the interaction between WS2 and Au(111). Our results
are diﬀerent from the ones reported in a previous study, where the Au 4f
spectrum, after the growth of 0.7 ML WS2 (1 ML from here refers to one
complete layer of WS2), was ﬁtted without the addition of an intermediate
component, and letting the surface peak move towards the bulk peak, with
a new surface core level shift of 0.27 eV[12]. We ascribe this choice to a
probably poorer resolution in these measurements. The line-shape and the
binding energy position of the M component are the same as the one raising
from the interaction between MoS2 and Au(111) (see table 3.1), suggesting
that this interaction is of the same nature. Even though no study has been
done on the lifting of the herringbone reconstruction in the presence of WS2,
this is likely to happen, as the systems WS2/Au(111) and MoS2 have many
common features, and for the latter an extended study on the lifting of the
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herringbone reconstruction was carried out in reference [15].
Incidentally, we note that Gao et al. found the magnitude of this inter-
action to be weak enough to enable the intact transfer of the WS2 onto
arbitrary substrates without sacriﬁcing the Au foil[16], thus making this
system interesting for device applications.
The Au 4f spectra were crucial to determine the coverage of WS2; indeed,
as in the case of MoS2 on Au(111) in chapter 3, the intensity of the S
component is maximum for the bare surface, it decreases with the increasing
WS2 coverage and is expected to go to 0 when a full monolayer of WS2 is on
top. Considering that the growth of WS2 proceeds via islands formation[1],
the coverage θWS2 was calculated from the intensity of the S component
normalized to one for the clean surface, as: θWS2=1-IS . The resulting WS2
coverage was 0.45 ML.
Moving to the HR-XPS spectra of W and S core levels reported in ﬁgure
5.1 (c)-(f), it is clear that modest changes in the growth parameters, namely
lower W dose rate, higher temperature and higher H2S pressure for uptake
2 with respect to uptake 1, aﬀect signiﬁcantly the ﬁnal result. The W 4f
spectra measured after uptake 1 and uptake 2 are shown in ﬁgure 5.1 (c) and
(e), respectively, and in both uptakes, the main spin-orbit doublet belonging
to the basal plane WS2 is centered at 32.78 eV BE with a spin orbit splitting
of 2.14 eV, in perfect agreement with previous ﬁndings (BE W 4f7/2= 32.72
eV and spin orbit splitting of 2.13 eV)[12]. Observing the two spectra, one
immediately notes the presence of many small components, most likely due to
incompletely sulﬁded regions WS2−x (0<x≤1) or metallic W clusters[1, 17],
in uptake 1. In contrast, they are totally absent in uptake 2.
The S 2p spectra for the two growth approaches are reported in ﬁgure 5.1
(d) and (f). For uptake 2, except for a very small component not belonging
to the S in the basal plane of WS2, the spectrum can be ﬁtted with two
components centered at 162.43 eV and 162.69 eV BE and with a spin-orbit
splitting of 1.2 eV. Considering the similarities between WS2 and MoS2 and
keeping in mind the study on MoS2 described in chapter 3, we attribute the
peak at higher BE (dark grey) to the strongly interacting bottom S atoms
and the component at lower BE (light grey) to the S atoms of the top layer
plus the weakly interacting S atoms of the bottom layer.
5.3.2 XPD and LEED measurements
XPD measurements allowed us to determine the structure and the orienta-
tion of the WS2 layer on Au(111). As XPD is very sensitive to the local
environment of the emitter[18], it can be used to ascertain the geometry of
the layer, i.e. trigonal prismatic (1H) or octahedral (1T), and the distribution
of mirror domains, as it was done in the previous chapters. Figure 5.2 (a) and
(b) report the diﬀraction patterns of the strongly interacting bottom S 2p3/2
and W 4f7/2 core levels of uptake 2, measured with kinetic energy of 397
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Figure 5.2: Stereographic projections of the integrated photoemission intensity
modulation I(θ, φ) as a function of emission angle for (a) the dark grey component of
the S 2p3/2 spectrum of ﬁgure 5.1 (f) related to the bottom S (Ek∼397 eV; hν=560
eV), (b) W 4f7/2 (Ek∼135 eV; hν=170 eV) and (e) Au 4f7/2 bulk component (Ek∼312
eV; hν=400 eV) core levels. The colored sectors are the experimental data, while
simulations are shown in grey. (c) simulation for bottom S in a 1T phase. Geometric
structures used to simulate these patterns are shown in (d) and (f) for the WS2
layer (W: red, S: yellow) and the Au(111) substrate, respectively.
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eV and 135 eV, respectively, together with simulation results (grey region)
calculated using the program EDAC[19] for a free standing WS2 layer, given
the lack of a speciﬁc adsorption conﬁguration of WS2 on Au(111) because
of the lattice mismatch between the two (see the discussion about the XPD
patterns of MoS2 on Au(111) in chapter 3). The experimental results in
ﬁgure 5.2 (a) and (b) on the WS2 grown through uptake 2 show a three-fold
symmetry; assuming that the Au substrate has an irrelevant inﬂuence on the
symmetry of the pattern and considering that the WS2 structure is three-fold
symmetric (see sketch in ﬁgure 5.2 (d)), the three-fold pattern is ascribable
to the presence of one single orientation.
To validate the assignment of the peaks in the S 2p3/2 XPS spectrum in
ﬁgure 5.1 (f), i.e. the component at higher BE belongs to the bottom S, we
used the XPD pattern for the component at higher BE and we compared it to
XPD simulations performed for both top and bottom S, assuming a lattice
parameter of 3.15 Å and an S-W interlayer distance of 1.57 Å, as found
in the literature[20], obtaining a good agreement between the experimental
data and the simulation done for the bottom S reported in ﬁgure 5.2 (a).
In addition, the bottom S pattern is useful for the determination of the
polytype of the layer because, with a photon energy of 560 eV, the XPD is
dominated by forward scattering processes involving the W atoms, directly
giving the orientation of the bottom sulfur layer with respect to the W and
top S atoms. In order to verify the polytype of SL WS2, we compared the
bottom S pattern (ﬁgure 5.2 (a)) with the 1H and 1T structure simulations
performed with the same kinetic energy of 397 eV, reported in ﬁgure 5.2 (a)
and (c), respectively, ﬁnding that single layer WS2 has a trigonal prismatic
phase. Consequently, the simulation for the W 4f pattern was done for a 1H
free-standing layer, oriented as sketched in ﬁgure 5.2 (d) and the minimum
R-factor was obtained for a lattice parameter of 3.15±0.02 Å and a S-W
interlayer distance of 1.57±0.03 Å, in agreement with the values reported in
literature[20].
In order to determine the absolute orientation of the substrate, we ﬁrst
measured the XPD pattern of the clean Au(111) substrate at high kinetic
energy, in order to enhance forward scattering and probe the bulk component
(5.2 (e)). The simulation was performed on a bulk terminated Au(111) cluster
consisting of four layers oriented as depicted in ﬁgure 5.2 (f). The comparison
between the XPD patterns of the overlayer and the substrate allowed us to
ﬁnd out the relative orientation of the WS2 layer with respect to the gold
substrate. Interestingly, the orientation results to be the same as that of
MoS2 on Au(111) (see ﬁgure 3.12 (a)), suggesting that the symmetry of
the gold substrate plays the main role in steering the adlayers towards
a preferential orientation. Though there is a clear evidence of this fact,
theorethical calculations would provide a valuable insight into the reasons
of this particular orientation.
In order to collect quantitative information about the percentage of the
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Figure 5.3: Simulated W 4f pattern (Ek=324 eV) for one orientation (a) and for the
mirrored orientation (b). Stereographic projections of the integrated photoemission
intensity modulation I(θ, φ) as a function of emission angle for W 4f (c) uptake
1 and (e) uptake 2 (hν=360 eV; Ek ∼324 eV). R-factor behavior for the W 4f7/2
diﬀraction patterns, as a function of the relative concentration of twin domains for
(d) uptake 1 and (f) uptake 2.
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mirror domain in uptake 1 and uptake 2 grown WS2, XPD patterns of the
two oppositely oriented domains were simulated and they are reported in
ﬁgure 5.3 (a) and (b). As they are originated by two identical but oppositely
oriented structures, they present the same features rotated by 180◦. We then
performed XPD measurements on the uptake 1 sample. The result for W
4f7/2 core level hν=360 eV (324 eV kinetic energy) is reported in ﬁgure 5.3
(c), compared with the analogue at the same kinetic energy on uptake 2
sample in ﬁgure 5.3 (e). The degree of mixture of the two orientations was
optimized in both cases such that the agreement between experiment and
simulation was maximized. Figure 5.3 (d) and (f) show the result of this
optimization for the two cases: the R-factor is displayed as a function of the
mirror domain admixture. For uptake 1, we ﬁnd the best agreement between
simulation and experimental data when the ratio between one domain and
its mirrored is close to 3:1, whereas for uptake 2, a single domain orientation
gives the minimum R-factor. In both cases, the R-factor is low, consistent
with the excellent agreement between experiment and simulation.
Indications of the single orientation and the mixture of oppositely oriented
domains depending on the growth procedure can also be found in the LEED
patterns, reported in ﬁgure 5.4 for uptake 1 (a) and uptake 2 (b). The most
intense spots correspond to the reciprocal lattice of the WS2, while the ﬁrst
order Au(111) diﬀraction spots form a hexagon with the same orientation
of WS2 but a larger size, due to the diﬀerence of lattice constant between
Au (αAu∼ 0.288nm) and WS2(αMoS2∼ 0.315nm)[20]. This lattice mismatch
results in a moiré superstructure, which can be observed in the LEED pattern,
as it happens for other systems[21, 22], and this extra periodicity leads to
the formation of additional moiré induced reciprocal lattice points, arranged
in a hexagonal pattern. However, due to the low coverage of the sample,
the moiré spots are not well visible. Dendzik et al. report that these extra
features, present also for slightly lower coverages (0.3 ML), disappear when
the coverage is ∼0.15 ML[12] and this absence is explained by the fact that
the growth starts with the formation of small islands[1] that are too small
to have suﬃcient full moiré periods that lead to deﬁned diﬀraction spots.
Moreover, the absence of additional diﬀraction features rotated with respect
to the Au spots indicates that for both uptakes the WS2 unit cell is aligned
parallel with the unit cell of the substrate, in agreement with the previous
ﬁndings[12].
Comparing the two LEED patterns, one can note that the intensity of
some WS2 spots are more intense than others. This evident asymmetry,
which is on average stronger for uptake 2, as it is clearly visible in ﬁgure
5.4 (c) from the line proﬁle analysis of the spots along the colored rings
containing the WS2 spots, would not be expected for an equal distribution
of domain orientations. Indeed, from the XPD measurements, we know that
for uptake 1, the mirror domain is also present, whereas for uptake 2, only
one domain is present.
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Figure 5.4: LEED patterns measured at 78 eV for WS2 synthesized according to
(a) uptake 1 and (b) uptake 2. (c) The symmetry of the patterns is shown by the
line proﬁle analysis along the colored rings containing the WS2 spots in (a) and (b)
with red and black lines, respectively.
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Figure 5.5: Schematic valence band for SL WS2 with the absolute valence band
maxima at K and K’ and a local maximum at Γ. The VB at K and K’ are spin-split
with the color indicating the spin direction. The VB at Γ is spin degenerate. El-ph
scattering processes to ﬁll holes at the top of the spin-split band are illustrated. ~ω
is the phonon absorbed in process # 1. Adapted from[7]
5.3.3 ARPES measurements
As already mentioned in the introductive part of this chapter, the spin-valley
coupling in the valence band at the K-point of the Brillouin zone makes SL
WS2 a promising candidate for spin-valleytronic applications also thanks to
the fact that allows for larger electron/hole life-times if compared with other
SL materials such as graphene[8–10], MoS2[2, 3]. In fact, once a spin-valley
polarized carrier is created, i.e. a carrier with a given spin and valley index,
it can undergo both elastic and inelastic scattering events that, in the time
scale of few femto-seconds[4, 23], can restore a thermal-equilibrium condition.
In the case of a SL WS2 without dopant impurities and defects, one can fairly
assume that scattering events are mainly assisted by phonons, which are due
to lattice vibrations of the atoms with respect to the rest position, therefore a
quantitative assessment of the electron-phonon (el-ph) interaction described
in this section can be of extreme interest for real device applications.
The sample used for this analysis is that grown through the uptake 2
method since we already demonstrated its single domain orientation and its
high crystalline quality. In order to investigate such interactions as reported
in reference [7], we used ARPES technique described in Chapter 2, that allows
for the simultaneous detection of energy and momentum, namely the energy
band dispersion. In particular, by taking a cut along a given k-value, one
obtains the so-called energy distribution curve (EDC) and from the linewidth
of the spectral lines one can derive the electron-hole life-time (relaxation
time)[24].
Figure 5.5 shows a sketch of the WS2 band structure where are visible
the two spin-splitted VB maxima at K and K’ symmetry points, with an
energy diﬀerence of 0.42 eV[12], that, for a matter of clarity will be hereon
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referred to as "upper" (for the higher energy band) and "lower" (for the lower
energy band). Moreover, it is also reported a spin-degenerate band at the
Γ-point (due to time reversal symmetry) with the top of the band 0.22 eV
below the upper VB at K-point[12]. The holes created by the photoemission
process during ARPES can be ﬁlled by electrons thanks to an exchange of
both energy and momentum provided by phonons. As shown in ﬁgure 5.5,
there are several phonon scattering mechanisms and the diﬀerent possible
scenarios as described below. In the case of a hole created close to the top
of the upper VB, only electrons that have a lower or equal kinetic energy
can ﬁll that vacancy. Moreover, it should be noted that, thanks to the spin
ﬂipping at the K and K’ point, only few transitions are likely to happen. In
particular, electrons belonging to the same upper band can be assisted by an
intravalley-phonon scattering mechanism, through a phonon absorption, that
can provide the missing energy and momentum to support the transition
(#1). Alternatively, one electron belonging to the K’ upper VB can elastically
scatter and ﬁll the hole in K (#2), but this requires a combination of a large
momentum and a spin-ﬂipping since the upper K and K’ valleys have reversed
spin. Therefore, this latter transition is supposed to be unfavorable because
of the last requirement on the spin[25], as well as the transition from K (K’)
to K’ (K) with a lower initial kinetic energy (inter-valley scattering assisted
by phonon absorption). In addition, also the transitions from the Γ VB
are not likely to happen even if the constraints relative to the spin of the
scattered electron are satisﬁed (Γ valley is in fact spin degenerate), because
they require phonons with energy that exceed the separation energy between
the Γ VB and the upper bands of 220 meV. In fact, being the Fermi level
well above the upper bands (see ﬁgure 5.6 (a)), all the electronic states in
that energy window are full, therefore multiple electron-phonon-scattering
mechanisms that could lead an electron from Γ to K (or K’) are forbidden,
since the maximum expected phonon energy in this system is ≈ 55 meV[26].
On the other hand, phonon-promoted processes that lead to the ﬁlling
of holes in the lower VB are several more. In fact, it is found that the
spin polarization of the K (K’) VB is very strong only exactly at the K-
symmetry points, whereas it decreases far from it[3]. Therefore, it is likely
that electrons from the upper K band scatter through a phonon-emission or
phonon-absorption process to ﬁll the hole (#3). The same process is allowed
from the Γ band through either the absorption or emission of a phonon.
Therefore, based on this analysis, we expect a stronger el-ph coupling in the
lower VB than in the upper thus leading to wider linewidth for the lower
bands.
Figure 5.6 (a) shows the experimental VB structure close to the K point,
with the two narrow and well separated spin-orbit branches of the VB, orig-
inated by the in-plane d-orbitals of W. The nearly parabolic dispersion is
discontinued by a kink-like deviation at energies of 174±14 meV and 124±18
meV below the top of the upper and lower VB branches, respectively. To
118 5.3 Results and discussion
-2.5
-2.0
-1.5
-1.0
-0.5
E
-E
F
(e
V
)
1.41.31.21.11.00.90.80.7
k|| (1/Å)
kinks
K
(a)
(c)
(b)
upper VB
 lower VB
200
150
100
50
0
6005004003002001000
Γ n
K
,Γ e
xp
(m
e
V
)
lower VB
 upper VB
T(K)
-1.6
-1.5
-1.4
-1.3
1.301.201.10
E
-E
F
(e
V
)
k|| (1/Å)
-1.8 -1.6 -1.4 -1.2
T= 30 K
 T= 550 K
data
fit
lower VB
upper VB
In
te
n
si
ty
 (
a
rb
. 
u
.)
E-EF (eV)
(d)M
Figure 5.6: (a) Band dispersion along the Γ -K direction measured at 30 K. The
black circles mark the position of the kinks. (b) Curvature[27] of the photoemission
data reported in (a), showing the kink of the upper band. (c) EDCs acquired through
K point at low and high temperature. (d) Lorentzian linewidth of the bands in an
EDC curve through K (markers) as a function of the temperature. The green solid
lines are the calculated temperature-dependent linewidth for the spin-orbit bands
at K. The red dashed lines are a ﬁt of the experimental data at high temperature.
Adapted from reference[7]
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analyze this behavior, ﬁgure 5.6 (b) shows a magniﬁcation of the kink in the
upper band revealing the presence of a gap. This has been ascribed to the
moiré superstructure formed by the WS2 that opens a mini-gap close to the
K-symmetry point of the Brillouin zone[7].
In addition, the moiré pattern might inﬂuence the measured spectral func-
tion by generating band replicas, that might aﬀect the determined width of
the energy dispersion curves. In our data no replicas were observed, situation
quite diﬀerent from graphene/Ir(111), where replica bands are visible[28].
ARPES measurements give also a further proof that the sample is single
layer, indeed, we observe a degenerate valence band in Γ (not reported here)
with a binding energy higher than the upper VB at K.
The eﬀect of the el-ph coupling on the two spin-split branches is deter-
mined by analyzing the energy distribution curves (EDC) through the K
point. Speciﬁcally, a small angle scan around the K point (±0.1Å−1) was
taken at each temperature in ascending and descending series. Figure 5.6 (c)
shows a comparison between spectra taken at 30 K and 550 K. The broad-
ening of the peaks with the increased temperature, especially for the lower
VB, is a signature of an increased temperature-dependent scattering that, at
least qualitatively, well agrees with the interpretation described above based
on the el-ph scattering.
In order to obtain a quantitative assessment of such broadening, ﬁgure
5.6 (d) reports the spectral linewidths versus a wide range of temperatures,
obtained through a ﬁtting of the EDC curves with a polynomial background
and two Lorentzian peaks. The almost linear behavior with the increased
temperature is a clear signature of the el-ph coupling, since at high tem-
perature the squared matrix element for the electron-phonon scattering is a
linear function of the temperature. To further support this argument, ﬁgure
5.6 (b) shows a comparison with theoretical linewidth calculations. These
are based on the calculation of the imaginary part of the lowest order el-ph
self-energy obtained within the framework of density functional theory ad
described in detail in reference [7].
Despite the similar trends, there is a non negligible oﬀset between experi-
mental and simulation results. This can be ascribed to the contribution given
by electron-electron interactions, as well as by electron-defect interactions
not accounted in the theoretical model used for the simulations of ﬁgure 5.6
(d), that, however, are temperature independent.
As it was theoretically foreseen, the el-ph coupling strength in the spin-
split valence band states at K in WS2 is very diﬀerent for the two bands.
Because of the less strong el-ph coupling, holes in the upper band can be
expected to have a very long life-time in contrast to the ones in the lower
band.
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5.4 Conclusions
In conclusion, in this chapter we demonstrated that by properly tuning the
growth parameters, the procedure that was developed for the growth of single
domain MoS2 on Au(111) is also suitable for the growth of highly pure singly
oriented domains of WS2 on Au(111). This system was characterized by
HR-XPS, gaining information about the quality of the layer, as presulﬁded
species were not detected. The LEED and the XPD measurements exhibit
3-fold symmetry which is consistent with the presence of only one single
orientation of the WS2 layer. Finally, ARPES measurements were performed
in order to study the electron-phonon coupling, which strength is drastically
diﬀerent in the spin-split VB states at the K point of the Brillouin zone.
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Chapter 6
Study of oxygen adsorption
on Ir(111) and its
intercalation under graphene
grown on Ir(111)
6.1 Introduction
After the isolation of graphene, the research focused on its growth on dif-
ferent substrates. The synthesis of graphene on transition metals has been
deeply investigated in particular by using chemical vapour deposition (CVD)
that consists in exposing the metal surface to gaseous hydrocarbon pre-
cursors which decomposition provides atomic carbon. A large number of
metal/graphene interfaces have been successfully studied and several re-
views have been written[1–3]. The choice of the metal is a critical issue
because it determines the magnitude of the interaction between graphene
and the substrate. Indeed, if the coupling between graphene and the sub-
strate is very strong, as in the case of Ru(0001)[4], Rh(111)[5] and Re(0001)[6],
the graphene-like properties are not preserved. For example, in the case of
Ni(111), the interaction is so strong that the electronic structure of graphene
is perturbed in such a way that the linear band dispersion of graphene is
lost[7]. Conversely, i.e. when graphene poorly interacts with the substrate,
as for Pt(111)[8] and Pd(111)[9], the epitaxial growth leads to a non-ordered
graphene domains with diﬀerent orientations and domain boundaries. There-
fore, high structural quality is diﬃcultly achieved on these substrates.
One solution that has been intensively studied, in order to obtain highly
ordered graphene with its electronic structure preserved, is to use a substrate
that allows suﬃciently strong interaction with graphene, and subsequently de-
couple it from the metal surface by intercalation of metals[5, 7, 10], silicon[11],
or atoms like hydrogen[12], ﬂuorine[13] and oxygen[14, 15].
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One substrate that gained a lot of attention in this perspective is Ir(111).
Indeed, the coupling with graphene is strong enough to allow the large scale
growth of perfectly aligned graphene[16], but is suﬃciently weak to preserve
the band structure of freestanding graphene, although with the rise of a moiré
superstructure that aﬀects the valence band structure with the presence of
replica bands and minigaps near the Fermi level. One eﬀective intercalant
for the decoupling of graphene from Ir(111) is oxygen, that works not only
for incomplete monolayers or islands[17], but also for a complete graphene
layer[18, 19].
In this framework this chapter addresses the topic of the oxygen adsorp-
tion on Ir(111), the structures that oxygen can form on Ir and the possible
role played by graphene on the adsorption of the intercalated oxygen at the
graphene-Ir(111) interface. Martines-Galera et al. found that, depending on
the dosing conditions, i.e. O2 pressure, sample temperature and the dura-
tion of the O2 exposure, diﬀerent oxygen superstructures such as O-(2x2),
O-(
√
3x
√
3)-R30◦, O-(2x1) and O-(2
√
3x2
√
3)-R30◦ form for the oxygen inter-
calated graphene/Ir(111) system, with the maximum coverage of 0.5 ML[20].
On the contrary, Larciprete et al. found that the oxygen coverage below
graphene can be higher than 0.6 ML[18]. On the other hand, Bianchi et. al
showed that on the bare Ir(111) surface, dosing oxygen at low temperature,
a maximum coverage of 0.38 ML can be reached, which structure consists of
patches of O-(2x2) and O-(2x1) superstructures on the surface[21]. However,
by dosing oxygen at room temperature on the clear Ir(111) surface, Marinova
et al. found a coverage of 0.52 ML[22].
In this chapter we experimentally demonstrate for the ﬁrst time that
the oxygen coverage limit of 0.5 ML can be exceeded, up to 0.66 ML, on
both clean Ir(111) and under graphene grown on Ir(111), obtaining the
same superstructure 2O-(
√
3x
√
3)-R30◦ and proving that no changes in the
adsorbate-substrate interaction occur due to the presence of graphene cover,
as claimed in previous studies[18, 20]. We found that, while the maximum
oxygen coverage under graphene is achieved dosing molecular oxygen, in order
to obtain 0.66 ML coverage on bare Ir(111), it is necessary to use a strongly
oxidizing molecule such as NO2. In addition, while it was demonstrated
through DFT calculation that oxygen adsorbs in the fcc-hollow sites on bare
iridium[23], this was not proved for oxygen under graphene. Here, we also
show by means of XPD measurements that the adsorption site of oxygen
under graphene is the fcc-hollow sites.
6.2 Experimental details
The Ir(111) substrate was cleaned by repeated cycles of Ar+ sputtering and
annealing up to 1070 K. The sample quality was checked by XPS and no
contaminants were detected. The Ir 4f7/2 core level showed the core level
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shifted component typical of the clean surface[21]. The long-range order was
veriﬁed by acquiring LEED patterns on the prepared sample, showing a
hexagonal (1x1) pattern. Oxygen adsorption on clean Ir(111) was performed
using two diﬀerent precursors: O2, dosed at 523 K with a O2 pressure between
5 x 10−8 and 5 x 10−7 mbar for a total of 90 Langmuir (L); NO2, dosed at 423 K
for 30 minutes at a pressure of 1 x 10−7 mbar, with an overall exposure of 180
L. Graphene was grown on Ir(111) by performing six cycles of temperature
programmed growth, dosing ethylene (C2H4) at 570 K and annealing at 1370
K[24]. Oxygen intercalation under graphene was achieved by dosing molecular
oxygen with a home-made doser for 20 minutes at 473 K and 40 minutes at
423 K in a background pressure of 5 x 10−4 mbar. The doser consists of a
molybdenum tube of 6 mm diameter, placed at less than half millimeter from
the sample surface. Thanks to this setup, we estimate that the pressure at
the sample surface is at least one order of magnitude higher with respect to
the background pressure. The HR-XPS spectra were measured at 77 K using
a photon energy of 250 eV for the Ir 4f and 650 eV for the O 1s. The XPD
patterns for the Ir 4f7/2 were acquired at hν = 180 eV (Ek ∼90 eV). The
patterns for the O 1s were acquired at hν = 620 eV (Ek ∼90 eV). The XPD
measurements for the C 1s were performed with photon energy hν = 400 eV
corresponding to Ek ∼115 eV.
For a more complete description of the experimental parameters, see
chapter 2.10
6.3 Results and discussion
6.3.1 O2 dose on Ir(111)
In order to have a complete set of measurements and compare the results
with previous ﬁndings[19, 21], we ﬁrstly dosed molecular oxygen on the bare
Ir(111) surface with a pressure of 1x10−7 mbar keeping the substrate at 523
K. Figure 6.1 reports the Ir 4f7/2 spectrum of the clean surface (a), and the
spectrum collected after the oxygen dose, shown in (b). Both spectra were
recorded at a temperature of 77 K. As already known, the spectrum of the
clean Ir(111) shows two components at 60.85 eV (IrB) and 60.33 (Ir0) eV
BE, related to bulk and surface atoms, respectively[21], because the second
layer cannot be distinguished from the bulk, diﬀerently from the case of the
Ru(0001)[26]. The lineshapes for IrB and Ir0 are reported in table 6.1, and
they slightly diﬀer from the ones found by Bianchi, presumably due to the
diﬀerent conditions of measurements[21].
When oxygen is dosed, the clean surface component Ir0 clearly decreases
and two new components Ir1 and Ir2 appear at 60.64 eV and 61.15 eV BE,
respectively. From previous works, we can directly assign them to the surface
Ir atoms that are bound to one (Ir1, light blue ball in ﬁgure 6.3) or two oxygen
atoms (Ir2, purple ball in ﬁgure 6.3)[18, 19, 21]. The line shape used for the
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Figure 6.1: Ir 4f7/2 core level spectra measured at hν=250 eV photon energy for
(a) the clean surface and (b) for a 0.48 ML of oxygen coverage obtained by dosing
∼90 L of molecular oxygen. IrB is the bulk component, Ir0 is the clean surface
peak, Ir1 is the surface component relative to the Ir atoms bound to one oxygen
atom, Ir2 is the surface component relative to the Ir atoms bound to two oxygen
atoms. The dots represent the experimental results, while the solid line in between
is the ﬁt. LEED patterns at 71 eV for (c) bare Ir(111) and (d) after O2 dose. The
O-(2x1) spots are marked by arrows and, due to the presence of 120◦ oxygen rotated
domains, the LEED pattern shows an apparent O-(2x2) structure[25]. The XPS
spectra and the LEED patterns were measured at a temperature of 77 K.
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Ir1 and Ir2 components are reported in table 6.1 and will be discussed later.
In order to calculate the oxygen coverage θ from the Ir 4f7/2 XPS spec-
trum, one can normalize the intensities of the Ir 4f7/2 surface components
(Ir0, Ir1 and Ir2) to the total surface intensity (Ir0+Ir1+Ir2) obtaining the
coverages θ0, θ1 and θ2 and, taking into account that the oxygen coverage is
one third of the sum of the coverages of the surface atoms, each multiplied
by their number of bonds, one can use the formula[19]
θOx = 1/3 · (0 · θ0 + 1 · θ1 + 2 · θ2). (6.1)
It must be stressed this method might suﬀer of some errors, that is Ir1 and
Ir2 intensities can be aﬀected by photoelectron diﬀraction eﬀects. From the
deconvolution of the Ir 4f7/2 peak, and according to the above expression, we
obtained a coverage of 0.48 ML, where one monolayer is deﬁned with respect
to the Ir surface atom density (1.56 x 1015 atoms/cm2), in agreement with
the maximum obtainable coverage with a O2 dose of 0.5 ML reported in the
literature[22, 25].
In order to determine and compare the ordered structures that oxygen
forms on bare Ir(111), we acquired LEED measurements. Figure 6.1 (c)
reports the LEED pattern of the bare Ir(111) surface, after the cycles of
sputtering and annealing, acquired at 71 eV electron energy. The sharp spots
are arranged in an hexagonal pattern, reﬂecting the six-fold symmetry of the
Ir(111) surface. This pattern will be used to identify the spots belonging to
the substrate during the following LEED measurements after the oxygen dose.
The spots distribution in ﬁgure 6.1 (c), after the dose of 90 Langmuir (L) of
molecular oxygen keeping the substrate at 523 K , suggest the formation of
an O-(2x2) superstructure. However, based on the XPS analysis described
before and shown in ﬁgure 6.1 (b), the apparent O-(2x2) structure can only
come from the superposition of three O-(2x1) domains rotated by 120◦,
corresponding to a θ=0.5 ML coverage of oxygen on Ir(111)[22, 25, 27, 28],
in agreement with the coverage calculated by means of the Ir 4f7/2 spectrum
components.
6.3.2 NO2 dose on Ir(111)
Since the attempt to increase the coverage of 0.5 ML by using molecular
oxygen even with prolonged oxygen dose was not successful, we changed the
oxygen source. One strongly oxidizing molecule, that has been already used
to enhance the coverage on Ru(0001) up to 1 ML[29, 30] and Pd(111)[31]
is nitrogen dioxide (NO2). Indeed, NO2 dissociation requires only one ad-
sorption site per molecule[32], diﬀerently from molecular oxygen that needs
two adjacent free sites[33]. It is evident that, above a certain coverage, the
probability of ﬁnding two neighboring sites becomes low, setting a limit to
the maximum coverage obtainable through molecular oxygen dosing. For
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this reason, NO2 was dosed at 423 K for 30 minutes at a pressure of 1 x 10−7
mbar.
Figure 6.2 reports the O 1s and the Ir 4f7/2 XPS spectra measured at 77
K after the NO2 dose and after several annealings, that allowed us to stepwise
remove oxygen atoms from the surface, to analyze the possible conﬁgurations
of oxygen on the Ir(111) surface. Starting from the O 1s series of spectra
reported on the left side of the ﬁgure, one can note that the intensity of the O
1s peak decreases with decreasing oxygen coverage, and a shift of 200 meV at
higher BE occurs above 513 K annealing. The BE of the Ir atoms bound to
one and two oxygen atoms and of the O 1s peak are reported in table 6.2. The
O 1s peak series was used to calculate the oxygen coverage diﬀerently with
respect to the previous case of O2 dosed on Ir(111). Indeed, assuming that
the top O 1s spectrum corresponds to 0.66 ML coverage (see next paragraph
about the Ir 4f7/2 spectra series for the calculation of the coverage) and that
at 0 ML coverage the intensity of the oxygen peak must be zero, we assume
a linear behavior of the oxygen peak intensity with respect to the oxygen
coverage and calculate the amount of oxygen on the surface. This method,
compared to that based on the components of the Ir 4f7/2 spectrum, has the
great advantage of avoiding the problems related to the diﬀraction eﬀects on
Ir1 and Ir2 components. Nevertheless, we ﬁnd a good agreement between the
values of coverage calculated with the two methods, meaning that diﬀraction
eﬀects are not important.
Looking at the right part of ﬁgure 6.2, where the Ir 4f7/2 spectra are
reported, it is possible to see how the Ir component intensities change while
annealing the sample. The ﬁrst spectrum belongs to the as dosed sample
and can be ﬁtted with two components, centered at 61.11 eV and 60.82
eV BE, attributed to the iridium bound to two oxygen atoms (Ir2) and
the bulk (IrB), respectively. From this ﬁtting, using the formula 6.1, we
calculated a coverage of 0.66 ML. This spectrum is also of extreme importance
to extract the line shape for the Ir2 component, as the bulk is already
known from the clean iridium spectrum and no other components are present.
The ﬁtting parameters are reported in table 6.1; one can note that the
Lorentzian parameter of Ir2 is much broader than that of Ir0, while the
Gaussian broadening is comparable for the two components.
Immediately after the ﬁrst annealing, the Ir2 component decreases and
ﬁnally disappears in spectrum (g), while the Ir1 component appears and it
increases up to the spectrum (f) in ﬁgure 6.2. As Ir1 is the predominant
surface component in the two spectra (f) and (g), they can be used to extract
the line shape of this component. From the ﬁtting, it comes out that the
line shape of Ir1 is similar to that of the Ir2 component. Finally, further
annealing the system, the Ir0 component appears and its intensity increases
as the coverage decreases.
The behavior of the surface components can be understood making some
considerations about the structures that oxygen forms on the Ir(111) surface.
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Figure 6.2: O 1s (left), measured at hν=650 eV photon energy, and Ir 4f7/2 (right),
at hν=250 eV photon energy, core level spectra for maximum coverage (a) and
diﬀerent oxygen structures after annealing at (b) 513 K (c) 673 K, (d) 703 K, (e)
733 K, (f) 763 K, (g) 813 K, (h) 833 K. (i) Ir 4f spectrum for the clean surface.
The dots represent the experimental results, while the line in between is the ﬁt.
The spectra were measured at a temperature of 77 K. The oxygen coverage θ was
calculated from the O 1s intensity, as explained in the text.
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Ir0 IrB Ir1 Ir2 O
(a) Clean Ir(111) (b)
(c) O-(2x2) (d) O-(√3x√3)-R30°
(e) O-(2x1) (f) 2O-(√3x√3)-R30°
Figure 6.3: Oxygen adlayer structures on Ir(111) surface with increasing coverage
with the oxygen atoms adsorbed always in three-fold fcc adsorption sites. Ir0, Ir1 and
Ir2 are the ﬁrst layer Ir atoms bound to no, one and two oxygen atoms, respectively.
The bulk IrB includes the second and all deeper layers of Ir atoms.
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Table 6.1: Doniach-Šunjić line shape parameters for the diﬀerent components
for Ir 4f7/2 core level at 250 eV photon energy and O 1s core level at 650
eV photon energy, acquired at 77 K. L is the Lorentzian width, α is the
asymmetry parameter and G is the Gaussian width (see section 2.1.2 for
detailed information).
Components L(eV) α G(eV)
IrB 0.24 0.13 0.13
Ir0 0.26 0.20 0.11
Ir1 0.34 0.16 0.14
Ir2 0.35 0.13 0.14
O 1s 0.26 0.15 0.46
Table 6.2: BE positions of Ir1 and Ir2 components for Ir 4f7/2 core level
acquired at 77 K with 250 eV photon energy, and BE position of the O 1s
core level spectrum acquired at 77 K with 650 eV photon energy, for the
most signiﬁcant oxygen coverages calculated as explained in the text.
θ Ir1(eV) Ir2(eV) O 1s (eV)
0.66 ML — 61.11 529.68
0.48 ML 60.66 61.13 529.89
0.37 ML 60.70 61.12 529.82
0.27 ML 60.67 — 529.84
It is known from the literature, and further proved by the XPD measurements
presented in section 6.3.4, that oxygen adsorbs in the fcc-hollow sites of the
Ir(111) surface[23, 33–35]. With this piece of information, we can propose
the structures starting from the highest coverage of 0.66 ML. In this case,
the only possible structure that can exist with all the Ir atoms bound to two
oxygen atoms is the 2O-(
√
3x
√
3)-R30◦, as shown in ﬁgure 6.3 (f), where
the oxygen is represented by small red balls and the iridium bound to two
oxygen atoms by purple balls. All the other conﬁgurations at lower coverage
(ﬁgure 6.3 reports only the most representative ones) present also iridium
atoms bound to one (light blue balls) or zero oxygen atoms (light grey balls),
and therefore the XPS spectra related to them would result in having also
Ir1 or Ir0 components. It is interesting to notice that 0.66 ML was the
maximum obtainable coverage, suggesting that three oxygen atoms cannot
be coordinated to the same Ir atom, as they are not stable, diﬀerently from
what happens for oxygen on Ru(0001)[26]. Keeping on removing oxygen
atoms from the surface, a situation is present in which half of the iridium
atoms are bound to one oxygen atom, the other half to two oxygen atom
(ﬁgure 6.3 (e), corresponding to a O-(2x1) structure with 0.5 ML coverage.
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It is worth noticing that in order to form this structure, part of the oxygen
atoms needs to rearrange on the surface. A further removal of oxygen atoms
from the surface leads to another rearrangement and the formation of a
O-(
√
3x
√
3)-R30◦ structure with only surface iridium atoms bound to one
oxygen ( ﬁgure 6.3 (d)). This structure corresponds to a coverage of 0.33
ML, and it is in agreement with the intensity of the Ir1 component in the Ir
4f7/2 spectra (f) and (g) in ﬁgure 6.2. Finally, the last low coverage structure
is a O-(2x2), corresponding to a coverage of 0.25 ML (ﬁgure 6.2 (c)), where
1/4 of the surface is not bound to oxygen atoms.
In order to experimentally study the oxygen superstructures formed upon
desorption from the 0.66 ML coverage structure and to validate the models
just discussed, we monitored the surface changes notably through the XPS
measurements of ﬁgure 6.2 but also through LEED measurements at low
temperature (77 K). Figure 6.4 (a) shows the LEED pattern of the sample
immediately after the NO2 dose and it shows a sharp (
√
3x
√
3)-R 30◦ pattern.
This structure can be attributed both to a O-(
√
3x
√
3), as sketched in ﬁgure
6.3 (d) with an oxygen coverage of 0.33 ML or to a 2O-(
√
3x
√
3), with
an oxygen coverage of 0.66 ML, as sketched in ﬁgure 6.3 (f). Thanks to
the Ir 4f7/2 spectrum, that can be ﬁtted only with two components, bulk
(IrB) and iridium coordinated to two oxygen atoms (Ir2), it is possible to
attribute this pattern to the presence of 2O-(
√
3x
√
3)-R 30◦ superstructure,
corresponding to a coverage of 0.66 ML. We stress again that this coverage
was never observed before for the oxygen adsorption on Ir(111). In addition,
the (
√
3x
√
3)-R 30◦ structure was never detected and considered not likely to
exist on bare Ir(111), while it was found when oxygen is intercalated under
graphene, with a coverage of 0.33 ML[20].
After annealing at 513 K (ﬁgure 6.4 (b)), the LEED pattern changes and
shows a mixture of (
√
3x
√
3)-R30◦ and apparent (2x2) structures, suggesting
that oxygen partially desorbs and 2O-(
√
3x
√
3) and O-(2x1) structures coex-
ist on the substrate, with an overall oxygen coverage of 0.61 ML. Increasing
the annealing temperature at 653 K (ﬁgure 6.4 (c)), the (
√
3x
√
3)-R30◦ pat-
tern disappears and the (2x2) periodicity is well deﬁned, suggesting a well
ordered (2x1) oxygen overlayer (see ﬁgure 6.3 (d)) that is distributed in the
three equivalent orientations, as also found out through STM measurements
by Martinez-Galera et al.[20], with an oxygen coverage of 0.5 ML. Increasing
further the temperature (ﬁgure 6.4 (d), (e), (f)), the LEED pattern gradually
changes again into a (
√
3x
√
3)-R30◦ pattern (ﬁgure 6.4 (g)), suggesting the
formation of a O-(
√
3x
√
3) structure, correspondent to a coverage of θ=0.33
ML. The annealing at temperatures higher than 800 K (ﬁgure 6.4 (h)) leads
to the formation of a blurred (2x2) pattern, corresponding to a O-(2x2)
oxygen structure sketched in ﬁgure 6.3 (c), with a coverage of θ=0.27 ML,
calculated by the corresponding Ir 4f and O 1s XPS spectra. However, the
poor sharpness of the pattern points to a not well ordered system, with small
patches of O-(2x2) structure.
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Figure 6.4: LEED patterns at 71 eV for oxygen adsorbed on Ir(111) after (a) NO2
dose and after annealing at (b) 513 K, (c) 653 K, (d) 703 K, (e) 733 K, (f) 763 K,
(g) 793 K, (h) 833 K. All the LEED patterns were acquired at 77 K. The oxygen
coverage was calculated as for the measurements in ﬁgure 6.2.
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Figure 6.5: Ir 4f7/2 core level XPS spectra after (a) oxygen intercalation under
graphene and (b) NO2 dose on Ir(111) at 250 eV photon energy. The dots represent
the experimental results, while the solid line in between is the ﬁt. The spectra were
measured at a temperature of 77 K. The components of the deconvoluted spectra
IrB, Ir1 and Ir2 are added in the ﬁgure.
6.3.3 Oxygen intercalation under graphene grown on Ir(111)
The previous section showed for the ﬁrst time that it is possible to reach
an oxygen coverage of 0.66 ML on the bare Ir surface and described the
formation of the 2O-(
√
3x
√
3)-R30◦ structure. The aim of this section is
to extend this study to the case of graphene over Ir(111) to understand
if graphene plays a role in the adsorption of oxygen on Ir(111). Thus, a
complete monolayer of graphene was grown on Ir(111) following a procedure
reported in the literature[18], and oxygen intercalation was performed dosing
molecular oxygen in a background pressure of 5 x 10−4 mbar for 20 minutes
at 473 K and for 40 minutes at 423 K. It is known that intercalation occurs
through the defects and the grain boundaries that are present before the
oxygen exposure[36] and through the possible new defects caused by the
oxygen itself[17].
Figure 6.5 (a) reports the Ir 4f7/2 spectrum acquired at 77 K with a
photon energy of hν=250 eV after the intercalation of oxygen under graphene,
together with the spectrum of the maximum coverage of oxygen on bare
Ir(111) for a direct comparison (ﬁgure 6.5 (b)). The former can be ﬁtted
with three peaks centered at 60.65 eV, 60.82 eV and 61.11 eV, attributed
to Ir1, IrB and Ir2, respectively. The line shapes for these components are
identical to those found for the oxygen on bare Ir(111) discussed in section
6.3.2. The spectrum in ﬁgure 6.5 (a) demonstrates that, also under graphene,
oxygen can reach a coverage of almost 0.66 ML, as in the case of the bare
Ir(111) surface. Using the expression 6.1 for the determination of the oxygen
coverage[19], we calculated a coverage of 0.64 ML. This result is in agreement
with Larciprete et al., who found that for an intercalation temperature of
520 K, the oxygen coverage is θ ∼0.6 ML[18]. Conversely, this value is in
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Figure 6.6: LEED pattern at 69 eV electron energy for oxygen intercalated under
graphene on Ir(111) after O2 dose. The LEED pattern was acquired at 77 K.
contrast with what asserted by Martinez-Galera et al, who found a maximum
oxygen coverage under graphene of 0.5 ML[20].
Figure 6.6 (a) reports the LEED pattern after oxygen intercalation
under graphene over Ir(111). The iridium main spots are surrounded by
satellites spots due to the moiré superstructure given by the lattice mis-
match between graphene (lattice constant αGR∼ 0.246nm) and the substrate
(αIr∼ 0.271nm). The inner spots, instead, form a (
√
3x
√
3)-R30◦ pattern.
This pattern, as in the case of oxygen on bare Ir(111), can be attributed to
a O-(
√
3x
√
3) with a coverage of 0.33 ML, or to a 2O-(
√
3x
√
3), with a 0.66
ML coverage. However, as reported in section 6.3.2, thanks to the knowledge
of the oxygen coverage of 0.64 ML, the pattern shown in ﬁgure 6.6 (a) can
only result from an almost complete 2O-(
√
3x
√
3) structure.
6.3.4 XPD measurements
Thanks to LEED I/V measurements, already in 1979 it was found that
on Ir(111) oxygen adsorbs in a three-fold coordinated site, namely hcp and
fcc[37]. Subsequent theoretical studies pointed to the fcc site univocally[23, 33–
35] but an experimental evidence, in particular for the oxygen adsorption
under graphene, has not been provided yet. Larciprete et al. observed that the
Ir 4f7/2 and O 1s spectra taken for the systems O/Ir(111) and GR/O/Ir(111)
are very similar, suggesting that the oxygen adsorption site is the same on
bare Ir(111) and under graphene[18]. In order to demonstrate that oxygen
adsorbs in fcc-hollow sites also below graphene, we performed XPD mea-
surements. In order to provide a compelling evidence that the oxygen sits
in fcc sites, we ﬁrst measured the XPD diﬀraction patterns of the Ir 4f7/2
core level to obtain the orientation of the substrate, reported in ﬁgure 6.7
138 6.3 Results and discussion
Figure 6.7: Stereographic projections of the integrated photoemission intensity
modulation I(θ, φ) as a function of emission angle for Ir 4f7/2 (hν=180 eV; Ek ∼115
eV) for the bulk (a) and surface (b). The colored sectors are the experimental data,
while simulations are shown in grey. (c) Geometric structure used to simulate these
patterns.
(a) and (b) for the bulk and the surface component, respectively. The bulk
pattern is clearly 3-fold symmetric. The surface component, instead, shows
a more pronounced 6-fold symmetry. The simulations were performed using
four iridium layers and the very good agreement between the experiments
and the simulations allows to deﬁne the orientation of the crystal as the one
shown in ﬁgure 6.7 (c).
As in the case of the XPS and LEED measurements, we ﬁrst performed
the experiments on the O/Ir(111) system after the molecular oxygen dose,
and the O 1s diﬀraction pattern, measured with a photon energy of hν= 620
eV was compared with simulations performed with a cluster made up of four
layers of Ir(111) and oxygen adsorbed in fcc (ﬁgure 6.8 (a)) and hcp (ﬁgure
6.8 (b)) sites with O-Ir distance of 1.31 Å[33] at a kinetic energy of 90 eV.
The experimental pattern is the colored region, while the simulations are in
grey scale. Looking at the two simulations, as expected from the symmetry
of the adsorbate structure, the patterns are threefold symmetric and the
features displayed by the two simulations are similar but rotated by 180◦.
From a visual analysis, it is clear that the experimental pattern ﬁts with the
simulation where oxygen has been put in a fcc site, that is the one presented
in ﬁgure 6.8 (a). Therefore, from this evidence, we demonstrate that the
adsorption of oxygen on Ir(111) occurs in the fcc site.
As the oxygen coverage on this sample was more than 0.25 ML, in the
simulation we included also part of a O-(2x1) structure. The R-factor analysis
was done on patterns simulated mixing diﬀerent percentage of O-(2x2) and
O-(2x1) structure, ﬁnding the minimum when 70% of the O-(2x2) structure
is present in the simulation. Therefore, in ﬁgure 6.9 (a), the experimental
pattern is overlapped to a pattern made of 70% of the O-(2x2) structure and
30% of the O-(2x1) structure.
Chapter 6: Study of O/Ir and GR/O/Ir systems 139
Figure 6.8: Stereographic projections of the integrated photoemission intensity
modulation I(θ, φ) as a function of emission angle of O 1s core level (hν=620 eV;
Ek ∼90 eV) for the system O/Ir compared with simulations of O 1s for a (2x2)
structure of oxygen sitting in (a) fcc and (b) hcp sites of the Ir surface. The colored
sectors are the experimental data, while simulations are shown in grey.
We then performed XPD analyses for the system Gr/O/Ir(111) and the
pattern is shown in ﬁgure 6.9 (b). In this simulation, we put four layers of
Ir(111) and a 2O-(
√
3x
√
3) oxygen structure in fcc sites. Graphene was not
taken into account in the simulation, because of the lattice mismatch between
graphene and both substrate and the structure formed by the adsorbed
oxygen. The very good agreement between the experimental pattern and
the simulation proves that also under graphene fcc sites are the favorite
adsorption sites.
The XPD measurements were also used to ﬁnd the O-Ir distance. The z
position, measured as the height from the plane of the centers-of-mass of the
top-layer iridium to the center-of-mass of the O atoms, was varied from 1.21
Å to 1.42 Å in the diﬀraction simulations and the R-factor was evaluated.
The minimum of the curve falls on the z distance of 1.33 Å, as shown in
ﬁgure 6.9 (c) for O/Ir system, in agreement with what theoretically predicted
by Xu et al[33]. With the same procedure, we can conﬁrm that also in the
system GR/O/Ir, the z distance that minimizes the R-factor is 1.33 Å, as
reported in ﬁgure 6.9 (d). This evidence proves that the presence of graphene
does not aﬀect the interaction between the adsorbed oxygen and the iridium
substrate.
On this last sample, also the C 1s core level was probed and the resulting
XPD pattern is shown in ﬁgure 6.10. This pattern is almost identical to that
for the system Gr/Ir(111), reported in the literature[38]. The simulation has
been done for a free-standing ﬂat graphene layer at a kinetic energy of 115
eV. The similarity with the Gr/Ir(111) system and the excellent agreement
140 6.3 Results and discussion
Figure 6.9: Stereographic projections of the integrated photoemission intensity
modulation I(θ, φ) as a function of emission angle of O 1s core level (hν=620 eV;
Ek ∼90 eV) for the system (a) O/Ir and (b) GR/O/Ir. The colored sectors are the
experimental data, while simulations are shown in grey. R-factor behavior for the
O 1s diﬀraction patters, as a function of the distance between the oxygen atom and
the Ir surface in the (c) O/Ir(111) and (d) GR/O/Ir(111) systems.
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Figure 6.10: Stereographic projection of the integrated photoemission intensity
modulation I(θ, φ) as a function of emission angle of C 1s core level for the system
GR/O/Ir (hν=400 eV; Ek ∼115 eV). The colored sector is the experimental data,
while the simulation is shown in grey.
between experiment and simulation in ﬁgure 6.10 allows us to verify that
oxygen does not produce appreciable changes to the graphene structure.
6.4 Conclusions
In this chapter, with the aim to verify whether the presence of graphene
changes the adsorption geometry of the oxygen atoms on Ir(111), we studied
the oxygen intercalation under graphene grown on Ir(111) and compared the
results with those of oxygen adsorption on the bare Ir(111) surface by dosing
molecular oxygen. We found that the graphene layer allows to reach a higher
oxygen coverage on Ir, with the oxygen atoms sitting always in the same
adsorption site, that was found to be the fcc hollow site. This may be due to
the presence of graphene locking the O atoms close to the metal surface[18].
However, the same coverage of 0.66 ML can be reproduced on bare Ir(111)
by dosing strongly oxidizing species such as NO2. This leads us to conclude
that graphene does not aﬀect the adsorbate-substrate interaction because
the same oxygen overlayers are obtained on both bare Ir(111) and under
graphene grown on Ir(111).
142 REFERENCES
References
[1] Batzill, M. The surface science of graphene: Metal interfaces, {CVD}
synthesis, nanoribbons, chemical modiﬁcations, and defects. Surface Sci-
ence Reports 2012, 67, 83–115.
[2] Wintterlin, J.; Bocquet, M.-L. Graphene on metal surfaces. Surface
Science 2009, 603, 1841–1852.
[3] Voloshina, E.; Dedkov, Y. Graphene on metallic surfaces: problems and
perspectives. Physical Chemistry Chemical Physics 2012, 14, 13502–
13514.
[4] Sutter, P. W.; Flege, J.-I.; Sutter, E. A. Epitaxial graphene on ruthe-
nium. Nature Materials 2008, 7, 406–411.
[5] Sicot, M.; Bouvron, S.; Zander, O.; Rüdiger, U.; Dedkov, Y. S.; Fonin, M.
Nucleation and growth of nickel nanoclusters on graphene Moiré on
Rh(111). Applied Physics Letters 2010, 96, 093115.
[6] Miniussi, E.; Pozzo, M.; Baraldi, A.; Vesselli, E.; Zhan, R. R.;
Comelli, G.; Menteş, T. O.; Niño, M. A.; Locatelli, A.; Lizzit, S.; Alfè, D.
Thermal Stability of Corrugated Epitaxial Graphene Grown on Re(0001).
Phys. Rev. Lett. 2011, 106, 216101.
[7] Varykhalov, A.; Sánchez-Barriga, J.; Shikin, A. M.; Biswas, C.;
Vescovo, E.; Rybkin, A.; Marchenko, D.; Rader, O. Electronic and
Magnetic Properties of Quasifreestanding Graphene on Ni. Physical
Review Letters 2008, 101, 157601.
[8] Merino, P.; Švec, M.; Pinardi, A. L.; Otero, G.; Martín-Gago, J. A.
Strain-Driven Moiré Superstructures of Epitaxial Graphene on Transi-
tion Metal Surfaces. ACS Nano 2011, 5, 5627–5634.
[9] Murata, Y.; Starodub, E.; Kappes, B. B.; Ciobanu, C. V.; Bartelt, N. C.;
McCarty, K. F.; Kodambaka, S. Orientation-dependent work function
of graphene on Pd(111). Applied Physics Letters 2010, 97, 143114.
[10] Voloshina, E. N.; Generalov, A.; Weser, M.; Böttcher, S.;
Horn, K.; Dedkov, Y. S. Structural and electronic properties of the
graphene/Al/Ni(111) intercalation system. New Journal of Physics
2011, 13, 113028.
[11] Mao, J. et al. Silicon layer intercalation of centimeter-scale, epitaxially
grown monolayer graphene on Ru(0001). Applied Physics Letters 2012,
100, 093101.
REFERENCES 143
[12] Riedl, C.; Coletti, C.; Iwasaki, T.; Zakharov, A. A.; Starke, U. Quasi-
free-standing epitaxial graphene on SiC obtained by hydrogen interca-
lation. Physical Review Letters 2009, 103, 246804.
[13] Wong, S. L.; Huang, H.; Wang, Y.; Cao, L.; Qi, D.; Santoso, I.; Chen, W.;
Wee, A. T. S. Quasi-Free-Standing Epitaxial Graphene on SiC (0001)
by Fluorine Intercalation from a Molecular Source. ACS Nano 2011, 5,
7662–7668, PMID: 21870857.
[14] Sutter, P.; Sadowski, J. T.; Sutter, E. A. Chemistry under cover: tuning
metal-graphene interaction by reactive intercalation. Journal of the
American Chemical Society 2010, 132, 8175–8179.
[15] Oida, S.; McFeely, F. R.; Hannon, J. B.; Tromp, R. M.; Copel, M.;
Chen, Z.; Sun, Y.; Farmer, D. B.; Yurkas, J. Decoupling graphene from
SiC(0001) via oxidation. Physical Review B 2010, 82, 041411.
[16] Coraux, J.; N’Diaye, A. T.; Busse, C.; Michely, T. Structural Coherency
of Graphene on Ir(111). Nano Letters 2008, 8, 565–570.
[17] Starodub, E.; Bartelt, N. C.; McCarty, K. F. Oxidation of Graphene on
Metals. The Journal of Physical Chemistry C 2010, 114, 5134–5140.
[18] Larciprete, R.; Ulstrup, S.; Lacovig, P.; Dalmiglio, M.; Bianchi, M.;
Mazzola, F.; Hornekær, L.; Orlando, F.; Baraldi, A.; Hofmann, P.;
Lizzit, S. Oxygen Switching of the Epitaxial Graphene-Metal Interaction.
ACS Nano 2012, 6, 9551–9558.
[19] Grånäs, E.; Knudsen, J.; Schröder, U. A.; Gerber, T.; Busse, C.; Ar-
man, M. A.; Schulte, K.; Andersen, J. N.; Michely, T. Oxygen Interca-
lation under Graphene on Ir(111): Energetics, Kinetics, and the Role of
Graphene Edges. ACS Nano 2012, 6, 9951–9963.
[20] Martinez-Galera, A. J.; Schroder, U. A.; Huttmann, F.; Jolie, W.;
Craes, F.; Busse, C.; Caciuc, V.; Atodiresei, N.; Blugel, S.; Michely, T.
Oxygen orders diﬀerently under graphene: new superstructures on
Ir(111). Nanoscale 2016, 8, 1932–1943.
[21] Bianchi, M.; Cassese, D.; Cavallin, A.; Comin, R.; Orlando, F.;
Postregna, L.; Golfetto, E.; Lizzit, S.; Baraldi, A. Surface core level
shifts of clean and oxygen covered Ir(111). New Journal of Physics
2009, 11 .
[22] Marinova, T.; Kostov, K. Interaction of oxygen with a clean Ir(111)
surface. Surface Science 1987, 185, 203 – 212.
[23] Zhang, H.; Soon, A.; Delley, B.; Stampﬂ, C. Stability, structure, and
electronic properties of chemisorbed oxygen and thin surface oxides on
Ir(111). Physical Review B 2008, 78, 045436.
144 REFERENCES
[24] Pletikosić, I.; Kralj, M.; Pervan, P.; Brako, R.; Coraux, J.;
N’Diaye, A. T.; Busse, C.; Michely, T. Dirac Cones and Minigaps for
Graphene on Ir(111). Physical Review Letters 2009, 102, 056808.
[25] Zhdan, P.; Boreskov, G.; Boronin, A.; Egelhoﬀ, W.; Weinberg, W. An
XPS investigation of the chemisorption of oxygen on the iridium (111)
surface. Surface Science 1976, 61, 25 – 36.
[26] Lizzit, S.; Baraldi, A.; Groso, A.; Reuter, K.; Ganduglia-Pirovano, M. V.;
Stampﬂ, C.; Scheﬄer, M.; Stichler, M.; Keller, C.; Wurth, W.; Menzel, D.
Surface core-level shifts of clean and oxygen-covered Ru(0001). Physical
Review B 2001, 63, 205419.
[27] Ivanov, V.; Boreskov, G.; Savchenko, V.; Egelhoﬀ, W.; Weinberg, W.
The chemisorption of oxygen on the iridium (111) surface. Surface
Science 1976, 61, 207–220.
[28] Davis, J. E.; Nolan, P. D.; Karseboom, S. G.; Mullins, C. B. Kinetics
and dynamics of the dissociative chemisorption of oxygen on Ir(111).
The Journal of Chemical Physics 1997, 107, 943–952.
[29] Malik, I. J.; Hrbek, J. Very high atomic oxygen coverages on Ru(001).
Journal of Vacuum Science & Technology A: Vacuum, Surfaces, and
Films 1992, 10, 2565–2569.
[30] Gsell, M.; Stichler, M.; Jakob, P.; Menzel, D. Formation and geometry
of a high-coverage oxygen adlayer on Ru(001), the p(2x2)-3O phase.
Israel Journal of Chemistry 1998, 38, 339–348.
[31] Banse, B. A.; Koel, B. E. Interaction of oxygen with Pd(111): High
eﬀective {O2} pressure conditions by using nitrogen dioxide. Surface
Science 1990, 232, 275 – 285.
[32] Getman, R. B.; Schneider, W. F.; Smeltz, A. D.; Delgass, W. N.;
Ribeiro, F. H. Oxygen-coverage eﬀects on molecular dissociations at
a Pt metal surface. Physical Review Letters 2009, 102, 076101.
[33] Xu, Y.; Mavrikakis, M. Adsorption and dissociation of O2 on Ir(111).
The Journal of Chemical Physics 2002, 116, 10846–10853.
[34] Krekelberg, W. P.; Greeley, J.; Mavrikakis, M. Atomic and Molecular
Adsorption on Ir(111). The Journal of Physical Chemistry B 2004, 108,
987–994.
[35] Miller, S. D.; İnogˇlu, N.; Kitchin, J. R. Conﬁgurational correlations in
the coverage dependent adsorption energies of oxygen atoms on late
transition metal fcc(111) surfaces. The Journal of Chemical Physics
2011, 134, 104709.
REFERENCES 145
[36] Banhart, F.; Kotakoski, J.; Krasheninnikov, A. V. Structural Defects in
Graphene. ACS Nano 2011, 5, 26–41.
[37] Chan, C. M.; Weinberg, W. H. Low energy electron diﬀraction structural
analysis of the (2x2) oxygen overlayer on the iridium (111) surface. The
Journal of Chemical Physics 1979, 71, 2788–2792.
[38] Lizzit, S.; Zampieri, G.; Petaccia, L.; Larciprete, R.; Lacovig, P.;
Rienks, E.; Bihlmayer, G.; Baraldi, A.; Hofmann, P. Band dispersion in
the deep 1s core level of graphene. Nature Physics 2010, 6, 345–349.

Chapter 7
Concluding remarks and
outlook
This thesis investigates the growth of single-layer transition metal dichalco-
genides, such as MoS2 and WS2, through physical vapor deposition. This
class of materials indeed is of enormous interest in the scientiﬁc community
thanks to their extraordinary properties that make them suitable for appli-
cations in the ﬁelds of electronics and optoelectronics. However, in order to
exploit their innovative potential in technological devices, a growth approach
capable to confer to the ﬁnal product highly crystalline quality on a large
scale is a bottleneck nowadays.
Here, we present a synthesis approach that allows to produce high qual-
ity samples in terms of crystalline order and size of the islands, with a
single orientation for some systems. The structural properties have been
demonstrated using a combination of surface science techniques, including
synchrotron radiation photoemission and photoelectron diﬀraction. Angle-
resolved photoemission was used to study the electronic structure of the
synthesized samples.
In the ﬁrst part of the thesis work, we investigated the dynamics of the
growth of MoS2 on Au(111) and we developed a new synthesis method for
the formation of singly oriented domains. This ﬁnding may open the path to
new concepts of devices based on the the spin and valley degrees of freedom.
Once the new growth procedure was optimized for the growth of MoS2
on Au(111), we made a step further and studied the growth of MoS2 on
diﬀerent substrates, that could have a higher interaction with the adlayer.
In particular, we studied two Ag surfaces, Ag(111) and Ag(110). The same
growth approach developed on Au(111), properly tuned, was used on the
Ag(111) substrate, while a ﬁrst step of "seeding" of MoS2 nano-crystals using
the TPG approach was found to be necessary to avoid randomly oriented
domains on Ag(110). We veriﬁed the higher interaction between adlayer and
substrate, as predicted by theoretical studies, and veriﬁed that this promotes
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the formation of extended layers of MoS2. Diﬀerently from the MoS2/Au(111)
system, here an equal amount of mirror domain aligned with the substrate
is present. Moreover, the experimental ﬁndings indicate that MoS2 on both
Ag(111) and Ag(110) has metallic character. This result opens the path
towards the development of MoS2 based devices with low contact resistance.
With the aim of evaluating if the growth approach developed for MoS2
was applicable also for the growth of other transition metal dichalcogenides,
we moved to WS2, a material relevant for technological applications thanks
to the large spin splitting of the bands at the K point. By properly tuning
the growth parameters, the procedure that was developed for the growth of
MoS2 on Au(111) was found to be suitable for the growth of singly oriented
domains of single-layer WS2 on Au(111).
To sum up, this thesis demonstrates that the growth of high quality
single layers of transition metal dichalcogenides can be achieved on diﬀerent
substrates exhibiting variable interaction strength with the layer and also
on substrates with a diﬀerent symmetry. One of the major outcomes is
represented by the development of a synthesis procedure to grow single-
layer dichalcogenides with a single orientation. A step forward towards the
realization of new devices based on these 2D materials exploiting also the
single orientation character could be the development of methods for the
lifting of the layers from the metallic substrates they are grown on, in order
to transfer them onto insulating substrates, or to directly grow them on top
of insulators. The knowledge acquired in this thesis work may be relevant for
the production of high-quality single-layer transition metal dichalcogenides
on diﬀerent substrates and could be the key for the realization of devices
featuring outstanding properties.
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