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We present new perturbation theorems on the roughness of exponential
dichotomy, which improve previous results. The proofs given here are also much
simpler compared with previous ones. The new results provide signiﬁcant improve-
ments of existing results in the case where the operator At is unbounded
for t ∈ J. This is precisely the situation that is of interest from the point of view of
the applications in lobe dynamics. The results are also valid in Banach spaces and
useful for general purposes.  2001 Academic Press
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1. INTRODUCTION
The theory of exponential dichotomies plays an important role in the
analysis of non-autonomous differential equations. There have been exten-
sive studies showing much signiﬁcance in both theory and applications. For
example, recently [7] a theoretical framework using the concept of expo-
nential dichotomies has been set up for the study of lobe dynamics and
Lagrangian transport of aperiodic ﬂow in ﬂuid dynamics. One of the most
important and useful properties of exponential dichotomy in many theories
and applications is its roughness under perturbations. It turns out that this
is shown [6] to be true again for the study of lobe dynamics and Lagrangian
transport of aperiodic ﬂow in ﬂuid dynamics. Especially, in [6], the persis-
tence of the exponential dichotomy under conditions much less restrictive
than which is given by the classical results, e.g., in [2], etc., is expected
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to obtain some very useful results for the central concept of distinguished
hyperbolic trajectories in aperiodic ﬂows. In fact, it appears that the rough-
ness conditions provided by the traditional analysis will be restrictive for
our study of distinguished hyperbolic trajectories, while the new condi-
tions derived here will be non-restrictive as described in [6]. This is indeed
the ﬁrst motivation for the research done in this paper. In this note, we
will derive these new perturbation results on exponential dichotomy which
extend some of the previous classical results and provide much more sim-
pliﬁed proofs. Obviously, the new results are also useful for general pur-
poses. The new results provide signiﬁcant improvements of existing results
in the case where the operator At is unbounded for t ∈ J. For notations
and details, see the later discussion on this issue. Notice that this is very
important, as for many practical applications, the unboundedness of oper-
ator At for t ∈ J is expected. This is precisely the situation that is of
interest from the point of view of the applications for the study of lobe
dynamics that we have mentioned above. See more details about the dis-
cussion of this application in [6].
Consider the following homogeneous linear system of ordinary differen-
tial equations,
x˙t = Atxt t ∈ J (1.1)
and its perturbed system
y˙t = At + Btyt t ∈ J (1.2)
where J is a real interval, At Bt are matrix functions of t ∈ J, and xt,
and yt are vector functions of t ∈ J. A· B· are assumed to be regular
enough so that xt and yt exist and are continuous for t ∈ J. For exam-
ple, we can assume that At Bt are locally integrable. Obviously, this is
not a strong assumption.
Now we recall the deﬁnition of exponential dichotomy.
Deﬁnition 1.1. We say that (1.1) admits an exponential dichotomy
if and only if there exists a projection matrix P and positive constants
K1K2 α1, and α2 such that for t s ∈ J,

XtPX−1s
 ≤K1 exp−α1t − s t ≥ s

XtI − PX−1s
 ≤K2 exp−α2s − t s ≥ t
(1.3)
where Xt is the fundamental solution matrix of system (1.1) and I is the
identity matrix.
When α1 = α2 = 0, (1.1) is said to admit an ordinary dichotomy.
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Notice that P is independent of t here. When K1 = K2 and α1 = α2, the
above deﬁnition agrees with the classical deﬁnition [2]. The study of the
case when K1 = K2 and α1 = α2 is important in that it can give us more
accurate estimates which will usually be useful for various applications.
For the case K1 = K2 α1 = α2, the deﬁnition above already appeared in
Coppel’s article [3]. See also [8].
It can be shown [2] that (1.3) is equivalent to the conditions

XtPξ
 ≤K′1 exp−α1t − s
XsPξ
 t ≥ s

XtI − Pξ
 ≤K′2 exp−α2s − t
XsI − Pξ
 s ≥ t

XtPX−1t
 ≤M ∀ t ∈ J
(1.4)
where K′1K
′
2, and M are positive constants and ξ is an arbitrary constant
vector.
To study the roughness of the exponential dichotomy of (1.1) under the
perturbation B, we are interested in ﬁnding out conditions on Bt under
which (1.2) also admits an exponential dichotomy for some projection oper-
ator Q with the appropriate corresponding positive constants K’s and α’s.
We hope to ﬁnd out conditions as weak as possible.
In [2], it is shown that for J = R+ R− or R with K1 = K2 = K and
α1 = α2 = α and if
δ = 
B
∞ < min
{
α
4K2

α
2K
}
 (1.5)
then there exists a projection operator Q similar to P in the usual sense
such that

Y tQY−1s
 ≤ 52K2 exp−α′t − s t ≥ s

Y tI −QY−1s
 ≤ 52K2 exp−α′s − t s ≥ t
(1.6)
where Y t is the fundamental solution matrix of system (1.2) and α′ =
α− 2Kδ>0.
For K1 = K2 and α1 = α2, the best result is recently given in [9]. It is
shown that for J = R+ or R with

B
∞
{
K1
α1
+ K2
α2
}
<
1
2
 (1.7)
(1.2) still possesses an exponential dichotomy with the projection matrix Q
similar to P .
The proofs of the above results given in [2, 9] utilized complicated func-
tional analytic apparatus and a detailed study of some crucial inequalities.
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In particular, they used the equivalence of (1.3) and (1.4). More speciﬁcally,
[2] relies on the estimate of the positive real function φt satisfying the
inequality
φt ≤ c exp−αt + θα
∫ ∞
0
exp−α
t − τ
φτdτ (1.8)
while [9] relies on the estimate of the positive real function φt satisfying
the following more complicated inequalities:
φt ≤ ce−α1t−t0φt0 + c1
∫ t
t0
e−α1t−τφτdτ
+ c2
∫ ∞
t
e−α2τ−tφτdτ t ≥ t0 (1.9)
φt ≤ ce−α2s−tφs + c1
∫ t
t0
e−α1t−τφτdτ
+ c2
∫ s
t
e−α2τ−tφτdτ s ≥ t ≥ t0 (1.10)
See the original references for more details concerning these inequalities
and the constants involved in their deﬁnitions.
In [9], it is also shown that for J = R+ or R with

B
∞
{
K1
α1
+ K2
α2
}
< 1 (1.11)
(1.2) still possesses an ordinary dichotomy.
Using a result of [2] (see also Proposition 2.1), [10] obtained a perturba-
tion lemma showing that for J = t0∞ and that
lim
t→∞Bt = 0 (1.12)
(1.2) still possesses an exponential dichotomy.
In this note, we will improve all the above results in a systematic way.
Moreover, our proofs are much simpler than the previous ones. Espe-
cially, we avoid using the equivalence of (1.3) and (1.4). Instead, we use
Proposition 2.2, another equivalence of exponential dichotomy. In this way,
we easily avoid solving the complicated inequalities of the type (1.8), (1.9),
and (1.10) and thus simplify the proofs considerably with improved esti-
mates of the roughness of perturbation. We note that our results provide
signiﬁcant improvement only when At is unbounded for t in the consid-
ered interval. See Remark 3.1 for more details.
Even though our discussion is in the setting of the ﬁnite dimensional
case, it is easy to see that our results can be immediately extended to
the case of Banach spaces. See Remark 3.2 at the end of Theorem 3.2.
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The proofs of roughness using functional analytic characterizations of
exponential dichotomy, as in this article as well, can be simpler than other
proofs. On the other hand, they may provide less information about the
perturbed systems.
The rest of the paper is organized as follows: In Section 2, we ﬁrst recall
some notations and preliminary results about exponential dichotomies. In
Section 3, we state and prove our main theorems.
See also the interesting results of [11, 12].
2. PRELIMINARIES
We recall some useful results about exponential and ordinary dichotomies
from [2].
The ﬁrst one states that in order to prove the dichotomy on R+, it is
enough to prove it on a subinterval t0∞ of R+.
Proposition 2.1. If Eq. (1.1) has an exponential (resp. ordinary)
dichotomy (1.3) on a subinterval t0∞ of R+, then it also has an exponential
(resp. ordinary) dichotomy on the half line R+, with the same projection P
and the same exponents α1 and α2, and possibly different coefﬁcients K1
and K2.
Consider the following inhomogeneous equation with J = R+,
x˙t = Atxt + f t t ∈ J (2.1)
Deﬁne the function spaces CJLJ , and MJ as
CJ =
{
f 
fCJ = sup
s∈J

f s
ds <∞
}
 (2.2)
LJ =
{
f 
fLJ =
∫
s∈J

f s
ds <∞
}
 (2.3)
MJ T =
{
f 
fMJ T =
1
T
sup
t∈J
∫ t+T
t

f s
ds <∞ f ∈ L1loc
}
 (2.4)
where T > 0 is a ﬁxed constant. When J and T are well understood, we
omit the subscripts of CJLJ , and MJ T .
The following result gives a necessary and sufﬁcient condition for an
exponential dichotomy to be valid on J, which will be very useful later.
Proposition 2.2. Suppose J = R+. The homogeneous equation (1.1) has
an exponential dichotomy if and only if (2.1) has at least one bounded solution
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for every function f ∈MJ T for some T > 0. Moreover, (1.3) holds with
K1 = K2 = e · rLJ > 0 α1 = α2 = r−1CJ > 0
where rLJ and rCJ are the generic constants deﬁned as the least positive numbers
such that for every f ∈ B, the unique bounded solution yt of (2.1) with
y0 ∈ V2 satisﬁes
yCJ ≤ rBfB
where B denotes the space CJLJ , or MJ T V2 is any ﬁxed subspace of V
supplementary to V1V is the underlying vector space Rn (or Cn), and V1
is the subspce of V consisting of the initial values of all bounded solutions
of (1.1).
Considering Proposition 2.1, Proposition 2.2 is still valid with J being
an inﬁnite subinterval of R+, with the corresponding constants adjusted
accordingly.
Proposition 2.2 was proved in [2] with T = 1. It is easy to see that it
holds for T > 0 as any ﬁxed number. It can also be shown that, with a slight
modiﬁcation of the deﬁnition of ·MJ T when necessary, Proposition 2.2 still
holds for J = R+ R−, or R or any subinterval of them (provided that the
bounded solution is unique for the case of J = R). It is interesting to note
that Ki and αi (i = 1 2) are independent of the choice of the interval J.
We remark that the existence of the generic constants rLJ and rCJ is well
deﬁned by the Proposition 4 of [2, p. 22].
Finally, we recall the following lemma, which will be useful later. The
proof of the lemma for T = 1 can be found in [2]. The proof for T = 1 can
be obtained similarly.
Lemma 2.1. Let γt be a non-negative and locally integrable function
such that for T > 0,
1
T
∫ t+T
t
γsds ≤ C0 ∀ t ≥ 0
If α > 0, then for all t ≥ 0,
∫ t
0
exp−αt − sγsds ≤ C0T
1− e−αT  (2.5)∫ ∞
t
exp−αs − tγsds ≤ C0T
1− e−αT  (2.6)
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3. MAIN RESULTS
Now we state and prove our main results.
3.1. Roughness on R+
We ﬁrst deal with roughness on R+. The case of R− can be treated
siminarly.
Theorem 3.1. Suppose (1.1) has an exponential dichotomy on J=t0∞
with positive constants K1K2 α1, and α2. Suppose
lim inf
t0→∞
inf
T>0
BMJ T
{
K1T
1− e−α1T +
K2T
1− e−α2T
}
< 1 (3.1)
or
inf
t ′0≥t0
inf
T>0
BMJ′  T
{
K1T
1− e−α1T +
K2T
1− e−α2T
}
< 1 (3.2)
where J ′ = t ′0∞.
Then (1.2) also has an exponential dichotomy on J = R+ with positive
constants K′1 = K′2 = K3 > 0 and α′1 = α′2 = α3 > 0.
Moreover, the projection Q is similar to P and one has that
Y tQY−1t −XtPX−1t ≤ K1 +K2K3 ∀ t ∈ J (3.3)
Proof. By (3.1) or (3.2), there is a t ′0 ≥ t0 and a T > 0 such that for
J ′ = t ′0∞,
BMJ′  T <
{
K1T
1− e−α1T +
K2T
1− e−α2T
}−1
 (3.4)
Suppose f ∈MJ ′ T . Consider the operator  deﬁned as
 yt =
∫
J ′
(t sBsysds +
∫
J ′
(t sf sds (3.5)
where (t s is deﬁned as
(t s =


XtPX−1s t ≥ s,
−XtI − PX−1s s ≥ t.
(3.6)
Deﬁne 
y
∞ = ycJ ′Rn. Then, by Lemma 2.1,

 yt
 ≤
∫
J ′

(t s
 
Bs
ds
y
∞ +
∫
J ′

(t s
 
f s
ds
≤ (BMJ′  T 
y
∞ + fMJ′  T 
{
K1T
1− e−α1T +
K2T
1− e−α2T
}
 (3.7)
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Thus   J ′Rn → J ′Rn. Moreover, T is a contraction:

 yt −  zt
 ≤
∫
J ′

(t s
ds
y − z
∞
≤ BMJ′  T
{
K1T
1− e−α1T +
K2T
1− e−α2T
}

y − z
∞ (3.8)
Therefore, there exists a unique y ∈ J ′Rn such that yt =  yt,
for t ∈ J ′, which is a bounded solution of
y˙t = At + Btyt + f t t ∈ J (3.9)
By Proposition 2.2 and Proposition 2.1, the exponential dichotomy exists
with some projection Q.
Next we estimate the difference between P and Q.
It is easy to verify that (see, e.g., [2, p. 33])
Y tQY−1t −XtPX−1t = XtI − PX−1Y tQY−1t
−XtPX−1Y tI −QY−1t (3.10)
Thus, by (1.3) and Proposition 2.2, (3.3) is proved.
Now the only thing left to be shown is that Q is similar to P . This can
again be done following the proof of Theorem 1 of [9].
Notice also that in [2], an estimate of Y tQY−1t − XtPX−1t
was given for the case when K1 = K2 and α1 = α2 as
Y tQY−1t −XtPX−1t ≤ α−14K3 sup
t∈J

Bt
 < K (3.11)
Now we show that Theorem 3.1 implies the following important corollary.
Corollary 3.1. Suppose (1.1) has an exponential dichotomy on J =
t0∞ with positive constants K1K2 α1, and α2. Suppose
lim sup
s→∞

Bs
 <
{
K1
α1
+ K2
α2
}−1
 (3.12)
Then (1.2) also has an exponential dichotomy on J = R+ with positive con-
stants K′1 = K′2 = K3 > 0 and α′1 = α′2 = α3 > 0.
Moreover, the projection Q is similar to P and one has that
Y tQY−1t −XtPX−1t ≤ K1 +K2K3 ∀ t ∈ J (3.13)
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Proof. It is easy to see that for some J ′ and for all T > 0,
BMJ′  T <
{
K1
α1
+ K2
α2
}−1
 (3.14)
Thus for J ′ and for all T > 0
BMJ′  T
{
K1T
1− e−α1T +
K2T
1− e−α2T
}
<
{
K1
α1
+ K2
α2
}−1{ K1T
1− e−α1T +
K2T
1− e−α2T
}
 (3.15)
Deﬁne
gt = c0t
1− e−αt 
It can be shown easily that
g′t = c0e
αt − 1− αt
eαt1− e−αt2 > 0 (3.16)
and that
inf
t>0
gt = lim
t→0+
gt = c0
α
 (3.17)
By (3.15), (3.16), (3.17), and (3.12),
inf
T>0
BMJ′  T
{
K1T
1− e−α1T +
K2T
1− e−α2T
}
<
{
K1
α1
+ K2
α2
}−1
inf
T>0
{
K1T
1− e−α1T +
K2T
1− e−α2T
}
≤
{
K1
α1
+ K2
α2
}−1{K1
α1
+ K2
α2
}
= 1
Thus (3.2) holds and therefore Corollary 3.1 is proved by applying
Theorem 3.1.
Notice that the results of the above corollary provide signiﬁcant improve-
ments over the results of (1.7), (1.11), and (1.12).
Remark 3.1. It is important to note that in Theorem 3.1 and Corollary 3.1,
it is not assumed that At is uniformly bounded with respect to t ∈ J.
Otherwise, Corollary 3.1 can be proved simply as follows.
By (3.12), there is a J ′ = t ′0∞, such that
sup
t∈J ′

Bt

{
K1
α1
+ K2
α2
}
< 1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Let f t be a bounded vector-valued continuous function. Then the map-
ping   CJ ′ → CJ ′ deﬁned by
 xt =
∫ t
t ′0
XtPX−1sBsxs + f sds
−
∫ ∞
t
XtI − PX−1sBsxs + f sds
is a contraction with contraction constant
sup
t∈J ′

Bt

{
K1
α1
+ K2
α2
}

The ﬁxed point of  is a bounded solution of Eq. (3.9). Then it follows
form Proposition 3 in [2, p. 22] that (1.2) also has an exponential dichotomy
on J ′. Notice, however, that Proposition 3 in [2, p. 22] requires that (1.1)
has bounded growth, while bounded growth of (1.1) in J ′ is not required in
Proposition 2.2, i.e., Proposition 2 in [2, p. 22].
3.2. Roughness on R
Now the roughness of exponential dichotomy on R can be obtained as
follows.
Theorem 3.2. Suppose (1.1) has an exponential dichotomy on J = R
with positive constants K1K2 α1, and α2.
Suppose further
sup
t∈R

Bs

{
K1
α1
+ K2
α2
}
< 1 (3.18)
Then (1.2) also has an exponential dischotomy (1.6) on J = R with positive
constants K′1 = K′2 = K3 > 0 and α′1 = α′2 = α3 > 0.
Moreover, the projection Q is similar to P and one has that
Y tQY−1t −XtPX−1t ≤ K1 +K2K3 ∀ t ∈ J (3.19)
Proof. Indeed, it follows from Corollary 3.1 that (1.2) has an exponential
dichotomy on R+ and R−. Now, to complete the argument, it sufﬁces to
show further that (1.2) has no nontrivial bounded solution. This follows
from the proof of Lemma 7 of [9] and the condition (3.18). In [9], the
stronger condition (1.7) was used to show the contraction of the mapping
deﬁned in the proof of Lemma 7 of [9], which proves that the zero solution
is the only bounded solution to (1.2).
Remark 3.2. Suppose that At and Bt are bounded linear operators
in a Banach space for any ﬁxed t ∈ R. Consider the mild solutions of the
systems (1.1) and (1.2). (See, e.g., [1, 5].) Then, it is easy to see that all the
results obtained above still hold.
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