Human simple reaction time and psychophysical system analysis by Meijers, L.M.M.
PDF hosted at the Radboud Repository of the Radboud University
Nijmegen
 
 
 
 
The following full text is a publisher's version.
 
 
For additional information about this publication click this link.
http://hdl.handle.net/2066/147621
 
 
 
Please be advised that this information was generated on 2017-12-05 and may be subject to
change.
И Ы М А Р І е т м э и е Η Β Α Β Τ Τ Β Ν т т м е 
ÄNB 
9 P B M B U B P W M S T B Ä L е ч е т е м Ä F I Ä U M S T S 
Ш:ШШ 
L.M.M, м е м е я 
HUMAN SIMPLE REACTION TIME 
AND 
PSYCHOPHYSICAL SYSTEM ANALYSIS 
PROMOTOR: Lector Dr.Ir. E.G.J. Eijkman 
HUMAN SIMPLE REACTION TIME 
AND 
PSYCHOPHYSICAL SYSTEM ANALYSIS 
PROEFSCHRIFT 
TER VERKRIJGING VAN DE GRAAD VAN DOCTOR 
IN DE WISKUNDE EN NATUURWETENSCHAPPEN 
AAN DE KATHOLIEKE UNIVERSITEIT TE NIJMEGEN 
OP GEZAG VAN DE RECTOR MAGNIFICUS PROF. DR. A.J.H. VENDRIK 
VOLGENS HET BESLUIT VAN HET COLLEGE VAN DECANEN 
IN HET OPENBAAR TE VERDEDIGEN 
OP VRIJDAG 9 JANUARI 1976, 
DES NAMIDDAGS TE 2.00 UUR PRECIES 
DOOR 
LÉON MARTIN MARIE MEIJERS 
GEBOREN TE STEIN 
uitvoering en druk 
J Haarsma en R Tissen 
Het onderzoek, in dit proefschrift beschreven, is 
uitgevoerd op het laboratorium voor Medische Fysica en 
Biofysica, werkgroep Psychofysica, van de Katholieke 
Universiteit van Nijmegen. 
Aan de totstandkoming van dit proefschrift hebben 
velen bijgedragen. Dankbaar ben ik ieder, voor de hulp, 
de aanmoediging, het geduld, de ideeën en de kritiek. 
Aan m¿jn vadvi 
C O N T E N T S 
CHAPTER 1 FIELD OF INVESTIGATION 1 
1.1 Types of reaction time experiments 1 
1.2 System analysis with simple reaction time 3 
I . 3 Structure of systems 5 
1.4 Psychophysical process control 6 
1 .5 References 9 
CHAPTER 2 INPUT - OUTPUT RELATIONS 10 
2.1 Description of input - output relations 10 
2.2 Cues to subsystems 12 
2.3 Two ways to describe latency distributions 14 
2.4 Estimation of subsystem latency distributions 17 
2.4.1 Boundedness condition 17 
2.4.2 Method of deconvolution 19 
2.4.3 Parametric expressions for total latency distri-
bution 21 
2.4.4 Method of moments 24 
2.4.5 Method of maximum likelihood 25 
2. 5 Summary 27 
2.6 References 27 
CHAPTER 3 SERIAL SET OF SUBSYSTEMS 30 
3. 1 Search for conditions 30 
3.2 Presentation of the problems 33 
3.3 Experimental arrangement of experiment I 34 
3.4 Experimental procedure of experiment I 37 
3.5 Results 38 
3.5.1 The exponential tail distribution 38 
3.5.2 Application of breakdown procedures 40 
3.5.2.1 Method of deconvolution 40 
3.5.2.2 Method of moments 41 
3.5.2.3 Method of maximum likelihood estimation 42 
3.6 Comparison of breakdown procedures 44 
3.7 Results of breakdown procedures 47 
3.8 Summary and conclusions 50 
3.9 References 51 
CHAPTER 4 PARALLEL SET OF SUBSYSTEMS 54 
4. 1 Presentation of the problem 54 
4.2 Structural proposals 59 
4.2.1 Model 1: independent parallel channels 59 
4.2.2 Model 2: independent partially parallel channels 61 
4.2.3 Model 3: dependent parallel channels 63 
4.2.4 Model 4: dependent partially parallel channels 65 
4.2.5 Model 5: variable criterion model 66 
4.3 Experimental arrangement of experiment II 69 
4.4 Experimental procedure of experiment II 69 
4.5 Results 70 
4.6 Discussion 74 
4 .7 Summary and cone lus ions 78 
4.8 References 79 
CHAPTER 5 TEMPORAL UNCERTAINTY AND STRUCTURE 81 
5. 1 Presentation of the problem 81 
5.2 Experimental arrangement of experiment III 82 
5.3 Experimental procedure of experiment III 84 
5.4 Results 84 
5.5 Discussion 91 
5.6 Summary and conclusion 99 
5.7 References 100 
CHAPTER 6 THE MOTOR PROCESS IN SIMPLE REACTION TIME EXPERI-
MENTS 102 
6. 1 Introduction 102 
6. 2 Relevant data 103 
6.3 Model of electromyographic activity 108 
6.4 Measurement of electromyographic activity during simple 
RT-experiments 113 
6.4.1 Selection of muscle 113 
6.4.2 Stimulation 114 
6.4.3 RT-experimental arrangement 115 
6.4.4 Recording and processing 115 
6.4.5 Results 116 
6.5 Determination of the mean motor unit potential 118 
6.6 Determination of the primary distribution 119 
6.7 Determination of the number of activated motor units .. 125 
6.8 Temporal accuracy of the motor process 131 
6.9 Discussion 136 
6.10 Summary and conclusions 141 
6.11 References 142 
6.12 Appendix 145 
SAMENVATTING 150 

-Ι­
Ο Η Α Ρ Τ E R 1 
FIELD OF INVESTIGATION 
1.1 TVPES OF REACTION TIME EXPERIMENTS 
It is observable that in a variety of experimental con­
ditions man is able to transform a diversity of sensory sig­
nals into different motor responses. What is going on in be­
tween? Hypothetical stages have been postulated - such as 
perceptual discrimination and motor response choice - but 
their functional separation has proved to be extremely dif­
ficult. In reaction time experiments the time elapsing be­
tween stimulus onset and response onset is of primary con­
cern. Because of the many possible stimulus-response config­
urations there exists a very much felt need for a system of 
classification. A schematic view of the usual taxonomy is de­
picted in Fig. 1.1. Donders (1868) has already distinguished 
A-, B- and C-reactions, and later on a fourth category - D-
reactions - has been added. The A- and D-reactions are called 
simple reactions because the mere occurrence of a stimulus is 
sufficient for response execution. In B- and C-reactions stim­
ulus information is used to control response and therefore 
these are called disjunctive reactions. B-reactions are called 
choice reactions because a choice has to be made between dif­
ferent responses based on stimulus information. C-reactions 
are called recognition reactions when only a specific stimu-
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Figure 1.1: Functional taxonomy of reaction time experiments. 
Taxonomy is based on the type of decision process 
involved, which in turn is based on the number of 
diverse stimuli and on the number of different re­
sponses. 
lus, or specific stimulus aspect, has to be recognized in or­
der for a response to be elicited. 
The investigations described in this thesis are related 
to simple reactions. The experiments performed are therefore 
simple reaction time experiments. 
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1.2 SYSTEM ANALYSIS WITH SIMPLE REACTION TIME 
To get a clear view of the possibilities of system ana-
lysis performed with simple reaction time a definition of 
system is required. A system may be defined as a structured 
set of elements which communicates with its environment. The 
relevant property under investigation is the latency between 
stimulus onset and response onset. So the elements mentioned 
in the definition are physical elements involved in the pro-
cessing of information from stimulus through to response. 
The relations between elements have to be considered as they 
influence the system latency. The definition speaks therefore 
of a structured set of elements. 
The definition of system is also applicable to a concep-
tual system contructed of elements with assumed properties. 
The idea behind such a conceptual system is to represent the 
physical processing or in other words to be a theoretic model. 
At the present state of knowledge construction of models 
of simple RT based upon elements representing the nerve cells 
is impossible. Properties of the cell are hardly understood 
and interrelations between cells are of an overwhelming com-
plexity. Restrictions are therefore placed upon the types of 
useful models. The theoretic model which must be employed is 
the black box model. The black box is so called because its 
internal structure is unknown. It is a system in which com-
munication with the environment occurs by particular input 
and output variables. Only the functional relation between 
input and output variables is of primary concern. So black 
box models exhibiting identical functional behaviour may 
possess different internal structures. 
The aim of system analysis with simple reaction time is 
to infer information about structure and elements of the psy-
chophysical system. Starting with one black box efforts are 
made to distinguish within that black box more interrelated 
black boxes with their own functional relation between input 
and output. In speaking about the smaller black boxes the 
term subsystems will be used. In this thesis the word "pro-
cess" will be used in reference to the physical reality while 
the word "system" will be used in reference to the theoretic 
model. 
Summarizing: the conceptual system or the model repre-
senting the psychophysical process is the tool with which one 
tries to gain insight into the structure of subprocesses and 
into properties of subprocesses. Figure 1.2 depicts these 
ideas. 
stimuli responses 
psychophysical 
system 
representation f I interpretation 
psychophysical 
process 
Figure 1.2: Relations between psychophysical process and psy-
chophysical system as used in this thesis. 
-5-
/.3 STRUCTURE OF SYSTEMS 
The relationship of input - output observations to struc-
ture and the question of uniqueness of such possible struc-
tures are broadly referred to as problems of identiflability. 
By identiflability is meant the prospects for determining the 
nature (e.g. parallel or serial) of underlying unobservable 
subprocesses by examination of input - output relationships 
and all possible statistics. 
By parallel processing is meant that the subsystems to 
be encountered, are processed simultaneously but starting and 
finishing times are not necessarily the same. By serial pro-
cessing is meant that the subsystems are processed one at a 
time, each being completed before another has begun. It seems 
likely that within the tolerances currently accompanying psy-
chological experimentation and modelling that some of the re-
sults now seen as supporting parallel or serial processes may 
be just as adequately modelled by the other type of system 
(see e.g. comments of Townsend, 1971). But it is not a mere 
mathematical game to approximate a latency distribution with 
a serial or a parallel structured system. Anatomical, physi-
ological and psychological knowledge constrains the number of 
possible models. 
With currently available anatomical and physiological 
knowledge four different stages may be distinguished in the 
physical process when performing simple reaction time trials. 
The four stages are: a) the transduction from physical energy 
into the spatio-temporal spike pattern; b) the various trans-
formations performed upon the spatio-temporal spike pattern 
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when travelling along the nervous system; с) the decision 
process which converts the available information into a re­
sponse/motor initiating spike pattern; d) the motor execu­
tion process. Each stage has to be completed before the fol­
lowing stage can be processed. This proposition is impera­
tive for a serially structured system to represent simple 
reaction time experiments using one stimulus and one re­
sponse. 
When two separate stimuli are presented more or less 
simultaneously which together yield one response, the sys­
tem must necessarily be partial parallel structured. The 
convergency from two inputs to one output indicates that 
somewhere in the system interacting subsystems will appear. 
This type of reaction time experiment may be called "con­
junctive" and may be denoted with Ε-reactions as an exten­
sion of the taxonomy as presented in Fig. 1.1. This thesis 
deals for a large part with Ε-reactions and the relations 
between E- and D-reactions. 
1.4 PSYCHOPHYSICAL PROCESS CONTROL 
In reflecting upon the properties of human information 
processing one is impressed by the vast number of possibili­
ties. Very flexible processes take care of expected stimuli 
but even unexpected stimuli are processed and give rise to a 
virtually inexhaustible variety of responses. This flexibili­
ty is needed to meet the ever changing demands which the en­
vironment imposes upon man, and is achieved by continual ad-
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justment of the properties of elements and structure depend-
ing upon the interpretation of environmental requirements. 
The psychophysical process may be represented as an open 
system with every possible communication with its environment. 
The input information flow as well as the output information 
flow are observable. The processing itself is not observable 
and the few intermediate signals which have been measured are 
very difficult to interpret. Up until now the measured inter-
mediate signals themselves have been investigated in order to 
discover their relevance to a particular stimulus-response 
relation. 
One arrives, therefore, at a situation in which one must 
attempt to represent and understand a process which is scarce-
ly observable and which may possibly be in a state of change. 
System analysis with simple reaction time is only meaningful 
when studying rigid systems constructed of elements with con-
stant properties. This proposition requires that the psycho-
physical process is controllable. Two methods of psychophysi-
cal process control are distinguishable. 
The first method is by means of self control on the part 
of the subject and the second by environmental control. In 
the case of self control experimenters formulate the objec-
tives of an information process which subjects have to con-
struct and operate during experimental sessions. Subjects in-
terpret the objectives and within the limits of their infor-
mation processing construct the demanded dedicated informa-
tion process. The experimenter is not in a position to con-
trol the process but has to rely upon cooperation with the 
subject. Sometimes the output yields information about the 
interpretation of the experimental objectives on the part of 
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the subject. 
The second method is that of environmental control. The 
environment is controllable by the experimenter and has to be 
used to maintain the structure as well as properties of the 
elements in the constructed information process. Environmen-
tal control is mainly concerned with the input to the process 
so that only the relevant stimulus is acted upon. All other 
sensory stimuli must be prevented from affecting the informa-
tion process. This is achieved either by removal of non-rele-
vant stimuli or by masking with continuous non-information 
carrying stimuli. 
In investigating the dedicated information process with 
simple reaction time two methods of experimenting have 
evolved: the subject is required to employ a continuous de-
dicated process or an intermittent dedicated process. 
The first method of experimenting requires the subject 
to employ a continuous dedicated process. When during an ex-
periment the conditional probability of stimulus presentation 
- (i.e. the probability of momentary stimulus occurrence in 
the knowledge that the stimulus has not yet been presented ) 
- is constant, the information process must be continuously 
on standby. This is a difficult procedure and may be main-
tained only for a limited period. Within that period the 
properties of the process will to some extent vary because 
of the limited self control of the process. From measurements 
of intermediate signals - microelectrode, macroelectrode - it 
is known that a short recovery time is necessary for the pro-
cess to return to the original, required conditions. 
The second method of experimenting, requiring the sub-
ject to employ an intermittent dedicated process, involves 
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the presentation of a pre-stimulus to signal that a stimulus 
presentation is about to occur. The dedicated process will be 
made operable and will await the stimulus presentation. The 
question remains as to whether the process returns after eve-
ry trial to the same conditions. This is normally assumed to 
be the case. 
The pre-stimulus may be used to anticipate the response. 
If this occurs it initiates an unintended structure of the 
process. Two methods are in use to assure stimulus controlled 
responses: a) the introduction of temporal uncertainty be-
tween pre-stimulus and stimulus, by varying the period in be-
tween or b) the introduction of event uncertainty by deletion 
of stimuli on a fraction of the trials. 
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C H A P T E R 2 
INPUT - OUTPUT RELATIONS 
2.J OESCRJVTION OF INPUT - OUTPUT RELATIONS 
Simple reaction time experiments result in time series 
of response times. The usual processing of these data in psy-
chological experimenting is to regard response times as inde-
pendent sample points of a continuous stationary stochastic 
process, which once placed in order form a frequency distri-
bution, known as an RT-distribution. The RT-distribution may 
be quantified with statistics as sample mean, sample variance 
and higher order sample moments. 
Statistics themselves yield little information regard-
ing possible structures and/or properties of subsystems. 
Chocolle 1940, discovered that in RT-distributions high means 
tend to be associated with high variances and high variances 
with increased positive skewness. Although such regularities 
by no means always exist, they suggest that something might 
be learned about basic processes underlying simple reaction 
time from studies of the properties of reaction time distri-
butions. One of the purposes of the present study is to pro-
pose stochastic latency models, to examine the models and to 
suggest methods for describing and relating data and models. 
The size of the class of possible models will be limited 
to some extent by information concerning the details of ob-
served reaction time distributions. One now has to examine 
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those possible parent distributions from which the samples 
may have arisen. Use may be made of Pearson distributions. 
The Pearson distributions f(t) (see section 2.3) are defined 
by 
It f(t) = b0 + i [ ? l b2t2 £^> (2·1·1) 
It may be deduced that these distributions are determined by 
the first four moments, except for some of the degenerate 
types which are determined by fewer than four moments. A 
crude classification as to the type of Pearson distribution 
is made by means of the value of some function of the parame-
ters a, bo, bi and b 2 (Kendall and Stuart, 1961, Vol. 1, p. 
151). This fitting method has been criticized (Fischer, 1922), 
in those cases where an observed RT-distribution is a sample 
from a population and we wish to discover the mathematical 
representation of that population. A further objection to the 
use of Pearson distributions is that an easy breakdown in 
functional subsystem latency distributions is impossible. 
Further constraints upon the classes of possible models 
derive from information about the physiological properties of 
the process. As has been put forward in section 1.3 certain 
propositions concerning serial structured systems in simple 
reaction time experiments are imperative. It has been pointed 
out many times since Donders (1868) that the proposition of 
successive functional subsystems implies that the mean re-
sponse latency is the sum of the means of subsystem latencies, 
irrespective of the signals communicating between successive 
subsystems. 
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A stronger supplementary assumption is that an observed 
response latency may be considered to be the sum of indepen-
dent subprocess latencies, each of which may be represented 
as a random variable with a characteristic distribution. The 
assumption is not that the latencies of all conceivable sub-
processes are independent, but rather, that there are sta-
tistically independent segments of total response latency 
which, in turn, may be the sums of correlated subprocess la-
tencies. Statistically independent subprocess latencies re-
sult in additive subprocess variances. 
An even stronger supplementary assumption specifies the 
forms of the subsystem latency distributions. Response latency 
distribution is then deducible by convolution of the subsys-
tem latency distributions. For a review of the assumptions 
concerning subsystems and subsystem durations see Sternberg 
1969. The problem to be considered here is that of trying to 
specify reasonable subsystem distributions. Attempts to do so 
will firstly require cues about subsystem distribution forms 
and secondly, methods of estimating distribution parameters. 
1.1 CUES TO SUBSYSTEMS 
Two assumptions enhance the suitability of describing a 
subsystem latency distribution as a normal distribution (c.f. 
Taylor, 1965; Hohle, 1965). In the first place, it is reason-
able (if not necessary) to assume that a part of the total 
response latency should be regarded as an irreducible minimum. 
If this assumption is made, it is clear that the mean of an 
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empirical distribution should be set aside and not be used to 
estimate parameters. Secondly it is probably an oversimplifi-
cation to assume that any such time is the same on each trial 
although its expected value may well be constant between par-
ticular experimental conditions. By any reckoning there will 
be a number of variable delays which are unlikely to be cor-
related either among themselves or with any central latency 
mechanism. The simplest assumption which can be made about 
these delays is that their summed distribution is normal. The 
advantage of this assumption is that this subsystem latency 
distribution will contaminate only the first two moments, the 
mean and the variance, leaving the others unaffected. Clearly 
we are dealing here with the convolution of a normal distri-
bution with other component distributions. 
Another distribution function that has been proposed to 
describe at least one subsystem latency is the exponential or 
waiting time distribution (Christie and Luce, 1956; McGill, 
1963; Snodgrass, 1969; Hohle, 1967). The possibility that re-
sponse latency contains an exponential component is of special 
interest because it would probably reflect the operation of a 
single process. A variable exhibiting this distribution must 
necessarily be generated by a process having a particular 
property. Let the variable be a duration extending from t un-
til the occurrence of a particular event and suppose that time 
t has elapsed following t without the event occurring. The 
probability of the event occurring at the next instant is con-
stant and independent of t. There are no easily described va-
riables displaying distributions such that their sum would 
have an exponential distribution. 
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2.3 TWO WAYS TO DESCRIBE LATENCY PISTRIBUTIONS 
Before discussing methods of estimating parameters, a 
few words must be said regarding the nomenclature. A probabi­
lity mechanism modelling a latency process may be described 
with the cumulative probability function F(t) representing 
the probability that a latency is equal to or less than t. 
Thus: 
F(t) = Pilatency « t} (2.3.1) 
The derivative form is called the probability density func­
tion and is indicated by f(t). There is no reason for doubt­
ing the continuity of f(t) and consequently the latency mech­
anisms are discussed interchangeably in the cumulative form 
F(t) and in the probability density form f(t). The term dis­
tribution is used simply to denote the variable behaviour of 
the mechanism. 
For instance, the exponential distribution is a one parameter 
distribution with 
f(t) = λ exp(-Xt) t » 0 (2.3.2) 
= 0 t < 0 
and consequently 
F(t) = 1 -exp(-Xt) 
= 0 
λ being the rate constant (sec 
t » 0 (2.3.3) 
t < 0 
-15-
From (2.3.2) and (2.3.3) it is easy to show that for an expo-
nential distribution 
TTŒ) = X ( 2 · 3 · 4 ) 
In some areas of statistics the left hand side of (2.3.4) is 
known as the "hazard function" or "mortality function". Fol-
lowing Davis (1952) it is called the conditional density func-
tion. It does in fact obliterate any consideration that might 
have produced latencies shorter or longer than those occurr-
ing right now. The density element f(t)dt is the probability 
that the latent period will terminate in the brief interval 
dt following time t, and l-F(t) is the probability that it 
has not in fact terminated. Since Adt is the conditional prob-
ability when it is known that the latent period has not ter-
minated earlier it holds that 
f(t)dt = (l-F(t)) λ dt (2.3.5) 
Only when the latency process has an exponential latency dis­
tribution as in (2.3.4) is this conditional density function 
time independent and equal to the rate constant λ of the pro­
cess. In general, however, its outcome will be time dependent. 
From now on, therefore, this conditional density function will 
be denoted by X(t). 
We know that 
w t ) =
 £(t) A U ;
 l-F(t) (2.3.6) 
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So that 
—
( t )
 = X(t)dt (2.3.7) l-F(t) 
Integration between t = 0 and t = t yields 
t 
l-F(t) = exp{ - f X(x)dx} (2.3.8) 
This is the area in the tail of the probability density dis­
tribution beyond the point t on the t-axis. This result can 
now be substituted into (2.3.5) to produce a desired density 
function of a latency mechanism that is controlled by a time 
dependent conditional probability density. Therefore, 
f(t) = X(t) exp{ - J X(x)dx} (2.3.9) 
The exponential distribution is a special case of (2.3.8) 
which is easily demonstrated when λ is substituted for X(t). 
It is apparent from (2.3.9) that X(t) determines f(t) com­
pletely. On the other hand by definition of (2.3.6) f(t) de­
termines A(t). Hence both X(t) and f(t) completely describe 
a distribution. 
Equation (2.3.8) may be used to point out a simple rela­
tion between the conditional density function and the ordina­
ry cumulative distribution. The relation is obtained by tak­
ing the logarithm of both sides and then differentiating 
which yields 
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Л А Г
1 
j£ {In (l-F(t))} = ^ { е х р ( - У X(x)dx) } = -X(t) (2.3.10) 
So the slope of the logged tail distribution is apart from 
the sign equal to the conditional density function. This is 
a very simple and powerful graphic aid for viewing latency 
distributions (see also McGill and Gibbon, 1965). 
2.4 ESTIMATION OF SUBSYSTEM LATENCY PISTRIBUTIÖNS 
In the preceding sections suggestive, as well as expe-
rimental evidence was obtained from the literature as to pos-
sible subprocesses. Before discussing the merits of these 
cues mathematical conditions for determining such subproces-
ses will be evolved. 
2.4./ BoundedneAò condition 
Assuming serial structure and a single, independently 
acting subsystem having an exponential latency distribution, 
one arrives at the model depicted in Fig. 2.1. Let f(t) de-
note the probability density function of observed response 
times. Let r(t) denote the probability density function of 
the summed latency of all subsystems excluding the exponen-
tial subsystem. The probability density function of the ex-
ponential subsystem latency is denoted by l(t) and in conse-
quence of the assumed independence 
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stimulus *Γ+ 
r(t) 
У 
л_ 
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Figure 2.1: Latency model with two serial subsystems. One sub­
system has an exponential subsystem latency distri­
bution denoted by l(t). The other subsystem laten­
cy distribution, called the residual latency dis­
tribution, is denoted by r(t). 
f(t) = ƒ l(x) r(t-x)dx 
0 
t » о (2.4.1) 
When the residual latency distribution r(t) is bounded it is 
possible to use f(t) for estimation of the parameter λ of the 
exponential subsystem. The boundedness assumption means that 
there is some τ, > 0 such that r(t) = 0 for all t » τ,. 
b b 
Suppose 
l(t) = λ e~Xt t » 0 (2.4.2) 
Then by (2.4.1) 
f (t) - *. ƒ λ e λ χ r(t-x)dx t—г/ (2.4.3) 
since r(t-x) = 0 for t-x ^ τ, . This expression is further 
b 
evaluated, thus: 
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f(t) = λ ƒ b e " X ( t _ y ) r(y)dy (2.4.4) 
(2.4.5) = λ e J e r(y)dy 
0 
= λ e "
X t
 . С 
t » x b 
t > T b (2.4.6) 
So for t > τ, f(t) is proportional to e and consequently b 
the slope of the logged tail distribution equals -λ and may 
be used to estimate λ. 
2.4.2 Method о & díconvotuutíon 
From equation (2.4.6) we conclude that the existence of 
an exponential subsystem distribution may be inferred without 
knowing the precise form of the total latency distribution. 
The only restriction is on the time-boundedness of the resid-
ual distribution. The time constant λ may be estimated. Now a 
method is needed to recover the residual latency distribution 
from the total latency distribution. To accomplish this recov­
ery use may be made of Fourier transform techniques. 
The Fourier transform of f(t) is denoted f(ω) and is de­
fined as 
f(u>) = ƒ e"lü)t f(t)dt ω = real (2.4.7) 
0
 i* = -1 
since all densities are 0 for t < 0. It is well known that if 
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f(t) is a convolution of l(t) and r(t) then 
f(ω) = 1(ω) . τ(ω) (2.4.8) 
Since there is an explicit expression for 1(ω), τ(ω) may be 
calculated from (2.A.8), thus: 
r(d>) = f (ω) / 1(ω) (2.4.9) 
This suggests the following general procedure for obtaining a 
nonparametric estimation of the residual latency distribution. 
From the tail of the distribution F(t) estimate λ. Compute the 
Fourier transform f(ω) of the response latency distribution 
and perform the division of the Fourier transform with the ex­
ponential latency distribution yielding an estimation of r(o>). 
By inverse Fourier transform an estimate of r(t) is obtained. 
This deconvolution may also be performed in the time do­
main although the expression for it is derived in the frequen­
cy domain. The explicit expression for 1(ω) is 
^ - τττ- (2.4.10) 
λ+ιω 
(2.4.10) substituted in (2.4.9) yields 
r(u>) = ψ f (ω) + f (ω) (2.4.11) 
A 
Assuming that f(t) = 0 for t = 0 and f(t) is continuously dif-
ferentiable (2.4.11) implies 
r(t) = I £-{f(t)} + f(t) (2.4.12) 
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or integrating from 0 to t 
R(t) = i f(t) + F(t) (2.4.13) 
2.4.3 РалатеХ/ил гхркы>&іоігі& £oA total latency cLUt/UbatLon 
Hohle (1965) proposed that the observed total latency is 
the sum of a number of variables with similar variances, plus 
an exponentially distributed variable with a greater variance 
than any of the others. The observed total latency distribu-
tion should therefore have the form described by a function 
representing the convolution between an exponential latency 
density function and a normal latency density function. He has 
successfully fitted an approximation of the theoretical dis-
tribution to the observed latency distributions. Parameters 
were estimated by means of a successive approximation proce-
dure with a chi-square statistic as the leading criterion for 
closeness of fit. In a later paper he used the method of mo-
ments to determine 3 parameters describing this distribution 
(Hohle, 1967). Although the method of moments will be treated 
in section 2.4.4 a few comments will be appropriate at this 
juncture. As Hohle (1967) has already pointed out, the method 
of moments does not yield parameter estimators that maximize 
the correspondence between an observed distribution and the 
theoretical function under consideration. The method yields 
the parameter for the exponential distribution and the mean 
and variance of any conceivable symmetrical distribution. But 
there are, a priori, no strong arguments for suggesting a sym-
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metrical residual latency distribution. 
It has already been recognized that of all the possible 
distributions the most easily manipulated are those whose 
characteristic functions are rationale. In particular, the 
exponential distributions, and all those which can be built 
up from exponential distributions by combinations and convo-
lutions are rational. In regard to the total latency distri-
bution a point worth remembering is that any positive random 
variable distribution may be approximated by the general-gam-
ma distribution (Kingman, 1966, p. 33/34). The general-gamma 
distribution describes latencies of a multistage process con-
sisting of exponential components whose constants are all 
different. The exponential distributed latency may therefore 
be regarded as one stage of a general-gamma distribution. The 
versatility of the general-gamma distribution is due to its 
limitless number of parameters but for exactly the same reas-
on it is often difficult to apply. To accomplish data reduc-
tion the versatility has to be reduced. This may be achieved 
by reducing the residual latency distribution to a displaced 
gamma distribution. For a gamma distribution as distinct from 
the general-gamma distribution all stages have the same expo-
nential time constant. The replacement of Hohle's assumption 
of normality for the residual latency is proposed because: 
¿. the displaced gamma distribution is more realistic because 
its argument range is t » 0; <¿¿. it is a more versatile dis-
tribution because the form may be varied from exponential to 
normal; Алл., an explicit expression can be deduced for the 
convolution of an exponential distribution and a gamma distri­
bution. 
Assuming that the residual latency distribution will be 
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a displaced gamma distribution the expression for r(t) becomes 
a
p(t-r.)P~1 e ^ ' V 
r(t) t » τ . (2.4.14) 
( P - D : d 
= 0 t < τ, 
a 
with a being the rate constant of a stage, ρ being the number 
of stages and τ, being the time of displacement. Omitting the d 
time delay τ, substitution of (2.4.14) in (2.4.1) yields d 
/
. -λχ p.
 4p-l -a(t-x) Ae a (t-x) e 
f(t) = J — " v" ~' - dx (2.4.15) 
0 (p-1)! 
P
 "
_ X t r t p _ 1
 e
( A
"
a ) ( t
"
x )
 dx (2.4.16) ..hsL^lf
 (t_x) 
(P-1)! 0 
λα e Γ p-1 (X-a)y , ,-- ,
 λΊΛ 
=
 (p-1)! J y e d y (2.4.17) 
It is possible to evaluate the integral by means of partial 
integration as shown below 
/
n a z , e
 r / 4 n , 4 n - l , ,* n-2 
ζ e dz = { (az) - n(az) + n(n-l)az + ... 
n+1 
a 
... + (-l)n_1 n!az + (-l)n η! } η = 0,1,2, (2.4.18) 
Performing the evaluation of (2.4.17) by means of (2.4.18) 
results in 
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f(t) = - ^ — { e~Xt - e-at Τ "Г*»,""' } (2.4.19) 
(α-λ)Ρ η=1 ( η _ 1 )· 
Reintroducing the displacement τ, gives the final expression 
d 
for the total latency distribution 
f ( t ) = J*!!- { e-Mt-x d) _ e-a(t-xd) 7 Ha-XXt-td)}
11
-
1
 } 
(α-λ)Ρ n-1 ( n~°· 
for t > τ. (2.4.20) 
d 
2.4.4 MeX-hod o$ тотгпХл 
The method of moments consists of determining the para­
meters as functions of some of the moments of the theoretical 
distribution, then taking as parameter estimates the corre­
sponding functions of sample estimators of these moments. To 
apply this method for estimating parameters consider first 
the theorem stating that the mean μ1, variance μ 2 and third 
central moment μ 3 of the sum of two or more independent ran­
dom variables are equal to the sum of the means, variances 
and third central moments, respectively of the subsystem va­
riables. For the exponential latency distribution the mean, 
variance and third central moment expressed in the parameter 
-1 -2 -3 
λ are respectively λ , λ and 2.λ . This results in the 
following set of equations in which the subscripts f, 1 and 
r refer to the total latency distribution f(t), and the sub­
system latency distributions l(t) and r(t). 
-25-
y x f = м
1
1 + y
x
r
 = λ + y x
r 
y 2f = μ 2 1 + y 2 r = λ + y 2 r 
y 3 = y 3 + у 3 = 2.λ 3+ у 3 (2.4.21) 
f i r г 
If we restrict ourselves to the first three central moments it 
is possible to solve three parameters. With one parameter for 
the exponential distribution two parameters remain for the re­
sidual distribution. Choice of parameters must be limited to 
the first and second central moment of the residual latency 
distribution. This results in a residual latency distribution 
with y 3 = 0 . One of the possible distributions may then be 
the normal distribution. 
2.4.5 Method o{¡ maximum LLkeJLLkood estimation 
Once one has a latency probability density function f(t) 
it is possible to define a sample probability function. Defin-
ing the time interval in which RT. occurs with (RT.). the sam-
ple probability function is 
P(RT1} RT2, ..., RTn) = J J·· J £( С1 } f(t2) ··· 
(RT1)(RT2)(RTn) 
..f(t ) dtidto ... dt (2.4.22) 
η
 1
 *• η 
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Before the experiment is performed the sample probabili­
ty function gives the probability of occurrence of a random 
sample when the parameters Θ, , к = 1, 2, ..., К of f(t) are 
specified. After the experiment has been performed the sample 
point values are known and the parameters unknown. The func­
tion Η(Θι, ©2· ··» 0 V) of the parameters obtained by substi-
tuting the sample point values in the integrand of the sample 
probability function (2.4.22) is called the likelihood func­
tion. The likelihood function represents the joint probabili­
ty density function. It is a function by which we can prefer 
a set of values of the parameters to another set. This can be 
explained as follows. For obtaining optimal estimates of , 
we have to maximize the probability (2.4.22). Consider time 
intervals which are so small that the probability density 
function f(t) may be regarded constant during an interval. 
Then maximizing (2.4.22) as a function of the parameters is 
equivalent to maximizing the joint probability density func­
tion Η(Θι, ©2, ..., Θ ) with respect to the parameters. This 
implies that higher values of Η correspond to better esti-
mates of the parameters Θ, . The values Θ, which maximize 
H(9 l f 02, . · . , Θ ) are called the maximum likelihood esti­
mates of Θ, . If the maximum can be located by differentiation 
of the maximum likelihood function, estimates can be obtained 
by solving the set of equations 
ЭН(0!, Θ2, .., θ ) 
^ — = 0 к = 1, 2 К (2.4.23) 
Э
 к 
When this set of equations has a complicated nature and 
a straight-forward solution is impossible, an iteration pro-
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cedure with respect to the parameters to maximize H is neces-
sary. 
2.5 SUMMARY 
1. The description of input - output relations for simple 
reaction time experiments is discussed. 
2. Suitable subsystem latency distributions are discussed. 
3. It is shown that the latency probability density func-
tion f(t) as well as the latency conditional probability 
function X(t) describe a distribution completely. 
4. Three methods are described which open possibilities to 
estimate proposed subsystem latency distributions. 
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C H A P T E R 3 
SERIAL SET OF SUBSYSTEMS 
In the second chapter methods and requirements are de-
scribed which allow a latency distribution to be broken down 
into two serial subsystem latency distributions. We now have 
to search for conditions which favour application of the a-
bove-mentioned techniques. These conditions have to be found 
in order to test numerical aspects of the breakdown proce-
dures and to answer questions regarding functional interpre-
tation of the mathematical subsystems. 
3.1 SEARCH FOR COMPITIONS 
The literature has been consulted (Christie et al., 1952; 
Luce et al., 1963; McGill, 1963; McGill and Gibbon, 1965; 
Snodgrass, 1969) and pilot experiments performed to investi-
gate the behaviour of exponential tails of simple Redistri-
butions under different conditions. The general conclusion 
may be drawn that certainty in all aspects reduces variance 
of RT-distributions while extending the exponential tail dis-
tributions. Certainty has different aspects: 
1) Certainty of stimulus position 
The well-known position dependence of reaction time (Pease 
and Sticht, 1965; Payne, 1967) requires the experimenter 
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to set up the stimulus in a fixed position relative to the 
retina in order to reduce variance. 
2) Certainty of detection 
Stimuli which are difficult to detect result in RT-distri-
butions with high variance and no exponential tail distri-
bution. Playing a part in this are all those factors which 
affect detection such as area, stimulus intensity, stimulus 
duration, spectral composition, retinal position and con-
trast. 
3) Certainty of performance 
Snodgrass (1969) revealed that feedback of results appears 
to reduce the variance of RT-distributions by decreasing 
the amplitude of slow natural variations and by reducing 
the number of anticipations. 
4) Certainty of stimulus-timing 
In the studies of Täumer et al. (1970) and of Schupp et al. 
(1972) it is shown that RT-distributions have a variance 
increasing with mean ISI (inter stimulus interval). Vari-
ance increases too with increasing ISI-variance. In our pi-
lot experiments a decreasing variance was accompanied by an 
extended exponential tail distribution. Periodic stimula-
tion gives rise to an intermittent psychophysical process 
and consequently anticipation of responses has to be pre-
vented. Various techniques are in use: 
a) elimination of responses prior to the so-called irre-
ducible minimum. This is considered an insufficient cor-
rection because only outliers of the time estimation are 
removed. No action is taken to prevent or to eliminate 
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anticipation responses which are intermingled with stim-
ulus responses. 
b) use of pay-off bands are introduced by Snodgrass et al. 
(1967) and also used by Saslow (1972, 1974). The inten-
tion of this design is to simultaneously reward the 
fastest possible stimulus responses and penalize antici-
pation responses and slow responses. A disadvantage of 
the pay-off band technique is the a priori determination 
of the optimum pay-off band in regard to width and loca-
tion on the time axis. Also, when experimenting with 
different stimuli during one session, the optimum band 
for one stimulus might be different from the optimum 
band for another. 
c) employing variable rather than constant foreperiods. To 
avoid observing anticipation responses triggered by the 
prestimulus signal the duration of the foreperiod on 
each trial is randomly selected in accordance with a dis-
crete distribution. Randomizing the foreperiod makes the 
occurrence time for stimuli somewhat unpredictable, but 
this contradicts the intention to provide time certain-
ty. Besides this essential objection Oilman and Billing-
ton (1972) have collected empiric evidence which casts 
suspicion upon the widespread acceptance of this tech-
nique in preventing anticipation responses. In their 
deadline model the setting of a response deadline dem-
onstrably reduces the mean RT and it must therefore be 
presumed that anticipation responses are present even 
if there are no direct indications to that effect. 
d) use of catch trials on some proportion of trials. Gordon 
(1967) has investigated the influence of catch trial in-
troduction upon simple RT. The results indicate that 
use of catch trials may do more than prevent complete 
anticipation; it may effect mean latency by shifting 
the distribution of RT. The largest change in the dis-
tribution of reaction time occurs at the beginning of 
the probability range, that is that range where proba-
bility of stimulus presentation is 0.1 - 0.2. Across 
the remaining range of probabilities of stimulus pres-
entation changes in mean and in variance of Redistri-
butions are small. The great advantage of interspers-
ing catch trials in the experiments is the control of 
anticipation responses over the whole range of an RT-
distribution. If responses are absent on catch trials, 
then anticipation responses cannot be occurring in sig-
nificant numbers during the corresponding time interval 
of presentation trials. As a result, the responses which 
do occur can be confidently classified as stimulus con-
trolled responses. 
3.2 PRESENTATION OF THE PROBLEMS 
To get a functional interpretation of total Redistri-
butions the questions now arising are: 
1) Is it possible to confirm the validity of an exponential 
subsystem latency distribution? 
2) Do the three methods of total latency breakdown yield e-
qual results regarding the properties of the subsystem 
latency distributions? 
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3) How does intensity of stimuli influence subsystem latency 
distributions? 
Experiment I has been performed in which RT-distributions 
have been determined at two levels of stimulus intensity dur­
ing an experimental session in order to answer these ques­
tions. 
The further aim of our investigations was to discover 
relations between single stimulus simple reaction time dis­
tributions and dual stimulus simple reaction time distribu­
tions. To obtain such relations a dual stimulus condition is 
required. In experiment I the dual stimulus condition has al­
ready been incorporated for two reasons. The validity of an 
exponential subsystem must be confirmed within the limited 
number of trials attainable in the later experiments as de­
scribed in chapters 4 and 5. Further a possibility exists 
that the form of latency distributions is influenced by stim­
ulus set. 
3.3 EXPERIMENTAL ARRANGEMENT OF EXPERIMENT I 
All reaction time experiments were carried out using the 
same set-up. Stimulus arrangement is depicted in Fig. 3.1a. 
Both stimuli were squares of 3 cm χ 3 cm arranged in such a 
way as to minimize mutual interactions. The subjects faced a 
translucent screen of 7 cm χ 7 cm at a distance of 150 cm. 
Background illumination was 0.3 nit which is in the mesopic 
range. The stimuli were flashed from behind onto the screen, 
with two flashtubes held in rectangular encasements. In the 
- 3 5 -
fixation 
light 
a stimulus display 
intensity 
1 4
v / h i g h intensity 
vHow 
- „ Intensity 
I ' I 
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b t ime course of stimuli 
Figure 3.1: Stimulus presentation 
a stimulus display. The stimulus display consists 
of a translucent screen 7 x 7 cm2. Both stimuli 
were squares of 3 χ 3 cm2 flashed from behind on­
to the screen. Subjects faced the screen at a 
distance of 150 cm. 
b the time course of two stimulus intensities as 
produced by the Xenon flashtubes (Metz type 502). 
center of the translucent screen a red light emitting diode was 
placed as a fixation point. The time course of an individual 
stimulus is depicted in Fig. 3.1b. Coarse intensity control was 
performed through selection of capacitors which discharged 
through the flashtubes. Fine control of intensity was done with 
a set of rotating polaroid filters for each flashtube. The flash-
tubes were Xenon flashtubes (Metz type 502). Stimulus integrated 
luminance ranged from 20 nit-msec to 2 nit-msec. 
The subject sat in a soundproof box where the stimulus 
display was visible through a window. In the box an adjustable 
chin rest and forehead rest were fitted to provide fixation of 
the head. The stimulus display was placed at eye-level. The 
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response key, a "morse key" which required an actuating force 
of 40 gr was positioned on a table. The prestimulus signal 
was a click, well above threshold, superposed upon auditive 
noise of approximately 50 dB presented through a loudspeaker 
in the soundproof box. The auditive noise was applied to es-
tablish a better controlled perceptual environment. The pre-
stimulus signal was used to start two counters, one measur-
ing time from prestimulus onset until stimulus onset, the 
other from prestimulus onset until response onset. This al-
lows measurement of negative response times. The four stim-
ulus configurations were: 
a) no stimulus or catch stimulus, denoted by SQ 
b) the low intensity stimulus 1, denoted by Sj 
c) the high intensity stimulus 2, denoted by S2 
d) stimulus 1 followed by stimulus 2 with a time-interval ad-
justable between 0 and 50 msec in steps of 1 msec, const-
ituting the dual stimulus, denoted by S 1 2 
The stimulus-response sequences were produced and processed 
by means of timers and counters interfaced with a program-
able calculator. Stimuli were generated using a pseudo random 
scheduling program. All relevant information was also stored 
on papertape for processing which exceeded the capabilities 
of the experiment controlling computer. 
The male subjects LM and WR, 33 and 37 years old and 
highly practiced, participated in the experiments. 
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3.4 EXPERIMENTAL PROCEDURE OF EXPERIMENT I 
Following 5 minutes adaptation to the stimulus-display 
background subjects received 20 warmup trials and after a 
short break of 20 seconds data collection was started over 
100 trials. After 5 training sessions every subject took part 
in 10 experimental sessions. Each of the four stimulus condi­
tions was equally probable and therefore the number of obser­
vations for each stimulus condition was limited to 25. 
The trial cycle commences with the programmed selection 
of stimulus condition and charging of the corresponding capa­
citors. After 4 seconds the prestimulus signal is emitted and 
800 msec later is followed by the selected stimulus. One sec­
ond after stimulus presentation the counter, if still running, 
is stopped, and the outcomes processed and punched on paper-
tape. Three seconds after stimulus presentation the experi­
menter reports to the subject by means of an intercom facili­
ty. Following each session statistics of RT-distributions were 
presented for each stimulus condition. The logged tail distri­
butions of RT v.s. time were plotted on an X-Y recorder for 
each stimulus condition facilitating visual inspection. If 
during any given session more than one false response oc­
curred the data were not accepted. Because of their large ef­
fect on second and third central moments outliers have been 
eliminated. In most cases outliers are clearly separated from 
the main group of responses. A response, therefore, is re­
garded as an outlier when the latency is outside the range 
u
1
- 2σ, u*+ 3σ. The asymmetry is adapted because of the skew-
ness of the distributions. 
3.5 RESULTS 
3.5.1 Tkz zxponztvtLaZ tciíí d¿étAÁ.biutíon 
Let F.(t) denote the cumulative probability function of 
observed response times when responses are made to stimulus 
j, j = 1, 2. To inspect the tail distribution, the measured 
latency distribution F.(t) is plotted in decumulative form 
onto a semilogarithmic plane. As stated in section 2.3 the 
absolute value of the slope of the logged tail distribution 
is the conditional density function X.(t) which for an expo-
nential latency distribution ought to be time independent. 
The tail distribution must therefore appear as a straight 
line. Because of the restricted number of trials for a sample 
distribution in fact a jagged line results. Two aspects have 
to be investigated now. First a judgement has to be made re-
garding the timeboundedness of the residual latency subsystem. 
Second a judgement regarding the goodness of fit of an expo-
nential tail distribution has to be made. 
Visual inspection of the logged tail distributions re-
vealed that for the range 0.4 < F.(t) < 0.8 the tail distri-
bution may be regarded as a straight line. 
The average conditional density is determined by a 
least squares estimation procedure in the range 0.4 < F.(t) 
< 0.8. To confirm the exponential tail distribution the fol-
lowing procedure has been used. For each distribution the 
conditional density relative to the average conditional den-
sity in the range 0.4 < F.(t) < 0.8 has been plotted versus 
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the probability function F.(t). For equal values of F.(t) 
the sample distribution of the relative conditional densities 
is determined. The means of these relative conditional densi-
ty distributions versus F.(t) are plotted in Fig. 3.2a. As can 
relative conditional density 
01 0.2 0.3 0.4 0 5 0 6 0.7 0.8 0.9 Fj (t) 
Figure 3.2: Average relative conditonal density versus 
measured latency distribution function F.(t). 
Explanation see text. 
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be seen the function rises to a fairly constant level indi­
cating an exponential subsystem, but because of the large va­
riance which did not fit into the figure no pertinent conclu­
sion can be drawn. 
To reduce variance time averaging of each distribution 
is performed. The time averaging is achieved by attaching to 
each response a symmetric filter function of a squared cosine 
form with an average time width of 5 msec. This filter ef­
fects a smoothing of the distribution F.(t) and consequently 
reduces the variance of the conditional densities. The means, 
together with the standard deviation of the relative condi­
tional density distributions versus F.(t) for the smoothed 
distributions are depicted in Fig. 21.2b. As is clearly shown 
the function rises to a constant level of 1 which is main­
tained at least until F.(t) = 0.8. Be.yond F.(t) = 0.8 uncer­
tainty precludes such an assertion. From Figure 3.2b we may 
conclude that an acceptable timeboundedness criterion is the 
time for which F.(t) = 0.4 and that the region 0.4 < F.(t) 
< 0.8 will provide an acceptable exponential parameter. The 
results for both subjects did not show any systematic devi­
ation. 
3.5.2 Application ofi breakdown ркосеЛилел 
3.5.2./ Method o{¡ d<¿convo¿Lut¿on 
The estimate λ. of parameter λ. is determined' by a least 
squares estimation procedure in the range 0.4 < F.(t) < 0.8. 
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The timeboundedness criterion means that the residual latency 
distribution does not extend beyond a time τ, and consequently 
the probability density function r.(t) is forced to zero for 
t > τ, . 
D 
Application of the procedure as suggested in section 
2.4.2 is possible provided that the RT-distribution is a 
smooth distribution function. The smoothing procedure as em­
ployed in the previous section is therefore applied. The re-
sidual latency distribution R.(t) may then be calculated ac­
cording to (2.4.13) for the interval 0 < t < τ, . From the 
b 
calculated residual latency distributions the mean and stan­
dard deviation are computed and listed in Table 3.1. 
3.5.2.2 Method o¿ momZYVtb 
From a sample of η RT's belonging to a particular experi­
mental condition, unbiased sample estimates of the first three 
central moments are computed as 
1 n 
ff1-. = - Σ RT.. 
1 n 
У
2
,· = -Ц- Σ (RT..-μ1,.)2 (3.5.1) 
fj n-1
 i = 1 ji K fj' 
fj (n-l)(n-2) . Ji fJ i=l 
Equations (2.4.21) are solved for the desired parameters re­
sulting in 
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Xj = (.5 M 3 f j)-· 3 3 
У
1
^ = У
1
^ - (Aj)"1 (3.5.2) 
5
r j = { У ^ - ( Х . ) -
2
Г
5 
The RT-distributions obtained in the experiments are processed 
in the above way and the calculated parameters are tabulated 
in Table 3.1 . 
3.5.2.3 Mzthod o¿ maximum ZUkoJUhood utimatlon 
The expression for the probability density function of 
the parameterized total latency distribution is given by 
(2.4.20). The likelihood function, being the joint probabili-
ty density function for a sample of size η of a particular 
stimulus condition j, is 
η 
Η(α., p . , λ , τ .) = Π M M . . , α . , p . , λ , τ .) (3.5.3) 
J J J a J £ _ j J J i J J j d j 
To find the maximum likelihood estimates of the parameters the 
set of equations derived by differentiating (3.5.3) with re­
spect to the parameters gives no analytical solution. The same 
is true for the log-likelihood function. We are obliged there­
fore to use a general optimizing procedure. But before per­
forming such a procedure one must first gain some insight in­
to how the likelihood function behaves. In performing the pro­
cedure with artificial data it appeared that for parameter λ. 
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Session 
number 
01 
02 
03 
04 
05 
06 
07 
08 
09 
10 
II 
12 
13 
14 
15 
16 
17 
Method of 
maximum likelihood 
*1 
.036 
.082 
.070 
.063 
. 102 
.046 
.044 
.305 
.024 
.195 
.038 
.092 
.030 
.046 
.078 
.133 
.032 
C'n 
151 
172 
174 
171 
192 
179 
163 
183 
174 
180 
172 
188 
176 
177 
170 
178 
174 
5r2 
1.4 
12.8 
9.4 
1 .0 
21. 1 
1.0 
14.5 
7.3 
3.9 
7.5 
5.5 
5.3 
8.3 
8.2 
4.9 
7.0 
6.2 
Method of 
moments 
*1 
.100 
.077 
.080 
.049 
. 100 
.070 
.074 
.230 
.066 
. 174 
.083 
. 116 
.056 
.065 
.074 
. 109 
.057 
¡J1,-! 
163 
167 
171 
165 
191 
182 
162 
179 
180 
176 
175 
186 
175 
178 
166 
173 
175 
°rl 
10.5 
12.0 
11.3 
4.2 
21.0 
11.2 
15.2 
7.6 
1 1.6 
7.9 
9.9 
10.4 
11.5 
13.6 
6.7 
5.7 
12.0 
Method of 
deconvolution 
*1 
.084 
.053 
.077 
.081 
.057 
.038 
.046 
. 103 
.071 
.082 
.063 
.099 
.047 
.037 
. 122 
. 1 10 
.039 
O'ri 
161 
162 
169 
170 
175 
174 
156 
175 
180 
171 
171 
184 
172 
171 
169 
173 
171 
3rl 
8.3 
8.5 
8.7 
4.8 
16.4 
1.0 
11.5 
6.0 
9.2 
5.7 
6.2 
8.8 
7.6 
10.0 
6.3 
6.2 
7.3 
Subject 
WR 
WR 
WR 
WR 
WR 
WR 
WR 
WR 
LM 
LM 
LM 
LM 
LM 
LM 
LM 
LM 
LM 
Session 
number 
01 
02 
03 
04 
05 
06 
07 
08 
09 
10 
1 1 
12 
13 
14 
15 
16 
17 
Method 3f 
maximum likelihood 
*2 
.048 
.063 
.078 
.065 
.052 
.080 
. 161 
.078 
.037 
.051 
.051 
.060 
.037 
.030 
. 106 
.219 
.080 
У
1
« 
151 
159 
162 
159 
175 
160 
163 
167 
177 
162 
168 
167 
169 
164 
165 
169 
165 
3
r 2 
2.6 
10.5 
3.2 
1 .0 
1 1.7 
3.0 
13.3 
8.0 
6.6 
3.9 
1.0 
2.0 
3.9 
4.0 
4.5 
9.6 
2.3 
Method of 
moments 
λ2 
.051 
.077 
.083 
. 121 
.082 
.052 
. 198 
.086 
.059 
.053 
.046 
.171 
.047 
. 109 
.229 
. 100 
.085 
^гг 
146 
155 
159 
161 
171 
161 
157 
165 
178 
157 
160 
174 
168 
162 
165 
166 
164 
3
Г
2 
6.0 
8.7 
2.5 
5.9 
15. 1 
3.3 
10.9 
9.9 
I 1.8 
-
-
12.3 
13.2 
8.0 
6.8 
11.6 
6.5 
Method ol 
deconvolution 
*2 
.087 
. 103 
. 104 
. 107 
.068 
.061 
.078 
.071 
.040 
.089 
.072 
.070 
.018 
.076 
. 122 
.073 
.092 
1
тг 
150 
157 
160 
160 
168 
163 
150 
163 
172 
162 
167 
167 
152 
159 
162 
155 
164 
3
r 2 
6.9 
9.0 
5.3 
5.7 
12.2 
5.7 
8. I 
7.9 
5.0 
6.3 
5.6 
8.7 
-
5.9 
5.5 
7.9 
5.6 
Subject 
WR 
WR 
WR 
WR 
WR 
WR 
WR 
WR 
LM 
LM 
LM 
LM 
LM 
LM 
LM 
LM 
LM 
Table 3.1: Latency distribution parameters as estimated with 
3 methods for individual experimental sessions. Up­
per table for low intensity stimulus with parameter 
index 1, lower table with parameter index 2 for high 
intensity stimulus. X in msec - 1, у and σ in msec. 
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an optimal value close to the correct value existed. This val­
ue is less sensitive to variations of the other 3 parameters 
ct., p. and τ,.. It was impossible to reconstruct the correct 
J J dj 
parameter value of a., p. and τ . from the data unle3S one of 
the set was fixed. When fixed at the correct value of the pa­
rameter both estimates of the other two parameters were nearly 
correct. When one parameter was fixed at a non-correct value 
it appeared that both other parameters attained values such 
that the first and second central moments of the residual la­
tency distribution did not differ much from the correct val­
ues. The maximum likelihood estimation procedure is therefore 
incapable of estimating 4 parameters with regard to the para­
meterized latency distribution function as given by (2.4.20). 
However, because of the correspondence noted between the cal­
culated values and the actual values of the first and second 
central moments, use was made of this method but with para­
meter p. arbitrarely set at 8, 10 or 12 depending upon the 
condition that a. must be larger than λ.. With the parameter 
J A J 
estimates 3., p., λ. and τ., the first central moment and the 
J J J dj 
standard deviation of the residual latency distribution μ1 . 
and σ . are calculated and also tabulated in Table 3.1. 
rj 
3.6 COMPARISON OF BREAKDOWN PROCEDURES 
The results from the 3 breakdown procedures are illus­
trated in Figure 3.3. In this figure the results for the same 
parameter are plotted for each pair of estimation procedures. 
In regard to the parameter estimation μ* and σ , one may con-
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Figure 3.3: Results of the estimation of μ 1, σ and λ with the 
breakdown procedures. The results of the same pa­
rameters for each pair of estimation procedures 
are plotted. The correlation coefficient for each 
pair of estimates is indicated. 
elude that the three procedures agree well, a fact which is 
affirmed through the high correlation coefficients also indi­
cated in Fig. 3.3. As is to be expected the correlation coef­
ficients for μ1 will be closer to 1 than those for S because 
r r 
of reduced accuracy of higher moments. 
In the exponential parameter estimate λ the method of max­
imum likelihood estimation and the method of moments agree 
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well, although correlation is not as high as with μ 1. The re­
sults of the method of deconvolution do not agree very well 
with those of each of both previous methods. Two effects play 
a role. Firstly, in applying the maximum likelihood method or 
the method of moments, the influence of both inaccurate tails 
of a distribution is most marked. The method of deconvolution 
estimates the parameter λ in a limited range of the probabi­
lity distribution. Secondly, an essential difference between 
the method of deconvolution and both other methods is that 
the first yields the residual latency in free form, assuring 
complete correspondence between observed and assumed distri­
bution, while the latter assumes a parameterized distribution 
and maximize the correspondence between compound quantities 
of measured distribution and assumed distribution. In the pre­
vious section 3.5.1 the existence of an exponential subsystem 
could be confirmed and a time boundedness criterion could be 
specified. The most important advantage is that no further as­
sumptions regarding the form of the residual latency distribu­
tion are introduced. The only restriction is the time bounded­
ness condition. The deconvolution method, therefore, provides 
maximum information about the residual latency distribution. 
For all these reasons this is the most favoured method. 
When data reduction is desired the method of moments may 
be employed providing that the residual latency has a symme­
tric distribution. Mean and variance of the symmetric distri­
bution are easily calculated. However, with only two parame­
ters the form of the distribution is weakly defined. 
Use of the maximum likelihood estimation procedure in 
estimating the parameters of the versatile delayed general 
gamma distribution is limited. With this procedure one seems 
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to be restricted to a maximum of 3 parameters and again two 
parameters with respect to the residual distribution. 
A serious drawback to the maximum likelihood method is 
that with the proposed parameterized latency distribution the 
delay time τ, prevents an analytical solution to the parame­
ter equations (2.4.23). Snodgrass et al., 1967 experienced 
similar difficulties in fitting data by the displaced gamma 
distribution. 
3.7 RESULTS OF BREAKDOWN PROCEDURES 
To answer the question as to what influence intensity 
plays in the subsystems we will test the hypothesis that it 
has no effect upon each parameter as determined by the three 
methods. In Figure 3,4 й vs μ£ , 5
r
 vs 3
Г 2 and λ1 vs λ 2 
are plotted as determined with the three methods. Index 1 
refers to low intensity, index 2 refers to high intensity 
stimuli. 
The results of the sign test applied to the data of 
Table 3.1 are collected in Table 3.2. In regard to the inten­
sity effect upon μ 1 the three methods indicate a shortening 
of μ 1 as intensity increases. This is in general agreement 
with the notion that mean RT decreases with higher stimulus 
intensity. 
A comment has to be made regarding the interpretation 
of the intensity effect upon μ 1. The mean latency of the 
residual latency distribution is a compound quantity. All 
constant delays whether of the exponential subprocess or of 
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Figure 3.4: Influence of stimulus intensity upon distribution 
parameters as determined with 3 breakdown proce­
dures. Index 1 indicates low intensity while in­
dex 2 indicates high intensity. Dashed line indi­
cates line of equal parameter values. 
Table 3.2 : Testing the hypothesis that stimulus intensity 
has no effect using the two sided sign test. 
N • number of pairs involved. 
Τ = number of pairs with positive difference mi­
nus number of pairs with negative difference. 
Ρ = critical level. 
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other subprocesses are included in the mean latency of the 
residual subsystem. At least a part of these constant delays 
are intensity dependent. There are no indications as to how 
to allocate the individual subprocess contributions. It is 
certainly possible that the intensity effect on μ 1 may be al­
located to a delayed exponential subprocess leaving the re­
sidual latency subprocess completely intensity independent. 
As to the standard deviation σ no method indicates a 
r 
significant difference between 3,. and δ . It is therefore 
rl Г2 
concluded that intensity has no demonstrable effect to σ . 
r 
In dealing with λ the same difficulty as discussed in 
the previous section 3.6 arises. The results of the method of 
moments do not reject the hypothesis convincingly. The re­
sults of the maximum likelihood method accept the hypothesis 
marginally. However, the results of the method of deconvolu-
tion reject the hypothesis with 0.05 < Ρ < .1 and so suggest 
that a higher intensity is accompanied with a higher exponen­
tial constant. 
Two remarks may be made here. First to benefit the emer­
gence of an exponential subsystem latency distribution an im­
portant requirement was good stimulus detectability. Besides 
stimulus position and stimulus area, intensity is the most 
important factor regarding detectability. Stimulus intensity 
must therefore have relatively high values. However, influ­
ence on simple RT is most remarkable at lower levels of in­
tensity. The second remark concerns the number of experi­
ments. The number of experiments has been restricted owing 
to the excessive computer time requirements of the method of 
maximum likelihood estimation. Parameter estimation for each 
of the RT-distributions required about 30 minutes processor 
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time on a DEC PDP-9 computer. In my opinion processing even 
more experiments will not yield dramatic changes in the re­
sults or in the interpretation of the results. 
A more fundamental disadvantage of the method of moments 
and of the proposed parameterized distribution for the maxi­
mum likelihood method is that they assume component latencies 
controlled by time constants rather than by time functions. 
As a matter of fact the method of deconvolution as used here 
considers the exponential subsystem in a restricted time in­
terval disregarding the far tail distribution. Exponential 
latency distribution may produce very long latencies, but in 
practise this seldom occurs. This discrepancy can be met by 
considering the exponential subsystem to be one controlled 
by a time function representing a conditional density func­
tion returning to zero for longer latencies. 
We may conclude that stimulus intensity excercises its 
most important influence upon y1. No effect could be demon­
strated upon σ . In regard to λ a clear conclusion cannot be 
drawn although the results suggest that higher stimulus in-
tensity is accompanied by higher values of λ. 
3.8 SUMMARY Ш0 CONCLUSIONS 
1. Conditions have been found which favour the occurrence 
of an exponential subsystem latency distribution. 
2. Visuo-motor latency distributions are obtained at two 
levels of stimulus intensity during the same experimen­
tal session. 
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3. The existence of an exponential subsystem latency distri-
bution is confirmed. 
4. Three different breakdown procedures are applied to the 
data to isolate a residual latency distribution. Compar-
ing the procedures it is concluded that the deconvolu-
tion procedure is the most attractive because it intro-
duces the least restrictions. 
5. Stimulus intensity has a significant effect upon the 
mean of the residual latency distribution but not upon 
the variance of the residual latency distribution. 
6. Results suggest a stimulus intensity effect upon the ex-
ponential subsystem parameter. Conclusive evidence, how-
ever, is not obtained. 
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C H A P T E R 4 
PARALLEL SET OF SUBSYSTEMS 
4.1 PRESENTATION ÖF THE PROBLEM 
To emphasize the importance of the mathematical subsys-
tems it is necessary to discuss their relation with anatomi-
cal and physiological structures. As has been outlined in 
section 1.1, in regard to latency, four different sources of 
variability may be distinguished within a physiological model. 
These serially structured sources are depicted in Figure 4.1. 
s , 
transducer to 
spatial-temporal 
spike pattern 
spike pattern 
transformations 
decision 
process 
motor 
execution 
process 
R fc 
P 
Figure 4.1: Sources of latency variability as may be distin-
guished in the psychophysical process 
The advantage of the exponential latency distribution is 
its simplicity, a fact probably reflecting the operation of a 
single process. In the processing chain depicted in Figure 
4.1 two stages are related to single processes: the decision 
process and the response execution process. The response exe-
cution may be regarded as representing the performance of a 
preprogrammed movement, excluding any possible stimulus in-
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tensity influences over the motor latency. Christie and Luce 
(1956) have argued that the exponential latency distribution 
will be the decision latency distribution. It is a fairly 
common observation that as certain decision situations are 
made increasingly simple, the observed latency becomes better 
approximated by an exponential distribution. The evidence 
that the exponential latency subsystem represents the deci-
sion latency process is, therefore, only suggestive. 
The residual latency distribution represents the summed 
latencies of the three remaining stages including the motor 
system. 
With phototopical signal processing of visual stimuli it 
is possible to induce parallel processing with spatially sep-
arated stimuli. Where the subject is instructed to respond as 
fast as possible to a stimulus occurrence the psychophysical 
process may be constructed with multiple inputs and one out-
put. Because of convergency of multiple inputs to one output 
interaction between internal signals must occur. The general 
notion is that with multiple-stimulus-simple-reaction the 
same subprocesses are involved as with the single-stimulus-
simple-reaction for each separate stimulus. But with multiple-
stimulus-simple-reactions some of the subprocesses occur sep-
arately but in parallel, while others are common. A number of 
interesting questions now arise: 
1) How is subprocess interaction accomplished? 
2) To what extent does parallel processing occur? 
3) Do parallel processes act independently? 
In thinking about subprocess interaction one has to as-
sume the internal representation of activities caused by the 
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temporally punctate stimulus and giving rise to a temporally 
punctate response. In the literature one can witness the e-
volution of two ideas: -t. the internal representation of the 
stimulus is itself temporally punctate and ¿c. the internal 
representation is a temporally dispersed representation. Let 
us have a look at the first hypothesis and postpone the dis-
cussion of the second untili section 4.2.5. 
When the internal representation is temporally punctate, 
communication between subsystems may be regarded to occur 
with pulses. In the first part of the psychophysical system 
pulses are transmitted along parallel channels - serial sub-
systems - each channel inducing a specific latency contribu-
tion. Somewhere in the system pulses will be guided into a 
common channel to emit a response through the motor system. 
An emitted response is therefore viewed as the outcome of a 
race between pulses transmitted through different channels. 
The pulse which first arrives at the common channel will emit 
a response while later pulses will be without consequence. 
Following Kornblum (1973) such models will be referred to as 
race models. The outcome of the race may be influenced by the 
experimenter through the time differences between stimuli 
within the multiple stimulus condition. 
The second question regarding the extent of parallel 
processing now comes into play. It is already known that pho-
totopical processing of visual stimuli extends deep into the 
cerebral structures. However, which circuits are involved in 
visuo-motor reactions remains unknown. What is certain is 
that the very first visual information processing is per-
formed in parallel. 
Since the total latency distribution may be divided into 
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two serial subsystems latency distributions it is possible to 
construct models representing two different locations of the 
interaction. Special attention must be paid to the motor sub-
system which is a common subsystem and must be included in 
the possible structures. Throughout most of the literature 
motor time is assumed to be a constant delay t . We may as-ín 
sume.therefore»that it does not contribute to the variance of 
the total latency distribution. In Figure 4.2 the motor sub-
system latency density distribution is denoted by m(t) = 
6(t-t ). When multiple stimulus input is restricted to a dual 
stimulus input it is possible to consider two model struc-
tures as depicted in Figure 4.2. 
model A 
model В 
Figure 4.2: Two possible model structures for a double stim­
ulus simple reaction time process. With availa­
ble decomposition techniques the point of con­
junction may have two different locations. 
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The Subsystems which receive the stimuli are assumed to 
be separate, in the sense that activity in one subsystem is 
not influenced by activity occurring in the other subsystem. 
The question now arises: are both the subsystems acting in 
parallel stochastically independent? Correlation between sub-
system properties might be caused, for example, by overall 
fluctuations in sensitivity or in attention. Since both sub-
processes are unobservable correlation between them cannot 
be determined in a straight forward manner. One way to solve 
this problem is to assume dependence or independence between 
parallel subsystems and to perform statistical analysis to 
support or reject these assumptions. 
With simple reaction time experiments it is very diffi-
cult to devise experiments which will answer the three ques-
tions selectively. It becomes necessary therefore to propose 
a model based upon several simultaneous assumptions and to 
test whether it will be rejected as a whole. Should the model 
fail it will of course be difficult to decide which of its 
several assumptions may be at fault. The model may, in fact, 
not be rejected but this is still an insufficient proof of 
its validity since different structured sets of subsystems 
may give rise to RT-distributions that have approximately the 
same form. 
In the following sections four different race models 
are proposed which incorporate assumptions regarding lo-
cation of interaction and mutual dependence of parallel 
subsystems. For each model the relations between the double 
stimulus simple reaction time distribution (DSS-RT-distribu-
tion), denoted by F ^ Í O » and the single stimulus simple re-
action time distributions (SSS-RT-distributions), denoted 
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by F ^ t ) and F2( t ) , respectively are derived, 
4.2 STRUCTURAL PROPOSALS 
4.2.1 ModeZ U ¿nde.pe.nde.nt ралаПеХ cka.nne.tb 
For model 1 the structure as depicted in Figure 4.3 is 
assumed. A supplementary assumption is that operation of both 
parallel channels is stochastic independent. When operating 
S, • Mt) 
_N 
independent parallel channels 
— • 
s, » 
model 1 
Si • Mt) 
_N 
S2 • kl2(t) 
r12(t) /V m(t) 
model 2 
-•R 
Figure 4.3: Structures of independent parallel channel mod­
els. For further explanation see text. 
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in SSS-RT-trials the total latency distribution is expressed 
in terms of the component latency distributions as shown be­
low 
f\(t) = 1 (t) *
 rj(t) * m(t) (4.2.1) 
By assumption, the observed response time RT in DSS-RT-trials, 
seen as the outcome of a race between both pulses in the par­
allel channels and added to the motor time latency t , is giv-
m 
en by 
RT = min (t
c
 , t
c
 ) + t_ (4.2.2) 
m 
with t . being the latency of the channel corresponding with 
stimulus j. It is assumed that t
r
 and t
r
 are independent, 
1 2 
i.e. 
P(RT-t > t) = P(t
r
 > t) . P(t„ > t) (4.2.3) 
'1 m - ·'с, ~'
 4 W
c, 
or expressed in the cumulative probability distribution func­
tions it becomes 
1 - C12(t) = {1 - Cx(t)} . {1 - C2(t)} (4.2.4) 
being equivalent to 
Ci2(t) = C!(t) + C2(t) - Ci(t) . C2(t) (4.2.5) 
Disregarding the constant motor time Cj(t) is equal to the 
SSS-RT-distribution Fi(t), and similarly disregarding motor 
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time t and the time delay At between stimulus 1 and stimulus 
m 
2 during DSS-RT-trials C2(t) is equal to F2(t). Equation 
(4.2.5) can therefore be used to predict the DSS-RT-distribu-
tion from the measured SSS-RT-distributions. Thus: 
Fi2(t) = Fi(t) + F2(t-At) - Fx(t) . F2(t-At) (4.2.6) 
Equation (4.2.6) now permits comparison of predicted DSS-RT-
distribution Fi2(t) on the basis of the measured F^(t) and 
F2(t) with the measured DSS-RT-distribution F12(t). 
4.2.2 UodeZ 2: ¿пагргпагпХ, pcuvtuzLLy pcUvalZzt chcLnnzJU 
For model 2 the structure is as depicted in Figure 4.3. 
The expression for SSS-RT-distributions remains the same as 
for model 1 expressed in (4.2.1). In DSS-RT-trials the race 
of both pulses along the parallel subsystems includes only 
the exponential subsystems. In this model it is necessary to 
make a decision regarding the division of the mean latency 
over the different subsystems. As already discussed in sec­
tion 3.7 the effect of intensity upon the mean of the resid­
ual latency distribution results from the effect of intensity 
upon constant delays within all subprocesses including the 
exponential subprocess. Because stimulus intensity will have 
its most profound effect upon the first subprocesses in the 
chain it is obviously reasonable to attribute the difference 
in the means of both residual latency distributions to de­
layed exponential subsystems. The means of both residual 
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latency distributions are consequently equalized. In the case 
of the residual latency distribution r^2(t) u s e is made of 
the arithmetic average of both residual latency distributions 
as estimated using the deconvolution method. The observed re-
sponse time RT for this model is therefore given by 
RT = min (ti , t-, ) + t_ + t (4.2.7) 
Ll i2 r12 m 
In this model ti and ti are the latencies of the respective 
1 2 
exponential subsystems so that 
P{min(t1 , t! )>t}-{l-L1(t)}{l-L2(t)}={l-L12(t)} (4.2.8) 
or 
L12(t) - L^t) + L2(t) - LjCt) . L2(t) (4.2.9) 
L}(t) equals the exponential subsystem latency distribution 
as estimated from F^(t) but delayed by the difference Ay1 be-
tween the means of both residual latency distributions as es-
timated from Fi(t) and F2(t). L2(t) equals the exponential 
subsystem latency distribution as estimated from F2(t) but 
delayed by the time difference At between stimulus 1 and 
stimulus 2 in DSS-RT-trials. In equation 
Îie-Mt-Auj) 
and 
L2(t) - 0 
— X 2 ( t - A t ) 
t < Δμ1 
r 
t » Δμ£ 
(4.2.10) 
t < At 
t » At 
The DSS-RT-distribution may now be calculated according to 
fl2(t) = ll2«0 * r12(t) (4.2.11) 
which permits comparison of predicted and measured DSS-RT-
distribution. 
4.2.3 Mode£ 3: dzprndznt pcuiaileZ channels 
Contrary to assuming independence between paralleled 
subsystems some kind of dependence may be possible. Because 
of the difficulties inherent in constructing a sensible mod­
el exhibiting partial dependence - coefficient of correlation 
|p| < 1 - the extreme proposition of stochastically dependent 
parallel subsystems is assumed. The model depicted in Figure 
4.4 assumes a common factor which modulates the latencies of 
both channels simultaneously. Therefore when t„ is small so 
C i 
T h e n b s p r v s H rocnnnee» f i m o RT i e o i ' v e i C, 
1 
is t„ .  o e ed esponse t me s g n by 
"2 
RT = min (t
r
 , t ) + t (4.2.12) 
*-\ c 2 m 
Let t denote the time for which Fi(t) = Fo(t-At). As a con-
e
 A
 * 
sequence of the constant motor time t , Ci(t -t ) = 
n
 m
 l
 e m 
C5(t -t -At). The assumption will be that t„ = g(t„ ) such 
e m 1 2 
that 
t
c
 < t for t
c
 < t - t cl c2 χ e m 
t
r
 = t for t
r
 = t - t (4.2.13) cl c 2
 ci e m 
t
c
 > t
r
 for t
r
 > t - t 
•"l c2 ci e m 
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dependent parallel channels 
Si > 
_k. 
h i t ) 
S2 • 
l 2 ( t ) 
_K 
P|(t) 
У 
r 2 ( t ) /V 
•
 m ( t )
 | I •R 
model 3 
Si • . I,(t) 
_K__ 
s 2 —>_K1 J2(t) 
ri2<t) /V m ( t ) -•R 
model 4 
Figure 4.4: Structures dependent parallel channel models. 
For further explanation see text. 
Consequently 
P(RT < t) = F
x
(t) 
F2(t-At) 
So it is easy to see that 
Fi2(t) = Fx(t) 
F2(t-At) 
t « t 
t > t (4.2.14) 
t > t (4.2.15) 
Equation (4.2.15) permits comparison of Fi2(t) and Fi2(t) for 
testing of this model. 
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4.2.4 HodeZ 4: de.pmde.rrf. paJttuoJULy panalZeZ channels 
The analogy between model 1 and 3 is also present be­
tween model 2 and 4. In model 4, as depicted in Figure 4.4, 
the stochastic dependence between the paralleled subsystems 
is substituted for stochastic independence. When discussing 
model 2 remarks are made regarding the properties of the sub­
system latency distributions 1^(0, l2(t) and rj2(t). These 
remarks are equally true for the present model. The observed 
response time 
RT = min (t-, , t, ) + t_ + t (4.2.16) t  
l l L2 r12 m 
Let t be the time for which Lj(t) = L2(t), then by assump­
tion (see model 3) 
P{min (ti , ti ) < t} = Li(t) t « t 
1 2 e 
= L2(t) t > t (4.2.17) e 
or 
L12(t) = L^t) t < t 
e 
= L2(t) t > t (4.2.18) 
e 
Now the DSS-RT-distribution F12(t) ш
а
У be predicted according 
to 
fl2(t) = li2(t) * r12(t) (4.2.19) 
permitting comparison of Fi2(t) and F^2(t) to test this model. 
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4.2.5 ModeZ 5: thz алллЫе. сллЛе/Uon modeZ 
When the internal representation of the stimulus is tem­
porally dispersed rather than temporally punctate two sources 
of latency variation exist. First the variation in latency 
caused by variations in processing time. Second the variation 
in stimulus representation affecting the latency as caused by 
the transformation of a dispersed representation into a tem­
porally punctate event. In the literature this distinction is 
not mentioned and all reaction time variations are explained 
by the transformation of a variable stimulus representation 
into an event. At present there are no ways to implement such 
a distinction. 
When assuming a temporally dispersed representation of 
a stimulus during processing the idea of an adjustable cri­
terion applied to the response has received support from a 
number of studies of simple RT; John, 1967; Grice, 1968; 
Murray, 1970; Kohlfeld, 1968. Here a decision mechanism is 
formulated in which the excitatory strength x(t) of a stim­
ulus is compared with a threshold value C. When the excitato­
ry strength x(t) exceeds С a response is evoked. The thres­
hold value or criterion is subject to a variety of influences 
and is assumed to be a random variable having a normal proba­
bility density function with mean <C> and standard deviation 
σ . The admissibility of the normal probability density func­
tion stems from application of the central limit theorem. In 
dealing with latency data it is assumed that the excitatory 
strength x(t) undergoes recruitment i.e. dx(t)/dt > 0. The 
probability of a response at any given time will then be de­
termined by the difference between average threshold value 
-67-
<C> and excitatory strength x(t), expressed by 
<C>-x(t) 
ra 2 
Γ i-» — i r * · F (t) = ƒ C e У dy (4.2.20) 
With (4.2.20) it is possible to transform F(t) to the normal 
deviate z(t) such that 
z(t) = < C > 7 ( t ) (4.2.21) 
с 
The time course of x(t) will depend on stimulus characteris­
tics e.g. geometry and intensity. There is suggestive evidence 
(Murray, 1970) that the threshold value <C> is subject to va­
riables such as adaptation level and stimulus, but it remains 
difficult to ascertain the influence of experimental variables 
upon each of the model parameters. In conditioning, excitatory 
strength has been successfully described as an addition of 
habit strength and sensory strength (Grice, 1972). In simple 
RT the excitatory strength x(t), may be treated as an addition 
of a preparatory signal χ (t) and a sensory excitatory signal 
x.(t). So that 
x(t) = χ (t) + x.(t) (4.2.22) 
Ρ J 
A further argument in favour of the conception of χ (t) is 
the explanation it provides for the occurrence of responses 
which are not signal controlled. 
In the dual stimulus trial each stimulus is considered 
to develop a sensory excitatory signal x.(t). Both signals 
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x.(t) j = 1,2 are added to the preparatory signal χ (t) and 
J Ρ 
are compared with the value of the threshold C. The total ex­
citatory strength for the dual stimulus xi2(t) amounts to 
x12(t) = X l(t) + x2(t) + χ (t) (4.2.23) 
According to equation (4.2.20) 
A
z12(t) _
v
2 
Fl2(t) = J e
 У
 dy (4.2.24) 
—00 
It is easy to see that 
z12(t) = Zl(t) + z2(t) - zp(t) (4.2.25) 
Equation (4.2.25) allows no possibility of predicting F^2(t) 
because ζ (t) is unknown. The experiment is, however, designed 
to evoke no response on catch trials. Consequently ζ (t) has 
Ρ 
to be considerably negative (z (t) < - 1.8) if no false re-
P 
sponses are to be yielded within an experimental session in­
cluding 25 catch trials. Using the measured Fj2(t), Fi(t) and 
F2(t) equation (4.2.25) affords the opportunity of calculat­
ing ζ (t). In this way a first test may be performed in order 
Ρ 
to assess this model. 
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4.3 EXPERIMENTAL ARRANGEMENT OF EXPERIMENT II 
The experimental arrangement is the same as that em-
ployed in experiment I described in section 3.3. 
4.4 EXPERIMENTAL PROCEDURE OF EXPERIMENT II 
Both subjects of experiment I were engaged in this ex-
periment too. The experimental procedure followed was identi-
cal to that used in experiment I. Responses to stimulus SQ, 
Sj, S2 and S12 were collected. Each subject participated in 20 
sessions. 
To make differences between predicted DSS-RT-distribu-
tions and measured DSS-RT-distribution as clear as possible 
overlap of both SSS-RT-distributions must be maximal. This is 
best obtained by generating identical stimuli presented simul-
taneously. Complete overlap of distributions is then guaran-
teed. To accentuate the individuality of stimuli, presentation 
in the double stimulus trial occurs with a time delay between 
stimuli. To assure overlap the stimulus with the highest in-
tensity - yielding the shortest mean RT - is presented as the 
second of the pair. On the other hand intensity difference in-
duces unequal variances resulting in reduced overlap of dis-
tributions. Time delay and intensity difference between stim-
uli have to be balanced so as to yield distributions with 
maximum overlap. This balancing has been experimentally ac-
complished. 
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The distinction between the two locations of the point 
of conjunction - distinction between model 1 and model 2 or 
between model 3 and model 4 - is most profound when the re­
sidual latency distributions have a great variance. However, 
because the method of deconvolution has to be applied to iso­
late the residual latency distribution, variance of residual 
latency distribution must be small. In comparison with ex­
periment I no special action has been taken to influence the 
residual latency distribution. 
Experimental data were discarded if an overlap of 50% 
for each distribution was not attained. Data from sessions in 
which more than one false response to catch stimuli occurred 
were not accepted. In most cases outliers are clearly sepa­
rated from the main group of responses. A response, therefore, 
is regarded as an outlier when the latency is outside the 
range μ1 - 2σ, μ1 + 3σ. 
4.5 RESULTS 
к<гл intatto η o i n<LbuJütt> 
A measure of the discrepancy between observed and expect-
ed probability functions is supplied by the statistic χ2, 
which is a relation between observed (o ) and expected (e, ) 
frequencies of occurrence of RT-responses within interval k, 
к = 1, 2, ... К based upon 
,
 K ( V e k ) 2 
χ
2
 = Σ -^~- (4.5.1) 
k=l к 
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The sampling distribution of χ 2 is approximated very closely 
by the chi-square density function 
. Ш ^ ! ( х 2 ) Н -2> ш-іх2 ( i 5 2 ) 
if expected frequencies are at least equal to 5, the approxi­
mation improving for larger values. The number of degrees of 
freedom is equal to К - 1. Because of repeated experimenting 
use will be made of the additivity property of the x2-statis-
tic which states that the result of the independent experi­
ments considered together is equivalent to a x2-value equal 
to the sum of the x2-values of the experiments. The degree of 
freedom ν is equal to the sum of the degrees of freedom of 
the experiments. For each experiment the expected DSS-RT-dis-
tribution Fj2(t) was subdivided into 4 equal intervals for 
which expected and observed frequencies are compared and over 
which x2-values are calculated. In Table 4.1 and 4.2 the χ 2-
values obtained are tabulated. 
A remark must be made here regarding the use of the χ 2-
statistic. The x2-statistic is a measure of the discrepancy 
between observed frequencies and theoretical frequencies. The 
theoretical frequencies are based upon probability rules ap­
plied to stochastic models. Population parameters of the mod­
el which have to be estimated from sample statistics affect 
the degrees of freedom. In our case, however, о and e are 
both stochastic variables because F^(t) and F2(t) are used to 
calculate e . The x2-test is therefore not fully applicable 
here. However, as far as we know there are no tests available 
which are applicable to just this problem. We have therefore 
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decided to use the x2-statistic while bearing in mind that 
the variations in e, will result in a larger y2-value than 
that of a theoretically determined e . As a consequence of 
this probability of rejection of a model will increase. A fur-
ther consequence is that differentiation between models will 
be less decisive because the exact form of the y^-statistic 
distribution is not known. 
In order to display the comparison between F12(t) and 
F^2(t) consider equation (2.3.10) which states that 
^ {In (1 - F12(t))} = -À12(t) (4.5.3) 
When plotted on a log-log scale,1-F^2(t) versus 1-Fj2(t) gen-
erates a graph with a number of interesting properties. 
VflopZAty 1: when X^2(t) equals Ai2(t) f°r every time point, 
the line with a slope of -1 originating from (1,1) is fol-
lowed exactly. The minus sign is a consequence of the re-
versal of the horizontal axis, an effect which extends it-
self to properties 2 and 3 also. 
?К0рЧЛХ.у 2: the slope of the depicted function equals 
dUn(i-F12(t))} ZEt^'-^Ct))} x 1 2 ( t ) (4.5.4) 
d{ln(l-F12(t))} d { ] n ( i _ 5 ) ) } A12(t) 
at * 
Therefore, when the conditional probability densities are 
equal, the slope of the function will be -1 and runs parallel 
to the diagonal line. 
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model 1 model 2 
model 3 
I ; 
\ \ 
Γ 
model 4 
\ \ 
d : 
• 
0.4 0.2 
1 - F 1 2 ( t ) 
OB 0.4 0.2 
1 - F,2 ( t ) 
01 
Figure 4.5: Graphical display of predicted DSS-RT-distribu-
tions Fi2(t) versus measured DSS-RT-distributions 
F12(t) for each of the proposed race models. The 
results are shown for 16 out of 31 experiments, 
8 experiments of subject W.R. and 8 experiments 
of subject L.M. 
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Рлорел£у 3: when both distributions display exponential tail 
distributions a straight line will appear with slope 
-A 1 2(t)/X 1 2(t). 
In Figure 4.5a, b, с and d the data are displayed in this 
manner and represent the first 8 experiments of each subject 
to give an impression of the variability of the results. 
4.6 VJSCUSS10N 
When looking at Table 4.1 where the x2-values for ac­
cepted data are shown for each of both subjects, it is not 
possible to come to a clear conclusion on the basis of each 
individual experiment. However, on the basis of the added χ 2-
values distinction can be made. For subject W.R. the summed 
degrees of freedom amounted to 45. Model 1 is not rejected 
while models 2, 3 and 4 are: ρ < 0.001 for models 2, 3 and 
4. For subject L.M. the summed degrees of freedom amounted to 
48. Model 1 is not rejected while models 2, 3 and 4 are: 
ρ < 0.01 for model 3 and ρ < 0.001 for 3 and 4. 
The relationship between predicted and measured DSS-RT-
distributions for models 1 through 4 for 16 out of 31 experi­
ments are depicted in Figure 4.5. The primary conclusion 
drawn from Figure 4.5 may be that the variability of the 
curves is considerable, but this is a consequence of the lim­
ited number of trials in an experiment. 
In model 1 - the independent parallel channel model -
depicted in Figure 4.5a the diagonal line is followed indi­
cating conformity between predicted and measured DSS-RT-dis-
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Session 
Ol 
02 
03 
04 
05 
06 
07 
08 
09 
10 
11 
12 
13 
14 
15 
At 
msec 
2 
4 
10 
1 1 
23 
23 
30 
30 
2 
7 
4 
9 
12 
8 
4 
Added χ -values 
chi-square values 
model 1 
0.2 
1.7 
4. 1 
4.8 
0.9 
0.2 
0.9 
3.8 
1.8 
5. 1 
6.2 
1.4 
4.8 
3.2 
1.0 
40. 1 
model 2 
0.9 
11.2 
7.0 
6.9 
5.7 
3.3 
9.8 
6.2 
5.0 
3.8 
7.0 
4.5 
6.2 
4.8 
3.2 
85.5 
model 3 
7.2 
5.4 
6.9 
7.1 
8.9 
2.0 
2. 1 
3.6 
6. 1 
4. 1 
7.3 
4.9 
7.0 
4.7 
3.9 
81.2 
model 4 
9.7 
23.8 
24.7 
15.5 
6.5 
6. 1 
13.2 
5.2 
11.7 
9. 1 
6.5 
8.0 
9.8 
6.0 
10.5 
166.3 
subject 
WR 
WR 
WR 
WR 
WR 
WR 
WR 
WR 
WR 
WR 
WR 
WR 
WR 
WR 
WR 
Session 
01 
02 
03 
04 
05 
06 
07 
08 
09 
10 
11 
12 
13 
14 
15 
16 
At 
msec 
1 
1 
10 
11 
20 
18 
23 
30 
5 
3 
3 
10 
12 
4 
5 
2 
Added x2-values 
chi-square values 
model 1 
1.7 
6.4 
5.6 
0.5 
3. 1 
1.8 
4.9 
1.3 
5.2 
0.4 
0.7 
3.2 
2.5 
4. 1 
0.7 
2.0 
44.1 
model 2 
4.6 
1.7 
1.6 
4.0 
10.8 
6.3 
4.7 
3.4 
2.0 
2.3 
3.1 
4.7 
5.2 
7. 1 
9.2 
4.6 
75.3 
model 3 
15. 1 
2. 1 
1.9 
1.6 
6.7 
4.4 
4.7 
1.3 
1.1 
4.3 
7.2 
5.0 
4.5 
8.0 
14.2 
6.3 
88.4 
model 4 
17.7 
1.1 
7.3 
7.8 
14.6 
13.0 
3.3 
2.1 
4.6 
8.2 
14.9 
11.2 
8.9 
12.4 
19.3 
15.6 
162.0 
subject 
LM 
LM 
LM 
LM 
LM 
LM 
LM 
LM 
LM 
LM 
LM 
LM 
LM 
LM 
LM 
LM 
Table 4.1: The x2-values for goodness of fit as calculated 
from predicted DSS-RT-distribution and measured 
DSS-RT-distribution for the 4 race models. The χ2-
values for individual experiments as well as the 
added x2-values are presented. Degrees of freedom 
for individual experiments ν = 3. 
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tributions. 
In model 2 - the independent partially parallel channel 
model - depicted in Figure 4.5b we can see that with the ex­
ception of the initial segments, the curves run on the aver­
age in parallel to the diagonal line. This indicates equal 
conditional probability density for measured and expected 
DSS-RT-distribution. As a consequence of the time-boundedness 
of the residual latency distributions the tail distributions 
of the expected DSS-RT-distributions for models 1 and 2 are 
the same. Furthermore we may conclude that the variability of 
the residual latency distribution is sufficient to distinguish 
between both models in a conclusive way. 
Inspection of the plot of model 3 - the dependent parallel 
channel model - in Figure 4.5c, reveals that the predicted 
latency distribution lags the measured latency distribution 
considerably. The curves show a slope λ ^ ί Ο А і г ( 0 > 1 i-n~ 
dicating that predicted conditional density is less than meas­
ured conditional density at almost every time point. Compari­
son of models 1 and 3 indicates that the independent operation 
of both channels favours the occurrence of short latencies. 
In model 4 - the dependent partially parallel channel 
model - depicted in Figure 4.5c, the predicted latencies lag 
the measured latencies to an even greater extent and conse­
quently the x2-values indicate a worse fit. This also suggests 
that dependency and early interaction are both incorrect as­
sumptions . 
In the case of the variable criterion model - model 5 -
based upon a temporally dispersed internal representation of 
stimuli, the time course of ζ (t) has been calculated. In 
Ρ 
section 4.2.5 it has been deduced that ζ (t) must be consid-
P 
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erably negative if no false responses to catch stimuli are to 
be yielded. The calculated time course of ζ (t) for each ex­
periment appeared to be such that almost every catch trial 
had to produce a response. This model thus fails dramatically 
in accounting for relating DSS-RT-distribution and SSS-RT-
distributions. At the present time there are no indications 
as to which of the underlying assumptions upon which this 
model is based is at fault. 
Since model 1 has not been rejected and the alternative 
models must be discarded the combined assumptions of model 1 
may be used to account for the relation between DSS-RT-dis-
tributions and SSS-RT-distributions. For the analysis of se­
rial subsystem latency distributions the internal representa­
tion of stimuli is of no importance. The internal representa­
tion of the stimuli becomes important when interaction of 
stimulus representations is involved as in conjunctive reac­
tion time experiments and temporal order judgement experi­
ments. In models which relate simple RT with temporal order 
judgement the punctate temporal representation of stimuli is 
incorporated (see Sternberg and Knoll, 1973 as well as Gibbon 
and Rutschmann, 1969). In both papers a model of the percep­
tion of temporal order is presented in which arrival time dif­
ference of both stimuli is made the input signal of a centre 
judging temporal order. Both stimuli are supposed to be trans­
mitted through independent channels towards the common centre. 
The measurement of arrival time difference presupposes a tem­
porally punctate representation of stimuli. Employing this 
model Gibbon and Rutschmann (1969) were able to relate simple 
RT-distributions to temporal order judgement for visual stim­
uli. Their findings also suggested that the motor component 
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of reaction time adds little variance in comparison with that 
of the receptor system latency. In respect of the independency 
of channels and the motor time distribution with small vari-
ance our findings are in agreement with theirs. However, in 
his thesis Oostenbrug (1975) argues that models for temporal 
order judgement probably operate upon amplitude of neural re-
sponses evoked by the physical stimuli. He refrains complete-
ly from the use of stochastic transmission times of signals 
thereby precluding some interesting inter-relations between 
different psychophysical measurements. 
The results of our experiment suggest that the response 
initiating signals of the motor process will likely be a tem-
poral punctate signal. This type of signal provides interest-
ing possibilities to construct models of the motor system as 
will be shown in Chapter 6. 
4.7 SÜWÁAW AÑV CONCLUSIONS 
1. The possibilities of parallel processing of multi-stim-
uli are discussed and experiments performed in order to 
discover relations between the DSS-RT-distributions and 
SSS-RT-distributions. 
2. Five different structural models are proposed regarding 
relations between DSS-RT-distributions and SSS-RT-dis-
tributions. Statistical testing of the models is per-
formed. 
3. The race model with independent parallel processing of 
the exponential subsystems as well as independent paral-
lel processing of residual latency subsystems is not re-
jected. The remaining models are rejected. 
4. From the last statement it is concluded that the pune-
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tate internal representation of a stimulus in the process 
of becoming a response is an acceptable representation 
under the experimental conditions investigated. 
5. Interaction between such representations is of the first 
come first served type. 
6. There is rather strong evidence that the response ini-
tiating signal to the motor system is a temporally punc-
tate signal. 
7. Motor time does not substantially contribute to the var-
iance of RT-distributions. 
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C H A P T E R 5 
TEMPORAL UNCERTAINTY AND STRUCTURE 
5.1 PRESENTATION OF THE PROBLEM 
In Chapter 1 an important distinction has been made be-
tween the operation of psychophysical processes in an inter-
mittent mode and those in a continuous mode of operation. The 
intermittent mode of operation with a constant period between 
pre-stimulus and stimulus is a mode in which the objective 
time uncertainty of stimulus delivery is at a minimum. To con-
trol the anticipation of responses use is made of occurrence 
uncertainty. In the continuous mode of operation no pre-stim-
ulus is present and consequently occurrence uncertainty can-
not be defined. When dealing with periodic or nearly periodic 
stimulation the last occurring stimulus presentation can best 
be used as a time reference point (Täumer et al., 1970). The 
appropriate measure of temporal uncertainty is the condition-
al probability density of stimulus delivery, i.e. the proba-
bility density that a stimulus will be presented when it is 
understood that it has not yet been presented (Audley, 1963). 
This conditional probability density function of stimulus de-
livery is also called the expectancy function (Thomas, 1967). 
A constant expectancy function yields an exponential inter-
stimulus interval distribution. 
To test whether temporal stimulus uncertainty is a fac-
tor which does influence processing of double stimuli, con-
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junctive simple reaction time experiments were performed at 
3 levels of temporal uncertainty. The experiments are denoted 
by experiment III. 
The interval distributions which control the interstimu-
lus interval generation are exponential with the conditional 
probability density of stimulus delivery set at λ = 1, 0.5 
and 0.25 sec respectively. Truncation of the time range of 
intervals was necessary because of the limited range of timers 
and counters. The upper limit of the intervals ISI was set 
max 
at 2/λ sec. Instead of being at a constant value the conditio­
nal probability density of stimulus presentation becomes now 
an increasing function of ISI. 
After occurrence of a stimulus-response pair the subject 
has to restore the information processing system and the rel­
evant data have to be processed. A constant delay of 1.5 sec 
is therefore added to the interval as derived from the trun­
cated exponential interval distribution. Consequently the ISI-
distributions for the three levels of stimulus uncertainty 
have the form as depicted in Figure 5.1. 
5.2 "EXPERIMENTAL ARRANGEMENT OF EXPERIMENT III 
Experiments were performed employing the same set up as 
has already been described in Chapter 3. The counters were re­
arranged. One counter measures interstimulus interval, the 
other measures RT. Control and processing of all relevant da­
ta were accomplished by a programmable calculator. 
Three male subjects participated in the experiment: the 
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Figure 5.1: The inter-stimulus interval distributions. 
Inter-stimulus interval probability density func­
tions are displayed which are used to introduce 
temporal uncertainty of stimulus delivery at three 
different levels. 
two subjects of the previous experiments, W.R. and L.M., to­
gether with a 23 year old subject J.V. who received additio­
nal training. 
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5.3 EXPERIMENTAL PROCEDURE OF EXPERIMENT III 
Subjects were allowed 5 minutes to adapt to the stimulus 
display background having a luminance of 0.3 nit, received 20 
warm-up trials and after a short break of 20 seconds data col-
lection was started over 200 trials. 
Three stimulus conditions were used and presented in a 
random sequence, single stimulus condition 1, single stimulus 
condition 2 and the double stimulus condition . Integrated 
luminance of stimulus condition 2 has been equal to 15 nit-
msec throughout all experiments. Integrated luminance of stim-
ulus 1 was equal to that of stimulus 2 or was decreased so as 
to allow time-separation of stimuli in the double stimulus 
condition. The balancing between time delay and integrated 
luminance difference of stimuli has been accomplished experi-
mentally as discussed in section 4.4. 
Because of the continuous mode of operation no feedback 
of results could be given to the subjects during an experi-
mental session. 
5.4 RESULTS 
In order to gain insight into the processing of stimuli 
the measured DSS-RT-distributions F ^ C O are compared with 
the predicted DSS-RT-distributions F12 (t) of the independent 
parallel channel model as well as with the DSS-RT-distribu-
tions predicted by the dependent parallel channel model. The 
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corresponding x2-values for both models over the experiments 
of the three subjects are tabulated in Table 5.1, 5.2 and 5.3. 
The number of degrees of freedom equals 6 for individual ex-
periments. Rejection at the .05 level of significance is de-
noted by an asterisk. As may be noticed from the tables re-
jection is manifold for both models. The independent parallel 
channel model is rejected 35 times and the dependent parallel 
channel model is rejected 43 times from a total of 82 experi-
mental sessions. 
The results for each subject and for both models at the 
three levels of temporal uncertainty are displayed in Figure 
5.2, 5.3 and 5.4. Inspection of the graphical displays re-
veals that the initial segments of the curves for the inde-
pendent parallel channel model follow the diagonal line thus 
indicating correspondence between predicted and measured DSS-
RT-distributions. In the graphical displays of the dependent 
parallel channel model curves of the tail distributions ap-
pear on the average to run parallel to the diagonal line. 
This reveals operation in the dependent parallel channel 
state. 
The results of the experiments suggest that a combina-
tion of both models will explain the exhibited behavior. In-
dependent parallel processing of DSS-RT-trials will acceler-
ate responses in comparison with responses resulting from de-
pendent parallel processing. A tendency towards separation of 
the DSS-RT-distributions for both states of processing will 
be noticable. The mixed state model assumes, therefore, that 
during the processing of a DSS-RT-trial the information pro-
cess may be in one of two states: an independent parallel 
processing state or a dependent parallel processing state. 
-86-
Figures 5.2: Graphical displays of measured DSS-RT-distribu-
5.3 tions F 1 2(t) versus predicted DSS-RT-distribu-
5.4 tions Fi2(t) according to three different models, 
and three different levels of temporal uncertain­
ty of stimulus delivery. Independent model indi­
cates independent parallel channel model, depen­
dent model indicates dependent parallel channel 
model and mixed state model is a combination of 
the independent model and the dependent model as 
elucidated in section 5.4. 
Tables 5.1 : x2-values of individual experiments for three 
5.2 different models. y2ind denotes the x2-values 
5.3 when comparing measured DSS-RT-distribution with 
predicted DSS-RT-distribution of the independent 
parallel channel model. x2dep idem for dependent 
parallel channel model. x2mix idem for the mixed 
state model as elucidated in section 5.4. q is 
the fraction of trials processed in the indepen­
dent state for the mixed state model. Number of 
degrees of freedom for individual experiments 
ν = 6 for the independent and dependent model 
and ν = 5 for the mixed state model. At the foot 
of the tables the added x2-values are denoted to­
gether with the level of significance P. Next to 
the added x2-values the mean value of the factor 
q for the mixed state model is given. 
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Let us assume that the fraction of trials processed in 
the independent state is known. That fraction is denoted by 
q. Let F. (t) denote the DSS-RT-distribution as results for 
the independent parallel channel processing described in sec­
tion 4.2.1. Let F, (t) denote the DSS-RT-distribution result-
am 
ing for the dependent parallel channel processing described 
in section 4.2.3. For the mixed state model it then follows 
that 
F 1 2(t) = q F.m(t) + (1 - q) F ^ t ) (5.4.1) 
With the above-mentioned equation (5.4.1) it is possible 
to test the prediction of Fj^it) for the mixed state model 
when the fraction q is known. To identify for each experimen­
tal session the fraction q the following procedure is adopted. 
A search for the minimum x2-value is carried out on those χ 2-
values obtained when comparing calculated DSS-RT-distributions 
with the measured DSS-RT-distributions as a function of the 
fraction q. q has been systematical increased from 0 to 1 in 
steps of .1. That value of q associated with the minimum χ 2 -
value is regarded the best estimate. If q = 0 only the depen­
dent state is in operation but when q = 1 the independent 
state will apply. 
The minimum x2-values for the mixed state model together 
with the associated values of q are also tabulated in Tables 
5.1, 5.2 and 5.3. The degrees of freedom ν for the x2-test 
for an experimental session is reduced by one because of the 
determination of q from the measured data. Therefore ν equals 
5 for this case. Those experimental sessions for which the 
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mixed state model is rejected at a significance level of .05 
are indicated with an asterisk. Rejection resulted in 8 out 
of 82 experimental sessions. The rejection rate of the sub-
jects was: subject W.R. 3 out of 24, subject J.V. 3 out of 27 
and subject L.M. 2 out of 31 experimental sessions. The re-
jection rate in respect of the level of temporal uncertainty 
was: level 1:5 out of 30, level 2:2 out of 22 and level 3:1 
out of 30 experimental sessions. From these figures and also 
from the added /2-values the conclusion may be drawn that the 
mixed state model gives a reasonable description of the rela-
tion between the involved SSS-RT-distributions and DSS-RT-
distributions. In Figure 5.2, 5.3 and 5.4 the results for the 
mixed state model are also displayed graphically. 
The fraction q of trials processed in the independent 
state shows a considerable variation which may be the cause 
of the fact that no significance can be attached to differ-
ences between subjects and between different levels of tempo-
ral uncertainty. 
5.5 V1SCUSSJ0N 
A few words have to be said about the suitability of the 
partially parallel channel models (see chapter 4). Applica-
tion of these models requires isolation of subsystem latency 
distribution from the SSS-RT-distributions. To verify the ex-
istence of a subsystem with an exponential latency distribu-
tion the procedure as described in section 3.5.1 has been ap-
plied. The existence of such a system requires the relative 
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Figure 5.5: The relative conditional density as function of 
the cumulative probability function F.(t) for 
both single stimulus conditions. Data points are 
averages of all experiments. 
conditional density to be raised to a constant level when 
plotted as a function of the cumulative probability function 
F(t). Data pooled for each of the subjects or for each level 
of temporal uncertainty show an ever increasing relative con-
ditional density as a function of F(t). In Figure 5.5 the 
relative conditional density for stimulus condition 1 and 2 
averaged over all experiments are depicted. It is concluded 
that an exponential subsystem cannot be isolated. 
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Within the independent partially parallel channel model 
(section 4.2.2), the exponential subsystems may be replaced 
by other subsystems. In those cases where these models are 
applicable the tail distributions for the independent paral-
lel channel model should run parallel to the diagonal line. 
This does not occur in Figures 5.2, 5.3 and 5.4. 
The dependent partially parallel channel model described 
in section 4.2.4 is not applicable here either because in the 
graphical display of the dependent parallel channel model, 
curves should not run parallel to the diagonal line as is 
shown in Figure 5.2, 5.3 and 5.4. 
The assumption of two states of processing for double 
stimulus trials raises questions regarding the influence of 
the states of processing on single stimulus trials. For in-
stance it is conceivable that processing of SSS-RT-trials in 
the dependent state will result in slower responses than pro-
cessing in the independent state. This is a reasonable as-
sumption because mean and variance of SSS-RT-distributions 
are reduced under conditions where the independent parallel 
channel model is applicable. A consequence of this assumption 
is that each SSS-RT-distribution is itself a binary mixture 
of distributions obtained under each of the two states of op-
erations. No indications exist suggesting how to separate a 
measured SSS-RT-distribution into two SSS-RT-distributions 
associated with the independent state and dependent state of 
processing. It must be concluded that the influence of the 
state of operation upon SSS-RT-distributions is not testable. 
One would expect that the fraction q of DSS-RT-trials 
processed in the independent state is influenced by the level 
of temporal uncertainty. The measurements, however, do not 
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reveal such an influence. It can only be noted that, when 
comparing average values of q for temporal certainty levels 1 
and 2, level 1 has the largest value for subjects W.R. and 
L.M. For subject J.V., however, this is not the case. 
A possible relation between ISI and the fraction q has 
been investigated. The RT-data of each experimental session 
were split into two groups according to whether the ISI pre-
ceding the trial was smaller or larger than an ISI-limit. 
This limit was set such that half of the intervals were smal-
ler than the limit, the re-st being larger. Comparing the RT-
distributions for the small and larger interval groups re-
vealed no significant difference. It is therefore concluded 
that ISI is not a factor significantly influencing the state 
of processing. 
Interpretation of experiments concerned with temporal 
acuity in vision requires the assumption of independence of 
stimulus channels (Gibbon and Rutschman, 1969; Sternberg and 
Knoll, 1973; Oostenbrug, 1975). The paradigma of conjunctive 
reaction times is a procedure for testing whether experimen-
tal conditions produce independent .stimulus channels. The 
mixed state model opens up possibilities for extending models 
of temporal acuity to models with dependency between stimulus 
channels. 
In simple RT-experiments the mere occurrence of a stimu-
lus has to be sufficient to elicit a response. Because sub-
jects are obliged to respond as quickly as possible, it is 
reasonable to suppose that the shortest neuronal links are 
employed between the motor cortex and the peripheral part of 
the visual system. To yield short latencies within such a 
link the spontaneous activity or noise must be kept at a min-
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imum so that the least possible time is required to distin-
guish between spontaneous activity and that caused by a stim-
ulus. 
It is generally known that under conditions of maximal 
certainty the shortest latencies with a minimum of variation 
are produced. Different aspects of certainty will have dif-
ferent influences. Certainty of stimulus position relative to 
the retina will be related to the spatial aspects of the neu-
ronal links constructed between visual sensory processes and 
the motor processes. The certainty of detection refers to the 
signal to noise ratio within such a link. The two certain-
ty factors mentioned above are related to certainty of timing 
because they must be most effective at the time of stimulus 
presentation. Feedback of results constitutes a possibility 
of controlling and optimizing the performance of the proces-
ses. 
Electrophysiological investigation (Levick, 1973) shows 
that the standard deviation of latency of cat ganglion cells 
is about 5 msec with an average latency of response onset of 
about 30 msec. From psychophysical experiments (Wing and 
Kristofferson, 1973) and also from studies of fast movements 
(Denier v.d. Gon et al., 1969) it is deduced that variability 
of latency within the motorsystem is less than 3 msec. Elec-
trophysiological measurements in the motorsystem of monkeys 
(Evarts, 1966) show that 60-80 msec are required for signals 
to travel from the motorcortex to the motorunits. 
With these data it becomes clear that in simple RT-ex-
periments a substantial part of the variability of the total 
latency is introduced in the central part of the information 
process i.e. the path from the sensory part to the motor part. 
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From the conjunctive simple RT-experiments of Chapter 4 we 
know that under conditions of maximum certainty stimuli are 
processed independently as far as variability is concerned. 
It is concluded, therefore, that in the central part of the 
information process the demonstrated independence implies 
separate stimulus channels. 
Introducing temporal uncertainty in conjunctive RT-ex-
periments as in experiment III affects the processing. It ap-
pears that processing with dependent stimulus channels also 
occurs. Dependency between stimulus channels can be accom-
plished in two ways. Firstly, when latency results from 
transmission of the neural signal through two channels both 
may be modulated with a common factor. Also when latency re-
sults from the process to distinguish between signal and 
noise in the channel both channels may posses mutually depen-
dent threshold values. Secondly, dependency between stimulus 
channels can be introduced by a shift of the point of con-
junction towards receptor site of processing. This implies 
that the contribution of the common subprocesses to the total 
variance becomes greater and consequently introduces depen-
dency. 
When introducing temporal uncertainty this second type 
of dependency is not likely to occur because it implies em-
phasis of a stimulus aspect. Because of the temporal uncer-
tainty the subject will not be able to optimize the process-
ing to a comparable performance level as that obtained with 
a temporal certainty condition. Information regarding posi-
tion is constantly accessible and the levels of activity 
caused by the stimuli are well above threshold. It may be in-
ferred, therefore, that effects of noise within the links will 
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be more difficult to suppress during the longer interval in 
which the stimulus is to be expected. The increased effects 
of noise activity will result in longer latencies and in-
creased variability because distinction between signal and 
noise will require more time. The occurrence of an increased 
noise effect will require a set point of threshold, which 
will not be accomplished independently for the two stimuli 
involved; thus promoting the appearance of dependency. 
In recognition RT-experiments stimulus aspects come into 
play which require extended processing in the sensory system 
and consequently longer latencies and an additional source of 
variability results. According to the findings of Snodgrass 
et al. 1967 which have been supported in our investigation, 
the variability of recognition-RT is almost doubled in com-
parison with the variability of simple RT. Performing con-
junctive recognition RT-experiments one has to consider that 
the major source of variability will be located in the senso-
ry system. It is to be doubted whether within the sensory 
system parallel processing of double recognition stimuli is 
possible. When this is not possible it implies that the point 
of conjunction is already peripheral in the sensory system 
and double stimulation will reveal dependent processing. When 
parallel processing appears possible it is interesting to 
know whether parallel processing is dependent or independent. 
This question is immediately related to the location of the 
point of conjunction. When the point of conjunction is locat-
ed directly behind the sensory processing complete independent 
parallel processing will never be found. In order to indicate 
then independent sensory processing with conjunctive recogni-
tion RT-experiments one must have access to the variability 
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of the common subsystem, however, accessibility is invariably 
minimal. If the point of conjunction is located more central-
ly near the motor system, independent parallel sensory pro-
cessing may be found conditioned by independent parallel pro-
cessing of all subsystems introducing variance. 
To gain some insight in the processing of conjunctive 
recognition RT a preliminary experiment has been performed 
under optimal certainty conditions. Subjects had to recognize 
a square frame. The catch stimulus was a ring. Both stimuli 
had equal area and energy. Results for 3 subjects are depicted 
in Figure 5.6 from which it is concluded that the dependent 
parallel channel model is applicable. By asking for discrimi-
nation of simple forms, one would indeed expect to encounter 
a case with a peripheral point of conjunction revealing a de-
Figure 5.6: Results of a preliminary conjunctive recognition 
RT-experiment under optimal certainty conditions. 
Graphical displays of measured double recognition-
RT-distributions Fj2(t) versus the predicted doub-
le stimulation recognition-RT-distributions Fi2(0 
according to the dependent parallel channel model. 
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pendent process for the combined stimuli. The prospects there-
fore of finding experimental conditions which allow indepen-
dent parallel processing and consequently subsystem separation 
are absent in view of the fact that under maximal certainty 
conditions the dependent parallel channel model appears to be 
applicable. 
5.6 SUMMARY ANV CONCLUSION 
1. Relations between DSS-RT-distributions and SSS-RT-distri-
butions have been investigated at three levels of tempo-
ral uncertainty. 
2. A mixed state model in which DSS-RT-trials may be process-
ed either according to the independent parallel channel 
model or according to the dependent parallel channel mod-
el constitutes an acceptable model for the relation be-
tween DSS-RT-distribution and SSS-RT-distributions. In 
this mixed state model a probability factor q indicates 
the probability that DSS-RT-trials are processed ac-
cording to the independent parallel channel model leav-
ing a probability 1 - q for processing according to the 
dependent parallel channel model. 
3. No pertinent factor could be found influencing the prob-
ability q. 
4. The mixed state model parameter q is not influenced by 
ISI. 
5. General aspects of the conjunctive simple RT-models are 
discussed. An extension to conjunctive recognition RT-
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models is also considered. 
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C H A P T E R 6 
THE MOTOR PROCESS IN SIMPLE REACTION TIME EXPERIMENTS* 
6.1 INTRODUCTION 
In studies of simple reaction times the contribution of 
the motor process to the total latency is regarded as consid-
erable accompanied, however, by remarkably small stochastic 
variations. In neurophysiological literature more data have 
become available about the operation of the motor process. 
From these data a model emerges of the interrelation between 
the motor initiating signal, the electromyogram and the re-
sponse time in simple reaction time experiments requiring 
brief voluntary isometric contractions. In the following sec-
tions an outline of the model is presented together with meth-
ods for determining the parameters of the model from EMG-rec-
ordings compiled during simple reaction time experiments. Fur-
thermore the model is used to infer the temporal accuracy of 
the motor process. 
* Important contributions to this chapter are supplied by 
J.L.H.M. Teulings. 
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6.2 RELEl/ANT PATA 
One possible model for voluntary motor control is given 
in Figure 6.1. This model (described by Houk, 1972) distin-
CENTRAL 
COMMAND , 
MOTOR 
CORTEX 
PYRAMIDAL 
COMMAND J 
CENTRAL FEE 
SPINAL 
CENTRE 
реле 
< 
PERIPHERAL 
COMMAND , 
MUSCLE 
SYSTEM 
PERIPHERAL FEEDBACK 
RESPONSE 
Figure 6.1: Model of voluntary motor control. 
guishes three command signals: a "central command", a "pyr­
amidal command" and a "peripheral command". There are two 
feedback loops. The peripheral feedback comprises the affer­
ent signals from the muscle spindles and the tendon organs. 
The latency of this loop is about 20 msec. The central feed­
back includes afferent signals from joints and other recep­
tors which need elaborate central processing. There are indi­
cations that this feedback is not always continuously applied. 
In simple reaction time experiments the required response 
is a simple pushing of a telegraph key. It has been definitely 
established that such fast movements are not performed with 
continuous feedback; they are a direct result of the execution 
of motorprograms (Denier van der Gon, 1965). Motor control in 
simple reaction time experiments is therefore assumed to be a 
string of "commands" straight from the motorcortex to the pe-
-1 04-
ripheral muscles. 
The accuracy of timing for fast movements is estimated 
to be less than 3 msec (Denier van der Gon, 1969). These data 
agree with these derived from a tapping experiment of Wing 
and Kristofferson (1973). In the tapping experiment a time 
keeping process is assumed to generate trigger pulses each of 
which initiates a motor response. The time keeping process is 
assumed to be independent of the motor process. In this way 
it is possible to distinguish between variance due to the 
time keeping process and variance due to motor processes. The 
motor variance appeared to be between 10 and 20 msec2. 
The key paper from which we can extract more information 
about the motor process is that of Evarts, 1966. In successive 
trials for a conditioned hand movement of a monkey he meas-
ured reaction time, EMG-signals and the activity of a pyra-
midal tract neuron (PTN) simultaneously. The temporal rela-
tions as derived from Figure 6 of his paper are shown in 
Figure 6.2. Although based on not more than 12 observations 
it is illustrative of the temporal relations. The mean time 
between PTN-onset and EMG-onset is 80 msec. This is long in 
comparison with the conduction time which should be less than 
20 msec. Spinal integration processes are required to explain 
the long interval of 80 msec. The mean time elapsing between 
EMG-onset and the opening of the contact is 74 msec with a 
standard deviation of 8 msec indicating the fact that the 
muscle system itself is an accurate timing device. The high 
standard deviation of 19 msec found for the time from PTN-
onset untili the response seems to be contradictory to the 
accuracy of the motor system. 
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STIMULUS PTN-ONSET EMG-ONSET RESPONSE 
154 / 19 
80 / 20 
157 / 27 
237 / 27 
311 / 24 
154 / 19 
154 MEAN IN MSEC 
19 SD. IN MSEC 
Figure 6.2: Temporal relations between stimulus onset, pyra-
midal tract neuron onset, electromyographic onset 
and response. The number before the slash indi-
cates mean value in msec and the number following 
the slash indicates standard deviation in msec. 
Data are obtained from Fig. 6 of Evarts (1966). 
But there are data suggesting that information about a 
given movement is conveyed not only in the discharge patterns 
of individual cortical neurons, but also to a significant ex-
tent by the temporal relations between them. In a study by 
Humphrey et al. (1970) it appeared that the spike sequence of 
a single pyramidal tract neuron was insufficient to describe 
the time course of conditioned hand movements of animals. The 
movement is determined for an important part by the temporal 
relations of the spike patterns of a set of active neurons 
although each individual spike pattern indicates with reason-
able certainty that a movement will occur. Acceptable esti-
mates of the time course of the movements in particular trials 
cannot be made, however. The accuracy of the movement descrip-
tion improves by including more spike patterns simultaneously 
-I Oft-
measured, if (i) each neuron has a spike pattern correlated 
with a particular phase in the movement and (ii) the spike 
patterns do not highly intercorrelate. These findings indi­
cate the existence of functional groups of neurons. 
The human skeletal muscles are composed of numerous 
threadlike fibres. These fibres contract and relax at a high 
rate but they never act individually. A single nerve axon al­
ways innervates a group of fibres. This group of fibres, to­
gether with the axon and the nerve-cell body is called a mo­
tor unit, as defined by Sherrington (Basmaijan, 1967). The 
motor unit is the basic functional unit of a muscle. 
When a spike train generated in the motor cortex is suc­
cessfully conducted through a sequence of neurons and reaches 
a motor unit it may or may not elicit a contraction depending 
upon whether the local inhibitory feedback loop through 
Renshaw cells is active or not. If one motor unit is activated, 
a varying potential can be recorded with electrodes. This po­
tential is known as the motor unit potential and is a summation 
of temporally and spatially dispersed action potentials travel­
ling in the muscle fibres. A typical example measured with a 
pair of electrodes in the vicinity of the motor unit is shown 
in Figure 6.3. 
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Figure 6.3: Typical example of a motor unit potential. 
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The generated motor unit potential will contribute to 
the surface detectable electromyographic activity (EMG). The 
relative contributions of the various motor units to the EMG 
will depend on a great number of geometrical and anatomical 
variables. 
At low levels of force the major mechanism for increas-
ing the force of voluntary contraction is recruitment of more 
motor units. Increased firing rates become more important at 
intermediate force levels up to the maximal force level 
(Milner-Brown et al., 1973a). Intermediate firing rates of 
motor units are about 10 sec (Stein, 1974). Milner-Brown et 
al. (1973b) states that in most normal cases motor units dis-
charge independently during steady voluntary contraction. In 
simple reaction time experiments we are dealing with brief 
isometric contractions. Such a contraction results from sin-
gle discharges of a number of motor units as Gilson, 1941 has 
already shown. The duration of the associated surface EMG is 
in general about 60-80 msec. 
In the model of voluntary motor control as depicted in 
Figure 6.1, the input signal to the motor process is indicated 
as "central command". In chapter 4 the validity of race models 
in conjunctive simple RT-experiments was discussed. It appear-
ed that race models explain the relation between DSS-RT-dis-
tribution and SSS-RT-distributions. It is, therefore, likely 
that in simple RT-experiments the "central command" has an 
all or none character. 
The acceptance of the independent parallel channel model 
also supports the general notion that onset is sudden and the 
contribution of the motor process to RT-variability is small. 
However, evidence from electrophysiological investigations as 
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well as from the variable shape of EMG-signals seem to con-
tradict the excellent timing accuracy of the motor process. 
The following section will be devoted to a model for 
the generation of electromyographic activity of brief iso-
metric contractions. 
6.3 MÖPEL OF ELECTROMYOGRAPHIC ACTIVITY 
The "central command" which is assumed to trigger the 
brief isometric contraction is supposed to be an impulse oc-
curring at time t = 0. This "central command" will generate 
spike trains which conducted through sequences of neurons 
will arrive at a number of motor units and cause these to 
generate motor unit potentials. Each EMG evoked can be 
written as 
N 
emg(t) = Σ u.(t-t.) (6.3.1) 
i=l L 1 
where 
emg(t) = electromyographic activity as measured with skin 
electrodes; 
u.(t-t.) = motor unit potential function as generated by unit 
i and measured with the same electrode configura­
tion as is emg(t); 
t. = activation time point of motor unit i referenced 
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to the moment of the occurrence of the central 
command ; 
N = number of activated motor units. 
Equation (6.3.1) can also be expressed as 
N +« 
emg(t) = Σ j dt' u.(t-t')6(t'-t.) (6.3.2) 
i=l -<= 
Let us define (stochastic variables are underlined): 
NQ = total number of motor units extant in the muscle 
under investigation. 
P(N=N,i) = P(N,i) = joint probability that unit i is acti­
vated and that the total number of active units is N. 
t. ,u. 
^i i 
g (t.,u.) = joint probability density that unit i starts 
at time t. and the corresponding motor unit potential 
function is u.(t). 
With these definitions the expression for the expected value 
of emg(t) becomes 
N 0 N 0 t.,u. 
E{emg(t)} = Σ Σ P(N,i) f dt. f du. g^" x (t.,u.) 
N=0 i-1 [t'] l [J.] l l l 
+00 
ƒ dt' ui(t-t')6(t'-ti) (6.3.3) 
— 1 1 о— 
[и.] denotes that integration has to be performed over all 
possible motor unit potential functions. 
[t.] denotes that integration has to be performed over all 
possible values of t.. 
Further we know that 
P(N,i) = P(N) . P(i|N) (6.3.4) 
and of course 
N0 
Σ P(Í|N) = Ν (6.3.5) 
i=l 
We will assume that the motor unit potentials u. will be in-
— 1 
dependent of the moments t^. at which motor units are acti­
vated. As a consequence 
g - i' - i (t.,u.) = g _ i (t.) . g _ i (u.) (6.3.6) 
Substitution of (6.3.4) and (6.3.6) in (6.3.3) yields 
N0 N0 +<"> u. 
E{emg(t)} = Σ P(N) Σ P(i|N) f dt' f du. g ^(u.) u.(t-t') 
N=0 i=l -'» [u.] г X L 
_t. 
J dt£ g
 L
 (t.)6(t'-ti) (6.3.7) 
*- i-* 
N0 N 0 +«° _ jt. 
= Σ Ρ(Ν) Σ P(i|N) J dt' u.(t-t') g L(t') (6.3.8) 
N=0 i=l -» X 
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where 
u. 
—ι 
u.(t-t') = I du. g L (u.) u.(t-t') (6.3.9) 
ι г
 JT ι i l 
indicating the mean motor unit potential of unit i as it is 
measured with the actual electrode configuration. Although 
u.(t-t') and g (t1) refer to the same motor unit they are 
assumed to be mutually independent because u.(t-t') is re­
lated mainly to the geometrical aspects of the motor unit and 
_t¿ 
electrodes, while g (t') is related to the neural processes 
serving that motor unit. Furthermore, there are not a priori 
reasons why subpopulations of motor units recruited during a 
particular muscle contraction will in the average differ in 
their geometric relation to the electrodes. It is therefore 
concluded that the mean motor unit potential for subpopula-
tions is equal to the mean motor unit potential for the whole 
muscle, defined by 
1 N0 _ 
u(t-t') = - Σ u. (t-t') (6.3.10) 
N
°i=l L 
When considering one typical contraction it may be argued that 
the neural processes do produce a mean distribution of motor 
unit onset times which are independent of the number of units 
activated. We can say therefore 
N0 t. 
Σ P(i|N) u.(t-t') g X(t') = N u(t-t') g(t') (6.3.11) 
i=l 
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This expression introduced in (6.3.8) yields 
N 0
 + c o
 _ _ 
E{emg(t)} = Σ P(N) N f dt' u(t-t') g(t') 
N=0 
= N u(t) « g(t) (6.3.12) 
Where N = mean number of activated motor units 
u(t) = mean motor unit potential 
g(t) = mean distribution of motor unit onset time 
It may be remarked that E{emg(t)} is determined by three 
separate mechanisms. Firstly, the properties of the motor 
units with their spatial distribution within the muscle as 
well as the electrode arrangement are subsumed under the mean 
motor unit potential u(t). Secondly, the temporal character­
istics of the motor unit onset times controlled through the 
structure and operation of the neural processes are subsumed 
under g(t). Thirdly, the mean number of activated motor units 
N. We will call g(t) the primary distribution function. 
It is possible to activate motor units by electrical 
stimulation of the nerve innervating the muscle. When elec­
trical stimulation of the nerve occurs near the muscle the 
onset time of all motor units will be the same so g(t) 
has to be replaced by 6(t) and the expression for the ex­
pected value of the stimulated EMG becomes 
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E{emg(t)} = Ν' u(t) * 6(t) = Ν' u(t) (6.3.13) 
Where Ν' is the mean number of motor units activated by elec­
trical stimulation. In general, this differs from the number 
of motor units activated by voluntary action. 
Above-mentioned equation provides opportunities for de­
termining u(t) . 
6.4 MEASUREMENT OF EUG PURING SIMPLE RT-EXPERIMENTS 
To evaluate the model of EMG-activity we will measure 
the EMG during execution of simple RT-experiments. To deter­
mine the motor unit potential electrical stimulation of the 
innervating nerve has also been performed. 
6.4.1 SQJÍZCX¿OYI O¿ тги&сЛг. 
In simple RT-experiments the response to be executed is 
the pressing of a telegraph key with the right forefinger. Dur­
ing the pressing more than one muscle is activated. Furthermore, 
muscles for finger movements are not easily accessible for sur­
face electrodes. To evaluate the model we want an easily access­
ible muscle which operates singly and which allows the opera­
tion of a switch by a brief isometric contraction. 
The muscle that was selected is the tibialis anterior. 
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This muscle arises from the upper two-thirds of the tibia and 
from the interosseous membrane and descends in front of and 
parallel to the shaft of the tibia. Its tendon passes across 
the dorsum of the foot to insert into the medial side of the 
cuneiform and the base of the first metatarsal. When the tib-
ialis anterior is activated the tendon at the level of the 
ankle joint is lifted over a small distance. This slight dis-
placement has been used to activate a switch with an actuat-
ing force of 3 Newton. 
6.4.2 StÁmilouLLon 
The tibialis anterior is supplied by the deep peroneal 
nerve. This nerve can be reached in the popliteal fossa at 
the back, of the knee. To be sure that only the tibialis an-
terior is activated, the electrical stimuli to this nerve 
have to be applied at levels distal to the head of the fibula. 
Stimulating electrodes were a pair of chlorided silverscrews 
covered with wet felt pads. The electrodes had diameters of 
6 mm and were spaced 1.5 cm apart in a perspex holder. They 
were placed over the nerve with the cathode distal to the 
anode. Stimuli were rectangular voltage pulses of 50 usee 
duration delivered from a Grass S-48 stimulator. Repetition 
rate was set at one per four seconds. 
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6.4.3 КГ-2xpeAAjníniaZ аллапдетгп£ 
The experimental setup of the simple RT-experiments as 
described in section 3.3 has been used. The response key was 
adapted to the use of the tibialis anterior. The response key, 
embodied in a foot and leg fixation frame, was positioned just 
above the instep and below the ankle. The experiments were 
performed with stimulus condition 1 under maximal certainty 
conditions. To prevent anticipation responses catch stimuli 
were inserted. 
6.4.4 RzcoAxiing and psioceAi-Lng 
The recording electrodes were chlorided silver cups, 
diameter 5 mm. They were coated with electrode jelly and held 
in position on the skin with insulating tape. The earth elec-
trode was fastened over the knee. To study the influence of 
electrode position three measuring electrodes were placed in 
a line along the muscle length onto the muscle belly. Elec-
trodes were spaced 4 cm apart. Differential EMG-signals were 
derived from both distal electrodes — denoted channel 1 — and 
from both outside electrodes denoted by channel 2. Both EMG-
signals, together with the pre-stimulus event signal, the 
stimulus event signal and the response event signal have been 
recorded on an FM analogue recorder for later processing. The 
amplification was 1000 times with a flat frequency character-
istic between 3 Hz and 1.2 kHz (-3 dB points). The noise level 
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for channel 1 was 5 yV (rms) and for channel 2 3 yV (rms). 
Processing of signals was performed on a digital comput­
er. The sampling rate was set at 2000 samples per second. Use 
was made of the full range of a 12 bit A/D converter. 
6.4.5 Resulti 
Stimulation threshold for the deep peroneal nerve ap­
peared to be 75 Volts. By gradually increasing the stimula­
tion voltage the time course of the recorded EMG1s did not 
alter. At 90 Volts the time course of the records changed 
markedly. This was apparently caused by stimulation of adja­
cent muscles. To obtain an estimate of u(t) 40 stimulations 
were recorded with a stimulation voltage of 85 Volts. In Fig­
ure 6.4 responses of channel 1 and channel 2 are depicted. 
channel 1 channel 2 
0 5 
mV 
~-У\ 
stimulus stimulus 
5 0 5 0 
time in msec 
Figure 6.4: Recordings from both channels of surface detected 
EMG's of the tibialis anterior to electrical stim­
ulation of the deep peroneal nerve. 
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i time in 
350 m s e c 
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R = response 
Figure 6.5: Recorded pairs of surface detected EMG's of simple 
RT-responses from both channels together with the 
time point of response. 
In conjunction with the stimulations RT-experiments were 
performed. EMG's were recorded during 5 experimental sessions 
each containing 60 stimulus trials and 20 catch trials. Care 
was taken to assure that the same electrode positions were re-
tained. In Figure 6.5 recorded pairs of EMG's are depicted to-
gether with the time point of the response. 
From the recorded EMG's only those were selected which 
indicated one distinct contraction. 48 out of 300 records 
showed a second contraction of about 40 msec after the first 
contraction, these were omitted from further processing. 
-118-
6.5 DETERMINATION OF THE MEAN MOTOR UNIT POTENTIAL 
The mathematical expectation of the stimulated EMG equals 
the mean motor unit potential u(t) multiplied by the factor 
N' as set forth by equation (6.3.13). The time course of the 
mean motor unit potential u(t) has been determined by aver­
aging the 40 records made of the stimulated EMG. The time ref­
erence is the moment of electrical stimulus application. The 
factor Ν', however, cannot be determined. Results from both 
channels are depicted in Figure 6.6. 
mV 
Q 5 n 
0-
0.5 
U (t) 
-t h 
channel 1 
=*M 1 1 1 1 
128 
0.25 
•0.25 
Ü ( t ) 
ι 1 1 I 1 hr-r+ 
channel 2 
Л 1 1 h 1^8 
time in msec 
Figure 6.6: The mean motor unit potentials u(t) from both 
channels. Time between marks 10 msec. 
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6.6 DETERMINATION OF THE PRIMARY PISTRIBLfTION g[t) 
The opportunity of determining the primary distribution 
g(t) stems from equation (6.3.12) stating that 
E{emg(t)} = Ñ g(t) * u(t) (6.6.1) 
When E{emg(t)} is known the primary distribution g(t) may be 
determined by deconvolution of E{emg(t)} with u(t). But to do 
so requires first an estimation of E{emg(t)}. 
E{emg(t)} may be estimated by the average emg(t) denoted 
by emg(t) providing that a sufficiently large number of EMG's 
is included. The averaging process requires a time reference. 
According to the model the time reference point should be the 
moment at which the central command is elicited. This time 
point is unobservable and we, therefore, have to look for an-
other time reference point. In section 6.2 it has already been 
mentioned that according to Denier van der Gon (1969) and Wing 
and Kristofferson (1973) brief isometric contractions are exe-
cuted by well established motor programs with a timing accuracy 
better than 3 msec. The duration of the EMG of the tibialis an-
terior in simple RT-experiments is about 60-80 msec. The pri-
mary distribution may extend over a similar time interval. The 
deviation of 3 msec is small compared with the duration of the 
EMG. 
When we use the moment of response as the reference point, 
we also have to examine the consequences in the frequency do-
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main representation of emg(t). We assume that the time dif­
ference between "central command" and the moment of response 
has a normal distribution with a standard deviation of 2 msec. 
According to Uijen et al., 1972 such a time jitter is equiva­
lent to a low pass Gaussian frequency window having a -3 dB 
point at about 100 Hz. It is unlikely that frequencies above 
100 Hz contain relevant information for E{emg(t)} as well as 
for g(t). 
The results of the averaging procedure for each session 
as well as of all sessions together are depicted in Figure 6.7, 
The time reference point is located at 80 msec. 
channel 1 channel 2 
irrig (t) 
per session 
0.2 
mV 
emg (t) 
all sessions 
1
 '-'—4 
τ ι 1 г — Τ " 
128 
Γ" " 1 ι г-
128 
time in msec 
Figure 6.7: Average EMG-activities from both channels. Time 
between marks 10 msec. 
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A few remarks are necessary at this stage. The mechanical 
contraction changes the muscle-electrode arrangement and 
causes low frequency contributions in recorded EMG's. This may 
be seen in Figure 6.5 in which the influences are moderate. In 
emg(t), however, the influences are substantial because the 
contributions are systematic. They also extend in time beyond 
the electrical activity generated by the motor units. At the 
end of the recordings of emg(t) for each session (Figure 6.7), 
the systematic contributions are demonstrated by the fact that 
emg(t) has not yet returned to zero while the variability is 
already substantially reduced. 
In our model no provisions are made for this kind of ac-
tivity and therefore it must be eliminated from emg(t) if we 
wish to use it for the determination of g(t). In the time do-
main separation of contributions from motor unit potentials 
and from low frequency potentials caused by the mechanical 
contraction is not possible because they overlap. The same is 
true of the contributions in the frequency domain. 
To overcome these difficulties we will concentrate upon 
var{emg(t)} rather than E{emg(t)}. 
var{emg(t)} = E{emg2(t)} - (E{emg(t)})2 (6.6.2) 
In appendix A an expression for E{emg2(t)} (A 23) is derived 
which is 
_2 _ _ 
E{emg2(t)} = aN g(t) * u(t) + N(N-l){g(t) * u(t)}2 (6.6.3) 
a > 1 
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Using ( 6 . 3 . 1 2 ) i t f o l l o w s t h a t 
( E { e m g ( t ) } ) 2 = N ( g ( t ) » u ( t ) ) 2 ( 6 . 6 . 4 ) 
and consequently 
-Z _2 _ _ 
variemg(t)} = aN g(t) * u(t) + {N(N-1) - N Hg(t) * u(t)}2 
a » 1 (6.6.5) 
We know u(t) is a multiphasic signal with 
f ΰ(τ)ατ = О (6.6.6) 
О 
and therefore it can be stated that when g(t) » u(t) 4 0 
(i(t) * u(t)}2 « g~(t) * u2(t) (6.6.7) 
Furthermore 
_2 _ 
N(N-l) - N = var{N} - N (6.6.8) 
Allowing 
var{N} - N to be <N therefore it follows that 
var{N} « 2 Ñ (6.6.9) 
This condition is not difficult to meet and with (6.6.7) the 
deletion of the second term of the righthand side of equation 
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(6.6.5) is permissable, and consequently yields 
_2 
var{emg(t)} = aN g(t) * u (t) a » 1 (6.6.10) 
An unbiased estimator S2(t) of var{emg(t)} out of η 
EMG's is 
S2(t) = — {emg2(t) - (emg(t))2} 
n-1 
(6.6.11) 
The results of the determination of S2(t) are depicted in 
Figure 6.8. It must be remarked that S2(t) is now clearly time 
channel 1 channel 2 
S2(t) 
per session 
0.1 
(mV): 
all sessions 
I 1 1 1 \·~ I 1 >~—i 1 — r ~ -I 1 1 
О 12Θ 0 128 
time in msec 
Figure 6 . 8 : Es t imat ion of var{emg(t)} for both channels , 
Time between marks 10 msec. 
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bounded. The contributions of the longer lasting mechanical 
contraction components are suppressed. 
In principle g(t) may be determined, up to a scaling 
_2 
factor by deconvolution of Sz(t) with u (t). The contribution 
of the mechanical contractions is of course also present in 
u(t). But with electrical stimulation motor units are acti-
vated in great numbers and the motor unit potentials are syn-
chronized. The influence upon u(t) is, therefore, small. When 
_2 
using u (t) such an influence is even further diminished. Fol-
lowing standard techniques as described in, for example, 
Jenkins and Watts (1969) the time domain deconvolution for 
- -
2 
obtaining g(t) from S2(t) and u (t) is best performed by de-
convolution of the aligned cross-correlation function of S2(t) 
and u (t) with the auto-correlation function of u (t). The de-
convolution is performed through division in the frequency do-
main *of the spectrum of the cross-correlation function by the 
spectrum of the auto-correlation function. The results of the 
deconvolution for both channels are depicted in Figure 6.9 
where g(t) has already been scaled in order that 
(' g(T)dx = 1 (6.6.12) 
6 
A remark must be made regarding the accuracy of g(t). It 
is difficult to make predictions about the accuracy of g(t) 
on purely theoretical grounds. We have, therefore, to resort 
to the practical solution of repeated experimenting. The sim-
ilarity of g(t) determined for each experimental session in-
spires confidence in this respect. 
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0.04 η 
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per session 
128 
0Ο4η 
per session 
128 
0.04 
all sessions 
128 
0.04] 
all sessions 
128 
t i m e in msec 
Figure 6.9: Estimated primary distributions for both channels 
from S 2(t). Time between marks 10 msec. 
6.7 DETERMINATION OF THE NUMBER OF ACTIVE MOTOR UNITS 
In both previous sections methods are indicated and ap­
plied to obtain the mean motor unit potential u(t) and the 
primary distribution g(t). The mean number of motor units 
active during contractions has yet to be determined. There 
is at the moment no direct expression available from which 
the number of motor units engaged in brief isometric con­
tractions may be determined. We resort therefore to simula-
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tion of EMG's to find an easily accessible characteristic va­
riable that varies appropriately with the number of active 
units. The selected variable must also be conveniently deter­
minable from recorded EMG's. 
We will propose the variable 
y ( t ) = 
t 
J' |emg(-r) |dT 
0 
Τ 
max 
j | e m g ( x ) | d x 
0 
t 4 Ί (6.7.1) 
max 
where Τ is maximum duration of analysis, 
max 
The function range of y(t) is [0,l]· The denominator is a 
stochastic variable and is introduced as a scaling factor. 
The numerator is a stochastic time function. The heuristic 
reasoning which produces the function y(t) argues that the 
function range is independent of N,u(t) and g(t) while y(t) 
is expected to change systematically with an increasing num­
ber of involved motor units. The alteration of y(t) as a 
function of the number of motor units is studied by simula­
tion of the EMG according to the model described in section 
6.3. Use is made of the functions u(t) and g(t) as determined 
in the previous sections. The number of motor units is assumed 
and with these data it is possible to generate EMG's. 
In Figure 6.10 some generated EMG's are depicted togeth­
er with the associated function y(t). We now have to establish 
the alteration of y(t). Two threshold values yj =1/3 and 
- 1 2 7 -
N = 8 N = 16 N = 3 2 
emg (t) 
^0X ι I I I - I — I — I — I — Ι — ι ι — I — I — I — h <u Ι Ι Ι ι ι I I I H 
y (t) 
ι i-Η—I—I—НЧ-
128 O 
•I—I—I—I—I—Ι—ι ι—I—I—I—K-f-
128 O 
ΔΤ 
I I I I I 
128 
ΔΤ 
histogram Δ Τ 
1 1 . 2 / 3 . 7 
25 О 25 О 
π * 3.1 /2 . 9 
M 
\ ^ 1 
25 
t ime in msec 
Figure 6.10: Simulated EMG's with different numbers of acti­
vated motor units together with their associated 
function y(t) (see text). At the bottom are 
shown histograms of ΔΤ, this being the time dif­
ference between two threshold crossings of func­
tion y(t). Mean and s.d. are indicated. 
У2 = 2/3 have, therefore, been indicated. Let us denote the 
time for which y(t) = y^ by T^ and y(t) = У2 by T2· The time 
difference ΔΤ = T2-Ti will be used to study the alteration 
of y(t). 
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A large number of EMG's have been simulated and the as­
sociated AT's determined. Frequency distributions of ΔΤ, each 
based on 1000 simulated EMG's, have also been determined. 
These frequency distributions are also depicted in Figure 
6.10. It may clearly be seen that the mean as well as the 
standard deviation of these distributions change with an in­
creasing number of active motor units. 
These simulations have been performed with u(t) and g(t) 
determined from var{emg(t)} over all sessions for channel 1 
and 2. The resulting relations between the mean ΔΤ of the 
distributions and N are depicted for both channels in Figure 
6.11. 
Δ Τ in msec 
18-
16-
14 
12-
10 
channel 1 
channel 2 
- i 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ' r— 
2 4 8 16 32 64 128 256 N 
Figure 6.11: Relation between the mean ΔΤ (see text) and the 
number of activated motor units for both chan­
nels based on simulated EMG's. 
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To determine the number of active motor units during the 
brief isometric contractions the same procedure employed with 
the simulated EMG's is applied to the recorded EMG's. Diffi­
culties arise because noise is always present in a recorded 
EMG. No noise is present in the simulations and the expression 
(6.7.1) for y(t) contains, therefore, only contributions of 
EMG-activity. To reduce the influence of the noise the integ­
ral limits of the denominator as well as of the numerator will 
be adjusted. In Figure 6.12 a recorded EMG is depicted togeth­
er with the integral function of |emg(t)|. The contribution of 
mV 
0.4
Ί
 e m g ( t ) 
0 — 
-0.4 
y .- 1 
yi = Уз-
У : О 
ι 
ƒ I emg (t) Ι dt 
-г-—τ—ι—ι—h 
ТГЧ 
( 1 1 μ — ι *-
128 
time in msec 
Figure 6.12: Recorded EMG with the associated integral func­
tion of |emg(t)| for visualisation of the deter­
mination of times Ti and T£. Time between marks 
10 msec. 
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the noise is seen in the initial slope of the integral func­
tion. The upper and lower integral limits are determined on 
the basis of changes in the slope. Starting at response time 
minus 80 msec when the mean slope in a sliding interval of 
10 msec increases by a factor of 4 compared with the slope of 
the noise, the EMG is defined to have been started. To be pre­
cise the onset of this 10 msec sliding interval is taken to 
indicate the commencement of the EMG. The same procedure 
started at response time plus 80 msec but in the reverse time 
direction is applied to determine the upper limit Τ . In v r rtr
 max 
Figure 6.12 the upper and lower limit are indicated. In these 
points the function y(t) will be 0 and 1, respectively. The 
times Ti and T 2 associated with the threshold values y¡ = 1/3 
and У2 = 2/3 are then easily determined as is the resulting ΔΤ. 
The recorded and selected EMG's are processed in this way 
and a frequency distribution of ΔΤ results for channels 1 and 
2. For channel 1 there was a mean of 11.5 msec with a standard 
deviation of 4.5 msec, while for channel 2 a mean of 11.6 msec 
with a standard deviation of 4.4 msec resulted. Comparing 
these results with the data obtained from the simulations as 
depicted in Figure 6.11 the number of active motor units is 
10 for channel 1 and 8 for channel 2. 
At this point we have determined all the relevant parame­
ters of the model. The results from both channels display dif­
ferences. Firstly, the mean motor unit potentials u(t) as de­
picted in Figure 6.6, p. 118, differ in amplitude as well as 
in time course. This must be due to muscle anatomy and elec­
trode arrangement which often do not allow full coverage of 
all possible motor units. 
Secondly, the primary distributions g(t) depicted in 
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Figure 6.9, p. 125, determined for each session agree with 
each other acceptably. This is also true for the primary dis­
tributions determined over all sessions for channels 1 and 2. 
The standard deviation of g(t) for channel 1 was 9.5 msec, 
while channel 2 was 8.4 msec. This is rather small in compar­
ison with EMG durations for hand and finger muscles. It is 
not to be expected that the results for both channels would 
substantially differ because g(t) is the result of neural 
processes serving the muscle as a whole. 
Thirdly, the estimated mean numbers of activated motor 
units are rather low for both channels. The actual number is 
likely to be greater because of the incomplete coverage of 
all possible motor units by a single pair of electrodes. The 
estimated numbers must, therefore, be viewed as a minimum for 
the whole muscle. As will be outlined in the following section 
no great number of motor units will be required to attain a 
temporal accuracy better than 3 msec when the primary distri­
bution already has a small standard deviation. 
6.8 TEMPORAL ACCURACY ОТ THE MOTOR PROCESS 
In section 6.3 the generation of the electromyographic 
activity during a brief voluntary isometric contraction has 
been outlined. Equation 6.3.2 states 
N +00 
emg(t) = Σ j dt'u.(t-t') 6(t'-t.) (6.8.1) 
i=l -» x L 
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and can be seen as a convolution integral representing a pro­
cess involving a train of δ-functions acting as the input to 
a system which attaches to the ¿-functions impulse responses 
u.(t). The electrical activities of motor units, though easi-
ly studied, are not of course their final output. Each impulse 
leads to a small contraction of the muscle caused by the 
twitch tension of the activated motor unit. The force output 
fmg(t) of the muscle may also be expressed as a convolution 
integral involving the same train of 6-functions with twitch 
tensions of motor units v.(t) attached to. This results in 
N +«> 
fmg(t) = Σ j dt' v.(t-t') 6(t'-t.) (6.8.2) 
i=l -» 
The temporal accuracy of fmg(t) is on the one hand de­
termined by the temporal characteristics of the train of 6-
functions, and on the other by the characteristics of the 
motor unit population. Let us first discuss the temporal 
characteristics of the train of 6-functions. 
N 
The train of 6-functions Σ 6(t-t.) may be regarded as 
i=l * 
an aselect sample of N sample points from a population hav­
ing a probability density distribution g(t). The probabili­
ty that any motor unit has already been started at time t 
is given by the primary distribution G(t) according to 
_ t _ 
P(ti « t) = G(t) = j" g(T)dx (6.8.3) 
0 
Suppose we number the motor units which are successively 
activated 1, 2, ..., M, ..., N. Let us denote the time when 
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the M-th motor unit starts firing as t__. The statistics re-
M 
lated with time t
w
 are called the M-th order statistics. The 
M 
probability that t > t is given by the expression 
M-l
 N _ J _ N-J 
P(t > t) = Σ (j) {G(t)> O-G(t)} (6.8.4) 
J=0 
By differentiation of the above-mentioned expression the prob­
ability density function p(t =t) can be calculated. 
The temporal accuracy of the train of δ-functions can be 
expressed by the probability density distributions of t
w
 for 
M 
M = 1, ..., N. In Figure 6.13 probability density functions 
for the M-th order time point have been depicted. Calcula­
tions are based on an assumed primary distribution. It can be 
seen that by increasing the number of involved units N, the 
variances decrease, indicating greater temporal accuracy of 
the train of δ-functions. 
The second aspect which one has to consider is the char­
acteristic of the motor units with respect to twitch tension. 
The determination of twitch tensions of motor units has only 
recently begun. By using a signal averaging technique Milner-
Brown et al. 1972, studying the first dorsal interosseus mus­
cle of the human hand, found that the twitch tensions pro­
duced by motor units appear to vary widely from about 0.1 -
10 gram. They have also found that motor units are recruited 
during voluntary contractions of increasing force approxi­
mately in the order of the contractile force that they gener­
ate. It was also found that the number of additional motor 
units recruited during a given increment in force declined 
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sharply at high levels of voluntary force. This suggests 
that even though the high threshold units generate more 
tension, the contribution of recruitment to increase in 
voluntary force declines at higher force levels. Another im-
portant result of their investigations was that in the wide 
range of twitch tensions found, small twitch tension units 
were much more common than large twitch tension units. 
To infer the temporal accuracy of brief isometric con-
tractions one has to combine the temporal accuracy charac-
teristics of the train of <5-functions with the population 
characteristics of the motor units. Very slight contrac-
tions requiring only a limited number of motor units with 
small twitch tensions will produce temporally inaccurate 
contractions. By increasing the required force more motor 
units with small twitch tension are recruited which will 
improve the temporal accuracy. At near maximal forces the 
temporal accuracy of the contractions will be reduced be-
cause the few units with large twitch tension will deliver 
their substantial contribution in a more lumped fashion. 
Furthermore it may be seen in Figure 6.13 that with 
a fixed function g(t) the improvement of the temporal ac-
curacy of the train of ¿-functions is most marked for low 
numbers of motor units. When g(t) already has a small stan-
dard deviation there is no need for a large number of motor 
units to improve temporal accuracy. 
Inferring the temporal accuracy of the mechanical re-
sponse, one must remember that the primary distribution g(t) 
is based upon only that part of the muscle activity which 
contributes to the EMG recorded with the particular elec-
trode configuration employed. The relevance of the EMG to 
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the temporal accuracy of the mechanical response, therefore, 
depends upon the muscle anatomy, electrode arrangement and 
electrical and mechanical properties of motor units. 
The units necessary to increase the temporal accuracy 
to better than 3 msec may be roughly indicated with the УЙ~~ 
relation for the mean of the distribution g(t). Since the 
standard deviation of g(t) is approximately 9 msec we know 
that more than 9 units must have been activated. The numbers 
of activated units determined from the EMG's are in reason­
able agreement with this. 
6.9 DISCUSSION 
This chapter dealing with myoelectrical activity accom­
panying brief isometric contractions has two important start­
ing points. Firstly, the latency of the motor process is re­
garded as considerable but with remarkably small stochastic 
variations. Secondly, the indication that the incoming sig­
nal to the motor process has an all or none character. In 
section 6.2 data important to modelling EMG-activity have 
been indicated. Gibson's (1941) finding that motor units are 
only once activated during brief isometric contractions is 
essential. The model of the motor process starts with an im­
pulse as an input signal. This impulse will travel through 
the nervous structures subserving the motor process, thereby 
multiply and arrive dispersed in time at a number of motor 
units in order to elicit motor unit contractions. 
With this simple model expressions are derived for 
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E{emg(t)} accompanying voluntary contractions as well as with 
electrical stimulation. It is found that E{emg(t)} is equal 
to the convolution of the mean motor unit potential u(t) with 
the mean motor unit onset time distribution g(t), multiplied 
with the mean number of activated motor units N. To evaluate 
the model EMG's are recorded of the tibialis anterior during 
simple RT-experiments as well as during electrical stimula-
tion of that muscle. 
A crucial factor in the estimation of E{emg(t)} is the 
fact that use is made of the small stochastic variations in 
latency between the time point of innervation of the motor 
process and the time point of the response in order to obtain 
a time reference point. This implies that the described meth-
ods are applicable only when temporally accurate contractions 
are performed. 
A first confirmation of the model is presented through 
the time course of emg(t) as depicted in Figure 6.7. This ex-
hibits a form which may be expected when convoluting a uni-
modal probability density distribution g(t) with the mean mo-
tor unit potential u(t) as determined from the electrical 
stimulation. The consistency of the time course of emg(t) is 
surprising because this signal being close to zero is consid-
erably sensitive to disturbances, emg(t) contains, however, 
a substantial contribution of low frequency components caused 
by muscle-electrode displacements. In our model no provisions 
are made for such contributions. The deconvolution of emg(t) 
by u(t) to determine g(t) is, therefore, impossible. 
To overcome this difficulty an expression for var{emg(t)} 
has been derived. By introducing some common assumptions a 
simple expression has been obtained. At this point it is in-
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teresting to note that the derived expressions for E{emg(t)} 
and var{emg(t)} are similar to the expressions for E{emg(t)} 
and var{emg(t)} for constant force isometric contractions 
as described by de Luca 1975. The role of the probability 
density function g(t) for the motor unit onset time is equi-
valent to the role of the generalized firing rate function 
of motor units during constant force isometric contractions. 
—2 
Deconvolution of var{emg(t)} by u (t) results in an 
estimation of g(t) being positive for almost all values of 
t. Quantitative indications about the accuracy of g(t) on 
theoretical grounds are, however, difficult to obtain. One 
has to rely upon repeated experimenting in assessing this 
aspect. The results are depicted in Figure 6.9 and inspire 
confidence. 
The determination of the number of motor units is im-
portant because it is an influential factor in the temporal 
accuracy of the motor process. The obtained u(t) and g(t) 
are used to simulate EMG's having a known number of motor 
units. From these EMG's a characteristic variable being a 
function of N is extracted. The same variable is determined 
from the recorded EMG's and compared with that of the simu-
lated EMG's to estimate the number of activated motor units. 
In the section on the temporal accuracy of the motor 
process two important aspects have been discussed. Firstly, 
the temporal accuracy of the train of 6-functions activat-
ing the motor units is described by means of the order sta-
tistics. Secondly, the number of motor units to be activated 
depends on the mechanical requirements of the contraction 
and the properties of the motor unit population with respect 
to twitch tensions. The underlying assumption of the temporal 
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accuracy model is that g(t) is a fixed function. The possi-
bility that g(t) is controllable must not be ruled out. A 
fixed function is, however, acceptable when one supposes the 
motor process to be in an extreme condition. 
When motor control is assumed to be a string of commands 
straight from the motor cortex to the muscles it must be pos-
sible to predict the muscle output from information at inter-
mediate stages. Humphrey, 1970 has already investigated such 
a relation between PTN-firing and movement. Meijers and Eijk-
man, 1974 have outlined a relation with respect to temporal 
accuracy between PTN-onset times and the time point of re-
sponse based upon data presented by Evarts, 1966. This rela-
tion is essentially the same as that described for the motor 
unit onset times and the time point of response in the sec-
tion on temporal accuracy. 
A large number of parameters have been found to systema-
tically vary with motor neuronal size and this has become 
known as the size principle (Henneman, 1968). For example the 
larger the cell body of a motor neuron, the higher is the con-
duction velocity of its axon (Kernell, 1966; Burke, 1968), 
and the stronger is the muscular contraction which is pro-
duced when it is stimulated (McPhedran, Wuerker & Henneman, 
1965; Burke, 1967). So it is possible that motor units with 
larger twitch tensions having a higher conduction velocity of 
their axons exhibit a probability distribution of onset times 
g(t) which is smaller than those with a lower twitch tension. 
This will imply that the contribution of the large twitch 
tension units, although not appearing in great numbers, may 
also be delivered in an accurate fashion. In this respect a 
great deal of investigations has still to be done. 
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It should be emphasized that the model described for the 
electrical activity applies equally well to the mechanical 
activity. The mechanical activity even has the advantage that 
the contribution of all activated motor units are present in 
the force signal. Experiments with brief isometric contrac-
tions should be performed in which motor unit activity and 
surface electrical activity as well as mechanical activity 
are simultaneously measured. This facilitates more complete 
analysis of the relations involved in studying temporal ac-
curacy of the motor processes. 
In conclusion we can say that we have arrived at a con-
cept of a motor process which is activated by a well-defined 
trigger. The trigger initiates activity in many elements 
which introduces a rather large timing inaccuracy in their 
individual activity. This inaccuracy is cancelled again by 
an averaging procedure. It is an obvious question to ask why 
the motor process should make use of elements that spoil an 
already well-defined signal. However, one must bear in mind 
that the multi-element motor process is capable of executing 
a large variety of subtle movements. The execution of simple 
RT-responses does not need this elaborate capability but 
nevertheless makes use of the multi-element process. 
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6.10 SUMMAR/ ANO CONCLUSIONS 
1) A model for the surface detectable electromyographic 
activity of brief isometric contractions is proposed. 
Relevant parameters of the model are: 
JL. u(t) = mean motor unit potential as measured 
with electrode arrangement; 
¿¿· g(t) = mean distribution of motor unit onset 
times referenced to the time of occur-
rence of a central trigger command; 
ÁJJL. N = mean number of activated motor units. 
Expressions for E{emg(t)} and var{emg(t)} are 
derived. 
2) Electromyographic activity is measured from the mus-
cle tibialis anterior during simple RT-experiments. 
3) Methods are indicated and applied to determine the 
relevant parameters of the model. 
4) With these parameters a mechanism explaining the 
temporal accuracy control is discussed. 
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6.12 APPENPIX A 
V&UvatLon o{, E{emg2(i)} 
Each EMG evoked through the c e n t r a l command can be 
w r i t t e n as (6 .3 .1) 
N 
emg(t) = Σ u ( t - t ) (A. l) 
i=l 
and consequently 
N N N 
emg2(t) = { Σ u.(t-t.)}2 = Σ Σ u.(t-t.) u.(t-t.) 
i=l L X i=l j=l X X J J 
Ν N +« +<*> 
= Σ Σ f dt' fdt"u.(t-t,)u.(t-t")6(t,-t.)6(t"-t.) (Α.2) 
i=l j = i -о» -» x J L J 
Let us define 
P(N=N,i,j) = P(N,i,j) = joint probability that both units i 
and j are active and the total number of active units during 
a contraction is N. 
- i »üi »JÊ.Ï >£i 
g J J (t. ,u.,t. ,u.) = joint probability density that 
unit i starts at time t. with motor unit potential u. and 
ι ι 
u n i t j s t a r t s a t time t with motor u n i t p o t e n t i a l u . . 
j J 
With the above-mentioned d e f i n i t i o n s the express ion for the 
expected value of emg 2 ( t) becomes 
N0 N0 N0 
E{emg 2 (t)} = Σ Σ Σ P ( N , i , j ) I d t . Idu. f d t . l'du. 
N - O i - 1 j - 1 [ < ] l [ u í ] l [ t j ] J [ u j ] J 
t_. ,U_. , t . ,U . + » +«o 
g 1 L J J ( t . , u . , t . , u . ) f d f f d ^ u . i t - t M u . i t - t " ) 1
 1 J J _ „ 1 J 
6 ( t , - t i ) 6 ( t " - t . ) (A.3) 
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We will separate expression (A.3) into two separate terms thus: 
N 0 N 0 N 0 
E{emg2(t)} = Σ Σ Σ [P(N,i,j)...6(t"-t. )] + 
N=0 i=l j=l J 
j-i 
No N 0 No 
Σ Σ Σ [P(N,i,j)...6(t"-t )] (Α.4) 
N=0 i=l j=l J 
Let us e v a l u a t e the f i r s t term, denoted by E ' . 
N0 N0 N0 t.,u., t_4 ,u, 
N=U 1 = 1 
j - i 
:.= Σ Σ Σ P ( N , i , j ) f d t . (du. ( d t . (du.g L X J J 
»-о i-, j-i [¿] '[«І0 ч ф J[»Jj] J 
+ 00 +00 
( t i , u . , t . , u . ) j d t ' f d t , , u . ( t - t , ) u . ( t - t " ) 6 ( t ' - t . ) 6 ( t " - t . ) 
J J _oo —oo » J 
No N0 t ,u. 
= Σ Σ P(N, i ) f d t f du g ( t u ) 
N=0 i-1 [ t . ] l [ u J ] 
+ 00 +00 
j ' d t ' U t " u . ( t - t ' ) u . ( t - t , , ) ô ( t , - t . ) 6 ( t " - t . ) (A.5) 
— 00 —00 
I n t e g r a t i o n over t " y i e l d s 
N0 N0 t . ,u 
E j - Σ Σ P(N, i ) j d t . f du. g ^ ( t . , u . ) 
N=0 i=l [ t . ] l [ « y 
+ 00 
f d t ' u . C t - t ^ u . i t - t J Ó C t ' - t . ) (Α. 6) 
which is equal to 
N0 N0 t ,u 
E - Σ Σ P(N, i ) f d t f du g ( t . , U . ) 
1
 N=0 i-1 [ t í ] %] l l І 
+00 
j d t ' U i ( t - t ' ) 6 ( t ' - t i ) (A.7) 
-147-
By employing the same assumptions as used for the derivation 
of EÍemg(t)} in section 6.3 evaluation of (A.7) yields 
N0 N0 +°° - _t. 
E = Σ P(N) Σ P(i|N) f dt' u2(t-t')g 1(t') (Α.8) 
N=0 i=l — L 
Using the experience that the time course of evoked EMG's by 
electrical stimulation does not depend upon the stimulus 
strength one can say 
u.(t-t')=u.(t-t')=c. u(t-t') (A.9) 
and consequently 
u
2(t-t')=c? u2(t-t') (A.10) 
1 i 
Where с. is a distance factor depending upon the relative po­
sition of motor unit and electrodes. 
(A.10) substituted in (A.8) gives 
N 0 +» _ N 0 
E = Σ P(N) jdt'u (t-t')g(t') Σ P(i|N)c.2 
=c
2N u2(t)*g(t) (A.11) 
From the definition of c. (A.9) and the definition of u(t) 
(6.3.10) it follows that 
1 N0 
с = 7Γ- Σ с. = 1 (Α.12) 
No ·., ι 
2 
and consequently с > 1 
Therefore 
2 
E =<xN u (t)*g(t) with a. > 1 (A. 13) 
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The second term of expression (A.4) denoted by E„ will now be 
evaluated. It is always true that 
P(N,i,j)=P(N)P(i,j|N) (A.14) 
and when motor units i and j act independently as has already 
been assumed 
P(i,j|N)=P(i|N) P(j|N) (A.15) 
and at the same time 
_t. ,u_. ,_t. ,u_. Jt. ,u_. t_. ,u_. 
g X X J J(t.Jui,tj,uj)=g
 г I(ti,u£)g
 J J(t.,u ) (A.16) 
Substitution of (A.14)-(A.16) in the expression for E„ yields 
E = Σ P(N) 
N=0 
NQ t . ,u_. +°° 
Σ P ( i | N ) I' d t . f d u . g λ 1 ( t . , u . ) f d t ' u . C t - t ^ ô C t ' - t . ) 
• ι г*-·1 1 г · 1 x l l - l 1 
—oo 
NQ t . , U . +°° 
Σ P( j |N) I' d t . f du. g J ~ J ( t . , u . ) j d t " u . ( t - t " ) 6 ( t " - t . ) 
j - 1 [ t ] J[u J .] J J J _œ J J 
j * i J J 
(A.17) 
The pa r t 
No t . , u . +°° 
Σ P ( j | N ) f d t . Γ d u . g J ~ J ( t . , u . ) f d t " u . ( t - t " ) « ( t M - t . ) 
j - 1 [ t ] J [ u ] J J J _œ J J 
j * i J J (A.18) 
i s a l so an analogous express ion of eq. (6 .3 .3 ) and eva lua tes to 
( N - l H l ( t ) * ü ( t ) } (Α. 19) 
The p a r t 
No t . ,u. +00 
Σ P ( i | N ) f d t . f du. g ^ l ( t . , u . ) J d t ' u . C t - t ' Î Ô Î f - t . ) 
(A.20) 
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evaluates to 
N{I(t)*ü(t)} (Α.21) 
Combination of both parts yields 
N0 _ _ _ _ 
E = Σ P(N)N{g(t)*u(t)}(N-l){g(t)*u(t)} 
N=0 
(A.22) 
= N(N-l) {g(t)*u(t)>2 
Combining the expressions for E and E constitutes the final 
expression 
E{emg2(t)}=aÑ g(t)*u (t)+N(N-l){g(t)*u(t)}2 a » l (A.23) 
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S A M E N V A T ΐ Ι Ν С 
Mens en dier kunnen onder zeer uiteenlopende omstandigheden 
sensorische signalen interpreteren en hierop adequaat reage­
ren. Welke processen spelen zich af tussen ontvangst van sen­
sorische stimuli en executies van motorische responsies? In 
reactietijdexperimenten is de tijd die verloopt tussen sti-
mulusaanbieding en responsie-uitvoering onderwerp van onder­
zoek. Indien de stimuli leiden tot eenzelfde responsie spreekt 
men van enkelvoudige reactietijden (RT). Bij herhaling van i-
dentieke stimuli zal de RT niet steeds gelijk zijn, maar 
strooien om een gemiddelde. In dit proefschrift wordt nagegaan 
hoe de statistische eigenschappen van enkelvoudige RT's ge­
bruikt kunnen worden om in het zenuwstelsel van de mens onder­
liggende processen en hun verbanden te bestuderen. 
In hoofdstuk 1 worden daartoe de algemene aspecten van de RT-
experimenten en van de systeemanalyse behandeld. In het bij­
zonder wordt ingegaan op structuren van systemen en de moge­
lijkheden te komen tot gecontroleerde psychofysische processen. 
Hoofdstuk 2 is gewijd aan de beschrijving van de ingangs-uit-
gangsrelatie van RT-processen. Het variabele karakter van de 
RT's kan beschreven worden zowel met een kansdichtheidsfunctie 
als met een conditionele kansdichtheidsfunctie. Gezocht is 
naar de vorm van latentietijdverdelingen van mogelijke sub­
systemen. Hierbij blijken in de literatuur de exponentiële en 
de normale verdeling een rol te spelen. Drie methoden worden 
aangegeven om van een seriële keten van subsystemen een sub-
systeem met een exponentiële latentietijdverdeling af te 
splitsen en de andere subsystemen samengevoegd te beschrijven 
met een residuele latentietijdverdeling. 
In hoofdstuk 3 is gezocht naar gunstige condities voor RT-ex-
perimenten, zodat een exponentieel subsysteem ook aangetoond 
kan worden. Maximale informatieverschaffing omtrent de stimu-
lus blijkt belangrijk te zijn. Met name geldt dit voor het 
tijdstip van stimuluspresentatie. Een RT-experiment is uit-
gevoerd waarin twee spatieel gescheiden visuele stimuli van 
gelijke afmeting, maar verschillend in intensiteit aangebo-
den worden. In de beide RT-verdelingen worden de kenmerken 
van een exponentieel subsysteem aangetoond. Met elk van de 
3 methoden omschreven in hoofdstuk 2 is zowel de parameter 
van het exponentiële subsysteem bepaald, alsook het gemiddel-
de en de variantie van de residuele verdeling. De methoden 
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worden onderling vergeleken. Het effect van de stimulusinten-
siteit op de verkregen parameters is onderzocht. Stimulusin-
tensiteit heeft een significant effect op het gemiddelde van 
de residuele verdeling, maar niet op de variantie hiervan. 
Een significant effect op het exponentiële subsysteem kan 
echter niet aangetoond worden. 
In hoofdstuk 4 wordt het vorige experiment uitgebreid met een 
nieuwe stimulusconditie, de dubbel stimulus, bestaande uit een 
bijna gelijktijdige aanbieding van beide enkelstimuli, zodat 
de responsie opgewekt kan worden door beiden. Het tijdsver-
schil tussen deze enkelstimuli bedraagt enkele milliseconden. 
De bedoeling van de dubbelstimulus is parallelle verwerking 
te induceren. Door het verband te bestuderen tussen de enkel-
stimulus-RT-verdelingen en de dubbelstimulus-RT-verdeling 
wordt getracht inzicht te verkrijgen in de volgende vraagstuk-
ken, a) Tot hoe diep wordt de parallelle verwerking voortge-
zet? b) Kan er iets gezegd worden omtrent de interne repre-
sentatie van de signalen? c) Zijn de parallelle kanalen onder-
ling afhankelijk of onafhankelijk? 
Door de seriële structuur bij de verwerking van enkelstimuli 
kan een splitsing aangebracht worden in een exponentieel en 
een residueel subsysteem. Met de subsystemen van beide enkel-
stimuli worden een viertal mogelijke modellen samengesteld, 
die het verband tussen de enkelstimulus-RT-verdelingen en de 
dubbelstimulus-RT-verdeling zouden kunnen verklaren. Bij toet-
sing van deze modellen blijkt een model met pulsvormige signa-
len en onafhankelijke parallelle verwerking de beste beschrij-
ving te zijn. 
Hoofdstuk 5. Bij beide vorige experimenten is het tijdstip 
van stimuluspresentatie bekend en is er sprake van inter-
mitterend opbouwen van het verwerkingsproces. In dit hoofd-
stuk wordt een dubbelstimulâtie-RT-experiment beschreven, 
waarbij het informatieverwerkend proces continu opgebouwd is. 
De relatie tussen de RT-verdelingen van de enkelstimuli en de 
dubbelstimulus blijkt verklaarbaar te zijn met een "mixed 
state" model. Hierbinnen worden de dubbelstimuli verwerkt, 
ofwel volgens het model van de onafhankelijke of volgens de 
volledig afhankelijke parallelle kanalen. Een kansfactor q 
bepaalt de verdeling van afhankelijke versus onafhankelijke 
verwerking. Uitgezonderd de overgang van het intermitterende 
naar het continu-proces is er geen duidelijke experimentele 
determinant van deze kansfactor q aan te geven. 
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Iri de tot en met hoofdstuk 5 afsluitende discussie wordt een 
algemene visie gegeven op de informatieverwerking bij RT-ex-
perimenten met dubbelstimuli. 
Uit de literatuur is bekend, dat het motorproces een aanzien-
lijke latentietijd heeft, maar met opvallend kleine variaties. 
Uit het psychofysische onderzoek van de vorige hoofdstukken 
komt de aanwijzing dat het ingangssignaal van het motorpro-
ces een alles of niets karakter heeft. 
In hoofdstuk 6 wordt op basis van deze aanwijzing een model 
geformuleerd van de electromyografische activiteit -emg(t)-
bij kortdurende isometrische contracties, zoals die optreden 
bij RT-experimenten. Het model gaat uit van een impulsvormig 
triggersignaal, dat wordt voortgeleid door de neurale struc-
turen die de spier bedienen. Hierbij wordt de impuls vermenig-
vuldigd en verspreid in tijd komen de impulsen aan bij een 
aantal motorunits en brengen daar een contractie teweeg. Uit-
drukkingen worden afgeleid voor de verwachtingswaarde en de 
variantie van emg(t). Deze grootheden worden beschreven door 
3 parameters. Ten eerste de gemiddelde motorunit potentiaal, 
waarvan de grootte en het tijdsverloop bepaald worden door de 
anatomie van de spier en de geometrie van de spier-electrode 
configuratie. Ten tweede de gemiddelde distributie van de con-
tractietijdstippen van de motorunits ten opzichte van het 
triggersignaal. Hierin komen tot uiting de neurale processen 
die betrokken zijn bij het in de pas laten lopen van de spier-
activiteiten. Ten derde het gemiddelde aantal motorunits, dat 
geactiveerd wordt om de gewenste kracht te leveren. 
Enkelvoudige RT-experimenten zijn aangepast om de electrische 
activiteit van een beenspier — tibialis anterior — te kunnen 
meten. Methoden om de relevante parameters te bepalen, zijn 
aangegeven en toegepast. Tenslotte wordt aan de hand van het 
model een verklaring gegeven hoe het motorproces, gebruikma-
kend van onnauwkeurige elementen, kleine variaties in laten-
tietijd kan vertonen. 
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STELLINGEN 
I 
Door alleen het gemiddelde en de variantie van een reactietijdverdeling te ver-
melden treedt een essentieel informatieverlies op. De verloren informatie is nodig 
om onderliggende processen te identificeren. 
II 
In enkelvoudige-reactietijdverdelingen, verkregen met maximale kennis van de 
stimulus, kan een component met een exponentiele latentietijdverdeling aangetoond 
worden. 
Dit proefschrift, hoofdstuk 3 
III 
Conjunctieve enkelvoudige-reactietijdexperimenten bevestigen dat de variantie 
van de motorlatentietijd klein verondersteld mag worden in vergelijking met de 
variantie van de reactietijd zelf. 
Dit proefschrift, hoofdstuk 4 
IV 
Conjunctieve enkelvoudige-reactietijdexperimenten zijn geschikt om interactie 
van stimuluskanalen te onderzoeken. De aard van de interactie wordt mede bepaald 
door de experimentele procedure. 
Dit proefschrift, hoofdstuk 4 en 5 
V 
De ingang-uitgangsrelaties van niet-hneaire systemen zijn specifieker voor de 
structuur dan de ingang-uitgangsrelaties van lineaire systemen. 
VI 
De door Green genoemde moeilijkheden bij de deconvolutie via het frequentie-
domein van experimentele verdelingsdichtheidsfuncties met een exponentiële 
verdel¡ngsdichtheidsfunctie kunnen vermeden worden door deze deconvolutie 
direct in het tijddomein uit te voeren. 
Green, D.M.. Beh. Res. Meth & 
Instru., 1971, Vol. 3(3), 121-125 
Dit proefschrift, hoofdstuk 2 

VII 
De samenwerking tussen fysici en medici is ermee gebaat dat reeds in de op-
leiding van beiden het probleem aan de orde gesteld wordt van de beschrijfbaarheid 
van de werkelijkheid en de werkelijkheidswaarde van de beschrijving, m a w in beide 
opleidingen dient het wetenschappelijk gebruik van modellen behandeld te worden 
VI I I 
Invoering van medisch fysische diensten in grotere perifere ziekenhuizen heeft 
als bijkomend effect een verlaging van de kosten van de intramurale gezondheidszorg 
door de expertise bij aankoop en inpassing van apparatuur en door een beter preven 
tief onderhoudsbeleid 
Jacobs, J E IEEE-BME, Vol 22(21,100 106 
IX 
Zenders die zich beperken tot dogmatische boodschappen verschaffen de ontvangers, 
ook theoretisch gezien, steeds minder informatie 
X 
Oe opening van de rijksuniversiteit Limburg zal hedenmiddag plaatsvinden De 
strubbelingen rond het profane gebruik van een sacrale ruimte voor deze opening 
onderstrepen de betekenis van deze universiteit voor Limburg 
XI 
Actiegroepen zijn te beschouwen als nauwe bandfilters De principale frequentie 
van het uitgangssignaal is bekend, alleen amplitude en fase zijn nog ongewis 
L.M.M. Meijers 9 januari 1976 
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