We analyze the stability of Newtonian polytropic static fluid spheres, described by the Lane-Emden equation. In the general case of arbitrary polytropic indices the Lane-Emden equation is a non-linear second order ordinary differential equation. By introducing a set of new variables, the Lane-Emden equation can be reduced to an autonomous system of two ordinary differential equations, which in turn may be transformed to another regular second order differential equation. We perform the study of stability by using linear stability analysis, the Jacobi stability analysis (Kosambi-Cartan-Chern theory) and the Lyapunov function method. Depending on the values of the polytropic index characterizing the fluid, these different methods yield different qualitative results on the stability of the solutions. On the other hand, these techniques offer a powerful method for constraining the physical properties of the Newtonian stars. *
Introduction
The basic equation describing Newtonian polytropes is the Lane-Emden equation, a second order non-linear ordinary differential equation, of polytropic index n, whose mathematical properties have been extensively studied [1, 2, 3, 4, 5, 6, 7] . The Lane-Emden equation can be solved exactly for n = 0, 1 and 5, respectively, and for other values of n one should resort to either numerical [2] or semi-analytical solutions [3, 8] . In particular, the qualitative phase space analysis of the dynamical system associated to the Lane-Emden equation proved to be very useful for the understanding of the general mathematical and physical properties of both the Newtonian and general relativistic polytropic stars.
Newtonian polytropic stellar models have been studied for over a hundred years. Early results of these studies have been extensively described in the book by Chandrasekhar [9] . However, ever since, Newtonian and general relativistic polytropes have remained an active field of research, which can be explained by the intrinsic mathematical complexity of the model, since even the Newtonian case is quite non-trivial, as well as for the importance of the model for physical applications. From a physical point of view, polytropes may describe low or high pressure regimes of more realistic equations of state of the nuclear matter. These regimes determine many of the physical features of the general model, which can therefore be better understood if the corresponding polytropic models are understood. One can also construct physically realistic composite equations of state by letting certain pressure regimes to be described by polytropic equations of state.
It is the purpose of the present paper to consider the qualitative study of the stability properties of Newtonian polytropes. The structure equations of polytropic stars can be transformed to an autonomous system of differential equations, which in turn may be transformed to another regular second order differential equation. After using linear perturbation theory to analyze the stability of the critical points, we investigate these equations in geometric terms by using the general path-space theory of Kosambi-Cartan-Chern (KCC-theory), inspired by the geometry of a Finsler space [10, 11, 12] . The KCC theory is a differential geometric theory of the variational equations for the deviation of the whole trajectory to nearby ones. By associating a non-linear connection and a Berwald type connection to the differential system, five geometrical invariants are obtained. The second invariant gives the Jacobi stability of the system [13, 14] . The KCC theory has been applied for the study of different physical, biochemical or technical systems (see [13, 14, 20, 21, 22, 23, 15, 16, 17] and references therein). Moreover, to complete our study, we also use the Lyapunov function method to analyze the stability properties of the Lane-Emden equation.
The paper is organized as follows. The basic equations and the linear perturbation theory are presented in Section 2. We review the mathematical formalism of the KCC theory and apply it to Newtonian polytropes in Section 3. The stability of Newtonian polytropes by using the Lyapunov function method is analyzed in Section 4. We discuss and conclude our results in Section 5.
Basic equations

Lane-Emden equation
The properties of the static Newtonian astrophysical objects can be completely described by the gravitational structure equations, which are the mass continuity equation and the equation of the hydrostatic equilibrium.
Definition (Gravitational structure equations of Newtonian stars [9] ). The basic equations describing the equilibrium properties of Newtonian stars are given by
where ρ(r) ≥ 0 is the density, p(r) ≥ 0 is the thermodynamical pressure and m(r) is the mass inside radius r, respectively, satisfying the condition m(r) ≥ 0, ∀r ≥ 0.
The system of differential equations, given by Eqs. (1) and (2), contains three unknown functions, but it consists of only two equations.
To close it, one must prescribe an equation of state, p = p(ρ), which relates the thermodynamical pressure to the density of the fluid. We assume that the equation of state is continuous and it is sufficiently smooth for all p > 0. A solution of Eqs. (1)-(2) is possible only when initial conditions have been imposed. We require that the interior of any matter distribution be free of singularities, which imposes the condition m(r) → 0 as r → 0. At the center of the star the other boundary conditions for Eqs. (1)-(2) are ρ(0) = ρ c and p(ρ c ) = p c , where ρ c and p c are the central density and pressure, respectively. The radius R of the astrophysical object is determined by the condition p(R) = 0, the vanishing pressure surface. Remark. From an astrophysical point of view it seems also well motivated to prescribe in some situations the density distribution of matter ρ(r), rather than the equation of state. However, the general treatment of the problem shows that this approach may yield solutions with a non-regular center, which are therefore un-physical.
Definition (Polytropic perfect fluid). An isotropic fluid distribution for which the pressure and the density are related by a power law of the form
is called a polytropic perfect fluid. K and n are constants, and n > 0 is called the polytropic index.
Polytropic perfect fluid spheres play an important role in astrophysics, and they describe approximatively compact objects like Neutron stars or Solar like objects.
Theorem 2.1 (Lane-Emden equation [6] , [9] ). For a polytropic perfect fluid sphere the gravitational structure equations (1) and (2) are equivalent to the following single second order non-linear differential equation in θ(ξ), called the Lane-Emden equation
where the variable θ is related to the density by mean of the definition ρ = ρ c θ n , and n is called the polytropic index. The initial conditions for the Lane-Emden equation are θ(0) = 1 and θ ′ (0) = 0, respectively, where the prime denotes the derivative with respect to the dimensionless radial coordinate ξ.
Proof. By eliminating the mass between the structure equations (1) and (2) we obtain a single second order non-linear differential equation [6] 1 r 2 d dr r 2 ρ dp dr = −4πGρ.
It is convenient to represent the density in terms of a new dimensionless variable θ by
giving for the pressure p = Kρ 1+1/n c θ n+1 . Let us furthermore introduce a new dimensionless radial coordinate ξ such that r = αξ, α = (n + 1)Kρ
In these new variables Eq. (5) takes the form of the Lane-Emden equation of index n.
Remark. In the limiting case n → 0, the Lane-Emden equation is solved by θ(ξ)| n=0 = 1 − ξ 2 /6. For n = 1, the Lane-Emden equation (4) becomes linear and is solved by θ(ξ)| n=1 = sin(ξ)/ξ. The only known solution to the non-linear equation in when n = 5, and it is given by θ(ξ)| n=5 = 1/ 1 + ξ 2 /3.
The Lane-Emden equation as an autonomous system
In order to study the stability of the equilibrium points of the Lane-Emden, we rewrite it in the form of an autonomous system of differential equations. (4) is equivalent to the following autonomous system of differential equations [3] 
with the function G 1 (w, g) given by
Proof. Let us start by introducing a set of new variables (w, t) defined as [3] θ
where ξ S is the value of ξ at the star's surface, and B > 0 is a constant (which generally can be set to one without any loss of generality), the Lane-Emden equation is equivalent with the following second order differential equation,
In the following we will restrict the range of the polytropic index n to the range R ∋ n > 1. From a mathematical point of view, Eq. (12) is a second order non-linear differential equation of the form
given by (10) . Note that G 1 (0, 0) = 0. By introducing a new variable q = dw/dt, this second order differential equation is equivalent to the first order autonomous system of equations given by Eqs. (8) and (9) . For the initial LaneEmden equation the range of the radial dimensionless variable ξ is ξ ∈ [0, ξ s ]. The range of the new variable t = ln(ξ s /ξ) is t ∈ (∞, 0], so that t = 0 at the surface of the star, where ξ = ξ s , and t → ∞ at the center of the star (ξ = 0). At the surface of the star (the vanishing pressure surface) the function w(t) takes the value w(t = 0) = 0 since θ(ξ s ) = 0, while w ′ (t = 0) is given by w
At the center of the star we have lim t→∞ w (t) = 0 and lim t→∞ w ′ (t) = 0, respectively.
The critical points of this dynamical system all reside on the q = 0 line. They are given by the solutions of the equation
Therefore for the critical points X i = (w 0 , q 0 ) of the system (8) and (9) we firstly find the point
whose value is n independent. For w = 0 Eq. (13) is equivalent to
Due to the presence of fractional powers in view of (15) one has to be careful in defining the critical points for all values of n. Hence, for 1 < n < 3 we find
The n − 1th root of −1 is many valued. In particular, if n − 1 is irrational, there are infinitely many roots to −1. Henceforth, let us assume that we can represent n − 1 = p/q with q = 0 and 0 < p < 2q and p, q ∈ N. If p and q are both even or both odd the principal root can be computed straightforwardly and is given by (16) . If q is even, the right-hand side of (16) is positive and the principal root is directly computed. The situation is slightly more subtle if p is even and q is odd. In that case we writẽ
As we are interested in real X n,k only, it remains to consider the set
Since 2k + 1 is always odd and p is even, the number (2k + 1)/p cannot be an integer and therefore M p is the empty set. Therefore, all real root are given by (16) . Moreover, for the index range n > 3 we have
Linear stability analysis of the equilibrium points
To characterize the nature of the critical points (14)- (19) we use, as a first method, the linear stability analysis [24] . The results of this analysis can be summarized in the following theorem.
Theorem 2.3. Let the dynamical system (8) and (9), with critical points (14) and (19), be given. Then the point X 0 is stable if 1 < n < 7/3 and unstable otherwise. The point X n is stable for 3 < n < 5 and unstable otherwise.
Proof. The eigenvalues of the Jacobian matrix of the first derivatives of the dynamical system,
are given by
At the point X 0 we therefore find
which gives the following for the eigenvalues
These eigenvalues characterize the critical points, and we have 1 < n < 7/3 nodal sink (stable) 7/3 < n saddle point (unstable).
At X n (here we refer to all n > 1) one finds
We obtain the following for the eigenvalues
Re
These eigenvalues characterize the critical points, and we find 1 < n < 3 saddle point (unstable)
This completes the linear stability analysis.
The following four figures show the phase space plots for n = 2, n = 3.5, n = 4 and n = 6. Critical points are marked with dots. The figures confirm the previous analysis. 3 Kosambi-Cartan-Chern theory and the Jacobi stability
Theory
We recall the basics of Kosambi-Cartan-Chern (KCC) theory to be used in the sequel. Our exposition follows [13, 14] ,see also [15, 16, 17] . Let M be a real, smooth n-dimensional manifold and let T M be its tangent bundle. Let us choose (
. . , y n ) and the time t be a 2n + 1 coordinates system of an open connected subset Ω of the Euclidian (2n + 1) dimensional space R n × R n × R 1 , where
We assume that t is an absolute invariant, and therefore the only admissible change of coordinates will bẽ
The equations of motion of a dynamical system can be derived from a La-grangian L via the Euler-Lagrange equations,
where F i , i = 1, 2, . . . , n, is the external force [18] . The triplet (M, L, F i ) is called a Finslerian mechanical system [19] . For a regular Lagrangian L, the Euler-Lagrange equations, given by Eq. (32), are equivalent to a system of second-order differential equations
where each function G i (x j , y j , t) is C ∞ in a neighborhood of some initial conditions (x 0 , y 0 , t 0 ) in Ω. The system given by Eq. (33) is equivalent to a vector field (semi-spray) S, where
which determines a non-linear connection N i j defined as [18] 
More generally, one can start from an arbitrary system of second-order differential equations of the form (33), with no a priori given Lagrangian, and study the behavior of its trajectories, by analogy with the trajectories of the Euler-Lagrange equations. For a non-singular coordinate transformations given by Eq. (31), we define the KCC-covariant differential of a vector field ξ i (x) on the open subset Ω ⊆ R n × R n × R 1 as [13, 14, 20, 21 ]
For ξ i = y i we obtain
where the contravariant vector field ǫ i on Ω is called the first KCC invariant. Let us now vary the trajectories x i (t) of the system (33) into nearby ones, according tox
where |η| is a small parameter, and ξ i (t) are the components of some contravariant vector fields, defined along the path x i (t). Substituting Eqs. (38) into Eqs. (33), and taking the limit η → 0, we obtain the variational equations [13, 14, 20, 21] as follows
By using the KCC-covariant differential we can write Eq. (39) in the covariant form as
where we have denoted
and
is called the Berwald connection [13, 14, 18, 20] . Eq. (40) Remark. One can also define higher order invariants [21] of the system (33). The third, fourth and fifth invariants are given by 
The third invariant is interpreted as a torsion tensor, while the fourth and fifth invariants are the Riemann-Christoffel curvature tensor, and the Douglas tensor, respectively [21] . In a Berwald space these tensors always exist, and they describe the geometrical properties of a system of second-order differential equations.
In many physical applications we are interested in the behavior of the trajectories of the system (33) in a vicinity of a point x i (t 0 ), where for simplicity one can take t 0 = 0. We will consider the trajectories x i = x i (t) as curves in the Euclidean space (R n , ·, · ), where ·, · is the canonical inner product of R n . As for the deviation vector ξ we assume that it satisfies the initial conditions ξ(0) = O andξ(0) = W = O, where O ∈ R n is the null vector [13, 14] . For any two vectors X, Y ∈ R n we define an adapted inner product ·, · to the deviation tensor ξ by X, Y := 1/ W, W · X, Y . We also have W 2 := W, W = 1. Thus, the focusing tendency of the trajectories around t 0 = 0 can be described as follows: if ξ(t) < t 2 , t ≈ 0 + , the trajectories are bunching together, while if ξ(t) > t 2 , t ≈ 0 + , the trajectories are dispersing [13, 14] . In terms of the deviation curvature tensor the focusing tendency of the trajectories can be described as follows: The trajectories of the system of equations (33) are bunching together for t ≈ 0 + if and only if the real part of the eigenvalues of P i j (0) are strictly negative, and they are dispersing if and only if the real part of the eigenvalues of P i j (0) are strict positive [13, 14] . Based on these considerations we can define the Jacobi stability for a dynamical system as follows [13, 14, 21] : Theorem 3.1 (Jacoby stability). If the system of differential equations (33) satisfies the initial conditions
, with respect to the norm · induced by a positive definite inner product, then the trajectories of (33) are Jacobi stable if and only if the real parts of the eigenvalues of the deviation tensor P i j are strictly negative everywhere, and Jacobi unstable, otherwise.
The focusing behavior of the trajectories near the origin is represented in Fig. 3 .
?
x i (t) 
Application to Newtonian polytropic fluid spheres
Theorem 3.2. Let the dynamical system (8) and (9), with critical points (14) and (19), be given. Then the point X 0 is Jacoby unstable. However, if n > (11 + 8 √ 2)/7, the point X n is Jacoby stable, and unstable otherwise.
Proof. By denoting x 1 := w and y 1 := dx 1 /dt = dw/dt, Eq. (12) can be written as
where
respectively, which can now be studied by means of the KCC theory. As a first step in the KCC stability analysis of the Newtonian polytropes we obtain the nonlinear connections N 1 1 = ∂G 1 /∂y 1 , associated to Eqs. (44), and which is given by
For the Lane-Emden equation the associated Berwald connection identically vanishes
Finally, the second KCC invariant, or the deviation curvature tensor P 1 1 , defined as
is given by
In the initial variables P 1 1 is given by
Evaluating P 1 1 (w, q) at the critical points X n , given by Eqs. (14)- (19), we obtain
The behavior of the function P 1 1 is represented in Figs. 4 . Therefore, according to the Jacoby stability theorem, the point X 0 is unstable since P 1 1 > 0. However, for n > (11 + 8 √ 2)/7 the function P 1 1 becomes strictly negative and Jacobi stability is established.
Physical interpretation of Jacoby stability
In the initial variables the deviation curvature tensor P 1 1 is given by The deviation curvature tensor P 1 1 (X n ) as a function of n for n > 1.
can be expressed in a simple form with the use of Milne's homological variables (u, v), see [3, 6] , defined as
with the use of whom we obtain
From a physical point of view u(r), defined as u(r) = d ln m(r)/d ln r = 3ρ(r)/ρ(r), is equal to three times the density of the star at point r, divided by the mean density of matter,ρ(r), contained in the sphere of radius r. The variable v(r), defined as v(r) = −d ln p(r)/d ln r = (3/2)[Gm(r)/r]/[3p(r)/2ρ(r)], is 3/2 of the ratio of the absolute value of the gravitational potential energy, |E g | = Gm(r)/r, and the internal energy per unit mass, E i = (3/2)p/ρ, so that v(r) = (3/2)|E g |/E i [6, 7] . In terms of these physical variables the deviation curvature tensor is given by
The condition of the Jacobi stability of the trajectories of the dynamical system describing a Newtonian polytropic star, P 1 1 < 0, can therefore be formulated as
4 Lyapunov function stability analysis for the Lane-Emden equation
Theory
When discussing the mathematical background, we closely follow [25, 26] .
Definition (Lyapunov function). Given a smooth dynamical systemẋ = f (x), x ∈ R n , and an equilibrium point x 0 , a continuous function V :
The neighborhood U is constrained by the third condition. When 3. holds, the method provides information not only about the asymptotic stability of the equilibrium point, but also about its basin of attraction, which must contain the set U .
The existence of a Lyapunov function V for an autonomous system of differential equations guarantees the stability of the point x 0 . This qualitative result can be obtained without explicitly solving the equations, and this information cannot be obtained by using linear stability analysis or first order perturbation theory. The following theorem holds: Theorem 4.1 (Lyapunov stability). Let x 0 be an equilibrium point of the systeṁ x = f (x), where f : U → R n is locally Lipschitz, and U ⊂ R n is a domain that contains x 0 . If V is a Lyapunov function, then 1. ifV (x) = ∂V /∂xf is negative semi-definite, then x = x 0 is a stable equilibrium point, 2. ifV (x) = ∂V /∂xf is negative definite, then x = x 0 is an asymptotically stable equilibrium point.
Moreover, if x → ∞ implies that V (x) → ∞ for all x, then x 0 is globally stable or globally asymptotically stable, respectively.
If the condition 3. of the Lyapunov function definition holds strictly, the existence of a Lyapunov function has important consequences for the behavior of the time dependent perturbations of autonomous systems.
Let us perturb the system so that the dynamics is described byẋ = f (x) + g(x, θ), where g(x, θ) is smooth and bounded. Malkin's theorem [27] states that the solutions x(θ; x(θ 0 ), θ 0 ) of the perturbed system will remain for all time inside a prescribed neighborhood B x0 of x 0 , provided that we pick initial conditions x(θ 0 ) sufficiently close to x 0 and that the magnitude of the perturbation g(x, θ) is sufficiently small for all θ > θ 0 and for all x ∈ B x0 . Therefore the theorem guarantees the stability of x 0 for any sufficiently small time dependent perturbations, but it does not imply that the solution x(θ; x(θ 0 ), θ 0 ) tends to x 0 when θ → ∞. If this is the case, then a related result shows that an asymptotic property persists, in the sense that as time increases, the neighborhood B x0 can be taken progressively smaller.
Application to Newtonian polytropic stars
Theorem 4.2. Let the dynamical system (8) and (9), with critical points (14) and (19), be given. For 3 < n < 5, the equilibrium states X 0 and X n are globally asymptotically stable.
Proof. One possible Lyapunov function V (w, q) associated to the system given by Eqs. (8) and (9) can be chosen as follows [25] . Following the variable gradient method (this means setting ∇V = f ∈ R n ), we set
such that the critical points correspond to ∇V = 0 (since this corresponds to f = 0). This yields the following Lyapunov function
By definition, the Lyapunov function must have a local minimum at the critical points. To check this, we consider the Hessian of (59), which is given by
and has eigenvalues
At the point X 0 = (0, 0) for n > 1 we have
and hence there is a local minimum near X 0 if n > 3. At the point X n , on the other hand, we find
and hence there is a local minimum near X n if n > 3. Note that this function has no local minimum if the index satisfies 1 < n < 3. The Lyapunov function (59) satisfies
and therefore we find thatV
Hence, according to the Lyapunov theorem [25] , the equilibrium states X 0 and X n are asymptotically stable equilibrium points for 3 < n < 5. Moreover, since the Lyapunov function (59) for n > 1 satisfies V (x) → ∞ as x → ∞, we can also conclude that the points X 0 and X n are globally asymptotically stable.
Remark. Now we are faced with the difficulty of finding a Lyapunov function for 1 < n < 3 or for the n > 5 case. Recall that the Lyapunov theorem is in fact a quite restrictive statement, though very powerful. If stability properties cannot be established using a particular Lyapunov candidate function, it does not mean that the point is unstable.
Discussions and final remarks
In the present paper we have considered the stability properties of Newtonian polytropes described by the Lane-Emden equation. For the stability analysis we have used three methods: linear stability analysis, the so-called Jacobi stability analysis, or the KCC theory, and the Lyapunov function method. Our results show that the study of the stability properties of the Lane-Emden equation turn out to be a mathematically interesting problem. The study of the stability has been done by analyzing the behavior of the steady states X 0 and X n of the structure equations. It is most interesting to note that these three method for some parameter region of the index n give different stability properties. Our results can be summarized in Table 1. index n/method Linear Jacoby Lyapunov function 1 < n < 3 unstable unstable inconclusive 3 < n < (11 + 8 √ 2)/7 stable unstable stable (11 + 8 √ 2)/7 < n < 5 stable stable stable 5 < n unstable stable inconclusive Table 1 : Stability properties of polytropic perfect fluid spheres with polytropic index n as implied by linear perturbation theory, the Jacoby stability method (KCC theory), and the Lyapunov function method.
Hence, we have found that a Newtonian polytropic fluid sphere can be regarded as stable if and only if its polytropic index satisfies (11+8 √ 2)/7 < n < 5. For other parameter ranges the various methods used yield different results. It is however possible to give a good geometrical interpretation of the situation 3 < n < (11 + 8 √ 2)/7 when the linear perturbation theory and the Lyapunov method both imply stability while the point is Jacoby unstable.
Let us recall [13] that the Jacobi stability of a dynamical system is regarded as the robustness of the system to small perturbations of the whole trajectory. This is a very convenient way of regarding the resistance of limit cycles to small perturbation of trajectories.
It is interesting to remark that the stable nodal sink (3 < n < (11 + 8 √ 2)/7) in linear perturbation theory) is actually Jacobi unstable. In other words, even though the system's trajectories are attracted by the critical point X n one has to be aware of the fact that they are not stable to small perturbation of the whole trajectory.
On the other hand, we may regard the Jacobi stability for other types of dynamical systems (like the one in the present paper) as the resistance of a whole trajectory to the onset of chaos due to small perturbations of the whole trajectory. This interpretation is based on the generally accepted definition of chaos, namely a compact manifold M on which the geodesic trajectories deviate exponentially fast. This is obviously related to the curvature of the base manifold (see Section 3).
The Jacobi (in)stability is a natural generalization of the (in)stability of the geodesic flow on a differentiable manifold endowed with a metric (Riemannian or Finslerian) to the non-metric setting. In other words, we may say that Jacobi unstable trajectories of a dynamical system behave chaotically in the sense that after a finite interval of time it would be impossible to distinguish the trajectories that were very near each other at an initial moment.
This means that one might witness chaotic behavior of the system trajectories before they enter in a neighborhood of X n . We have here a sort of stability artifact that cannot be found without using the powerful method of Jacobi stability analysis.
