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Let X(t) be a real Gaussian process with stationary increments and spectral distribution function 
F(x). Put ok(t)= F(oo)- F(1/t). Sufficient conditions in terms of F are given for the process to 
be locally d~-nondeterministic. These are formulated for discrete and absolutely continuous 
functions F. The results in the discrete case are applied to the analysis of the local time of a 
random Fourier series with i.i.d, coefficients. The class of distributions of the coefficients includes 
not only the normal distribution but others such as the symmetric stable distribution. 
AMS (1985) Subject Classifications: 60G10, 60G15, 60J55. 
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random Fourier series 
1. Introduction and summary 
Let X(t), t>-O, be a separable Gaussian process with mean 0, and let J be an 
open interval on the t-axis. Assume that there exists d > 0 such that 
EX2(t)>O, t~J, and 
(1.1) 
E(X(t)-X(s))2>O for O<lt-sI<d, s, tEJ. 
The concept of local nondeterminism (LND) was introduced by the author in [2]. 
According to Lemmas 2.1 and 2.2 of that paper, the definition of LND is equivalent 
to the following: For every m i> 2, let t~ < t2 < ' - "  <tm be variable ordered points 
in J ;  then the determinant of the covariance matrix of the m standardized random 
variables, 
X(t~) X(t2)-X(t~) 
(VarX(tl)) ~/2' (Var(X(t2)-X(t~))) ~/2" " ' "  (Var(X (tin)-- X(t,._~))) ~/2 
is, as a function of tl <" • • < tm, bounded away from 0. The concept was extended 
by Cuzick [4], who defined local tk-nondeterminism, LND (~b), by replacing the 
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variances in the denominators above by the values of a function ~b(tj - b-l), where 
4) is a positive function. As an immediate consequence of [2], Lemma 2.3, X(t) 
has LND(~b) if and only if 
l imliminfVar~b~X(tl) • X(b) -X(b-~)~ 
0 t . - - t ,~c  j=2 ~ ;~Ztj_ I )  J 
for every nonzero vector (b~, . . . ,  bm), for m I> 2. 
Suppose that X(t) also has stationary increments. Assume X(0)=0 a.s., and 
define the incremental variance function 0-2(t) = EX2(t) = E(X(s  + t ) -  X(s))  2. The 
latter has the well known representation 
o'2(t) =¼ f~_~ ]e ix' -  112(1 +x2)x -2 dF(x) ,  (1.3) 
where F is the spectral distribution function. Since X is real, F is symmetric, and 
the representation becomes 
oa(t) = (1 -cos  xt)(1 +x2)x -2 dF(x) ,  
so that F(x), for x >I 0 determines 0.2. In this paper we consider processes having 
one of two types of spectral functions. The first type is the absolutely continuous 
F with the density function f(x):  
F (x )= f(y) dy. (1.4) 
The second is the discrete type: 
F(x)= 2 f., (1.5) 
O~n~x 
where f,  >t0, and ~f~ <0o. Our main result is: 
Theorem 1.1. Let X(t) ,  t~>0, be a Gaussian process with mean 0 and stationary 
increments, and with spectral function of the form (1.4) or (1.5). Define 
6( t )= F(oo)-F(1/t),  t>0.  (1.6) 
Then there exists d > 0 sufficiently small such that LND(~b) holds for X(t) ,  0< t < d, 
if(two cases) 
xf(x) xf(x) 
0 < lim inf F(oo) F(x) lim sup <2,  (1.7) ,,-,~ - ' x - ,~  F (oo) -  F (x )  
under (1.4); and 
0 < lim inf - -  
Zj>. fj' 
under (1.5). 
l imsup ~j>, fj <2,  (1.8) 
The proof is given in Section 3. Applications to Gaussian and non-Gaussian 
random Fourier series are presented in Section 4. 
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Sufficient conditions on 0.2(t) and on F(x) for LND(0.2), ordinary local nondeter- 
minism as defined after (1.1), were given by the author in a series of several papers, 
and summarized in [2]. Most of the conditions on o'2(t) involved the regular variation 
of 0"2(t) of index a, 0 < a < 2, for t --> 0. The conditions on F were not as neat, and 
required that F(x) have an absolutely continuous component with a regularly varying 
density for large x. The conditions of Cuzick [4] for LND(~b) also required the 
regular variation of ~b. Recent work in this area has also been done by Miroshin [6]. 
By the uniqueness of the representation (1.3), the function 0"2(t) and the function 
~b(t) in (1.6) uniquely determine ach other. Furthermore, if either is regularly 
varying, then, by the general form of Karamata's theorem (see [7]) so is the other, 
and the two are, up to a constant multiple, asymptotically equal for t--> 0. Thus, in 
that case, LND(0. 2) and LND(~b) are equivalent. However, in general, in the absence 
of regular variation, it is difficult to formulate nice conditions on F for LND(0" 2) 
because the asymptotic relations for 0"2 and F are not mutually deducible. The main 
contribution of the present work is showing that if ~b is chosen as the particular 
function in (1.7), then conditions for LND(~b) can be stated very simply in terms 
of F without the requirement of regular variation. Furthermore, these conditions 
are stated for both the discrete and absolutely continous cases. 
The conditions (1.7) and (1.8) are more general than regular variation. Let us 
demonstrate this in the case of (1.7); the other case is similar. Since 
d[log( F(oo)- F(x))]= -f(x)/ F(oo)- F(x)), 
we have the identity 
F(oo)-F(x) {I~ zf(z) dz/z} (1.9) 
F(oo)-F(y) -exp F(oo)-F(z) ' 
for any x and y. If 
a = lim zf(z) (1.10) 
z.-,.o~ F(oo)-F(z)' 
exists, then F(oo) - F(x) is of regular variation of index -a  for x--, oo. Conversely, 
by a generalization of a theorem of Karamata, due to deHaan [5, p.15], (1.10) is 
necessary for f (x)  to be of regular variation of index -a  - 1. As an immediate result, 
we note that the conditions of Theorem 1.1 hold if (f,) is a regularly varying sequence 
of index -a -1  for n ~oo, or if f(x) is a regularly varying function of the same 
index for x * oo. 
I thank Mr. Fraydoun Rezakhanlou for several helpful remarks on an earlier 
version of this paper. 
2. preliminary results 
In this section we obtain several asymptotic properties of the function ~b defined 
by (1.6) under the assumptions (1.7) or (1.8). 
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Lemma 2.1. Under (1.7) or (1.8): 
lim ¢b(t)/ t 2 = c~, 
t~O 
(2.1) 
l imsup ¢b(s)/ck(t)<oo for c<oo, (2.2) 
s,t~O,s/t<~c 
l iminf  ~b(s)/~b(t)>O for c>0,  (2.3) 
s,t--,"O,s/t~c 
dp( t ) /  t 2 
lim - 0. (2.4) 2 
Proof. Under (1.7) in the case (1.4), there exists e, O< e < 1, such that 
zf(z)  
e < < 2 - e, (2.5) 
F(oo)- F(z) 
for all sufficiently large z. Therefore, (1.9) implies 
(s/t) 2-~ <- ~b(s)/4)(t) <<- (s/t) ~, (2.6) 
for s < t, for sufficiently small t > 0. The assertions of the lemma follow from (2.6). 
Under (1.8) in the case (1.5), the analogue of (2.5) is 
nf. 
e < yq> ,fj  < 2 - ,  e (2.7) 
for all sufficiently large n. Put q, = )-'.j>,djj, so that f ,  = q,-1 - q,, and (2.7) becomes 
eq,, < n(q,_l -q, ,)  < (2-e)q,,,  
which is equivalent to 
l+e /n  <q, - l  < l+(2 -e ) /n .  
q, 
By iterating, we obtain, for rn < n, 
n n( ) 
I-I ( l+e/ j )<q, , , /q , ,< II 1+ 2-e  . (2.8) 
j=m+l  j=m+l  J 
The right hand member above is at most equal to 
( " / j )  exp 2 -e )  ~ 1 
j=rn+l  
( n+l) 
<~exp (2 -e ) log~ = - -  . 
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Since eX/2<~ 1 +x for all sufficiently small x > 0, it also follows that the left hand 
member of (2.8) is at least equal to 
(e_ ~ '  1 / j )>(n - l~/2  
exp \2j=m+l \m + 1] 
It then follows from (2.8) that 
q,, 
for all m < n and sufficiently large m. Since, by the definition of q,, and that of 4~ 
in (1.6), we have 4~(t) = qo/,l, the statements in the lemma follow from (2.9) in the 
case (1.5) in the same way as they follow from (2.6) in the case (1.4). 
Lemma. 2.2. Under (1.7), there exists e >0 such that for all sufficiently large b and 
c > b, and every nonnegative measurable function g(x), 
g(x)f(x)dx>-ed~(1/c) x-~g(x) dx. (2.10) 
Proof. By (2.5), 
g(x)f(x) dx >1 e g(x)x-lqb(1/x) dx 
i> e~b(1/c) g(x)x -1 dx. 
Similarly, we have: 
1.emma 2.3. Under (1.8), there exists e > 0 such that for all sufficiently large b > 0 
and c > b, and every nonegative sequence (gn), 
gjfj>~edp(1/c) ~'. gj/j. (2.11) 
b~j<~c b~j~c 
3. Proof of Theorem 1.1 
By substituting ~b for tr 2 in the proof of [2, Theorem 4.1], we see that X(t)  has 
LND(4,) if 
lim h2/ ek( h ) = O, (3.1) 
h--,O 
and, for every m ~> 2, and nonzero vector (b l , . . . ,  bin), 
f?ool ~ ¢p (tj--tj_l) eiX~-eiX%' 21+X2x 2 lira inf _ bj o'q7~-,-7-- . --, dF(x) > 0. (3.2) 
tra $0 j=l  
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Since (2.1) is identical with (3.1), it suffices to confirm (3.2). Following the proof 
in [2, p. 82], we will show that if there exists a sequence of m-tuples (h , . . . ,  t=) 
with 0 = to < tl <" • • <tm and tm --> O, such that 
lim ~ bj x2 dF(x )=0,  (3.3) 
2=1 c~ I/2( t j -  tj_l) 
then 
b l=. . .=b. ,=O.  (3.4) 
From the sequence of m-tuples we can by compactness extract a subsequence 
such that the ratios t j -  t j _ J tk -  tk-1 all tend to nonnegative limits. Therefore, we 
may assume that this holds for the sequence satisfying (3.2). Put 
h = max tk-- tk-1. (3.5) 
In the case (1.4), Lemma 2.2 and the relation (3.3) imply 
f r: I lim bj =0, (3.6) 1 = [6 ( t j - t j -1 ) /cb(h /c ) ]  1/2 x 
for every c > 1. In the case (1.5), Lemma 2.3 and the relation (3.3) imply 
lim 
llh<~k<~clh 
for every c > 1. 
k , i  eik§ _ eik _l 2 
j=l bJ[ b(tj-tj-1)/ p(h/c)]l/2 =0, (3.7) 
The proof of the theorem in the case (1.4) is now similar to the proof of [2, 
Theorem 6.1]. The only properties of ~b that are needed to deduce (3.4) from (3.6) 
are those listed in Lemma 2.1. These correspond to the properties of the function 
o'2(t) used to pass from the relation [2], formula (6.5), to the conclusion at the 
bottom of page 83. These properties are stated as [2, Lemmas 5.2 and 5.3]. This 
completes the proof of Theorem 1.1 under (1.4). 
We give a more detailed proof in the case (1.5). The following assertions are 
proved in exactly the same way as the corresponding statements in [2, page 82]: 
(i) If 
l im( tj - t j_ l)/  h = O, (3.8) 
then the term of index j in the inner sum in (3.7) converges boundedly to 0. 
By virtue of the relation 
1 /k~log  c, (3.9) 
1/h<~k<~c/h 
statement (i) above implies that in calculating the limit in (3.7) we may eliminate 
all terms in the inner sum whose indices j satisfy (3.8), and consider only terms 
satisfying 
l im( t j -b_ l ) /h=~,  where 0<rj<~l.  (3.10) 
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(ii) By passing to a subsequence, we may also suppose that 
l imd?( t j - t~_~) /dp(h /c )=qb j ,  where 0<~bj<oo. (3.11) 
Statement (ii), together with (3.9), implies that we can replace the ratio 
d~(t j - t j _~) /dp(h /c )  by its limit (3.11) in the relation (3.7). Hence, by replacing 
bj/qb~/2 by bj, we see that (3.7) is equivalent to 
lira ~ k bj(eik --eik'  -') =0. (3.12) 
l~kh<~c j= l  
Define 
S, = {j: 1 < j  <~ m, ~'j > 0}. (3.13) 
We claim that the relation (3.12) is unchanged if the inner sum is restricted to j e $I • 
Indeed the term of index j is of modulus at most bjc(tj - t j_~)/h, so that when the 
squared modulus in (3.12) is expanded, the resulting contribution to the entire sum 
in (3.12) from the term of indexj  is of the order (tj - tj_~)/h, which tends to 0 i f j~ $1. 
It follows from (3.10) that 
lim t f fh  = rl + .  • • + ~. (3.14) 
By (3.9) the relation (3.12) is unchanged also if the exponents ikt~ are replaced by 
their asymptotic equivalents i kh(  z~ + • • • + "o ) , J  ~ S~. Therefore, (3.12) is equivalent 
to  
lira ~ k -~ ~ bj(eikh%+'"+5 )-eikh(' '+'+5 -')) =0. 
l<~kh<~c j~S 1 
Define 
Fh(x) = E k-'; 
1/h~k~x/h  
then the preceding limit relation is equivalent o 
lim ~s bj(eiX("++5~-eiX%++5-'~) dFh(x)=0. 
J 1 
Since Fh(x)  -~ log x for h ~ 0, the Helly-Bray lemma implies that the relation above 
is equivalent to 
The argument following [2, (6.14)], permits the conclusion 
bj=O,  jeS , .  (3.15) 
Define 
h = max(tj - tj-x: 1 <~j<~ m, j~ $1), (3.16) 
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and, by analogy to (3.10) 
%=l im(t j - t j _O/h<~ l, j~:SI ,  (3.17) 
where, as before, the limit may be assumed to exist. Under the assumption (3.3) it 
has just been concluded that (3.15) holds; hence, the relation (3.3) is unchanged if
the terms of indices j ~ S~ are excluded. Thus if h is defined by (3.16) instead of 
(3.5), the relation (3.3) implies the relation (3.12) without he terms of index j ~ S~: 
12 lim ~, k -1 bj(e ik~- eik% ') = O. (3.18) 
k: l<~kh<~c J 1 
Define 
S2 = {j: 1 <~j <~ m, j  ~ S,, trj > 0}; (3.19) 
then, by the same argument as that following (3.13), the relation (3.18) is unchanged 
if the index set in the inner sum is restricted to j e $2: 
lim r, k-1 bj(eiktj--e ik§-') =0. (3.20) 
k : l<~kh~c J 2 
Our next goal is to show that (3.20) implies 
bj=0, j~S2.  (3.21) 
The proof of this is more complicated than that of (3.15) because of the possible 
presence of pairs of indices j, I ~ $2 for which 
( t j -  tl)/ h ~ oo. (3.22) 
In order to complete the proof of (3.21) by means of the reasoning in [2, p. 83], it 
suffices to show that the term of index (j, l) in the expansion of the square in (3.20) 
makes an asymptotically negligible contribution to the sum in (3.20) if (3.22) holds: 
lim ~ k-](e ik~ - -  eiktj-~)(e ikt' -- e - i k t ' -~)  = 0 .  (3.23) 
k: l~kh<~c 
For this purpose we prove 
lim ~ k-]e ik~ = 0. (3.24) 
n.-~oo,s.-~O,ns..-)oo n~k<nc 
(This takes the place of the Riemann-Lebesgue lemma in the absolutely continuous 
case considered in [2, p. 83].) Indeed, writing 
k -1 = e -kx dx, 
we see that the sum in (3.24) is representable as
fo ~(1 - - dx ,  e-X+iS) - l (e-n(x- is )  e-[nc](x-is)) 
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which, by the substitution y = x/s, is equal to 
fo ° s (1 -  e-S(y-i))-l(e-Sn(y-i)- e St-el(y-i)) dy. 
By standard considerations this converges to 0 under the limiting operation defined 
in (3.24). 
Under (3.17) and (3.22), it also follows that each of the ratios (tj-h_l)/h, 
(tj_~ - h)/h and (t~_~ - h_~)/h tends to oo. Thus the sum in (3.23), which is equal to 
a linear combination of four sums of the same form as in (3.24) with n = I/h, has, 
by (3:24), the limit 0. As noted after (3.22), this completes the proof of (3.21). The 
rest of the proof follows as in [2, p.83], and this completes the case (1.5). 
Assuming the concept of local time in [2], we prove: 
Theorem 3.1. If, in addition to either (1.7) or (1.8), we assume 
fot dt 
(F(oo) - F(1/t)) `/2 < oo, 
then the local time exists almost surely. 
(3.25) 
Proof. By the representation (1.3), and the relation (3.2) with bl 
2 , . . . ,  m, it follows that 
lira inf tr2(t)/(F(oo) - F(1/ t) ) > O. 
t~0 
=1, bj=0, j=  
Therefore, (3.25) implies 
fo ~dt  < o0, o'( t) 
which, by [1], implies the existence of the local time. (While the statement in [1] 
is for stationary processes, it is also valid for processes with stationary increments.) 
4. Application to random Fourier series 
Let X(t) and Y(t) to be two processes, defined on possibly different probability 
spaces, such that Y(t) is Gaussian with mean 0. Let g(u), u >t0, be a nonnegative 
function. According to the definition in [3], we say that X(t) is g-subordinate to 
Y(t) if for every m >I 1, time points h, . . . ,  tm and real numbers u~, . . . ,  u=, 
m V m Eexp( i j~  ujX(t~))l <~g( arj~lujY(tg) ). (4.1) 
It follows in particular that 
I 
E exp ( iu(X( t ) ) -  X(s))[  <~ g(u 2 Var ( Y( t ) -  Y(s))). (4.2) 
I 
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Lemma 4.1. Let the Gaussian process Y( t) have stationary increments, and suppose 
that its spectral function satisfies the conditions of Theorem 3.1. I f  
o° g(u ) du < ~, (4.3) 
and X is g-subordinate to Y(t), then X(t) has a local time. 
Proof. According to the criterion for the existence of the local time for a general 
process (see [1, pp. 283]) it suffices to show that 
I f  l ;  I~  IEeiU(X(')-X(s))ldudsdt<o~3. 
By (4.2), it suffices to show that 
I o~fo~fo~g(u2Var (Y( t ) -Y (s ) ) )dudsdt<~.  
The integral above is obviously equal to 
io o 2 g(u2) du • (d - t )  ~t )  <~2d g(u2) du tr(t)" 
According to (4.3) and the proof of Theorem 3.1, the latter is finite. 
Let X,,n ~ O, and Y,, n >I 0, be independent standard normal random variables, 
and a~, n i> 0, real numbers uch that 
2 ~', a,  < oo. (4.4) 
/ I  
Then, for each t, the series 
Y(t) =~, a~(X, cos nt+ Y, sin nt) (4.5) 
rl 
converges with probability 1, and Y(t), -oo < t < ~, represents a stationary Gaussian 
process with mean 0 and covariance function 
2 EY( s) Y( s + t) =~ an cos nt = r( t), (4.6) 
n 
and with the spectral function F given by (1.4) with fn = a 2. 
Now we define a process X(t) of the same form as Y(t) in (4.5) except hat X, 
and Yn are not necessarily Gaussian. 
Theorem 4.1. X,,, n t>0, and Y., n~>0, be independent random variables with a 
common distribution function having the characteristic function ~,( u ) = E (exp(iuXo)). 
if 
E sup I1- (ua.)l< (4.7) 
-lull1 
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then the series 
X ( t ) = ~ a11( X ,  cos nt + Y11 sin nt ) (4.8) 
11 
converges almost surely for each t. I f  
0<l ,(u)l<l forall  u#0,  (4.9) 
and, for some a, 0 < a <~ 2, 
l iminf lul-°llog 4,(u)l>o. (4.10) 
lul"~ or u-'0 
then the process X (t) is g-subordinate to the corresponding Gaussian process (4.5) with 
g( u ) = exp( -c lu]  ~/2) (4.11 )
for some c > O. 
Proof. Consider the first portion of the series (4.8) 
E a11X11 cos nt. 
11 
Since the characteristic function of the typical term is O(a,u cos nt), a classical 
criterion implies that the series converges almost surely if 
mes {u'Y~ I1 - 0(a,u cos nt) I < oo} > O. 
11 
The latter is implied by the assumption (4.7). The proof for the terms as Y11 sin nt 
is the same, and so (4.8) converges, as claimed. 
The assumptions (4.9) and (4.10) imply 
I~,(u)l ~ exp(-clul ~), (4.12) 
for some c > 0. The subordination of X(t)  to Y(t) is now a direct consequence of 
[3, Theorem 6.1], with g as in (4.11). 
Example. Let X11 and Y, have symmetric stable distributions of index a, 0 < a < 2; 
here 0 (u)=exp (-blul~), for some b>0.  Let the sequence (a11) satisfy 
24 
E a11 <~.  (4.15) 
11 
Then conditions (4.7), (4.9) and (4.10) are satisfied. 
The spectral function of the Gaussian process (4.5) satisfies the conditions of 
2 Theorem 3.1 if f11 = 411 satisfies (1.8) and if 
Io ~ dt 
{~n>l/t a2n} 1/2 < o0. (4.16) 
We conclude from Lemma 4.1 and Theorem 4.1, and from the main result of [3] 
that the process X( t )  has a local time and that the properties of the local time of 
the Gaussian counterpart Y( t )  obtained from LND(~b) are inherited by the local 
time of X( t ) .  In the particular case of a sequence (a11) such that a11 ~ n -~/2, the 
conclusions above hold for 
max(l, a -1) </3 < 3. 
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