In this paper, we propose a new family of NCP-functions and the corresponding merit functions, which are the generalization of some popular NCP-functions and the related merit functions. We show that the new NCP-functions and the corresponding merit functions possess a system of favorite properties. Specially, we show that the new NCP-functions are strongly semismooth, Lipschitz continuous, and continuously differentiable; and that the corresponding merit functions have SC 1 property (i.e., they are continuously differentiable and their gradients are semismooth) and LC 1 property (i.e., they are continuously differentiable and their gradients are Lipschitz continuous) under suitable assumptions. Based on the new NCP-functions and the corresponding merit functions, we investigate a derivative free algorithm for the nonlinear complementarity problem and discuss its global convergence. Some preliminary numerical results are reported.
Introduction
In the last decades, people have put a lot of their energy and attention on the complementarity problem due to its various applications in operation research, economics, and engineering (see, for examples, [10, 13, 23] ). The nonlinear complementarity problem (NCP) is to find a point x ∈ n such that [3, 5, 13, 14, 15, 16, 17, 19, 23, 27, 28] . For more details, please refers to the excellent monograph [9] . One of the most popular methods is to reformulate the NCP (1.1) as a unconstrained optimization problem and then to solve the reformulated problem by the unconstrained optimization technique. This kind of methods is called the merit function method, where the merit function is generally constructed by some NCP-function.
Definition 1.1 A function φ :

2
→
is called an NCP-function [2, 18, 25, 26] , if it satisfies If φ is an NCP-function, then it is easy to see that the function Ψ :
) is a merit function for the NCP. Thus, finding a solution of the NCP is equivalent to finding a global minimum of the unconstrained minimization min x∈ n Ψ(x) with optimal value 0.
Many NCP-functions have been proposed in the literature. Among them, the FB function is one of the most popular NCP-functions, which is defined by
One of the main generalization of FB function was given by Kanzow and Kleinmichel [18] : (1.2)
Another main generalization was given by Chen and Pan [5] :
3)
It has been proved in [3, 4, 5, 6, 18, 22] that the functions φ θ given in (1.2) and φ p given in (1.3) possess a system of favorite properties, such as, strong semismoothness, Lipschitz continuity, and continuous differentiability. It has also been proved that the corresponding merit functions of φ θ and φ p have SC 1 property (i.e., they are continuously differentiable and their gradients are semismooth) and LC 1 property (i.e., they are continuously differentiable and their gradients are Lipschitz continuous) under suitable assumptions.
Motivated by Kanzow and Kleinmichel [18] and Chen and Pan [5] , we introduce in this paper the following functions: In this paper, we will answer the questions mentioned above partly. Firstly, we show that the function φ θp defined by (1.4) is an NCP-function; and discuss some favorite properties of the NCP-function (1.4) and its nonnegative NCP-function, including strong semismoothness, Lipschitz continuity, and continuous differentiability. Since the function φ θp defined by (1.4) is an NCP-function, it follows that the function Ψ θp defined by (1.5) is a merit function associated to the NCP-function φ θp . We also show that the merit function Ψ θp has SC 1 property and LC 1 property. Secondly, we investigate a derivative free method based on the functions defined by (1.4) and (1.5) and show its global convergence. (Note: usually the nonsmooth Newton method is faster than the derivative free method for solving NCPs. However, the derivative free algorithm may overcome the case where strong conditions are sometimes needed to guarantee that the Jacobian of the merit function is nonsingular or very expensive to compute.) Thirdly, we report the preliminary numerical results for test problems from MCPLIB. The preliminary numerical results show, on the average, that the algorithm works better when θ = 1 (according to the FB-type function), θ = 0.9 and θ = 0.25, and when p = 1.1 or p = 2 or p = 20 generally.
The rest of this paper are organized as follows. Various properties of the new NCPfunction (1.4) and the nonnegative NCP-function associated to (1.4) are established in the next section. In Section 3, some properties of the merit function defined by (1.5) are analyzed. In Section 4, we investigate a derivative free algorithm for the NCP and show its global convergence. Some preliminary numerical results are reported in Section 5 and final conclusions are given in the last section. , we use x ≥ 0 (respectively, x > 0) to mean x ∈ n + (respectively, x ∈ n ++ ). We use ":=" to mean "be defined as". We denote by u the 2-norm of u and u p the p-norm with p > 1. We use ∇F to denote the gradient of F (while
denotes to the i-th component of the gradient of F ) and ∇ 2 F to denote the second order derivative of F . We use α = o(β) (respectively, α = O(β)) to mean α β tends to zero (respectively, bounded uniformly) as β → 0.
Properties of the New NCP-Function
In this section, we show that the function φ θp defined by (1.4) is an NCP-function, and discuss its properties which are similar to those obtained in [3, 5] for the function φ p defined by (1.3). We also study a nonnegative NCP-function associated with φ θp , and discuss its properties. In addition, we discuss the semismooth-related properties due to its importance in semismooth and smooth analysis [8, 10, 15, 16, 20, 24] .
For convenience, we define
The proofs of the following propositions are trivial, we omit their proofs here. Now, we briefly introduce the concept of semismoothness, which was originally introduced by Mifflin [20] for functionals and was extended to vector valued functions by Qi and Sun [24] . A locally Lipschitz function F :
, which has the generalized Jacobian ∂F (x) in the sense of Clarke [8] , is said to be semismooth (or strongly semismooth) at x ∈ n , if F is directionally differentiable at x and Proof. By using φ θp ((a, b)) = η θp (a, b) − (a + b) and Proposition 2.2, we can obtain that the results (i), (ii), and (iii) hold.
Consider the result (iv). Since η θp is a norm on 2 from Proposition 2.2 and any two norms in finite dimensional space are equivalent, it follows that there exists a positive constant κ such that
where · represents the Euclidean norm on
Hence, φ θp is Lipschitz continuous with Lipschitz constant κ + √ 2, i.e., the result (iv) holds.
where sgn(·) is the symbol function. It is easy to see from (2.2) and (2.3) that the result (v) holds.
Consider the result (vi). Since φ θp is a convex function by the result (iii), we get that it is a semismooth function. Noticing that φ θp is continuously differentiable except (0, 0), it is sufficient to prove that it is strongly semismooth at (0, 0) 
Thus, we obtain that φ θp is strongly semismooth.
We complete the proof.
2 
This, together with −a k → ∞ and the definition of φ θp , implies that the result holds.
(ii) For the case of b k → −∞, a similar analysis yields the result of the proposition.
) for all sufficiently large k. Thus, for all sufficiently large k,
and hence,
Now, we define a nonnegative function, associated with the function φ θp , as follows.
(vi) ψ θp is strongly semismooth on
, where the equality holds if and only if
Proof. By the definition of ψ θp , it is easy to see that the results (i) and (ii) hold.
Consider the result (iii). By using Proposition 2.3 and the definition of ψ θp , it is sufficient to prove that ψ θp is differentiable at (0, 0) and the gradient is continuous at (0, 0) 
where the second inequality follows from p > 1 and the third inequality follows from θ ∈ (0, 1]. Hence,
Thus, similar to that of [7, Proposition 1], we can get that ψ θp is differentiable at (0, 0) with
In fact,
θsgn(a)|a|
where
; the first inequality follows from the triangle inequality; the second inequality follows from the well-known Hölder inequality; the second equality follows from the definitions of x and z; the third equality follows from the definitions of η θp (a, b), x, y and z; and the third inequality follows from the fact that x, y and z are all nonnegative. So, (2.5) holds. Similar analysis will derive that (2.6) holds.
Thus, it follows from (2.5) and (2.6) that both Consider the result (iv). Since the composition of strongly semismooth function is also strongly semismooth (see [11, Theorem 19] ), by Proposition 2.3(vi) and the definition of ψ θp we obtain that the desired result holds. 
Consider the result (v). It is obvious that
, that is, the first result of (v) holds. In addition, from (2.7) it is obvious that the sufficient condition of the second result of (v) holds. Now, we suppose that
= 0 without loss of generality. From the proof of (iii) in this proposition, it is easy to see that it must be y = 0, and hence, b = 0. After a simple symbol discussion for (2.2), we may get a ≥ 0. Hence φ θp (a, b) = 0 by Proposition 2.1. So, the result (v) holds.
Consider the result (vi). Since
the result (vi) is immediately satisfied from the above analysis.
We complete the proof. 2
Theorem 2.1 The gradient function of the function ψ θp defined by (2.4) with p ≥ 2, θ ∈ (0, 1] is Lipschitz continuous, that is, there exists a positive constant L such that
Proof. It follows from the definition of ψ θp and the proof of Proposition 2.5(iii) that 
where the last equality follows from the fact that 
where κ * > 0 is a constant depending on θ and p.
Similarly, we have
These, together with the results |ĥ 1 | ≤ 1 and |ĥ 2 | ≤ 1 given in Proposition 2.5, yield
Hence, there exists a positive constant L such that (2.8) holds by Lemma 2.1.
Combining Cases 1-3, we complete the proof. 
is given in Proposition 2.3(iv). If we let
with n ∈ (1, ∞), we have
where the first and the second inequalities follow from 2 > p > 1 and n > 1. Since (a, b) − (c, d) = 2 and n ∈ (1, ∞), form the above inequalities it is easy to verify that ∇ψ 1p is not Lipschitz continuous.
Properties of Merit Function
In this section, we consider the merit function for the NCP defined by (1.5), and then discuss its several important properties. These properties provide the theoretical basis for the algorithm we discussed in the next section. In addition, we also discuss the semismoothrelated properties of the merit function.
Then, the merit function defined by (1.5) can be written as \{(0, 0)}, we know that ∇ψ θp is differentiable at (h 1 , h 2 ), and hence, we only need to show that
In fact, letâ 1 ,â 2 ,b 1 ,b 2 ,ĉ 1 ,ĉ 2 be similarly defined as those in Theorem 2.1 with (a, b) being replaced by (h 1 , h 2 ). Denotê
and
where the third equality follows fromĥ 1 h 1 +ĥ 2 h 2 = η θp given in the proof of Proposition 2.3 and the definition of φ θp , the fourth equality follows from the definitions ofĥ 3 ,ĥ 4 , the fifth equality follows from the definitions ofâ 1 ,â (0, −1) .
• F is said to be monotone if (x − y)
• F is said to be strongly monotone with modulus
• F is said to be a
• F is said to be a uniform P -function with modulus 
Proof. Using Proposition 2.4, the proof is similar to the one given in [5, Proposition 3.5]. We omit it here. 2
A Derivative Free Algorithm
In this section, we study a derivative free algorithm for complementarity problems based on the new family of NCP-functions and its related merit function. In addition, we prove the global convergence of the algorithm.
Algorithm 4.1 (A Derivative Free Algorithm)
Step
Step 1 If Ψ θp (x k ) = 0, stop, otherwise go to step 2.
Step 2 Find the smallest nonnegative integer m k such that
Step 3 Set 
1). Moreover, if F is strongly monotone with modulus
Proof. Using Proposition 2.5, the proof is similar to the one given in Proof. We only need to show that if {x k } has an accumulation point, then the corresponding {d k } has also an accumulation point. In fact, under this condition, {x k } is bounded by Propositions 3.4 and 4.1. Without loss of generality, we could assume
} are bounded since Ψ θp is continuously differentiable. This together with the fact γ ∈ (0, 1) gives that the direction sequence {d k } is bounded. The rest of the proof are similar to those given in [5, Proposition 4.1] by using Propositions 3.4 and 4.1. 2
Numerical Results
In this section we implement Algorithm 4.1 for complementarity problems from MCPLIB in MATLAB 7.3 in order to see the numerical behavior of Algorithm 4.1. All numerical experiments are done at a PC with CPU of 2.4 GHz and RAM of 256 MB. Throughout our computational experiments, we adopt the followings as the stopping rules, which were also used in [5] .
• Ψ θp (x k ) ≤ 10 ; or . We use the nonmonotone line search scheme described in [12] instead of the standard monotone line search, i.e., we compute the smallest nonnegative integer h such that
Throughout the experiments, the parameters we used are:m = 5, s = 5, ρ = 0.6, σ = 0.5 and γ = 0.8. In order to improve the numerical results, we scale some problems, i.e., divide the function F in (1.1) by 20, in our numerical implement. It is easy to verify that such a modification does not destroy any results we obtained earlier.
We test problems in MCPLIB [1] for two purposes, one is to investigate the numerical behavior of these optimization problems for different θ ∈ (0.1, 1] when p varies from 1.1 to 3; and another is to see the relationship between the numerical behavior of the test problems and the parameter p for fixed θ ∈ (0, 1]. The numerical results are listed in Tables  1-4 , respectively. However, we only listed θ = 0.1, 0.25, 0.5, 0.75, 0.9, 1, p = 1.5, 2, 3 and θ = 0.25, p = 1.1, 1.5, 2, 4, 10, 20 in Tables, respectively, for simplicity. Among these Tables, Problem denotes the problem of MCPLIB tested; GAP denotes the final dual gap of the underlying problem when the algorithm terminates; NF denotes the number of function value computation; IT denotes the number of iteration; CPU denotes the cpu time when the algorithm terminates; * denotes the algorithm fails to get an optimizer; and + denotes the underlying problem is scaled. Some interesting phenomenon in the process of numerical experiments are summarized as follows.
• From Tables 1-4 we may see that Algorithm 4.1 works well for the tested problem in MCPLIB [1] . The numerical results listed in Tables 1-4 are comparable to those given in [5] ;
• From Tables 1-3 we may see that not all the best numerical results of the algorithm appear in the case of θ = 1 for all tested problems with any p. It shows that for all p, on the average, Algorithm 4.1 works better when θ closes θ = 1, θ = 0.9 and θ = 0.25;
• From Table 4 we may see that for θ = 0.25, the best numerical results appear in the case of p = 1.1 or p = 2 or p = 20.
Conclusions
In this paper, we proposed a new NCP-function which is a generalization of the one proposed by Chen and Pan [5] . The latter includes the well-known FB function as a special case. We also introduced the corresponding merit function of the new NCP-function. The new NCP-function and the corresponding merit function enjoy the same properties as those given in [5] , such as strong semismoothness, Lipschitz continuity, continuous differentiability, SC 1 property, LC 1 property, etc. A derivative free algorithm based on the new NCPfunction and the new merit function for complementarity problems was discussed, and some preliminary numerical results for test problems from MCPLIB were reported. As a further research topic, it is worth of investigating whether or not this class of NCP-functions can be generalized to the case of second-order cones or positive semidefinite matrix cones or symmetric cones? Another issue to be studied is to compare the numerical results of the derivative free algorithm with other methods when the proposed generalized NCP-function or the corresponding merit function is used.
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