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Abstract-The identification of Hammerstein models for nonlinear systems in considered in a worst-case setting, assuming unknown-but-bounded measurement noise. A new approach is proposed in which the identification of a low-complexity Hammerstein model amounts to the computation of the Chebichev center of a set of matrices conditioned to the manifold of rank-one matrices. An identification algorithm, based on a relaxation technique, is proposed and its consistency is proven. The algorithm is computationally attractive in two cases: noise bounded either in or in norm. The effectiveness of the proposed central algorithm and the comparison with the corresponding projection algorithm, which is based on the singular-value decomposition, are investigated both analytically and through numerical examples. In particular, tight error bounds are obtained for the projection algorithm.
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I. INTRODUCTION
Nonlinear systems presenting a linear time-invariant (LTI) block surrounded by static nonlinearity have been modeled by Hammerstein models (when the nonlinear block precedes), Wiener models (when the nonlinearity follows) or Hammerstein-Wiener models (when both the nonlinear blocks are present), see Fig. 1 . Such models have been proven to be successful as simple nonlinear models for a wide number of applications (nonlinear filtering, actuator saturations, audio-visual processing, signal analysis, biologic systems, chemical processes). There exists a large body of work on identification of these models, exploring different approaches and frameworks. For Hammerstein models, the most popular approach is the Narendra-Galmann algorithm [12] , an iterative least square procedure, recently revisited in [13] . In [13] , the algorithm has been claimed to be consistent and to converge globally to the optimal solution. In particular this is achieved by introducing a normalization of the estimates at each step of the iterative procedure, thus overcoming the divergence phenomena shown in [14] . Another classical approach to the problem is the nonparametric one introduced in [3] , based on correlation techniques. Further developments can be found in [10] . Finally, for Hammerstein-Wiener models, an interesting result is reported in [1] , where a two-stage algorithm is shown, along the line of the work in [4] .
Almost all these contributions assume a statistical description of the noise. In recent years, the set-membership approach has been considered as well in the identification literature and several results concerning optimal estimation in the sense of information-based complexity have been published (see [11] for an overview). In particular, set-membership approximations, central and projection estimates, worst-case errors, and suboptimality degrees have been computed for several identification problems. However, worst-case identification of nonlinear plants has not been addressed with only few exceptions: in particular for Hammerstein models an estimate of upper and lower bounds for the feasible parameter set (FPS) can be found in [2] ; however, bounds are nontight and concern only the`1 norm. Moreover, in [5] the approximation of generalized Hammerstein models is considered and the computation of the worst-case error is carried out. In this note, we consider the identification of low complexity approximate Hammerstein models for a class of nonlinear systems in a worst-case setting. It is well known that the "best" estimate (i.e., the estimate with minimum worst-case error) is provided by the Chebichev center of the FPS conditioned (i.e., constrained) to the nonlinear manifold in the parameter space describing low complexity models. This computation may be difficult, especially in the case of non linear models, and suboptimal estimators are often adopted (for instance, the algorithm of [1] corresponds, in a worst-case setting, to a suboptimal central projection algorithm [6] ).
Two main contributions are provided in this note. First, an iterative procedure is proposed for the computation of the optimal estimate, i.e., the conditional Chebichev center of the FPS. It turns out that this procedure, based on a relaxation technique, extends to a set (namely the FPS) the approximation of a matrix based on the extraction of the principal component of its singular value decomposition (SVD). This procedure exploits efficient algorithms, recently introduced, for the computation of the Chebichev center conditioned to a linear manifold when the FPS is either an ellipsoid (the noise is supposed bounded in`2 norm) or a polytope (the noise is supposed bounded in`1 norm). The second contribution concerns the evaluation of the degree of suboptimality of central projection estimates with respect to conditional central estimates. In particular, it is shown that, by adopting a`2 norm in the parameter space, this degree is p 2 and examples are provided in which this bound is achieved. All these considerations can be easily extended to the general case of Hammerstein-Wiener models.
The note is organized as follows. Section II contains the problem formulation and describes the mathematical set up. In Section III, the algorithmic procedure in introduced and its properties analyzed. In Section IV, the suboptimality degree of projection estimates is computed while in Section V a numerical example is illustrated.
Notations:
• 2 = mat() () = vec(2).
• M: manifold of mn .
•
c , with Q a symmetric positive-definite matrix.
II. PROBLEM FORMULATION
Consider the dynamic system with static nonlinearities
where y k 2 is the output, u k 2 is the input, and e k are additive disturbances. Moreover the corresponding regressor vector, (1) can be rewritten in the standard regression form
If N input-output measurements fu k ; y k ; k = 1...Ng are available on (1), and assuming that the noise fe k g is unknown but bounded (UBB), we can define the FPS, i.e., the set of the values of the parameter vector not falsified by the measurements (see [11] ). In particular, let us consider the two following cases.
A.1:
The noise is bounded in the`2 norm, i.e., 
Then, the FPS
is clearly an ellipsoid in the parameter space = E(Q; c ) 
is a convex polytope, which is bounded provided that the matrix 8 is full-column rank. In general, does not have a center of symmetry.
We are now addressing the problem of estimating a model for the system (1) by minimizing the worst-case error associated to an estimatê , i.e., 
An estimate minimizing the error (10) is said optimal. Assume that a full complexity model is looked for. When is an ellipsoid, then its center c is the optimal estimate; when is a polytope, the optimal model is provided by the Chebichev center of , in the norm adopted in (10) . However, these models have a large number of parameters (namely, mn): there are several reasons which suggest that a sim-pler model could be more acceptable in applications like, for instance, controller design, dominant system dynamics interpretation, etc. Moreover, if the properties of the estimated model are also considered in a statistical sense, by assigning a probability distribution to the noise, then the "parsimony" principle must be adopted, according to which it is not wise to identify too many parameters from a limited number of noisy measurements. Therefore, we consider the problem of estimating a low complexity model. In particular, we consider a Hammerstein model T the vector of impulse response coefficients of h(z 01 ).
Clearly, the class of Hammerstein models considered above is a subset M of the more general class of systems (1) In order to assess the quality of the approximation provided by a model, a distance between models must be introduced. In this note, this distance is defined by the`2 norm k1k2 in the -parameter space mn , equivalent to the Frobenius norm k 1 k F in the corresponding matrix space m2n .
Therefore, adopting a worst-case approach, we consider the following restricted complexity identification problem: o = arg min 2M max 2 k 0 k 2 : (13) Notice that the solution of (13) is the Chebichev center, in the`2 norm, of the FPS , conditioned to the manifold M. Solving (13) turns out to be quite a difficult task, due to the complicated structure of manifold M. In the next section, an iterative procedure for the computation of the optimal estimate o will be proposed.
Remark 2:
In the identification problem formulated in this section, it has been assumed that input-output data have been generated by the system (1)-(4). This assumption can be relaxed, and one may suppose that data fu k ; y k g have been generated by a generic system whose structure is unknown. In this case, the FPS in (6) or (9) contains all the models in regression form (4) which are compatible with the assumption on the noise, (5) or (8), respectively. Then, (13) returns the Hammerstein model which minimizes the maximum parametric distance to the feasible models in the set .
III. COMPUTATION OF CONDITIONAL CHEBICHEV CENTER
The identification of restricted complexity models formulated in (13) is a difficult problem since the constraints are not convex. Therefore, we suggest applying to this estimation problem the idea introduced in [12] , namely, to exploit an interlaced procedure to recursively estimate the p and h vectors of = vec(ph (14), one can replace the one-step minimization problem (13) with the following recursive procedure.
Procedure:
• Select p(0) 2 m , jp(0)j = 1.
• For k = 0; 1; . . ., compute a)
• until
• set 3 = (k):
Remark 3: In (18), > 0 is a sufficiently small threshold introduced to stop the recursion. Since d((k)) is a positive monotonic nonincreasing sequence, this stopping criterium is eventually satisfied. The practical motivation of this procedure is that the subproblems (15) and (17) are much more easily solved, being convex. In particular, when the F PS is either an ellipsoid or a polytope, exploiting the structure of the set, very efficient algorithms have been derived. More specifically, when = E(Q; c ), it can be shown that the critical computation is the evaluation of the real zero of a function c() in the interval (1=min; 1), where min is the minimum eigenvalue of Q [7] . Since it has been proved that, in this interval, the function c() is continuous and monotonically decreasing, can be easily computed by any bisection procedure. Once has been computed, the solution can be easily obtained by evaluating quadratic expressions in . Conversely, in [8] the computation of the Chebichev center of polytopes conditioned to a linear manifold, has been addressed. It has been shown that it boils down to a finite sequence of low-dimensional quadratic programming (QP) problems. In the aforementioned algorithm, for (15) and (17), the dimensionality of the QP problems has the order of m and n, respectively.
We are not able to prove that the aforementioned procedure converges to the global minimum, i.e., that 3 coincides with o in (13).
In the numerous numerical simulations we performed, starting from different initial points, the algorithm always converged to the same solution in few iterations (an example is reported in Section V). In any case, since the error decreases at each iteration, our algorithm provides a way to improve the initial estimate.
Moreover, one can prove a consistency result. 
Assume now that 2c has the SVD decomposition (20). Then, given
with h(1) :
In the same way, from (22) Hence, it turns out that our algorithm achieves the global minimum of (13) when shrinks to a singleton. Actually, in this case, it is strictly related to SVD or it is a possible way to compute SVD, (notice that SVD is usually carried out via an iterative algorithm). However, contrary to SVD, our algorithm is extended to sets.
Remark 4:
The condition p(0) T v1 6 = 0 in Theorem 1 has no practical relevance; in fact, numerical errors will always guarantee, at some instance k 0, this condition to be satisfied. The behavior of the algorithm in the case when the feasible set is a singleton is similar to that of power methods for computing the largest eigenvalue and the corresponding eigenvector of a symmetric matrix [9] . (31) This is a suboptimal estimate, usually addressed as a central projection estimate [6] . When c is easy to compute [e.g., when is an ellipsoid as in (6) ] this estimate can be obtained in a straightforward manner, see Theorem 2, via SVD decomposition which provides the algorithm for computing the nonlinear mapping from c to its projection c.
A crucial problem in restricted complexity estimation is to evaluate the degree of suboptimality of central projection, i.e., the ratio Notice that it is easy to construct an input/output sequence and a noise bound such that the FPS associated to model (4) is the one considered in Example 1.
V. NUMERICAL EXAMPLE
The effectiveness of the iterative procedure and the quality of the identified model are illustrated in a simple example. Let us consider a plant as in (1) ( 3 ) is, therefore, equal to 1.124. Starting from p(0) =pc, the algorithm converges after five iterations. It has been observed that starting from different points, the algorithm always converges to 3 .
VI. CONCLUSION
An iterative algorithm has been proposed for the identification of restricted complexity Hammerstein models in a worst case setting. The algorithm employs a relaxation technique usually adopted in identification minimizing prediction error. The algorithm is computationally efficient. Although convergence to the optimal estimate, i.e., the conditioned Chebichev center, cannot be guaranteed, it has been shown that this indeed occurs if the FPS shrinks to a single point. Moreover, the suboptimality of the estimates based on SVD of the center of the FPS has been evaluated and tight bounds have been obtained.
