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ABSTRACT
The ever-increasing demand for faster computers in various areas, ranging from entertaining electron-
ics to computational science, is pushing the semiconductor industry towards its limits on decreasing
the sizes of electronic devices based on conventional materials. According to the famous law by
Gordon E. Moore, a co-founder of the world’s largest semiconductor company Intel, the transistor
sizes should decrease to the atomic level during the next few decades to maintain the present rate of
increase in the computational power. As leakage currents become a problem for traditional silicon-
based devices already at sizes in the nanometer scale, an approach other than further miniaturization
is needed to accomplish the needs of the future electronics.
A relatively recently proposed possibility for further progress in electronics is to replace silicon with
carbon, another element from the same group in the periodic table. Carbon is an especially inter-
esting material for nanometer-sized devices because it forms naturally different nanostructures. Fur-
thermore, some of these structures have unique properties. The most widely suggested allotrope of
carbon to be used for electronics is a tubular molecule having an atomic structure resembling that
of graphite. These carbon nanotubes are popular both among scientists and in industry because of
a wide list of exciting properties. For example, carbon nanotubes are electronically unique and have
uncommonly high strength versus mass ratio, which have resulted in a multitude of proposed applica-
tions in several fields. In fact, due to some remaining difficulties regarding large-scale production of
nanotube-based electronic devices, fields other than electronics have been faster to develop profitable
nanotube applications.
In this thesis, the possibility of using low-energy ion irradiation to ease the route towards nanotube
applications is studied through atomistic simulations on different levels of theory. Specifically, molec-
ular dynamic simulations with analytical interaction models are used to follow the irradiation process
of nanotubes to introduce different impurity atoms into these structures, in order to gain control on
their electronic character. Ion irradiation is shown to be a very efficient method to replace carbon
atoms with boron or nitrogen impurities in single-walled nanotubes. Furthermore, potassium irra-
diation of multi-walled and fullerene-filled nanotubes is demonstrated to result in small potassium
clusters in the hollow parts of these structures. Molecular dynamic simulations are further used to
2give an example on using irradiation to improve contacts between a nanotube and a silicon substrate.
Methods based on the density-functional theory are used to gain insight on the defect structures in-
evitably created during the irradiation. Finally, a new simulation code utilizing the kinetic Monte
Carlo method is introduced to follow the time evolution of irradiation-induced defects on carbon
nanotubes on macroscopic time scales.
Overall, the molecular dynamic simulations presented in this thesis show that ion irradiation is a
promising method for tailoring the nanotube properties in a controlled manner. The calculations made
with density-functional-theory–based methods indicate that it is energetically favorable for even rel-
atively large defects to transform to keep the atomic configuration as close to the pristine nanotube
as possible. The kinetic Monte Carlo studies reveal that elevated temperatures during the process-
ing enhance the self-healing of nanotubes significantly, ensuring low defect concentrations after the
treatment with energetic ions. Thereby, nanotubes can retain their desired properties also after the
irradiation. Throughout the thesis, atomistic simulations combining different levels of theory are
demonstrated to be an important tool for determining the optimal conditions for irradiation experi-
ments, because the atomic-scale processes at short time scales are extremely difficult to study by any
other means.
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61 INTRODUCTION
In order to meet the ever-increasing demand for more computer power, scientists have been search-
ing for alternatives to replace silicon as the building material for electronics. After the research on
properties of carbon nanotubes (CNTs) started in the early 1990s [1], they have been one of the most
promising materials for smaller next-generation devices [2]. Other applications for these molecules
are based on their unique thermal and optical properties as well as on the combination of their light-
ness and mechanical strength.
Nanotubes consist of honeycomb-like layers of carbon atoms (similar to graphite sheets) rolled up to
form a seamless tube. The empty space inside the structure makes nanotubes very light, yet the strong
graphitic carbon-carbon bonds give these cylinders strength exceeding that of metal wires of similar
size. The typical diameters of nanotubes are some nanometers, and their lengths are in the micrometer
regime. The length depends mostly on the geometry of the system used for their growth, and the
upper limit is set only by imagination (current world record is 4 cm for a single-walled nanotube [3]).
As the atomic structure of nanotubes is well defined, and repeated periodically over the structure,
they in this sense resemble crystalline solids, while their size is in the range usually related to large
molecules. Curiously, the orientation of the atoms in each nanotube defines their electric nature –
a unique property of this material. Depending on this orientation, i.e. the chirality of each tube,
described by only two integers, the chiral indices, CNTs are either metallic or semiconducting [4].
Although CNTs have very exciting properties, some problems remain to be solved before their full
potential can be utilized in applications for electronics. One barrier to overcome is due to the inertness
of nanotube walls, which makes it difficult to functionalize them or to contact them properly. This is
clearly demonstrated by the fact that although individual high-purity single-walled carbon nanotubes
(SWNTs) have excellent mechanical properties, the values measured for samples consisting of several
tubes are not in the same range [5]. As for electronics, in addition to the problems with contacting the
tubes, another severe problem is that the as-grown nanotube samples are always mixtures of nanotubes
with different chiralities, and thus different electrical properties. Hence, a time consuming process
of separating and testing the tubes has to be performed before they can be used for any specific
application. This obviously prevents large-scale manufacturing of nanotube devices.
The studies presented in this thesis demonstrate possible ways to overcome, at least partially, some of
these problems by using ion irradiation. Despite the recent advances in experimental techniques [6; 7],
the atomic-scale analysis of irradiation-induced phenomena in nanostructures is extremely difficult,
so that we have utilized atomistic simulations with different levels of theory for this purpose. The
molecular dynamics (MD) method with analytical potentials is suitable for understanding interacting
7energetic particles, such as in irradiation events, when the time scale is some nanoseconds. Assuming
that the analytical model used in the simulations describes properly the properties of the system,
MD can be used to obtain detailed information on these processes at the atomic level. However,
to ensure that the structures given by this method are physically correct, they have to be confirmed
with higher-accuracy calculations using methods such as density-functional theory (DFT) or density-
functional-theory–based tight-binding (DFTB). For applications, also the evolution of the irradiated
systems has to be known on time scales longer than those reachable with MD. For this purpose, we
have developed a new simulation code based on the kinetic Monte Carlo (KMC) method. While
involving even more approximations than MD, it can be used to simulate structures with macroscopic
sizes at time scales of experimental relevance.
2 PURPOSE AND STRUCTURE OF THIS STUDY
The purpose of this thesis is to understand how irradiation with charged particles, specifically ions,
can be used to overcome different problems currently faced within CNT research on the way towards
applications, and to increase the understanding of the response of nanotubes to irradiation via diffu-
sion and coalescence of irradiation-induced defects. As computational methods are used to achieve
these goals, the results are compared with experiments whenever experimental data exists to ensure
the predictive power of our studies.
This thesis consists of this summary and five articles (referred to by bold face Roman numerals)
which are either published or accepted for publication in international peer-reviewed journals. In
this section, the articles are summarized and the contribution of the author to these publications is
explained. In section 3, the basic properties and applications of CNTs are presented as a necessary
background information. Section 4 shortly describes the methods used in the studies of this thesis.
In section 5, the results from atomistic simulations of irradiation of CNTs are presented. Finally, the
thesis is concluded in section 6.
2.1 Summaries of the original publications
In publication I, doping of a SWNT using low-energy boron and nitrogen irradiation is studied with
MD simulations. The resulting defect structures including the dopant atoms are analyzed and their
stability is ensured with DFT calculations. Publication II continues on using MD simulations on
studying ion irradiation-induced doping. This time, however, the dopant is potassium and the irradi-
ated nanotubes have many walls. Binding a SWNT to silicon surface using irradiation with silicon,
8carbon and neon ions is studied with MD in publication III. In publication IV, the DFTB method is
utilized for finding the minimum-energy configurations for multivacancy structures on a SWNT. Cal-
culations using an empirical interaction model and the DFT method are also used to investigate the
interaction between single vacancies. Publication V introduces a new KMC–based simulation code
for modeling diffusion and coalescence of irradiation-induced defects on nanotube walls. As a test of
the code, it is applied to studying the irradiation response of nanotubes under a transmission electron
microscope (TEM) at various temperatures.
Publication I: B and N implantation onto carbon nanotubes: insight from atomistic simulations,
J. Kotakoski, A. V. Krasheninnikov, Y. Ma, A. S. Foster, K. Nordlund and R. M. Nieminen, Physical
Review B 71, 205408 (2005).
This publication presents MD simulations on low-energy irradiation of SWNTs with boron
and nitrogen ions. With an optimal energy of about 50 eV, the dopants are shown to most
likely obtain the substitutional position in the nanotube atomic network by perfectly replacing
a carbon atom. The maximum probability of the substitution is found to be nearly 30 % for
boron and about 40 % for nitrogen. In the second and third most probable structures after the
irradiation, the replaced carbon atom remains also attached to the defect structure. Stability
of the most prolific structures is discussed in terms of density-functional theory calculations.
The bonding energy for the dopants, especially for boron, is found to be low enough to allow
on-surface diffusion, if the dopant is not in the perfect substitutional lattice site, possibly further
increasing the substitution probability.
Publication II: A molecular dynamics study of the clustering of implanted potassium in mul-
tiwalled carbon nanotubes, J. Kotakoski, A. V. Krasheninnikov and K. Nordlund, Nuclear Instru-
ments and Methods in Physics Research B 240, 810 (2005).
Potassium irradiation of multi-walled carbon nanotubes is studied in this publication with MD
simulations. The optimum energy needed for a potassium atom to penetrate a certain number
of graphitic layers is first studied in order to estimate the energy range suitable for doping of
nanotubes with 1–5 coaxial walls. With reasonable energies, the irradiation is shown to result
in small potassium clusters in the hollow parts of the tubes. Due to the differences between
potassium and boron/nitrogen, both in size and in chemistry, it is highly unlikely for a potassium
atom to be incorporated to the nanotube atomic network. For nanotubes with 1–3 walls the
optimum irradiation energy is found to be around 100 eV. Ions with energies lower than this
are not able to penetrate the nanotube walls while higher energies are more likely to destroy the
structure. The optimum energy is expected to increase with increasing system size.
9Publication III: Binding a carbon nanotube to the Si (100) surface using ion irradiation - an
atomistic simulation study, J. Kotakoski and K. Nordlund, New Journal of Physics 8, 115 (2006).
The most obvious route towards CNT–based electronic devices is to first integrate nanotubes and
the existing silicon technology. In this publication, MD simulations are used to study whether
ion irradiation can be used to enhance the contacts between CNTs and silicon substrates. Ir-
radiation is performed with carbon, neon and silicon ions. The nanotube is deposited over a
trench created to the silicon substrate, after which the structure is uniformly irradiated. This
geometry allows utilizing the differences between the irradiation-induced damage production
on suspended and on-substrate nanotubes for preventing unwanted destruction of certain parts
of the nanotube. Ion irradiation is shown to result in new covalent bonds at the contact areas,
typically 0.5− 0.9× (1014 ions/cm2)−1, while increasing the binding energy at the same time
by 100−400%.
Publication IV: Energetics, structure and long-range interaction of vacancy-type defects in car-
bon nanotubes: Atomistic simulations, J. Kotakoski, A. V. Krasheninnikov and K. Nordlund, Phys-
ical Review B 74, 245420 (2006).
Atomic vacancies are, along with interstitial atoms, the most prolific defects caused by irra-
diation of CNTs. In this publication, the properties of multivacancies with up to six missing
atoms are studied with density-functional-theory–based tight-binding method. Large “holes”
are found to be very unlikely to form via coalescing of single vacancies. Instead, chain-like
structures parallel to the nanotube axis are preferred, and defects with six or more missing
atoms are found to most likely split into smaller defects separated by perfect hexagons. Also
a preference of even-numbered vacancies is evident over the odd-numbered ones due to more
effective dangling bond saturation. Calculations using an empirical interaction model and the
DFT method are also used to study the vacancy-vacancy interaction, which is surprisingly found
to consist both of a mechanical strain effect and of an electrical effect, and to be in the milli-eV
range.
Publication V: Kinetic Monte Carlo simulations of the response of carbon nanotubes to electron
irradiation, J. Kotakoski, A. V. Krasheninnikov and K. Nordlund, Journal of Computational and
Theoretical Nanoscience, accepted for publication.
In this publication, a new KMC–based simulation code for defect diffusion and coalescence on
CNTs is introduced. Input parameters for the method are obtained from DFT–based calcula-
tions. The code can be used to model the diffusion process on a SWNT with any chirality and
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diameter, and the time evolution of systems with lengths up to micrometers can easily be fol-
lowed for several seconds. As a test, the method is applied on studying the irradiation response
of SWNTs at different temperatures under a transmission electron microscope (TEM). Nearly
perfect in situ self-healing of nanotubes is observed at temperatures higher than about 300◦C, in
perfect agreement with the experiments. Also the times needed to cut a nanotube with the TEM
are similar to the experimental values, although direct comparison is difficult because of the
experimental uncertainties. As a slight surprise, at a temperature range of 130−230◦C, the in-
crease in temperature was found to have a negative effect on the self-healing process. However,
at higher temperatures, heating always enhances the healing.
2.2 Author’s contribution
The author of this thesis carried out all calculations and analysis in publications II, III and V. In
publication I the author carried out all the MD simulations and in publication IV all the empiri-
cal interaction model and DFTB calculations, and the analysis related to these simulations in both
publications. The new KMC–based simulation code introduced and utilized in publication V was
developed by the author, and he carried out all the simulations with this code. The author also wrote
most of the text in all publications.
3 CARBON NANOTUBES
CNTs are a recently found cylindrical allotrope of carbon. The scientific research on their properties
began in 1991 after Sumio Iijima’s report on finding of multi-walled carbon nanotubes [1] with a
description of their atomic structure. However, also earlier observations had been made [8]. In this
section, a short introduction to these fascinating molecules is provided. The section begins with a
description of their atomic structure, after which the most important fabrication methods are shortly
introduced. In the end, their most outstanding properties and some of their applications are briefly
addressed. Main emphasis in this section, and through the whole thesis, is on isolated SWNTs.
3.1 Structure
CNTs are tubular molecules consisting only of elemental carbon. They can be thought as wrapped-up
graphite sheets. Except for caps, which are usually found at the ends of the tubes, the atomic structure
of a pristine nanotube is similar to a perfect honeycomb network with a carbon atom in each joint,
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rolled up to form a seamless tube (figure 1). Similar to a buckminsterfullerene [9], also 5-membered
carbon rings are present in the caps enabling the closing of the structure. All carbon atoms have three
nearest neighbors and hence all atomic bonds in nanotubes are sp2-hybridized.
The orientation of the honeycombs in each nanotube with respect to the nanotube axis – the chirality
– is described with two integers, the chiral indices (n,m). They describe a vector between two crys-
tallographically equivalent atoms of a nanotube in the graphite lattice (see figure 2). The two families
of CNTs having symmetric atomic structure, with respect to the tube axis, are given special names;
tubes with m = 0 are called zigzag and those with n = m are called armchair nanotubes. All other
tubes are simply chiral. Examples of these three types of nanotubes are presented in figure 2.
Figure 1: Ball-and-stick presentation of the atomic structure of a (10,10) SWNT.
Nanotubes can have either one or several coaxial walls (single-walled and multi-walled nanotubes,
SWNTs and MWNTs, respectively). The diameter of a nanotube d is defined by the chiral indices as
d = b
√
3(n2 +nm+m2)/pi, (1)
where b is the length of the carbon-carbon bond in the structure. The upper limit for the diameter
of a SWNT seems to be around seven nanometers, after which the structure becomes energetically
unstable, and graphitic layers are favored over nanotubes. However, larger diameters are common
for MWNTs, enabled by the support of the inner shells. The minimum diameter dmin ≈ 0.35 nm is
near the inter-layer distance in graphite. Typical nanotube lengths are some micrometers and they fre-
quently align in bundles with∼10–100 parallel tubes held together by weak Van der Waals interaction
(estimated to have a strength of somewhat less than ∼ 1.0 eV/Å [10]).
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Figure 2: Piece of a single graphite sheet (left) with the graphitic unit vectors a1 and a2, and chiral
vectors for three different SWNTs marking the atoms forming the circumference of each tube. If cuts
are made perpendicular to these vectors at both ends, a nanotube with chiral indices corresponding
to the numbers of unit vectors in the chiral vector can be formed. For example, wrapping up the
structure between the dashed lines, pointed out by vector (Ch(4,4) = 4a1 +4a2), by joining the atoms
marked with arrows, would lead to a (4,4) SWNT, which is similar to the (8,8) SWNT, presented in
the right-hand side, with respect to the orientation of the hexagons, but would have half the diameter
of this tube.
3.2 Fabrication
The multi-walled nanotubes reported by Sumio Iijima in 1991 [1] were found in carbon soot made by
the arc-discharge method. After two more years the first SWNTs were introduced [11; 12]. During
the past decade, several methods have been developed to grow both single-walled and multi-walled
nanotubes. The three most widely used methods are arc-discharge, laser ablation and chemical vapor
deposition (CVD). Unfortunately none of these methods has been able to grow nanotubes with pre-
defined chiralities. However, very recent advances on the CVD method using short pieces of SWNTs
as a seed material for the growth may finally make this possible [13].
Both the arc-discharge and the laser ablation methods are based on condensation of carbon gas, evap-
orated from a solid source at temperatures near 3500◦C. In arc-discharge, carbon is evaporated from
a negative electrode due to high temperature caused by the discharge. By controlling the chamber
pressure, currents, and the composition of plasma in the chamber, some control can be gained on the
properties of the fabricated nanotubes. The mass yield of this method is about 30 % and both single-
walled and multi-walled tubes can be produced. The tube lengths are limited to around 50 µm [2].
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In laser ablation, intense laser pulses are aimed at the carbon source. An inert gas flow is let to the
chamber to carry the carbon material, evaporated by the laser, towards a collector. The nanotubes
grow during the cooling of the carried carbon gas. The yield can be as high as 70%, and the produced
nanotubes have a uniform diameter distribution, dependent on the chamber temperature. However,
the cost of this method is clearly higher than that for either arc-discharge or CVD [2].
Chemical vapor deposition relies on the flow of vaporized hydrocarbon material through a chamber.
Nanotubes grow over a heated catalyst material using this vapor as the carbon source. Due to low
growing temperatures (around 650◦C), the produced tubes often have a high defect concentration.
The best catalyst materials are iron, nickel and cobalt nanoparticles. The diameters of the nanotubes
can be somewhat controlled with the nanoparticle size [14]. Among the presented growth methods,
CVD has the lowest price per mass ratio. In addition, it also allows growing the tubes directly on
substrates, and can be used to grow vertically aligned nanotube structures resembling a forest. Given
the recent advance in predefining the chirality of the tubes by using small nanotube pieces as a seed
material [13], CVD is the most promising candidate for large-scale production of nanotubes for ap-
plications requiring strict chirality control.
Because the as-grown nanotube samples frequently contain impurities such as catalyst particles and
amorphous carbon, and the tubes are often entangled into a complex network, purification and isola-
tion methods have also been studied widely [15].
3.3 Properties of individual nanotubes
The sp2-hybridized carbon-carbon bond is one of the strongest known atomic bonds, its strength
exceeding even that of the sp3 bond of diamond. These bonds, combined with the tubular geometry,
give nanotubes a strength versus mass ratio among the highest known for any material. For example,
the change of stress with strain (the Young’s modulus) of MWNTs (∼1.3 TPa), measured with an
atomic force microscope by Wong et al. [16], is about 56 times higher than that of a steel wire [17].
Due to the nearly one-dimensional structure, nanotubes are very stiff in the axial direction. For
larger strains they can buckle, form kinks, or even collapse due to the hollow core. However, these
transformations are usually reversible and involve no bond breaking. The irreversible transformations
require high deformations [4]. Unfortunately, nanotube bundles and other larger structures do not
perform as well as isolated tubes [5], because of the weak Van der Waals interaction between the
tubes. Furthermore, the nanotubes in the samples contain always some defects [18] causing deviations
from the ideal theoretical values [19].
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As there are infinitely many ways to orient the honeycomb lattice to form a seamless cylinder, there
are in principle equally many different nanotubes. By its electric character, an isolated graphene
sheet is a semiconductor with zero band gap (a semi-metal) having two nonequivalent points in the
reciprocal space (k-space) in which the conduction band and the valence band are degenerate. For
carbon nanotubes, the periodicity of the lattice around the circumference of the tube discretizes the
set of allowed wave numbers for the electron wave functions. Therefore, for some CNTs the allowed
numbers include the overlap points making these tubes metallic, whereas for others they do not.
Because the chiral indices determine the orientation of the lattice, they also govern the electrical
properties of each tube. Based on their electrical properties, carbon nanotubes can be divided into
three categories [20]:
(1) metals (for which n = m),
(2) very tiny–gap semiconductors (for which 2n+m = 3q, where q is an integer) and
(3) semiconductors (all other tubes).
For the smallest tubes, the high curvature makes the picture more complicated.
As a graphene sheet can be thought of as a CNT with infinite radius, the band gaps of the semicon-
ducting nanotubes approach zero with increasing diameter [4]. Because of the typical aspect ratio
of 1 : 1000, the metallic SWNTs present a nearly perfect model system of one-dimensional conduc-
tors. They should, according to theory, have a conductance of two times the quantum conductance
2G0 = 4e2/h [21] (e is the charge of an electron and h is Planck’s constant), but due to scatterers,
such as impurities and other defects, the measured values are lower. For example, a recent paper [22]
relates the resistance of defected nanotubes to the average separation of two divacancies via equation
R = Rc +
1
2G0
eL/L0 , (2)
where Rc is contact resistance, L is the length of the nanotube and L0 is a localization length related to
the divacancy separation. The current carrying capacity of metallic tubes has been shown to exceed
109 A/cm2 [23]. For semiconducting tubes it seems, somewhat surprisingly, to be even higher [24].
Due to the high conductivity, CNTs are expected to be excellent heat conductors in the axial direction.
The weak interaction between the tubes in nanotube bundles and other larger structures, however,
makes these structures insulators in the perpendicular directions. The thermal conductivity for an
isolated (10,10) SWNT has been predicted to be as high as 6600 W/mK [25]. As the chirality of
a nanotube governs all its properties, its effect on the heat conduction has also been studied. For
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example, in reference [26], the heat conduction in zigzag nanotubes is presented to be higher than
that for chiral tubes. However, one year later another study proposed no chirality dependence at
all [27]. Interestingly, a recent experimental study demonstrated that molecule-filled CNTs conduct
heat only towards the direction of decreasing mass density [28].
3.4 Applications
Because of their high strength versus mass ratio, CNTs are used for enhancing the mechanical prop-
erties of fibers in expensive sports equipment, for example bicycle frames, golf clubs, tennis rackets,
ice hockey sticks and bats for Finland’s national sport (called pesäpallo in Finnish). This is typically
achieved by using CNTs to enforce structural polymer (epoxy) composites. The sizes of carbon nan-
otubes, along with their conductivity, makes them also an interesting option for the tips of scanning
probe instruments, such as the atomic force microscope (AFM) and the scanning tunneling micro-
scope (STM) [4]. It is also possible to attach two nanotubes onto a two-electrode AFM tip to be used
as nanotweezers [29].
CNTs are shown to have excellent properties for lithium ion batteries, where they can replace the
conventional carbon electrodes [30]. Also the possibility of using nanotubes as hydrogen storage
media has drawn much attention [4]. Because molecules attached to nanotube surfaces affect the
conductance of the tube, CNTs can also be used as sensors. For example, gaseous ambients containing
molecules of NO2, NH3 and O2 can be detected with nanotube devices with response times an order
of magnitude shorter than that for conventional sensors [31].
CNTs also possess several ideal properties for field emission–based applications: a small diameter
along with high electrical conductivity and chemical stability. Prototypes for flat panel displays based
on field emission from nanotubes were presented already in 2001 [32]. Also other types of nanotube
applications based on the field emission, such as cathode ray lighting devices, have been demon-
strated [4]. Semiconducting CNTs can also be used as field effect transistors (FETs) [33; 34; 35; 36].
Especially at low temperatures, CNTs have shown several interesting transport properties [4]. Further-
more, due to their thermal properties, nanotubes can also be used to dissipate heat out from electronic
devices. This is especially interesting as molecule-filled nanotubes were recently shown to behave as
thermal rectifiers [28].
There are also several possibilities for applications by filling the hollow core of nanotubes. An in-
teresting recent study, for example, presents how CNTs can be used as nanoextruders using electron
irradiation [37].
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4 METHODS
In a perfect case, we could obtain any needed information with any degree of accuracy from exper-
imental studies. Unfortunately, even the most sophisticated methods have a limited accuracy. For
example, studying directly the atomic scale processes during irradiation of nanotubes is experimen-
tally extremely difficult. Therefore, these processes have to be deduced from secondary information,
such as macroscopic changes in the irradiated materials, and theoretical approach have to be used to
get more insight on the actual processes. All information on a multi-electron system can be obtained
with a strict quantum mechanical description by solving the Schrödinger equation. Unfortunately this
can be done only for very small systems, and generally different approximations are needed.
Computational methods with different levels of approximations have been utilized in the studies pre-
sented in this thesis. The famous Ockham’s razor principle: “entities should not be multiplied beyond
necessity ”, introduced by William of Ockham in the late 14th-century, has been applied through all
the studies. This means that the simplest possible method yielding the desired accuracy is always
used for the given problem. In following, the methods are shortly introduced in the order of increas-
ing number of approximations, starting in section 4.1 with density-functional theory, moving on to
tight-binding method in section 4.2 and molecular dynamics simulations in section 4.3, and finally
ending in section 4.4 with kinetic Monte Carlo method. In section 4.5 the limiting factors of each
method are shortly discussed.
4.1 Density-functional theory (DFT)
Most solid state electronic structure calculations are based on density-functional theory (DFT). It re-
lies on the assumption that the many-body wavefunctions Ψ can be replaced by the electron density
n(r) as the basic quantity in the quantum mechanical description of the system. Thereby the com-
plexity of the equations can be decreased from 3N variables, needed to give the location of all the
N particles in the system, to 3. This assumption is based on the Hohenberg-Kohn theorems [38],
which state that (a) the ground-state many-body electronic wavefunctions can be one-to-one mapped
to the ground state electron density n0, and (b) this density minimizes the energy of the system. Al-
though the first theorem states that the mapping exists, it does not say anything about its form, and
the approximations of DFT methods are done within these mappings.
The most widely used implementation of DFT is the Kohn-Sham method [39], where the problem of
the interacting many-body system is reduced to a system of non-interacting electrons in an effective
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potential. Within this potential, the electron-nucleus interactions are described with an external field
and the Coulombic electron-electron interactions through exchange and correlation terms.
The terms in the Hamiltonian H describing the kinetic energy, electrostatic interaction between the
electrons and the nuclei, and the electrostatic energy of the electron in the field generated by the
total electron density are similar for several electronic structure calculation methods. The exchange-
correlation potential Vxc[n](r), also included to the Hamiltonian, contains the many-body effects and
is unique for DFT.
Solutions to the Schrödinger equation have to be self-consistent in the density given by
n(r) =
N
∑
k=1
|ψk(r)|2, (3)
where the sum is over all one-electron spin-orbitals ψk having the lowest eigenvalues εk. The equa-
tions are solved in an iterative self-consistency loop starting with some initial guess for the ground
state electron density n(r). As the correct exchange-correlation functional Vxc[n](r) is unknown, ap-
proximations are needed to solve the equations.
A common way to deal with the electron-electron interactions is the local density approximation [40],
which is based on exact exchange energy and on fits to the correlation energy for a uniform electron
gas. The exchange correlation potential is assumed to depend only on the value of the density in r.
While the local density approximation is best suited to model bulk materials, other approximations
are better for molecules and nanostructures, such as CNTs. To improve on the local density approx-
imation at short distances, the gradients of the electron density can be taken into account with the
gradient expansion approximation. This leads, however, to unphysical positive contribution at larger
distances. In the generalized gradient approximation, only the negative contributions are included,
and a cut-off is used at larger distances. A large number of different parametrizations based on the
approximations exist with varying properties.
As only the valence electrons of the atoms have an effect on the chemistry, the core electrons can
be included to a pseudo potential which includes both the potential of the nucleus and the screening
effect of the core electrons. It has to lead to nearly zero probability for the valence electrons to be
close to the nucleus, and describe correctly their behavior after a certain cut-off distance rC. The
implementation of the pseudo potentials leads to a significant computation speed-up by decreasing
the number of particles in the system.
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DFT calculations utilizing the plane wave basis set VASP code [41] using projector augmented wave
pseudo potentials [42; 43] and the generalized gradient approximation [44] have been used to study
different defect configurations in publications I and IV.
4.2 Tight-binding (TB)
The tight-binding method is based on an assumption that the electron states are tightly bound to the
nuclei. It consists of a linear-combination-of-atomic-orbitals-(LCAO)–type of approach, in which the
atomic states are used as the basis orbitals. The electron states in the tight-binding method are
φk(r) = ∑
p
Cp(k)χp,k(r), (4)
where χp,k(r) are the atomic orbitals and Cp(k) are coefficients to be found self-consistently via
variational principle method [40] from the generalized eigenvalue problem
FC(k) = ESC(k) (5)
for the vector C(k) with components Cp(k). Equation 5 originates from the Hartree-Fock-Roothaan
method [40], and the elements of the Fock matrix F can be obtained by fitting to experimental data.
S is the overlap matrix of the atomic orbitals,
Spq = 〈χp(k)|χq(k)〉, (6)
and E consists of the energy eigenvalues εk. Within the Slater-Koster approximation [45], the one-
electron integrals in the elements of the Fock matrix are approximated with a product of an analytical
function depending on the distance between the atoms, and on the overlap of the basis orbitals. This
reduces significantly the complexity of evaluating the matrix elements, because originally each ele-
ment depends on the position of every atom in the system.
Traditionally, the tight-binding method has included some parameters fitted to experimental data. In
the density-functional-theory–based tight-binding (DFTB) method [46], however, DFT (see the above
section) is used to solve for electron states to be used to calculate the parameters for the overlap and
Hamiltonian matrices. The repulsion energy term in the total energy of the system is then fitted
to correctly reproduce the results for different structures (for example the C-C dimer). Thereby no
experimental data is needed, and the applicability of the method is widened outside the conditions of
the experiments used traditionally for fitting. The tight-binding method can also be rigorously derived
from DFT [47].
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The nonorthogonal DFTB method using the Frauenheim’s parametrization [46] is applied both on
studying different defect configurations and adatom migration in publication IV, and annihilation
processes in publication V.
4.3 Molecular dynamics (MD)
Classical molecular dynamics (MD) is a method to numerically solve the Newtonian equations of
motion for a given system of particles with a known interaction model [48]. It was developed in the
late 1950s originally to study the atomic vibrations in molecules [49; 50].
To reduce the computational time needed for the dynamical calculations, the number of free parti-
cles in the simulations has to be decreased. A solution used in classical MD is to approximate the
atoms as single particles instead of dealing with both nuclei and electrons. This Born-Oppenheimer–
approximation [48] is based on the assumption that the electrons move fast enough to reach equilib-
rium much faster than the nuclei, so that the electronic contribution to the atomic interactions can be
neglected.
Although quantum mechanical interactions can be implemented within the MD method (the most
famous approach was introduced by Car and Parrinello in 1985 [51]), only classical MD was used in
the studies of this thesis. With classical interaction models, the Newtonian equations of motion are
integrated over a small time step (typically in the order of 1 fs). For a system with N particles, the
potential energy may be divided into terms as
V = ∑
i=1
v1(ri)+ ∑
(i=1)
∑
( j>i)
v2(ri,r j)+ ∑
(i=1)
∑
( j>i)
∑
(k> j>i)
v3(ri,r j,rk)+ . . . , (7)
where the summations are over all particles without counting any pair of particles more than once.
The first term presents the external potential and the remaining terms the interactions between the
particles.
Several approaches have been taken to solve the equations of motion within the MD method. Typically
this is done in a step-by-step fashion using information at time t to calculate the system state at a later
time t +δt. These finite difference methods can be further improved with different predictor-corrector
algorithms.
All MD simulations presented in this thesis have been made with a simulation code PARCAS written
by Kai Nordlund [52]. Within this code, the fifth-order Gear predictor-corrector algorithm (Gear5)
is utilized (see for example reference [48]) to solve the equations of motion. A variable time step is
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used to speed up the computations, while also ensuring a short enough change in time when energetic
particles are present.
4.3.1 Inter atomic interaction models
In principle, MD simulations are exact within the Born-Oppenheimer approximation, when the time
step is short enough. However, the potential energy of equation 7, arising from the Coulombic and
quantum mechanical exchange–interactions, is in practice impossible to calculate exactly for large
systems.
One computationally effective method for describing the inter atomic interactions is to use analytical,
empirically fitted, potential models. They are typically constructed by first developing a physically
motivated functional form, and fitting the free parameters of this functional to reproduce data obtained
from experiments or with other numerical methods, such as TB or DFT. When energetic particles
force a short time step for the simulations, the interactions can be limited to a small volume around
each particle neglecting thus higher-order terms in equation 7.
For metals, a widely used family of interaction models are based on the embedded-atom method,
originally developed in the 1980s [53; 54]. Within these potentials, the electrons are described with
a continuous medium, jellium, into which the atoms are embedded. The energy needed to put an
atom into its place in jellium is the embedding energy G. The total energy of the system within the
embedded atom method becomes
E = ∑
i
Gi
[
∑
j 6=i
ρai (ri j)
]
+
1
2 ∑i, j(i 6= j)vi j(ri j), (8)
where ρa is spherically averaged atom density, vi j describes two-particle interactions and ri j is the
distance between atoms i and j.
While the embedded atom method works reasonably well both for noble gases and metals, it does not
describe adequately materials with covalent bonds. The Tersoff-like potentials have been developed
for this purpose [55]. The total energy of the system within these potentials is
E = ∑
i
Ei =
1
2 ∑i, j( j 6=i)vi j, (9)
where
vi j = fC(ri j)[Ae−λ1ri j −Bi je−λ2ri j ]. (10)
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Ei is the energy of particle i, vi j is the interaction between particles i and j, ri j is the distance between
them, and A, λ1 and λ2 are positive constants with λ1 > λ2. Parameter fC defines the cut-off function
of the potential. The first term in equation 10 is repulsive, and the second term presents bonding. Bi j
is a variable including the bond order via a three-body term to take into account the angles between
the bonds.
When simulating high-energy events, such as ion irradiation, the interactions at short inter atomic
separations are extremely important, because of the high velocity of the particles. While the traditional
potential models have been developed usually for simulating near-equilibrium phenomena, they have
to be corrected by a smooth joining to a repulsive potential at the shortest distances [56].
4.3.2 Temperature and pressure control
To realistically simulate irradiation events, the heat brought into the structure, dissipated away in a real
system, has to be damped out outside the neighborhood of the event to avoid unphysical temperature
rise in the system. Therefore, temperature control has to be done in the outer edges of the system, and
a large enough system has to be used for the phenomena of interest to occur outside these areas. The
Berendsen method [57] of coupling to external temperature bath to dissipate the heat has been used
in the MD studies presented in publications I-III. Although other methods give a better description
on thermodynamical ensembles, the Berendsen method is well suited to model an out-of-equilibrium
system, such as a nanotube under irradiation. A similar method [57] has been used for pressure control
while relaxing the simulated structures. In order to model a much larger structure than possible by
simply increasing the system size due to computational limitations, periodic boundary conditions are
usually used in irradiation simulations in the directions perpendicular to the irradiation direction.
Classical MD simulations have been used in publications I–III with Tersoff-like potential by Bren-
ner [58] describing the C-C interaction. A similar potential for B-C-N systems by Matsunaga et
al. [59] was used in publication I, and for C-Si systems by Erhart and Albe [60] in publication III.
Embedded-atom-method–based potassium potential [61] was used in publication II.
4.4 Kinetic Monte Carlo (KMC)
The name of the Monte Carlo methods originates from the famous casino in Monaco, and is due to
the fact that these methods rely heavily on random numbers. Kinetic Monte Carlo is a method to
simulate processes which occur in a fixed lattice at certain rates [62; 63; 64]. It is well suited to model
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the defect migration on solids, the transition rates following the Boltzmann factor including migration
energy barrier Em
ri = ν0e
−Em/kBT , (11)
where ν0 is characteristic rate which describes the frequency of the events in the system, kB is the
Boltzmann’s constant and T is the temperature of the system.
In publication V, a new KMC code is introduced for following the diffusion and coalescence of
defects on a SWNT. Parameters for the defect migration are obtained from calculations with DFT–
based methods. In the Object KMC approach taken with this code, the underlaying lattice, on which
the defects move, is assumed fixed.
The code utilizes the Bortz-Kalos-Lebowitz–algorithm [62], which proceeds as follows. First, all
possible transition in the system are found and the corresponding rates are calculated. After this, one
of the transitions is picked randomly according to the rates. This transition is then let to occur, the
transition set is updated, and the rates are re-evaluated. This cycle is then continued until a certain
end condition is reached. After each transition the system time t is incremented as
t = t− log(u)/RN, (12)
where u ∈ [0,1] is a random number and RN is the sum of all the transition rates in the system RN =
∑Ni=1 ri.
When the underlaying lattice is rigid and the energetics of the defect migration are known, this allows
following the evolution of the defects with a correct time scale [64] if the migration steps are uncorre-
lated. Using the Bortz-Kalos-Lebowitz–algorithm, only one iteration step is needed to perform each
transition, in contrast to many other Monte Carlo methods, making KMC extremely computationally
efficient. Therefore it can be used to simulate the time evolution of experimentally observable objects
with macroscopic time scales.
As the question of completeness of any greatly simplified model is always somewhat unclear, un-
certainties are also introduced to the time scale given by the KMC method. Strictly speaking, using
Monte Carlo methods for simulating dynamical processes at all can be questioned, because they de-
scribe the order of events rather than the true dynamics of a given system [65]. In fact, there are
no means to prove that the dynamics generated by any Monte Carlo scheme would be correct. On
the other hand, many case studies have shown that Monte Carlo dynamics can approximate the time
dependence of model systems reasonably well. This is further supported by the results discussed in
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section 5.3, which are in line with experimental findings for dynamic quantities. Nonetheless, there is
a reason to emphasize that care is warranted when Monte Carlo is employed for studies of dynamics.
In the case of defect migration on nanotubes, further complications arise from the flexibility of the
tubes in direction perpendicular to the tube axis. Another point is that the prefactor ν0 is in reality
most likely different for different defect types, which is not taken into account in the code presented
in publication V. There may also be processes which are neglected in the developed model, and
the reconstruction of the nanotube atomic structure due to coalescing defects can significantly affect
the migration of any near-by defects. However, studies made with the code suggest that the taken
approach leads even to a quantitative agreement with experimental results [66].
A KMC method developed by the author for defect diffusion and coalescence on CNTs is introduced
in publication V. It has been utilized to study the irradiation response of SWNTs at different temper-
atures under the electron beam of a transmission electron microscope (TEM), and is shown to give
results in excellent agreement with experiments.
4.5 Comparison of the computational methods
Methods based purely on quantum mechanical properties of the particles in question, such as DFT,
have extreme transferability among the various computational approaches. They can be equally well
used to study systems in different phases – same compound as a gas, a liquid or a solid, for example.
They can also be used to predict new structures reliably. Solving the Schrödinger equation is, however,
such a demanding task that, even with the approximations made within DFT, it can be done only for
fast processes (lasting some tens of picoseconds) and involving only a few hundred of atoms. The
accuracy of the method depends on the approximations made, and can be continuously increased, at
the cost of computational efficiency, by modifying the parameters.
The picture gets more complicated when further approximations are introduced. For example, when
TB method is implemented by fitting data from experiments or ab initio calculations, the transfer-
ability of the method becomes questionable. It is equally difficult to estimate the accuracy of the
method without comparison to calculations made with more accurate methods. For DFTB, however,
the transferability within geometrical properties of carbon structures has been shown to be similar to
DFT [67]. TB method can typically be used to simulate systems with some thousands of atoms and
processes lasting up to tens of nanoseconds.
MD method relies heavily on the interaction model used. The analytical interaction models are nor-
mally fitted to reproduce a set of known experimental and computational data. Therefore, it depends
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crucially on both the quality and the representativeness of this data how well MD describes the sys-
tem. One clear problem is that the data used to fit the potential is based on known structures, limiting
the predictive power of the method. For carbon systems, the Brenner potential [58] has been shown
to give a description in good agreement with more accurate methods, especially at low atomic densi-
ties [67]. MD can be used to study systems involving millions of atoms up to microsecond regime.
Usually the best understanding of the system is obtained by combining the good properties of all
the above-described methods. Time scales or system sizes unreachable even for classical MD with
analytical interaction models can be obtained with statistical methods. Object KMC method, for
example, can describe the time evolution of defects on a rigid lattice for macroscopic system sizes
and realistic time scales, if the energetics of the defect migration and interactions are known. More
demanding calculations are needed to obtain the input data for this method, and its accuracy is set by
the level of understanding of the underlaying processes.
5 LOW-ENERGY ION IRRADIATION OF NANOTUBES
Although conventionally thought as harmful, irradiation with energetic particles can also have advan-
tageous effects on materials. In the semiconductor industry, for example, ion irradiation is routinely
used to introduce dopant atoms into materials to modify their electric properties [68]. In what fol-
lows, our computational studies on the possibility to use ion irradiation in a similar manner to tailor the
properties of CNTs are presented. Several experimental and computational studies have been made
on both electron and ion irradiation effects on different nanotube structures (see a recent review [69]
for electron irradiation and references [70; 71; 72; 73; 74; 75] for a few examples on ion irradiation).
Most of the studies have concentrated on large-scale structural modifications of the tubes, while only
a few studies have considered controlled tailoring of the tube properties with ion irradiation [22; 76].
In the studies presented in this thesis, atomistic simulations have been used to study the possibility
of using ion irradiation to ease the route towards applications, especially when large-scale manufac-
turing of nanotubes with predefined electric properties or good contacts between the tubes and other
devices or substrates are needed. The optimum conditions for future experiments are given whenever
possible.
The slow-down of ions penetrating to a target is caused by collisions of the ion with electrons and
nuclei of the material. As only relatively low irradiation energies (≤ 2 keV) have been used in the
studies of this thesis, in order not to destroy the irradiated nanotubes, only the nuclear stopping has
been considered. Furthermore, because of the high conductivity of nanotubes, the radiation-induced
changes in nanotubes are known to be dominated by the knock-on atom displacements [77].
25
In the following sections, using ion irradiation to introduce boron, nitrogen and potassium atoms as
dopants into CNTs is discussed (original work presented in publications I and II). After this, a way
to improve contacts between nanotubes and substrates with ion irradiation is presented (publication
III). Finally, the defects introduced to nanotubes due to irradiation, and the time evolution of these
defects on nanotube walls (publications IV and V, respectively) are described.
5.1 Irradiation-assisted doping
As was described in section 3, the electric properties of CNTs are defined by the chirality of each tube,
and the as-manufactured nanotube samples contain a mixture of nanotubes with different chiralities.
Because of this, a time consuming process of hand-picking and testing the tubes has to precede the
fabrication of electronic devices from nanotubes.
Boron and nitrogen can be used for p and n-type doping of CNTs, respectively, to gain control on
their electronic properties. B and N are natural choices for dopants because the atomic radii of these
atoms are similar to that of carbon, and they posses one electron less (boron) and more (nitrogen).
Further motivation for nitrogen doping arises from the possibility to functionalize [78] nanotubes and
to introduce local magnetic moments into them [79] via N impurities.
As an alternative approach, alkali-metal doping has been shown to lead to a change in the electric be-
havior of nanotube structures. Nanotube ropes, for example, have been reported to become metallic
after doping [80; 81]. This happens also for zigzag nanotube–potassium structures with a potassium
concentration similar to KC48 [82]. In addition, as potassium intercalated fullerene structures are
found to be superconductive at temperatures under 19.3 K [83], potassium doping may have an in-
teresting effect on low-temperature behavior of nanotubes. Potassium-doped nanotubes are also of
interest as a hydrogen storage medium [84].
Different chemical methods have been considered for the boron and nitrogen doping [85; 86; 87].
With these methods, however, a substantial part of the dopant is usually chemisorbed instead of oc-
cupying the substitutional sp2 configuration in the nanotube atomic network. Furthermore, substitu-
tional reactions seem impossible for nanotubes with diameters less than 8 nm [86], and incorporating
B atoms to the atomic network of CNTs has been reported to be problematic [87]. Also potassium
doping has been carried out with different methods [35; 80; 81; 84; 88; 89; 90; 91; 92]. A drawback
with these methods is that the nanotube structures have to be open-ended, or opened, in order to get
the potassium atoms inside, and uniform doping of complex structures is difficult.
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Because of the problems in doping CNTs by the chemical methods, other options are worth studying.
In publications I and II, doping of CNTs using ion irradiation has been demonstrated with MD sim-
ulations. As the chemical properties and the size of potassium are different than those for boron and
nitrogen, also the results of the doping differ significantly.
For boron and nitrogen irradiation, a single-walled armchair carbon nanotube with chiral indices
(10,10) was chosen as the target for simulations with the MD method. Ions were aimed at the nanotube
in perpendicular direction with respect to the axis of the tube with initial energies of 20–300 eV. After
the irradiation, the system was heated up to 1500 K to get rid of spurious metastable configurations.
To study the effect of the high-temperature phase on the resulting defect structures, they were visually
identified both before and after heating.
To find out the best energy for substitutional doping, the number of neighbors of the dopants was
calculated as a function of the irradiation energy. In figure 3 these results are presented for the
situation after the high-temperature treatment. As the dopants occupying the substitutional lattice
sites in the nanotube have three neighbors, it can be easily deduced from figure 3 that the optimum
energy for the substitution is near 50 eV, if the perfect substitution is among the most common defect
types where the dopant is three-coordinated. This energy can be understood by the kinetic energy
transfer from the ion to the nanotube lattice: within our simulation model it costs about 25 eV to
displace a carbon atom, but the ion does not usually hit the carbon atom head-on, thus not giving all
its kinetic energy to release the atom. Hence the average energy needed for the displacement increases
somewhat, resulting in an average of around 50 eV.
To obtain more detailed picture on the resulting structures after the ion impact, the most prolific struc-
tures for both boron and nitrogen were studied also with the DFT method. The four most common
structures are presented in figure 4. All these structures were found to be stable both within the MD
and the DFT simulations, although the formation of a pentagon in figure 4c was not seen within the
MD simulation results.
With the optimum substitution energy of around 50 eV, these defects constitute about 49% and 40% of
the structures after the boron and nitrogen irradiation, respectively. If only those dopants are taken into
account, which remain in the nanotube after the impact, the probability for the substitution (figure 4a)
is about 38% for boron and 65% for nitrogen.
The situation is completely different for potassium doping. Since the potassium atom is much larger
than carbon, it can not perfectly replace a carbon atom in the atomic network. Instead, potassium
atoms are attracted by the hollow parts of the tube. According to our simulations, only about 2% of
potassium atoms are incorporated into the nanotube walls after the irradiation. Furthermore, because
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Figure 3: Probability for the boron and nitrogen atoms to have a certain number of neighbors nnbr after
the irradiation as a function of the initial ion energy. Only the results after annealing the structures
are presented here. This data is from publication I.
Figure 4: Ball-and-stick presentation of the most prolific defects in a (10,10) SWNT after B/N irradi-
ation. The black atom is the dopant, white atoms are carbon.
of its size, a potassium ion produces more damage to the nanotubes than boron or nitrogen. Therefore,
it is preferable to irradiate more robust structures, such as multi-walled nanotubes or carbon peapods1
with potassium.
To get an estimate on the required irradiation energies for doping multi-walled nanotubes with potas-
sium, we first studied the number of graphitic layers a potassium ion penetrates on average as a
function of the ion energy (figure 5). According to figure 5, energies between 50–200 eV are the best
for doping a three-walled carbon nanotube (TWNT). To validate this assumption, and to estimate the
1Carbon peapod is a structure consisting of a SWNT filled with fullerene molecules.
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Figure 5: Average number of graphitic layers penetrated by a potassium ion as a function of the initial
irradiation energy. This data is from publication II.
damage caused during the irradiation, simulations on cumulative irradiation of a TWNT were made.
The potassium atoms were found to occupy the hollow parts of the tubes and tend to form small
clusters there. The number of introduced clusters divided by the damage is presented in figure 6 as
a function of the number of incident K ions for irradiation energies of 60–300 eV. The damage is
defined as the ratio between the carbon atoms without graphitic neighborhood and the total number
of carbon atoms in the structure.
As figure 6 shows, the energies leading to the maximum number of clusters with the lowest damage
for the TWNT are within 60–100 eV. It is evident that ion irradiation can be used to dope CNT
structures with potassium. As the probability of obtaining complex defect structures increases with
the energy, the lowest possible energy should be used. In the case of carbon peapods, the situation is
somewhat better because only one graphitic layer needs to be penetrated. Therefore lower energies
can be used for the doping. An example of a carbon peapod structure after potassium irradiation is
presented in figure 7.
As a conclusion, ion irradiation is a promising way for substitutional doping of SWNTs with boron
and nitrogen, and can also be used to introduce potassium clusters into multi-walled carbon nanotubes
and carbon peapods. In fact, the theoretical predictions presented above on nitrogen doping have
recently been confirmed experimentally [93], albeit at somewhat higher energies.
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Figure 6: Number of introduced potassium clusters (NC) divided by the damage as a function of the
number of incident K ions (NK) for irradiation energies of 60 eV, 100 eV, 200 eV and 300 eV. The
circles present the points at which the stoichiometry of KC48 is reached. The drop in the curves after
about 60 potassium ions is due to merging of the clusters together as the potassium concentration
increases. The data was originally published in publication II.
Figure 7: Ball-and-stick presentation of a carbon peapod irradiated with potassium ions with energy
of 100 eV. The bonds between the carbon atoms in the nanotube and in the fullerenes are colored
differently for clarity. The spheres are potassium atoms.
5.2 Carbon nanotube contacts
Traditionally, nanotube contacts have been created by first fabricating an array of electrodes on a
substrate and then depositing nanotubes onto the array. Another possibility is to first deposit the tubes
and then place the electrodes over a nanotube, selected for example with an atomic force microscope
(AFM).
With these methods, the measured device resistances are usually of the order of 1 MΩ, whereas the
intrinsic two-terminal resistance of a metallic CNT is half the quantum of resistance 1/2G0 = h/4e2 ≈
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6.5 kΩ [4]. The difference of two orders of magnitude between these values is usually related to the
contact resistance at the nanotube-electrode interfaces. Lower contact resistances have been obtained
for example by evaporating metals on CNTs on substrates [94]. The lowest measured resistances have
been as low as ∼10 kΩ. Also other approaches have been used to obtain similar values. However,
even with evaporated electrodes, roughly one of every four contacts is not working properly. Because
of this, the contacts have to be tested every time causing a significant amount of extra work. In
addition, when using a multi-walled nanotube, these methods contact only the outermost wall to the
electrodes, whereas contacting all the layers should give a clear increase in the conductance.
Focused electron irradiation has been used to solve these problems by improving the contacts. A
significant decrease of the originally high contact resistances has been reported (> 100 MΩ →
30 kΩ) [95]. Because ion guns are more frequently found in today’s semiconductor device facili-
ties, when compared to scanning-electron microscopes (SEM) used in the study of reference [95], it
could be preferred by the semiconductor industry to use ion irradiation in a similar manner. Further-
more, using ion irradiation and protective masks outside the contact areas, the requirements for mass
production can be approached, because the structure can be uniformly irradiated.
The question of charge transfer between CNTs and metal electrodes has recently also been theoret-
ically addressed [96]. The highest transfer was surprisingly found to occur with a weak contact be-
tween the nanotube and the metal electrode, but with as long contacts as possible. However, the study
presented in reference [96] concerns pristine nanotubes and crystalline metals. As the results with the
focused electron and ion beams indicate, the situation is somewhat different when the nanotube and
the metal electrode have been welded together with energetic impacts.
Preliminary results from a study on ion irradiation of a nanotube on SiOx surface under evaporated
gold contacts, with the uncovered part of the nanotube protected with a resist layer, are promising [97].
However, more experiments have to be made in order to make reliable interpretations on the obtained
results. An example of the structure used in these experiments is presented in figure 8 both before and
after the irradiation.
In addition to enhancing the contacts between CNTs and metal electrodes, it can be useful to contact
tubes also to semiconductor materials, especially to silicon. Although the possibility of redesign-
ing the existing semiconductor devices to be made of carbon materials, such as nanotubes, has been
discussed [2], silicon can not be replaced in the very nearest future. A possible route towards carbon-
based electronics goes via integrating the existing silicon technology with CNTs. One possible direct
application for a nanotube–silicon system could be heat dissipation out of silicon devices using nan-
otubes connected directly to the device, utilizing the excellent heat conductivity of nanotubes [25].
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Figure 8: Scanning electron microscope (SEM) images of the irradiated nanotube–electrode–resist
structure before (left) and after (right) the irradiation. The images are from different samples. Images
are courtesy of Lorenz Lechner, Low Temperature Laboratory, Helsinki University of Technology,
Finland.
Furthermore, if nanotubes loaded with molecules can be used as thermal rectifiers as was recently
demonstrated [28], a multitude of new applications can emerge.
The study presented in publication III shows how ion irradiation can be used to enhance the nanotube–
silicon contact. A structure with a trench in the substrate was studied to demonstrate at the same
time how the geometry of the system can be designed to avoid unnecessary destruction of those
parts of the nanotube which do not need to be damaged. This is possible due to the difference in
damage production between suspended nanotubes and tubes on substrates [98; 99], caused by the
back-scattering and recoils from the substrate. The structure used in this study is presented in figure 9.
Irradiation of this structure with carbon, silicon and neon ions was studied with the MD method using
irradiation energies of ≤ 2 keV. As the result of the irradiation, a clear increase of the number of
new C-Si bonds in the contact areas [0.5−0.9× (1014 ions/cm2)−1] was found. Also the increase in
the binding energy between the structures was estimated. It is presented in figure 10 divided by the
irradiation dose as a function of the ion energy for all the studied ions.
Because the structure was uniformly irradiated, some damage was also created in the suspended part
of the nanotube. Fortunately, at least for the lowest irradiation energies, most of the produced defects
are single vacancies [98]. As these defects are mobile with migration energies of about 1.3 eV (see the
following section), the damage production can be decreased by increasing the irradiation temperature.
If the ion beam current is kept low enough, the defects can migrate to the damaged parts of the
32
Figure 9: Schematic presentation of the irradiated structure in two directions and presentation of the
atomic structure of the minimum-energy configuration for a (10,0) SWNT in between the dimer ridges
on the silicon surface in the third direction. All panels are from publication III.
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Figure 10: Increase in the binding energy (EB) between the tube and the substrate divided by the
irradiation dose (φ) for different ions as a function of the initial ion energy. The inset shows an
example of the binding energy/irradiation dose data from which the data presented in the graph were
obtained with linear fits. The graph is from publication III.
tube, where they are likely to recombine with other defects. Although the increasing temperature
also enhances the healing of the contact areas, it is unprobable that the contacts retain their original
structure if the temperature increase is kept modest, allowing the welding of the nanotube to the
substrate.
With increasing energies also the number of immobile higher-order defects increases. As an example,
figure 11 presents a part of the structure after carbon irradiation with an energy of 2 keV and an
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irradiation dose of 0.55×1014 ions/cm2.
Figure 11: Ball-and-stick presentation of a (10,0) SWNT on a Si-substrate after carbon irradiation
with an energy of 2.0 keV and irradiation dose of 0.55×1014 ions/cm2. Light spheres present carbon
and dark spheres silicon atoms. Irradiation has created a (5-8-5) divacancy structure to the suspended
part of the tube (right-hand-side zoom-in), and also new bonds are evident between the structures
(left-hand-side zoom-in). This figure is from publication III.
The results indicate that ion irradiation can be used to enhance the contacts between CNTs and differ-
ent kinds of substrates. Specifically, ion irradiation-induced welding of a SWNT to a silicon surface
was demonstrated using MD simulations with an example geometry to decrease the unwanted dam-
age in some parts of the nanotube. Typical increase on binding energy between the nanotube and the
silicon substrate was found to be about 100–400% with moderate irradiation doses. If the irradiation
energies and beam currents are kept low, and the irradiation is performed at an elevated temperature,
the contacts can be enhanced without intolerable damage caused to the nanotube.
5.3 Irradiation response
The most typical irradiation-induced defects in CNTs are atomic vacancies along with interstitial
carbon atoms [98]. After a carbon atom is displaced from its position in the nanotube atomic network,
it is likely to hit the surface of the tube on the other side. If the energy of this displaced atom is not
high enough to kick out another carbon or to escape from the structure, it gets attached to the lattice
as an adatom (interstitial). Because of the curvature of the tubes, there are two different surfaces
for the adatom to occupy. It can either be on the inside surface in an endohedral position or on the
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outside surface in an exohedral position. Also other defect types, such as the Stone-Wales defect [100]
related to a switched bond, can be found after irradiation. However, the energy barrier for a Stone-
Wales defect to transform back to perfect lattice has been shown to be very low with adatoms present
in the structure [101], which is usually the case in irradiation experiments.
The minimum-energy configuration for an adatom is over a carbon-carbon bond perpendicular to the
tube axis. For a vacancy the structure rearranges by decreasing the distance between two of the re-
maining atoms to create a weak bond forming a pentagon. The third atom remains under-coordinated.
For illustrations of these structures and description of their properties see references [102] and [103],
respectively. As the average migration energy barriers for these defects are, on a relatively small
SWNT, of the order of 0.5 eV (adatom) [102] and 1.3 eV (vacancy) [103], it can be easily deduced
that they are both mobile at experimentally interesting temperatures. For example, at a temperature
of 600◦C, the diffusion rate for an adatom on a nanotube wall can be estimated with equation 11 to be
ri = ν0e
−0.5 eV/kBT ≈ 5.2×109 s−1 (13)
and for vacancy diffusion
rv = ν0e
−1.3 eV/kBT ≈ 1.3×105 s−1, (14)
when ν0 ≈ 4×1012 s−1 is the vibrational frequency for a carbon atom on a nanotube [102] and kB is
Boltzmann’s constant. Hence not only the amount of the produced defects, but also their migration is
important from the experimental point of view. At room temperature the rates are several orders of
magnitude lower.
As the defects are mobile, an obvious question is what happens when they meet. For a single vacancy
and an adatom meeting each other, the simplest assumption is to expect annihilation, after which the
remaining structure is that of a perfect nanotube. However, in reality the situation is not this simple,
because the recombination does not always lead to the perfect structure [66]. Similar behavior has
also been seen for graphite [104]. However, as is discussed in publication V, this can be expected to
be important only at the lowest temperatures.
Although some studies have been made on properties of carbon dimers on nanotubes [105], it is not
obvious what happens when two interstitial atoms meet. The most naïve picture is to assume that there
is no significant agglomeration of interstitial atoms on CNTs when the adatom concentration is low,
as this is not seen in TEM studies even with high currents [106]. Comparison between results with
the KMC method presented in publication V and experiments seem to validate this assumption. For
vacancies, however, the situation is completely different. Several multivacancy configurations were
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studied with the DFTB method in publication IV in order to find the minimum-energy structures
forming via coalescence of single vacancies. Also a weak but long-ranged interaction between single
vacancies was found within these studies, and the DFT method and an empirical force model (a
Tersoff-like inter atomic potential, see section 4.3.1) were used to estimate the electronic and strain
field–related contributions on this interaction.
The agglomeration of vacancies to form multivacancy structures was found to be promoted by the
weak long-range interaction, and also by the energy gained within the coalescence (see figure 12).
However, as is shown in publication IV, the multivacancy structures tend to have an upper limit of
five removed atoms. Defects larger than this easily split into smaller multivacancies to more efficiently
reconstruct the atomic network of the tube, at least in isolated SWNTs with small diameters (see the
structure of V6(5-7-6-7-5)‖ in figure 13).
Figure 12: Energies (in eV) gained while forming multivacancies from separated single vacancies in
a (10,10) SWNT. The data is from publication IV.
Figure 12 clearly shows that the energetically most favored configurations have an even number of
missing carbon atoms; ∼7.5 eV is gained when one single vacancy is added to a multivacancy with
an odd number of missing atoms, whereas less than 3.0 eV is released when the original defect is
even-numbered. The minimum-energy configurations for multivacancies with 2–6 removed atoms
are presented in figure 13 for a (10,10) SWNT and the related energies are listed in table 1.
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Table 1: Formation energies of the vacancy structures on a (10,10) SWNT calculated with the DFTB
method. Values in parentheses give the number of atoms in carbon rings in defects. Subscripts show
the number of dangling bonds in each ring. Orientations of defects (’parallel’ ‖ and ’perpendicular’
⊥) are given as the orientation of the longest chain of missing atoms in each defect with respect to
the nanotube axis. The data in the table is from publication IV.
Defect structure E( f ) (eV)
V2(5-8-5)‖ 5.25
V3(5-101-5)‖ 8.70
V4(5-7-7-5)‖ 7.67
V4(5-5-5-9) 10.32
V5(5-5-5-111) 11.27
V5(5-143-5) 12.55
V6(5-7-6-7-5)‖ 7.68
V6(186) 17.21
It is interesting to note that several of the minimum-energy structures differ from the ones calculated
for graphite. This is due to the fact that in graphite the reconstruction of the atomic network can occur
in two dimensions, whereas in nanotubes only the circumferential direction is available due to the
stiffness of the tubes in the axial direction.
The reason for the lower formation energies of the even-numbered multivacancies is obvious from the
structures presented in figure 13: all atoms in these defects are three-coordinated and remain therefore
at least partially sp2-hybridized, whereas some under-coordinated atoms with dangling bonds are
present in the odd-numbered ones. The effective reconstruction of the atomic network of CNTs is
the main reason for the experimentally observed shrinkage of the tubes under electron irradiation
with high currents [107]. It also explains the pressure build-up in multi-walled nanotubes acting as
nanoextruders for encapsulated metal particles [37].
Using the above information with the diffusion energies for the defects [102; 103] as input data for
the KMC method (see section 4.4), we can follow both the time evolution of defected nanotubes
and their response to irradiation at time scales unreachable by any other method. In publication V a
new simulation code based on the KMC method is introduced and utilized in studying the temperature
dependence of the irradiation response of SWNTs. The most important processes implemented within
the code are presented in figure 14.
As a test for our code, we used it to study the behavior of different SWNTs under a TEM beam at
several temperatures. The defect concentrations for a (10,10) SWNT are presented in figure 15. In
perfect agreement with the experiments [69; 108], we found that at temperatures higher than∼ 300◦C,
the self-healing process of CNTs is fast enough for the irradiation-induced defects to annihilate in situ
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Figure 13: Lowest energy structures of multivacancies in a (10,10) SWNT with 2–6 missing atoms.
Formation energies of these defects are given in table 1. The figure is from publication IV.
nearly perfectly. The results on the times needed to cut a nanotube with the TEM are also similar to the
experimental values [69; 108], although experimental uncertainties related to the pretreatment of the
tubes makes a direct comparison difficult. After 10 s of irradiation a vacancy concentration of 0.1%
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Figure 14: Schematic representation on the most important processes included in our model. (A) A
diffusing endohedral adatom is reflected back from a cap. (B) Endohedral-exohedral transformation
of an adatom through the exchange mechanism. (C) Electron impact creating a defect pair (white
sphere - a vacancy, gray sphere - an adatom) by displacing a carbon atom. (D and E) Adatom and
vacancy migration, respectively. (F) Creation of a vacancy by sputtering the displaced atom. Figure
is from publication V.
is found in a (10,10) SWNT at temperature as high as about 530◦C (see figure 15). Our simulations
show that a vacancy concentration of 1% leads to a decrease in the cutting times by a factor of six.
Hence the results depend heavily both on the purity of the samples and on their treatment before the
experiments. Furthermore, as is presented in publication V, the chirality of the tubes is also important
for the irradiation response.
According to figure 15, there is a temperature range slightly above room temperature (∼ 130−230◦C)
at which the heating can also have a negative effect on the self-healing. This is most likely due to
the increase in vacancy mobility making it easier for them to find each other and to form immobile
multivacancy structures. However, only after about 300◦C they are fast enough to escape the irradiated
area to avoid rapid destruction of this part of the tube. Therefore, to ensure effective self-healing, the
temperature for the experiments should be at least 300◦C, although some defects will remain in the
structures even at the highest studied temperatures.
The code can be used for a wide variety of studies involving defected CNTs or nanotubes under
electron or ion irradiation. It can also be applied to evaluate the importance of different processes on
nanotube growth. Further improvements of the code (to include for example the correct multivacancy
structures) are underway.
As a conclusion, the studies presented in publications IV and V show that although irradiation dam-
ages CNTs while used for tailoring their properties, the damage production can be lower than could
be simply assumed a priori or by MD simulations. For this purpose, the beam currents and irradiation
energies should be as low as possible and the experiments should be carried out at a temperature higher
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Figure 15: Adatom and vacancy concentrations in an irradiated (10,10) SWNT as a function of time
at different temperatures under a TEM beam causing 1 dpa/s (current of ∼ 104 A/cm2). The arrows
indicate the break-up points of the tubes. The presented data is averaged over several simulations (up
to 40), and the standard error is typically of the order of 10 % of the values. Figure is from publication
V.
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then or equal to 300◦C. Furthermore, even when complex defects are introduced to the structures, the
atoms tend to remain three-coordinated whenever possible, thereby retaining, at least partially, the
exciting properties of the pristine nanotubes.
6 CONCLUSIONS
In this thesis, atomistic simulations with different levels of theory have been utilized to demonstrate
how ion irradiation can be used to tailor properties of CNTs and to ease the route towards large-
scale manufacturing of CNT applications for electronics. The dynamical processes have been studied
with the MD method using analytical interaction models, while more accurate DFT–based methods
have been used to investigate the stability and properties of irradiation-induced defect structures on
nanotube walls. Finally, a new KMC code has been introduced and applied on studying the irradiation
response of nanotubes at different temperatures under a TEM with realistic system sizes and at time
scales of several seconds.
MD simulations were used to show that ion irradiation is able to introduce substitutional boron and
nitrogen impurity atoms to SWNTs with remarkably high probabilities with the optimum irradiation
energy of about 50 eV. With this energy, it is possible to get one third of boron and two thirds of
nitrogen atoms into these positions, if only those dopant atoms are counted which remain in the
nanotube structure after the ion impact. The stability of the structures resulting from the irradiation
events was confirmed by DFT calculations. The amount of substitutional dopants was shown to be
likely to increase from the presented values via defect migration, because the dopants, at least boron,
were found to be attached to the nanotube surface only weakly when not occupying the substitutional
position.
Potassium doping of MWNTs was also presented. The large size of a potassium atom, as compared
to carbon, boron or nitrogen, hinders substitutional doping. In fact, less than 2 % of the potassium
dopants were found to be incorporated into the atomic network of the nanotube after irradiation.
However, as there are large hollow parts inside nanotubes, the potassium atoms were found to form
small clusters in these areas both in multi-walled nanotubes and in carbon peapods. For a three-walled
nanotube the optimum irradiation energy for potassium doping was found to be about 100 eV.
Enhancement on the contact interaction between CNTs and different substrates was also discussed.
Specifically, MD simulations were used to show that ion irradiation can significantly increase the
number of covalent carbon-silicon bonds between a CNT and a silicon substrate. The tube was de-
posited over a trench to make use of the differences in defect production between suspended nan-
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otubes and those on substrates. Typical increases in the number of new covalent bonds was found to
be 0.5− 0.9× (1014 ions/cm2)−1 and the binding energy was found to increase about 100− 400 %
for moderate energies. All simulated ions (carbon, silicon and neon) were shown to be able to en-
hance the contacts, but the effect is more significant for the heavier carbon and silicon ions. When
the energy and ion used for the irradiation are correctly chosen (for example carbon with an energy
of 0.2 keV), the damage caused to the suspended part of the nanotube should be tolerable.
In order to understand the behavior of the irradiation-induced defects in nanotubes, the vacancy prop-
erties were studied with the DFTB method. It was used to find the minimum-energy structures of
multivacancies with up to six missing atoms on the wall of a (10,10) SWNT. Defects with six or more
missing atoms were found to be unlikely to form via vacancy coalescence. In the minimum-energy
structures all the atoms remain three-coordinated via structure reconstructions with a requirement of
an even number of missing atoms. The vacancies tend to align chain-like in the axial direction of the
tube to ease the reconstruction within the multivacancy structures. A weak but long-ranged interac-
tion was also found within the calculations. Further studies with DFT and an empirical interaction
model showed that this interaction is a combination of electronic degrees of freedom and mechanical
strain.
For studying the irradiation response of SWNTs at different temperatures, a new KMC code was de-
veloped. The input parameters for the defect diffusion, such as the defect structures and the energetics
related to the diffusion, are obtained from DFT–based calculations. The code allows either following
the irradiation process or the time evolution of defected nanotubes with realistic system sizes (up to
several µm) at time scales of several seconds. As a test, the code was utilized on studying the nanotube
behavior under a TEM beam. The self-healing process of nanotubes was found, in perfect agreement
with experiments, to be effective enough to nearly perfectly annihilate the irradiation-induced defects
at temperatures ≥ 300◦C. Also the results on times needed to cut a nanotube with the TEM were
similar to experimental values, although experimental uncertainties make the comparison difficult.
As a surprise, we also found that at a certain temperature range slightly above the room temperature
(∼ 130− 230◦C) heating can also have a negative effect on the self-healing process of nanotubes.
Therefore, nanotube imaging and irradiation should always be carried out at temperatures of at least
300◦C.
To conclude, ion irradiation was shown to enable modifying the properties of CNTs in a controlled
manner. Although some damage is always caused to the structures during the irradiation process,
our simulations showed that the damage can be nearly perfectly annealed in situ (if the irradiation
temperature is ≥ 300◦C). Nanotubes were further found to efficiently reconstruct the lattice to ensure
a graphitic neighborhood for all atoms also in the presence of complex defects. Overall, our results
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are very promising for using ion irradiation to tailor properties of CNTs and to improve CNT contacts
in large-scale manufacturing processes.
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