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The author defined Opt P as a generalization of NP by considering problems as functions that 
compute their optimal value. An Opt P function is computed by applying the max (or min) operator 
to the branches of a nondeterministic machine. 
In this paper, we show that Opt P has a natural extension to the polynomial hierarchy by 
considering alternating Turing machines with the max and min operators. We show an equivalence 
between k alternations of max and min and functions computable with an oracle for the kth level in 
the polynomial hierarchy. Then we give natural complete problems for two and three alternations 
and show how to extend these results to give complete problems for Afl and AZ. We show a further 
equivalence between unbounded alternations of max and min and functions computable in poly- 
nomial space and give complete functions for polynomial space. 
1. Introduction 
The traditional approach to complexity theory has been to first reduce problems 
to a single yes/no question. For example, TRAVELING SALESMAN, an NP-complete 
problem, is: given a graph with costs on the edges, produce a cycle that visits each 
vertex exactly once and minimizes the sum of the costs on the edges in the cycle. This 
problem is expressed as the yes/no language consisting of the graphs G and integers 
k such that G has a traveling salesman tour of cost no more than k. Although this 
language loses some of the structure in the original problem, we say that it captures its 
essential difficulty because we can solve the original problem by using the yes/no 
language as a subroutine. 
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The author defined Opt P as a class of functions to capture more of the structure in 
NP problems [9]. An Opt P function is computed as the maximum (or minimum) 
value over the branches of an NP machine. For example, the length of the minimum 
traveling salesman tour can naturally be expressed in this manner. Make one branch 
for every subset of edges in the graph and output the sum of the edge costs if they form 
a tour, or infinity if not. It is also possible to consider other associative operators 
applied to the branches of a nondeterministic Turing machine. For example, Valiant 
[16] defines the class of functions # P (sharp P or number P) by using the plus 
operator, and Valiant and Vazirani [17] consider the exclusive or operator and the 
class @P (parity P). Gasarch [4] also considers the functional versions of problems 
and the number of NP queries needed to compute the function. 
The advantage of Opt P is that it exposes more structure in NP problems and 
shows a closer relationship between NP, DP and A:. A result from [9] is that any 
polynomial-time computation with an NP oracle can be reduced to an Opt P func- 
tion. This says that the essential difficulty of such a computation lies in computing the 
optimal value to an NP optimization problem. Furthermore, an NP-complete prob- 
lem can frequently be modified to give a complete language for Af; by considering its 
functional version in Opt P. For example, the yes/no version of TRAVELING SALESMAN is 
NP-complete and the function computing the minimum cost of a tour is Opt P- 
complete. By asking the right questions about the optimal tour length, we can get 
versions of TRAVELING SALESMAN that are complete for DP and At. For example, asking 
if the optimal tour length is equal to some given value is DP-complete [l 11, and asking 
if the optimal tour length is equivalent to 0 modulo some given value is complete for 
A:. Of course, asking if the optimal tour length is less than some given value is 
NP-complete. 
A further advantage of considering problems as functions is that it stratifies the 
class of NP-complete problems by the number of queries needed to solve them. Let 
FA:[l(n)] be the set of functions computed in polynomial time with an oracle for NP 
and restricted to making at most I(n) oracle queries. As corollaries of their Opt P- 
completeness results, TRAVELING SALESMAN is complete for FA~[n”“‘] and CLIQUE is 
complete for FA:[O(logn)]. Also, the approximation algorithm of Karmarkar and 
Karp [7] implies that BIN PACKING can be solved in FA; [ O(log log n)], although it is 
not known to be complete for this class. In this measure, TRAVELING SALESMAN has 
“more” NP-completeness than CLIQUE or BIN PACKING. 
In this paper, we show that Opt P has a natural extension to the polynomial 
hierarchy (see [14] or [3]) by considering alternating Turing machines with the max 
and min operators. Let C,“” be the set of functions computable in polynomial time 
with k alternations of max and min, and let FA:, 1 be the set of functions computable 
in polynomial time with an oracle for the kth level in the polynomial hierarchy. Then, 
Cy” is just another name for Opt P. Besides being a generalization of Opt P, Cy” has 
applications to game theory. For example, the value of a k-move, two-person game of 
perfect information with polynomially definable moves and rules can be computed by 
k alternations of max and min. 
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We first show that any FA;,, function can be decomposed into a CFM function 
followed by polynomial-time computation, in the same way that FA: can be reduced 
to Opt P. Then we give complete problems for two and three levels of alternation 
based on questions about finite sets of integers. Stockmeyer and Meyer [15] and 
Wagner [18] define integer expressions inductively, where a denotes the singleton set 
(a>, H1 +Hz denotes {ur +a* 1 u,EH, and QEH~} and Hi uHz denotes union. Note 
that integer expressions can describe sets exponentially shorter than a simple enumer- 
ation if the set has a sufficiently regular structure. In particular, the set of all sums of 
subsets of a list of integers has a short description. We show that the function which 
determines if two integer expressions denote the same set and computes the largest 
witness if they are different is complete for Cy”. Stockmeyer, Meyer and Wagner 
show that the yes/no version of this problem is complete for C: in the polynomial 
hierarchy, and Huynh [S] shows a similar result for context-free grammars with 
one-letter alphabets. We also give a complete function for Cy”, building on a Cf;- 
completeness result of Wagner. This shows that completeness results for languages 
can often be extended to their functional versions. Furthermore, a Cf”-complete 
function can frequently be extended to a A’ k + 1-complete language. For example, we 
show that the problems of computing a given bit of the XyM and Cy;lM functions above 
are complete for A! and AZ in the polynomial hierarchy. Also, Baruah and Rosier [l] 
give complete functions for CyM [O(log n)] based on scheduling problems and these 
results can be extended to give Afs [O(log n)]-complete languages. 
A further equivalence is that any function computable in polynomial space can be 
computed by unbounded alternations of max and min. This result generalizes the 
theorem that alternating polynomial time equals polynomial space to functions [a]. 
Also, Papadimitriou [lo] gives a characterization of polynomial space in terms of 
alternating existential and random quantifiers. We show that functional versions of 
GENERALIZEDGEOGRAPHY [ 121 and the Kernighan-Lin heuristic for GRAPH PARTITION- 
ING [S, 61 are complete for the class of functions computable in polynomial space. 
2. Definitions 
We begin with a description of the complexity classes that we will need. We assume 
some familiarity with P, NP, oracles and alternation. [3] is a good reference. 
To briefly review, an alternating Turing machine is a branching Turing machine 
such that every branch is labeled by some operator (for example, AND, OR). The 
computation can be viewed as a tree where the root node corresponds to the initial 
state of the computation and the leaves correspond to final states. We assume that 
there is a oulue associated with each of the leaves (for example, 1 if an accepting 
configuration and 0 if rejecting). The value at an internal node is obtained by applying 
the operator associated with that node to the values of its children (its immediate 
successors in the computation), and the value of the computation is the value at the 
root. 
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The most important case occurs when there are just two operators and we are 
interested in restricting the number of alternations between them. On a path from the 
root to a leaf, a sequence of nodes, all with the same operator, is called a phase, and the 
number of distinct phases is called the number of alternations. The number of 
alternations of the computation is the maximum number of alternations on any path. 
Note that if all branches have the same operator, then this is called one alternation, 
not zero. 
Definition (Stockmeyev [14]). The polynomial-time hierarchy consists of the classes C:, 
II: and Akp, for ka0, as defined below: 
(1) Z;=II;=A;=A;=P. 
(2) C;=NPz: 1, IIt=coNPz:m~ and Af=Pzcml for k> 1. 
(3) PH=U,,,G;: 
It is possible to give an equivalent definition of the polynomial-time hierarchy in 
terms of alternating machines. CE (II:) is the class of languages decidable in poly- 
nomial time by an alternating Turing machine with k alternations of AND and OR, 
beginning with OR (AND), such that the value of an accepting terminal node is 1 and 
the value of a rejecting terminal node is 0. It is also convenient to define 
O,“= A,“[ O(log n)], where A:[ l(n)] is the class of languages decidable in polynomial 
time with an oracle for Cf_ 1 and restricted to making at most I(n) oracle queries. 
Wagner [19] studies O,P and gives several equivalent characterizations. Ai and 0: do 
not have a characterization in terms of alternation. 
We introduce the class of functions Cf” computable by k alternations of the MAX 
and MIN operators. C, MM is a generalization of the class of languages CE in the 
polynomial hierarchy computable by k alternations of AND and OR. A closely related 
class is FA;+ 1, the class of functions computable with an oracle for the kth level in the 
polynomial hierarchy. It is straightforward to show that CPM E FAi+ 1. In the next 
section, we will see that any function in FAE+ 1 can be decomposed into a CF” func- 
tion followed by polynomial-time computation. 
Definition. A polynomial k-alternating max-min Turing machine M is a polynomially 
time-bounded alternating Turing machine with k alternations of the MAX and MIN 
operators, beginning with MAX, such that every terminal state outputs a natural 
number in binary. For XEC*, we write val”(x)EN for the value of the root node of 
M’s computation on x, where N = (0, 1,2,. . . } is the set of natural numbers. 
Definition. A function f: C*+N is in C, MM if there is a polynomial k-alternating 
max-min Turing machine M such that f(x)=val”(x) for all XEC*; and f is in 
Cf”[l(n)] if, in addition, the length of f(x) in binary is at most 1(1x1). 
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Definition. A functionf: C*-+N is in FA: if f is computable in polynomial time with 
an oracle for Xi_ 1; and f is in FA,P[l(n)] if, in addition, f(x) is computable with at 
most I( 1x1) oracle queries. 
For readers familiar with [9], FA: was called FPSAT and A: was called PSAT. When 
restricting the length of a C, MAM I n)] function or the number of oracle queries in [ ( 
a FAc[ l(n)] computation, it is convenient for technical reasons to require that l(n) be 
“sufficiently nice”. The condition we take is that I(n) be constructible and non- 
decreasing. 
Definition. A function l:N+N is smooth if the function I”H~‘(~) is computable in 
polynomial time and if I(x)< 1(y) for all x by. 
For reductions between languages, we use many-one reductions, which capture the 
notion that one language can express the yes/no answer of another language. The 
natural extension of this to functions is the metric reduction, which says that the value 
of one function can be computed in polynomial time, given one value for another 
function. For either functions or languages, we say that f is hard for a complexity class 
%’ if all gE%? are reducible to f; and f is complete for %? if, in addition, f&6’. 
Definition. Let L1, L2 G C* be languages. A many-one reduction from L1 to L2 is 
a polynomial-time computable function T: C *+Z* such that XEL~ if and only if 
T(x)E& for all XEC*. 
Definition. Letf, g : C*+N. A metric reductionfiomfto g is a pair of polynomial-time 
computable functions ( Tl, T,) where T, : C*+C* and T2 : C* x N+N such that 
f(x)= T2(x,g(Tl(x))) for all XEC*. 
3. Equivalence theorem 
In this section, we show that any FA!+l function can be decomposed into 
a C,“” function followed by polynomial-time computation. Specifically, a C,“” func- 
tion can express the correct sequence of oracle answers in a computation with 
a Z[ oracle. This is an extension of the result that any function computable with an 
NP oracle can be reduced to an Opt P function [9]. Certainly, Cp” is contained in 
FA;+ I because we can compute the output of a CyM machine by binary search with 
an oracle for Cf. These classes are probably not equal because a ZZy” machine is 
constrained to using the max operator whereas an FAi+l machine can arbitrarily 
scramble its answer. But these classes are equivalent up to polynomial-time computa- 
tion. In particular, any CyM -complete function is also complete for FA:+ 1. 
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Theorem 3.1. (i) For any smooth l(n), anyfinction ~EFA~+ 1 [l(n)] can be expressed as 
f(x)=h(x,g(n)), where gcCf”[l(n)] and h:C* x N+N is computable in polynomial 
time. 
(ii) FA:+ r = (f: Z*+N If is metrically reducible to some gEIZF”}. 
(iii) Any language LEA:+ 1 can be expressed as L = {x 1 P(x,f(x))} for somefECpM 
and polynomial-time computable predicate P. 
Proof. (i) Let&FA,P+ I [l(n)] and let M be a polynomial-time Turing machine, with 
an oracle for C:, that computes f: Define g(x) to be the correct sequence of oracle 
answers in M’s computation on x, interpreted as a binary integer of length l( / x I). Since 
we can easily compute f(x) in polynomial time given x and g(x), it suffices to show 
that geCf”[l(n)]. 
Suppose M runs in time p(n) for some polynomial p, let XEC* and let m= 1(1x1). 
Then, let w = w1 . W,E (0, l}” be a sequence of possible oracle answers for M(x). The 
question, “Given x and w, simulate M(x), using w1 . pi,,, for the oracle answers, 
compute all of the queries, and ask are all of the ‘yes’ answers correct?’ is a single 
X: question. Thus, there is a polynomial-time computable predicate R such that all of 
the “yes” answers in w1 . . w, are correct if and only if 3Jy,l<p(lxl) Vly,lbp(lxl) 
. . . QlvAG~(lxl) R(x,w,YI,..., yk), where Q is either 3 or V depending on the parity 
of k. 
We now claim that the maximum w1 . w,, such that all of the “yes” answers are 
correct, is the correct sequence of oracle answers for M(x). Consider w1 first. If the 
answer to M(x)‘s first query is “yes”, then all of the “yes” answers are correct in the 
sequence 10 . 0, so the maximum must be at least 10 . . . 0 and, hence, w1 = 1. 
Conversely, if M(x)‘s first oracle answer is “no”, then the maximum can be no more 
than 01 . 1, so wi = 0. In either case, the value of ~ii is correct. By the same argument, 
the value of w2 is correct, given that w 1 is correct. Continuing by induction, w1 . . w, is 
the correct sequence of oracle answers for M(x). 
We can now compute the oracle answers for M(x) by the following alternating 
max-min Turing machine. Take the max over all I w I= m of the max of all I y, I < p( I x I) 
oftheminofallly,I<p(lxI)of... of the max (or min) of all ly,l <p( 1x1) of either w if 
R(x, w,y,, ., yk) is true or else 0. For a fixed y,, . , yk- 1, the max over the y,‘s is either 
w if 3y, R(x,w,yl ,..., yk) or else 0. Continuing this argument backwards for 
y,_ 1, ykp2,.. . , y,, we see that this strategy computes M(x)‘s correct oracle answers 
and, hence, gEXp”[l(n)]. 
Parts (ii) and (iii) follow immediately from (i). 0 
4. Complete problems 
In this section, we give natural complete functions for two and three alternations of 
max and min and show how to extend these results to complete languages for A; and 
A;. There was already a close relationship known between NP, Opt P and A;, so it is 
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not surprising that complete problems for Cy” and CyM can be extended to A: and 
A:. In general, asking for a given bit of the output of a CPM-complete function will be 
A:+ I -complete. We start with a general result that says that for any Cy”-complete 
problem, there is always some question that will convert it to a A,P+l-complete 
language. 
Theorem 4.1. (i) For any ZFM -complete functionf; there is a polynomial-time comput- 
able predicate P suck that L = {x # y 1 P(x,f(y))} is complete for Ai+ 1. 
(ii) For any Cf” [O(log n)]-camp lete function f; there is a polynomial-time comput- 
able predicate P suck that L= {x # y 1 P(x,f(y))} is complete for Oi+ 1. 
Proof. (i) Let f be complete for Z.kM”. Certainly, A;+1 has complete languages (a 
universal set can be constructed, for example). So, let L, be Akp+ ,-complete and let M,, 
be a polynomial-time Turing machine with oracle for C; recognizing Lo. Define g(x) 
to be the correct sequence of oracle answers for M(x). Then, gEFAf+ 1; so by Theorem 
3.1, let (7’,, T2) be a metric reduction from g tof; where g(x)= T,(x,f(T,(x))). Define 
P(x,z) to be true if M0 accepts x when using T2(x,z) for its oracle answers, and let 
L={x #yl P(x,f(y))). Then, P is computable in polynomial time and LEA:,, 
because f~ FA:, 1. Also, XEL~ if and only if P(x,f(T,(x))) is true, so x H x # r,(x) 
reduces Lo to L. Therefore, L is complete for A,P+l. 
The proof for (ii) is similar. 0 
Our generic complete problem for C r” is a generalization of SATISFIABILITY with 
alternating quantifiers. 
Theorem 4.2. For any k 3 1, the following ,function is complete for CPM under metric 
reductions, and the problem of computing a given bit of X1 is complete for A;+ 1 under 
many-one reductions. 
MAXIMUM k-QUANTIFIED CIRCUIT 
Instance: Boolean circuit C[X ‘, X2, . , Xk], where Xi = xi,. . . , xk is an abbreviation 
for an n-vector of boolean variables. 
Output: Maximum X1 E{O, 1)” satisfying 
VX2 3X3 . QX” (C[X’, . . . . Xk]= l), 
where Q is either V or 3 depending on the parity of k. 
Remark: When k is odd and Q is 3, we may assume that C is in 3CNF, and when k is 
even and Q is V, we may assume that C is in 3DNF. 
PrOOf. MAXIMUM k-QUANTIFIED CIRCUIT iS in x’kMM because the maximum X1 satisfying 
VX23X3...QXk(C[X1,...,Xk]=l)canbecomputedbytakingthemaxoverallX1 
of the min over all X2 of . . . ofthemax(ormin)ofeither X’ ifCIX’,...,Xk]=l or 
else 0. 
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We show hardness by a generic reduction. Let fez,““, let M be a k-alternating 
max-min Turing machine computing f; and let Xi abbreviate xi,, . . , xi. On input w, 
we want C[XO,X’ , . . . , Xk] = 1 to mean “X’ encodes the choices on M’s first phase of 
max branches, X2 encodes the choices on M’s second phase of min branches, etc., and 
M’s output on branch X1 . Xk is at least X0”. This predicate is computable 
in polynomial time, so it is possible to express it as a circuit with the size of C poly- 
nomial in 1~1. Then, val”(w) is the maximum X0 such that 3X’ VX2 . . . QX” 
(C[X’, X’, . ., Xk] = 1). By combining X0 with X ‘, val”(w) can be computed from the 
high-order bits of the maximum X’ satisfying VX2 3X3 . . . QXk (C[X’,...,X”]=l). 
So MAxIMuM ~-QUANTIFIED cmcuIT is Cf”-complete. 
We can put C in 3CNF or 3DNF as follows. Suppose k is odd and, hence, Q is 3. Let 
G=gr,..., gn be new variables representing the outputs of the gates in C. Clauses of 
size three can express that a gate is computed correctly and that the output of the last 
gate is 1, so C[X ‘, . . . . Xk] = 1 can be expressed as 3G @(X1, . .., Xk, G), where @ is in 
3CNF. Now combine the variables in 3Xk with 3G. The case for 3DNF when Q is V is 
similar. 
The problem of computing a given bit of X ’ is in A:+ 1 because a polynomial-time 
machine with an oracle for C: can compute the value of a ZyM function. To show 
hardness, let LE~,P+ 1 and let M be a polynomial-time machine with an oracle for 
C: that recognizes L. Let f(x) be the correct sequence of oracle answers in M’s 
computation on x followed by 1 if M(x) accepts or 0 if M(x) rejects. Using ideas from 
Theorem 3.1, we can show thatfEZ FM. Thus, L reduces to the problem of computing 
the least significant bit off and, hence, also to the problem of computing a given bit 
of x’. 0 
We present complete problems for Cy”, Cy’” and Cy”. These problems are based 
on finite sets of integers and questions about these sets, such as what is the largest 
element of a set, or finding an element in one set but not in another. We consider three 
types of descriptions of these sets. First, a subset-sum expression is a list of integers 
~~,...,a, that denotes the set {&,,~~Is~(l,...,n}} of all sums of subsets of 
{a,, . , a, 1. Subset-sum problems are an abstraction of packing or knapsack prob- 
lems in which we ask for the maximum amount of items that can be packed within 
a given size box. 
Secondly, Stockmeyer and Meyer [15] and Wagner [18] consider integer expres- 
sions with union and addition operators. An integer expression is a straight-line 
program with one base case: a denoting {a} for some UEN, and two operators: 
H1uH2 for union and H1+H2={al+a2Jul~H, and u2~H2} for addition. Their 
motivation was that hierarchical expressions allow a description exponentially shor- 
ter than a simple enumeration if the set has a sufficiently regular structure. 
And finally, Huynh [ST] considers context-free languages with a one-letter alphabet. 
We allow a context-free grammar over a one-letter alphabet to denote a set of integers 
by associating the string 1 k with the integer k. Of course, a context-free grammar may 
generate an infinite set, so we will usually truncate such a language by considering 
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strings only up to some given length. For descriptions of all three types, we write 
L(D)sN for the set of integers generated by description D. 
Note that any set expressible by a subset-sum expression is also expressible by an 
integer expression. Given integers aI, . . . . a,, let HI = (0, aI } and let Hi+ 1 =Hiu(Hi 
+ {ai+ 1 }). Then H, contains all sums of subsets of {al, . . . , a,}. Similarly, any set 
expressible by an integer expression is also expressible by a one-letter context-free 
language. The productions &-+l, A1+AoAo, . . . . An+I-+A,A,, can generate any 
string lk with a grammar of size polynomial in the length of k. Also, HluHz and 
HI +H2 can be generated by S--+A, 1 A2 and S-+A,A2, where AI and A2 generate 
HI and HZ. 
There are many functions complete for Cy”. We cite one example from [9]. 
Wagner calls this problem MAXIMUM ELEMENT BELOW A BOUNDARY and shows that given 
y, asking if x = y is DP-complete. 
Theorem 4.3. The following function is complete for CyM under metric reductions, and 
the problem of computing a given bit of x is complete for A: under many-one reductions. 
MAXIMUM PRICE-IS-RIGHTGUESS FOR SUBSET-SUM EXPRESSIONS 
Instance: Subset-sum expression D and integer M. 
Output: Maximum x<M such that XEL(D). 
Remark: Also complete for INTEGER EXPRESSIONS and ONE-LETTER CONTEXT-FREE 
GRAMMARS. 
Our Cy”-complete problem is based on testing inequality of subset-sum expres- 
sions and producing the largest member of one set that is not a member of the other. 
Stockmeyer and Meyer [ 151 had shown that testing inequality of integer expressions 
is complete for Z; and called this problem N-INEQ( { u, +}). Huynh [S] extended the 
result to testing inequality of one-letter context-free grammars. We show that the 
functional version of this problem is complete for two alternations of max 
and min. 
Theorem 4.4. The following function is complete for Cy’” under metric reductions, and 
the problem of computing a given bit of x is complete for A f; under many-one reductions. 
MAXIMUM DIFFERENCEINSUBSET-SUM EXPRESSIONS 
Instance: Subset-sum expressions D, and D2 and integer M. 
Output: Maximum x< M such that xgL(D,) and x$L(D,). 
Remark: Also complete for INTEGER EXPRESSIONS AND ONE-LETTER CONTEXT-FREE 
GRAMMARS. The result for INTEGER EXPRESSIONS does not need the restriction that 
x<M. 
Proof. We first show that MAXIMUM DIFFERENCE is in Cy”. Let D1 = {aI, . . . . a,} and 
D2={bI,..., b,} be subset-sum expressions. The maximum x < M satisfying XEL(D~) 
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and x$L(D,) can be expressed as the maximum over all S1 c { 1, . . . . H} of 
the minimum over all S2 G (1, . . ..m} of either CicS,ai if Cjes*bj#Ci,s,aidM or 
else 0. 
We show hardness by a reduction from MAXIMUM Z-QUANTIFIED CIRCUIT. Let 
C[X, Y] be a circuit where X and Y abbreviate xi, . . . . x, and y,, . . . . y,. From 
Theorem 4.2, we may assume that C is in 3DNF. This is equivalent to maximizing 
X such that V Y 1 @(X. Y), where @ is in 3CNF. We first reduce Q, to an instance K of 
SUBSET-SUM. In order to simplify the construction, we use a standard trick in SUBSET- 
suM-style reductions, as in [3]. We write numbers in base R, where R is a sufficiently 
large number to be chosen later. The idea is that R will be large enough so that the 
digits of a base R number will represent independent “zones”. Thus, we may assume 
that there are no possibilities of carries in the numbers that we use. 
Let Cl,..., C, be the clauses in @(x1, . ,x,,y,, . .., y,). Altogether, we use 3n+2m 
zones in the following order from most to least significant: xi, . . . . x,‘, yi, . . . . VA, 
Ci ,..., CA, C:, . . . . Ci and x-f, . . . . xx. There are 5n+3m integers constructed as 
follows. For every xi, make integers ai, ai and di. Choosing Ui corresponds to setting 
Xi= 1, and choosing fii corresponds to setting Xi=O. The xj zone ensures that no 
subset includes both n, and tii, and the x2 zone gives ai a slightly higher weight than ai. 
The integer di is used to make up the difference between ai and tii. This ensures that 
a subset corresponding to a satisfying assignment can always be extended to one that 
sums exactly to M. 
The integers bi and bi and the zone ~1’ are constructed similarly, except that hi does 
not receive the additional credit for setting L’i= 1, so there is no y,? zone. And finally, 
for each clause Cj, the integers cy,cf and cj and the zones Cj and Cf ensure that if 
a subset sums exactly to M, then clause Cj contains at least one true literal. Now we 
can choose the value for R. The largest number in any column is 2 (M does not count) 
and there are .5n + 3m integers, so R = 2(5n + 3m) + 1 will work. 
The construction is summarized in Table 1. Entries not explicitly stated in the table 
are 0. Also, there are n zones for x1 , . . . , x,’ although the table only shows the xi zone, 
etc. The important point is that a subset in K that sums exactly to M corresponds to 
a satisfying assignment for @. This implies that a given assignment to xi, , x, can be 
extended to a satisfying assignment in @ if and only if there is a subset of the 
bi, &, cy, cj , cj’ and drs that sums to M minus the sum of the a, and 5,‘s associated with 
the assignment to x1.. x,. And x1 .x, cannot be extended to a satisfying assignment if 
and only if VY 1 @(X, Y). Thus, we have reduced the problem to: given integers 
A 1, . . . . A,,Bl, . . . . B,, M, find the largest sum CieSl A, such that no subset of the Bj’s 
satisfies CiEs, Ai+Cjes2 Bj= M. 
The final step is to reduce this last problem to MAXIMUM DIFFERENCE. In 
the above construction, it turns out that the Bj’s are all much smaller than the 
Acs. In fact, we may assume that B,< M/m. Let D1 = ( Al,. .., A,,} and 
D2={Z1,..., Z,, M/m, . , M/m}, where Zi = M/m - Bj. Then, any integer larger than 
M-M/m can be expressed as M -CBj if and only if it is in L(D,), and so MAXIMUM 
DIFFERENCEIN SUBSET-SUM EXPRESSIONS iS ~~"-COlllpktC. 
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Table 1 
MAXIMUMDIFFERENCE construction ofK in Theorem 4.4 
- 
ai 
ii; 
co I 
Cj 
C; 
4 
M 
1 1 in zone C: for each clause 1 
containing x, 
1 1 in zone C: for each clause 0 
containing U, 
1 1 in zone C’: for each clause 
containing yi 
1 1 in zone C’: for each clause 
containing ri 
0 1 
1 1 
2 1 
1 
1 I 1 1 3 3 1 1 1 1 
The results for INTEGER EXPRESSIONS and ONE-LETTER CONTEXT-FREE GRAMMARS are 
immediate. In the above construction. we only use the restriction x < M to ensure that 
exactly one of ai and ai is chosen in the subset. This can be done directly with INTEGER 
EXPRESSIONS and, hence, the restriction xdM is not necessary. 
Lastly, in the above reduction, a bit in MAXIMUM DIFFERENCE corresponds to a bit in 
MAXIMUM 2-QUANTIFIEDCIRCUIT, so the problem of computing a given bit of MAXIMUM 
DIFFERENCE is Afi-complete. 0 
Our CEj”-complete problem is based on a xz-complete language of Wagner [lS]. 
Again, we extend his result to the functional version of the problem. 
Theorem 4.5. The following function is complete for CyM under metric reductions, and 
the problem of computing a given bit of 1 is complete for A$ under many-one reductions. 
MAXIMUMCOMPONENTLENGTHFORSUBSET-SUMEXPRESSIONS 
Instance: Subset-sum expression K and integers M, and M2. 
Output: Maximum 1 such that there is some MI <x < M2 such that x,x+ 1, . . . , 
x+1-1 are all in L(K). 
Remark: Also complete for INTEGER EXPRESSIONS and ONE-LETTER CONTEXT-FREE 
GRAMMARS. 
Proof. The problem is in C “;‘” because we can express the length of the maximum 
connected component as the max over all x and 1 with M 1 d x < M2 of the min over all 
x<y<x+l-1 of the max over all subset sums ZEL(K) of either 1 if z=y or else 0 if 
zzy. 
We show hardness by a reduction from MAXIMUM ~-QUANTIFIED CIRCUIT. Let 
C[X, Y, Z] be a boolean circuit where X, Y and Z abbreviate x1,. . . , x,, y,, . . . , y,, and 
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Zl, . ..> z,. As the previous the first is to C. Let 
. . d, be collection of variables. Given Y, Z D, the 
(C[X,Y,Z]=l)r\(d,...d,dx,... x,) certainly decidable polynomial time, 
again by theorem, there a 3CNF @(X, Y,Z,D, with new 
W= wl,. . , w, such that 
[(c[x,Y,z]=l)A(d,...d,<x,...x,)] 0 3W@(X,Y,Z,D, W). 
For a given X and D, we have 
(D6X) A VY 32 (C[X, Y,Z]=l) 
0 VY3Z [(D<X)r,(C[X,Y,Z]=l)] 
0 VY 32 3 w @(X, Y,Z,D, W). 
Since Z and W are both existentially quantified, we may as well combine W with 
Z and write this last predicate as VY 32 @(X, Y, Z,D), where @ is in 3CNF. 
Next, we reduce @ to K, a subset-sum expression. Let Cr , C2, . . . , C, be the clauses 
in @. The construction of K is summarized in Table 2. As in the previous construction, 
we write numbers in base R, where R is sufficiently large to prevent carries. We use 
&I + 3m numbers in 7n + 2m + 2 zones. The zones are xi, yi, zi, di, Cj, Ci, 0, xi, 0, d; and 
yf for 1~ i < n and 1 <j < m. The two zones labeled “0” have value 0 for every number 
Table 2 
MAXIMUMCOMPONENTLENGTH construction ofK in Theorem 4.5 
Yc zi 4 cj c; c;... c;, 0 x; 0 d: Y: 
1 1 in zone CJ for each 1 
clause containing xi 
I 1 in zone C) for each 0 
clause containing Xi 
1 1 in zone C; for each 
clause containing yi 
1 1 in zone C; for each 
clause containing ~7, 
1 1 in zone C; for each 
clause containing ii 
1 1 in zone Cj for each 
clause containing Zi 
1 1 in zone C) for each 1 
clause containing di 
1 1 in zone Cl for each 0 
clause containing d; 
1 0 
1 1 
1 2 
l...l l...l l...l I...1 l...l 3 3 0 o...o 0 o...o o...o 
l...l l...l l...l I...1 I...1 3 3 0 I...1 0 l...l l...l 
1 
0 
and serve to break up the components in L(K). The numbers ai and ai correspond to 
setting xi = 1 and xi = 0, respectively, and the .yi zone together with MI and M2 require 
that exactly one of a, and ai is chosen. Similarly, hi,hi,si,si,ti and & correspond to 
setting yi= 1, 4’i=O, Zi= 1, =i= 0, d, = 1 and di = 0, respectively. As before, the numbers 
cy, cj and cj and the zones Cj and Cl enforce the requirement that clause Cj contains 
at least one true literal. 
The numbers ti and < and the zones dj and yj serve a special purpose. The xi, d: and 
y: zones are in base 2 instead of base R, so that the least significant bits d; . . . dky; . . . yi 
have weights 22”- ’ . .2”2”- ’ . . . 2’. This is necessary because a component must 
consist of consecutive numbers. We also put the xi zones in base 2 so that x; . . . XL have 
weights 24”p ’ ...23”. With these values for the weights, for a given X, Y and D, the 
number MI +X23” + 02” + Y is in L(K) if and only if 32 @(X, Y, 2, D). And, all 
numbers from M,+X23”+D2”+0 to M, +X23”+D2”+2”-1 are in L(K) if and 
only if VY3Z @(X, Y, Z, D). Thus, the maximum X satisfying VY 32 @(X, Y, Z, D) is 
the maximum X such that all numbers from MI +X23”+0 to MI +X23”+2”- 1 are 
in L(K). We express this in MAXIMUM COMPONENT LENGTH by using D to duplicate X. 
The constraint D <X in @ implies that there are X consecutive blocks of size 2”- 1 in 
L(K) beginning at M 1 + X23” + 0 if and only if V Y 32 @(X, Y, Z, D). Thus, the max- 
imum X satisfying VY3Z @(X, Y,Z, D) is k if and only if the length of the maximum 
component in L(K) is k2”, and so MAXIMUM COMPONENT LENGTH FOR SUBSET-SUM 
ExpREss10Ns is complete for C3 MM The results for INTEGEREXPRESSIONSANDONE-LETTER 
CONTEXT-FREEGRAMMARS are immediate. 
Again, in the above reduction, a bit in MAXIMUM COMPONENT LENGTH corresponds to 
a bit in MAXIMUM ~-QUANTIFIED CIRCUIT, so the problem of computing a given bit of 
MAXIMUMCOMPONENTLENGTH~S A$-complete. 0 
5. Polynomial space 
It is possible to extend Theorem 3.1 to an equivalence between polynomial space 
and unbounded alternations of max and min. We require that the length of the output 
of a function in FPSPACE be at most a polynomial in the length of the input. This is 
necessary because an alternating max-min machine is restricted to running in poly- 
nomial time, and so it cannot possibly output more than a polynomial number of bits. 
It turns out that an unbounded number of alternations can compute any FPSPACE 
function. This result is a generalization of the theorem that polynomial space equals 
alternating polynomial time [2]. We also show that functional versions of GENERALIZ- 
EDGEOGRAPHY and KERNIGHAN LIN OUTPUT FOR GRAPH PARTITIONING are complete for 
FPSPACE. 
Definition. C$” is the class of functions from C* to N computable by a polynomial 
alternating maxxmin Turing machine with an unbounded (but still polynomial) 
number of alternations. 
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Definition. FPSPACE is the class of functions from C* to N computable in poly- 
nomial space with the restriction that the length of the output in binary be bounded 
by a polynomial in the length of the input. 
Theorem 5.1. CE” = FPSPACE. 
Proof. The value of an alternating computation can be performed in polynomial 
space by depth-first search, so C, MM c FPSPACE. For the other direction, let M be 
a deterministic Turing machine using polynomial space. Let ID1 and ID2 be instan- 
taneous descriptions for M and define 
This can be computed as 
PA’WIDI,IDZ>~)= 
k if M eventually moves from ID, to ID2, 
o otherwise 
maxmin{PATH(ID,,ID,,k),PATH(ID,,ID,, k)}. 
ID3 
Let ID0 and IDf be initial and final instantaneous descriptions for M. Then the value 
of M’s computation is 
max PATH(ID,, ID,, value output by IDI). 
IDf 
0 
Theorem 5.2. The ,following functions are complete for FPSPACE under metric 
reductions. 
0 MAXIMUM ALTERNATINGCIRCUIT 
Instance: Boolean circuit C [x1, . , x,, yl, , y,,]. 
Output: Maximum x1.. x, such that 
3.~1 VY, 3~3 . . . QY, (CCX~,...,X,,~‘~,...,Y~I=~), 
where Q is either V or 3 depending on the parity of n. 
l GENERALIZEDGEOGRAPHY 
Instance: Directed graph G =( V, E) with weights on the edges and start vertex USE V. 
Output: Players 1 and 2 alternate selecting edges from E with the restrictions that no 
edge may be repeated, the tail of the next edge must be the head of the previous 
edge, and the tail of the first edge must be uo. Player 1 moves first and the game ends 
when no further moves are possible. The result of the game is the sum of the weights 
on the selected edges. The output of GENERALIZED GEOGRAPHY is the maximum 
weight that Player 1 can force for all strategies of Player 2. 
Remark: See [12] and also problem [GP2] in [3]. 
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0 KERNIGHAN- LIN OUTPUT FOR GRAPH PARTITIONING 
Instance: Graph G = ( V, E) with weights on the edges and an initial partition of V. 
Output: The locally optimal partition of V produced by the KernighanLin algorithm 
on input G starting with the initial partition. 
Remark: See [S] or [6] for more details. 
Proof. 
0 MAXIMUM ALTERNATING CIRCUIT 
This is a straightforward generalization of Theorems 4.2 and 5.1. 
0 GENERALIZED GEOGRAPHY 
The PSPACE-completeness result in [12] can be extended to give a reduc- 
tion from MAXIMUM ALTERNATING CIRCUIT t0 GENERALIZED GEOGRAPHY. Let 
CCX 1, “.> x,, y,, ., y,,] be a boolean formula in 3CNF. Insert dummy variables 
among the xi’s so that the quantifiers alternate, and then apply the reduction in [12]. 
Let the weight of the edge corresponding to setting xi= 1 be 2”-’ and let the weight of 
all other edges be 0. Then the maximum weight that Player 1 can force is the 
maximum xi . ..x. such that 3y, Vy, 3y3 . Qy, (C[xi, . . . . x,,y,, . . . . y,,] = 1). 
0 KERNIGHAN LIN 
We use a generic reduction. Let f: C* +N be a function in FPSPACE computable 
by a polynomially space-bounded Turing machine M. We first reduce f to an 
intermediate PLS problem Q and then to KERNIGHAN LIN. An instance for Q is just an 
input x for M. The feasible solutions for x are pairs (ID, t), where ID is an instan- 
taneous description of M(x) and t is an integer (a time stamp). The cost of (ID, t) is 0 if 
ID is an accepting configuration and t + 1 if not. The neighborhood of (ID, t) is 
((ID’, t - l)} if ID is not an accepting configuration, M moves from ID to ID’ in one 
step and t > 0; otherwise, its neighborhood is 0. Let x be an input of M. We reduce x to 
(ID,, t), where ID,, is the initial configuration of M(x) and t=2P(tXI) for some 
polynomial p depending on the space bound of M. Then, the standard local search 
algorithm for Q on input x simulates M’s computation on x and terminates in a local 
optimum (IDr, t). Since ,f(x) can be recovered from ID,, this is a metric reduction from 
f to Q. 
The remaining step is to reduce Q to CIRCUIT FLIP and then to KERNIGHAN-LIN using 
the reductions in [6]. These reductions have the property (called tight reductions in 
[13]) that the local optimum produced by the KernighanLin heuristic corresponds 
to the output of Q. This gives a metric reduction from Q to KERNIGHAN-LIN. 0 
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