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Abstract- Old documents are in printed form. Their archiving 
and retrieval is expensive according in terms of space 
requirement and physical search. One solution is to convert 
these documents into electronic form using scanners. The 
outputs of scanners are images contaminated with noise. The 
outcomes are more storage requirement and low OCR 
accuracy. A solution is noise reduction. This paper employs 
KFCM algorithm to cluster pixels into text, background and 
noise according to their features. As a result, noise removal and 
binarization is done simultaneously. 
 
Index Terms— preprocessing, document noise, binarization, 
noise removal algorithms, clustering  
 
I. INTRODUCTION 
ransforming old documents from printed into digital 
format makes searching and archiving much easier. The 
transformation requires scanning but, noise is an inevitable 
outcome of scanning and affects the OCR accuracy and 
increases the storage requirement. Pre-processing of scanned 
document images (SDI) including noise reduction (NR) and 
binarization are key steps to overcome this problem. Noise 
of SID can be categorized into six groups: rule lines, 
marginal, clutter, stroke like pattern (SPN), salt and pepper 
and background [1] [2]. Normally, NR algorithms focus on 
reducing specific noise. With an exception of background 
noise reduction algorithms, other ones work on binary 
document images (BDI). This means that a binarization step 
is performed before NR which causes undesirable effects. 
Moreover, NR algorithms may result in producing another 
type of undesirable noise. This paper focuses on reducing 
different types of noise and binarization simultaneously by 
employing kernel fuzzy c-means (KFCM) to cluster pixels 
into text, background and noise with respect to proper 
features. As a result, noise reduction and binarization is 
performed simultaneously. 
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II. BACKGROUND 
Noise appears in foreground or background of an image 
and it can be generated before or after scanning. Examples 
of SDI noise are presented in the following paragraph.  
The page rule line is a source of noise which interferes 
with text objects. Its reduction algorithms can be categorized 
into mathematical morphology, Hough transform and 
Projection Proﬁle. Mathematical morphology based methods 
are limited by designing and application of the structuring 
elements. This often requires the knowledge of font size or 
trial and error [3]. Algorithms based on Hough transform are 
more robust against noise and, work better with broken lines 
in comparison with other methods although they are 
computationally expensive [4]. Projection profile methods 
ignore the thickness of lines. Therefore, in the NR phase, the 
characters with horizontal strokes will be broken. Another 
problem of this group of algorithms is their sensitivity to 
rotation. In comparison to former algorithms, because of 
dimension reduction capabilities, these groups of algorithms 
are computationally more efficient [5, 6].  
 Marginal noise usually appears in a large and dark region 
around the document image and can be textual or non-
textual. We can divide the algorithms of marginal noise 
reduction into two major categories. The first one identifies 
and reduces noisy components [7, 8, and 9]. The second one 
identifies actual content area or the page frame of the 
document [10, 11]. 
 Some forms of clutter noise appear in SDI because of 
scanning skew or punch holes. Agrawal [12] proposes a 
robust algorithm with respect to clutter’s position, size, 
shape and text connectivity. 
 SPN is independent of size or other properties of the text 
in a SDI. In 2011, Agrawal [13] mentioned the difference 
between SPN and rule-lines for the first time and proposed a 
classification algorithm for its removal. 
 Background noise, like uneven contrast, appears through 
effects, interfering strokes and background spots. We can 
categorized NR algorithms in 5 major groups: binarization 
and thresholding [14], fuzzy logic based [15], histogram 
[16], morphology [17] and genetic algorithm [18]. 
 
III. PROPOSED METHOD 
The proposed algorithm consists of two steps. The first 
step clusters the SDI pints into text, noise and background 
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 by KFCM and, the second step corrects the result by a 
simple post-processing algorithm. 
A. SDI Point Clustering  
KFCM is a modification of Fuzzy C-means (FCM) that 
employs a new kernel-based metric in the original Euclidean 
norm metric of FCM [19]. It partitions a dataset X = {x1, 
x2,…,xn} ⊂ Rp, where p is the dimension, into c fuzzy 
subsets by minimizing the following objective function: 
 
 
Where c is the number of clusters and it is determined by 
a prior knowledge, N is the number of data points, uik is the 
fuzzy membership of xk in class I, m is a weighting exponent 
on each fuzzy membership and, Φ is the set of cluster and it 
is an implicit nonlinear map where: 
 
And 
 
 
If we use the Gaussian function as a kernel function, 
K( )=1 so Equation 1 can be written  as: 
 
Minimizing Equation (4), we will have:  
 
 
The proposed algorithm employs features which 
distinguish noise from other parts of the SDI. The input of 
KFCM are two feature including the average intensity of an 
8*8 sub-window of neighboring pixels and the intensity of 
each pixel [20]. By finding the maximum membership of 
each pixel, we can identify the cluster of each pixel. To 
remove noise and binarize simultaneously, we use 
appropriate color for pixels in each cluster, so we assign 
black for text cluster, white for background and remove 
noise cluster completely. In this way, the resulting image is a 
two-level binarized image without clutter, rule line and non-
textual marginal pixels. Fig. 1 is an example that shows the 
input and output of this step. 
 
 
Fig. 1. (a) example of clustering (b) final result of step 1 
 
B. Step 2: Post processing step 
We perform post-processing to correct the clusters of each 
pixel. This is a commonly used process in most articles 
which employ clustering for document images. Fig. 2 and 
Fig. 3 show the two groups of pixels in the incorrect clusters. 
They are noise in the text cluster (group 1) and the texts in 
the noise cluster (group 2).  
 
 
Fig. 2. examples of the first group 
 
 
Fig. 3. example of the second group 
 
The first group includes clutter edges similar to small text 
components such as alphabet dots, which are in the text 
cluster by mistake. The remaining edges after clutter 
removal are Stroke-like Pattern Noise (SPN). This step of 
algorithm removes SPN. The second group consists of text 
pixels surrounded by several text pixels and a few 
background pixels, so they are in the noise cluster. We use 
two phases to correct the corresponding cluster of these two 
groups of pixels: 
Phase 1: We calculate the horizontal and vertical run 
length for each pixel in the text or noise cluster. A feature of 
the mentioned groups is small run length, so by using a 
proper threshold, we can differentiate them. We proposed to 
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 use stroke width [21] as threshold and choose pixels under 
the threshold to examine in the second phase. 
Phase 2: In this phase, we use clusters of 8*8 sub window 
of neighbors of all the pixels selected from the first phase. 
According to Markov Random Field theory, pixels are 
usually in the same cluster with their neighbors. We change 
the cluster of pixel cluster, if more than half of its neighbors 
belong to a different cluster. Fig. 4 shows the original image, 
the output of the first step and the final result after post 
processing. 
 
 
Fig. 4. (a) original image (b) result of the first step (c) result of the      
second step 
 
IV. EXPERIMENTAL RESULTS 
The test bed for experiment consists of SDI of old 
documents of Kharazmi University, the ground truth images 
that are generated by Pix Labeler software [22] and F-
Measure as the evaluation criteria. SDIs of Kharazmi 
University consists of images with almost the same font size 
with different types of background noise (lines and patterns 
in background, uneven contrast …), clutter noise and 
marginal noise. Fig. 5. (a) Shows an example. 
To prepare the ground truth for this database, we used Pix 
Labeler software [22]. As shown by Fig. 5. (b), the ground 
truth consists of text labels in blue color, scanned noise in 
green color and background labels in white color.  
 
 
Fig. 5. (a) sample of Kharazmi dataset (b) ground truth of that sample 
 
To evaluate the proposed method, in each cluster (text, 
noise and background) TP rate, FP rate, FN rate and FP rate 
are used. Also, we used F-Measure which is calculated as 
follows: 
 
 
Where: 
 
 
A. Evaluation of text, noise and background clustering 
Table I, II and III show the result of clustering with the 
above rates for 5 samples of our dataset: 
 
Table I. Evaluation result for text clustering 
Im
ag
e 
N
o
. 
Precision Recall F- measure 
(%) 
1 0.99 0.99 99 
2 0.98 0.99 98.4 
3 0.99 0.992 99.09 
4 0.98 0.998 98.88 
5 0.97 0.996 98.28 
 
Table II. Evaluation result for noise clustering 
Im
ag
e 
N
o
. 
Precision Recall F- measure 
(%) 
1 0.99 0.984 98.72 
2 0.98 0.992 98.59 
3 0.99 0.997 99.34 
4 0.98 0.992 98.59 
5 0.97 0.973 97.14 
 
Table III. Evaluation result for background clustering 
Im
ag
e 
N
o
. 
Precision Recall F- measure 
(%) 
1 0.99 0.998 100 
2 0.99 0.999 100 
3 0.98 0.999 99.45 
4 0.99 0.994 99.19 
5 0.99 0.982 98 
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 Table VI summarizes the F-measure of 30 samples of 
dataset. 
 
 
 
Table VI. Summary of clustering evaluation 
F-Measure (%) Cluster 
98.74 Text 
97.54 Noise 
98.84 Background 
98.37 Average 
 
 
B. Evaluation of noise removal 
As mentioned before, our method has the advantage of 
removing different types of noise simultaneously. We 
compare our final results with some famous algorithms in 
removing specific types of noise. All the algorithms are 
implemented by the same CPU and memory using 
MATLAB. 
1. Evaluation of background noise removal 
Background noise in our dataset consists of uneven 
contrast and rule lines. One of the common and successful 
ways to remove background noise is thresholding. This part 
compares our method with a famous global thresholding 
method (Otsu's algorithm) and a local method (Niblack's 
algorithm). Table V presents the results of all the methods 
based on the average F-measure of 5 samples of dataset. 
 
Table V. Comparison of methods on background noise removal F-
measure 
M
e
th
o
d
 
Im
a
g
e 
1
 
Im
a
g
e 
2
 
Im
a
g
e 
3
 
Im
a
g
e 
4
 
Im
a
g
e5
 
F
-m
e
a
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r
e
 
O
ts
u
 
92.76 91.38 93.24 93.29 90.6 92.25 
N
ib
la
c
k
 
75.13 68.53 67.43 75.81 53.62 68.1 
P
r
o
p
o
se
d
 
M
e
th
o
d
 
97.45 96.37 95.22 93.64 91.58 94.85 
 
Otsu's algorithm finds a unique threshold for binarizing 
the image; hence it removes background patterns 
successfully at the cost of removing some details of an 
image. On the other hand, local methods preserve image 
details but some part of noise is classified as text. We can 
see the final result of Otsu, Niblack and our proposed 
method in Fig. 6. 
 
Fig. 6. (a) Otsu result (b) Niblack result (c) Our proposed method 
 
This part evaluates our method in clutter noise removal in 
compare with Shi algorithm [23]. In Table VI we can see the 
accuracy of clutter removal in five samples of database and 
the last column shows the average accuracy of both 
algorithms. 
Shi algorithm has two disadvantages: first it fails in 
removing clutter edges so the final result of algorithm still 
faces with some clutter edges and the algorithm has no other 
step to correct the final result. Second, it detects thick parts 
of texts as clutter noise so the final result loses some 
important text parts. Fig. 7 shows the final results of the Shi 
method and our proposed method: 
 
Fig. 7. (a) Shi result (b) Our method 
 
 
Table VI. Comparison of methods on clutter noise removal  
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 Shi  72.06 70.01 69.34 56.35 60.05 65.56 
Our  
Method 
98.46 99.2 99.17 89.27 98.98 97.01 
 
V. CONCLUSION 
This paper presented a novel algorithm with the advantage 
of removing different types of noise simultaneously along 
with binarization of the image. It received a noisy gray scale 
image and converted it into a low noise binary image with 
much lower size. Our method performed much better on 
images with similar font size and format. The algorithm is 
therefore very useful for document images of universities, 
schools or official letters.  
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Fig. 8. (a) Original Image (b) Step 1 result 
(c) Remained edges (d) Final result 
 
 
 
Fig. 9. (a) Original Image (b) Step 1 result 
(c) Remained edges (d) Final result 
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