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Abstract
Early investigations of operator stable laws and operator self-similar stochastic processes
on a finite-dimensional vector space V = Rd lead––under fullness assumption––to results of
the following type: Given a continuous one-parameter group {exp(t · E) : t ∈ R} ⊆ GL(V)
(normalizing matrices) and a compact group K ⊆ GL(V) (symmetries) such that exp(t · E)
normalizes K for all t, then there exists a modification (exp(t · (E +H)) = {exp(t · E) ·
exp(t ·H)} centralizing K where {exp(t ·H)} ⊆ K . (Ec := E +H is called commuting ex-
ponent.) It is challenging to obtain similar results in the context of operator semistable laws
or operator semi-self-similar processes where the continuous one-parameter matrix group is
replaced by a discrete group {ak : k ∈ Z}. Our aim is to provide elementary proofs of the
following results—independently of the probabilistic background––which are interesting in
their own right:
(1) There exists a suitable power ak which is embeddable into a continuous one-parameter
group {exp(t · E) : t ∈ R} belonging to the normaliser of K, and
(2) there exists a shifted power b := ak · κ , κ ∈ K such that b is embeddable into a one-
parameter group {exp(t · Ec) : t ∈ R} belonging to the centraliser of K.
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Introduction. Investigations of operator limit distributions in probability theory
lead in a natural way to problems of linear algebra: Let K ⊆  := GL(R, d) be a
compact group and let a belong to the normaliser N(K,).
(1) Is a or a suitable power ak embeddable into a continuous one-parameter group
{exp(t · E) : t ∈ R} ⊆ N(K,)?
(2) Do there exist suitably shifted powers b := ap · κ, p ∈ N, κ ∈ K belonging to
the centraliser Cent(K,)?
(3) Furthermore, is b in (2) embeddable into a continuous one-parameter group
{(exp(t · Ec) : t ∈ R} ⊆ Cent(K,)?
These questions originated from early investigations of operator-stable laws on
vector spaces (existence of exponents resp. of commuting exponents), and in a similar
way in connection with operator-self-decomposability and self-similarity, defined by
the behaviour of random variables and probability laws under normalization by con-
tinuous one-parameter groups of linear operators, where K is the group of symmetries.
See the pioneer work [9], or the monographs [12,17], or e.g. [5] for probabilities on
groups. Starting with investigations of operator-semistable laws and cor-
responding convolution semigroups––normalization by discrete operator groups —
the above mentioned problems turn out to be crucial for the description of
corresponding limit laws. In fact, the embedding of discrete groups into suitable one-
parameter groups (existence of (commuting) semistable exponents) allows to interpol-
ate continuously between discrete points of the time axis, normalizing respectively
centralizing the group of symmetries. Similar applications are natural for operator-
semi-self-decomposability, i.e. (semi-) stable convolution hemigroups, and semi-self-
similarity. (For surveys on operator-(semi-)stable resp. -self-decomposable laws
see [12,17] or [5], Ch. I. For recent investigations in semi-self-decomposability and
-similarity see e.g. [1,13–16] or [18].)
The probabilistic background for (1)–(3), applications and hints to further ref-
erences are found in [4,3] and [5], 1.8, 1.11, 1.12, 1.15 VII. There the questions
(1)–(3) are answered affirmatively, however the proofs rely on Lie group theory,
Iwasawa’s structure theory of compact groups or on some basic results from the
theory of algebraic groups while the problems (1)–(3) are formulated in the context
of linear algebra. Therefore it is challenging to find elementary proofs relying on
linear algebra only.
This is the aim of the following lines: Collecting properties of the Jordan decom-
position of real resp. complex matrices it is shown that (1), (2) and (3) have a solution
for some power aN . However, it seems not to be possible to find really elementary
proofs. Either it is necessary to use the fact that a compact matrix group and hence its
normaliser is an algebraic group (cf. Theorem 2.6) or––the way we follow in Section
3––to make use of a well-known result from compact Lie groups: discreteness of
Aut(K)/lnt(K).
Even if the proof presented in the sequel is still not merely relying on linear
algebra it appears to be simpler than previous ones and more natural, in particular
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from the point of view of possible applications. Appendix A contains a sketch of
the “non-elementary parts” of the proof. Furthermore, it contains a short overview of
the probabilistic applications mentioned above.
1. Jordan decompositions and generalized eigenspaces
LetK denote the field R or C, let (K,+) and (K×, ·) denote the additive group
and the multiplicative group K× =K \ {0} of K respectively. Let M(K, d) =
M(V) and GL(K, d) = GL(V) denote the ring resp. the linear group of d × d-
matrices acting on the vector space V :=Kd .
1.1. The case K = C
For a ∈ M(K, d) let Spec(a) denote the spectrum, and for any eigenvalue λ ∈
Spec(a) let
Vλ = Vλ(a) := {x ∈ V : ∃k ∈ N with (a − λ · id)kx = 0}
denote the generalized eigenspace. Hence V =∑λ∈Spec(a)⊕Vλ. Let πλ denote the
canonical projection V → Vλ.
Let F1(Spec(a),K) denote the algebra of (holomorphic) complex functions
defined on some relatively compact neighbourhood Uf of Spec(a), where func-
tions f , g which coincide on some neighbourhood V ⊆ Uf ∩ Ug of Spec(a) are
identified. In fact, for our purpose it is sufficient to consider the subalgebra F(a) :=
F(Spec(a),K) of functions f admitting a power series representation around some
z0 ∈ C, f (z) =∑∞0 ck(z− z0)k with radius of convergence rf such that Spec(a) ⊆{λ : |λ− z0| < rf }. Hence the series f (a) :=∑∞0 ck(a − z0 · id)k is absolutely con-
vergent for f ∈ F(a).
We define the matrix subalgebra of M(K, d)
F(a) :=F(a,K) := {f (a) : f ∈ F(Spec(a),K)} ⊆ M(K, d)}.
In fact, V being finite dimensional obviously implies that
F(a,K) = P(a,K) := {φ(a) : φ ∈K[x], a polynomial}.
According to the holomorphic functional calculus the mapping f → f (a) is an
algebra homomorphism.
Let K = C as before, a = as + an denotes the additive Jordan decomposition
with semisimple as and nilpotent an. If a ∈ GL(K, d) then with au := id + a−1s · an,
the unipotent part, we obtain the multiplicative Jordan decomposition a = as · au.
The Jordan components commute. More precisely: There exist polynomials
ps, pn, hλ ∈K[x] depending on the spectral decomposition of a such that as =
ps(a), an = pn(a), πλ = hλ(a) and hence au = ϕ(a) where ϕ is the rational function
ϕ = 1 + pn/ps. Therefore, as, an, au and πλ belong to F(a,K), hence commute
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and commute with any matrix c commuting with a. For a detailed description of the
Jordan decompositions see e.g. [7], 6.4, Theorems 12 and 13, or [2], §4.
1.2. The Jordan decomposition: basic facts
To make the paper more self-contained, and since the polynomial representation
is crucial in the sequel we include a sketch: Let P = pα11 · · ·pαrr denote the minimal
polynomial of a, decomposed into irreducible factors, corresponding to the spectrum
Spec(a) = {λ1, . . . , λr}. The restrictions a|Vλj to the generalized eigenspaces have
minimal polynomials pαjj .
The polynomials {fj := P/pαjj : 1  j  r} are relatively prime, hence there
exist gj ∈K[x] with∑ fj · gj ≡ 1. Put hλj =: hj := fj · gj , 1  j  r .
Then πλj = hj (a) = fj (a) · gj (a). Furthermore, as =
∑
λj · πλj =∑
λj · hj (a).
Hence, if we define ps :=∑ λj · hj and define pn by pn(x) := x − ps(x) we
obtain as = ps(a) and an = pn(a) as asserted.
In fact, for a ∈M(C, d)we obtain as|Vλj = πλj as|Vλj = λj · idVλj , λj ∈ Spec(a),
hence as =∑⊕λj · idVλj , a diagonalisation. And w.r.t. suitable bases of Vλj we
obtain
an|Vλj = πλj an|Vλj =

0 ∗ · · · 0
0 0 ∗ 0
· · · · · · · · · ∗
0 0 · · · 0

with ∗ = 0 or 1 on the upper diagonal. Thus, observing that V =∑⊕Vλj we obtain
the usual form of the Jordan decomposition.
1.3. The real case K = R
Any a ∈ M(R, d) resp. ∈ GL(R, d) is identified with its complexification a˜ ∈
M(C, d) resp. ∈ GL(C, d) acting on the complex vector space V˜ = V + i · V with
σ(a˜) = a˜, where σ is the anti-automorphism defined by complex conjugation.
Since for real a the spectrum Spec(a) is invariant under complex conjugation
the Jordan components a˜s, a˜n, a˜u of the complexification a˜ are real elements, i.e.
invariant under σ . Hence we obtain the real Jordan decompositions a = as + an and
a = as · au respectively with properties analogous to 1.1.
For real matrices a ∈ M(R, d) and corresponding a˜ ∈ M(C, d) we arrange
Spec(a) = Spec(a˜) = {λi : 1  i  r} in such a way that for 2r0 < j  r the ei-
genvalues λj are real and λj = λj+r0 , 1  j  r0. Put W˜j := V˜λj+r0 for r0 < j 
r − r0 and W˜j := V˜λj ⊕ V˜λj for 1  j  r0. Let j denote the projections to
W˜j . Put finally λj = |λj | · ei·vj for complex eigenvalues 1  j  2r0 and (real)
arguments vj .
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Then the matrix representation of the (complex) Jordan decomposition of a˜ yields
w.r.t. suitable bases of W˜j , 1  j  r0:
j a˜s|W˜j = |λj | ·
U˜j · · · 0· · · U˜j · · ·
0 · · · U˜j
 with U˜j = (ei·vj 00 e−i·vj
)
.
(The corresponding real 2×2 matrices Uj are rotations.) And for the real eigenvalues
we obtain as before
j a˜s|W˜j = λj+r0 · id|W˜j , r0 < j  r − r0.
Definition 1.4. Let C ⊆ M(K, d). Put for short  := GL(K, d). The normalisers
and centralisers are defined as follows:
N(C,) := {x ∈  : xcx−1 ∈ C for all c ∈ C},
Z(C) := {x ∈ M(K, d) : cx = xc for all c ∈ C},
Cent(C,) := {x ∈  : xcx−1 = c for all c ∈ C} = Z(C) ∩ .
For later use we define more generally: For a subgroup G ⊆  = GL(K, d) put
N(C,G) := N(C,) ∩G and analogously Cent(C,G) := Cent(C,) ∩G.
The polynomial representations in 1.1 and 1.2 immediately yield the following result:
Proposition 1.5. (a) Let C ⊆ M(K, d), let a ∈ Cent(C,). Then as, au, an and
πλ, λ ∈ Spec(a), belong toF(a,K) and hence to Cent(C,) andZ(C) respectively.
(b) Let a ∈ Z(C). Then for all functions f ∈ F(a), f : U → C defined on a
neighbourhood U of Spec(a) we observe f (a) ∈F(a,K) ⊆ Z(C).
Especially, for a ∈ Cent(C,), f ∈ F(a) and f /= 0 on Spec(a) we obtain
f (a) ∈ Cent(C,).
In particular, for E ∈ Z(C) we observe exp(t · E) ∈ Cent(C,) for all t ∈K,
and vice versa, if exp(t · E) ∈ Cent(C,), t ∈K then E ∈ Z(C).
(c) Z(C) and Cent(C,) are closed in M(K, d) and GL(K, d) respectively.
And N(C,) is closed in GL(K, d) if C is closed.
2. Embeddability in the centraliser Cent(C,)
The first aim is to show that a suitable power ak of a ∈ Cent(C,) is embeddable
into an Abelian subgroup homomorphic to a direct product of (K,+) and (K×, ·)
respectively. We introduce the following notation:
a ∈ M(K, d) satisfies condition (2.1) iff
λn /= µn for all λ /= µ ∈ Spec(a) and all n ∈ Z \ {0}. (2.1)
a is called spectrally free in this case.
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Obviously, condition (2.1) guarantees that the eigenspace decompositions of a
and of all its powers coincide, i.e.
Vλ(a) = Vλk (ak) for all k ∈ Z \ {0}.
2.1. Let a ∈ M(K, d). Then there exists a k0 ∈ N such that b := ak0 is spectrally
free, i.e. satisfies (2.1).
[[Obvious, since Spec(ak0) = {λk0 : λ ∈ Spec(a)} : Let C denote the subgroup of
the torus (finitely) generated by {λ/|λ| : λ ∈ Spec(a)} and let Cf denote its maximal
finite subgroup. Then we can choose k0 = ord(Cf ).]]
Proposition 2.2. Let K = C. Let a ∈ Cent(C,) for some closed subset C. Then
there exists a continuous homomorphism
 : (K,+)⊗
⊗
λ∈Spec(a)
(K×, ·)→ Cent(C,)
such that a ∈ im() =:A(a).
Proof. Let cu := log(au) =∑∞1 (id − au)k/k. Since id − au is nilpotent the series
is finite, i.e. the exponent cu is a polynomial of au, hence of a.
In particular, by Proposition 1.5 we obtain {ψ0(t) := exp(t · cu) : t ∈ C} ⊆
F(a,K) ⊆ Cent(C,) and ψ0(1) = exp(cu) = au.
For λ ∈ Spec(a) = {λ1, . . . , λr} we define
ψλ :K×  t → t · idVλ ⊕
∑
λ /=µ
⊕idVµ ⊆F(a,K)
and putψ(t1, . . . , tr ) :=∏r1 ψλj (tj ) =∑⊕tj · idvλj =∑ tj · πλj =∑ tj · hj (a),
hj defined in 1.2. According to 1.5 we observe im(ψ) ⊆F(a,K) ⊆ Cent(C,)
and moreover ψ(λ1, . . . , λr ) = as.
The assertion follows with (s, t1, . . . , tr ) := ψ0(s) · ψ(t1, . . . , tr ) since
(1, λ1, . . . , λr ) = au · as = a. 
The real case
In the case K = R we obtain––with the notations introduced in 1.3––an analog-
ous result:
Proposition 2.3. Let a ∈ Cent(C,) ⊆  = GL(R, d). Let a˜ denote its complexi-
fication. Assume Spec(a) to be arranged as in 1.3. Then there exists a continuous
homomorphism
 : (R,+)⊗
r0⊗
1
(C×, ·)⊗
r−r0⊗
r0+1
(R×, ·)→ Cent(C,)
with (1, λ1, . . . , λr0 , λ2r0+1, . . . , λr ) = a.
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Proof. Proposition 2.2 yields the existence of the desired homomorphism in the
complex case, i.e. for a˜. Simple calculations yield:
• cu is real, hence ψ0(s) = exp(s · cu) is real iff s ∈ R.
• ψλj+r0 (t) is real iff t ∈ R (r0 < j  r − r0).• ψλj (t) · ψλj (τ ) is real iff t¯ = τ (1  j  r0).
We put φλj (t) := ψλj (t) · ψλj (t¯) (1  j  r0). Then with
(s, t1, . . . , tr0, tr0+1, . . . , tr−r0)
:= exp(s · cu) ·
r0∏
1
(ψλj (tj ) · ψλj (tj )) ·
r−r0∏
r0+1
ψλj+r0 (tj )
= ψ0(s) ·
r0∏
1
φλj (tj ) ·
r−r0∏
r0+1
ψλj+r0 (tj )
the assertion follows. 
Remark 2.4. (a) Note that the connected Abelian subgroup A(a) := im() is con-
tained in the algebraic (or Zariski-) closure of the Abelian group 〈a〉 = {ak : k ∈ Z}
generated by a. Analogously, in the real case, A(a) = im() is contained in the
algebraic closure of 〈a〉.
(b) In the case K = C the existence of a tangent space of the Abelian subgroup
A(a) = im() is obvious since then exp : (C,+)→ (C×, ·) is a surjective homo-
morphism. If K = R the image exp(R) of the exponential map is R×+ = (0,∞).
Hence a real eigenvalue λ ∈ Spec(a) belongs to the range of the exponential map
iff λ > 0. Therefore, in the following we have to assume that all real eigenvalues
λj : 2r0 < j  r are positive, i.e.
Spec(a) ∩ R ⊆ R×+ = (0,∞). (2.2)
(For these eigenvalues the (real) logarithms are uniquely determined.)
(c) Obviously, for any a there is some power am0 =: b fulfilling the condition
(2.2), m0 depending on Spec(a). In fact, since (2.1) implies (2.2) we may put e.g.
m0 = k0 (defined in 2.1).
(d) For 1  j  r0 we have representations and λj = |λj | · ei·vj and λj+r0 =|λj | · e−i·vj for some set of (real) arguments {vj }. Then for any choice {vj } the
mappings
R  t → (exp(t · log |λj |) · (ei·tvj · idVλj ⊕ e−i·tvj · idVλj+r0 )
have real images, hence are continuous homomorphisms (R,+)→ (M(R, d), ·).
Putting things together we obtain in particular the existence of “exponents” be-
longing to Cent(C,) (therefore called “commuting exponents”):
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Theorem 2.5. Assume K = R. Let a ∈ Cent(C,). Then there exist m0 ∈ N and
a continuous one-parameter group, i.e. a homomorphism
γ : (R,+)→ (Cent(C,), ·), γ (t) = exp(t · Ec)
with Ec ∈ Z(K,) (called “commuting exponent”), such that γ (1) = am0 .
Proof. According to Remark 2.4(c) above there exists a power am0 =: b satisfying
the condition (2.2), i.e. λ > 0 for all λ ∈ Spec(b) ∩ R.
Then γ is defined by γ (s) := (s, |λ1|s · ei·sv1 , . . . , |λr0 |s · ei·svr0 ,
λs2r0+1, . . . , λ
s
r ) ∈A(b), with A(b) as in Remark 2.4(a),  as in Proposition 2.3
and a replaced by b.
Hence we obtain with cu := log bu:
γ (s)=exp(s · cu) ·
(
r0∑
1
|λj |s .(ei·svj · πλj
+e−i·svj · πλj+r0)+
r−r0∑
r0+1
λsj+r0 · πλj+r0
)
and thus γ (1) = b (where the arguments vj are defined as in 2.4(d)).
In particular, put σj := log |λj | + i · vj , and put
E˜c := cu +
r0∑
1
⊕
(
σj · idV˜λj ⊕ σj · idV˜λj+r0
)
⊕
r−r0∑
r0+1
⊕ log(λj+r0) · idV˜λj+r0 .
Let Ec denote the corresponding real matrix. Then {γ (t) := exp(t · Ec) : t ∈ R} ⊆
Cent(C,) and we have γ (1) = exp(Ec) = b. 
In the following we assume throughoutK = R and C = K , a compact subgroup
of . The above considerations, in particular Theorem 2.5, proved the existence of
one-parameter groups joining the unit id and a suitable power am0 = b if a belongs to
the centraliser Cent(K,). The proof relies on the fact that the factors of the Jordan
decompositions bs, bu as well as F(b,R) ∩  and, A(b) = im() (cf. 2.3) in the
algebraic closure of the group 〈b〉 = {bk : k ∈ Z}, belong to Cent(K,) too.
Remark. An analogous result holds true if a belongs to the normaliser N(K,)
instead of Cent(K,), since compact matrix groups K and hence N(K,) are al-
gebraic (i.e. Zariski-closed) subgroups of  (cf. [19], Ch. I, 8.2, or [10], p. 58, 59)
and hence A(b) ⊆ N(K,). This is main tool in [3], §1. But in contrast to 2.5 it
seems not to be possible to prove this result by “elementary” methods.
If we were able to prove (in an elementary way) the results of Theorem 2.5 for
N(K,) instead of Cent(K,) the main result––and the above mentioned probab-
ilistic applications––would follow immediately by standard methods:
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Theorem 2.6. LetK ⊆  be a compact subgroup. Assume furthermore a ∈ N(K,)
and furthermore assume the existence of an exponent, i.e. assume {γ (t) :=
exp(t · E) : t ∈ R} ⊆ N(K,) for some matrix E ∈ M(R, d) such that expE = a.
Then there exist commuting exponents Ec ∈ M(R, d) such that {exp(t · Ec) : t ∈
R} ⊆ Cent(K,) and exp(t · E) exp(−t · Ec) =: κ(t) ∈ K for all t ∈ R. In
particular, exp(Ec) · κ = a with κ = κ(1) ∈ K, hence the centralizing one-para-
meter group γc(t) := exp(t · Ec) joins the unit id and a · κ−1.
Proof. Let ωK denote the normalized Haar measure of the compact group K. Define
Ec :=
∫
K
x · E · x−1 dωK(x). Since ωK is K-invariant we observe κ · Ec · κ−1 =
Ec for all κ ∈ K .
ωK can be approximated by measures with finite support. E.g. for an equidistrib-
uted sequence {xk} ⊆ K we obtain ωK = limN→∞ 1N
∑N
1 εxj . Put τx(·) := x · x−1.
Then, according to the Lie Trotter product formula with Um·Nt := exp( tN ·m · E) we
observe
exp(t · Ec)
= lim
N
exp
(
N∑
1
t
N
· τxj (E)
)
= lim
N
lim
m
(
N∏
1
τxj
(
exp
(
t
N ·m · E
)))m
= lim
N
lim
m
(x1U
m·N
t x
−1
1 )(x2 . . . x
−1
N−1)(xNU
m·N
t x
−1
N ) (m ·N factors).
Observing that for X ∈ N(K,), x, y ∈ K we have xXy = Xz for some z =
z(x,X, y) ∈ K we obtain: There exist z(N,m)k ∈ K such that
exp(t · Ec)= lim
N
lim
m
(
N∏
k=1
exp
(
t
N ·m · E
))m
·
N ·m∏
k=1
z
(N,m)
k
= lim
N
lim
m
exp(t · E) ·
N ·m∏
k=1
z
(N,m)
k .
Whence exp(t · Ec) = exp(t · E) · κ(−t) with κ(·) ∈ K .
Obviously, κ(·) is a one-parameter subgroup, and continuity implies κ(t) =
exp(t ·H) for some matrix H. 
To find a more elementary approach avoiding results from algebraic groups we
have to use different arguments. This will be done in the following Section 3.
3. Embedding in the normaliser N(K,)
As mentioned before, we were not able to find a completely elementary proof
relying only on linear algebra. We need the (obvious) fact that [K : K0] is finite for
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a compact real Lie group K (where K0 denotes the connected component of the unit
of a topological group), and furthermore the following well known but deeper result
concerning the structure of compact groups:
Proposition 3.1 (Iwasawa [11]). Let K ⊆  be a compact real matrix group. Let
Aut(K) and Int(K) denote the groups of automorphisms and of inner automorphisms
respectively. Then Aut(K)0 ⊆ Int(K).
[[In fact, in [11], Lemma 1.1, it is proved that Aut(K)/Int(K) is discrete. Further-
more, Int(K) is compact, and therefore Int(K)/Int(K)0 is finite. (This reflects the
fact that K is locally a direct product of the characteristic subgroups S = [K,K] and
Z = Cent(K,K): S being semisimple admits only inner derivations and Z0 ∼= Tk
being a torus implies that Aut(Z) is discrete.)
For a profound and detailed description of Aut(K) including Iwasawa’s results
see e.g. [8], in particular Ch. 6. See also Appendix A for a sketch of a proof.]]
Assume in the following w.l.o.g. V = Rd to be endowed with an Euclidean struc-
ture such that the compact group K is embedded into the group O(R, d) of orthogonal
matrices. Let O(K) := N(K,) ∩ O(R, d). For a matrix resp. a linear transforma-
tion c we will denote c∗ to be the adjoint (w.r.t. the Euclidean structure).
Proposition 3.2. (a) Let a ∈ N(K,). Then a∗ belongs to the normaliser N(K,)
too.
(b) Furthermore, aa∗ and a∗a as well as (aa∗)t and (a∗a)t (for t > 0) belong to
the centraliser Cent(K,).
(c) Let a = u · (a∗a)1/2 and a = (aa∗)1/2 · v denote the polar decompositions
with (uniquely determined) orthogonal u and v. (For positive definite transform-
ations T the root S := T 1/2 is as usual the uniquely determined positive definite
transformation S satisfying S2 = T .)
Then we observe:
p = (a∗a)1/2, q = (aa∗)1/2 ∈ Cent(K,) and
u, v ∈ O(R, d) ∩N(K,) = O(K).
Proof. By assumption, aκa−1 ∈ K , furthermore κ−1 = κ∗ for all κ ∈ K . Whence
(aκa−1)∗ = (a−1)∗κ−1a∗ = (a∗)−1κ−1a∗, therefore a∗ ∈ N(K,). On the other
hand, (aκa−1)∗ = (aκa−1)−1 = aκ−1a−1. Therefore (a∗a)κ−1(a∗a)−1 = κ−1,
whence p2 = a∗a ∈ Cent(K,) follows. Analogously, q2 ∈ Cent(K,). Further-
more, p2 and q2 are positive definite and regular, hence in particular, Spec(p2),
Spec(q2) ⊆ (0, ‖a‖2]. Hence for t > 0 the functions z → zt belong to F(p2) and to
F(q2) as well. Therefore, according to Proposition 1.5 for any t > 0––in particular
for t = 1/2––(aa∗)t and (a∗a)t belong to Cent(K,) too.
Hence (b) is proved, and (c) follows immediately. 
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Proposition 3.3. (a) Let a ∈ N(K,). Then there exists a natural number N such
that aN = χ−1 · γ with χ ∈ K, γ ∈ Cent(K,) and there exists a continuous one-
parameter group R  t → γ (t) ∈ Cent(K,) with γ (1) = γ.
(b) In other words, aN · χ is embeddable into a continuous one-parameter group
t → γ (t) = exp(t · Ec) belonging to the centraliser Cent(K,). (Ec is called com-
muting exponent.)
Proof. According to 3.2 we have representations ak = uk · pk , with pk =
(a∗kak)1/2 ∈ Cent(K,) and uk ∈ O(K), k ∈ N. Let τc ∈ Aut(K) denote the auto-
morphism κ → c · κ · c−1 for c ∈ N(K,).
c → τc being a homomorphism N(K,)→ Aut(K) with kernel Cent(K,) we
obtain τak = τuk , on the other hand τak = (τa)k = (τu)k with u = u1, for all k ∈ Z.
Therefore, ak = uk · dk with u ∈ O(K) and dk ∈ Cent(K,).
Respecting that O(K) is a compact Lie group, hence O(K)/O(K)0 is finite we
conclude that there exists a power un0 =: v ∈ O(K)0. [[Note that this could be proved
easily by “elementary” methods considering the common spectral representation of
the closure 〈u〉 = {uk : k ∈ Z}.]]
Obviously, τc ∈ Aut(K)0 for c ∈ O(K)0, whence by Proposition 3.1 we observe
τv = τn0u = τκ for some κ ∈ K . In other words, un0 = κ · ξ , ξ ∈ Cent(K,), and
hence an0 = κ · δ for some δ = ξ · dn0 ∈ Cent(K,).
Applying now Theorem 2.5, the embedding result for centralisers, to δ we obtain:
There exists a m0 ∈ N such that δm0 is embeddable into a continuous one-parameter
group γ (·) ⊆ Cent(K,) with γ (1) = δm0 . Whence (a) is proved with N := m0 · n0
and χ = κ−m0 .
(b) is an immediate consequence. 
Remarks. (a) For a more detailed outline of the proof of Proposition 3.3 resp.
Proposition 3.1 see Appendix A.
(b) Note that––with the notations of the preceding proof—ξ, v, δm0 and γ (1) are
embeddable into one-parameter groups in K and Cent(K,) respectively and belong
thus to the connected component (K · Cent(K,))0. In particular, this implies a new
proof of the following result, which is the main tool in [4] (cf. Theorem A):
For any a ∈ N(K,) a suitable power ap belongs to the connected subgroup
(K · Cent(K,))0.
(In fact, this result is proved in [4] for the class of almost connected Lie groups.
Here we considered the special case  = GL(R, d).)
To formulate the main result of this paper in its final form we introduce a class of
matrix groups defined by a property which is obviously shared by algebraic
groups. In fact, all examples beyond GL(R, d) which appear in applications, e.g.
automorphism groups of simply connected nilpotent Lie groups, belong to this class
of groups.
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Definition 3.4. A closed subgroup G ⊆  = GL(R, d) is said to have property (3.1)
iff for any a ∈ G
the Jordan components as, au as well as A(a) belong to G (3.1)
where A(a) = im() (contained in the algebraic closure of 〈a〉) is defined as in 2.3
resp. 2.4(a).
Now we have the means to prove the existence of commuting exponents in more
general situations:
Theorem 3.5. Let G be a subgroup of  = GL(R, d) with property (3.1). Let K
denote a compact subgroup of G.
Then for any a ∈ N(K,G) there exist N ∈ N and χ ∈ K such that b := aN · χ
is embeddable into a continuous one-parameter group γ (t) = exp(t · Ec), t ∈ R,
belonging to the centraliser Cent(K,G) and such that b = exp(Ec).
Proof. Let a ∈ N(K,G), hence a ∈ N(K,). Choose N and χ according to Propos-
ition 3.3 to obtain b = aN · χ ∈ Cent(K,) and furthermore {γ (t) = exp(t · Ec) :
t ∈ R} ⊆ Cent(K,) with γ (1) = b.
On the other hand we have b ∈ G, and according to property (3.1) we observe
{γ (t) : t ∈ R} ⊆A(b) ⊆ G. Therefore, b and γ (·) belong to the centraliser
Cent(K,G), as asserted. 
Remarks. (a) Note that we did not assume further restrictive properties for G. In
particular, we did not assume that a ∈ G resp. a ∈ N(K,G) imply a∗ or a∗a to
belong to G or N(K,G). For the proof of Theorem 3.5 it was sufficient to know that
the larger group  possesses this property (Proposition 3.2).
(b) Once the existence of “commuting exponents” Ec of b = exp(Ec) is proved
(Theorem 3.5), the probabilistic applications follow by standard methods. In par-
ticular, existence and shape of all “exponents” and “commuting exponents” of full
semistable convolution semigroups is now investigated as in [3], §2 ff. See part II of
Appendix A for a survey.
Appendix A
A.1. The “non-elementary” methods in Section 3
At the first glance the differences in the proofs of embeddability in centralisers
(Section 2) and normalisers (Section 3) might appear surprising. But note that for
a ∈  and for a polynomial––more generally for f ∈ F(a)—f : z →∑ ckzk (with
f /= 0 on Spec(a)) we trivially observe that
a ∈ Cent(K,)⇒ f (a) · x =
(∑
ck · ak
)
· x =
∑
ck · x · ak = x · f (a)
for all x ∈ K , hence f (a) ∈ Cent(K,).
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In contrast, for a ∈ N(K,) we obtain ak · x = τak (x) · ak =: yk · ak with yk ∈
K (for k ∈ Z). Hence
f (a) · x =
(∑
ck · ak
)
· x =
∑
ck · τak (x) · ak =
∑
ck · yk · ak,
while f (a) ∈ N(K,) iff for any x ∈ K there exists a y = y(x) ∈ K such that
f (a) · x = y · f (a). I.e., we obtain f (a) ∈ N(K,) iff for any x ∈ K there exists
y = y(x) ∈ K such that∑
ck · (y − τak (x)) · ak =
∑
ck · (y − yk) · ak = 0.
This condition seems to be too complicated to be verified in an elementary way.
To make the paper more self-contained and in order to make the “non-elementary”
step (Proposition 3.1) in the proof of Proposition 3.3 accessible for readers who are
not familiar with structure theory of topological groups we include a
Sketch of the proof of Proposition 3.3 resp. 3.1
(In fact, only a “weak version” of Proposition 3.1 resp. of Lemma 1 in [11] is
needed.)
Let, with the notations of the proof of Proposition 3.3, ak = uk · dk and v =
un0 ∈ O(K)0 ⊆ Aut(K)0. O(K)0 being a compact connected group (of orthogonal
matrices) there exists a continuous one-parameter group (vt )t∈R ⊆ O(K)0 with v =
v1. (This can be proved in an elementary way considering a diagonalisation of v.)
Now we follow the steps of the proof of Lemma 1 in [11]:
• Define A1 := {a ∈ Aut(K) : a(K0 · g) = K0 · g for all g ∈ K} and I ∗ =
I ∗(K0) := {iκ ∈ Int(K) : κ ∈ K0} ⊆ A1. Aut(K)/A1 is finite, isomorphic to a
subgroup of K/K0. Hence, t → vt being continuous we observe {vt } ⊆ A1.
• Since I ∗ ⊆ Int(K) ∩ A1 it is sufficient to show that {vt } ⊆ I ∗. Let ϕ : A1 →
Aut(K0), ϕ(a) := a|K0 =: a¯ denote the restriction to K0. Obviously, ϕ is a con-
tinuous homomorphism with ϕ(I ∗) = Int(K0), moreover in [11] it is shown that
ϕ−1(Int(K0))/I ∗ is finite. Hence, as before it is sufficient to show {v¯t } ⊆
Int(K0) = ϕ(I ∗) in order to prove {vt } ⊆ I ∗ ⊆ Int(K).
• Hence, w.l.o.g. we may assume K to be connected, K = K0.
• Let k denote the Lie algebra of K. Then Aut(K0)  a → ◦a := da ∈ Aut(k) ⊆
GL(k) is an injective homomorphism, da denoting the differential at the unit ele-
ment. Since K is compact we obtain a decomposition k = z⊕ s where the centre
z is characteristic and Abelian––i.e. a vector space––and s is a semisimple Lie
algebra. Let Z = exp(z) denote the connected component of Cent(K0), a finite
dimensional torus. Therefore Aut(Z) is discrete, isomorphic to a subgroup of
matrices with integer entries. Hence, arguing as before, we conclude vt |z ≡ id.
• Hence w.l.o.g. we may assume that k = s is semisimple. There exists a derivation
D such that vt = exp(t ·D), t ∈ R. For semisimple Lie algebras it is well known
that any derivation is an inner derivation, i.e. Der(k) = ad(k). (See e.g. [6], Pro-
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position 6.1, p. 132: The proof there is “elementary”, it relies on basic properties
of Lie algebras only.)
In other words, there exists a continuous one-parameter group {κt }t∈R ⊆ K such
that ◦vt = adκt , t ∈ R. And therefore {vt }––and hence v = v1––belong to Int(K)0, as
asserted. 
A.2. Some probabilistic applications. A survey
In order to complete the paper we indicate some applications of the aforemen-
tioned results to probability theory, in particular to operator limit theory on vector
spaces. Most of the results hold true also for simply connected nilpotent Lie groups
and for normalisation by affine transformations. But in this sketch we restrict the
considerations to matrix normalisations (without shift terms) on (finite dimensional)
vector spaces. For complete descriptions including proofs the reader is referred to
e.g. [12,17] or [5], Ch. I (for operator stable laws) and to [3] (for the semistable
case) and furthermore, to the literature mentioned there.
First we need some
Notations. Let V ∼= Rd . Let M1(V) denote the probabilities on V, an affine topolo-
gical semigroup w.r.t. convolution ∗ and the topology of weak convergence.
µ ∈ M1(V) is called full iff µ is not concentrated on a proper linear subspace.
µ is operator-semistable iff µ is infinitely divisible and hence embeddable into a
continuous convolution semigroup {µt , t  0} and if there exist a ∈ GL(R, d), α ∈
(0,∞)\{1} such that a(µt ) = µα·t for t  0.
Dec(µ) denotes the group {(a, α) ∈ GL(R, d)× (0,∞) fulfilling the semistabil-
ity condition}, called decomposability group.
Let furthermore D(µ) := {a : (a, α) ∈ Dec(µ) for some α ∈ R×+}.
Inv(µ) := {(a, α) ∈ Dec(µ) : α = 1} is the invariance group. (In the case of af-
fine normalisations the corresponding group is usually called group of symmetries.)
Let furthermore inv(µ) denote the Lie algebra of Inv(µ). I.e., E ∈ inv(µ) iff
exp(t · E) ∈ Inv(µ) for all t ∈ R. The Lie algebra of the centre of Inv(µ) is denoted
by invc(µ).
Inv(µ) is a compact matrix group iff µ is full, a property which we shall through-
out assume in the sequel. Furthermore, Inv(µ) "D(µ).
µ is operator-stable if there exists a continuous one-parameter group (with mul-
tiplicative parametrisation) t → tE := exp(log t · E) such that tE(µs) = µs·t , i.e.
such that (tE, t) ∈ Dec(µ), for all s, t > 0.
For operator-stable laws let EXP(µ) := {E : (tE, t) ∈ Dec(µ), t > 0} denote the
set of (stability) exponents. (Hence in particular, EXP(µ) ⊆ D(µ), the Lie algebra
of D(µ).)
If µ is operator-semistable the set of semistability exponents is defined as
SEXPα(µ) := {E : tE ∈ N(Inv(µ),) for all t ∈ R and furthermore, for t = α,
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(αE, α) ∈ Dec(µ)}. (Hence, SEXPα(µ) ⊆ n(µ), the Lie algebra of the normaliser
N(Inv(µ),).)
The set of commuting semistability exponents is defined as SEXPc,α(µ) :=
SEXPα(µ) ∩ Cent(Inv(µ),). I.e.,Ec ∈ SEXPc,α(µ) iff {tEc : t > 0} centralizes the
invariance group Inv(µ) and (αEc , α) belongs to the decomposability group.
f : a → α is a continuous––in fact, proper––homomorphismD(µ)→ ((0,∞), ·)
with kernel Inv(µ). Furthermore,we have Dec(µ)∼=D(µ), D(µ) ⊆ N(Inv(µ),)
a closed subgroup and D(µ) ∩ Inv(µ) = {id}. These properties and the aforemen-
tioned structure of normalisers and centralisers––in particular 3.3, 3.5––applied to
the compact group K := Inv(µ) yield––in nearly complete analogy to the operator-
stable case––the following results for full operator-semistable laws µ:
4.1. If (a, α) ∈ Dec(µ), α /= 1, then the set of semistability exponents is nonempty,
there exists some power β = αp such that b := ap = βE for some semistability
exponent E ∈ SEXPβ(µ).
4.2. Furthermore, the set of commuting semistability exponents is non-empty, there
exist some power γ = αq and κ ∈ Inv(µ) such that aq · κ = γ Ec for some commut-
ing semistability exponent Ec ∈ SEXPc,γ .
Moreover, the structure of the set of (commuting) semistability exponents is de-
scribed in the following way:
4.3. Let E ∈ SEXPβ(µ) be a fixed semistability exponent. Then we have
SEXPβ(µ) = E + inv(µ).
4.4. Let Ec ∈ SEXPc,γ (µ) be a fixed commuting semistability exponent. Then we
have SEXPc,γ (µ) = Ec + invc(µ).
Remark. Note that according to Proposition 3.2 for a ∈ D(µ)\Inv(µ) we have a∗ ∈
N(Inv(µ),) and (a∗a)t ∈ Cent(Inv(µ),), t > 0, but in general these elements do
not belong to D(µ).
As mentioned above, for the proofs and also for applications in the stable case
the reader is referred to [9], to the monographs [12,17], resp. [5], Ch. I and to
the literature mentioned there, while for the semistable case the proofs are found
in [3]. Similar applications to (semi) stable hemigroups and to operator-self-similar
processes are also mentioned there.
References
[1] P. Becker-Kern, Stable and semistable hemigroups: domains of attraction and selfdecomposability,
J. Theoret. Probab. 16 (2003) 573–598.
[2] A. Borel, Linear Algebraic Groups, Lecture Notes taken by H. Bass, Benjamin, 1969.
[3] W. Hazod, On normalizers and centralizers of compact Lie groups. Applications to structural
probability theory, Probab. Math. Statist. 23 (2003) 39–60.
W. Hazod / Linear Algebra and its Applications 410 (2005) 96–111 111
[4] W. Hazod, K.H. Hofmann, H.-P. Scheffler, M. Wüstner, Hm. Zeuner, The existence of commuting
automorphisms and applications to operator semistable measures, J. Lie Theory 8 (1998) 189–209.
[5] W. Hazod, E. Siebert, Stable Probability Measures on Euclidean Spaces and on Locally Compact
Groups. Structural Properties and Limit Theorems, Mathematics and its Applications, vol. 531,
Kluwer Academic Publishers, 2001.
[6] S. Helgason, Differential Geometry, Lie Groups and Symmetric Spaces, Academic Press, 1978.
[7] K. Hoffmann, R. Kunze, Linear Algebra, Prentice Hall, New Jersey, 1961.
[8] K.H. Hofmann, S.A. Morris, The Structure of Compact Groups, W. de Gruyter, Berlin, New York,
1998.
[9] W.N. Hudson, Zb. Jurek, J.A. Veeh, The symmetry group and exponents of operator stable
probability measures, Ann. Probab. 14 (1986) 1014–1023.
[10] J.E. Humphreys, Linear Algebraic Groups, Springer, 1975.
[11] K. Iwasawa, On some types of topological groups, Ann. Math. 50 (3) (1949) 507–558.
[12] Zb. Jurek, J.D. Mason, Operator Limit Distributions in Probability Theory, J. Wiley, 1993.
[13] Zb. Jurek, Operator exponents of probability measures and Lie semigroups, Ann. Probab. 20 (1992)
1053–1062.
[14] A. Łuczak, Exponents and symmetry of operator Lévy’s probability measures on finite dimensional
vector spaces, J. Theoret. Probab. 10 (1997) 117–129.
[15] M. Maejima, Norming operators for operator-self-similar processes. Stochastic processes and related
topics, in: Karatzas et al. (Eds.), Trends in Mathematics, Birkhäuser, 1998, pp. 287–295.
[16] M. Maejima, D.J. Mason, Operator self-similar stable processes, Stochastic Process. Appl. 54 (1994)
139–163.
[17] M.M. Meerschaert, H.-P. Scheffler, Limit Theorems for Sums of Independent Random Vectors.
Heavy Tails in Theory and Praxis, J. Wiley, 2001.
[18] M.M. Meerschaert, H.-P. Scheffler, Spectral decomposition for operator self-similar processes and
their generalized domains of attraction, Stochastic Process. Appl. 84 (1999) 71–80.
[19] A.L. Onischnik, E.B. Vinberg, Lie Groups and Algebraic Groups, Springer, 1980.
