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Abstract
Data recorded by the CMS (Compact Muon Solenoid) experiment is analyzed to study the
production of high-mass muon pairs in proton-proton collisions at the LHC (Large Hadron
Collider). Most of the presented results are based on a dataset of 5.3 fb−1 at a center-of-mass
energy of
√
s = 7 TeV. The interpretation of the measured dimuon mass spectrum focuses
on a potential non-resonant signal from s-channel graviton exchange. Such a signature of new
physics is motivated by the ADD (Arkani-Hamed, Dimopoulos, Dvali) model of large spatial
extra dimensions.
The main background for the search is given by the SM (Standard Model) prediction of
neutral current Drell-Yan events. Other background sources like for example tt¯ production are
also considered. The Standard Model expectation is evaluated based on simulation studies and
can be tested for dimuon masses below the signal region. Estimates of theory uncertainties on
the background prediction and uncertainties related to the detector performance are included
in the statistical evaluation of the measurement.
The dimuon mass spectrum observed in the 2011 CMS dataset is found to be compatible with
the SM expectation. For masses greater than 1.3 TeV, signal cross sections of greater than
0.84 fb−1 can be excluded at 95% confidence level. This result corresponds to an exclusion of
values below 3.0 TeV for the ADD model parameters ΛT. A combination of dimuon, dielec-
tron and diphoton results based on a dataset of about 2.0 fb−1 extends the excluded range to
ΛT < 3.3 TeV. Also limits based on the 2012 CMS dataset at collision energies of
√
s = 8 TeV
and some aspects of the CMS search for new dilepton resonances are briefly discussed.
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Zusammenfassung
Die Produktion von Myon Paaren in Proton-Proton Kollisionen am LHC (Large Hadron Collider)
wird mit vom CMS (Compact Muon Solenoid)-Experiment aufgezeichneten Daten analysiert.
Die vorgestellten Ergebnisse basieren hauptsächlich auf einem Datensatz mit 5.3 fb−1 bei einer
Schwerpunktsenergie von
√
s = 7 TeV. Die Interpretation des gemessenen Dimyon-Spektrums
erfolgt hauptsächlich in Hinblick auf ein mögliches nicht-resonantes Signal durch Gravitonaus-
tausch im s-Kanal. Eine solche Signatur neuer Physik lässt sich durch das ADD (Arkani-Hamed,
Dimopoulos, Dvali)-Modell räumlicher Extradimensionen motivieren.
Der Hauptuntergrund für eine solche Analyse ist durch den Standardmodell (SM) Drell-Yan
Prozess mit neutralem Ladungsstrom gegeben. Weitere Untergründe wie zum Beispiel die Pro-
duktion von top-Quark Paaren werden ebenfalls untersucht. Die Vorhersagen des Standard-
modells werden mit Simulationstudien evaluiert und können für Dimyon-Massen unterhalb der
Signalregion getestet werden. Abschätzungen der Unsicherheiten der SM Vorhersagen und Un-
sicherheiten bezüglich der Detektor-Performance werden in die statistische Auswertung mitein-
bezogen.
Das 2011 von CMS gemessene Dimyon-Massenspektrum erweist sich als kompatibel mit der
durch die Vorhersagen des Standardmodells gegebenen Erwartung. Wirkungsquerschnitte eines
Signalbeitrags größer als 0.84 fb−1 werden oberhalb einer Dimyon-Masse von 1.3 TeV mit einem
Konfidenzlevel von 95% ausgeschlossen. Dieses Ergebnis entspricht einem Ausschluss von Wer-
ten des ADD Modellparameters ΛT unterhalb von 3.0 TeV. Eine Kombination von Dimyon-,
Dielektron- und Diphoton-Daten mit einem Datensatz von ungefähr 2.0 fb−1 erweitert den aus-
geschlossenen Bereich auf ΛT < 3.3 TeV. Zusätzlich werden Ausschlussgrenzen basierend auf
den 2012 von CMS bei einer Schwerpunktsenergie von
√
s = 8 TeV aufgezeichneten Daten und
einige Aspekte der CMS Suche nach neuen Dilepton-Resonanzen in kurzer Form dargestellt.
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1 Introduction
The Large Hadron Collider (LHC) including the experiments employed at its collision points
is one of the most ambitious large scale scientific projects that have ever been realized. The
time period between the initial vision and the beginning of data taking spanned roughly three
decades. Contributions have been made by scientists from so many countries that it is not ex-
aggerated to speak of a worldwide effort. The European laboratory for particle physics CERN
hosts the experiment and serves as the main hub for coordinating the research activities between
the contributing research institutions. One of the particle detectors that have been built for the
analysis of proton-proton and heavy-ion collisions at the LHC is the Compact Muon Solenoid
(CMS) experiment. CMS covers an extensive physics program, ranging from precision measure-
ments of observables defined in the current Standard Model of particle physics to searches for
new phenomena that could alter our understanding of physics on a fundamental level.
The years 2009-2010 marked the main transition from the phase of construction and commis-
sioning to the era of LHC operation. Since then, data from proton-proton (pp) and heavy-ion
collisions has been recorded at significantly higher center-of-mass energies than at any previous
particle collider. Data taking during 2011 (pp collisions at
√
s = 7 TeV) and 2012 (pp collisions
at
√
s = 8 TeV) continued without any major unexpected interruptions. This is certainly an
outstanding achievement for a project of such scale and technological complexity.
A large number of theories going beyond the current Standard Model of particle physics have
been proposed. Many of them predict the possibility of new phenomena observable at LHC
collisions and justify hopes for fundamental discoveries in the near future. Models with extra
dimensions are one such class of theories. The idea that additional space-time dimensions could
have relevance for fundamental physics goes at least back to the work of Kaluza and Klein in
the early 20th century [1, 2]. A revival of physics models with additional spatial dimensions
took place in the late 1990s when is was realized that they could provide a new perspective on
problems related to the difference between the fundamental energy scales of electroweak physics
and gravity [3].
One of the most studied models with extra dimensions starts from the postulation of addi-
tional compact flat extra dimensions. It is then assumed that the graviton field which emerges
from adding local fluctuations to the metric tensor permeates all spatial dimensions, while the
Standard Model fields are confined to the 3-dimensional subspace extending in the familiar three
non-compact dimensions. Working out the interactions of the graviton with the Standard Model
particles in this setup, it is found that one conceivable phenomenological signature of extra di-
mensions is given by the virtual exchange of gravitons. At the LHC, a process to look out for
could be the decay of such gravitons to lepton pairs. The described setup predicts a spectrum of
equally coupling graviton modes with different masses that becomes very dense at high energies.
As a consequence, graviton exchange at collider experiments is expected to become separable
from the Standard Model background only at high invariant masses of the decay products. Fig-
ure 1.1 shows an attempt to capture some aspects of the described model setup with an artistic
approach.
In the presented analysis, data from LHC proton-proton collisions recorded at CMS is used
to search for an excess of muon pairs at high invariant masses. To be able to interpret such
a measurement correctly, one first needs to study the involved backgrounds and uncertainties.
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1 Introduction
The analysis focuses on the evaluation of data recorded in 2011. Latest results with 2012 data
are briefly mentioned, but not discussed in detail. The results do not provide any significant
evidence for the existence of extra dimensions as postulated in the model outlined above, but
allow for the exclusion of a large range of model parameters that were not yet tested.
Aspects of Standard Model physics and models with spatial extra dimensions, with emphasis
on the ADD (Arkani-Hamed, Dimopoulos, Dvali) scenario [3], are reviewed in chapters 2 and 3.
Background information on statistical methods is presented in chapter 4. Specifications and
performance of the selection of dimuon events are discussed in chapters 6 and 7. The text
then proceeds with an analysis of the dominant background from the Standard Model Drell-Yan
process and other background sources (chapters 8 and 9). Studies concerning the simulation of
expected ADD signal contributions and the optimization of the dimuon mass range defining the
signal region are presented in chapters 10 and 11. Chapters 12 and 13 discuss the evaluation
of the dimuon mass measurement and its statistical interpretation, also including limits on the
ADD model parameters derived from a combination with dielectron and diphoton data. A
conclusion summarizing main results is provided in chapter 14.
Focusing on the used methods of statistical analysis, appendix A describes aspects of the CMS
search for a dilepton resonances and discusses some recent results. Appendices B and C briefly
discuss the interface between the RooStats and BAT software packages and the implementa-
tion of two specific probability distributions in RooFit.
The presented work is connected to the CMS physics analysis summaries [4, 5, 6, 7, 8] and
the CMS journal publications [9, 10]. The amount of content directly transfered from these
documents is limited as none of them discuss the evaluation of limits on large extra dimensions
with the full 2011 CMS dataset. In those cases where content from the mentioned documents
is included, it is made clear in the text. This mostly concerns some of the shown figures and
tables.
Figure 1.1 Artistic attempt of an visualization of virtual graviton exchange in a model with
large spatial extra dimensions. (©2011, Stefan A. Schmitz; disc texture uses a public
domain picture of the Hubble Ultra Deep Field, ESA/NASA)
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2 Selected Aspects of Standard Model Physics
Our contemporary understanding of the phenomenology of particle physics is based on what is
often called the Standard Model (SM) of particle physics. The general structure of this model is
outlined in section 2.1. Of course, a description of the SM within a few pages can only scratch
the surface of the underlying concepts. Notation and line of thought in section 2.1 are similar to
a discussion of similar scope in [11]. References including more detailed accounts on SM physics
that have been used as material for compiling section 2.1 are [12, 13, 14, 15, 16].
Some basic information concerning the topic of parton distribution functions which play a vital
role for the prediction of event rates at hadron colliders is presented in section 2.2. In section 2.3,
the neutral Drell-Yan (DY) process is reviewed because of its importance as a background in the
presented search and its connection to processes with virtual graviton exchange. The discussion
is limited to the Born level. Simulating the DY background including higher order perturbative
corrections is described later in chapter 8. Due to its relevance for motivating models with large
spatial extra dimensions with phenomenology observable at TeV energies, the chapter concludes
with a brief discussion of the hierarchy problem, which emerges as a consequence of the SM Higgs
mechanism.
2.1 The Structure of the Standard Model
The Standard Model of particle physics describes the interactions of the fundamental components
of matter in terms of a quantum field theory. Formally, one can construct the SM starting from
a Lagrangian density L . Special relativity restricts the considered models to Lorentz invariant
Lagrangian densities. For example, the Dirac equation of a fermion field ψn (a 4-component
complex spinor representing particles with spin 1/2) is generated by Euler-Lagrange equations
for ψ¯n if one starts from the Lagrangian
Lfermion,n = ψ¯n
(
i/∂ −m)ψn , (2.1)
where ψ¯n = ψ†nγ0 and /∂ = γµ∂µ. The fermion fields included in the SM are six quark fields
(n = 1 . . . 6), and six lepton fields (n = 7 . . . 12).
A quantum field theory based on the Lagrangian density
12∑
n=1
Lfermion,n (2.2)
would only describe the propagation of non-interacting fermions. Interactions can be intro-
duced by requiring invariance of the Euler-Lagrange equations under a group of local unitary
transformations
U = eiαa(x)Ta . (2.3)
In this shorthand notation, the operators defining the group generators are labeled as Ta, a =
1 . . . k. The respective symmetries of the SM are fixed by the group structure
SU(3)C ⊗ SU(2)W ⊗ U(1)Y , (2.4)
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where the indices refer to the charges color (C), weak isospin (W ) and hypercharge (Y ) associated
with the group as required by the Noether theorem. The Lagrangian densities Lfermion,n do
not feature any of these symmetries. However, the symmetry requirements can be fulfilled by
adding terms that involve additional boson fields. Including kinetic terms for these additional
fields allows for the propagation and self interaction of the boson fields.
Only the quark fermion fields are charged under SU(3)C . The corresponding eight color-
charged boson fields are called gluons and the resulting quantum field theory is quantum chro-
modynamics (QCD)1. A treatment of the electroweak theory [18, 19, 20, 21] associated with the
SU(2)W ⊗ U(1)Y symmetry that is compatible with experimental results requires a differenti-
ation between left-handed components ψL and right-handed components ψR that one receives
from the projectors
PL =
1
2
(
1− γ5
)
and PR =
1
2
(
1 + γ5
)
. (2.5)
Such a theory is called chiral. The left-handed fermion fields form SU(2)W lepton doublets
(lj,L, νj,L)Tj , (uj,L, dj,L)
T
j and right handed SU(2)W singlet states2 uj,R, dj,R, lj,R, νj,R with
family index j = 1 . . . 3. The boson fields of SU(2)W and U(1)Y are labeled as Wi, i = 1 . . . 3
and B.
In the process of electroweak symmetry breaking (section 2.4), the massless photon γ, and the
massive Z and W± bosons emerge as mixed states of the Wi and B bosons. In the limit of
mZ ,mW± → ∞ one arrives at an effective theory with U(1)Q symmetry, where Q corresponds
to the electric charge. The corresponding quantum field theory is quantum electrodynamics
(QED).
Most of what has been mentioned so far has been formulated in terms of classical field theories.
The formal transition towards a quantum field theory can be made by elevating the fields to field
operators that act on a Fock space and by imposing equal time commutation relations between
the field operators that imply the validity of the spin statistics theorem.
The probability of finding n free incident particles in state |p1, . . . , pn〉i in the m particle state
|p′1, . . . , p′m〉f after leaving the relevant interaction region can be written as
Sfi = f
〈
p′1, . . . , p
′
m | p1, . . . , pn
〉
i =
〈
p′1, . . . , p
′
m |S| p1, . . . , pn
〉
= (2pi)4 δ4
(∑
f
p′f −
∑
i
pi
)
iM , (2.6)
with scattering matrix S and matrix elementM . Matrix elements for scattering processes can be
calculated with a diagrammatic approach in which a set of Feynman rules allows to defineM at a
given perturbative order in the coupling constants of the theory. Some examples of diagrams for
a specific SM process are shown in figure 8.12. Beyond leading order in perturbative theory, the
coupling constants become dependent on the energy scale of the process. While the electroweak
couplings stay small in the infrared limit, QCD becomes strongly coupled. Even at center-
of-mass energies in the TeV range it is therefore far from obvious how reliable perturbative
calculations are for observables like cross sections in proton-proton collisions. This problem is
discussed further in section 2.2. The property that the QCD coupling becomes small at high
energy scales [23, 24] is usually referred to as asymptotic freedom. Another important aspect
of QCD is related to the empirical finding that the massless gluons are never observed as free
particles. Colored particles in a final state are always found to be arranged in colorless bound
mesons (quark-antiquark) or baryon (quark-quark-quark) states. This particular behavior of
QCD is called confinement.
1A list of references may be found in [17].
2Depending on how neutrino masses are generated, the right-handed neutrino νj,R may be omitted (e.g. [22]).
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2.2 Parton Distribution Functions
It has been mentioned in section 2.1, that QCD becomes strongly coupled at low energies.
Accordingly, even the calculation of high energy observables in proton-proton collisions cannot
be described only by perturbative physics, because the composition of the proton in terms of
its partonic constituents is governed by the non-perturbative regime. At high partonic center-
of-mass energies it may be assumed that parton-parton interactions take place at time scales
that are short compared to the characteristic time scales at which the parton composition of the
proton fluctuates and that are also too short for other partons to interact with the final state
[25]. It is the content of one of the QCD factorization theorems (e.g. [25]) that many observables
which can be defined for the inelastic collisions of two hadronsH1,H2 (here: two protons colliding
at the LHC) at a given order of perturbation theory may be calculated as (e.g. [26])
σ (H1 +H2 → X + hadron remnants ; Q,µF , µR) =∑
i,j
∫
dx1dx2 fi,h1 (x1, Q, µF ) fj,h2 (x2, Q, µF ) σˆ (Pi + Pj → X, x1, x2, Q, µF , µR) , (2.7)
where the indices i,j label the different types of contributing partons. The parton distribution
function (PDF) for parton Pi at hadron momentum fraction x, process scale Q, and choice
of the factorization scale µF is given by fi (x,Q, µF ). σˆ describes the high-energy parton-
parton interaction that can be calculated perturbatively, and µR is the renormalization scale. In
practical applications, one often chooses µF = µR = Q. For the evaluation of the mass spectrum
from SM Drell-Yan dimuon events, Q can be identified with the dimuon mass. Attempts to
interpret and motivate a choice of µF for this particular process include the approach in [27].
Any detailed quantitative evaluation of the parton distribution function requires specific input
from actual measurements. The DGLAP [28, 29, 30] equations allow to extrapolate the PDFs
from a given scale Q to a scale Q′. This allows for the calculation of the PDF density in regions
where it is not directly constrained by measurements (e.g. high mass Drell-Yan production at
the LHC). Both the theoretical calculations and the measurements that go into an estimate of
parton distributions functions are subject to various sources of uncertainties. For many LHC
analyses, it is found that these uncertainties are relevant for the physics interpretation of the
measurements. In the presented work (section 8.4), the PDF uncertainties are evaluated based
on recommendations from the PDF4LHC group [31, 32].
2.3 The neutral DY Process at LO
The electroweak neutral Drell-Yan (DY) process3 [33] qq¯ → µ+µ− is reviewed because of its
importance as a background in the presented analysis. At Born level, the process can be calcu-
lated by applying the Feynman rules of the electroweak theory (for example [15]) to the 2→ 2
s-channel diagram shown in figure 8.12.i. In the following equations, the process is considered
in the center-of-mass frame and amplitudes are applied with spin average with respect to the
initial state and summation over color and final state spin. Starting from the expressions for the
3From here on, the terms neutral DY process and DY process are used synonymously.
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squared amplitudes as for example stated in [34], one can express the differential cross section
dσ/dΩ as
dσ
dΩ |DY,LO
= pi
2α2
768 ·
1
sˆ
·
{(
c1 + |Dz (sˆ)|2 · sˆ2 ·
[
c2 + c3 ·
(
1− m
2
z
sˆ
)])
· (1 + cos θ∗)2
+
(
c1 + |Dz (sˆ)|2 · sˆ2 ·
[
c4 + c5 ·
(
1− m
2
z
sˆ
)])
· (1− cos θ∗)2
}
(2.8)
= C1 (sˆ) · (1 + cos θ∗)2 + C2 (sˆ) · (1− cos θ∗)2 ,
where θ∗ is defined as the scattering angle of the positively charged muon in the dimuon center-of-
mass frame, sˆ = (pq1 + pq¯2)
2 is the partonic center-of-mass energy, mz the mass of the Z boson,
and α the fine-structure constant. Expressions for |Dz (sˆ)| and the constants ci can be found in
appendix D.1. The constants ci depend on the Weinberg angle and the electric charge and third
component of the weak isospin of the initial state quarks. If all values ci except for c1 are set
to zero, one recovers the formula for the QED photon exchange. The relation C1 (sˆ) 6= C2 (sˆ)
is the cause of the observed forward-background asymmetry in the SM DY process. DY lepton
pairs from proton-proton collisions are typically not measured in their center-of-mass frame. To
calculate θ∗, one can boost the muon momenta pνµ,i, i = 1, 2 to their center-of-mass system with
~v =
(−p1/p0,−p2/p0,−p3/p0)T , where pν = pνµ,1 + pνµ,2.4
2.4 SM Higgs Mechanism of Electroweak Symmetry Breaking and
the Hierarchy Problem
The following brief discussion of the SM Higgs mechanism [35, 36, 37, 38, 39] is loosely oriented
along the lines of arguments presented in the more detailed treatment of the topic in [15]. The
SU(2)W ×U(1)Y symmetry used to model the electroweak interactions in the SM does not allow
for mass terms of the gauge bosons. The SM however is only able to model nature if mass
terms for the bosons are present and correspond to the observed W± and Z mass states. It
is therefore an important question if it is possible to extend the Lagrangian of the electroweak
interactions between quarks and leptons in a way that maintains the gauge invariance, allows
for the required vector boson mass terms, and keeps the resulting theory renormalizable [40].
The Higgs mechanism of spontaneous symmetry breaking is able to meet all these requirements.
Here the discussion will be limited to the most popular version of the Higgs mechanism which
adds a term
L = (Dαφ)† (Dαφ)− µ2φ†φ+ λ
(
φ†φ
)2
; φ = 1√
2
(
φ1 + iφ2
φ3 + iφ4
)
(2.9)
to the Lagrangian, in which φ contains two complex scalar fields with hypercharge 1 that form a
weak isospin doublet. Dµ denotes the covariant derivative of the electroweak gauge group. For
µ2 > 0 and λ > 0, the choice of φ = 0 does not correspond to a minimum of the φ-potential.
However, for a perturbative approach one needs to expand around the ground state of the system.
This behavior characterizes the concept of spontaneous symmetry breaking. With the choice of
an appropriate potential minimum and gauge one arrives at a Lagrangian containing the three
massive vector boson fields W± and Z, the massless vector boson field A, and a massive scalar
Higgs field h. The desired properties of the theory are therefore established at the expense of
4This can be verified by inserting ~v into the equations of Lorentz transformation.
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postulating the existence of an additional neutral massive scalar particle (the Higgs boson). At
tree level, the Higgs boson is found to couple to the W± and Z gauge bosons.
The introduction of the Higgs doublet allows for SU(2)W × U(1)Y invariant terms (color and
family indices suppressed)
Ll,Higgs = −gl l¯LφlR + h.c.
Lq,Higgs = −gdq¯Lφdi,R − guabq¯L,aφ†buR + h.c. (2.10)
with left-handed doublets lL (leptons) and qL (quarks) and right-handed singlets lR (leptons)
and uR,dR (quarks), which generate fermion mass terms in the Lagrangian that one receives
after taking into account the electroweak symmetry breaking (e.g. [41]). However, each fermion
mass requires adding a new Yukawa (i. e. higgs-fermion) coupling gf .
In 2012, both the CMS and ATLAS collaborations have observed a new particle at a statistical
significance that surpasses the 5σ criterion conventionally used for defining a discovery [42, 43].
All the properties of the signature are currently found to be compatible with a Higgs boson as
postulated by the version of the Higgs mechanism outlined above, at a mass of about 125 GeV.
This implies that mh ≈ mW ≈ mZ . Contributions to m2h from 1-loop diagrams induce
corrections to the Higgs mass proportional to Λ2, where Λ is the selected UV cutoff. To arrive
at a physical Higgs mass of order 0.1 TeV, one needs to introduce counterterms that compensate
for the cutoff dependent contributions (e.g. [44]). Naively, Λ is expected to be associated with
a scale of new physics. However, the only such energy scale that we know of for sure is the
Planck scale, suggesting Λ2 ≈ M2Pl ≈ 1036 GeV2. Such a choice of Λ requires that the ratio
of cutoff and counterterm contributions is extremely close to 1 if one wants to arrive at the
O (0.1TeV) physical Higgs mass. But within the SM no mechanism seems to be driving such
a fine-tuning. Generally, this hierarchy problem of the difference between the Planck scale and
the physical Higgs mass is one of the reasons for optimism in the particle physics community
that new physical phenomena beyond the SM predictions could be discovered at the LHC. This
is because the problem seems to be resolved or at least reinterpreted if there is physics beyond
the SM implying that the correct choice of Λ in the SM would be in the TeV range. As outlined
in the next chapter, large extra dimensions offer one way of motivating such a choice.
To give a rough quantification of the expected amount of fine-tuning, one can evaluate the
1-loop corrections to the Higgs mass mh given by [45]
∆m2h =
3 · Λ2
8 · pi2 · v2
(
m2h + 2m2W +m2Z − 4m2t
)
, (2.11)
with vacuum expectation value v. Using v = 246 GeV, mh = 125 GeV, mW = 80 GeV,
mZ = 90 GeV, and mt = 173 GeV, an indicator for the required fine-tuning [46, 47] can be
defined by
f (Λ) =
∣∣∆m2h∣∣
(0.125TeV)2
≈ 3.3 Λ
2
TeV2
. (2.12)
Accordingly, f (1TeV) ≈ 3 and f (10TeV) ≈ 3 · 102. Based on these considerations one might
naively suspect that the scale of new physics beyond the SM (BSM) should be < 10 TeV to
avoid a surprising amount of fine-tuning.
7
3 Aspects of Physics Beyond the Standard
Model with Extra Spatial Dimensions
The existence of extra spatial dimensions is the defining building block in a multifaceted class
of models making predictions for physics beyond the Standard Model. Section 3.1 outlines main
features of one specific model referred to as the ADD scenario of large spatial extra dimensions.
The selected material focuses on those properties of the considered model that are needed to
study the decay of virtual gravitons to lepton pairs. A few relevant notational conventions are
summarized in appendix E.2. The asymptotic safety scenario for gravity with ADD extra di-
mensions provides an approach towards addressing the UV divergences emerging in perturbative
calculations of the effective quantum field theory. Possible phenomenological consequences for
the exchange of virtual gravitons are reviewed in section 3.2. Section 3.3 briefly outlines two
alternative models postulating spatial extra dimensions which also have a potential for dilepton
signatures that could be discovered in LHC collisions. Constraints on models with large extra
dimensions from experiments are discussed in section 3.4.
3.1 Exchange of Virtual Gravitons Decaying to Muon Pairs in the
ADD Scenario of Large Spatial Extra Dimensions
Large spatial extra dimensions [3] allow to lower the fundamental Planck scale in the space
including the extra dimensions. This might make it possible to study effects of quantum gravity
in proton-proton collisions at the LHC. At the same time, the proposal offers a new perspective
on the hierarchy problem discussed in section 2.4. The references used for compiling this section
include both journal articles [3, 48, 49, 50, 34, 51, 52] and other literature including proceedings
and lecture scripts [53, 54, 55, 56, 57].
To study the phenomenology of the ADD scenario of spatial extra dimensions, several as-
sumptions are made.
• The 3 + 1-dimensional space-time is extended with n flat extra dimensions.
• All extra dimensions are assumed to be compactified on a torus with periodic boundary
conditions and equal compactification radius R for each extra dimension.
• The complete space-time is a direct product of the 4-dimensional Minkowski space and
the compactified extra dimensions.
• Only gravity propagates in the full higher-dimensional space-time. All SM particles are
confined to a (rigid) 3+1 brane. A brane may be thought of as a lower-dimensional “sheet”
in the full space-time. Any extension of the SM fields into the extra dimensions is assumed
to be negligible.
These conditions characterize one possible scenario covered by the original ADD proposal. De-
tailed studies of its phenomenology have been presented in the literature on extra dimensions,
which make it the most frequently used framework for experimental tests of the ADD proposal.
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For the rest of this work the selected specific setup will simply be referred to as “the ADD
model”.
An immediate consequence of the ADD model is that one expects to observe a change in
Newtons force law if gravity is probed at length scales comparable to the radii of the extra
dimensions. To see this, one can start from generalizing the field equation
ρ
(
~r′
)
∝ div ~F
(
~r′
)
(3.1)
with mass density ρ and gravitational force field ~F to 3 + n dimensions. Applying Gauss’s law
and restricting the discussion to radial fields one can write
m ∝
∫
V
div ~F =
∫
A
~F ∝ F (r) rn+2 (3.2)
where m is the mass in a 3 + n dimensional spherical volume V with radius r enclosed by the
surface A. This implies
F (r) ∝ 1
rn+2
(3.3)
in the limiting scenario r  R. For r > R, the surface increase with r is restricted to the
non-compact dimensions and one recovers Newton’s gravitational force law. As a consequence,
it is possible to set direct bounds on the size of the extra dimensions by testing the validity of
the 1/r2 scaling of the gravitational force at short distances.
The Einstein-Hilbert action is defined as
S4 = M2Pl
∫
d4x
√
|g4| (R4 + LM ) , (3.4)
where g4 is the determinant of the metric tensor and |g4| = −g4. R4 is the Ricci scalar1. LM
defines the action of the considered matter and gauge fields.
The field equations of general relativity are the Euler-Lagrange equations of the Einstein-
Hilbert action. The formal extension of the exclusively gravity related part of this action to
3 + n spatial dimensions can be (e.g. [57]) written as
S4+n,grav = Mn+2D
∫
d4+nz
√
|g4+n|R4+n , (3.5)
with metric tensor (determinant g4+n, |g4+n| = (−1)n+1g4+n) and Ricci scalar R generalized to
3 + n spatial dimensions. It is possible to determine what gravity looks like on the 3-brane by
considering a fluctuation of the metric tensor that is restricted to the Minkowski metric of the
non-compact dimensions. Ricci scalar and determinant of the metric tensor are then given by
R4+n = R4 and
√|g4+n| = √|g4|. The corresponding action simplifies to
S4+n,grav = Mn+2D · V ·
∫
d4x
√
|g4|R4 , (3.6)
with V = (2 · pi ·R)n. Comparing with equation 3.4 for n = 0 one arrives at the relation [3]
M2Pl = V ·Mn+2D = (2 · pi ·R)n ·Mn+2D . (3.7)
This suggests that the fundamental Planck mass MD can be lowered far below the effective
Planck mass MPl if the extra dimensions are sufficiently large. Arkani-Hamed, Dimopoulos and
1For the presented discussion it is sufficient to think of the Ricci scalar as a specific function of the components
of the metric tensor and their (multiple) spatial derivatives with respect to the space-time coordinates.
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Dvali observed that already for 2 extra dimensions the bounds on R allowed for MD to be of
order 1 TeV. Accordingly, gravity might become strong sufficiently close to the electroweak scale
to avoid the necessity of an excessive amount of fine-tuning in the SM Higgs sector. However,
one may certainly ask what kind of physics actually regulates the size of the extra dimensions
and the localization of the SM fields on the brane. First attempts to approach such questions
were already included in [3] and can also be based on arguments derived in the framework of
string theory [58].
To study interactions between gravity and the SM fields, one starts from the action
S4+n,int = Mn+2D
∫
d4+nx
√
|g4+n|LM (g,SM fields) . (3.8)
Expanding the 4 + n metric g as gµˆνˆ = ηµˆνˆ + 1
2·M(n/2)+1D
hµˆνˆ results in linearized field equations
with interaction terms involving hµˆνˆ and the SM fields. They correspond to the action [57]
S4+n,int =
∫
d4+nz
1
M
(n/2)+1
D
T µˆνˆhµˆνˆ(z) , (3.9)
where T µˆνˆ is the energy-momentum tensor defined as
T µˆνˆ = 1√|g| δLMδgµˆνˆ
∣∣∣∣∣
gµˆνˆ=ηµˆνˆ
. (3.10)
Further analysis of equation 3.9 shows that not all components of hµˆνˆ correspond to physical
fields [48, 49, 50]. The fields actually coupling in some way to the energy-momentum tensor
can be characterized as a tensor field hµν (graviton) and a scalar field φ (dilaton). Based on
equations derived in [48, 49], one can write
S4+n,int =
∫
d4x dny
1
M
(n/2)+1
D
(
Tµν (x) δ (y)hµν (x, y) +
√
2
3(n+ 2)T
µ
µ (x)δ (y)φ (x, y)
)
(3.11)
On the way towards equation 3.11 one has used that the energy-momentum tensor for the
considered model setup is given by
Tµˆνˆ (z) = ηµµˆη
ν
νˆTµν (x) δ (y) . (3.12)
As suggested in [48], the dilaton interactions will in the following be neglected.
Periodicity in the compact toroidal extra dimensions allows to perform a Fourier expansion
of hµν (x, y) in y, which can be expressed as
hµν (x, y) =
∞∑
k1=−∞
. . .
∞∑
kn=−∞
1√
V
h
~k
µν (x) ei
kjyj
R . (3.13)
This procedure links a field in z = (x, y) to a tower of 4-dimensional Kaluza-Klein (KK) modes
in x. Each mode corresponds to a summand in equation 3.13. One important consequence of
the decomposition into KK modes can be motivated by evaluating the action
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S4+d,kin ∝
∫
d4+nz∂ρˆhµν (z) ∂ρˆhµν (z)
∝ 1
V
∫
d4+nz
∑
~k
∑
~l
∂ρˆ
(
hµν
~k (x) ei
~k∗~y
R
)
∂ρˆ
(
h
~l
µν (x) ei
~l∗~y
R
)
∝
∫
d4x
∫
dny
∑
~k
∑
~l
[
∂ρhµν
~k (x) ∂ρh
~l
µν (x)−
i2~k ∗~l
R2
]
ei
~k∗~y
R ei
~l∗~y
R
∝
∫
d4x
∑
~k
∂ρhµν
~k (x) ∂ρh−
~k
µν (x)−
~k2
R2
hµν
~kh−~kµν (3.14)
The last step makes use of the orthogonality of complex exponential functions. It can be seen
that the Fourier expansion results in a tower of graviton modes that acquire mass terms with
m~k = ~k
2/R2. S4+n,int can be written as
S4+n,int =
∫
d4x dny
1
M
(n/2)+1
D
Tµν (x) δ (y)
∑
~k
1√
V
h
~k
µν (x) ei
~k∗~y
R
=
∑
~k
∫
d4x
1
M
(n/2)+1
D
√
V
h
~k
µν (x)Tµν (x)
=
∑
~k
∫
d4x
1
MPl
h
~k
µν (x)Tµν (x) . (3.15)
This result shows that each mode couples with equal strength 1MPl to the energy-momentum
tensor. In the considered model, only the large number of modes accessible in high energy
collisions makes it possible for collider experiments to be sensitive to the presence of the extra
dimensions. The mass differences between modes are given by [52]
∆m = Γ (n/2)M
2+n
D
2pin/2M2Plmn−1
. (3.16)
For instance, ∆m evaluates to 2 · 10−3 eV for n = 6, MD = 5 TeV, and m = 1 GeV. This
exemplifies that at masses m where the mode density may lead to any sizable signal contribution
it is not possible to resolve single graviton modes with a realistic detector. As a next step,
canonical quantization can be used to construct a quantum field theory from the tower of
graviton fields h~k and their interaction with the SM fields as given by the action 3.15. Here
the discussion will focus on the graviton-fermion interactions contributing to s-channel graviton
exchange with a dilepton final state [59].
Figure 3.1 shows the Feynman diagrams corresponding to the leading order contributions to
the DY dimuon matrix element from a single KK graviton mode ~k.
To evaluate all ADD DY contributions, it is necessary to consider the complete set of graviton
modes. Any dependence of the amplitude on the model parameters MD and n is encoded in the
sum
S (s) = 1
M2Pl
∑
~k
1
s−m2~k + im~kΓG
(
m~k
) , (3.17)
as in the formula for the leading order amplitude the propagator is the only term depending
explicitly on the mode of the graviton through its mass. The evaluation of the mode sum S (s)
has first been discussed in references [48, 49, 50]. As the mass separation between adjacent
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q q g g
/ Zγ hk hk
μ μ+ μ μ+ μ μ+
+ +
2 2
∗
q q
quark-antiquark annihilation gluon-gluon fusion
Figure 3.1 Leading order Feynman diagrams contributing to DY dimuon production in the
ADD model.
graviton modes is much smaller than the detector resolution, one can rewrite equation 3.17 as
an integral with respect to a mode density continuous in m. For n ≥ 2, one needs to introduce
an UV mass cutoff as the integral diverges. Using the narrow width approximation, one receives
the result [52]
S (s) = pi
n/2Λn−2
Γ (n/2)M2+nD
Fn
(
s
Λ2
)
, (3.18)
where Λ is the UV cutoff2. The effective field theory of the ADD model cannot predict the
appropriate choice of the UV cutoff. As a high mass search for the decay of virtual gravitons
is sensitive to the choice of Λ, the results need to be interpreted with care. It has been argued
that considerations of unitarity restrict reasonable choices of Λ to .MD [48]. In the presented
analysis, the problems related to the cutoff will be acknowledged by treating the maximum
dimuon mass that is considered for the inclusion of signal contributions as an additional model
parameter. Further insights may be gained through additional assumptions on the nature of
(quantum) gravity. As briefly outlined in section 3.2, asymptotic safety scenarios provide an
approach to improve the predictions for the UV behavior of the effective theory.
Equation 3.18 allows to calculate differential cross sections as a function of MD, n and Λ.
However, publicly available simulation tools for the process like Pythia8 [60] consider the limit
s Λ2 for which equation 3.18 simplifies to [51, 52]
S (s) =

pin/2
Γ (n/2) ·
Λn−2
Mn+2D
≡ 8
M4T
; n > 2
pi
M4D
ln sΛ2 ; n = 2
−ipi
M3D
√
s
; n = 1
(3.19)
For n > 2, this result relates to the GRW (Giudice, Rattazzi, Wells) parameter convention in
[48] with parameter (ΛT) and the HLZ (Han, Lykken, Zhang) parameter convention in [49] with
parameters (Ms, n) via
Λ4T =
pi
2M
4
T (3.20)
1
Λ4T
= 2
n− 2
1
M4s
. (3.21)
2A closed-form expression for Fn
(
s
Λ2
)
is given in [52].
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The latter of these two equations is based on formulas for converting between different parameter
conventions pointed out in [53], which also includes the relation with the parameter convention in
[50] and the case n = 2 in [49]. As effects of higher order corrections which introduce additional
degrees of freedom are not available in the form of an inclusive event simulation, it is reasonable
that the presented search focuses on the variables that describe the signal events at LO.
Expressions for the squared amplitudes for leading order s-channel graviton exchange in the
ADD model are given in [34]. For example, starting from these formulas the differential cross
section for the process gg → h→ µ+µ− in the center-of-mass system for n > 2 can be expressed
as
dσ
dΩ |gg→h→µ+µ−
= pi
2
256(n− 2)2M8s
· s3
(
1 + 12 sin
2(θ∗)cos2(θ∗)
)
(3.22)
As for all 2 → 2 processes with unpolarized initial states, the final state properties can be
defined in terms of sˆ and θ∗. Comparing the angular distribution 3.22 for graviton exchange
via gluon-gluon fusion in equation 3.22 with equation 2.8 for the SM DY process motivates that
in principle one might not only consider the dimuon mass but also the angular distribution to
differentiate between the DY process in the SM and the ADD model of large extra dimensions.
The presented discussion shows that an effective field theory in the ADD model motivates to
search for a non-resonant enhancement of high mass dimuon events at CMS. The design and
implementation of such a search at CMS are detailed in the presented work. Implications of
the measured dimuon mass spectrum on the ADD scenario are evaluated in terms of the model
parameters in the GRW and HLZ conventions.
3.2 The Asymptotic Safety Scenario of Quantum Gravity
It has been suggested that general relativity can provide a consistent quantum field theory if
it has the property of asymptotic safety [61]. The asymptotic safety scenario specifies a set of
requirements that would allow to construct a UV-complete theory of quantum gravity based on
the Einstein-Hilbert action. As for example outlined in [62], the existence of a non-trivial UV
fixed point is a crucial prerequisite of the hypothesized scenario. The idea of asymptotically safe
gravity has recently received renewed attention through work that extends studies of the original
proposal to models with additional spatial extra dimensions [63, 64]. Those models which have
been evaluated so far provide the required fixed point properties, but do not represent a complete
quantum field theory of gravity. Still, the results may be seen as encouraging for the hypothesis
that the UV behavior of a quantized theory of gravity with extra dimensions could be governed
by the scenario of asymptotic safety. All of the apparent UV problems encountered in the past
would then be related to shortcomings of the perturbative approach.
Possible implications on the phenomenology of virtual graviton exchange in models with extra
dimensions have been discussed in [65, 66, 67]3. Effects on the dimuon signature discussed in
section 3.1 may be expressed in terms of a mode dependent suppression factor on the gravita-
tional coupling. Some of the approximations studied in the literature imply a rapid decline of
the dimuon signature at a specific energy scale. The possibility of such a behavior is roughly
taken into account in the presented dimuon search by introducing a cut-off on the ADD signal
contributions beyond a maximum dimuon mass Mmax. The interpretation of the measurement
in terms of the asymptotic safety scenario could be improved with the implementation of approx-
imations for the modification of the gravitational coupling in a software tool for the simulation
of ADD events. This has already been done for processes with real graviton emission and there
3An introduction to the topic may also be found in [68]
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is reason for optimism that in the near future such code will also become available for processes
with virtual graviton exchange [69].
3.3 Other Models with Spatial Extra Dimensions
Apart from the ADD scenario, there are also other models that involve the concept of extra
spatial dimensions. Among the most studied examples are models with warped extra dimensions
(RS models) [70]4 and the scenario of universal extra dimensions (UED) [72]. In contrast to the
ADD model, their LHC signature could be a resonant enhancement of events in the dilepton
spectra resulting from the decay of specific KK modes. Resonance searches analyze the dilepton
mass spectrum in a way that is complementary to searches for non-resonant high-mass dilepton
signatures. In the context of the presented work, some contributions have also been made to
the statistical analysis of dilepton data in search for a narrow resonance and its interpretation
in the RS-1 model. The corresponding methods and results are discussed in appendix A.
The Randall-Sundrum (RS) model can be constructed from the observation that the metric
ds2 = e−2k|y|ηµνdxµdxν − dy2 (3.23)
can provide a solution to the Einstein equations. More specifically, this is the case when y
corresponds to the coordinate of a single extra dimension compactified on a circle where pairs
of opposite coordinate points (−y, y) on the circle have been identified with each other (S1/Z2
orbifold). k is a constant that specifies the warp factor exp (−2k|y|). The resulting setup
can be interpreted as a slice of Anti-de-Sitter space between two branes at |y| = 0 (Planck
brane) and |y| = L ( TeV brane). As in the ADD model, all the SM fields are assumed to be
confined on a brane (the TeV brane). The Higgs vacuum expectation value in the RS setup
is exponentially suppressed with respect to the corresponding fundamental parameter in the
action. This makes it possible to select all fundamental parameters at the same energy scale
and allows for a potential solution to the SM hierarchy problem. The weakness of gravity can
be interpreted as a consequence of the localization of the wave function of the massless graviton
mode close to the Planck brane (e.g. [55]). A more complete description of the RS model
requires to specify a mechanism that stabilizes the radius of the extra dimension. A possible
approach is to introduce a massive scalar field that is allowed to propagate in the extra dimension
[73]. Apart from selecting a finite value for L (RS-1 model), it is also possible to consider the
limiting case L → ∞ (RS-2 model) [74]. The collider phenomenology in the RS-1 model can
be characterized in terms of the mass M1 of the first massive graviton mode and the parameter
k˜ = k/M¯Pl which controls the graviton coupling.
The UED scenario postulates the existence of one or more compact extra dimensions in which
all SM fields can propagate. This implies that each of them can be associated with a tower
of KK modes. An analysis of couplings between gauge bosons and fermion shows that there
is a symmetry (KK parity) that requires the conservation of a multiplicative quantum number
(−1)k, where k refers to the number of the KK mode of the interacting particle (e.g. [75]).
An interesting consequence is that the lightest massive KK mode can provide a dark matter
candidate. The exchange of k = 2 modes could lead to a signature observable at LHC collision
energies.
4Helpful introductions to the RS model may be found in [55, 71].
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3.4 Experimental Constraints on Large Extra Dimensions
Models with spatial extra dimensions lead to phenomenological consequences that suggest sev-
eral experimental approaches to searches for evidence of a signal or constraining the model
parameters. Results related to large spatial extra dimensions in the ADD model that are not
from the LHC experiments are summarized in section 3.4.1. Section 3.4.2 lists results that have
been put forward by LHC experiments, also covering models with spatial extra dimensions other
than the ADD scenario. The journal references for results published by the LHC collaborations
reflect the status as of December 2012. Updates with the 2012 dataset are expected for most of
the mentioned searches. For brevity’s sake, preliminary public results and reinterpretations of
LHC results from outside the detector collaborations are mostly omitted.
3.4.1 Non-LHC Searches for Large Spatial Extra Dimensions in the ADD Model
Torsion balance experiments provide direct tests of Newton’s inverse square law that would be
expected to change at short distance in the presence of ADD extra dimensions. Such measure-
ments constrain the size of the largest extra dimensions to values below 0.044 mm [76]. The
measurements exclude the possibility of MD being anywhere close to the TeV range for a single
extra dimension (n = 1), and latest results for n = 2 constrain MD to values of greater than
3.6 TeV [26].
For n ≤ 3, strong constraints on ADD models with MD in the TeV energy range have been
placed based on astrophysics measurements. Graviton production from nucleon-nucleon scatter-
ing can lead to a significant change in the cooling process of proto-neutron stars [77]. Hence it
is possible to derive limits from the measurement of neutrinos produced in the SN 1987a super-
nova [78]. Other analyses have focused on the possibility of an excess in γ-radiation due to halos
of gravitationally bound gravitons surrounding neutron stars [79]. The strongest constraints
are claimed by the latter type of study, with the obtained limits translating into the bounds
MD > 27 TeV for n = 2 and MD > 2.4 TeV for n = 3 [26].
It is interesting to note that it may be possible to sidestep limits based on the low energy
graviton modes in the ADD model by introducing a small warp factor [80]. This can be seen
as an argument suggesting that also for n ≤ 3 limits from collider experiments can still be of
interest.
Constraints on virtual-graviton signatures in the ADD model of extra dimensions have been
obtained at HERA [81, 82], LEP [83, 84, 85, 86, 87, 88, 89], and the Tevatron [90, 91]. Numerical
results and references concerning the complementary searches for graviton production can be
found in the PDG review article on extra dimensions [26]. By now the sensitivities for ADD
models achieved by the previous collider experiments have been reached or surpassed by analyses
with LHC data.
3.4.2 Searches for Spatial Extra Dimensions at the LHC
At the LHC, limits on large spatial extra dimensions from signatures of s-channel graviton
exchange have been presented based on measurements in the dielectron, dimuon and diphoton
channels at ATLAS [92, 93] and CMS [94, 9]. The results presented in this work are connected
to the CMS references [9] and preceding preliminary results restricted to the dimuon channel
with 2010 [4] and 2011 data [5]. The searches exclude ADD models with ΛT < 3.2 TeV (ATLAS,
combination of ee, µµ and γγ measurements) and ΛT < 3.3 TeV (CMS, combination of ee, µµ
and γγ measurements). Latest CMS dilepton results with 2012 data as summarized in section
13.3 [8, 95] extend the excluded parameter range to ΛT < 4.1 TeV.
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A reinterpretation of 2010 CMS and ATLAS dijet results [96, 97] suggests that strong bounds
on ADD models can also be derived from LHC measurements of dijet angular distributions
[52]. The main reason for this are the high signal cross sections of the qq¯ → qq¯ process with
a t-channel graviton exchange. A full experimental analysis of this signature has not yet been
presented by one of the LHC collaborations.
Limits on graviton production in the ADD model have been derived from the jet plus MET
and photon plus MET final states at both ATLAS [98, 99] and CMS [100, 101]. At n = 4, the
most stringent limits from these searches are at MD = 2.9 TeV (ATLAS) and MD = 2.9 TeV
(CMS).
New dilepton and diphoton resonances in RS models have been studied at ATLAS [102, 93]
and CMS [103, 94]. Both experiments exclude values ofM1 < 2.1 TeV for k/M¯Pl = 0.1. Aspects
of the updated statistical analysis in the CMS search for dimuon and dielectron resonances with
a part of the 2012 dataset [6] and implications of this results for RS limits are discussed in
appendix A. Other analyses that have been interpreted in the context of RS models are the
ATLAS searches for WW and ZZ resonances [104, 105].
Also models with universal extra dimensions [72] have been considered by the LHC experi-
ments. Limits have been set based on diphoton events with additional missing transverse energy
created in the particle cascades initiated by the pair-production of higher KK modes of quarks
at ATLAS [106] and by looking for higher KK modes of the W boson at CMS [107].
In recent years, the possibility of signatures from microscopic black holes in models with
extra dimensions at the LHC has received considerable attention [108, 109, 110]. An excess
of LHC events with several high energetic physics objects in the final state has been proposed
as a potential signature of the microscopic black hole decay. Searches for such a signal have
been studied by both ATLAS and CMS [111, 112]. ATLAS has also presented an analysis that
focuses on events with same-sign muons and high track multiplicity [113]. The results from these
searches have been used to constrain the parameter space of models for microscopic black hole
production in models with extra dimensions.
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Any investigation of a complex dataset has to address the question of how to evaluate its struc-
ture and implications. The contained information needs to be condensed into a set of quantities
from which the analyst can draw scientific conclusions. Typical examples are problems like pa-
rameter estimation and hypothesis testing. There are several conceptually differing approaches
to statistical data analysis, which may in practice be competing. This implies that even within
the bounds of what in a scientific community is generally conceived as an acceptable “toolbox”,
the individual opinions of the analyzers can play an important role in the choice of the sta-
tistical analysis strategy. The preferentially used methods in high energy physics are certainly
to some degree influenced by field-specific conventions that have evolved in the course of time.
Subscribing to these conventions means that one can profit from an existing pool of practical
experience with similar applications, and makes it more likely that there are available software
tools providing a code base for one’s specific use case. At the same time it is ensured that a
large fraction of potential recipients of the results will have a good understanding of how to read
and interpret them. On the other hand, such field-specific conventions can sometimes increase
the gap between the current status of statistical research and its application.
The following subsections review the statistical methods that are employed in the analysis.
For the evaluation of the final results in a search for new physics one is mainly interested in
the range of model parameters that are disfavored by the measurement (limit setting) and the
persuasive power of a potential observation of new physics (significance estimation). The actual
results imply that currently the focus lies somewhat more on the side of limit setting. The
following sections outline some aspects of the Frequentist approach and the Bayesian approach
to data analysis and also contain a brief review of the definition of p-values. A general discussion
of the relation between Frequentist and Bayesian reasoning (e.g. [114]) is beyond the scope of
this chapter. It may suffice to say that at the current point it seems as if any general consensus
on the question of if and in which way such a relation exists has not been reached in the field of
high energy physics1.
4.1 Frequentist Approach
To substantiate the Frequentist notion of probability one can consider n independent observa-
tions of a given real or imagined process. The probability of a statement S like “event A will
happen” or “the results will be between A and B” may then be defined as (e.g. [116])
Pr (S) = lim
n→∞
(number of observations for which S is true
n
)
(4.1)
Two important notions formulated in the context of hypothesis testing are the type-I error rate
α and the type-II error rate β [117]. For a hypothesis test considering two simple hypotheses
H0 (null hypothesis) and H1 (alternative hypothesis) they are defined as
α = Pr (reject H0 if H0 is true) (4.2)
β = Pr (accept H0 if H0 is false) . (4.3)
1A lot of interesting material about the current state of statistical methodology in high energy physics can be
found in the proceedings of the PHYSTAT conference series (e.g. PHYSTAT 2011 [115]).
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α is called the size of the test. 1− β is often referred to as the power of the test as it specifies
the probability to accept H1 if it is true.
One may assume that for a given statistical model determined by a set of parameters ρ the
probability to observe a random variable X = x0 is given by Pr(X = x0) = f(x0; ρ). Then
f , interpreted as a function of ρ for given x0, is called the likelihood function. In general, the
likelihood is not a probability density in the parameters ρ. For example, integrating the likeli-
hood of the normal distribution N(0;σ, µ = 0) with mean µ = 0 and standard deviation σ > 0
diverges. A noteworthy exception is the Poisson likelihood with mean of the Poisson distribution
λ which happens to take the form of a gamma distribution in λ. As the Poisson distribution is
encountered very frequently in high energy physics, this may lead to potential misconceptions
about the general properties of the likelihood. In the following, likelihoods will be labeled as L.
The parameters ρ of the model may be subdivided into a set of parameters ν which one wants to
investigate and a set of parameters θ which influence the inference on ν, but are either considered
to be fixed or nuisance parameters which may be related to supplementary likelihoods. A test
statistic of high practical relevance is the likelihood ratio L (ν; θ|H0) /L (ν; θ|H1). A hypothesis
test can be constructed by rejecting H0 if the likelihood ratio is observed to be below a prede-
fined threshold, corresponding to a specific error rate α. The Neyman-Pearson lemma [118] then
states that the likelihood ratio is an optimal test statistic in the sense that it constructs the test
of highest power 1 − β for a given size α. While for complicated models the assumptions that
are needed for the Neyman-Pearson lemma do usually not hold true, they are often still met as
an approximation. In such cases it is reasonable to expect that the likelihood ratio and related
test statistics like the profile likelihood ratio discussed in section 4.3 will perform well.
An important statistical use case is parameter estimation. To calculate confidence regions on
a set of parameters ν (confidence intervals in case of one parameter), one considers a set of n
observed values of the selected test statistic {tn} from an ensemble of hypothetical experiments.
The confidence region or interval at confidence level 1 − α is defined by an ordering rule that
specifies in which way values of ν are included in intervals I (ν; tobs) so that the set of n such
intervals evaluated on {tn} will contain the true value of ν with probability 1 − α for n → ∞.
An example is the Feldman-Cousins construction [119] that specifies an ordering rule based on a
likelihood ratio. In practice, this particular rule means that values ν with decreasing likelihood
ratio are added to the interval until one reaches the desired size α. The situation in which a
specific type of interval construction for a given ensemble of hypothetical experiments fails to
exactly meet a requested value of 1−α is specified as overcoverage (αtrue < α) or undercoverage
(αtrue > α).
4.2 p-Values
The concept of p-values2 [121] allows to link observations to a “degree of surprise” (e.g. [122]).
Defining a p-value requires to first select a test statistic t. One then introduces a relation .
between values of the test statistic so that t2 . t1 implies that t2 is regarded as casting more
doubt on a null hypothesis H0 than t1. Given an observed value of the test statistic tobs, the
p-value of H0 with respect to t is defined as the probability (Pr)
Pr (t . tobs|H0) ≡ p . (4.4)
Observing a low p-value implies that one has either made an unlikely observation or should
reconsider the validity of H0. However, the calculation of the p-value does not depend in any
way on the explicit construction of an alternative model H1. An important property of p-values
2A comprehensive account on p-values with a focus on their application in high energy physics is given in [120].
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in the context of Frequentist methods is that at least in the absence of nuisance parameters
rejecting H0 if p < plim guarantees a type-I error rate α of ≤ plim. This is demonstrated in
appendix D.2. More generally, one can categorize p-values according to their type-I error rate
(e.g. [123]) as shown in definition 4.5.
p is

exact , if Pr (p < α |H0) = α
conservative , if Pr (p < α |H0) < α
liberal , if Pr (p < α |H0) > α
(4.5)
4.3 CLs Technique
A popular way of constructing Frequentist confidence intervals in high energy collider physics is
based on the test statistic CLs [124].
CLs =
p(t|H1)
1− p(t|H0) =
p-value of test statistic t under H1
1− p-value of test statistic t under H0 (4.6)
CLs is based on p-values evaluated with respect to an underlying test statistic t. The requirement
CLs ≤ α0 can then be used to define a confidence interval for H1 of size ≤ α0. The denominator
increases the observed value of CLs in a relevant way if the p-value under H0 is large. A situation
in which this is important occurs if one is looking for an excess of events as characterized by
H1 but observes a deficit of events with respect to H0. The stronger the deficit is, the lower
p(t|H1) will become. This effect is then to some extend counteracted by the expression in the
denominator. In the considered case, the denominator term effectively reduces the size α of the
test for models H1 that can only be excluded in the presence of data that suggests a downward
fluctuation from the hypothesis H0. Hence it protects against excluding models for which the
power of the test statistic β is low. If and in which way such an effect is actually desirable
is controversial. A recent alternative proposal for confidence intervals with protection against
exclusion of models with low β has been made in [125].
Typically, the choice of the test statistic t in applications of the CLs technique is given by
likelihood ratios, as motivated by the Neyman-Pearson lemma. For LHC data analyses, one
often selects the profile likelihood ratio test statistic. If alternative models H1 are characterized
by a signal strength parameter ν, where H0 is recovered in the limit ν = 0, the profile likelihood
ratio for a measurement x can be written as [126]
tprofile (ν = ν1) =
L
(
x, ν1,
ˆˆΘ
)
L
(
x, νˆ, Θˆ
) . (4.7)
The values of the nuisance parameters that maximize the likelihood for ν = ν1 are labeled
ˆˆΘ. The parameter choices νˆ and Θˆ maximize the likelihood with respect to all allowed values
of ν and Θ. It is usually mandatory to impose additional constraints on the likelihood of the
nuisance parameters. These terms may be derived from auxiliary measurements, but for practical
purposes it can often not be avoided to also impose constraints whose nature is unclear in terms
of the Frequentist definition of probability. For such statistical models also the determination
of an appropriate ensemble of hypothetical experiments that define the distribution of the test
statistic t under the model hypotheses can become complicated. One possible strategy to deal
with such issues has been specified in the context of the search for the Higgs boson at the LHC
experiments [127].
19
4.4 Bayesian Approach
4.4 Bayesian Approach
The Bayesian approach to statistical inference is related to the application and interpretation
of Bayes’ theorem. Loosely speaking, the theorem provides a way to update beliefs in the light
of new information D. Bayesian statistics may be derived formally from axioms stated in the
framework of decision theory [128]. The probabilistic description of one’s belief before including
the new information is encapsulated in the prior distribution pi (ν, θ). Bayes’ theorem then states
that the updated belief should correspond to the posterior distribution Π (ν, θ|D), given by the
(normalized) product of prior and likelihood. In the applications discussed in later chapters, the
new piece of information is given by the data from a measurement. Splitting the parameters of
the statistical model into its parameters of interest (poi) ν and nuisance parameters θ, Bayes’
theorem may be written as
Π (ν, θ|D) = L (D; ν, θ) · pi (ν, θ)∫
L (D; ν ′, θ′) · pi (ν ′, θ′) dθ′ dν ′ . (4.8)
In practical applications, one will often not be interested in the full posterior, but its marginal
distribution with respect to the parameters of interest. In this case, equation 4.8 takes the form
Π (ν|D) =
∫
L (D; ν, θ) · pi (ν, θ) dθ∫
L (D; ν, θ) · pi (ν, θ) dθ dν . (4.9)
An x% credible region (credible interval in case of a connected region for a model with a single
poi) C is defined via
x
100
!=
∫
C
Π (ν|D) dν . (4.10)
With this definition one still needs additional specifications to make the choice of C unambiguous.
This is analogous to the need of choosing an ordering rule for the definition of Frequentist
confidence intervals. One possibility for the construction of an x% credible interval is to exclude
lower and upper tails of the posterior distribution, which each correspond to an integrated
probability of (1− (x/100))/2 (x% central credible interval). An alternative choice would be to
construct the shortest poi region containing x% posterior probability. This will not result in a
connected credible region for posteriors that are not unimodal. It is straightforward to extend
this second specification to models with multiple parameters of interest.
An x% credible interval upper limit ν ′ can be defined as
x
100
!=
∫ ν′
l
Π (ν|D) dν , (4.11)
where l is the lower boundary of the domain of ν.
For a single parameter of interest, it is an often encountered approach to adopt a uniform
(flat) prior on the parameter of interest in the interval [0, c) and to define the posterior in the
limit c → ∞. The appeal of this choice is that the ignorance about the parameter of interest
encoded in the flat prior suggests a certain amount of objectivity. From a presumably less naive
point of view the reason for the choice of a flat prior is mainly motivated by how Bayesian
results derived with a flat poi prior compare to Frequentist calculations. For some in practice
relevant statistical models (e.g. the model discussed in section 4.5), limits based on an x%
credible interval evaluate with a flat poi prior are close to (or even coincident with) Frequentist
results, if the confidence level is set to x%. Some examples are discussed in [129]. It is well
known that uniform priors have some other properties that are much less desirable. For example,
limits corresponding to a given amount of posterior probability σlim calculated with a poi σ and
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corresponding limits δlim calculated with a poi δ = f (σ) that can be translated to limits on σ
via σ′lim = f−1 (δlim), will generally result in σ
′
lim 6= σlim. This is a consequence of flat priors not
being transformation invariant (e.g. [130]). One approach towards an objective choice of priors
are reference priors [131]. Roughly speaking, reference priors try to minimize the information
content of the assumed prior [132]. The possibility of adopting reference priors in statistical
analysis in high energy physics has recently received some attention [133, 134]. While at the
current point the construction of these priors is still challenging, recent work may point towards
algorithms that could be adopted for a generic solutions in the case of a single poi [135].
4.4.1 Markov Chain Integration
In most applications including nuisance parameters neither the posterior distribution itself nor
its cumulative distribution will be known in analytic form. Instead one has to resort to numerical
methods to solve the multidimensional integrals that define the projection on the domain of one
or more parameters of interest. With rising dimensionality, conceptually simple techniques like
rejection sampling or importance sampling will typically quickly grow inefficient as it becomes
harder to constrain the properties of the posterior with sufficient precision. In the case of
rejection sampling an intuitive argument for this behavior is that with rising dimensionality
the fraction between the volume under a surface defined by Π (ν, θ|D) and the volume under a
surface defined by Π′ (ν, θ|D) with distance ∆ between the surfaces will rapidly decrease with the
number of parameters if ∆ is kept constant. For example, with rising number n of dimensions an
increasing fraction of the volume in an n-sphere will be located close to the surface. Accordingly,
estimating the volume in the sphere for high n with rejection sampling will be very inefficient if
one does not know the radius of the sphere very well.
In complicated models with many parameters, Markov-chain sampling methods3 will often
provide better performance. The concept of a Markov chain implies that the elements of the
sample are ordered and that the statistical prescription for how an element xn is added to the
sample depends only on the element xn−1. All applications of Markov chain sampling in this
work are based on the Metropolis-Hastings algorithm [137, 138]. In this algorithm, the next
element xn is selected based on a suggested element x′n that is drawn from a proposal function
h (x′n, xn−1). To simplify the discussion, it will here be assumed that a proposal function with
h (x′n, xn−1) = h (xn−1, x′n) is used. If the value of the probability distribution f evaluated at x′n
is larger than at xn−1 one selects xn = x′n. If f (x′n) < f (xn−1) one makes a randomized choice
that selects xn = x′n with probability a = f (x′n) /f (xn−1) and xn = xn−1 with probability 1−a.
It can be shown that with any choice of x0 the set of elements will converge towards a sample
of f for n → ∞. Intuitively, the advantage of the Metropolis-Hastings algorithm is that the
distribution f is mostly explored in those regions where most of the probability is accumulated.
4.5 Counting Experiment
The statistical evaluation of limits on cross sections, and consequently model parameters, can
be designed as a (single bin) counting experiment. This means that the statistical inference is
based on a number of observed events meeting a given set of selection criteria. Here it is assumed
that the observed number of events Nobs is drawn from a Poisson distribution with mean a.
The mean a is given by the sum of the mean from the signal distribution s and the means of
the background distributions bi. This works because independent Poisson distributed random
variables with mean ai add up to a Poisson distribution with mean a =
∑
i ai. Both s and bi may
3An introduction to Markov chain methods that also discusses some more recent developments can for example
be found in [136].
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depend on a vector of nuisance parameters ~θ. The exact model for a that is used to derive limits
on BSM contributions to high mass dimuon events is specified in chapter 11 after background
and signal contributions and their respective uncertainties have been discussed. Starting from
the Poisson likelihood with mean a, two methods of setting the limits are considered.
• Limits based on the Bayesian approach are calculated according to equation 4.9. The
posterior is calculated under the application of a uniform prior on the signal cross section
σ within the geometrical acceptance of the detector. The limits are obtained by evaluating
the value σlim, for which ∫ σlim
0
Π (σ|Nobs) dσ = 0.95 . (4.12)
• Limits motivated by Frequentist reasoning are evaluated with the CLs technique as outlined
in section 4.3. The adopted conventional choice of the exclusion criterion is that signal
cross sections σ are excluded, if CLs (σ) < 0.05 [26].
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5 Large Hadron Collider and CMS Detector
Both the Large Hadron Collider (LHC) and the Compact Muon Solenoid (CMS) detector com-
prise a large number of subsystems which all have a high degree of technological complexity. The
discussion in this chapter is limited to basic aspects that set the analysis of dimuon events at
CMS into context with the experimental setup of collider and detector. The LHC can be oper-
ated as a proton or heavy-ion collider. In this work, all further discussion refers to proton-proton
collisions.
5.1 The Large Hadron Collider
The Large Hadron collider (LHC) [139] is installed in a ring-shaped underground tunnel of
27 km length. Two beams of particles are circulated in opposite directions. They are brought
to collision in 4 interaction regions that are used for the operation of the largest LHC particle
detectors Alice [140], ATLAS [141], CMS, and LHCb [142]. Further smaller LHC experiments
include LHCf [143], TOTEM [144], and MoEDAL [145]. An aerial view with indicated location
of the LHC tunnel is shown in figure 5.1. Particle bunches are injected into the LHC beampipes
after passing several stages of pre-acceleration. Protons are injected at an energy of 450 GeV.
The particle beams are bent by superconducting dipole magnets that are cooled down to 1.9 K
with superfluid helium. Additional magnet types are used to keep the beams focused and to
decrease their transversal extension with respect to the beam direction in the interaction regions.
The reachable dipole fields of 8.3 T and the effective radius of the collider imply a maximum
proton-proton center-of-mass energy
√
s of 14 TeV. Up to now (end of the 2012 run) values
of up to
√
s = 8 TeV have been achieved. The main datasets in 2010 and 2011 were recorded
at a center-of-mass energy of
√
s = 7 TeV. The luminosity L˙ (here implicitly assumed to be
averaged over many bunch-bunch interactions) is an important operational parameter of particle
colliders. It can be defined as the ratio between the expected rate of a given type of interactions
〈dN/dt〉 and the corresponding cross section σ.
L˙ = 〈dN/dt〉
σ
(5.1)
Accordingly, the integrated luminosity L of a dataset recorded during a time interval ∆t specifies
the expected number of events 〈N〉 for a given cross section σ. The luminosity L˙ of a collider
with highly relativistic particles can be approximated (head-on collisions of beam bunches with
identical normal beam profile in the transverse directions x,y that are of constant variance over
the bunch length) by
L˙ = N
2
p · nb · c
4pi · σx · σy · l , (5.2)
where Np is the number of particles per bunch, nb the number of bunches per beam direction,
and σx and σy are the standard deviations of the normal distributions in the x and y directions.
l is the length of the accelerator ring and c the speed of light. Figure 5.2 shows the evolution of
the integrated luminosity L = ∫ tt0 L˙dt at the CMS interaction region during 2011 proton-proton
data taking.
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Figure 5.1 Aerial view illustrating the scale of the LHC collider. The position of the under-
ground tunnel and access points are indicated in red. The sites of the interaction
regions are labeled with the names of the corresponding detectors. (source: [146],
with emphasized tunnel location and added detector labels)
Figure 5.2 Development of the integrated luminosity from LHC proton-proton collisions at the
CMS interaction region during 2011. The figure shows the delivered LHC luminosity
and the luminosity actually recorded by the CMS detector [147].
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5.2 The CMS Experiment
CMS has been designed for the measurement of particles created in proton-proton and heavy-
ion collisions at the LHC. Through the combination of different detection technologies, CMS
is capable of identifying a wide range of possible types of interactions and reconstructs both
specific properties of the created particles and global characteristics of the measured collision
events1.
The main body of the CMS detector is of roughly cylindrical shape with a diameter of about
14 m and a length of about 22 m. The overall weight of the detector amounts to about 12500 t. To
allow for a momentum measurement of electrically charged particles through the reconstruction
of their bending in an electromagnetic field, CMS employs a solenoid magnet [148, 149]. The
aluminium alloyed NbTi conductor is cooled with liquid helium to reach the temperature range of
superconductivity. During 2010-2012 data taking, the magnet has been operated at a magnetic
field of 3.8 T. The magnetic flux outside the coil is controlled by an 10000 t iron yoke.
A schematic of the CMS detector that indicates the main subsystems is depicted in figure
5.3. The photographic picture below has been taken during the construction phase and shows
a detector plane transversal to the beam line. An overview of the main detection systems
is provided in the following sections. Appendix E.1 summarizes the coordinate conventions
that are used throughout this work. If not mentioned otherwise, expressions like “first/last”
or “front/back” are used as seen from the beam interaction region. Section 5.6 discusses the
measurement of the LHC luminosity at the CMS interaction point and section 5.7 discusses a
few selected aspects of the CMS software and computing infrastructure.
5.3 Calorimeters
Calorimeters are designed to absorb the total energy of particles and provide a signal which is
in a well-understood relation to this energy. Subdividing the calorimeter into subunits allows
to also recover information about the direction of flight of the measured particles and details
about their showering into other particles during the process of energy deposition. The main
subsystems of the CMS calorimeter are the electromagnetic calorimeter (ECAL) which is partly
supplemented by a preshower detector (ES), and the hadron calorimeter (HCAL).
The ECAL is important for the identification of electrons and photons and allows for a precise
measurement of their energies. Its high granularity in the φ and η directions improves the
precision at which the direction of the incident electrons and photons is determined. The ECAL
also contributes to the measurement of hadrons, especially in cases where the shower has a
strong electromagnetic component.
High energetic quarks and gluons create particle jets. If contained in the instrumented η-range,
these jets will typically feature a large number of hadrons and deposit most of their energy in
the volume of the hadronic calorimeter via strong interaction processes. The HCAL measures
the amount and location of the deposited energy of the jets and is also a crucial component for
evaluating the missing transverse energy.
5.3.1 Electromagnetic Calorimeter and Preshower Detector
The active material components of the electromagnetic calorimeter [151, 152, 149] are lead
tungstate crystals. In the ECAL barrel section (EB) (|η| < 1.48), the scintillation light from
1In the following the term event will be used either to denote the collective interactions during a single LHC
bunch crossing or the data associated with the corresponding measurement.
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Figure 5.3 (Top) Schematic of the CMS detector [149]. (Bottom) Photographic picture of the
CMS detector during construction, showing a transversal plane of the barrel section
[150].
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traversing particles is measured with avalanche photodiodes. The endcap sections (EE) extend-
ing over the window 1.65 < |η| < 2.6 employ vacuum phototriodes. The extension of the crystals
in the r-direction corresponds to about 25 X0 (the radiation length X0 is defined as the average
distance in which the energy of an electron is reduced to a fraction of 1/e of its initial energy
due to bremsstrahlung, e.g. [153]).
The energy resolution σ(E)/E has been measured in test beam studies [154] in which it was
parametrized as
2.8%√
E(GeV)
⊕ 12%
E(GeV) ⊕ 0.3% (5.3)
At high energies, the resolution is dominated by the constant term which is connected to the
control of energy leakage, non-uniformities in the light collection and inter-calibration between
different ECAL components. During data taking, this term is also influenced by the level of
accuracy to which temperature, voltages and transparency loss in the crystals due to radiation
damage can be monitored. In 2011, the constant term could be restricted to a level of 0.5%
– 2.0%, depending on the η coordinate [155]. The crystal transparency is evaluated by a laser
monitoring system [156].
Studies with Z → ee events report an estimated systematic uncertainty on the ECAL energy
scale of ≈ 1% at energies close to mZ/2 [157]. Methods that allow to extract information
about extrapolating the uncertainty to energies up to several hundred GeV indicate that the
uncertainty remains at a level of . 2% [158]. The ECAL crystals cover an area in the φ – η plane
close to their Moliére radius (a material-dependent measure of the width of the electromagnetic
shower, e.g. [159]). For this reason, and because of bremsstrahlung and electron pair production
due to the material budget between collision point and ECAL, clustering algorithms need to be
employed to estimate the total energies of electrons and photons [152].
Covering the range 1.65 < |η| < 2.6, the preshower detector [152] is positioned between the
ECAL endcaps and the inner tracking system. With two layers of radiator material both followed
by a layer of silicon strip detectors, the preshower detector provides additional separation power
between photons and pi0 → γγ decays in the material of the inner tracker [149]. This is because
the high position resolution of the hits in the silicon strips of the preshower detector still allows
to distinguish the initial showers of the two photons in some cases where they are already too
closely aligned to create separable showers in the ECAL crystals.
5.3.2 Hadron Calorimeter
The hadron calorimeter [160, 149] is built as a sampling calorimeter. The barrel and endcap
sections (|η| < 3.0) are located within the solenoid. They use scintillating plastic tiles as active
components. The light signals created in the wedge-shaped subcomponents (HCAL towers)
extending into the r-direction are read out and summed up with optical fibers. Brass makes
up for most of the absorber material between the scintillator layers. An additional component
of the hadron calorimeter with two layers of active material is located outside of the CMS
solenoid, covering the range |η| < 1.3. Including the outer HCAL detector, the minimal material
depth of the HCAL (with the exception of parts of the transition region between barrel and
endcap) corresponds to 11.8 hadronic interaction lengths λI . λI is a measure of the typical
distance between inelastic hadronic interactions induced by a strongly interacting particle in
the material (e.g. [159]). In the range of about 3 < |η| < 5, CMS employs an additional
forward calorimeter component. The detection method of the forward calorimeter is based on
the emission of Cherenkov light from charged particles traversing the active material given by
quartz fibres.
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5.4 Track Detectors
Track detectors are used to reconstruct the trajectories of electrically charged particles (tracks).
In the presence of a magnetic field, the bending of the track can be used to measure the mo-
mentum component transverse to the field. The CMS inner tracker measures the tracks from
charged high-energy particles emitted during a given bunch crossing. In CMS, associating re-
constructed particles with a specific proton-proton interaction from the bunch crossing (vertex
reconstruction) relies heavily on the information provided by the inner tracker. The CMS muon
system which is embedded in the magnet yoke is also designed as a track detector. The high
material budget between the collision point and the muon system implies low background rates
from particles emitted from the proton-proton collisions other than muons, as most of their
energy is expected to be absorbed in the calorimeters.
5.4.1 Inner Tracking System
The CMS inner (silicon) tracking [161, 162] is subdivided into two subsystems which are the
silicon pixel detector and the surrounding silicon strip detector. In both cases, the detection
principle is based on semiconductor technology. In simplified terms, the basic detection principle
can be described as follows2. A junction between a p-doped and an n-doped semiconductor is
operated with a reverse voltage that creates a depletion zone with only few free charge carriers.
Mobile electron-hole pairs created by traversing charged particles are separated by the electric
field in the depletion zone. This induces a measurable charge signal on the detector electrodes.
One of the challenges encountered in the design and operation of silicon track detectors is to
control the intrinsic leakage currents.
The pixel detector is the detector component closest to the interaction region of the colliding
proton beams. It is composed of three cylindrical layers with the beam pipe in their center and
two transversal disk components on each side. In both directions of the detection plane the
achieved spatial resolution for each layer is ≈ 9 µm [165].
The silicon strip tracker covers |η| . 2.5. Its modules are arranged in barrel (strips run ap-
proximately in the z direction) and endcap sections (strips run approximately in the r-direction).
Each module has either one detection layer or two that feature a small angle between their strip
directions. This angle allows for a position measurement along the direction of the strips. For
the region |η| < 2.4, tracks are likely to have 9 or more measured layer hits [149]. The spa-
tial resolutions transversal to the strip direction from single modules vary between 23 µm and
60 µm [166].
The final step of the alignment procedure is performed with a large set of reconstructed data
tracks. A global χ2 statistic is minimized to determine the alignment parameters [166]. The
material budget of the tracker in the range |η| < 2.5 varies between 0.4 and 1.8 radiation lengths.
5.4.2 Muon System
The CMS muon system [167, 152, 149] employs several types of gas detectors [168, 169] in which
the detection process starts from a traversing particle that ionizes molecules in a gas volume.
Each detection unit is operated with a high voltage between anode and cathode elements. If the
voltage per distance is high enough, primary electrons are accelerated sufficiently fast between
scattering processes with the medium to trigger an avalanche. The electron component of the
charge avalanche has high drift velocity and moves toward the anode while the slower ions move
2Introductory accounts on the detection principles of silicon track detectors can for example be found in [163]
or [164].
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toward the cathode. Some of the employed muon detectors only measure the anode signal.
Others also read out the induced cathode signal.
As depicted in figure 5.3 (Top, the muon system is shown in magenta), most of the muon
system is embedded into the yoke of the CMS magnet. The system can be subdivided into a
barrel region with detection units in the range |η| . 1.1 and two endcap regions with detection
units in the range 0.9 . |η| . 2.4. The barrel region features 4 layers of detector components,
that are referred to as stations. Each endcap has 4 main detector layers which are installed on
the backside of the three yoke discs and in front of the first one.
DT (Drift Tube) chambers are installed in all barrel stations. The drift tubes are of roughly
rectangular shape with an anode wire in their center and 2 cathode strips and 2 field shaping
electrodes on the tube walls. The selected configuration results in an approximately linear
relation between the distance from the primary ionization to the anode wire and the measured
time of the signal. Once the signal is associated with a specific bunch crossing this can be used
to improve the resolution of the track position.
RPC (Resistive Plate chamber) detectors are employed in all 4 barrel stations. They are also
installed in the endcaps, where an RPC layer is mounted in front of the yoke and in the first and
third disk. The basic detection unit of the RPC system is a gas filled volume between two cathode
planes. This gas volume is subdivided by a layer with anode strips that is inserted parallel to
the cathode planes. Signals induced by the electron avalanches are read out from the RPC
strips. The distribution of the avalanche signal from a single traversing particle over the anode
strips allows to use the combined information from several RPC layers for a complementary
pT measurement. This pT estimate is however less precise than the pT measurements from the
DT and CSC systems. The excellent time resolution of the RPC chambers allows for a clean
assignment of the signal to a specific bunch crossing which makes this system an important
component of the CMS muon trigger and muon identification during the full event reconstruction.
Recently presented results show that efficiencies and background rates of the DT and RPC
systems are well within the design specifications [170]. Main backgrounds for a signal from a
detector channel are given by the intrinsic noise [149] (i.e. noise that is not related to beam
collisions) and also caused by particles that are either created directly during the proton-proton
collisions or in their showering in the CMS detector. In the muon system, the latter background
component is dominated by neutrons.
The CSC (Cathode Strip Chamber) system is installed in the endcap region. Each CSC
contains several layers of multiwire proportional chambers. Cathode strips running in the r-
direction are milled on one of inner chamber walls that enclose each of the gas volumes. Most
of the anode wires run orthogonal to the strip direction at roughly constant values of r and θ.
Accordingly, the anode signal is used to measure the r-coordinate of tracks passing the detector
plane, while the distribution of the induced signal on the cathode strips is used to estimate the
φ-coordinate. Anode wires in the CSC planes that are closest to the interaction region are tilted
at an additional angle. This compensates for the effect of the magnetic field of the CMS solenoid
in this region which gives the drift velocity a φ component (Lorentz angle, e.g. [159]).
5.5 CMS Trigger System
The rates of accepted collision events have to match the available resources for data processing
and long time storage. Ideally, it is the task of the trigger system to minimize the corresponding
information loss by selecting the bunch crossings which are most relevant for further analysis.
In practice one needs to find an acceptable compromise between the needs of the various types
of analyses. For a single analysis, the trigger performance is limited by uncertainties on the
event characteristics and by the acceptable bandwidths for the relevant triggers. The CMS
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trigger system can be subdivided into two main stages. After establishing some basic pieces of
information, all further discussion is restricted to a brief outline of the muon trigger.
The Level-1 (L1) trigger [171] operates to a large degree on custom-built electronic compo-
nents. The employed buffer sizes require that a decision to pass the full event data on to the
second trigger stage needs to be taken within less than a few microseconds. For this reason, only
fast algorithms operating on basic information blocks provided by local subsystems can be used.
Only data from the calorimeters and the muon system is available for the L1 trigger. Typical
L1 rates during 2011 data taking were ≈ 70 kHz [172].
The High Level Trigger (HLT) algorithms can access the full data associated with the event.
They run on a computer farm situated at the detector site (P5). At this stage, more complicated
algorithms also including data from the inner tracker can be used. In this way one achieves a
better description of the event properties and can specify more sophisticated trigger criteria. To
meet restrictions in bandwidth and storage capacities, some of the HLT triggers are associated
with prescale factors. This means that only a fraction of the events passing these triggers are
recorded. During data taking at nominal luminosity, events pass the HLT stage at rates of
several hundred Hz. Basic properties of the CMS muon trigger, on which the dataset used in
this work is based, are discussed in the following subsections.
5.5.1 Level-1 Muon Trigger
General descriptions of on the Level-1 Muon Trigger can be found in several reference texts
[171, 149]. Recent accounts that discuss aspects of the performance during data taking include
[173, 172, 174]. The geometrical coverage of the CMS muon trigger system is restricted to
|η| < 2.1.
Trigger evaluation in the CSC chambers starts from track segments based on the hit patterns
in the anode and cathode planes. Due to non-negligible drift times, data from several bunch
crossings is used to assess timing and segment quality. The highest quality segments from each
CSC chamber are transmitted to a Track Finder stage that merges matching segments from
different stations and assigns muon direction and pT.
Track segments in the φ − z plane and hit patterns in the η − z plane are evaluated in each
DT chamber. Taking the angle between track and vertex direction and the number of layer hits
as selection criteria, the best segments are forwarded to a Track Finder stage in which matching
segments from different stations are combined, linked with data from the η layers. Also a first
pT estimate is assigned to the track candidates.
The trigger subsystems in the RPC endcap and barrel detectors are segmented into towers
in the φ- and η-directions. For each bunch crossing, strip hits in the towers are compared to
predefined track patterns. Matched patterns are used to derive a first pT estimate. Accepted
track candidates need to include strip hits from several RPC layers.
The muon subsystems pass up to four of their track candidates to the Global Muon Trigger
stage. The Global Muon Trigger receives additional information from the Global Calorimeter
Trigger which can be used to assess basic isolation properties. After combining the information
from tracks that can be matched across several subsystems, the candidates are transferred to
the Global Trigger. The event data is forwarded to the HLT stage if a set of pT and track quality
requirements is met for one or more muons.
5.5.2 Muon High Level Trigger
The HLT algorithms provide an improved evaluation of the physics objects identified at the L1
trigger stage. As the processing power available for each event is by far higher than at the L1
stage, a more complex tracking can be performed under inclusion of the inner tracker. The HLT
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muon tracking employs the Kalman-filter which is outlined in section 6.1, in the context of the
full muon reconstruction as applied on all events passing the trigger. The algorithm operates
on the signals from the muon system and constructs its seeds from the L1 muon trigger objects.
In a following step, the estimated track parameter in the region of the inner tracker are used to
define a region in the φ− η plane in which Kalman-filter tracking is also performed on the hits
in the inner tracker. Finally, a global fit is calculated, combining data from the tracker and the
muon system to define the HLT muon trigger candidate.
During the muon HLT algorithms, energy deposits in the calorimeter or pixel tracks close
to the muon candidate can be used to specify additional trigger criteria based on isolation
properties. At a certain expense of robustness and efficiency, isolation criteria can be used to
reduce the trigger rates due to muons that are created within the formation or decay of particles
in jets. HLT processing of a typical event involving tracking takes roughly 100 ms in the presence
of an average value of 10 pile-up events [175]. Depending on the luminosity, the pT threshold for
the least restrictive HLT muon trigger without prescale factor or isolation requirement in the
2011 CMS dataset varies between 15 GeV and 40 GeV. It is possible to reduce the pT thresholds
with HLT triggers that require an isolation criterion to be met by one or several triggered muon
candidate .
5.6 Luminosity Measurement
Several ways of estimating the luminosity at the CMS beam interaction point can be considered.
The most prominent methods rely either on measurements with the forward calorimeter or the
pixel detector, or use fully reconstructed events that can be connected to well-understood SM
quantities like the cross section of the Z resonance [176, 177, 178]. Van der Meer scans with
respect to the rate of pixel clusters measured during a bunch crossing are employed as the most
recent baseline method for analyses with 2011 data.
The luminosity per bunch crossing (bx) can be calculated with the equation
Lbx = N1 ·N2
Aeff
, (5.4)
where N1, N2 are the bunch charges and Aeff is the effective area of the collision. The bunch
charges are measured with beam current monitors [179] and could in 2010 be determined with
an accuracy of 3.1% [180].
Aeff is estimated from the van der Meer scans [181], in which one measures the rate of pixel
clusters per bunch crossing as a function of the horizontal and vertical distances δx, δy between
the beams. The recorded rate is proportional to the rate of proton-proton interactions during
the bunch crossing. One can then use the relation [181]
Aeff =
∫
R(δx, δy = 0)dδx
R(δx = 0, δy = 0)
·
∫
R(δx = 0, δy)dδy
R(δx = 0, δy = 0)
. (5.5)
Additional corrections to equation 5.5, for example due to a beam crossing angle, are discussed
in [182].
In practice, one establishes the effective pixel cross section
σpixel = 〈Ncluster〉/Lbx (5.6)
during dedicated runs with long separation between bunch trains to reduce the influence of
afterglow effects. During the main runs the luminosity is then extracted by recording 〈Ncluster〉
and solving equation 5.6 for Lbx. Using the outlined procedure, latest studies show that it is
possible to measure the luminosity with an uncertainty of 2.2% [177].
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During data taking, the CMS data output amounts to roughly 1GB/s. Large amounts of disk
space are also needed to store the samples of simulated events. At the same time, data re-
construction, event simulation, and higher-level data analyses have high demands in terms of
required CPU time. Fortunately, many of the tasks that place the highest demands on the
available processing power are comparatively easy to parallelize and can be efficiently executed
on clusters of standard commercial CPUs. The overall amount of needed resources can only be
accumulated by sharing computing tasks between different sites that provide resources. A re-
spective infrastructure that has been developed to provide an optimized usage of the distributed
computing resources in CMS and the other LHC experiments is the Worldwide LHC Computing
Grid (WLCG) [183]. All CMS collaborators are provided with access rights and software tools
(partially developed within the CMS collaboration) that help to access and store data on the
grid and to run code on the computer clusters at the various sites.
A realistic simulation software is a crucial tool for establishing the performance of the event
reconstruction in the CMS detector. Interfaced to software for the simulation of proton-proton
collisions, the detector simulation allows for a prediction of both signal and background rates
in a given analysis. The detector simulation is part of the CMS software framework (CMSSW)
[184]. Within CMSSW, Geant4 is used to simulate the interactions of incoming particles with
the detector material [185, 186]. The simulation of the digitized response of the various CMS
detector components is implemented in a way that allows to store the simulation results in the
same data format as the output from actual collision data. All following reconstruction steps
like trigger decisions or higher level algorithms for particle identification provided by CMSSW
can therefore be applied in an identical way to collision data and event simulation. Most of the
code included in CMSSW is written either in C++ [187] or Python [188]. Version control with
a central repository is used to set version standards for CMS physics analyses and ensures that
all collaboration members have access to the latest tools.
One of the important software components used within CMSSW are the libraries of the ROOT
data analysis framework [189], which have been specifically designed to cover typical functional
requirements of data analysis software in high-energy physics. ROOT is also extensively used to
facilitate or simplify various tasks within the analysis specific code used in the presented search
for large spatial extra dimensions.
In practice, many groups of people that work on a specific analysis tend to further reduce
data provided in the official CMS data format for high-level analyses by extracting only the
information that is needed for the specific analysis into a custom data format that is stored at the
local computing site of the person performing the analysis. This allows to adjust and reiterate
many aspects of the analysis more quickly. The presented search for large extra dimensions
makes use of the respective infrastructure maintained by the MUSiC analysis [190, 191] which
is based on the PXL library (a component of the VISPA analysis environment) [192].
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Within the CMS collaboration, baseline reconstruction algorithms and selection criteria are
specified for a set of common physics objects. Here, this concerns the selection of muons at
high transverse momentum. The basic structure of the muon reconstruction algorithms and
the applied event selection criteria which include a few analysis specific choices are reviewed in
the following sections. The resulting performance of event selection and reconstruction in the
context of the presented analysis is characterized in chapter 7.
6.1 Muon Track Reconstruction
The CMS reconstruction of muons [193, 194, 195] starts from two sets of track candidates in the
inner tracker and the muon system. Both of the two sets are constructed by separate algorithms
for track finding and track parameter estimation that are optimized for the specific subsystem.
Both of the algorithms rely on tracking algorithms with Kalman-filter techniques [196, 197, 198].
The use of a Kalman-filter integrates the tasks of track finding and track parameter estimation
into a common framework. The method relies on a linearization of the equations or results
from simulation that are used to describe the propagation of the muon between the detection
layers. This linear approximation drives the choice of the 5 parameters that are used to define
the track state at a given detection surface [197]. Several propagation methods are used within
the CMS tracking algorithms, depending on the coordinates to which the track is extrapolated.
The application of the Kalman-filter requires an initial set of track candidates that are used as
seeds of the algorithm.
In the muon system, the Kalman-filter algorithm is seeded by trajectory states that are con-
structed from track segments in the DT and CSC chambers. A detailed description of the
algorithm is given in [195]. After a pre-filter procedure which operates on track segments in the
CSC and DT systems and hits in the RPC detectors, the final (outside-in) filter step considers
all individual hits. Accepted tracks are required to include a measurement from at least one DT
or CSC chamber plus one additional measurement from any of the muon detection systems.
Particle tracks in the silicon tracker are reconstructed with a combinatorial Kalman-filter
[199, 200]. Seed states are constructed either from pixel hit triplets or from pixel hit pairs plus
a constraint on the considered pp interaction region [201]. Several filter and smoothing steps
are applied to find tracks and to provide estimates of their parameters [202]. The algorithm
also includes steps for ambiguity resolution between track candidates from the combinatorial
Kalman-filter that share a significant fraction of included hits.
In a following step, the two track collections are matched to form sets of combined track
candidates [193]. Tracker muon candidates are defined by requiring compatibility between a
track in the silicon tracker and at least one reconstructed track segment in a DT or CSC
chamber. Global muon candidates require a standalone muon track that can be matched to a
track in the silicon tracker. The inner track states and the standalone track states are propagated
to a common surface. Matching is then performed based on a set of discriminating variables
defined by the track states at this surface. The muon system improves the momentum resolution
provided by the track fit in the inner tracker if the transverse momentum of the muon (pT) is
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in the range & 200 GeV [193]. To take this into account, a track refit with the Kalman-filter is
used to define the track parameters of the global muons with pT > 200 GeV.
6.2 High pT Muons
While the energy loss of relativistic muons at energies . 100 GeV is dominated by ionization
effects, energy loss due to bremsstrahlung and electron pair production becomes important at
higher energies (e.g. [203]). In iron, ionization accounts for ≈ 79% of the muon energy loss
at 0.1 TeV and for ≈ 24% at 1 TeV [204]. Special refits of the global muon tracks have been
developed to improve the performance of the standard track fits of the global muon. The high-
energy refits currently in use are
• TPFMS (tracker-plus-first-muon-station) fit – operates on the hits from the global track
but ignores those outside of the first station of muon chambers.
• picky fit – operates on the hits from the global track but requires hits in chambers with
high hit occupancy to meet an additional χ2 criterion. A chamber with high hit occupancy
can indicate the presence of an electromagnetic shower from bremsstrahlung or electron
pair production.
A final choice about which fit is assigned to the muon candidate is made among the tracker,
global, picky and TPFMS fits. The selection criteria are based on the transverse momenta of the
track fits and the p-values of the χ2 values for the given number of degrees of freedom provided
by the fit results. The procedure by which the criteria are tuned is mainly based on simulation
studies.
6.3 Event Selection
Event selection criteria are applied to restrict the search to a robust selection of well-measured
dimuon events that allow for a reliable estimation of experimental uncertainties. They are
supposed to decrease the influence of reducible backgrounds while maintaining a high signal
efficiency (≈ 90% for the presented analysis). The applied selection criteria are close to those
also used in other CMS searches for new physics with high energy muons like the search for a
dimuon resonance [103] or the search for a new W ′ boson decaying into a muon and a neutrino
[107].
6.3.1 Trigger and Vertex Selection
The presented analysis is based on an event selection starting from the single-muon trigger
without isolation requirement or prescale factor at lowest available pT threshold. Corresponding
muon pT trigger thresholds in the 2011 dataset varied from 15 GeV to 40 GeV, depending on
the pile-up conditions during data taking. As the considered signal has two muons in the final
state, there are two possibilities for triggering the events of interest and one expects a highly
efficient and robust trigger selection. Using a trigger requiring two muon candidates would have
allowed to reduce the muon pT thresholds. However, such a choice would have resulted in an
overall decrease of the signal efficiency because the improvement due to the lower pT threshold
is negligible for events with a dimuon mass of several hundred GeV and above.
Selected events are required to have a reconstructed track vertex with Ndof,vtx > 4, |zvtx| <
24 cm and ρvtx < 2 cm. The parameter Ndof,vtx [205] is strongly correlated with the number of
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tracks associated with the vertex candidate and roughly translates into a minimum of 4 recon-
structed tracks that are compatible with the vertex. zvtx refers to the distance of the vertex from
the center of the nominal interaction region along the z-axis, and ρvtx is the distance between
the estimated vertex position and the closest point on the z-axis. These vertex requirements
provide a general collision indicator. In the presented analysis, they increase the rejection power
against events triggered by cosmic ray muons crossing the detector during bunch crossings.
6.3.2 Muon Selection
The following selection criteria are applied to all muon candidates. A summary of them is listed
in table 6.1.
• The transverse momentum pT of the muon needs to be at least 45 GeV. This value
is selected because it provides a sufficient safety margin against the pT threshold of the
used muon triggers. The cut helps to avoid difficulties in the estimate of reconstruction
efficiencies close to the trigger threshold.
• Accepted muons are restricted to the range |η| < 2.1. This implies that the selected region
of geometrical acceptance is fully covered by the CMS muon trigger. As evaluated in
section 10.1, most ADD signal muons are expected to be produced at low values of |η|.
Only about 4% of the signal events with two muons in the window of acceptance |η| < 2.4
have at least one muon in the range 2.1 < |η| < 2.4. Hence any potential benefits of
extending the η requirement for one of the two required muon candidates to |η| < 2.4
would be very limited. With the |η| < 2.1 criterion one also avoids complications due to
increasing uncertainties of the muon reconstruction in the high-η region.
• A muon candidate needs to be identified both as a “global” and “tracker” muon as defined
in section 6.1. The selection ensures that both inner tracker and muon system take part in
the muon measurement and reduces the probability of muon candidates originating from
other types of particles or instrumental noise.
• Several standard requirements are imposed on the muon track to ensure the track quality.
– The silicon tracker track must feature at least one hit in the pixel detector.
– The silicon tracker track associated with the muon candidate is required to include
more than 10 hits.
– The silicon tracker track needs to be matched to track segments in at least two muon
stations.
– At least one hit in the muon system is required to be included in the global fit.
• The impact parameter |dxy| with respect to the primary vertex needs to be less than 0.2 cm.
This cut is mainly applied to reduce the background from cosmic ray muons whose tracks
are not compatible with the vertex hypothesis.
• A cut on the relative tracker isolation (∑i pTi) /pT of 0.1 is applied to reduce contributions
from muons that are produced within particle jets from quarks or gluons. Here, pT is the
transverse momentum of the muon candidate and the sum ∑i pTi includes the transverse
momenta of all other tracks within a cone of ∆R < 0.3 centered on the direction of
the muon candidate’s momentum. The tracker isolation has been selected because it is
robust against bremsstrahlung from high energy muons. It is possible to recover additional
collision data (about 6%) by relaxing the requirements on the CMS calorimeter status as
the isolation is not dependent on calorimeter information.
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All events with two muons passing all cut criteria are used for the further analysis steps. There
are about 1.34·105 such events in the full 2011 dataset corresponding to an integrated luminosity
of 5.28 fb−1. A summary of all applied muon cuts is given in table 6.1.
variable cut value comment
pT > 45GeV transverse momentum cut
|η| < 2.1 acceptance region
tracker muon true silicon tracker track with matched
segment in the muon system
global muon true standalone muon matched to
tracker track
tracker hits > 10 track quality requirement
pixel hits ≥ 1 track quality requirement
muon system hits ≥ 1 track quality requirement
|dxy| < 0.2 cm impact parameter
rel. track iso < 0.1 isolation requirement
matched stations > 1
Table 6.1 Summary of the applied muon cuts.
6.3.3 Dimuon Selection
A cut on the opening angle αµµ between the two muon momentum vectors is applied to fur-
ther reduce background contributions from cosmic radiation. While muon pairs from physics
collisions are typically boosted in the CMS rest frame, muons from cosmic rays are expected to
be reconstructed as muon pairs with almost exactly pµ,1 = −pµ,2. The selected requirement on
the opening angle is pi − αµµ > 0.02. Based on simulation results, it has been verified that the
influence of this selection criterion on the efficiencies of other background contributions or the
ADD signal is negligible.
The contributions to the dimuon invariant mass spectrum in the low mass region from virtual
graviton processes in the ADD model are small with respect to the SM DY terms. However, the
existence of extra dimensions can provide the major component of events in the high mass tail.
The optimization of the choice of the signal region in Mµµ is discussed in section 11.
Selected muon pairs are not required to be of opposite charge. This does not lead to a
significant increase of the background as the production rate of isolated same sign dimuon
pairs with high energies in the SM is small if compared to the corresponding production rate
of opposite sign muon pairs. Studies with cosmics [206] show that the rates of muon charge
mismeasurement in the pT range of up to several hundred GeV are expected to be . 1%.
Simulations with ADD signal and SM DY events indicate that the charge mismeasurement
rate for dimuon events in the mass range above 1 TeV which involves even higher pT values
remains at this level. In a recent shape-based analysis [103], the muon candidates were required
to be of opposite charge to avoid the drawbacks of a strongly decreased mass resolution in
potential events with charge mismeasurements at high dimuon masses. The performance of the
presented search for a non-resonant dilepton signal is less sensitive to a decrease in resolution
for very high masses. Hence the concern for a potential decrease in signal efficiency due to
charge mismeasurements at very high masses is given preference. In practice, the choice does
not influence the results as no events with same-sign lepton pairs are found above 0.45 TeV.
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The muon selection criteria presented in the previous section are based on detailed studies of
the muon reconstruction within the CMS collaboration. They are expected to provide a robust
and efficient event selection. This general claim needs to be confirmed for each specific analysis.
More specifically, it needs to be tested that the chosen criteria are efficiently selecting dimuon
events and adequately reconstructing the dimuon mass.
The CMSSW simulation can not be guaranteed to reflect all relevant aspects of the detector
response at a sufficient level of detail. This implies that a certain degree of uncertainty in the
detector modeling is unavoidable. Additionally, the CMSSW version used for the simulation
is typically not identical to the version used during data taking. This is due to the goal of a
short time gap between data taking and the comparison of data with simulation results requires
that the simulation efforts start some time in advance. For example, the single-muon trigger
algorithms included in the simulation have notably lower pT thresholds than the algorithms
employed during the later periods of 2011 data taking.
To either constrain or quantify differences between simulation and actual collision data it
is therefore important to study and monitor the performance of muon triggering and muon
reconstruction with the help of the actual collision data. Often the obtained results are also
a driving factor for estimating uncertainties on the detector performance. Sections 7.1 to 7.3
review studies of the performance of CMS muon measurements. The most recent publicly
available reference for this topic is [193]. The results are used to evaluate implications on the
uncertainties of the signal and background expectation for high mass dimuon pairs. Additional
uncertainties due to pileup effects are discussed in section 7.4.
7.1 Efficiency of Muon Trigger and Reconstruction
Both for the ADD signal and the dominant DY background, the simulated trigger efficiency in
the relevant dimuon mass range is found to be & 99% with respect to simulated events meeting
the basic preselection criteria |ηµ| < 2.1 and pT,µ > 45 GeV. As shown in figures 8.3 and 10.2,
the simulated full selection efficiency with respect to DY background and signal is close to 90%.
Tag and probe methods are an important tool for testing the muon trigger and reconstruction
performance in the collision data. For this type of study, one chooses a loose dimuon event
selection that is expected to be more efficient than the selection that is tested. In a following
step, one requires one muon (the tag object) to pass a more stringent set of selection requirements
so that the event types of interest are expected to be the main component in the remaining event
set. The tag and probe efficiency is then defined as the probability of the second muon (the
probe object) passing the less efficient tight selection. If necessary, corrections can be applied to
account for the potential bias due to events from non-DY processes like W + jets production.
CMS has published results from tag and probe studies with DY muon pairs based on the
2010 dataset [193]. Within the collaboration, tag and probe studies have also been performed
with the 2011 dataset. The full selection efficiencies are subdivided into several factors (trigger
efficiency, track reconstruction, further reconstruction and identification, and isolation). These
factors are then evaluated with specific setups of the tag and probe method. The studies include
results for a tight selection that is close to the muon selection discussed in section 6.3.
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In summary, it is found that there is no evidence for a difference between the efficiency in
simulation and collision data that would be relevant for the presented analysis. However, due
to the limited event statistics of high energy muon pairs there is a non-negligible uncertainty
in extrapolating this finding towards muons from dimuon events with masses in the range of
≈ 1 TeV and above. In this mass region, the effect of the increased electromagnetic showering
from the muons could to some degree deviate from what is predicted by the simulation. Figures
10.2 and 8.3 suggest that the corresponding decrease in efficiency is expected as . 3%. Taking
this shift in efficiency as an indicator for the potential size of differences between the efficiency
predicted by the simulation and the efficiency in the data, 3% is chosen as an estimate of the
uncertainty on the selection efficiency of the background above a high mass threshold. The
uncertainty on the signal efficiency is estimated as 4%, as above a given mass threshold the
signal contributions tend towards higher masses than the more steeply falling background. In
the later statistical treatment of efficiency uncertainties, efficiencies of < 0 and > 1 are not
considered. For a Bayesian model, this can be enforced by truncating the associated prior
functions if their domain is not already restricted to the allowed interval [0, 1] by their initial
definition.
7.2 Dimuon Mass Resolution
The estimated dimuon mass resolution influences the expected mass distribution of dimuon
events. As the backgrounds are strongly decreasing with Mµµ, an underestimate of the dimuon
resolution in the simulation will lead to an observed excess of high mass events that could
potentially be misinterpreted as a signal. If the uncertainty on the dimuon mass resolution is
large, its influence needs to be taken into account for the calculation of observed limits and
significances.
The point of main interest in the context of the presented analysis is how the resolution
uncertainty affects the expectation for the integrated background above a given mass threshold
Mthreshold. The respective influence on the signal contribution is considerably smaller. This is
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Figure 7.1 Gaussian fits for determining the relative mass resolution σres for simulated DY
events in the range 0.6 TeV < Mfinal state < 0.8 TeV.
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Figure 7.2 (Left) Linear fit to the simulated relative mass resolution for the DY process as a
function of Mfinal state. (Right) Linear fit to the relative mass resolution for the DY
process as a function of Mfinal state. For this result, the mass resolution is evaluated
by randomizing the muon pT values as suggested by measurements of cosmic ray
muons.
because for relevant model parameters the signal is found to be comparatively flat in the vicinity
of the considered range of mass thresholds.
Figure 7.1 shows the distribution of (Mfinal state −Mrec) /Mfinal state (|ηµ| < 2.1) for simulated
DY events in the range 0.6TeV < Mfinal state < 0.8TeV. Mfinal state is the dimuon mass prediction
after parton shower and hadronization1. Mrec denotes the corresponding mass measurement after
the simulation of detector response and event reconstruction. Figure 7.1 also shows the results
from two Gaussian fits to the distribution. In the following, σ2res is used to label the variance of
these fits. One of them (magenta) corresponds to a fit to the full shown interval of the x-axis,
the other (blue) is restricted to an interval approximately corresponding to the FWHM (full
width half maximum) of the distribution. While the difference between the two fits is marginal
for the shown mass interval, it increases to about ∆σres = 0.01 for masses in the range between
1 TeV and 2 TeV. The reason for these differences is that the shape is not optimal for the
description of effects like bremsstrahlung that become more relevant at high masses.
Fit results for σres (averages between the two considered fit ranges) for different mass intervals
are shown in figure 7.2 (Left). As expected, σres increases with the dimuon mass. The relation
between mass and σres in the mass interval (0.2 TeV, 2 TeV) obtained from the simulation is
approximately linear.
Resolution studies that extend up to transverse momentum values of roughly pT,µ = 0.1 TeV
can be performed with collision data from DY events. With these methods, it has been measured
that the relative pT resolution σres,pT averaged over the range |η| < 2.1 is about 0.02 [193]. The
relative resolution decreases to about 0.015 for small |η| values. At higher transverse momentum,
the pT resolution can be measured with cosmic ray muons. These studies are restricted to
1In the context of event simulation, the term (generated) final state refers in the following always to simulated
events that have not yet been passed to the detector simulation. If not explicitly mentioned otherwise, the
generated final state includes QCD shower, EW shower, and hadronization.
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Figure 7.3 Ratio between the DY background cross sections with the full detector simulation
and a scenario with optimal mass reconstruction (M = Mfinal state).
|η| < 0.9 as the muon flux strongly decreases with |η|. The results indicate a relative 1/pT
resolution of about 0.01 at 50 GeV which increases approximately linearly to about 0.06 at
400 GeV (Tune P fit results, [193]). This allows to estimate the relative mass resolution of
dimuon events by randomizing the pT values of the final state muons from the DY simulation
according to the resolution results from cosmic ray measurements (while adjusting pz to keep the
direction of the muon’s momentum unchanged). Applying the same fitting method as described
above on the resulting dimuon masses generates the mass dependent values of σres shown in
figure 7.2 (Right). It is not surprising that the resolution fits from this procedure are somewhat
narrower than the corresponding results shown in figure 7.1. This is because the 1/pT uncertainty
from the cosmic ray measurement has here also been applied to higher values of |η|, for which a
decreased resolution is expected.
A limit for a possible reduction of the background due to a detector resolution that is better in
the actual collision data than in the simulation is given by the case that the mass of all selected
events is reconstructed in an optimal way. The difference between this case and the baseline
scenario using the masses predicted by the detector simulation is quantified in figure 7.3 as a
function of a lower mass cut. In the following, the difference will also be used as an estimate
of a possible increase of the background. In somewhat simplified terms this corresponds to the
assumption that the increase of background due to the muon resolution is likely to be simulated
correctly within a factor of 2. More detailed studies of the pT dependence in the region of higher
|η| values than currently available would be required to derive a more detailed estimate of this
uncertainty. For the statistical evaluation, the domain of the prior function used to model the
influence of the momentum resolution on the background may be restricted to values that do
not reduce the background further than expected for an ideal detector. It is however found that
this has a negligible influence on the statistical results.
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7.3 Dimuon Energy Scale
Not only the muon pT resolution but also a shift between the average reconstructed muon pT
at a given true pT value influences the expected background and signal contributions above a
given dimuon mass threshold. Again, the size of such an effect may differ between data and
simulation. No significant bias of the muon energy scale has been observed in studies of pT
values up to 100 GeV [193]. For searches using muons in the pT range of several hundred
GeV and above, studies suggest a relative pT scale uncertainty of 0.05/TeV. This number is
mainly based on the analysis of a bias in the minimum of the q/pT distribution measured with
cosmic ray muons. Details of this method are described in [207]. Changing the reconstructed
pT values in the simulated DY background by ±0.05 · (pT,final state/1TeV) · pT,final state changes
the DY background prediction above a given mass threshold as shown in figure 7.4. It can be
seen that the respective upwards and downwards fluctuation of the background are almost of
equal size. Both the upwards and the downwards shifts are approximately linear in the range
0.6 TeV < Mthreshold < 1.6 TeV and the mean of their absolute values can be parametrized as
−0.034 + 0.14 ·Mthreshold/TeV. In the following, this parametrization is used as an estimate of
the background uncertainty above a given value Mthreshold due to the uncertainty on the muon
momentum scale.
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Figure 7.4 Change in the expected DY background above a dimuon mass threshold Mthreshold
due to a pT shift of ±0.05 · (pT,final state/1TeV) · pT,final state.
7.4 Influence of Pileup
The term pileup refers to the presence of multiple proton-proton interactions resulting in relevant
energy deposits in the detector that are associated with a given bunch crossing. Such energy
deposits can be caused by interactions that took place during the evaluated bunch crossing (in-
time pileup) but can also be remnants from interactions during earlier or later bunch crossings
(out-of-time pileup). In a search for new physics one needs to study the effect of pileup on the
selection of signal and background events. Details of the influence of pileup on a search for new
physics are difficult to quantify by simulation as they tend to depend on QCD physics in the
non-perturbative regime. Measurements of the influence are challenging due to the ambiguous
association of energy deposits with particles from specific proton-proton interactions and can
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Figure 7.5 (Left) Simulated selection efficiencies for different ranges of reconstructed primary
vertices. (Right) Ratio between the DY background expectation before and after
pileup-reweighting.
also suffer from limited event statistics. If possible, it is therefore beneficial to design searches
in a way that avoids any strong pileup dependence. It may than suffice to show that the
possible effects of pileup are so constrained that their influence on the results of the analysis is
considerably smaller than that from other uncertainties. In the following discussion, it will be
argued that this is the case for the dimuon selection employed in the presented search.
It is intuitive to expect that an event selection with two high energy muons and a pT relative
tracker isolation will not be significantly affected by pileup effects. Still, the strong increase
in pileup during 2011 data taking makes it necessary to test this assumption. Counting the
number of primary vertices is one way of characterizing the pileup activity in a given event.
This approach is reasonable because much of the influence of pileup is expected to be related to
proton-proton interactions for which such a vertex can be reconstructed. A primary vertex is
primarily defined by the Ndof,vtx > 4 criterion introduced in section 6.3.1.
The influence of pileup on a simulated event can be modeled by adding the simulated energy
deposits in the CMS detector from additional proton-proton interactions to the event description
[208]. The events used for this procedure are generated as pythia6 minimum-bias events [209],
which include QCD multijet processes, elastic scattering, and single-diffractive and double-
diffractive processes at low pT. In most situations it may be assumed that only these types
of processes contribute to the pileup in a statistically relevant way. The final states are then
passed to the CMS detector simulation and the resulting detector response is added on top of
the initial event description.
There is often a considerable difference between the pileup conditions that were anticipated
during event simulation and those encountered in the collision data. One can deal with this
problem by applying a posteriori weights on the simulated events to make their distribution
resemble the data more closely. This procedure is often called pileup-reweighting. The basic
version of this method which is applied here starts from an evaluation of the distributions of
primary vertices in simulation and collision data. According to their number of vertices, the
simulated events are then associated with weights that make the resulting distribution of primary
vertices in the simulation identical to the measured distribution.
Reweighting scenario and dataset employed for the results shown in this section correspond
to an intermediate dataset of 1.1 fb−1. Figure 7.5 (Left) shows simulated selection efficiencies
based on the simulation of the dominant DY background with mc@nlo [210, 211], evaluated
for different ranges of the number of reconstructed primary vertices. It can be seen that the
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Figure 7.6 Ratio between events with < 7 vertices and ≥ 7 vertices in the pileup-reweighted
DY simulation and collision data.
decrease in efficiency when going to higher vertex multiplicities is . 1%. Accordingly it is
expected that the influence of the pileup-reweighting procedure on the background expectation
is negligible with respect to the leading uncertainties2 in the presented search for new physics in
the dimuon mass spectrum. The small influence of pileup-reweighting on the size of the expected
DY background is demonstrated in figure 7.5 (Right).
One can test the robustness of the data selection against pileup effects by splitting the selected
events in the data into subsets based on their number of vertices. Pileup dependence could then
result in a mass dependence of the ratio of events in the subsamples. Figure 7.6 indicates that
the mass dependent ratio is compatible with an approximately flat distribution.
2for example the PDF uncertainty evaluated in section 8.4.
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8 Background from the Standard Model DY
Process
The SM DY process is the dominant background to a dilepton signal from the graviton decay in
the ADD scenario of large spatial extra dimensions. Combinations of model parameters that are
not yet strongly disfavored by experiments from the pre-LHC era are expected to become visible
at high dilepton masses in the range of at least several hundred GeV. As the graviton couples to
the energy momentum tensor, also other SM processes could get influenced at comparable energy
scales. This, in combination with the general scarcity of events from electroweak processes in
the relevant energy range, makes it important to perform a careful study of the expected SM
DY background by means of simulation. Within the uncertainties of the detector performance,
one can validate the theory predictions for masses below the signal region and potentially use
this data to improve the background estimate and its uncertainty. In the following sections it
is discussed how a combined application of existing software tools can be used to evaluate the
mass dependent SM DY background and estimate its uncertainty. If not stated otherwise, all
evaluated cross sections are inclusive with respect to additional final state particles.
8.1 Simulation at LO
The leading order prediction for the differential cross section of the SM DY process has been
reviewed in section 2.3. While the baseline result for the background estimation is based on a
simulation with MC@NLO (section 8.2.1), also LO calculations are of relevance for the analysis.
In some cases they are sufficient for qualitative considerations and a comparison with them
allows to define a reference point for the quantification of higher order effects. Due to the
potential influence of interference effects they are also important for the evaluation of the signal
contribution (section 10). The Born level amplitudes of the DY process are implemented in many
event generators. To achieve full consistency between the simulation of signal and background,
all results in this section are calculated with pythia8 [212]. The integrated cross sections of the
dimuon mass spectrum as a function of a lower mass threshold including the pythia8 parton
shower (CTEQ6 LO PDFs, tune options ee:3 and pp:5 (4C), program version 8.142) are shown
in figure 8.1 (Left). Numbers for ratios between high mass events with one muon falling into
the acceptance interval 2.1 < |η| < 2.4 and the number of high mass events with both muons
within |η| < 2.1 are given in table 8.1. For high dimuon masses the ratio is approximately
0.05 and depends only weakly on the choice of a lower mass threshold. These numbers are of
interest because as discussed in section 6.3.2 the range 2.1 < |η| < 2.4 is covered by the CMS
Mµµ > 1.1 TeV Mµµ > 1.3 TeV Mµµ > 1.5 TeV
#events(1µ,2.1<|η|<2.4)
#events(2µ,|η|<2.1) 0.06 0.05 0.05
Table 8.1 Ratios between the number of DY LO events (pythia8 including parton shower)
with one muon falling into the acceptance interval 2.1 < |η| < 2.4 and the number
of events with both muons within |η| < 2.1, for different lower mass thresholds.
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Figure 8.1 (Left) Integrated DY cross section as a function of a lower mass threshold evaluated
with Pythia8, including a basic event selection (|ηµ| < 2.1 and pT,µ > 45 GeV).
(Right) Angular distribution of the two final state muons ordered by pT for Mµµ >
1.3 TeV (1 zb = 10−21 b).
muon system but not part of the L1 muon trigger. Figure 8.1 (Right) shows the full (η1, η2)
distribution for Mµµ > 1.3 TeV, where the index 1 labels the muon with highest pT.
8.2 QCD Corrections up to NNLO
Next-to-leading order (NLO) corrections to the DY process [213, 214] in αs are known to have
a strong influence on many observables, including the dilepton mass distribution. Examples
of QCD NLO Feynman graphs are shown in figure 8.12 (diagrams ii−iv). Generally, a correct
inclusion of higher order QCD terms in proton-proton collisions requires a consistent treatment
of renormalization and factorization schemes between the calculation of hard interactions and
the definition of PDFs (e.g. [215]). QCD NNLO corrections to the DY process have also been
calculated [216, 217]. A few of the Feynman graphs that are connected to the calculation of
QCD NNLO corrections are shown in figure 8.12 (diagrams v−vii).
8.2.1 Simulation of Drell-Yan Dimuon Events with MC@NLO
MC@NLO [210, 211] allows to simulate Drell-Yan dimuon events including full NLO QCD
corrections. The parton level events used for the presented study are generated with MC@NLO,
version 3.4.1, interfaced to the lhapdf library, version 5.8.5 [218]. The applied PDFs are the
central set of cteq66 [219]. Herwig6 [220] is used for parton showering and hadronisation.
Additionally, the Photos [221] (final state photon radiation) and Jimmy [222] (multiple parton
interactions) tools are applied.
The detector simulation follows standard procedures1. Pileup is included in the simulation
to allow for a reweighting of events according to the pileup distribution measured in the 2011
dataset. The possibility of an influence from pileup effects on the DY background prediction has
been discussed in section 7.4. The simulation is subdivided into different mass ranges to avoid
1Summer11 sequence with CMSSW_4_1_4 up to GEN level and CMSSW_4_2_3_patch2 for all further
steps
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Figure 8.2 (Left) DY dimuon cross sections evaluated with MC@NLO, as a function of the
dimuon mass at generated final state with basic selection criteria (|ηµ| < 2.1 and
pT,µ > 45 GeV) and after simulation of the event reconstruction in the detector
including all selection criteria. (Right) Corresponding integrated cross sections
(from left bin border), as a function of the dimuon mass threshold.
statistical limitations due to low event numbers in the tail of the mass distribution. Table D.2
lists the generated event samples.
Mass dependent cross sections for selected events at generator level and after application of all
selection criteria on the reconstructed event are shows in figure 8.2. Figure 8.2 (Left) presents
the cross sections contained in mass bins of 20 GeV width. Figure 8.2 (Right) shows the cross
sections integrated from a lower mass threshold. In both cases, the results are shown with only
a basic set of selection requirements (|η| < 2.1 and pT > 45 GeV) on the final state at generator
level and under inclusion of the detector response and the application of the full set of event
selection criteria. For masses of up to about 1 TeV, the expected cross section including the
detector simulation are slightly lower as the overall efficiency is approximately 90%. Influences
from the dimuon mass scale and resolution become more visible at very high masses and result
in an increased mass tail for the events with included detector simulation.
Figure 8.3 (Left) shows mass dependent LO→QCD NLO K-factors defined as ratios between
the cross section simulated with MC@NLO and Pythia8. They illustrate that care needs to be
taken in applying such corrections, as their size can strongly depend on the choice of the PDFs
and specifics of the LO simulation. The results show that applying NLO PDFs to the Born
level changes the K-factor. This demonstrates the importance of a consistent choice of PDFs
in the definition and application of K-factors. One can also see that the Pythia parton shower
increases the effective K-factor as the events are shifted towards lower dimuon masses.
The simulated mass-dependent selection efficiency is shown in figure 8.3 (Right). This effi-
ciency includes trigger simulation, muon reconstruction, and the application of the full set of
event selection criteria. The result is evaluated with respect to final state muons with |η| < 2.1
and pT > 45 GeV. Including an additional track based isolation criterion on the final state
muons that reflects the isolation criterion applied on the reconstructed muon pair does not alter
the resulting efficiencies in a relevant way. These simulation results demonstrate that over a
wide range of dimuon masses the event selection is expected to be efficient at a level of above
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Figure 8.3 (Left) Mass dependent LO→QCD NLO K-factors (|η| < 2.1 and pT > 45 GeV)
derived from DY simulations with MC@NLO and Pythia8. (Right) Mass dependent
selection efficiency (i.e. fraction of MC@NLO events with |η| < 2.1 and pT >
45 GeV that passes the selection criteria applied on the simulated CMS detector
response and event reconstruction). Changes in color indicate thresholds between
the different mass binned event samples used to evaluate the efficiency at a given
mass value.
90%. The efficiency in the interval 0.2TeV < Mµµ < 2TeV is found to be varying by only
about 3%.
At a given dimuon mass, one can use the variable θ∗ (defined in section 2.3) to fully specify the
LO DY process in the center-of-mass frame. Figure 8.4 provides a comparison between the cos θ∗
distributions evaluated with MC@NLO and Pythia8 in the ranges 0.9TeV < Mµµ < 1.1TeV and
1.3TeV < Mµµ < 1.5TeV. The simulations indicate that the LO shape of the distributions is
approximately maintained in the NLO result. Also the reconstruction is found to have only little
influence on the obtained shape.
8.2.2 Comparison between DY Dimuon Events Simulated with MC@NLO and
Powheg
Simulation results for the expected dimuon mass spectrum at QCD NLO with MC@NLO have
been discussed in section 8.2.1. Another simulation tool that allows for a prediction of the DY
dimuon background at QCD NLO including matching to a QCD parton shower simulation is
Powheg [223, 224]. DY dimuon events generated with Powheg that use the latest version of the
CMS detector simulation for the analysis of 2011 data have been generated within the CMS
collaboration. A list of the corresponding data samples is provided in table D.3. The PDF set
that has been applied for these simulations is CT10 [225]. Pythia6 [209] is used to include a
QCD and EW parton shower.
Comparing the DY background to the dimuon mass spectrum as evaluated from the Powheg
samples with the results from MC@NLO provides a first idea of the uncertainties that one
should expect from differences in the used PDF sets and the varying implementation of NLO
calculations and parton showering. Ratios of the predicted dimuon mass spectra can be evaluated
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Figure 8.4 Comparison between the distribution of cos θ∗ (|ηµ| < 2.1 and pT,µ > 45 GeV) at
LO (pythia8) and QCD NLO (mc@nlo) for different dimuon mass regions.
based on the final states from MC@NLO and Powheg and the respective predictions after the
detector simulation and the subsequent event reconstruction. Comparing these ratios allows
for an estimate of how relevant differences between the CMS software versions used for the
simulation with Powheg and the simulation with MC@NLO (somewhat older version) are for
the evaluation of the DY background expectation.
Figure 8.5 (Top Left) shows the DY dimuon mass spectrum from the simulation with Powheg.
Integrated cross sections as a function of a lower mass threshold are given in figure 8.5 (Top
Right). A comparison between the mass dependent cross sections from the Powheg and the
MC@NLO simulation is shown in figures 8.5 (Bottom Left) and 8.5 (Bottom Right). Including
the influence of parton showering and hadronization, the differences between the two simulations
are found to be rising with the dimuon mass. The deviation is about 7% for the integrated cross
section above 0.2 TeV and increases to about 18% for the integrated cross section above 1.5 TeV.
Uncertainties on the assumed parton density functions at QCD NLO (section 8.4) make it
likely that a large part of the deviation is due to the different PDF sets used in the two simu-
lations. Including the CMS simulation and event selection increases the difference between the
simulation with Powheg and MC@NLO by about 3%. This suggests a mild influence of the newer
version of the CMS simulation software on the prediction of the DY background. However, the
size of the effect is considerably below the leading uncertainties on the background prediction
in the signal region2.
8.2.3 Evaluation of the Dimuon Mass Spectrum at QCD NNLO with FEWZ
The program fewz [226] allows to calculate LO, QCD NLO, and QCD NNLO parton level
cross sections for the DY process3. It is possible to evaluate the cross sections as a function of
the dilepton mass, and additional kinematic cuts on the final state particles can be specified.
To specify an approximate NLO→NNLO correction factor on the NLO background estimate
2A summary of these uncertainties is given in table 11.1, including references to the sections in which they
are discussed in more detail.
3In this section, the terms NLO and NNLO always refer to QCD calculations.
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calculated with mc@nlo, the mass dependent DY cross sections at NLO and NNLO have been
evaluated with fewz (version 2.0). The applied PDF sets are the central NLO mstw08 [215]
PDF set for the calculation of NLO cross sections and the central mstw08 NNLO PDF set for
the calculation of NNLO cross sections. To be consistent with the muon selection used in the
presented analysis, both final state muons are required to be in the range |ηµ| < 2.1. Resulting
NLO→NNLO correction factors for several mass ranges between 0.8 TeV and 1.4 TeV are
shown in table 8.2. The renormalization and factorization scales are selected at the center of
the evaluated mass range.
These results show that the NLO→NNLO correction factors are small if compared to the
LO→NLO corrections discussed in section 8.2.1. This suggests that the perturbative approach
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Figure 8.5 (Top Left) DY dimuon cross sections evaluated with Powheg, as a function of the
dimuon mass at generated final state with basic acceptance selection criteria (|ηµ| <
2.1 and pT,µ > 45 GeV) and after simulation of the event reconstruction in the
detector including all selection criteria. (Top Right) Corresponding integrated cross
sections (from left bin border), as a function of the dimuon mass. (Bottom Left)
Ratio of mass dependent DY cross sections evaluated with Powheg and MC@NLO
(|ηµ| < 2.1 and pT,µ > 45 GeV). (Bottom Right) Corresponding ratio of integrated
DY dimuon cross sections as a function of the lower mass threshold (left bin border).
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Table 8.2 DY QCD NLO→NNLO correction factors for several dimuon mass regions as evalu-
ated with fewz.
mass region [TeV] QCD NLO→NNLO correction factor
0.8− 0.9 1.02
1.1− 1.2 1.04
1.3− 1.4 1.03
in αs converges roughly as one would naively expected. Generally, studies indicate that NNLO
results are stable at the level of ≈ 1% with respect to typical scale variations [217]. For the
presented study it is found that varying the renormalization and factorization scales by a factor
of 2 changes the NLO→NNLO K-factors by at most 2%. The fewz output indicates that the
uncertainty on the calculated results due to limitations in the numerical precision related to
the invested time for computing the results is about 1%. This implies that the results are in
agreement with a K-factor that is flat in the dimuon mass. An NLO→NNLO K-factor of 1.02
is applied on the NLO background prediction at masses of several hundred GeV and above4.
For the statistical evaluation of results, an uncertainty of 3% is applied to cover the systematic
uncertainty due to the limitations in the precision of higher order QCD corrections.
8.3 Electroweak NLO Corrections
Complete calculations of higher order matrix elements for the DY process in electroweak per-
turbation theory have been calculated at NLO [228, 229] and are implemented in simulation
software [230]. The corresponding Feynman graphs for the quark anti-quark initial parton state
comprise
• virtual electroweak radiative corrections, for example diagram 8.12 (viii)
• photon emission from the initial or final state fermions, for example diagram 8.12 (ix)
• corrections due to boson self energies, for example diagram 8.12 (x)
• box diagrams with the exchange of 2 gauge bosons, for example diagram 8.12 (xi)
The influence of box diagrams becomes more relevant at high energies, because they involve
Sudakov factors of the form ln
(
sˆ/M2W,Z
)
. It has been found [229] that the strongest effect of
the box diagrams at high dilepton masses for LHC proton-proton collisions is due to the WW
box diagram.
A full treatment of EW NLO effects also requires an electroweak evolution of the PDFs [231,
232]. As a result, one receives photon contributions to the parton densities and modifications
to the quark and (less importantly) gluon densities. PDF fits including QED evolution at
O (αQED) are available in the mrstqed04 PDF set [233]. The inclusion of a photon PDF
results in additional contributions to the dimuon mass spectrum from the Born level γγ → µµ
and γq → µµ + jet processes. One of the diagrams that are relevant for the photon induced
contributions is shown in figure 8.12 (xii).
So far, no complete calculation of a combined treatment of QCD NLO and EW NLO correc-
tions to the DY observables has been presented. As long as this situation persists one needs to
take a pragmatic approach to combining both types of NLO corrections. It is therefore necessary
4This particular choice is compatible with the results shown in table 8.2 and allows for best consistency with
other studies of NLO→NNLO corrections [227].
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to consider different possibilities that allow to arrive at a reasonable estimate for the cross sec-
tion uncertainties. Two different calculation schemes for a combination of EW NLO and QCD
NLO corrections to a given observable are discussed in [234]. It has been suggested to take their
difference as an indicator for the uncertainty due to O (ααs) terms. The evaluation of the EW
corrections with Horace in section 8.3.1 relates to this approach and follows a similar strategy.
The presented evaluation is certainly not exhaustive of the possibilities to study electroweak DY
corrections. While it is unlikely that a substantially more precise evaluation of the electroweak
DY corrections at high masses is possible with the currently available calculations and soft-
ware tools, further studies could help to improve the estimate of the corresponding systematic
uncertainties in future iterations of the analysis.
8.3.1 Evaluation with Horace
The horace [230] event generator (version 3.1) has been used to evaluate electroweak correc-
tions to the DY dimuon mass spectrum. For the simulation of the QCD parton shower and
hadronisation, horace is interfaced to herwig. The factorization scale is set to the invariant
mass of the lepton pair. The aim of this study of electroweak NLO effects is to derive correction
factors that can be applied on the mc@nlo prediction at generated final state.
Most of the presented results are evaluated based on the ct10 QCD NLO PDFs [225]. As
briefly outlined in the previous section, a fully consistent treatment of the NLO EW corrections
requires a PDF set with the corresponding QED parton evolution. The choice of the used PDFs
for this study is motivated by the decision to apply the EW corrections on top of the QCD NLO
sample. Another reason is the lack of a recent PDF set with QED NLO evolution taking into
account improvements in the methodology and input of available data for PDF fits from the last
decade. To get an estimate of the influence of photon induced effects, they are evaluated as a
separate effect. For this purpose, horace is interfaced to the mrstqed04 PDF set.
As photos [221] is used for the showering step of the event generation with mc@nlo, the
effect of photon radiation is already largely accounted for in this simulation. In consequence,
photos also needs to be applied for calculating the DY LO observables with horace to derive
a meaningful correction factor. The electroweak K-factor factor can then be defined as
KEW,1 =
( horace (NLO))Mµµ
( horace (LO + FSR))Mµµ
. (8.1)
As a cross check of the simulation of final state radiation (FSR) with horace one can also
calculate
KEW,1′ =
( horace (NLO))Mµµ
( horace (LO) + photos)Mµµ
, (8.2)
where the final state radiation is simulated by photos. Alternatively, one can consider to
take the EW corrections to the LO cross sections as an additive correction to the observable,
with the correction factor defined as
KEW,2 = 1 +
( horace (NLO))Mµµ − ( horace (LO) + FSR)Mµµ
(mc@nlo)Mµµ
. (8.3)
The correction factor Kγ−ind quantifies the influence of photon induced contributions as
Kγ−ind = 1 +
( horace (NLO,photon induced))Mµµ
(mc@nlo)Mµµ
. (8.4)
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Figure 8.6 (Top Left) DY dimuon cross sections as a function of the dimuon mass evaluated
with horace. (Top Right) Ratios of the cross section from photon induced pro-
cesses at EW NLO and the LO cross section as a function of the dimuon mass.
(Bottom Left) Ratios of DY EW NLO or LO+FSR cross sections and the LO cross
section as a function of the dimuon mass. (Bottom Right) Ratios between the cross
sections from horace LO including final state radiation and horace LO interface
to the EW shower simulation with Photos.
Events are generated in mass binned samples with Mµµ in the range of [0.2TeV, 0.5TeV],
[0.5TeV, 0.8TeV], [0.8TeV, 1.2TeV], [1.2TeV, 1.6TeV], and [1.6TeV,
√
s]. An overview of these
samples is given in table D.1. The events in a given sample are generated with event specific
weights of ±1 and the thresholds for the hit-or-miss based unweighting procedure are set suffi-
ciently high to avoid any relevant bias of the result. Here, unweighting refers to the procedure
of accepting events into the final sample according to their relative probability in the consid-
ered phase space. This avoids statistical problems related to samples that are dominated by
events with small weights. All shown results include a basic muon selection of pT,µ > 45 GeV
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Figure 8.7 (Left) Mass dependent EW correction factors as defined in equations 8.1 to 8.4
(|ηµ| < 2.1). (Right) Combined EW correction factor as defined in equation 8.5.
and |η| < 2.1 to take the experimental constraints on trigger threshold and selected acceptance
range into account.
Figure 8.6 (Top Left) shows the evaluated horace mass spectra at LO, LO with FSR, and
NLO. It can be seen that there are no significant steps at the thresholds between samples
covering different mass ranges. This indicates that the chosen thresholds for the unweighting
procedure are appropriate. The cross sections for the photon induced processes γγ → µ+µ−
and γq → µ+µ−q are evaluated with the corresponding subset of events simulated at EW NLO
using the mrstqed04 PDFs . Ratios between the evaluated mass distributions and the LO mass
distribution are shown in figure 8.6 (Top Right, Bottom Left). At a given mass interval, the FSR
corrections to the DY process result in reduced cross sections. For the combined effects from
virtual contributions and photon radiation the downwards trend increases for high masses as
expected from the amplitudes of the box diagrams. The EW NLO evaluation with mrstqed04
PDFs predicts a decreased amount of the downwards correction due to the photon induced
processes. This shows that it is important to consider not only the EW NLO matrix elements
for gluon and quark induced processes but also the influence of the photon PDF that arises in a
consistent EW NLO calculation. The relative contribution of the photon induced processes with
respect to the LO cross section is found to be increasing with the dimuon mass which seems
compatible with results from detailed calculations of EW corrections to the neutral DY process
presented in [235].
Mass dependent ratios between the horace LO+FSR distribution and the horace LO with
photos EW showering are shown in figure 8.6 (Bottom Right). As one does not expect any
local features for this ratio, it can be concluded that, within the statistical uncertainties, the
ratios are compatible with a value of 1. Accordingly, KEW,1 and KEW,1′ are equivalent with
respect to the obtained precision of the evaluated results. The resulting EW correction factors
as defined in equations 8.1 to 8.4 are shown in figure 8.7 (Left). Figure 8.7 (Right) shows the
combined EW correction factor
KEW,comb =
(mc@nlo)Mµµ ·KEW,1 + ( horace (NLO,photon induced))Mµµ
(mc@nlo)Mµµ
. (8.5)
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At 0.5 TeV, KEW,comb is compatible with 1 but decreases to about 0.9 at 2 TeV. The trend of
the seen effect is compatible with evaluations of EW correction factors to the DY process for pp
collisions at different center-of-mass energies [236, 228, 237, 238]. An uncertainty of 3% covers
the difference between KEW,1 and KEW,2 and statistical uncertainties. Additional uncertainties
are expected due to the choice of the factorization scale and higher order corrections. Taking
this into consideration it seems reasonable to assign an uncertainty of 0.05 to KEW,comb. For the
results discussed in the following chapters, the mc@nlo simulation is corrected for EW effects
according to KEW,comb.
8.4 Mass Dependent PDF Uncertainty on the DY Cross Section at
QCD NLO
Limitations on the precision to which the proton parton distribution functions are known result
in an important source of uncertainty on the dimuon SM DY cross sections at high dilepton
masses. As the considered BSM signature is a non-resonant enhancement of high mass dimuon
events, it is important to quantify the PDF related uncertainties on the dominant background
source. The applied procedure for the estimation of the PDF uncertainties makes use of input
from the cteq66 [219], mstw08 [215] and nnpdf21 [239] PDF sets. The overall approach is
close to what is suggested in the interim recommendations of the pdf4lhc group [31]. Specific
studies of the influence of αs variations suggest that the associated uncertainty is considerably
smaller than the combined influence from other PDF related factors. For practical reasons,
the study of PDF sets which do not use the respective best fitting value for αs is restricted to
mstw08 PDFs.
Within each of the three considered PDF sets, the reweighting technique [240] is applied to
study the effects of varying the fit parameters (mstw08 and cteq66) or switching between
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Figure 8.8 Relative PDF uncertainties on the DY dimuon cross sections evaluated with cteq66
as a function of the dimuon mass (|ηµ| < 2.1) at the final state of the collision
simulation and after simulation of the detector response and event selection.
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different replica (nnpdf21). Here, reweighting refers to the method of switching from a PDF
set a to a PDF set b by applying an event specific weight factor
wkij =
f bi
(
xi, Q
2) · f bj (xj , Q2)
fai (xi, Q2) · faj (xj , Q2)
, (8.6)
where the indices i, j label the types of the initial state partons. A more detailed discussion of
PDF reweighting including a list of advantages and potential drawbacks may be found in [241].
The PDF uncertainty is evaluated in dependence on the considered dimuon mass. The PDF
uncertainties are changing sufficiently slowly with the dimuon mass to make uncertainty varia-
tions in an interval of 100 GeV irrelevant for the analysis. Accordingly, results are evaluated in
steps of 100 GeV. This also reduces statistical uncertainties due to limitations in the number
of simulated events. At a given mass, the uncertainty for each given PDF set is constructed
according to the pdf4lhc recommendations. For the statistical evaluation of the uncertainties
on the integrated background above a given dimuon mass threshold one may weight the un-
certainties in the contributing mass range according to the mass dependent background cross
section. Averaging in this way may in principle result in an overestimation of the uncertainty,
because the uncertainties at different masses are not necessarily fully correlated. In practice, the
influence of uncorrelated components of the uncertainties at different masses may be neglected
as the background is dominated by events close to the considered mass threshold. An inspection
of the mstw08 and cteq66 error PDFs confirms that the contributions to the uncertainty in
mass intervals of relevant size are highly correlated.
mc@nlo (section 8.2.1) is used to simulate events with the respective central (cteq66 and
mstw08) or average (nnpdf21) PDFs. The PDF information is provided by lhgrid files ac-
cessed via the lhapdf interface [218]. A summary of the input data is given in table D.4. To
reduce the required computing resources to a reasonable level, only the simulation with cteq66
is passed through the full cmssw simulation and reconstruction sequence. Figure 8.8 compares
the dimuon mass dependent cteq66 PDF uncertainty ( |ηµ| < 2.1) before and after inclusion of
the CMS detector simulation and the event selection. For high masses, it is expected that at a
given dimuon mass Mµµ the uncertainties without the CMS simulation are somewhat larger as
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Figure 8.9 (Left) PDF uncertainty bands from cteq66, mstw08 and nnpdf21 (|ηµ| < 2.1).
Each band is centered on the central (average) PDF from the respective PDF set.
(Right) PDF uncertainty bands for the DY dimuon process from cteq66, mstw08
and nnpdf21 (|ηµ| < 2.1). The bands for the uncertainties from mstw08 and
nnpdf21 are shown with respect to the offset between their central (average) PDF
and the cteq66 central PDF (dashed lines).
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Figure 8.10 Envelopes for the relative PDF uncertainties on the (inclusive) DY dimuon cross
sections at 90% and 68% confidence level. (|ηµ| < 2.1).
a result of the limited dimuon mass resolution of the reconstructed event. In the steeply falling
DY spectrum more events are shifted from a mass Mµµ − ∆Mµµ towards mass M than from
Mµµ + ∆Mµµ. However, with the current event selection the effect is found to be < 1% up to
masses of 1.5 TeV. Figure 8.8 demonstrates this for the central cteq66 PDF set. Accordingly,
it is not a problem that the following analysis is based on the final states from simulating proton-
proton collisions without taking into account the influence of the CMS event reconstruction.
Figure 8.9 (Left) shows the PDF uncertainty evaluated for a wide range of invariant masses
with respect to the central (average) PDF estimates of a given set. The overall behavior is found
to be similar for each of the three sets. The respective uncertainties at 90% CL increase with the
dimuon mass. At 200GeV, the uncertainty estimate from each set is ≈ 4%. The uncertainties
increase to about 15% at 2 TeV. In addition to the variations within each set, one may also take
into account the differences between the central (average) fits. The relative offset between the
central (average) PDF estimate from each set with respect to the baseline estimate with cteq66
is depicted by the dashed lines in figure 8.9 (Right). The uncertainty bands for mstw08 and
nnpdf21 shown in this figure are then evaluated while taking into account the offset towards the
cteq66 central PDF. It can be seen that the offset between the central (average) PDFs surpasses
the evaluated cteq66 90% uncertainty for masses from about 300GeV to above 1TeV. Such
differences between the central (average) PDF sets are encountered more often than one would
naively expect. This drives the idea that that it is necessary to include these differences into
the estimation of the PDF uncertainties.
It has been suggested to estimate the overall PDF uncertainty from the different sets by
constructing the envelope of the PDF uncertainties with respect to the observable of interest
(in this case the cross section for a given mass bin) [31]. The result of this procedure is shown
in figure 8.10. A factor of 1/1.64, motivated by the relation between the corresponding central
normal (i.e. gaussian) probability intervals, is used to translate the 90% into 68% uncertainties.
The central sets of the lhgrid files with αs varied within a 90% confidence interval are used
to evaluate the influence of variations in αs. Corresponding relative differences with respect
to the prediction based on the mstw08 central set with best fit value for αs are depicted in
figure 8.11. The respective (90% C.L.) variations are considerably smaller than those evaluated
based on the 90% uncertainty envelope in figure 8.10. For the mstw08 PDFs, the best fit
value is αs
(
m2z
)
= 0.1202 and the 90% C.L. interval is bounded by αs
(
m2z
)
= 0.1163 and
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Figure 8.11 (Left) Mass-dependent relative differences (|ηµ| < 2.1) between the central cteq66
DY prediction and the mstw08 results with and without αs variations. (Right)
PDF uncertainty bands from mstw08 with and without αs variations and cteq66
and . The mstw08 bands are shown under inclusion of the offset between their
central (average) PDF set and the cteq66 central PDF set.
αs
(
m2z
)
= 0.1234 [215]. In the following analysis steps, an additional uncertainty of 3% is
applied to cover the 68% uncertainty related to the choice of αs.
The overall PDF uncertainty is then estimated by combining the uncertainty from the envelope
(figure 8.10) with the uncertainty from evaluating the αs variations with mstw08.
8.5 Combination of Results
The baseline description of the DY background used for the optimization of the dimuon mass
range that defines the signal region (chapter 11) and the analysis of the measured mass spectrum
(chapters 12 and 13) is based on the mc@nlo estimate. As described in section 8.2.1, this result
includes a simulation of the detector response. Correction factors for QCD NNLO and EW NLO
contributions are applied as specified in sections 8.2.3 and 8.3. The considered uncertainties
include estimates of the limitations in the calculation of higher order matrix elements and
the mass dependent PDF uncertainties evaluated in section 8.4. For the purpose of statistical
inference, these uncertainties are treated as statistically independent. Further uncertainties, that
are related to the measurement of events with the CMS detector, are discussed in chapter 7.
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Figure 8.12 Some of the relevant Feynman diagrams for calculating the dimuon mass distri-
bution from the neutral DY process.
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9 Non-DY Background Sources
Background sources other than the SM DY process are discussed in this chapter. Further
processes including prompt muon pairs that are created in the (perturbatively calculated) hard
interaction are evaluated in section 9.1. It is found that the influence of these backgrounds
restricted to a level of less than 10% of the dominant DY contributions.
Potential backgrounds from QCD multijet events and the muon component of cosmic radi-
ation are discussed in section 9.2. Based on results from studies performed within the CMS
collaboration, those contributions can be considered as negligible for the presented search.
9.1 Processes with Prompt Muons
Events with prompt muons are not only expected due to the neutral DY process but are also
created in the charged DY process (W + jets), heavy diboson (WW , WZ, ZZ) production and
the tt¯ process, which generates muon pairs via tt¯ → bW+ b¯W−. Table 9.1 lists the simulated
event samples and cross section estimates that are used to study the impact of these backgrounds
on the expected dimuon mass spectrum1.
Process generator cross section [pb] cross section reference
tt¯+Jets Madgraph5 [242] 165 QCD NNLL [243]
WW Pythia6 43.0 QCD NLO with MCFM [244]
WZ Pythia6 18.2 QCD NLO with MCFM
ZZ Pythia6 5.9 QCD NLO with MCFM
W+Jets MadGraph5 239.6 QCD NNLO corrected (FEWZ [226])
Table 9.1 Samples for the evaluation of W + jets, tt¯ and diboson backgrounds.
The stacked dimuon mass dependent contributions from these background simulations are
shown in figure 9.1 (Left). For a direct comparison, the neutral DY process at QCD NLO is
also included as a stacked contribution. As expected, the DY process is found to dominate
the background. Contributions from W + jets production are highly suppressed as one of the
two muon candidates that are necessary for passing the event selection needs to be created in
the decay of hadronic final state particles. The probability of high mass dimuon pairs being
created in this way is low and the muons from hadron decays in jets will mostly fail the isolation
requirements. Ratios between the expected cross sections above a given mass threshold from
neutral DY events and the other considered backgrounds with prompt leptons are given in figure
9.1 (Right). The resulting values are found to be decreasing with the dimuon mass, approaching
approximately 2% at a mass threshold of 1 TeV.
The statistical evaluation of the measured dimuon spectrum in later chapters assumes a
background contribution from tt¯ and diboson backgrounds of 2% for masses in the range
Mµµ & 1 TeV. An uncertainty of 100% is assigned to this estimate. In terms of the corre-
sponding cross section differences, this uncertainty is still considerably lower than the leading
1The storage paths for the samples are given in table D.5 in appendix D.
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Figure 9.1 (Left) Expected dimuon mass dependent cross sections (|ηµ| < 2.1 and
pT,µ > 45 GeV) for W + jets, tt¯ and diboson processes including the simulation
of the CMS detector. (Right) Ratio of these cross sections and the corresponding
DY cross section (QCD NLO) as a function of a lower mass threshold.
uncertainties on the DY background. Accordingly, any more detailed studies of non-DY back-
grounds with prompt muons would not result in a significant improvement of the analysis.
All lepton flavors (e,µ, and τ) in the SM have equal couplings to the gauge bosons [245].
This property is often referred to as lepton universality. As a consequence, tt¯ and diboson
production are expected to be symmetric between the dimuon and electron-muon final states2.
Uncertainties on the ratio between the contributions of the discussed processes to the eµ and
µµ mass spectra are therefore mainly due to experimental uncertainties like for example energy
scale corrections or identification efficiencies. This situation allows for a cross check of the
µµ background estimate with the measured eµ spectrum. The eµ spectrum is expected to be
dominated by tt¯ and diboson events. If the eµ measurement is found to be compatible with the
simulated background expectation this increases the confidence one can place in the simulated
background expectation for the µµ spectrum. If there are inconsistencies, they might point
towards flaws in the object reconstruction and identification or an underestimation of cross
section uncertainties.
A more detailed description of how to check dimuon backgrounds with prompt muons with eµ
events can be found in [246]. An analysis specific application of this cross check with eµ events
corresponding to 1.1 fb−1 of the 2011 dataset did not indicate problems of the background
simulation. In the context of the CMS search for dilepton resonances with 2011 data [103], the
eµ cross check has been applied to the full 2011 dataset. As the main result, the eµ spectrum
in the data is found to be consistent with the simulation of tt¯ and diboson processes, and the
correction factors between data and simulation are close to 1. Hence, no additional correction
needs to be applied to the simulation of these background in the dimuon mass spectrum. The
method runs out of statistics before reaching the mass range of 1 TeV and above. It can
therefore not be used for a straightforward estimate of the background uncertainty in the signal
region. Nonetheless, the described results increase the overall trust in the simulation of non-DY
2except for negligible differences due to the differing lepton masses
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Figure 9.2 Opposite sign eµ mass spectrum [103].
backgrounds with prompt leptons in the final state. Figure 9.2 shows the eµ (opposite-sign)
mass spectrum with 5.0 fb−1 as presented in [103].
9.2 Backgrounds from Multijet Events and Cosmic Radiation
While the overall cross section for multijet events is large, requiring isolated high energy lepton
candidates provides strong rejection power against this background source. QCD multijet con-
tributions can only produce such muon candidates if a significant amount of the energy from the
created hadrons is transfered into leptonic decay products. It is expected that the background
contributions from multijet events in the same-sign dimuon mass spectrum are of the same or-
der as the respective opposite sign contributions. The observation that there are no same-sign
dimuon events above 0.45 TeV provides therefore a strong argument for the hypothesis that
the multijet background in the mass range & 1 TeV is negligible3. Also simple cross checks
of the data distributions with relaxed isolation requirements do not point towards a relevant
background contributions from such events.
A more detailed evaluation of potential background contributions from QCD multijet events
has been performed in [247]. In this study, the probability that a loosely isolated muon passes the
complete event selection is evaluated based on events with a single muon candidate. Combining
the obtained results with simulation results for the influence of SM processes with prompt muons
in the final state (e.g. W+Jets), one extracts the probability that a jet with a loosely isolated
muon candidate results in a reconstructed isolated muon. A QCD multijet background estimate
can then be derived from a sample of dimuon events in which both muon candidates fail isolation
by applying the previously calculated fake probability. The results support the assumption that
the influence of QCD multijet background is negligible for the given event selection.
Muons from cosmic radiation can generate an additional potential background source if they
pass through the beam interaction region and are compatible with the timing of a bunch crossing.
Such muons are expected to be reconstructed as opposite sign muon pairs as they pass the CMS
magnetic field first from the outside to the inside while creating the first muon candidate and in
opposite direction while creating the second. The included selection requirements on the impact
parameter dxy and the angle αµµ are chosen for the specific purpose of reducing the background
3The mass spectrum of same-sign muon pairs in the 2011 dataset is shown in figure 12.1.
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Figure 9.3 Measured dimuon mass spectra of events with inverted αµµ selection criterion (→
pi − αµµ < 0.02) (Left) and inverted αµµ and dxy (→ |dxy| > 0.2 cm ) selection
criteria (Right). There are no events which pass an inversion of only the dxy selection
criterion.
from cosmic ray muons to a negligible level. Figure 9.3 (Right) shows the measured dimuon
spectrum with inverted dxy and αµµ selection, which is expected to have a large contribution
from cosmic ray muons. As there are no events that pass the inversion of the dxy selection
but meet the αµµ criterion, it can be deduced that the αµµ requirement is highly efficient in
rejecting background contributions from cosmic rays. If one makes the reasonable assumption
that the events failing both of the considered selection criteria are dominated by the cosmic ray
background one can deduce an upper limit on the probability that a comic background event with
|dxy| > 0.2 cm passes the αµµ selection. Just taking into account the events above 1 TeV (23
events with both αµµ and dxy inverted), the Clopper-Pearson upper limit4 [248] on the Binomial
success rate at 95% confidence level evaluates to 15%. This implies a lower limit on the rejection
probability of 85%. Figure 9.3 (Left) shows the events that pass the dxy requirement but fail the
αµµ selection. The performance of the angular reconstruction of the muon candidates for the
measurement of αµµ is not expected to be strongly dependent on dxy. If one therefore applies
the lower limit on the rejection probability from above it can be seen that cosmic events provide
at most a small background component at high dimuon masses (. 0.1 events above 1 TeV) if
compared to the estimated DY background mean above 1 TeV which is > 5 events.
4This type of interval construction is suggested by the particle data group [26].
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10 Evaluation of ADD Signal Contributions to
the Dimuon Final State
In chapter 3, virtual graviton exchange has been introduced as a phenomenological consequence
of an effective field theory that is motivated by the ADD model of extra dimensions. To design
a search that is sensitive to such a signal and to study the implications of the measurement,
one needs to be able to establish and quantify expected differences between the predictions of
the SM and the effective field theory description of the ADD model. This can be achieved
through a simulation of signal and SM contributions for those variables that are considered to
be potentially relevant. The application of the pythia8 event generator to simulate the LO DY
process with virtual graviton contributions is discussed in section 10.1. Implications of NLO
QCD corrections to DY dimuon production in the ADD model are reviewed in section 10.2.
10.1 Simulation with Pythia8
The leading order amplitudes of virtual s-channnel graviton exchange in the ADD model are
implemented in pythia8 [60, 212]. This allows for a detailed study of kinematic variables,
including the effects of parton shower and hadronisation. The interference between the graviton
and the leading order SM DY amplitude is taken into account by the simulation. Generated
signal events can then be passed to the cmssw framework to simulate the detector response. All
numerical results presented in this chapter are based on the Pythia version 8.142. Available
options for event generation include the
• choice of the used PDF set (cteq6 if not stated otherwise).
• selection of the ADD model parameter ΛT.
• choice of the tune, which includes for example the selected value of αs. The shown results
use the options 3 for the “ee tune” and 5 (4C) for the “pp tune”. More detailed information
about these tunes can be found in the pythia8 online documentation [249].
• configuration of the lower mass threshold on sˆ.
The lower threshold on sˆ is important for an efficient generation of signal events as the SM
DY contribution dominates the mass spectrum up to at least several hundred GeV,. During
event generation, no restriction in sˆ is applied on the validity of the ADD amplitude. Later on,
an upper threshold on the dimuon mass is considered as a way of parametrizing the effects of
restricting the validity range of the signal1.
Figure 10.1 (Left) shows the simulated dimuon mass distributions for several values of ΛT and
the limiting SM case. As expected, the signal cross sections decrease with rising values of ΛT
and start to deviate from the SM shape at higher masses. To arrive at a consistent leading order
result, the interference effects between the amplitude from the virtual graviton exchange and
the SM DY amplitude require the inclusion of the SM DY amplitude in the signal simulation.
An effective signal for a given distribution can then be defined by subtracting the SM prediction
from the result for the selected ADD model.
1A visualization of the simulation of a typical ADD event with pythia8 is shown in figure D.2.
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Figure 10.1 ADD DY cross sections for several values of ΛT and the SM limit evaluated with
pythia8. Basic kinematic cuts (|ηµ| < 2.1 and pT,µ > 45 GeV) are applied. (Left)
Cross sections as a function of the dimuon mass. (Right) Integrated cross sections
as a function of a lower dimuon mass threshold. The integrated ADD cross sections
are shown with subtracted SM expectation to quantify the effective signal.
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Figure 10.2 (Left) Mass dependent cross sections for the SM DY process and the ADD DY
process at ΛT = 3.0 TeV. The ADD process is shown both in total and subdi-
vided into contributions from gluon-gluon fusion and, quark-antiquark annihilation
(|ηµ| < 2.1 and pT,µ > 45 GeV). (Right) Mass dependent selection efficiency for
the ADD DY process with ΛT = 2.8 TeV (i.e. fraction of pythia8 events with
η < 2.1 and pT,µ > 45 GeV that pass the full set of selection criteria).
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Mµµ > 1.1 TeV Mµµ > 1.3 TeV Mµµ > 1.5 TeV
ΛT = 2.5 TeV 0.03 0.03 0.03
ΛT = 3.0 TeV 0.03 0.03 0.03
ΛT = 3.5 TeV 0.02 0.03 0.03
Table 10.1 Ratio #events(1µ,2.1<|η|<2.4)#events(2µ,|η|<2.1) between the number of events (pythia8 including par-
ton shower) with one muon falling into the acceptance interval 2.1 < |η| < 2.4 and
the number of high mass events with both muons within |η| < 2.1 for different lower
mass thresholds and different values of the ADD model parameter ΛT.
Cumulative cross sections for such effective signal contributions with different values of ΛT
are shown in figure 10.1 (Right) as a function of a lower mass threshold. It can be seen that
for a 5 fb−1 scenario with ΛT = 3.0 TeV one still expects about 5 events in a region where the
SM expectation falls below 1. Using arguments outlined in the discussion of a simple counting
experiment in section 4.4, one can hence already guess at this point that ΛT = 3.0 TeV provides a
rough estimate of the expected exclusion limit (without any truncation of the signal amplitude).
The ADD dimuon signal contains events from gluon-gluon fusion and quark-antiquark annihi-
lation. Figure 10.2 (Left) illustrates for the example ΛT = 3.0 TeV that both of these processes
contribute to the signal in a relevant way. Mass dependent selection efficiencies for a scenario
with ΛT = 2.8 TeV are shown in figure 10.2 (Right). They are found to be compatible with the
corresponding efficiencies for the SM DY process as evaluated in section 8.2.1. The same holds
true for other values of ΛT. A complete list of the ADD event samples that have been generated
under inclusion of the detector simulation can be found in table D.6.
As mentioned in section 5.5, the L1 muon trigger system requires at least one muon in the
range |η| < 2.1. In principle, one could consider relaxing this criterion for one of the muons
towards |η| < 2.4 to gain additional sensitivity. In the presented search, this is not done for
several reasons. As a first point, dimuon events with one muon above |η| = 2.1 are subject
to higher systematic uncertainties due to the increase of jet rates in the forward regions and
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Figure 10.3 Effective signal cross section for ΛT = 3.0 TeV as a function of ηµ,1 and ηµ,2 with
Mµµ > 1.3 TeV. Index 1 is used to label the muon with higher pT (1 ab = 10−18 b).
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LO DY process and an ADD signal in the mass interval 1.1 TeV < Mµµ < 1.3 TeV
for ΛT = 3.0 TeV (Left) and ΛT = 3.5 TeV (Right).
because of the missing second chance to fire the trigger. Additionally, there is only little gain
in signal efficiency. Table 10.1 shows that extending the η range for one muon could increase
the expected number of signal events by about 3%. At the same time, table 8.1 shows that the
background can be expected to rise by about 5%. Combining these considerations, it has been
decided that is is the better choice not to apply the proposed relaxation of the η range for one
of the muon candidates.
It has been reviewed in section 3.1 that the considered ADD dimuon signal would not only
lead to a change in the dimuon mass spectrum but also in the angular distributions of the
produced muon pairs. It is therefore interesting to study also angular variables. One can start
by comparing the (η1, η2) distributions of the SM DY muon pairs in the range Mµµ > 1.3 TeV
as shown in figure 8.1 with the respective result for the effective signal contribution with ΛT =
3.0 TeV as shown in figure 10.3. The seen shape differences already indicate the possibility of
an angular optimization of the analysis. The effect is somewhat more evident and more directly
related to the spin of the exchanged virtual particle if one considers the cosine of the decay angle
cos θ∗ in the dimuon center-of-mass frame.
A quantitative study of the effect was first presented in [59]. Figure 10.4 compares the cos θ∗
distributions of the ADD dimuon signal and the SM DY process in the mass range 1.1 TeV <
Mµµ < 1.3 TeV for ΛT = 3.0 TeV (Left) and ΛT = 3.5 TeV (Right). Corresponding results for
0.9 TeV < Mµµ < 1.1 TeV and 1.3 TeV < Mµµ < 1.5 TeV can be found in figure D.1. These
results suggest that an ADD dimuon search might be improved by implementing either a direct
selection requirement on cos θ∗ or directly including the cos θ∗ into the likelihood function used
in the statistical evaluation of the observed data. To implement any of these options would
require a detailed study of the influence of systematic uncertainties on the cos θ∗ distribution.
Additionally, the shown results for ΛT = 3.5 TeV indicate that the increase in sensitivity will
be rather limited. This is because for ΛT = 3.5 TeV which is not too far above the expected
exclusion range without considering any optimization with respect to θ∗ the distributions are
either rather close to the SM expectation or correspond to only few expected events.
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With the steeply increasing amount of data becoming available during 2010 and 2011, the
analysis focuses on a robust strategy for a search of a non-resonant signal in the dimuon high-
mass tail. For the currently ongoing analysis of 2012 data a more model specific approach
that takes into account the angular differences between signal and background muons might
become more attractive as the dataset taken by end of 2012 will not increase until the end of
the shutdown period expected for late 2014 [250]. In any case, it is clear that with increasing
data the angular distributions would play an important role in establishing any potential excess
in the dimuon mass spectrum as a graviton signature.
Some basic cross checks with the implementation of the decay of virtual gravitons to dimuon
pairs in Sherpa [251] and a privately maintained parton level generator [252] indicate consistency
with the pythia8 results.
10.2 QCD NLO Corrections
In section 8.2 it has been reviewed that QCD NLO corrections change the expected DY back-
ground for high dimuon masses by roughly 30%. It is therefore intuitive to expect that QCD
NLO corrections can also have a significant influence on the corresponding effective field theory
predictions in the ADD model. The framework for calculating QCD NLO corrections to the
DY process in the ADD model has been worked out in [253]. The mentioned reference also
contains numerical results, including LO→NLO K-factors on dσ/dQ2 (here, Q2 = M2µµ) for
proton-proton collisions at
√
s = 14 TeV. Interestingly, studies of dσ/dQ2d cos θ∗ [254] suggest
that NLO QCD contributions could also somewhat enhance the angular differences between the
DY process in the SM and the ADD model.
K-factors for dilepton production in the ADD model have also been calculated for LHC proton-
proton collisions at
√
s = 7 TeV, with application of the cteq6 LO PDF set [255]. The results
indicate that for many of the relevant combinations of model parameters and mass ranges the
K-factor is between 1.3 and 1.8. This is illustrated in figure 10.5, which shows examples for
ADD QCD NLO K-factors with n = 4 (UV cutoff set to Ms).
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Figure 10.5 Dimuon mass dependent ADD QCD NLO K-factors for the DY process with n = 4
for several choices of Ms. Kindly provided by M. C. Kumar, P. Mathews, and
V. Ravindran.
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Figure 10.6 Dimuon mass dependent ADD effective signal cross sections for different LO PDF
sets (|ηµ| < 2.1 and pT,µ > 45 GeV), as simulated with Pythia8.
In applying the K-factors to the pythia8 simulations described in the previous section, one
needs to keep in mind that the LO prediction depends on the selected LO PDF set. This is
illustrated in figure 10.6. Accordingly, cteq6 PDFs need to be used for a consistent application
of the provided K-factors. Further uncertainties apart from those due to scale choices and higher
order effects are introduced when applying the K-factors on the simulation with pythia8. They
are related to the application of a parton shower and the selected acceptance range (|η| < 2.1).
The CMS dimuon mass measurement presented in chapter 12 is interpreted in terms of a K-
factor of 1.3, which is a conservative choice with respect to the range of dimuon masses and
model parameters of interest if the UV cutoff is set to Ms. Uncertainties on the QCD NLO
corrections in the ADD model, including the effects of different choices of the UV cutoff, have
been studied in [256]. The numerical results are however limited to the case Ms = 2 TeV, n = 3
at
√
s = 14 TeV and hence not directly applicable to the presented search. As a rough estimate
one might extract that the QCD related combined PDF and scale related relative uncertainties
on the ADD predictions in the parameter range of interest in QCD NLO at Mµµ ≈ 1TeV are
expected to be at a level of 10%.
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11 Optimization of the Lower Dimuon Mass
Threshold
The discussion of the expected ADD signal in chapter 10 shows that only selected events with
dimuon masses much larger than the Z resonance can provide relevant separation power between
the ADD parameter ranges of interest and the SM expectation. Since signal and background
diverge in a region where the overall background expectation corresponds to only a few events,
it is reasonable to design the statistical analysis as a counting experiment. The corresponding
statistical model is outlined in section 4.5. The difference between background and background
plus signal expectation increases with the dimuon mass. It is therefore sufficient to consider
only a lower mass thresholdMthreshold and leave the selection unbounded towards higher dimuon
masses. Due to the steeply falling background, limits derived in this way are still expected to
perform well in the case of an applied mass cutoff on the signal as long as the cutoff is not too
close to the selected lower mass threshold. Here, the main method that is adopted for selecting
the lower mass threshold that defines the mass interval used in the counting experiment is to
optimize on the expectation value of the Bayesian limits. Other optimization procedures that are
considered are based on expected CLs limits or use the evaluation of expected signal cross section
thresholds for p-values corresponding to an observation at a significance of 3σ. It needs to be
stressed that the optimization procedure is performed without including any information about
the actual high mass data. The potential danger of any statistical bias due to the continuous
analysis of collision data during the period of data taking is considered to be negligible.
After the discussion of backgrounds and systematic uncertainties in the previous chapters,
one has all the input available that is needed to parametrize the Poisson mean of the counting
experiment. This model is then used for the optimization of the mass cut and is also applied for
the evaluation of observed limits in chapter 13. The selected parametrization for the Poisson
mean a of the counting experiment is
a = L · [scale,b · res,b · reco,b · (σb,DY + σb,nonDY) + (reco,s · σs)] (11.1)
Table 11.1 defines the used symbols and summarizes the included relative systematic uncer-
tainties for dimuon high-mass events. The influence of the muon momentum scale and muon
momentum resolution on the comparatively flat ADD signal is considerably smaller than for the
background and hence not included in the statistical model. In the statistical evaluation, the
systematic uncertainties are accounted for by multiplying the likelihood with additional terms.
For Bayesian limits they can be interpreted as prior distributions. For the evaluation of CLs
limits, a clear statistical interpretation of such terms is less straightforward, but it may be useful
to think of them as additional likelihoods constraining the nuisance parameters that have been
derived from supplementary measurements. At least for the mainly experimental uncertainties
this seems to be a reasonable interpretation.
Prior/constraint terms for the parameters L, scale,b, res,b, reco,b, and reco,s are implemented
as normal distributions with variances σ2, where σ refers to the systematic uncertainty. Log-
normal terms with k = 1 + σr are used for the nuisance parameters σb,nonDY and σb,DY, where
σr is the relative uncertainty. Some basic information about lognormal distributions and the
motivation for using them to model nuisance parameters with large relative uncertainties can
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Figure 11.1 (Left) Bayesian 95% upper limits on the signal cross section as a function of the
signal efficiency reco,s for several choices of Mthreshold. (Right) Posterior proba-
bility distribution of the signal cross section σs (|ηµ| < 2.1 and pT,µ > 45 GeV)
for an exemplary hypothetical experiment with 2 observed events. The assumed
lower mass threshold is Mthreshold = 1.3 TeV at a signal reconstruction efficiency
reco,s = 0.9. The grey shaded area indicates the central 90% credible region.
be found in appendix C. The overall uncertainty σb,DY is calculated by adding the contributing
uncertainties in quadrature via (σb,DY)2 =
∑
i (σb,DY,i)
2.
Bayesian upper limits on the signal cross section corresponding to a 95% credible interval are
evaluated as outlined in section 4.4. The calculation adopts a uniform (flat) prior on the signal
cross section. Bayesian expected limits are here defined as the median observed limit from a set of
hypothetical experimental outcomes of the counting experiment under the H0 (SM) hypothesis.
The observed event numbers are assumed to be distributed as expected from fixing all nuisance
parameters to their “best guess” values. This choice of the ensemble of hypothetical observations
has the advantage that one can simply loop over an appropriate range of numbers of observed
events and weigh the resulting limits with the corresponding Poisson probability at fixed values
symbol source of uncertainty estimated rel. uncertainty, section
(Mthreshold in TeV)
L integrated luminosity 2.2% 5.6
scale,b dimuon mass scale −0.034 + 0.14 ·Mthreshold 7.3
res,b dimuon mass resolution 0.52 ·Mthreshold − 0.548 ·M2threshold 7.2
+0.227 ·M3threshold − 0.16
reco,b background efficiency 3.0% 7.1
reco,s signal efficiency 4.0% 7.1
σb,DY DY cross section × acceptance mass dependent 8.5
σb,nonDY non-DY cross section × acceptance 100% 9.1
σs signal cross section × acceptance — 10
Table 11.1 Explanation of the symbols that are used to model the Poisson mean of the counting
experiment and summary of the estimated relative systematic uncertainties on the
expectation of dimuon high-mass events.
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Figure 11.2 Expected Bayesian 95% limits with uniform (flat) prior on σs. (Left) Expected
lower limits on ΛT in dependence on Mthreshold without restricting an upper mass
threshold on the considered signal contributions and with signal truncation at
Mµµ = ΛT. (Right) Expected lower limits onMs in dependence onMthreshold with
and without signal truncation at Mµµ = Ms.
of the nuisance parameters. An alternative would be to sample a number of observed limits to
approximate the expectation value E [σs,lim] of the observed signal cross section limit σs,lim. The
latter approach tends to be considerably slower for the selected range of parameters. One might
also consider other ensembles of hypothetical experiments in which the selected values of the
nuisance parameters are varied. In this case it will typically not be realistic to avoid establishing
the expected limit through the approximation from a sampling procedure. Tests from earlier
iterations of the analysis that adopted a similar model and comparable systematic uncertainties
indicate that results for the expected limit derived from a set of hypothetical observations with
varied nuisance parameters do not lead to strong differences in the outcome of the optimization
procedure. For these cross checks, the selected nuisance parameters with leading uncertainties
were sampled from their prior distributions for each hypothetical experiment.
The statistical model is implemented with the RooFit [257] and RooStats [258] software
packages. All posterior probabilities are evaluated with Markov Chain methods as introduced
in section 4.4.1, using the RooStats→BAT interface. Further information on this interface
can be found in appendix B.
The optimization procedure assumes an integrated luminosity of 5.3 fb−1. Based on the
signal expectation, masses between 0.8 TeV and 2.0 TeV are considered as potential lower mass
thresholds for the counting experiment. In this range, the expected limits are evaluated in
steps of 0.1 TeV. To establish that the optimization procedure is stable and well-behaved, the
limits can be evaluated as a function of one or more of the input parameters. As examples,
the expected limits for some of the considered mass thresholds are shown in figure 11.1 (Left)
as a function of the assumed signal reconstruction efficiency. The considered ADD dimuon
signals correspond to values of reco,s ≈ 0.9. Figure 11.1 (Right) depicts an exemplary posterior
probability distribution of σs for the case Nobs = 2 (2 observed events in the signal region),
reco,s = 0.9, and Mthreshold = 1.3 TeV.
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Figure 11.3 (Left) Expected CLs lower limits on ΛT at 95% confidence level. (Right) Expected
observation thresholds for a signal observation at 3σ significance based on p-values
with profile likelihood test statistic.
Cross section limits as shown in figure 11.1 (Left) do by themselves not allow to select an
optimal value of Mthreshold as they do not include any information about the distribution of the
ADD signal in Mµµ. Applying the mass dependent signal cross sections is therefore necessary
to translate the cross section limits into expected exclusion ranges on the parameters of the
considered ADD signal. Expected lower limits on ΛT in the GRW convention are given in figure
11.2 (Left). The two shown graphs correspond to the model prediction without any high mass
truncation (solid blue line) and a scenario with Mmax = ΛT (dashed blue line). Optimal choices
of Mthreshold correspond to those values for which one expects the best limit on ΛT. Considering
the theoretical uncertainties on the signal expectation it is not useful to differentiate between
mass threshold resulting in very small differences of the expected limit on ΛT. The selected step
size in ΛT for the optimization procedure is 0.02 TeV. With this setup, optimal thresholds are in
the range of 1.2 TeV to 1.4 TeV with truncation atMµµ = ΛT. (expected limit ΛT = 2.92 TeV)
and 1.2 TeV to 1.3 TeV without truncation (expected limit ΛT = 2.96 TeV). Truncating the
considered signal contributions at Mµµ = ΛT is one possible way of including a high-energy
threshold on the validity range of the effective ADD theory. The expected ΛT limits drops
if Mthreshold is selected too low because the increase in the expected background outweighs
the increase in the signal expectation. Also values of Mthreshold that are very high decrease the
expected limit on ΛT, because further reduction in the background expectation (which after some
point is 0 for all practical purposes) no longer compensates for the decreased signal expectation
from discarding lower dimuon mass values.
Figure 11.2 (Right) depicts expected limits in the HLZ convention with model parameters Ms
and n. It can be seen that the ranges of optimal mass cuts do not vary strongly with the number
of considered extra dimensions. Specifically, Mthreshold = 1.3 TeV is optimal for all choices of
n in the range of 3 to 7. For n ≥ 5 not all cut values up to 2 TeV are considered because of
limitations in the range of ADD models simulated for this study. This is no problem for the
optimization procedure because the expected limits already start to decrease before reaching
this n-dependent practical threshold.
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One may wonder how the results of the cut optimization change if one considers other limit
setting procedures or an optimization with respect to the range of models that one expects to
observe at a given significance. An alternative limit setting procedure is provided by the CLs
type limits based on a profile likelihood ratio test statistic defined in section 4.3. With the
CLs approach, expected cross section limits can be calculated as suggested in the statistical
procedure that has been established for the LHC Higgs search [127]. The adopted approach is
to evaluate a set of hypothetical experiments for which the nuisance parameters are fixed at
their profiled values Θˆ and ˆˆΘ. Figure 11.3 (Left) shows the resulting expected limits on ΛT in
dependence on Mthreshold. The results are similar to the outcome of the optimization based on
the Bayesian limits. Without signal truncation, the optimal lower mass threshold is found to
be 1.4 TeV (expected limit ΛT = 2.94 TeV). With signal truncation at Mµµ = ΛT, the optimal
range for Mthreshold is 1.3 TeV to 1.4 TeV (expected limit ΛT = 2.90 TeV).
An expected significance can be defined based on the p-value of the observed number of
events under H0 (the SM hypothesis). The profile likelihood ratio is selected as the employed
test statistic and the ensemble of hypothetical experiments is again based on the profiled values
of the nuisance parameters. The signal cross section corresponding to an expected p-value of
0.0027 is determined with a a simple binary search procedure. A p-value of 0.0027 corresponds
to the 3σ criterion conventionally used to claim evidence of an observation. Corresponding
expected observation thresholds on ΛT are shown in figure 11.3 (Right). Both with and without
signal truncation at Mµµ = ΛT, the optimal mass threshold is between 1.3 TeV and 1.5 TeV.
As a lower mass threshold of Mthreshold = 1.3 TeV is found to be within or close to the
optimal range for all considered model specifications and optimization criteria, this value is
selected as the lower mass threshold of the counting experiment from which the observed limits
are established.
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12 Evaluation of the Measured Dimuon Mass
Spectrum
After evaluating the background expectation for the dimuon mass spectrum above the Z reso-
nance (sections 8 and 9) and its mass dependent uncertainties with respect to the event selection
(summarized in table 11.1), one can use the measured dimuon mass spectrum to validate the SM
background expectation for masses below the signal region specified in section 11. In figure 12.1
(Left), the dimuon mass distribution above 0.14 TeV is compared to the SM expectation. The
shown spectrum corresponds to the full 2011 dataset with an estimated integrated luminosity
of L = 5.28 fb−1.
As for all other figures in this section, error bars on a number of observed events approximate
a confidence interval at 68% confidence level on the mean of the Poisson distribution from
which the event number has been drawn. An overview table of possible definitions of confidence
intervals for a Poisson mean can be found in [259]. The approximation used here is given by the
interval [260] (1
2F (0.16, N · 2) ;
1
2F (0.84, (N + 1) · 2)
)
, (12.1)
where N is the number of observed events and F (x, k) the x-quantile of the χ2 distribution
with k degrees of freedom. For any range of possible Poisson means, it is guaranteed that the
CL of the approximate 68% interval defined in this way has overcoverage, implying that the CL
is at least 68%. Figure 12.2 shows the dimuon mass distribution with variable bin sizes that
0.2 0.4 0.6 0.8 1.0 1.2 1.4
-210
-110
1
10
210
310
410
510
Ev
en
ts 
/ 2
0 G
eV
-1== 7 TeV,s 5.28 fb
[TeV]µµM
µµZ/  *
tt
Data
γ ,(DY)
other backgrounds
0.2 0.3 0.4 0.5 0.60
2
4
6
8
10
12
14
16
18
20
Ev
en
ts 
/ 2
0 G
eV
[TeV]µµM
-1== 7 TeV,s 5.28 fb
Figure 12.1 (Left) Dimuon mass spectrum at 5.28 fb−1 compared to the stacked expected
background contributions from all relevant SM processes. The shown error bars
on the observed event numbers reflect the statistical uncertainty. (Right) Observed
mass spectrum of muon pairs with same charge.
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Figure 12.2 Dimuon mass spectrum at 5.28 fb−1 (variable binning) compared to the stacked
expected background contributions from all relevant SM processes. Also shown
are the expected additional contributions (stacked on top of the SM backgrounds)
from an ADD signal with ΛT = 3.0 TeV (without QCD NLO correction, no
signal truncation). The shown error bars on the observed event numbers reflect
the statistical uncertainty. All contributions above 2.3 TeV are included in the
highest mass bin (> 2.3 TeV).
approximately reflect the decreasing mass resolution. Predicted additional contributions from
an ADD signal with ΛT = 3.0 TeV are shown on top of the SM prediction to illustrate the
expected influence from an ADD model with parameters close to the exclusion threshold.
Figures 12.1 (Left) and 12.2 indicate good agreement between the measurement and the SM
expectation over the whole evaluated mass range. Integrated event numbers and corresponding
SM expectation as a function of a lower dimuon mass threshold are shown in figure 12.3. The
SM prediction includes all considered SM background simulations. In figure 12.3 (Right), the
baseline DY simulation with MC@NLO is replaced with a simulation based on Powheg (section
8.2.2). It can be seen that the Powheg simulation seems to provide a slightly better description
of the measured spectrum. However, the results of both considered DY simulations are found
to be compatible with the data if the systematic uncertainties are taken into account.
This claim is directly quantified by the numbers given in table 12.1. In this table, the number
of observed events in several control regions for masses below 1.3 TeV is compared to the SM
expectation. To give an estimate of the approximate overall uncertainty on the SM prediction, all
systematic uncertainties are added in quadrature. While the comparison including the mc@nlo
simulation is fully compatible with the measurement, results from section 8.2.2 indicate that the
overall agreement with the data would be even slightly better if the simulation were available
with the latest CMS simulation software as applied for the powheg simulation. p-values for
the control regions and the signal region are given in table 12.2. The applied definition of the
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Figure 12.3 Integrated number of observed events and corresponding SM expectation as a
function of a lower dimuon mass threshold. The shown error bars on the observed
event numbers reflect the statistical uncertainty. (Left) DY background expec-
tation from the simulation with MC@NLO. (Right) DY background expectation
from the simulation with Powheg.
p-value corresponds to a choice used for example in the context of model unspecific searches like
those described in references [190, 261]. No control region corresponds to a significant deviation
from the background expectation. It is therefore not necessary to include a discussion of the
look-elsewhere effect (e.g. [262]). An event display of the event with highest dimuon mass
(Mµµ = 1.38 TeV) is shown in figure 12.5.
Table 12.1 Comparison of the observed and expected number of events in several control re-
gions and the signal region. Expected effective signal contributions are shown for
ΛT = 3.0TeV (ADD LO prediction, signal truncation at Mmax = ΛT). The uncer-
tainties on the background expectations reflect the systematic uncertainties. Sta-
tistical uncertainties on the background expectations due to the limited numbers
of simulated events are negligible).
µµ, L = 5.28 fb−1
Mass Nobs SM bkg. expectation SM bkg. expectation Signal exp.
region [TeV] (DY process with mc@nlo) (DY process with powheg) ΛT = 3.0TeV
Control regions
0.14–0.20 8101 8718±435 7861±393 -
0.20–0.40 3562 3784±227 3514±210 -
0.40–0.60 262 285±22 263±21 -
0.60–0.80 37 47.7±5.2 41.7±4.5 -
0.80–1.00 8 11.5±1.6 10.2±1.4 1.0
1.00–1.30 3 4.01±0.72 3.43±0.61 1.5
Signal region
> 1.30 1 1.14±0.25 0.95±0.20 4.5
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Table 12.2 p-values in the control regions and the signal region.
µµ, L = 5.28 fb−1
Mass p-value p-value
region [TeV] (DY process with mc@nlo) (DY process with powheg)
Control regions
0.14–0.20 0.08 0.28
0.20–0.40 0.17 0.41
0.40–0.60 0.21 0.50
0.60–0.80 0.11 0.31
0.80–1.00 0.22 0.33
1.00–1.30 0.44 0.56
Signal region
> 1.30 0.69 0.61
The observed dimuon mass spectrum including only muon pairs with the same charge (same-
sign events) is shown in figure 12.1 (Right). Over the whole mass range the observed number of
same-sign events is far below the corresponding number of opposite sign events. No same-sign
event is observed above 0.45 TeV. These results strongly support the claim (section 9.2) that for
the given set of event selection criteria those background contributions providing same charge
and opposite charge dimuon background contributions of roughly equal size are negligible. This
argument specifically concerns potential contributions from QCD multijet events.
Even without a detailed evaluation of the significance of the observed event observed in the
signal region of Mµµ ≥ 1.3 TeV, it is clear from the background expectations that the evaluated
data does not provide any significant indications of a potential contribution from BSM physics.
Accordingly, the following discussion in section 13 focuses on the question which range of ADD
signals is found to be disfavored by the data.
An ADD signal with virtual spin-2 gravitons would not only change the dilepton mass spectra,
but also influence the angular distribution of the leptons at a given mass. It has been argued in
section 10 that a direct inclusion of the lepton angular distributions in the limit setting procedure
can be expected to give an at best moderate improvement to the analysis performance. However,
it is clear that if any significant BSM contribution were found in the signal region a detailed
evaluation of the angular distribution would be relevant for establishing that the signature is
compatible with virtual spin-2 particle propagation. Hence, even in the absence of a significant
signal in the dimuon mass distribution, it is interesting to study potential differences between
the SM expectation and the measured distribution of angular variables like cos θ∗. The cos θ∗
distribution in several mass regions is shown in figure 12.4. The results are compared to the SM
DY simulation normalized to the number of observed events in the mass interval. It can be seen
that the shapes of the expected SM DY distributions are compatible with the observed data.
They don’t feature any significant enhancement in the central range cos θ∗ ≈ 0 as it could result
from a spin-2 signal.
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Figure 12.4 Comparison between the observed cos θ∗ distribution and the SM DY expectation
in several dimuon mass intervals. The error bars reflect the statistical uncertainty
on the mean of the Poisson distribution from which the observed number of events
has been drawn. The SM DY expectation based on the simulation with MC@NLO
is normalized to the observed number of events in the selected dimuon mass range.
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Figure 12.5 Display of the highest mass dimuon event in the 2011 dataset. The estimated
dimuon mass is 1.38 TeV. The muon pT values are 0.7 TeV (µ1) and 0.6 TeV
(µ2).
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13 Evaluation of Observed Limits and
Interpretation of Results
As the measured dimuon mass spectrum evaluated with the full 2011 dataset at 5.28 fb−1 of
integrated luminosity is found to be compatible with the SM expectation, it suggests itself to
use this result to derive limits on the range of new physics models that are likely to not yet
have left a signature in the data. Such limits are presented and discussed in section 13.1. As
a virtual graviton is expected to decay into multiple final states it is possible to improve limits
on the parameters in the ADD models by combining results from multiple final states. Limits
evaluated with a combination of dimuon, dielectron and diphoton data based on a partial 2011
dataset are discussed in section 13.2. A short discussion of results from the latest iteration of
the presented search for ADD models with data at
√
s = 8 TeV is presented in section 13.3.
The chapter concludes with a summary of the development of limits onMs in the course of LHC
data taking from 2010 to early 2013 and some further thoughts on physics implications of the
obtained results.
13.1 Observed Limits from the Dimuon Mass Spectrum
The observed limits from the full 2011 dataset are calculated with the statistical model that
has been specified for the optimization of limits discussed in section 11. For this analysis,
Bayesian 95% credible interval limits with a flat prior on the signal cross section are used as
the main results. The corresponding signal cross section limits with respect to dimuon events
with |ηµ| < 2.1 and pT,µ > 45 GeV are shown in figure 13.1 (Left) for several selected lower
mass thresholds. To allow for a straightforward comparison with the expected limits presented
in figure 11.1, the limits are shown as a function of the assumed signal efficiency. Independent of
the specific choice of model parameters, the considered ADD signature has an efficiency of close
to 90% in the signal region. For the example ΛT = 2.8 TeV this has been shown in figure 10.2
(Right). With the selected statistical procedure, the observed limits are not dependent on the
background expectation if te data contains no event in the signal region. This is why the limit
with Mthreshold = 1.4 TeV is (within the numerical precision of the Markov chain integration)
identical to the limits with Mthreshold = 2.0 TeV.
Figure 13.1 (Right) shows a comparison with limits at 95% confidence level evaluated using
the CLs approach with profile likelihood test statistic. The CLs cross section limits are found
to be somewhat below the Bayesian results. The influence of this differences on the exclusion
range for the ADD parameters ΛT and Ms is however limited to . 0.1 TeV. It may be added
that the comparison with the CLs results is expected to depend to some degree on subtle choices
within the definition of the CLs procedure, including the details of the treatment of nuisance
parameters.
In section 11, a lower mass threshold of Mthreshold = 1.3 TeV has been selected for the
evaluation of limits on the ADD model. At an efficiency of 90%, the observed (expected) 95%
credible interval cross section limit with Mthreshold = 1.3 TeV is 0.84 fb (0.92 fb). As argued
above, a value of 90% provides an estimate for the efficiency of the ADD dimuon signal and
is hence used for the following results. The observed cross section limits can be interpreted in
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Figure 13.1 (Left) Observed 95% credible interval upper limits on the signal cross section
of dimuon events with |ηµ| < 2.1 and pT,µ > 45 GeV, obtained with 5.28 fb−1
of integrated luminosity. The results are shown with different mass cut values
Mthreshold and estimated signal efficiencies in the range 0.7 to 1.0. (Right) Com-
parison between the observed Bayesian limits and corresponding CLs based limits
with profile likelihood test statistic for Mthreshold = 1.3 TeV (1 observed event)
and Mthreshold = 1.4 TeV (0 observed events).
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Figure 13.2 Observed and expected 95% credible interval lower limits on Ms, obtained with
5.28 fb−1 of integrated luminosity, for different numbers of extra dimensions n.
The results are shown with (Left) and without (Right) application of a signal
K-factor of 1.3.
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13.2 Comparison with the Combined Limits from Dimuon, Dielectron, and Diphoton Events
with an Intermediate 2011 Dataset
Table 13.1 Observed 95% lower limits (µµ, 5.28 fb−1 at
√
s = 7 TeV) in TeV in the GRW and
HLZ conventions with and without truncation atMmax = Ms (HLZ) orMmax = ΛT
(GRW).
ΛT [TeV] (GRW) Ms [TeV] (HLZ)
n = 2 n = 3 n = 4 n = 5 n = 6 n = 7
µµ, with signal truncation:
ADD K-factor: 1.0
2.96 3.0 3.54 2.96 2.64 2.42 2.26
ADD K-factor: 1.3
3.06 3.2 3.64 3.06 2.74 2.52 2.36
µµ, no signal truncation:
ADD K-factor: 1.0
2.98 3.0 3.54 2.98 2.70 2.50 2.36
ADD K-factor: 1.3
3.08 3.2 3.66 3.08 2.78 2.58 2.44
terms of disfavored parameter ranges for virtual graviton exchange in the ADD model. Figure
13.2 shows limits on the parameter Ms as a function of the upper mass threshold of included
signal contributions Mmax for different choices of the number of extra dimensions n. Results
are given with and without application of an QCD NLO K-factor of 1.3 on the signal cross
section. The Ms limits with n = 4 in the HLZ convention correspond to the ΛT limits in the
GRW convention. Table 13.1 summarizes the limits for signal truncation at Mmax = Ms or
Mmax = ΛT with and without any additional mass restrictions on the signal contributions. The
table also gives a limit for n = 2, which has however tight astrophysics bounds (references given
in section 3.4.1), at least if one does not introduce modifications to the considered ADD scenario.
13.2 Comparison with the Combined Limits from Dimuon,
Dielectron, and Diphoton Events with an Intermediate 2011
Dataset
As virtual gravitons in the ADD model are expected to decay into several final states it is
possible to evaluate model limits not only from the dimuon final state but also in combination
with other search channels. The combined limits from dimuon, dielectron, and diphoton events
Table 13.2 Observed lower limits in TeV at 95% CL within GRW and HLZ conventions for
truncation at Mmax = ΛT (GRW) or Mmax = Ms (HLZ) [9, 263].
ADD K-factor ΛT [TeV] (GRW) Ms [TeV] (HLZ)
n = 2 n = 3 n = 4 n = 5 n = 6 n = 7
µµ and ee, σs,µµ+ee< 1.4 fb (2.2 fb expected) at 95% CL
1.0 3.1 3.7 3.7 3.1 2.8 2.5 2.4
1.3 3.2 3.8 3.8 3.2 2.9 2.7 2.5
µµ, ee and γγ
1.3 (µµ and ee), 1.6 (γγ) 3.3 4.1 3.9 3.3 3.0 2.8 2.6
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13.2 Combined Limits with an Intermediate 2011 Dataset
based on an intermediate 2011 dataset previously presented in [9] were evaluated as part of the
studies summarized in this thesis. For these results, the integrated luminosities of the data are
2.3 fb−1 in the dimuon channel, 2.1 fb−1 in the dielectron channel, and 2.2 fb−1 in the diphoton
channel. The mass distributions for each of the final states is found to be compatible with the
SM expectation. Limits have been set with the CLs approach, using a profile likelihood test
statistic. The complete likelihood for the statistical evaluation is given by the product of the
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Figure 13.3 Observed and expected 95% CL lower limits onMs, obtained by the single channel
µµ and ee results and their statistical combination, for different numbers of extra
dimensions n, applying a signal K-factor of 1.3. A confidence interval for the
expected limit corresponding to 2 standard deviations (sd) is shown for the case
n = 3 [9] (figure caption adapted).
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13.3 Preliminary Results with 2012 Data at sqrt(s)=8 TeV
likelihoods of the three single channel counting experiments including additional terms that are
used to model the influence of the uncertainty on the nuisance parameters.
Lcombined =
∏
i
i=µ,e,γ
Li
(
Nobs,i , σs,i , ~θi
)
(13.1)
The uncertainty on the luminosity is treated as fully correlated between all of the included
channels. The predicted signal cross section ratios between the three models are used to convert
the combined limit into a model with a single parameter of interest. In this way it can be avoided
to calculate the exclusion threshold in a 3-dimensional space of signal cross sections.
Combined dielectron and dimuon limits for the specific conventional choice of truncating the
signal at Mmax = ΛT (GRW) or Mmax = Ms (HLZ) are listed in table 13.2. For this case, limits
have also been calculated for a combination of µµ, ee and γγ results.
Figure 13.3 shows the ADD model limits as a function of an upper mass threshold on the
included signal contributions obtained from the dielectron and dimuon data and their combina-
tion. The combined observed limits evaluated with the partial 2011 dataset are still somewhat
better than the dimuon limits from the full 2011 dataset, with more than twice of the integrated
luminosity. Comparing the two results in more detail, the main reason for this behavior is found
to be of statistical nature. The observed number of events in the signal region for the evaluation
of the full 2011 dataset matches closely the background expectation. In contrast, a (statistically
acceptable) downwards fluctuation that leads to observed limits that are somewhat better than
the corresponding expected limits was observed in the partial 2011 dataset of dielectron and
dimuon events.
13.3 Preliminary Results with 2012 Data at
√
s = 8 TeV
The steeply increasing amount of data during the years 2010 to 2012 allowed for a frequent
update of those analysis results that profit from a increase in integrated luminosity and/or the
increase of the center-of-mass energy from 7 TeV to 8 TeV. Many searches for BSM physics
fall into this category. While the general search strategy of a given analysis often stays stable
over a longer period of time, the importance of any specific set of search results is comparatively
Table 13.3 Observed and expected lower limits in TeV at 95% CL in the GRW and HLZ
parameter conventions for truncation at Mmax = ΛT (GRW) or Mmax = Ms (HLZ)
evaluated with the 2012 dataset [8, 95].
ADD K-factor ΛT [TeV] (GRW) Ms [TeV] (HLZ)
n = 2 n = 3 n = 4 n = 5 n = 6 n = 7
µµ, σs,µµ < 0.25 fb (0.25 fb expected) at 95% CL
1.0 (observed) 3.6 3.4 4.3 3.6 3.2 3.0 2.8
1.0 (expected) 3.6 3.5 4.3 3.6 3.3 3.0 2.9
1.3 (observed) 3.7 3.6 4.4 3.7 3.4 3.1 3.0
1.3 (expected) 3.7 3.7 4.5 3.7 3.4 3.1 3.0
µµ and ee, per channel σs < 0.12 fb (0.12 fb expected) at 95% CL
1.0 (observed) 4.0 4.1 4.7 4.0 3.6 3.3 3.1
1.0 (expected) 4.0 4.1 4.7 4.0 3.6 3.3 3.1
1.3 (observed) 4.1 4.3 4.9 4.1 3.7 3.4 3.3
1.3 (expected) 4.1 4.3 4.9 4.1 3.7 3.4 3.3
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Figure 13.4 (Left) Dimuon mass spectrum with
√
s = 8 TeV data at an integrated luminosity
of 20.6 fb−1 [8]. (Right) Corresponding integrated number of events as a function
of a lower dimuon mass threshold. Error bars are given as
√
Nobs [265].
short-lived. Recently, CMS has presented preliminary results on the CMS search for large extra
dimensions in dimuon events with data at
√
s = 8 TeV, recorded in 2012 [8]. While in the
context of the presented thesis major contributions have also been made to this latest iteration
of the presented analysis, the discussion here is limited to a brief review of results. However, the
way of how the analysis is performed is mostly unchanged with respect to the 2011 iteration.
More detailed descriptions are given in [8, 264].
The measured dimuon spectrum with the full 2012 dataset for muon analyses (20.6 fb−1)
presented in figure 13.4 shows good agreement with the SM expectation. A single event is
observed in the signal region above 1.8 TeV. The corresponding median of the background
expectation is 0.73 with a systematic uncertainty of ±0.21. The signal cross section limit at
95% certainty level evaluates to 0.25 fb. A combination with results from a dielectron study
with the 2012 dataset (19.6 fb−1) [95] sets a signal cross section limit of 0.12 fb per channel.
The corresponding limits on the ADD model parameters ΛT and Ms are shown in table 13.3.
These results provide a substantial improvement of the limits evaluated with 2011 data (table
13.2), raising the limit on ΛT from 3.3 TeV to 4.1 TeV.
13.4 Comparison with Other Collider Studies and Further
Implications of the Results
It has been argued in the preceding sections that there is so far no evidence for a signal from
virtual s-channel graviton exchange with a dimuon final state as suggested by the ADD model.
As summarized in section 3.4, there are currently also no other experimental results hinting at
the presence of spatial extra dimensions. The development of CMS limits on virtual s-channel
graviton exchange in the dimuon channel from first results evaluated in 2010 to the latest world’s
best limits with 2012 data is summarized in figure 13.5. Figure 13.6 compares recent best limits
on virtual s-channel graviton exchange from the ATLAS and CMS collaborations with the best
corresponding collider limits outside of the LHC experiments, set by the D0 collaboration.
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n
Figure 13.5 Development of CMS lower limits on virtual s-channel graviton exchange in the
dimuon final state. The presented analysis of 2011 data [9] (here also extended
to the full 2011 dataset) and the recent results with 2012 data [4] are a direct
evolution of the first iteration of the CMS ADD dimuon analysis with 2010 data
[8] which has not been discussed in this work as it is superseded by the newer
results.
The hierarchy problem has been a relevant incentive for the development of the ADD scenario
of large extra dimensions. Hence, one may wonder about possible implications of the latest limits
on Ms in terms of the required fine-tuning. A possible approach is to consider the fine-tuning
indicator f , defined in equation 2.12 via the one-loop Higgs mass corrections. Equations 3.19
to 3.21 allow to link the limits on the model parameters ΛT or Ms to the UV cutoff Λ and the
2 3 4 5 6 7
Limits on M  [TeV]s
-1ATLAS, 7 TeV, ee+µµ+γγ, 5 fb
-1CMS, 7 TeV, ee+µµ+γγ, 2 fb
-1DO, 1.96 TeV, ee+γγ, 1.1 fb
-1CMS, 8 TeV, ee+µµ, 20 fb 
n
Figure 13.6 Comparison of best lower limits on virtual s-channel graviton exchange from the
CMS, ATLAS and D0 collaborations [90, 9, 92, 8, 95]. The CMS limits are directly
linked to analysis results from the presented work.
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fundamental Planck mass MD. If one uses these equations1 and follows the naive expectation
Λ ≈MD, then f results in values of 10 < f < 100 for 3 ≤ n ≤ 7. This suggests that the results
do probe the parameter space where the considered ADD model starts to loose its appeal as a
solution of the SM Higgs fine-tuning problem. This can be avoided by considering higher numbers
of extra dimensions. If the analysis of future LHC data at increased luminosity and center-of-
mass energy does not find a signal, it will be possible to strongly reduce the attractiveness of
the discussed ADD scenario as a possible reinterpretation of the hierarchy problem. However,
actually seeing evidence for the existence of extra dimensions would of course be the by far more
exciting possibility.
From a more general point of view, the obtained cross section limits on high mass dimuon
events may also be of relevance for other new physics models. For example, dilepton signatures
from KK modes in RS models can be so broad that they could in practice look like a non-
resonant enhancement of the dimuon high mass tail [266]. Signals predicting a dimuon- or more
generally dilepton-resonance require a somewhat different analysis approach. A discussion of
recent statistical results on a CMS search for dielectron and dimuon resonances is presented in
appendix A.
1A more detailed argument would actually need to resort to equation 3.17 as it is not evident how well the
s Λ approximation is met.
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In summary, a search for large spatial extra dimensions with a CMS measurement of the dimuon
mass spectrum obtained from LHC proton-proton collisions has been presented. Results derived
in this thesis have been the basis for all iterations of the CMS search for large extra dimensions
in dimuon events since the beginning of LHC data taking, and have also been important for the
combination of the dimuon measurement with results from other final states. The first iteration
of the dimuon analysis used 2010 data. More recently, dimuon results and their statistical
combination with dielectron and diphoton data have been published based on a partial 2011
dataset. Results being presented for the first time in this work extend the analysis of dimuon
events to the full 2011 dataset. Also newest preliminary results with
√
s = 8 TeV have been
briefly outlined.
The background expectations for muon pairs at high invariant mass from proton-proton col-
lisions at CMS have been studied. Both electroweak and QCD higher order corrections on the
dominant DY background are taken into account. Uncertainties of theoretical and experimental
origin have been quantified and are included in the analysis. Both of these types of uncertainties
are found to play a relevant role for the precision of the background estimate. The mass range
defining the ADD signal region has been optimized based on simulation results. With 5.3 fb of
data at
√
s = 7 TeV, no evidence for new physics has been found in the observed spectrum of
dimuon high mass events. The measurement extends the study of muon pair production into
mass regions that have not yet been probed at any pre-LHC experiment.
Above a dimuon mass of 1.3 TeV, new physics signals with a cross section of above 0.84 fb−1
are found to be excluded at 95% confidence level. Limits on the ADD model parameters have
been evaluated both in the HLZ and GRW conventions. The results restrict the ADD model
parameter ΛT to values above 3.0 TeV. Also the latest iteration of the analysis with the 2012
dataset does not provide evidence of a BSM signature and provides the current world best
limit on virtual graviton decay in the ADD model (ΛT > 4.1 TeV for the combination of
dimuon and dielectron data). While the LHC results suggest that the reduced Planck scale
in a model with large extra dimensions is at least in the range of several TeV, large spatial
extra dimensions continue to offer the exciting prospect that quantum gravity could be probed
in collider experiments. It remains possible to find evidence for their existence in the further
course of data analysis at CMS.
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A Updated Statistical Evaluation of the
Dimuon and Dielectron Mass Spectra in
Search for a new Dilepton Resonance at√
s = 8 TeV with an Intermediate 2012
Dataset
The statistical evaluation of the measured dimuon and dielectron mass spectra with respect to
models of new physics predicting additional resonances at high invariant dilepton masses1 are
discussed in the following sections A.1 to A.7. The updated code structure features smaller
class units to improve maintainability and to simplify future development. An important new
functionality is the extension of the code to cases with more than two search channels. This
is required for a statistical combination of the 2011 and 2012 datasets. The code is written in
C++. Its statistical functionality builds upon classes from the RooStats [258] and RooFit
[257] packages.
Building upon preceding studies [267, 268], further details of the current procedure for the
statistical evaluation of limits are documented in [269] for CMS internal reference. CMS internal
references for detailed studies on the dimuon and dielectron mass measurements include [270]
and [271].
Section A.1 outlines aspects of some of the BSM models that motivate a search for new
heavy neutral gauge bosons decaying to lepton pairs at CMS. The statistical model employed
for the analysis is discussed in section A.2. An overview of the structure of the statistics code is
presented in section A.3. Results including the 2011 dataset at
√
s = 7 TeV and a part of the
2012 dataset at
√
s = 8 TeV [6, 10] are discussed in sections A.4 and A.5. A short discussion of
preliminary limits based on the full 2012 dataset [7] is presented in section A.6.
A.1 New Heavy Dilepton Resonances
There is a wide range of models that suggest the possibility of new dilepton resonances [272].
Here the discussion is restricted to some basic aspects of those scenarios that provide the bench-
mark signatures used to interpret the statistical results in terms of ranges of excluded model
parameters (section A.4).
One relevant group of models featuring new high mass dilepton resonances are characterized
by an energy range at which the gauge group of the SM is extended to
SU(3)C × SU(2)W × U(1)Y × U(1)′ k , (A.1)
where the k additional U(1)′ symmetries then lead to additional neutral gauge bosons Z′ . The set
of the Z′ mass eigenstates is model dependent. Both in scenarios with or without supersymmetry,
Grand Unified Theories (GUTs) like SO(10) or E6 can be broken into symmetry groups as given
1in collaboration with Gena Kukartsev, who developed the statistics code version used for the previous
iteration of the analysis [103].
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by equation A.1. One such scenario is associated with a possible breaking scenario for E6 which
predicts a new gauge boson Z′ψ. A review of the phenomenology in this particular model is
given in [273]. A simple model that has no strong motivation from a specific GUT scenario but
often provides a useful benchmark signature is the Sequential Standard Model which assumes the
existence of a new heavy gauge boson with couplings identical to the SM Z boson [273]. Usually,
GUTs predict not only new neutral gauge bosons but also further beyond SM phenomenology.
For example, assuming k = 1 and identical coupling strength of the new gauge boson to all SM
fermions, additional exotic fermions need to be introduced to avoid anomalies [272].
Another possibility for new heavy dilepton resonances at the TeV scale arises in the scenarios
with extra dimensions that have been briefly outlined in section 3.3. In models with extra
dimensions, the new dilepton resonances can be created by the KK modes of the bulk particles.
One such framework allowing for new dilepton resonances is given by models with warped
spatial extra dimensions. Gravitons decaying into lepton pairs are a signature in the original
RS-1 setup. In the UED model [72], all SM fields are located in the bulk. While in the UED
scenario KK-parity suppresses dilepton final states from the first excited KK mode of the SM
Z boson, a dilepton resonance could be created via the second excited mode Z2 [274]. A recent
interpretation of the CMS dilepton resonance search with 2012 data in the context of UED
models has been presented in [275].
A dilepton search for a resonant new physics signature in the dilepton mass distribution can
benefit from the clear distinction between the signal shape (resonance) and the background
(monotonously falling with Mµµ). Accordingly, one takes an approach to the statistical analysis
that differs from the methods employed in a search for a non-resonant signal.
A.2 Statistical Model
The likelihood function of the full statistical model Lfull is given by the product of likelihoods
of the individual events in each channel.
Lfull (x; ν,Θ) =
Nchannels∏
j=1
Nevents,j∏
i=1
Lj (xi,j , ν,Θj) , (A.2)
where j runs over the included search channels and i over the events of a given channel. Θj is
the set of nuisance parameters in channel j. The observable used to characterize each event is
its dilepton mass M (xij = Mij). To improve the robustness of the analysis against systematic
uncertainties, one can make use of the correlation of systematic uncertainties between events
from the Z′ signal and the dominant DY background and define the parameter of interest ν as
the ratio of signal and background cross sections.
ν = Rσ = σZ′/σZ0 (A.3)
This also has the advantage that the inference on ν is not influenced by the uncertainty on the
CMS luminosity measurement. The definition of Rσ implicitly depends on the proton-proton
center-of-mass energy. To present results from data taken at differing center-of-mass values
a and b in terms of a single cross section ratio parameter, one needs to evaluate the relation
between Rσ,b and Rσ,a. The factor between the two ratio variables needs to be evaluated as a
function of the Z′ model parameters as the difference between the parton distribution functions
at two center-of-mass energies depends on the parton type and the dilepton mass. In the models
90
A.3 Code Structure
discussed here, a mass parameter MZ′ is sufficient to characterize the signal hypothesis. To
relate Rσ,b and Rσ,a, one can simply expand Rσ,b(MZ′ ) as
Rσ,b(MZ′ ) = Rσ,a(MZ′ ) ·
σZ′ ,b(MZ′ )
σZ′ ,a(MZ′ )
σZ0,b
σZ0,a
= cab(MZ′ ) ·Rσ,a(MZ′ ) . (A.4)
As the factor cab is found to vary only slowly with MZ′ , it does not differ much between models
with different shapes of the narrow resonance as long as the relative couplings to the initial state
partons are unchanged. However, there are prominent examples for which the latter prerequisite
does not hold true. For example, the production of the SSM Z′ is completely driven by the quark
PDFs while a KK graviton production receives also relevant contributions from gluon PDFs. In
such cases, cab needs to be reevaluated for the specific model.
The single channel likelihoods Lj are given by
Lj (xj ; ν,Θ) = psig (ν,Θ) · fj,sig (xj ,Θj,sig) + (1− psig (ν,Θ)) · fj,bkg (xj ,Θj,bkg) , (A.5)
where fsig and fbkg are probability density functions parametrizing the mass distributions of
signal and background. psig controls the signal strength relative to the background as a function
of the parameter of interest ν and the nuisance parameters θ. The functions fj,sig and fj,bkg are
determined from simulation and can be approximated with the functions
fj,sig = Voigt (xj ;σV,j , µV,j) ,
fj,bkg = c1,j · ec2,j ·xj · xc3,jj . (A.6)
σV,j , µV,j , c1,j , c1,j , and c1,j are constants that parametrize the two distributions. The main
motivation of the choice of fj,bkg is of empirical nature, given by the good resulting approximation
of the simulated background shape with a simple analytic form. The Voigt distribution is selected
to model fj,sig, as it is defined as the convolution of a Cauchy (Breit-Wigner) distribution and
a Normal (Gaussian) distribution. The Cauchy function provides a reasonable approximation
of the dimuon mass distribution from the hard interaction. Its convolution with a Normal
distribution is used to take into account the increased width of the signal shape resulting from
the limited detector resolution.
Depending on the type of inference, nuisance parameters can be treated either by working in
terms of prior distributions (in a Bayesian context) or in terms of additional constraints of the
likelihood function derived from supplementary measurements.
The selected baseline method for presenting limits are Bayesian limits with a flat prior on
the signal cross section that are evaluated as described in section 4.4. A noteworthy feature of
this approach is that the limits can be made insensitive to the background normalization if the
corresponding prior is selected sufficiently broad. In tests, ±20% uncertainty on the background
normalization has been found to ensure that the limits are determined completely through the
shape information provided by the likelihood.
A.3 Code Structure
Most of input for the statistics code is read from RooFit workspaces [257] that are separately
prepared for each included search channel. The workspaces contain input parameters, functional
forms of parametrizations, and define the likelihood in the respective channel. In a following
step, the combined model for the included channels is constructed. This allows to evaluate the
combined likelihood. According to the requested type of inference, variables and functions are
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associated with their statistical meaning. For example, in the case of Bayesian limits the nuisance
parameters are defined and subsequently associated with prior functions. The combination of
single channel models also specifies the peak position of the signal and controls the identification
of variables that are shared between different channels (e.g. the parameter of interest). It is
also possible to restrict the mass range of events that are included in the likelihood. Apart from
potential statistical advantages, this can be used to improve the code performance for signals
whose relevant contributions are significantly above the default lower mass threshold of included
events. The RooStats software package [258] is used to perform multiple high level tasks like
the evaluation of the posterior distribution via Markov Chain integration or the evaluation of
the profile likelihood test statistic. In addition to a structured output of the main results, the
code offers the possibility to write additional output that can be used to check the convergence
properties and the statistical robustness of results. An overview of the Z′- specific code structure
is shown in figure D.4. The core classes provide the following main functionalities:
• combination of the single channel workspaces and final specification of the statistical model
(ModelConfigurator, ModelConfiguratorZprime)
• management of data from the actual measurement or hypothetical experiments (DataBox)
• calculation of limits and significances (Resultator)
A.4 Results: Z′
Detailed CMS internal documentation of the studies in the dielectron and dimuon channels can
be found in [270] and [271]. Figure A.1 shows the obtained 95% credible interval upper limits
on Rσ,8TeV. To calculate the combined limit including both dielectron and dimuon data it is
assumed that the new heavy neutral gauge boson couples to electrons and muons with identical
coupling strength. The factor c7 TeV, 8 TeV which relates Rσ,8TeV and Rσ,7TeV in the combination
of data at
√
s = 7 TeV and
√
s = 8 TeV has been calculated from simulations of the SM DY
process and the Z′ψ scenario. The theory predictions for the Z
′
ψ and Z
′
SSM benchmark models
have been derived in the same way as described in [103]. Single channel limits from just dimuon
or dielectron events at
√
s = 8 TeV may be found in [6]. The observed limits on the benchmark
models are summarized in table A.1.
dataset Mass Limits [TeV]
Z′ψ Z
′
SSM
µµ, 4.1 fb−1 at
√
s = 8 TeV 1.94 2.27
ee, 3.6 fb−1 at
√
s = 8 TeV 1.87 2.20
µµ, 4.1 fb−1 at
√
s = 8 TeV, ee, 3.6 fb−1 at
√
s = 8 TeV 2.11 2.44
µµ, 4.1 fb−1 at
√
s = 8 TeV, 5.3 fb−1 at
√
s = 7 TeV
ee, 3.6 fb−1 at
√
s = 8 TeV, 5.0 fb−1 at
√
s = 7 TeV 2.27 2.59
Table A.1 Observed 95% credible interval lower mass limits for the Z′SSM and Z
′
ψ benchmark
models.
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Figure A.1 95% credible interval upper limits on the Z′ to SM Z0 cross section ratio Rσ,8TeV
from measurements of dielectron and dimuon mass spectra at CMS [10]:
• combination at
√
s = 8 TeV (upper figure):
dimuon channel, 4.1 fb−1
dielectron channel, 3.6 fb−1
• combination at
√
s = 7 TeV and
√
s = 8 TeV (lower figure):
dimuon channel, 4.1 fb−1 at
√
s = 8 TeV and 5.3 fb−1 at
√
s = 7 TeV;
dielectron channel, 3.6 fb−1 at
√
s = 8 TeV and 5.0 fb−1 at
√
s = 7 TeV
A.5 Results: RS Graviton Resonance
The simulation of the RS-1 model at LO is implemented in Pythia8 [276, 212]. The following
settings are selected to define a benchmark scenario:
• program version: 8.165
• PDFs: MSTW08 LO
• selected tunes pp: 5, ee: 3
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Figure A.2 Cross sections at
√
s = 8 TeV for the processes G1 → µµ (Left) and G1 → ee
(Right) in the RS-1 model (LO). The dashed lines show the cross sections without
cuts on η and pT.
The model parameters are the mass M1 of the first graviton KK mode and the coupling pa-
rameter k/M¯Pl. The expected RS signal is simulated for the k/M¯Pl values 0.01, 0.05, 0.1, and
0.2. Basic selection criteria are applied to take the geometrical acceptance and the pT detection
threshold of the detector into account.
• two muons or electrons produced directly from the G1 → ll decay
• muons: pT > 45 GeV, |η| < 2.4
• electrons: pT > 35 GeV, |η| < 1.44 or 1.56 < |η| < 2.5
The resulting Pythia8 cross sections at
√
s = 8 TeV are shown in figure A.2. The signal
cross sections decrease with rising values of M1 and falling values of k/M¯Pl. As expected from
the identical coupling of the graviton to the different SM lepton families, the predicted cross
sections are very similar for the dimuon and dielectron case. Acceptance restrictions are taken
into account for the evaluation of signal cross sections. By comparing the cross sections shown
in figure A.2 with and without applying transverse momentum and η cuts it can be seen that
the resulting loss of signal events from these restrictions is < 10% for masses above 1 TeV.
In this mass range acceptance differences between the RS-1 signal and contributions from the
SM DY process and the considered Z ′ models are found to be negligible. However, acceptance
differences become increasingly relevant for lower masses. To give an example, the acceptance
in the dimuon channel at a dimuon mass of 0.5 TeV evaluates to 0.93 for the SM DY process
and to 0.77 for the RS-1 signal. The validity of assuming compatibility of the signal and SM
DY efficiencies has been tested with signal simulations including the detector response. It is in
the following assumed that differences in the efficiency of trigger and identification between the
RS-1 signal and the considered Z ′ models are negligible.
The selected statistical procedure for calculating limits with data at
√
s = 7 TeV and
√
s =
8 TeV requires an evaluation of the signal cross section ratios between the two center-of-mass
energies. In figure A.3, these ratios are shown as a function of M1 for several values of k/M¯Pl.
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Figure A.3 Cross section ratio between collisions at
√
s = 7 TeV and
√
s = 8 TeV for the
processes G→ µµ (Left) and G→ ee (Right) in the RS-1 model (LO).
It can be seen that in the considered parameter range the results depend only weakly on the
choice of k/M¯Pl. For a given value of k/M¯Pl, the cross section ratio in the evaluated mass
range of 1000 GeV ≤ M1 ≤ 3500 GeV is found to be approximately linear in M1. As expected,
the results do not vary significantly between the graviton decay to muon and electron pairs.
Accordingly, it is reasonable to use the linear fit shown in figure A.4 as a common input for the
limit calculation. The statistical evaluation assumes that the signal shape can be approximated
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Figure A.4 Linear fit to the cross section ratio between collisions at
√
s = 7 TeV and
√
s =
8 TeV for the process G→ µµ in the RS-1 model with k/M¯Pl = 0.1.
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Figure A.5 (Left) Mass distribution of the generated events and fitted Breit-Wigner shape for
M1 = 2250 GeV and k/M¯Pl = 0.05. (Right) FWHM Γ as a function of the mass
of the lowest KK dimuon resonance in the RS-1 model (LO) for different values of
k/M¯Pl.
by a Breit-Wigner distribution which then is convoluted with a normal distribution to model
the detector resolution. The Breit-Wigner distribution can be parametrized as
fBW (M) = A · Γ(M −M1)2 + (Γ/2)2
, (A.7)
with FWHM (full-width-half-maximum) Γ and and normalization constant A. Figure A.5 (Left)
shows the fit for the RS-1 parameters M1 = 2250 GeV and k/M¯Pl = 0.05. It is found that the
probability distribution close to the peak of the resonance is well approximated by the fit while
the low mass tail is not described perfectly. This behavior is found to be qualitatively similar for
other parameter combinations. In any case, deviations from the LO distribution are expected
from higher order corrections like photon radiation or the QCD NLO corrections studied in
[277]. Accordingly, a somewhat simplified description of the resonance shape is acceptable.
Improving upon the BW-fit would probably complicate the analysis with the requirement of
additional fit parameters and lead to a convolution with the normal distribution resulting in
a shape that is likely to be less understood than the Voigt profile. Results for the FWHMs
from the Breit-Wigner fits are summarized in figure A.5 (Right) for the graviton decay to two
muons. The estimated shape parameters are found to be robust against reasonable variations
in the fit range. The colored lines depict linear fits to the widths for given k/M¯Pl. These linear
approximations are used for the derivations of statistical results. No significant differences are
found between the evaluated dimuon and the dielectron widths.
The resulting limits on the cross section ratio Rσ,8TeV evaluated with an intermediate 2012
dataset at
√
s = 8 TeV are shown in figure A.6 (top). Figure A.6 (bottom) shows the limits
obtained from a combination of data at
√
s = 8 TeV and the 2011 dataset at
√
s = 7 TeV. The
calculations follow the statistical procedure described in section A.2. The results discussed above
have been extended to masses between 0.3 TeV and 1.0 TeV to be able to also calculate limits
in this mass range. The presented linear fits to the signal cross section ratio and the resonance
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Figure A.6 95% credible interval upper limits on the RS KK resonance to SM Z0 cross section
ratio Rσ,8TeV from measurements of dielectron and dimuon mass spectra at CMS
[10].
widths are found to be also applicable down to masses of 0.3 TeV. Acceptance differences with
respect to the SM DY process for RS-1 models below 1 TeV are applied as correction factors to
the RS signal curves shown in figure A.6 to keep differences in the statistical treatment of the
RS and Z ′ models at a minimum.
Figure A.7 shows the observed limits and signal expectations for different values of k/M¯Pl. It
can be seen that the observed limits converge for masses that are sufficiently higher than the
range of observed events. On average, the excluded cross section upper limits increase with rising
values of k/M¯Pl. This is expected as the signal becomes less resonant with increasing k/M¯Pl and
therefore more compatible with the background shape. The results indicate to which extend the
limits depend on the assumed signal widths and can be used to assess the implications of the
evaluated data for any models with widths corresponding to the range 0.01 <k/M¯Pl < 0.2 in the
RS-1 model. In table A.2, the mass limits on a graviton resonance in the RS-1 model (rounded
down to the level of 0.1 TeV) derived from the limits on Rσ,8TeV (previously published in [6])
shown in figure A.6 are compared with the RS-1 graviton mass limits from CMS and ATLAS
evaluated with the full 2011 (
√
s = 7 TeV) datasets [103, 278].
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A.6 Preliminary Results with the Full 2012 Dataset
this study (CMS) CMS [103] ATLAS [278]
datasets 2011 (full), 2012 (partial) 2011 (full) 2011 (full)
graviton decay modes µµ, ee µµ, ee µµ, ee
k/M¯Pl = 0.01 1.0 – 0.9
k/M¯Pl = 0.05 2.0 1.8 1.7
k/M¯Pl = 0.1 2.2 2.1 2.1
k/M¯Pl = 0.2 2.7 – –
Table A.2 95% lower limits on M1 (rounded down to the level of 0.1 TeV) from this study and
results presented in [103, 278].
A.6 Preliminary Results with the Full 2012 Dataset
Recently, CMS has presented results that extend the CMS search for heavy dilepton resonances
to the full 2012 dataset [7]. Corresponding limits have been calculated as part of the presented
work, using an updated version of the software setup for limit setting described in section A.3.
The limits for the full 2012 dataset have been obtained with a procedure which does not include
all events above masses of 200 GeV in the likelihood. A mass interval of at least ±6 times
the standard deviation of a normal fit to the detector resolution evaluated at the signal mass
hypothesis defines the window of events being included in the likelihood. One of the reasons
for this choice was to ensure that the available computing capacities were still sufficient for
calculating the results within an acceptable amount of time. The updated procedure passed
several checks that tested its robustness against reasonable variations in the choice of the signal
window and the background normalization. In the dielectron final state, the events have been
split into two subcategories that are treated as separate search channels. In one category of
dielectron events both electron candidates are measured in the ECAL barrel. The other channel
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Figure A.7 95% credible interval upper limits on the cross section ratio Rσ,8TeV and theory
predictions for different values of k/M¯Pl.
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Figure A.8 95% credible interval upper limits on the Z′ to the SM Z0 cross section ratio R
from measurements of dielectron and dimuon mass spectra at CMS evaluated with
the full 2012 dataset [7].
includes events in which only one of the electron is measured in the ECAL barrel and the
other in the ECAL endcap region. This splitting of the dielectron data allows for an improved
treatment of systematic uncertainties which are higher for events with one electron measured in
the endcap region. The combined limits obtained with the full 2012 dataset are shown in figure
A.8. Corresponding single channel limits can be found in [7].
A.7 Conclusion
The statistical analysis of the dimuon and dielectron mass spectra has been updated with an
intermediate 2012 dataset. A previously used limit setting code has been partially redesigned
and extended for use cases with more than two channels. These changes allow to set combined
limits including data at both
√
s = 7 TeV and
√
s = 8 TeV. At the time of publication
(December 2012), the presented statistical results provided the most stringent limits on the
considered classes of BSM signatures. The considered signals include dilepton resonances in the
Z′ψ and Z
′
SSM models, for which limits of m(Z
′
ψ) < 2.2 TeV and m(Z
′
SSM) < 2.5 TeV are obtained
at 95% CL. Also dilepton signatures of KK graviton modes in the RS-1 model are evaluated for
several choices of k/M¯Pl. With k/M¯Pl = 0.05, parameter values of M1 < 2.0 are found to be
excluded at 95% CL. The limits for the Z′ψ and Z
′
SSM models have been been further improved
with a study based on the full 2012 dataset. This latest analysis excludes model hypotheses
with m(Z′ψ) < 2.6 TeV and m(Z
′
SSM) < 2.9 TeV at 95% CL.
99
B The BATCalculator Interface1 between
RooStats and BAT
Bayesian inference often involves multidimensional integration. In section 4.4.1, it has been
outlined why in many statistical models Markov Chain methods are an important tool for the
evaluation of posterior distributions. As the respective algorithms are quite complex, it is ben-
eficial to cross-check results with different software implementations. In this way one reduces
the possibility of overlooking convergence problems or errors in the respective implementations
of the algorithms. For computing intensive use-cases it can also be useful to compare the com-
putational performance of the different tools. The RooStats [258] software package provides
Markov Chain integration with the Metropolis Hastings algorithm. This functionality is usually
accessed via theMCMCCalculator class. The statistical models are defined using RooStats
and RooFit [257]. An implementation of the Metropolis Hastings algorithm is also included
in the Bayesian Analysis Toolkit (BAT) package [279]. The purpose of the BATCalculator
class is to provide an interface that allows to use the Markov Chain integration in BAT with
statistical models implemented in RooFit/RooStats and that can be used in a way which
is similar to other classes for the calculation of confidence or credible intervals provided by
RooStats. Internally, the BATCalculator class uses BAT for evaluating the posterior dis-
tribution. Starting from version 0.4, the interface is included in the BAT release.
B.1 Basic Usage
The recommended way to construct a BATCalculator object is to use the constructor that
requires an object of the RooStats ModelConfig class as an argument. The respective
constructor is
BATCalculator ( RooAbsData & data , ModelConfig & model , bool f i l l C h a i n
= fa l se ) ;
The ModelConfig class helps the user to associate the objects in a given workspace with
their statistical meaning. A RooFit RooAbsData object stores the dataset of a measurement
(or alternatively hypothetical measurement). The fillChain argument controls whether a
RooStats MarkovChain object is constructed from the Markov chain that is evaluated in
BAT. After adjusting the length of the Markov chain and the requested posterior probability
of the interval, the Markov chain algorithm is run by calling one of the interval functions. The
BATCalculator supports both central and shortest intervals for models with one parameter
of interest. Interval objects and limits are returned by the functions
s imp l e I n t e r va l ∗ myCentra l Interva l = myBATCalculator−>GetInterval1D ( )
const ;
upperLimit = myCentral Interval−>UpperLimit ( ) ;
lowerLimit = myCentra l Interval−>LowerLimit ( ) ;
1developed in collaboration with Grégory Schott
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s imp l e I n t e r va l ∗ myShorte s t Inte rva l = myBATCalculator−>
GetShortest Interva l1D ( ) const ;
upperLimit = myShortest Interva l−>UpperLimit ( ) ;
lowerLimit = myShortest Interva l−>LowerLimit ( ) ;
In the current version, the only way to evaluate 2-dimensional credible regions is to construct
them from the RooStats MarkovChain object.
v i r t u a l MCMCInterval∗ GetInte rva l ( ) const ;
This requires the option fillChain = true in the constructor. However, tests of this functional-
ity have so far been very limited. Additional features of the BATCalculator class include
visualization of 1-dimensional posterior distributions and accessibility of the interfaces from the
underlying BAT classes.
B.2 Test Scenarios
B.2.1 Single Bin Counting Experiment
Single bin counting experiments are a frequently encountered statistical model in searches for
new physics in collider experiments. One starts from a set of event selection criteria that are
supposed to improve the relation between signal and background. Often this involves increasing
the ratio of signal and background expectation. Afterwards, one draws statistical conclusions
from the relation between the measured number of events and the expected signal and remaining
background. If one searches for a rare type of events, the likelihood of observing N events is
given by the Poisson distribution. Here we consider an example with three nuisance parameters
corresponding to the luminosity L, signal efficiency  and background expectation b. The pa-
rameter of interest (poi) is given by the signal cross section σ. The posterior distribution Πpost
for an observation of Nobs events is modeled as
Πpost (σ|Nobs) =
∫
dLd db
(σ · L · + b)Nobs
Nobs!
· e−(σ·L·+b) · pi (b) · pi (L) · pi () · pipoi (σ) (B.1)
For the test scenario, truncated normal prior functions pi are assumed for the nuisance pa-
rameters. A uniform distribution is used as prior function pipoi of the parameter of interest.
Credible intervals for a range of input parameters have been evaluated with the BATCalcu-
lator interface and validated against integration with RooStats internal tools and external
code. Figure B.1 illustrates the good agreement between results from different tools for a set of
test parameters (units are left unspecified):
• pi (L) = Normal (L;L0, σL) , with L0 = 10 and σL = 1
• pi (b) = Normal (b; b0, σb) , with b0 = 0.52 and σb = 0.156
• pi () = Normal (; 0, σ) , with 0 = 0.51 and L = 0.0765
B.2.2 Shape Analysis with Unbinned Likelihood
The statistical model used in the search for new heavy dilepton resonances [6] is outlined in
section A.2. This model can be used to test the BATCalculator interface in a more complex
situation. Figure B.2 shows a comparison of the respective results for the observed limits calcu-
lated with the RooStats internal MCMCCalculator and the BATCalculator interface.
The results from the two classes are found to be in good agreement.
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Figure B.1 Comparison of 90% central credible intervals as a function of the number of ob-
served events for a benchmark counting experiment as defined in equation B.1.
The shown upper cross section thresholds correspond to 95% upper limits. Re-
sults are evaluated with the BATCalculator interface, the RooStats internal
BayesianCalculator class, and the CL95 tool (the pre-LHC version written by
Greg Landsberg).
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Figure B.2 Comparison of 95% CL upper limits from preliminary results of a search for new
heavy dilepton resonances [6] calculated with the RooStats internalMCMCCal-
culator and the BATCalculator interface.
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C Implementation of the Lognormal- and
Gamma-Distributions in the RooFit software1
The RooFit software for statistical modeling in physics analyses [257] includes generic ways
to create probability distributions. However, it is advantageous to have some frequently em-
ployed distributions available as pre-built classes. This way, users can resort to these well-tested
standard classes and benefit from the implementation of formulas for analytic integration and
algorithms for efficient generation of random variables without the need to design them by
themselves. At the same time the pre-built distributions provide convenient building blocks for
creating more complex models.
The density function of the Gamma distribution can be parametrized as
f(x; γ, β, µ) = (x− µ)
γ−1 · e−(x−µ)/β
Γ(γ) · βγ . (C.1)
The Gamma distribution has support [µ,∞) and the parameters γ, β, and µ are restricted to
combinations with γ > 0 and β > 0.
The implemented method for generating Gamma-distributed random variables is derived from
a code example presented in [280]. Interesting properties of the Gamma distribution in the
context of the statistical analysis of data from collider experiments include that the Gamma
distribution is the conjugate prior to the Poisson likelihood. Taking µ = 0, γ = 0 and β → ∞
this implies that a Poisson likelihood with parameter λ and an assumed uniform prior for λ in
the interval (0, a) leads to a (truncated) Gamma-distributed posterior.
A possible way of parametrizing the density function of the lognormal distribution is given by
f (x) = 1√
2pi · ln k ·
1
b
exp
[
− ln
2 (b/b0)
2 ln2 k
]
, (C.2)
with domain x ≥ 0 and k, b0 > 0. An important property of the lognormal distribution is
that products of independent random variables tend towards a lognormal density distribution
in the same way as sums of independent variables approach a normal distribution. A precise
mathematical formulation of this property is given in [281, page 13 et seq.]. An interval [b0 ∗
kc, b0/kc], c > 0 of the lognormal density contains a fixed probability corresponding to an
interval [−c, c] of a normal variable N(0, 1). In analyses of collision data, this property can be
appealing for modeling reasonable prior distributions for the means of backgrounds with large
uncertainties.
Figure C.1 shows examples of the lognormal and Gamma distributions evaluated with their
implementation in RooFit. The corresponding class names are RooLognormal and RooGamma.
As they inherit from the base class for probability functions in RooFit (RooAbsPdf ), the classes
can be used analogously to classes like RooGaussian, for which code examples can be found in
[257].
1in collaboration with Grégory Schott
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Figure C.1 Distributions of N = 5·104 generated variables compared with the probability den-
sities normalized to N for two examples of Gamma (Top) and lognormal (Bottom)
distributions.
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D Supplementary Material
D.1 Differential Cross Section of the SM Neutral Current DY
Process at LO
Starting from the amplitudes as given in [34], the differential cross section of the SM DY process
is given by equation 2.8, with
|Dz (s)|2 = | 1
s−m2z + imzΓz
|2 = 1[
(s−m2z)2 + (mzΓz)2
]2 c1 = 128 ·Q2q
c2 =
1
16 · sin4 θW cos4 θW
(
L2l ·R2q +R2l · L2q
)
c4 =
1
16 · sin4 θW cos4 θW
(
L2l · L2q +R2l ·R2q
) c3 = −
2 ·Qq
sin2 θW cos2 θW
(Ll ·Rq +Rl · Lq)
c4 = − 2 ·Qqsin2 θW cos2 θW
(Ll · Lq +Rl ·Rq)
Rl = 4 · sin2 θW
Ll = 4 · sin2 θW − 2
Lq = 4 ·
(
T3q −Qq · sin2 θW
)
Rq = −4 ·Qq · sin2 θW .
Qq is the electric charge of the initial quark (in units of the electron charge e), θW the weak
mixing (Weinberg) angle, and T3q the third component of the quark’s weak isospin.
D.2 Type-I Error Rate of Classical p-Values
Consider a p-value p defined with respect to the test statistic t. If one assumes that we have
introduced an ordering relation > on the test statistic t, so that
t2 > t1 ⇔ p (t2) < p (t1)
and define tlim as tlim := min {t : p (t) ≤ α}, then
Pr (p < α) = Pr (Pr (t > t′|H0) < α) = Pr (Pr (t > t′|H0) < Pr (t > tlim|H0))
= ∑{t′:t′>tlim} Pr (t′|H0) = Pr (t′ > tlim|H0)
= p (tlim) ≤ α .
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D.3 Figures and Tables
mass range # events cross section [pb]
Horace LO (CT10 PDFs) → Photos → Herwig6
0.2− 0.5 TeV 1e5 9.57 · 10−1
0.5− 0.8 TeV 1e5 2.46 · 10−2
0.8− 1.2 TeV 1e5 2.81 · 10−3
1.2− 1.6 TeV 1e5 2.78 · 10−4
1.6−√s TeV 1e5 4.61 · 10−5
Horace LO with photon radiation (CT10 PDFs) → Herwig6
0.2− 0.5 TeV 1e5 9.11 · 10−1
0.5− 0.8 TeV 1e5 2.30 · 10−2
0.8− 1.2 TeV 1e5 2.59 · 10−3
1.2− 1.6 TeV 1e5 2.52 · 10−4
1.6−√s TeV 1e5 4.11 · 10−5
Horace NLO (CT10 PDFs) → Herwig6
0.2− 0.5 TeV 1e5 8.77 · 10−1
0.5− 0.8 TeV 1e5 2.13 · 10−2
0.8− 1.2 TeV 1e5 2.31 · 10−3
1.2− 1.6 TeV 1e5 2.17 · 10−4
1.6−√s TeV 1e5 3.40 · 10−5
Horace NLO (MRST04QED PDFs) → Herwig6
0.2− 0.5 TeV 1e5 9.49 · 10−1
0.5− 0.8 TeV 1e5 2.41 · 10−2
0.8− 1.2 TeV 1e5 2.69 · 10−3
1.2− 1.6 TeV 1e5 2.62 · 10−4
1.6−√s TeV 1e5 4.46 · 10−5
Table D.1 Horace Drell-Yan samples.
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mass range # events
path in dbs
40− 120 GeV 1e5
/DYToMuMu_Minv_40_120_mcatnlo_photos_ForSummer11_cff_py_GEN/
antonius-DYToMuMu_Minv_40_120_mcatnlo_photos_ForSummer11_cff_py_AOD-a05cf0eb7984cf13d5f09bb99ec2fa47/USER
120− 200 GeV 1e5
/DYToMuMu_Minv_120_200_mcatnlo_photos_ForSummer11_cff_py_GEN/
antonius-DYToMuMu_Minv_120_200_mcatnlo_photos_ForSummer11_cff_py_AOD-a05cf0eb7984cf13d5f09bb99ec2fa47/USER
200− 500 GeV 1e5
/DYToMuMu_Minv_200_500_mcatnlo_photos_ForSummer11_cff_py_GEN/
antonius-DYToMuMu_Minv_200_500_mcatnlo_photos_ForSummer11_cff_py_AOF-a05cf0eb7984cf13d5f09bb99ec2fa47/USER
500− 800 GeV 1e5
/DYToMuMu_Minv_500_800_mcatnlo_photos_ForSummer11_cff_py_GEN/
antonius-DYToMuMu_Minv_500_800_mcatnlo_photos_ForSummer11_cff_py_AOD-a05cf0eb7984cf13d5f09bb99ec2fa47/USER
800− 1200 GeV 1e5
/DYToMuMu_Minv_800_1200_mcatnlo_photos_ForSummer11_cff_py_GEN/
antonius-DYToMuMu_Minv_800_1200_mcatnlo_photos_ForSummer11_cff_py_AOD-a05cf0eb7984cf13d5f09bb99ec2fa47/USER
1200− 1600 GeV 1e5
/DYToMuMu_Minv_1200_1600_mcatnlo_photos_ForSummer11_cff_py_GEN/
antonius-DYToMuMu_Minv_1200_1600_mcatnlo_photos_ForSummer11_cff_py_AOD-a05cf0eb7984cf13d5f09bb99ec2fa47/USER
1600− inf GeV 1e5
/DYToMuMu_Minv_1600_inf_mcatnlo_photos_ForSummer11_cff_py_GEN/
antonius-DYToMuMu_Minv_1600_inf_mcatnlo_photos_ForSummer11_cff_py_AOD-a05cf0eb7984cf13d5f09bb99ec2fa47/USER
Table D.2 MC@NLO Drell-Yan samples.
Sample cross section (pb) # events
path in das
DY dimuon, Mµµ > 20 GeV 1 629 29.6e6
/DYToMuMu_M-20_CT10_TuneZ2_7TeV-powheg-pythia/Fall11-PU_S6_START44_V9B-v1/AODSIM
DY dimuon, Mµµ > 200 GeV 1.23 48.8e3
/DYToMuMu_M-200_TuneZ2_7TeV-powheg-pythia/Fall11-PU_S6_START44_V9B-v1/AODSIM
DY dimuon, Mµµ > 500 GeV 0.0332 47.9e3
/DYToMuMu_M-500_TuneZ2_7TeV-powheg-pythia/Fall11-PU_S6_START44_V9B-v1/AODSIM
DY dimuon, Mµµ > 800 GeV 0.00378 46.1e3
/DYToMuMu_M-800_TuneZ2_7TeV-powheg-pythia/Fall11-PU_S6_START44_V9B-v1/AODSIM
DY dimuon, Mµµ > 1000 GeV 0.00116 46.5e3
/DYToMuMu_M-1000_TuneZ2_7TeV-powheg-pythia/Fall11-PU_S6_START44_V9B-v1/AODSIM
Table D.3 Powheg Drell-Yan samples (dimuon final state).
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PDF set mass ranges [GeV] # events per
mass bin
cteq66.LHgrid central PDF 40− 120, 120− 200, 200− 500, , 105
central PDF 500− 800, 800− 1200,
1200− 1600, 1600−inf
NNPDF21_100.LHgrid 40− 120, 120− 200, 200− 500, 105
average PDF 500− 800, 800− 1200,
1200− 1600, 1600−inf
MSTW2008nlo90cl.LHgrid 40− 120, 120− 200, 200− 500, 105
central PDF 500− 800, 800− 1200,
1200− 1600, 1600−inf
MSTW2008nlo90cl_asmz+90cl.LHgrid 40− 120, 120− 200, 200− 500, 105
central PDF 500− 800, 800− 1200,
1200− 1600, 1600−inf
MSTW2008nlo90cl_asmz−90cl.LHgrid 40− 120, 120− 200, 200− 500, 105
central PDF 500− 800, 800− 1200,
1200− 1600, 1600−inf
Table D.4 MC@NLO (+ Herwig6 shower) generator level events for the study of PDF uncer-
tainties.
Sample cross section (pb) # events
path in das
tt¯+Jets 160 82.7e6
/TTJets_TuneZ2_7TeV-madgraph-tauola/Fall11-PU_S6_START44_V9B-v1/AODSIM
WW 43.0 4.2e6
/WW_TuneZ2_7TeV_pythia6_tauola/Fall11-PU_S6_START44_V9B-v1/AODSIM
WZ 18.2 4.3e6
/WZ_TuneZ2_7TeV_pythia6_tauola/Fall11-PU_S6_START44_V9B-v1/AODSIM
ZZ 5.9 4.2e6
/ZZ_TuneZ2_7TeV_pythia6_tauola/Fall11-PU_S6_START44_V9B-v1/AODSIM
W+Jets (pT > 100 GeV) 239.6 8.1e6
/WJetsToLNu_PtW-100_TuneZ2_7TeV-madgraph/Fall11-PU_S6_START42_V14B-v1/AODSIM
Table D.5 Samples for the evaluation of W + jets, tt¯ and diboson backgrounds in the dimuon
mass spectrum.
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Parameters cross section (pb) # events
path in dbs
ΛT = 800GeV, smin = 300GeV 166.6 0.8e5
/pythia8_ADD_Dilepton_LambdaT_800_cff_py_GEN/
antonius-pythia8_ADD_Dilepton_LambdaT_800_cff_py_RECO-075b2ab990267830cab00471fbd36a19/USER
ΛT = 1000GeV, smin = 300GeV 28.5 0.8e5
/pythia8_ADD_Dilepton_LambdaT_1000_cff_py_GEN_v2/
antonius-pythia8_ADD_Dilepton_LambdaT_1000_cff_py_RECO-075b2ab990267830cab00471fbd36a19/USER
ΛT = 1200GeV, smin = 300GeV 7.2 0.8e5
/pythia8_ADD_Dilepton_LambdaT_1200_cff_py_GEN_v2/
antonius-pythia8_ADD_Dilepton_LambdaT_1200_cff_py_RECO-075b2ab990267830cab00471fbd36a19/USER
ΛT = 1400GeV, smin = 300GeV 2.5 0.8e5
/pythia8_ADD_Dilepton_LambdaT_1400_cff_py_GEN/
antonius-pythia8_ADD_Dilepton_LambdaT_1400_cff_py_RECO-f54f1ed6928c22b8f0e6f9b65bfc4d70/USER
ΛT = 1500GeV, smin = 300GeV 1.7 1.0e5
/pythia8_ADD_Dilepton_LambdaT_1500_cff_py_GEN/
antonius-pythia8_ADD_Dilepton_LambdaT_1500_cff_py_RECO-075b2ab990267830cab00471fbd36a19/USER
ΛT = 1600GeV, smin = 300GeV 1.3 0.8e5
/pythia8_ADD_Dilepton_LambdaT_1600_cff_py_GEN/
antonius-pythia8_ADD_Dilepton_LambdaT_1600_cff_py_RECO-f54f1ed6928c22b8f0e6f9b65bfc4d70/USER
ΛT = 1640GeV, smin = 300GeV 1.15 1.0e5
/pythia8_ADD_Dilepton_LambdaT_1640_cff_py_GEN/
antonius-pythia8_ADD_Dilepton_LambdaT_1640_cff_py_RECO-075b2ab990267830cab00471fbd36a19/USER
ΛT = 1660GeV, smin = 300GeV 1.12 1.0e5
/pythia8_ADD_Dilepton_LambdaT_1660_cff_py_GEN/
antonius-pythia8_ADD_Dilepton_LambdaT_1660_cff_py_RECO-075b2ab990267830cab00471fbd36a19/USER
ΛT = 1680GeV, smin = 300GeV 1.08 1.0e5
/pythia8_ADD_Dilepton_LambdaT_1680_cff_py_GEN/
antonius-pythia8_ADD_Dilepton_LambdaT_1680_cff_py_RECO-075b2ab990267830cab00471fbd36a19/USER
ΛT = 1700GeV, smin = 300GeV 1.04 1.0e5
/pythia8_ADD_Dilepton_LambdaT_1700_cff_py_GEN/
antonius-pythia8_ADD_Dilepton_LambdaT_1700_cff_py_RECO-075b2ab990267830cab00471fbd36a19/USER
ΛT = 1720GeV, smin = 300GeV 1.00 1.0e5
/pythia8_ADD_Dilepton_LambdaT_1720_cff_py_GEN/
antonius-pythia8_ADD_Dilepton_LambdaT_1720_cff_py_RECO-075b2ab990267830cab00471fbd36a19/USER
ΛT = 1740GeV, smin = 300GeV 0.97 1.0e5
/pythia8_ADD_Dilepton_LambdaT_1740_cff_py_GEN/
antonius-pythia8_ADD_Dilepton_LambdaT_1740_cff_py_RECO-075b2ab990267830cab00471fbd36a19/USER
ΛT = 1760GeV, smin = 300GeV 0.94 1.0e5
/pythia8_ADD_Dilepton_LambdaT_1760_cff_py_GEN/
antonius-pythia8_ADD_Dilepton_LambdaT_1760_cff_py_RECO-075b2ab990267830cab00471fbd36a19/USER
ΛT = 1780GeV, smin = 300GeV 0.92 1.0e5
/pythia8_ADD_Dilepton_LambdaT_1780_cff_py_GEN/
antonius-pythia8_ADD_Dilepton_LambdaT_1780_cff_py_RECO-075b2ab990267830cab00471fbd36a19/USER
ΛT = 1800GeV, smin = 300GeV 0.89 1.0e5
/pythia8_ADD_Dilepton_LambdaT_1800_cff_py_GEN_v2/
antonius-pythia8_ADD_Dilepton_LambdaT_1800_cff_py_RECO-075b2ab990267830cab00471fbd36a19/USER
Table D.6 Pythia8 signal samples.
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Figure D.1 Comparison between the cos θ∗ distributions (|ηµ| < 2.1 and pT,µ > 45 GeV) of the
SM LO DY process and an ADD signal in the mass intervals 0.9 TeV < Mµµ >
1.1 TeV and 1.3 TeV < Mµµ > 1.5 TeV for ΛT = 3.0 TeV (Left) and ΛT = 3.5 TeV
(Right).
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Figure D.2 Pythia 8 event visualization of an ADD dimuon event. (Modified version of a
pythia8 event visualization with the mcviz tool developed by Johannes Ebke and
Peter Waller.) One can see the hard interaction generating a muon pair an a
final state photon and some aspects of the underlying event and the treatment of
multiple parton interactions.
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μ1
μ2
μ1
μ2
Figure D.3 Highest mass dimuon event in a 4.1 fb−1 dataset at
√
s = 8 TeV. The estimated
dimuon mass is 1.42 TeV. Both muons have pT values of about 0.5 TeV.
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E Notation, Units, Conventions and Used
Software
E.1 The CMS Coordinate System1
inwards x
upwards y
z
φ η r
Figure E.1 The CMS Coordinate System [11].
The coordinates used to describe the positions of the detector components are z , r , φ and
η. They are defined as shown in figure E.1. The starting points of the arrows indicating the
angular coordinates φ and η correspond to the coordinates φ = 0, and η = 0.
The rapidity ψ is defined as
tanhψ = vz
c
, (E.1)
where vz is the speed of the particle into the z direction and c the speed of light.
Angular differences in ψ are invariant under Lorentz boosts into the z direction. This property
is of relevance for parton-parton interactions within the proton as the center-of-mass frame is
approximately related to the zero momentum frame of the detector by a boost along the z-
direction2.
Often the pseudo rapidity η is stated instead of ψ. The coordinate transformation between
the polar angle θ and η is defined as
η = − ln
[
tan
(
θ
2
)]
. (E.2)
The pseudo rapidity of particles in the ultra relativistic limit (i.e. particle masses can be ne-
glected) is equal to the rapidity ψ.
The angular distance ∆R between two particles is given by
∆R =
√
(∆η)2 + (∆φ)2 . (E.3)
∆R is often used to define isolation criteria for reconstructed objects.
1partially adapted from [11]
2the small momentum imbalance in the plane orthogonal to z can often be neglected
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E.2 Units and Conventions
If not mentioned otherwise, units are stated in either SI units or natural units with ~ = c = 1.
Cross sections are stated in units of barns (b), with 1b = 10−28 m2 and integrated luminosities
are stated in units of b−1. The signature of the Minkowski metric η is chosen as (+,-,-,-).
Dirac matrices are written as γµ with γ5 defined as γ5 := iγ0γ1γ2γ3. If not stated otherwise,
uncertainties are implicitly assumed to correspond to 68% confidence level (CL) or credible
intervals.
Lorentz indices µˆ, νˆ, . . . run from 0 to 3 + n, indices µ, ν, . . . run from 0 to 3. 4 + n com-
ponent vectors z contain the 3+1 space-time coordinates and n additional coordinates for the
extra dimensions. The 3 + 1 space-time coordinates are labeled as x and the extra dimension
coordinates as y. hˆ denotes a perturbation of the metric in 4 + n, n > 0 dimension. The label
h is used for the corresponding perturbation with n = 0.
Several mass variables are used throughout this work. Those that reoccur frequently are listed
below.
• Mµµ, the dimuon mass of an event with two muons (either measured or simulated).
• Mthreshold, the lower threshold on the dimuon masses that are used to specify the considered
region for the statistical evaluation with a counting experiment.
• Mmax, the upper threshold on the dimuon mass range that is considered for signal contri-
butions.
• MPl, the reduced Planck mass in 4 + 1 dimensional space-time.
• MD, the fundamental Planck mass in the ADD model of large spatial extra dimensions
• Ms, a string scale which under certain assumptions may be set into relation with the UV
cutoff on the virtual Graviton exchange or MD.
There are text passages for which supplementary background information can be found in CMS
internal documents (for example in analysis notes). Though such references are only accessible
for people in the CMS collaboration, they are still sometimes referenced if they are found to
provide useful extra information for potential readers that are CMS members.
In some cases, theses, review articles or didactic texts may give the reader a more helpful
access point to certain facts or topics than original journal articles. For this reason the former
types of references are in a few cases preferred, including some situations where the relevant
piece of information has become “textbook knowledge”.
E.3 Software Used in Preparing this Document
The list below acknowledges some software that has been helpful while preparing graphics and
text body of the presented document.
• ROOT http://root.cern.ch/drupal/
• JabRef http://jabref.sourceforge.net/
• TeXnicCenter http://www.texniccenter.org/
• MiKTeX http://miktex.org/
• Inkscape http://inkscape.org/
• Jaxodraw http://jaxodraw.sourceforge.net/
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