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Introduction
This thesis describes our work on the inference of biomolecular interactions from
sequence data. In particular, the first part of the thesis focuses on proteins and
describes computational methods that we have developed for the inference of both
intra- and inter-protein interactions from genomic data. The second part of the thesis
centers around protein-RNA interactions and describes a method for the inference of
binding motifs of RNA-binding proteins from high-throughput sequencing data.
The thesis is organized as follows. In the first part, we start by introducing a
novel mathematical model for the characterization of protein sequences (chapter 1).
We then show how, using genomic data, this model can be successfully applied to
two different problems, namely to the inference of interacting amino acid residues
in the tertiary structure of protein domains (chapter 2) and to the prediction of
protein-protein interactions in large paralogous protein families (chapters 3 and 4).
We conclude the first part by a discussion of potential extensions and generalizations
of the methods presented (chapter 5).
In the second part of this thesis, we first give a general introduction about RNA-
binding proteins (chapter 6). We then describe a novel experimental method for the
genome-wide identification of target RNAs of RNA-binding proteins and show how
this method can be used to infer the binding motifs of RNA-binding proteins (chapter
7). Finally, we discuss a potential mechanism by which KH domain-containing RNA-
binding proteins could achieve the specificity of interaction with their target RNAs
and conclude the second part of the thesis by proposing a novel type of motif finding
algorithm tailored for the inference of their recognition elements (chapter 8).
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CONTENTS
2
Part I
Inference of Intra- and
Inter-Protein Interactions from
Genomic Data
3
Chapter 1
Bayesian network model for the
characterization of aligned protein
sequences
1.1 Introduction
The identification and characterization of functionally and structurally important
elements in DNA, RNA and protein sequences is one of the main focuses of computa-
tional biology. The mathematical framework suited to describe a particular functional
sequence element can differ strongly depending on the type of sequence (DNA, RNA
or protein) and the particular problem. In the simplest case, a functional element can
be described as a fixed string of a given length. This is at least approximately the case
for miRNA target sites, where the presence of a sequence stretch that corresponds to
the reverse complement of the first 8 nucleotides at the 5’ end of the miRNA (or a one
to two nucleotide shorter substring thereof) is of crucial importance for target site
recognition [1,2]. If degeneracies are allowed at certain positions, strings are no longer
a practical model as the number of possible strings grows very quickly. Degeneracies
can more easily be described by regular expressions, or more generally, by position-
specific weight matrices. Weight matrices model every position of the sequence with
an independent probability distribution, that, unlike regular expressions, allows for
a weighting of each nucleotide according to its frequency of occurrence. Weight ma-
trix models have been successfully applied to many problems and are, for example, a
generally accepted framework for the description of transcription factor binding sites
(see e.g. [3]).
In cases where the secondary or tertiary structure of the sequence is of importance,
such as in the case of RNA sequences with a particular structure (for example tRNAs)
or protein domains, a weight matrix may still be too limited a model. For multiple
5
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alignments of structured RNAs, it was noted a long time ago that particular pairs
of positions, corresponding to base-paired residues in the respective structures, show
strong correlations and can thus not be modelled independently (see e.g. [4,5]). This
led to the development of so-called covariance models that probabilistically describe
the sequence in terms of a set of single independent residues and a set of pairs of
correlated residues [4].
However, as probabilities need to be estimated for the occurrence of all possible
pairs of residues, covariance models require much larger training sets compared to
weight matrix models. For RNA, due to the small alphabet size - there are only 4
different nucleotides and thus only 16 different pairs of nucleotides - this has not been
a major issue, but for proteins, sensitive covariance analysis has for a long time been
hindered by the fact that most protein families were two small to reliably estimate the
frequency of occurrence of all 202 = 400 possible pairs of amino acids. However, with
the recent explosion of genomic data, the average number of homologous sequences
per protein family has drastically increased and more and more protein families have
become amenable to covariance analysis. Accordingly, much work has in recent years
been dedicated to the detection of correlations between protein residues (see e.g.
[6–16]). This work has shown that, like in RNA alignments, there is strong evidence
for dependencies between pairs of positions in protein alignments. In particular, it has
been shown that correlated pairs of residues, both within protein domain alignments
and between alignments of interacting protein families, tend to lie in functionally
important regions and tend to be close in the tertiary structure [9, 10, 13–16].
Figure 1.1: Illustration of a co-evolutionary event in a RNA sequence. A random mutation in the
base pair U-A within the stem of a stable stem-loop structure results in a mismatched pair C-A,
which destabilizes the structure. A compensatory mutation in the second nucleotide from A to G
re-stabilizes the stem loop and compensates for the drop in fitness caused by the first mutation.
Figure taken from [17].
In both RNA and protein sequences, correlations between residues have been
attributed to co-evolutionary events, where the change in one residue must be com-
pensated by a correlated mutation in a second residue in order to maintain the func-
tionality of the sequence and thus the fitness of the organism [17–19]. For example,
6
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as illustrated in figure 1.1, due to a random mutation, one nucleotide of a base pair
within a functionally important RNA stem-loop may mutate, leading to a mismatched
pair, which leads to the destabilization of the stem-loop and thus to a decrease in
fitness. This drop in fitness can be compensated by a second, compensatory muta-
tion in the second residue of the original base pair, which re-stabilizes the stem-loop.
Interestingly, for proteins, it has been argued that compensatory mutations are more
frequent than mutations that simply reverse the first random mutation, as there are
typically several different residues at which compensatory mutations can occur [17].
The existence of correlated pairs of residues in protein alignments may suggest
that protein sequences, similar to RNA sequences, can be well described in terms of
sets of independent residues and sets of disjoint pairs of dependent residues. However,
recently, there have been indications that there are important differences in the way
RNA and protein residues co-evolve. Whereas RNA residues typically co-evolve as
independent pairs [4, 5, 20], many co-evolving residues in proteins form chains or
networks that may even connect residues that are distant in the tertiary structure
[13, 14, 21, 22]. We and others [14, 16] have thus argued that a sound mathematical
description of protein sequences must take into account the interconnectedness of
co-evolving protein residues. To this end, we have developed a Bayesian network
model that models the joint distribution of amino acids in a multiple alignment in
terms of an underlying dependence tree structure and in this way can characterize
the co-evolutionary patterns in proteins in a statistically sound and computationally
tractable way. In the next section, we will give an intuitive explanation of this model.
For mathematical details and calculations, the reader is referred to chapters 2, 3 and
4.
1.2 Mathematical framework
In principle, we would like to describe a set of aligned protein sequences in terms of
the joint distribution of amino acids over all residues 1. However, as the number of
possible combinations of amino acids grows as 20n, where n is the number of columns
in the alignment (i.e. the number of residues of the proteins), and given the typical
number of sequences per protein family in current databases (on the order of 102−103
sequences for larger families [23]), it is for most families not feasible to go beyond the
estimation of distributions of pairs of amino acids. We thus propose to describe the
distribution of amino acids in protein alignments based only on conditional distribu-
1In the case of two interacting protein families, we join the two alignments so as to create an
alignment of interacting protein pairs (cf chapters 3 and 4). This alignment is then modelled in the
same manner as an alignment of single proteins. In a joint alignment of interacting protein pairs,
the dependencies reflect constraints that are due to both the structure of the single proteins and
due to the interaction.
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tions of pairs of variables. In particular, our Bayesian model makes every column of
the alignment conditionally dependent on exactly one other column. If the different
columns of the alignment, corresponding to the distribution of amino acids in each
position, are regarded as nodes in a graph and edges are drawn only between those
nodes that are directly dependent on each other, then the resulting graph of the model
is a spanning tree (see figure 1.2). A spanning tree has the property that it connects
all the nodes of the graph without forming any cycles. Due to the tree structure of
the underlying graph, the type of model that we propose is also called dependence
tree model [24].
Given a spanning tree T , we can factorize the joint distribution of all residues
P (D1, D2, .., Dn|T ) as
P (D1, D2, .., Dn|T ) = P (Dr)
n∏
i=1,i6=r
P (Di|DpiT (i)) (1.1)
Here, Di denotes the amino acids in position i, piT (i) stands for the node which node
i depends on in the tree T (the ’father’ node of node i), r denotes the root node
of the tree and n is the total number of columns of the alignment. For example, in
figure 1.2, node j is the root node as well as the father node of both nodes i and
k. Note that independence of any node i, i.e. P (Di|DpiT (i)) = P (Di) is contained in
this model. Writing the conditional probabilities as joint and marginal probabilities,
equation 1.1 can be rewritten as
P (D1, D2, .., Dn|T ) =
n∏
i=1
P (Di)
n∏
i=1,i6=r
RipiT (i) (1.2)
with
Rij
.
=
P (Di, Dj)
P (Di)P (Dj)
(1.3)
Rij is the ratio of the joint probability of the amino acids in columns i and j,
divided by the marginal probability of the data in columns i and j separately. It is thus
a measure of dependence between the two columns. It can be shown that in the limit of
large amino acid counts, the logarithm ofR is proportional to mutual information [25],
a measure that is frequently used to determine co-evolving residues [6,9,10,13,21,26].
Noting that the second term of equation 1.2 is in fact the product of the R-values
over all edges of the tree and thus independent of the choice of the root, we can
rewrite this equation as
P (D1, D2, .., Dn|T ) =
n∏
i=1
P (Di)
∏
e∈T
Re (1.4)
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Figure 1.2: Illustration of the Bayesian network model. For the sake of simplicity, we only show
three columns of the alignment, i, j and k. The random variables describing the distribution of
amino acids in every column of the multiple alignment on the left corresponds to nodes in the graph
on the right, which describes the dependencies between the variables. In our model, every node
except for the root (here j) is dependent on exactly one other node in the tree (its father node),
designated by the corresponding arrows. The resulting graph is a spanning tree, which allows for the
factorization of the joint distribution of amino acids in all positions into conditional probabilities of
pairs of variables.
where Re is the dependency between the two nodes connected by edge e. This equation
can be interpreted in a very intuitive way. The first product is equal to the probability
of the data under a simple weight matrix model and describes the data independently
for each residue. The second term, on the other hand, measures the amount of
dependence along the edges of the spanning tree. In cases where there is strong
dependence between most nodes that are connected by edges of the tree, most R
values in the second term will be large (≫ 1) and the product over all edges larger
than one, making the data more likely under a dependence tree model than a simple
weight matrix model. On the other hand, if there is little evidence of dependence,
most R values will be smaller than unity and, accordingly, the data is better described
by a weight matrix model.
In most practical applications, the structure of the spanning tree T is not known.
There are two ways to go about this problem. We can either infer the maximum
likelihood tree T ∗ and approximate the probability of the data as
P (D1, D2, .., Dn) ≈
n∏
i=1
P (Di)
∏
e∈T ∗
Re (1.5)
or we can calculated the probability of the data by summing over all possible spanning
trees
P (D1, D2, .., Dn) =
n∏
i=1
P (Di)
(
1
|T |
∑
T
∏
e∈T
Re
)
(1.6)
where |T | is the total number of spanning trees and we here assume a uniform prior
over all spanning trees 1
|T |
.
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It is relatively straightforward to infer the maximum-likelihood tree. Taking the
logarithm of equation 1.4, we see that the log-likelihood of the data is equal to the
sum of the logR values along the edges of the tree plus an additive term that is
independent of the particular tree T ,
logP (D1, D2, .., Dn|T ) =
∑
e∈T
logRe +
n∑
i=1
logP (Di) (1.7)
Thus, inferring the maximum-likelihood tree is equivalent to inferring the tree with
the largest sum of logR-values along its edges (for a derivation based on information-
theoretical concepts, see [24]). This problem is a well-known problem in computer
science (the so-called maximum spanning tree problem) and can be solved very effi-
ciently, for example using Kruskal’s algorithm [27].
The maximum-likelihood expression in equation 1.5 is a good approximation of the
probability of the data if there is one dominating tree or a set of dominating trees with
similar structure. However, for typical protein alignments with on the order of 102 to
103 sequences (see chapter 2), there are often many R values of similar magnitude and
a maximum-likelihood estimate may easily discard certain ’true’ edges. In this case,
it is desirable to calculate the full probability of the data by summing over all possible
spanning trees (equation 1.6). This is a difficult problem as the number of spanning
trees |T | grows super-exponentially in the number of nodes n, |T | = nn−2. However,
thanks to recent results in Bayesian network theory [28], the sum over all spanning
trees only involves the calculation of a determinant and can thus be efficiently carried
out, ∑
T
∏
e∈T
Re = M(L) (1.8)
where Lij = (
∑
k Rik)δij − Rij is the Laplacian matrix of a graph with edge weights
Rij (δij is the Kronecker delta, which is one if i equals j and zero otherwise) and
M denotes any first minor of L, i.e. the determinant of the matrix L with any one
column and row crossed out (the determinant is here independent of which row and
column is removed).
Besides being useful for determining the amount of dependence in a sequence
alignment (cf chapter 4), expression 1.8 also allows for the calculation of posterior
probabilities of certain quantities of the model. In particular, the posterior probability
of an edge is a very powerful quantity in contexts where we want to identify the pairs
of columns of a multiple alignment that show most evidence of direct dependency
(and do not depend indirectly on each other via other columns), as discussed in
detail in the next chapter. The concept of the posterior probability is illustrated in
figure 1.3. The posterior probability of an edge (i, j) is proportional to the sum of
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the probabilities of all trees that contain the edge (i, j) and is calculated as
P ((i, j)|D1, D2, .., Dn) =
∑
T :(i,j)∈T
∏
e∈T Re∑
T
∏
e∈T Re
(1.9)
where the sum in the numerator goes over all spanning trees that contain the edge
(i, j). Intuitively speaking, the posterior probability of edge (i, j) is high if most trees
of high likelihood contain this edge. Expression 1.9 can be easily calculated by noting
that the sum over all trees that contain edge (i, j) is equal to the sum over all trees
minus the sum over all trees that do not contain the edge (i, j) and thus
P ((i, j)|D1, D2, .., Dn) = 1−
∑
T :(i,j)/∈T
∏
e∈T Re∑
T
∏
e∈T Re
(1.10)
The sum over all trees without edge (i, j) is then given by expression 1.8 with Rij set
to zero (in this way all trees including this edge have zero weight).
Figure 1.3: Illustration of the calculation of the posterior probability. For the sake of simplicity, we
consider only three columns of the multiple alignment, depicted as nodes 1, 2 and 3 of the graph.
In our model, the R-values describe the dependency between pairs of columns and the probability
of the data given a particular tree is proportional to the product of the R-values along the edges of
the tree. The posterior probability of an edge, here (1, 2), is then given by the ratio of the sum of
probabilities of all trees that contain the edge and the sum of the probabilities of all trees.
In the following chapters, we will describe two application of our Bayesian network
model. In the first application (chapter 2), we use the posterior probabilities 1.9 to
infer contacting pairs of residues in the tertiary structure of protein domains and
show that due to the distinction of directly from indirectly dependent residues, our
method significantly outperform previous methods. In a second application, we use
both the maximum-likelihood expression 1.5 (chapters 3 and 4) and the full Bayesian
expression 1.6 (chapter 4), applied to joint alignments of interacting proteins, to infer
the specificity of interaction in large paralogous protein families.
11
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Chapter 2
Disentangling Direct from Indirect
Co-evolution of Residues in
Protein Alignments
Lukas Burger and Erik van Nimwegen
PLoS Computational Biology, 6(1):e1000633, 2010
Predicting protein structure from primary sequence is one of the ultimate
challenges in computational biology. Given the large amount of available
sequence data, the analysis of co-evolution, i.e. statistical dependency,
between columns in multiple alignments of protein domain sequences re-
mains one of the most promising avenues for predicting residues that are
contacting in the structure. A key impediment to this approach is that
strong statistical dependencies are also observed for many residue pairs
that are distal in the structure. Using a comprehensive analysis of pro-
tein domains with available three-dimensional structures we show that
co-evolving contacts very commonly form chains that percolate through
the protein structure, inducing indirect statistical dependencies between
many distal pairs of residues. We characterize the distributions of length
and spatial distance traveled by these co-evolving contact chains and show
that they explain a large fraction of observed statistical dependencies be-
tween structurally distal pairs. We adapt a recently developed Bayesian
network model into a rigorous procedure for disentangling direct from in-
direct statistical dependencies and we demonstrate that this method not
only successfully accomplishes this task, but also allows contacts with
weak statistical dependency to be detected. To illustrate how additional
information can be incorporated into our method, we incorporate a phy-
logenetic correction, and we develop an informative prior that takes into
13
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account that the probability for a pair of residues to contact depends
strongly on their primary-sequence distance and the amount of conser-
vation that the corresponding columns in the multiple alignment exhibit.
We show that our model including these extensions dramatically improves
the accuracy of contact prediction from multiple sequence alignments.
2.1 Introduction
The identification of functionally and structurally important elements in DNA, RNA
and proteins from their sequences has been a major focus of computational biology
for several decades. A common approach is to create a multiple alignment of ho-
mologous sequences, which places ‘equivalent’ residues into the same column and as
such gives a hint of the evolutionary constraints that are acting on related sequences.
In particular, so-called profile hidden Markov models [29] of protein families and do-
mains have been highly successful in identifying sequences that have similar function
and fold into a common structure, making them among the most important tools
in functional genomics, see e.g. [30]. These hidden Markov models typically assume
that the residues occurring at a given position are probabilistically independent of
the residues occurring at other positions. At the time at which these models were
developed, it was entirely reasonable to ignore dependencies between residues at dif-
ferent positions, since the amount of available sequence data was generally insufficient
to estimate joint probabilities of multiple residues. However, currently the multiple
alignments of many protein families and domains include hundreds and sometimes
even thousands of sequences, making it possible to systematically investigate depen-
dencies between the residues at different positions.
As the functionality of biomolecules crucially depends on their three-dimensional
structures, whose stabilities depend on interactions between residues that are near to
each other in space, it is of course to be expected that significant dependencies be-
tween residues at different positions will exist. Indeed such dependencies are evident
for RNA (eg [4, 5]) and protein sequences [18, 19]. The existence of dependencies be-
tween residues at different positions is also supported by the observation of correlated
mutations in which mutations at one residue tend to be compensated by a correlated
mutation in a particular other residue [17–19].
Recently there has been a significant amount of work in which multiple alignments
of single protein families have been used in order to predict pairs of residues that are
functionally linked or interact directly in the tertiary structure (see eg [6, 8–13] and
references therein). This work has shown that pairs of residues which show statis-
tical dependencies are generally significantly closer in the structure than randomly
chosen pairs. However, it has been repeatedly noted that there exist many highly
statistically-dependent residues that are distant in space (eg [13, 14, 31]). Figure 2.1
14
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illustrates these points. One of the most commonly used measures of dependency be-
tween two residues is the mutual information [5,8,13,25,32] between the distributions
of amino acids occurring in the two corresponding alignment columns. We collected
a comprehensive set of 2009 multiple alignments of protein domains from the Pfam
database [23] for which a three dimensional structure was available (see Materials and
Methods) and calculated, for each pair (ij) of columns in each alignment, the statis-
tical dependency using a measure, log(Rij), which is a finite-size corrected version of
mutual information (seeMaterials and Methods). Since the distribution of log(R) val-
ues for an alignment depends strongly on the number of sequences in the alignment,
their phylogenetic relationship, and the length of the alignment, log(R) values cannot
be directly compared across different alignments. Therefore, we calculated the mean
and variance of log(R) values for each alignment and transformed the log(R) values to
Z-values (number of standard deviations from the mean). Finally, for each alignment,
we divided all pairs of residues into those that are contacting in the three-dimensional
structure, and those that are distant in the structure, and calculated the distribution
of Z-values for these two sets of residue pairs. As in previous work (e.g. [9, 33]) and
as defined for CASP [34], two residues were considered in contact if their Cβ distance
(Cα for glycines) in the structure was smaller than 8. Combining the data from all
alignments, the left panel of Figure 2.1 shows the fraction of all pairs of contacting
residues (red) and distal residues (blue) larger than a given Z-value as a function of
Z. The right panel shows, as a function of Z, what fraction of all residue pairs with
at least this Z-value are contacting in the structure.
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Figure 2.1: Statistical dependencies of structurally close and distal residue pairs. Left
panel: Reverse-cumulative distribution of log(R) Z-values (horizontal axis) for structurally close
(red) and distal (blue) residue pairs. Right panel: The fraction of all residue pairs that are distal in
the structure as a function of their statistical dependency (Z-value).
The left panel of Figure 2.1 illustrates that, indeed, a higher fraction of contacting
residues shows strong statistical dependencies than distal residues. However, we also
see that the difference in the Z-distribution of close and distal pairs is only moderate.
15
Co-evolution of residues in protein alignments
Since there are generally many more distal pairs than close pairs, this implies that,
even at high Z-values, the majority of residue-pairs are in fact distal in the structure
(Figure 2.1, right panel). This result shows that simple measures of statistical depen-
dency, such as mutual information, are poor at predicting which pairs of residues are
directly contacting in the structure.
The main question is why so many structurally distal pairs show statistical de-
pendencies in their amino-acid distributions that are stronger than those between
directly contacting residues. First, whereas measures such as mutual information
treat the sequences in the multiple alignments as statistically independent, in reality
many of the sequences are phylogenetically closely related, which can cause ‘spurious’
statistical dependencies to appear between independent residue pairs which can be
larger than the true statistical dependencies between contacting pairs. Several groups
have investigated this confounding factor in contact prediction and several methods
have been proposed for correcting these spurious phylogenetic correlations [6,8,12,13],
which we will make use of below.
Although important, many strong statistical dependencies between distal residues
remain even when spurious phylogenetic dependencies are corrected for (see below).
Some of these distant dependencies have been suggested to be caused by homo-
oligomeric interactions [13,16]. Thus, in this interpretation, some of the ‘distal’ pairs
with strong statistical dependencies are in fact contacting in the homo-oligomer. Al-
though it is not clear how many of the distal dependencies can be explained by this
mechanism, it seems likely that only a relatively small number of residue pairs on the
surface can be responsible for such homo-oligomeric interactions.
A third explanation that has been offered for the large number of distal pairs with
strong statistical dependencies is that these dependencies are induced by indirect
interactions that are mediated either by intermediate molecules [14, 21] or by chains
of directly interacting residue pairs that run through the protein and connect distal
pairs [21,22,35]. Indeed, for a small number of example domains, the existence of such
chains of thermodynamically directly coupled residues has been demonstrated [21,22].
However, the connection between thermodynamic coupling and covariation is still
under debate as there is little evidence that thermodynamic coupling of residues is
limited to covarying positions [36].
In this paper, we comprehensively investigate to what extent statistical dependen-
cies between distal pairs can be explained by indirect dependencies. The conceptual
idea is illustrated in figure 2.2.
In this illustration, the letters reflect different residues, their distances in the figure
reflect their distances in the three dimensional structure, i.e. only the pairs A-B, B-C,
and D-E interact directly, and the strength of the statistical dependencies between the
different pairs are represented by the thickness of the lines connecting them. Because
the pairs A-B and B-C have very high statistical dependency, a strong dependency
between A and C is induced, which is larger even than the statistical dependency of the
16
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Figure 2.2: Statistical dependencies between pairs of residues reflect both direct and
indirect interactions. The 5 letters (A through E) represent 5 residues and their distances in the
figure reflect their distances in the three-dimensional structure. We assume that the pairs A-B, B-C,
and D-E are in contact and interact directly. The thickness of the edges between pairs of nodes
reflect the statistical dependencies between the corresponding columns in the multiple alignment.
directly interacting pair D-E. Any method that considers the statistical dependencies
of each pair independently would thus erroneously assign higher confidence to the
interaction of A-C than that of D-E.
It should be noted that mutual information and variants thereof have been used
extensively for the inference of interacting nucleic acid pairs (see [5] for a review) in
the secondary structures of RNA sequences. In these approaches too, the significance
of the statistical dependency between a pair of potentially interacting positions is
typically evaluated in isolation, i.e. independent of the dependencies between all
other pairs. However, in contrast to protein structures, RNA secondary structures per
definition consist of disjoint pairs of directly interacting residues, i.e. those that form
Watson-Crick base pairs. Thus, for RNA secondary structures the ‘percolation’ of
statistical dependencies to pairs that are distal in the structure cannot occur (ignoring
tertiary structure).
Below we show that chains of statistically dependent contacts are very common
in protein structures, explaining a significant fraction of observed dependencies be-
tween structurally distal pairs, and we characterize the distribution of lengths and
distance traveled by such chains. We show that a Bayesian network model which
we recently developed to predict protein-protein interactions [37] can be adapted to
rigorously disentangle direct from indirect statistical dependencies between residues,
and we demonstrate that such an approach much improves the prediction of pairs
of residues that are in contact in the three-dimensional structure. We then inves-
tigate to what extent our Bayesian network algorithm can be further improved by
incorporating a correction for the phylogenetic dependencies between sequences in
the alignment [13], and by incorporating prior information regarding possible interac-
tions. In particular we develop an informative prior that incorporates the observations
that the probability for two residues to interact depends strongly on their distance in
the primary sequence, and that highly conserved positions in the multiple alignment
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tend to interact with a higher number of other residues. We show that incorporating
these additional features into our Bayesian network model dramatically improves the
accuracy of the predictions.
2.2 Results
2.2.1 Distant co-evolving pairs can frequently be explained
by chains of co-evolving contacts
As mentioned above, it has been suggested that statistical dependencies between
structurally distant residue pairs can be explained by chains of contacts that are
all statistically dependent. However, the existence of such ‘co-evolving chains’ of
contacts has only been demonstrated for a small number of examples [21, 22]. To
examine comprehensively and systematically to what extent statistical dependencies
between structurally distal residues can be explained by co-evolving chains of contacts
we extracted, for each multiple alignment, all pairs of residues that showed high
statistical dependency (Zij > 4). We then divided these ‘co-evolving pairs’ into co-
evolving contacts and co-evolving distal pairs. As illustrated in Figure 2.3, we then
determined for each distal pair whether there exists a chain of contacts that each
show stronger co-evolution than the distal pair, i.e. Z > Zij for all contacts in the
chain.
Figure 2.3: Illustration of a chain that explains the dependency between two distant
residues i and j. The distance between the nodes illustrates the spatial separation and the
thickness of the edges represents the strength of the dependence. Nodes i and j can be connected
indirectly via a chain of contacts (d < 8) through nodes k and l (in blue) whose edges all have higher
dependency (i.e. Zik > Zij , Zkl > Zij and Zlj > Zij).
However, since our Z-values are in all likelihood only a very noisy measure of the
true co-evolution of pairs, we expect that frequently one or more of the contacts in
the chain may have a lower Z-value, even if their true co-evolution is higher than
the co-evolution of pair (ij). We therefore also consider chains where some contacts
(kl) have Zkl < Zij and define the total score T (C) of a chain C as the sum of the
difference in Z-value for all edges that have lower Z-value than the distal pair (ij),
18
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i.e
T (C) =
∑
(kl)∈C
(Zij − Zkl)Θ(Zij − Zkl), (2.1)
where Θ(x) is the Heaviside-function which is one when x ≥ 0 and zero otherwise. For
each distal co-evolving pair, we determined the chain of contacts C that has minimal
total score T (C). Since pairs that are very distal per definition require longer chains,
and since T (C) generally grows with the length of the chain, we define the final score
S of the best path for a given pair as the average score per contact, i.e. S = T/n,
where n is the number of contacts in the best path.
The left panel of Figure 2.4 shows the cumulative distribution of the scores S of
the best chains (blue curve). We see that for 6.5% of the distal co-evolving pairs, there
exists a chain with score S = 0, i.e. where all contacts in the chain have Z > Zij.
The median score of the best contact path is a little larger than S = 1, and the 25th
and 75 percentiles occur at S-values of about 0.5 and 2 respectively. Note that, as
all distal co-evolving pairs have Zij > 4, even at a score of S = 2 the contacts in the
path have Z > 2 on average, meaning that they are still among the most significantly
co-evolving pairs.
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Figure 2.4: Most distal co-evolving pairs can be explained by chains of co-evolving con-
tacts. Left panel: Cumulative distributions for the number of distal pairs (ij) (dij > 8) that
co-evolve (Zij > 4) that can be explained by chains of co-evolving contacts as a function of the
score S of the best chain (see text). The blue line shows the distribution for the true data and the
red curve for the randomized data. Right panel: Ratio (fold-enrichment) of the fraction of distal
co-evolving pairs that can be explained by chains versus the fraction that can be explained by chains
from the randomized data. The vertical axis is shown on a logarithmic scale.
To assess the significance of the cumulative distribution S we performed a ran-
domization test by randomly permuting the Z-values of all contacts of each domain
100 times and determining the S scores of the best paths that are obtained with these
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permuted Z-values. The red curve in the left panel of Figure 2.4 shows the cumu-
lative distribution of S-scores obtained in this randomized set and it is immediately
clear that the S-scores are much higher for the randomized set. The right panel of
Figure 2.4 shows, as a value of S, the ratio between the fraction of distal pairs that
can be explained by a chain with score less than S for the real and the randomized
data. Especially at low values of S the ratios are enormous. For example, at S = 0.5
the ratio is about 100, meaning that whereas about 25% of the distal pairs can be
explained by chains in the real data, in the randomized data virtually no distal pairs
can be explained, i.e. only 0.25%. But strong enrichment persists until much higher
values of S. For example, at S = 1.5 about two-thirds of distal pairs can be connected
by a chain, whereas the percentage is less than 8% for the randomized data.
2.2.2 Statistics of co-evolving contact chains
Our results show that, across essentially all protein domains for which multiple align-
ments and structures are available, chains of co-evolving contacts are common and
explain a large fraction of statistical dependencies observed between structurally dis-
tal pairs. To gain insights in the nature of these co-evolving contact chains in protein
structures, we selected all distal pairs that are explained by contact chains with scores
S < 1.5 and obtained statistics on the number of steps and the spatial distance cov-
ered by these chains (Figure 2.5).
We see that the distance distribution of ‘explainable’ distal co-evolving pairs is
roughly exponential with a length scale of about 8 Å. Since ‘distal pairs’ are by
definition at least 8 apart, this means that the typical length scale covered by co-
evolving contact chains is about 16Å. The right panel of Figure 2.5 shows the mean
number of steps in the shortest co-evolving contact chain as a function of the structural
distance of the co-evolving distal pair. With increasing spatial separation, the number
of edges in the chain steadily increases from on average 2 steps at a separation of 8
to 15 steps at 50. Interestingly, the increase in the average number of steps as a
function of distance is almost perfectly linear and corresponds to 3.25 ± 0.05 per
step. We thus see that ‘typical’ co-evolving contact paths contain about 16/3.25 ≈ 5
steps, demonstrating that statistical dependencies typically percolate along paths
with multiple steps. We also note that some chains are very long, consisting of up to
20 steps, connecting residues that are as far as 60 apart in the structure.
2.2.3 Bayesian network model
The insight that many of the statistical dependencies between structurally distal pairs
result from chains of co-evolving contacts has important consequences for contact
prediction methods. That is, any method that aims to predict contacting residues
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Figure 2.5: Statistics of co-evolving contact chains. Left panel: Reverse-cumulative distribution
of the spatial distances between co-evolving pairs that can be explained by chains of co-evolving
contacts of score S < 1.5. The vertical axis is shown on a logarithmic scale. The dotted line shows
a fit to an exponential distribution P (d > x) ∝ e−x/8. Right panel: Number of steps in the shortest
co-evolving contact chain as a function of the spatial distance of the co-evolving pair. The blue
line shows the mean distance and the red dotted lines show mean plus and minus one standard
deviation. The black dotted line shows a linear fit, the fitted slope of which corresponds to an
increase in distance by 3.25± 0.05 per additional contact in the chain.
from statistical dependencies should clearly take into account indirect dependencies
that are induced by such chains.
In [37] we developed a general Bayesian network model for calculating the proba-
bility of a multiple alignment of protein sequences taking into account dependencies
between amino acids at all possible pairs of positions. We refer the reader to [37]
for a comprehensive explanation of the method. Briefly, our model assumes that
the sequences in a multiple alignment D (the data) are drawn from an (unknown)
underlying joint probability distribution P (x1, x2, . . . , xl) with l the width of the align-
ment and xi the amino acid at position i. Profile hidden Markov models typically
assume that the amino acids at different positions are independent so that one can
write P (x1, x2, . . . , xl) =
∏l
i=1 Pi(xi), with Pi(x) the probability distribution of amino
acids at position i. Note that, since there are 20 amino acids (disregarding gaps), such
models will have 19× l parameters in total. Our model of P (x1, . . . , xl) allows general
dependencies, such that the probability for an amino acid at position i depends on
the amino acids at other positions. Note that, if the residue at i is dependent on a
residue at one single other position j, there are already 20 ∗ 19 = 380 parameters in
the distribution P (xi|xj), and that models with dependencies on two other positions,
i.e. P (xi|xj , xk), would have 7600 parameters for each residue. Given the current
amount of sequence data, it is certainly reasonable to consider models with single
dependencies, but there is hardly ever enough data to meaningfully estimate 7600
parameters per position. Our model therefore only considers pairwise conditional
dependencies of the form P (xi|xj).
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Any model that considers only pairwise conditional dependencies factorizes the
joint probability P (x1, . . . , xl) as a product P (x1, . . . , xl) =
∏l
i=1 P (xi|xpi(i)), where
pi(i) is the single other position which the residue at position i depends on (note
that independence, i.e. P (xi|xpi(i)) = P (xi) is contained in this general model). Our
Bayesian network model is the most general model of this form. In particular, we do
not attempt to estimate the conditional probabilities P (xi|xj) but rather treat these
conditional probabilities as nuisance parameters that we integrate out in calculating
the likelihood of the alignment. In addition, and importantly, we do not consider only
a single ‘best’ way of choosing which other position pi(i) each position i depends on,
but rather we sum over all ways in which the dependencies can be chosen. Note that
if we consider each column of the alignment as a node in a graph and connect each
node i to the node it depends on, pi(i), then any consistent set of dependencies pi, i.e.
any set of dependencies pi that does not introduce cycles in the graph, corresponds
to a spanning tree of this graph. Thus, the sum over all consistent ways in which
we can assign dependencies is in fact the sum over the set of all possible spanning
trees of our graph. As explained in [37] and the Materials and Methods section,
all integrals over the unknown conditional probabilities P (xi|xj) can be performed
analytically and, importantly, the sum over all spanning trees can be calculated as
a matrix determinant using a generalization of Kirchhoff’s theorem [28]. It is thus
feasible to do inference with this general Bayesian network for a large number of
multiple alignments, including alignments that are hundreds of columns wide.
2.2.4 Posterior probability of a pairwise interaction
In our model the joint probability of a multiple alignment is given as the sum over all
possible spanning trees of node-dependencies, where each spanning tree is weighted
according to the product of statistical dependencies across all edges in the tree (see
Materials and Methods). Here the statistical dependence between any pair of posi-
tions (ij) is given by the ratio Rij = P (Dij)/[P (Di)P (Dj)] of the joint probability of
the alignment columns P (Dij) and the product P (Di)P (Dj) of their marginal prob-
abilities. Since the number of edges in any spanning tree is limited, there is a natural
‘competition’ in this model between the edges to be included in the spanning tree.
Therefore, spanning trees with the highest statistical weight will only use edges whose
statistical dependence can not be explained by chains of other edges with higher de-
pendency, and edges between pairs with indirect statistical dependency will thus only
appear in spanning trees with relatively low statistical weight. The posterior proba-
bility P ((ij)|D), given the data D, for a pair (ij) to interact directly can thus very
naturally be quantified within our model by calculating the sum of the statistical
weights of all spanning trees in which the edge between the pair (ij) exists. The
calculation of this posterior is illustrated in Figure 2.6.
Note that in this calculation P ((ij)|D) depends on the statistical dependencies
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Figure 2.6: Illustration of the calculation of the posterior probability. For the sake of
simplicity, we here show an example for an alignment with only 3 columns. The posterior probability
for edge (1, 2) is the statistical weight of all spanning trees that contain this edge relative to the
weight of all possible spanning trees.
between all pairs of positions and that all possible spanning trees are included in
the calculation. Roughly speaking, a high posterior P ((ij)|D) indicates that the edge
(i, j) is included in most spanning trees that have high probability. In this way indirect
dependencies are accounted for in a rigorous way, derived from first principles, and
without any free parameters.
2.2.5 Posterior probabilities significantly improve contact pre-
dictions
To compare the performance of the traditional mutual information-based measure-
ment with the predictions of our model, we calculated mutual information Iij, our
analogous measure log(Rij), as well as the posterior probabilities P ((ij)|D) for each
pair of positions (ij) for each domain in our set of 2009 Pfam alignments with available
three dimensional structure.
Different domains have widely varying widths and also widely varying numbers
of sequences in the alignments. With regard to the former, it is well-known that the
number of pairs that are in contact in three-dimensional protein structures increases
with the length of the protein sequence. To compare prediction accuracies for proteins
with different lengths, the consensus, also used by the CASP assessors [34], has been
to compare the number of predictions per residue. However, although there is a
large variation across domains, we find that the number of contacts scales slightly
super-linearly, with an exponent of roughly 1.1 for all pairs of residues, and up to
1.6 if we consider only pairs of residues that are distal in the primary sequence (see
Supplementary Figure 2.15). That is, the number of contacts per residue grows with
the length of the domain, making it problematic to use predictions-per-residue as a
common reference for domains of different length. We therefore decided to compare
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prediction accuracies as a function of the number of predictions relative to the total
number of contacts in the protein. In particular, we compare predictions for different
proteins at the same sensitivity, i.e. the fraction of all true contacts that are predicted.
As mentioned previously, log(R) values typically increase with the number of
sequences in the alignment and also depend on the phylogenetic distances of the
sequences present in the alignment, such that log(R) values cannot be directly com-
pared across different domains. Therefore, for each domain we produced three lists
of predicted edges, one sorted by mutual information, one by log(R), and one by pos-
terior probability P ((ij)|D). For different fractions x, we selected the top edges from
each list such that the fraction of all true edges among the predictions (sensitivity)
equals x, separately for each domain. For each value of x and all three measures, we
then calculated the average positive predictive value, i.e. the fraction of all predicted
edges that are truly in contact in the three-dimensional structure of the domain, by
averaging over all domains. These results are shown in the left panel of Figure 2.7.
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Figure 2.7: Accuracy of contact predictions for all 2009 alignments. Shown are the per-
formances of mutual information (black), log(R) (blue), and the posterior probabilities (red). The
vertical axis shows mean positive predictive value (PPV, solid line) plus and minus one standard
error (dashed lines) as a function of sensitivity (horizontal axis, shown on a logarithmic scale). The
left panel shows predictions for all residue pairs, the middle using only predictions for residues sep-
arated by at least 3 positions in the primary sequence, and the right panel for pairs separated by at
least 12 positions.
Not surprisingly, residues that are close in the primary sequence are much more
likely to contact each other in the structure than distant pairs, see [33] and figure
2.11 below. In particular, residues that are neighbors in the primary sequence are
(by the definition used) always contacts and residues at distance 2 are contacting
almost 90% of the time, whereas contacts between residues more distal in the primary
sequence are relatively rare. Therefore, if one considers all contacts, the accuracy of
the predictions is dominated by the large number of contacts between residues at
primary sequence distances 1 and 2, which almost always exist, and are therefore
not informative regarding protein structure. Therefore, the middle panel of Figure
2.7 shows the results when considering only pairs that are at least 3 residues apart
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in primary sequence. In addition, following the practice established in the contact
prediction literature, we also show results when considering only pairs at least 12
residues apart in primary sequence (Figure 2.7, right panel) and at least 24 residues
apart (Supplementary Figure 2.16).
As expected, the accuracy of predictions for mutual information and log(R) are
very similar and demonstrate that these two measures can be considered equivalent in
this context (we will only refer to log(R) from hereon). Most importantly, Figure 2.7
shows that the predictions based on posterior probabilities (red curves) outperform
the other methods by a large margin, i.e. with an almost 50% larger PPV at some
sensitivities. This confirms that rigorous treatment of indirect dependencies strongly
improves contact predictions. It should be noted, however, that at cut-offs where
the positive predictive value is reasonably high, sensitivities are only on the order of
one percent. It is thus clear that at high PPV, our method in its current form can
only predict a minor fraction of all true interacting pairs, which is in accordance with
results from previous studies [9, 13].
For completeness, we also considered the accuracy of prediction that would be
obtained if, instead of summing over all possible spanning trees, we determine the
maximum-likelihood tree and use only the links in this tree in our predictions, i.e.
as done in [14]. As shown in Supplementary Figure 2.17, although this leads to an
improvement over using log(R), the accuracy of the posterior probability measure by
far outperforms the predictions based on the maximum-likelihood tree. This nicely
demonstrates the value of summing over all possible spanning trees which is employed
in the calculation of the posterior for a given edge.
2.2.6 The posterior removes indirect dependencies and pre-
dicts contacts with weaker statistical dependency
To demonstrate that our model successfully prevents the prediction of interactions
between pairs with indirect dependency, we collected all distal pairs that showed
significant statistical dependence (Z > 4) and ordered them by the score of the best
co-evolving contact chain that can explain their statistical dependency, i.e. as shown
in Figure 2.4. Figure 2.8 shows the reverse-cumulative distributions of the posteriors
that these distal pairs obtain in our model for different cut-offs on the best path score
S, as well as the distribution of posteriors of all contacting pairs with Z > 4.
First of all, we see that co-evolving contacts have dramatically higher posteriors
than distal pairs in general, which confirms the improved accuracy of contact pre-
dictions that our method accomplishes. Moreover, we see that distal pairs that can
be explained with the most strongly co-evolving contact chains, i.e. with the lowest
scores S, obtain the lowest posterior probabilities. For example, less than 10% of the
distal pairs with a chain at score S = 0 have a posterior larger than 0.2 and virtually
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Figure 2.8: Posteriors reflect the extent to which co-evolving pairs can be explained
by contact chains. Shown are the reverse cumulative distributions of the posteriors of distal co-
evolving pairs (Z > 4) that can be explained by contact chains of scores S = 0 (red), S < 0.5 (dark
blue), S < 1.5 (light blue), and for all distal co-evolving pairs (green). For comparison the reverse
cumulative distribution of posteriors for co-evolving contacts (Z > 4) is also shown (black).
no pair has a posterior as large as 0.5. As the score S of the best chains increases,
so generally do the posteriors. This confirms that the posterior as calculated by our
model correctly captures the extent to which a statistical dependency is direct.
Instead of selecting all distal co-evolving pairs with contact chains below some
score S, we also selected all co-evolving pairs with S scores larger than various cut-offs
and determined the distributions of their posteriors. These distributions are shown in
Supplementary Figure 2.18 and illustrate that distal co-evolving pairs with sufficiently
large score S obtain posteriors comparable with those of co-evolving contacts. This
suggests that the particular subset of distal co-evolving pairs that cannot be explained
by any chain of contacts are likely true interacting residues, which may for example
form contacts in the interaction surface of oligomers of the domain.
To further demonstrate that our Bayesian network model correctly distinguishes
direct from indirect interactions, we also investigated the extent to which the posterior
identifies structurally close pairs independent of the direct statistical dependency
of the pair. We divided all pairs into bins according to their log(R) Z-value and
calculated, for each bin, the distribution of structural distances of all pairs, and for
the subset of pairs that have posterior probability larger than 0.2. Figure 2.9 shows,
as a function of the Z-value of the pairs, the median, 25th, and 75th percentiles of
the structural distance distributions of all pairs (blue) and those with posterior larger
than 0.2 (red).
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Figure 2.9: The posterior predicts structurally close pairs independent of their direct
statistical dependence. The structural distance distribution (vertical axis) is shown for all pairs
(blue) and for pairs with posterior probability larger than 0.2 (red) as a function of the Z-value of
the log(R) statistic (horizontal axis). The solid lines show the medians of the distributions and the
dashed lines the 25th and 75th percentiles.
At large Z-values the red and blue curves are essentially identical. In this regime,
we are only looking at the most strongly dependent residues in each alignment and any
spanning tree of high likelihood must contain edges between these pairs of residues,
i.e. almost all of these edges have high posterior probabilities. However, already at
Z-values as high as 8, the median distance of all pairs starts to increase rapidly, from
roughly 8 to more than 20 at Z-value 0. This illustrates again that even at very high
values of log(R) a substantial fraction of pairs are distal in the structure. In contrast,
the subset of residues with high posterior probability remains close over the whole
range of Z-values, down to Z-values of almost 0. In fact, strikingly, there is very little
change in the distribution of structural distances for Z-values from 0 to 8. This is
very significant because it demonstrates that, independent of the amount of direct
statistical dependency between a pair of positions, a high posterior is indicative of
close structural distance. Moreover, it demonstrates that our Bayesian network model
can detect truly interacting pairs of residues even if they show only a small amount
of statistical dependency.
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2.2.7 The Bayesian network model with phylogenetic correc-
tion significantly outperforms existing methods
One of the key problems in contact prediction is the large number of distal pairs
with high statistical dependency. In the foregoing sections we have shown that many
of these distal co-evolving pairs are indirect, induced by chains of dependencies be-
tween contacting residues, and we have shown that our Bayesian network model can
rigorously disentangle direct from indirect dependencies, thereby greatly improving
contact predictions. In the remaining sections we develop a number of extensions of
our basic method to further improve the predictions.
As mentioned in the introduction, the phylogenetic relationships of the underlying
sequences is a major confounding factor when determining the statistical dependency
between several residues (nicely explained in eg [8,12]) and it is a difficult task to ‘sub-
tract’ from the apparent statistical dependency between two residues the part that
is purely due to phylogeny. The best way to address this difficulty would of course
be to construct a phylogenetic tree of all sequences in the multiple alignment and
to explicitly model the evolution of the sequences along the tree, using an evolution-
ary model that takes dependencies between positions into account. Unfortunately,
it appears that such a rigorous approach is computationally intractable for several
reasons. First, one would either have to accurately reconstruct the phylogenetic tree,
which is very challenging for large sets of sequences, or sum over all possible trees,
which is computationally infeasible. The second issue is the evolutionary model. In
our Bayesian network model, the conditional probabilities P (xi|xj) are different at
every pair (ij), introducing 380 parameters per pair, which are integrated over. How-
ever, for the evolutionary case analytic integration is no longer possible, which makes
such models intractable. Indeed, models that treat dependencies between residues in
an explicit phylogenetic setting [11, 14] consider much simpler evolutionary models
in which only correlations in the overall rates of mutations at different positions are
considered and not the specific identities of the mutations.
As an alternative to explicit phylogenetic methods, recently a number of simple
ad hoc phylogenetic corrections have been proposed, which do not involve a recon-
struction of the phylogenetic tree, which can be efficiently calculated, and which
clearly improve contact predictions [12, 13]. One of these corrections, the so-called
average-product correction APC has been shown to provide the most accurate con-
tact predictions [13]. It is based on the idea that the statistical dependency between
every pair of columns is the sum of a true statistical dependency and a background
dependency due to the phylogenetic relationships. In the APC it is assumed that
the background dependency is a product of independent factors associated with the
two positions. Since a given position will interact with only a small fraction of other
positions, the background dependencies can be estimated by calculating, for each
column, its average statistical dependence with all other columns. The background
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dependence for each pair is then subtracted to obtain a corrected statistical depen-
dency. As described in Materials and Methods, we adapted the APC to our Bayesian
model, essentially replacing log(R) with a corrected version log(Rc) that subtracts
out the background dependency. These log(Rc) values can then be used, analogously
to log(R) values, to determine corrected posterior probabilities (see Materials and
Methods).
In Figure 2.10, we show the accuracy of our predictions using the corrected pos-
terior probabilities (in blue) and compare it with predictions based on mutual infor-
mation using the average-product correction APC (in black). The latter has been
recently shown to outperform other existing methods [13]. The red curves show the
performance of the method without the phylogenetic correction, i.e. as was shown in
Figure 2.7. It is clear that the predictions based on posterior probability combined
with the phylogenetic correction significantly outperform the current best methods.
For example, considering pairs at primary sequence separation at least 3, the sensitiv-
ities at PPV of 0.5 are 0.5% for the uncorrected posterior, about 1% for the APC, and
about 2% for the corrected posterior. The clear improvement in prediction accuracy
is also evident for pairs with primary sequence separation of at least 24 amino acids
(Supplementary Figure 2.19).
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Figure 2.10: Improved accuracy of contact predictions when a phylogenetic correction
is included. In blue, we show the performance of the phylogenetically-corrected posterior proba-
bilities, in black the performance of the predictions based on the average-product corrected (APC)
mutual information [13], and in red the performance of the posterior probability without phylogenetic
correction. Curves were calculated as in figure 2.7.
Although Figure 2.10 combines results of the predictions on protein domains of
differing sizes, the fact that the true interactions are a much smaller fraction of all
possible interactions for long sequences makes the prediction task significantly harder
for long sequences, see e.g. [38]. In Supplementary Figures 2.20, 2.21, 2.22 and 2.23,
we show the performance of the various methods separately for short, medium length,
and long sequences. We find that, independent of the length of the sequences, our
method clearly outperforms current methods.
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2.2.8 Co-evolution of residue pairs is independent of primary
sequence separation
In protein structure prediction, where prediction of contacts at large sequence separa-
tions is particularly important [34], it is well-known that contact prediction accuracy
generally decreases with increasing sequence separation ( [33, 34], also seen in figure
2.10). This is a direct consequence of the fact that the fraction of contacts decreases
rapidly as a function of sequence separation (roughly as 1/d, where d is the primary
sequence separation, see the left panel in figure 2.11), which makes the prediction
problem much more difficult for contacts at large primary sequence separations. Vice
versa, because contacts at large primary distances are rare, they are most informative
for protein structure prediction [34].
The left panel of Figure 2.11 shows that there are several regimes in the distri-
bution of contact-density at different primary sequence distances. First, residues at
distance 1 and 2 are almost always contacts and thus contain very little information
about protein structure. In contrast, at distances 3 and 4 the fraction of contacts has
already dropped to roughly 50%, i.e. about 1 bit of information per contact, and the
fraction then drops quickly, reaching about 5% at primary sequence separation 10.
For distances between 10 and 30 the fraction stays roughly constant at 5% and for
even larger distances it drops approximately as 1/d.
Clearly, the information contained in Figure 2.11 regarding protein structures can
be used to improve contact prediction, i.e. by assigning prior probabilities to differ-
ent contacts based on their distance in primary sequence. However, before pursuing
this we ask to what extent contacts at different primary sequence distances show
statistical evidence of co-evolution. The almost ubiquitous contacts at primary se-
quence distances 1 and 2 are probably mainly the result of geometrical constraints,
the contacts at intermediate distances are likely often part of the same secondary
structure, and the very distal contacts might correspond to contacts between differ-
ent secondary structure elements. Given the different nature of these contacts at
different primary sequence separations, one might expect very different distributions
of statistical dependencies, and this would clearly affect contact prediction.
To investigate this, we determined the distribution of the Z-values of corrected
log(Rc) for all contacts at each primary sequence separation d (Figure 2.11, right
panel). Interestingly, the distribution of statistical dependencies is almost constant
across the entire range of primary sequence distances. The only significant deviation
is a slight peak at sequence separation 4, corresponding to residues on the same
side of alpha helices ( [39] and data not shown), which apparently have slightly
increased statistical dependency compared to other contacts. However, far more
important for the purpose of predicting protein structure is that, with regard to
the statistical dependency between alignment columns, all contacts appear to be
essentially equal, so that the evidence of statistical dependency between residues can
30
2.2.2 Results
0 20 40 60 80 100
−2
−1
0
1
2
3
4
primary sequence separation
Z−
va
lu
e 
of
 lo
gR
c
100 101 102
10−2
10−1
100
primary sequence separation
fra
ct
io
n 
of
 e
dg
es
 in
 c
on
ta
ct
Figure 2.11: Occurrence of contacts and co-evolution as a function of primary sequence
separation. Left panel: The fraction of residue pairs that are in contact in the structure as
a function of primary sequence separation d. The solid blue line shows the mean, the dashed
blue lines the mean ± one standard error. The dashed black line shows the function 1/d. Right
panel: The Z-value distribution of the log(R) statistics for all contacting pairs at different primary
sequence separations. The blue line represents the median and the red lines represent the 5th, 25th,
75th and 95th percentiles, respectively. The Z-value was calculated with respect to the mean and
standard deviation of the log(R) distribution of all pairs (including distal ones). In both panels
only sequence separations up to 100 residues are shown as the curves become very noisy for larger
sequence separations.
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be treated completely independently of the prior information regarding which contacts
are more or less likely to exist based on general structural considerations. From a
biological and evolutionary perspective this result shows that, interestingly, different
‘types’ of contacts apparently lead to similar evolutionary constraints.
2.2.9 Influence of entropy on contact prediction
An important, but poorly understood issue in covariation-based contact prediction is
the influence of conservation on prediction accuracy. The ‘conservation’ shown by a
position in a multiple alignment can be most generally quantified by the entropy of
the amino acid distribution in the column. It is well known that this column entropy
can vary immensely along protein sequences, most probably due to functional and
structural constraints. One would intuitively expect that a position that is contacting
many other residues would generally have to satisfy more constraints and would thus
be expected to show relatively low entropy.
To investigate this, we calculated, for each position in each domain, the column
entropy and the number of contacts of the corresponding residue. As shown in the
left panel of Figure 2.12 there is indeed a clear negative correlation between the
column entropy and the number of contacts. For very low entropies, i.e. less than 1,
the average number of contacts is constant and approximately 10.5. As the entropy
increases from 1 to about 2.75 (which is close to the entropy of a uniform distribution
of amino acids) the average number of contacts drops to almost 6. That is, very
low entropy columns have on average almost twice as many contacts as high entropy
columns. Since the number of residues in a sphere of 8 around the Cβ atom of an
amino acid (which is exactly our definition of a contact) is commonly used as a
measure for how strongly a residue is buried in the core of the protein (e.g. [40]),
the left panel of Figure 2.12 reiterates the well-known dependence between surface
accessibility and conservation [41].
It is well appreciated in the literature that the variation of entropy across positions
has important effects on predictions based on statistical dependencies. For example,
a comparative study of different prediction methods has shown that commonly used
co-variation measures differ in their sensitivity to per-site variability and generally,
each method has highest accuracy within its specific preferred range of variability
[9]. In analogy to our analysis of statistical dependency as a function of distance
in primary sequence (Figure 2.11, right panel), we investigated how the statistical
dependency that different contacts exhibit depends on the column entropies of the
residues. As before, we transformed the log(R) values to Z-values and determined the
Z-value distribution of all contacts as a function of the sum of the entropies of the
corresponding columns (Figure 2.12, blue lines). We see that contacts indeed show a
strong correlation between the sum of column entropies and statistical dependency.
For low entropy columns the Z-values are mostly negative, and they become only
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Figure 2.12: Contact-degree and co-evolution as a function of positional entropy Left
panel: Average number of contacts of a residue (solid line) as a function of the entropy of its
alignment column. The dashed lines denote mean ± one standard error. The right panel shows the
Z-value distribution of both log(R) (blue) and log(Rc) (red) for all contacting pairs versus the sum
of entropies of the corresponding columns. The solid lines denote the medians and the dashed lines
the 25th and 75th percentiles.
positive at an entropy sum of about 3. It is thus clear that contact predictions that
use mutual information (log(R)) will preferentially predict contacts between residues
of high entropy columns.
That mutual information and log(R) is low for contacts with low entropy columns
is to a certain extent unavoidable. It is a basic result of information theory [25] that
the mutual information between two variables cannot be larger than the minimum of
the marginal entropies of the two variables. Intuitively, one could imagine a position
that is so constrained by its function and its many contacts that only a single amino
acid is viable at the position. Obviously, since this position shows no variation what-
soever it cannot display any signs of statistical dependency with any other column,
even though it may contact many other residues. This is a basic limitation of using
statistical dependency for contact prediction that cannot be avoided. However, it
has been argued that modified versions of mutual information, such as the product
or sum correction [13], besides correcting for the phylogenetic background signal, are
also able to better identify co-evolution between less variable residues. The red lines
in the right panel of Figure 2.12 show the mean and standard deviation of the Z-values
of product-corrected statistical dependency log(Rc). We see that indeed, the corre-
lation between the Z-values and the sum of column-entropies is significantly reduced
when using log(Rc), and low entropy contacts no longer show negative Z-values on
average.
Still, a clear correlation between the column-entropy sum and the statistical de-
pendency remains even for log(Rc). On the one hand this may be the result of the
inherent inability to ‘detect’ statistical dependency when columns are very conserved.
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On the other hand, it is also conceivable that those positions that have low entropy,
and that form many contacts, may generally show weaker statistical dependency per
contact. For example, it could be argued that hydrophobic residues that lie in the
core of the protein and thus contact many other residues are less variable because
they need to remain on the interior and therefore do not allow for changes towards
non-hydrophobic residues. Such residues may not be constrained so much by their
contacting residues, but rather by the necessity to stay away from the solvent-exposed
protein surface, leading to relatively weak statistical dependencies with the contacting
residues.
2.2.10 Incorporation of prior information improves predic-
tion accuracy
So far our Bayesian method assumes that a contact between any pair of positions
is a priori equally likely. However, as seen in the previous sections, the probability
for a contact to occur depends strongly on the primary sequence distance between
the residues and the column-entropies of the residues. We therefore developed an
‘informative prior’ which makes the prior probability for a contact to occur depend
on both of these variables. For a given pair of positions, let d be the distance in
the primary-sequence of the two positions, and let H denote the sum of the column-
entropies of these positions. As described in Materials and Methods, we estimated
the fractions f(d,H) of pairs at sequence distance d and entropy-sum H that are
contacts and using these fractions constructed prior probability distributions that
can be easily incorporated into our method.
Figure 2.13 shows the results of the contact predictions performed with our Bayesian
network model incorporating the informative prior and using posterior probabilities
(blue lines). For comparison the results using posteriors based on log(Rc) (the blue
lines in Figure 2.10) are shown as well (red lines). We see that, for the set of all pairs,
and all pairs that are at least d ≥ 3 apart in primary sequence, the incorporation of
the prior probability dramatically improves the predictions. For example, looking at
all pairs, our method can predict roughly 40% of all existing contacts at a positive
predictive value of 80%. If we restrict ourselves to non-trivial contacts, i.e. those with
primary-sequence distance d ≥ 3, we find that at a positive predictive value of 50%
our method reaches a sensitivity of roughly 20%. For comparison, without the prior
an approximately 10 times lower sensitivity is reached at the same positive predictive
value.
Somewhat surprisingly, we find that the quality of the predictions for distal pairs
d ≥ 12 is slightly reduced by the incorporation of the prior, especially at low sensi-
tivities. We speculate that this is a result of the fact that we constructed the prior
distribution assuming that f(d,H) is independent of the length of the domain itself.
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Figure 2.13: Improved accuracy of contact prediction when an informative prior is in-
cluded. In blue, we show the performance of the posterior probabilities that take primary-sequence
separation and column entropy into account. For comparison we show in red the performance of the
posteriors with phylogenetic correction but uniform prior, which are the same as the blue lines in
Figure 2.10.
This approximation breaks down most significantly when focusing on distal pairs be-
cause, whereas contacts at short primary distances occur in all domains, contacts at
long primary distances are more common in long domains. However, it should be
noted that, given that contacts at this primary-sequence distance are rare, one would
most likely need to perform predictions at reasonably high sensitivity, i.e. 10% or
more. In this regime, the performance with prior is comparable to or even a tiny bit
better than without prior.
2.3 Discussion
One of the key problems in using co-evolution analysis to predict residue contacts
is that so many structurally distal pairs show strong statistical dependencies [13, 14,
31]. A number of reasons have been proposed to explain this fact. One explanation
is that sequences in multiple alignments are generally phylogenetically related and
these phylogenetic relationships can induce strong apparent statistical dependencies
between many pairs of columns. Although there is of yet no computationally tractable
way for treating the phylogenetic dependencies in a rigorous manner, i.e. by explicitly
modeling the evolution of the sequences including arbitrary dependencies, several
procedures have been proposed that can correct at least for the main phylogenetic
signal [6, 8, 13, 14]. Indeed the application of such methods has been shown to very
significantly improve contact predictions [8, 13, 14].
Still, even with the current best phylogenetic corrections, strong statistical de-
pendencies remain evident between many structurally distal pairs. One proposed
explanation that has received little attention in the contact prediction literature is
that statistical dependencies between distal pairs can be induced by the percolation
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of statistical dependencies along chains of co-evolving contacts [21,22]. Here we have
shown that such chains of co-evolving contacts are indeed pervasive across all pro-
tein domains and that they explain many if not most of the distal co-evolving pairs.
Statistical analysis shows that these chains travel on average 3.25± 0.05 per contact,
and that the total distance covered by these chains is exponentially distributed with
an average of 16, corresponding to a chain that consists of 5 contacts. Note that,
whereas residues up to 8 apart are generally considered contacts, our results strongly
suggest that the typical distance between co-evolving contacts is only 3.25. Another
interesting observation is that, although it is likely that contacts between residues at
different distances in primary sequences are different in nature, our analysis shows
that the statistical dependency shown by contacts is completely independent of their
primary-sequence separation. This is an important insight because it demonstrates
that co-evolutionary analysis is equally informative about close and distal contacts.
We have adapted our recently evolved Bayesian network model [37] in order to
assign, to any pair of positions, a posterior probability that they interact directly.
This posterior probability rigorously takes into account all possible ways in which the
statistical dependence between the pair can be explained in terms of chains of other
co-evolving pairs. Analysis of the predictions of this model shows that it correctly
detects distal pairs that can be explained by co-evolving contact chains, and that it
also allows one to detect true interacting pairs that have only weak direct statistical
dependency.
Recently Halabi et al [42] have shown that, by a spectral analysis of the matrix of
statistical dependencies between positions, one can identify so called ‘protein sectors’:
sets of positions that co-evolve significantly with each other, but that are relatively
independent of the positions in other sectors. Since in [42] a rather simple measure
of direct statistical dependency is used, we speculate that a much more accurate
identification of protein sectors could be obtained by using statistical dependencies
as assessed by our posterior probabilities.
While finishing the work in this study, a paper appeared that also aims to dis-
entangle direct from indirect interactions [16]. Like our approach, [16] models the
joint probability of sequences in the multiple alignment in terms of a set of pairwise
interactions. What is appealing about the approach of [16] is that it is based on
the more ‘physical’ assumption that an interaction energy is associated with each
pairwise interaction such that a total interaction energy can be calculated for each
sequence, and that the probability to observe a particular sequence is given simply
by the Boltzmann distribution in terms of this total energy. However, the great dis-
advantage of this model is that its solution requires a heuristic approximation and is
computationally very expensive to calculate. For example, in [16] the authors were
forced to restrict themselves to only 60 positions in the alignment, and even then the
calculations for a single alignment took several days. Therefore, an application of
the approach of [16] on as large a scale as in this work, with thousands of multiple
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alignments of up to several hundred positions, is not feasible. In addition, it is not
clear how the approach of [16] could accommodate a phylogenetic correction, which
would be necessary to obtain a competitive performance with this method.
Although the disentangling of direct and indirect statistical dependencies strongly
improves contact predictions, and incorporating a phylogenetic correction further
improves the performance, the predictions are still far from perfect. In particular, at
reasonably high positive predictive value the sensitivity amounts to less than 10% of
all true contacts. Although it is clear that contact predictions based only on statistical
dependencies could be further improved, for example by a more rigorous treatment of
the phylogenetic dependencies, we believe that it is unlikely that such improvements
would dramatically enhance the performance. First of all, simple inspection of the
data shows that a large number of the pairs that are contacts in the sense that they are
less than 8 apart, really show no sign of co-evolution at all. That is, a large fraction of
‘contacts’ may simply not interact directly, and these obviously can never be detected
using statistical dependence measurements. On the other end of the scale are residues
that contact so many others that they are very strongly constrained, and show almost
no variability in evolution. For such highly conserved residues it is also inherently
impossible to identify their interaction partners using co-evolutionary analysis.
We thus believe that the largest further improvements to contact prediction are
to be expected from incorporating information other than statistical dependency. To
illustrate that additional information can be easily incorporated into our model, we
developed an informative prior that takes into account that the likelihood of a contact
to exist depends on the primary-sequence distance of the residues, and that highly
conserved residues tend to have a higher number of contacts. The incorporation of
even this simple additional information already leads to dramatic improvements in
contact prediction. Clearly more powerful priors could be developed that take into
account more sophisticated structural knowledge. In addition, in our current method
we integrate over all possible joint probabilities for pairs of interacting residues, ef-
fectively assuming that all possible joint probability distributions are equally likely.
Here too improvements could likely be made by taking into account prior knowledge
on which joint probability distributions are more or less likely for interacting pairs of
amino acids. Ultimately the most satisfying approach would be to combine our ap-
proach with direct structural modeling, i.e. somewhat along the lines of the approach
taken in [43].
Following the plausible intuition that, the more different kinds of information are
taken into account, the greater the prediction accuracy that can be obtained, sev-
eral machine learning and statistical methods have been proposed that incorporate a
much larger number of different features (see [33, 43, 44] and references therein). Be-
sides primary sequence separation and conservation, these methods include features
such as domain length, relative solvent accessibility, predicted secondary structure,
the amino acid composition in short windows around the positions of interest, chem-
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ical properties of the amino acids, and contact potentials. Due to varying training
and test sets and varying standards of evaluation, it is very difficult to compare the
performance of our method with these approaches. However, some principal differ-
ences between these methods and ours should be noted. First, all these methods
rely on training sets to fit parameters, so that additional methods are required to
avoid over-fitting, whereas our method is essentially without any tunable parameters
and does not require any training sets. Second, some of these methods are rather ad
hoc ‘black box’ methods, e.g. neutral networks [33] or support vector machines [44],
that use partially redundant sets of features, from which it is typically hard to derive
mechanistic insights. In contrast, our method is derived directly from first principles.
In any case, the results that we have presented show that it is crucial to take indirect
dependencies into account when incorporating co-evolution information. We have
provided a rigorous method for doing so and it is clear that any contact prediction
method that incorporates co-evolution information would strongly benefit from using
our method for disentangling direct and indirect dependencies.
Whereas we have here applied our method to predict contacting residues in a
single protein, it is straight forward to use the same method for predicting contacting
residues between pairs of proteins that are known to interact. That is, given two set
of orthologs proteins s1 and s2, for which it is known that each member of set s1
interacts with the corresponding member of set s2, we can simply concatenate the
multiple alignments of s1 and s2 into one longer multiple alignment, and apply our
method to this longer alignment.
More generally, our method provides a computationally tractable extension of
weight matrix models to take into account arbitrary pairwise dependencies, and there
are a number of more general applications that we envisage pursuing in the future.
First, our method can be generally used to ‘score’ multiple alignments in a way that
includes pairwise dependencies. This could be used to discover subfamilies within
large multiple alignments or to generally refine multiple alignments. Since the perfor-
mance of alignment-based contact prediction methods is expected to depend strongly
on the quality of the alignments, such a refinement may further improve contact
prediction. Finally, another attractive application is to develop a regulatory-motif
finding algorithm that takes into account arbitrary pairwise dependencies between
positions.
2.4 Materials and Methods
2.4.1 Domain sequences and structures
Domain alignments and the mappings from domains to available structures in the
PDB database were downloaded from the Pfam database [23, 45]. We only used
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Pfam A, which is the high-quality and manually curated part of Pfam [23]. For
each Pfam domain with at least one known structure, we reduced the alignment to
positions corresponding to match states of the corresponding Pfam hidden Markov
model with no more than 20 percent gaps. The removal of columns with many
gaps is necessary as gaps can cause spurious correlations (see below) and make it
difficult to compare the phylogenetic background signal between different columns.
We removed from each alignment all multiple copies of identical sequences as well
as sequences that had more than 50 percent gaps with respect to the match states.
Additionally, alignments containing less than 100 sequences or less than 50 columns
were discarded. To keep computational times limited we also removed alignments
with more than 400 columns. For each Pfam alignment, all corresponding PDB files
were collected according to the iPfam annotation [45] and distances between pairs of
residues were determined as the distance between the Cβ atoms (Cα for glycines). In
the case of NMR models, the minimal distances of all models contained in the PDB
entry were chosen. If a Pfam domain was present in multiple protein structures or in
several chains of one protein structure, we chose the median distance over all chains
and structures. For some alignments the corresponding structure did not cover all
columns in the alignment and we discarded the small number of examples where the
coverage was less than 50%. This resulted in 2009 domains with structurally-defined
distances between residues. Finally, distance in primary sequence was defined as the
distance between the match states of the alignment.
2.4.2 Probabilistic model
Our Bayesian network model was described in detail in [37]. Briefly, given a single col-
umn i of the alignment with observed amino acid counts niα, the probability P (Di|wi)
of the column is given in terms of the (unknown) probability distribution wi, with wiα
the probability that letter α occurs at position i, i.e. P (Di|wi) =
∏
α(w
i
α)
niα. Using
a Dirichlet prior for wi with parameter λ, we obtain the marginal probability of the
column P (Di) by integrating over all possible distributions wi. This integral can be
performed analytically and the result can be expressed in terms of gamma functions:
P (Di) =
Γ(20λ)
Γ(n+ 20λ)
∏
α
Γ(niα + λ)
Γ(λ)
, (2.2)
where n is the number of sequences in the alignment. Similarly, the joint probability
of the data Dij in a pair of columns (ij) is given in terms of the number of times n
ij
αβ
that the combination of letters (αβ) occurs at positions (ij), i.e.
P (Dij) =
Γ(202λ′)
Γ(n+ 202λ′)
∏
αβ
Γ(nijαβ + λ
′)
Γ(λ′)
. (2.3)
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Here, we set the parameter λ′ of the Dirichlet prior for the joint probability distribu-
tion to 0.5. As shown in [28], in the context of a dependence tree model, consistency
requires that λ equals 20λ′.
The statistical dependence between columns i and j is quantified by the ratio
Rij =
P (Dij)
P (Di)P (Dj)
. (2.4)
The connection of log(R) to mutual information is easily established by substitut-
ing equations (2.2) and (2.3) into the logarithm of R as given by (2.4) and using
Stirling’s approximation to the logarithm of the gamma function. We then find that
approximately
Rij ∝ e
nIij (2.5)
for large n, with Iij the mutual information between columns i and j. Importantly,
when determining the counts nijαβ and n
i
α in order to determine Rij , we discard all
pairs of residues within a given sequence where either α or β is a gap. Treating gaps
as a 21 amino acid causes strong spurious correlations between residues that are close
in primary sequence since gaps usually come in blocks (data not shown).
A dependence tree pi specifies for each position i (except for the root of the tree)
a parent position pi(i) which is the residue that i depends on. To keep the notation
simple, we here use the symbol pi to both denote the mapping from a node to its parent
node and the dependence tree itself. It can be shown [37] that, given a dependence
tree, the joint probability P (D|pi) of the entire alignment can be written as
P (D|pi) =
∏
i
P (Di)
∏
j 6=r
Rjpi(j), (2.6)
where the first product goes over all positions and the second over all positions except
for the root r.
Finally, the probability P (D) of the whole alignment is given by summing over
all possible dependence trees pi
P (D) =
∏
i
P (Di)
(∑
pi
P (pi)
∏
j 6=r
Rjpi(j)
)
, (2.7)
where P (pi) is the prior probability of a particular spanning tree pi. The last product
is in fact the product of the R-values over all edges of the tree given by pi and is
independent of the choice of the root. If the prior probability of a spanning tree can
be written as a product of probabilities Wjpi(j) along each edge (j, pi(j)) of the tree
P (pi) =
∏
j 6=r
Wjpi(j) (2.8)
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then equation (2.7) can be rewritten as
P (D) =
∏
i
P (Di)
(∑
pi
∏
j 6=r
Mjpi(j)
)
(2.9)
with Mjpi(j)
.
= Rjpi(j)Wjpi(j). Thus, the weight of each edge is simply multiplied by
its prior probability. The largest term in the sum of equation (2.9) is the maximum
spanning tree when a weight log(Mij) is assigned to each edge (ij) and this maximum
spanning tree can be easily determined [24].
The sum over spanning trees in (2.9) can be calculated using a generalization of
Kirchhoff’s matrix-tree theorem [28]. For this we need to calculate the Laplacian of
the matrix Mij , which is defined as
Lij = δij(
∑
k
Mik)−Mij (2.10)
where the sum goes over all columns (or rows) of theM-matrix and δij is the Kronecker
delta function, which is one if i = j and zero otherwise. We can then write the sum
over all spanning trees as
∑
pi
∏
i6=r
Mipi(i) = det(Q(L)) (2.11)
where Q(L) is the matrix L with one line and column removed (the determinant is
independent of which line and column are removed). The summation over all spanning
trees (there are nn−2 spanning trees for a full graph with n nodes) thus reduces to
the calculation of a determinant, which can be done in a time proportional to n3.
As discussed previously [37], the calculation of the determinant of the matrix
Mij is numerically very challenging since the entries Mij vary over many orders of
magnitude. In order to circumvent this problem, we rescale the entries of the matrix
as suggested in [46]:
Mij → β (Mij)
α (2.12)
with α = K log(10)
logM+−logM−
and β = −K log(10) logM+
logM+−logM−
where logM+ (logM−) is the
logarithm of the maximal (minimal) entry of the matrix Mij. This function maps
all M values into the interval
[
10−K , 1
]
, preserves the relative ordering of entries
and does not exaggerate relative differences in belief [46]. The lower bound 10−K
ensures that the rescaled M-matrix remains numerically non-singular. K can be set
according to the numerical precision of the machine and we set K = 5. We then use
these rescaled M-values to calculate the posterior probabilities.
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2.4.3 Calculating posteriors
Using expression (2.7), the posterior probability of a particular edge (kl) is given by
P ((kl)|D) =
Pkl(D)
P (D)
(2.13)
where
Pkl(D) =
∏
i
P (Di)

 ∑
pi:(kl)∈pi
∏
j 6=r
Mjpi(j)

 (2.14)
which is the sum of the probabilities P (D|pi)P (pi) for all spanning trees pi that contain
the edge (kl). This expression can be calculated by replacing the set of n nodes with
a set of (n− 1) nodes, in which nodes k and l are contracted to one node, say kl, and
the edge weights of this new node kl are given by Mkl,f = Mk,f +Ml,f for all nodes
f 6= k, l [47]. Using this construction we can write the sum over all spanning trees
containing edge (kl) as
Pkl(D) =
∏
i
P (Di)
(
Mkl
∑
pi′
∏
j 6=r
Mjpi′(j)
)
(2.15)
where the sum now goes over all spanning trees pi′ of the (n − 1) nodes. This sum
over spanning trees can of course also be calculated as a determinant as described
above. Roughly speaking, an edge (kl) will have high posterior if it occurs in the
large majority of all spanning trees pi that have high probability P (D, pi).
2.4.4 Phylogenetic correction
Due to the phylogenetic relatedness of the sequences in the alignment, there typically
will be a statistical dependence between residues even in the absence of a functional
linkage of these positions. Previous work [13] showed that this dependence can be
corrected for (to some extent) by assuming that, due to phylogenetic relationships,
each position has a certain amount of ‘background’ statistical dependence with other
columns. Since each position interacts only with a small fraction of all other positions
this background dependence can be estimated by calculating the average mutual
information of that position with all the remaining positions. In [13], two types of
corrections were proposed, a multiplicative one, named APC, and a additive one,
named ASC. We here briefly review the derivation of these corrections.
The idea of the ASC is that the mutual information Iij between positions i and j
is the sum of the true mutual information Itrueij and background mutual informations
Bi and Bj , associated with positions i and j, i.e.
Iij = I
true
ij +Bi +Bj . (2.16)
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We define average mutual informations as
〈Ii·〉 =
1
m
m∑
j=1
Iij, (2.17)
with m the number of columns of the alignment. Other averages like 〈I··〉, 〈B〉, and
so on, are defined analogously. Note that, for notational simplicity, in these averages
we have adopted the convention that Iii = 0. We can then derive the equalities
〈I··〉 = 〈I
true
·· 〉+ 2〈B〉, (2.18)
and
〈Ii·〉 = 〈I
true
i· 〉+Bi + 〈B〉. (2.19)
If one assumes that, since true interactions are relatively rare, the averages 〈Itrue·· 〉
and 〈Itruei· 〉 are much smaller than 〈B〉, we can set 〈I
true
·· 〉 ≈ 0 and 〈I
true
i· 〉 ≈ 0 and have
〈B〉 = 〈I··〉/2, (2.20)
and
Bi = 〈Ii·〉 − 〈I··〉/2. (2.21)
Finally, under these assumptions the true mutual information Itrueij is then given by
Itrueij = Iij − 〈Ii·〉 − 〈Ij·〉+ 〈I··〉. (2.22)
Motivated by this derivation, the ASC is defined as
Icij = Iij − 〈Ii·〉 − 〈Ij·〉+ 〈I··〉. (2.23)
In the product correction APC we assume that the background mutual information
between i and j can be written as a product of contributions of the two columns, i.e.
Iij = I
true
ij +BiBj . (2.24)
Assuming again that the true average mutual informations are small we find
〈B〉2 = 〈I··〉, (2.25)
and
Bi =
〈Ii·〉√
〈I··〉
. (2.26)
Using this the APC version of the mutual information is given by
Icij = Iij −
〈Ii·〉〈Ij·〉
〈I··〉
. (2.27)
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Since the APC performs better than the ASC we focused on adapting the APC
for our Bayesian model. As mentioned above, the logarithms of the R values are the
equivalent of mutual information in our model. Therefore, naively we would simply
replace Iij with log(Rij) in equation (2.27) above. However, whereas the mutual
information naturally has a lower bound of zero, which is reached only for independent
positions, log(R) is off-set with respect to mutual information and becomes negative
for independent positions. Note also that all posterior probabilities are invariant
under a global shift of all the log(R) values by a constant. Therefore, we substitute
into equation (2.27) a shifted version of log(R) which is guaranteed to be non-negative.
For each domain we determine the minimal value log(Rmin) and define a shifted version
of log(R) as
Sij = log(Rij)− log(Rmin). (2.28)
Using these shifted log(R)s we then define the corrected log(R) as
log(Rcij) = Sij −
〈Si·〉〈Sj·〉
〈S··〉
. (2.29)
In our model with phylogenetic correction we simply replace each factor Rij with Rcij .
2.4.5 Prior probability of spanning trees
Our Bayesian model easily allows for the incorporation of prior probabilities on each
spanning tree via the edge probabilities Wjpi(j) in equation (2.9). Here, we use these
edge probabilities to include the dependence on both the primary sequence separation
of the positions in the pair (Figure 2.11), as well as the sum of the entropies of the
corresponding columns (Figure 2.12). To estimate the fraction f(d,H) of all pairs
with sequence-separation d and entropy-sum H that are contacts, we separated all
pairs of columns into entropy bins of width 0.2, spanning the whole range of entropies
[0, 2 log(20)] and compared the dependence on primary sequence separation within the
different bins (Figure 2.14, left panel).
We see that, irrespective of the column entropy sum H , the fraction f(d,H) has
approximately the same shape as a function of d as the overall fraction of contacts f(d)
which we showed in Figure 2.11. We find that for distances d = 4 or less the fraction
is virtually independent of entropy, i.e. f(d,H) ≈ f(d), while for larger distances the
fractions f(d,H) are roughly proportional to f(d), with a proportionality constant
that decreases with entropy H . That is, we assume the following general form for
f(d,H):
f(d,H) =
{
f(d) if d <= 4
f(d)g(H) if d > 4 (2.30)
We first estimated f(d) directly from the observed fractions as shown in Figure
2.11 for all sequence separations up to d = 50. As f(d) is proportional to 1/d
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Figure 2.14: Estimation of prior probabilities. The left panel shows the dependence between
the fraction of pairs that are in contact and primary sequence separation for all pairs (in blue) as
well as for pairs whose sum of entropies lies in a given entropy bin (H ∈ [0, 0.2) in red, H ∈ [0.2, 0.4)
in green, H ∈ [3.4, 3.6) in black and H ∈ [5.4, 5.6) in magenta). For the sake of clarity, only a
few selected entropy bins across the entire range are shown. The right panel shows the estimated
function g(H), which describes how the probability of an edge to be a contact depends on the sum
of entropies of the corresponding columns of the alignment (see text).
for sequence separations ≥ 50 and becomes very noisy for large sequence separations
(data not shown), we approximate the curve as f(d) = C/d for sequence separations ≥
50 (blue line in Figure 2.14). The constant C is chosen so that the curve is continuous
at d = 50. We then determined the function g(H) by numerically maximizing, for
each fixed entropy bin Hi, the likelihood of the data, which is given by
P (X) =
[∏
e∈E
f(de)X
][∏
e/∈E
(1− f(de)X)
]
, (2.31)
where the first product runs over all edges E with d > 4 and H = Hi that are
contacts, the second product over all edges with d > 4 and H = Hi that are not
contacts, and de stands for the primary sequence separation of edge e. The value X∗
that maximizes the likelihood of the data determines the value of g(H) for the bin
Hi, i.e. g(Hi) = X∗. The resulting function g(H) is shown in the right panel of figure
2.14. Clearly the probability of an edge decreases with the entropy-sum H , i.e. it
drops by almost a factor of 5 from the lowest to the highest entropy edges.
Finally, in order to assign prior probabilities to different possible spanning trees,
we assume a random graph model where each edge e occurs with a probability µe
that is proportional to f(de, He), with de the primary sequence separation, and He
the entropy sum of edge e. Note that each spanning tree only contains (l − 1) edges
for a domain of length l, and we thus have to ensure that our random graph model
produces on average (l − 1) edges. As the expected number of edges in a random
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graph is equal to the sum over all µe, we set µe to
µe = (l − 1)
f(de, He)∑
e f(de, He)
. (2.32)
Let G be the full graph including all
(
l
2
)
edges of a particular domain and let pi be
one particular spanning tree pi. We can now write the prior probability of the tree as
P (pi) =
∏
e∈pi
µe
∏
e∈G\pi
(1− µe) (2.33)
Here, the first product runs over all edges e in the tree pi and the second one over
all edges in G that are not in the tree pi. Since the posteriors are independent of a
global rescaling of all prior probabilities P (pi), we divide P (pi) by the probability of
the graph that contains no edges, to obtain
P (pi) ∝
∏
e∈pi
µe
1− µe
(2.34)
which is independent of the edges that are not contained in the tree. We can thus set
the edge weights Wjpi(j) in equation 2.9 to
Wjpi(j) =
µjpi(j)
1− µjpi(j)
. (2.35)
Unfortunately, we cannot directly usedWjpi(j) to calculate the matrix entriesMjpi(j) =
Rjpi(j)Wjpi(j) in equation 2.9. As discussed above, the R-values relate to mutual infor-
mation I through R ∝ enI , where n is the total number of sequences in the alignment.
However, even when the phylogenetic correction is employed, because the n sequences
contain many phylogenetically closely-related sequences, the number of statistically
independent sequences is generally much smaller than n. Because of this, even the
corrected R-values still significantly overestimate statistical dependence. To take this
into account we define the matrix entries Mjpi(j) as
Mjpi(j) =
(
Rjpi(j)
)α
Wjpi(j) (2.36)
where α is a free parameter, which must lie between 0 (only prior information) and 1
(original R-values). Note that, through this transformation, we are assuming that in-
stead of n independent sequences, there are only αn effectively independent sequences.
The PPV-sensitivity curves for varying values of α are shown in Supplementary Fig-
ures 2.24, 2.25 and 2.26. For the curve in the main text, we chose α = 0.025, so as to
maximize the accuracy for pairs with d ≥ 3 without a significant decrease in accuracy
for pairs with d ≥ 12.
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Figure 2.15: Number of contacts n versus the number of residues l per protein domain for varying
separations in primary sequence. The red lines are the regression lines (in log-space), corresponding
to the power-laws n = 2.43l1.12 , n = 0.16l1.43 and n = 0.05l1.62. The dashed black line corresponds
to n = l.
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Figure 2.16: Accuracy of contact predictions for all 2009 alignments based on mutual information
(black), log(R) (blue), and posterior probabilities (red). For different values of sensitivity, the
corresponding number of predictions for each domain and each method were selected and their
positive predicted value (PPV), i.e. the fraction of correct predictions, was calculated (vertical
axis). Dashed lines indicate mean PPV plus/minus one standard error. The top left panel shows
predictions for all residue pairs, the top right one using only predictions for residues separated by
at least 3 positions in the primary sequence, the bottom left one for pairs separated by at least 12
positions, and the bottom right panel for pairs separated by at least 24 positions.
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Figure 2.17: Comparison of prediction accuracy for log(R) (blue), for the log(R) values contained
in the maximum-likelihood tree (green) and for the posterior probability (red). As the maximum-
likelihood tree only predicts l − 1 edges, where l is the number of columns of the alignment, the
different measures cannot be directly compared in terms of sensitivity (there would be finite-length
effects as predictions by the maximum-likelihood tree measure cannot reach a sensitivity of 1).
Instead, we sort the predictions per domain and, for each fixed cut-off on the rank r, we show the
average positive predictive value (solid lines) for all predictions with rank r or higher. The dashed
lines indicate plus/minus one standard error. As the shortest domains in our dataset have length
50, all domains are included in the calculation of the green curve for ranks 1 to 49. The blue and
green curve are identical for high ranks as all the highest-scoring edges are included in the maximum
spanning tree. However, for decreasing ranks, the maximum-spanning tree discards edges that can
be explained indirectly, which leads to an improvement in performance. Importantly, the posterior
probability significantly outperforms the maximum-spanning tree predictions both for low and high
ranks.
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Figure 2.18: Posteriors reflect the extent to which co-evolving pairs can be explained by contact
chains. Shown are the reverse cumulative distributions of distal co-evolving pairs (Z > 4) that
cannot be easily explained by contact chains, i.e. where the best scoring chain has a score of S > 2
(red), S > 3 (dark blue), or S > 4 (light blue). For comparison the reverse cumulative distributions
of posteriors for all co-evolving distal pairs (green) and all co-evolving contacts (black) are also
shown.
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Figure 2.19: Accuracy of contact predictions for all alignments. In blue, we show the performance
of the phylogenetically-corrected posterior probabilities, in black the performance of the predictions
based on the average-product corrected (APC) mutual information, and in red the performance of
the posterior probabilities without phylogenetic correction. Curves were calculated as described in
the main text.
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Figure 2.20: Same as figure 2.19, but for alignments of length 50 to 100.
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Figure 2.21: Same as figure 2.19, but for alignments of length 101 to 200.
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Figure 2.22: Same as figure 2.19, but for alignments of length 201 to 300.
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Figure 2.23: Same as figure 2.19, but for alignments of length 301 to 400.
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Figure 2.24: Accuracy of contact predictions including the informative prior for different values of the
weighting parameter α, including the limit of using only the informative prior (α = 0). The positive
predictive value (vertical axis) is shown as a function of sensitivity (horizontal axis). Different colors
correspond to different values of α (see legend) and dashed lines show mean plus and minus one
standard error. For comparison, we also show the performance of the posterior when using no prior
information (black). Note that the horizontal axis is shown on a logarithmic scale.
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Figure 2.25: As in Supplementary Figure 2.24, but restricting the evaluation to pairs that are at
least d = 3 apart in primary sequence.
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Figure 2.26: As in Supplementary Figure 2.24, but restricting the evaluation to pairs that are at
least d = 12 apart in primary sequence.
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Chapter 3
A Bayesian algorithm for
reconstructing bacterial signaling
networks
Lukas Burger and Erik van Nimwegen
published in Algorithms in Bioinformatics, WABI 2006
We present an algorithm, based on a Bayesian network model, for ab
initio prediction of signaling interactions in bacterial two-component sys-
tems. The algorithm uses a large training set of known interacting ki-
nase/receiver pairs to build a probabilistic model of dependency between
the amino acid sequences of the two proteins and the algorithm uses this
model to predict which pairs interact. We show that the algorithm can
accurately reconstruct cognate kinase/receiver pairs across all sequenced
bacteria. We also present predictions of interacting orphan kinase/receiver
pairs in the bacterium Caulobacter crescentus and show that these signif-
icantly overlap with experimentally observed interactions.
3.1 Introduction
The automated prediction of protein-protein interactions on the basis of their amino
acid sequences alone is one of the great challenges in computational biology. Here
we present a first attempt at such an algorithm for the large class of bacterial two-
component systems. Two-component systems consist of protein pairs in which one
protein contains a histidine kinase domain that specifically transfers a phosphate to
the receiver domain contained in the other protein. Since two-component systems are
responsible for most signal transduction in bacteria [48,49] successful computational
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prediction of two-component system interactions would allow exhaustive reconstruc-
tion of signaling networks across all fully sequenced bacterial genomes.
There are several reasons that make two-component systems particularly attrac-
tive for computational modeling. Firstly, both member domains of this family of
proteins, the histidine kinase and the receiver domain, exhibit a high degree of se-
quence similarity and they can be easily detected in fully-sequenced genomes using
hidden Markov models. Second, two-component systems are very abundant in the
bacterial and archeal kingdom, with many tens of interacting pairs in some genomes,
and thousands of examples across all genomes, providing enough data for relatively
subtle statistical modeling. Finally, for a significant fraction of all two-component
systems, the interacting partners lie in the same operon on the genome, which allows
us to easily extract a large number of examples of “known” interacting pairs.
Two component-systems are the main means through which bacteria sense and
adapt to their environment [48]. In many cases the histidine kinase is a membrane-
bound protein, with a sensor domain which responds to environmental cues and, on
the cytoplasmic side, a kinase domain, which, upon activation of the sensor, binds
ATP and autophosphorylates on a highly conserved histidine residue. The kinase
domain very specifically interacts with its cognate response regulator by transferring
the phosphate to a conserved aspartate residue in the regulator’s receiver domain.
Phosphorylation leads to the activation of the regulator’s output domain, which often
consists of a DNA-binding domain, enabling the regulator to act as a transcription
factor. Due to the high sequence similarity among both kinases and regulators, it
is unclear how the specificity of interaction comes about (see e.g. [50]). It is agreed
that the residues close to the site of phosphorylation in the kinase, the conserved
histidine residue, and the residues around the active site aspartates of the regulator
are of great importance for the interaction [50, 51] but the origin of the specificity is
currently not understood.
In this article, we will present an algorithm that uses a statistical model to pre-
dict interacting kinase/receiver pairs. We test the performance of the algorithm on
reconstructing known cognate pairs from all sequenced bacteria and use it to predict
interaction partners for orphan kinases in the Gram-negative bacterium Caulobacter
crescentus, where orphans play an important role in the cell-cycle progression [52].
We will show that our predictions agree well with the experimental results. Although,
in a previous work, statistical methods have been used to identify residues that are
important for the interaction specificity [53], the method we describe in this paper
is, to our knowledge, the first attempt to computationally predict interactions in
two-component systems.
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3.2 Outline of the algorithm
Our prediction algorithm operates in two steps. Comparison of the kinases from
all sequenced bacteria shows that there are 7 major classes of domain architectures.
Using a training set of cognate receivers for each class of kinases we build position-
specific weight matrices (WMs) for the receivers of each class and use these to clas-
sify receivers. This allows us to predict, for each receiver, which type of kinase it
will interact with. In the second step of our algorithm we aim to identify which ki-
nase/receiver pairs within a class interact. To this end we again use training sets of
cognate kinase/receiver pairs and identify pairs of amino acid positions in kinase and
receiver that show significant mutual information. Using a network of such correlated
positions we construct statistical models for the joint distribution of amino acids in
interacting kinase/receiver pairs. The final “score” for a putative interacting pair is
given by the ratio of the likelihood of their sequences given that they are an inter-
acting pair and the likelihood assuming independence of their sequences. In order to
reconstruct cognate kinase/receiver pairs genome-wide we use Monte-Carlo Markov
sampling to sample all ways of assigning kinase/receiver pairs, sampling each assign-
ment in proportion to the likelihood of the sequences of all interacting pairs in the
assignment.
3.3 Classifying bacterial two-component systems
To gather an exhaustive collection of two-component system proteins we first col-
lected a set of hidden Markov profiles from the Pfam database [23] that character-
ize two-component systems. These are the histidine kinases HisKA, HisKA_2 (or
H2), HisKA_3 (or H3), and HWE_HK, the ATP-binding domain HATPase_c, the
His-containing phosphotransfer domain Hpt, and the response regulator receiver do-
main Response_reg (or RR). We then collected all bacterial genomes from the NCBI
database [54] and searched for matches to all these domains using the hmmpfam [55]
program.
Whereas the response regulators are characterized by a single receiver domain Re-
sponse_reg, the kinases are represented by 6 different domains. We find that almost
all kinases exhibit one of 7 different domain architectures. These are, in order of
their abundance, the HisKA (HisKA, HATPase_c), H3 (H3, HATPase_c), chemo-
taxis (Hpt, HATPase_c), long hybrid (HisKA, HATPase_c, RR, (RR), Hpt), short
hybrid (HisKA, HATPase_c, RR, (RR)), HWE (HWE, HATPase), and Hpt(Hpt) ki-
nases. Other architectures had less than 10 occurrences in the entire set of bacterial
genomes. Note that both hybrid classes contain one (or sometimes even two) receiver
domains themselves but are believed to almost always also interact with a receiver
domain in another protein.
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3.3.1 Multiple alignments
To produce multiple alignments of the receiver domains and of the kinases in each
of the 7 classes we first used the program Hmmalign [55] for each domain. For the
HisKA, chemotaxis, HWE and H3 kinase classes we constructed a full alignment by
simply concatenating the alignments of the kinase and the HATPase_c domains. For
the short hybrids we aligned the HisKA and HATPase_c domains and for the long
hybrids only the Hpt domain.
To check the accuracy of the alignments we compared the Hmmalign alignments
with alignments made by the ProbCons algorithm [56]. For each class 200 sequences
were selected at random (or all if the class has less than 200 sequences) and aligned
with ProbCons. We then selected all columns in the hmmalign alignments that
contain less than 15% gaps and for which at least 80% of the amino acids in the
column also align together in a single column in the ProbCons alignment. We call
these columns the ‘trusted positions’. Finally, we replaced each alignment with the
alignment of only the trusted positions.
3.3.2 Cognate pairs and orphans
As mentioned in the introduction, many kinase/receiver pairs of genes occur next to
each other or in the same operon on the DNA and it is believed that almost all of
these form interacting pairs. Using this we constructed a training set of ‘cognate’
pairs as follows. We defined operons as maximal sets of contiguous genes on the same
strand of the DNA with all intergenic regions between consecutive genes less than 100
bps in length. Whenever an operon contains only one kinase and one receiver these
two were considered a cognate pair that we assume to interact.
Our analysis of all bacterial genomes resulted in 2165 cognate pairs of a HisKA
kinase and a receiver, 415 cognate pairs with an H3 kinase, 113 cognate pairs with a
chemotaxis kinase, 86 cognate pairs with a long hybrid kinase, 82 pairs with a short
hybrid kinase, 22 pairs with an HWE kinase, and 19 pairs with an Hpt kinase.
Beside the cognate pairs there is an almost equal number of cases in which a kinase
or a receiver occurs by itself in an operon. For virtually all of these ‘orphan’ kinases
and receivers it is currently unknown what partners they interact with and one of the
major aims of our algorithm is to predict interaction partners for these orphans.
3.3.3 Classification of response regulators
We found that response regulators that interact with different types of kinases show
distinct amino acid compositions and these differences can be used to predict, for
each receiver, what kind of kinase it will interact with.
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Figure 3.1: Predicted classification of receivers. Each bar represents the set of all receivers that are
member of a cognate pair with kinases of a particular type. The color distribution in the bar shows
what percentages of the receivers are classified with each class. The correspondence between color
and kinase type is shown in the legend on the right.
We divided the multiple alignment of all cognate receivers into 7 sub-alignments
corresponding to all receivers that interact with kinases of a particular class. For each
of the 7 alignments we then constructed a position specific weight matrix
wciα =
nciα + λ
(nc + 21λ)
. (3.1)
Here nciα is the number of times amino acid α occurs in column i of the alignment
(gaps are treated as a 21st amino acid) of cognate receivers of class c, nc is the total
number of sequences in the alignment, and λ is the pseudocount resulting from the
Dirichlet prior (we used λ = 1/2). wciα is thus the estimated probability of seeing
amino acid α in position i of a receiver of class c.
For each receiver sequence S we can now determine the posterior probability
P (c|S) that it belong to class c. We have
P (c|S) =
P (S|wc)P (c)∑
c′ P (S|w
c′)P (c′)
with P (S|wc) =
∏
i∈TP
wcSii. (3.2)
Here Si stands for the amino acid in the ith position of receiver sequence S. Note
that the product only runs over all the trusted positions TP . We assumed a uniform
prior P (c) = 1/7. When classifying a regulator whose sequence was used in the
construction of the WM we removed its contribution from the counts nciα.
The results of the classification are shown in Fig. 3.1. The posterior probabilities
for the 7 classes were calculated for each receiver and the receiver was assigned to the
class with the highest posterior probability (which is often close to 1). The results
show that for the three most abundant types (HisKA, H3, and chemotaxis kinases) the
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classifier predicts almost perfectly which receivers interact with HisKA kinases, which
with H3 kinases, and which with chemotaxis kinases. For the other, rarer classes the
classification is still correct in the majority of the cases, except for the very rare Hpt
kinases where slightly more than half are misclassified. The lower performance for
the rarer classes is presumably due to the fact that the WM models for these classes
are based on a relatively small number of examples.
The types of misclassifications match what is to be expected based on the domain
architectures. Both chemotaxis and long hybrid kinases contain an Hpt domain and
some of the receivers that interact with a single Hpt domain kinase are mistaken for
a receiver that interacts with the Hpt domain of a chemotaxis or long hybrid kinase.
Similarly, both long and short hybrids contain an HisKA domain and their receivers
are sometimes mistaken for a receiver that interacts with a single HisKA domain
kinase. Overall, the WM model predicts the correct type of kinase for 93% of the
cognate receivers.
3.4 Predicting cognate interactions
Once we have classified the receivers according to the type of kinase they interact
with the second step of our algorithm consists of predicting, for each class, which
pairs of kinases and receivers interact. To do this we make alignments of all cognate
kinase/receiver pairs in each class by simply concatenating the respective kinase and
receiver alignments. We then build probabilistic “dependent” models for the joint
amino acid sequences of cognate kinase/receiver pairs and “independent” models for
the kinases and receivers independently. The algorithm then predicts interactions
between kinase/receiver pairs whose sequences are more likely under the dependent
than under the independent model.
3.4.1 Quantifying dependence between positions in kinase
and receiver
Given the joint multiple alignment of kinase/receiver pairs in a particular class we
quantify the dependence between all pairs of trusted positions (i, j), where the po-
sitions i and j may both be either in the kinase or in the receiver, using a measure
closely related to mutual information. For each pair (i, j) we calculate the likelihood
of the observed columns of amino acids under a model that assumes the amino acids
at the two positions were drawn from two independent distributions and under a
model that assumes general dependence between the two amino acids. In particular,
for the independent model let pα denote the probability to observe amino acid α at
position i, and let qβ denote the probability to observe amino acid β at position j.
For the dependent model, let wαβ denote the probability to observe the pair of amino
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acids (α, β) at positions (i, j). Finally, let Dij denote the columns of observed amino
acids in the alignments at positions i and j, nα· the number of times α is observed at
position i, n·β the number of times β is observed at position j, and nαβ the number
of times the pair of amino acids (α, β) is observed at positions (i, j).
Given the joint probability wαβ the probability of the data Dij is given by
P (Dij|w) =
∏
αβ
(wαβ)
nαβ (3.3)
and under the independent models p and q the probability of the data is given by
P (Dij|p, q) = P (Di|p)P (Dj|q) =
[∏
α
(pα)
nα·
][∏
β
(qβ)
n·β
]
. (3.4)
Since the distributions p, q and the joint distribution w are unknown, they are
nuisance parameters that we integrate out of the likelihood for the dependent and
independent models. We use Dirichlet priors of the form P (w) ∝
∏
αβ w
λ−1
αβ and
integrate over the simplices
∑
α pα =
∑
β qβ =
∑
αβ wαβ = 1. We then obtain for the
probability of the data under the dependent model
P (Dij|dep) =
∫
P (Dij|w)P (w)dw =
Γ(212λ)
Γ(n+ 212λ)
∏
αβ
Γ(nαβ + λ)
Γ(λ)
, (3.5)
and similarly for the probability of the data under the independent model
P (Dij|indep) =
Γ2(21λ)
Γ2(n+ 21λ)
[∏
α
Γ(nα· + λ)
Γ(λ)
][∏
β
Γ(n·β + λ)
Γ(λ)
]
, (3.6)
where Γ(n) is the Gamma function. Finally, we quantify the amount of dependence
between positions i and j by the log-ratio Rij of likelihoods of the dependent and
independent models
Rij = log
[
P (Dij|dep)
P (Dij|indep)
]
. (3.7)
For our calculations we used the Jeffreys, or information theory prior with λ = 1/2.
One can think of the quantity R as a finite-size corrected version of the mutual
information that takes into account the larger model space of the dependent model
[57].
3.4.2 Probabilities of kinase/receiver pairs under interacting
and independent models
For each class, Rij was calculated for each pair of trusted positions both between
kinases and receivers and within the proteins themselves. Since the equation for Rij
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trades off the observed mutual information between the distributions of amino acids
at positions i and j against the much larger model space for the dependent model,
one generally finds that there are many more positions with R larger than zero for the
large HisKA class than for the classes with much smaller numbers of sequences. To
obtain a reasonable number of dependent positions for all classes we chose a stringent
cut-off of R = 50 for the HisKA class and a more lenient cut-off of R = 0 for the
other classes. For each class we then collected the set of ‘significant positions’ Ωc that
score over the threshold with at least one other amino acid.
The two-point correlation structure of the significant positions can be represented
by a graph in which each node is a significant position and two nodes are connected if
R for the two positions scores over the threshold. Interestingly, we find that this graph
generally consists of a large connected component containing both kinase and receiver
positions, plus a few small connected components containing either only kinase or
only receiver positions. Since the positions in these small components do not contain
information about the dependence between kinase and receiver we discarded them
from the set Ωc.
We now approximate the joint distribution of the significant positions in interact-
ing kinase/receiver pairs using pairwise conditional probabilities between positions.
The procedure is illustrated in Fig. 3.2. The multiple alignments of cognate kinase-
receiver pairs are shown at the top with the significant positions as colored columns
and the arcs indicating which pairs of columns correlate significantly. To factorize
the joint probability of all significant positions we use a slightly modified version of
the Chow-Liu algorithm [24] that reduces the correlation graph to a tree while max-
imizing the sum over the R values along the remaining edges. For example, in the
bottom left of Fig. 3.2 the links 6 and 7 with the lowest R values were removed to
yield a tree. Once a root is chosen (arbitrarily) each position i (except for the root)
will have exactly one parent pi(i) and we factor the joint probability by assuming the
amino acid at position i is only dependent on the amino acid at position pi(i). That
is, if SK,R denotes the set of significant positions for kinase K and receiver R then
the probability P (SK,R|c) of the sequences assuming that they are an interacting pair
of class c is given by
PK,R(SK,R|c) =
∏
i∈Ωc
P (SiK,R|S
pi(i)
K,R, c) with P (S
r
K,R|S
pi(r)
K,R, c) ≡ P (S
r
K,R|c), (3.8)
for the root of the tree r. Here SiK,R is the amino acid in the ith significant position
of the kinase-regulator sequence and pi(i) is the parent of position i as defined by
the tree. The probability P (α|β, c) to observe amino acid α at position i given that
amino acid β occurs at position pi(i) is given by
P (α|β, c) =
ncαβ + λw
c
αi
nc·β + λ
, (3.9)
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Figure 3.2: Multiple alignments of cognate (interacting) kinase/receiver pairs with significant posi-
tions shown as colored columns. The arcs show the pairs of positions that are significantly correlated.
The correlation structure of the dependent and independent models are shown at the bottom. The
edges that are removed by the Chow-Liu algorithm are shown as dotted lines.
where ncαβ is the number of times the pair αβ occurs at positions i and pi(i) of the
cognate kinase-receiver pairs of class c, nc·β is the total number of times that β occurs
at position pi(i), and λ is the pseudo-count of the Dirichlet prior (here we use a
much larger λ = 10 to smooth fluctuations due to the small sample size). Note that
we made the prior for the conditional probabilities proportional to the independent
probability, i.e. the WM wc, for class c.
In complete analogy we calculate the independent probabilities P (SK |c) of the
kinase and P (SR|c) of the receiver, where we now only allow conditional dependence
between positions within the kinase and positions within the receiver as in the bottom
right of Fig. 3.2. Finally, we assign a “score” Z(K,R|c) to the pair K, R which equals
the logarithm of the likelihood ratio
Z(K,R|c) = log
[
P (SK,R|c)
P (SK|c)P (SR|c)
]
. (3.10)
3.4.3 Results on reconstructing cognate pairs
For each genome and each class we collected all kinases in the class together with
their cognate receivers. We then used Monte-Carlo Markov sampling to sample all
ways of assigning one kinase to each receiver. Let a denote an assignment and let
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R(K, a) denote the receiver assigned to kinase K in assignment a. The probability of
sampling a is then given by
P (a) ∝ exp
[∑
K
Z(K,R(K, a))
]
. (3.11)
We then measured what fraction of the time f(R,K) during sampling each kinase
K was assigned to each receiver R. Note that to calculate the scores Z(K,R) the
pair (K,R) in question was removed from the training set. The results are shown in
Fig. 3.3. For different values of f we counted what fraction of true interacting pairs
(i.e. cognate pairs) from all genomes have f(R,K) > f (sensitivity) and also what
fraction of all pairs that have f(R,K) > f are true interacting pairs (specificity).
The resulting sensitivity/specificity curves for the 4 most abundant kinase classes are
shown in Fig. 3.3. As the figure shows, our model very accurately predicts which
kinase interacts with which receiver. For example, more than 60% of all cognate pairs
for all classes can be predicted at a specificity close to 1. Note that in a genome with n
cognate pairs there are only n true interactions among n2 possible interactions. This
explains why the lowest specificities are obtained for the large HisKA class, i.e. the
correct interactions have to be discovered in a much larger set of putative interactions
for this class. Still, even for HisKA 75% of all true interactions are predicted at a
specificity of about 75%.
3.5 Prediction of orphan interactions in Caulobac-
ter crescentus
Although the previous section shows that our algorithm can accurately reconstruct
interacting pairs for the cognate kinases and receivers, these predictions are not bio-
logically novel since for cognate pairs the interacting partners could already be deter-
mined from their positions on the DNA. Therefore, we next applied our algorithm to
predict interaction partners for orphan kinases and receivers. It is difficult to assess
the performance of our algorithm in this context since only very few orphan inter-
actions have been experimentally characterized. Moreover, most of the experimental
work is done in vitro under conditions that are very different from those in vivo and
it is not clear if observed interactions in vitro reliably reflect in vivo interactions.
We chose the bacterium Caulobacter crescentus as a test case since most exper-
imentally known orphan interactions are from that organism [52, 58]. C. crescentus
contains 40 orphan kinases of which 6 are in the class of HisKA kinases. Since all
but two of the known interactions involve HisKA kinases we decided to focus on the
5 HisKA kinases for which at least one interaction has been experimentally charac-
terized. There are 23 orphan receivers in C. crescentus and we determined the score
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Figure 3.3: Sensitivity/Specificity curves for the 4 most abundant kinase classes. The solid lines
give the estimated specificity and the dashed lines give two standard errors of the estimate.
Z for each orphan receiver with each of these 5 HisKA orphan kinases. The results
are shown in table 3.1.
As shown in the table, 5 of the 8 experimentally observed interactions rank either
immediately at the top or at the second position of the ordered list for each kinase.
For DivJ the two known interactions with DivK and PleD occur at positions 7 and
8 of the list (of 23 receivers in total). The only known interaction not shown in the
table is the interaction of DivL with CtrA which occurs at position 16 of DivL’s list.
To test the significance of these predictions we calculated p-values under a rank-sum
test,i.e. by randomly permuting the ranks of the interaction scores. If we include
the “bad” case DivL-CtrA, the probability of getting a set of predictions as good or
better in ranks than ours is p = 5 · 10−4. Without CtrA, the p-value is p = 3.5 · 10−5.
In summary, in spite of the small number of experimentally determined orphan
interactions the predictions of our algorithm show a significant overlap with the known
interactions.
3.6 Conclusions
We have presented the first computational method for reconstructing bacterial sig-
naling networks from the knowledge of amino acid sequences only. First, we have
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kinase regulator interaction score experimental evidence
DivL DivK 3.75 yeast two-hybrid screen [59]
PleC DivK 1.95 in vitro phosphorylation [60]
PleC PleD -0.47 in vitro phosphorylation [60]
CckN CC1364 (CheYIII protein) 9.28
CckN DivK 8.47 yeast two-hybrid screen [59]
CenK CC1842 7.38
CenK CenR 6.39 in vitro phosphorylation [60]
DivJ CC3155 (CheYIII protein) -0.51
DivJ CC0612 (NasT) -1.75
DivJ CC3162 -2.17
DivJ CC1842 -2.28
DivJ CC3471 -2.38
DivJ CC1364 (CheYIII) -2.65
DivJ DivK -2.65 in vitro phosphorylation [60]
DivJ PleD -3.52 in vitro phosphorylation [60]
Table 3.1: Predictions for HisKA orphan kinases of Caulobacter crescentus for which at least one
interaction has been experimentally characterized. For each kinaseK the receivers are sorted by their
score Z(K,R) and the known interactions are indicated. We cut each list off to include the known
interactions except for the interaction of DivL with the receiver CtrA, which occurs at position 16
in the list of DivL.
shown that the domain architectures of the kinases of bacterial two-component sys-
tems fall into 7 distinct classes and that, using position-specific weight matrices, one
can accurately predict which of these kinase classes each receiver domain interacts
with. Using training sets of known interacting kinase/receiver pairs we determined
which positions in the kinase and the receiver show clear evidence of dependence
between their amino acids. From this correlation structure we constructed a prob-
abilistic model for the joint distribution of the amino acid sequences of interacting
pairs, and ‘independent’ models for the distributions of amino acids in kinases and re-
ceivers separately. Finally, with these probabilistic models we predict kinase/receiver
interactions across all sequenced bacterial genomes. We first tested our predictions
on all cognate pairs of the training set using a ‘leave-one-out’ scheme. These tests
show that the cognate interactions can be very accurately reconstructed using our
model. Second, we predicted interactions between orphan kinase and receivers in
Caulobacter crescentus, and compared these with the few interactions that have been
characterized in the literature. This test showed a significant overlap between the
known interactions and the predictions of our algorithm. Given the small number of
examples involved we cannot yet assess if the very high performance observed on the
cognates generalizes to the orphans but it is highly encouraging that for 4 of the 5
tested kinases observed interactions ranked at the first or second position of our list
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of predictions. We believe that the large number of orphan interactions predicted
by our algorithm across all sequenced genomes already form a valuable data-set for
experimental investigation.
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Chapter 4
Accurate prediction of
protein-protein interactions from
sequence alignments using a
Bayesian method
Lukas Burger and Erik van Nimwegen
published in Molecular Systems Biology 4:165, 2008
Accurate and large-scale prediction of protein-protein interactions directly
from amino acid sequences is one of the great challenges in computational
biology. Here we present a new Bayesian network method that predicts in-
teraction partners using only multiple alignments of amino acid sequences
of interacting protein domains, without tunable parameters, and without
the need for any training examples. We first apply the method to bacterial
two-component systems and comprehensively reconstruct two-component
signaling networks across all sequenced bacteria. Comparisons of our pre-
dictions with known interactions show that our method infers interaction
partners genome-wide with high accuracy. To demonstrate the general
applicability of our method we show that it also accurately predicts in-
teraction partners in a recent dataset of polyketide synthases. Analysis
of the predicted genome-wide two-component signaling networks shows
that cognates (interacting kinase/regulator pairs which lie adjacent on
the genome) and orphans (which lie isolated) form two relatively indepen-
dent components of the signaling network in each genome. In addition,
while most genes are predicted to have only a small number of interaction
partners, we find that 10% of orphans form a separate class of ‘hub’ nodes
that distribute and integrate signals to and from up to tens of different
69
Prediction of protein-protein interactions
interaction partners.
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4.1 Introduction
A method that comprehensively and accurately predicts protein-protein interactions
using only the amino acid sequences of proteins would essentially allow the recon-
struction of genome-wide interaction networks directly from genome sequences. Au-
tomated prediction of protein-protein interactions from their amino acid sequences is
therefore one of the great outstanding challenges in computational biology. Numerous
approaches have already been proposed which, apart from the amino acid sequences
themselves, use additional information as co-expression patterns, phylogenetic distri-
butions of orthologous groups, co-evolution patterns, the order of genes in the genome,
gene fusion and fission events, and synthetic lethality of gene knock-outs, see [61–63]
for reviews. There are, however, serious shortcomings to the currently existing meth-
ods. For instance, many of the approaches cannot infer direct physical interactions,
but indicate only general functional ‘relationships’ which may often be indirect and
are difficult to validate. Some methods, such as those that rely on phylogenetic tree
comparison, cannot be easily scaled up to large data-sets. In addition, accuracy in
genome-wide predictions is a general problem. Because true interactions are only
a small fraction of the large number of possible interactions genome-wide, even rel-
atively low false-positive rates lead to high numbers of false positives compared to
the number of true predictions, see e.g. [64]. Furthermore, since high-throughput
experimental methods for mapping protein-protein interactions are notoriously noisy
it is difficult to assess the reliability of computational predictions. This is especially a
problem for transient protein-protein interactions such as those that take place during
signaling. Yet these interactions are often most interesting because of their regulatory
role.
Here we present a novel probabilistic method for inferring interaction partners
in families of homologous proteins, using only alignments of amino acid sequences.
Of the existing methods for protein-protein interaction prediction, our method is
most similar in spirit to the correlated mutations method of [7]. In their approach
the assumption is made that, for interacting protein pairs, pairs of residues involved
in the interaction will show correlated mutations. In particular, it is assumed that
replacement of one of the interacting residues with a chemically highly dissimilar
amino acid typically require the other residue to also change substantially. For a
given pair of proteins orthologs from related genomes are collected and an ad hoc
scoring scheme is used to identify pairs of positions that show significant correlation
of their mutations across the orthologous pairs.
The similarity of this approach with ours is that we likewise assume that, for inter-
acting protein pairs, there will be pairs of residues which show co-variation. However,
whereas the method of Pazos et al only considers one pair of proteins together with
their orthologs at a time, we consider multiple alignments of entire families of pro-
teins (or protein domains) that are known to interact, which includes all paralogs and
71
Prediction of protein-protein interactions
orthologs at once. In addition, we use a rigorous Bayesian network frame-work to ex-
plicitly model the entire joint probability of all amino acid sequences in the multiple
alignments. In this model the identity of each residue is probabilistically dependent
on the identity of one other residue, which may either lie within the same protein
or lie within the interacting partner. Our model also sums over all ways the residue
dependencies can be chosen.
We demonstrate the power of our method by first applying it to bacterial two-
component system proteins, which are responsible for most signal transduction in
bacteria. Whereas much knowledge has been gained in recent years regarding the
structure of transcriptional regulatory networks and metabolic networks, very lit-
tle is known about the global structure of signaling networks in bacteria. Here we
provide the first genome-wide reconstruction of two-component signaling networks
across all sequenced bacterial genomes. By comparing our predictions with large
sets of known interactions we demonstrate the high accuracy of our predictions. We
further demonstrate the generality of the method by applying it to a recent dataset
of about 100 polyketide synthases [15]. This application also illustrates that our
method can predict interaction partners with high accuracy even for relatively small
datasets. Finally, our genome-wide predictions of two-component signaling networks
across all sequenced bacteria allow us to make an initial investigation of the structural
properties of these networks across bacteria.
4.2 Results
4.2.1 General model
Our method in general operates on sets of multiple alignments of homologous proteins
(or protein domains) for which it is known that members of one multiple alignment
can interact with members of another multiple alignment. To explain the model we
first describe it for the simplest possible case. In this situation, illustrated in Fig. 4.1,
there are two (large) families of proteins or protein domains, typically with multiple
paralogous members per genome, for which it is known that in each genome each
member of the first family interacts with one member of the second family. The set
of all possible ‘solutions’ for this problem corresponds to all possible ways in which
we can assign, for each genome, each member of the first family to one member of
the second family. In Fig. 4.1, the alignments of the two families are shown side
by side, with sequences grouped per genome from top to bottom. An assignment of
interaction partners a corresponds to a vertical ordering of the sequences within each
genome such that the sequences on the same horizontal ‘row’ are assumed to interact.
In this way an assignment a implies a common multiple alignment of all sequences of
both families.
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Figure 4.1: Illustration of the model used to assign a probability P (D|a) to the joint multiple
sequence alignment D of two protein families given an assignment a of interaction partners between
them. Sequences from the same genome have the same color and horizontally aligned sequences are
assumed to interact. The probabilities of pairs of alignment columns (ij) depend on the number
of times nijαβ that amino acids (αβ) occur in the corresponding columns. A dependence tree T
and the corresponding factorization of the probability P (D|a, T ) of the entire alignment given the
assignment and dependence tree is illustrated at the bottom of the figure.
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We now calculate the probability P (D|a) of observing the entire joint multiple-
alignment D of the sequences of both families in assignment a. We assume that, for
each alignment position i, the probability to observe amino acid α at that position
depends on the amino acid β that occurs at one other position j = pi(i) (the ‘parent’
of i). A dependence tree T (see Fig 4.1) specifies the parent position pi(i) for each
position i in the joint multiple alignment. The conditional probabilities pij(α|β) are
unknown parameters that are integrated out of the problem. As shown in section
4.6, we can derive an explicit expression for the probability P (Di|Dj) of the entire
alignment column i given alignment column j in terms of the counts nijαβ , the number
of times that the pair of amino acids (αβ) is observed at the alignment columns (ij).
The probability P (D|a, T ) of the data given dependence tree T is then the product of
conditional probabilities P (Di|Dpi(i)) (see Fig. 4.1) over all positions. The unknown
dependence tree T is a so called ‘nuisance parameter’ and probability theory specifies
[65] that to obtain P (D|a) we should sum P (D|a, T ) over all possible dependence
trees. Using an uniform prior over trees, this amounts to averaging P (D|a, T ) over all
dependence trees [28]. In cases where this summation is computationally intractable
we can also approximate P (D|a) by finding the dependence tree T ∗ that maximizes
P (D|a, T ∗) (see section 4.6).
We sample the posterior distribution P (a|D) over all possible assignments a using
Markov chain Monte-Carlo sampling and keep track of the fraction f(m,m′) of sam-
pled assignments in which proteins m and m′ are interaction partners. In the limit of
long sampling the frequencies f(m,′m) give the posterior probabilities P (m,m′|D),
that m and m′ interact. As explained in section 4.6 this approach can be extended
in several ways, including allowing more than two paralogous families, and allowing
for unequal numbers of members in the different families. These extensions are used
for our predictions of two-component interactions below.
4.2.2 Application to two-component systems
Bacterial two-component systems (TCSs) are responsible for most of the signal trans-
duction underlying complex bacterial behaviors [48, 49, 52]. Although a lot is known
about the TCS signaling for specific subsystems in a few model organisms, the in-
teraction partners for the vast majority of TCS genes have not been determined
experimentally. Comprehensive predictions of TCS signaling interactions would thus
provide important insights into how different bacteria respond to their environments,
which regulons are under the control of which external signals, and which specific
subsystems are connected by signaling pathways, with potentially important appli-
cations. For example, as TCS signaling is essential for host-pathogen interaction, in-
sights in these interactions may have important applications related to human health.
In addition, very little is currently known about the global structure of TCS signaling
networks across bacteria. With about 400 fully-sequenced genomes available, com-
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prehensive prediction of TCS signaling networks across all bacteria would thus also
provide a significant data set for studying the global structure of signaling networks
in bacteria.
In its simplest form, a two-component system consists of two proteins, a histi-
dine kinase and a response regulator [48]. The histidine kinase is in many cases a
membrane-bound protein containing an extracellular sensor domain, which responds
to environmental cues, and a cytoplasmic kinase domain. The kinase domain au-
tophosphorylates upon the activation of the sensor, interacts very specifically with
the response regulator, and transfers the phosphate to the regulator’s receiver do-
main. Phosphorylation typically leads to the activation of the regulator, which often
acts as a transcription factor.
For several reasons two-component systems are particularly attractive for compu-
tational modeling. First, both histidine kinase and receiver domains exhibit signifi-
cant sequence similarity and they can be easily detected in fully-sequenced genomes
using hidden Markov models [23]. Second, because two-component systems are
very abundant in the bacterial and archeal kingdom, with dozens of interacting
pairs in some genomes and thousands of examples across all genomes, they pro-
vide enough data to detect subtle dependencies between the residues of interacting
kinase/receiver domains. Finally, a significant fraction of all two-component systems
form so-called cognate pairs in which a single kinase/regulator pair lies within one
operon in the genome. It is generally assumed that such cognate pairs are interacting
kinase/regulator pairs, which is supported experimentally for a substantial number of
pairs, and there are, to our knowledge, no examples that contradict this assumption.
Therefore, the cognate pairs provide a very large data-set of known interacting pairs
that can be used to test the accuracy of the computational predictions. Additionally,
they can be used as a ‘training set’ for predicting interactions between all other ki-
nases and regulators, i.e. between ‘orphan’ kinases and regulators which do not occur
within an operon with their interaction partner.
We gathered an exhaustive collection of two-component system proteins from 399
sequenced bacteria and multiply aligned all kinase and receiver domains. Whereas
all receiver domains can be aligned in a single alignment, kinases show different
domain architectures and we produced 7 separate multiple alignments for the 7 most
abundant kinase domain architectures (see section 4.6). We also divided the kinases
and regulators into cognate pairs and orphans.
4.2.3 Determining interacting residues
The HisKA class is by far the largest class of kinases, with 3388 cognate HisKA/regulator
pairs, corresponding to 72% of all cognate pairs, and we first investigated the evidence
for dependencies between the amino acid positions of the kinase and the receiver do-
mains of this class. For each pair of positions (ij), where i lies in the kinase and j
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in the receiver, we quantified the ‘dependence’ by the likelihood ratio Rij between
a model that assumes the amino acids at these positions are drawn from some joint
probability distribution and a model that assumes they are drawn from independent
distributions (see section 4.6). This measure Rij for dependence between positions
i and j is closely related to the mutual information of the observed distribution of
amino acids in positions i and j, which in turn is related to the statistical coupling be-
tween positions introduced in [21]. As shown in the top left panel of Fig. 4.2, almost
15% of all pairs of positions have a positive log(Rij), which corresponds to over 1000
pairs. However, because our data set contains many examples of orthologous cognate
pairs, we expect to see ‘spurious’ correlations that are just the result of evolutionary
relationships between orthologous pairs.
To investigate whether the high observed log(Rij) values can be explained by
phylogeny alone we performed the following randomization. We collected sets of or-
thologous cognate pairs into orthologous groups and identified pairs of orthologous
groups that occur in the same genomes. We then swapped kinase/regulator assign-
ments between such pairs of orthologous groups. Thus, each kinase is now assigned
to a wrong receiver domain but the phylogenetic relations of all these ‘false pairs’ are
exactly the same as the phylogenetic relationships of the true cognate pairs. If all cor-
relations were due to phylogeny, the distribution of observed Rij values for the false
pairs should be the same as that of the true pairs. As the top left panel of Fig. 4.2
shows, the observed Rij values for true pairs are much larger than can be explained
by phylogeny. For example, only about 7% of false pairs show positive log(Rij) and
there are no false pairs with log(Rij) larger than 235.
If the pairs of positions with large Rij values reflect physico-chemical constraints,
we may expect that they are in close physical contact during the interaction of kinase
and receiver. Although no structure of a HisKA kinase/regulator pair is currently
available, the structure of the sporulation histidine phosphotransferase Spo0B with
the response regulator Spo0F [66] has been determined. Spo0B differs significantly in
sequence from HisKA kinases, but can nonetheless be reasonably aligned to the HisKA
Pfam-profile. We used the Spo0B/Spo0F structure together with the Spo0B/HisKA
alignment to estimate the physical distances between all pairs of positions in HisKA
kinase/receiver pairs. The top right panel of Fig. 4.2 shows that the pairs of positions
with highest Rij are significantly closer physically than other pairs (rank-sum test p-
value 3×10−11). In addition, Fig. 4.3 shows the pairs of amino acids with the highest
Rij values on the Spo0B/Spo0F complex (black lines).
It is striking that many of the positions that are predicted to depend on each other
are indeed in close physical contact in the alpha-helices of the kinase and receiver
domains (near the top right of the figure). Other interactions are predicted to occur
between residues in an alpha-helix of the kinase domain and residues in loops of
the receiver domain. A few of the predicted interactions are more puzzling: they
involve residues not in close proximity but the Rij values are too high to be explained
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Figure 4.2: Analysis of cognate pairs for the HisKA and H3 kinase classes. Top left panel: The red
line shows the tail of the reverse cumulative distribution of log(Rij) (dependency) values for pairs
of positions in cognate HisKA kinase/receiver pairs. The blue line shows the tail of the log(Rij)
distribution after randomizing kinase/receiver assignments in such a way that all phylogenetic re-
lationships are maintained. Top right panel: The cumulative distribution of estimated (see text)
distances between the amino acids in the co-crystal for the 50 pairs with highest R values (red line)
vs all other pairs (green line). Bottom left panel: Sensitivities and positive predictive values of
the predictions for cognate HisKA kinases and regulators. The red curves show the performance
of the model in which P (D|a, T ) is averaged over all dependence trees, the blue curve shows the
performance of the model P (D|a, T ∗) that uses only the best dependence tree, and the green line
shows the performance of random predictions. All pairs of curves show estimated PPV plus and
minus one standard error. Bottom right panel: Performance results as in the bottom left panel
for cognate H3 kinases and regulators.
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Figure 4.3: Complex of the histidine phosphotransferase Spo0B (yellow) with the response regulator
Spo0F (green) [66]. Only one half of the Spo0B-dimer is shown. The site of autophosphorylation
in Spo0B and the phosphorylation site in Spo0F are shown in blue. Out of the 20 HisKA/receiver
pairs of residues with highest log(Rij), 17 are shown as black lines (3 cannot be displayed because
the residues fall in gaps of the alignment with Spo0B). Amino acids marked in red are part of at
least one of these 17 pairs.
by phylogenetic dependencies. Some of these may be due to structural differences
between the Spo0B/Spo0F complex and the HisKA/receiver complex, to alignment
errors, or to indirect dependencies. In summary, the control for phylogenetic signal,
the distances between pairs with high Rij, and their location on a related structure
all support that our Rij scores capture meaningful functional dependencies between
individual pairs of positions in kinase and receiver.
4.2.4 Predicting cognate interactions
We next investigated how accurately the model can reconstruct known cognate pairs
of HisKA kinases and their regulators. We collected the multiple alignments of all
HisKA kinase domains and receiver domains from cognate pairs and sampled the
space of all possible assignments, i.e. all ways in which each kinase from each genome
can be assigned to one regulator from the same genome. We sorted all predicted pairs
by their posterior probability and measured, as a function of a cut-off in posterior
probability, the fraction of all true cognate pairs that are among the predictions
(sensitivity) and the fraction of all predictions that correspond to true cognate pairs
(positive predictive value). These results are shown in the bottom left panel of Fig.
4.2 both when approximating P (D|a) using the tree with highest probability, i.e.
P (D|a) = maxTP (D|a, T ) (blue curves) and when averaging over all dependence
trees P (D|a) =
∑
T P (D|a, T ) (red curves). In the first approach, the dependence
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tree structure is calculated from the correctly paired cognate pairs prior to sampling
whereas in the second approach, no training set is used at all. In both approaches, the
cognate pairs are reconstructed with high accuracy, but averaging over dependence
trees performs clearly the best. This is not surprising since, as mentioned above,
averaging over dependence trees is the correct way of treating the nuisance parameter
T . Using only the best tree may amount to overfitting.
At 60% sensitivity more than 95% (red curves) of the predictions correspond to
true pairs. At a sensitivity of 75% the fraction of predictions that are true pairs is
still higher than 80% (red curves). This high accuracy is very striking, particularly
considering that the algorithm is not given a single example of a true interacting pair,
but infers all the cognate pairs in all genomes in parallel by searching for assignments
that maximize the amount of dependency observed between the kinase and receiver
sequences. We also predicted interaction partners for all cognate kinases and regula-
tors of the H3 class, which is the second most abundant class (Fig. 4.2, bottom right
panel). In contrast to the HisKA class, for the H3 class there is a significant number
of genomes with only a small number of H3 cognate pairs for which even random
predictions would yield a reasonable fraction of correct predictions (green curves).
However, it is still clear that our model reconstructs the cognate pairs with high
accuracy, i.e. at a sensitivity of 80% more than 95% of the predictions (red curves)
correspond to true pairs. In the supplementary material (section 4.7) we show analo-
gous curves for the other (smaller) classes of kinases which all show high accuracy of
predictions illustrating that the model can attain high accuracy on relatively small
datasets. On the other hand, since for these smaller kinase classes there are often
only a few cognate pairs per genome, the prediction problem is of course significantly
easier. In summary, the results on cognate pairs suggest that, at least for cognate
kinases and regulators, our algorithm can infer interaction partners ab initio with
high accuracy.
4.2.5 Predicting orphan interactions
We are of course most interested in reconstructing those parts of bacterial two-
component signaling networks that are currently not known, i.e. to predict inter-
action partners for the thousands of orphan kinases and regulators. The prediction
of orphan interactions is more difficult for two reasons. First, although for cognate
pairs the assumption that each kinase and each regulator interacts mainly with one
partner is probably not unreasonable, for orphan kinases and regulators this is less
likely to hold. Many genomes contain unequal numbers of kinases and regulators,
suggesting that at least some must interact with multiple partners. Second, a given
bacterium typically contains orphan kinases from multiple classes, and we thus also
have to infer which kinase class each of the orphan regulators belongs to.
In order to predict orphan interactions we extended our model in several ways.
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First, we treat the multiple classes of kinases in parallel. Second, to account for
unequal numbers of orphan kinases and orphan regulators, for a given assignment
some kinases and/or regulators may remain without an interaction partner and these
are scored separately (see section 4.6). Finally, we add all the cognate pairs to the
alignments of each class, with interaction partners correctly assigned, and keep these
cognate pairs fixed. In this way the ‘frozen’ cognate pairs act as an training set for the
orphan assignments. The algorithm again uses Markov chain Monte-Carlo to sample
over all ways of assigning orphan receivers to classes, and all ways of assigning orphan
interaction partners in each class. Due to numerical difficulties in the extension of our
model to multiple classes (see section 4.6), we are unable to calculate the sum over
all dependence trees with enough accuracy. Therefore, we use the cognate pairs to
determine the best dependence tree and approximate P (D|a) with maxTP (D|a, T ).
To benchmark the performance of this extended model we first used it to predict
interacting partners for all cognate kinases and receivers, running on all 7 classes in
parallel. Since each cognate regulator is now allowed to switch dynamically between
all 7 classes of kinases the search space of the extended model is much larger compared
to the case in which each class is treated separately and we expect this to negatively
affect the performance. As shown in the supplementary material (section 4.7), our
predictions nonetheless remain quite accurate. Note also that for small classes, such
as the HWE class, there is often only one kinase per genome and correct predic-
tion amounts to identifying the regulator that belongs to the HWE class, which the
extended model accomplishes with high accuracy.
Using our extended model, we then predicted orphan interaction partners genome-
wide in all 399 bacteria. Currently very few orphan interactions have been measured
experimentally. By far the most extensive knowledge is available for the interaction
partners of HisKA orphan kinases in Caulobacter crescentus [59, 60, 67, 68]. Table
4.1 compares our orphan interaction predictions in Caulobacter with those in the
literature.
Strikingly, for 10 of the 11 kinases with known interaction partners the top compu-
tational prediction corresponds to a known interaction. In fact, of the 22 predictions
in the table, which includes all 16 known interactions for these kinases, only 5 are
at odds with current experimental data. Since there are 29 different orphan regu-
lators in Caulobacter, i.e. there are 29 interaction candidates for every kinase, this
constitutes highly significant evidence that our method accurately predicts orphan
interaction partners (p-value of 7.5 · 10−18, see section 4.7). In the supplementary
material (section 4.7), we also compare our orphan predictions with the few experi-
mentally determined orphan interactions in Helicobacter pylori, Bacillus subtilis, and
Ehrlichia chaffeensis.
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kinase regulator posterior se exp evidence
CC0248 CC0247 1.0000 0.0000 putative cognate pair
CC0289 CC0294 0.9948 0.0015 in vitro phosphorylation [60]
CC2755 CC2757 0.8507 0.0585 putative cognate pair
CC2765 CC2766 1.0000 0.0000 in vitro phosphorylation [60]
CC2932 CC2931 0.9445 0.0059 putative cognate pair
CenK CenR 0.9168 0.0545 in vitro phosphorylation [60]
CckN DivK 0.3063 0.0357 yeast two-hybrid screen [59]
ChpT CC3477 0.6074 0.0844 false positive, in vitro phosphorylation [67]
ChpT CtrA 0.1965 0.0627 in vitro phosphorylation [67]
ChpT CC2757 0.1281 0.0555 false positive, in vitro phosphorylation [67]
ChpT CenR 0.0670 0.0450 false positive, in vitro phosphorylation [67]
ChpT CpdR 0.0009 0.0008 in vitro phosphorylation [67]
DivJ CtrA 0.4609 0.0451 in vitro phosphorylation [68]
DivJ PleD 0.3854 0.0323 in vitro phosphorylation [60]
DivJ DivK 0.0409 0.0078 in vitro phosphorylation [60]
DivL DivK 0.5374 0.0582 yeast two-hybrid screen [59]
DivL CC3477 0.1340 0.0514 not known
DivL CtrA 0.1298 0.0233 in vitro phosphorylation [68]
PleC DivK 0.0805 0.0145 in vitro phosphorylation [60]
PleC CtrA 0.0020 0.0005 false positive, in vitro phosphorylation [60]
PleC CC3477 0.0013 0.0007 false positive, in vitro phosphorylation [60]
PleC PleD 0.0009 0.0002 in vitro phosphorylation [60]
Table 4.1: Comparison of our predictions for orphan HisKA kinases and orphan receivers with exper-
imentally determined interactions in C. crescentus. For all orphan HisKA kinases (first column) with
at least one known interaction, we show all predicted interaction partners (second column) ordered
by posterior probability (third column) up to and including all the known interaction partners. The
posterior probability has been averaged over 20 simulation runs, and its standard error is shown in
the fourth column. Predictions supported by experimental data are shown in green, predictions not
supported by the experimental data (false positives) in red, and predictions supported only by yeast
two-hybrid data are shown in blue. Putative cognate pair means that, although we classified the
kinase and regulator as orphans, they are less than 2 genes apart on the genome and are orthologous
to cognate pairs in closely related genomes. These pairs are very likely to interact and are thus also
considered as know interaction partners and colored in green.
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4.3 Prediction of interactions between polyketide
synthases
Polyketide synthases (PKSs) are a family of bacterial proteins with extraordinary
biosynthetic capabilities. Depending on very specific protein-protein interactions,
they form multi-protein chains in which the order of the PKS proteins determines
the order of monomers of the synthesized polyketide product. PKSs are of particular
interest as, through genetic engineering of new PKS chains, they can potentially be
used to achieve combinatorial biochemistry in the laboratory [69].
The specificity of PKS interaction is believed to be determined by a small number
of residues in the head (N-terminal) and tail (C-terminal). Here we focus on a dataset
of 149 interacting head-tail pairs published very recently [15]. Analysis of this dataset
has shown [15] that both head and tail sequences can be phylogenetically clustered
into three groups (H1 through H3 and T1 though T3), and that interacting pairs only
occur between proteins from corresponding groups. Group membership can thus be
used to predict which head and tail pairs are likely to interact.
We apply our method without any modification (i.e. as described in section 4.2.1)
to the above-mentioned dataset. That is, we consider heads and tails as the protein
families 1 and 2 (see Fig. 4.1) and sample over all possible ways of assigning every
head to exactly one tail within the same genome. This implies that heads of PKSs
within one pathway are allowed to interact with tails of PKSs of a different pathway
as long as they belong to the same genome, which is a harder and probably more
biologically relevant problem than the one considered in [15]. The results are shown
in the left panel of Fig. 4.4. The red curve shows the performance of our model
in which the probability of the data is averaged over all possible dependence trees,
the blue curve shows the performance of a classification model that only takes into
account the phylogenetic group information of the sequences (see section 4.7) and
the green curve shows the performance of random predictions. Note that although
our model does not take into account any prior information about the phylogenetic
grouping of heads and tails, it clearly outperforms the classification model used in [15].
In [15], it was also shown that within the largest group of interacting head-tail
pairs (the H1-T1 group containing 90 pairs) there are a number of amino acid residue
pairs that lie close in the NMR structure of an interacting head-tail pair and that
show significant evidence of co-evolution. However, attempts in [15] to use these
pairs of positions to predict interactions within the H1-T1 subclass yielded results
that were only slightly better than random. In contrast, as shown in the right panel
of Fig. 4.4, our model shows excellent prediction accuracy on the H1-T1 subclass.
This demonstrates that at least for some protein families our model obtains accurate
predictions on datasets with less than one hundred sequences.
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Figure 4.4: Performance of predicted head/tail interactions for polyketide synthases. Left panel:
Sensitivities and positive predictive values of the predictions for all polyketide synthases in the
dataset of [15]. The performance of our model in which P (D|a, T ) is averaged over all dependence
trees is shown in red. The blue curve shows the performance if only the class information of heads
and tails is used (see section 4.6) and the green line shows the performance of random predictions.
All pairs of curves show estimated PPV plus and minus one standard error. Right panel: Same as
the left panel, but predictions restricted to the H1-T1 subclass.
4.4 The structure of two-component signaling net-
works across bacteria
Our genome-wide predictions of TCS signaling interactions allow us, for the first time,
to investigate and compare the structure of TCS signaling networks across bacteria.
However, in our cognate predictions above, we assumed each cognate to interact
with only one other cognate, and the orphan predictions also assumed that orphans
interact only with each other. As explained in section 4.6, to ensure that the network
predictions are as comprehensive and unbiased as possible, we used a static scoring
scheme that treats cognates and orphans equally (allowing for interactions between
orphans and cognates) and allows an arbitrary number of interaction partners per
protein.
Before investigating the predicted interactions we first investigated how the num-
ber of TCS genes of different types varies across genomes. As was shown in [70], the
total number of TCS genes varies significantly between bacteria and scales approxi-
mately as the square of the number of genes in the genome, i.e. whenever the total
number of genes doubles the total number of TCS genes roughly quadruples. Figure
4.5 shows the total number of cognates and orphans across genomes (left panel) and
the number of orphan kinases and orphan receivers (right panel). There is a remark-
ably large variation in the relative number of orphans and cognates, i.e. there are
examples of genomes with tens of cognate pairs without any orphans, and vice versa
genomes that have tens of orphans and no cognates. In addition, there appears to be
little correlation between the number of cognates and the number of orphans. We also
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Figure 4.5: Total numbers of cognates, orphans kinases, and orphan regulators across 399 sequenced
bacterial genomes. Left panel: The total number of cognates (horizontal axis) versus the total
number of orphans (vertical axis). Right panel: The number of orphan kinases (horizontal axis)
versus the number of orphan regulators (vertical axis). Each dot in each panel corresponds to a
genome. All axes are shown on logarithmic scale. To be able to show genomes with zero genes in
one or more of the categories 1 was added to each count, i.e. one on the axis corresponds to a count
of zero.
find no discernible correlation between the number of orphan kinases and the number
of cognate regulators, or the number of orphan regulators and cognate kinases (data
not shown). In contrast, as noted before [71], there is a clear correlation between the
number of orphan kinases and the number of orphan regulators in a genome (right
panel of figure 4.5) . These statistics provide a first suggestion that orphan kinases
and orphans regulators might predominantly interact with each other rather than
with cognates.
To investigate this further we analyzed how the total number of predicted in-
teractions depends on the number of TCS genes of different kinds. We distinguish
four types of interactions: cognate-cognate interactions between cognate kinases and
cognate receivers, orphan-orphan interactions between orphan kinases and orphan
receivers, cognate-orphan interactions between cognate kinases and orphan receivers,
and orphan-cognate interactions between orphan kinases and cognate receivers. For
a genome with C cognate pairs, K orphan kinases, and R orphan receivers there are,
respectively T = C2 cognate-cognate, T = KR orphan-orphan, T = CR cognate-
orphan, and T = KC orphan-cognate interactions possible. For each genome we
determined the fractions fcc, foo, fco, and foc of all possible interactions in each class
that are predicted to occur. For each category we sorted the genomes by the total
number of interactions T of that category, and by calculating running averages of the
fractions (see section 4.6) we determined the dependence of the fractions fcc, foo, fco,
and foc on the total number of possible interactions T (Fig. 4.6). If each possible in-
teraction had a constant probability of being predicted, then the observed fraction of
interactions would be independent of the total number of possible interactions T . In
contrast, Fig. 4.6 shows that all fractions decrease as a function of the total number
of possible interactions T . To a reasonable approximation all four fractions fall as
a power-law of the total number of possible interactions T , with exponents −0.4 for
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Figure 4.6: The fractions of interactions between cognates (red), between orphan kinases and orphan
regulators (light blue), between cognate kinases and orphan regulators (green), and between orphan
kinases and cognate regulators (purple) that are predicted to exist (vertical axis), as a function of
the total number of possible interactions (horizontal axis). Both axes are shown on logarithmic
scales. The values on the vertical axis were obtained by ordering genomes by the total number of
interactions of each type, and taking running averages over 25 consecutive genomes. The widths of
the curves correspond to two standard errors. The straight lines are power-law fits to the raw data
and are given by fcc = 0.63T
−0.4, foo = 0.50T
−0.38, fco = 0.41T
−0.55, and foc = 0.39T
−0.55.
cognate-cognate and orphan-orphan interactions, and −0.55 for cognate-orphan and
orphan-cognate interactions.
To investigate the consequences of this scaling for TCS network structure as a func-
tion of genome-size, let us first focus on cognate-cognate interactions. For a genome
with N cognate pairs there are T = N2 possible interactions of which a fraction T−0.4
exist. The total number of cognate-cognate edges thus scales as T 0.6 = N1.2. That is,
as the number of cognate pairs increases, the total number of interactions between
cognates grows just a bit faster than linear. This implies that, although the total
amount of cross-talk between cognates is small, the amount of cross-talk grows with
the number of cognate pairs. In particular, the average number of interaction part-
ners per cognate gene grows as N0.2. To give an idea of the order of magnitude, for
a genome with 4 cognate pairs the power-law fit predicts a total of 3.5 interactions,
i.e. essentially one interaction per gene. For a genome with 40 cognate pairs a total
of 56 cognate-cognate interactions are predicted, which amounts to 16 cross-talks on
top of the 40 cognate interactions. For orphan-orphan interactions the numbers are
very similar.
The power-law fits show that the fractions of cognate-orphan and orphan-cognate
interactions decrease even faster with T . Consider for simplicity genomes with N
cognate pairs, N orphan kinases, and N receivers. The total number of cognate-
orphan and orphan-cognate interactions grows as N0.9 in such genomes. Since this
is slower than linear, it in particular implies that the average number of cognate-
orphan and orphan-cognate interactions per gene decreases as N−0.1. Apart from
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decreasing more rapidly with N , Fig. 4.6 also shows that cognate-orphan and orphan-
cognate interactions are much less frequent than cognate-cognate and orphan-orphan
interactions.
In summary, all our observations support the idea that orphans and cognates form
two relatively separate TCS signaling networks, i.e. cognate-orphan and orphan-
cognate interactions are relatively rare, and whereas the number of orphan-orphan
and cognate-cognate cross-talks per gene increases with increasing network size, the
number of cognate-orphan and orphan-cognate interactions per gene decreases with
network size. As we saw above (Fig. 4.5), this idea is also supported by the correlation
in the number of orphan kinases and orphan receivers, and the absence of correlations
between the numbers of cognates and numbers of orphans.
To provide additional evidence that orphans and cognates form relatively separate
TCS signaling networks, we mapped orthology relations of cognates and orphans
across the 399 sequenced genomes (see sections 4.6 and 4.7). We find that, whenever
both genes of a cognate pair have orthologs in another genome, the two orthologs
are also a cognate pair in this genome 99.1% of the time. In 0.6% of the cases the
orthologs of the cognate pair are both orphans, and in the remaining 0.3% of the
cases one ortholog is a cognate and the other an orphan. In cases where only the
kinase of the cognate pair has an ortholog the orthologous kinase is a cognate 79%
of the time. Similarly, if only the receiver of the cognate pair has an ortholog, then
this orthologous receiver is a cognate 78% of the time. Finally, orthologs of orphan
kinases are orphans 86% of the time, and orthologs of orphan receivers are orphans
80% of the time. Thus, although both cognate and orphan TCS genes undoubtedly
share a common phylogenetic ancestry, our results intriguingly suggest that on shorter
evolutionary time scales orphans and cognates evolve relatively separately from each
other, and support our finding that the orphans and cognates form two relatively
separate interaction networks.
To shed some light on the difference between orphans and cognates, we determined
the connectivity, i.e. the number of predicted interaction partners, for each TCS
protein and calculated the distribution of connectivities separately for all orphans
and all cognates. Figure 4.7 shows the reverse cumulative distribution of kinases (left
panel) and regulators (right panel). The figure shows striking differences between
the connectivity distributions of cognates (red) and orphans (blue). First, for both
kinases and regulators, the reverse cumulative distribution initially falls rapidly and
roughly exponentially. In this regime, which includes roughly 90% of all genes, the
connectivity distributions of cognates and orphans are very similar, although there
are slightly more cognates with at least 1 predicted interaction partner than orphans.
However, for the remaining 10% of genes the connectivity distributions of cognates
and orphans are very different. In particular, there is a much larger number of
orphans with high connectivity. For all four curves, but especially clearly for the
orphans, there are two regimes in the distribution: one corresponding to relatively
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Figure 4.7: Reverse cumulative connectivity distributions of kinases (left panel) and receivers (right
panel). The fraction of genes with at least a given number of interaction partners (connectivity)
is shown as a function of the connectivity. Cognates are shown in red and orphans in blue. The
vertical axis is shown on a logarithmic scale.
low connectivity genes, which includes about 90% of all genes, and a second regime
of high connectivity genes which covers the remaining 10%. It thus appears that, to
a rough approximation, there are two types of two-component system genes. Most
kinases and regulators interact with only a few (less than 5) partners, but about 10%
interacts with a large number of partners. The kinases in this class thus distribute
a signal to a large number of downstream regulators, and the regulators in this class
integrate a large number of input signals. Most of these ‘hub’ kinases and regulators
are orphans.
4.5 Discussion
We have presented a novel general Bayesian network model for predicting interac-
tions between families of interacting protein domains directly from amino acid se-
quences. Our method incorporates several important methodological advances. First,
the model does not require any training sets, but predicts interactions ab initio by
sampling the space of all possible interaction assignments. For each interaction as-
signment the probability of the data is derived from first principles, i.e. without any
tunable parameters, and sums over all possible ways in which a tree of dependencies
can be assigned to pairs of residues both within and between the interacting pro-
teins [28]. The latter is an important feature of the model. One might think that
dependencies between residues within one protein are immaterial for the interaction
with the other protein and that equal or even better performance could be obtained
by simply summing the dependencies of only those pairs of residues that go between
the two interacting proteins. This is however not the case as the following example
illustrates. Imagine two residues r and r′ in the first protein that both show clear
dependence on a single residue q in the other protein, but that show even larger de-
pendence on each other. Obviously, in this case it would be wrong to assume that the
observed dependencies of q with both r and r′ are evidence that both r and r′ interact
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directly with q. Rather, q presumably interacts only with one of the these residues
(say r) and the apparent dependency with r′ is a result of the strong dependency of
r and r′ with each other. In contrast, if r and r′ were to show no dependency, then
the observed dependency of q with both r and r′ would provide evidence that both
residues interact with q. That is, the ‘meaning’ of the dependency between any pair
of residues depends subtly on the dependency that these residues have with all other
residues and summing over dependence trees is the probabilistically correct way of
taking all dependencies into account. Other important features are that we assign
interaction partners for all proteins from all genomes in parallel, thereby maximizing
the algorithm’s ability to detect subtle sequence dependencies, and the use of Markov
chain Monte-Carlo sampling to automatically obtain a measure of the reliability of
each prediction.
Here we have applied our method to two bacterial protein families, two-component
system signaling proteins and polyketide synthases, which provide quite different
challenges. In the case of the TCSs we have thousands of examples, allowing for the
detection of subtle statistical signals. However, since the kinases naturally divide into
subfamilies and receivers do not, receivers need to be both classified and matched to
their interaction partners at the same time. In the case of the polyketide synthases,
we are dealing with only on the order of 100 homologous proteins, which makes
the detection of dependencies between amino acid residues much more difficult and
requires careful statistical modeling. The fact that our algorithm successfully predicts
interaction partners for both datasets demonstrates the generality of the method.
Our predictions of two-component interactions provide the first reconstruction of
genome-wide signaling networks across all currently sequenced bacteria and our re-
sults suggest that these predictions have high accuracy (Fig. 4.2 and table 4.1). All
predictions for each genome are available at the SwissRegulon website
(http://www.swissregulon.unibas.ch/cgi-bin/TCS.pl). Our predictions allow us to
perform a first analysis of the structure of TCS signaling networks across bacteria.
First, we find that the average connectivity per gene increases slowly but significantly
with the number of nodes in the network. Intriguingly, we find that cognates and
orphans form two relatively independent groups, with cognates interacting predomi-
nantly with cognates and orphans predominantly with orphans. The latter observa-
tion is supported by an analysis of orthology relations which showed that, at least on
shorter evolutionary time scales, cognates and orphans evolve relatively independent
of each other. Another significant finding is that, whereas 90% of TCS genes have
a relatively small number of interaction partners, 10% of orphans form a distinct
class of ‘hub’ nodes in the signaling networks which have large numbers of interaction
partners.
The finding that cognate and orphan TCSs form two relatively independent groups
is further supported by a recent study by Alm et al. [71]. They showed that kinases
that have been horizontally transferred are more likely to be found in an operon with
88
4.4.5 Discussion
a response regulator than kinases that have been created by lineage specific expan-
sion. This may partly explain the preferential cognate-cognate interaction as cognate
kinases tend to be transferred with their interaction partners. However, it does not
explain why ‘new’ orphan kinases that have been created by duplication, evolve inter-
action specificity towards orphan regulators and rarely interfere with cognate systems.
One may argue that cognate pairs form simple linear stimulus-response pathways that
form a functional unit and are expressed (and transferred between genomes) as such.
In contrast, TCS signaling in complex behaviors involving multiple in- and outputs,
would typically necessitate independent expression of the different components, es-
pecially if the processes involve temporal regulation of the interactions. This is in
agreement with experimental evidence in Caulobacter, where orphans with generally
multiple interactions control cell-cycle progression [58] and in Bacillus subtilis, where
they are involved in sporulation [50]. In addition, our predictions suggest that indeed
orphans are more likely than cognates to have high connectivity. However, it is clear
that much more investigation is necessary to understand the reasons behind these
global differences in interaction propensity between orphans and cognates.
There are many other examples to which our method can now be applied, i.e.
whenever there are two or more protein families or protein domains that interact
we can apply the method to multiple alignments of these protein families/domains.
Some examples to which the method can be applied in an essentially unaltered way
are e.g. ABC ‘half transporters’ [72] or certain subfamilies of cytokines and their
receptors [73]. Our results for the family of polyketide synthases suggest that accurate
predictions can also be obtained for fairly small protein families with on the order of
100 homologous sequences. However, the minimal number of sequences needed for
reliable predictions is very difficult to estimate as it depends on many different factors.
One of them is the entropy of the amino acid distribution at different positions in
the alignments, which has a strong influence on the strength of the co-evolutionary
signal. For example, if only charged amino acids appear at two particular residues and
positively charged amino acids preferably pair with negatively charged amino acids
and vice-versa, then only a very small number of sequences is needed to detect a
dependence (the size of the alphabet is effectively reduced). In general it is probably
safe to say that for any successful application at least a few dozen examples are
needed, and that a thousand examples should always be sufficient. In any case, as
new sequences are becoming available at an ever increasing pace we expect many
protein families to become amenable to our analysis in the coming years.
Finally, the concept of dependence tree models may have very general applications.
For example, hidden Markov models of protein domains and protein families score
multiple alignments by assuming each alignment column is drawn from a weight
matrix column that represents the propensities for different amino acids to occur at
that position [23]. Our Bayesian network model provides a generalization of such
scoring models to take into account dependencies between all pairs of positions in the
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Name Architecture no.cognates no.orphans
HisKA HisKA, HATPase_c 3388 2158
H3 HisKA_3, HATPase_c 636 183
His_kinase His_kinase, HATPase_c 245 23
Long hybrid HisKA, HATPase_c, RR, (RR), Hpt 132 286
Short hybrid HisKA, HATPase_c, RR, (RR) 126 985
Chemotaxis Hpt, HATPase_c 89 77
Hpt Hpt 37 192
HWE HWE or HisKA_2, HATPase_c 34 162
Table 4.2: Pfam domain combinations of the most abundant kinase architectures and the number
of times they occur in all 399 genomes. RR stands for the receiver domain profile Response_reg.
Both the short and long hybrid architecture can contain one or two receiver domains.
alignment. Our method can thus be very generally applied to multiple alignments of
protein sequences, e.g. to infer interactions between residues, to discover subfamilies,
and generally to improve multiple alignments of protein domains and families.
4.6 Materials and methods
We extracted the sequences of an exhaustive collection of two-component system
proteins from 399 sequenced bacterial genomes in NCBI 1 using histidine kinase and
response regulator profiles from the Pfam database [23]. Whereas there is only one
Pfam profile for the receiver domains of response regulators, there are 7 different
kinds of kinase domains and kinases show a variety of domain combinations. The
large majority of kinases falls into one of the 8 domain architectures shown in table
4.2. Multiple alignments of all 8 kinase classes and the entire set of receiver domains
were produced using the program hmmpfam (http://hmmer.wustl.edu/). For the
long hybrid class, we aligned only the Hpt domain as the interaction is believed to take
place mainly between this domain and the cognate receiver domain [48]. The ATP-
binding domain (HATPase_c) was not aligned as it does not seem to be important
for the kinase-receiver interaction [59].
We defined operons as maximal sets of contiguous genes on the same strand of
the DNA with all intergenic regions between consecutive genes less than 50 bps in
length. Whenever an operon contained only one kinase and one regulator this pair was
considered a cognate pair. Kinases(Regulators) that did not sit in an operon with any
regulators(kinases) were considered orphan kinases(regulators). We made separate
alignments for the 8 sets of receiver domains from cognate regulators that interact
with each of the 8 kinase domain architectures. As shown in the supplementary
1ftp.ncbi.nlm.nih.gov/genomes/Bacteria
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material (section 4.7), in accordance with previous results [49, 74], we observe that
receiver domains that interact with different types of kinases show distinct amino
acid compositions which can be used to predict what kind of kinase each receiver will
interact with. Those results also indicated that Hpt and long hybrid receivers are
very similar, and for the remainder of the analysis we fused these two classes into a
single class.
4.6.1 Bayesian network model
We discuss first the simplest model setting: There are two families of proteins (or
protein domains) X and Y that interact and we have multiply aligned all members
of families X and Y from all sequenced genomes. We assume each member x of
family X has precisely one interaction partner y of family Y in the same genome.
An assignment a of interacting pairs can be thought of as specifying a joint multiple
alignment D of the two families in which interacting members are aligned horizontally
(Fig. 4.1).
We calculate the probability P (D|a) of the entire joint alignment given the assign-
ment a and our model assumptions. Let Di denote the alignment column at position
i in the joint alignment, i.e. i runs from 1 to L = LX + LY , with LX and LY the
lengths of the family X and Y alignments. We first calculate the probability P (Di|w)
of the data Di in column i given a weight matrix (WM) column w:
P (Di|w) =
∏
α
wn
i
α
α (4.1)
where wα is the probability of seeing amino acid α at this position, and niα is the
number of times amino acid α occurs in column i. Since we do not know the WM we
integrate over all possible WMs. Using a Dirichlet prior P (w) ∝
∏
αw
λ−1
α , we have
P (Di) =
∫
P
α wα=1
P (Di|w)P (w)dw =
Γ(21λ)
Γ(n+ 21λ)
∏
α
Γ(niα + λ)
Γ(λ)
, (4.2)
where n is the total number of amino acids in column i and λ is the pseudo-count of
the Dirichlet prior. Notice that we treat gap symbols in the alignment simply as a
21st amino acid so that our alphabet size is 21.
Similarly, the probability P (Dij|w) of a pair of columns given a weight matrix for
the pair of columns is
P (Dij|w) =
∏
α,β
(wαβ)
nij
αβ , (4.3)
where wαβ is the joint probability to see α at position i and β at position j, and
nijαβ is the number of times the pair of amino acids (αβ) occurs (on the same row) in
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columns (ij) of the alignment. Using again a Dirichlet prior P (w) ∝
∏
αβ w
λ′−1
αβ and
integrating out the unknown weight matrix w, we have
P (Dij) =
∫
P
αβ wαβ=1
P (Dij|w)P (w)dw =
Γ(212λ′)
Γ(n+ 212λ′)
∏
αβ
Γ(nijαβ + λ
′)
Γ(λ′)
. (4.4)
The conditional probability of column i given column j is given by P (Di|Dj) =
P (Dij)/P (Dj). As the supplementary material shows (section 4.7), consistency re-
quires that λ = 21λ′, and we use the Jeffreys’ or information geometry prior λ′ = 1/2
(i.e. uniform in the determinant of the Fisher information matrix). As a measure of
dependence between two columns i and j we use the ratio of likelihoods of the joint
and independent models for the columns
Rij =
P (Dij)
P (Di)P (Dj)
(4.5)
For large counts nijαβ the logarithm of R is approximately proportional to the mutual
information of the amino acid distributions in columns i and j. For small counts the
ratio Rij takes into account finite-size corrections. It also takes into account that the
dependent model has more free parameters than the independent models. As a result,
values of Rij > 1 can be interpreted as indicating positive evidence of dependence
between positions i and j.
Let T denote a spanning tree in which each node is one of the positions i in the
joint alignment. We (arbitrarily) pick one node r to be the root of the tree and
direct all edges in the tree toward the root. In this directed ‘dependence tree’ T each
node i (except for the root) will have a single outgoing edge pointing to its ‘parent’
pi(i) (see Fig. 4.1). Given an assignment a and dependence tree T we calculate the
probability P (D|a, T ) of the joint alignment by letting each column i depend on the
parent column pi(i). That is, we have
P (D|a, T ) = P (Dr)
∏
i6=r
P (Di|Dpi(i), a, T ), (4.6)
with r the root node and the product is over all nodes except for the root. Using
(4.5) we can rewrite this as
P (D|a, T ) =
[∏
i
P (Di)
][∏
i6=r
Ripi(i)
]
, (4.7)
where the first product is over all positions (including the root) and the second product
is over all edges in the tree T . Note that only the second product depends on the
assignment a and tree T , and that (4.7) is independent of the choice of the root and
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orientation of the edges in the tree. Note also that the position pi(i) that position i
depends on may lie either within the same protein or in the other protein.
To calculate the probability of the alignment independent of a particular depen-
dence tree we sum over all |T | possible spanning trees of the L positions:
P (D|a) =
1
|T |
∑
T
P (D|a, T ). (4.8)
As shown in [28], this sum can be calculated efficiently as a matrix determinant. Let
M denote the Laplacian of the matrix R
Mij = δij
∑
k
Rik −Rij (4.9)
from which one row and column have been removed. We then simply have
P (D|a) =
∏
i P (Di)
|T |
det(M). (4.10)
Given a uniform prior, P (a) = constant, over assignments, the posterior probability
becomes proportional to the determinant, i.e. P (a|D) ∝ det(M).
4.6.2 Generalization: Orphan predictions
The general model just presented can easily be generalized in various ways. Here
we discuss the generalizations that we use to predict orphan interactions. Since
genomes have typically different numbers of orphan kinases and orphan regulators we
have to relax the assumption that each protein has precisely one interaction partner.
Although there are other possibilities, in our implementation we only consider as-
signments in which each protein is connected to at most one other protein at a time.
For each genome we assign a number of interactions that is equal to the minimum of
the number of orphan kinases and the number of orphan regulators. This typically
leaves some proteins without an interaction partner. In addition, since there are 7
kinase classes, with a separate multiple alignment for each, a full orphan assignment
consists of 7 joint alignments in parallel.
The probability P (D|a) of the data given an orphan assignment is the product of
the probabilities for each of the 7 joint alignments of interacting pairs, the 7 align-
ments of unassigned kinases, and 7 alignments of the receiver domains of unassigned
regulators. That is, we also divide unassigned receivers into 7 classes. Let us focus
on a single kinase class. We let J denote the joint alignment of the interacting pairs,
with Jk the kinases in the joint alignment and Jr the receivers in the joint alignment.
In addition, let K denote the alignment of unassigned kinases, and R the alignment
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of unassigned receivers for this class. We now assume that we can factorize the joint
probability of this data as follows
P (J,K,R) = P (K|Jk)P (R|Jr)P (J). (4.11)
In particular, we will assume that the kinases in K were drawn from the same dis-
tribution as the kinases in J , and that the receivers in R were drawn from the same
distribution as the receivers in J . We again write the conditional probabilities of
unassigned kinases and receivers in terms of dependence trees T k and T r for the
kinase and receiver positions. We then have
P (K|Jk, T k) =
P (K, Jk|T k)
P (Jk|T k)
(4.12)
and
P (R|Jr, T r) =
P (R, Jr|T r)
P (Jr|T r)
. (4.13)
Note, however, that in both these expressions the numerator and denominator are
entirely equivalent to expression (4.7). That is, these conditional probabilities can be
calculated, using equations (4.2), (4.4), (4.5), and (4.7), in terms of the counts of the
number of times different combinations of amino acids occurs in pairs of positions in
the kinases K, the kinases Jk, the receivers R, and the receivers Jr.
We would in principle calculate the probabilities P (K|Jk) and P (R|Jr) by sum-
ming over all possible spanning trees T k and T r, which involves calculating deter-
minants precisely as in equation (4.10). However, as described in the supplemen-
tary material (section 4.7), numerical stability issues with the calculation of these
determinants (see [46]) force us to use an approximation when we run multiple ki-
nases/receiver classes in parallel. Instead of calculating determinants we thus ap-
proximate P (K|Jk) ≈ P (K|Jk, T k) using the dependence tree T k that maximizes
the joint probability P (Jk|T k) of all cognate kinases in the class, and approximate
P (R|Jr) ≈ P (R|Jr, T r) by using the dependence tree T r that maximizes the probabil-
ity P (Jr|T r) of all cognate receivers in the class. Similarly, for the joint probability
P (J) we also approximate P (J) ≈ P (J |T ∗) where T ∗ is the dependence tree that
maximizes the probability of cognate kinase/receiver pairs in the class.
Finally, it is trivial to incorporate ‘training’ examples of known interacting proteins
in our Bayesian network model. We simply add the known interacting pairs to the
alignments and keep these pairs fixed, i.e. they are not sampled over. In our case we
added all cognate pairs for each of the 7 classes to the corresponding joint alignments
J . In this way the ‘frozen’ cognate pairs in the alignment act as ‘seeds’ that are used
in sampling orphan assignments.
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4.6.3 Gibbs sampling
To calculate the posterior probabilities P (x, y|D) that members x and y interact we
sample the distribution P (a|D) using a Markov chain Monte-Carlo method known
as Gibbs sampling. Let rg denote the maximum of the number of orphan kinases
and the number of orphan regulators in genome g. We first sample a genome g with
probability P (g) ∝
(
rg
2
)
. If the sampled genome has more kinases than regulators
we pick two kinases (k1, k2) at random and sample over the current assignment and
the assignment with the interaction partners of these kinases exchanged. Note that
if one kinase is currently unassigned the exchange would cause the other kinase to
become unassigned. If both kinases are unassigned the move will leave the current
assignment unchanged. If the sampled genome has more regulators than kinases
we pick a pair of regulators (r1, r2) at random and again sample over the current
interaction assignment and the assignment with the interaction partners swapped. If
one or both of the regulators are unassigned we also sample over the kinase class that
each unassigned regulator is assigned to. That is, if both regulators are assigned we
sample over 2 assignments, if one is unassigned we sample over 2∗7 = 14 assignments,
and if both are unassigned over 7 ∗ 7 = 49 assignments. For the cognate predictions
of Fig. 4.2 the move-set simplifies since each protein is guaranteed to be assigned to
precisely one interaction partner.
For each kinase/receiver pair (x, y) we then determine the fraction f(x, y) of sam-
pled assignments that have x and y assigned as interaction partners. Note that, since
we cannot assume that each orphan has only one interaction partner, these fractions
cannot be directly interpreted as posterior probabilities of interaction. That is, if
a certain kinase interacts 1/4 of the time with each of four different receivers this
might simply indicate that this orphan kinase can interact with all four receivers.
The results in Fig. 4.2 and in table 4.1 were obtained by performing 10 independent
sampling runs in each case, and averaging the observed frequencies f(x, y) from each
of the runs.
4.6.4 Phylogenetic permutation test
To assess whether the high correlations seen between amino acid pairs of kinases and
receivers in the HisKA class could be explained by phylogeny alone, we constructed a
null model that conserves all evolutionary relationships, but associates kinases with
non-cognate regulators. We first map orthology relations between all cognate ki-
nase/regulator pairs. Two cognate pairs are considered orthologs when they are best
reciprocal hits and align over more than 80% of their lengths with at least 80% amino
acid identity. Next we filter out orthologous cliques; sets of orthologous cognate pairs
that are all orthologous to each other. The result is a collection of n orthologs groups
of cognate pairs. We define the overlap of a pair of orthologous groups as the number
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of genomes in which the representatives of both groups exist and produce a list of all
pairs of orthologous groups sorted by overlap. Starting from the pair with highest
overlap we then create multiple alignments of ‘true’ and ‘false’ kinase/regulator pairs
by applying the following rule for each entry in the list: We first check that both
groups of cognate pairs have not yet been used. If not, we extract the sequences from
the genomes in which both cognate pairs occur. These cognate pair sequences are
added directly to the alignment of ‘true’ pairs. The same kinase and receiver do-
main sequences are added also to the alignment of ‘false’ pairs but now with, in each
genome of the group, the kinase of the first cognate pair assigned to the regulator of
the second pair and vice versa. In this way the alignments of ‘true’ and ‘false’ pairs
will consist of the same set of proteins with the precise same phylogenetic relation-
ships between interacting pairs. We then determine Rij for all pairs of positions from
both ‘true’ and ‘false’ alignments.
4.6.5 Network structure analysis
Owing to the different overall number of TCS genes in the different kinase classes,
both the sensitivity and specificity of the predictions will likely vary from class to class.
As different genomes have different numbers of TCSs in different classes, combining
predictions from all classes might introduce biases in our TCS network analysis. We
therefore focus on the by far most common class of HisKA kinases and their receivers
for the TCS networks prediction and comparison. We first extracted all HisKA kinases
from all genomes and all regulators that interact with HisKA kinases. For the latter
we took all regulators in cognate pairs with HisKA kinases as well as all orphan
regulators that were classified as HisKA receivers during most of the Monte-Carlo
sampling for the orphan predictions.
Whereas the Monte-Carlo sampling is most suited for predicting the most likely
interaction partners of each kinase and regulator, it is not well suited for an unbiased
inference of the entire signaling network in each genome since the total number of
interactions is fixed in each genome to at most one per protein per time point during
the sampling. In addition, in the Monte-Carlo sampling only orphan interactions were
sampled and cognate interactions where kept fixed. Therefore, to predict genome-
wide TCS signaling interactions allowing for an arbitrary number of connections, and
treating cognates and orphans in the same way, we use the following procedure.
During the Monte-Carlo sampling runs that were used to predict orphan inter-
action partners, we also kept track of the numbers nijαβ of interacting HisKA ki-
nase/receiver pairs that have the combination of amino acids (αβ) at positions (ij).
By averaging these over the sampling runs we obtain the average counts 〈nijαβ〉 that
summarize the amino-acid composition at all pairs of position in predicted interacting
HisKA pairs. Using the average counts 〈nijαβ〉 we determined the position dependency
statistics Rij and determined three dependence trees T ∗, T k and T r that each maxi-
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mize the sum of log(Rij) along their edges. Whereas T ∗ takes into account all kinase
and receiver positions, T k only takes into account kinase positions and T r only the
receiver positions, respectively. Finally we estimated the joint probabilities for amino
acid combination (αβ) to occur at positions (ij) as
pijαβ =
〈nijαβ〉+ λ∑
αβ(〈n
ij
αβ〉+ λ)
. (4.14)
The marginal probabilities piα for amino acid α to occur at position i are given by
summing the joint probabilities, e.g. piα =
∑
β p
ij
αβ.
Using these joint and marginal probabilities we can then calculate, for any kinase-
receiver pair with sequences Sk and Sr, respectively, the log-ratio of the probabilities
of their sequences (Sk, Sr) under the dependent model, that describes the probability
distribution of all kinase and receiver positions in terms of the optimal tree T ∗, and
two independent models, that describe the dependencies of the kinase and receiver
positions separately, using the optimal trees T k and T r, respectively. This ratio
X(Sk, Sr) is given by the expression
X(Sk, Sr) = F (Sk, Sr|T
∗)− F (Sk|T
k)− F (Sr|T
r) (4.15)
with
F (S|T ) =
∑
(ij)∈T
log[pijSiSj ]− log[p
i
Si
]− log[pjSj ] (4.16)
where Si is the amino acid that occurs at position i in the sequence S, and the sum
is over all edges in the tree T . For each genome, we calculate the log-ratio X(S) for
all kinase-receiver pairs, including both orphans and cognates, and predict an inter-
action to occur between any pair for which X(S) ≥ 1. At the chosen (conservative)
cut-off of 1, about half of all the predictions between cognate kinases and cognate
receivers correspond to cognate pairs (see section 4.7). To calculate the connectivity
distribution we counted the number of predicted interaction partners for each TCS
gene and obtained reverse cumulative distributions separately for cognate kinases,
cognate receivers, orphan kinases, and orphan receivers.
In order to determine the orthology relationships between cognates and orphans,
we first extracted the sequences of all kinase domains belonging to HisKA kinases as
well as the sequences of all receiver domains of HisKA response regulators. For each
kinase or receiver domain we then identified orthologous domains in the 398 other
genomes. A domain d˜ is considered an ortholog of domain d when
1. d and d˜ are each other’s reciprocal best match.
2. d and d˜ align over 80% of their lengths.
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3. d and d˜ are at least 60% identical at the amino acid level.
Under these relatively stringent constraints, we typically find orthologous domains
in between 4 and 10 other genomes. We then counted how often the orthologs of
cognate pairs are themselves cognates pairs, how often only one of the members of a
cognate pair has an ortholog, how often this single ortholog is itself part of a cognate
pair and how often it is an orphan, etcetera. These ortholog statistics are shown in
section 4.7.
For each genome we determined the number of cognate pairs C, the number of
orphan kinases K, and the number of orphan receivers R and determined
1. The fraction fcc of all Tcc = C2 possible interactions between cognate kinases
and cognate receivers that are predicted.
2. The fraction fco of all Tco = CR possible interactions between cognate kinases
and orphan receivers that are predicted.
3. The fraction foc of all Toc = KC possible interactions between orphan kinases
and cognate receivers that are predicted.
4. The fraction foo of all Too = KR possible interactions between orphan kinases
and orphan receivers that are predicted.
For each category of interactions, we ordered all genomes with respect to the total
number of possible interactions T . We then calculated running averages of both the
f values and T values over windows of 25 consecutive genomes to determine the
average dependence of f on T . Standard errors se of the running averages of f were
also calculated by determining the variance var(f) of f across the 25 genomes in each
window, and are given by se =
√
var(f)/25.
Finally, for each category we fitted f to a power-law function of T as follows. For
a genome with T possible interactions of which n are predicted to exist we estimate f
as f = (n+ 1)/(T + 2) and logarithmically transform (T, f) to a data-point (x, y) =
(log(T ), log(f)). We then fit a linear function y = ax + b to the set of data points
(x, y) by finding the line that minimizes the average distance of the data points to
the line (which is also the first principal component axis).
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4.7 Supplementary material
4.7.1 Classifying receiver domains
Similar to previous work, i.e. [49,74], we found that cognate response regulators that
interact with different types of kinases show distinct amino acid compositions in their
receiver domains and that these differences can be used to predict, for each receiver
domain, what kind of kinase it will interact with.
We divided the multiple alignment of all cognate receiver domains into 8 sub-
alignments corresponding to sets of regulators that interact with kinases of each
particular kinase class. For each of the 8 alignments we then constructed a position
specific weight matrix
wciα =
nciα + λ∑
α(n
c
iα + λ)
. (4.17)
Here nciα is the total number receivers of class c that have an amino acid α in column
i of the alignment (gaps are treated as a 21st amino acid) and λ is the pseudo-count
resulting from the Dirichlet prior (we used the Jeffreys’ prior λ = 1/2). wciα is thus
the estimated probability of seeing amino acid α in position i of a receiver of class c.
Given a receiver with sequence S we can now determine the posterior probability
P (c|S) that it belongs to class c. We have
P (c|S) =
P (S|c)P (c)∑
c′ P (S|c
′)P (c′)
with P (S|c) =
∏
i
wcSii, (4.18)
where Si is the amino acid in the ith position of receiver sequence S and the product
runs over all positions in the receiver. We assumed a uniform prior P (c) = 1/8.
We tested to what extent this simple model is capable of correctly classifying re-
ceiver sequences. For each cognate receiver we calculated the posterior probability
P (c|S) of the class c given the receiver sequence S, using the WMs wciα constructed
from all receiver sequences. We then assigned the receiver to the class c that maxi-
mizes P (c|S). The results in Fig. 4.8 show that for the three most abundant types
of kinases (HisKA, H3, and HisKin), and for the Hwe kinases as well, the classifier
predicts almost perfectly which kinase type the respective receivers interact with. For
the other classes the classification is still correct in the majority of the cases.
The types of mis-classifications match what is to be expected based on the domain
architectures. Both long and short hybrids contain an HisKA domain and their
receivers are sometimes mistaken for a receiver that interacts with a single HisKA
domain kinase. Both long hybrid kinases and Hpt kinases contain an Hpt domain and
the most common misclassification is between receivers that interact with a kinase
with a single Hpt domain and receivers that interact with long hybrids. Because
of this, and because the number of cognate pairs of the Hpt class is very small, we
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Figure 4.8: Predicted classification of receivers. Each bar represents the set of all receivers that are
member of a cognate pair with kinases of a particular type (indicated below the bar). In each bar
the colors indicate what fraction of the cognate receivers of this type is classified with each type of
kinase. The legend on the right shows the correspondence between color and kinase type. SH and
LH stand for short and long hybrid, respectively, and Chem stands for chemotaxis.
have treated the Hpt and long hybrid classes as one class in our analysis (leaving 7
classes in total). Although they also contain an Hpt domain, cognate receivers of
chemotaxis kinases are very rarely mistaken with receivers of Hpt and long hybrid
kinases, probably due to the fact that cognate regulators of chemotaxis kinases are
mainly CheB and CheY regulators which have very specific functions in chemotaxis
and correspondingly a specific amino acid composition. Overall, the WM model
predicts the correct type of kinase for 96% of the cognate receiver domains.
4.7.2 Details of the Bayesian network model
We first derive why consistency requires that the pseudo-count λ of the Dirichlet
prior for the marginal probabilities wα is related to the pseudo-count λ′ of the joint
probabilities wαβ through
λ = 21λ′ (4.19)
In section 4.6 we calculated expressions for P (Di) and P (Dij) in terms of λ, λ′, the
joint counts nijαβ and the marginal counts n
i
α and n
j
β. The conditional probability is
then given by P (Di|Dj) = P (Dij)/P (Dj). However, we could have also calculated
the conditional probability by introducing the conditional probabilities wα|β which
give the probability that α occurs at position i given that β occurred at position j.
In terms of this parametrization we obtain
P (Di|w,Dj) =
∏
α,β
(wα|β)
nij
αβ . (4.20)
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Using again a Dirichlet prior with pseudo-count λ′, the integral over possible condi-
tional probabilities wα|β then gives
P (Di|Dj) =
∏
β
[∫
P (Di|w,Dj)P (w)dwα|β
]
=
∏
β
[
Γ(21λ′)
Γ(njβ + 21λ
′)
∏
α
Γ(nijαβ + λ
′)
Γ(λ′)
]
.
(4.21)
It is easy to see that this will only match the conditional probability we calculated
through P (Di|Dj) =
P (Dij)
P (Dj)
if λ = 21λ′. In addition, in section 4.6 we also noted that
equation 4.7 is independent of the choice of the root. However, this is also only true
when λ = 21λ′.
4.7.2.1 Probabilities of unassigned kinases and receivers
The calculation of the joint probability P (J,K,R), with J the alignments of assigned
pairs, K the alignment of unassigned kinases, and R the alignment of unassigned
receiver domains, is identical for each particular class of kinases. We thus focus on a
single class. As described in the main paper we make the assumption that K depends
only on the kinase sequences in J and R only on the receiver sequences in J . That
is, for the probability of the kinases that are not assigned, only the amino acids in
the kinases of the assigned pairs matter, not the amino acids of the receivers in the
assigned pairs (and vice versa for the receivers). Formally, we thus assume that we
can factorize P (K,R, J) as follows
P (K,R, J) = P (K|Jk)P (R|Jr)P (J) (4.22)
with Jk the sequences of the assigned kinases and Jr the sequences of the assigned
receivers.
Since the calculation of P (K|Jk) and P (R|Jr) is identical we focus on the calcu-
lation of the kinase probabilities P (K|Jk). We first calculate this conditional prob-
ability for a specific dependence tree T , i.e. we calculate P (K|Jk, T ). Note that,
in contrast to the dependence tree for the joint alignment J , this tree includes only
positions within the kinase. We now use the general identity
P (K|Jk, T ) =
P (K, Jk|T )
P (Jk|T )
(4.23)
and use equations 4.2, 4.4, 4.5, and 4.7 to calculate the factors in numerator and
denominator. In particular, let Kij denote the set of counts in the ith and jth
columns of the unassigned kinases K, with Kijαβ the number of times the combination
(αβ) occurs at positions (ij). Similarly let kij denote the counts in columns i and j of
the kinases in Jk with kijαβ the number of times combination (αβ) occurs in columns
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(ij). We also have the marginal counts Kiα and k
i
α in columns K
i and ki. Using
equation 4.7
P (D|T ) =
[∏
i
P (Di)
][∏
i6=r
Ripi(i)
]
, (4.24)
we have
P (K|Jk, T ) =
[∏
i
P (ki +Ki)
P (ki)
]∏
i6=r
Ripi(i)(k
ij +Kij)
Ripi(i)(kij)
, (4.25)
where the function P (ni) of the set of marginal counts ni is given by expression 4.2
P (ni) =
Γ(21λ)
Γ(n+ 21λ)
∏
α
Γ(niα + λ)
Γ(λ)
, (4.26)
and the function Rij(nij) of the set of counts nij in a pair of columns (ij) is given by
combining equation 4.4:
P (nij) =
Γ(212λ′)
Γ(n + 212λ′)
∏
αβ
Γ(nijαβ + λ
′)
Γ(λ′)
, (4.27)
with equation 4.5: Rij(nij) = P (nij)/[P (ni)P (nj)]. In summary, the conditional
probability P (K|Jk, T ) given a dependence tree T can be determined by using the
exact same expressions as used for calculating P (J |T ) in the main paper, only now
we calculate the ratio of the probabilities of the alignment containing both counts K
and Jk and the alignment containing only counts Jk.
Finally, if we define the ratio of Rij values:
R˜ij =
Rij(k
ij +Kij)
Rij(kij)
, (4.28)
we could again calculate the sum over spanning trees by defining the Laplacian matrix
M˜ij = δij
(∑
k
R˜ik
)
− R˜ij , (4.29)
from which one row and column have been removed, and using
P (K|Jk) =
[∏
i
P (ki +Ki)
P (ki)
]
1
|T |
det(M˜). (4.30)
However, as detailed below, calculating this determinant accurately is a challenging
numerical problem which has currently not been satisfactorily solved, see e.g. [46],
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and we instead use the approximation of only using the dependence tree T ∗ with
maximal probability, i.e.
P (K|Jk) ≈ P (K|Jk, T ∗). (4.31)
We choose the dependence tree T ∗ that maximizes the probability of all the cognate
kinases and keep this tree fixed throughout the sampling runs. In addition, to reduce
numerical error due to small spurious correlations, we score positions that show no
evidence of dependence with any other position according to a WM model. In par-
ticular, all positions i for which log(Rij) < 10 for all positions j are excluded from
the dependence tree T ∗ and are scored with a WM model.
4.7.2.2 Approximation of the determinant
The matrix components Rij and R˜ij correspond to the ratios of probabilities of all
observed data in columns (i, j) under a general dependent model and under the
assumption that i and j are independent. These in turn involve the ratios of products
of gamma functions whose arguments, i.e. the number of occurrences of certain
combinations of letters in certain columns, can become quite large. As a result, some
of the matrix components are extremely large numbers, and others are extremely small
numbers. In principle this is no numerical problem because we can easily calculate the
logarithms of the matrix entries instead of the matrix entries themselves. However,
when we calculate the determinant we need to calculate combinations of products,
sums, and differences of these matrix entries and this is numerically very challenging.
In order to approximate the determinant we used the same approach as in [46].
We rescaled all matrix entries as follows
Rij → 10
C(
log(
Rij
Rmin
)
log(Rmax
Rmin
)
−1)
(4.32)
where Rmax (Rmin) is the maximal (minimal) entry of the matrix Rij. This func-
tion essentially rescales and shifts all the log(Rij) values such that they now map
to the interval
[
10−C , 1
]
. These scaled R values can be considered a more conserva-
tive estimate of dependence, as they diminish the relative difference in dependence
between different pairs of positions [46].
For our predictions of cognate two-component interactions as well as polyketide
synthase interactions, we set C = 5, calculated log(Rmax) as well as log(Rmin) at
the beginning of the simulation and kept it fixed during the simulation (the highest
log(Rij) values correspond to pairs of residues (ij) that lie in the same protein and
thus do not depend on the current assignment). In order to keep the absolute log-
probability differences of different assignments approximately the same the resulting
determinants need to be rescaled by an appropriate factor in order to counteract the
reduction of log-probability differences due to the rescaling of the R-matrix entries.
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We chose this factor by demanding that the model reduces to the maximum-likelihood
tree model in the case of one dominating tree. Let det(M ′) be the minor of the
Laplacian with scaled R values and det(M) the minor of the Laplacian with the
actual R values. We then approximate det(M) as
det(M) ≈
[
det(M ′)
10−C(n−1)(1+
log(Rmin)
α
)
] α
C log(10)
(4.33)
where α = log(Rmax
Rmin
) and n is the dimension of the matrix Rij . Note that this
approximation is also very accurate in the case of a set of dominating dependence
trees with similar likelihoods.
In an attempt to reduce numerical error due to positions that show no dependence
on other positions to start with, we do not score all columns according to the general
model, but filter out a subset of positions that show either very low variability, or that
show no dependence on any of the other positions. In particular all positions with
entropy less than 10% of the maximum possible entropy log(21), and all positions
with more than 50% gaps are filtered out. These positions are scored using a simple
WM model, i.e. with the probability of the letter independent of other columns.
Again, this complication is to reduce numerical errors and would not be necessary if
we had a better numerical procedure for calculating the determinant.
4.7.2.3 Sampling scheme for the sum-over-trees model
Without any prior knowledge about the connectivity nor about the dependence tree
structure, our search space is vast and there is a great danger of getting stuck in
local optima during the sampling procedure. In order to deal with this problem we
used simulated annealing starting from a relatively high ‘temperature’. We sample
from the distribution P (D)1/T setting T = 100 at the start and decreasing T linearly
with time until T = 1 is reached. Due to the ‘heating’, the probability distribution
over the space of assignments is effectively flattened and it is easier to move out of
local maxima in this initial phase. After T = 1 is reached we continue sampling
at T = 1 and allow the system to reach equilibrium. In a final phase of sampling
(still at T = 1) we record interaction partners to estimate the posterior distribution
of interaction for any kinase/regulator pairs. The simulated annealing resulted in a
significant improvement in performance compared to simulations where T = 1 is used
throughout (data not shown).
4.7.3 Reconstruction of cognate pairs
4.7.3.1 Results for the small classes
The results of the reconstruction of cognate pairs for the smaller kinase classes are
shown in figure 4.9. The smaller kinase classes, particularly the chemotaxis and HWE
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classes, have only very few kinases and regulators per genome and therefore random
scoring, i.e. where every possible kinase/receiver pair inside the same genome is
assigned the same probability of interaction, already produces a reasonable number
of correct predictions. Additionally, the sizes of the corresponding alignments are very
small and there is only little co-evolutionary information. Nonetheless, it is apparent
in figure 4.9 that the method produces highly accurate predictions on these smaller
classes as well.
4.7.3.2 Performance of the extended model on all cognate pairs
The prediction of orphan interactions requires two extensions to our model. Response
regulators must be allowed to interact with kinases of any class and, due to unequal
numbers of kinases and regulators, our way of assigning kinases and regulators de-
mands that in every assignment a number of kinases and regulators do not have any
interaction partner (see section 4.6).
A simple way of testing the performance of the former extension is to run our
MCMC simulation with all cognate pairs of all 7 classes at the same time. The results
are shown in figure 4.10. Due to the fact that the search space is now much bigger
as every kinase can interact with any response regulator of the 7 classes, i.e. every
regulatory can switch between the 7 classes of kinases, the quality of our predictions,
though still quite accurate, generally decreases. It is important to note that although
the chemotaxis and HWE families are very small and thus contain very little co-
evolutionary information, the algorithm predicts the interaction partners of kinases
of these classes with very high accuracy. This is due to the fact that regulators of the
chemotaxis and HWE families form clearly distinct subfamilies (see figure 4.8) and
thus, since they come in very small numbers per genome, a correct classification of
their class membership is sufficient for determining their right interaction partners.
4.7.4 Network structure predictions
As described in the main text, for the prediction of the two-component signaling
network structure, we assign a log-ratio score to any kinase/regulator pair of the
HisKA class. In figure 4.11, we show the PPV/sensitivity curve for this log-ratio
score. The used cut-off of 1 corresponds to a sensitivity of 0.56 and a PPV-value of
0.48. Note that although, at this cut-off, every second prediction corresponds to a
non-cognate pair, the false positive rate is very low (0.04). Also note that for figure
4.11 we consider all predicted interactions between proteins belonging to different
cognate pairs as false positives, which is very conservative since cross-talk between
cognates is likely to exist. If we use the log-ratio score to predict HisKA orphan
interactions, we get a p-value of 10−7 for the set of known Caulobacter interactions
(and 10−3 when in addition the putative cognate pairs are excluded from our dataset
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Figure 4.9: Analysis of the predictions for cognate pairs for the His_kinase (top left), long hy-
brid/Hpt (top right), short hybrid (middle left), chemotaxis (middle right) and HWE classes (bot-
tom left). In all figures, the red curves show the performance of the model in which P (D|a, T ) is
averaged over all dependence trees, the blue curve shows the performance of the model P (D|a, T ∗)
that uses only the best dependence tree, and the green line shows the performance of random pre-
dictions. For the chemotaxis and HWE predictions, the blue curve is not shown as it is identical to
the green curve due to the fact that there are no pairs of positions with a log(R) value higher than
our threshold of 10 and the sequences are thus scored with a simple position-specific weight matrix
model. All pairs of curves show estimated PPV plus and minus one standard error.
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Figure 4.10: Reconstruction of cognate pairs when response regulators are allowed to interact with
kinases of any of the 7 classes.Left panel: Quality of predictions for kinases of class HisKA (red
line), H3 (blue line) and HisKin (green line). Right panel: Quality of predictions for kinases of
class long hybrid/Hpt (red line), short hybrid (blue line), chemotaxis (green line) and HWE (orange
line). All pairs of curves show estimated PPV plus and minus one standard error.
(see below)).
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Figure 4.11: Reconstruction of cognate pairs with the log-ratio model that is used to predict network
structure. The curves show estimated PPV plus and minus one standard error.
4.7.5 P-value calculation
In order to test the significance of our predictions in Caulobacter Crescentus, we calcu-
lated a p-value as follows. For each of the HisKA kinases with known interactions, we
collected the posterior probabilities of interaction for all orphan regulators. We then
sorted the entire list of all predictions by posterior and ranked each prediction, start-
ing at rank 0 for the prediction with highest posterior. We then summed the ranks
of all known interactions, obtaining the rank-sum rtot, and calculated the probability
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P (r ≤ rtot), of getting a rank-sum r not larger than rtot with random predictions (i.e.
a randomly ordered list).
When the total number of predictions, n, is larger than rtot, the probability P (r ≤
rtot) can be very well approximated analytically as follows. Let Xi be the rank
of the known interaction i (Xi ∈ {0, .., n − 1}) and l the total number of known
interactions.Then, for m < n,
P (
l∑
i=1
Xi = m) =
1
nl
(
m+ l − 1
l − 1
)
(4.34)
where 1
nl
is the probability for the variables Xi to take on any value between 0 and
n−1 and
(
m+l−1
l−1
)
is the total number of possible combinations of l numbers that sum
up to m. In our problem, two known interactions cannot have the same rank, but
this effect should be small as the number of known interactions is small compared to
the number of possible interactions. From equation (4.34), we calculate the p-value,
P (r ≤ rtot) =
rtot∑
f=0
1
nl
(
f + l − 1
l − 1
)
(4.35)
For the orphan predictions in Caulobacterwe obtain a p-value of 7.5·10−18. Some of
the predicted pairs are found to actually lie near each other on the genome (although
they were not predicted to be in the same operon, and where thus not classified
as orphan pairs). If we exclude these putative cognate pairs the p-value becomes
1.1 · 10−9.
4.7.6 Comparison with orphan interactions
4.7.6.1 Orphans in Caulobacter crescentus
The orphan kinase ChpT of Caulobacter crescentus only has a HisKA domain and does
thus not fall into the HisKA class as defined in table 2 in the main text (ChpT does not
have an ATP-binding domain). However, to increase the number of experimentally
determined interactions that we could use to benchmark our predictions, we added
the ChpT kinase as well as its orthologs as defined by COG [75] to our set of orphan
HisKA kinases (for our predictions, we only use the HisKA domain (see above), so
the absence of the ATP-binding domain does not cause any difficulties).
4.7.6.2 Additional orphan interactions
Besides Caulobacter crescentus that accounts for the largest part of known orphan
interactions, there are three more species with experimentally determined orphan
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kinase regulator posterior se exp evidence
HP0244 HP0703 0.9427 0.0485 [76]
HP0244 HP1043 0.05336 0.0487 [76]
HP0244 HP1021 0.0039 0.0022
HP0244 HP1067 0 0
HP0244 HP0616 0 0
HP0244 HP0393 0 0
HP0244 HP0019 0 0
Table 4.3: Predictions for the one orphan HisKA kinase inHelicobacter pylori for which an interaction
is known. There are 7 orphan regulators in H. pylori and we show the posterior probabilities for all
of them. Posterior probabilities and their standard errors were calculated over 20 sampling runs.
interactions involving HisKA kinases, namely Helicobacter pylori, Bacillus subtilis
and Ehrlichia chaffeensis. Our predictions for these species are shown in tables 4.3,
4.4 and 4.5. As in table 4.1, the list of predictions is shown ordered by posterior,
up to and including all known interactions. Correct predictions are shown in green,
incorrect predictions (at odds with the experimental results) are shown in red. All
other predictions are shown in black. Posterior probability and standard error of the
posterior probability over 20 sampling runs are shown for each prediction.
In H. pylori the known interaction matches the top prediction of the algorithm
which is assigned a 94% posterior probability.
In B. subtilis it is known that the regulator Spo0F interacts with all Kin kinases,
i.e. KinA, KinB, KinC, KinD, and KinE. Indeed we predict that Spo0F interacts with
all these kinases with nonzero probability. The interaction probabilities of Spo0F with
all other kinases is zero (data not shown). Table 4.4 shows, however, that the fraction
of time Spo0F is associated with each of these kinases varies significantly across the
different Kin kinases, with Spo0F associating with KinC more than 65% of the time,
with KinD 28% of the time and only roughly 4% with the other Kin kinases. Note
also that some of the Kin kinases are predicted to interact with other regulators as
well.
For kinase ECH_0299 of E. chaffeensis (an ortholog of NtrY), we correctly predict
that it interacts only with ECH_0339 (an ortholog of NtrX). Kinase ECH_0885
is the only example where our predictions clearly disagree with the experimental
evidence. Whereas the experimental evidence suggests that ECH_0885 interacts only
with ECH_0773, we assign 100% posterior probability to ECH_0885 interacting with
ECH_1012.
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kinase regulator posterior se exp evidence
KinA Spo0F 0.0361 0.0060 [77]
KinB CheV 0.7929 0.0348
KinB Spo0A 0.1649 0.0256
KinB YneI 0.0412 0.0294
KinB Spo0F 0.0006 0.0004 [77]
KinC Spo0F 0.6765 0.0731 [77]
KinD YneI 0.5215 0.0975
KinD Spo0F 0.2840 0.0692 [77]
KinE Spo0A 0.4516 0.0768
KinE YneI 0.3751 0.0972
KinE CheV 0.1649 0.0366
KinE Spo0F 0.0028 0.0008 [77]
Table 4.4: Predictions for orphan HisKA kinases with known interactions in B. subtilis. There are
6 orphan regulators in total in B. subtilis. For every known interaction shown there are several
kinds of evidence, see [77]. Posterior probabilities and their standard errors were calculated over 20
sampling runs.
kinase regulator posterior se exp evidence
ECH_0299(NtrY) ECH_0339(NtrX) 1 0 [78]
ECH_0885(PleC) ECH_1012(CtrA) 1 0 [78]
ECH_0885(PleC) ECH_0773(PleD) 0 0.2236 [78]
Table 4.5: Predictions for the two orphan HisKA kinases with known interactions in E. chaffeensis.
There are 3 orphan regulators in total in E. chaffeensis. Posteriors and their standard errors were
calculated over 20 sampling runs.
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CK OK -
CR 9.184 0.009 3.59
OR 0.015 0.055 1.02
- 1.326 0.346 382.5
Table 4.6: Ortholog statistics for cognate pairs. For each cognate kinase/receiver pair and each of the
398 other genomes, there can be either: no orthologs for both (-,-), two orthologs that form a cognate
pair (CK,CR), no ortholog for the kinase and an ortholog for the receiver which is an orphan receiver
(-,OR), etcetera. The table shows the average number of times each of the 9 possible combinations
occurs for cognate kinase/receiver pairs.
4.7.7 Ortholog statistics
Our predictions suggest that orphan kinases interact predominantly with orphan regu-
lators, that cognate kinases interact predominantly with cognate regulators, and that
there is relatively little interaction between orphan kinases and cognate regulators or
between cognate kinases and orphan regulators. Since orphans and cognates almost
certainly share a common phylogenetic ancestry, we decided to investigate to what
extent cognates and orphans change class on relatively short evolutionary time scales.
To this end we determined orthologous genes for each cognate kinase/regulator pair,
for each orphan kinase, and for each orphan regulator.
Table 4.6 shows the ortholog statistics for cognate pairs. For each cognate
kinase/regulator pair there are 9 possibilities for its orthologs in each of the 398 other
genomes varying from the cognate pair mapping to another cognate pair in the other
genome, to absence of orthologs for both genes in the pair. The table shows the
average number of occurrences of each of the 9 possibilities. The table shows that in
on average over 380 genomes there are no orthologs for either gene. The next most
common occurrence is that the cognate pair maps to a cognate pair (in on average
9.184 genomes). After that it is by far most likely that only one of the two genes has
an ortholog. In all cases cognates are significantly more likely to map to cognates
than to orphans.
Similarly, for each orphan kinase we counted the number of times that it has no
ortholog in each of the 398 other genomes, the number of times the ortholog is itself
an orphan, and the number of times the ortholog is part of a cognate pair. Finally,
for each orphan receiver we counted the number of times it has no ortholog in each
of the other genomes, the number of times its ortholog is an orphan, and the number
of times its ortholog is part of a cognate pair. These orphan ortholog statistics are
shown in table 4.7.
The table shows that for both orphan kinases and for orphan receivers there are
on average a handful of genomes with orthologs. In both cases, if there is an ortholog,
it is much more likely to be an orphan as well.
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Orphan Cognate -
Orphan kinase 3.78 0.61 393.6
Orphan receiver 4.595 1.153 392.25
Table 4.7: Ortholog statistics for orphans. For both orphan kinases and orphan receivers, the table
shows how many of 398 other genomes on average have: an ortholog that is also an orphan, an
ortholog that is part of a cognate pair, or no ortholog.
4.7.8 Prediction of polyketide synthase interactions:
classification model
In order to compare the quality of our predictions to the simple classification scheme
proposed in [15], we calculated posterior probabilities of interaction using only the
information about the class membership of the head and tail sequences as follows. We
used the annotation of [15] to label every head (tail) as H1 (T1), H2 (T2), H3 (T3)
or as ’unclustered’. For a given head sequence of class Hi of a genome g, we assign
an interaction probability of 0 to all tails of classes Tj with j 6= i and a probability
of 1/nig, where n
i
g is the number of tails of class i of genome g, to all tails of class i
of genome g. If the head belongs to the class of unclustered heads, it is assigned a
probability of 1/ng to interact with any of the ng tails of genome g. In other words, for
the H1, H2 and H3 classes, each head sequence can only interact with tail sequences
of the correct corresponding tail class, but within the corresponding class, every tail
is equally likely to be an interaction partner. Heads that are unclustered can interact
with any tail of the same genome with equal probability.
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Discussion and outlook
It is becoming clear that pairs of co-evolving residues in proteins are not isolated from
each other, but form chains or networks which connect residues that can be distant
in space ( [21, 22, 35] and chapter 2). We have shown that dependence tree models
are well suited to describe such networks in a statistically sound and computationally
tractable way. A crucial ingredient of our model is that it inherently distinguishes
between dependencies that are direct and others that can be explained indirectly.
In the context of domain structures, we could show that this distinction leads to a
significant improvement in the prediction of interacting residues (chapter 2). The
successful application of our Bayesian network model to the prediction of protein-
protein interactions strongly suggest that our model should also be well-suited for
the inference of interacting residues between interacting proteins or protein domains.
Indeed, albeit based on a different mathematical model, recent work on the family of
bacterial two-component systems has shown that the distinction between direct and
indirect dependencies in joint alignments of interacting kinase/regulator pairs leads to
a very strong improvement in prediction accuracy of inter-protein contacts [16]. An
obvious and interesting direction of future research would be to use our Bayesian
model for the inference of inter-protein/domain contacts on a large scale and to
investigate whether our results on protein domains can be generalized to interacting
protein families.
Another possible road of future research would be to extend and generalize our
method for the prediction of protein-protein interactions. At this point, it is instruc-
tive to consider the general problem of predicting protein-protein interactions in two
different limits - in a scenario where there are families of paralogous proteins and
in a second scenario, where there are several different protein families, which each
only consist of orthologous proteins (figure 5.2). So far our work has focused on a
special case of the former problem, namely on a scenario where there are two large
families of paralogous proteins that are known to interact specifically. For this sce-
nario, as illustrated in figure 5.1, we considered assignments of putative interaction
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partners that assign to each member of the first family exactly one member of the
second family. A possible extension of our model would be to consider more general
assignments, where proteins are either allowed to have no interaction partners at all
and/or where proteins are allowed to have several interaction partners, to deal with
cases where the interactions are less specific. The latter extension may be helpful to
for example infer interactions between growth factors and their receptors, which can
be quite unspecific [79, 80], or to improve our predictions for orphan two-component
proteins, which we have shown to be more promiscuous (cf. chapter 4). Assignments
that allow for several interaction partners require an extension of our mathematical
framework because the probability of the data can no longer be written simply in
terms of the joint probability of interacting pairs of sequences. It is not clear whether
such an extension would allow for an exact analytical expression for the probability
of the data and/or an efficient sampling scheme.
Assignments that allow proteins not to have any interaction partners are feasible
within our current mathematical framework. Such assignments would be particularly
useful in cases where some interaction partners are missing, for example because of
difficulties in detecting all members of the two protein families due to low sequence
similarity (as in the case of the kinases of the Hpt class, cf. chapter 4) or because
certain proteins in the dataset have evolved a different function and do not interact
any more. This can be very problematic in situations where the number of proteins
per genome is small and an assignment that forces each protein to have an interaction
partner leads to an incorrect pairing of proteins.
Preliminary results with assignments that allow each protein to have either one
or no interaction partner have shown that even in the case of non-interacting protein
families, assignments that include interacting proteins are favoured because of the
background signal that is due to the phylogenetic relatedness of the sequences (cf.
top left panel in figure 4.2 that shows that even non-interacting pairs of proteins
have many highly dependent pairs of residues). Presumably, there would be a similar
effect if several interaction partners per protein were allowed. Thus, an extension of
our model to more general assignments would most likely require the introduction
of a phylogenetic correction, be it in the form of a simple correction as used for the
prediction of contacts (chapter 2) or in the form of an evolutionary model for pairs
of amino acid residues.
The problem of inferring interaction partners in the second limit, namely in the
case of families that consist only of orthologous proteins (figure 5.2), could in principle
also be tackled within our Bayesian framework. Under the assumption that if two
proteins interact, all their orthologs from other genomes also interact (as is generally
assumed [7, 62, 81]), joint alignments of putatively interacting pairs of proteins could
be constructed by fusing the protein sequences of the interacting pair and all their
orthologs. Whereas in the case of two families of paralogous proteins, only one joint
alignment needs to be constructed (figure 5.1), here there would be as many joint
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alignments as putatively interacting protein pairs (figure 5.2). A suitable score of
interaction for a given pair could be the probability of their joint alignment divided
by the probability of the two single alignments, where each probability would be
calculated by summing over all possible spanning trees. Such a score would quantify
the amount of dependence that is seen between inter-protein residues. A difficulty
with this approach is that since there is only one protein of each family per genome
and, to calculate the interaction score of two proteins, only sequences from genomes
where orthologs of both proteins are present can be used, the joint alignments tend
to be rather small. However, with the growing number of fully sequence genomes, it
should soon become feasible to construct alignments of reasonable size for many pairs
of protein families.
Ultimately, the Bayesian framework for both scenarios may be merged into one
general model. In such a model, assignments would include both paralogous and or-
thologous protein sequences so as to make optimal use of all the information available
for the estimation of dependencies between inter-protein residues.
Figure 5.1: Predicting protein-protein interactions in the case of two families of paralogous proteins
(blue and green) that interact specifically. Here, a possible solution to the problem is given by an
assignment of each protein of the first family to exactly one protein of the second family (left). This
induces one joint alignment of interacting sequence pairs (right). The true interactions are inferred
by permuting the sequences of the same genome of one family in the alignment (here the green one,
indicated by the arrow) and searching for the assignment that maximizes the dependencies between
columns in the joint alignment.
Finally, dependence tree models could be generally used for the refinement and
characterization of multiple sequence alignments of protein families or protein do-
mains. Although a generalization of profile hidden Markov models to models that
take into account the dependence structure of the underlying sequences may not be
feasible, our Bayesian model could be used to refine existing multiple alignments, for
example by rearranging gaps in such a way as to maximize the probability of the
alignment, i.e. the total amount of dependencies seen between pairs of columns. In
this context, it would be interesting to investigate how in such a refined alignment,
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Figure 5.2: Predicting protein-protein interactions in the case of several protein families that consist
only of orthologs, illustrated as circles with different colours. It is assumed that all orthologs of an
interacting protein pair also interact. For each putatively interacting pair, all orthologous pairs are
collected, fused and used to construct a joint alignment (right). Interactions are inferred for those
pairs that show the strongest dependencies in their joint alignment, which can be quantified, using
dependence tree models, by the ratio of the probability of the joint alignment versus the probability
of the two single alignments.
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or generally in any alignment, local correlations relate to structural properties of
the proteins. Previous work [39] and a preliminary analysis on our dataset of do-
main alignments (chapter 2) has shown that within alpha helices, there is a clear
enrichment of dependencies between pairs of residues that are 3 to 4 residues apart,
corresponding to the periodicity of the helix. It may thus also be possible to improve
current methods for the prediction of protein secondary structure (see e.g. [82]) with
the help of co-evolutionary information. Lastly, our model may be used for the dis-
covery of protein subfamilies. This could be done by clustering the sequences of a
given protein alignment based on differences in the dependence structure or based on
differences in the distribution of pairs of amino acids in particular correlated pairs of
columns.
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Chapter 6
Introduction
Eukaryotic cells contain tens of thousands of mRNAs, whose location, activity and
fate must be highly coordinated and regulated [83]. In most of these regulatory pro-
cesses, such as nuclear export, splicing, localization and stability, RNA-binding pro-
teins (RBPs) are of crucial importance [84]. However, only a small number of RBPs
have been characterized experimentally so far, and for most of the several hundred
RBPs that are encoded in eukaryotic genomes, little is known about the regulatory
’logic’ by which they determine the fate of RNAs. Insights gained from a number of
experimental studies in recent years have led to the proposition of the so-called RNA
regulon model [84,85] (figure 6.1). This model hypothesizes that, in analogy to tran-
scription factors that co-regulate a set of related genes, each RBP targets a distinct
set of functionally related mRNAs, which as such form a RNA regulon. Additionally,
the model predicts that since many eukaryotic proteins have several different func-
tions, their corresponding transcripts can be part of several regulons. Thus, the fate
of each mRNA is not only determined by one RBP, but is a result of the interplay of
many RBPs (figure 6.1).
A nice example of a set of RBPs whose regulatory functions appear to fit well
into the RNA regulon paradigm are the Puf1-5 RBPs in S.cerevisiae [86]. Whereas
Puf1 and Puf2 targets strongly overlap, Puf3, Puf4 and Puf5 each target distinct,
barely overlapping sets of mRNAs. Puf3 associates almost exclusively with a set
of roughly 150 mRNAs that encode mitochondrial proteins, and it is thought that
Puf3 is involved in the transport of these mRNAs to the mitochondrium [86]. Puf1
and Puf2 preferentially target mRNAs that encode membrane-associated proteins,
Puf4 mostly binds mRNAs that encode nucleolar ribosomal RNA-processing factors
and Puf5 preferentially associates with mRNAs that encode chromatin modifiers and
components of the spindle body [86].
Although RBPs are involved in many diverse processes, they are built from only
a few different RNA-binding modules [87]. The two most common of these modules,
which both bind single-stranded RNA, are the RRM (RNA-recognition motif) and
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Figure 6.1: Illustration of the RNA regulon model (figure taken from [84]). RBPs are shown as
coloured circles (R1, R2 and R3) and mRNAs are shown as black lines covered with coloured rect-
angles that denote the recognition elements of the corresponding RBPs. The groupings of mRNAs
according to the RBP that they are bound to form the RNA regulons (RNP-1-2-3, RNP-2-3-4 and
RNP-2-3 in the figure). There are three regulatory aspects that characterize the RNA regulon model.
Firstly, a RNA regulon is a set of mRNAs that are bound by a particular RBP and that all have
similar biological functions. Secondly, the transcripts of a single gene can participate in multiple
regulons (e.g. transcripts 2 and 3 are part of all three regulons). As such, multifunctional proteins
can participate in several regulons according to their separate functions. Thirdly, the fate of a single
mRNA can be determined by the interplay of several RBPs (as illustrated by the presence of several
different recognition elements on transcripts 2 and 3).
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the KH (K-homology) domain. The RRM domain is by far the most abundant RNA-
binding domain (RBD) in higher vertebrates and RRM domains can be found in
0.5 to 1 percent of all human genes [87–89]. In structural and biochemical studies,
RRM domains have been shown to recognize anywhere between 4 and 8 nucleotides
[89]. KH domains, which are ubiquitous in eukaryotes, eubacteria and archea, bind
both single-stranded RNA and DNA and typically recognize a sequence stretch of 4
nucleotides [88].
A common theme in the architecture of RBPs is that they consist of several RBDs
and it is thought that the specificity of RBP-RNA interaction is determined by the
interplay of several of these domains, particularly in cases where the recognition mo-
tifs of single RBDs are very short [87, 90]. An extreme example in this respect are
the proteins of the Pumilio family, whose RBDs each recognize only one particu-
lar nucleotide, but where the combination of several domains leads to a recognition
sequence of up to eight nucleotides [86, 91, 92] .
The amino acids that connect the different RBDs are in many cases of great
importance as they strongly influence the binding affinity and set the spacing of the
RBD recognition sequences on the target RNA [87]. In cases where the linker is
flexible, the spacing between the binding sites of consecutive RBDs is not fixed but
can vary within a certain interval. A good example in this respect is the RBP Nova.
Nova harbours three KH domains that each recognize a very similar 4-nucleotide
motif [93] and target sites of Nova typically contain clusters of these sites spaced at
distances of 2 to 6 nucleotides [94]. It may, indeed, be a general property of recognition
elements of KH-domain containing RBPs that they consist of short motifs separated
by spacers of variable length (see chapters 7 and 8).
In recent years, two important experimental techniques have been developed to
map target RNAs of particular RBPs on a global scale, namely RIP-chip (ribonu-
cleoprotein immunoprecipitation and microarray) [95] and CLIP (cross-linking and
immunoprecipitation) [96]. In RIP-chip, endogenous RNA-protein complexes (RNPs)
are isolated by immunoprecipitation or affinity-purification and the bound RNA is
identified using DNA microarrays [95]. In the CLIP protocol, cells are first irradiated
with UV light at 254 nm, which causes proteins to crosslink with their target RNAs.
After nuclease treatment, which leads to the digestion of RNA that is unprotected
by RBPs, the RBP of interest is immunoprecipitated and the target RNAs are iso-
lated, reverse-transcribed and sequenced [96–98]. CLIP has the advantage that due
to the digestion of unbound RNA and the use of sequencing technology the binding
sites can be localized at a much higher resolution than in RIP-chip (roughly 50− 100
nucleotides, with the exact resolution depending on the sequencing technology, see
e.g. [98]).
Nonetheless, there are several difficulties associated with the CLIP methodology.
Firstly, the crosslinking efficiency with UV light at 254 nm is generally quite limited,
resulting in low yields of target RNA. Secondly, although CLIP maps target sites at
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fairly high resolution, it may in some cases still be very difficult to infer the exact
binding site of the RBP, particularly in cases where the recognition sequence is very
short and/or mostly structurally determined. Thirdly, among the typically thousands
of genomic regions that CLIPped sequence tags map to, it is difficult to distinguish
truly bound regions from background.
A novel protocol that can partially circumvent these difficulties is the so-called
PAR-CLIP protocol (Photoactivatable-Ribonucleoside-Enhanced Crosslinking and Im-
munoprecipitation). In this experimental technique, cells are fed with modified uracils
(4-thioU) prior to crosslinking and immunoprecipitation. The modified uracils are in-
corporated into nascent transcripts and crosslink with proteins at a 100 to 1000-fold
higher efficiency. Importantly, crosslinking with modified nucleotides causes a very
specific mutational bias that can be used as a criterion to distinguish truly bound sites
from background as well as to infer the particular location of the binding sites. In
the following chapter, we describe both the experimental and computational aspects
of the PAR-CLIP method.
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RNA transcripts are subjected to post-transcriptional gene regulation by
interacting with hundreds of RNA-binding proteins (RBPs) and microRNA-
containing ribonucleoprotein complexes (miRNPs) expressed in a cell-type
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dependent fashion. We developed a powerful cell-based crosslinking ap-
proach to determine at high resolution and transcriptome-wide the bind-
ing sites of cellular RBPs and miRNPs. The crosslinked sites are re-
vealed by thymidine to cytidine transitions in the cDNAs prepared from
immunopurified RNPs of 4-thiouridine-treated cells. We determined the
binding sites and regulatory consequences for several intensely studied
RBPs and miRNPs, including PUM2, QKI, IGF2BP1-3, AGO/EIF2C1-4
and TNRC6A-C. Our study revealed that these factors bind thousands
to tens of thousands of sites containing defined sequence motifs and have
distinct preferences for exonic versus intronic or coding versus untrans-
lated regulatory transcript regions. The precise mapping of binding sites
across the transcriptome will be critical to the interpretation of the rapidly
emerging data on genetic variation between individuals and how these
variations contribute to complex genetic diseases.
7.1 Introduction
Gene expression in eukaryotes is extensively controlled at the post-transcriptional
level by RNA-binding proteins (RBPs) and ribonucleoprotein complexes (RNPs)
modulating the maturation, stability, transport, editing and translation of RNA tran-
scripts [99–101]. Vertebrate genomes encode several hundred RBPs [102], each con-
taining one or more domains able to specifically recognize target transcripts. Fur-
thermore, hundreds of microRNAs (miRNAs) bound by Argonaute (AGO/EIF2C)
proteins mediate destabilization and/or inhibition of translation of partially comple-
mentary target mRNAs [103]. To understand how the interplay of these RNA-binding
factors affects the regulation of individual transcripts, high resolution maps of in vivo
protein-RNA interactions are necessary [84].
A combination of genetic, biochemical and computational approaches are typically
applied to identify RNA-RBP or RNA-RNP interactions. Microarray profiling of
RNAs associated with immunopurified RBPs (RIP-Chip) [104] defines targets at a
transcriptome level, but its application is limited to the characterization of kinetically
stable interactions and does not directly identify the RBP recognition element (RRE)
within the long target RNA. Nevertheless, RREs with higher information content can
be derived computationally from RIP-Chip data, e.g. for HuR [105] or for Pumilio
[106].
More direct RBP target site information is obtained by combining in vivo UV
crosslinking [107] with immunoprecipitation [108, 109] followed by the isolation of
crosslinked RNA segments and cDNA sequencing (CLIP) [97]. CLIP was used to
identify targets of the splicing regulators NOVA1 [98], FOX2 [110] and SFRS1 [111]
as well as U3 snoRNA and pre-rRNA [112], pri-miRNA targets for HNRNPA1 [113]
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and EIF2C2/AGO2 protein binding sites [114]. CLIP is limited by the low efficiency of
UV 254 nm RNA-protein crosslinking, and the location of the crosslink is not readily
identifiable within the sequenced crosslinked fragments, raising the question of how
to separate UV-crosslinked target RNA segments from background non-crosslinked
RNA fragments also present in the sample.
Here we describe an improved method for isolation of segments of RNAs bound by
RBPs or RNPs, referred to as PAR-CLIP (Photoactivatable-Ribonucleoside-Enhanced
Crosslinking and Immunoprecipitation). To facilitate crosslinking, we incorporated
4-thiouridine (4SU) into transcripts of cultured cells and identified precisely the RBP
binding sites by scoring for thymidine (T) to cytidine (C) transitions in the sequenced
cDNA. We uncovered tens of thousands of binding sites for several important RBPs
and RNPs and assessed the regulatory impact of binding on their targets. These find-
ings underscore the complexity of post-transcriptional regulation of cellular systems.
7.2 Results
7.2.1 Photoactivatable nucleosides facilitate RNA-RBP
crosslinking in cultured cells
Random or site-specific incorporation of photoactivatable nucleoside analogs into
RNA in vitro has been used to probe RBP- and RNP-RNA interactions [115, 116].
Several of these photoactivatable nucleosides are readily taken up by cells without ap-
parent toxicity and have been used for in vivo crosslinking [117]. We applied a subset
of these nucleoside analogs (7.1A) to cultured cells expressing the FLAG/HA-tagged
RBP IGF2BP1 followed by UV 365 nm irradiation. The crosslinked RNA-protein
complexes were isolated by immunoprecipitation, and the covalently bound RNA was
partially digested with RNase T1 and radiolabeled. Separation of the radiolabeled
RNPs by SDS-PAGE indicated that 4SU-containing RNA crosslinked most efficiently
to IGF2BP1. Compared to conventional UV 254 nm crosslinking, the photoactivat-
able nucleosides improved RNA recovery 100- to 1000-fold, using the same amount
of radiation energy (7.1B). We refer to our method as PAR-CLIP (Photoactivatable-
Ribonucleoside-Enhanced Crosslinking and Immunoprecipitation).
We evaluated the cytotoxic effects upon exposure of HEK293 cells to 100 µM
and 1 mM of 4SU or 6SG in tissue culture medium over a period of 12 h by mRNA
microarrays. The mRNA profiles of 4SU or 6SG treated cells were very similar to those
of untreated cells (Supplementary Tables 7.1 and 7.2), suggesting that the conditions
for endogenous labeling of transcripts were not toxic.
To guide the development of bioinformatic methods for the identification of bind-
ing sites, we first studied human Pumilio 2 (PUM2), a member of the Puf-protein
family (7.2A) known for its highly sequence-specific RNA binding [92].
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Figure 7.1: PAR-CLIP methodology (A) Structure of photoactivatable nucleosides. (B) Phos-
phorimages of SDS-gels that resolved 5'-32P-labeled RNA-FLAG/HA-IGF2BP1 immunoprecipitates
(IPs) prepared from lysates from cells that were cultured in media in the absence or presence of 100
µM photoactivatable nucleoside and crosslinked with UV 365 nm. For comparison, a sample prepared
from cells crosslinked with UV 254 nm was included. Lower panels show immunoblots probed with an
anti-HA antibody. (C) Illustration of PAR-CLIP. 4SU-labeled transcripts were crosslinked to RBPs
and partially RNase-digested RNA-protein complexes were immunopurified and size-fractionated.
RNA molecules were recovered and converted into a cDNA library and deep sequenced.
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7.2.2 Identification of PUM2 mRNA targets and its RRE
PUM2 protein crosslinked well to 4SU-labeled cellular transcripts (7.2B). The crosslinked
segments were converted into a cDNA library (7.1C) and Solexa sequenced [118]. The
sequence reads were aligned against the human genome and EST databases. Reads
mapping uniquely to the genome with up to one mismatch, insertion or deletion were
used to build clusters of sequence reads (7.2C, Supplementary Methods). We ob-
tained 7,523 clusters originating from about 3,000 unique transcripts, 93% of which
were found within the 3' untranslated region (UTR) (Supplementary Figure 7.8) in
agreement with previous studies [119]. All sequence clusters with mapping and an-
notation information are available online 1.
PhyloGibbs analysis [120] of the top 100 most abundantly sequenced clusters, as
expected, yielded the PUM2 RRE, UGUANAUA [121] (Figure 7.2D). Unexpectedly,
over 70% of all sequence reads that gave rise to clusters showed a T to C mutation
compared to the genome (Supplementary Figure 7.8). Ranking of sequence read clus-
ters according to the frequency of T to C mutation further enriched for the PUM2
RRE (Supplementary Figure 7.9) indicating that the T to C mutation is diagnos-
tic of sequences interacting with the RBP. The T to C changes were not randomly
distributed: the T corresponding to U7 of the RRE mutated at higher frequency
compared to the Ts corresponding to U1 and U3 (Figure 7.2E). Our analyses indicate
that the reverse transcriptase specifically misincorporated dG across from crosslinked
4SU residues and that local amino acid environment also affected crosslinking effi-
ciency. Uridines proximal to the RRE also exhibited an increased T to C mutation
frequency, indicating that crosslinks also form in close proximity to an RRE and that
our method even captured PUM2 binding sites that did not have a U7 in its RRE.
7.2.3 Identification of QKI RNA targets and its RRE
To further validate our method, we applied it to the RBP Quaking (QKI), which
contains a single heterogeneous nuclear ribonucleoprotein K homology (KH) domain
(Figures 7.3A, B). The RRE ACUAAY was determined by SELEX [122], but in vivo
targets are largely undefined. Mice with reduced expression of QKI show dysmyeli-
nation and develop rapid tremors or "quaking" 10 days after birth. Previous studies
suggested that QKI participates in pre-mRNA splicing, mRNA export, mRNA sta-
bility and protein translation [123].
PhyloGibbs analysis of the 100 most abundantly sequenced clusters yielded the
RRE AYUAAY (Figures 7.3C, D), similar to a motif identified by SELEX [122]. We
found approx. 6,000 clusters mapping to 2,500 transcripts. Close to 75% of these
clusters were derived from intronic sequences, supporting the hypothesis that QKI is
1http://www.mirz.unibas.ch/restricted/clipdata/RESULTS/index.html
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Figure 7.2: RNA recognition by PUM2 protein(A) Domain structure of PUM2 protein. (B)
Phosphorimage of SDS-gel of radiolabeled FLAG/HA-PUM2-RNA complexes from non-irradiated or
UV-irradiated 4SU-labeled cells. The lower panel shows an anti-HA immunoblot. (C) Alignments
of PAR-CLIP cDNA sequence reads to corresponding regions in the 3'UTR of ELF1 and HES1
Refseq transcripts. The number of sequence reads (# reads) and mismatches (errors) are indicated.
Red bars indicate the PUM2 recognition motif and red-letter nucleotides indicate T to C sequence
changes. (D) Sequence logo of the PUM2 recognition motif generated by PhyloGibbs analysis of the
top 100 sequence read clusters. (E) T to C positional mutation frequency for PAR-CLIP clusters
anchored at the 8-nt recognition motif from all motif-containing clusters. The dashed line represents
the average T to C mutation frequency within these clusters.
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a splicing regulator [123] and 70% of the remaining exonic clusters fall into 3'UTRs
(Supplementary Figure 7.8).
Mutation analysis of the clustered sequence reads showed that T corresponding
to U2 in AUUAAY was frequently altered to C whereas the T corresponding to U3
in AUUAAY or ACUAAY remained unaltered (Figure 7.3E). Crosslinking of 4SU
residues located in the immediate vicinity to the RRE was mostly responsible for
exposing the motif with C2, showing that crosslinking inside the recognition element
is not a precondition for its identification. Hence, the discovery of RREs is unlikely
to be prevented by sequence-dependent crosslinking biases as long as deep enough
sequencing captures these interaction sites at and nearby the RRE.
7.2.4 T to C mutations occur at the crosslinking sites
To better characterize the T to C transition observed in crosslinked RNA segments,
we UV 365 nm crosslinked oligoribonucleotides containing single 4SU substitutions
to recombinant QKI (Figures 7.3F, G). The crosslinking efficiency varied 50-fold and
mirrored the results of the mutational analysis (Figure 7.3G). The least effective
crosslinking was observed for placement of 4SU at position 3 of the QKI RRE (4SU9),
and the most effective crosslinking was found at position 2 of the QKI RRE (4SU10);
the crosslinking efficiency for two positions outside of the RRE (4SU2 and 4SU4) was
intermediate. Neither of these substitutions affected RNA-binding to recombinant
QKI protein as determined by gel-shift analysis, whereas mutations of the recognition
element weakened the binding between 2.5- and 9-fold (Supplementary Table 7.5).
Next, we sequenced libraries prepared from non-crosslinked as well as QKI-protein-
crosslinked oligoribonucleotides containing 4SU at indicated positions (Figure 7.3F).
The fraction of sequence reads with T to C changes obtained from non-irradiated
4SU-containing oligoribonucleotides varied between 10 and 20%, and increased to 50
to 80% upon crosslinking (Supplementary Table 7.6). The variation of the degree of
T to C changes in the crosslinked samples is most likely determined by background of
non-crosslinked oligoribonucleotides. Presumably, the T to C transition frequency is
increased upon crosslinking as a direct consequence of a chemical structure change of
the 4SU nucleobase upon crosslinking to protein amino acid side chains, resulting in
altered stacking or hydrogen bond donor/acceptor properties directing the preferen-
tial incorporation of dG rather than dA during reverse transcription (Supplementary
Figure 7.8). At the doses of 4SU applied to cultured cells, about 1 out of 40 uridines
was substituted by 4SU as determined by HPLC analysis of the nucleoside compo-
sition of total RNA. Assuming a 20% T to C conversion rate for a non-crosslinked
4SU-labeled site, we estimated that the average T to C conversion rate of 40-nt se-
quence reads derived from background non-crosslinked sequences will be near 5%.
Clusters of sequence reads with average T to C conversion above this threshold, irre-
spective of the number of sequence reads, most certainly represent crosslinking sites.
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The ability to separate signal from noise by focusing on clusters with a high frequency
of T to C mutations rather than clusters with the largest number of reads, represents
a major enhancement of our method over UV 254 nm crosslinking methods.
To assess whether the transcripts identified by PAR-CLIP are regulated by QKI,
we analyzed the mRNA levels of mock-transfected and QKI-specific siRNA-transfected
cells with microarrays. Transcripts crosslinked to QKI were significantly upregulated
upon siRNA transfection, indicating that QKI negatively regulates bound mRNAs
(Figure 7.3H), consistent with previous reports of QKI being a repressor [123].
7.2.5 Identification of IGF2BP family RNA targets and its
RRE
We then applied PAR-CLIP to the FLAG/HA-tagged insulin-like growth factor 2
mRNA-binding proteins 1, 2, and 3 (IGF2BP1-3) (Figures 7.4A, B), a family of highly
conserved proteins that play a role in cell polarity and cell proliferation [124]. These
proteins are predominantly expressed in the embryo and regulate mRNA stability,
transport and translation. They are re-expressed in various cancers [125, 126] and
IGF2BP2 has been associated with type-2 diabetes [127]. The IGF2BPs are highly
similar and contain six canonical RNA-binding domains, two RNA recognition motifs
(RRMs) and four KH domains (Figure 7.4A). Therefore, target recognition for this
protein family appears complex, with only a small number of coding and non-coding
RNA targets being known so far. A precise definition of the RREs is missing [124].
The three IGF2BPs recognized a highly similar set of target transcripts (Supple-
Figure 7.3 (facing page): RNA recognition by QKI protein. (A) Domain structure of QKI
protein. (B) Phosphorimage of SDS-gel resolving radiolabeled RNA crosslinked to FLAG/HA-QKI
IPs from non-irradiated or UV-irradiated 4SU-labeled cells. The lower panel shows the anti-HA im-
munoblot. (C) Alignments of PAR-CLIP cDNA sequence reads to the corresponding regions in the
3'UTRs of the CTNNB1 and HOXD13 transcripts. Red bars indicate the QKI recognition motif and
red-letter nucleotides indicate T to C sequence changes. (D) Sequence logo of the QKI recognition
motif generated by PhyloGibbs analysis of the top 100 sequence read clusters. (E) T to C positional
mutation frequency for PAR-CLIP clusters anchored at the AUUAAY (left panel) and ACUAAY
(right panel) RRE; Y = U or C. The dashed line represents the average T to C mutation frequency
within these clusters. (F) Sequences of synthetic 4SU-labeled oligoribonucleotides with QKI recog-
nition motifs, derived from a sequence read cluster aligning to the 3'UTR of HOXD13 shown in (C)
4SU-modified residues are underlined. (G) Phosphorimage of SDS-gel resolving recombinant QKI
protein after crosslinking to radiolabeled synthetic oligoribonucleotides shown in (F). (H) Stabiliza-
tion of QKI-bound transcripts upon siRNA knockdown. Two distinct siRNA duplexes (1, orange
traces and 2, black traces) were used for QKI knockdown and changes in transcript stability relative
to mock transfection were inferred from microarray analysis. Shown are the distributions of changes
upon siRNA transfection for transcripts that did (dashed lines) or did not (solid lines) contain QKI
PAR-CLIP clusters. The p-values obtained in the Wilcoxon rank-sum test comparing the changes
in targeted and non-targeted transcripts are indicated.
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mentary Table 7.3), suggesting similar and redundant functions. PhyloGibbs analysis
of the clusters derived from mRNAs (Figure 7.4C) yielded the sequence CAUH (H=A,
U, or C) as the only consensus recognition element (Figure 7.4D), contained in more
than 75% of the top 1000 clusters for IGF2BP1, 2 or 3 (Supplementary Figure 7.10).
In total, we identified over 100,000 sequence clusters recognized by the IGF2BP fam-
ily that map to about 8,400 protein-coding transcripts. The annotation of the clusters
was predominantly exonic (ca. 90%) with a slight preference for 3'UTR relative to
coding sequence (CDS) (Supplementary Figure 7.8). The mutation frequency of all
sequence tags containing the element CAUH (H = A, C, or U) showed that the
crosslinked residue was positioned inside the motif, or in the immediate vicinity (Fig-
ure 7.4E). The consensus motif CAUH was found in more than 75% of the top 1000
targeted transcripts, followed in more than 30% by a second motif, predominantly
within a distance of three to five nucleotides (Supplementary Figure 7.10). In vitro
binding assays showed that nucleotide changes of the CAUH motif decreased, but did
not abolish the binding affinity (Figure 7.4F and Supplementary Table 7.5).
To test the influence of IGF2BPs on the stability of their interacting mRNAs,
as reported previously for some targets [124], we simultaneously depleted all three
IGF2BP family members using siRNAs and compared the cellular RNA from knock-
down and mock-transfected cells on microarrays. The levels of transcripts identified
by PAR-CLIP decreased in IGF2BP-depleted cells, indicating that IGF2BP proteins
stabilize their target mRNAs. Moreover, transcripts that yielded clusters with the
highest T to C mutation frequency were most destabilized (Figure 7.4G), indicating
that the ranking criterion that we derived based on the analysis of PUM2 and QKI
Figure 7.4 (facing page): RNA recognition by the IGF2BP protein family. (A) Domain
structure of IGF2BP1-3 proteins. (B) Phosphorimage of an SDS-gel resolving radiolabeled RNA
crosslinked to FLAG/HA-IGF2BP1-3 IPs. The lower panel shows anti-HA immunoblots. (C) Align-
ments of IGF2BP1 PAR-CLIP cDNA sequence reads to the corresponding regions of the 3'UTRs
of EEF2 and MRPL9 transcripts. Red bars indicate the 4-nt IGF2BP1 recognition motif and nu-
cleotides marked in red indicate T to C sequence changes. (D) Sequence logo of the IGF2BP1-3
RRE generated by PhyloGibbs analysis of the top 100 sequence read clusters. (E) T to C posi-
tional mutation frequency for PAR-CLIP clusters anchored at the 4-nt recognition motif from all
motif-containing clusters. The dashed line represents the average T to C mutation frequency within
these clusters. (F) Phosphorimage of native PAGE resolving complexes of recombinant IGF2BP2
protein with wild-type (left panel) and mutated target oligoribonucleotide (right panel). Sequences
and dissociation constants (Kd) are indicated. (G) Destabilization of IGF2BP-bound transcripts
upon siRNA knockdown. A cocktail of three siRNA duplexes targeting IGF2BP1, 2, and 3 was
used, as well as a mock transfection and changes in transcript stability were monitored by microar-
ray analysis. Distributions of transcript level changes for IGF2BP1-3 PAR-CLIP target transcripts
versus non-targeted transcripts are shown. IGF2BP1-3 target sequences were ranked and divided
into bins. The p-values indicate the significance of the difference between the changes of target
versus non-target transcripts, as given by the Wilcoxon rank-sum test and are corrected for multiple
testing.
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data generalizes to other RBPs.
For comparison to conventional and high-throughput sequencing CLIP [97, 98],
we also sequenced cDNA libraries prepared from UV 254 nm crosslinking. Of the
8,226 clusters identified by UV 254 nm crosslinking of IGF2BP1, 4,795 were found
in the PAR-CLIP dataset. Although UV 254 nm crosslinking identified the identical
segments of a target RNA as PAR-CLIP, the position of the crosslink could not be
readily deduced, because no abundant diagnostic mutation was observed (Supplemen-
tary Figure 7.11).
7.2.6 Identification of miRNA targets by AGO and TNRC6
family PAR-CLIP
To test our approach on RNP complexes, we selected the protein components mediat-
ing miRNA-guided target RNA recognition. In animal cells, miRNAs recognize their
target mRNAs through base-pairing interactions involving mostly 6-8 nucleotides at
the 5’ end of the miRNA (the so called “seed”) [103]. Target sites were thought to be
predominantly located in the 3'UTRs of mRNAs, and computational miRNA target
prediction methods frequently resort to identification of evolutionarily conserved sites
that are located in 3'UTRs and are complementary to miRNA seed regions [103,128].
We isolated mRNA fragments bound by miRNPs from HEK293 cell lines stably
expressing FLAG/HA-tagged AGO or TNRC6 family proteins [129]. The AGO IPs
revealed two prominent RNA-crosslinked bands of 100 and 200 kDa, representing
AGO, and likely TNRC6 and/or DICER1 protein. The TNRC6 IPs showed one
prominent RNA-crosslinked protein of 200 kDa (Figure 7.5A).
From clusters (Figure 7.5B) formed by at least 5 PAR-CLIP sequence reads and
containing more than 20% T to C transitions, we extracted 41 nt long regions cen-
tered over the predominant T to C transition or crosslinking site. The length of
the crosslink-centered regions (CCRs) was selected to include all possible registers of
miRNA/target-RNA pairing interactions relative to the crosslinking site.
PAR-CLIP of individual AGO proteins yielded on average about 4,000 clusters
that overlapped, supporting our earlier observation that AGO1-4 bound similar sets
of transcripts [129]. We therefore combined the sequence reads obtained from all
AGO experiments, which yielded 17,319 clusters of sequence reads at a cut-off of
5 reads. These clusters distributed across 4,647 transcripts with defined GeneIDs,
corresponding to 21% of the 22,466 unique HEK293 transcripts that we identified by
digital gene expression (DGE).
PAR-CLIP of individual TNRC6 proteins yielded on average about 600 clusters
that also overlapped substantially, again consistent with our observation that TNRC6
family proteins bind similar transcripts [129]. We therefore combined all sequence
reads from all TNRC6 experiments, yielding 1,865 clusters and CCRs. More than
136
7.7.2 Results
Figure 7.5: AGO protein family and TNRC6 family PAR-CLIP (A) Phosphorimage of SDS-
gels resolving radiolabeled RNA crosslinked to the FLAG/HA-AGO1-4 and FLAG/HA-TNRC6A-C
IPs. The lower panel shows the immunoblot with an anti-HA antibody. (B) Alignment of AGO
PAR-CLIP cDNA sequence reads to the corresponding regions of the 3'UTRs of PAG1 and OGT.
Red bars indicate the 8-nt miR-103 seed complementary sequence and nucleotides marked in red
indicate T to C mutations. (C) miRNA profiles from RNA isolated from untreated HEK293 cells,
non-crosslinked FLAG/HA-AGO1-4 IPs, and combined AGO1-4 PAR-CLIP libraries. The color code
represents relative frequencies determined by sequencing. miRNAs indicated in red were inhibited
by antisense oligonucleotides for the transcriptome-wide characterization of the destabilization effect
of miRNA binding. (D) T to C positional mutation frequency for miRNA sequence reads is shown
in black, and the normalized frequency of occurrence of uridines within miRNAs is shown in red.
The dashed red line represents the normalized mean U frequency in miRNAs.
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50% of these TNRC6 CCRs fell within 25 nt of an AGO CCR, and 26% overlapped
by at least 75%, indicating that AGO and TNRC6 members bind to the same sites
(Supplementary Figure 7.12).
7.2.7 Comparison of miRNA profiles from AGO PAR-CLIP
to non-crosslinked miRNA profiles
To relate the potential miRNA-target-site-containing CCRs to the endogenously ex-
pressed miRNAs, we determined the miRNA profiles from total RNA isolated from
HEK293 cells, and miRNAs isolated from non-crosslinked AGO1-4 IPs by Solexa se-
quencing [118], and compared them to the profile from the miRNAs present in the
combined AGO1-4 PAR-CLIP library. miRNA profiles obtained from total RNA
and IP of the four AGO proteins in non-crosslinked cells correlated well (Figure
7.5C) supporting our observation that AGO1-4 bind the same targets [129]. The
most abundant among the 557 identified miRNAs and miRNAs* were miR-103 (7%
of miRNA sequence reads), miR-93 (6.5%), and miR-19b (5.5%). The 25 and 100
most abundant miRNAs accounted for 72% and 95% of the total of miRNA sequence
reads, respectively. Comparison of the miRNA profile derived from the combined
AGO PAR-CLIP library with the combined non-crosslinked libraries showed a good
correlation (Spearman correlation coefficient of 0.56, Figure 7.5C and Supplementary
Figure 7.12).
Importantly, in the AGO PAR-CLIP library, the majority of miRNA sequence
reads derived from prototypical miRNAs [130] displayed T to C conversion near or
above 50%. The T to C conversion was predominantly concentrated within positions
8 to 13 (Figure 7.5D), residing in the unpaired regions of the AGO protein ternary
complex [131]. Five of the 100 most abundant miRNAs in HEK293 cells lack uridines
at position 8-13, yet only 2 of those miRNAs, miR-374a and b, showed no crosslinking,
because uridines at residues 14 and higher can still be crosslinked (data not shown).
This frequency of crosslinks was substantially lower in the miRNAs whose expression
did not correlate between AGO-IP and AGO PAR-CLIP samples compared to the
miRNAs whose expression correlated well (Supplementary Figure 7.12).
7.2.8 mRNAs interacting with AGOs contain miRNA seed
complementary sequences
Independent of any pairing models for miRNAs and their targets, we first determined
the enrichment of all 16,384 possible 7-mers within the 17,319 AGO CCRs, relative
to random sequences with the same dinucleotide composition. The most significantly
enriched 7-mers, except for a run of uridines, corresponded to the reverse complement
of the seed region (position 2-8) of the most abundant HEK293 miRNAs, and they
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were most frequently positioned 1-2 nt downstream of the predominant crosslink-
ing site within the CCRs (Figure 7.6A). This places the crosslinking site near the
centre of the AGO-miRNA-target-RNA ternary complex, where the target RNA is
proximal to the Piwi/RNase H domain of the AGO protein [131]. The polyuridine
motif lies within the region of target RNA that may be able to basepair with the
3' half of miRNA loaded into AGO proteins [131, 132]. Therefore, these stretches of
uridine may contribute directly to miRNA-target RNA hybridization or, as has been
suggested previously, they may represent an independent determinant of miRNA tar-
geting specificity [133, 134].
To further examine the positional dependence of target RNA crosslinking, we
aligned the CCRs containing 7-mer seed complements to the 100 most abundant miR-
NAs and plotted the position-dependent frequency of finding a crosslinked position
(Figure 7.6B). This identified two additional crosslinking regions, which correspond
to the unpaired 5' and 3' ends of the target RNA exiting from the AGO ternary com-
plex, indicating that the window size of 41 nt centered on the predominant crosslink
position always included the miRNA-complementary sites.
We then computed the number of occurrences of miRNA-complementary sequences
of various lengths in the CCRs and calculated their enrichment. The most significant
enrichment was generally obtained with 8-mers that were complementary to miRNA
seed regions (pos. 1-8). Inspection of the region between 3 nt upstream and 9 nt
downstream of the predominant crosslinking site reveals that approximately 50% of
the CCRs contain 6-mers corresponding to one of the top 100 expressed miRNAs,
with a 1.5-fold enrichment over random 6-mers (Supplementary Figure 7.12). Given
that 6-mers still showed some degree of excess conservation in comparative genomics
studies [1, 2] and that our analysis was focused on a narrow window directly down-
stream of the crosslinking site, our results suggest that the majority of the CCRs
represent bona fide miRNA binding sites. Furthermore, the number of miRNA seed
complements for all known miRNAs correlated well with the expression levels of miR-
NAs found in HEK293 cells, and less well with miRNA profiles of other tissue samples
(Supplementary Figure 7.13).
The nucleotide composition of CCRs that contained at least one 7-mer seed com-
plementary to one of the top 100 expressed miRNA showed a slightly elevated U-
content (approx. 30% U) compared to those CCRs not containing seed matches
(Supplementary Figure 7.13), which was expected from previous bioinformatic anal-
yses of functional miRNA-binding sites.
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Figure 7.6: AGO PAR-CLIP identifies miRNA seed-complementary sequences in
HEK293 cells. (A) Representation of the 10 most significantly enriched 7-mer sequences within
PAR-CLIP CCRs. T/C indicates the predominant T to C transition within clusters of sequence
reads. (B) T to C positional mutation frequency for clusters of sequence reads anchored at the
7-mer seed complementary sequence (pos. 2-8 of the miRNA) from all clusters containing seed-
complementary sequences to any of the top 100 expressed miRNAs in HEK293 cells. The dashed
line represents the average T to C mutation frequency within the clusters. (C) Identification of
4-nt base-pairing regions contributing to miRNA target recognition. CCRs with at least one 7-mer
seed complementary region to one of the top 100 expressed miRNAs were selected. The number of
4-nt contiguous matches in the CCRs relative to the 5’end of the matching miRNA was counted.
(D) Analysis of the positional distribution of CCRs. The number of clusters annotated as derived
from the 5'UTR, CDS or 3'UTR of target transcripts is shown (green bars). Yellow bars show the
expected location distribution of the crosslinked regions if the AGO proteins bound without regional
preference to the target transcript.
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7.2.9 Non-canonical and 3'end pairing of miRNAs to their
mRNA targets is limited
Structural and biochemical studies of the ternary complex of T. thermophilus Ago,
guide and target indicated that small bulges and mismatches could be accommodated
in the seed pairing region within the target RNA strand [131]. We therefore searched
for putative target RNA binding sites that did not conform to the model of perfect
miRNA seed pairing, but rather contained a discontinuous segment of sequence com-
plementarity to either target or miRNA with a minimum of 6 base pairs. We only
considered pairing patterns if they were significantly enriched in CCRs compared to
dinucleotide randomized sequences, and if the CCRs containing them did not at the
same time contain perfectly pairing seed-type sites. We identified 891 CCRs with mis-
matches and 256 with bulges in the seed region. Mismatches occurred most frequently
across from position 5 of the miRNA as G-U or U-G wobbles, U-U mismatches and
A-G mismatches (A residing in the miRNA). Therefore, it appears that only a small
fraction of the miRNA target sites that we isolated (less than 6.6%), contained bulges
or loops in the seed region.
To assess the role of auxiliary base pairing outside of the seed region, we selected
CCRs that contained a 7-mer seed match to one of the 100 most abundant miRNAs.
Supporting earlier computational results [133], we also detected a weak signal for
contiguous 4-nt long matches to positions 13-18 of the miRNA (Figure 7.6C).
7.2.10 miRNA binding sites in CDS and 3'UTR destabilize
target mRNAs to different degrees
The majority (84%) of AGO CCRs originated in exonic regions, with only 14% from
intronic, and 2% from undefined regions. Of the exonic CCRs, 4% corresponded to
5'UTRs, 50% to CDS, and 46% to 3'UTRs (Figure 7.6D).
Evidence of widespread binding of miRNAs to the CDS was reported before
[1, 135]. However, miRNAs are believed to predominantly act on 3'UTRs [103], with
relatively few reports providing experimental evidence for miRNA-binding to individ-
ual 5'UTRs or CDS [135–139].
To obtain evidence that AGO CCRs indeed contain functional miRNA-binding
sites, we blocked 25 of the most abundant miRNAs in HEK293 cells (Figure 7.5C) by
transfection of a cocktail of 2'-O-methyl-modified antisense oligoribonucleotides and
monitored the changes in mRNA stability by microarrays (Figure 7.7A). Consistent
with previous studies of individual miRNAs [133], the magnitude of the destabilization
effects of transcripts containing at least one CCR depended on the length of the seed-
complementary region and dropped from 9-mer to 8-mer to 7-mer to 6-mer matches
(Figure 7.7B). We did not find evidence for significant destabilization of transcripts
that only contained imperfectly paired seed regions.
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Next, we examined whether the change in stability of CCR-containing transcripts
correlated with the number of binding sites. We found that multiple sites were more
destabilizing compared to single sites (Figure 7.7C), and that multiple binding sites
may also reside within a single 41-nt CCR (Supplementary Figure 7.13). Both of
these findings are in agreement with previous observations [133].
Then we analyzed the impact on stability for transcripts with CCRs exclusively
present either in the CDS or the 3'UTR; there were not enough transcripts to assess
the impact of CCRs derived from the 5'UTR. CDS-localized sites only marginally
reduced mRNA stability (Figure 7.7D), independent of the extent of seed pairing. To
gain more insights into miRNA binding in the CDS, we examined the codon adapta-
tion index (CAI) [140] around crosslinked seed matches, and found that the sequence
environment of crosslinked seed matches differed from that of non-crosslinked seed
matches in the CAI. The bias in codon usage extended for at least 70 codons up- as
well as downstream of the crosslinked seed matches (Figure 7.7E), which also corre-
lates well with the marked increase in the A/U content around the binding sites that
would lead to a codon usage bias. It was recently reported that miRNA regulation
in the CDS was enhanced by inserting rare codons upstream of the miRNA-binding
site, presumably due to increased lifetime of miRNA-target-RNA interactions as ri-
bosomes are stalled [141]. These observations suggest that transcripts with reduced
translational efficiency form at least transient miRNP complexes amenable to UV
crosslinking.
The abundance of mRNAs expressed in HEK293 cells varied over 5 orders of mag-
Figure 7.7 (facing page): Relationship between various features of miRNA/target RNA
interactions and mRNA stability. (A) FLAG/HA-AGO2-tagged HEK293 cells were transfected
with a cocktail of 25 2'-O-methyl modified antisense oligoribonucleotides, inhibiting miRNAs marked
in red in Figure 7.5C, or mock transfected, followed by microarray analysis of the change of mRNA
expression levels. (B) Transcripts containing CCRs were categorized according to the presence of
n-mer seed complementary matches and the distributions of stability changes upon miRNA inhibi-
tion are shown for these categories. The stability change for transcripts harboring CCRs without
identifiable miRNA seed-complementary regions is also shown. The p-values indicate the signifi-
cance of the difference between the transcript level changes of transcripts containing CCRs versus
transcripts without CCRs, as given by the Wilcoxon rank-sum test and are corrected for multiple
testing. (C) Transcripts were categorized according to the number of CCRs they contained. (D)
Transcripts were categorized according to the positional distribution of CCRs. Only transcripts
containing CCRs exclusively in the indicated region are used. (E) Codon adaptation index (CAI)
for transcripts containing 7-mer seed complementary regions (pos. 2-8) in the CDS for the miR-15,
miR-19, miR-20, and let-7 miRNA families. The red and the black lines indicate the CAI for seed-
complementary sequence containing transcripts bound and not bound by AGO proteins determined
by AGO PAR-CLIP. (F) LOESS regression of total transcript abundance in HEK 293 cells (log2
of sequence counts determined by digital gene expression (DGE)) against fold change of transcript
abundance (log2) determined by microarrays after transfection of the miRNA antagonist cocktail
versus mock transfection of AGO-bound and unbound transcripts.
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nitude as shown by DGE profiling. When we related the expression level of CCR-
containing transcripts with the magnitude of transcript stabilization after miRNA
inhibition, we found that miRNAs preferentially act on transcripts with low and
medium expression levels (Figure 7.7F). Highly expressed mRNAs appear to avoid
miRNA regulation [142], at least for those miRNAs expressed in HEK293 cells. How-
ever, we cannot fully rule out that the weaker response of highly abundant targets
may be due to lower affinity and reduced occupancy of miRNA binding sites in highly
abundant transcripts.
Earlier studies defining miRNA target regulation were carried out by transfection
of miRNAs into cellular systems originally devoid of these miRNAs [143–145]. We
transfected miRNA duplexes corresponding to the deeply conserved miR-7 and miR-
124 into FLAG/HA-AGO2 cells, performed PAR-CLIP, and also recorded the effect
on mRNA stability upon miR-7 and miR-124 transfection by microarray analysis.
Transcripts containing miR-7- or miR-124-specific CCRs were destabilized, especially
when CCRs were located in the 3'UTR (Supplementary figure 7.14).
7.2.11 Context-dependence of miRNA binding
Not every seed-complementary sequence in the HEK293 transcriptome yielded a CCR,
thereby providing an opportunity to identify sequence context features specifically
contributing to miRNA target binding and crosslinking. For seed-complementary
sites that were crosslinked and those that were not crosslinked, we computed the
evolutionary selection pressure by the ElMMo method [2], the mRNA stability scores
by TargetScan context score [133], and sequence composition and structure measures
for the regions around the miRNA seed complementary sites. The feature that dis-
tinguished most crosslinked from non-crosslinked seed matches was a 25% lower free
energy required to resolve local secondary structure involving the miRNA-binding
region (Supplementary Figure 7.14), associated with a 6% increase in the A/U con-
tent within 100 nt around the seed-pairing site. These differences were similar for
sites located in the CDS and 3'UTRs. Compared to non-crosslinked sites, crosslinked
sites are under stronger evolutionary selection (ElMMo) and in sequence contexts
facilitating miRNA-dependent mRNA degradation (TargetScan context score).
The location of AGO CCRs within transcript regions was non-random and 7-mer
or 8-mer sites within the 3'UTR were preferentially located near the stop codon or
the polyA tail in transcripts with relatively long 3'UTRs (more than 3 kb) (Supple-
mentary Figure 7.14). The location of CCRs in the CDS was biased towards the
stop codon for the transfected miR-7 and 124, but not for the endogenous miRNAs
(Supplementary Figure 7.14).
Finally, we wanted to examine how miRNA targets defined by PAR-CLIP com-
pared in regulation of target mRNA stability to those predicted by ElMMo [2], Tar-
getScan context score [133], TargetScan Pct [146] and PicTar [147]. In each case, we
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selected the same number of highest-scoring sites containing a 7-mer seed-complement
to the top 5 expressed miRNAs (let-7a, miR-103, miR-15a, miR-19a and miR-20a).
The analysis was limited to 3'UTR sites due to restriction by the prediction methods.
The effect on mRNA stability, as assessed by miRNA antisense inhibition, was over-
all equivalent for transcripts harboring CCRs compared to transcripts predicted by
ElMMo, TargetScan context score, TargetScan Pct and PicTar [147] (Supplementary
Figure 7.14).
7.3 Discussion
Maturation, localization, decay and translational regulation of mRNAs involve for-
mation of complexes of RBPs and RNPs with their RNA targets [99, 100]. Several
hundred RBPs are encoded in the human genome, many of them containing combi-
nations of RNA-binding domains which are drawn from a relatively small repertoire,
resulting in diverse structural arrangements and different specificities of target RNA
recognition [87]. Furthermore hundreds of miRNAs function together with AGO and
TNRC6 proteins to destabilize target mRNAs and/or repress their translation [103].
Collectively, these factors and their presumably combinatorial action constitute the
code for post-transcriptional gene regulation. Here we describe an approach to di-
rectly identify transcriptome-wide mRNA-binding sites of regulatory RBPs and RNPs
in live cells.
7.3.1 PAR-CLIP allows high-resolution mapping of RBP and
miRNA target sites
We showed that application of photoactivatable nucleoside analogs to live cells fa-
cilitates RNA-protein crosslinking and transcriptome-wide identification of RBP and
RNP binding sites. We concentrated on 4SU after it became apparent that the
crosslinking sites in isolated RNAs were revealed upon sequencing by a prominent
transition from T to C in the cDNA prepared from the isolated RNA segments. Com-
pared to regular UV 254 nm crosslinking in the absence of photoactivatable nucleo-
sides, our method has two distinct advantages. We obtain higher yields of crosslinked
RNAs using similar radiation intensities, and more importantly, we can identify
crosslinked regions by mutational analysis. Studies using conventional UV 254 nm
CLIP have not reported the incidence of deletions and substitutions [97, 98, 114], ex-
cept for recent work by Grannemann et al. on the U3 snoRNA that showed an increase
of deletions at the RBP binding site [112]. Our own analysis indicates that mutations
in sequence reads derived from UV 254 nm CLIP were at least one order of magnitude
less frequent than T to C transitions observed in PAR-CLIP (Supplementary Figure
7.8).
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From an experimental perspective, it is important to note that crosslinked RNA
segments, irrespective of the methods of isolation, are always contaminated with non-
crosslinked RNAs, as shown by consistent identification of rRNAs, tRNAs, and miR-
NAs. Compared to crosslinked RNA fragments, these unmodified RNA molecules
are more readily reverse transcribed, which underscores the need for separation of
crosslinked signal from non-crosslinked noise. We now provide a method that accom-
plishes this critical task.
7.3.2 Context dependence of 4SU crosslink sites
It is conceivable that binding sites located in peculiar sequence environments, e.g.
those completely devoid of U, may exist and cannot be captured using 4SU-based
crosslinking. However, such sites are extremely rare. Only about 0.4% of 32-nt long
sequence segments, representative of the length of our Solexa sequence reads, are U-
less, corresponding to an occurrence of one such segment in every 8 kb of a transcript.
Nonetheless, to provide a means to resolve such unlikely situations, we explored the
use of other photoactivatable nucleosides, such as 6SG to identify IGF2BP1 binding
sites. We found a good correlation between the sequence reads obtained from a
given gene with 4SU and 6SG (Pearson correlation coefficient 0.65, Supplementary
Table 7.4). Moreover, the sequence read clusters, representing individual binding
sites, overlapped strongly: 59% out of the 47,050 6SG clusters were also identified
with 4SU, despite of the fact that the environment of IGF2BP1 binding sites was
strongly depleted for guanosine. Interestingly, the sequence reads obtained after 6SG
crosslinking were enriched for G to A transitions, pointing to a structural change in
6SG analogous to the situation in PAR-CLIP with 4SU. Because 6SG appears to have
lower crosslinking efficiency compared to 4SU, we recommend to first use 4SU and
then resort to 6SG when the data indicates that the sites of interest are located in
sequence contexts devoid of uridines. It is important to point out that neither of these
photoactivatable nucleotides appears to be toxic under our recommended conditions.
7.3.3 miRNA target identification
When applying PAR-CLIP to isolate miRNA-binding sites, we were surprised to find
nearly 50% of the binding sites located in the CDS. However, miRNA inhibition ex-
periments showed that miRNA binding at these sites only caused small, yet significant
mRNA destabilization. In spite of the difference in their efficiency of triggering mRNA
degradation, CDS and 3'UTR sites appear to have similar sequence and structure fea-
tures. The sequence bias around CDS sites is associated with an increased incidence
of rare codon usage, which could in principle reduce translational rate, thereby provid-
ing an opportunity for transient miRNP binding and regulation. Similar observations
were made previously using artificially designed reporter systems [141].
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The use of the knowledge of the crosslinking site allowed us to narrowly define the
miRNA-binding regions for matching the site with the most likely miRNA endoge-
nously co-expressed with its targets, and to assess non-canonical miRNA-binding
modes. We were able to explain the majority of PAR-CLIP binding sites by con-
ventional miRNA-mRNA seed-pairing interactions [133], yet found that about 6% of
miRNA target sites might best be explained by accepting bulges or mismatches in the
seed pairing region, similar to the interaction between let-7 and its target lin-41 [148]
and those recently observed in biochemical and structural studies of T. thermophilus
Ago protein [131, 132].
7.3.4 The mRNA ribonucleoprotein (mRNP) code and its
impact on gene regulation
We were able to identify all of the crosslinkable RNA-binding sites present in about
9,000 of the top-expressed mRNA in HEK293 cells representing approximately 95%
of the total mRNA molecules of a cell. One of the surprising outcomes of our study
was that each of the examined RBPs or miRNPs bound and presumably controlled
between 5 and 30% of the more than 20,000 transcripts detectable in HEK293 cells.
These results demonstrate that a transcript will generally be bound and regulated by
multiple RBPs, the combination of which will determine the final gene-specific regu-
latory outcome. Exhaustive high-resolution mapping of RBP- and RNP-target-RNA
interactions is critical, because it may lead to the discovery of specific combination of
sites (or modules) that may control distinct cellular processes and pathways. To gain
further insights into the dynamics of mRNPs it will be important to also map the
sites of RNA-binding factors, such as helicases, nucleases or polymerases, where the
specificity determinants are poorly understood. The precise identification of RNA
interaction sites will be extremely useful for interrogating the rapidly emerging data
on genetic variation between individuals and whether some of these variations pos-
sibly contribute to complex genetic diseases by affecting post-transcriptional gene
regulation.
7.4 Methods
7.4.1 PAR-CLIP
Human embryonic kidney (HEK) 293 cells stably expressing FLAG/HA-tagged IGF2BP1-
3, QKI, PUM2, AGO1-4, and TNRC6A-C [129] were grown overnight in medium
supplemented with 100 µM 4SU. Living cells were irradiated with 365 nm UV light.
Cells were harvested and lysed in NP40 lysis buffer. The cleared cell lysates were
treated with RNase T1. FLAG/HA-tagged proteins were immunoprecipitated with
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anti-FLAG antibodies bound to Protein G Dynabeads. RNase T1 was added to the
immunoprecipitate. Beads were washed and resuspended in dephosphorylation buffer.
Calf intestinal alkaline phosphatase was added to dephosphorylate the RNA. Beads
were washed and incubated with polynucleotide kinase and radioactive ATP to la-
bel the crosslinked RNA. The protein-RNA complexes were separated by SDS-PAGE
and electroeluted. The electroeluate was proteinase K digested. The RNA was recov-
ered by acidic phenol/chloroform extraction and ethanol precipitation. The recovered
RNA was turned into a cDNA library as described [118] and Solexa sequenced. The
extracted sequence reads were mapped to the human genome (hg18), human mRNAs
and miRNA precursor regions. Transfection of siRNAs and mRNA profiling by ar-
ray analysis were described previously [129]. For a more detailed description of the
methods, see the Supplementary Material.
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7.4.2 Supplementary Information: Bioinformatic Analysis
7.4.2.1 Adapter removal and sequence annotation
The basic method for removing adaptors and assigning a functional annotation to the
sequence reads was described in [149]. Briefly, we used an in-house ends-free local
alignment algorithm (score parameters: 2 for match, -3 for mismatch, -2 for gap open-
ing, -3 for gap extension) to align the Solexa adapter to the 3' end of each sequence
read, allowing for the possibility that the adapter was not completely sequenced 1.
We removed from the reads the fragments that aligned to the adaptor as long as the
number of matches exceeded that of mismatches by at least 3. Sequences that were
either too short (less than 20 nt) or too repetitive (using a cut-off of 0.7 and 1.5 in
the entropy of the mono- and dinucleotide distributions, respectively, of individual
sequence reads [149] were discarded because they would probably map to multiple
genomic locations. The remaining sequences were mapped to the hg18 version of the
human genome assembly that was downloaded from the University of California at
Santa Cruz (http://genome.cse.ucsc.edu) and to a database of sequences whose func-
tion (rRNA, tRNA, sn/snoRNA, miRNA, mRNA, etc.) is already known. These were
obtained from the sources specified in [149]. The Oligomap algorithm [149] was used
for this purpose, and all the perfect and 1-error (mismatch or insertion or deletion
(indel) mappings were obtained. Based on the GMAP [150] genome mapping of hu-
man mRNA transcripts from NCBI downloaded on November 4, 2008, we determined
whether the sequence reads mapped to intronic or exonic regions of genes. Based on
the coding region annotation of transcripts in GenBank, we determined whether the
exonic sequence reads originated from the 5'UTR, CDS or 3'UTR.
7.4.2.2 Generation of clusters of mapped sequence reads
For subsequent analyses only sequence reads that were at least 20 nucleotides long and
mapped uniquely to the genome with at most one error were used. A single-linkage
clustering of the sequence reads was performed, with two reads being placed in the
same cluster if they overlapped by at least one nucleotide in their genomic mappings.
Each cluster was then annotated based on the functional annotation of sequence reads
that covered most of the cluster length. We then considered all the mRNA-annotated
clusters containing at least 5 mRNA-annotated sequence reads, and we defined a
scoring scheme to identify the clusters that had the highest probability of being real
crosslinking sites (see below: Identification of high confidence clusters).
1Software can be downloaded from
http://www.mirz.unibas.ch/restricted/clipdata/RESULTS/index.html.
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7.4.2.3 Analysis of the mutational spectra
From the clusters defined above, all sequence reads were used that mapped uniquely
and with one error (mismatch or indel) to the genome to infer the mutational bias
of the method. For each library, we calculated the proportion of mutations involving
each of the four nucleotides as well as the proportion of each of the four nucleotides
in the crosslinked sequence reads (see Figure 7.81B and C).
7.4.2.4 Identification of high-confidence clusters
We used the crosslinked clusters of PUM2 and QKI, to define criteria for selecting
high-confidence binding sites. The criteria that we tested reflected the mechanistic
aspects of generating the sequence reads. Our preliminary analysis revealed that T to
C mutations are by far the most frequently observed mutations in these data sets, and
that they are most frequent inside or in the immediate vicinity of the binding motifs as
opposed to the rest of the sequence (see Figs. 7.2E, 7.3E, and 7.4E). This suggested
that the observed mutational bias is directly linked to the crosslinking event and
should thus be a good criterion for separating true crosslinked sites from background
sequence reads. The preliminary analysis also indicated a strong bias for having G
nucleotides at the last position of a sequence read and also at the genomic position
immediately upstream of a sequence read. This bias reflects the sequence specificity
of the RNase T1, and may again help in the identification of sequence reads that
map to multiple sites or for discriminating random RNA turnover products unrelated
to RNase T1 treatment. Finally, we observed that many clusters with abundantly
sequenced reads contained more than one position with a T to C mutation. The
results of testing these criteria for their ability to select clusters that contained the
known binding motif for QKI and PUM2 are shown in Figure 7.9. For QKI, binding
motifs were defined as occurrences of ACUAA or AUUAA, which we identified from a
very small number of clusters. The first of these motifs was also identified previously
through SELEX experiments [122]. For PUM2, in order to account for additional
motif variants besides the consensus UGUANAUA, binding motifs were identified
as matches to the weight matrix (as inferred by MotEvo [3] that resulted from the
motif search (see below). We found that ranking of the clusters by the number of T
to C mutations in all reads in the clusters of sequence reads leads to the strongest
enrichment in clusters with a binding site (Figure 7.9). The figures show the fraction
of the crosslinked clusters that contain at least one occurrence of the known binding
motif as a function of the number of clusters that passed a given cut-off in the selection
criterion (e.g. total number of sequence reads, total number of T to C mutations,
total number of sequence reads with a G at position -1 relative to their genomic
locus). The cut-off decreases from the left to the right of the x-axis. It is clear that,
particularly for PUM2, the number of T to C mutations strongly correlates with the
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presence/absence of the motif in the cluster. For comparison, we also show the same
plots when using as the ranking criterion not the total number of T to C mutations
in the cluster, but just the total number of sequence reads per cluster. For QKI, this
leads to a significantly lower enrichment of clusters with recognition elements. We
also investigated how the fraction of clusters with the known binding motif depends
on the number of distinct crosslinking positions (i.e. positions with at least one T to
C mutation) inside the cluster (Figure 7.9). The fraction of clusters with a binding
site increases steadily from 0 to 5 crosslinking positions for both proteins, with the
strongest increase from 0 to 1 for PUM2 and between 0 and 2 crosslinking positions
for QKI. When requiring that at least two positions with T to C mutations are present
in the cluster, the fraction of clusters with a binding site increases roughly by 20 % for
PUM2, and by more than 40 % for QKI. These considerations led us to the following
procedure for defining high confidence clusters for any given RBP. We first selected all
the clusters with at least two crosslinking positions and, secondly, within this subset,
we ranked all clusters by the total number of T to C mutations in all sequence reads
in the cluster.
7.4.2.5 Extraction of peaks and crosslink-centered regions (CCRs) from
sequence read clusters
From each ranked, mRNA-annotated cluster, a peak region, defined as a 32-nt long
region with the highest average sequence read density, was extracted. Because the T
to C mutation was diagnostic for the site of crosslinking, we focused our motif analysis
on regions anchored at the position in a cluster with the most T to C mutations. We
then investigated the mutational profile around this position and we found that this
profile approaches the background profile after about 20 nt to the left and right of the
main site of T to C mutations. Thus, these 41-nt long regions centered on the main
site of T to C mutations are most likely to contain the binding sites and we focused
our motif search on these regions.
7.4.2.6 RNA recognition element search
For the motif search defining the core of a RNA recognition site we selected, for each
RBP, the top 100 high confidence clusters, defined as described above. We selected
the 41-nt region centered on the main T to C mutation site and searched for over-
represented sequence motifs using PhyloGibbs [120]. We used a first-order Markov
model as the background model and searched each set of sequences for three motifs
of lengths varying between 4 and 8 nt, demanding an expected total number of 50
motifs. For each parameter setting, we performed five replicate runs. This generally
resulted for each RBP in various shifted versions of the same motif. Therefore we hier-
archically clustered all the weight matrices that we obtained from these runs, allowing
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for partial overlap of at least 4 nucleotides between pairs of weight matrices. In the
clustering procedure, two weight matrices were fused if the posterior probability of
their stemming from the same as opposed to two different probability distribution was
larger than 0.2 (for a description of the Bayesian calculation, see [149], section 4.1).
Replicating this procedure multiple times yielded very similar results (not shown).
For each protein, we selected the largest cluster of weight matrices, i.e. the cluster
that contained most of the weight matrices that we obtained in replicate runs, and
created the final weight matrix by summing up the counts for each nucleotide of the
weight matrices belonging to this cluster. Since the clustering procedure also allows
the fusion of only partially overlapping weight matrices, the resulting weight matrices
are typically longer (roughly 10 nucleotides) than the motif length that we imposed in
individual runs, and can contain stretches of low information content. We therefore
selected for each RBP, the window with highest information content. For PUM2 and
QKI, the length of this window was 8 and 6 nt, respectively, in accordance with the
known or expected consensus motifs [106, 122], respectively. For the IGF2BPs, we
chose a window length of 4 nt, which is believed to be the size of binding motifs of KH-
domains [90]. To identify binding sites in PUM2 clusters of aligned sequence reads
using the inferred weight matrix, we used the MotEvo algorithm [3], which is based
on a hidden Markov model that models the input sequences as contiguous stretches
of nucleotides drawn from a background or a weight matrix model. We chose for the
background a first order Markov model (which makes every nucleotide dependent on
the preceding nucleotide in the sequence). The background model parameters (dinu-
cleotide frequencies) were estimated from the set of input sequences. MotEvo was run
in the prior-update mode, meaning that we attempted to find the prior probabilities
for sites and background that maximize the likelihood of the sequence data. MotEvo
generates as an output a list of sites for the given input weight matrix as well as their
corresponding posterior probabilities. Note that not all matches to the weight matrix
are reported, but only the subset of matches whose corresponding sequence is more
likely under the weight matrix model than the background model. We chose a cut-off
of 0.4 on the posterior probability to define the set of binding sites.
7.4.2.7 Determination of the location of sequence read clusters within
functional mRNA regions
For each RBP, we investigated whether clusters of mapped sequence reads preferen-
tially originated in 5'UTR, CDS or 3'UTR (Figure 7.8A). As a result of our annotation
pipeline, we could assign probabilities to each cluster to belong to either 5'UTR, CDS
and 3'UTR based on the annotation of individual sequence reads within the cluster
(see above). Taking together these probabilities for all clusters, we obtained estimates
of the numbers of clusters originating in each of these three regions. We compare these
numbers to those that we would expect if clusters were sampled uniformly from any-
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where along the transcripts. This would for instance result in many more clusters
from 3' compared to 5'UTR regions simply because 3'UTRs tend to be longer than the
5'UTRs. We determined all the transcripts to which a cluster mapped, and based on
the GenBank annotation of the CDS of these transcripts, we calculated the fraction
of the cluster nucleotides that fell in the 5'UTR (f5), CDS (fCDS), and 3'UTR (f3).
In the cases in which the cluster mapped to several transcripts belonging to the same
gene, these fractions were averaged over all transcripts. The expected proportion of
nucleotides sequenced from each region was calculated by summing these fractions
for all clusters. The variance was determined by noting that the probability that a
nucleotide was sampled from a particular region, e.g. 5'UTR, is Bernoulli distributed
with parameter f5, which has a variance of f5(1 − f5). The total variance was then
computed as the sum of all the variances.
7.4.2.8 Distance distribution between consecutive CAU-motifs in the IGF2BP
RNA binding sites
Since each of the IGF2BPs has 4 KH domains and we found only one clear motif,
we hypothesized that all KH domains have the same or a very similar binding speci-
ficity. In analogy to what has been observed for the neuronal RBP involved in splicing,
Nova [94], we propose that the binding specificity of the IGF2BPs arises from the con-
certed action of several KH-domains that each recognize the same 4 letter sequence
(CAUH), which should be apparent by a preferred spacing between subsequent oc-
currences of the motif as determined by the distance of corresponding KH-domains
in the structure of the IGF2BPs. We calculated, for each IGF2BP separately, the
distribution of distances between subsequent occurrences of the CAU-motif in clus-
ters unambiguously derived from the 3'UTR of protein coding genes. We restricted
ourselves to these clusters since 3'UTR regions are overrepresented in clusters of the
IGF2BPs and each region, 5'UTR, CDS and 3'UTR, has different sequence biases
that need to be taken into account when modeling background distributions. In or-
der to reduce boundary effects due to the finite length of the clusters, we extended
each cluster region 32 nt to the right and left (the genomic regions are shown on
the website: http://www.mirz.unibas.ch/restricted/clipdata/RESULTS/index.html) .
We then compared this distance distribution to the distance distribution of consec-
utive occurrences of the CAU motif in randomly chosen 3'UTR regions of the same
length distribution as the clusters of mapped sequence reads. To estimate the mean
and standard deviation of the relative frequency of each inter-motif distance in the
background dataset, we repeated the random selection of 3'UTR regions 1000 times.
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7.4.2.9 Enrichment of identified binding motifs in all clusters
We defined the binding motifs for PUM2, QKI and IGF2BPs using a subset of high-
confidence clusters for each protein. To determine to what extent these motifs were
indeed representing the binding sites of the proteins in the complete data sets, we
collected, for each protein and for each cluster, all the respective crosslink-centered
regions (CCRs) and ranked them by the number of T to C mutations. We then
calculated for varying cut-offs on the number of T to C mutations the fraction of
clusters above the given cut-off that contain at least one binding site (Figure 7.10,
blue traces). The binding site was defined to be UGUANAUA for PUM2, ACUAA or
AUUAA for QKI and CAU or two CAUs separated by no more than 10 nucleotides
for the IGF2BPs. To estimate the number of sites expected by chance, we generated
1000 sets of random sequences with the same nucleotide frequencies as the CCRs
(dinucleotide shuffling for PUM2 as well as QKI and mononucleotide shuffling for the
IGF2BPs, due to the small length of the binding motif). For all proteins, the CCRs
are clearly enriched in the respective binding motifs. The enrichment is strongest for
PUM2, which has the longest recognition motif. For the IGF2BPs, the enrichment
for the CAU-spacer-CAU motif is much stronger than for the CAU motif due to
the clustering of the CAU motif (see previous section).For PUM2, we additionally
determined the enrichment only for the first half of motif UGUA. This short motif is
clearly enriched and is contained in more than 72 percent of all CCRs, suggesting the
presence of other variants of the PUM2 motif besides the consensus UGUANAUA.
7.4.2.10 Analysis of siRNA knockdown experiments
We imported the CEL files into the R software1 using the BioConductor affy pack-
age (Gentleman et al., 2004). The transcript probe set intensities were background-
corrected, adjusted for non-specific binding and quantile normalized with the GCRMA
algorithm (Wu, 2006). Probe sets with more than 6 of the 11 probes mapping am-
biguously to the genome were discarded, as were probe sets that mapped to multiple
genes. We then collected all probe sets matching a given gene, and we selected for
further analysis the RefSeq transcript with median 3'UTR length corresponding to
that gene. In total 16,063 transcripts were identified. The log-intensity of probe sets
mapping to the gene were then averaged to obtain the expression level per RefSeq
transcript. The changes of transcript abundances were computed as the logarithm
of the ratio of transcript expression in the cocktails of siRNA treated samples and
mock-transfected cells.
To study the effect of individual proteins on the mRNA stability of their targets,
we performed the following analysis. We first made the links between clusters of
mapped Solexa sequence reads and expression data based on the NCBI Gene ID.
1http://www.R-project.org
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That is, both the transcripts that were crosslinked and those whose expression was
measured on microarrays have associated Gene IDs in the Gene database of NCBI.
We mapped both the mapped sequence read clusters as well as the transcripts on
microarrays to their corresponding genes, and thus identified which genes that were
represented on microarrays have been crosslinked. From this set of genes we re-
moved those that are likely off-targets of the transfected siRNAs. As previous studies
showed, complementarity to the first 8 nucleotides of the miRNA is a good indicator
that the transcript will be downregulated by a miRNA or siRNA, so we defined as
putative off-targets those genes whose representative RefSeq transcripts carried such
complementary sites in their 3'UTR. We divided the list of genes sorted by the maxi-
mum score of any cluster associated with a given gene.In order to improve the target
identification and the assessment of the target response, we used some specific infor-
mation that was available for individual data sets. For instance, for the IGF2BPs we
only considered clusters with at least 2 positions of T to C changes, because we pre-
viously observed that this criterion improves the accuracy of target identification for
the PUM2 and QKI. Thus, for the IGF2BPs we divided the bound transcripts into the
following bins, top 100 genes, 101-300 genes, 301-500 genes and 501-1000 genes and
calculated the log2fold change of transcript abundance. To determine whether the
siRNA knockdown has an effect on mRNA stability, we compared these distributions
with the distribution of log-fold changes of genes that did not have any associated
clusters from CLIP analysis. For QKI, we performed the same analysis starting from
clusters with a single T to C mutation site, but that additionally contained the QKI
motif.
7.4.2.11 Generation and ranking of clusters of mapped sequence reads
for AGO and TNRC6 family PAR-CLIP
To generate sequence read clusters for the cDNA libraries from the AGO and TNRC6
PAR-CLIP we used sequence reads of at least 20 nt in length and with unique,
perfect or 1-error mapping to the genome. We clustered the reads with single-linkage
criterion, meaning that we placed two reads in the same cluster if they overlapped by
at least one nucleotide in their genomic mappings. We then selected the clusters that
contained at least 5 mRNA-annotated reads and at least 2 positions at which T to C
mutations occurred in the sequence reads relative to the genomic sequence, and we
ranked them by the total number of T to C mutations which, as we described above,
is indicative of the number of crosslinks.
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7.4.2.12 Definition of CCRs for sequence read clusters of AGO and TNRC6
PAR-CLIP
In each ranked, mRNA-annotated cluster we identified the position with the largest
number of T to C mutations, and we constructed the mutation frequency profile
around this position. We found that this profile approaches the background after
about 20 nucleotides to the left and right of the position with the maximum number
of T to C changes, and we therefore extracted a genomic region of 41 nucleotides
centered on this position for further analyses.
7.4.2.13 Filtering to remove unspecific “background” clusters for AGO
and TNRC6
Because it is still possible that a substantial number of the clusters we obtained
contain degradation products of abundantly expressed mRNAs and because a number
of proteins that associate with the RISC complex have a molecular weight that is
similar to that of AGO proteins and may be responsible for some of the sequence
reads/clusters that we obtained in the experiment with FLAG-tagged AGO we have
collected PAR-CLIP data for a number of proteins and identified the AGO-specific
clusters as follows. We built similar clusters for all the proteins that we investigated
(PUM2, QKI, IGF2BP1-3, AGO1-4, TNRC6A-C), we compared the clusters, and
when two clusters bound by two different proteins overlapped by more than 75% of
their total length we considered that the two proteins shared a cluster. Finally, we
discarded the following AGO clusters: clusters in which no position had a T to C
mutation rate greater than 0.2, the experimentally determined T to C mutation rate
at non-crosslinked sites; clusters that were shared between AGO libraries and libraries
of other RBPs, with the number of sequence reads in the AGO libraries being less
than 1/10 of the number of sequence reads in the other library. After applying these
filters we obtained 17,319 AGO1-4 binding regions. We applied the same procedure
to the clusters that we obtained from miR-124 and miR-7 transfection experiments.
7.4.2.14 Analysis of crosslinked position with respect to miRNA seed-
complementary sequence
We identified all the target regions (T to C anchored regions of 41 nucleotides) that
have an 8-mer (A opposite miRNA position 1 and perfect match at miRNA positions
2-8) seed match and we extended symmetrically the seed-complementary region by 20
nt to the left and right. We then computed the positional T to C mutation frequency
in these regions and normalized it over the length of the target region.
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7.4.2.15 Identification of pairing regions of miRNAs within CCRs
To determine whether positions other than the seed region may be involved in base-
pairing interaction with targets, we first took the T to C anchored target regions
and identified those that had at least a 6-mer (2-6 and A opposite miRNA position
1, 2-7 or 3-8) seed complementarity to at least one of the top 100 most expressed
miRNAs in HEK293 cells. For each of these T to C anchored regions and each
miRNA that matched to it, we identified all the occurrences of complementarities of
at least 4 nucleotides between the miRNA and the putative target region. Each of
these was counted with a weight 1/n towards the positional profile of miRNA-target
site matches, with n being the number of miRNAs that matched the putative target
region.
7.4.2.16 Analysis of transcript stabilization as a function of the type of
miRNA binding sites
We constructed the distribution of log-fold-changes of transcripts with various types of
PAR-CLIP clusters, and we compared them with the distribution of log-fold-changes
of transcripts that did not yield PAR-CLIP clusters, although they were expressed,
as determined by the microarray measurements. The categories of transcripts were
the following:
1. Transcripts with various types of miRNA seed matches
At most 6-mer match: 1-6 (with A opposite miRNA position 1), 2-7, 3-8, 4-9
match to at least one of the top 100 most abundant miRNAs.
At most 7-mer match: 1-7 (with A opposite miRNA position 1), 2-8, 3-9 match
to at least one of the top 100 most abundant miRNAs.
At most 8-mer match: 1-8 (with A opposite miRNA position 1), 2-9 match to
at least one of the top 100 most abundant miRNAs.
At most 9-mer match: 1-9 (with A opposite miRNA position 1) match to at
least one of the top 100 most abundant miRNAs.
2. Transcripts with PAR-CLIP clusters originating exclusively in a particular tran-
script region (5'UTR, CDS, 3'UTR).
3. Transcripts with 1, 2, 3, 4 or more non-overlapping PAR-CLIP clusters.
7.4.2.17 Digital Gene Expression (DGE)
The sequence reads from the DGE (Illumina) experiments have been analyzed in a
manner similar to that described above in the section "Adapter removal and sequence
annotation". We only considered genomic and transcript matches containing the
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GATC recognition sequence of the DpnII restriction enzyme directly upstream of
the mapped sequence read. For our analyses we further used sequence reads that
had a perfect match in the genome. The probability that a sequence read originates
in a given locus was then computed as 1/n of loci to which the sequence read can
be mapped. The sequence reads were also mapped to the mRNA sequences and
then we computed an expression level per gene. This was defined as the sum of the
weighted copies of all sequence reads that can be mapped to transcripts that originate
in that gene. Finally, to assess the accuracy of the expression level measurements,
we correlated the logarithm of the expression level measured Affymetrix GeneChip®
microarray with the logarithm expression level measured using the DGE technology.
The Spearman correlation coefficient was 0.68. We found a considerable number of
transcripts that could be detected by sequencing (22,465) and that were undetectable
on the microarrays (on which we measured 16,063 transcripts). Correlation between
biological replicates of HEK293 cells was higher than 0.99.
7.4.2.18 Analysis of miRNA-induced destabilization of crosslinked and
non-crosslinked miR-124 and miR-7 targets
We intersected the transcripts with the background-noise-filtered PAR-CLIP clusters
obtained after miR-124 and miR-7 transfection (see “Filtering to remove unspecific
“background” clusters for AGO and TNRC6” section above) with those for which
we had destabilization and AGO-IP Affymetrix microarray measurements. We then
constructed, for each miRNA, three non-overlapping sets of transcripts: those with
PAR-CLIP clusters exclusively in the 3'UTR, with PAR-CLIP clusters exclusively in
the CDS, and transcripts that did not yield any PAR-CLIP clusters. For each set, we
computed the average log2 fold change upon miRNA transfection, and the average
log2 fold enrichment in the AGO-IP. We compared these values between transcripts
with and transcripts without PAR-CLIP clusters (Figure 7.14). The error bars on the
bar plot represent 95% confidence intervals on the mean log2 fold changes. Finally, we
performed Wilcoxon's rank sum test to assess the significance of the difference in the
log2 fold changes of pairs of transcript sets. We also looked at various combinations of
CLIP cluster locations (Figure 7.14) that occurred more than 25 times in a given data
set. Finally, we compared the destabilization and AGO-binding of crosslinked and
non-crosslinked single miR-124 and miR-7 seed matches (Figure 7.14). A seed match
was defined as a match to nucleotides 1-7, 2-8 or 1-8 of the miRNA (both miRNAs
start with U, so a 1-7 or 1-8 seed match also means having an A opposite nucleotide
1 of the miRNA). A seed match was considered "crosslinked" if it overlapped with a
CLIP cluster from the corresponding transfection library.
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7.4.2.19 Estimation of miRNA expression based on SOLEXA sequencing
The miRNA profile was generated from Solexa sequencing runs containing small
RNAs from the following libraries: AGO1- IP and lysates of AGO1-4 IP, which were
combined and denoted lysate in Figure 7.5C. The miRNA annotation was preformed
as described in [130,149].
7.4.2.20 Plots of motif frequency versus enrichment
We performed a 7-mer word enrichment analysis based on the T to C anchored tar-
get regions from the miRNA transfection experiments. We enumerated all words of
length 7 and we determined their frequency in the real set as well as in a background
set of shuffled sequences with the same dinucleotide content. For each 7-mer, we
then calculated its enrichment as the ratio of the two frequencies. Additionally, we
calculated for each 7-mer the posterior probability that the frequency of the 7-mer
is different in foreground and background allowing for sampling noise [149]. To de-
termine whether the enriched motifs may correspond to miRNAs, all significantly
enriched motifs (with a posterior ≥ 0.99) were aligned with Needleman-Wunsch algo-
rithm (penalties: gapopening -4, gapextension -4) to the reverse complement of the
transfected and to the top 20 most expressed in HEK293 miRNAs. We only reported
cases in which the enriched word mapped with 0 or 1 errors to the first 9 positions of
one of these miRNAs.
7.4.2.21 Identification of significantly enriched types of miRNA binding
sites
In order to identify individual miRNA binding sites in the sequence data we first
defined a set of putative “binding models”. These were either contiguous matches to
at least 6 nucleotides of a miRNA, or matches that had a single structural defect.
This was defined as either an internal loop or a bulge either in the miRNA or in the
mRNA. For each of the 553 miRNAs we enumerated all these binding models, and we
determined the enrichment of the T to C anchored regions in each of these models,
relative to the average over 10 dinucleotide randomized sequence sets. Using a cutoff
of 1.0e-20 in the probability that the real set had a lower frequency of occurrence
compared to the randomized sets, which we used as a measure of the significance of
the enrichment, we found all the T to C anchored regions that contained at least one
significantly enriched binding model from one of the top 100 most expressed miRNAs
within 10 nucleotides of the T to C mutation site. To obtain a comprehensive list
of target sites we added to these the 7-mer nucleotide matches (within the same 10
nucleotides of the T to C mutation) to positions 1-7 or 2-8 of one of the top 100
most expressed miRNAs, irrespective of whether the T to C anchored regions were
enriched in these 7-mers.
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7.4.2.22 Correlation of miRNA seed family expression with frequencies
of occurrence of seed-complementary motif
From all samples of smirnadb [130], all miRNAs that had at least 50 counts in total
from all samples were used to build seed groups (defined by the motif found at posi-
tions 2-8). We added an additional sample, which was generated by pooling together
the miRNA reads from deep sequencing of HEK293 small RNA as well as AGO1-4 IPs
without crosslinking. For each sample, we computed the expression of a seed group
as the sum of the sequence reads of all miRNAs that were part of the seed group. We
correlated the seed expression with the frequency of the seed-complementary motif
in the T to C anchored regions.
7.4.2.23 Co-occurrence of miRNA seed pairs within CCRs
To determine if the crosslinked regions are enriched in pairs of binding sites for highly
expressed miRNAs. Assuming that not all of these sites may have been captured in
our experiment, we used for this purpose the 17,319 cluster regions that we extended
by 32 nucleotides on either side. We scanned these regions for non-overlapping 7-
mers corresponding to the positions 2-8 of the top 20 most expressed miRNAs in
HEK293 cells. We performed a similar procedure using 100 randomized variants of
the extended clusters that preserved the dinucleotide composition. As additional
controls we performed, first, the same procedure using 20 randomly selected miRNAs
(Figure 7.13F) and secondly counting of the number of seed match pair occurrence in
the extended clusters for 100 sets of 20 randomly selected miRNAs (Figure 7.13H).
A visualization of seed match pair occurrence is shown in Figure 7.13G.
7.4.2.24 Properties of crosslinked and non-crosslinked miRNA seed matches
For the analyses whose results are presented in Figure 7.14 we needed to intersect the
CLIP transcript sets with the transcript set measured by the Affymetrix microarray.
In order to study the properties of crosslinked and predicted but non-crosslinked seed
complementary matches we do not need to make this intersection, and we therefore
considered the entire set of miRNA seed matches that are present in the representa-
tive RefSeq transcripts. We chose as the representative RefSeq transcript for a given
gene that transcript that had the median 3'UTR length from all RefSeq transcripts
corresponding to a gene. RefSeq transcripts that could not be detected in the DGE
transcriptome profiling were discarded. For the analysis of the miR-124 and miR-7
transfection libraries, we scanned the 5'UTR, CDS and 3'UTRs of representative ex-
pressed RefSeq transcripts for 7-mer or 8-mer seed matches to miR-124 or miR-7, and
intersected these with the background-noise-filtered miR-124 and miR-7 PAR-CLIP
clusters to identify the crosslinked and non-crosslinked seed matches. In parallel, we
scanned the 5'UTR, CDS and 3'UTRs of representative expressed RefSeq transcripts
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for 7-mer and 8-mer seed matches to miR-15, miR-20, miR-103, miR-19, let-7 rep-
resenting the top expressed miRNA families in HEK293 cells. These seed matches
were then separated into crosslinked and non-crosslinked based on the intersection
with the background-noise-filtered AGO1-4, PAR-CLIP clusters. Furthermore, be-
cause we wanted to analyze properties of the environment of the putative miRNA
target sites, we only considered seed matches located at least 100 nucleotides away
from either of the boundaries of the transcript. For each individual seed match, we
computed the following quantities:
Selection pressure: is the posterior probability that a seed complementary re-
gion is under evolutionary selection pressure, as computed by the ElMMo algorithm
described in [2].
Predicted destabilization score: is a score that characterizes the extent to which
the environment of a seed match is favorable for its functionality in mRNA destabiliza-
tion, as computed by the TargetScanS method [133]. For the analysis, we downloaded
the TargetScan 5.1 from the www.TargetScan.org website.
Local AU content: is the proportion of A + U nucleotides within 50 nucleotides
upstream and 50 nucleotides downstream of the miRNA binding site, defined as a 20
nt-long region, anchored at the 3’end by the seed-matching region.
Target site Eopen: is similarly defined in terms of the energy required to open the
secondary structure of the target in a region of 20 nucleotides anchored at the 3’end
by the seed-complementary region (opposite positions 1-8 of the miRNA). This was
computed using the program RNAup of the Vienna package [151] with the follow-
ing parameters: u=20 (length of the window required to be single-stranded), w=50
(maximal length of the interacting region). The rest of the parameters were left with
their default values. The negative value of this energy can be viewed as a measure of
accessibility.
We tested whether the four properties introduced above took significantly different
values when comparing crosslinked to non-crosslinked seed matches using Wilcoxon's
rank sum test.
7.4.2.25 Codon adaptation index around crosslinked and non-crosslinked
seed matches
We compared the Codon Adaptation Index (CAI) [140] around crosslinked and non-
crosslinked seed matches as follows. We estimated an optimal human codon usage
by analyzing all the CDS from the 25% highest expressed genes among all the genes
expressed in at least one of the two "whole brain" samples of the SymAtlas project
[152]. This set of genes was determined by reanalyzing the two Affymetrix CEL
files using the pipeline described above in the 'Analysis of miRNA knockdown and
overexpression experiments' section. We then anchored all sequences at the codon
covering the 5' end of seed match (1-7, 2-8, or 1-8 of miR-15, miR-20, miR-103,
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miR-19, let-7 miRNAs) and computed the CAI for the 70 codons upstream and
downstream of the anchor, i.e. a total of 141 codons. The 7-mer or 8-mer seed match
is entirely covered by codons 0, 1 and 2, which highly constrains the codon usage
at these positions, making it uninformative. The figure therefore does not show the
CAI at these positions. For crosslinked seed matches, we smoothed the profile using
a moving average of 5.
7.4.2.26 Analysis of positional bias of crosslinked and non-crosslinked
regions
We set to determine whether crosslinked seed matches (1-7, 2-8, or 1-8 of miR-15,
miR-20, miR-103, miR-19, let-7 miRNAs) have a positional bias relative to the STOP
codon. Noting that at least in the 4 AGO PAR-CLIP libraries, crosslinked seed
matches tended to be located in CDS of shorter lengths than their non-crosslinked
counterparts, we performed local polynomial regression [153], fitting the distance
between the seed matches and the STOP codon to the CDS length (Figures 7.14M,
N). The loess fit and 95% confidence interval on the distance to the STOP codon given
the CDS length were obtained using R's loess and predict loess functions with default
parameters. The miRNA transfection and AGO PAR-CLIP libraries were separately
analyzed, and loess fits were computed separately for crosslinked and non-crosslinked
seed matches (Figs. 7.14K-N, shown in red and black, respectively). Finally, we
represented the expected distance to the STOP codon as a function of the CDS
length assuming that seed matches are distributed uniformly over the CDS (dashed
blue curve). We used the same methodology to determine whether crosslinked sites are
located preferentially towards a 3'UTR boundary (stop-codon or polyA-tail) instead
of the stop-codon.
7.4.2.27 Comparison of the set of targets determined by the experimental
assay (PAR-CLIP) and computational methods (ElMMo, Tar-
getScan 5.1)
We computed the number of seed matches to each of the top 5 expressed miRNA
families in the top 1000 CCRs from the AGO-PAR-CLIP. For each of these 5 miRNA
families, we selected an equal number of target sites predicted by the ElMMo method,
located on the mRNAs that could be detected in the DGE expression profiling (i.e.
with at least one tag count), and starting from targets predicted with highest confi-
dence. In addition, only genes that are expressed above the median on the arrays (i.e.,
the arrays in which the miRNAs are inhibited or not present) were considered in the
analysis. We repeated the procedure using the TargetScan context scores, TargetScan
PCT and Pictar. The ElMMo and TargetScan miRNA prediction methods only scan
the mRNA 3'UTRs for target sites. Therefore, we determined a fourth set of miRNA
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target sites through keeping only the CCRs harboring a seed match to at least one
of the top 5 miRNA families, and located in the 3'UTR region of an mRNA. Finally,
for each of these 6 sets of miRNA targets and each of the top 5 miRNA families,
we determined the average log2 fold change in gene expression upon transfecting the
antisense 2'-O-methyl oligonucleotide cocktail as well as the 95% confidence inter-
val on the mean log2 fold change. We performed the same analysis on the miR-7
and miR-124 transfection data sets, this time analyzing only CCRs containing seed
matches to miR-7 or miR-124.
7.4.2.28 Stability of transcripts containing CCRs with 6-mer seed com-
plementary matches
For all mRNAs representative of genes detected through DGE profiling, we computed
the number of 3'UTR-located 6-mer and 7-mer (or longer) seed matches to the top 5
expressed miRNA families. We then plotted the mean log2 fold change in gene expres-
sion following the transfection of the antisense 2'-O-methyl oligonucleotide cocktail
as a function of the number of 6-mer and 7-mer (or better) seed matches, as well as
the 95% confidence interval on the mean log2 fold change. Finally, we performed the
same analysis on the miR-7 and miR-124 transfection data sets, this time analyzing
only seed matches to miR-7 and miR-124.
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Figure 7.8 (facing page): Analysis of the transcript regional preferences and the mutational
pattern of crosslinked sequences of PUM2, QKI, and IGF2BP1-3. (A) For each 4SU-CLIP
for the respective protein, the number of exonic sequence read clusters annotated as derived from
the 5'UTR, CDS or 3'UTR of a target transcript is shown (green bars). Yellow bars show the
expected location distribution of clusters if the RBPs bound without regional preference to the set
of target transcripts. (B) Comparison of the mutational patterns observed with traditional UV
254 nm CLIP of HEK293 cells stably expressing FLAG/HA-tagged IGF2BP1 and that observed
with UV 365 nm CLIP of cells grown in 6SG or 4SU containing medium. For each experimental
condition two panels are shown: the left one indicates the mutation frequency of each of the four
nucleotides relative to the frequency of occurrence of these nucleotides in all sequence reads; the
right one shows, for each of the four nucleotides, the frequency of mutation towards each of the
three others. In the right panels, white indicates high mutation frequency towards a particular
nucleotide. In general, transitions are more frequent than other mutation types. Traditional 254 nm
CLIP generates mutations preferably on Gs (left panel). Mutations after UV254 CLIP were twice
as frequent at G compared to any other position (left panel) and predominantly identified as G to
A transition (shown by the matrix in the right panel). Treatment of cells with 6SG (middle two
panels, top row) resulted in a marked preference for mutations at G, about one order of magnitude
compared to the other nucleotides with a preferred substitution of the G with an A. The preference
for mutations at G is much more pronounced relative to that observed in the 254 nm crosslinked cells.
4SU-CLIP yields about a 30-fold increased mutation preference for T, nearly always to C. (C) Same
analysis as in (B) for IGF2BP2 and 3, QKI, and PUM2. The mutational biases for these proteins are
comparable. T is almost exclusively targeted for mutation, and is preferentially sequenced as C. (D)
The increase in T to C transitions after 4SU-protein crosslinking can be rationalized by structural
changes in donor/acceptor properties of 4SU after crosslinking to proximal amino acid side chains
and subsequent incorporation of dG rather than dA in the reverse transcription; R representing a
side chain.
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Figure 7.9: Presence of the PUM2 and QKI recognition sequences in clusters generated
by PAR-CLIP from cell lines stably expressing the respective epitope-tagged protein.
(A) Fraction of clusters containing the PUM2-recognition motif, versus the total number of clusters
above a given cut-off on a particular property as indicated in each figure legend (G upstream: number
of sequence reads with a G at position -1; T to C: number of sequence reads with a T to C mutation;
number of sequences: total number of sequence sequence reads in the cluster, number_of_Us:
number of uridines in the sequence read cluster. For each cut-off on a given property, the fraction of
clusters with at least one binding site above the given cut-off is shown. Cut-off increases from right
to left. The best signal is obtained by sorting according to the frequency of crosslinking events. (B)
Same as in (A) for QKI. (C-D) Fraction of clusters with the recognition element (as indicated) for
PUM2 (C) and QKI (D) versus the number of distinct crosslinking sites within a cluster indicated
by a T to C change. The fraction of sites containing at least one recognition motif rises with the
number of crosslinking sites.
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Figure 7.10: (A) Enrichment of binding motifs for PUM2 for the consensus motif UGUANAUA as
well as the short variant UGUA compared to CCRs with randomized sequences (left and middle pan-
els). The rightmost panel shows the fraction of clusters with at least one, two or three UGUANAUA
motifs. Most clusters contain only one binding site. (B) Enrichment of the A(C/U)UAA binding
motif in CCRs of QKI (left). The right panel shows the fraction of clusters with at least one, two
or three motifs. A significant fraction of clusters contains two or more binding sites. (C) Distance
between two neighboring CAU-motifs in crosslinked IGF2BP1 PAR-CLIP clusters (blue line) and
in randomized transcripts (red line). CAU-motifs are enriched within 3-5 nt distance of each other
in the crosslinked regions compared to randomized sequence sets. Only IGF2BP1 is shown because
IGF2BP2 and 3 show the same results. (D) Enrichment of the CAU or CAU-N(0-10)-CAU binding
motif for IGF2BP1 over randomized sequence sets of the same nucleotide composition. Equivalent
analyses for IGF2BP2 and IGF2BP3 yield similar results (data not shown).
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Figure 7.11 (facing page): Alignment of sequences from CLIP experiments with IGF2BP1 against
nucleotides 2784-2868 of the human EEF2 transcript (NM_001961). Nucleotides marked in red show
the T to C changes, all other mismatches are marked in orange. Due to space limitations, not all
reads that were sequenced are shown. (A) Alignment of sequences obtained from UV crosslinking
at 254 nm. Lower panel: Profile for G to A mutations (red) and for any mutation (blue). (B)
Alignment of sequences obtained after incorporation of 4SU into the transcript and crosslinking at
365 nm. Lower panel: mutational profile for T to C mutations (red) and for any mutation (blue).
(C) Alignment of sequences obtained after incorporation of 6SG into the transcript and crosslinking
at 365 nm. Lower panel: as in (A).
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Figure 7.12 (facing page): CCRs from the AGO-PAR-CLIP contain miRNA seed comple-
mentary sites. (A) Principal component analysis of the relative abundance of miRNAs derived
from the combination of the AGO-PAR-CLIP libraries on one hand, and the non-crosslinked AGO-
IPs on the other hand. The first principal component is projected onto the plane of log10-frequency
in Ago-IP vs. log10-frequency in CLIP. The slope of the principal component was 0.58. Although
for many miRNAs the expression levels measured by the two methods are quite comparable, there
is a subset of miRNAs whose expression in the AGO-IP is systematically lower than the expression
estimated based on the AGO-PAR-CLIP data (shown in blue). (B) The miRNAs that correlate
well between the AGO-IP and the AGO-PAR-CLIP data (panel A: difference in log
10
frequencies
in Ago CLIP vs Ago IP smaller than 0.6, shown in green) are miRNAs with high frequency of T
to C mutations in the AGO-PAR-CLIP, whereas miRNAs that were sequenced at least once in the
Ago CLIP but were not detected in the Ago IP (blue) have a low frequency of T to C mutations.
(C)-(E) AGO and TNRC6 proteins bind to the same regions on the target transcripts. (C) Align-
ments of AGO PAR-CLIP and TNRC6 PAR-CLIP cDNA sequence reads to regions in the 3'UTRs
of OGT (NM_181672), the CDS of RFC3 (NM_002915) and the CDS of AKR1A1 (NM_006066).
Red bars indicate 8 nt seed complementary sequences and nucleotides marked in red indicate T to
C mutations diagnostic of the crosslinking position. (D) The distance between TNRC6 target sites
and the nearest binding sites of QKI, PUM2, AGO have been computed. The histogram shows the
number of TNRC6 target sites within a given nucleotide distance from the binding site of another
RNA binding protein. Approximately 950 (i.e. ca. 50%) of the CCRs from the TNRC6 PAR-CLIP
experiment fall within 25 nt of a CCR from the AGO-PAR-CLIP. (E) 6-mer enrichment in the full
CCRs and the region ranging from 2 nt upstream to 10 nt downstream of the predominant crosslink-
ing site. The upper panel shows the fraction of CCRs having a 6-mer hit for the top 100 expressed
miRNAs. The background set consists of dinucleotide shuffled versions of either the full CCRs or
the region around the crosslinking site. The lower panel shows the enrichment of 6-mers relative
to the background set in the region indicated in previous panel (full CCRs, and 13 nt around the
predominant crosslinking site)
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Figure 7.13 (facing page): CCRs from the AGO-PAR-CLIP are enriched for target sites
for the most abundant miRNAs in HEK293 cells (A) Correlation between occurrence of
8-mer (upper panel) and 7-mer (lower panel) seed matches in the CCRs and the abundance of
the corresponding miRNA seed families. (B) Spearman correlation between the number of 7-
mer (2-8) seed matches in the CCRs from AGO-PAR-CLIP and the experimentally determined
counts of corresponding miRNA seeds in various miRNA samples from the smiRNAdb database
http://www.mirz.unibas.ch/smirnadb and the HEK293 RNA analyzed in this study. Triangles indi-
cate different HEK293 miRNA libraries. (C) Comparison of the U content of CCRs with at least
a 7-mer seed match to the top 100 most abundant miRNAs versus CCRs with at most a 6-mer
seed match to the top 100 most abundant miRNAs. The mean of the distributions was significantly
different (ranksum test, p = 1.9E-45). (D) The number of crosslinking events correlates with the
enrichment of the CCRs in the putative binding sites for the most abundantly expressed miRNAs.
The frequency of the most strongly enriched miRNA seed motif (complementary to positions 2-8
of the miRNAs) was determined in the 17,319 AGO CCRs, which were sorted by the number of
U-to-C changes and grouped into bins of 100. The frequency of miRNA seed-complementary motifs
in the CCRs decreases with the number of U-to-C mutations in the clusters corresponding to these
CCRs. (E) Number of pairs of non-overlapping seed (pos. 2-8) matches for the 20 most abundantly
expressed miRNAs in HEK 293 cells in the crosslinked regions (red triangle) and in control regions
(100 sets of dinucleotide shuffled crosslinked regions). Only the experimental set shows enrichment of
miRNA pairs. (F) Number of co-occurring pairs of miRNA seed matches in the AGO crosslinked re-
gions and the shuffled control regions for 20 randomly chosen miRNAs. (G) Number of co-occurring
pairs of miRNA seed matches in the AGO crosslinked regions for 100 sets of 20 randomly chosen
miRNAs. (H) Heat map representation of miRNA seed match co-occurrence. Only miRNA seed
matches were counted that did not overlap and could therefore be bound simultaneously by two
AGO-proteins. The scale indicates the absolute number of co-occurring pairs. Matches to the seed
of miR-17 co-occur with matches to the seed of miR-19/miR-130/miR-301/miR-30/miR-15/miR-16.
miR-16 seed matches have the tendency to co-occur with themselves.
173
PAR-CLIP
174
7.7.4 Methods
Figure 7.14 (facing page): Properties of CCRs containing miRNA seed complementary
sites. (A) Seed complementary sequences in the 3'UTR are more efficiently crosslinked than seed
complementary regions in the CDS. Fraction of crosslinked seed matches (1-7 or 2-8) for the miR-
124 (dark bars) and miR-7 (light bars) transfection experiments are shown; and in (B) the fraction
of crosslinked seed matches for miR-15, miR-16, miR-19, and let-7 in the ALL_AGO dataset is
shown. (C) Properties of AGO-PAR-CLIP sequence read clusters obtained after miR-124 and
miR-7 transfection. Transcripts with PAR-CLIP sequence read clusters identified after miR-124
and miR-7 transfection (n indicates number of transcripts considered) are bound by AGO2 and
destabilized. Transcript stability (dark grey bars) was determined as in Figure 3 by comparison of
mRNA-abundance of mock-transfected and miR-124 and miR-7-transfected HEK293 cells. miR-7
and miR-124 mediated AGO2 binding (light grey bars) was determined by comparing transcripts
enriched by AGO2-IPs of mock transfected and miR-124 and miR-7 transfected HEK293 cells [134].
Transcripts containing PAR-CLIP sequence read clusters were categorized according to the transcript
region bound by AGO2 (CDS/3'UTR). (D) Same as in (C). Transcripts were categorized in more
detail according to the number and region (CDS/3’UTR) of sequence read clusters identified. (E)
Same as in (C). Transcripts containing a miR-124 and miR-7 seed complementary sequence but
without PAR-CLIP sequence read clusters (unbound) were compared to transcripts with PAR-
CLIP sequence read clusters with miR-124 and miR-7 seed complementary sequences (bound). The
unbound and bound transcripts are categorized according to regions within the transcript (5’ UTR,
CDS, and 3’UTR). (F) In addition to the AGO2 binding and mRNA destabilization following miR-
124 transfection shown in (G) for PAR-CLIP identified transcripts, changes in protein level following
miR-124 transfection (as measured by SILAC in Hela cells [143]) are indicated. (G-H) Codon
adaptation index (CAI) for regions upstream and downstream of CCRs (relative to 5’ end of the seed
match) found in the CDS for the (G)miR-7 and (H)miR-124 transfection experiments. The red and
the black lines indicate the CAI for crosslinked and non-crosslinked transcripts, respectively. (I) The
sequence context defines a functional miRNA binding site in the UTR as well as in the CDS. Four
different criteria (selection pressure, destabilization score, local A/U content, target site openness)
were compared for crosslinked transcripts containing 7-mer seed matches for a miR-124 and miR-7
and (J) the miR-15, miR-19, miR-20, and let-7 miRNA families in the AGO PAR-CLIP experiments
compared to non-crosslinked transcripts containing the same 7-mer seed matches. (K) In 3’UTRs
longer than 3,000 nts the crosslinked sites distribute preferentially near to the boundaries of the
UTR. Distance from the region boundaries (stop codon and polyA signal, respectively) of CCRs
with 7-mer seed complement regions falling in the 3'UTR to miR-124 and miR-7 in the transfection
experiments (red line) and (L) 7-mer seed matches to the miR-15, miR-16, miR-19 and let-7 seed
families from the AGO PAR-CLIP (red line) compared to non-crosslinked seed-matches (black lines).
(M) Distance from the stop codon of CCRs falling in the CDS containing 7-mer seed matches of
miR-124 and miR-7 (red line) or (N) 7-mer seed matches of the miR-15, miR-16, miR-19 and let-7
seed families (red line) compared to non-crosslinked seed-matches (black lines). Only for the miR-
124 and miR-7 transfection experiments the crosslinked sites in the CDS distribute significantly
closer to the stop-codon. (O) Comparison of PAR-CLIP with ElMMo, TargetScan S, TargetScan
Pct, and PicTar miRNA target predictions. We determined the number of seed matches in the top
1000 CCRs for each of the indicated miRNAs. For each miRNA we selected the indicated number of
sites (on mRNAs found by DGE and having a signal intensity above the median on the Affymetrix
mRNA microarrays), starting from those with the best score, as given by the indicated prediction
method. The figure shows average log2 fold changes of mRNA targets identified by the different
methods upon miRNA inhibition (of miRNAs let-7a, miR-103, miR-15a, miR-19a, miR-20). (P)
Average log2 fold changes of mRNA targets identified by various methods upon miR-7 and miR-124
transfection.
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0 nM 4SU 0 nM 4SU 100 nM 4SU 1000 nM 4SU
0 nM 4SU 1 0.94 0.96 0.95
0 nM 4SU 0.94 1 0.96 0.94
100 nM 4SU 0.96 0.96 1 0.99
1000 nM 4SU 0.95 0.94 0.99 1
Table 7.1: Toxicity of photoreactive 4SU nucleotides (correlation of mRNA abundance).
0 nM 6SG 100 nM 6SG 1000 nM 6SG
0 nM 6SG 1 0.98 0.97
100 nM 6SG 0.98 1 1
1000 nM 6SG 0.97 1 1
Table 7.2: Toxicity of photoreactive 6SG nucleotides (correlation of mRNA abundance).
IGF2BP1 IGF2BP2 IGF2BP3 QKI PUM2
IGF2BP1 1 0.78 0.74 0.14 0.24
IGF2BP2 0.78 1 0.81 0.15 0.28
IGF2BP3 0.74 0.81 1 0.19 0.34
QKI 0.14 0.15 0.19 1 -0.31
PUM2 0.24 0.28 0.34 -0.31 1
Table 7.3: Correlation of sequence reads per transcript for the generated cDNA libraries.
IGF2BP1 (UV254) IGF2BP1 (4SU) IGF2BP1 (6SG)
IGF2BP1 (UV254) 1 0.11 0.11
IGF2BP1 (4SU) 0.11 1 0.65
IGF2BP1 (6SG) 0.11 0.65 1
Table 7.4: Correlation of sequence reads per transcript comparing different crosslinking methods.
Protein Modification Sequence Kd
QKI unmod GUAUGCCAUUAACAAAUUCAUUAACAA 93 nM
QKI mutated1 GUAUGCCCACAUCAAAUUCAUUAACAA 264 nM
QKI mutated2 GUAUGCCAUUAACAAAUUCCACAUCAA 386 nM
QKI mutated1+2 GUAUGCCCACAUCAAAUUCCACAUCAA 871 nM
IGF2BP2 3’UTR C2orf43 (wt) CATTGCCATACATTAACTCTCCATTTCTGCATTAACTTCATTT 7.6±3.5 nM
IGF2BP2 3’UTR C2orf43 (mutant 1) CATTGCCATACAGGAACTCTCCAGGTCTGCAGGAACTTCATTT 15±2 nM
IGF2BP2 3’UTR C2orf43 (mutant 2) CCTTGCCCTACCTTAACTCTCCCTTTCTGCCTTAACTTCCTTT 31±1 nM
IGF2BP2 3’UTR MRPL9 (wt) TGTCTCCAGTACTTGCCTCATTCTCATCATCCAAACTGAA 29±2 nM
IGF2BP2 3’UTR MRPL9 (mutant 1) TGTCTCCAGTACTTGCCTCAGGCTCAGCAGGCAAACTGAA 570±120 nM
IGF2BP2 3’UTR MRPL9 (mutant 2) TGTCTCCAGTACTTGCCTCCTTCTCCTCCTCCCAACTGAA 76±13 nM
IGF2BP2 3’UTR MRP9 (wt) CCTCATTCTCATCATCCAAACTG n.d.
IGF2BP2 3’UTR C2orf43 (wt) CCATACATTAACTCTCCATTTCTGCATTAACT 2100±500 nM
Table 7.5: Affinity of sequences identified by PAR-CLIP for QKI and IGF2BP2 (recombinant protein
and synthetic RNA). Only modified sequence stretches are shown.
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7.7.4 Methods
oligo sequence non-crosslinked, % mutated crosslinked, % mutated
4SU9 GUAUGCCAUUAACAAAUUCAUUAACAAGUCCGUUCG 8.1 49.4
4SU10 GUAUGCCAUUAACAAAUUCAUUAACAAGUCCGUUCG 25.8 47.3
4SU2 GUAUGCCAUUAACAAAUUCAUUAACAAGUCCGUUCG 17.3 78.8
4SU4 GUAUGCCAUUAACAAAUUCAUUAACAAGUCCGUUCG 8.8 82.7
Table 7.6: In vitro PAR-CLIP experiment with synthetic oligoribonucleotides (shown in red) and
recombinant QKI.
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Chapter 8
Towards a recognition code of KH
domain-containing RNA-binding
proteins
Taken together with the work on Nova [94, 97], our analysis of the PAR-CLIP data
of IGF2BP1-3 suggests a general mechanism by which KH domain-containing RNA-
binding proteins (RBPs) achieve the specificity of interaction with their target RNAs.
All four proteins contain several KH domains, most of which presumably recognize
short 3-4 nucleotide long sequence stretches and for all proteins, the inter-motif spac-
ings are not fixed, but appear to be constrained to a certain interval of preferred
distances ( [94] and figure 7.10C). Considering that many KH-domain containing
RBPs harbour not only one, but several KH domains [87], and that they may form
homo- and heterodimers [154, 155], these results suggest that, generally, sequences
elements specifically bound by KH domain-containing RBPs may consist of short
recognition motifs separated by spacers of variable length.
Most current state-of-the-art motif finding algorithms are not flexible enough to
model variable spacer lengths, but typically search for one or many motifs that are
not spatially constrained with respect to each other (see e.g. [3]). Additionally, they
have been developed to discover transcription factor binding sites, which are typi-
cally much longer (8-12 nucleotides in eukaryotes and even longer in bacteria) than
the sites of many RNA-binding domains, and it is well known that motif finding
becomes very difficult when the motif is as short as 4 nucleotides (as for typical
KH domains). A recently published motif finding tool that models insertions and
deletions within sequence motifs and can thus deal with spacers of variable length
is Glam2 [156]. However, Glam2 models the number of inserted positions between
subsequent matches to a weight matrix with a geometric distribution, which is not
in accordance with our observation for Nova and the IGF2BPs. Additionally, the
model is not general enough for the description of configurations where certain motifs
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re-occur several times (due to several RNA-binding domains having the same binding
specificity or due to homodimerization) or possibly in a different order in the same
input sequence (due to different modes of dimerization).
There is thus a need for motif finding algorithms that model, within a general
framework, binding elements in terms of a variable number of motifs that are sep-
arated by spacers of varying lengths. Analogously to how the binding specificity is
achieved by the combined binding of several RNA-binding domains, such an algo-
rithm would score entire binding elements, consisting of a combination of motifs and
spacer(s), which effectively lengthens the recognition sequence and should thus lead
to a stronger enrichment signal. We have implemented a preliminary version of such
an algorithm that uses Gibbs sampling to search for two (different or identical) mo-
tifs separated by a variable spacer whose minimal and maximal length can be preset.
Preliminary results of an application of this algorithm to CLIP data of Nova [97] and
the PAR-CLIP data of the IGF2BPs show that the method successfully infers both
the binding motif and the spatial clustering of the motif for each protein.
We are planning to implement a general version of such a motif finder, based on
a hidden Markov model, as illustrated in figure 8.1. In this model, there are three
different types of states, a background state, motif states and spacer states. In the
background state, nucleotides are emitted according to a background distribution that
is independent of position, in the motif states, binding sites are emitted according to
weight matrix models and in the spacer states, spacers of different lengths are emitted.
The nucleotides of the spacer can either be modelled with the same distribution as in
the background state or with their own distribution. The probability of the data for
a particular configuration of binding sites and spacers is computed by integrating out
the unknown parameters of the weight matrix models, the background distribution
and the spacer distribution. The prior distribution over spacer lengths may either
be specified by the user or integrated out, which would effectively favour polarized
distributions. In the latter case, it may be useful to have separate spacer length
distributions for each particular transition from one weight matrix to another one as
this distribution reflects the spatial arrangement of subsequent domains in the RBP
monomer or dimer. Finally, the space of configurations of our model is searched using
a Gibbs sampling approach where at each time step the configuration of one input
sequence is re-sampled. This can (at least approximately) be carried out using the
forward-backward algorithms of hidden Markov model theory [3, 157].
In some applications, there is prior knowledge about the approximate location of
the binding sites within the set of input sequences. For example, in PAR-CLIP data,
there is an enrichment of T to C mutations in the immediate vicinity of binding sites
(chapter 7) and a mutation profile along the input sequence thus already contains
information about the possible location of binding sites. Prior knowledge may also
come from previous insights into the binding preferences of the RBP. For example, for
some RNA-binding proteins that bind single-stranded RNA it is known that binding
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sites tend to lie in open structures such as stem loops [93,158]. Position-specific prior
distributions, describing the probability for a binding site to start in a particular
position based on properties such as mutation biases or accessibility [159], can also
be easily incorporated into the proposed hidden Markov model. As such, the model
can be optimally adjusted to the type of data and the properties of the RBP.
To our knowledge, the proposed motif finder would be the first motif finding
tool designed specifically for the inference of binding sites of RBPs and the first
algorithm to model, within a general framework, binding elements in terms of a
variable number of motifs separated by spacers of varying lengths. We are planning
to apply the algorithm to both the PAR-CLIP data of IGF2BP1-3, available CLIP
data on Nova [97, 98] as well as RIP-Chip data [160]. In this way, we hope to gain
insight into the recognition ’code’ of KH domain-containing RBPs.
Figure 8.1: Illustration of the hidden Markov model for the inference of binding sites of RBPs. The
blue circle corresponds to the background state (bg), red circles to motif states (wm1−wm3), green
circles correspond to spacer states (s0−s3, where the index refers to the length of the spacer) and the
white circles correspond to the start and end states of the model. The number of motif and spacer
states is arbitrary and can be preset by the user, but for the sake of simplicity, we only show three
motif states and four spacer states. An input sequence is modelled as a path through the hidden
Markov model from the start state to the end state. In the background state (bg), nucleotides are
emitted based on a zero or first order Markov model, in the motif states, binding sites are emitted
according to position-specific weight matrices (wm) and in the spacer states, spacers of different
lengths are emitted. The nucleotides of the spacer can be either modelled with the same model as
in the background state or with a different zero or first order Markov model.
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