In the paper, efficient designs for second and higher degree digital differentiators for midband frequency ranges are proposed. Exact mathematical formulas for computation of the required weighting coefficients are also derived. The designs are capable of achieving extremely low relative errors (± 1%-+0.001%) in the frequency range 0.25JI =S a> < 0.75TI with attractively low-order niters.
Introduction
In most communication and control systems, the vital information is contained in the midband frequency range of the signals. For typical applications in these systems, for example, remote position control, autofollow/ autotracking etc. [1] [2] [3] , we often require second and higher degree* derivatives for the signal processing. The literature available on the design of kth degree digital differentiators (DD) for k > 1 is limited and the most common approach is to use a cascade of k first-degree DDs. This method is rather naive and results in noncanonical and inefficient structures. Rabiner and Schafer [4] have used the algorithmic approach of Reference 5 to design first-degree, minimax relative error (RE), wideband differentiators. Such an approach, when adopted for second/higher-degree DDs, yields inefficient designs, if high accuracy performance over narrow midband frequencies is desired. Kumar and Dutta Roy [6] have proposed mathematical formulas for weighting coefficients for the design of maximally linear (first-degree) FIR digital differentiators that perform efficiently over the midband frequencies. Medlin and Adams [7, 8] have suggested new techniques for the design of maximally linear differentiators, as well as for higher-order differentiators. Kumar and Dutta Roy [9] proposed maximally linear differentiators suitable for low frequencies. In this paper, we extend the analytical approach of Reference 6 to the * To avoid confusion, we shall use the term 'order' to specify the order N of the FIR structure and 'degree' to indicate the order of differentiation design of second/higher-degree DDs and show that extremely low REs can be achieved over the midband frequency range. Specifically, our designs approximate the ideal frequency response with zero error at u> = jr/2 and give very low REs in a band centred on a> = n/2. For example, REs from -40 dB to -100 dB have been achieved for the frequency range 0.25TT ^ a> ^ 0.7571 with a low-order filter. The proposed design also meets the phase requirement with zero error. Generalised mathematical formulas for computation of the weighting coefficients required in the design of fcth degree differentiators have also been derived. It is shown that the number of multiplications needed per sample of the input signal with the proposed design, is much lower than that required for the cascade approach.
For the suggested approximation H k (a>), k being the degree of differentiation, we choose the optimality criteria such that the frequency response of the first n nontrivial values of the derivatives of H k (d) at a> = n/2 equal the corresponding ideal values, where n = (JV -l)/2 and N, the order of H k (a>), is assumed odd.
Frequency response of ideal and approximate digital differentiators
It is well-known [10] that the frequency response of an ideal (first-degree) digital differentiator is of the form B dl (to) = ja>. The frequency response for an ideal DD of degree k is therefore given by
where H k (w) is a purely real function for all values of k. It is easy to see that, for k odd (even), the transfer function is antisymmetric (symmetric) about co = 0 and the approximation therefore has only sine (cosine) terms. Our aim is to find the transfer function H k (a>) that approximates the ideal response H k (a>) according to our chosen performance measure. We define relative error of the approximation H k (a>) as 
The conditions for maximal accuracy for DDs of higher degrees may be obtained, in a similar fashion, by successive differentiation of eqn. 1.
Design of maximally accurate digital differentiators
From the identity
we can write, by using eqn. 1,
Since an ideal characteristic cannot be realised in practice, we use, for H l (co), the approximation H^ai) proposed by Kumar and Dutta Roy [6] , which is maximally linear at <o = 7t/2 and is of the form
for j = n -1, n -3, n -5,..., 5, 3, 1 (descending order), i odd and n even, and
(7c)
for i = n, n -2, « -4, ..., 6, 4, 2 (descending order), i even and n even. In eqn. 7, n = (N -l)/2 is assumed to be even, for reasons given in Reference 6, where N is the order of the filter. From eqn. 6, we obtain the approximation H 2 
then the df's (i # 0) are the weighting coefficients for a differentiator of degree k. From eqns. 86 and 9, we obtain
If we impose eqn. 3a condition on eqn. 10, we obtain the constant of integration:
(ii) i = 2 j even Eqns. 9 and 11 give the required relationships between the weighting coefficients dj 2) of the proposed secondorder DD (H 2 (a>)) and the coefficients dj 1 ' of the firstorder DD (ff ,(£!>)).
If we follow a similar procedure (eqns. 5 to 11), the weighting coefficients of higher-degree DDs can be derived. For example, after repeated integration of eqn. 10, we obtain the following results.
(a)
For third-degree DDs: If we proceed thus, it is easy to arrive at a general relationship connecting the weighting coefficients for DDs of degree k to the corresponding coefficients of those of degree k -1 and 1. The results thus obtained are given in Table 1 .
Performance
Figs. 1 and 2 give, respectively, the frequency responses and relative errors of the proposed approximation H 2 (co), for selected values of order N(= 2n + 1) in the range from 9 to 49. Table 2 shows the orders (N) of the proposed second-degree DDs for given frequency ranges of interest and REs less than or equal to -40 dB, -60 dB, -80 dB and -100 dB. Similar curves for H 3 (to) are shown in Figs. 3 and 4 and the REs are given in Table 3 . It is noted that extremely low relative errors are indeed achievable from the proposed structures. Table 2 , for example, shows that a second-degree DD, performing over a frequency range O. 257T. < (o < 0.7571 with an accuracy of +1%, requires just eight multiplications (=(iV -l)/2) per input sample. To obtain second-degree differentiation, by cascading two first-degree DDs, we would have needed 14 multiplications per input sample. The 'relative advantage', defined as the ratio of the number of multiplications required in a cascade of firstdegree DDs to that required in the proposed design, works out at 1.75. Also, from Table 3 per input sample, compared with 24 for a cascade-type differentiator, for the aforementioned specifications. Table 4 gives a comparison between the number of multiplications (M) required per input sample of the signal to realise differentiators of second and third degrees by cascading the first-degree differentiators vis-a-vis the proposed design. Clearly, the suggested design is more efficient than the cascade approach. Also, the exact mathematical relationships for calculation of the required coefficients have obvious advantages over the algorithmic approach. Moreover, the criterion of maximal accuracy, as used in our approach, facilitates structures capable of giving extremely low relative errors in the midband frequency range, for attractively low-order filters.
Conclusions
Efficient designs for digital differentiators of second and higher degrees have been suggested. These are particularly suitable for midband frequency ranges and are capable of achieving extremely high accuracies over the frequency range 0.257T < a> < 0.75JI. Mathematical formulas from which to obtain the weighting coefficients for any degree k of differentiation, have also been derived.
