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Abstract
This paper addresses the problem of constructing some free-form curves and surfaces from given to different types of data: exact
and noisy data. We extend the theory of Dm-splines over a bounded domain for noisy data to the smoothing variational vector
splines. Both results of convergence for respectively the exact and noisy data are established, as soon as some estimations of errors
are given.
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1. Introduction
Smoothing splines are well known for providing nice curves and surfaces from exact or noisy data. In Geology
and Structural Geology the reconstruction and/or approximation of a curve or surface from a scattered data set is a
commonly encountered problem. Generally, there are many approaches using some variational method to solve this
kind of problem. One approach involves minimizing a functional on a convex set. In [5,6] the authors deal with speciﬁc
vectorial splines which interpolate some vectorial data by solving some variational spline problems involving the
rotational and the divergence-free interpolants. These functions can be explicitly determined.
Some approximating problems ﬁtting data sets use a routine operation (see, for example, [2,3,10,12]). In some
applications, the situation is complicated by the great number of data and also because the data are usually not exact.
The problem that arises, using smoothing splines, is the choice of the smoothing parameter, denoted generally in
most papers dealing with this kind of problem by . However, for the convergence result when the data are exact, the
parameter  should not tend too quickly to inﬁnity, and in particular it might remain bounded (cf. López de Silanes
and Arcangéli [10]). When the data are perturbed by a random noise, the situation is radically different. In this case
it is necessary for the convergence of the approximation that  should tend to inﬁnity. The convergence result of the
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smoothing Dm-splines for the given exact or noisy data has been studied by Ragozin [13], in the one dimensional case,
and by Cox [4], Utreras [14], López de Silanes and Arcangéli [10], Arcangéli and Ycart [3], in the multidimensional
case. These authors gave convergence rates, the convergence in the stochastic case being understood in the quadratic
mean sense.
Our main purpose in this paper is to extend the convergence and error estimate results of Dm-spline functions for
noisy data [10] for the variational spline functions [7]. Such an extension is not obvious because we introduce a new
term on the minimized functional weighted by a parameter vector. We study the approximation of some parametric
curves and surfaces by variational spline functions from exact and noisy data. Specially, the purpose of this paper is to
study the convergence of smoothing variational splines relative to sets of data perturbed by a random noise.
This paper is organized as follows. In Section 2, we brieﬂy recall some preliminary notations and we present the
theory of smoothing variational splines. In Section 3, we introduce the smoothing variational spline function for the
noisy data, we describe some results of probabilities and we prove a convergence result for noisy data. Moreover, we
give some estimations of the errors.
2. Smoothing variational splines
Let p, n, m ∈ N∗ and N ∈ N such that
m>
p
2
. (1)
Let 〈·〉Rn and 〈·, ·〉Rn denote, respectively, the Euclidean norm and inner product in Rn.
Likewise, for any non-empty open set  in Rp, we denote by Hm(;Rn) the usual Sobolev space of (classes of)
functions u belonging to L2(;Rn), together with all their partial derivatives u, in the distribution sense, of order
||m, where  = (1, . . . , p) ∈ Np and || = 1 + · · · + p. This space is equipped with the norm
‖u‖m,,Rn =
⎛
⎝ ∑
||m
∫

〈u(x)〉2Rn dx
⎞
⎠
1/2
,
the semi-norms
|u|j,,Rn =
⎛
⎝∑
||=j
∫

〈u(x)〉2Rn dx
⎞
⎠
1/2
, 0jm,
and the corresponding inner semi-products
(u, v)j,,Rn =
∑
||=j
∫

〈u(x), v(x)〉Rn dx, 0jm.
When is a bounded open subset of Rp with Lipschitz-continuous boundary (in the Necˇas [11] sense), it follows from
Sobolev’s imbedding theorem that
Hm(;Rn) is a subset of C0(;Rn) with continuous injection, (2)
where C0(;Rn) stands for the space of functions with values in Rn which are bounded and uniformly continuous on
. We denote by RN,n the space of real matrices with N rows and n columns equipped by the inner product
〈T ,B〉N,n =
N,n∑
i,j=1
tij bij ,
and the corresponding norm
〈T 〉N,n = (〈T , T 〉N,n)1/2.
A. Kouibia, M. Pasadas / Journal of Computational and Applied Mathematics 211 (2008) 213–222 215
Let Υ ⊂ Rn be either a curve or surface deﬁned by a parameterization F belonging to Hm(;Rn). Suppose we
are given an ordered subset A = {a1, . . . , aN } of N distinct points of  and L : Hm(;Rn) → RN,n the Lagrangian
operator deﬁned by Lv = (v(a)t )a∈A. We suppose that
ker L ∩ Pm−1(;Rn) = {0}, (3)
where Pm−1(;Rn) is the space of all polynomials of total degree m − 1.
Let the parameter vector = (1, . . . , m) ∈ Rm, with j 0, j = 1, . . . , m− 1, and m > 0. Let J be the functional
deﬁned on Hm(;Rn) as follows:
J(v) = 〈Lv − LF 〉2N,n +
m∑
j=1
j |v|2j,,Rn . (4)
Hence, we consider the following minimization problem: ﬁnd  such that{
 ∈ Hm(;Rn),
∀ v ∈ Hm(;Rn), J()J(v). (5)
Remark 1. We observe that the functional J(v) contains different terms which can be interpreted as follows:
• The ﬁrst term, 〈Lv − LF 〉2N,n, indicates how well v approaches F in a discrete least squares sense.
• The second term, |v|2
j,,Rn , for j = 1, . . . , m − 1, represents some fairness criteria such as: for p = 1 the curve
length (j = 1), the bending energy or curvature (j = 2), or the variation of curvature (j = 3), etc . . . , and for p = 2
the air of surface (j = 1), the measure of energy of tension (j = 2), or the variation of curvature (j = 3), etc . . . .
• The last term, |v|2
m,,Rn , measures the degree of smoothness of v.
The parameter vector  weights the importance given to each condition.
Deﬁnition 2. The solution of problem (5), if it exists, will be called the smoothing variational spline relative to A, L,
LF and .
Theorem 3. Problem (5) has a unique solution, which is also the unique solution of the following variational problem:
ﬁnd  such that⎧⎨
⎩
 ∈ Hm(;Rn),
∀ v ∈ Hm(;Rn), 〈L, Lv〉N,n +
m∑
j=1
j (, v)j,,Rn = 〈LF,Lv〉N,n.
Proof. Taking into account (2) and (3) we have that the application deﬁned on Hm(;Rn) by v → (〈Lv〉2N,n +∑m
j=1 j |v|2l,,Rn)1/2 is a norm in Hm(;Rn) equivalent to the norm ‖ · ‖m,,Rn , and that the symmetric bilinear form
a˜ : Hm(;Rn) × Hm(;Rn) → R given by
a˜(u, v) = 〈Lu,Lv〉N,n +
m∑
j=1
j (u, v)j,,Rn
is continuous and convex. Likewise, the linear form ˜ deﬁned for each v ∈ Hm(;Rn) by ˜(v) = 〈LF,Lv〉N,n is
continuous. Then, the result is a consequence of the Lax–Milgram lemma. 
Now, let for any k ∈ N, we suppose given Ak , N = N(k), Lk ,  = (k) and J k satisfying the same properties as,
respectively, A, L,  and J deﬁned previously. Let k be the smoothing variational spline in  relative to Ak , Lk , LkF
and , which minimizes the functional J k in Hm(;Rn).
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For any k ∈ N let
d = d(k) = sup
x∈
min
a∈Ak
〈x − a〉Rp ,
which is the Hausdorf distance between Ak and . We suppose that
d = O[inf{〈x − y〉Rp , x ∈ Ak, y ∈ Ak, x = y}], k → +∞, (6)
and that
lim
k→+∞ d(k) = 0. (7)
It is easy to see that (6) and (7) imply that
lim
k→+∞N(k) = +∞
and
N = o(d−p), k → +∞. (8)
Finally, let D= {d(k) ∈ R+|k ∈ N}.
Theorem 4. Suppose that hypotheses (1), (6) and (7) hold, and that
m−1∑
j=1
j = o(m), k → +∞, (9)
and
m = o(d−p), k → +∞. (10)
Then
lim
k→+∞ ‖
k
 − F‖m,,Rn = 0.
Proof. For any k ∈ N, by deﬁnition we have
J k (
k
)J k (F ),
which means
|k|2m,,Rn
1
m
J k (F ),
then
|k|2m,,Rn
m−1∑
l=1
l
m
|F |2
l,,Rn + |F |2m,,Rn .
From (9) it follows that
|k|2m,,Rn = o(1) + |F |2m,,Rn as k → +∞. (11)
Likewise, for any k ∈ N, we have
〈Lk(k − F)〉2N,n
m−1∑
l=1
l |F |2l,,Rn + m|F |2m,,Rn
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then
〈Lk(k − F)〉2N,n‖F‖2m,,Rn
m−1∑
l=1
l + m|F |2m,,Rn ,
hence using again (9) we obtain
〈Lk(k − F)〉2N,n = m(o(1) + |F |2m,,Rn) as k → +∞. (12)
Therefore, by using (10)–(12) and following the same way of the proof of Theorem III-3.1 of [2] from Eq. (3.4), and
taking F, Hm(;Rn), m, k instead of, respectively, f, Xm,s ,  and k , the result can be conﬁrmed. 
Theorem 5. Suppose that hypothesis (6) and (7) hold. Then, there exists C > 0 such that, for d ∈ D∩ (0, 0/R), with
0 a constant > 0 and R > 1 introduced in Proposition II-6.6 of [2], we have for any m,
|k − F |,,RnC(|k − F |m,,Rndm− + dp/2−1/2m ) as k → +∞.
Proof. It is analogous to the proof of Theorem III-4.1 of [2]. 
Corollary 6. Suppose that hypotheses (6), (7) and (10) hold. Furthermore, we suppose that there exists C > 0 such
that
mCd2m−p, k → +∞. (13)
Then, one has
(i) ∀ = 0, . . . , m − 1, |k − F |,,Rn = O((m/N)
m−
2m ) as k → +∞;
(ii) |d − F |m,,Rn = o(1) as k → +∞.
Proof. Analogous to Corollary 2.1 of [9]. 
Remark 7. If we take j = 0, for j = 1, . . . , m− 1, we ﬁnd that k is the smoothing Dm-spline over  relative to Ak ,
Lk , LkF and m (see [2]).
3. Noisy data
For any k ∈ N, let 	k = ((	ka)t )a∈Ak be a matrix of RN,n, and we suppose that
for each k ∈ N, 	k is a white noise, (14)
i.e., for each a ∈ Ak , 	ka is a Gaussian vector of independent arbitrary variables of mean 0 and variance 
2 > 0 that are
distributed in identical form.
Now, we design by k (respectively ˜k) the smoothing variational spline relative to Ak , Lk , LkF and = (k) ∈ Rm
(respectively relative to Ak , Lk , LkF + 	k and ). Likewise, we denote by ek the smoothing variational spline relative
to Ak , Lk , 	k and  = (k).
We consider, for each k ∈ N, the operator Sk : RN,n → Hm(;Rn) such that to each  ∈ RN,n associates the
smoothing variational spline relative to Ak , Lk ,  and . Obviously, the operator Sk is linear, then we have for each
k ∈ N
Sk(LkF + 	k) =Sk(LkF ) +Sk(	k),
hence ˜k = k + ek .
Now let us introduce some probabilistic results. For each k ∈ N, let k = (ka)a∈Ak = (ki )1 iN , N = N(k), a
Gaussian vector whose component constitutes a subset of independent random variables with mean 0 and variance 1.
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LetMk be a N(k) × N(k) symmetric positive semi-deﬁnite matrix. For each k ∈ N, we denote ki , for i = 1, . . . , N ,
its eigenvalues and Tr(Mk) its trace. We put
Xk = (k)tMkk . (15)
Let  be a function deﬁned from N into R+ and for each k ∈ N, we put
Y k = X
k
(k)Tr(Mk)
. (16)
Lemma 8. If there exists > 0 such that
lim
k→+∞
(k)
k
= +∞, (17)
then the sequence (Y k)k∈N tends to 0 almost surely.
Proof. It is similar to the proof of Theorem 3.1 of [3] taking into account that (Y k)k∈N is a family of vectors of
independent random variables with mean 0 and uniformly bounded moments of any order. 
For each k ∈ N and each  = (k) ∈ Rm, ek is by deﬁnition the solution of the variational problem: ﬁnd ek ∈
Hm(;Rn) such that for all v ∈ Hm(;Rn) one has
〈Lkek, Lkv〉N,n +
m∑
j=1
j (e
k
, v)j,,Rn = 〈	k, Lkv〉N,n. (18)
For any k ∈ N, i = 1, . . . , N and j = 1, . . . , n, let I =n(i − 1)+ j and TI = (tIls) l=1,...,N
s=1,...,n
∈ RN,n be the matrix given
by t Ils = iljs , for all l = 1, . . . , N and s = 1, . . . , n.
Let us consider the subset HkI ={v ∈ Hm(;Rn) |Lkv =TI } and J˜ k : Hm(;Rn) → RN,n be the functional given
by
J˜ k(v) =
m∑
l=1
l |v|2l,,Rn .
Then, for any k ∈ N, we deﬁne the interpolating variational spline skI relative to Ak , Lk , T kI and  as the minimum of
the functional J˜ k over the subset HkI . It is easy to prove the existence and uniqueness of this minimum because H
k
I is
a non-empty closed subset of Hm(;Rn).
For any k ∈ N, we consider the symmetric matrices
Skj = ((skI , skJ )l,,Rn)I,J=1,...,Nn, j = 1, . . . , m,
and
Rk =
⎛
⎝Id + m∑
j=1
j S
k
j
⎞
⎠
−1
,
where Id designs the identity matrix of order Nn. In order to evaluate the term 〈	k, Lkek〉N,n, we use
ek =
Nn∑
I=1
kI s
k
I ,
and denoting by k the matrix (k(n−1)i+j ) i=1,...,N
j=1,...,n
, one has Lkek = k .
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For each i = 1, . . . , N and j = 1, . . . , n, taking I = (n − 1)i + j and v = skI in (18), we obtain
kI +
m∑
j=1
j (e
k
, s
k
I )j,,Rn = 	kij ,
being 	k = (	kij ) i=1,...,N
j=1,...,n
. Thus
kI +
Nn∑
J=1
⎛
⎝ m∑
j=1
j (s
k
J , s
k
I )j,,Rn
⎞
⎠ kJ = 	kij .
Hence⎛
⎝Id + m∑
j=1
j S
k
j
⎞
⎠ k = 	k
and we have
k =Rk	k .
Thus
〈	k, Lkek〉N,n = (	k)tRk	k . (19)
For any k ∈ N, let {k,li }1 iN denote the ordered subset of the eigenvalues of the matrix NSkl , for l = 1, . . . , m.
These are non-negative real numbers. Let {ki }1 iN be the eigenvalues of the matrixRk , then we have for any k ∈ N,
Tr(Rk) =
N∑
i=1
ki , (20)
Tr((Rk)2) =
N∑
i=1
(ki )
2
. (21)
The following results give the estimations of the traces of the matrices Rk and (Rk)2 as k → +∞.
Theorem 9. We suppose that hypotheses (1), (6) and (7) hold. Then, there exists i0 > = dim Pm−1(;Rn) and a
constant C > 0 such that, for k great enough:
∀i = i0, . . . , N, k,mi Ci2m/p. (22)
Proof. See Theorem 4.1 of [9]. 
Corollary 10. We suppose that hypotheses (1), (6) and (8) hold. Then, one has
Tr(Rk) = O
((
N
m
)p/2m)
, k → +∞, (23)
Tr((Rk)2) = O
((
N
m
)p/2m)
, k → +∞. (24)
Proof. It follows from (20) and (22), that there exist a constant C such that for k great enough:
Tr(Rk) i0 − 1 +
N∑
i=i0
1
1 + m
N
Ci2m/p
.
220 A. Kouibia, M. Pasadas / Journal of Computational and Applied Mathematics 211 (2008) 213–222
But
N∑
i=i0
1
1 + m
N
C1i2m/p

(
N
m
)p/2m ∫ +∞
0
1
1 + C1x2m/p dx
thus,
Tr((Rk)2)Tr(Rk) = O
((
N
m
)p/2m)
, k → +∞. 
Theorem 11. We suppose that hypotheses (1), (6)–(8), (10) and (14) hold, and that m is taken in the following way:
m = Np/(p+2m)(N) with lim
k→+∞
(N)
k
= +∞ for some > 0. (25)
Then, one has
lim
k→+∞ ‖˜
k
 − F‖m,,Rn = 0 almost surely.
Proof. We can observe that, from (10) and (25), we have
(N) = O(N2m/(p+2m)), k → +∞. (26)
In order to prove that ˜k , for any k ∈ N, converges to F, it sufﬁces to prove that
lim
k→+∞ e
k
 = 0 almost surely in Hm(;Rn).
Step 1: We have that the matrixMk =Rk , for any k ∈ N, is symmetric positive deﬁnite and its eigenvalues are 1.
On the other hand, from (25), the function  satisﬁes (17). Changing 	k by 	k/
, we deduce from Lemma 8 and (23)
the estimation almost surely
(	k)tRk	k = O
(

2
(
N
m
)p/2m
(N)
)
, k → +∞. (27)
Step 2: From (6) and (7) it is veriﬁed that for any d ∈ D, ⊂⋃a∈AdB(a, d), withB(a, d)={x ∈ Rp; 〈x−a〉Rp < d},
and hence, there exists C > 0 such that
d−pCN . (28)
Thus, from (10) and (28) one has
m = o(N), k → +∞. (29)
We consider (18) with v = ek and taking into account (29), then there exists a constant C > 0, for k great enough, it
follows
1
CN
〈Lkek〉2N,n + |ek |2m,,Rn
1
m
〈	k, Lkek〉N,n.
For Corollary 2.5 of [8], the ﬁrst member of this inequality is a norm on Hm(;Rn) uniformly equivalent with respect
to d, to the norm ‖ · ‖m,,Rn .
Now, from (19) and (27), we observe that there exists a constant C > 0 such that
1
m
〈	k, Lkek〉N,n =
1
m
(	k)tRk	k C
m

2
(
N
m
)p/2m
(N).
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By applying (25) we deduce that there exists C > 0 such that
1
m
〈	k, Lkek〉N,n
C
Np/(p+2m)(N)
(
N
m
)p/2m
(N)
= C
Np/(p+2m)
(
N
Np/(p+2m)(N)
)p/2m
= C((N))−p/2m
and for some > 0, one has
1
m
〈	k, Lkek〉N,nC
(
(N)k
k
)−p/2m
= C k
−p/2m
((N)k−)p/2m
,
and, hence, using again (25), it follows that
‖ek‖m,,Rn = o(1), k → +∞. 
Likewise, we obtain the following estimation of the error:
Theorem 12. We suppose that hypotheses (6)–(8), (10), (13) and (29) hold. Then, as k → +∞, one has
∀l = 1, . . . , m − 1, |˜k − F |2l,,Rn = O(N−2(m−l)/(p+2m)(N)(m−l)/m) almost surely,
where the function (N) is introduced in (25).
Proof. Step 1: Obviously, for all l = 0, . . . , m − 1, we have
|˜k − F |2l,,Rn2|k − F |2l,,Rn + 2|ek |2l,,Rn .
Step 2: Taking m in (25) for relation (i) of Corollary 6, as k → +∞ for all l = 0, . . . , m − 1 we obtain
|k − F |2l,,Rn = O
(
(N)
N2m/(p+2m)
)(m−l)/m
.
Step 3: By reasoning as Utreras [14], we obtain successively for each k ∈ N
〈Lkek〉2N,n = (	k)t (Rk)2	k (30)
and
|ek |2m,,Rn =
1
m
(	k)t (Rk − (Rk)2)	k . (31)
The matrix (Rk)2, respectively Rk , is symmetric positive deﬁnite and takingM= (Rk)2, we deduce from Lemma 8,
(23), (24) the estimations almost surely
(	k)t (Rk)	k = O
((
N
m
)p/2m
(N)
)
as k → +∞,
(	k)t (Rk)2	k = O
((
N
m
)p/2m
(N)
)
as k → +∞. (32)
It follows then from (25), (31) and (32) almost surely that
|ek |2m,,Rn = O((N)−p/2m) as k → +∞. (33)
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But, from Theorem 3.4 of [14], one has
|ek |20,,Rn = O
(
1
N
〈Lkek〉2N,n + d2m|ek |2m,,Rn
)
as k → +∞.
Using (7), (25), (30), (32) and (33), we prove almost surely that
|ek |20,,Rn = O(N−2m/(p+2m)((N))1−p/2m) as k → +∞. (34)
Applying Theorem 4.14 of Adams [1], we obtain from (26), (33) and (34) the estimations almost surely as k → +∞,
for all l = 1, . . . , m − 1,
|ek |2l,,Rn = O(N−2(m−l)/(p+2m)((N))((m−l)/m)−p/2m), as k → +∞.
It sufﬁces to join Steps 2 and 3 to obtain the result. 
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