In this work the role that observed intraseasonal atmospheric variability may play in controlling and maintaining ENSO variability is examined. To this end, an asymptotically stable intermediate coupled model of El Niño-Southern Oscillation (ENSO) is forced with observed estimates of stochastic forcing, which are defined to be the part of the atmospheric variability that is apparently independent of the ocean circulation. The stochastic forcing (SF) was estimated from 51 yr of NCEP-NCAR reanalyses of surface winds and net surface heat flux, 32 yr (1950-81) of reconstructed sea surface temperatures (SST), and 19 yr (1982)(1983)(1984)(1985)(1986)(1987)(1988)(1989)(1990)(1991)(1992)(1993)(1994)(1995)(1996)(1997)(1998)(1999)(2000) of Reynolds SST in the tropical Pacific. The deterministic component of the surface wind and heat flux anomalies that can be linearly related to SST anomalies was estimated using the singular value decomposition of the covariance between the anomaly fields, and was then removed from the atmospheric anomaly fields to recover the stochastic component of the ocean surface forcing. Principal component analysis reveals that the stochastic component has no preferred mode of variability, exhibits decorrelation times of a few days, and has a spectrum that is indistinguishable from red noise. A 19-yr stochastically forced coupled model integration qualitatively shows some similarities with the observed equatorial SST. The robustness of this result is checked by performing different sensitivity experiments. The model mostly exhibits a linear (and nonnormal) response to the low-frequency tail of SF. Using the ideas of generalized linear stability theory, the dynamically important contributions of the SF are isolated, and it is shown that most of the variability in the stochastically forced model solution is produced by stochastically induced Kelvin waves forced in the western and central Pacific. Moreover, the two most dynamically important patterns of stochastic forcing (which account for 71% of the expected variance in the model response) describe eastward propagation of the forcing similar to the MJO. The results of this study support the hypothesis that a significant fraction of ENSO variability may be due to SF, and suggest that a better understanding of the influence of SF on the ocean surface in the western/central Pacific may be required in order to understand the predictability of ENSO.
Introduction
Many investigators since Bjerknes (1969) have substantially advanced our understanding of the tropical atmosphere-ocean system by revising his original scenario and proposing a number of new theories to explain the onset and irregularity of ENSO events. At present, the most widely accepted theory, supported by observations and models, is that ENSO is governed by the delayed-action-oscillator mechanism (McCreary 1983; Suarez and Schopf 1988; Battisti and Hirst 1989) , in McPhaden et al. 1998; Wang and Weisenberg 2000) . This observational evidence, and the observed irregularity of ENSO, support the hypothesis that ENSO behaves as a stochastically forced phenomenon (Lau 1985; Lau and Chan 1986) . That is, transient activity in the atmosphere and ocean, such as the MJO and wind bursts frequently observed in the western Pacific, may produce and/or maintain ENSO variability and irregularity. In this work we analyze this hypothesis with the aid of an intermediate ENSO model. From a dynamical point of view, this is a timescale interaction problem. The system we have in view can be written as
dt where N (⌽) represents the coupled low-frequency dynamical model that describes ENSO, and f(t) represents the atmospheric variability not modeled by N (⌽). Note that in this definition, the state vector ⌽ contains both the atmospheric and oceanic fields of the coupled model. In the ENSO context, the complexity of the dynamical operator N (⌽) varies greatly from model to model but most have fairly simple atmospheric components forced by the modeled SST. We therefore identify the forcing f to be the part of the atmospheric variability that is apparently independent of the SST anomalies. As will be shown, the correlation functions of f decay rapidly enough in comparison with the timescales of the deterministic, low-frequency dynamics N (⌽). Therefore Eq.
(1) represents a stochastic differential equation (SDE) with f(t) identified as the stochastic forcing (SF) (Penland 1996) .
Numerical investigations of this hypothesis have proved somewhat controversial. Zebiak (1989) found that the inclusion of SF has only a small effect in the predictability of the chaotic Zebiak-Cane (ZC) intermediate model. However, using a similar model (the ocean component of ZC model coupled to a statistical atmosphere) Kirtman and Schopf (1998) found that SF can produce decadal variations in ENSO predictability. Using an oceanic GCM, Blanke et al. (1997) and Eckert and Latif (1997) concluded that SF may be a strong candidate for explaining ENSO irregularity. Moreover, other observational studies support the hypothesis that ENSO variability can be viewed as a stable, linear system driven by SF (Penland and Sardeshmukh 1995; Penland 1996) . Thompson and Battisti (2000) showed that a linearized variant of the ZC model can produce ENSO variability when forced with noise that is uncorrelated (white) in both space and time. However, analysis of observed SST using the fluctuation-dissipation relation suggests that SF must be spatially correlated (Penland and Matrosova 1994; Penland 1996) . By performing several tests on the output of an intermediate model subjected to estimates of observed stochastic forcing, Penland et al. (2000) conclude that ENSO is likely to reside in a stable dynamical regime maintained by SF.
In this work we will show experiments that suggest that SF can maintain ENSO variability in a stable system. However, changes in the background state of the coupled system can produce long-term modulations of ENSO as the system wanders between stable, neutral, and unstable regimes (e.g., An and Jin 2000; Fedorov and Philander 2000) . Roulston and Neelin (2000) studied the response of an intermediate model to different estimates of SF derived from the monthly Florida State University (FSU) wind stress data. Their results are consistent with the type of response that would be expected from largely linear systems where the model responds to the low-frequency tail of the SF. Using the ideas of generalized stability theory, Moore and Kleeman (1999a; hereafter MK99) have shown that the inclusion of SF with the optimal spatial structure can produce ENSO-like variability in an intermediate coupled model. However, whether or not these optimal structures are present in nature remains unclear. With this in mind, the purpose of this work is to explore the potential impact that the observed SF may have on observed ENSO variability and to identify possible optimal forcing patterns in nature.
Our paper is organized as follows. In section 2 we present the intermediate ENSO model used in this study. In section 3 we estimate and characterize the SF from 51 years of National Centers for Environmental Prediction-National Center for Atmospheric Research (NCEP-NCAR) reanalysis. In section 4 the model response to the observed SF estimates is presented. The dynamically important components of the SF are identified in section 5. Finally, a discussion of the results of the different experiments is presented in section 6.
The intermediate model
The model used in this study is the intermediate coupled model of Kleeman (1993) , which was used operationally for a number of years at the Australian Bureau of Meteorology Research Centre as part of their seasonal outlook system. This model possesses a predictive skill comparable to that of both coupled GCMs and other intermediate models like the Zebiak and Cane (1987) model. A detailed description of the model is presented elsewhere (Kleeman 1989 (Kleeman , 1993 , so only a brief description is given here.
The atmospheric component of the model is a steadystate, two-pressure-level model (250 and 750 mb) linearized about a state of rest on a ␤ plane (Webster 1972; Gill 1980; Kleeman 1991) . The phase speed of the first baroclinic mode is 60 m s Ϫ1 and Rayleigh friction and Newtonian cooling are included with a corresponding damping timescale of ϳ3 days. The atmospheric heating used to drive the model is partitioned into latent heating and direct thermal heating, with the former dominating in the western Pacific. The heating anomaly produces a primarily first baroclinic response so that the 250-mb circulation is equal and opposite to that at 750 mb. The model was shown by Kleeman (1991) to give a rea-sonable description of the tropical precipitation and circulation anomalies observed during various El Niño and La Niña events when observed SSTs were prescribed.
The ocean component of the coupled model solves the linear shallow water equations for a single baroclinic mode on an equatorial ␤ plane using the longwave approximation. Ocean variables are expressed in terms of parabolic-cylinder functions in the meridional direction corresponding to the structure of the different equatorial waves (Moore and Philander 1977) . Only the first six cylinder functions are retained in the model, which correspond to the equatorial Kelvin wave, and the first five equatorial long Rossby waves. By virtue of the long wave approximation, inertia-gravity waves, Yanai waves and short Rossby waves are excluded. The model domain is limited to the tropical Pacific between 124ЊE-80ЊW and 30ЊS-30ЊN. The first baroclinic mode has a phase speed c o ϭ 2.8 m s Ϫ1 , and dissipation in the form of Rayleigh friction and Newtonian cooling is present with a damping timescale of approximately 2.5 yr.
Changes in ocean circulation give rise to changes in SST. The SST anomalies, T, along the equator are modeled by the equation:
‫ץ‬t where ␣ is a longitude-dependent constant of proportionality that relates the thermocline anomaly h to variations of T, ⑀ is the Newtonian cooling coefficient, and x is longitude. A fixed Gaussian structure is assumed in the meridional direction to compute off-equatorial SST anomalies, with an e-folding scale of 10Њ as an approximation to the first baroclinic radius of deformation of the atmosphere. The zonal dependence of ␣ reflects the fact that the main thermocline is deeper in the west than in the east, with ␣ ϭ ␣ E ϭ 3.4 ϫ 10
Ϫ8

ЊCm
Ϫ 1 s Ϫ 1 east of 140ЊW, ␣ W ϭ ␣ E /5 in the west Pacific, and a linear variation between these two values in the central Pacific.
In the coupled model, the SST anomalies computed from (2) are used to compute heating anomalies that drive the atmospheric circulation. The surface wind anomalies computed by the atmospheric model, or estimated from observations, are converted to surface wind stress anomalies using a linear stress law:
where a is the density of air, C D is a drag coefficient, and ␥ is a representative value of the mean wind speed (7.0 m s Ϫ1 in this study), acting as a coupling coefficient between the ocean and atmosphere. For the set of parameters used in this study, the model is subcritical and does not support self-sustaining oscillations (Moore and Kleeman 1997) . The model possesses two important nonlinearities in the form of thresholds: 1) latent heating due to deep penetrative convection, which is active when SST Ͼ 28.5ЊC, and 2) the effect of the thermocline displacement (h) on the SST, which is active when | h | Ͻ 50 m.
Estimation of the stochastic component of surface atmospheric variability
a. Data
The atmospheric data considered in this study were obtained from the daily averaged NCEP-NCAR reanalysis (Kalnay et al. 1996) for the period 1950-2000. The variables considered were surface wind and net surface heat flux (net shortwave and longwave radiation plus sensible and latent heat fluxes). The NCEP-NCAR surface wind velocity data is available on a 2.5Њϫ2.5Њ grid, while the heat flux data were interpolated from a Gaussian grid to a 2.5Њϫ2.5Њ grid. The oceanic datasets used were the reconstructed monthly SST of Smith et al. (1996) for the period 1950-81 and the weekly Reynolds SST analyses of Reynolds and Smith (1994) for the period 1982-2000. SST was interpolated on to a 2.5Њϫ2.5Њ grid, and in time to daily values for compatibility with the atmospheric data. From these interpolated datasets, a climatology for each calendar day was computed and subtracted from the raw data to yield daily anomalies. In addition, the annual cycle was removed by subtracting the first three harmonics. To extend our analysis back to 1950, we rely on the reconstructed SST of Smith et al. (1996) , produced by extrapolating in space the monthly in situ data using the dominant EOF modes of the Reynolds reanalysis. Therefore, the resulting SST for 1950-81 is smoother in space and time when compared to the Reynolds reanalysis for the more recent period. With this limitation in mind, different analyses were performed using the two SST datasets independently (1950-1981 and 1982-2000) and together . It is appropriate to comment on previous investigations in order to establish the difference between this study and the other pioneering works. Several investigators have estimated the SF from observations and studied its effect on numerical models of varying complexity. However, to the best of our knowledge all the previous estimations of SF have been made just for wind stress using the FSU pseudostress product (e.g., Eckert and Latif, 1997; Blanke et al. 1997; Roulston and Neelin 2000) . The use of the FSU dataset was maybe motivated by the success of this product for initializing the oceanic component of coupled models. However, the use of the FSU winds to estimate the SF may be misleading. The FSU pseudostress data are calculated from all available ship observations (includes merchant ships, buoys, and other marine observing stations) and then binned into 10Њ longitude by 2Њ latitude rectangles for each month. Quality control is then applied to each one of these bins. The resulting scalar fields are then subjectively analyzed and checked by trained meteorologists and the resulting maps are finally digitized into a 2Њ by 2Њ grid. The NCEP-NCAR reanalysis project provides daily surface winds and heat flux estimates among other variables. These fields are estimated from a variety of in situ and remotely sensed observations that are ''interpolated'' objectively using a state-of-the-art data assimilation scheme (Kalnay et al. 1996) . As will be shown, the atmospheric stochastic component exhibits many spatial structures with decorrelation times of just a few days. We therefore believe that the use of this daily dataset is more justified than the use of monthly averages if what we want to characterize is the stochastic variability of the atmosphere.
b. Description of stochastic forcing
As stated in the introduction, we define the SF as that part of the atmospheric variability that is apparently independent of the SST anomalies. For the model used in this study Moore and Kleeman (2001) have shown that replacing the dynamical atmosphere by a statistical model based on singular value decomposition (SVD) gives very similar forecasts (even though the optimal perturbations are different). We therefore use an SVDbased statistical atmosphere as a good approximation of the model predictions. Figure 1a shows the first singular vector (SV) for the covariance between the wind anomalies and the SST anomalies. The spatial domain considered is 30ЊS-30ЊN 112ЊE-80ЊW in the tropical Pacific. The first SV explains 76% of the total covariance and resembles the mature phase of the canonical ENSO mode (Rasmusson and Carpenter 1982) . The second dominant SV explains 15% of the total covariance, and the remaining covariance is distributed in subsequent SVs. The SV calculations performed for other latitudinal bands (40ЊS-40ЊN, 20ЊS-20ЊN, 10ЊS-10ЊN, and 5ЊS-5ЊN) yielded similar estimates of the amount of covariance explained by very similar spatial patterns. The main differences were found for the case 40ЊS-40ЊN, where energetic signals in the midlatitudes were evident. In all of the other cases, similar amounts of covariance were obtained, and the main differences in the spatial patterns were in SVs that accounted for only a small fraction of ZAVALA-GARAY ET AL. the covariance. Since the purpose of the present work is to study the response of the coupled model to the noise derived from this analysis, we chose to focus on the 30ЊS-30ЊN case because it coincides with the domain spanned by the oceanic component of the coupled model. Figure 1b shows the SV for the covariance between the heat flux anomalies and SST anomalies. For this component of SF, only the equatorial values are required by the model (see section 2). Therefore, the spatial domain considered in this case was an equatorial band defined as the average between 3ЊS and 3ЊN.
The SVs were used to estimate the coupled signal using multilinear regression of the projection coefficients of the atmospheric and oceanic variables. There has been some controversy regarding the number of modes that need to be included in the regression for the wind velocities. In a study with the same domain considered here, Penland et al. (2000) used eight EOFs in their estimates of the SF. In the present study, seven SVs were used to estimate the coupled component of the wind since these explain 95% of the total covariability, and the regression matrix is well conditioned.
This implies maximum errors of 20% for the coupled wind coefficients for typical relative errors in SST on the order of 0.1-3ЊC (Strang 1988 ). However, experiments including up to 10 SVs, for which the regression matrix was less well conditioned, gave very similar results. For the heat flux, the bulk of the covariance (98%) can be explained with the first 2 SVs. The estimated coupled component of the surface wind agrees with the well-known shift of the atmospheric convergence zone from the western to the central Pacific during warm phases ENSO (Gill and Rasmusson 1983) . The estimated coupled surface heat flux is essentially proportional to the local SST anomalies, in agreement with Eq. (2).
The stochastic component of the ocean surface forcing was computed by subtracting the coupled component of atmospheric variability from the total anomaly fields. Figure 2 shows the standard deviation of the zonal component of the coupled and stochastic (uncoupled) components of the zonal surface wind and surface heat flux. Most of the energy in the stochastic component of the surface wind is concentrated in the western tropical Pacific (Fig. 2b) , while the stochastic component of the heat flux is more uniform along the equator (Fig. 2c) . Spectra of the estimated SF are indistinguishable from a red noise process. As an example, Fig. 3 shows the power spectrum of the equatorial zonal wind anomaly at 170ЊW for the total, coupled, and uncoupled signal. The theoretical spectrum for a red noise process with a typical decorrelation time of six days is also included for comparison.
We now characterize the SF for the intermediate model. This characterization will allow us to design sensitivity experiments and show the robustness of the results presented. We return now to Eq. (1). In the context of the model used here, the state vector ⌽ consists of the SST anomalies along the equator and the amplitude coefficients for the different equatorial ocean wave modes (see section 2). The atmospheric model winds are contained in the definition of N since the atmospheric model is slaved to the ocean through the specification of the SST in this model. Therefore, f is meant to represent the external SF acting on the SST and on the different equatorial ocean wave modes. The SST forcing is determined by the surface heat flux component of SF and the wave forcing is determined by the wind stress component of SF. 1 We represent symbolically this vector as the concatenation of these components; that is As will be shown in section 4, the adequate characterization of SF in terms of the model used here is through the EOF analysis of f and not through the EOF analysis of wind and heat flux separately. Figure 4 shows a subsection of the zero lag covariance C ϭ͗ f ( t ) f ( t ) T ͘esti-mated for the period 1982-2000. In Fig. 4 we just show 1 The SST forcing is determined from the heat flux Q as f SST ϭ Q/ w C p H, where H is the mixed layer depth and w and C p are the density and heat capacity of water respectively. The wave-forcing terms are determined from linear combinations of the projection of the wind stress onto the different parabolic cylinder functions. For an exact formulation see Gill (1982) . the noise-covariance structure for the SST, Kelvin wave, and first Rossby wave mode forcing since the projection on the other Rossby wave modes was found to be negligible. A number of very interesting factors emerge from the structure of the matrix C since it is defined in terms of the different contributions to the ocean dynamics and thermodynamics. For clarity, in Fig. 4 each submatrix of C associated with each component is delineated by a continuous line. Each row and column of C represents the model grid points along the equator starting from west to east. That is, the first component of TSF corresponds to SST noise forcing at 124ЊE and the last component of TSF corresponds to SST noise forcing at 80ЊW, and the same for the different equatorial oceanic modes. As a reference, dotted lines are also drawn that indicate the position of the date line, which we consider roughly as the division between the western and central Pacific. TSF is more or less uniform along the equator, but KSF tends to be concentrated in the central/western Pacific. We will return to this characterization of SF in section 5 where we will show the stochastic forcing patterns preferred by the model. From this covariance the typical zonal size of SF can be estimated from the ''width'' of the diagonal. This width corresponds to the spatial extent to which disturbances are coherent and we define this value as the distance where the forcing decorrelates to e Ϫ1 . It was found that on average the typical size of these disturbances is about 10 model grid points, which corresponds to about 3500 km.
Response of the intermediate model to observed SF
In the previous section we estimated the stochastic component of atmospheric variability of the daily NCEP reanalysis. It was found that the SF exhibits a spectrum that is indistinguishable from a red noise process with typical decorrelation times of a few days. In this section we study the effect that the inclusion of this unresolved variability has on the SDE (1).
Given the limitations of the reconstructed SST mentioned in section 3a, we first analyze the model response to the SF that was estimated using the observed weekly SST (i.e., the period January 1982-December 2000). In the first experiment, referred to as the standard run, the oceanic component of the coupled model was spun up for 2 yr using FSU wind anomalies (January 1980 -December 1981 and then coupled to the atmospheric model and run 19 yr (January 1982 -December 2000 . The system is subcritical for the set of parameters chosen and therefore, in the absence of external forcing, the model response is a damped oscillation as shown in Fig. 5b . The purpose of this experiment was to assess the ''memory'' of the ocean due to the initial conditions, which is about 5 yr for this run. mate Prediction Center). In a second experiment the coupled model was stochastically forced. That is, SF was added after initializing the model as in the standard run. As the standard run suggests, the 1982-83 event is successfully reproduced by the initialization process. However, other aspects of the observed variability are also captured by the model when subjected to SF as shown in Fig. 5c . In particular, some aspects of the 1987-88 event, which is independent of the ocean initial state, are reproduced. This result was corroborated by initializing the model from a state of rest at the beginning of 1982 and adding the SF as in the previous experiment (thick line in Fig. 5c ), and by repeating the stochastically forced run by initializing the model with observed winds from different years (not shown). These experiments demonstrate that the model Niño-3 index beyond the first 2 yr or so is independent of the ocean initial conditions and is determined entirely by the time history of the SF as discussed by MK99. This is also consistent with the results presented by Fedorov (2002) , where it is shown that inclusion of westerly wind bursts can substantially modify the tendencies implied by the initial conditions. It was found that the model SST variability was essentially the same when the model was forced with the low-frequency component of the SF (90-day running mean), in agreement with linear theories of stochastically forced systems (Roulston and Neelin 2000) . We will return to this point in sections 5.3 and 5.4 where it is shown that the nonormality of N plays an important role in amplifying the SF perturbations. While the observed Niño-3 and the stochastically forced model Niño-3 indices of Figs. 5a and 5c are qualitatively similar, there are many differences between them, which suggest that SF is not the only mechanism producing the observed interannual variability and irregularity. The lag-zero correlation between Figs. 5a and 5c is 0.44 and the maximum correlation occurs for a 2-month lag with a value of 0.49. Both correlations are statistically significant to the 95% confidence level. Other aspects of the model experiments in Fig. 5 will be discussed further in section 5. The sensitivity of the model response to each component of the SF (i.e., heat flux and wind stress) is also shown in Figs. 5d and 5e. In general, the heat flux component of the SF (Fig. 5e ) produces less ENSO variability than the wind stress component of SF (Fig. 5d) . Sensitivity experiments performed with SF estimated from SST and NCEP winds within different latitude bands (20ЊS-20ЊN, 10ЊS-10ЊN, and 5ЊS-5ЊN) gave very similar results to those shown in Fig.  5 .
The covariance C was used to perform Monte Carlo simulations of the coupled model to back up the results shown in Fig. 5 . A synthetic time series of SF was constructed by taking linear combinations of the first 50 EOFs of the SF estimated from C (which explain 97% of the variance) with time varying amplitudes taken from a lag-1 autoregressive model [AR(1)] with the same decorrelation time as the corresponding EOF. The decorrelation e-folding of each one of the principal components varied between 5 and 9 days. Figure 6 shows a comparison of the maximum entropy spectra of the observed and modeled Niño-3 index. Similar results were obtained for different coupling coefficients when the model was asymptotically stable. It was stated before that the SF heat flux estimates do not produce much variability in the coupled model. The robustness of this statement was tested by running the model 500 yr forced with and without the heat flux. The overall results when the heat flux was not considered were similar to those when it was considered. The standard deviation of the model Niño-3 VOLUME 16 JOURNAL OF CLIMATE index when heat flux was included was 0.55ЊC whereas that without the heat flux was 0.59ЊC.
The coupled model was also forced with SF estimated from the period January 1950-December 2000. Figure 7a shows the observed Niño-3 index for this period and Fig.  7b shows the model response to this SF product. As in the previous experiments, SF can produce interannual variability with an amplitude similar to that of the observed, but the timing of individual events is not well captured. Figure 8 shows the coherence between the SF zonal wind anomalies averaged over the western/central Pacific (160ЊE-160ЊW, 1 0 Њ S-10ЊN) and the Niño-3 SST anomaly (SSTA) for both observations and model predictions. The period considered is 1950-2000. Statistically significant coherence between SF and model predictions is observed at interannual frequencies, corroborating the fact that the model mostly responds to the low-frequency tail of SF. This high coherence was not found between SF and the observed Niño-3 SST anomalies. As stated early, this suggests that SF and the physical processes simulated by this model are not the only mechanisms producing the observed interannual variability. However, in a related work Zhang and Gottschalck (2002) compare correlations between interannual anomalies in seasonal variance of Kelvin wave forcing by the MJO and the Niño-3 SST anomalies. Correlations are much greater in the western ZAVALA-GARAY ET AL.
FIG. 6. Maximum entropy spectral density for the observed and modeled Niño-3 indices. The number of poles used in both spectral estimations is 14 and the ENSO window (7-2 yr Ϫ1 ) is shaded.
Pacific post 1980 than prior to 1980. They postulate that this difference might be due to decadal changes in the ENSO cycle or changes in the data quality. The lack of satellite observations prior to 1979 is thought to be the reason for the synoptic-scale disturbances not to be well represented by the reanalysis.
Dynamically important contributions of SF to variability on ENSO timescales
In the previous section we showed that the observed estimates of SF are capable of producing qualitatively realistic variability in the model on ENSO timescales. There are two important factors that determine the stochastically induced response of the coupled model: (i) the spatial structures inherent in SF, and (ii) the frequency components of SF. In this section we will explore both of these factors using the ideas of the generalized linear stability theory.
a. Stochastic optimals of the coupled model
The response of a linear system to stochastic forcing has been described in a number of works and is summarized here. For an in-depth discussion, the reader is referred to the seminal works of Farrell and Ioannou (1996a,b) and for specific applications to ENSO to Penland (1996) , Kleeman and Moore (1997) , Moore and Kleeman (1999a,b) , and references therein. Only the ideas relevant for this work are summarized here.
The time evolution of the stochastically forced perturbations during their early stages of linear development can be approximated by
dt where A(t) ϭ‫ץ‬ N/ ‫ץ‬ ⌽| ⌽ ϭ ( t ) is the tangent linear model.
⌽
Integral solutions of (4) are given by (t 2 ) ϭ R(t 2 , t 1 )(t 1 ) ϩ R(t, t 1 )f(t) dt, where R(t , t ) is the propagator that t 2 # t 1 evolves the system from the initial state at time t to the final state at time t . From this expression it can be shown (Kleeman and Moore 1997; hereafter KM97) that the variance at a given time measured with respect to a particular norm can be found from the EOFs of the stochastic forcing (f) and the so-called stochastic optimals, which, for f that is white in time, are defined as the set of eigenvalues and eigenvectors of the operator †
where R † is the adjoint of the propagator, and X is the kernel defining the variance norm of interest. Of particular interest in this work is the kernel that targets the SST values in the Niño-3 region, and therefore we consider X as a diagonal matrix with nonzero entries for the values multiplying the SST in this region. The term stochastic optimals arises from the fact that the eigenvectors of Z with maximum eigenvalues are the spatial structures that the SF must possess in order to maximize the percentage explained of the stochastically induced variance defined using norm X in the model. Therefore, the eigenvalues of the operator Z can be interpreted as the fraction of variance excited by the corresponding stochastic optimal. In this study we use the stochastic optimals computed for noise process that is white in time, but they do not differ significantly from those for a red noise process since the decorrelation timescale of the observed SF is much shorter than the model timescales (KM97). Computation of stochastic optimals for colored noise is computationally demanding, even for the intermediate coupled model used here. Figure 9 shows the heat flux and Kelvin forcing patterns of the first two stochastic optimals that excite 75% of the variance (Fig. 11a) . These patterns translate into the heat flux and wind stochastic optimals presented by MK99. Comparing the structure of the first stochastic optimal (which excites 60% of the variance; see Fig.  11a ) with the SF covariance structure shown in Fig. 4 suggest that KSF can project significantly onto the first stochastic optimal. Hence, we expect a large fraction of the modeled variance to be produced by stochastically induced Kelvin waves.
Following KM97, if the EOFs of the SF are identified by the set of eigenvalues and eigenvectors (p j , P j ), and the stochastic optimals are identified by the set (s i , S i ), then the stochastically induced variance is given by 2 2
Var(() ) ϭ sp( S ·P) .
That is, the variance at time is given by the magnitude of the projection of the EOFs of the SF onto the stochastic optimals (characterized by the dot product S i · P j ) and weighted by the product of the variance of the corre-sponding EOF and the excitability of the corresponding stochastic optimal (s i p j ).
The validity of (6) was tested with the coupled model in the following way. First, a 100-yr synthetic time series of SF was constructed as in section 4. Second, 100 stochastically forced runs, each 1 yr in duration, were performed by forcing the tangent linear coupled model with different realizations of the synthetic SF, all integrations starting from a state of rest. The variance of the norm that targets the Niño-3 region of the resulting ensemble of model runs was computed as a function of time t, corresponding to Var((t) ) in (6). Third, we 2 X approximated the right-hand side of (6) by computing the first 20 stochastic optimals for different and projecting onto the EOFs used to compute the forcing. Figure 10 shows the ensemble variance (thick black line), and the expected variance for different computed by using expression (6) (squares). The good agreement between these variance calculations beyond six months gave us confidence to use this expression as a mean of separating the most important contributions of the noise to the modeled variance. Differences between the two calculations in Fig. 10 may arise from: (i) the use of a finite ensemble size, and (ii) the use of white noise optimals instead of red noise optimals in the right-hand side of (6).
b. SF structures preferred by the model
Expression (6) gives us a way of ''dissecting'' the SF by identifying the dynamically most important EOFs of the forcing. That is, the summation in (6) can be broken down into its individual components in order to identify the terms that account for the largest fraction of the total stochastically induced variance, since there is no reason to believe that EOFs that account for most of the uncoupled atmospheric variability are the same EOFs that excite most of the stochastically induced variance in the coupled model. Figure 11a shows the percentage of variance explained by each of the first 20 stochastic optimals (s i /⌺ k s k ) for ϭ 7 months.
2 Figure 11b shows the percentage of variance explained by each of the first 30 EOFs (p j /⌺ k p k ) of the SF. Most of the SF variance (95%) can be explained by about 30 EOFs. Equation (6) was used to choose from these 30 EOFs a smaller subset that is responsible for exciting most of the variance in the coupled model. Figure 11c shows the percentage of stochastically induced variance (in decreasing order) explained by the projection of each EOF onto the first 20 stochastic optimals; that is, Var( ) ϭ sp( S ·P).
The EOF index j corresponds to the ordering used in Fig. 11b . A number of interesting facts emerge from Fig. 11 . The most dominant EOF, which explains 18% of the observed SF variance, is also the most dynamically important mode, accounting for 60% of the stochastically induced variance in the coupled model. However, the second most important EOF, which explains about 13% of the observed SF variance, accounts for only 3% of the stochastically induced variance in the model. That is, excluding this mode from the forcing will not produce a significant difference in the model response. The SF was filtered by considering its projection onto the six dynamically most important EOFs (EOFs 1, 3, 5, 4, 6, and 9). These six EOFs account for 49% of the total SF variance and 94% of the stochastically induced variance (see Fig. 11c ). Figure 7c shows the coupled model Niño-3 index when forced with the filtered SF. Comparison of Fig. 7c with the case where the model was forced with the full SF (Fig. 7b) shows that the model response is similar in the two cases, as expected. The response of the tangent linear model used to compute the stochastic optimals is also included in Fig. 7b . The qualitative similarity between the stochastically induced response of the nonlinear and tangent linear models confirms the validity of the assumption used to derive (6), and increases confidence in our ability to identify the dynamically important EOFs of SF for the nonlinear model.
c. Pseudospectra of the coupled model
Several works have examined the response of ENSO models to SF with different characteristics. It is not surprising that all of them develop ENSO-like variability since by construction ENSO is the dominant eigenmode of such models. However, the results of section 4 show that the stochastic component of the observed estimates of atmospheric variability has an amplitude and spatial structure capable of forcing ENSO-like variability in the stable coupled model used here. The ability of the model to effectively amplify SF perturbations in this way is closely related to its nonnormality (Moore and Kleeman 1999b) . This is consistent with the observational study provided by Penland and Sardeshmukh (1995) , which also suggest that ENSO is likely to reside in a stable dynamical regime maintained by SF. Under this scenario, the growth of SST anomalies is associated with the constructive interference of several damped eigenmodes. The degree of nonnormality in the coupled model, and hence its ability to amplify perturbations, can be quantified by considering the response of the tangent linear model as a function of the forcing frequency. Consider again (4) but now with f ϭ ge t , where ϭ r ϩ i i is a complex frequency, and g represents the spatial structure of the forcing. In addition, assume that A is autonomous and stable. The magnitude of the statistically stable state response of the system to such a forcing is proportional to R(), ZAVALA-GARAY ET AL. where R() ϭ (I Ϫ A) Ϫ1 is the resolvent of the tangent linear model. Following Trefethen (1997) , it can be shown that
where ⌳(A) denotes the eigenspectrum of A, is the condition number of the matrix of eigenvectors of A, and dist [, ⌳(A) ] is the distance function representing the shortest distance in the complex plane between and the spectrum ⌳(A). If A is normal the eigenmodes of A are orthogonal, ϭ 1, and (7) becomes an equality, reflecting the well-known condition of resonance with R() → ϱ if ∈ ⌳(A). If the system is nonnormal, the eigenmodes of A are linearly dependent meaning that can be very large. Therefore in a nonnormal system the potential exists for the amplitude of the response, measured by R(), to be large at forcing frequencies other than the eigenfrequencies of A, a phenomena referred to as pseudoresonance. In addition, the response at a given eigenfrequency can be much larger than what might be expected from pure resonance arguments. Contours of R() are sometimes referred to as pseudospectra (Trefethen 1997) . Figure 12 shows a contour plot of R() in the complex frequency plane ( ϭ r ϩ i i ) for the coupled model of section 2. Also shown is a small portion of the eigenspectrum ⌳(A) in the vicinity of the eigenfrequencies that cor- respond to the ENSO oscillation in this model [the complete spectrum is shown in Moore and Kleeman (2001) ]. As a reference, contours of 1/dist[, ⌳(A)] are shown in Fig. 12 , which would represent R() in a normal system with identical eigenspectrum. Figure 12 reveals that in the vicinity of the ENSO-related eigenmodes R() Ͼ 1/dist[, ⌳(A)], indicating that the response of the model to resonant forcing frequencies will be enhanced. For SF, r ϭ 0, and Fig. 12 indicates that components of i near the ENSO eigenmode will be amplified more than what would be expected from pure resonance arguments due to the nonnormality of the coupled system. The different sources of nonnormality of the coupled model have been identified by Moore and Kleeman (1996 , 1999b , with the most ZAVALA-GARAY ET AL. important being deep penetrative convection anomalies in the atmosphere and dissimilarities between the equatorial ocean wave reflection processes at the eastern and western boundaries. Perturbation growth via deep penetrative convection is more favorable in the central Pacific where SST is relatively warm and changes in SST are moderately sensitive to vertical movements of the thermocline. As we will show next, these are the zones identified as dynamically important in section 5b.
d. The role of equatorial ocean Kelvin wave forcing
The filtered SF discussed in section 5b was used to identify the time intervals and geographical locations of the centers of action of the SF, and to identify the dynamical connection between model variability and SF variability. Figure 13b shows a Hovmöller diagram of the modeled thermocline anomaly in the stochastically forced run for the period 1982-2000. As explained in the last section, there are just a few EOFs of variability of SF that are dynamically important. Figure 13a shows a Hovmöller diagram of the 90-day running mean of the projection of the two most dynamically important EOFs (EOFs 1 and 3) onto KSF. The amplitude of the projection has been normalized by its mean standard deviation ( K ). These two EOFs explain 28% of the observed SF variance but excite 71% of the stochastically induced variance. Together these two modes de- scribe an eastward-propagating, spatially coherent signal in the western/central Pacific, which excites equatorial ocean Kelvin waves in the model. This is consistent with previous works discussing the effects of the forcing of intraseasonal equatorial ocean Kelvin waves by the MJO (Zhang and Gottschalck 2002) . The lowfrequency tail of KSF in the western Pacific produces thermocline perturbations that grow through constructive interference of the low-frequency leading eigenvectors of the coupled system.
Summary and conclusions
In this work we have investigated the role that observed uncoupled atmospheric variability (i.e., SF) may play in controlling and maintaining ENSO variability. This was done by studying the response of a stable intermediate coupled model to different estimates of the stochastic component of the ocean surface forcing of 51 yr of the NCEP-NCAR reanalysis (i.e., wind stress and heat flux). The different estimates of SF exhibit spectra that are indistinguishable from a red noise process. A stochastically forced run of the intermediate coupled model produces variability that is qualitatively similar to that observed. It was found that the observed estimate of SF does not project significantly onto the Rossby waves, and that the heat flux component of the estimated SF does not introduce any significant variability. Therefore, most of the model variability can be explained in terms of stochastically induced equatorial ocean Kelvin waves. Using the ideas of generalized stability theory we have been able to isolate the dynamically important contributions of SF from the vast universe of the uncoupled atmospheric variability. This ZAVALA-GARAY ET AL.
was done by identifying the EOFs of SF that have the largest projection on the so-called stochastic optimals, which are the spatial patterns that SF must have in order to produce large response in the coupled model. This procedure allowed us to identify the time intervals and geographical locations where SF is acting to produce the modeled stochastically induced variability. It was found that 94% of the stochastically induced variance can be produced by considering just six EOFs of SF, which account for 49% of the total SF variance. The ability of the model to amplify these perturbations is closely related to the nonnormal nature of the coupled system Kleeman 1996, 1997) . The nonnormality of the model was quantified by computing the so-called pseudospectra, which shows clear evidence that the response of the system to SF with ENSO frequencies is enhanced by nonnormal processes, a scenario also supported by observational studies (Penland and Sardeshmukh 1995) . Most of the stochastically induced variance (71%) is forced by just two EOFs (which represent only 28% of the explained variance of SF) that have their centers of action in the western/central Pacific. The low-frequency part of the Kelvin forcing of these two EOFs is highly correlated with the ENSO events of the model and shows a meandering of the KSF envelop around the dateline.
Physically, perturbation growth in the model is more favorable in the western/central Pacific where SST is moderately warm and changes in SST are moderately sensitive to stochastically induced movements of the thermocline. The resulting SST perturbations can trigger anomalous deep penetrative convection and energetic zonal wind anomalies that feed back on the ocean. Most of the nonlinear model response can be captured by its tangent linear version. Without considering any rectification, SF could influence ENSO only through its lowfrequency component. However, this fact does not imply that MJO and westerly wind bursts cannot force ENSO since both kinds of intraseasonal variability show irregular behavior to some degree and as such they have a low-frequency component. This low-frequency component can be amplified in this model by nonnormal processes. This fact was illustrated by MK99 where the model used in this study was forced with ''MJO-like'' sequences of events of the same and opposite signs. They found that it is the cumulative effect of SF (hence, its low-frequency tail) that triggers ENSO events in the model. The high correlation between the low-frequency part of KSF with ENSO has been documented by observational studies (Kessler 2001; Zhang and Gottschalck 2002) .
In the present study the SF is imposed as an external forcing and therefore it is independent of the state of the system. However, the possibility exists that in nature SF variability is modulated and/or modified by the state of the coupled system. What is clear from this study is that inclusion of the unresolved SF can maintain and explain ENSO variability and irregularity in this stable coupled system. This suggests that the possible feedbacks of SF with the ocean surface in the western/central Pacific have to be better understood and modeled in order to understand predictability of ENSO and extend the predictive skill of ENSO forecasts.
