Large amounts of histology images are captured and archived in pathology departments due to the ever expanding use of digital microscopy. The ability to manage and access these collections of digital images is regarded as a key component of next generation medical imaging systems. This paper addresses the problem of retrieving histopathology images from a large collection using an example image as query. The proposed approach automatically annotates the images in the collection, as well as the query images, with high-level semantic concepts. This semantic representation delivers an improved retrieval performance providing more meaningful results. We model the problem of automatic image annotation using kernel methods, resulting in a unified framework that includes: (1) multiple features for image representation, (2) a feature integration and selection mechanism (3) and an automatic semantic image annotation strategy. An extensive experimental evaluation demonstrated the effectiveness of the proposed framework to build meaningful image representations for learning and useful semantic annotations for image retrieval. 
Introduction
The use of digital imaging in histopathology has been rapidly rising during the last few years [1] . Pathology departments using digital microscopy equipments can share slides without sending the glass, and can include images in electronic reports and publications [2] . Then, large amounts of digital histopathology images are constantly acquired as part of the routine operation in these specialized centers. Image collections are stored using information technologies such as Picture Archiving and Communication Systems (PACS), but they remain archived in the long term, basically because after some time they result useless, since the main actual exploit is the one associated to the specific clinical case. Nevertheless, these large image collections are a potential source of information and knowledge, which may support educational activities, research studies and even the clinical decision making process itself, if the right tools to access these collections are developed [3] .
Accessing a collection of histology images can be done using different query paradigms. For instance, using structured queries in conventional databases, using keywords in a text retrieval engine or using example images in a contentbased image retrieval system [4] . In this paper, we consider the problem of retrieving histopathology images from the collection using example images as queries, that is, the user presents reference images to the system, and the system uses the visual content to match similar images in the collection. Using visual contents to search for images is considered a beneficial technology for next generation medical imaging systems [3] , and is also considered one of the major challenges in image retrieval research. The problem underneath an image retrieval system is the mechanism for identifying relevant images, which is mostly a similarity measure between image contents. Different similarity measures have been proposed and studied for medical image retrieval using low-level features, which focus mainly on characterizing visual properties that can be computed from pixels [5, 6] . However, bridging the semantic gap [7] has become the main focus of image retrieval research, i.e. reducing the discrepancy between the information extracted by low-level features and the high level interpretations of human beings on the same images.
This research has led to semantic representations of histology images to address the problem of identifying semantically related images rather than just visually similar images [8] . These strategies aim to provide better search results which are more likely to match contents in the same way as physicians would do. This paper presents a framework to archive and retrieve histopathology images by content. To overcome the problem of delivering semantically valid images for a medical task, we propose an automatic image annotation framework that recognizes high-level concepts after analyzing image visual contents. The main contribution of this work is a strategy to generate multi-feature image representations for the automatic recognition of histopathology concepts. This strategy has been designed as a unified framework based on kernel methods theory, and includes three main aspects for semantic image content recognition: (1) multiple visual features to represent histology image contents (2) appropriate kernel functions to harness the structure of the input data, and (3) the optimal combination of multiple kernel functions according to the underlying image semantics. Kernel functions are fused using a weighted linear combination, whose weights are found by an optimization process that maximizes the correlation between low-level features, represented by kernel functions, and high-level semantic concepts.
The proposed strategy has been implemented and evaluated using a large database of real histopathology images, extracted from medical records of a pathology lab. An extensive validation was conducted using the ground truth provided by pathologists. The experimental evaluation showed that the semantic image annotation leads to an average improvement in the retrieval response of 57% when it is compared to visual search using only low-level features. Also, the results show that a multi-feature representation for visual contents can be progressively improved by operating kernel functions. We found that modeling feature structure and non-linear patterns with kernel functions is more likely to improve the discriminative power of multi-feature representation spaces. The contents of this paper are organized as follows: Section 2 presents a review of previous works related to histology image retrieval. Section 3 introduces the collection of histopathology images used in this study. Section 4 describes the proposed methods for automatic image annotation, based on kernel methods.
The experimental setup and results are presented in Section 5. Finally, Section 6 presents the concluding remarks and future work.
Related Work
Digital microscopy is a very broad field of active research, that ranges from image acquisition and compression [9] to automatic disease detection [10] . Contentbased retrieval of microscopy and histology images is one of these areas of research that is receiving increasing attention from researchers. Image retrieval focuses on methods and tools for managing large collections of digital slides, providing effective access to all the available information, in contrast to other research areas that focus on processing individual images for making automatic decisions, such as automated grading [11, 12] or tissue classification [13, 14] .
Image retrieval on pathology image collections was approached by Zheng et al. [15] using low-level features. Four different visual features were studied to measure the discriminative power of similarity measures to correctly identify relevant images given an example query. They reported a correlation between the computed similarity and pathological significance on the tested collection, without the use of domain knowledge. However, to scale up the system performance, low-level features may be insufficient. Tang et al. [8] investigated the role of semantic information to represent local image content in gastro-intestinal tissue images. Their method aim to assign a semantic annotation to each region on the image using machine learning algorithms. The main disadvantage of this approach is the need for manual annotations made on specific regions for a large enough sample of training images. Naik et al. [16] also approached the problem of histology image retrieval using semantic knowledge. They used multiple texture and architectural features of tissues, and employed a boosting algorithm to identify feature weights that maximizes retrieval and classification performance.
In this paper we address the problem of semantic image retrieval for histopathology images, using an automatic annotation strategy. Our previous work on histopathology image retrieval [17] showed the potential of using semantic features to represent image contents. In this paper we extend that work by generalizing the representation of visual contents in a set of multiple heterogeneous features rather than a unique feature vector. Also, we recast the image annotation problem in terms of kernel methods for image representation, feature selection and concept detection, as is presented in the following Sections.
Basal-cell Carcinoma Images
Images in this work have been used to diagnose a special kind of skin cancer known as basal-cell carcinoma. Basal-cell carcinoma is the most common skin disease in white populations and its incidence is growing world wide [18] . The histopathology collection is composed of 1,502 images at 1,280×1,024 pixels, acquired under a Nikon microscope and stored in lossless JPG format.
The collection was studied and annotated by a pathologist to describe its contents, elaborating a data set with images and descriptions of their related sue. This data set also shows a high imbalance between the number of examples exhibiting a concept and the rest of the collection.
The concept list also includes some structures that are not pathological such as pilosebaceous units, eccrine glands and blood vessel s. One of the histopathology concepts reported in Table 1 is N-P-C, which is a convention for Nodule, Palisading cells and Clefts (N-P-C), which is a typical sign of basal cell carcinoma, not by the presence of any of them individually but by the manifestation This data set was divided up into training (75%) and test (25%) sets, using stratified sampling as is shown in the table. The annotations provided by the pathologists are useful to automatically validate whether search results are relevant to the user information needs. This image collection has been previously used to test two different retrieval strategies: one that uses only visual similarity [19] and another that uses a semantic representation approach based on SVM classifiers with basic kernels [17] . 
Semantic Image Annotation and Retrieval
The proposed strategy for histology image retrieval is oriented to produce a set of semantic image annotations through visual content analysis. Our framework aims to build a general and complete visual representation of images that can provide enough evidence of the presence or absence of certain histopathology concepts. Figure 2 shows the three fundamental steps in our framework:
first, the extraction of multiple visual features is performed on the input images. Second, the new content representation is build integrating all visual features using kernel functions. Third, this content representation is used to detect histopathology concepts. After generating automatic annotations, the result can be used to search images with similar annotations or just to index the input images in the retrieval system.
Image features
Feature extraction is an important task for image analysis and understanding and there are different approaches to address this problem [20] . Global features for characterizing whole scenes have been proposed using color histograms [21] and MPEG7 features [22] . Likewise, global descriptors such as textures and down-scale representations have been evaluated in medical imaging [23] . One important advantage of using a global image description strategy is that it is unnecessary to specify a model for objects or regions that images may contain.
On the contrary, global features provide a holistic image representation that characterizes the composition of the whole image.
We modeled histopathology images as a set of global histogram features, taking into account that pathology patterns may have high visual variabilities that are characterized by different feature sets. For instance, as it is shown in Figure 1 , the NPC pattern, highlighted in dotted lines (green), contains a mixture of the textures inside the nodule, the edges provided by the cleft, and the density of the palisading cells. To describe the different visual characteristics of histopathology patterns, seven feature spaces have been selected: gray scale histogram, invariant feature histogram [24] , local binary patterns [25] , RGB color histogram [24] , bag of SIFT features, Sobel histogram [26] and Tamura texture histogram [27] .
These seven low-level features are complementary with respect to the kind of measure they do over image pixels, since they apply different computations to build the histograms. However, some of them measure similar visual properties on images, such as Tamura texture and Local Binary Patterns, both modeling texture patterns, but using different approaches (statistical and deterministic, respectively). Also, the invariant feature histogram and SIFT features are intended to identify characteristics that are invariant to rotations and translations.
The invariant feature histogram follows an integral approach that sums globally over rotation and create a histogram over translation [24] . On the other hand, the bag of SIFT features is based on a learned dictionary of rotation invariant visual patterns that are counted in each image to construct a histogram of frequencies [28] .
The global features were chosen to create a general and broad repertory, in contrast to approaches that carefully select visual features for the specific problem at hand. The relevant features for each high-level concept are automati-cally chosen by a feature fusion process to be described below. All histogram features are global content descriptors that do not allow to identify spatial location of objects or patterns. This represents an advantage when dealing with histopathology images, in which pathology patterns are spread around the image such as lymphocyte infiltration, in which lymphocytes can be seen covering different tissue regions. Elastosis is another example of a stroma's property that can be seen along the complete tissue slide. In that sense, the set of histograms provides different measures to detect variations in the global image composition, that can be exploited to reveal its semantic meaning.
Kernel functions
Kernel methods are an alternative family of algorithms and strategies to perform machine learning [29] . One of the main distinctive characteristics of kernel methods is that they do not emphasize the representation of objects as feature vectors. Instead, objects are characterized implicitly by kernel functions that measure the similarity between two objects. A kernel function induces an implicit high-dimensional feature space where, in principle, it is easier to find patterns.
Informally, a kernel function measures the similarity of two objects. Formally, a kernel function, k : X × X → R, maps pairs (x, z) from a set of objects X, the problem space, to the real space. A kernel function implicitly generates a map, Φ : X → F , where F corresponds to a Hilbert space, called the feature space. The dot product in F is calculated by k, specifically
One can deal with histograms as simple data vectors, regardless their probability distribution properties. In that sense, we can calculate the dot product between histograms treating them as high dimensional feature vectors. This operation will be herein denoted as the identity kernel, since it induces a feature space that is equivalent to the input space. On the other hand, we can harness the structure of histogram data by evaluating the similarity measure between two histograms in a more meaningful way. The histogram intersection is a similarity function devised to calculate the common area between histograms as follows:
where A = (a 1 ...a n ) and B = (b 1 ...b n ) are histograms. This similarity measure has been shown to satisfy the Mercer's properties [30] . This is important when using learning methods, such as SVM, since it guarantees the optimal solution of the associated convex optimization problem. Another advantage of this kernel is that it can be efficiently computed; in fact, Maji et al. [31] recently proposed a very efficient technique to train SVM that use the histogram intersection kernel.
Using the histogram intersection kernel with SVM, we are modeling a nonlinear classification rule in a high-dimensional feature space [32] . This particular property of kernel method solutions, allows us to capture the high variability of visual patterns along the same semantic concept. This special property will be discussed in the next Subsection.
Combination of kernels
As discussed before, pathology concepts are characterized by different types of features including colors, textures and edges. Given two images, a similarity measure may be calculated by applying a kernel function to a pair of images represented by a particular type of feature histogram. For instance, when using the Gray Histogram, we can distinguish if an image has the same brightness level as another one, while using Local Binary Patterns, we can evaluate if they have similar low-level tissue composition. This provides a repertory of kernels that compare images according to different visual properties. Now, we want to equip the classification system with the ability to adjust the importance of each feature when dealing with a particular semantic concept.
Formally, there is a set of kernels {k i : X × X → R} i , where i indicates the type of visual features used to calculate the similarity. Notice that despite the fact that the different kernels use different features to calculate the similarity, all of them have the same domain, i.e., they are image kernels. The problem is how to use these different image kernels to calculate an overall similarity measure for images. The new similarity measure would correspond to a kernel function k α that induces a new image representation space. k α is defined as a linear combination of the n individual histogram kernels:
The weights α i allow to parameterize the kernel giving higher or lower importance to each individual feature. Notice that the linear combination of kernel functions, associated to different visual features, is implicitly defining a new feature space whose structure may be adapted to better recognize a particular semantic concept. In particular, it has been shown that a linear combination of two kernels is a valid kernel provided that the associated weights are all positive.
In addition, the linear combination of two kernels leads to a new feature space that is isomorphic to the Cartesian product of the individual feature spaces [29] .
The problem now is to find a vector of weights α that maximizes the performance of the kernel k α in an image classification task. In the case of histopathology images, different concepts require different classifiers that emphasize the appropriate visual features. Herein we use the kernel alignment strategy [33] to build an adapted kernel function for each concept. Each adapted kernel function is expected to emphasize those visual features that allow to better recognize the presence (or absence) of the corresponding concept in a given image.
Kernel-target alignment [33] measures how appropriate a kernel function is for solving a specific classification problem. In particular, the alignment of two kernels with respect to a sample S, is defined as:
where k 1 , k 2 are kernel functions; K 1 , K 2 are matrices corresponding to the evaluation of the kernel functions on a sample S; and ·, · F is the Frobenius inner product defined as A, B F = i j A ij B ij .
Given the binary labels for a training set, in which 1 indicates the presence of one selected concept and −1 indicates the absence of that concept in the image, we can build a target function to optimize the kernel alignment measure.
Defining y : X → {−1, 1} as the binary label for an image in X, the problem space, the target kernel k * is then defined as k * (x, z) = y(x)y(z). The target kernel k * is the optimal kernel for solving the given classification task, since it explicitly reveals whether the objects x and z are in the same class or not. The goodness of a given kernel k is measured in terms of how much it aligns with the target kernel in a training sample. Formally this is expressed as
The problem of finding appropriate weights for k α then becomes the problem of finding the weights α that maximize the target alignment A * S (k α ). In [34] , this problem is solved by transforming it to an equivalent quadratic programming problem and is the strategy followed in this work. This kernel combination strategy is in fact a type of feature fusion task, but performed at the kernel level, making it an integral part of the learning process. The main advantage is that features are optimally combined during the learning process depending on the particular type of classification problem to be solved.
After combining the basic kernel functions, we also composed the resulting kernel with a Radial Basis Function (RBF) to emphasize non-linear patterns in the representation space. Given the optimally combined kernel k * α , we use it to compute the RBF kernel as follows:
SVM Classifiers
Support Vector Machines (SVM) are linear classifiers whose decision function is a hyperplane in the feature space. For each histopathology concept we have modeled a new feature space using adapted combinations of kernel functions, resulting in a new kernel function to classify images of that particular concept.
Then, we train a SVM for each concept using the corresponding adapted kernel function. All trained SVM classifiers are then arranged in the semantic image annotator. Since SVM are linear classifiers in the feature space, and our feature space models non-linear relationships between images, the resulting classification rule is non-linear in the input space [32] . This enables the automatic annotation module to capture high visual variabilities among the same semantic concept.
Semantic Image Annotator
The goal of an image annotation module is to analyze the visual image contents to produce a semantic interpretation. This interpretation corresponds to the assignment of several semantic labels. The image annotation module is an arrangement of SVM classifiers that detects the presence of pre-defined semantic concepts in images. The aim is to identify which labels are more appropriate to describe an image according to its visual content.
Semantic annotations are built using SVM outputs, but, instead of using binary labels that indicate whether or not an image contains a concept, a degree of presence or absence is modeled for each possible concept. Each image is assigned to a semantic feature vector in R n , where n is the number of concepts. Each component of the semantic feature vector is generated by applying a sigmoid function to the output ν i , i ∈ {1...n} of the corresponding SVM:
The shape of the function (a and b parameters) has an important repercussion on the sensitivity of the semantic annotation process. Specifically, the sigmoid function parameters affect the trade-off between precision and recall.
To optimize the retrieval performance a set of parameters (a, b) may be set for each individual concept. For our study, we used a unique set of parameters that maximizes the global Mean Average Precision on the training data, making a general balance among all concepts. It simplifies the procedure to find good candidates and reduces the number of parameters for the indexing method.
Finally, the semantic similarity of two images is calculated by applying the Tanimoto coefficient to the semantic feature vectors describing the images.
Given two semantic vectors ν and υ, the Tanimoto coefficient is defined as:
The Tanimoto coefficient evaluates the degree of coincidence between two vectors, which, in this context, is related to the common concepts of the two images being compared.
Experimental Evaluation
The experimental evaluation process presented in this Section has two main goals: first, to evaluate the performance of the proposed kernel-based annotation framework on real histopathology images, second, to determine the impact on the retrieval performance, when using semantic annotations instead of using 
Feature Combination
The first step in the proposed framework is to build a new image representation based on kernel functions. In this work, for each of the 18 histopathology concepts, a new kernel is adapted. The feature combination strategy is applied to each class, using a 10-fold cross validation on the training data set to estimate the parameters of the kernel alignment algorithm that optimize the discerning capacity of the feature space. Histogram features were normalized using norm 1 = 1, which produces discrete probability distributions instead of frequency histograms, and make the set of features comparable during the combination process. Figure 3 
Automatic Image Annotation
The semantic image annotator is composed of 18 binary SVM classifiers that evaluate image contents under a kernel-based framework. The classification strategy is one-against-all, i.e., each classifier is learned independently of the others. It is specially useful since each image can be annotated using multiple labels. The classification module is first trained using 10-fold cross validation to estimate good parameters for each classifier. The parameter is chosen to The experimentation includes the evaluation of two different strategies for building kernel functions: a direct combination of kernels adding functions with equal weights and an optimal combination of kernels using the kernel-target alignment framework. Each strategy evaluates four kernel functions as well:
the Identity Kernel, the Histogram Intersection Kernel and the composition of these two kernels with the RBF. Experimental results are presented in Table 2 showing the performance measures of all evaluated strategies. The best overall performance is obtained by the optimal combination of features in terms of precision and average-accuracy while recall and F1 are better under the simple combination strategy. This same tendency can be observed when comparing the Histogram Intersection Kernel and the Identity Kernel. This basically means The average precision of the best model (k * G•∩ ) is 66% and its recall is about 55%. There are different challenges to effectively recognize histopathology concepts in images such as the class imbalance, in which the reduced number of samples for a particular class, make it difficult to recognize a positive example among hundreds of negative ones. In addition, the high intra-class variability of images and subtle inter-class differences are also difficult to model, even when using multiple features. Table 2 give an estimate of classification performance on new, unseen histopatholgy images. To evaluate the significance of differences between classification rates, we employed a McNemar's test [35] on the same test data. Our experiments aimed to evaluate differences between classifiers that use different image representations, which are built by modeling high-dimensional feature spaces using kernel functions. Experimental results show that image representations using the Histogram Intersection Kernel provide a better performance than the Identity Kernel, mainly due to the way in which the former uses structured data. Also, the RBF kernel shows important performance improvements by highlighting non-linear patterns in the feature space. Finally, the optimal combination of kernels shows improvements in terms of absolute performance, even though these results do not provide enough evidence of significant differences.
Figures in

Image Retrieval
To evaluate the performance of the retrieval module, images in the test set are used as queries following a leave-one-out strategy, which amounts to approximately 520 different queries. Standard performance measures are used to evaluate the system response including mean average Precision (maPrec), precision at position k (P (n = k)), recall at position k (R(n = k)), and recall vs. precision plots [36] . The maPrec value is computed using the images that the algorithm retrieves until every relevant image has been found, i.e. until a 100% of recall is met. Reported values are the average results for the 520 test queries. The evaluation of the image retrieval system covers two main strategies to search for similar images: using low-level visual features and using semantic annotations.
Visual Retrieval Performance
A baseline model using similarity functions for low-level image features is included to compare experimental results. The model based on low-level features calculates the similarity between histograms to produce an image ranking using the Histogram Intersection Kernel as similarity measure [19] . Table 4 presents performance measures to compare the response of low-level features, in which SIFT features and Sobel histogram offer the better response. The Bag of SIFT features, that showed the better performance in terms of maPrec, has an important advantage with respect to the other set of visual features: it is based on a learned dictionary of visual patterns extracted from the whole collection, and accounts for an orderless representation of visual patterns in images.
Then, these features provide invariance to both, rotation (given by the SIFT descriptor) and translation (given by the orderless spatial arrangement of the bag of features). The invariant feature histogram is also invariant to rotation and translation, however,it takes a geometric approach based on single image anal- Table 5 : Retrieval performance measures for all semantic models Nevertheless, the precision of all visual features decreases very fast as they return more images. This can be observed in the Table by comparing the precision at 1, P (1), with respect to precision at 100, P (100), i.e. the variation in precision along the first 100 results. None of the models can maintain a precision higher than 20%, which means that, in a first page showing 100 results, less than 20 images would be relevant. These results serve as baseline to evaluate the contribution of the proposed models.
Semantic Retrieval Performance
In the following experiments, both, the query images and the database images, have been automatically annotated by the system. Since these annotations rely on the kernel function used for classification, the retrieval system is evaluated according to the kernel strategy that generates the annotations. Again, two strategies are evaluated: the simple kernel combination and the optimal combination of kernel functions.
Consider the four performance measures reported in Table 5 to evaluate the retrieval response for all kernel functions. The notation for kernel functions is the same as that presented in Table 2 . P (1) is the precision of the first retrieved image averaged among all tested queries, which is used to evaluate early precision. All semantic models present a P (1) greater than 0.50, meaning The last measure in Table 5 is mean average Precision (maPrec), which evaluates the long term precision of the model, that is, the average precision until every relevant image is found. This is the most standard performance measure in information retrieval to compare performance between systems and models. The values obtained by semantic models are around 0.18 whereas only visual features obtain values around 0.10, showing an average improvement of 57%. These results show an important improvement of the retrieval performance of semantic retrieval models over the visual-based retrieval models.
To evaluate the significance of the obtained results, we employed and Analysis of Variance (ANOVA) test on the maPrec values. We ranked all models by maPrec and evaluated groups of models to find classes with similar intra-class performance and significantly different inter-class performance. Table 6 presents the results of the test using a significance value α = 1%, showing that the difference between semantic models and visual features is statistically significant. It also shows 3 classes of semantic models with statistically different performance, whose partition is mainly due to the underlying kernel function. Each kernel function is a different image representation for the learning algorithms, and these results suggest that the most important factor to build an effective feature space is the use of an appropriate kernel function to exploit the structure of data and to highlight non-linear relationships. Notice that the Histogram Intersection Kernel in classes III and IV provides an absolute performance slightly better when it is obtained from an optimal combination of features. Even though the optimal combination of features does not show enough evidence to be considered as a factor that produces statistically significant differences, it has shown a positive impact in the automatic image annotation and retrieval tasks.
Another way to compare the performance of models is using the recall vs.
precision plot, as is shown in Figure 4 . The parameter to used to generate the curves is the number n of nearest neighbors provided by the retrieval process.
This Figure shows the performance of one model of classes I, II and III and two models of class IV, according to the statistically different classes presented in Table 6 . It shows the differences in performance between models, as predicted by the ANOVA test. We selected two models of class IV to illustrate the differences between the optimal combination and direct combination of features, in which a slightly improved performance can be observed. We argue that, even though the proposed optimal feature combination strategy does not show a significant In summary, the response of the retrieval system is more appropriate when it is configured to search images using semantic annotations in contrast to the performance obtained using only low-level features, as the results have shown.
It is important to notice that semantic annotations rely on the automatic analysis of visual image features, and the performance heavily depends on the image representation. That was in fact the main purpose of this study, to model and evaluate different factors to generate expressive feature spaces for histology images. These representations can be efficiently harnessed by learning algorithms, which extract high-level semantics from images and labels during training to be transferred to new, unseen images.
Discussions
The components of a system to retrieve histopathology images using an example image has been presented and evaluated. The system provides access to images according to the semantic content, which is generated by an automatic annotation module. The most remarkable characteristic of the proposed autoannotation module is that it generates image representations in high dimensional feature spaces using kernel functions and multiple visual features, to better recognize histopathology concepts in images. The following are some specific benefits of the way in which we model the problem:
1. Multiple features: Histology images are known to have objects that can be described using multiple features. Architectural features [13] , textural features [37] and even colors [38] in such a way, we generate combined feature spaces that integrate all the information. This strategy can be understood as a late fusion process as opposed to previous approaches for histology image classification and retrieval that concatenate features in a single feature vector [16, 39] , i.e.
using an early fusion strategy. Our approach provides the advantage of considering the particular structure of each feature independently of the others, instead of mixing up everything in a unique vector. Furthermore, our combination approach can include the automatic weighting of features following a kernel alignment strategy. In our experiments, the latter procedure did not show a significant improvement in the final performance, however, we consider this extension as a tool of great potential to select more specialized visual descriptors and to design better image representations.
4. Highlighting non-linear patterns: The histopathology concepts included in our study showed to have high non-linearity in the feature space. This is observed by the large improvement on classification and retrieval performance that was obtained using the RBF kernel. This is an additional advantage of our framework, taking into account that the resulting image representation can be further improved just by operating kernel functions.
Representing non-linear patterns is specially useful in image classification tasks, where learning algorithms need to separate complex regions in the feature space.
5. Semantic annotations: Our approach does not attempt to find a unique right class for every image. Instead, it generates multiple annotations according to the visual contents, allowing to extend the functionality to new required search terms. This characteristic makes it different to other approaches that consider just a few labels, as opposed to ours that considered 18 high-level concepts. In our study we only considered the query by example paradigm as the way to retrieve images, but using the automatically generated annotations, images can also be retrieved using a keyword-based strategy.
6. Semantic vs. visual retrieval: Visual features have been extensively used for image retrieval, and the community has found that the main problem using them is the semantic gap. The automatic analysis of visual image contents is at the core of the proposed strategy, and we found that the way in which visual features are used determines the final retrieval performance. Our study showed that the discriminative power of visual features highly depends on the kernel function used to train classifiers, since they allow learning algorithms to exploit feature structure and non-linear pat-terns. On the other hand, a standard visual retrieval approach only rank images using a similarity measure, i.e. finding nearest neighbors. The success of the proposed semantic retrieval approach is that it uses machine learning to translate non-linear patterns that can be found in visual feature spaces into a more explicit semantic format that is used to rank images efficiently.
Conclusions
This paper presented a novel strategy for automatic annotation of histopathology images. The proposed framework is entirely based on kernel methods, allowing to deal with multiple visual descriptors to build expressive feature spaces.
The generated annotations are used to search images with similar annotations in an image retrieval system under the query-by-example paradigm. We implemented and evaluated the model following an extensive experimentation on real histopathology images. The proposed strategy to retrieve semantically valid results from a large collection of histopathology images showed an average improvement of 57% when compared to visual search, based on low-level features.
In our future work, we consider the use of more specialized visual features for histology images to improve the final search quality, and the automatic analysis of co-occurrence among annotations to differentiate between normal and abnormal images. 
CLASIFICACIÓN DE GRANDES COLECCIONES DE IMÁGENES MÉDI
