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THE DENSITY OF RATIONAL POINTS NEAR
HYPERSURFACES
JING-JING HUANG
Dedicated to Professor Robert C. Vaughan on the occasion of his 70th birthday
Abstract. We establish a sharp asymptotic formula for the num-
ber of rational points up to a given height and within a given dis-
tance from a hypersurface. Our main innovation is a bootstrap
method that relies on the synthesis of Poisson summation, projec-
tive duality and the method of stationary phase. This has surpris-
ing applications to counting rational points lying on the manifold;
indeed, we are able to prove an analogue of Serre’s Dimension
Growth Conjecture (originally stated for projective varieties) in
this general setup. As another consequence of our main count-
ing result, we solve the generalized Baker-Schmidt problem in the
simultaneous setting for hypersurfaces.
1. The Distribution of Rational Points near Manifolds
A fundamental theme in mathematics is the study of integral and
rational points on algebraic varieties. A great variety of analytic, alge-
braic, geometric and arithmetic tools have been introduced into play
in this fast growing field, which has a beautiful name, diophantine ge-
ometry, after Serge Lang published a book with the same title in 1962
[28]. It turns out that one can approach this problem from a broader
perspective, namely studying the integral/rational points lying ‘close’
to a manifold.
Let M be a bounded submanifold of Rn of dimension m. Given
Q > 1 and δ ∈ (0, 1/2), let
NM(Q, δ) := # {p/q ∈ Qn : 1 ≤ q ≤ Q, dist∞ (p/q,M) ≤ δ/q} ,
(1.1)
where p ∈ Zn, q ∈ Z and dist∞(·, ·) is the L∞ distance on Rn. The
following intricate problem presents a major challenge.
Main Problem. Estimate NM(Q, δ) for a ‘generic’ manifold M.
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Though the distribution of rational points near manifolds is a very
interesting problem in its own right, progress on the Main Problem also
has many significant consequences for other problems in number theory.
See §2 for application to a diophantine inequality, §3 for application
to the dimension growth conjecture and §4 for application to metric
diophantine approximation on manifolds. For other applications, see
references [16, 25, 30, 34].
We start by observing the following trivial bound.
trivial bound: NM(Q, δ)≪ Qm+1. (1.2)
Throughout this paper, we will use the notations ≪ and O freely.
The implicit constants will depend on the underlying manifold and/or
some fixed parameters say ε, but they will never depend on varying
parameters Q and δ.
Example 1. IfM contains a piece of rational m-linear subspace of Rn,
then
NM(Q, δ) ≍ Qm+1.
Example 1 shows that the trivial bound (1.2) is the sharpest general
bound for all manifolds. So the prospect of establishing nontrivial
bounds has to rely on the elimination of flatness of the manifold, which
means the manifold M under question has to be properly curved.
Let k = n−m be the codimension of M. Based on a simple proba-
bilistic argument one should expect the following heuristic bound
NM(Q, δ) ≍ δkQm+1. (1.3)
Explicit examples suggest that this heuristic does not hold uncondi-
tionally, unless one imposes a reasonable lower bound on δ in terms of
Q. Indeed, the manifold M may contain many rational points.
Example 2. Consider the parabola P: y = x2, x ∈ [0, 1]. Clearly
(a/q, a2/q2) ∈ P with 1 ≤ a ≤ q and q ≤ √Q. So NP(Q, δ) ≥
NP(Q, 0) ≥
∑
q≤√Q q ≫ Q.
Example 2 shows that when Q is fixed the heuristic (1.3) does not
hold for arbitrarily small δ. So there has to be an error term which does
not go to zero as δ → 0. Or one has to insist that the δ not be smaller
than a certain threshold in order for the heuristic main term δkQm+1
to be dominant. The following example indicates generally where that
threshold is in terms of Q.
Example 3. Consider the hypersphere S = Sn−1 in Rn(n ≥ 2) defined
by the equation
x21 + x
2
2 + · · ·+ x2n = 1.
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As a standard application of the Hardy-Littlewood circle method, one
can show the asymptotic formula
NSn−1(Q, 0) ∼ cnQn−1
holds as Q→∞, where cn is a positive constant which can be written
as an infinite product of local densities.
It is readily verified that the heuristic (1.3) holds for Example 3 only
if δQ1/k → ∞. Therefore, it is reasonable to propose the following
plausible conjecture.
Conjecture 1. [The Main Conjecture] For any compact submanifold
M of Rn with proper curvature conditions, we have
NM(Q, δ) ∼ cMδkQm+1
when δ ≥ Q− 1k+ε for some ε > 0 and Q→∞.
Here and throughout the paper, a compact submanifold of Rn means
that it is a bounded immersed submanifold of Rn with boundary. Con-
jecture 1 implies that
NM(Q, δ)≪ δkQm+1 +Qm+ε for all δ and Q (1.4)
by the monotonicity of NM(Q, δ) in δ, and that
NM(Q, δ)≫ δkQm+1 for δ ≥ Q− 1k+ε and large Q. (1.5)
Conjecture 1 will be hitherto referred to as the Main Conjecture, which
is the primary object of interest in this paper.
We emphasize again that a rigid curvature condition is absolutely
necessary in the Main Conjecture, since a thin neighborhood of a flat
point in a manifold could contain too many rational points, cf. Example
1. We will elaborate more on these curvature conditions later.
Example 4. Consider the Fermat curve Fn
xn + yn = 1.
Fn has order of contact n− 1 with the lines x = 1 and y = 1. Elemen-
tary calculation shows that
NFn(Q, δ)≫ δ
1
nQ2−
1
n .
This means that the bound
NFn(Q, δ)≪ δQ2 +Q1+ε
cannot hold, when
δ ≫ Q− 1n−1+ε.
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Although the Fermat curve Fn is not globally flat, it has a few vir-
tually flat points. Example 4 shows that even when the curvature only
vanishes at one point, the Main Conjecture could break down.
Though a great deal is known about sharp upper and lower bounds
for NM(Q, δ), The Main Problem yet remains wide open in general.
Below we will briefly survey the history of this problem in the literature;
in this way we put our main result in context.
1.1. Planar curves. Let C be a compact curve in R2, with curvature
bounded away from zero. This is the first nontrivial case that has been
studied extensively in the literature. By the implicit function theorem,
we can assume, without loss of generality, that C is given by f : I → R
with some finite interval I. Huxley [26] was the first to obtain a near
optimal upper bound for C2 curves,
NC(Q, δ)≪C δ1−εQ2 +Q logQ for any δ and Q.1 (1.6)
which comes within a whisker of proving the predicted upper bound
(1.4) for planar curves. The latter was remarkably established by
Vaughan and Velani [41], who showed that
NC(Q, δ)≪C δQ2 +Q1+ε (1.7)
for C3 curves.
On the other hand, a sharp lower bound, established by Beresnevich,
Dickinson and Velani [3], says
NC(Q, δ)≫C δQ2 for δ ≫ Q−1 and δQ→∞
for C3 curves C having nonvanishing curvature at at least one point.
These two undoubtedly fascinating results give satisfactory answers
to the Main Problem by establishing the corresponding upper and lower
bounds (1.4), (1.5) respectively in the case of planar curves. However,
the corresponding asymptotic formula had not been established until
recently the author [21] proved that
NC(Q, δ) = |I|δQ2 +O
(
δ
1
2
(
log δ−1
)
Q
3
2 +Q1+ε
)
(1.8)
for C3 curves, which solves the Main Conjecture in this case.
The proof of (1.8) relies on the work of Huxley [26] and Vaughan-
Velani [41] and in fact the harmonic analysis turns the upper bound
(1.6) into an asymptotic formula. We refer interested readers to [21]
1The version we cite here is actually [41, Lemma 2.2], which is a direct conse-
quence of Huxley’s main result. Huxley counts rational points uniquely, while we
count with multiplicities. It is however a routine exercise to transform one version
into the other using Mo¨bius transform/inversion, cf. Remark 3.
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for more details and discussions about the strategy behind the proof of
(1.8). The primary goal of the current memoir is to investigate the Main
Problem for manifolds of higher dimensions, especially hypersurfaces.
1.2. General manifolds. Higher dimensions present many more chal-
lenges as well as many more opportunities. In a spectacular work [1],
Beresnevich established the sharp lower bound (1.5) for any analytic
submanifold M of Rn which is nondegenerate at one point, namely
NM(Q, δ)≫M δkQm+1 for any δ ≫ Q−1/k.
A manifold M is nondegenerate at x ∈ M if M has at most finite
order of contact with any hyperplane that passes through x.
The complementary upper bound (1.4) as well as the Main Con-
jecture still remains a major challenging question. A quite intriguing
feature is that nondegeneracy alone is not enough to reverse the above
inequality sign, cf. Example 4; a rigid curvature bound has to be im-
posed.
A straightforward application of exponential sum techniques, Pois-
son summation and optimal pointwise bounds on oscillatory integrals
yields a bound which is far from the conjectured upper bound (1.4).
This is partly due to the fact that, when the distance δ is very small,
the resulting exponential sum is quite long, which causes an enormous
amount of loss in the estimate if we use a pointwise bound on each re-
sulting oscillatory integral. Currently there are a couple of approaches
to circumvent this obstacle. Huxley’s elementary method [26] repre-
sents an ingenious implementation of Swinnerton-Dyer’s determinant
method [40]; this unfortunately seems to only pertain to plane geom-
etry and is therefore unlikely to entail generalizations to higher di-
mensions. If insisting on using the fourier analytic approach, one can
enhance the pointwise bound provided that the manifold is locally at
least 2-convex, which only holds generically for manifolds with very
small codimension and completely rules out curves [6]. Another pos-
sibility is a linearization argument found by Sprindzuˇk [39], where he
constructs small linear patches to approximate the manifold and hence
reduces the length of the exponential sum. Beresnevich, Vaughan, Ve-
lani and Zorin [4] explored this idea further and established, among
other things, that, in the case when the manifold is a hypersurface S
with Gaussian curvature bounded away from zero,
NS(Q, δ)≪ δQn +Qn−1+ 2n+1 (logQ)
2n−2
n+1 . (1.9)
Here the first term δQn matches with Conjecture 1, while the second
term still misses the conjectured upper bound (1.4) by roughly Q
2
n+1 .
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We are able to sharpen this further and obtain the conjectured upper
bound (1.4). In fact, Theorem 1 below even refines (1.4). Let
l = max
(⌊
n− 1
2
⌋
+ 5, n+ 1
)
, (1.10)
E3(Q) = Q
2 exp(c
√
logQ) (1.11)
and
En(Q) = Q
n−1(logQ)κ, n ≥ 4 (1.12)
for some positive constants c and κ that can be effectively calculated
from our proof.
Theorem 1. Let S be a compact C l hypersurface in Rn with Gaussian
curvature bounded away from zero. Then
NS(Q, δ)≪ δQn + En(Q),
where c, κ and the implied constant only depend on S.
By compactness, S may be covered by finitely many local charts. So,
without loss of generality, we may assume the hypersurface S is given
in the Monge form
(x, f(x)), x = (x1, x2, . . . , xn−1) ∈ D, f ∈ C l(D) (1.13)
where D ⊆ Rn−1 is a connected bounded open set. The curvature
condition in Theorem 1 then guarantees that for all x ∈ D the Hessian
∇2f(x) := { ∂2f
∂xi∂xj
} satisfies
0 < c1 ≤ | det∇2f(x)| ≤ c2 (1.14)
for some positive numbers c1 and c2.
Under the above Hessian condition, we know the gradient ∇f :=(
∂f
∂x1
, ∂f
∂x2
, . . . , ∂f
∂xn−1
)
is a diffeomorphism in a sufficiently small neigh-
borhood of any x ∈ D by the Inverse Function Theorem. So we may
take D small enough such that
∇f : D → ∇f(D) is a diffeomorphism. (1.15)
For the method in this paper, it is more convenient to smooth the
counting function with a weight function w ∈ C∞0 (Rn−1) with supp(w) ⊆
D. Let
NwS (Q, δ) :=
∑
a∈Zn−1
q≤Q
‖qf(a/q)‖<δ
w
(
a
q
)
. (1.16)
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Theorem 2. Let S be a hypersurface given by (1.13) and satisfy (1.14)
and (1.15). Then we have
NwS (Q, δ) =
2wˆ(0)
n
δQn +OS,w(En(Q)),
where the constants c and κ only depend on S and w.
Remark 1. Notice that our method still works in principle when n = 2.
The argument in the proof of Theorem 1 should yield
NC(Q, δ)≪ δQ2 +Q3/2(logQ)κ (1.17)
for a planar curve C with some constant κ > 0. We may compare (1.17)
with the bounds (1.6) and (1.7). Incidentally, it was also obtained
implicitly by W.M. Schmidt [35] with the restriction δ ∈ (Q−2, Q−1) in
order to prove the celebrated result on the extremality of planar curves
[36].
Remark 2. We clearly see from Example 3 that, except for the logarith-
mic factors, the bound in Theorem 1 and the error term in Theorem 2
are sharp.
With the help of Theorem 2, we are able to establish the Main Con-
jecture for hypersurfaces with nonvanishing Gaussian curvature.
Theorem 3. Let S be a hypersurface given by (1.13) and satisfy (1.14),
and K ⊆ D be convex and compact. Then we have for δ > Q−1+ε′ with
any fixed ε′ > 0
NKS (Q, δ) = (1 + o(1))
2|K|
n
δQn,
where
NKS (Q, δ) :=
∑
a∈Zn−1
q≤Q
‖qf(a/q)‖<δ
χ
K
(
a
q
)
with χK the characteristic function of K and |K| the Lebesgue measure
of K.
Theorem 3 is the first time that the Main Conjecture has been es-
tablished beyond the case of planar curves [21].
Remark 3. Since a and q are not required to be coprime in (1.1), we
actually count rational points with multiplicities. It is, however, a rou-
tine application of the Mo¨bius inversion formula to derive new versions
of Theorem 1, 2 and 3 with the coprime condition, from the current
ones. This has been done in the case of planar curves [21, Theorem
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1] and the same argument works for hypersurfaces dealt with in this
paper.
Remark 4. It is worth noting that in Theorem 3 the condition (1.15)
is not assumed. But, compared with Theorem 2, the trade off is the
quantitative error term.
Our strategy to prove Theorem 1 is distinctly different from all the
previous approaches outlined in the beginning of §1.2. The argument
starts with delicate harmonic analysis and an elegant duality principle,
which is a higher dimensional analogue of the B-process in the van
der Corput method for exponential sums. In the case of planar curves,
this duality (which corresponds to the usual one dimensional van der
Corput B-process) has been used in [41, 21]. However, Huxley’s bound
(1.6) is crucial in [41, 21], which serves as the input in the dual side.
To the best of our knowledge, Huxley’s method is only pertinent to
the plane geometry and does not admit higher dimensional generaliza-
tion, which represents the major difficulty in generalizing the method
in [21] to higher dimensions. The main innovation of this paper is
to use a monotonicity argument pertaining to our counting problem
to bootstrap the bounds coming from the multidimensional Poisson
summation formula and the method of stationary phase. Indeed, we
reproduce the bound (1.9) (which is established in [4] by a very differ-
ent method) by the first application of this process. Further iteration
of the argument yields the best possible bound in Theorem 1. The
details of the proof are presented in §5.
Remark 5. Since the van der Corput method is mentioned here, an alert
reader may wonder what happens if one applies the method in the usual
way (successively applying the A and B processes). This approach
has been successfully used to attack other related problems, e.g. the
dimension growth conjecture for hypersurfaces with degree at least four
[29]. However, it turns out that this method is disadvantageous in our
problem. Indeed, in the planar case, even assuming the far reaching
Exponent Pair Conjecture, one can merely reproduce the bound (1.17),
which is certainly worse than (1.7) and (1.8). The details are left for
the interested reader.
Remark 6. Recently, the Main Conjecture has also been established
for affine subspaces of Rn satisfying a certain diophantine condition
by Jason Liu and the author [24]. A variant of the counting problem
considered in this section, i.e. counting the number of rational points
with a fixed denominator lying close to a space curve in R3 with non-
vanishing torsion, has been partially solved by the author [23].
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2. A diophantine inequality of Robert and Sargos
In [33], Robert and Sargos have obtained an essentially sharp upper
bound on the number of integral solutions (m1, m2, m3, m4) ∈ [M +
1, 2M ]4 to the diophantine inequality2
|mα1 +mα2 −mα3 −mα4 | ≤ δMα−1,
where α ∈ R\{0, 1}, M ≥ 2 and δ > 0. After de-homogenization, this
is of course equivalent to counting rational points close to the surface
RS : xα1 + x
α
2 − 1 = yα, where (x1, x2) ∈ [1, 2]2. Indeed, their result, in
our language, states that
NRS(M, δ)≪ε δM3+ε +M2+ε.
It is readily verified that the surface RS admits nonvanishing Gauss-
ian curvature, therefore our Theorem 1 implies that for some c > 0
NRS(M, δ)≪ δM3 +M2 exp(c
√
logM),
which is slightly better. Our Theorem 2 also gives the lower bound
NRS(M, δ)≫ δM3 when δ ≫M−1+ε.
The core of the proof in [33] relies on a recurrence formula based also
on the van der Corput B-process and the positivity, which is somewhat
reminiscent to our bootstrap argument. However, it is worth noting
that they also crucially exploit the symmetry of the underlying man-
ifold, which is absent in our general setting. In fact, their Lemma 1
immediately translates the counting problem above into one about the
mean value of the fourth moment of some one dimensional exponential
sum with a monomial phase. Then the well known one dimensional
van der Corput B-process can be readily applied, whereas our expo-
nential sum and its analysis are always genuinely multi-dimensional.
Also, because of the one dimensional nature of their proof, the notion
of dual hypersurface does not seem to appear explicitly in [33].
3. Serre’s Dimension Growth Conjecture
For any n ≥ 2, let V ⊂ Pn be an irreducible variety of degree d ≥ 1
defined over Q. Let x = [x] ∈ Pn(Q) be a projective rational point,
with x ∈ Zn+1 chosen so that gcd(x0, x1, . . . , xn) = 1. Then we define
the height of x to be
H(x) := max
0≤i≤n
|xi|
2Here we have taken the liberty of rewriting their result in our language, as their
δ is actually M−1 times our δ.
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and the counting function associated with V to be
NV (B) := #{x ∈ V (Q) : H(x) ≤ B}.
All known examples of asymptotic formulae for the counting function
NV (B) take the shape
NV (B) ∼ cBa(logB)b,
as B → ∞, for a, b, c ≥ 0 such that a ∈ Q and b ∈ 1
2
Z. Also, there is
a deep conjecture of Batyrev and Manin, which connects the counting
function NU(B) for a proper Zariski open subset U of a Fano variety
V to some geometric invariants of the underlying variety V .
For an arbitrary projective variety V , we may still want to know
whether anything meaningful can be said about the corresponding
counting function NV (B). Nontrivial lower bounds in this general-
ity are impossible since V may not contain any rational points at all.
On the other hand, it is easy to see that NV (B) ≪d,n BdimV+1 where
the ≪ sign can be reversed when d = 1. Serre [37] conjectured that
Conjecture 2. [The Dimension Growth Conjecture] Let V ⊂ Pn be
an irreducible projective variety of degree d ≥ 2 defined over Q. Then
NV (B)≪V BdimV (logB)c
for some constant c = cV > 0.
We note that the upper bound in Conjecture 2 is best possible up
to powers of logB, in that, when V contains a linear divisor defined
over Q, we have NV (B)≫V BdimV . But there exist examples, such as
x1x2 = x3x4, to show that the logarithmic factors cannot be completely
dispensed with in general.
By a projection argument, Conjecture 2 can be reduced to the case
that V is a hypersurface. A variety of methods have since been de-
veloped to attack this conjecture, most notably including the large
sieve, geometry of numbers and the q-analogue of the van der Corput
method. But it was not until Heath-Brown systematically developed
the determinant method of Bombieri and Pila [7] in a spectacular paper
[19] that significant progress could be made towards the full solution
of this conjecture. The subsequent development along this line culmi-
nates in a series of papers by Browning, Heath-Brown and Salberger
(see [8, 13] for a detailed list of references), in which a slightly weaker
form of Conjecture 2, that NV (B) ≪V,ε BdimV+ε for any ε > 0, has
been completely proved. There is also the Uniform Dimension Growth
Conjecture in which the implied constant is only allowed to depend on
the ambient dimension and the degree of the variety. This conjecture
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has been solved for varieties of degree four and higher, and remains
open for the case of cubic hypersurfaces.
Here, we would like to address an observation that our Theorem 1
has a direct corollary that can be naturally regarded as the analogue of
the Dimension Growth Conjecture in the context of smooth manifolds.
Let X be a compact submanifold of Rn and (x, f(x)) be a local chart
of X , where f = (f1, . . . , fk) and x = (x1, . . . , xm). We say X satisfies
property P at x0 if there exists a unit vector u ∈ Rk such that
det
{
∂2(u · f)
∂xi∂xj
(x0)
}
m×m
6= 0.
X is said to satisfy Property P if it satisfies property P everywhere.
The analogous counting function of NV (B) for projective varieties
here for the manifold X is the following
NX(B) := #
{
a
q
∈ X(Q) : a ∈ Zn, q ≤ B
}
.
Then by letting δ = 0 in Theorem 1, it is not hard to deduce the
following theorem.
Theorem 4. Let X be a compact submanifold of Rn which satisfies
property P. Then
NX(B)≪


B logB, when dimX = 1
B2 exp(c
√
logB), when dimX = 2
BdimX(logB)κ, when dimX ≥ 3
where c, κ and the implicit constant depend only on X.
Remark 7. We note that property P is much weaker than the usual no-
tion of non-degeneracy. Manifolds contained in a hyperplane are known
to be degenerate, but these manifolds may still possess property P.
Moreover, in the special case that X is a nonsingular projective variety
in Pn defined by F (x0, . . . , xn) = 0 for some homogeneous polynomial
F , we may apply Theorem 4 to count the number of integral points
on X lying in homothetic dilations BW of a fixed region W bounded
away from the origin. We note that Property P, in this particular case,
is equivalent to the statement that the Hessian determinant of F is
nonvanishing on W, cf. [15, §1.1.4] and [17] for the details.
The reason this theorem works for manifolds of arbitrary dimension
in Rn is that we can use birational projection to reduce the problem to
the case of hypersurfaces, as has been done in the original approach to
the Dimension Growth Conjecture. The proof of Theorem 4 modulo
Theorem 1 is given in §8.
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Comparing Theorem 4 with Conjecture 2, we notice the following
interesting features. The manifold X in Theorem 4 need not be alge-
braic; even in the case of varieties, X need not be defined over a number
field. So in this sense, Theorem 4 addresses objects more general than
does Conjecture 2. On the other hand, to achieve this generality in
Theorem 4, we have to assume property P, which can be compared
with the degree assumption in Conjecture 2. It remains an interest-
ing question whether Theorem 4 can be adapted to give an alternative
proof of Conjecture 2.
4. Diophantine approximation on manifolds
Let ψ : N → R+ be decreasing, which from now on we will call an
approximation function. We denote
Sn(ψ) := {x ∈ Rn : ∃∞q ∈ Z such that max
1≤i≤n
‖qxi‖ < ψ(|q|)}
and
An(ψ) := {x ∈ Rn : ∃∞q ∈ Zn such that ‖q · x‖ < ψ(|q|∞)},
where ‖ · ‖ measures the distance to the nearest integer and ∃∞ means
“there exist infinitely many”.
The points in the sets Sn(ψ) and An(ψ) are said to be simulta-
neously ψ-approximable and dually ψ-approximable respectively. The
classical theory of metric diophantine approximation studies the mea-
sure theoretic properties of these sets in terms of the convergence of
certain volume sums involving the approximation function ψ, which is
known as the Khintchine-Groshev theory. The fundamental principle
that underlies the theory is a beautiful Zero-versus-One Dichotomy—
the sets in question (e.g. An(ψ) and Sn(ψ)) have either zero or full
Lebesgue/Hausdorff measure. Modern developments reveal that the
problem becomes much deeper when the underlying space of x is re-
stricted to a proper ‘curved’ submanifold of Rn. The following con-
jectures, which lie on the central stage, are generally known as The
Generalized Baker-Schmidt Problems.
Conjecture 3. For any approximation function ψ, any s > m− 1 and
any submanifold M of Rn of dimension m which is non-degenerate
everywhere except possibly on a set of zero Hausdorff s-measure, one
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has
Hs(An(ψ) ∩M) =


0 if
∞∑
q=1
(
ψ(q)
q
)s+1−m
qn <∞,
Hs(M) if
∞∑
q=1
(
ψ(q)
q
)s+1−m
qn =∞.
Here Hs denotes the Hausdorff s-measure.
Conjecture 4. For any approximation function ψ, any s > k
k+1
m and
any submanifold M of Rn of dimension m which is non-degenerate
everywhere except possibly on a set of zero Hausdorff s-measure, one
has
Hs(Sn(ψ) ∩M) =


0 if
∞∑
q=1
(
ψ(q)
q
)s+k
qn <∞,
Hs(M) if
∞∑
q=1
(
ψ(q)
q
)s+k
qn =∞.
To demonstrate the strength of these conjectures, we simply observe
that a landmark theorem of Kleinbock and Margulis [27] about the
theory of extremal manifolds is a rather special case of these conjec-
tures. More precisely, in the case s = m and ψ(q) = q−ν , the above
two conjectures are actually equivalent by the Khintchine’s transference
principle and reduce exactly to the theory of extremal manifolds.
Regarding the current state of play of Conjecture 3, the divergence
case has now been established completely by Beresnevich, Dickinson
and Velani [2] using their ubiquity framework, improving on earlier
work of Dickinson and Dodson [14]. However, the convergence case
remained completely open until the author settled this problem for
planar curves recently [22].
On the other hand, Conjecture 4, corresponding to the simultaneous
approximation on manifolds, is widely believed to be more difficult, as it
is closely related to the counting problem in Section 1. The divergence
case in Conjecture 4, assuming the analyticity of the manifold, is now
a theorem of Beresnevich [1], but the convergence case in general is
wide open except for the case of planar curves [41]. In fact, the upper
bound (1.4), if true, would immediately imply the convergence case of
Conjecture 4. As a consequence of Theorem 1, we are able to establish
this for hypersurfaces. This represents the first complete Hausdorff
theory for a general class of manifolds for Conjecture 4, beyond the
case of planar curves.
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Theorem 5. Let n ≥ 3 be an integer. For any approximation function
ψ, any s > n−1
2
and any C l hypersurface S ⊆ Rn with nonvanishing
Gaussian curvature everywhere except possibly on a set of zero Haus-
dorff s-measure, we have
Hs(Sn(ψ) ∩ S) = 0 if
∞∑
q=1
(
ψ(q)
q
)s+1
qn <∞.
A proof of Theorem 5 modulo Theorem 1 will be given in Section 9.
Remark 8. Recently, J. Liu and the author [24] have established a
stronger form of Conjecture 4 (with wider range of s) for affine sub-
spaces of Rn, subject to a natural diophantine condition on the matrix
defining the affine subspace.
5. The proof of Theorem 1
We recall that w ∈ C∞0 (Rn−1) is a weight function with supp(w) ⊆ D
and NwS (Q, δ) is defined in (1.16). To prove Theorem 1, it suffices to
prove under the assumptions (1.14) and (1.15) that
NwS (Q, δ)≪ δQn + En(Q), (5.1)
with En(Q) given in (1.11) and (1.12). The general case will follow by
an application of partitions of unity and the compactness of S.
Recall that
NwS (Q, δ) =
∑
a∈Zn−1
q≤Q
‖qf(a/q)‖<δ
w
(
a
q
)
,
where ‖ · ‖ means the distance to the nearest integer.
Let χδ(θ) be the characteristic function of the set {θ ∈ R : ‖θ‖ ≤ δ}
and
J =
⌊
1
2δ
⌋
.
Then consider the Feje´r kernel
FJ(θ) = J−2
∣∣∣∣∣
J∑
j=1
e(jθ)
∣∣∣∣∣
2
=
(
sin(πJθ)
J sin(πθ)
)2
=
J∑
j=−J
J − |j|
J2
e(jθ),
where as usual e(x) := e2piix. An easy computation shows that when
‖θ‖ ≤ δ (
sin(πJθ)
J sin(πθ)
)2
≥
(
2π−1πJ‖θ‖
Jπ‖θ‖
)2
=
4
π2
,
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that is,
χ
δ(θ) ≤ π
2
4
FJ(θ).
Next we insert the Feje´r kernel and obtain
NwS (Q, δ) ≤
π2
4
∑
a∈Zn−1
q≤Q
J∑
j=−J
J − |j|
J2
w
(
a
q
)
e
(
jqf
(
a
q
))
. (5.2)
The term, with j = 0 on the right of (5.2), contributes
≤ C0δQn (5.3)
where C0 only depends on the support and sup norm of w.
Now, without loss of generality, we will only need to focus on the
sum over the range 0 < j ≤ J in (5.2) since the contribution from the
other part −J ≤ j < 0 is nothing but the complex conjugate of that
from 0 < j ≤ J . Hence, we obtain, by the n − 1 dimensional Poisson
summation formula over a ∈ Zn−1, that∑
a∈Zn−1
w
(
a
q
)
e
(
jqf
(
a
q
))
=
∑
k∈Zn−1
∫
Rn−1
w(t/q)e(jqf(t/q)− k · t)dt,
which by the change of variable t = qx is
qn−1
∑
k∈Zn−1
I(j,k; q)
where
I(j,k; q) :=
∫
Rn−1
w(x)e(q(jf(x)− k · x))dx.
Thus it follows from (5.2) that
NwS (Q, δ) ≤ C0δQn + 2
∣∣∣∣∣
∑
q≤Q
qn−1
J∑
j=1
J − j
J2
∑
k∈Zn−1
I(j,k; q)
∣∣∣∣∣ . (5.4)
The study of oscillatory integrals such as I(j,k; q) represents a cen-
tral topic in classical harmonic analysis and therefore there is an ex-
tremely rich literature on this subject (see Stein’s monograph [38,
Chapter VIII] for the relevant background). An essentially sharp point-
wise upper bound for I(j,k; q) is a direct consequence of the method
of stationary phase. Unfortunately, this bound is insufficient for our
purpose. We have to also exploit the cancellation that occurs in the
new exponential sum resulting from the stationary phase.
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Let
U := {x ∈ Rn−1|w(x) 6= 0}, V := ∇f(U)
and
R := ∇f(D), ρ := 1
2
dist(∂R, ∂V ),
where dist(·, ·) stands for the Euclidean distance on Rn−1. Note that
U and V are open sets with U ⊆ D and V ⊆ R and that ρ > 0.
We first recall the concept of dual hypersurface S∗ of S. Let f ∗ :
R → R be the function given by
f ∗(y) = y · (∇f)−1(y)− (f ◦ (∇f)−1)(y). (5.5)
Note that
∇f ∗
=(∇y) · (∇f)−1 + y · ∇(∇f)−1 − (∇f ◦ (∇f)−1) · ∇(∇f)−1
=(∇f)−1 (5.6)
and that if y = ∇f(x) in (5.5) then
f ∗(y) = x · y − f(x). (5.7)
From (5.7), it is immediately clear that f ∗∗ = f , which explains why
f ∗ is called the dual of f . Also when f ∈ C l(D), we know f ∗ ∈ C l(R).
Moreover, the Hessians of f and f ∗ satisfy the relation
∇2f ∗(y) = (∇2f(x))−1, where y = ∇f(x),
which, by (1.14), then implies
c−12 ≤ | det∇2f ∗(y)| ≤ c−11 (5.8)
for all y ∈ R.
Now we are ready to evaluate the oscillatory integral I(j,k; q). This
can be effectively done via the Method of Stationary Phase (See L.
Ho¨rmander [20, Theorem 7.7.5] or E. Stein [38, Chap. VIII, Prop. 6].
Lemma 1 (Non-stationary phase). Let u ∈ C∞0 (Rd) and φ ∈ C l(Rd)
with ∇φ(x) 6= 0 for x ∈ supp(u). Then for any λ > 0∣∣∣∣
∫
u(x)e(λφ(x))dx
∣∣∣∣ ≤ Clλ−l+1,
and furthermore Cl depends only on upper bounds for finitely many
derivatives of u and φ and a lower bound for |∇φ| in the support of u.
This is a simplification of Theorem 7.7.1 in [20] and can be proved
simply by repeated integration by parts.
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Lemma 2 (Stationary phase). Let u ∈ C∞0 (Rd) and φ ∈ C l(Rd) for
some integer l > d
2
+4. Suppose ∇φ(x0) = 0 and det∇2φ(x0) 6= 0. Let
σ be the signature of ∇2φ(x0) and ∆ = | det∇2φ(x0)|. Suppose further
∇φ(x) 6= 0 for x ∈ supp(u)\{x0}. Then for λ > 0 we have∫
u(x)e(λφ(x))dx = e(λφ(x0) + σ/8)∆
− 1
2λ−
d
2
(
u(x0) +O(λ
−1)
)
where the implicit constant depends only on upper bounds for finitely
many derivatives of φ and u in the support of u and a lower bound for
∆.
Lemma 2 is essentially [38, Chap. VIII, Prop. 6] except that we
assume less differentiability on φ as remarked in [20, p. 222].
For fixed j, we split the set of k ∈ Zn−1 into three disjoint subsets,
each of which will be dealt with differently. Let
K1 = {k ∈ Zn−1 | k/j ∈ V },
K2 = {k ∈ Zn−1 | dist(k/j, V ) ≥ ρ}
and
K3 = Z
n−1\K1 ∪K2.
We denote by Ni the contribution from those k ∈ Ki to the sum in
(5.4), for i = 1, 2, 3.
For k ∈ K2, let
φ1(x) =
jf(x)− k · x
dist(k, jV )
, λ1 = q · dist(k, jV ).
Note that
|∇φ1(x)| = |j∇f(x)− k|
dist(k, jV )
≥ 1
when x ∈ U .
We also need the fact that φ1 has uniformly bounded C
l norm for
all j and k ∈ K2. To see this, it suffices to verify that φ1 is uniformly
bounded, since it is transparent that higher derivatives of φ1 are all
uniformly bounded in view of the definition of K2. We further split
K2 into two subsets.
If |k| ≥ C2j for some constant C2 so large that dist(C−12 V, 0) < 1/2,
then
dist
(
k
|k| ,
j
|k|V
)
≥ dist(k/|k|, 0)− dist
(
0,
j
|k|V
)
≥ 1
2
and ∣∣∣∣ jkf(x)− k|k| · x
∣∣∣∣≪ 1.
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So clearly |φ1| is uniformly bounded for all such j and k. On the other
hand, if |k| ≤ C2j, then
jf(x)− k · x
dist(k, jV )
≪ j + |k|
j
≪ 1.
In any case, |φ1| is uniformly bounded for all j and k ∈ K2.
Then we apply Lemma 1 and obtain that
I(j,k; q) =
∫
Rn−1
w(x)e(λ1φ1(x))dx≪ λ−l+11 ,
when k ∈ K2. This immediately implies that∑
k∈K2
I(j,k; q)≪ q−l+1 (5.9)
on noting that l ≥ n+ 1 from (1.10). Therefore,
N2 ≪ logQ. (5.10)
To treat the remaining cases, let
φ(x) = f(x)− k
j
· x, λ = qj.
We observe that for fixed j, each k ∈ jR determines a unique critical
point xj,k such that
∇φ(xj,k) = ∇f(xj,k)− j−1k = 0.
Clearly
xj,k = (∇f)−1(k/j) ∈ D.
Also note that by (5.7)
φ(xj,k) = f(xj,k)− k
j
· xj,k = −f ∗
(
k
j
)
.
Moreover, as eigenvalues depend continuously on the matrix, the con-
dition (1.14) prevents eigenvalues of ∇2f(x) from changing signs for
all x ∈ D, i.e. the signature σ remains the same for all ∇2f(xj,k).
Therefore we may apply Lemma 2 with u(x) = w(x), d = n − 1, and
obtain that
I(j,k; q) =
w(xj,k)√| det∇2f(xj,k)|(qj)−
n−1
2 e
(
−qjf ∗
(
k
j
)
+
σ
8
)
+O
(
(qj)−
n+1
2
)
.
(5.11)
Since K3 lies in a ball of diameter ≍ j, we have
|K3| ≪ jn−1
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with the implied constant only depending on R. We also observe that
for k ∈ K3, xj,k 6∈ U , namely w(xj,k) = 0. Thus we obtain from (5.11)
that ∑
k∈K3
I(j,k; q)≪ |K3|(qj)−n+12 ≪ q−n+12 j n−32 . (5.12)
Hence
N3 ≪
∑
q≤Q
qn−1−
n+1
2 J−1
∑
j≤J
j
n−3
2 ≪ δ−n−32 Qn−12 , (5.13)
on recalling that J = ⌊ 1
2δ
⌋.
Lastly we treat the most difficult case k ∈ K1. In this case, we have,
by (5.11) again, that
∑
q≤Q
qn−1I(j,k; q)
≪w∗(k/j)j−n−12 Qn−12 min (‖jf ∗(k/j)‖−1, Q)+ j−n+12 Qn−12 , (5.14)
where
w∗(y) = w((∇f)−1(y)).
Lemma 3. If for all M ≥ 1 and T ≥ 1
∑
t≤T
s∈tV
‖tf∗(s/t)‖<M−1
w∗
(s
t
)
≤ A (M−1T n + T β∗) (5.15)
holds for some β∗ ≥ n− 1 and A > 0, then we have
∑
t≤T
s∈tV
‖tf∗(s/t)‖<M−1
w∗
(s
t
)
t−
n−1
2 ≤ 2A
(
M−1T
n+1
2 + T β
∗−n−1
2
)
(5.16)
and
∑
t≤T
s∈tV
‖tf∗(s/t)‖≥M−1
w∗
(s
t
)
t−
n−1
2
∥∥∥tf ∗ (s
t
)∥∥∥−1 ≤ 6A(T n+12 logM + T β∗−n−12 M) .
(5.17)
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Proof. By partial summation and (5.15), we have∑
t≤T
s∈tV
‖tf∗(s/t)‖<M−1
w∗
(s
t
)
t−
n−1
2
≤A (M−1T n + T β∗)T−n−12 + n− 1
2
∫ T
1
A
(
M−1un + uβ
∗
)
u−
n+1
2 du
≤2A
(
M−1T
n+1
2 + T β
∗−n−1
2
)
.
To prove (5.17), we cover the interval [M−1, 1/2] by the union of
dyadic intervals [2i−1M−1, 2iM−1), 1 ≤ i ≤ logM/ log 2. It therefore
follows that ∑
t≤T
s∈tV
‖tf∗(s/t)‖≥M−1
w∗
(s
t
)
t−
n−1
2
∥∥∥tf ∗ (s
t
)∥∥∥−1
≤
∑
i≤logM/ log 2
M21−i
∑
t≤T
s∈tV
2i−1
M
≤‖tf∗( st)‖< 2iM
w∗
(s
t
)
t−
n−1
2
(5.16)
≤
∑
i≤logM/ log 2
2A
(
2T
n+1
2 + 21−iT β
∗−n−1
2 M
)
≤6A
(
T
n+1
2 logM + T β
∗−n−1
2 M
)
.

Lemma 4. If for all Q∗ ≥ 1 and δ∗ ∈ (0, 1/2]
Nw
∗
S∗ (Q
∗, δ∗) ≤ A (δ∗(Q∗)n + (Q∗)β∗)
holds for some β∗ > n−1 and A ≥ 1, then for all Q ≥ 1 and δ ∈ (0, 1/2]
NwS (Q, δ) ≤ C0δQn + CAmax
{
Qβ, Qn−1 logQ
}
holds, with C0 as in (5.3), for
β := n− n− 1
2β∗ − n+ 1 .
Here the positive constants C0 and C only depend on S and w.
Proof. First of all, it follows from β∗ > n−1 that β > n−1. By (5.14)
and Lemma 3, we have
N1 ≪
(
A
(
J
n+1
2 logQ+ Jβ
∗−n−1
2 Q
)
+
J∑
j=1
∑
k∈K1
j−
n+1
2
)
Q
n−1
2
J
,
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where J = ⌊ 1
2δ
⌋. Therefore on noting that
|K1| ≪ jn−1,
we have
N1 ≪ A
(
δ−
n−1
2 Q
n−1
2 logQ+ δ
n+1
2
−β∗Q
n+1
2
)
. (5.18)
Now it follows from (5.4), (5.10), (5.13) and (5.18) that
NwS (Q, δ) ≤ C0δQn + C1A
(
δ−
n−1
2 Q
n−1
2 logQ+ δ
n+1
2
−β∗Q
n+1
2
)
, (5.19)
where the positive constants C0 and C1 only depend on S and w.
Next notice that NwS (Q, δ) is an increasing function of δ when Q is
fixed, so when δ ≤ Qβ−n we have
NwS (Q, δ) ≤ NwS (Q,Qβ−n)
(5.19)
≤ C0Qβ + C1A
(
Q
(n−1)(n−β)
2 Q
n−1
2 logQ +Q(n−β)(β
∗−n+1
2
)Q
n+1
2
)
≤ (C0 + C1A)Qβ + C1AQn−12 (n−β+1) logQ
≤ (C0 + C1A)Qβ + C1AQn−1 logQ,
where in the second last inequality we use the identity (n − β)(β∗ −
n+1
2
) + n+1
2
= β, and in the last inequality we apply the inequality
n − β + 1 < 2. Let C = 2(C0 + C1). It then follows that when
δ ≤ Qβ−n we have
NwS (Q, δ) ≤ CAmax
{
Qβ, Qn−1 logQ
}
.
On the other hand, when δ ≥ Qβ−n we have
NwS (Q, δ)
(5.19)
≤ C0δQn + C1A
(
Q
(n−1)(n−β)
2 Q
n−1
2 logQ +Q(n−β)(β
∗−n+1
2
)Q
n+1
2
)
≤C0δQn + C1A
(
Qβ +Qn−1 logQ
)
≤C0δQn + CAmax
{
Qβ, Qn−1 logQ
}
,
since in (5.19) both of the exponents −n−1
2
and n+1
2
− β∗ of δ are
negative.
So, either way, the lemma follows. 
Now we are poised to prove (5.1) and therefore complete the proof
of Theorem 1. Due to the projective duality, f ∗∗ = f , (5.6) and (5.8),
we may apply Lemma 4 successively. We simply observe that Lemma
4 also holds when the roles of NwS (Q, δ) and N
w∗
S∗ (Q
∗, δ∗) are switched,
so we may adjust the constants C0 and C if necessary to make it work
in both scenarios.
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To be more precise, we start with the trivial bound
NwS (Q, δ)≪ Qn,
and bootstrap it by Lemma 4 repeatedly. The first application yields
the bound
NwS (Q, δ)≪ δQn +Qn−1+
2
n+1 ,
which already recovers (actually improves) the bound (1.9). Further
iteration yields even better bounds. Let β1 = n and
βi = n− n− 1
2βi−1 − n + 1 for i ≥ 2. (5.20)
If Qβi > Qn−1 logQ, then we continue to apply Lemma 4; otherwise,
we terminate the iteration. This way, after iterating at most i times,
we arrive at a bound in the form
NwS (Q, δ)≪ δQn + C iQβi logQ. (5.21)
From (5.20), we obtain
βi − (n− 1) = βi−1 − (n− 1)
βi−1 − n−12
. (5.22)
Note that when n ≥ 4,
βi−1 − n− 1
2
>
n− 1
2
≥ 3
2
.
This shows that in general the sequence {βi} decreases exponentially
to n− 1 as i increases. In this case we choose
i =
⌊
log logQ
log(3/2)
⌋
.
Then (5.21) becomes
NwS (Q, δ)≪ δQn +Qn−1(logQ)κ.
The case n = 3 is a little more tricky. Indeed the recursive relation
(5.22) in this case reads
βi − 2 = βi−1 − 2
βi−1 − 1 ,
which can also be written as
1
βi − 2 = 1 +
1
βi−1 − 2 .
Therefore
βi = 2 +
1
i
,
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which still converges to the expected value 2, but at a considerably
slower rate. Now we need to optimize C iQ1/i, so the optimal choice is
i = ⌊
√
logQ⌋.
Thus we obtain the bound
NwS (Q, δ)≪ δQ3 +Q2 exp(τ
√
logQ),
where τ > 0 is a constant depending only on S and w.
6. Proof of Theorem 2
We sketch the proof of Theorem 2 modulo Theorem 1. A key step is
the replacement of the Feje´r kernel used in Section 5 by Selberg’s magic
functions. This way, there is no loss in the dealing of the main term
and the asymptotic formula in Theorem 2 can therefore be established
as the result of the duality argument by inserting (5.1) as the input.
This strategy was first used in [21] to obtain the asymptotic formula
(1.8) for planar curves.
First we recall some basic properties of Selberg’s magic functions.
See [31, Chapter 1] for details about the construction of these functions.
Let I = (α, β) be an arc of R/Z with α < β < α + 1 and χI(x)
be its characteristic function. Then there exist finite trigonometric
polynomials of degree at most J
S±J (x) =
∑
|j|≤J
Sˆ±J (j)e(jx)
such that
S−J (x) ≤ χI(x) ≤ S+J (x)
and
Sˆ±J (0) = β − α±
1
J + 1
and
|Sˆ±J (j)| ≤
1
J + 1
+min
(
β − α, 1
π|j|
)
for 0 < |j| ≤ J .
Now let α = −δ and β = δ. Then singling out the term with j = 0,
we have
|NwS (Q, δ)−2δN0| ≤
N0
J + 1
+2
J∑
j=1
bj
∣∣∣∣∣∣∣∣
∑
a∈Zn−1
q≤Q
w(a/q)e(jqf(a/q))
∣∣∣∣∣∣∣∣
(6.1)
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where
N0 =
∑
a∈Zn−1
q≤Q
w(a/q)
and
bj =
1
J + 1
+min
(
β − α, 1
πj
)
.
Here, it is worth noting that J is a free parameter at our disposal,
but it will turn out at the end of the proof that a good choice is J = Q.
Now by the Poisson summation formula, we have
N0 =
∑
q≤Q
∑
k∈Zn−1
qn−1wˆ(qk) =
wˆ(0)
n
Qn +O(Qn−1) (6.2)
in view of the rapid decay of the Fourier transform wˆ.
Now to estimate the sum inside the absolute value on the right hand
side of (6.1), we follow the same argument in Section 5 and obtain that
for 0 < j ≤ J∑
a∈Zn−1
q≤Q
w
(
a
q
)
e
(
jqf
(
a
q
))
=
∑
q≤Q
qn−1
∑
k∈Zn−1
I(j,k; q)
≪
∑
k
w∗
(
k
j
)
j−
n−1
2 Q
n−1
2 min
(∥∥∥∥jf ∗
(
k
j
)∥∥∥∥
−1
, Q
)
+ j
n−3
2 Q
n−1
2
(6.3)
where the last inequality follows from (5.9), (5.12) and (5.14).
Now we need a slight variant of Lemma 3.
Lemma 5. We have∑
j≤J
k∈jV
‖jf∗(k/j)‖<Q−1
bjw
∗(k/j)j−
n−1
2 ≪S∗,w∗ Q−1J n−12 +Gn(J)
and ∑
j≤J
k∈jV
‖jf∗(k/j)‖≥Q−1
bjw
∗(k/j)j−
n−1
2 ‖jf ∗(k/j)‖−1 ≪S∗,w∗ J n−12 logQ+Gn(J)Q,
where
G3(J) = exp(c1
√
log J)
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and
Gn(J) = J
n−3
2 (log J)κ, n ≥ 4
where c1 and κ only depend on S∗ and w∗.
Proof. By applying Theorem 1 to S∗, we have∑
j≤J
k∈jV
‖jf∗(k/j)‖<Q−1
w∗(k/j)≪S∗,w∗ Q−1Jn + En(J), (6.4)
where
E3(J) = J
2 exp(c
√
log J)
and
En(J) = J
n−1(log J)κ, n ≥ 4
where c and κ only depend on S∗ and w∗.
Now note that bj ≪ 1/j. Then the lemma follows from partial
summation and (6.4), the same way as in the proof of Lemma 3. 
By (6.1), (6.2), (6.3) and Lemma 5, we obtain that
|NwS (Q, δ)−
2wˆ(0)
n
δQn| ≪δQn−1 +Qn/J + J n−12 Qn−12 logQ+Qn+12 Gn(J)
J=Q≪ En(Q),
which completes the proof of Theorem 2.
7. Proof of Theorem 3
Let K = x0 + B, where B is a compact convex set which contains
the origin as an interior point. For convenience, we assume x0 = 0; the
general case can be proved similarly. Denote by ̺ > 0 the radius of
any inscribed ball ̺Bn−1 ⊆ B where Bn−1 is the n−1 dimensional unit
ball. For any ε > 0, let τ± := 1± ε/̺. Consider open balls centered at
points in B with radii less than ε, such that ∇f is a diffeomorphism on
each of the balls. By compactness, let {Wi} be a finite open cover of B
consisting of such open balls. Likewise, let {Yj} be such a finite open
cover for τ−B, where {Yj} consists of open balls centered at points in
τ−B.
First of all, we recall the following property of convex sets [32, p. 94,
eq. (10)]. For d > 0
y ∈ B, z 6∈ (1 + d)B ⇒ |z − y| > ̺d. (7.1)
We claim that
τ−B ⊆ ∪Yj ⊆ B ⊆ ∪Wi ⊆ τ+B.
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We only need to prove the second and the fourth inclusion. Let z 6∈ B
and y = τ−y0 ∈ τ−B with y0 ∈ B; then by (7.1)
|z − y| = τ−|τ−1− z − y0| > τ−ρ(τ−1− − 1) = ε.
Hence ∪Yj ⊆ B. Similarly ∪Wi ⊆ τ+B.
Now let {w+i } and {w−j } be smooth partitions of unity of B and τ−B
subordinate to {Wi} and {Yj} respectively. Thus
χ
τ−B ≤
∑
w−j ≤ χB ≤
∑
w+i ≤ χτ+B (7.2)
and ∑
j
N
w−j
S (Q, δ) ≤ NBS (Q, δ) ≤
∑
i
N
w+i
S (Q, δ).
We then apply Theorem 2 to each of N
w−j
S (Q, δ) and N
w+i
S (Q, δ), and
obtain ∑
i
N
w+i
S (Q, δ) =
∑
i
2wˆ+i (0)
n
δQn +Oε(En(Q))
and ∑
j
N
w−j
S (Q, δ) =
∑
j
2wˆ−j (0)
n
δQn +Oε(En(Q)).
Note that by (7.2) ∑
i
wˆ+i (0) =
∫ ∑
i
w+i ≤ |τ+B|
and ∑
j
wˆ−j (0) =
∫ ∑
j
w−j ≥ |τ−B|.
Now the theorem follows on observing that
|τ±B| = |B|+O(ε).
8. Proof of Theorem 4
It suffices to prove the theorem on a small open neighborhood of
any point, then the general case follows by the compactness. Since for
every x0 in a chart (x, f(x)) there exists a unit vector u ∈ Rk such
that
det
{
∂2(u · f)
∂xi∂xj
(x0)
}
m×m
6= 0.
By the continuity of the above determinant with respect to u and the
density of the rationals on the unit sphere, we may find a unit rational
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vector s
r
:= ( s1
r
, s2
r
, . . . , sk
r
), a constant c > 0 and a neighborhood U of
x0 such that ∣∣∣∣det
{
∂2( s
r
· f)
∂xi∂xj
(x)
}
m×m
∣∣∣∣ ≥ c, x ∈ U. (8.1)
Consider the projection
(x1, x2, . . . , xm, f1, f2, . . . , fk)→
(
x1, x2, . . . , xm, r
−1(s1f1 + s2f2 + . . .+ skfk)
)
,
which sends a rational point(
a1
q
,
a2
q
, . . . ,
am
q
,
b1
q
, · · · , bk
q
)
to (
a1
q
,
a2
q
, . . . ,
am
q
,
s · b
qr
)
.
Let S be the resulting hypersurface in Rm+1, then S has Gaussian
curvature bounded away from 0 in view of (8.1). So we clearly have
NX(B) ≤ NS(Br, 0).
Now Theorem 4 follows by applying Theorem 1 (m ≥ 2) or (1.6) (m =
1) to S and setting δ = 0.
9. Proof of Theorem 5
The proof of Theorem 5 modulo Theorem 1 is routine and well
known. We include it here for completeness. Since Theorem 5 is a
zero-versus-one measure theoretic law, it suffices to prove it locally.
By the implicit function theorem, a local chart of a C l hypersurface in
Rn can be given by the Monge parametrization,
S := {((x1, x2, · · · , xn−1, f(x)) : x = (x1, x2, · · · , xn−1) ∈ I}
where I = [0, 1]n−1 and f ∈ C l(I). Let Ωn(f, ψ) denote the projection
of S ∩ Sn(ψ) onto I. Since this projection is bi-Lipschitz, we know
that
Hs(S ∩Sn(ψ)) = 0 ⇐⇒ Hs(Ωn(f, ψ)) = 0.
Note that the set B = {x ∈ I : det∇2f = 0} is closed and Hs(B) = 0
by assumption, therefore I\B can be written as a countable union of
closed hyperectangles Ii on which f satisfies (1.14). The constants c1
and c2 associated with (1.14) depend on the particular choices of Ii.
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Now it suffices to prove that Hs(Ωn(f, ψ) ∩ Ii) = 0 for all i, since this
would imply that
Hs(Ωn(f, ψ)) ≤ Hs(B ∪ (∪∞i=1Ωn(f, ψ) ∩ Ii))
≤ Hs(B) +
∞∑
i=1
Hs(Ωn(f, ψ) ∩ Ii) = 0
and therefore establish Theorem 5. So without loss of generality, we
may assume f satisfies (1.14) on I. Having set up the question in
context, we now show that for s > n−1
2
we have Hs(Ωn(f, ψ)) = 0
under the condition
∞∑
q=1
ψ(q)s+1qn−1−s <∞. (9.1)
First of all, Hs(Ωn(f, ψ)) = 0 automatically for all s > n − 1. So
we may assume that s ≤ n − 1. Next choose η > 0 such that η <
(2s−n+1)/(s+1). It is easily verified that there is no loss of generality
in assuming that
ψ(q) ≥ q−1+η for all q, (9.2)
because if (9.2) fails, one may replace ψ with ψˆ(q) := max(ψ(q), q−1+η)
which satisfies (9.2).
We recall that Ωn(f, ψ) consists of points x ∈ I such that the system
of inequalities {
|xi − aiq | < ψ(q)q , 1 ≤ i ≤ n− 1
|f(x)− b
q
| < ψ(q)
q
,
is satisfied for infinitely many (q, a, b) ∈ N × Zn−1 × Z. It is without
loss of generality to assume that a
q
∈ I for solutions of the above
inequalities. For p
q
∈ Qn with p = (a, b) ∈ Zn−1×Z, let σ(p/q) denote
the set of x ∈ I satisfying the above inequality. Trivially we have
diam
(
σ
(
p
q
))
≪ ψ(q)
q
(9.3)
where the implied constant only depends on n.
Now assume that σ(p/q) 6= ∅ and let x ∈ σ(p/q). Since f ∈ C l(I),
f is Lipschitz. It follows by the triangle inequality and the Lipschitz
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inequality that∣∣∣∣f
(
a
q
)
− b
q
∣∣∣∣ ≤
∣∣∣∣f(x)− bq
∣∣∣∣+
∣∣∣∣f
(
a
q
)
− f(x)
∣∣∣∣
≤ ψ(q)
q
+ c3
∣∣∣∣x− aq
∣∣∣∣
≤ c4ψ(q)
q
,
where c3 and c4 are constants that depend only on f . Thus for i ≥ 0
#{p/q ∈ Qn : 2i ≤ q < 2i+1, σ(p/q) 6= ∅}
≤#{p/q ∈ Qn : 2i ≤ q < 2i+1, a/q ∈ I, |f(a/q)− b/q| ≤ c4ψ(q)/q}
≤#{a/q ∈ Qn−1 : q < 2i+1, a/q ∈ I, ‖qf(a/q)‖ ≤ c4ψ(2i)}
where in the last inequality the monotonicity assumption on ψ is used.
Now in view of (9.2), Theorem 1 implies that
#{p/q ∈ Qn : 2i ≤ q < 2i+1, σ(p/q) 6= ∅} ≪ ψ(2i)2ni. (9.4)
Recall that Ωn(f, ψ) = lim sup σ(p/q), which consists of x ∈ I lying
in infinitely many σ(p/q). In view of (9.3) and (9.4), we have
∞∑
q=1
∑
p∈Zn
diam
(
σ
(
p
q
))s
≪
∞∑
i=0
#{p/q ∈ Qn : 2i ≤ q < 2i+1, σ(p/q) 6= ∅}ψ(2i)s/2is
≪
∞∑
i=0
ψ(2i)1+s2i(n−s)
≪
∞∑
q=1
ψ(q)1+sqn−s−1
which by (9.1) is convergent. Hence the Hausdorff-Cantelli Lemma [6,
p. 68] implies that Hs(Ωn(f, ψ)) = 0 and this completes the proof of
Theorem 5.
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