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Abstract
In this paper, we study the existence of periodic solutions of the second order differential equations x′′ +
f (x)x′ + g(x) = e(t). Using continuation lemma, we obtain the existence of periodic solutions provided
that F(x) (= ∫ x0 f (s) ds) is sublinear when x tends to positive infinity and g(x) satisfies a new condition
xg′(x)
g(x)
−M, x  d,
where M , d are two positive constants.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we are concerned with the existence of periodic solutions of the second order
differential equations
x′′ + f (x)x′ + g(x) = e(t) (1.1)
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Arising from problems in applied sciences, Eq. (1.1) has been widely investigated in literature.
When f = 0, Eq. (1.1) becomes
x′′ + g(x) = e(t). (1.2)
Obviously, a necessary condition that Eq. (1.1) or Eq. (1.2) possesses one 2π -periodic solution
is
e¯ = 1
2π
2π∫
0
e(t) dt ∈ {g(x): x ∈ R}. (1.3)
To ensure the validity of (1.3), we assume throughout this paper that
sgn(x)g(x) > sup
{∣∣e(t)∣∣: t ∈R}, |x| d, (1.4)
where d > 0 is a constant. Of course, condition (1.4) is not sufficient to guarantee the existence
of periodic solutions of Eq. (1.1) or Eq. (1.2) without other supplementary conditions.
In [1], A.C. Lazer proved the existence of periodic solutions of Eq. (1.2) by assuming that
g(x) satisfies the sublinear condition
lim|x|→∞
g(x)
x
= 0 (1.5)
together with the sign condition
(g0) sgn(x)
(
g(x) − e¯) 0, |x| d,
which is implied by (1.4). From then on, there have appeared many works which generalized
condition (1.5) in different styles (see [2–11] and references therein). In particular, some one-
sided growth conditions on g(x) or G(x) (= ∫ x0 g(s) ds) are introduced in [3,5–10].
Firstly, J. Mawhin and J.R. Ward [3] proved the existence of periodic solutions of Eq. (1.1)
under (g0) and
lim sup
x→+∞
g(x)
x
<
1
4
. (1.6)
Lately, L. Fernandes and F. Zanolin [6] generalized (1.6) to the condition as follows:
lim inf
x→+∞
2G(x)
x2
<
1
4
. (1.7)
Secondly, T. Ding, R. Iannacci and F. Zanolin [7] tried to prove the existence of periodic
solutions of Eq. (1.2) by imposing conditions on lim infx→+∞ g(x)x . Assume that g(x) satisfies
the following condition
(g1) lim inf
x→+∞
g(x)
x
= 0
and there is a constant M > 0 such that
(g2)
xg′(x) M, x > d.
g(x)
1480 D. Zheng, Z. Wang / J. Math. Anal. Appl. 330 (2007) 1478–1487Under conditions (1.4), (g1) and (g2), it was proved in [7] that Eq. (1.2) has at least one periodic
solution.
When f = 0, Eq. (1.1) is a non-conservative system. In [12], Lefschetz gave the first existence
theorem for Eq. (1.1) under some dissipativity conditions. In the following years, there have
appeared many improved works. It was proved in [5] that Eq. (1.1) has at least one 2π -periodic
solution under conditions (1.5) and (g0) with f being an arbitrary function. This result was
improved in [6] by generalizing condition (1.5) to (1.6). The existence of periodic solutions of
Eq. (1.1) was also proved in [10] under condition (1.7) by imposing supplementary condition
(F ) lim
x→+∞
F(x)
x
= 0.
In this paper, we study the existence of 2π -periodic solutions of Eq. (1.1) under condition
(g1) and a reverse inequality to (g2). Assume that g is continuously differentiable on (d,+∞)
and there exists a constant M > 0 such that
(g3)
xg′(x)
g(x)
−M, x > d.
By combining phase-plane analysis methods with a continuation theorem based on coincidence
degree, we obtain the following results.
Theorem 1. Assume that conditions (g0), (g1), (g3) and (F ) hold. Then Eq. (1.1) has at least
one 2π -periodic solution.
Obviously, we can get a corollary from Theorem 1.
Corollary 1. Assume that conditions (g0), (g1) and (g3) hold. Then Eq. (1.2) has at least one
2π -periodic solution.
Theorem 2. Assume that conditions (g0), (g1), (g2) and (F ) hold. Then Eq. (1.1) has at least
one 2π -periodic solution.
From Theorem 2 we can derive another corollary.
Corollary 2. Assume that conditions (g0), (g1) and (g2) hold. Then Eq. (1.2) has at least one
2π -periodic solution.
In Section 4, we construct an example to show the application of Theorem 1.
2. A continuation lemma
In this paper, we will use a continuation theorem to show the existence of periodic solution of
Eq. (1.1). We now introduce the continuation lemma. Consider the system
x′ = y − F(x) + p(t), y′ = −g(x), (2.1)
where p(t) is continuous and T -periodic.
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M > 0 such that, if (xλ(t), yλ(t)) is any T -periodic solution of
x′ = λ(y − F(x) + p(t)), y′ = −λg(x) (2.2)
for some λ ∈ (0,1], then
max
{
xλ(t): t ∈ [0, T ]
} = M.
Then Eq. (1.1) has at least one T -periodic solution.
3. Proof of Theorem 1
In this section, we use above Continuation lemma to prove Theorem 1. Theorem 2 can be
handled similarly.
Proof of Theorem 1. For simplicity, we assume throughout this section that e¯ = 0. Un-
der this hypothesis, condition (g0) becomes sgn(x)g(x)  0, |x|  d , and the function E(t)
(= ∫ t0 e(s) ds) is a 2π -periodic function (in case e¯ = 0, we can replace e(t) by e(t)− e¯ and g(x)
by g(x)− e¯ and then we put ourselves into the same situation). We now take the same trick as in
[7] to prove the existence of periodic solutions of Eq. (1.1). It is sufficient to prove the existence
of T -periodic solution to Eq. (1.1), for a fixed period T > 0 and p(t) being T -periodic.
Indeed, let T > 0 be fixed and let t = ( 2π
T
)s, x = ( 2π
T
)2u, then we have x(t) is a 2π -periodic
solution to Eq. (1.1) if and only if u(s) is a T -periodic solution of
u′′(s) + f˜ (u(s))u′(s) + g˜(u(s))= e˜(s),
where e˜(s) := e( 2π
T
s) is T -periodic in s ∈ R; g˜(u) := g(( 2π
T
)2u) satisfies conditions (g0), (g1)
and (g3); f˜ (u) = T2π f (( 2πT )2u) satisfies condition (F ), that is limu→+∞ F˜ (u)u = 0 with F˜ (u) =∫ u
0 f˜ (u) du.
In this way, we can assume that e(t) is T -periodic and look for T -periodic solutions of
Eq. (1.1).
We proceed the proof in three steps.
(1) We suppose, without restriction, that M > 1 in (g3). For the sake of convenience in the
following proof, we fix T = 12 .
For lim supx→+∞
g(x)
x
= 0, Mawhin [5] has got the existence of periodic solutions of
Eq. (1.1). Hence, we assume that lim supx→+∞ g(x)x > 0.
Let
δ := lim sup
x→+∞
g(x)
x
> 0. (3.1)
Then there is a constant d˜ ∈ [d,+∞), which satisfies g(d˜)
d˜
= δ2 .
From (3.1) and condition (g1), there are two sequences
{εn}
(
0 < εn <
δ
4
, εn → 0, as n → +∞
)
and
{xn} (xn > d˜, xn → +∞, as n → +∞)
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x
attains the local minimum value εn at x = xn. That is,
g(xn)
xn
= εn.
Therefore, there is a constant an > 0 satisfying
0 <
g(x)
x
< 2εn, x ∈ (xn − an, xn]. (3.2)
Namely
an := sup
{
Δ:
g(x)
x
< 2εn, x ∈ [xn − Δ,xn]
}
.
Clearly, for each n, an is finite and satisfies
g(xn − an)
xn − an = 2εn. (3.3)
By (3.2) and condition (g3), we have
g′(x)−2εnM, x ∈ [xn − an, xn].
We assume, without loss of generality, that for all n,
−2εnM > −12 .
Then we have
g′(x) > −1
2
, x ∈ [xn − an, xn]. (3.4)
Using the mean value theorem on the interval [xn − an, xn], we can infer from (3.4) that
g(xn) − g(xn − an) = g′(ξ)an > −12an, ξ ∈ (xn − an, xn).
Namely
εnxn − 2εn(xn − an) > −12an
and thus
an >
2εn
1 + 4εn xn. (3.5)
Now, we consider the line with slope 12 through the point pn := (xn,−εnxn). It intersects the line
y = −2εnx at the point p¯n := (x¯n,−2εnx¯n). We have
−2εnx¯n − (−εnxn)
x¯n − xn =
1
2
.
Therefore,
x¯n
xn
= 1 + 2εn
1 + 4εn .
Furthermore,
x¯n = xn − 2εn xn. (3.6)1 + 4εn
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x¯n > xn − an.
(2) From (3.2) we know that
0 <
g(x)
x
< 2εn, x ∈ [x¯n, xn]. (3.7)
Let a = 2εn and define the function
ϕ(x) = 1
2
ax2 − G(x).
Clearly,
ϕ′(x) = ax − g(x).
From (3.7) we have that 2εnx − g(x) > 0. Hence,
ax − g(x) > 0, x ∈ [x¯n, xn],
which implies that ϕ′(x) > 0, for x ∈ [x¯n, xn]. Then ϕ(x) is monotone increasing in [x¯n, xn].
Consequently, ϕ(xn) > ϕ(x), x ∈ [x¯n, xn]. That is,
1
2
axn
2 − G(xn) > 12ax
2 − G(x).
Therefore,
2
(
G(xn) − G(x)
)
< a
(
x2n − x2
)
. (3.8)
(3) Consider the equivalent system of Eq. (1.1),
x′ = y − F(x) + E(t), y′ = −g(x)
(
E(t) =
t∫
0
e(s) ds
)
, (3.9)
where E(t) is continuous and T -periodic. Imbedding (3.9) into a system containing one parame-
ter λ ∈ (0,1], we have
x′ = λ(y − F(x) + E(t)), y′ = −λg(x). (3.10)
We claim that the condition of the continuation lemma holds with
M = xn, for n large enough.
To prove this, let (x(t), y(t)) = (xλ(t), yλ(t)) be any T -periodic solution of Eq. (3.10) and sup-
pose that
maxx(t) = x(t0) = xn (3.11)
for some t0 = t0(x,λ) ∈ [0.T ]. From(3.11) and condition (g1), we have that there is t¯ ∈ [0, T ]
such that x(t¯) < d . If x(t0) < d , then the condition of the continuation lemma is satisfied for
any M > d . If x(t0) > d , then there is an interval [α,β] with α = α(x,λ), β = β(x,λ) and
β − α < T , such that t0 ∈ [α,β],
x(α) = x(β) = d, x(t) > d for t ∈ [α,β]
and
x′(t0) = 0, y′(t) = −λg(x) < 0 for t ∈ [α,β].
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y(t) − F (x(t))+ E(t))y′(t) + g(x(t))x′(t) = 0. (3.12)
Integrating both sides of (3.12) on interval [t, t0] with t ∈ [α, t0] yields
y2(t) = y2(t0) + 2
(
G
(
x(t0)
)− G(x(t)))+ 2
t0∫
t
E(s)y′(s) ds − 2
t0∫
t
F
(
x(s)
)
y′(s) ds.
(3.13)
Write
|E|∞ = max
{∣∣E(t)∣∣: 0 t  T } and |F |∞ = ∣∣F(x)∣∣∞ = max{∣∣F(x)∣∣: d  x  xn}.
Then we get∣∣∣∣∣
t0∫
t
E(s)y′(s) ds
∣∣∣∣∣
t0∫
t
∣∣E(s)y′(s)∣∣ds  |E|∞
t0∫
t
∣∣y′(s)∣∣ds
 |E|∞
(∣∣y(t)∣∣+ ∣∣y(t0)∣∣) (3.14)
and ∣∣∣∣∣
t0∫
t
F
(
x(s)
)
y′(s) ds
∣∣∣∣∣
t0∫
t
∣∣F (x(s))y′(s)∣∣ds  |F |∞
t0∫
t
∣∣y′(s)∣∣ds
 |F |∞
(∣∣y(t)∣∣+ ∣∣y(t0)∣∣). (3.15)
From x′(t0) = λ(y(t0)−F(x(t0))+E(t0)) = 0, we know y(t0) = F(x(t0))−E(t0). Furthermore,
we have∣∣y(t0)∣∣ ∣∣F (x(t0))∣∣+ ∣∣E(t0)∣∣ |F |∞ + |E|∞. (3.16)
Using (3.13)–(3.16), we get
y2(t) 2
(
G
(
x(t0)
)− G(x(t)))+ 3(|F |∞ + |E|∞)2 + 2(|F |∞ + |E|∞)∣∣y(t)∣∣.
Consequently,[
y(t) − (|F |∞ + |E|∞)]2  2(G(x(t0))− G(x(t)))+ 4(|F |∞ + |E|∞)2,
which implies that
y(t)
(|F |∞ + |E|∞)+√2(G(x(t0))− G(x(t)))+ 4(|F |∞ + |E|∞)2
 3
(|F |∞ + |E|∞)+√2(G(x(t0))− G(x(t))).
It follows from x′(t) = λ(y(t) − F(x(t)) + E(t)) that
1
λ
x′(t) = y(t) − F (x(t))+ E(t)
 3
(|F |∞ + |E|∞)+√2(G(x(t0))− G(x(t)))− F (x(t))+ E(t)
 4
(|F |∞ + |E|∞)+√2(G(x(t0))− G(x(t))).
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x′(t) 4
(|F |∞ + |E|∞)+√2(G(x(t0))− G(x(t))). (3.17)
From condition (F ) we know that, for each η > 0, there is cη > 0 such that∣∣F(x)∣∣ ηx + cη, x  d. (3.18)
Combining (3.17) with (3.18), we obtain
x′(t) 4
[
(ηx + cη) + |E|∞
]+√2(G(x(t0))− G(x(t)))
 4
(|E|∞ + cη)+ 4ηx(t0) +√2(G(x(t0))− G(x(t))).
Thus,
x′(t)
4(|E|∞ + cη) + 4ηx(t0) + √2(G(x(t0)) − G(x(t)))  1. (3.19)
Since x(t) > d , for t ∈ [α, t0], there is t1 = t1(n) with t1 ∈ [α, t0], such that x(t1) = x¯n > d .
Integrating both sides of the inequality (3.19) on interval [t1, t0], we get
x(t0)∫
x(t1)
dx
4(|E|∞ + cη) + 4ηx(t0) + √2(G(x(t0)) − G(x(t)))  t0 − t1. (3.20)
Let τ(n) = t0 − t1  t0 − α < T = 12 . From the hypothesis maxx(t) = x(t0) = xn, we have
xn∫
x¯n
dx
4(|E|∞ + cη) + 4ηxn + √2(G(xn) − G(x))  τ(n). (3.21)
From (3.8) we can derive that, for x ∈ [x¯n, xn],
xn∫
x¯n
dx
4(|E|∞ + cη) + 4ηxn +
√
a(x2n − x2)
 τ(n).
It is easy to see that, for n large enough,
xn∫
x¯n
dx
4(|E|∞ + cη) + 4ηxn +
√
a(x2n − x2)
=
1∫
x¯n
xn
du
4(|E|∞+cη)
xn
+ 4η +√a(1 − u2)

1∫
x¯n
du
5η +√a(1 − u2) .
xn
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lim
η→0+
1∫
x¯n
xn
du
5η +√a(1 − u2) =
1∫
x¯n
xn
du√
a(1 − u2) =
1∫
1+2εn
1+4εn
du√
2εn(1 − u2)
.
Since
lim
ε→0
1∫
1+2ε
1+4ε
du√
2ε(1 − u2) = limε→0
π
2 − arcsin 1+2ε1+4ε√
2ε
= lim
ε→0
− 1√
1−( 1+2ε1+4ε )2
−2
(1+4ε)2
1√
2ε
= lim
ε→0
√
2ε√
ε(1 + 3ε)(1 + 4ε) =
√
2 >
1
2
,
there exists η0 > 0 such that, for 0 < η < η0, we have
1∫
x¯n
xn
du
5η +√a(1 − u2) >
1
2
.
Therefore, for n large enough,
1
2
< τ(n) = t0 − t1 < t0 − α < T .
This is a contradiction with the choice of T fixed at the beginning. Thus, we have proved that
each T -periodic solution x(t) of (3.10) satisfying maxx(t) = xn for n large enough. According
to continuation lemma, Eq. (3.9) has at least one T -periodic solution. Furthermore, Eq. (1.1)
possesses at least one 2π -periodic solution. 
Remark. We can obtain the symmetric results if conditions (gi) (i = 0,1,2,3) are replaced by
analogous conditions for x < 0.
4. An example
In this section, we construct an example to show the application of Theorem 1.
Example. Define a function g(x) :R→R, g(0) = 0,
g(x) = xeln(1+ln(1+|x|)) sin ln ln(1+ln(1+|x|)), x = 0.
Obviously, g(x) satisfies the condition (g0). It is easy to see that lim infx→+∞ g(x)x = 0, and
lim supx→+∞
g(x)
x
= +∞. We now check that g(x) satisfies condition (g3). By a direct calcula-
tion, we have that, for x > 0,
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g(x)
= x(xe
ln(1+ln(1+x)) sin ln ln(1+ln(1+x)))′
xeln(1+ln(1+x)) sin ln ln(1+ln(1+x))
= 1 + x
(1 + x)(1 + ln(1 + x)) sin ln ln
(
1 + ln(1 + x))
+ x
(1 + x)(1 + ln(1 + x)) cos ln ln
(
1 + ln(1 + x))
= 1 + x
(1 + x)(1 + ln(1 + x))
(
sin ln ln
(
1 + ln(1 + x))+ cos ln ln(1 + ln(1 + x)))
= 1 +
√
2x
(1 + x)(1 + ln(1 + x)) sinϕ,
where ϕ = ln ln(1 + ln(1 + x)) + π4 . Since
lim
x→+∞
xg′(x)
g(x)
= lim
x→+∞
(
1 +
√
2x
(1 + x)(1 + ln(1 + x)) sinϕ
)
= 1,
there is a constant d > 0 such that xg
′(x)
g(x)
 12 , for x  d . From Theorem 1 we know that equation
x′′ + (cosx)x′ + g(x) = p(t) has at least one 2π -periodic solution.
References
[1] A.C. Lazer, On Schauder’s fixed point and forced second order nonlinear oscillations, J. Math. Anal. Appl. 21
(1968) 421–425.
[2] J.P. Gossez, P. Omari, Nonresonance with respect to the Fucik spectrum for periodic solutions of second order
ordinary differential equations, Nonlinear Anal. 14 (1990) 1079–1104.
[3] J. Mawhin, J. Ward, Periodic solutions of second order forced Liénard differential equations at resonance, Arch.
Math. 41 (1983) 337–351.
[4] J. Mawhin, An extension of A.C. Lazer on forced nonlinear oscillations, J. Math. Anal. Appl. 40 (1972) 20–29.
[5] J. Mawhin, Recent trends in nonlinear boundary value problems, in: Proc. 7th Int. Conf. Nonlinear Oscillation,
Berlin, 1991, pp. 57–70.
[6] L. Fernandes, F. Zanolin, Periodic solutions of a second order differential equation with one-sided growth restric-
tions on the restoring term, Arch. Math. 51 (1988) 151–163.
[7] T. Ding, R. Iannacci, F. Zanolin, On periodic solutions of sublinear Duffing equations, J. Math. Anal. Appl. 158
(1991) 316–332.
[8] P. Omari, G. Villari, F. Zanolin, Periodic solutions of Liénard differential equations with one-sided growth restric-
tion, J. Differential Equations 67 (1987) 278–293.
[9] A. Fonda, F. Zanolin, On the use of time-maps for the solvability of nonlinear boundary value problems, Arch.
Math. 59 (1992) 245–295.
[10] Z. Wang, Periodic solutions of Liénard differential equations with sub-quadratic potential conditions, J. Math. Anal.
Appl. 256 (2001) 489–500.
[11] Z. Wang, Periodic solutions of the second-order forced Liénard equation via time maps, Nonlinear Anal. 48 (2002)
445–460.
[12] S. Lefschetz, Existence of periodic solutions for certain differential equations, Proc. Natl. Acad. Sci. USA 29 (1943)
29–32.
