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RESUMEN
El presente documento muestra el desarrollo de 
un modelo de tráÞ co basado en redes neuronales. 
Los datos de tráÞ co que se utilizaron en el en-
trenamiento de la red neuronal se extrajeron de 
una red de datos LAN Ethernet a través del snifer 
Ethereal; también se utilizó el software MATLAB 
para modelar la red neuronal de tres capas. Los 
resultados obtenidos evidencian la gran ß exibili-
dad y precisión de las redes neuronales en el mo-
delamiento de tráÞ co de una red Ethernet, si se 
cuenta con el suÞ ciente número de muestras de 
tráÞ co para entrenarla.
ABSTRACT
This paper shows the development of a trafÞ c mo-
del based on neural networks. TrafÞ c data used 
in training of the neural network were extracted 
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from a data network through the Ethernet LAN 
Ethereal Sniffer; also MATLAB software was 
used to modeling the three-layer neural network. 
The results show the ß exibility and accuracy of 
neural networks in modeling of Ethernet network 
trafÞ c, if you have a sufÞ cient number of samples 
of trafÞ c to train it.
1. INTRODUCCIÓN 
El uso de sistemas inteligentes para la resolución 
de problemas cotidianos, se convierte en una he-
rramienta indispensable y de gran ayuda, cuando 
otros modelos matemáticos no logran representar 
con exactitud el comportamiento de un sistema 
[1], [2].
Las redes neuronales artiÞ ciales (ArtiÞ cial Neural 
Networks, “ANN”) son utilizadas como mecanis-
mo de aprendizaje en diferentes modelos compu-
tarizados [3].
En teletráÞ co las ANN se aplican como mecanis-
mo para predecir tráÞ co en redes de alta veloci-
dad para controlar la congestión [4], [5], predic-
ción dinámica del ancho de banda, predicción de 
errores y clasiÞ cación de tráÞ co, entre otras.
2. NEURONAS ARTIFICIALES 
El cerebro del ser humano es un órgano complejo, 
está diseñado no solamente para hacer funcionar 
el cuerpo, sino también para solucionar inÞ nidad 
de problemas en un tiempo muy corto, éste a su 
vez está compuesto por millones de neuronas in-
terconectadas que permiten el procesamiento de 
una gran cantidad de información [6] - [8].
Los cientíÞ cos en la búsqueda del funcionamien-
to del cerebro y de alcanzar su capacidad de pro-
cesamiento han tratado de recrear neuronas usan-
do herramientas computacionales [9], esta idea 
ha permitido que puedan ser utilizadas para la 
resolución de problemas complejos en diferentes 
ámbitos.
Fig. 1. Neurona del Sistema Nervioso Humano.
Fig. 2. Neurona Artificial.
Donde, ‘xi’ es el valor de la entrada i-ésima, ‘wi’ 
es el peso de la conexión, ‘o’ es la salida de la 
neurona y ‘s’ es la función no-lineal o función de 
activación [10]. La red estaría dada por:
red=w1x1+w2x2+...+wnxn.
2.1 Pesos
Los pesos son coeÞ cientes adaptativos que a tra-
vés de la fase de entrenamiento son modiÞ cados 
para que aprendan correctamente la relación entre 
las entradas y las salidas [11], [13].
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2.2 Función de transferencia
La función suma y la función de transferencia 
son dos componentes de las redes neuronales que 
realizan actividades muy importantes. La función 
sumatoria, suma el producto entre los vectores de 
entrada y el vector de pesos, y luego, se dirige el 
resultado a la función de transferencia que gene-
ralmente es no lineal y es la que determina el es-
tado dinámico de un sistema de redes neuronales 
[12] - [15].
Existen varios tipos de funciones de activación: 
sigmoide, tangente hiperbólica, función signo, 
entre otras.
2.3 Arquitectura 
La combinación de neuronas se realiza mediante 
capas [12], [16] y dependiendo de éstas y de la 
interconexión entre ellas se tienen diferentes cla-
siÞ caciones:
Tabla 1. Arquitectura
Depende de Clasificación
Número de Capas Monocopa (1 capa)
Multicapa (Más de una copa).
Tipos de Conexiones Recurrente (realimentación)
No recurrente
Número de conexiones Totalmente conectada
Parcialmente conectada
2.4 Perceptron multicapa (MLP)  
Las redes perceptron multicapa se aplican a pro-
blemas de clasiÞ cación, modelización, predicción 
en series temporales, control discreto, etc. [17], 
[18]. Tiene un sistema de aprendizaje por minimi-
zación de error, la primera capa es la de entrada, 
la última es la capa de salida y las intermedias se 
denominan ocultas.
3. PREDICCIÓN DE TRÁFICO
Existen diferentes métodos para predecir tráÞ co 
a partir del estudio de series estacionarias no de-
terministas asociadas a diferentes momentos de 
tiempo, entre ellos se pueden destacar:
–  Modelo AR
–  Modelo ARI
–  Modelo BOX-Jenkins o ARIMA
La técnica empleada consiste en extraer las rela-
ciones subyacentes de los valores pasados y se 
utilizan para extrapolar y predecir el comporta-
miento futuro [14], [19].
Sin embargo, para efectos de este artículo se ana-
lizará la predicción de tráÞ co usando las redes 
neuronales, que presentan grandes ventajas en 
cuanto a adaptación y manejo computacional.
4. METODOLOGÍA
A continuación se realiza un experimento infor-
mático, con el Þ n de corroborar el funcionamiento 
de las redes neuronales y la versatilidad de aplica-
ciones, en este caso la predicción del volumen de 
tráÞ co en una red LAN.
Capa de Entrada Capa Oculta Capa de Salida 
Fig. 3. Red perceptron multicapa.
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Los datos muestreados fueron obtenidos en un 
intervalo de 50 seg en una red LAN, utilizando 
un software libre para la medición del ancho de 
banda.
En la siguiente tabla se encuentran algunas mues-
tras de los datos utilizados:
Tabla 2. Muestras de tráfico LAN.
t [seg] M bits por segundo
1 2.97
2 0.9
3 1.74
4 2.47
5 2.56
6 1.43
7 0.38
8 0.19
9 0.51
10 0.7
11 2.35
12 2.99
13 0.69
14 0.3
15 2.16
16 2.49
17 2.44
18 1.37
19 2.89
20 1.35
21 0.96
22 1.83
23 1.25
24 1
25 2.96
Utilizando el método de prueba y error, se con-
Þ guraron los parámetros de la red (ANN) para 
que permitiera identiÞ car y predecir el tráÞ co de 
acuerdo con la información suministrada.
Para crear la red se utilizó el software ® Matlab, 
el cual facilita la creación de redes neuronales a 
través del lenguaje de programación matemático. 
Inicialmente se probaron diferentes modelos y 
parámetros, pero el que mejor aproximó el com-
portamiento para estas muestras fue el siguiente:
Se utilizó una capa de entrada, una capa de salida, 
una capa oculta con función de activación lineal 
(ver Fig. 5).
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Fig. 4. Volumen de tráfico red LAN.
Capa deentrada Capa oculta lineal Capa de salida 
g
Fig. 5. Modelo utilizado.
La información extraída de la red LAN se usó para 
entrenar una red neuronal artiÞ cial (ANN), con el 
Þ n de realizar la predicción del tráÞ co futuro.
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xlabel(‘time [seg]’) 
ylabel(‘Output Simulation ANN (Blue) Target(--) 
[Mbits]’)
title(‘Output ANN (Simulation) and Target Sig-
nals (Traffi c to Predict)’) 
e=w-simu;
 %Cálculo del error
fi gure
plot(t,e) %Gráfi ca del error
hold on 
plot([min(t) max(time)],[0 0],’:r’) 
hold off 
xlabel(‘Time [Seg]’) 
ylabel(‘Error’) 
title(‘Error Signal’)
5. RESULTADOS
Como se observa en las siguientes gráÞ cas de 
comportamiento, después de realizar el entrena-
miento de la red neuronal con el algoritmo de 
aprendizaje, se alcanza el objetivo de predecir 
el tráÞ co de la red, veriÞ cando que es una herra-
mienta válida para este tipo de aplicación.
El modelo neuronal elegido cumple a cabalidad, 
respondiendo adecuadamente según lo que se 
espera del comportamiento de la red, en un in-
tervalo de tiempo determinado.
Comparando la salida simulada de la red en co-
lor azul con el tráÞ co a predecir “línea punteada 
verde” Fig. 7, se observa un periodo transitorio 
al comienzo y después la predicción del tráÞ co 
es muy aproximada al comportamiento real de 
la red LAN, tal como se observa en la gráÞ ca de 
error Fig. 8, donde se evidencia cómo disminuye 
4.1 Código red neuronal (ANN) 
Seguidamente se observa el algoritmo utilizado 
para crear la red neuronal artiÞ cial.
T; 
%Vector tiempo en seg
w;
 % Vector capturas de tráfi co
Q=length(w); % Longitud del Vector 
P=seros(10,Q);
% inicialización del vector de IN
P(1,2:Q) = w(1,1:(Q-1)); 
P(2,3:Q) = w(1,1:(Q-2)); 
P(3,4:Q) = w(1,1:(Q-3)); 
P(4,5:Q) = w(1,1:(Q-4)); 
P(5,6:Q) = w(1,1:(Q-5));
plot(t,w);
 % Gráfi ca del tráfi co a predecir
%Confi g. del gráfi co
Xlabel (‘Time [Seg]’); 
Ylabel (‘Traffi c [Mbits]’); 
Title (‘Traffi c to Predict’);
% Creación de la red neuronal
net=newlind(P,w);
% Se ingresa el vector de entrada, y el vector 
target (Objetivo)
simu=sim(net,P);
% Se simula la red con el vector de entrada y se 
almacena en simu.
fi gure
plot(t,simu,t,w,’--’); 
% plot(t,simu); 
95redes neuronales y predicción de tráfico
NELSON STIVET TORRES ÁLVAREZ / CÉSAR HERNÁNDEZ / LUIS F. PEDRAZA
re-creaciones
el error prácticamente llegando a un valor muy 
cercano a cero a medida que el tiempo transcu-
rre.
Adicionalmente, la red neuronal responde con 
la rapidez necesaria para igualar el ß ujo de trá-
Þ co en la red, ratiÞ cando su gran capacidad de 
aprendizaje y adaptación a diferentes entornos y 
sistemas.
6. CONCLUSIONES
Predecir el tráÞ co utilizando como herramienta 
las redes neuronales artiÞ ciales es posible.
Gracias al entrenamiento de la red y ajuste de los 
valores de los pesos, después de realizar varias 
iteraciones el modelo empieza a predecir con un 
error que tiende a cero y arroja excelentes resul-
tados.
Como se evidencia en este documento es una in-
teresante alternativa para la predicción no sola-
mente de problemas relacionados con el volumen 
de tráÞ co, sino a otros parámetros como por ejem-
plo: clasiÞ cación de tráÞ co, predicción de errores 
[20], [21], reconocimiento de patrones, etc.
La inteligencia artiÞ cial es una alternativa adicio-
nal para enfrentar este tipo de problemas, que de 
otra forma sería más complejo solucionarlos. 
La ß exibilidad de las redes neuronales facilita su 
adaptación a diferentes entornos, entre ellos redes 
de comunicaciones, tráÞ co en general o identiÞ -
cación de sistemas.
Las redes neuronales son de gran utilidad para 
identiÞ car sistemas que se comporten de manera 
lineal y no lineal, sin embargo, se hace necesario 
contar con tecnología que tenga alta capacidad de 
cómputo para que el resultado del entrenamiento 
de las neuronas se lleve en un menor tiempo y con 
una mayor exactitud.
Fig. 6. Tráfico a predecir.
Fig. 7.  Simulación de la ANN vs. Volumen de tráfico   
 a predecir.
Fig. 8. Error entre el tráfico a predecir y la simulación.
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